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Service-oriented Computing introduces a range of possible applications spanning from the combination
of Web services in software mashups to the design and implementation of entire IT system landscapes
following the paradigm of Service-oriented Architectures. The discovery of services which provide a
desired capability is one of the basic operations in Service-oriented Computing and is deemed to be one
of the grand challenges in Web service research. This applies in particular to scenarios with a large
number of service offers, where it is desirable to automate the discovery process to some degree.
Service discovery is based on the description of service components, e.g., interfaces or operations. As
the syntactic description of a Web service is often imprecise, semantic Web services are considered to play
a decisive role in the facilitation of service discovery. In this context, the application and utilization of
semantic information in service discovery concerns the ability of service providers to describe services,
the ability of requesters to specify requirements, and the effectiveness of the service matchmaker, i.e., an
algorithm that takes into account a request and finds the best fitting services from a set of service offers.
Matchmaking research focuses on the selection of the necessary elements from a service description,
similarity metrics, and the combination of the resulting similarity values. This thesis provides several
contributions to the improvement and ease of service discovery based on semantic information. The
main contributions are made in the fields of service matchmaking and query formulation.
Regarding the first-mentioned contribution, two approaches to matchmaking for semantic Web ser-
vices are presented. The first of which, LOG4SWS.KOM, is based on “classic” subsumption matching
and introduces an innovative way to weight and combine different matching degrees. LOG4SWS.KOM is
self-adaptive to different basic assumptions regarding the semantic concepts applied in a service descrip-
tion. This includes different presumptions regarding what a semantic annotation on a distinct service
abstraction level actually denotes as well as the meaning of different subsumption relationships between
semantic concepts. LOG4SWS.KOM is applied to different abstraction levels of a service description,
which may not necessarily be completely described using semantic information. Hence, the matchmaker
includes a linguistic-based fallback strategy, triggering the need to incorporate syntactic information.
The second matchmaker, COV4SWS.KOM, deviates from logic-based similarity measurement and ap-
plies methods from the field of relatedness measurement of semantic concepts in ontologies. This way,
COV4SWS.KOM allows more fine-grained relationships than conventional subsumption matching-based
approaches. Additionally, COV4SWS.KOM introduces the adaptation to varying quality and usefulness
of syntactic descriptions and semantic annotations at different abstraction levels of a service description.
Both matchmakers are implemented for SAWSDL and provide, to the best of our knowledge, the best
matchmaking results for this Web service standard regarding Information Retrieval metrics, so far.
Regarding the second focus of this thesis – query formulation for semantic Web service discovery –
an extensive analysis of requirements towards a unified service query formalism has been conducted.
Based on this analysis, two different approaches to query formulation for semantic Web services have
been designed, developed, and implemented. The first is a lightweight approach making use of already
existing standards and technologies: Here, a slightly extended SPARQL syntax for SAWSDL-based service
descriptions is integrated into UDDI. However, the usage of existing standards imposes some constraints,
as especially SPARQL has not been explicitly designed for query formulation for semantic Web services.
Hence, a second, more advanced approach, has been implemented, where a distinct, SPARQL-based query
language is conceptualized and integrated in a service registry. This language – SWS2QL – allows a ser-
vice requester to address different service abstraction levels, incorporate and parameterize matchmakers,
define thresholds, etc., leading to a sophisticated, fine-grained definition of service requests. Even though
the corresponding proof of concept implementation makes use of ebXML as service registry standard and
SAWSDL as service formalism, results can be easily transferred to other registry and service technologies,
as the approach is based on abstract service data and query models. This way, a unified service query
formalism is provided.
Apart from the main contributions, this thesis also provides a general framework based on ebXML,
which features the integration of semantic Web service descriptions and different service matchmakers
into this registry standard.
i
Kurzfassung
Mögliche Anwendungen Serviceorientierter Konzepte reichen von der Verknüpfung von Webapplikationen
in Mashups bis hin zur Gestaltung komplexer IT-Anwendungslandschaften in Form von Serviceorientier-
ten Architekturen. Dabei kommt dem Auffinden von Diensten eine hohe Bedeutung zu. Insbesondere in
Szenarien, in denen eine Vielzahl von Diensten zur Verfügung steht, ist zumindest ein gewisser Grad an
Automatisierung des Suchprozesses wünschenswert und letztendlich notwendig, um darauf aufbauende
Funktionalitäten wie beispielsweise die Ad-hoc-Einbindung von Diensten zu ermöglichen.
Das Auffinden von Diensten basiert auf der Beschreibung einzelner Dienstelemente wie Schnittstellen
oder Operationen. Gerade bei der automatischen Einbindung von Diensten werden genaue und maschi-
nenverarbeitbare Angaben benötigt, welche über eine syntaktische Darstellung hinausgehen. Aus diesem
Grund werden semantische Informationen genutzt, um Dienste präzise zu spezifizieren. Diese Informa-
tionen können dann in der Dienstsuche verwendet werden, um Anforderungen an einen Dienst möglichst
genau zu beschreiben. Ein Matchmaker, d. h. ein Algorithmus, der in der Lage ist, basierend auf einer An-
frage die am besten passenden Dienste aus einer Angebotsmenge zu bestimmen, muss dementsprechend
in der Lage sein, semantische Informationen verarbeiten und nutzen zu können. Die vorliegende Arbeit
liefert verschiedene Beiträge zur Vereinfachung und Verbesserung der Suche nach funktional passenden
Diensten durch die Entwicklung und Umsetzung innovativer Matchmaker und Anfragesprachenkonzepte.
Der erste in dieser Arbeit vorgestellte Matchmaker – LOG4SWS.KOM – basiert auf der Deduktion von
Inferenzrelationen zwischen semantischen Konzepten. Dieser Ansatz wird um ein innovatives Verfah-
ren zur Gewichtung und Kombination einzelner Ähnlichkeitswerte erweitert. LOG4SWS.KOM ermöglicht
die Adaption an verschiedene Grundannahmen bezüglich der verwendeten semantischen Konzepte und
passt sich entsprechend an verschiedene Dienstdomänen an. Weiterhin werden in LOG4SWS.KOM un-
terschiedliche Abstraktionsebenen von Diensten berücksichtigt, welche nicht zwangsläufig vollständig
semantisch beschrieben sind. Aus diesem Grund verfügt der Matchmaker über eine alternative Methodik
zur Bestimmung von Ähnlichkeiten zwischen einzelnen Dienstelementen, welche syntaxbasiert ist. Der
zweite Matchmaker – COV4SWS.KOM – weicht von der üblicherweise verwendeten Logik-basierten Be-
stimmung von Ähnlichkeitsmaßen ab. Stattdessen werden Vergleichsmaße für Ontologien verwendet,
welche die Ähnlichkeit zwischen semantischen Konzepten in einer feineren Granularität als logische
Verfahren bestimmen. Zusätzlich ermöglicht COV4SWS.KOM die Adaption an die unterschiedliche Gü-
te und Nutzbarkeit von Beschreibungen auf verschiedenen Dienstebenen. Beide Matchmaker wurden
für SAWSDL umgesetzt und liefern die bisher besten Suchergebnisse für diesen Beschreibungsstandard
bezüglich bekannter Gütemaße aus dem Bereich des Information Retrieval.
Hinsichtlich des zweiten inhaltlichen Schwerpunkts dieser Arbeit – der Formulierung von Anfragen
für semantisch beschriebene Dienste – wurden zunächst auf konzeptioneller Ebene Anforderungen an
einen Suchformalismus für Dienste erarbeitet. Diese umfassen die Kombination von syntaktischen und
semantischen Informationen, die Definition von Wertebereichen (Zielmengen) sowie die Anpassung des
Matchmakings durch den Nutzer. Als Machbarkeitsnachweis wird das Anfragekonzept in einer leichtge-
wichtigen Lösung für UDDI und in einer umfangreicheren Lösung für ebXML umgesetzt. Im ersten Fall
kommen bereits existierende Standards wie SAWSDL, ein offizielles Mapping von SAWSDL nach RDF und
eine leicht erweiterte Version von SPARQL als Anfragesprache zum Einsatz. Es zeigt sich, dass die Wie-
derverwendung von Standards einige Einschränkungen mit sich bringt, da insbesondere SPARQL nicht
als Anfragesprache für semantisch beschriebene Dienste konzipiert wurde. Daher wird in der zweiten Lö-
sung zunächst von existierenden Technologien abstrahiert und SPARQL wird als Grundlage für eine neue,
auf Dienste abzielende Anfragesprache – SWS2QL – verwendet. SWS2QL ermöglicht dem Anwender die
explizite Adressierung unterschiedlicher Serviceabstraktionsebenen, die Definition von Wertebereichen
bzw. Mindestähnlichkeiten und die Parametrisierung von Matchmakern innerhalb einer Anfrage. Auf die-
se Weise kann ein Nutzer seine Anforderungen an einen Dienst sehr genau und feingranular definieren.
Obwohl sich die entsprechende Beispielimplementierung auf SAWSDL und ebXML bezieht, kann der An-
satz sowie die Anfragesprache aufgrund der verwendeten abstrakten Service- und Anfragemodelle auf
andere Standards übertragen werden.
Als zusätzlicher Beitrag wird in dieser Arbeit ein Framework zur Integration von semantisch beschrie-
benen Diensten sowie unterschiedlichen Matchmakern in ebXML präsentiert.
ii
Acknowledgments
The research presented in this thesis has been conducted during my time as a research assistant at the
Multimedia Communications Lab (KOM) at Technische Universität Darmstadt, Germany, under the su-
pervision of Prof. Dr.-Ing. Ralf Steinmetz. During the last four years, a number of different people have
contributed to the success of my doctoral studies:
Special thanks go to my colleagues from the “Service-oriented Computing” research group – my current
colleagues Dr.-Ing. Julian Eckert, Ulrich Lampe, André Miede, Michael Niemann, Apostolos Papageorgiou,
Dieter Schuller, and Melanie Siebenhaar, as well as my former colleagues Dr.-Ing. Rainer Berbner and Dr.-
Ing. Nicolas Repp. Without your support and the excellent working atmosphere, it would not have been
possible for me to finish this thesis.
Furthermore, I’d like to thank all former and current colleagues at KOM, especially Prof. Dr.-Ing. Markus
Fidler, Dr.-Ing. Kalman Graffi, Prof. Dr.-Ing. Matthias Hollick, Sebastian Kaune, Dr.-Ing. Aleksandra Ko-
vacˇevic´, and Andreas Reinhardt, for their very useful advice and the constructive discussions. In addition,
I would like to thank everybody who proof-read my dissertation.
Prof. Dr.-Ing. Ralf Steinmetz gave me the opportunity to work in his lab and to participate in a number
of very interesting research projects. Without his constant support and advice, I would be still very far
away from completing this thesis. Also, I would like to thank my co-supervisor Prof. Dr. York Sure from
the University of Koblenz-Landau for his help, especially while finishing my work.
A special thanks goes to my parents and my brother Markus, who supported me so much in my edu-
cation and my life in general. Thank you for giving me the chance to see the world and go my own way.
Furthermore, I want to thank my friends Korbinian von Blanckenburg, Mira Diekmann, Stefan Focks, and
Achim Gebhardt for bringing me back down to earth whenever necessary.





I Introduction and Background 1
1 Introduction 3
1.1 Goals and Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Background 9
2.1 Service-oriented Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 Web Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Web Service Description Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.3 Service Registries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Semantic Web Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Semantics for Web Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Ontologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Semantic Web Service Formalisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Service Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Query Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.2 Matchmaking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
II Adaptive Matchmaking and Query Formulation 25
3 Self-Adaptive Matchmaking for Semantic Web Services 27
3.1 Problem Statement and Specification of Requirements . . . . . . . . . . . . . . . . . . . . . . . 27
3.1.1 Identification of Data Items to be Matched . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1.2 Measurement of Similarities between Objects . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.3 Matching Service Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.4 Recapitulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 LOG4SWS.KOM: Self-Adapting Semantic Web Service Discovery for SAWSDL . . . . . . . . . 35
3.2.1 Specification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.2 Fallback Strategy and Caching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.3 Deriving Numerical Equivalents of Discrete DoMs Using OLS . . . . . . . . . . . . . . . 42
3.2.4 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 COV4SWS.KOM: Matchmaking Based on Semantic Relatedness for SAWSDL . . . . . . . . . 47
3.3.1 Semantic Relatedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.2 Deriving Level Weightings Using Regression Analysis . . . . . . . . . . . . . . . . . . . . 52
3.3.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4 Evaluation and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4.1 Evaluation of LOG4SWS.KOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4.2 Evaluation of COV4SWS.KOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.5 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.5.1 Basic Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.5.2 Matchmaking Approaches for SAWSDL and WSDL . . . . . . . . . . . . . . . . . . . . . 67
3.5.3 Further Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.5.4 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
v
4 Query Formalisms for Semantic Web Services 75
4.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 Specification of Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3 Integrating Semantic Discovery in UDDI with SPARQL . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.1 SPARQL as Query Language for UDDI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.2 Integration Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3.3 Publishing SAWSDL-based Services in UDDI . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3.4 Integrating SPARQL into UDDI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3.5 Implementation Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.4 A Unified Querying Formalism for Semantic Web Services . . . . . . . . . . . . . . . . . . . . . 87
4.4.1 Design of a Unified Querying Formalism for Semantic Web Services . . . . . . . . . . 87
4.4.2 From an Abstract Query Model to SWS2QL . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.4.3 Integrating SWS2QL into ebXML . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.4.4 Implementation Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.5 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.5.1 Integration of Semantic Information Into Service Registries . . . . . . . . . . . . . . . . 99
4.5.2 Query Formalisms for Semantic Web Services . . . . . . . . . . . . . . . . . . . . . . . . 102
4.5.3 Overview and Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
III Finale 111
5 Conclusions and Outlook 113
5.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
Bibliography 117
List of Figures 135
List of Tables 137
List of Listings 138
List of Acronyms 139
IV Appendix 141
A Standards 143
A.1 Web Service Formalisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
A.1.1 Web Service Description Language and Semantic Annotations for WSDL and XML
Schema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
A.1.2 Mapping WSDL to RDF with WS2RDF.KOM . . . . . . . . . . . . . . . . . . . . . . . . . 144
A.1.3 Abstract Truncated Service Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
A.2 Service Registry Standards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
A.2.1 Universal Description, Discovery and Integration . . . . . . . . . . . . . . . . . . . . . . 152
A.2.2 Electronic Business using Extensible Markup Language . . . . . . . . . . . . . . . . . . 154
A.3 The Resource Description Framework and the Web Ontology Language . . . . . . . . . . . . . 155
A.3.1 Resource Description Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
A.3.2 Web Ontology Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
A.3.3 Description Logics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
A.4 SPARQL Protocol and RDF Query Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
vi Contents
B Evaluation Setup 161
B.1 Evaluation Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
B.2 Evaluation Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
B.2.1 SME2 Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
B.2.2 SAWSDL-TC Test Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
B.2.3 SAWSDL-TC: Queries and Relevance Sets (Overview) . . . . . . . . . . . . . . . . . . . 164
B.3 Information Retrieval Performance Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
B.4 Cross-validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
B.5 Evaluation of Runtime Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
C Further Evaluation Results 169
C.1 Comparison of Average Precision per Query . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
C.2 Comparison of R-Precision Values per Query . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
C.3 Friedman Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
C.4 Comparison of Average Response Time per Query . . . . . . . . . . . . . . . . . . . . . . . . . . 185
C.5 Detailed Recall-Precision Curve Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
D Further Details 189
D.1 Integrating SPARQL in UDDI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
D.1.1 tModels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
D.1.2 SPARQL Queries at Publication Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
D.1.3 Example SPARQL Queries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
D.1.4 Regular Expressions Needed for Query Processing . . . . . . . . . . . . . . . . . . . . . 192
D.2 Integrating SWS2QL in ebXML Registry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
D.2.1 Query Model XML Schema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
D.2.2 SQL Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
D.2.3 Matchmaker Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
E Author’s Publications 197
E.1 Main Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
E.2 Other Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
F Curriculum Vitae 201








The need for information technologies which are able to support agile organizations and fast-changing
business processes, has led to the wide propagation of Service-oriented Computing (SOC). Today, SOC is
a multi-level approach, ranging from the engineering and operation of IT infrastructures to the usage in
small Web-based applications called software mashups. One particular application area, which has heav-
ily influenced the computer science research community, as well as the software industry, in recent years
is the Service-oriented Architecture (SOA) paradigm, where services are deployed in order to organize
and implement IT architectures and, eventually, realize Business/IT alignment.
Independent of the actual application area, SOC is based on services. Services are self-describing
encapsulations of functionalities offered by software components. As services are loosely coupled and
self-contained, it is possible to dynamically invoke and substitute services, e.g., in a business process,
even across the borders of a single company or organization [148]. Hence, one particular application
area is the usage of services in workflows, i.e., IT-supported business processes.
Many use cases for SOC are based on the invocation of services through the Internet using Web service
standards like the Web Service Description Language (WSDL) and the Simple Object Access Protocol
(SOAP). In fact, Web service technologies are currently the most common way to implement service-
oriented concepts and have led to the vision of an “Internet of Services”, where services for all areas
of life and business will be offered on the Web [197, 258]. Regardless of whether using services on
a large or small scale, the discovery of services, which offer a distinct functionality under certain non-
functional requirements is one of the vital steps in service invocation and is hence deemed one of the
grand challenges in Web service and SOA research [208, 259]. For the discovery of Web services, it
is necessary to describe the offered and requested services’ elements and capabilities as precisely as
possible. Ideally, a service consumer would find a range of ready-to-use services, which are offered by
different service providers.
Today’s Web service standards are primarily motivated by the interoperability of software components
over the Web and rely on the Extensible Markup Language (XML) [258]. As there is no further framework
for the accurate description of service functionalities and properties, services are usually described using
natural language which is often too imprecise. As a result, WSDL-based service descriptions cannot
be interpreted without human intervention. Accordingly, further functionalities such as automated Web
service discovery, execution, or composition are very difficult to achieve [243]. However, a certain degree
of automation is necessary in order to achieve the application of Web service technologies on a larger scale
[144].
In order to overcome the shortcomings of syntax-based service descriptions, several researchers have
proposed the usage of semantic information in Web services, resulting in the concept of semantic Web
services (SWS). Here, it seems reasonable to apply methods, tools, and technologies from the Semantic
Web, which is an extension of the current Web as envisioned by Berners-Lee [27]. The comprehensible
Semantic Web activities of the World Wide Web Consortium (W3C) aim to augment information on the
Web with a well-defined meaning and provide a layer of machine-interpretable data. The ultimate goal
is to accomplish tasks automatically by supplying machines with adequate information.
Today, SWS are a prominent field of research and have resulted in a number of different approaches
and standards such as the Web Ontology Language for Web Services (OWL-S), the Web Service Modeling
Language (WSML), or Semantic Annotations for WSDL and XML Schema (SAWSDL), i.e., formalisms
which explicitly make use of semantic technologies in different parts of a service description.
One of the primary application areas of SWS is service discovery, which is essentially affected by
three steps: (i) The ability of service providers to describe their services, (ii) the ability of requesters to
describe their requirements towards services, and (iii) the effectiveness of the service matchmaker, i.e.,
an algorithm that takes into account a request and finds the best fitting services from a set of service
offers.
Service matchmaking that considers semantic information is contemplated by a very agile research
community, with a large number of different approaches having been proposed in recent years. A lot of
experimentation is conduced concerning the selection of elements from a service description, similarity
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metrics, and the combination of the resulting similarity values [142]. State-of-the-art matchmakers are
mostly quite inflexible towards differing service domains or need to be adapted manually. This is rather
inappropriate as single services as well as service domains might differ to a very large degree regarding
basic assumptions towards semantic descriptions of distinct service components or even the availability
of a semantic-based domain model. Furthermore, semantic-based matchmaking is mostly based on rather
coarse-grained Degrees of Match (DoMs), which allow only a very basic ranking of matchmaking results.
As a consequence, it is necessary to complement these values in order to facilitate a sophisticated ranking.
If non-logic techniques like Cosine similarity or the Jaccard coefficient, which are well-known in the field of
Information Retrieval (IR) research, are applied, there is always some degree of uncertainty as linguistic-
based methods are, for example, unaware of different meanings a term might have [176].
In this thesis, we present matchmakers which are per se solely semantic-based and nevertheless pro-
vide an advanced ranking of matchmaking results. In addition, the fine-grained similarity measurement
results allow the easy combination with further similarity metrics. Generally, syntax-based similarity
measures are only incorporated as a substitute, i.e., if there is no semantic description of a certain service
element available. These matchmakers are very flexible due to the incorporation of different (automatic)
adaptation mechanisms. Last but not least, matchmaking is not restricted to a certain service abstraction
level, but might incorporate information from different parts of a service description.
A second focus of this thesis lies on the ability of service requesters to formulate requirements they
wish a service to fulfill. Service registries usually offer a keyword-based query interface, which is not able
to incorporate semantic information. In the field of SWS research, service requests are mostly phrased
using a “query by example” approach: a service requester needs to model an abstract service description
using a service standard like OWL-S or SAWSDL. This approach does not only require a large degree
of expertise, but also has other shortcomings, e.g., it is not possible to define a range of values a result
set needs to correspond to, or explicitly define which information from distinct service abstraction levels
should be regarded in matchmaking. Furthermore, an OWL-S model instance is not sufficient to retrieve
SAWSDL-based services and vice versa. Hence, the second major contribution of this thesis will be the
development and enhancement of query languages for service discovery. Here, the development of a
unified query formalism, which is independent from a certain service registry or service formalism, is the
ultimate goal.
In the next section, the contributions in these two fields of research – service matchmaking and service
query formulation – will be explained in more detail.
1.1 Goals and Contributions
In this thesis, strategies for the improvement and ease of service discovery based on semantic descrip-
tions are identified, conceived, implemented, and evaluated. Especially, contributions are made in the
field of service matchmaking and query formulation for SAWSDL, which is a lightweight semantic ex-
tension of WSDL. However, as matchmaking and query formulation aim on an abstract service model
(cp. Appendix A.1.3), the developed concepts and technologies are easily transferable to other service
formalisms.
Figure 1.1 shows the research topics identified for service-based workflows by the “Service-oriented
Computing” research group at the Multimedia Communications Lab at Technische Universität Darmstadt
[74, 185]. As can be seen, the contributions of this thesis primarily aim at basic service operations. Re-
garding Figure 1.1, service discovery is addressed by both matchmaking and query formulation, semantic
description and service publication are directly considered in query formulation and utilized in matchmak-
ing. As a vital step in service utilization, discovery influences service composition and particularly service
selection, too.
The scenario employed in this thesis addresses service discovery, i.e., the process of finding services
from a set of service offers based on requirements defined by a service requester. The discovery process
is affected by the usefulness of service advertisements and service requests and by the effectiveness of
a matchmaking algorithm. Services are usually advertised in a service catalogue called a service registry
using a certain service description standard like (SA)WSDL or OWL-S. Common service registry stan-
dards are, e.g., UDDI (Universal Description, Discovery and Integration) and Electronic Business using
Extensible Markup Language (ebXML).
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Figure 1.1: Research Agenda for Service-oriented Computing (adapted from [74, 185])
The service discovery scenario can be simplified into the three steps depicted in Figure 1.2:
1. A service provider describes one or more services semantically and/or syntactically and advertises
them in a service registry. The actual definition of a service description is not part of this thesis
but is assumed to be already available; the construction and representation of the service offer is
considered in this thesis in order to facilitate query formalisms for services.
2. Next, a service requester formulates requirements using the query functionalities offered by the
service registry. Usually, this search is based on keywords or a “perfect service”. In the work at
hand, we apply “real” service query languages in a similar way to the query formulation using the
Structured Query Language (SQL) in relational databases.
3. As a final step, a matching engine (matchmaking algorithm) processes the query and finds all
adequate entities from a set of service offers. The result set to a query is sorted in descending
order based on the similarity between query and service offers and returned to the requester; the
















3b. returns matching services
Figure 1.2: Service Discovery Scenario Applied in this Thesis (adapted from [247])
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This thesis addresses the functionalities and capabilities of services and disregards other requirements,
especially non-functional aspects. This limitation is applied for two reasons: First of all, there is still
no commitment on how non-functional requirements should be semantically described, which makes it
difficult to develop a universally valid approach to incorporate such information in the service discovery
process. Second, the incorporation of non-functional requirements such as Quality of Service (QoS) is a
topic on its own and therefore usually considered separately, e.g., in the Ph.D. theses of Berbner [23] and
Eckert [74].
The following overview shows the main contributions of the work at hand:
1. Matchmaking of Web services based on semantic information:
a) Logic-based, self-adaptive SWS matchmaking for SAWSDL with LOG4SWS.KOM: This match-
maker is based on logic-based subsumption matching and is self-adaptive to different basic
assumptions regarding the semantic concepts applied in a service description.
b) Self-adaptive SWS matchmaking for SAWSDL based on semantic relatedness with
COV4SWS.KOM: This matchmaker makes use of the notion that the similarity between se-
mantic concepts is based on how specific/generic they are with respect to each other.
COV4SWS.KOM is self-adaptive to differing usability of semantic and syntactic service compo-
nent descriptions on different service abstraction levels. Thus, COV4SWS.KOM can be easily
applied to service domains with different degrees of semantic- and syntax-based service de-
scriptions.
Even though partly relying on well-known principles, LOG4SWS.KOM departs from the rather
coarse-grained DoMs usually applied in semantic-based service matchmaking. Instead, a contin-
uous, numerical representation of subsumption DoMs is derived applying a statistical estimator.
Syntax-based similarity values are used as a substitute if semantic-based matchmaking cannot be
applied.
Even though the numerical representations of DoMs are automatically derived in LOG4SWS.KOM,
there is still some degree of inevitable arbitrariness when defining such values. Hence, we propose
the alternative matchmaking approach implemented in the matchmaker COV4SWS.KOM, which
departs from subsumption matching as foundation for semantic-based matchmaking. Instead, we
show that semantic relatedness-based similarity metrics are eligible to compute the similarity be-
tween a service request and service offers.
Both LOG4SWS.KOM and COV4SWS.KOM are (self-)adaptable. However, the adaptability aims
on different aspects: LOG4SWS.KOM is adaptive regarding different assumptions made towards
semantic concepts applied in a service description. This includes different presumptions regard-
ing what a semantic annotation on a distinct service abstraction level actually denotes as well
as the meaning of different subsumption relationships between semantic concepts. In contrast,
COV4SWS.KOM is adaptive regarding different degrees of semantic and syntactic description “rich-
ness” on distinct service abstraction levels. This addresses the fact that the element description on
a bottom level of a service description might be very rich while on a higher abstraction level there
is perhaps no, however specified, description available (and vice versa).
2. Query Languages for semantic Web services:
a) Integrating semantic discovery in Universal Description, Discovery and Integration (UDDI)
using the SPARQL Protocol and RDF Query Language (SPARQL): This includes the insertion
of SAWSDL-based Web services in UDDI, the creation of a SPARQL-aware service request
interface, and the involvement of LOG4SWS.KOM in UDDI query processing.
b) A unified querying formalism for SWS: The former approach makes use of already existing
standards and technologies and is therefore easily integrable into existing service frameworks.
However, the reuse of existing standards imposes some constraints, as especially SPARQL has
not been initially designed for query formulation for SWS, and lacks the amenities which
ease the formulation of service queries. Thus, the second approach presents a more advanced
query formalism for SWS by enhancing a common query standard, namely SPARQL, in a way
convenient for SWS retrieval. Through the application of abstract service data and query
models, this approach is standard-independent and therefore, easily transferable to further
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SWS and registry standards. As a proof of concept, it is shown how the unified querying
formalism is integrated in ebXML, providing the possibility to integrate different matchmakers
and SWS formalisms.
Both approaches are based on an extensive analysis of requirements towards a unified service query
formalism. The definition of service requests is addressed by the deployment and development of
two related query languages, namely a slightly extended SPARQL-syntax and the SPARQL-based
SWS Structured Query Language (SWS2QL). The aim is to progress from the query formulation
usually applied in (semantic) Web service retrieval to a more convenient format. This research aims
in two directions: With SPARQL, a format is adopted which is widely accepted as the de facto query
language for the Semantic Web and is of great importance to this research community [26]. By
extending SPARQL in SWS2QL, a service requester is allowed to address different service abstrac-
tion levels, incorporate and parameterize matchmakers, and define thresholds, without knowledge
about the underlying service registry or SWS description formalism. This is achieved through the
deployment of abstract service data and query models. This way, a unified, transferable service
query formalism is provided.
Furthermore, ebXML is a primarily commercially applied service registry standard – in the opinion
of the author, the integration of semantic service matching into such a standard is crucial for
advancing the acceptance of SWS in the software industry. Hence, a general framework for the
integration of SWS descriptions and different service matchmakers into this registry standard, is
also presented.
1.2 Outline
The remainder of this thesis is structured as follows: Chapter 2 describes the conceptual and technical
background necessary to understand the content of this thesis. To start with, SOC is explained with special
regard to its technical aspects and possible actors involved. Afterwards, the terms service and Web service
are defined and the most important Web service standards and technologies are presented. Furthermore,
the incorporation of semantics in service descriptions is examined. This starts with a description of the
issues that are tackled by augmenting service standards with explicit semantic information. Afterwards,
a brief introduction to semantics for Web services and ontologies (which constitute the most common
choice to define semantic concepts for SWS) is provided. Third, an overview of SAWSDL and OWL-S as
the two SWS standards that are employed in this thesis is given. The last part of Chapter 2 covers service
discovery and provides an introduction to the two topics regarded in this thesis, i.e., service matchmaking
and query formulation.
While we present the latter in more detail in Chapter 4, the former is addressed in Chapter 3. To start
with, shortcomings of current matchmaking approaches are identified. The first matchmaker presented
is LOG4SWS.KOM (Section 3.2), a logic-based matchmaker relying on Description Logics (DL) and sub-
sumption matching. Here, requirements towards LOG4SWS.KOM that arise from the previously defined
shortcomings are identified. Afterwards, the matchmaking approach is explained regarding three aspects:
(i) selection of matching levels, (ii) choice of similarity measures, and (iii) selection of a matching algo-
rithm. In addition, a non-logic-based fallback strategy, which can be applied if semantic information is
missing for distinct elements of a service description, is presented. Subsequently, the implementation of
LOG4SWS.KOM is covered. The second matchmaker – COV4SWS.KOM – aims at the adaptation to vary-
ing quality and usability of information on different service abstraction levels, and therefore, in different
service domains. Instead of logic-based similarity metrics, approaches from the field of semantic related-
ness in ontologies are applied. Again, the underlying ideas and methodologies are explained, followed by
the matchmaker’s implementation. Afterwards, both matchmakers are extensively evaluated. The eval-
uation of both matchmakers is conducted using a well-established test data collection of SAWSDL-based
service descriptions and with regard to IR metrics like precision and recall. Finally, the quantitative eval-
uation results as well as the qualitative aspects of the approaches are discussed. The chapter ends with a
discussion of the related work and a recapitulation of the findings.
Chapter 4 addresses the development of query formalisms for SWS. The aim is to allow an easy defi-
nition of requirements a requester has towards services. First, the problems of commonly applied query
formats are discussed and requirements towards query languages for SWS are defined. Afterwards, these
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requirements are addressed in two different approaches. The first solution, which is implemented for
the UDDI registry standard, is based on well-established standards, i.e., SAWSDL and SPARQL. However,
adherence to these existing technologies (especially SPARQL) leads to some shortcomings, which are re-
garded in the second solution. Instead of simply using SPARQL, the second approach enhances SPARQL
by special features for the retrieval of SWS. Therefore, a unified query model for SWS is developed,
which is the foundation for the SPARQL extension. The thereupon developed query language – SWS2QL
– is integrated into ebXML. Furthermore, common ways to incorporate SWS formalisms into this registry
standard and to access matchmaking facilities for SWS from within ebXML are presented. The chapter
ends with an overview of the related work and a summary of the findings.
This thesis closes with a summary of its results and gives an outlook on possible future work in the
examined field of research.
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2 Background
This thesis addresses the problem of Web service discovery based on semantic information. Hence, knowl-
edge and technologies from SOC and Web services in general, semantic Web services, and service discov-
ery are needed. In order to keep this chapter relatively brief, technical specifications have been relocated
to Appendix A.
The first section covers SOC in general. This includes selected definitions as well as an introduction to
Web service and service registry standards and formalisms. Afterwards, major aspects of semantic Web
services will be presented in Section 2.2. The concluding section covers service discovery with special
regard to the incorporation of semantic information in query formulation and matchmaking.
2.1 Service-oriented Computing
According to the IEEE, the field of Service-oriented Computing ranges from IT topics like service principles
and service technologies to business-oriented aspects like services consulting and delivery or services
solutioning and management [259]. This broad spectrum is also recognizable if regarding the SOA
paradigm: Originally, the term “SOA” has been coined in 1996 by Gartner and addresses “a style of
multitier computing that helps organizations share logic and data among multiple applications and usage
modes” [224]. Since 1996, several publications have redefined this term. Some definitions emphasize
the technical aspects of SOA (e.g., [116, 148, 171]) while others combine business and technical aspects
(e.g., [76, 204]).
Depending on which definition of SOA or SOC is applied, a different view on the term “service” may
be deployed. This can be traced back to the fact that SOC research has been influenced by three differ-
ent research communities: business science, information science, and computer science [15]. If taking
primarily the business aspects of SOC into consideration, a service might be considered as one particular
business functionality or process step [76]. However, in this thesis, another point of view is adopted, as
the presented solutions primarily aim on technical aspects of services while business-related aspects of
services are only of secondary importance.
Accordingly, we make use of a definition provided by Preist and Baida et al. The authors separate
between the actual provision of something of value, which is called a “service”, and “Web services”, which
are actually a specific application providing a WSDL and SOAP interface [15, 214]. Baida et al. explains
the differences as follows: As the term “service” is primarily used by business scientists, it describes the
business perspective of a service. “Web services” are primarily considered by computer scientists, hence,
this term describes the view of this research community. Furthermore, Baida et al. also make use of the
term “e-service” in order to describe services from an information science perspective. However, we drop
this term in this thesis, as it is not very common and the information science perspective, i.e., the business
process view as defined by Baida et al. [15], is not of primary interest. In the following, we differentiate
between services and Web services as proposed by these authors. However, as (semantic) Web services
are in the focus of the research at hand, the terms “service” and “Web service” will be used synonymously
unless indicated otherwise. This applies to all composed terms, too, i.e., “service discovery” and “Web
service discovery” address the same task.
A basic description of the interactions in SOC is the Publish-Find-Bind-Execute model depicted in Fig-
ure 2.1. Services are published, found, and bound/executed in a model made up from three different
roles [88]:
A Service Provider offers one or more services, i.e., defined software components which possess a service
interface. A provider can publish services in a service registry in order to make it available to a
larger user community. Such a registry is often hosted by a service broker.
A Service Consumer (also Service Requester) requests services. If the service, which will be invoked, is
known beforehand, the service consumer directly binds the service. If this is not the case, a service
broker needs to be involved in the invocation process. After a service has been found, the service
is bound and invoked/executed.
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Figure 2.1: Publish-Find-Bind-Execute Model (adapted from [88, 163])
A Service Broker could be comprised for many reasons. In most scenarios, the broker provides a service
registry where services can be published and requested.
A provider is not necessarily a human being or an organization but might also be a software agent
[242, 243]. As a service provider can also be a service consumer and vice versa, the parties could be
different peers in a Peer-to-Peer (P2P) network [237].
The ultimate goal of invoking services from brokers or registries on the Web is the ad-hoc collaboration
between partners, i.e., the dynamic binding of Web services during the runtime of a workflow or of single
services [8, 25]. If applying automatic composition of services and workflows in different domains, it
is necessary to have many services at hand. Papazoglou suggests the concept of service markets, where
services could be offered and requested [203]. Such service markets act as service brokers which offer
different intermediary services to both service consumers and providers. Following the vision of the
“Internet of Services”, services for all areas of life and business will be available on the Web [197]. Of
course, this makes it necessary to provide a meaningful service description and means to invoke services
using the Internet. Here, Web service standards and formalisms like, e.g., WSDL, SOAP, and UDDI come
into play.
The core component of a service market is a service registry or service repository. While the aforemen-
tioned entity is some kind of a service catalogue, i.e., a place where service providers can advertise their
services and information about their bindings, the services are actually hosted by the service providers
themselves. In contrast, a service repository is not only a service catalogue but hosts the advertised ser-
vices, too (cp. Section 2.1.3). Apart from the retrieval of a service, a service market respectively service
broker can offer additional functionalities, e.g., for accounting, the monitoring of service invocations, or
rating of service providers [24, 218].
Especially in large scenarios, the manual discovery of services is cumbersome and might lead to sub-
optimal results, as a human being is not able to cope with a very large number of services. Hence, in
such scenarios, it is necessary to identify services which offer the right functionality, with as little human
intervention as possible. But even in smaller scenarios, an automated service discovery will help to fa-
cilitate the actual service invocation. In the best case, service discovery and selection can be carried out
automatically. Here, the description of a service plays an important role.
For service discovery, the description of a Web service as well as its presentation in a service registry
are of primary interest. In the following, Web services will be introduced using a technology focus
(Section 2.1.1), with special regard being paid to WSDL (Section 2.1.2). Afterwards, service registries
will be introduced (Section 2.1.3). In this thesis, two service registry standards will be deployed, namely
UDDI and ebXML – these standards will be further presented in Appendix A.2.
2.1.1 Web Services
To concretize the aforementioned definition of a service, we make use of a definition of the W3C. Accord-
ingly, a Web service is defined as a
“software system identified by a URI, whose public interfaces and bindings are defined
and described using XML. Its definition can be discovered by other software systems. These
systems may then interact with the Web service in a manner prescribed by its definition,
using XML based messages conveyed by Internet protocols.” [10]
Figure 2.2 shows a minimalist infrastructure for the usage of Web services by extending Figure 2.1 with















Figure 2.2: Web Service Technologies
used as service registry technology in order to provide an infrastructure where services can be published
and retrieved. As such, the UDDI registry is hosted by the service broker. WSDL is used in order to
describe Web services; the service advertisements in the UDDI registry are also based on WSDL. SOAP is
used in order to invoke a service and exchange messages between applications. Combined, WSDL, UDDI,
and SOAP facilitate the application of service-oriented concepts on the Web, e.g., to publish, find, bind,
and execute services [205]. Other specifications, e.g., for describing Web service policies [217, 223] are
typically built upon these standards [8].
As WSDL and SOAP are kept rather simple, it is necessary to incorporate further Web service standards
in order to provide a more sophisticated service description or to address QoS aspects. Figure 2.3 shows
an overview how different standards augment the basic Web service technologies mentioned above. These
standards are arranged on five layers which compose the Web Services Standards Stack [33, 88, 210].
Service Composition is realized through a language to describe a service flow. Nowadays, the Web Ser-
vices Business Process Execution Language (WS-BPEL) is the standard language to describe busi-
ness processes or workflows made up from services. WS-BPEL can also be used in order to describe
a service flow which is not addressing a business process [9].
Description of Web services is usually done in WSDL. However, some parts of the Web service are de-
scribed in the XML Schema Definition Language (XSD) – with regard to WSDL 2.0, types of inputs
and outputs are usually described in XSD [32]. As we will see in the following, WSDL is made up
from basic components describing a service’s interfaces, operations etc. Further aspects like, e.g.,
policies are not regarded and have to be included in the service description by making use of one
of the numerous WS-* standards [204]. In Figure 2.3, WS-Policy is depicted as one example for a
standard which enhances the WSDL-based service description [249].
Quality of Service aspects are also not explicitly regarded in SOAP and WSDL. As a result, the description
of QoS parameters is realized using further WS-* standards. In Figure 2.3, examples for the real-
ization of transactions (WS-Transaction [80, 84, 168]), reliable messaging (WS-ReliableMessaging
[66]), and security (WS-Security [190]) are depicted. While WS-Policy is augmenting WSDL-based
service descriptions, WS-Transaction, WS-ReliableMessaging, and WS-Security are extensions for
SOAP.
Interaction between and with Web services is based on message exchange. While SOAP is the most im-
portant standard, other interaction protocols are also possible [56]. Here, the Representational
State Transfer (REST) paradigm should be highlighted, as RESTful Web services have gained con-
siderable importance in recent years [220].
Network describes the possible protocols that can be applied in order to actually send SOAP messages.
Here, HTTP(S) is the most common protocol for both SOAP and REST [96, 220].
In the context of this thesis, WSDL and UDDI respectively ebXML are the most important Web service
standards. In the following section, WSDL will be briefly introduced. Afterwards, service registries will
be regarded. As SOAP is not in the focus of this thesis, we refer to the SOAP 1.2 specification for further
details [95, 96, 188].
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Figure 2.3: Web Services Standards Stack (adapted from [33, 88, 210])
2.1.2 Web Service Description Language
As the name implies, WSDL is a description language for Web services, i.e., a formalism, which represents
a Web service on an abstract level as well as its concrete definition (cp. Figure 2.4). At the time of writing,
WSDL 2.0 is the current recommendation by W3C and is intended to replace its predecessor WSDL 1.1
in the near feature [32]. Hence, in this thesis, we will make use of WSDL 2.0. In the following, “WSDL”
always refers to WSDL 2.0 except if indicated otherwise. However, unless explicitly defined otherwise, it is
possible to transfer all concepts and results developed in this thesis to WSDL 1.1 based on corresponding
mappings respectively adaptations of the algorithms (cp. Appendix A.1.3).
WSDL is XML-based and independent of the underlying programming language of the service imple-
mentation and the platform the service is running on – it encapsulates the service functionalities so that a
service consumer does not have to handle different technological infrastructures at the service provider’s
side. The abstract and concrete parts of the service definition in WSDL 2.0 are wrapped in the root
element description. While the abstract part includes the service interfaces, corresponding operations,
input and output messages, the concrete part is made up from the service binding, endpoint, and actual
service [32]. The abstract part of a WSDL document advertises what a service does while the concrete
part defines how a service can be consumed and where it is located. Thus, a WSDL document defines a
contract between service consumer and provider with regard to functional and selected non-functional
aspects of the service [204].
In the context of service discovery, the description of what a service does is of primary interest. Hence,
in the following, the abstract part of a WSDL-based service description – interfaces, operations, and
messages – will be analyzed in more detail. These service components constitute the service abstraction
levels of WSDL: Functionalities, i.e., interactions between a client and a service, are described by abstract
operations [57]. A set of operations defines a service interface. For each operation, a sequence of messages





























Figure 2.4: WSDL 2.0 Conceptual Model
In WSDL, input and output messages are defined using types. Even though message types could be defined
in different schema languages, XSD has been established as the de facto standard schema language for
message types, as it is natively supported by WSDL 2.0 [32]. Although the WSDL 2.0 specification makes
it necessary to declare message types as single elements at the topmost level, each element may have
a substructure. Thus, it is possible to define simple and complex message types [32]. Elements from
these message types are often called parameters. Together, inputs and outputs form the so-called service
signature.
Per se, WSDL is purely syntax-based, i.e., service functionalities, message types etc. are only defined
on a syntactic level. However, there have been some attempts to enrich WSDL with semantic annotations,
e.g., using SAWSDL [79]. This will be further examined in Section 2.2.
2.1.3 Service Registries
Service registries or repositories are essentially service catalogues which are a core component of a Web
service execution environment like WSQoSX or METEOR-S [24, 198]. As it is the case with the terms
“service” and “Web service” (see above), “registry” and “repository” are often used interchangeably to re-
fer to service catalogues in general, although each term exhibits a distinct view on service management:
While service registries represent the technical perspective, service repositories represent the service man-
agement perspective, i.e., a more business-based view [116].
In the real world, (business) services are described and listed in yellow page directories, so that cus-
tomers are able to search for suitable services and their providers. Concerning software-based services,
this requirement also needs to be satisfied. For this, service registries are applied, which serve as a
directory for service advertisements and offer discovery functionalities. Besides the syntactic descrip-
tion of service advertisements, further information like, e.g., service classification using taxonomies or
non-functional details may also be stored in a service registry.
While service registries only provide directory services and references to artifacts, i.e., metadata, the
actual artifacts are stored in a service repository [116]. The latter are used to manage service interfaces,
contracts and additional service information concerning usage fees, available service levels, information
about the service provider, or technical and security constraints [116, 148]. Registries and repositories
may either be provided as distinct entities or in a single system. In the first case, the repository should
be referenced from the registry in order to be able to retrieve the details of a service [116]. Typically,
proprietary databases are used to establish a registry/repository, in which a (formal) service contract is
registered/stored for each service together with some administrative data [148]. In general, a service
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registry offers an interface to register, update and discover services. A registry can either be made avail-
able for internal use or to the general public. In the latter case, multiple service providers may offer
similar services in order to establish a marketplace for services [116]. Within this thesis, the abovemen-
tioned functionalities of service registries are of primary interest. Hence, even if regarding a standard
like ebXML, which incorporates both a registry and a repository, in this thesis, we will refer to the registry
component. Thus, the terms “registry” and “repository” are used interchangeably.
UDDI is without question the most-applied service registry standard which has been used for the pub-
lication and retrieval of SWS from the very beginning of SWS research. An overview of approaches to
augment UDDI with different SWS formalisms can be found in Section 4.5. However, with proprietary
solutions and ebXML Registry, there are adequate alternatives to UDDI. In this thesis, both UDDI and
ebXML Registry will be applied as repositories for Web services in Chapter 4. A more detailed introduc-
tion to these standards can be found in Appendix A.2; a discussion on their respective pros and cons can
be found in Section 4.3.6.
2.2 Semantic Web Services
Technologies like WSDL, UDDI, SOAP, or WS-BPEL are primarily motivated by the syntactic interoper-
ability of software components over the Web [21, 258]. They rely on the syntactic description of Web
services’ functionalities and properties in XML. Thus, common standards lack of machine-interpretable
information regarding functional and non-functional aspects.
Intuitively, it could be assumed that a service’s purpose can be derived from the description of its inputs
and outputs. However, this is not necessarily the case, because, e.g., the WSDL standard does not impose
any conventions regarding the naming of elements. WSDL is XML-based; as XML documents cannot be
necessarily interpreted without human intervention, this is also the case for WSDL. Simply speaking, in
contrast to a human, a computer does not understand the underlying semantic meaning of terms. With
regard to Web services, this leads to the point that Web services, which offer similar functionalities, could
possess substantially differing interfaces and operations. The other way around, services which possess
the same interfaces could offer completely different functionalities [87, 236]. This is a major shortcoming
which especially affects service discovery.
Paolucci et al. state that this problem should be addressed by rising “above [. . . ] superficial differ-
ences in the representation of interfaces of services and to identify the semantic similarities between
them” [201], i.e., a service description should not be only syntax-based but should also be augmented
by semantic concepts describing single service components. Here, ideas and technologies of the Seman-
tic Web come into play: At the beginning of the millennium, Tim Berners-Lee proposed the idea of the
Semantic Web [27]. He argued that huge benefits could arise from the information and functionalities
available on the Internet if it were interpretable by machines. Accordingly, Berners-Lee proposed to ex-
tend the Web with semantics in order to give information a well-defined meaning and provide a layer of
machine-interpretable data [27, 226, 240]. In particular, Berners-Lee already considered software agents
which could work together in order to collect and process (semantic) data. He also defined that in a “pro-
cess, called service discovery”, it would be necessary to describe an agent’s functionalities semantically by
“a common language to describe a service in a way that lets other agents ‘understand’ both the function
offered and how to take advantage of it” [27].
As of today, several technologies like the Resource Description Framework (RDF), or Web Ontology
Language (OWL) have been exploited respectively standardized and provide the basic functionalities of
the Semantic Web. Figure 2.5 shows the different aspects of the Semantic Web [26]. The Semantic
Web is in the focus of numerous research projects and semantic technologies are applied to various
fields like knowledge management, business intelligence, Web 2.0, and finally, SOC and Web services
[22]. The latter is quite obvious, as Web service standards are based on XML, which is also one of the
building blocks of the Semantic Web. This makes it possible to easily combine Web service and Semantic
Web technologies to create semantic Web services which are defined as Web services whose “properties,
capabilities, interfaces, and effects are encoded in an unambiguous, and machine-interpretable form”
[183].
In one of the seminal papers on SWS, McIlraith et al. proposed the usage of Semantic Web technologies
in order to markup Web services to make them machine-interpretable and accordingly facilitate automatic



















Figure 2.5: Semantic Web Reference Architecture Version 4 (taken from http://www.w3.org/2001/sw/)
size the improvement of Web service representation expressiveness and logic-based reasoning as reasons
for the demand for semantics in Web services [247].
Regarding Web service research in general, the integration of semantic technologies is often coined
as one of the grand challenges that need to be met in order to facilitate the success of Web services
on a broad scale (cp., e.g., [30, 149, 179, 180, 206, 207]). Amongst others, adding semantics to Web
service standards is deemed as a major success factor in order to facilitate service foundations, service
management, and service engineering [44, 208]. As it was mentioned before, Web services are commonly
considered as part of business processes or workflows. Hence, the usage of SWS is also one of the
key factors in order to facilitate the automatic composition of workflows and business processes from
Web services [47, 105, 184], for example by adding support for SWS to WS-BPEL [175, 195]. In fact,
semantics can be added to numerous stages of the Web Services Standards Stack presented in Figure 2.3,
thus constituting a vertical layer that augments the horizontal layers of the original stack [43].
In the following, the most important concepts and technologies regarding SWS will be briefly intro-
duced, namely semantics in general (Section 2.2.1), ontologies (Section 2.2.2), and the SWS formalisms
SAWSDL and OWL-S (Section 2.2.3).
2.2.1 Semantics for Web Services
Kashyap and Sheth define “semantics of information (. . . as . . . ) the meaning and use of information”
[117]. In contrast “syntax” defines the structure of data, e.g., the WSDL syntax defines how a WSDL
document has to be structured, which elements are allowed etc.
Generally, Semantic Web content can be divided into data and metadata [118]. While the data repre-
sents the actual content, metadata can be defined as “data or information about data” [118]. In general,
the application of metadata descriptions is twofold: On the one hand, an abstraction of the represen-
tational details can be achieved (e.g., format, organization) while capturing the information content,
and on the other hand, domain knowledge can be associated with the data allowing to make infer-
ences such as the relevance of the data or relationships to other pieces of information. The key to achieve
machine-processability of content is the grounding of terms used in metadata descriptions in well-defined,
standardized vocabularies [118]. For this, ontologies are a common format.
Regarding Web services, semantics can be used to give certain service components a meaning, e.g., to
provide detailed information what an operation, interface or message from a WSDL description provides.
Apart from enhancing already existing Web service description components by meanings, the integration
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of semantics into Web service standards has also resulted in the definition of new elements, which have
not been regarded in non-semantic Web service standards. Preconditions and effects (sometimes also
referred to as postconditions) are well-known examples for such new constructs. Preconditions and effects
might be logical conditions that need to be fulfilled before the service can be carried out respectively
describe changes in the world after the service has been executed [231]. In contrast to inputs and outputs,
which are stateless, preconditions and effects are giving information about a state before respectively after
a service has been invoked. Together with inputs and outputs, preconditions and effects form the service
profile [129]. Preconditions and effects have been proposed in WSDL-S [6] and OWL-S [178] but have
not been explicitly incorporated in SAWSDL [79]. However, Vitvar et al. have shown how preconditions
and effects could be integrated into SAWSDL [251].
Sheth et al. distinguish four different kinds of semantics for Web services [87, 209]:
Data semantics formally define data in input and output messages of Web services.
Functional semantics formally define the capabilities of Web services, i.e., by defining preconditions and
effects and semantically annotating interfaces and operations.
Non-functional semantics reference QoS and general policy requirements/constraints.
Execution semantics describe the execution of services and operations.
In order to define the meaning of distinct service components by semantic annotations or enhancements
of a service description, it is necessary to have a domain model which can be used as a knowledge base.
Most probably, the best-known knowledge base format are ontologies. However, there are other for-
mats, too: Cardoso defines four levels of semantics with respect to their expressiveness: While controlled
vocabularies only define a list of terms with an unambiguous definition, taxonomies also arrange these
terms into a hierarchy. A thesaurus allows to relate terms from a taxonomy by defining equivalences, ho-
mographs, hierarchical relationships, and associations. Ontologies provide the highest expressiveness of
these four representations by also providing richer semantic relationships between terms and attributes
[46]. In line, Berners-Lee et al. state [27]:
“The most typical kind of ontology for the Web has a taxonomy and a set of inference
rules. The taxonomy defines classes of objects and relations among them.”
As SWS standards heavily rely on ontologies, the next section will present these structures in more detail.
2.2.2 Ontologies
In the field of Artificial Intelligence (AI), the usage of ontologies has got a long tradition as means to
describe the knowledge about a particular domain [52]. In Semantic Web research, ontologies provide
the foundation for machine-processable data and allow to exchange information between people and
machines by both syntactic and semantic means [172]. Ontologies can address several domains and be
described in many different forms and serializations – as a result, there is no commonly agreed definition
of the term “ontology”, and available definitions differ across scientific communities [158]. However,
the following quote by Gruber is widely accepted as a common definition of an ontology from a more
technical view [94]:
“An ontology is a formal, explicit specification of a shared conceptualisation.”
This definition highlights distinct features an ontology needs to address: First of all, it is formally speci-
fied, i.e., an ontology makes use of a defined ontology language. Second, conceptualisation refers to an
abstraction of a domain which includes the relevant concepts in that domain. Third, an ontology is based
on shared knowledge, i.e., it represents an agreed viewpoint.
A more comprehensive explanation of the intended purpose of an ontology in computer science is
provided by Lacy [158]:
“Computer science ontologies serve a similar function as database schemas by providing
machine-processable semantics of information sources through collections of terms and re-
lationships. The semantics support a shared and common understanding of a domain that
can be communicated between people and software.”
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Differently stated, according to Lacy, ontologies define the meaning of terms with respect to a specific
domain of knowledge, and how these terms are related to each other. For example, with respect to
the domain of English language, the terms “yes” and “no” may express agreement and disagreement
respectively. Accordingly, they are antonyms, because they mutually express the opposite – this could be
represented in an ontology by a corresponding relationship between these terms.
In general, relationships between semantic concepts are defined by inference rules. The rules allow
to deduct relations between classes that have not been explicitly stated. For instance, let us consider
the above example with the English language ontology, containing “yes” and “no”, again. Assume that
the ontology also states that “yeah” is a synonym of “yes”, i.e., their meaning is equivalent. Given a
corresponding inference rule, we could implicitly reason that “yeah” is an antonym of “no”, as “yes”,
which is a synonym of “yeah”, is an antonym of “no”. As this simple example demonstrates, inference rules
provide a powerful extension to taxonomies, allowing to derive knowledge that has not been explicitly
stated.
In conjunction with the Semantic Web activities of the W3C, two major standards have arisen for the
representation of ontologies, namely RDF Schema (RDFS) [36] and OWL [182]. RDFS and OWL are
based on RDF, an XML-based standard which allows to define triples. A triple defines a relationship
between an arbitrary subject and an object using a so-called predicate. In RDF and OWL, subjects, objects,
and predicates are expressed through Uniform Resource Identifiers (URIs) respectively Internationalized
Resource Identifiers (IRIs) (IRIs are a generalization of URIs, allowing to make use of general Unicode
characters). Thus, RDF provides a very generic and flexible framework for knowledge representation. A
more detailed discussion of RDF, RDFS, and OWL can be found in Appendix A.3.
2.2.3 Semantic Web Service Formalisms
Since 2001, several initiatives have contributed to SWS standardization with the DARPA Agent Markup
Language for Services (DAML-S) and its successor Web Ontology Language for Web Services (OWL-S),
the Web Service Modeling Ontology (WSMO) and Web Service Modeling Language (WSML), and Web
Service Semantics (WSDL-S) respectively Semantic Annotations for WSDL and XML Schema (SAWSDL)
being the most popular outcomes of these efforts [79, 81, 178]. A whole research community has been
established which addresses the (semi-)automatic annotation, retrieval, and composition of Web services
based on Semantic Web concepts as well as other SWS aspects [179, 180].
Today, SAWSDL is the only official standard for SWS recommended by the W3C, even though it pro-
vides quite a lightweight approach to semantic descriptions for Web services. In contrast, OWL-S and
WSML provide much richer semantic formalisms for Web services. In this thesis, SAWSDL will be in
the focus, while OWL-S will also be regarded in order to show how the approaches developed can be
applied to more heavyweight Web service semantics. However, the query formalisms and matchmaking
algorithms presented in Chapters 3 and 4 are not directly applied to SAWSDL and OWL-S, as their de-
serialization and parsing takes a considerable amount of time. Instead, SAWSDL and OWL-S formalisms
are mapped to the Abstract Truncated Service Model (ATSM) presented in Appendix A.1.3.
Semantic Annotations for WSDL and XML Schema
SAWSDL constitutes a lightweight extension to WSDL, which introduces three new attributes that can be
used in conjunction with the already existing WSDL 2.0 components presented in Section 2.1.2 [4, 79].
These SAWSDL attributes are:
modelReference which points to one or more URIs of arbitrary concepts that semantically describe a
WSDL component.
liftingSchemaMapping which points to one or more URIs that allow for the lifting of data from XML to a
semantic level.
loweringSchemaMapping which points to one or more URIs that allow for the lowering of data from the
semantic level to XML.
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Figure 2.6: Composition of a WSDL Document with SAWSDL Extensions (adapted from [132])
An overview of the WSDL components, along with the SAWSDL extensions, is provided in Figure 2.6. A
more detailed example (SA)WSDL document can be found in Appendix A.1.1. As it can be easily seen,
SAWSDL augments the service description by pointing to semantic concepts. These semantic annotations
allow deriving a service’s purpose, or automatically conducting comparisons between a pair of services.
SAWSDL does not impose any restrictions on what a semantic annotation eventually means nor the
type of semantic concept that is addressed, i.e., it does not provide any specific semantics by itself [144].
Regarding the former, there is no definition, what, i.e., a model reference on interface level means. How-
ever, the SAWSDL specification states that on interface level, a model reference might be a categorization,
while on operation level, a model reference might specify a high level description of the operation – both
applies to functional semantics. On message schema respectively types level, model references specify
data semantics as defined by Sheth et al. (cp. Section 2.2.1) [87, 209]. This “meaning” of semantic
annotations is compliant with the classification made for WSMO-Lite by Vitvar et al. [251] and is also
applied in this thesis.
Regarding the type of semantic concepts, SAWSDL does also not impose any restrictions as long as a
semantic concept is identifiable by a URI [79, 144]. This is an advantage as it allows for a maximum
of flexibility in annotating functional service descriptions. Yet, in several application scenarios, this fact
poses a problem. Generally, this is the case if the concepts need to be processed and interpreted in some
form. In this thesis, we will thus assume the semantic concepts to be formally defined in an OWL DL-
based ontology (cp. Appendix A.3.2). This restriction is a common assumption in conjunction with the
use of SAWSDL, especially in matchmaking.
Web Ontology Language for Web Services
An alternative to SAWSDL is the Web Ontology Language for Web Services (OWL-S), which is a W3C
member submission from the year 2004 [178]. Compared to SAWSDL, OWL-S is a heavyweight approach
that defines a full-featured, OWL-based ontology for the semantic description of services [7]. In line with
SAWSDL, OWL-S may also be regarded as a complement to WSDL, not as a substitute. Whereas SAWSDL
defines a bottom-up mechanism for enriching functional descriptions with semantic annotations, OWL-S
follows the opposite principle, i.e., a top-down approach. It describes the semantic characteristics of a
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Figure 2.7: Top Levels of the OWL-S Service Ontology (taken from [181])
The goal of OWL-S is to support “automatic Web service discovery, invocation, composition and inter-
operation” [181]. An overview of the OWL-S service ontology is depicted in Figure 2.7. In detail, the
components serve the following purposes:
The service profile provides a description of the service, which can be used in conjunction with service
publication and discovery. The profile contains information that is required at the time of service publi-
cation at a registry and subsequently allows to discover the service, e.g., about functional parameters as
inputs, outputs, preconditions, and effects, as well as about non-functional parameters as a, e.g., service
category or quality rating.
Following discovery, the service model contains information, which is required to control the interaction
with the service. Namely, it describes stateless atomic processes and more complex composite processes,
which maintain a state and may be controlled in their execution flow through control structures. Depend-
ing on whether processes produce information or changes in the state of the world, they are associated
with inputs and outputs or preconditions and effects. Whereas inputs and outputs are to be described in
a DL-based language (cp. Appendix A.3.3), such as OWL DL, preconditions and effects are expressed in
logic formalisms, using languages such as the Semantic Web Rule Language (SWRL) [111].
Lastly, the service grounding maps an abstract service description – as provided by OWL-S – to a concrete
service implementation. It addresses issues such as protocols and message formats, which are required
for the actual invocation of a service. For that purpose, the OWL-S specification refers to WSDL and
defines correspondences between OWL-S and WSDL constructs. These are depicted in Figure 2.8 [181].
OWL-S
Process Model DL-based Types
Atomic Process Inputs / Outputs
Operation Message
Binding to SOAP, HTTP, etc.
WSDL
Figure 2.8: Mapping between OWL-S and WSDL (taken from [181])




















Figure 2.9: Service Discovery Reference Architecture, adopted from [69, 88, 247]
Service discovery is the process of finding appropriate services from a set of services, which could be
provided in a central or distributed service repository [210]. After a set of appropriate services has been
discovered, it is possible to select the most suitable service and bind/invoke it [90, 250].
Especially if regarding the automatic invocation and execution of Web services or even the (semi-)
automatic composition of Web services to business processes and workflows, it is crucial to address the
discovery of services. Only if appropriate services can be identified, it is possible to address further
problems, such as QoS [25, 48, 74], and to select a service and include it into a workflow [47].
Based on the already known diagram from Figures 2.1 and 2.2, Figure 2.9 shows the main components
of the service discovery process. Compared to Figure 2.2, three elements have been added respectively
changed: First, the service consumer needs to formulate a service request in order to find appropriate ser-
vices in the service registry. This service request can have different forms, e.g., be based on keywords (cp.
Section 2.3.1). Second, the WSDL is substituted by the more generic term “service advertisement” related
to the publication of service descriptions. Service advertisements can have different forms, amongst oth-
ers the formerly used WSDL. Third, a matching engine has been added to the service registry. Matching
engines take into account the service request and match it with the available service advertisements.
According to Tsetsos et al., the following factors affect the discovery process [247]:
• The ability of service providers to describe their services.
• The ability of service requesters to describe their requirements.
• The effectiveness of the service matchmaking algorithm.
The first two list items directly depend on the expressiveness of the used SWS formalism, i.e., to which
degree the semantics of services can be formalized [154]. Analog to this listing, the following concepts
are essential in service discovery:
Service Advertisements describe a service offer with respect to different aspects, i.e., functional capa-
bilities, non-functional aspects etc. Depending on the type of the service registry adopted and the
expressiveness of the Web service standard used, the service description may be more or less formal
and detailed.
Service Requests declare the requirements of a service requester regarding functional, non-functional,
and technical service capabilities. Service requests are formulated in concrete queries, which can
have different forms (cp. Section 2.3.1).
Matching Engines (or matchmakers) match service advertisements and requests and calculate a DoM
between them. The actual matching is a (pairwise) comparison of a service advertisement and a
service request [90]. A matchmaker can be syntax- or semantic-based or be hybrid [3].
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The DoM “can be formally defined as a value from an ordered set of values that express how similar
two entities are with respect to some similarity metric(s)” [247]. This might be a numerical similarity
value within a strictly defined interval or a value from a predefined set. In service matchmaking based
on semantic information, logic-based subsumption relations between semantic concepts from an ontology
are often employed as DoMs (cp. Chapter 3).
As it was mentioned in Section 2.2, a syntactic description of services is insufficient for service discovery
as it could lead the matchmaking algorithm to wrongly assess a service offer to meet certain requirements
[61]. This might be the case because services might have a syntactically similar, but semantically different
description and vice versa [3, 146].
In this thesis, two of the abovementioned factors that affect the discovery process are addressed,
namely the way service requesters describe their requirements (Chapter 4) and the conception of ser-
vice matchmaking algorithms (Chapter 3), which are at the core of a matching engine. As SAWSDL
has been chosen as primary SWS formalism, we concentrate on data and functional semantics (cp. Sec-
tion 2.2.1), which is consistent with most of the related work (cp. Section 3.5). As a foundation, the
next sections will give background information on query formulation for Web services (Section 2.3.1)
and matchmaking (Section 2.3.2).
2.3.1 Query Formulation
Several approaches for service retrieval exist, which can be classified into different approaches regarding
the kind of information given in a service request and, hence, available for matchmaking. In the following,
these approaches are shortly introduced [118]:
Keyword-based retrieval is the most common query format on the Internet: The service requester speci-
fies terms which are compared by a search engine with an item’s description using string-matching
techniques. In the work at hand, the terms would be compared to a service description. Table-based
retrieval enhances keyword-based retrieval by allowing to define attribute-value pairs. For service
discovery, it would be possible to define, e.g., a concept or keywords for certain service components
like input and output messages [127].
Semantic-based retrieval allows the definition of queries based on semantic concepts instead of keywords.
This way, it is possible to define a service request much more precisely and to derive subsumption
or other relationships between semantic concepts defined in a service request and a service offer.
State-based retrieval enhances semantic-based retrieval by allowing to define pre- and postconditions for
a service. Thus, it is possible to model the desired behavior of a service both in a service offer and
in a service request. In contrast to semantic-based retrieval, which is mostly restricted to the service
signature, state-based retrieval applies to the service profile (cp. Section 2.2.1).
In practical application, all mentioned approaches may be combined.
Concerning service registries like UDDI and ebXML, keyword- and table-based discovery approaches
are commonly used. As it has been already discussed in Section 2.2, these syntax-based approaches are
not sufficient to describe service capabilities and, hence, a service query. As another point, text-based
descriptions rather include information on how to invoke a service than on its behavior. Thus, services
may require and provide the same set of parameters while offering a different behavior. Although table-
based approaches commonly perform better than keyword-based approaches, they do not necessarily lead
to satisfying retrieval results [127]. Another drawback of these approaches are the missing relationships
between the specified entities. For example, certain inputs and outputs may indeed be part of a single
service described in WSDL, but can belong to different operations.
In contrast to keyword- and table-based approaches, semantic-based approaches consider the seman-
tics of service elements, so that similarities can be detected even if there are syntactic differences. For
this, such approaches make use of, e.g., subsumption relationships, which can be inferred by a reasoner
from subsumption hierarchies of concepts defined in an underlying ontology. Typically, the concepts asso-
ciated with inputs and outputs are analyzed or the classification of whole service documents is explored
[118, 127]. In the subsumption-based approach by Paolucci et al., the authors consider a service adver-
tisement as a match to a given service request, if all the inputs and outputs of the request are sufficiently
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satisfied by the advertisement (cp. Chapter 3) [201]. The authors state that the simplest form of ful-
filling this condition would be an exact match between the respective concepts. But since this condition
is often too restrictive, they also allow for relaxed matching, i.e., the degree of similarity between an
advertisement and a given service request is computed in form of a DoM (cp. Section 3.1.2).
Even though providing a richer query model than keyword-based retrieval, semantic-based matching
is also not incorporating the behavior of services – two services, which have semantically identical input
and output messages, may still lead to different results. This issue is addressed by state-based retrieval
approaches, which include the specification of pre- and postconditions, which must hold before and after
the execution of a service (cp. Section 2.2.1). In doing so, an abstract service comprises a set of state
transformations [118]. A service advertisement matches a given service request, if it can be proven that
the advertised service achieves the requested functionality. Since this implies a large complexity with
respect to both, the modeling of the semantics and the computational effort of the proof process, the
application of deductive approaches in practice faces serious difficulties [127]. For this reason, precon-
ditions and effects have also been neglected while designing the successor of WSDL-S, namely SAWSDL
(cp. Section 2.2.3). Nevertheless, they play a very important role in WSMO and WSMO-Lite [81, 251].
Apart from the information addressed in a retrieval approach, query formulation in terms of the for-
malism used to express requirements is also of interest. Different query formalisms for SWS are analyzed
in Chapter 4.
2.3.2 Matchmaking
With regard to (semantic) Web services, matchmaking is the process of finding suitable service offers
to fulfill a given service request [61]. Accordingly, a matching engine is a tool which implements such
a process. Assume, for example, that a service consumer requires a service which provides financial
information, more precisely, stock quotes. In a mature market of services, numerous service offers would
be registered which supply stock quotes [203]. These offers differ in a number of dimensions which are
related to the four different kinds of semantics defined by Sheth et al. (cp. Section 2.2.1) and also the
number and type of message parameters. For instance, one service offer could require the stock’s ticker
symbol as input, while another requires its full name. Yet another service offer might allow specifying the
name of the stock exchange from which the quote derives. Likewise, the number of output parameters
can differ in the service offers. For instance, one service might return the number of traded stocks or the
date and time along with the latest quote. Another service might return the ticker symbol to allow for
verification.
An example is depicted in Figure 2.10. The task is to find an optimal service that provides stock quotes.
The service request is depicted on top. In this example, the request is described using syntactic names
and descriptions and semantic concepts describing the inputs and outputs of the desired service. The
service offers are illustrated at the bottom.
First of all, each service has inputs and outputs syntactically specified by their names. The correspond-
ing semantic annotations are given in parentheses, with multiple annotations separated by commas.
Second, service offers might differ in a number of non-functional dimensions, such as cost of invocation
or QoS (not shown in the figure). One service offer, for instance, might only charge 1 cent per invocation,
but does not make any QoS assurances. Another service offer might charge 5 cent per invocation, but
assure 99.999% availability, along with a maximum 500 ms response time. Third, service descriptions
might contain information about preconditions and effects, i.e., the service specification (not shown in
the figure). The service specification contains information about the initial state – i.e., the state of “the
world” before a service is invoked – and a goal state which describes the state of “the world” after the
service has been invoked [61].
In the context of this thesis, the focus will be on the first dimension, which is functional (and semantic)
matchmaking between services, but does not regard the service specification; i.e., we apply semantic-
based, stateless retrieval as presented above. The service specification has to be omitted as there is still
no agreement how it could be included in SAWSDL. This implies that there is no commonly accepted
formalism usable to describe preconditions and effects.
We assume that a number of service offers have been registered at a central registry. Given a service
request, matching services are to be identified. The offers are to be ranked with respect to their relative
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Figure 2.10: Web Service Matchmaking (Example)
Identify the data items to be matched: In a first step, it is necessary to define which components and
information of a Web service description will be matched. As it will be shown in the next chapter,
the variety of information that could be incorporated in the matchmaking process ranges from
referenced semantic concepts to structural and syntactic information. Of course, the decision which
data elements will be exploited depends on the Web service standard regarded.
Measure similarities: After the data objects to be matched have been identified, it is necessary to measure
their similarities. In the case of SAWSDL-based services, this primarily concerns the similarity
between interfaces, operations, or message parameters. Again, the choice of similarity measures is
broad and ranges from subsumption relations to syntactic name similarity and hybrid approaches.
Matching: Assigning similarities to pairs of components is one step. Another one is to actually find the
best matching components, i.e., to associate each component in the service request with the best
matching component in the service offer. This is commonly addressed to be an assignment problem
[41].
The analysis how these three steps should be addressed is the content of Chapter 3. As it will be further
explained in Section 3.5, there are several researchers experimenting with service discovery based on
semantics. In anticipation of the presentation of the different matchmaking approaches in Chapter 3,
semantic matchmaking approaches can be classified based on the following aspects [130]:
Logic- vs. non-logic matching: On the one hand, matchmaking can address semantics and derive logical
inferences or assess other relationships between them. On the other hand, techniques from the
field of IR could be used in order to make use of syntactic service descriptions. Furthermore, these
approaches can be combined, leading to hybrid matchmaking.
Service standards: Most matchmakers address exactly one particular Web service standard, mostly
OWL-S, SAWSDL, or WSML. Other matchmakers apply to a formulation of service capabilities
in another format, i.e., DL.
Service elements: Service descriptions are made up from different elements; matchmakers can be dis-
tinguished by the elements they exploit for detecting the similarity of service requests and offers.
Usually, this is the service signature or service specification.
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Of course, these three aspects can be combined in various ways – a set of service elements usable for
matchmaking OWL-S-based services might not be suitable for SAWSDL etc.
Based on the theoretical and technical background provided in this chapter, Chapters 3 and 4 present
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As it was explained in Section 2.3.2, matchmaking is one of the core components in the service discov-
ery process and might rely on semantic or syntactic data. In the work at hand, two matchmakers for
SAWSDL are designed, implemented, and evaluated. To some extent, these matchmakers share the same
techniques, but especially the measurement of similarities is based on different ideas and assumptions.
The first matchmaker, Logic-based Matchmaking Approach for Semantic Web Services (LOG4SWS.KOM),
is based on “classic” subsumption matching and introduces an intuitive way of weighting and combining
different subsumption matching degrees. Furthermore, a linguistic-based fallback strategy is proposed
in order to meet the fact that a semantic service description is not necessarily complete. The second
matchmaker, Coverage-based Matchmaking Approach for Semantic Web Services (COV4SWS.KOM), is
based on metrics from the field of semantic relatedness in ontologies. This way, COV4SWS.KOM incor-
porates more fine-grained semantic-based relationships than conventional subsumption matching-based
approaches. Additionally, COV4SWS.KOM introduces the adaptation to varying quality of syntactic de-
scriptions and semantic annotations at different levels of service abstraction.
The following hypotheses are applied in order to determine the outcome of the work conducted in this
chapter. These hypotheses will be discussed in Section 3.6.
H1: The automatic derivation of numerical equivalents of subsumption DoMs by statistical means allows
to customize a matchmaker regarding different basic assumptions. This especially concerns differ-
ent presumptions what a semantic annotation on a distinct service abstraction level actually means
as well as how the subsumption relationships between semantic concepts are actually defined.
H2: In service discovery, information from all service abstraction levels should be regarded. The weight-
ing of these levels should be based on the impact of the syntactic and semantic description on
service discovery results, i.e., their quality and usefulness.
H3: Apart from subsumption-based similarity determination, metrics from the field of relatedness mea-
surement of semantic concepts in ontologies might be helpful to compute the similarity between a
service request and a service offer.
This chapter is structured as follows: As an introduction, we will identify and discuss shortcomings of
current approaches to SWS matchmaking. Furthermore, requirements for service matchmakers, which
could be feasible to overcome the discussed issues are proposed. Based on these findings, Sections 3.2 and
3.3 present the concepts, specifications, and implementations of LOG4SWS.KOM and COV4SWS.KOM.
Both matchmakers are extensively evaluated in Section 3.4. The evaluations contain a section on the
performance in terms of IR metrics and runtime performance, as well as a discussion of the benefits and
drawbacks that arise from the application of the proposed matchmakers. This chapter closes with an
overview of the related work (Section 3.5), and conclusions (Section 3.6).
3.1 Problem Statement and Specification of Requirements
Especially if regarding the vision of automated service invocation [183], it is necessary to detect services
which provide the right capabilities in a very precise way, i.e., only those services should be found that
provide the requested capabilities. As it has already been described in Chapter 2, syntax-based service
standards like WSDL do not provide the means to describe service capabilities in enough detail [247].
This does not only apply to the functional and non-functional description of a service, but also to data
types [42]. Shortcomings of syntax-based service description languages regarding service discovery is
one of the prime reasons for the integration of semantic information into Web service descriptions and
has been regarded from the very beginning of SWS research, e.g., [28, 164, 201, 241].
Of course, the mere existence of semantic descriptions does not improve service discovery – the seman-
tic information need to be incorporated during the matchmaking process. In order to serve this purpose,
researchers have proposed a multitude of matchmaking approaches (cp. Section 3.5) [130]. As is evident
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from the results of the Annual International Contest S3 on Semantic Service Selection – Retrieval Perfor-
mance Evaluation of Matchmakers for Semantic Web Services (S3 Contest) – which serves as an annual
contest to compare and discuss matchmakers for different service formalisms – the best matchmakers (in
terms of IR metrics like precision and recall) combine logic- and non-logic approaches into hybrid match-
ing [142]. Purely logic-based approaches result mostly in mediocre matchmaking results and cannot keep
up with their hybrid counterparts. On the one hand, especially the incorporation of syntax-based simi-
larity values involves often some degree of uncertainty, as these methods are, e.g., unaware of different
meanings a term might have [160, 176]. On the other hand, logic-based matching (and semantic-based
matching in general) defines clear rules which makes it easy to follow and recapitulate matchmaking
results. In the work at hand, the usually applied subsumption matching approaches are modified or re-
placed by other semantic-based similarity metrics in order to facilitate competitive matchmaking results
without applying non-semantic-based similarity measures. However, syntax-based similarity measures
are used as a fallback strategy.
In the following, we will analyze shortcomings and potential improvements of current service match-
making approaches. This analysis is based on the three matchmaking steps presented in Section 2.3.2,
namely the identification of data items that will be incorporated in matching (Section 3.1.1), the actual
measurement of similarities between different elements (Section 3.1.2), and the determination which
elements from a service offer best matches an appropriate element from a service request (Section 3.1.3).
3.1.1 Identification of Data Items to be Matched
As presented in Section 2.1.1, WSDL possesses an abstract part which defines what a service does. This
abstract definition is made up from interfaces and corresponding operations and input and output mes-
sages, which are usually defined using XSD types. A couple of different approaches exist on how to
integrate and combine similarities on these different levels into an overall similarity value for the whole
service. In quite a number of approaches, only certain elements (in the majority of cases the service
signature, i.e., inputs and outputs) are used. The restriction to certain service abstraction levels might be
suitable if regarding that the evaluation of service matchmakers is today based on service descriptions,
where all possible service elements should be defined (cp. Sections 2.3.1 and 3.5). However, if service
queries in terms of, e.g., an SQL statement, are defined, a matchmaker needs to be able to incorporate
all information defined in a particular query. As it is most likely that a human user would search for a
certain service functionality or service domain, which is usually defined on interface and operation level,
a restriction to, e.g., the service signature is not sufficient.
As a result of the restriction of many matchmakers to the service signature, the aggregation of similarity
values from different service abstraction levels is often not explicitly regarded. In fact, in WSDL, the
desired functionalities a service requester is looking for, are provided by operations. Ideally, for each
requested operation, a matching operation in a service offer should be identified. In line, the overall
similarity of two services should relate to the degree to which their respective operations match, i.e., to
which the offer provides the requested functionality.
Another question is how to combine the different similarity measures for every service abstraction
level. This depends on how useful the element description on every level is: If a semantic or syntactic
description is completely missing on interface and operation level, it seems to be likely that the overall
similarity value for the service should heavily depend on the message level. However, it might be the
case that the interface and operation names are sufficient enough for matching. It seems to be unlikely to
derive an universally valid way to combine the different service abstraction levels.
As it was mentioned before (cp. Section 2.2), SAWSDL does not specify any semantics by itself; which
parts of a WSDL needs to be semantically annotated could however be defined by a SAWSDL frame-
work or a service registry. Two antipodes regarding the richness and quality of semantic annotations
for Web services are thinkable: In a company-internal service registry with a manageable number of
services, every service abstraction level might be perfectly described by semantic concepts – hence, a
purely semantic-based matchmaker might be adequate. In other cases, especially public service registries
on the Internet, it is quite likely that the better part of all service descriptions is not semantically anno-
tated. This assumption is backed by current observations: At the time of writing, seekda!1, as one of the
1 www.seekda.com
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world’s largest Web services search engines, lists about 28,000 different Web services with the number
quite stagnating in the last 18 months. The number of semantic Web services is about 410 without the
existing scientific test collections (cp. Appendix B.2.3) and about 3500 including these collections [142].
Of course, seekda! only lists all publicly available services, i.e., Web services that are provided using an
access-restricted service repository will not be listed. It is quite likely that the majority of SWS will not
be publicly available, but advertised in company-internal repositories [135].
It seems to be reasonable to make the combination of different service abstraction levels dependent on
the service set that comes into consideration. Therefore, it is necessary to provide weights for the different
service abstraction levels in the first place. As an enhancement, this weighting could be conducted
automatically based on the impact a particular level will have on the results of the matchmaking process.
Constraining the matchmaking to semantic concepts seems to be impractical. In an ideal world, all
service elements would be completely described using semantic concepts [160]. However, it is quite
likely that there is, e.g., no ontology that could be used in order to annotate all elements of the service
description or the service provider is just unaware of it [77, 103, 244]. Thus, there should be some kind of
fallback solution that could be applied if a semantic-based description is missing or cannot be processed.
Summarized, this leads to the following requirements a matchmaker should fulfill regarding the iden-
tification, usage, and combination of data items a service might offer:
• As different service abstraction levels provide different kinds of more or less useful information
about a Web service, it should be possible to include all levels in the matchmaking process or
exclude single levels.
• As operations encapsulate desired functionalities, matchmaking should focus on operations instead
of service interfaces.
• A matchmaker should be able to adapt itself to different degrees of service description usefulness
on different service abstraction levels.
• A matchmaker should be able to make use of syntactic information if there is no usable semantic
description of distinct service components.
3.1.2 Measurement of Similarities between Objects
Similarity measures are at the core of every matchmaker implementation. They assess the relative simi-
larity between two components, i.e., two elements of a Web service description. In the case of semantic
Web services, this commonly concerns the similarity between a pair of interfaces, operations, or mes-
sage parameters. The actual measurement of similarity values is usually based on semantic annotations
or syntactic information. Frequently, different types of measures are also combined into a unified mea-
sure, or linguistic measures are used as a fallback strategy once semantic information is not available
(e.g., [212, 244]). Furthermore, it is possible to make use of syntax-based retrieval methods in order
to exploit the implicit semantic description, e.g., by applying syntax-based algorithms to the names of
unfolded semantic concepts (cp. Section 3.5). As a third option, structural similarity can also be derived
[140, 212].
While the incorporation of syntax-based similarity values often involves some degree of uncertainty,
as these methods are, e.g., unaware of different meanings a term might have [160, 176], purely logic-
based approaches often result in mediocre matchmaking results. This might be traced back to the fact
that many ontologies are rather taxonomies, which do not provide the rich semantic concepts needed
for sophisticated logic-based matching [132, 255]. Hence, the first aspect worth observing regarding the
measurement of similarities should examine alternative similarity measures for SWS matchmaking.
As a second major concern, the representation of similarity measures should also be regarded: Similar-
ity measures either produce result on a discrete or continuous scale. Discrete means that the measure’s
output comes from a finite set of possible outcomes – here, one example are the DoMs defined by Paolucci
et al. (see below). In contrast, continuous means that the similarity value can take an arbitrary number
from a limited – or possibly unlimited – range of values, e.g., [0..1] or [0..∞[.
As a major disadvantage, a discrete scale does not allow any further distinction between matches that
fall into the same class. Thus, it only permits an insufficient ranking of services, even though more
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detailed matching information might be available [82]. In order to tackle this issue, many matchmaking
approaches first use a discrete scale of DoMs and afterwards use a second similarity measure to rank
the services in the particular DoM category (e.g., [140]). Also, a discrete scale does not allow the easy
combination of different measures into a single result. However, the latter is preferable again when it
comes to ranking of services. Furthermore, many algorithms that are suitable to find the best matching
components (see next section) rely on the numerical definition of “costs”, which makes a continuous scale
essential.
While a number of similarity measures have been introduced, a dominant fraction of matchmaking
approaches still relies on a discrete scale to represent the DoM between a pair of services. Commonly, this
is a four-level scale as originally proposed by Paolucci et al. [201], usually applied with some extensions
(e.g., [119, 164, 245]).
On the other side, a problem with a continuous scale is that it does not permit any statement about
the underlying semantic relation between services, i.e., if a service offer is more generic or more specific
than the other. The scale solely states their overall relative equivalence or similarity. Another draw-
back concerns the fact that a continuous scale must be derived from a discrete scale if regarding, e.g.,
subsumption-based similarity “classes”. Ambiguity is necessarily contained in the mapping between dis-
crete and continuous DoMs, because a certain logic subsumption relation does not naturally relate to a
given relative equivalence. For example, Liu et al. assign a similarity of α
1+α
to a subsume relationship
for inputs and α
2+α
to a plugin relationship for inputs without further explaining why these values have
been chosen [169]. Fernández et al. and Guo et al. arrange for the usage of numerical values but do not
specify how these values should be calibrated [82, 97]. Ideally, there should be a justified relationship
between numerical similarity values and discrete DoMs, depending on the Web services regarded.
Usually, there is a predetermined order of DoMs – e.g., Paolucci et al. define this as exact > plugin >
subsumes > fail (cp. Section 3.5) [201]. Paolucci et al. reverse the meaning of plugin and subsumes for
outputs and inputs – for former, a plugin match specifies that the class used in a service offer is more
generic than this used in a service request. For inputs, a plugin match indicates a more specific class
used in a service offer than in the service request. As a result, the ranking is practically reversed for
the rating of more specific and generic DoMs for inputs and outputs [201]. While the grading of fail
and exact as the best and worst DoM is unambiguous, there are different proposals on how to rate the
DoMs plugin and subsume: According to Paolucci et al., service offers that deliver a more generic output
than requested should be ranked higher than those service offers that deliver a more specific output than
requested [201]. The underlying idea is that the first service’s output includes all desired items, while
the second service’s output only contains a part of them. In case of inputs, Paolucci et al. use the opposite
assumption – service offers that accept a more specific input, as compared to the service request, are
favored over server offers that expect a more generic input.
Bellur et al. and Cardoso reverse this ranking regarding subsumes and plugin respectively invert the
meaning of these DoMs, which leads to an inversed ranking [17, 45]. Cardoso argues that a more generic
input (i.e., a subsumes relationship as defined by Paolucci et al.) is favorable, because it will certainly
accept the input which has been specified in the service request. Again, in case of outputs, the ranking
of DoMs regarding more specific respectively more generic classes is inverted: Service offers with a more
specific output are favored over those with a more generic output. Here, Bellur et al. argue that Paolucci’s
assumption that a service provider who advertises a certain output (i.e., a semantic concept describing
the output) will deliver every subclass of this output, is not necessarily the cased and it is more realistic
that only some of these subclasses will be supported.
As Bellur et al. show, the scheme by Paolucci et al. encourages an imprecise – namely, overly generic
– annotation of outputs [17]. In detail, service providers would be given incentive to annotate their
services’ outputs with the owl:Thing concept, because it constitutes the most generic concept in an OWL
ontology. In line, Cardoso’s scheme favors the most generic annotation of input parameters.
An example is depicted in Figure 3.2; it relates to the sample ontology from Figure 3.1, which depicts
an excerpt from the books ontology in SAWSDL-TC (cp. Section B.2.2). Assume that a service consumer
requests a service that delivers Monograph as output. However, such a service with exact this output is
not available but there are two service offers with related output: The first service offer provides a more
generic output, namely PrintedMaterial. According to Paolucci et al., the service provides all Monographs
as output, which is desired. However, its output also contains undesired concepts, e.g., Serial-Publications.
In contrast, the second service offer provides a more specific output, namely Novel, which is a subconcept
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Figure 3.1: Example Ontology
of the desired Monograph. However, it does not contain any of the Encyclopedias the service consumer
would like to receive as output, too. Alternatively stated, the first service achieves maximum recall at the
cost of lower precision, while the second service achieves maximum precision at lower recall. To deepen
the understanding of aforementioned schemes, let us consider two exemplary service requests (A, B) and
four corresponding service offers (A1, A2, B1, B2). Their input and output parameters, along with a
short description, are provided in Table 3.1. The resulting ranking, according to the previously described
schemes, is provided in Table 3.2.
Both ranking scheme approaches have their justification, depending upon which assumption regarding
the generalization and specialization of semantic concepts in an ontology holds true. Hence, it would be
useful to derive the ranking of these DoMs automatically. This applies to SAWSDL in particular, as it does
not define the “meaning” of semantic annotations on different service abstraction levels.
All things considered, the following requirements regarding the deduction of similarity values and their
representation have been identified:
• A matchmaker should be able to represent DoMs in a way that allows the easy combination with
other similarity values. In most cases this means that similarity values should be arranged on a
continuous scale.
• A mapping from a discrete to a continuous matching scale should be justified and depend on the
set of services (and hence the basic assumptions regarding the meaning and relationships between
semantic concepts) a matchmaker is applied to.
• If applying subsumption matching, a matchmaker should be able to rank DoMs based on the as-
sumptions modeled in an ontology.
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Figure 3.2: More Generic and More Specific Parameters in Comparison to Requested Parameters
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Table 3.1: Exemplary Service Offers and Requests
Service Input Output Description / Comment
Req. A Author Monograph Provides monographs written by a
given author.
Off. A1 Author PrintedMaterial Provides a more generic output than
specified in A.
Off. A2 Author Novel Provides a more specific output than
specified in A.
Req. B Monograph Author Provides the author for a given
monograph.
Req. B1 PrintedMaterial Author Expects a more generic input than
specified in B.
Req. B2 Novel Author Expects a more specific input than
specified in B.
Table 3.2: Ranking of Service Offers According to Different Subsumption Level Schemes
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3.1.3 Matching Service Components
The matching of components is often based on the greedy approach presented by Paolucci et al. [17, 201].
In general, greedy algorithms are simple approaches to solve optimization problems and rely on the
assumption that a global optimum can be found by making the locally optimal choice for each step of
the optimization approach. Of course, this is not necessarily the case, hence the greedy approach may
lead to suboptimal results [55]. Regarding service matchmaking, the greedy approach determines for
each concept from a set of elements (e.g., all input parameters from a service request) a corresponding
concept in a second set (e.g., all input parameters from a service offer) to which it has a maximum DoM.
As Bellur et al. show, the greedy algorithm suffers from a number of drawbacks in practical application
[17]. For instance, the authors demonstrate that the algorithm’s results can depend on the order of the
components in the first set.
Given the presented drawbacks of the greedy algorithm, Guo et al. [97] were the first to publish a
matchmaking algorithm based on bipartite graphs, so that matching can be traced back to general as-
signment problems. In this approach, the two sets of components to match each constitute one partition
of nodes [41]. The edge weights then correspond to the similarity between the two nodes (i.e., com-
ponents) that they are connecting. This way, maximum weight bipartite graph matching can be applied,
which allows to make use of algorithms which solve the linear sum assignment problem. For this problem,
a number of approaches have been proposed which aim at minimizing the edge weights while in the
scenario at hand, it is necessary to maximize the average edge weight. However, this is not a real issue as
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it is possible to transform a maximization to a minimization problem. Hence, the well-known Hungarian
algorithm (or Kuhn-Munkres algorithm) can be applied to calculate an optimal, pairwise assignment be-
tween components [150, 151, 189]. Lawler has presented an implementation of the Hungarian algorithm
which solves the bipartite graph assignment problem for a complete graph with two node sets of equal
cardinality n within the complexity bound O(n3) [41]. An enhancement of the Hungarian algorithm for
graphs with differing cardinalities has been presented by Bourgeois and Lassalle [35]. In the work at
hand, we will make use of these enhancements of the original algorithm.
Regarding the approach presented by Guo et al., the matching is not based on the notion of a global
DoM [97]. In line with Klusch et al. [140] the global DoM is perceived as a guaranteed fixed lower bound
for the overall service compatibility; hence, the minimum DoM should be maximized. Instead, in the
approach by Guo et al., the sum of edge weights (i.e., of similarity) is maximized. In some scenarios, this
may lead to a suboptimal assignment with respect to the concept of a global DoM. To circumvent this
problem, Bellur et al. present a modified version of the bipartite graph matching approach [17, 20]. In
detail, the edge weights are modified in such manner that the matching standard algorithm maximizes
the minimal DoM. This objective exactly corresponds to the concept of global DoM. Unfortunately, their
scheme is not applicable in conjunction with continuous, but only discrete DoM scales.
As an alternative, Plebani and Pernici, for instance, simply utilize continuous DoMs in conjunction with
bipartite graph matching [212]. Accordingly, they assume that the global DoM is yielded by the average
of edge weights, not by the worst individual match. Again, this does not guarantee a global DoM.
However, this is more a problem of the basic assumptions regarding service matchmaking. Despite the
allure of large service marketplaces where numerous similar services are advertised by different vendors
and almost every possible service is provided, such a market is far away from being realized. As long
as the number of services is not radically increased, a state where it will be possible to automatically
discover and invoke services is not realistic. In many application areas, it might never be the case that
services exist which can suit most of the service requesters’ needs. As a result, service requesters will
have to adapt their own applications in order to make use of services. Considering this, it makes sense
to identify services, which are similar to a service request, without guaranteeing a fixed lower bound for
the overall service compatibility. Notably, the matchmaking approach by Plebani and Pernici, which is
currently providing the best SAWSDL matchmaking results in terms of precision, does not guarantee a
certain DoM [212]. Analog to the approach used by these researchers, the matchmakers presented in this
thesis also evaluate the similarity between Web services – a lower bound of service compatibility is not
given. Hence, we will be able to make use of the abovementioned Hungarian algorithm for matching.
While the application of bipartite graph matching has proven its usability, there remains one last issue:
Usually, for every element in a service offer, a corresponding element in a service request should be
available. Some researchers argue that a mismatch in parameter cardinality between service request
and offer might imply that the offer is unsuitable for the specified purpose. Paolucci et al., for example,
state that every output parameter in the service request must be satisfied by an output in the service
offer and every input parameter in the service offer must be satisfied by an input in the service request;
else, the offer is assumed to fail for the given request [201]. The same requirement is stated in, e.g.,
[17, 115, 140]. Such a behavior makes sense if following an approach that defines the minimum DoM as
the global DoM and thus guaranteeing a certain DoM. However, if relaxing the demand of the minimum
DoM as a lower bound, service offers which do not meet the cardinalities of the service requests should
also be regarded.
By an example, we will demonstrate that the same type of mismatch in cardinality does not necessarily
allow a general statement regarding a service offer’s suitability to fulfill a request. For that purpose, we
define two simple example services:
• HotelService, which finds one or more hotels based on specified criteria.
• SSNService, which finds a person’s social security data based on specified personal data.
In the following, let Inr and Ino denote the set of inputs for the requested and offered service respectively;
accordingly, let Outr and Outo denote the set of outputs. If the sets are equivalent for service request and
offer, the generic expressions In and Out will be used for inputs and outputs respectively. |S| denotes the
cardinality, i.e., number of elements, in a set S.
Table 3.3 summarizes a number of scenarios where input or output parameter cardinality differs. The
second column states the underlying service and general type of cardinality mismatch. The third column
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contains the actual parameter sets; a comment is included in the fourth column. As Table 3.3 demon-
strates, a given type of mismatch in parameter cardinality does not allow a general statement about a
service offer’s suitability to fulfill a given request. For instance, the service offer in the third example
could well be suitable to serve the requested purpose if a default value for the MinimumRating input
exists, such that it does not constrain the service output. Likewise, the service offer in the fourth example
could easily be used if it was possible to parse the Name input parameter into FirstName and LastName.
In both scenarios, however, a more sophisticated approach beyond subsumption reasoning is required.
For instance, in conjunction with the third example, an additional evaluation of the syntactic Web service
description, namely the associated messaging schema, would be required.
While this example addresses parameters, similar considerations can be made for operations and inter-
faces. E.g., if the number of operations demanded in a service request exceeds the number of operations
in a service offer, this offer might still be helpful to some degree.
All things considered, we have identified two issues with current matchmaking approaches respectively
requirements the actual matching should fulfill:
• Matching algorithms should avoid the shortcomings of the greedy approach. As this has already
been covered in the related work, we will make use of the established Hungarian algorithm.
• Different cardinalities of service components should be addressed.
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3.1.4 Recapitulation
Summarized, open issues in service matchmaking arise especially from the identification and combination
of service elements to be matched and the derivation of similarity values. As this leaves a large room for
improvements, these two aspects will be in the focus of the matchmakers presented in the next sections.
In contrast, regarding the third aspect (matching of components), an already existing approach will
be employed, namely bipartite graph matching using the Hungarian algorithm as enhanced by Lawler
respectively Bourgeois and Lassalle, and implemented by Nedas [35, 41, 194].
LOG4SWS.KOM primarily aims at new ways to combine, rank, and weight similarities based on the
classic subsumption DoMs by Paolucci et al. [201], while COV4SWS.KOM deals with an alternative way
to compute similarities for service elements and adapt to the overall service similarity, based on the
usefulness of information given on every service abstraction level.
3.2 LOG4SWS.KOM: Self-Adapting Semantic Web Service Discovery for SAWSDL
This section is structured as follows: In Section 3.2.1, requirements towards LOG4SWS.KOM arising
from the analysis in Section 3.1 will be recapitulated and further specified. Afterwards, the fallback
strategy, which is applied if semantic annotations are not available or cannot be processed, and a caching
mechanism used to improve the matchmaking runtime are presented. In Section 3.2.3, the derivation of
a numerical representation of discrete DoMs based on Ordinary Least Squares (OLS) is presented. This
section ends with an overview of the implementation. The evaluation is described in Section 3.4.
3.2.1 Specification
The basic idea of the matching approach used in LOG4SWS.KOM is the derivation of logical and onto-
logical relationships between elements specified in a service request and available service offers. Possible
DoMs are, e.g., exact, plugin, subsumes, and fail (cp. Sections 3.1 and 3.5) with further DoMs proposed,
e.g., by Klusch et al. or Tran et al. [136, 245]. LOG4SWS.KOM enhances this approach by applying
matching to different service abstraction levels, integrating a fallback strategy, and deriving the overall
similarity not by a lower bound, but as an average number. The overall similarity value is based on a
continuous similarity measure that allows for flexible combination with other similarity values.
Selection of Matching Levels
As discussed in Section 2.2.3, different components of the abstract part of a WSDL document can be an-
notated using SAWSDL. For WSDL 2.0, these service components are interfaces, operations, and message
parameters defined using XSD (cp. Section 2.2.3). For an overview, please refer to Figure 2.6, which
shows the different levels of abstraction in SAWSDL.
Notably, inputs and outputs do not carry any semantic annotations according to the SAWSDL speci-
fication. Therefore, we do not consider them as separate abstraction levels. Instead, all parameters as
defined by the XSD part of the WSDL document are mapped into a flat hierarchy and directly associ-
ated with the corresponding operation component. In detail, we recursively resolve the data structure
of the XSD elements which are referenced by an operation’s input and output component. In the course
of this process, solely simpleType and complexType nodes are regarded as parameters. The approach is
extensively described in the context of the ATSM in Appendix A.1.3.
Generally, a matchmaking process which includes all abstraction levels may either be conducted in a
top-down or a bottom-up manner. Bottom-up means that the matchmaking is initially conducted on the
lowest level, i.e., message parameters. The results are propagated to the level of operations. Consecu-
tively, operations are matched, and the result is again propagated to the level of interfaces, where the
final matchmaking is conducted. Depending on the concrete matchmaking algorithm, annotations on
higher levels may be ignored. Alternatively, they may be used for additional matching and merged with
results from lower levels. In a top-down process, matchmaking starts at the highest level, i.e., at interface
level. It is possible that such processes terminate if a service request and service offer are equivalent at a

























Figure 3.3: Matchmaking Process in LOG4SWS.KOM
certain level of abstraction. I.e., matchmaking on lower levels would be conducted only if services differ
on higher abstraction levels.
Both, top-down and bottom-up matchmaking, have their advantages and drawbacks. Generally, top-
down matchmaking can be very efficient, because the number of matching steps might be comparatively
small. Yet, this requires that services are precisely annotated at the interface and/or operation level. Also,
if the matchmaking process terminates on a higher abstraction level, there is no assurance that service
request and offer actually match on the level of parameters. According to the SAWSDL specification [79],
semantic annotations on interface level might provide a categorization which could be, e.g., a business
area which is a quite broad characterization. Hence, restricting the matchmaking process to the interface
level does not seem to be sufficient. For operations, the SAWSDL specification states that model references
could address a high level description of the operation [79]. It can be seen that the decision if matching
on interface and operation level is sufficient arises from the considered domain. If regarding a clearly
arranged, relatively small domain, e.g., a particular industry with a commonly accepted domain model,
matching on operation level might be sufficient, in other circumstances, it seems that the signature should
also be regarded.
In the case of bottom-up matching, in contrast, this issue does not arise. However, matching on the
level of message parameters can potentially be very expensive in terms of runtime performance, because
the number of comparisons between service request and offer is significantly higher, depending on the
respective parameter count. Also, it is unclear how matching results from different levels of abstraction
should be consolidated. For instance, consider a pair of services that perfectly matches on the signature
level. However, they significantly differ on the level of operations. The decision whether the service offer
is suitable to satisfy the request is then ambiguous.
LOG4SWS.KOM attempts to unite the best of “both worlds” (i.e., top-down and bottom-up matching)
by focusing on the center level of abstraction in a service, namely on operations. The overall similarity
of two services relates to the degree to which their respective operations match, i.e., to which the offer
provides the requested functionality. A similar approach is, for instance, applied in the Web service search
engine Woogle (cp. Section 3.5).
A central challenge lies in efficiently measuring the similarity between pairs of operations. For that
matter, we have devised an approach that incorporates information from all levels of abstraction (i.e.,
interfaces, operations, and parameters) and aggregates it at the level of operations. For each pair of
operations, we determine their similarity on the level of their parent interfaces, on the “native” level
of operations, and on the levels of input and output parameters. These individual similarity values are
aggregated into a weighted average, which corresponds to the overall similarity of the operations.
Let a denote an operation from the service request and let b denote an operation from the service offer,
belonging to an interface u and v respectively. For each pair, we determine:
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• The high-level similarity of their respective parent interfaces, simiface(a, b), given by a comparison
of u and v , which is weighted with wiface.
• The center-level, native similarity, simop(a, b), which is weighted with wop.
• The low-level similarity derived from matching their respective individual input parameters,
simin(a, b), which is weighted with win.
• The low-level similarity derived from matching their respective individual output parameters,
simout(a, b), which is weighted with wout .
The process is illustrated in Figure 3.3. With simag g(a, b) denoting the overall similarity of operations a
and b, it can formally be expressed as:
simag g(a, b) = simiface(a, b) ∗wiface + simop(a, b) ∗wop
+ simin(a, b) ∗win + simout(a, b) ∗wout (3.1)
In order to obtain standardized similarity values, we additionally define:
0≤ wiface,wop,win,wout ≤ 1 (3.2)
wiface +wop +win +wout = 1 (3.3)
0≤ simiface, simop, simin, simout ≤ 1 (3.4)
As a result, the overall similarity is restricted by a lower and upper bound:
0≤ simag g ≤ 1 (3.5)
Notably, there are some similarity metrics which cannot be easily normalized to a specific range. In
the context of this thesis, this applies to simResnik as will be introduced in Equation 3.18. Hence, the
constraints from Equation 3.4 and consequently Equation 3.5 cannot always be met.
Once similarities between all pairs of operations in a service request and service offer have been com-
puted, the overall service similarity, simserv, is derived by finding an optimal matching of operations. I.e.,
the final matching for a pair of services is conducted between their respective union set of operations,
disregarding how the operations are actually organized into interfaces. Formally, let I and J be the sets of
operations in a service request R and offer O respectively. Let x i j be a binary variable, indicating whether






x i j ∗ simag g(i, j) (3.6)
For the example in Figure 3.4, operations (a, b), (c, f ), and (e, f ) are paired (indicated by bold edges),
because they all share a high degree of similarity (indicated by the aggregated similarity values on the
edges). The example also outlines a major advantage of matching on the level of operations instead of
interfaces: Whilst operation a from interface u is paired with operation b from interface v , operation c
– which also belongs to interface u – can still be associated with its best match f , even though the latter
belongs to interface y .
In contrast, if interfaces were to be paired, u would be associated with v and x with y . In this case, the
overall similarity between the interfaces – and thus, the services – would be low, because their respective
operations simply do not match very well. In contrast, if interface u were associated with y and interface
x with v , the respective number of operations in the interfaces would mismatch. Again, overall service
similarity would be assessed as low. However, as previously outlined, the service offer actually provides
3.2 LOG4SWS.KOM: Self-Adapting Semantic Web Service Discovery for SAWSDL 37
Interface u
Service OfferService Request
Operation a Operation b
Operation c Operation d










Interface x Interface y
Interface v
1.0
Figure 3.4: Matching of Operations (Example)
most of the functionality that is required by the service request, with the sets of operations matching very
well. Thus, matching on the level of interfaces may falsify the service similarity assessment.
Apart from this, our approach also addresses an aspect that has been subject to discussion and contro-
versy in the research community: In the work of Paolucci et al., outputs are taken into consideration for
matchmaking first; matching of inputs is only conducted if necessary, i.e., if there are several services with
the same DoM after output matching [201]. However, in many other approaches, inputs and outputs are
weighted the same, e.g., in [19, 212]. In the work at hand, we allow for different weighting of inputs
and outputs without specifying an order in which these parameters are evaluated.
Lastly, the weighting for the merging of similarities can be arbitrarily chosen, thus making our approach
very flexible. Notably, by setting certain weights to 0, the respective levels of abstraction can be generally
excluded from the matchmaking process. For instance, in some cases, the interface level – or its semantic
annotations – might not provide any information that is of use in the matching process. For the evalu-
ation of LOG4SWS.KOM, we have chosen different weightings, which are explained in Section 3.4. In
COV4SWS.KOM, the weighting is automatically derived from a training set of services (cp. Section 3.3).
Choice of Similarity Measures
Our primary strategy for similarity assessment in LOG4SWS.KOM is based on DoMs from logic subsump-
tion reasoning. For each pair of components in a SAWSDL service description, their first referenced se-
mantic concepts (as specified by the modelReference attribute) are matched against each other. Further
model references are not regarded; this is done as it is unclear if a further URI addresses an alternative
semantic concept, an additional information or something else, e.g., preconditions and effects as pro-
posed in WSMO-Lite [251]. If logic-based similarity measures cannot be derived, an IR-based fallback
strategy is applied (cp. Section 3.2.2).
A set of discrete DoMs has been suggested by Paolucci et al. [201] and applied in similar form in,
e.g., [17, 45, 98, 140]. These DoMs are based on subsumption relationships – the basic idea is that if a
concept D is more general than a concept C, it subsumes C: C v D. Vice versa, a concept subsumed by
another concept is more specific (or a subconcept) of the subsuming class (or superclass) [11]. We slightly
depart from the definition of Paolucci et al. by defining generic types of matches that can be applied to
each matching level and type of parameter. Given two arbitrary concepts, A and B, where A is defined in
the service request and B is defined in the service offer, the DoM is given by:
DoM(A,B) =

exact i f A≡ B
super i f Av B
sub i f Aw B
fail else.
(3.7)
According to the scheme by Paolucci et al. [201], our DoM of super corresponds to DoM of subsumes and
plugin for inputs and outputs respectively; for sub, the order is reversed, and it corresponds to plugin
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and subsumes for inputs and outputs. Paolucci et al. define an exact match not only if two classes are the
same, but also if an output from the request is an immediate subclass of an offer’s output [201, 234]. As
described in Section 3.1.2, this can be traced back to the basic assumption that a class covers all of its
subclasses. Notably, the subclassOf relationship is not transitive which makes it disputable. Hence, we
decided not to make use of subclassOf as a fifth DoM in Equation 3.7.
Usually, there is a predetermined order of DoMs – e.g., Paolucci et al. define this as exact > plugin >
subsumes > fail. Some researchers invert the concepts of subsumes and plugin and consequently the rank-
ing of more specific and more generic concepts [17, 45, 68, 164]. As it has been discussed in Section 3.1.2,
the decision for one of these approaches is based on some basic assumptions what the annotation with
a particular semantic concept actually means. Possibly, both order schemes could be wrong for a partic-
ular service domain. Considering the respective drawbacks of both schemes, our definition of DoMs can
generically be applied to each matching level, and the assignment of numerical equivalents through an
OLS estimator efficiently eliminates the need to explicitly define a ranking of DoMs (cp. Section 3.2.3).
Still, these DoMs only provide a discrete scale and thus solely allow a coarse-grained ranking of ser-
vices. For instance, no further distinction can be made between two “super” matches. Yet, a more
sophisticated ranking might be possible, based on semantic or syntactic information that goes beyond
these subsumption relations.
Thus, we map the four discrete DoMs onto a continuous numerical scale, ranging from 0 (no sim-
ilarity at all) to 1 (perfect similarity). This approach allows the combination with other numerical
measures and a much finer-grained ranking of services. In detail, on each individual matching level
L ∈ {iface, op, in, out}, each DoM D ∈ {exact, super, sub, fail} is assigned a numerical equivalent dL;D in
the range [0..1]. Formally,
dL;D ∈ [0..1] ∀L ∈ {iface, op, in, out},D ∈ {exact, super, sub, fail} (3.8)
In order to map the discrete subsumption DoM levels to numerical equivalents, two different approaches
are possible: In the related work, several authors have proposed the usage of more or less arbitrarily
chosen constants [82, 97, 169]. Another approach is to determine an optimal numerical representation by
automatic estimation using, e.g., a machine learning approach. Because of its good runtime performance
and easy implementation, we decided to make use of an OLS estimator (cp. Section 3.2.3). To allow a
comparison of the OLS-based approach, further configurations of the matchmaker with manually assigned
numerical values have also been implemented (cp. Section 3.4.1).
In addition to the DoM based on subsumption relation, the path length between semantic concepts in
an ontology [216], as utilized by Kaufer and Klusch respectively Plebani and Pernici, is also calculated
[119, 212]. The inclusion of minimal path length in the similarity measure implicitly addresses the
problem of overly generic or specific annotation of parameters. Because the path length to the ontology
root will generally be comparably long, the combined similarity measure is effectively decreased. This
resembles an explicit punishment of such generic annotations. It should be noted that the path length
is not a logic-based similarity measure, but an ontology-based measure to detect relatedness between
semantic concepts [139, 216].
Both measures are merged into one common result, choosing from a number of predefined merging
strategies. To combine the DoM level, derived from subsumption reasoning, with the discrete path length
into one continuous measure, the following merging strategies are available:
Division: The DoM level from subsumption reasoning, represented as a numerical value, is divided by the
path length. I.e., the overall DoM linearly shrinks with increasing path length.
SqrtDivision: The subsumption DoM level is divided by the square-rooted path length. Thus, the overall
DoM shrinks slower with increasing path length, compared to a simple division.
SquaredDivision: The DoM level from subsumption reasoning is divided by the squared path length. I.e.,
the overall DoM shrinks faster with increasing path length, compared to a simple division.
The optimal choice of a merging strategy depends on the charateristics of the underlying ontology. If an
ontology is “narrow‘”, i.e., the number of children is relatively small for each concept, the (perceived)
similarity of two concepts will probably not diminish too fast with increasing path length, leading to the
SqrtDivision strategy being the best pick. In contrast, if an ontology is “wide”, i.e., the number of children
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is high on average for each concept, the similarity of two concepts will diminish very quickly, favoring the
SquaredDivision strategy. Without further knowledge about the ontology provided, we can assume the
Division strategy to constitute the best compromise. Thus, it is utilized as default strategy.
Then, formally, let PL(A,B) denote the shortest path between two concepts A and B in an ontology.
Furthermore, let L be the level on which the matching of components that points to these concepts is con-




dL.exact i f A≡ B
dL.super/PL(A,B) i f Av B
dL.sub/PL(A,B) i f Aw B
dL.fail else.
(3.9)
Assigning similarities between pairs of components can be considered a preparatory step in the matching
of services. In the next step, the actual matching is to be conducted using a certain matching algorithm.
Selection of Matching Algorithm
Ideally, each component in the service request is to be associated with the best matching component in
the service offer, i.e., for all interfaces, operations, input and output parameters from a request, the best
matching equivalent from a service offer should be found and assigned. In the seminal work of Paolucci
et al., a greedy approach has been proposed, which has been picked up by many authors [201]. As stated
in Section 3.1.3, Bellur et al. have shown that the greedy approach might lead to suboptimal matching
results [17].
In LOG4SWS.KOM, we have chosen to implement a bipartite matching algorithm to solve this assign-
ment problem. We follow the example by Plebani and Pernici and also divert from the concept of global
DoM [212]. I.e., we maximize the sum of edge weights (corresponding to the similarity of matched
components) instead of maximizing the minimal edge weight. As a major advantage, this allows for the
application of standard bipartite matching algorithms, most prominently the Hungarian algorithm, and
corresponding available implementations.
Single matching results are combined by calculating the average similarity value of all pairwise match-
ings. This matching result reflects the overall similarity of two sets of components (and thus, ultimately,
services) and can loosely be perceived as a measure of effort that would be needed to adapt a service offer
to fit a certain request. Here, a high similarity value implies little adaptation effort and vice versa. An
approach which guarantees a maximum global DoM instead of an average has been presented by Bellur
et al. [17].
A remaining issue concerns the treatment of differing parameter cardinalities. In the case of
LOG4SWS.KOM, we have chosen to generally allow for the matching of component sets, regardless
of their respective cardinality. This concerns both operations and message parameters, i.e., inputs
and outputs. Thus, we do not require a service to offer a corresponding operation or output for each
such component in the service request. In line, we do not require a service offer’s inputs to be identical
to or a subset of the service request’s inputs. As the original Hungarian algorithm can only be applied to
square matrices, i.e., two sets of identical cardinality, an implementation of the extension for rectangular
matrices proposed by Bourgeois and Lassalle has been used [35, 194].
In order to compute the similarity of two matched sets of components with differing cardinalities, a
decisive cardinality needs to be determined. We make use the following strategy:
• Generally, the cardinality of the set associated with the service request is decisive. I.e., if an offer
lacks requested operations or outputs, its overall similarity decreases.
• For inputs, the cardinality of the set associated with the service offer is decisive. I.e., if an offer
requires more inputs than the request provides, its overall similarity decreases.
In this section, the basic version of LOG4SWS.KOM has been introduced, which contains the fundamen-
tal concepts applied. However, there are two enhancements that play an important role and will be
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considered in separate sections. In Section 3.2.2, we present the fallback strategy applied if semantic
annotations are missing or cannot be processed; in addition, we also introduce a caching mechanism
applied in order to speed up the overall matchmaking process. In Section 3.2.3 we introduce an OLS-
based approach to determine the weights needed to compute the overall similarity value in Equation 3.1.
Incorporating the defined matching levels, similarity measures, and matching algorithm, Section 3.2.4
presents the implementation of LOG4SWS.KOM in terms of its main algorithms.
3.2.2 Fallback Strategy and Caching
As it was mentioned before, the number of semantically described Web services is still quite low. Actually,
even SAWSDL-TC, the current scientific standard test data collection for SAWSDL-based service discovery
(cp. Appendix B.2.3), offers semantic annotations only on the message parameter level. In fact, it is
easier to generate semantic annotations on this level, as Web service descriptions are usually generated
from source code, e.g., Java code, where data types are already described [212]. For other elements, like
interfaces and operations in SAWSDL, such a description is often missing. Furthermore, ontologies which
could be used in order to annotate interfaces and operations are still not established on a broad scale
[240]. This can be, e.g., traced back to the fact that the formal definition of knowledge in ontologies
is often a time-consuming and costly process [103, 235]. Even if a suitable ontology is available, the
annotation of Web service descriptions with semantic references is still a cumbersome and considerable
task [107, 174]. Hence, it seems unrealistic to assume that SWS descriptions are necessarily correct and
complete [180].
If semantic descriptions of certain elements are missing, it might be helpful to make use of the re-
maining information which describe the individual components: Even though this thesis focuses on the
semantic description of service components, we have also implemented a fallback strategy, which can
be applied if semantic annotations for a certain element are missing. This strategy may also be utilized
if an ontology fails to load for some reason, rendering reasoning about a referenced semantic concept
impossible.
The fallback strategy allows to compute the similarity between any pair of names, including the names
of components (if semantic annotations are completely missing) or the names of two semantic concepts
(if an ontology fails to load). The similarity measure is computed using the WordNet ontology [186].
Again, the similarity is a numerical value between 0 and 1. The fallback strategy can also be applied to
different levels, e.g., if semantic annotations are missing on the operation level, as long as the components
on these levels possess names.
All names undergo the following processing:
1. Names are split into individual tokens, based on commonly used separators, such as underscore
(“_”) and dash (“-”), or the camelCase notation.
2. If these tokens do not form a word according to the WordNet ontology, they are stemmed using a
Porter stemmer [213], and the resulting root form is again checked against the WordNet ontology
[186].
3. If this check fails again, the token is scanned for meaningful substrings in a recursive manner.
This way, names such as “get_flight_price”, “getFlightPrice”, and “getflightprice” can be effectively split
into individual words.
Each set of words constitutes a partition for a bipartite graph. The edge weight corresponds to the
minimal inverse distance of a pair of words in WordNet. Consecutively, bipartite graph matching is
employed, with the average edge weights in the matching yielding the similarity of the two names and,
thus, two service components. If the count of words differs in the two partitions, the larger set of words
determines the overall cardinality in computing the average.
In order to improve the performance of LOG4SWS.KOM in terms of query response time, we utilize
different caches, which may be populated both at registration and query time. Each cache is implemented
as a hash table, storing one or more data items for each unique key. In detail, the following caches exist:
• The subsumption cache stores the type of subsumption match (exact, super, etc.) and path length
between two semantic concepts. The concepts’ names conjointly constitute the caching key. Impor-
tant to note, the cache does not store the computed similarity value. It thus allows to freely adapt
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the numerical DoM equivalents and merging strategy without raising the need to repopulate the
cache.
• The word split cache holds all words that can be derived from a name by splitting it, using the
aforementioned process that is applied in the fallback strategy. In line, the initial name forms the
cache’s key.
• The word distance cache stores the distance between two words according to the WordNet ontology.
Again, the pair of words conjointly constitutes the key.
In practical application, preliminary caching should be employed at service publication time by matching
the new service offer against all service offers that have previously been registered. Subsequently, at
query time, if a service request contains already cached semantic concept and syntactic descriptions –
which becomes more likely with an increasing number of services having been previously matched – the
similarity values can be retrieved very fast from the cache. This may significantly improve query response
times. Through utilization of caches, costly computations need only to be conducted if the corresponding
data item is not part of one of the service offers and included in a service request for the first time.
The item will then be automatically stored in the cache and available for upcoming requests. Similar
approaches have been proposed, e.g., in [145, 234].
3.2.3 Deriving Numerical Equivalents of Discrete DoMs Using OLS
As previously outlined, the assignment of continuous numerical equivalents to discrete matching levels is
an ambiguous process. In order to derive more fine-grained similarities between semantic concepts and
allow for the merging with other numeric measures, such mapping is inevitable, however.
LOG4SWS.KOM applies an OLS estimator for the determination of optimal numerical DoM equivalents.
We assume that the weighted linear combination of the different DoM’s frequencies predicts the similarity
of two operations, and thus, ultimately, two services. The process is based on the notion that a dependent
variable ya/b – corresponding to the similarity of two operations a and b – can be derived through the
linear combination of a set of independent variables xa/bL;D , corresponding to the frequency of a certain
DoM D on a certain matching level L when matching a and b.
Under the assumption that the sum of squared residuals is to be minimized, OLS comprises an opti-
mal, unbiased estimator [121, 257]. Residual, in that context, refers to the absolute difference between
the actual and the estimated similarity of a service offer with respect to a service request. As a major
advantage, implementations of OLS are available for multiple platforms and generally perform very well,
involving little computational cost [121].
The OLS estimation is independently conducted for each matching level, i.e., the numerical weights
differ for input and output parameters, operations, and interfaces. As training data, a set of services is
required along with a predefined similarity rating. A subset of a test collection, such as SAWSDL-TC (cp.
Appendix B.2.3), fulfills this requirement, because it provides an example scenario consisting of queries
and associated relevance sets.
Test collections often utilize a coarse-grained, graded relevance scale to express services’ similarity.
Such scale is discrete in nature, whilst – at least in case of LOG4SWS.KOM and COV4SWS.KOM – similarity
is expressed on a continuous scale. Accordingly, the relevance grades have to be consistently mapped to
numerical values. With respect to SAWSDL-TC, for instance, the two binary relevance grades of not
relevant and relevant can be mapped to 0 and 1 respectively. This scheme could be adapted for more
extensive graded relevance schemes like those proposed by Tsetsos et al., Tran et al., or Küster and
König-Ries [152, 154, 245, 246]. Vice versa, continuous similarity values can be mapped back into
discrete relevance grades by defining ranges of correspondence. For instance, a similarity value threshold
of 0.5 or more might indicate a relevant operation or service according to a binary scale.
In the training phase, LOG4SWS.KOM matches all pairs of operations in all service requests and offers.
For each pair and each matching level, it stores the types of subsumption matches in the matched com-
ponents along with the path length, and retrieves the predefined similarity of the two operations. If such
figure is unavailable at the operation level, the corresponding value on the higher levels of interfaces or
services will be used. The similarities constitute the vector of predictors (y) for the OLS process, with
each row corresponding to a pair of operations. The individual design matrices (X iface, Xop, X in, and Xout)
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are derived in the following manner: Each pair of operations yields one row with four entries, where
each entry (xa/bL;D , that is, in the example of two operations a and b) corresponds to the frequency of a
certain type of DoM D with respect to all matched components on a certain level L.
More precisely, the frequency count is incremented by 1 for an exact and fail match between two
components. For super and sub matches, it is incremented by 1 merged with the path length. As outlined
in the previous section, some merging strategy will have to be chosen – by default, this is division, i.e., 1
is divided by the path length. The row is finally divided by the total number of matched components on
the current level.
Assume, for instance, that a pair of operations, a and b, is matched. If each operation contains two
inputs, there is a total of two input matches. Let us further assume that there is an exact DoM for the first
pair of matched inputs and a super match with a path length of 2 for the second pair of matched inputs.
This results in the following row in the input level’s design matrix (where the first entry corresponds to








Under the assumption that the operations a and b are relevant with respect to a binary scale (which,
again, translates into a similarity of 0 for non-relevant and 1 for relevant pairs of operations), the corre-






An exemplary design matrix (for the level of inputs) and vector of predictors are depicted in the following,
with the first row containing the data for a pair of operations a and b (which is mutually relevant
according to the binary scale shown in Equation 3.13), and the second row containing data for a pair a
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Given a design matrix and vector of predictors, the standard OLS estimator can be applied in the following




−1X ′L y (3.14)
βˆL corresponds to the optimal estimate of numerical weights, whereas X L denotes the design matrix and
y the corresponding vector of predictors on a certain level L.
In order to derive actual numerical DoM equivalents, we further process the vector. In detail, all entries
of the vector are mapped to the range [0..1]. For that matter, the minimum value in the vector is added
to all entries. Then, all entries are divided by the new maximum value. The underlying idea is that –
even though there might be a negative equivalent of a DoM – these negative values could lead to overall
negative similarity values simag g and simserv , which are not intended.
For instance, assume that the OLS estimator outputs the following estimate for the level of inputs:
βˆin =

1.1 0.7 0.3 −0.1

(3.15)
The minimum value, | − 0.1|, is consecutively added to each entry, yielding
βˆ+in =

1.2 0.8 0.4 0

(3.16)
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1.0 0.6 0.3 0

(3.17)
Based on aforementioned order of entries, the numerical equivalents for the individual DoM types on the
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For the purpose of cross-validation (cp. Appendix B.4), the design matrices and vectors of predictors
are adapted. Specifically, all rows are removed from both the matrix and vector that either refer to the
currently validated service request or do not refer to a service offer in the previously determined set
of relevant service offers. This process ensures that no information which derives from the currently
















Figure 3.5: Implementation Overview for LOG4SWS.KOM
In the following, the implementation of LOG4SWS.KOM in terms of its main components and algo-
rithms is presented. Figure 3.5 shows how LOG4SWS.KOM interacts with the service repository and the
employed Application Programming Interfaces (APIs):
Pellet is an OWL DL Reasoner used for logic-based matching [230].
Weka provides a number of machine learning algorithms as well as preprocessing facilities for syntax-
based similarity measurement [256].
JWNL is a Java library for WordNet [186].
Woden4SAWSDL facilitates the processing of SAWSDL-based service descriptions in Java.
Notably, Figure 3.5 provides a matchmaker perspective, i.e., details of the service repository and the
caches are omitted. As it can be seen, LOG4SWS.KOM is essentially made up from two components
– the matchmaker itself as well as a number of handlers for the different APIs. These handlers are
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Listing 3.1: Function matchServices
1Input: regService , offService: Services to be matched
2Output: overallSim: Similarity between the both services
3Variables: reqOp[i], offOp[j]: Operations
4assignment: One-to-one assignment of operations
5simIface , simOp, simIn, simOut: Similarity values of component pairs
6wIface, wOp, wIn, wOut: Weights
7sim: Matrix of aggregated similarity values
8
9function matchServices(reqService , offService) {
10for each (reqOp[i] in reqService.operations)
11for each (offOp[j] in offService.operations)
12simIface(i,j) = calculateSimilarity(reqOp[i].parentInterface , offOp[j].parentInterface)
13simOp(i,j) = calculateSimilarity(reqOp[i], offOp[j])
14simIn(i,j) = matchParameters(reqOp[i].inputs, offOp[j].inputs)
15simOut(i,j) = matchParameters(reqOp[i].outputs, offOp[j].outputs)




20overallSim = EvaluationStrategy.evaluate(sim, assignment)
21return overallSim
22}
Listing 3.2: Function calculateSimilarity (LOG4SWS.KOM)
1Input: regComponent , offComponent: Service components of the same type (interfaces or operations)
2Output: calculateSubsumptionSimilarity , calculateNameSimilarity: Similarity between the both components
3Variables: reqComponent.mref, offComponent.mref: References to semantic concepts
4
5function calculateSimilarity(reqComponent , offComponent) {










applied in order to decouple the API methods from the matchmaking facilities and allow to replace single
components. It should be mentioned that LOG4SWS.KOM is not directly applied to SAWSDL files, as the
deserialization of these files takes comparably much time. Instead, service offers are deserialized into the
ATSM format presented in Appendix A.1.3. As ATSM contains both a SAWSDL and OWL-S mapping, it
is furthermore possible to apply the matchmakers to OWL-S, too. However, for evaluation purposes, we
restrict ourselves to SAWSDL.
The main algorithm applied in LOG4SWS.KOM is matchServices(request, offer) which matches
two services reqService (the service request) and offService (the service offer) to determine the similarity
between the particular operations. In this context, services are represented as tree structures in ATSM
(cp. Appendix A.1.3). For reasons of simplicity, we assume that all operations are directly associated with
the respective service, omitting the intermediate level of interfaces. As it can be seen from Listing 3.1,
for each combination of operations from service request and offer, the four distinct similarity values as
presented in Section 3.2.1 are computed. Afterwards, an optimal matching is assigned (Line 19) and
the overall similarity for the two services is calculated (Line 20). Both aggregate the optimal operation
matching and the operations pairs’ similarity values into a common service similarity figure.
The native similarity values for interface and operation level are calculated using calculateSimilarity
as depicted in Listing 3.2. In this method, the methods calculateSubsumptionSimilarity (Line 8) and
calculateNameSimilarity (Lines 10 and 13) are of particular importance. These functions are depicted
in Listings 3.4 and 3.5.
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Listing 3.3: Function matchParameters
1 Input: regOperations.parameters , offOperation.parameters: Parameters to be matched
2 Output: overallSim: Similarity between the both parameter sets
3 Variables: reqPara[i], offPara[j]: Parameters
4 assignment: One-to-one assignment of parameters
5
6 function matchParameters(reqOperation.parameters , offOperation.parameters) {
7 for each (reqPara[i] in reqOperation.parameters)
8 for each (offPara[j] in offOperation.parameters)
9 sim(i,j) = calculateSimilarity(reqPara[i], offPara[j])
10 end for each
11 end for each
12 assignment = MatchingAlgorithm.match(sim)
13 overallSim = EvaluationStrategy.evaluate(sim, assignment)
14 return overallSim
15 }
Listing 3.4: Function calculateSubsumptionSimilarity
1 Input: A, B: Semantic concepts from service request and service offer respectively
2 matLevel: The level of abstraction (iface, op, etc.) on which the concepts are matched
3 Output: sim: Similarity value of the concepts A and B
4 Variables: subResult: A complex subsumption matching result with matching type and path length
between two concepts
5 numEquiv: The numerical equivalent of a discrete DoM of the current service abstraction level
6 matLevel: The current service abstraction level
7
8 function calculateSubsumptionSimilarity(A, B, matLevel) {
9 if cache.contains(A, B)
10 subResult = cache.get(A, B)
11 else
12 if A is equivalent to B
13 subResult.domLevel = EXACT
14 subResult.pathLength = 1
15 else if B subsumes A
16 subResult.domLevel = SUPER
17 subResult.pathLength = getPathLength(A, B)
18 else if A subsumes B
19 subResult.domLevel = SUB
20 subResult.pathLength = getPathLength(A, B)
21 else
22 subResult.domLevel = FAIL
23 subResult.pathLength = 1
24 end if
25 end if
26 cache.store(A, B, subResult)
27 numEquiv = getNumericalEquivalent(subResult.domLevel, matLevel)
28 sim = MergingStrategy.merge(numEquiv , subResult.pathLength)
29 return sim
30 }
The similarity of message parameters is calculated analog to that of the other service components. How-
ever, there is one particular difference: As can be seen from Listing 3.3, matchParameters executes
another optimal matching for parameters (Line 12). Afterwards, the overall similarity for the two sets of
parameters is calculated (Line 13) and returned (Line 14).
As the name implies, calculateSubsumptionSimilarity computes the subsumption reasoning-based
DoM between two semantic concepts (cp. Listing 3.4). If the DoM has not been stored in the corre-
sponding cache (Line 9), it is computed at runtime (Lines 11–25). The actual similarity value between
the concepts is made up from the DoM and the path length as presented in Section 3.2.1. Afterwards,
the new similarity result is stored in the cache (Line 26), and the numerical equivalent of the sub-
sumption DoM for the corresponding matching level and current service abstraction level is determined
(Line 27). Finally, the similarity value is calculated by merging the numerical equivalent with the path
length (Line 28) using a predefined merging strategy and returned (Line 29).
If calculateSubsumptionSimilarity cannot be applied, the name similarity of two service compo-
nents, which might be strings referencing semantic concepts or the name attributes of the components,
is calculated using calculateNameSimilarity (cp. Listing 3.5). Here, the names are first split into sets
of individual words (Lines 7 and 8). The corresponding function, splitIntoWords, uses the word split
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Listing 3.5: Function calculateNameSimilarity
1Input: reqName, offName: Name from the service request and service offer respectively
2Output: sim: Similarity value of the two names
3Variables: reqWords, offWords: Sets of terms derived from the names
4sim(i,j): Similarity value of the terms
5
6function calculateNameSimilarity(reqName, offName) {
7reqWords = splitIntoWords(reqName)
8offWords = splitIntoWords(offName)
9for each (reqWords[i] in reqWords)
10for each (offWords[j] in offWords)




15overallSim = EvaluationStrategy.evaluate(sim, assignment)
16return overallSim
17}
cache in order to look up names that have been previously split, respectively stores every new name
along with its list of words automatically . For each combination of words from these sets, the similarity
based on the WordNet distance is calculated (Lines 9–13). Again, the function getWordNetDistance will
access the word distance cache to look up known pairs and store new entries. After distances have been
assigned for all pairs of terms, an optimal matching is computed (Line 14) and the overall similarity for
the two names is calculated (Line 15).
3.3 COV4SWS.KOM: Matchmaking Based on Semantic Relatedness for SAWSDL
Even though LOG4SWS.KOM enhances current matchmaking approaches for SAWSDL by new ideas and
concepts, it is still based on subsumption reasoning and uses discrete and thus relatively coarse DoMs.
In contrast, COV4SWS.KOM applies an alternative measurement of similarities between semantically
annotated objects: Similarity measurement is based on the idea that the similarity of semantic concepts
differs depending on how related they are with respect to each other and with respect to their placement
in an ontology. This way, COV4SWS.KOM incorporates more fine-grained semantic-based relationships
than the usually applied subsumption matching-based approaches.
As a linear regression is no further needed in order to derive numerical equivalents of DoMs, it is
possible to deploy the OLS estimator on another set of variables – for COV4SWS.KOM, an OLS estimator is
used in order to determine to which degree the different service abstraction levels should be incorporated
into the overall matchmaking results. The basic assumption is that different service abstraction levels
should be given a weight according to their impact on the overall result.
Apart from these aspects, COV4SWS.KOM is making use of the same mechanisms presented for
LOG4SWS.KOM, especially regarding the fallback strategy as well as the caching mechanisms (cp.
Section 3.2.2), the combination of similarity values from different service abstraction levels (however,
weights are automatically derived), and the usage of the Hungarian algorithm for the actual matching of
service components (cp. Section 3.2.1).
The remaining part of this chapter is structured as follows: In the next section, we present the founda-
tions of semantic relatedness and the applied similarity metrics. Afterwards, the derivation of weightings
for different service abstraction levels is presented. In Section 3.3.3, the actual implementation is pre-
sented.
3.3.1 Semantic Relatedness
In COV4SWS.KOM, the assignment of similarity values does not employ the traditional strategy of sub-
sumption reasoning (based on discrete levels such as exact, plugin, etc.) between concepts, as sug-
gested by Paolucci et al. [201] and applied in similar form in, e.g., [17, 45, 140, 238]. Subsumption-
based matchmaking suffers from a number of drawbacks. For one, it may reward the annotation with
overly generic concepts and thus lead to suboptimal matchmaking results. This makes it necessary to use
3.3 COV4SWS.KOM: Matchmaking Based on Semantic Relatedness for SAWSDL 47
further aspects to penalize overly generic annotations as it has been done in LOG4SWS.KOM. Second,
subsumption-based DoMs are quite coarse-grained and do not incorporate additional information avail-
able from the ontology structure, such as the distance between two concepts or the degree of increasing
specialization between levels. Third, the combination with usually numerical similarity values from IR is
generally not easy to achieve. Last but not least, subsumption-based DoMs rely on a ranking, which can
to some degree be quite arbitrarily.
Hence, COV4SWS.KOM computes the similarity between two semantic concepts in an ontology based
on the relatedness of these concepts. The assignment of semantic relatedness of concepts in an ontology
or taxonomy is a well-known problem from computational linguistics and artificial intelligence, result-
ing in different similarity measures, e.g., [166, 167, 219]. In contrast to the logic-based subsumption
matching presented in LOG4SWS.KOM, non-logic-based semantic relatedness possesses a certain degree
of uncertainty, as it is the case with IR-based similarity measures – semantically related objects might
still not be similar and may lead to both false positives and false negatives [40]. Nevertheless, such
approaches provide a multitude of well-explored methodologies. As it was mentioned in the previous
sections, there is no generally accepted method to annotate Web services with semantics (especially for
SAWSDL). This applies both to the way how semantic concepts are related to each other in an ontol-
ogy and what the semantic annotation of a service component actually means. Thus, methods from the
field of semantic relatedness might provide significant contribution to SWS matchmaking – both as a
complement as well as a substitute to logic-based similarity measures.
Because of the large number of different approaches (an extensive survey of semantic relatedness
measures is provided by Budanitsky and Hirst [40]), we decided to implement a selection of similarity
measures from this field in COV4SWS.KOM in order to show the applicability of such measures. Most
of the existing approaches make use of a graph representation of an ontology, where the graph nodes
represent the semantic concepts and the links/edges between the nodes represent relationships between
the concepts. One way to compute the relatedness between nodes in such a graph would be the mea-
surement of the distance between the graph nodes as applied in, e.g., Uddi Registry By Example (URBE)
[212]. Such approaches can usually be traced back to the seminal work by Rada et al. and are named
edge counting-based [216]. As Resnik states – even though this approach is very intuitive – the path
length is often not sufficient as links in a taxonomy or ontology do not necessarily represent the same
distance [219]. Resnik provides another measure. Here, the similarity between two semantic concepts is
defined as the amount of information they share. In turn, this amount is based on a common ancestor
in an ontology. As a result, equality between semantic concepts does not necessarily lead to the highest
similarity and for subsumption relationships, the similarity is directly reliant on the most informative
ancestor class. Approaches based upon the work of Resnik are named information theory-based.
To realize this approach, all concepts in an ontology are augmented with values which indicate the
probability that an instance of a concept is encountered. The actual similarity of two concepts A and
B is based on the probability p assigned to their most informative ancestor anc(A,B). Probabilities are
monotonically nondecreasing if moving up the taxonomy; if an ontology possesses a unique top node,
its probability is 1. This can be traced back to the fact that classes inherit the probability values of their
subclasses. After the probability has been determined, it is possible to derive the information content of
p(anc(A,B)) which is defined as negative log likelihood. Formally, according to Resnik, the similarity
between the semantic concepts A and B is:
simResnik(A,B) =− log p(anc(A,B)) (3.18)
Resnik’s metric is not normalized to a specific range, i.e.
0≤ simResnik(A,B)≤∞ (3.19)
Hence, Equation 3.4 and 3.5 do not necessarily apply if this metric is applied.
Another information theory-based similarity measure has been presented by Lin [167]. Here, the
author makes use of three basic “intuitions”:
(i) The similarity between two objects A and B is related to their commonality. The more commonality
they share, the more similar they are.
(ii) The similarity between two objects A and B is related to the differences between them. The more
differences they have, the less similar they are.
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(iii) The maximum similarity between A and B is reached when A and B are identical. In this case, it
does not matter how much commonality they share.
Based on these intuitions, Lin derives a couple of assumptions which ultimately lead to the definition of
a similarity theorem, which essentially defines that the similarity between A and B can be measured by
the ration between the amount of information needed to state their commonality and the information
needed to fully describe what they are. Applied to a taxonomy, the similarity can be measured as follows:
simLin(A,B) =
2 ∗ log p(anc(A,B))
log p(A) + log p(B)
(3.20)
As it can be seen from Equation 3.20, Lin’s similarity measure also makes use of the probability as defined
by Resnik, but normalizes the combination of information content [166]:
0≤ simLin(A,B)≤ 1 (3.21)
Probability values p are derived in the same way as proposed for simResnik, which leads to a similar
problem in both approaches. In the original work by Resnik, the similarity measurement is applied to
WordNet. Hence, it is possible to derive the probability values from the occurrences of words in an
English language corpus [219]. In the case of SWS matchmaking, this is more difficult to achieve as a
corresponding corpus is usually missing, or not as extensive as a term corpus that might be applied to
derive probabilities in WordNet. Even though we used SAWSDL-TC for the determination of probabilities,
it needs to be noted that SAWSDL-TC is comparably small (7115 semantic concepts referenced from 894
Web services) in comparison to the Brown University Standard Corpus of Present-Day American English
with its more than one million words [83], which has been applied by Resnik.
Hence, apart from deriving the p-values from SAWSDL-TC, we propose a second way to detect proba-
bilities: We apply a probability of 1 to the topmost semantic concept found in an ontology (and equivalent
classes, if any exist) as it is done by Resnik. The probability for the direct descendants of a class is then
determined by counting its siblings in an ontology, i.e., all classes that share a direct ancestor get the same
probability value. As all concepts in an ontology cover a certain amount of the probability value assigned
to the topmost semantic concept and vice versa, we name the probability Mutual Coverage (MC). We are
well aware, that this way to determine probabilities is to some degree arbitrarily, especially the “equal
distribution” of probabilities. However, MC adheres to Resnik’s basic assumption that probability values
are monotonically nondecreasing, as classes inherit the probability values of their subclasses. Further-
more, using MC, it is possible to define a p-value even for those semantic concepts that are not regarded
in the annotations of a corpus. Finally, MC allows to derive a further similarity metric as will be presented
in the following. An example is provided in Figure 3.6, which is an augmented variant of Figure 3.1. For
each class (i.e., semantic concept), the probability (i.e., MC) is given – PrintedMaterial is the topmost
semantic concept in this example. Publication, for instance, has a MC of 1.0 with PrintedMaterial as it
is the only subconcept. In line, Magazine has a MC of 1/6 with PrintedMaterial, because it is 1 out of 3
subclasses of Serial-Publications, which in turn has a MC of 1/2.
In COV4SWS.KOM, we investigate the applicability of information theory-based similarity measures in
SWS matchmaking. Therefore, we apply simResnik and simLin instead of subsumption-based similarity.
As a reference value, we also determine similarity by measuring the shortest path length between two
semantic concepts in an ontology (taxonomy), simPL , as proposed by Rada et al. [216].
Furthermore, we derive the similarity directly from the MC – here, we make use of two subconcept
relationships from the field of DL, i.e., disjointness and covering (cp. Appendix A.3.3). Given a parent
concept, we assume that its direct subconcepts (or children) are disjoint and the set union precisely
corresponds to the parent concept, i.e., the latter is covered by its subconcepts [34]. The same requisite
is made by Paolucci et al. [201]. So, without further knowledge provided, each subconcept can be
assumed to cover (or represent) a portion of the superconcept. This similarity metric, simMC is based on
the assumption that two concepts are similar to each other if their superconcepts are the same [75]. The
actual similarity is determined based on the kind of relationship the two concepts share with themselves
and their common ancestor (i.e., superconcept).
It needs to be mentioned that we assume the definition of disjointness and covering for semantic
concepts, even if they are not explicitly defined in an ontology. For SAWSDL-TC, this is a valid assumption
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Figure 3.6: Computation of Coverage Between Concepts (Example)
as every service element is annotated with at most one reference to a semantic concept, i.e., there is no
individual belonging to more than one class. However, this assumption differs from the general definition
of disjointness in description logics, where two classes are disjoint if the set of common individuals must
be empty. In the data set at hand, the set of common individuals is actually empty, but not because of the
ontological restrictions, but because of service design decisions. Wang has stated that only a small fraction
of ontologies include disjointness axioms [255]. This could be traced back to the fact that users might
assume that classes are partitions, if building subsumption hierarchies [252], i.e., disjointness might have
not been modeled even though intended by ontology designers. From a DL point of view, Borgida and
Brachman state that subclasses/subconcepts are disjoint from each other in many cases [34].
Regarding the abovementioned MC, the probability of a concept C is p(C) = simMC(owl:Thing,C), as p
determines the coverage between the top node in an OWL DL ontology, i.e., owl:Thing, and the concept
at hand (except for concepts equivalent to owl:Thing). For the according similarity metric, this model
needs to be enhanced in order to compute similarity values for non-subsumption relationships between
two concepts:
Again, let A and B denote two semantic concepts. Furthermore, let dsc(A) = {C1, . . . ,Cn} denote A’s
direct subconcepts, or children. Specifically, children or those descendants of a concept that are precisely
connected to it through precisely one is-a link. Let Av B denote that A is a (direct or indirect) subclass
and thus specialization of B. Formally, the set union of all children of A is equivalent to A itself:
n⋃
i=1
Ci = C1 ∪ · · · ∪ Cn ≡ A (3.22)
The coverage between a concept and each of its children is given by the inverse of the number of children:
MC(A,Ci) =
1.0
|dsc(A)| ∀Ci ∈ dsc(A) (3.23)
We distinguish three types of principal relations between semantic concepts, for each of which the MC is
defined in a specific manner.
Equivalence: Two semantic concepts are equivalent or identical. This corresponds to an exact match as
defined in LOG4SWS.KOM. In case of equivalence, the similarity and thus MC between concepts is
1.0, because equivalent concepts intuitively fully cover each other. Formally,
simeqMC(A,B) =
¨
1.0 i f A≡ B
0.0 else
(3.24)
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Subsumption: Two semantic concepts are related through a linear line of ancestry, i.e., one concept is a
direct or indirect subclass and thus specialization of another. Differently stated, the second concept
subsumes the first. This corresponds to a super or sub in LOG4SWS.KOM. For the direct children of




|dsc(A)| i f B ∈ dsc(A)
0.0 else
(3.25)
In case of indirect relations between concepts, the MC may be recursively determined. Let
L(A,B) = {L1, . . . , Ln} denote a line of ancestry between A and B. L1 corresponds to the most
generic concept, A, Ln is the most specific concept, B. L2 through Ln−1 denote the concepts that
form the intermediate line of ancestry with increasing specialization between A and B. Formally, it
holds that
Li+1 ∈ dsc(Li) ∀Li ∈ la(A,B)∧ 1≤ i ≤ |la(A,B)| (3.26)
L2 relates to A through a simple subsumption relation, resulting in a certain similarity value. Con-
secutively, L3 may cover A to that extent at the best, because in turn, it covers a portion of L2; the
MC between L3 and A is consecutively given by the product of simMC(A, L2) and simMC(L2, L3).
The same argument holds for each further descendant of A. In line, the overall MC for a line of




simMC(Li , Li+1) (3.27)
Because multiple lines of ancestry may exist between two concepts in a more complex ontology,
we define las(A,B) as the set of lines of ancestry between two concepts. For more than one line of
ancestry, the one that yields the maximum MC will be decisive. Formally,
simlasMC(A,B) =
¨
maxL∈las(A,B)(simMC(L)) i f las(A,B) 6= ;
0.0 else
(3.28)
Finally, it should be noted that the MC-based derivation of probabilities for simResnik and simLin is
based on the definition of subsumption relationships as described here. The only exception is the
top node of an ontology, e.g., usually owl:Thing, which gets a probability of 1.
Common relationship: Two semantic concepts possess one or more common relatives, either ancestors or
descendants. I.e., two concepts share the same type of ancestry with at least one related concept.
LOG4SWS.KOM does not define an equivalent type of match. Given a common relative, the MC
can be determined by computing the MCs between each of the two concepts and their respective
relative and subsequently multiplying them. For more than one common relative, the maximal
MC will be decisive. Under the assumption that a set of common ancestors ancs(A,B) (excluding
owl:Thing, which is a common ancestor of every OWL class) exists, we formally define
simcaMC(A,B) =
¨
maxR∈ancs(A,B)(simMC(R,A) ∗ simMC(R,B)) i f ancs(A,B) 6= ;
0.0 else
(3.29)
Likewise, under the assumption that a set of common descendants descs(A,B) (excluding
owl:Nothing, which is a common descendant of every OWL class) exists, we define
simcdMC(A,B) =
¨
maxR∈descs(A,B)(simMC(A,R) ∗ simMC(B,R)) i f descs(A,B) 6= ;
0.0 else
(3.30)
Because more than one of above relations might hold true in more complex ontologies, the overall MC is
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3.3.2 Deriving Level Weightings Using Regression Analysis
One of the central questions regarding service discovery is to which degree different abstraction levels of
a service description need to be regarded in the matchmaking process. In LOG4SWS.KOM, it is possible
to give weights to the different service abstraction levels. As will be seen in the evaluation, we tested
different weightings. Nevertheless, the manual determination of such weightings is to some degree
arbitrary. Furthermore, a particular weighting might be suitable for one service domain and completely
wrong for another. To account for these drawbacks, COV4SWS.KOM applies an OLS estimator for the
determination of optimal level weights.
We assume that the weighted linear combination of similarities on individual levels predicts the aggre-
gated similarity of two operations, and thus, ultimately, two services. The process is based on the notion
that a dependent variable ya/b – corresponding to the similarity of two operations a and b according to
some numerical scale – can be derived through the linear combination of a set of independent variables
xa/bL , corresponding to the individual similarity on a certain matching level L when matching a and b.
The advantages and drawbacks of OLS have been discussed in Section 3.2.3. Again, as training data, a
set of services is required along with a predefined similarity (or graded relevance) rating.
In the training phase, COV4SWS.KOM matches all pairs of operations in all service requests and offers.
For each pair, it stores the computed similarity on each matching level and retrieves the predefined
similarity of the two operations. If such figure is unavailable at the operation level, the corresponding
value on the higher levels of interfaces or services will be used. The similarities constitute the vector of
predictors (y) for the OLS process, with each entry corresponding to a pair of operations. The design
matrix (X ) is derived in the following manner: Each pair of operations yields one row with four entries,
where each entry (xa/bL , i.e., in the example of two operations a and b) corresponds to the similarity on
a certain level L.
An exemplary design matrix and vector of predictors are depicted in the following, with the first row
containing the data for a pair of operations a and b (which is mutually relevant according to the binary
scale shown in Equation 3.33), and the second row containing data for a pair a and c (which is not
mutually relevant according to the binary scale):
X =





















0.93 0.72 0.61 0.85

















Given a design matrix and vector of predictors, the standard OLS estimator can be applied in the following
manner:
βˆ = (X ′X )−1X ′ y (3.34)
βˆ corresponds to the optimal estimate of level weights, whereas X denotes the design matrix and y the
corresponding vector of predictors.
In order to derive actual level weights, we further process the vector. First, each negative entry is set
to 0. This ensures that increasing similarities on certain levels do not have a negative impact on the
aggregated similarity. The underlying idea is that it would be contradictive to common sense if higher
similarity on one level resulted in diminished overall similarity. Second, the entries are adapted such that
their sum matches the maximum relevance. This ensures that a pair of operations with perfect similarity
on all matching levels is precisely assigned the actual maximum relevance. Notably, the handling of
negative numbers is differing in LOG4SWS.KOM and COV4SWS.KOM – this can be traced back to the
fact that negative numbers are actually allowed in LOG4SWS.KOM, but could lead to similarity numbers
outside the range [0..1]. In contrast, in COV4SWS.KOM negative numbers are not valid as explained
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above; in order to remove negatively weighted service abstraction levels, their corresponding weight is
simply set to 0.
As an example, assume that the OLS estimator outputs the following estimate:
βˆ =

0.6 0.2 0.4 −0.1

(3.35)
The last entry, −0.1, is consecutively set to 0, resulting in
βˆ+ =

0.6 0.2 0.4 0

(3.36)
Dividing all entries by the vector’s sum, 1.2, and multiplying it by the maximum relevance – which we




0.5 0.16 0.3 0

(3.37)
Based on the aforementioned order of entries, the weights for the individual levels of abstraction then
correspond to wi f ace = 0.5, wop = 0.16, win = 0.3 and wout = 0. I.e., in this example, the interface level
would be the strongest determinant of overall similarity, followed by inputs and the operation level. In
line, outputs would be of no discriminatory value at all.
For evaluation purposes, cross-validation is applied, i.e., the design matrices and vectors of predictors
are adapted as previously described in Section 3.2.3.
3.3.3 Implementation
Listing 3.6: Function calculateSimilarity (COV4SWS.KOM)
1Input: regComponent , offComponent: Service components of the same type
2Output: calculateCovSimilarity , calculateNameSimilarity: Similarity between the both components
3Variables: reqComponent.mref, offComponent.mref: References to semantic concepts
4
5function calculateSimilarity(reqComponent , offComponent) {










The implementation of COV4SWS.KOM shares certain parts with the implementation of LOG4SWS.KOM.
However, the calculateSimilarity function has been adapted to employ the similarity measures intro-
duced in this section instead of subsumption similarity. The resulting function is depicted in Listing 3.6.
As it can be seen, the only difference affects Line 8. The algorithm for the determination of a similarity
value is determined in Listing 3.7. Here, the similarity or semantic relatedness for two semantic concepts
A and B is calculated. Function calculateCovSimilarity (Listing 3.7) determines which similarity
function is invoked (Lines 6–22). While for simResnik and simLin, no caches have been implemented, for
simPL and simMC , it is first checked if a similarity value is already available (Lines 13 and 18). For these
measures, a newly computed similarity value is stored in the cache (Line 23). Notably, the determination
of probabilities as necessary for simResnik and simLin is not part of these methods, but predetermined by
the ontology store.
3.4 Evaluation and Discussion
To allow for a comparison with competing matchmaking approaches, LOG4SWS.KOM and COV4SWS.KOM
have been extensively evaluated. The environment for this evaluation process is described in detail in
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Listing 3.7: Function calculateCovSimilarity
1 Input: A, B: Semantic concepts
2 measure: Similarity measure
3 Output: sim: Similarity value of the concepts A and B
4
5 function calculateCovSimilarity(A, B, measure)
6 if measure = resnik
7 sim = calculateResnik(A, B)
8 return sim
9 else if measure = lin
10 sim = calculateLin(A, B)
11 return sim
12 else if measure = pathLength
13 if cache.contains(A, B, pathLength)
14 sim = cache.get(A, B, pathLength)
15 else sim = calculatePL(A, B)
16 end if
17 else if measure = MC
18 if cache.contains(A, B, MC)
19 sim = cache.get(A, B, MC)
20 else sim = calculateMC(A, B)
21 end if
22 end if
23 cache.store(A, B, measure, sim)
24 return sim
25 end function
Appendix B. The primary evaluation measures are taken from the field of IR and are based on recall and
precision – more precisely, recall-precision curves, Average Precision (AP), R-Precision (RP), and Preci-
sion at k (P(k)) are applied. The latter three measures are considered in their macro-averaged form. An
in-depth explanation of these measures is given in Appendix B.3. Furthermore, the runtime performance
in terms of the Average Query Response Time (AQRT) is observed. The evaluation process as introduced
in Appendix B makes it necessary to provide a service offer result set sorted in descending order based
on the calculated similarity values. If some service offers share the same similarity value, we randomize
the order of these specific service offers in the result set.
In the following, the evaluation results for LOG4SWS.KOM (Section 3.4.1) and COV4SWS.KOM (Sec-
tion 3.4.2) will be presented, discussed, and compared (Section 3.4.3). The values presented in this
section are all macro-averaged across all queries. Further evaluation results like, i.e., AP and RP per
query are presented in Appendix C.
3.4.1 Evaluation of LOG4SWS.KOM
We have evaluated different versions of LOG4SWS.KOM in order to achieve comparability under varying
circumstances and assess the impact of the different techniques applied in the matchmaker.
Per se, LOG4SWS.KOM is purely ontology-based, i.e., only the results from subsumption reasoning as
well as the path length between concepts are used. However, SAWSDL-TC (cp. Section B.2.2), which is
the applied test data set, only uses semantic annotations on parameter level – on interface and operation
levels, no semantic description is given. So, in order to assess the ontology-based matching, it is necessary
to restrict the matching to the service signature, i.e., input and output parameters. This is the first version
tested; we assume that inputs and outputs are taken into consideration to the same degree, i.e., the
weighting of inputs and outputs is 50% in each case. Important to note, this version does not apply any
fallback strategy, even if some parameters lack semantic annotation – what is the case in SAWSDL-TC.
These parameters will thus be assigned a similarity of 0 with all other parameters.
For the second and third version, interface and operation level are also taken into consideration. On
these levels, the fallback strategy presented in Section 3.2.2 is applied in order to measure the na-
tive similarity between operations and interfaces, but also to parameters lacking semantic annotation.
One question that arises here is how to weight the different service abstraction levels: In contrast to
COV4SWS.KOM, LOG4SWS.KOM is not able to directly adapt to different qualities and impacts of service
component descriptions. In order to meet the fact that the available semantic annotations of inputs and
outputs should have more impact on the overall similarity than the weights for interfaces and operations,

































































































Figure 3.7: Performance of LOG4SWS.KOM (Recall-Precision Curves)
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Table 3.4: Evaluation Results for Different Versions/Variants of LOG4SWS.KOM
#
Numerical Weights for




for Non-Inputs* Parameter Levels
1a 1/0.5/0.5/0 0.00/0.00/0.50 0.678 0.615 0.823 0.765 2137.37
1b 1/0.8/0.6/0 0.00/0.00/0.50 0.686 0.618 0.823 0.762 2187.69
1c 1/0.6/0.8/0 0.00/0.00/0.50 0.694 0.617 0.823 0.769 2235.48
1d OLS applied 0.00/0.00/0.50 0.724 0.660 0.846 0.765 2217.52
2a 1/0.5/0.5/0 0.10/0.10/0.40 0.720 0.646 0.954 0.815 2316.90
2b 1/0.8/0.6/0 0.10/0.10/0.40 0.720 0.648 0.946 0.812 2287.62
2c 1/0.6/0.8/0 0.10/0.10/0.40 0.731 0.651 0.946 0.812 2405.13
2d OLS applied 0.10/0.10/0.40 0.739 0.681 0.962 0.835 2376.08
3a 1/0.5/0.5/0 0.25/0.25/0.25 0.709 0.645 0.938 0.815 2253.06
3b 1/0.8/0.6/0 0.25/0.25/0.25 0.716 0.646 0.938 0.823 2332.83
3c 1/0.6/0.8/0 0.25/0.25/0.25 0.726 0.657 0.938 0.838 2280.19
3d OLS applied 0.25/0.25/0.25 0.722 0.672 0.931 0.842 2462.88
* For exact/super/sub/fail. For inputs, the weighting of super&sub is reversed for Variants A-C.
the latter are weighted with 10% while the weightings for inputs and outputs are 40% each in the second
version. For the third version, we decided to weight interfaces, operations, inputs, and outputs the same,
i.e., 25% each.
For every version, we evaluate four different variants – the first variant makes use of the manually
assigned numerical representations of distinct DoM levels as presented by Syeda-Mahmood et al., i.e.,
the numerical value for an exact match is a 1.0, for both super and sub 0.5, and for a fail 0.0 [244]. For
the second and third variant, we have manually derived different numerical equivalents for the discrete
DoMs presented in Equation 3.7. A description how these values have been determined is presented in
Appendix B.2.3. Variant B follows the ranking by Paolucci et al., i.e., exact > plugin > subsumes > fail
(cp. Section 3.2.1) [201]. This is done by setting the equivalents to 0.8 for super and 0.6 for sub for
outputs. For inputs, these values have been reversed, corresponding to 0.6 and 0.8 for super and sub
matches respectively. An exact match is a 1.0, and a fail results in a numerical equivalent of 0.0. As it
was mentioned before, Cardoso respectively Bellur et al. reverse the ranking of more generic and more
specific semantic concepts – their approaches favor service offers that expect more generic input over
those with a more specific input, while the opposite is true for outputs [17, 45]. This is reproduced in
the third variant – hence, a super gets a numerical equivalent of 0.6, a sub is equivalent to 0.8. Again,
for inputs, the ranking and therefore the numerical equivalents are reversed. Finally, the fourth variant
applies OLS-based numerical equivalents to DoM levels as presented in Section 3.2.3.
Figure 3.7 shows the resulting recall-precision curves for the three versions respectively Variants A,
C, and D of LOG4SWS.KOM applied; the AP, RP, P(5), and P(10) values, and AQRT can be found in
Table 3.4. For the purposes of Figure 3.7, Variant B has been omitted but as can be seen from the
numbers in Table 3.4, the basic assumption regarding DoM ranking of Cardoso and Bellur et al. leads to
better evaluation results for almost every single number. Hence, we can deduct that the ranking of these
authors is more realistic than that of Paolucci et al.
As it can be seen from the figures, the differences in evaluation results are relatively high for the version
that only applies to the service signature and still recognizable for the other versions. A Friedman test has
been conducted to detect statistical significant differences between the results of different evaluation runs
(cp. Appendix B.2). For all three versions, the results between all four variants differ highly significant,
while this is not the case for every pair of variants from a certain version. A more detailed presentation
of the Friedman test results is given in Appendix C.3.
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The results from the Friedman tests indicate that for Version 1, the differences in results are due to
the integration of OLS-based numerical equivalents, while for Version 2 this applies only to some extent
as there is no statistically significant difference between Variants 2c and 2d. For Version 3, there is no
statistically significant difference between Variant 3d and any other variant. However, it should be kept in
mind that regarding Version 2 and 3, the variants without applied OLS already provide very good results.
As we will see from the comparison in Section 3.4.3, until now, URBE [212] has so far provided the best
matchmaking results with an AP of 0.727. This value is almost met by all variants of Versions 2 and 3
and even exceeded by Variants 2c (AP=0.731) and 2d (AP=0.739).
Version 1, which is purely ontology-based and limited to service signature matching, delivers its best AP
for the variant with OLS applied (Variant 1d). As it can be seen in the recall-precision curves in Figure 3.7a
and the numbers in Table C.10, all three depicted variants of Version 1 start with a comparably mediocre
macro-averaged precision of about 0.89 for a recall level of 0.105, which declines in different slopes to a
recall level of 1.0. Variant 1d performs best of all 12 variants tested with a precision of 0.431 for a recall
level of 1.0. As we will see in Section 3.4, this is an extraordinary good result.
As can be seen from Figures 3.7b and 3.7c, the syntactic information from the interfaces’ and opera-
tions’ names actually leads to an improvement in matchmaking results. Variant 2a shows an AP of 0.720
while Variant 2d (with OLS) leads to an AP of 0.739. For Variant 2d, the macro-averaged precision is at
0.935 (Variant 2a: 0.912) for a recall level of 0.263 and declines to 0.430 (Variant 2a: 0.376) for recall
= 1.0. The values for Variant 2c are positioned between 2a and 2d with higher AP values for medium
recall levels.
The results for the altered weights for interface and operation levels show that the assumption that
these levels should be weighted less than the semantically annotated inputs and outputs has proven
right. For a recall level of 0.263, the average precision is about 0.914 (for Variant 3a) respectively 0.900
(for Variant 3d). For recall level 1.0, the average precision is 0.360 (3a) respectively 0.414 (3d). Again,
the values for Variant 3c can be found between 3a and 3d with higher AP values for medium recall levels.
Nevertheless, Variant 3c (AP=0.726) slightly outperforms Variant 3d (AP=0.722) regarding the overall
AP.
As shown in Figures 3.7a-3.7c, especially for Versions 1 and 2, the improvement of matchmaking results
based on the application of OLS is primarily attributed to the better performance for higher recall levels
(>0.5 for Version 1 and >0.7 for Version 2). Up to these levels, results are comparable. For Version 3,
the three depicted variants perform quite similar with generally slightly lower results for Variant 3a and
slightly better values for the middle recall levels for Variant 3c, which ultimately leads to the point that
Version 3 is the only version where Variant D does not offer the best overall AP.
Regarding RP, P(5), and P(10) precision values, to the best of our knowledge, there is no matchmaker
we can use for comparison. However, URBE also presents P(k) values for a test data set related to
SAWSDL-TC [212]. Here, LOG4SWS.KOM clearly outperforms URBE’s P(5) value of 0.867 with values
bigger than 0.930 in Version 2 and 3. Regarding P(10), these versions still provide better numbers than
URBE, however, the gap is smaller. Regarding RP, URBE provides a value of 0.651 which is exceeded by
Variants 1d (0.660), 2d (0.681), and 3d (0.672).
If comparing the three versions of LOG4SWS.KOM with each other regarding RP, P(5), and P(10),
Versions 2 and 3 provide similar evaluation results while outperforming Version 1. Regarding P(5),
Version 2 provides the best results followed by slightly lower results in Version 3 and clearly lower results
for Version 1 which also performs worst regarding P(10). Here, Version 3 offers the best results while
Version 2 provides slightly worse numbers. Again, this highlights that Version 1 performs worse for lower
recall levels than the other versions.
We infer the following conclusions from the results: First of all, the application of OLS improves
matchmaking results noticeably (Versions 1 and 2) respectively does not lead to a significant decrease
in results (Version 3). Second, the integration of similarity values from interface and operation levels
might be suitable to increase the precision values. As it can be seen from all variants (Figures 3.7d-
3.7f), the integration of the interface and operation levels lead to a significant improvement of precision
values for low recall levels (recall ≤ 0.30). Thus, we can assume that the decision whether a service is
relevant to a particular query in SAWSDL-TC cannot be traced back only to the message parameters. The
integration of other service abstraction levels than the service signature seems to be a sufficient way to
improve matchmaking results on these levels. However, this integration helps only to some degree if the
description information on these levels is not sufficient. In the evaluation at hand, semantic annotations
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were not available on interface and operation levels; as a result, a relatively low weighting of these levels
improves matchmaking results a lot (Version 2), but if these levels are weighted too much, evaluation
numbers start to decrease (Version 3).
Apart from the evaluation regarding IR performance measures, the runtime performance in terms of
AQRT has also been evaluated. The AQRT significantly depends on optional preprocessing steps which
are presented in Section B.5. Important to note, the derivation of weightings based on OLS estimation
is conducted at runtime, because cross-validation requires knowledge of the respective current query. An
overview of the macro-averaged AQRT (median of the test runs conducted) for the different versions and
variants of LOG4SWS.KOM can be found in Table 3.4. As it can be seen, Variants A-D feature relatively
similar median AQRTs. Hence, it can be assumed that the identification of numerical equivalents based
on OLS, which is conducted during runtime, does not extend the runtime performance to a large degree.
However, Table C.8 shows that the mean AQRT of Variant D is indeed a little bit higher than those of
Variants A–C. Regarding the different versions, Version 1 performs slightly better as it does not require
computations on interface and operation level, Versions 2 and 3 perform a little bit worse. However, the
differences are too small to be of practical relevance. As the processing of SAWSDL service descriptions
to ATSM models is the most time-consuming part of the query processing (cp. Section B.5), taking
about 80% of the overall time, the runtime performance could be further improved if this processing was
accelerated. A more detailed presentation of the AQRTs can be found in Appendix C.4. A comparison of
these results with the results from COV4SWS.KOM and other matchmakers can be found in Section 3.4.3.
3.4.2 Evaluation of COV4SWS.KOM
Analog to the different versions and variants evaluated for LOG4SWS.KOM, different versions and vari-
ants of COV4SWS.KOM have been tested. As in Version 1 of LOG4SWS.KOM, Version 1 of COV4SWS.KOM
also incorporates only matching on parameter level, i.e., inputs and outputs are weighted 50% each. Sim-
ilarity measurement is only applied to semantically annotated parameters – hence, it is not necessary to
make use of the fallback strategy. The second and third version reprise the weights introduced in Ver-
sions 2 and 3 of LOG4SWS.KOM: In Version 2 interfaces and operations are weighted to a lesser extent
(i.e., 10% each) and input and output parameters are weighted to a larger extent (i.e., 40% each). Ver-
sion 3 applies an equal weighting of interfaces, operations, inputs, and outputs (i.e., 25% each). As
COV4SWS.KOM does not need to derive numerical equivalents for distinct DoMs, it is possible to apply
OLS-based weighting from another point-of-view – in this case, this is the weighting of service abstraction
levels. Hence, Version 4 is applied which is based on automatic weighting of these levels.
For each version, we evaluate six variants. While the variants in LOG4SWS.KOM concern different nu-
merical equivalents for subsumption-based DoMs, variants in COV4SWS.KOM are based on the different
similarity measures and probability values presented in Section 3.3:
Variant A is based on simResnik, i.e., the similarity metric proposed by Resnik, and makes use of probabil-
ity values derived from the SAWSDL-TC corpus.
Variant B is also based on simResnik, but makes use of the probability values derived with MC.
Variant C is based on simLin, i.e., the similarity metric proposed by Lin, and makes use of probability
values derived from the SAWSDL-TC corpus.
Variant D is also based on simLin, but makes use of the probability values derived with MC.
Variant E is a reference value making use of simPL as proposed by Rada et al., i.e., the inverted path
length is used as similarity metric.
Variant F is based on simMC as introduced in Section 3.3.1.
Figures 3.8 and 3.9 show the recall-precision curves for the four versions of COV4SWS.KOM; Table 3.5
shows the AP, RP, P(5), and P(10) values as well as the AQRT. For the purposes of Figure 3.8, Variants B
and D have been omitted. However, as can be seen from Table 3.5, the MC-based variants of simResnik
and simLin mostly perform slightly worse than the corpus-based variants. Exceptions will be discussed in
the following.





































































Figure 3.8: Performance of COV4SWS.KOM (Recall-Precision Curves) – Versions
As it can be seen from Figure 3.8, the differences in evaluation results are obvious, especially for Ver-
sions 1, 2, and 4. On the contrary, Version 3 shows relatively similar recall-precision curves. Again,
Friedman tests have been conducted to detect statistical differences between the results of different eval-
uation runs (cp. Appendix C.3). These tests confirm the curves in terms of heterogeneity: While for
Version 3, there is no statistical difference between evaluation results of all six variants, there is such a
difference for all other versions. As it has been the case for LOG4SWS.KOM, not every pair of variants
from a certain version features statistically significant differences. This makes it generally difficult to
draw definite conclusions from the data. The results from the Friedman tests indicate that for Versions 1
and 2, differences for simResnik and simLin are rather small, while for Version 3, there is a significant
difference between the MC-based Variants B and D. For Version 4, the results differ statistically signifi-
cant as it is already indicated by the large gap between evaluation results between Variants 4a/4c and
Variants 4b/4d.
The pure ontology-based Version 1 possesses the worst evaluation results, as for every single perfor-
mance metric, the other three versions feature better results. There is only one negligible exception as RP
of Variant 1f (0.634) is 0.001 higher than its equivalent for Variant 4f. As can be seen from Figure 3.8a
as well as from the relatively low P(5) and P(10) values, this can be primarily traced back to the low
precision results for low recall levels, while for Variants D, E, and F, the precision values are acceptable







































































































Figure 3.9: Performance of COV4SWS.KOM (Recall-Precision Curves) – Variants
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Table 3.5: Evaluation Results for Different Versions/Variants of COV4SWS.KOM
#
Similarity Weights for





1a simResnik(Corp) 0.0/0.0/0.5 0.616 0.552 0.715 0.673 2322.19
1b simResnik(MC) 0.0/0.0/0.5 0.586 0.558 0.715 0.650 2303.15
1c simLin(Corp) 0.0/0.0/0.5 0.605 0.571 0.692 0.685 2366.33
1d simLin(MC) 0.0/0.0/0.5 0.596 0.558 0.723 0.662 2389.38
1e simPL 0.0/0.0/0.5 0.682 0.608 0.823 0.754 2211.67
1f simMC 0.0/0.0/0.5 0.687 0.634 0.815 0.765 2099.77
2a simResnik(Corp) 0.1/0.1/0.4 0.672 0.599 0.785 0.719 2496.46
2b simResnik(MC) 0.1/0.1/0.4 0.642 0.593 0.769 0.700 2642.29
2c simLin(Corp) 0.1/0.1/0.4 0.687 0.626 0.885 0.785 2562.00
2d simLin(MC) 0.1/0.1/0.4 0.683 0.618 0.885 0.796 2729.56
2e simPL 0.1/0.1/0.4 0.728 0.655 0.946 0.804 2445.50
2f simMC 0.1/0.1/0.4 0.730 0.667 0.931 0.823 2376.75
3a simResnik(Corp) 0.25/0.25/0.25 0.679 0.611 0.785 0.719 2592.50
3b simResnik(MC) 0.25/0.25/0.25 0.648 0.589 0.777 0.696 2528.52
3c simLin(Corp) 0.25/0.25/0.25 0.711 0.673 0.900 0.823 2714.12
3d simLin(MC) 0.25/0.25/0.25 0.714 0.671 0.885 0.812 2696.08
3e simPL 0.25/0.25/0.25 0.726 0.658 0.915 0.842 2325.12
3f simMC 0.25/0.25/0.25 0.713 0.657 0.915 0.823 2352.90
4a simResnik(Corp) OLS applied 0.746 0.686 0.923 0.835 2726.54
4b simResnik(MC) OLS applied 0.733 0.678 0.931 0.815 2662.79
4c simLin(Corp) OLS applied 0.704 0.655 0.915 0.819 2810.60
4d simLin(MC) OLS applied 0.707 0.651 0.931 0.819 2786.58
4e simPL OLS applied 0.706 0.628 0.915 0.796 2185.35
4f simMC OLS applied 0.702 0.633 0.915 0.831 2446.00
for higher recall levels (cp. Figure 3.9). For Variants A to C, Version 1 features the worst precision values
for nearly all recall levels. The precision values for low recall levels for Version 1 approve the finding
for LOG4SWS.KOM that for these recall levels, a pure semantic description of service components is not
sufficient – even though COV4SWS.KOM applies different similarity measures for semantics.
As it has been already observed in the evaluation of LOG4SWS.KOM, the consideration of further
service abstraction levels in Versions 2 and 3 leads to an improvement of evaluation results. However,
in contrast to LOG4SWS.KOM, the higher weights for interface and operation levels in Version 3 (in
comparison to Version 2) do not generally lead to a decline in evaluation results: Regarding the AP, RP,
P(5), and P(10), Variants 3a-d generally outperform Variants 2a-d, with RP and P(10) for Variants 2b/3b
being the only (insignificant) exception. For Variant E, the values vary without very large differences, for
Variant F, Version 2 clearly provides better results than Version 3.
Regarding OLS-based weighting of service abstraction levels in Version 4, the evaluation has led to
mixed results. While for Variant 4a very good results have been achieved, the integration of automatic
level weighting does lead to a degradation in evaluation results for Variants E and F. For Variants C and
D, OLS leads to mediocre results, which are not as good as results for Variants 3c and 3d.
For Version 1, simResnik and simLin feature very similar evaluation results, if comparing the corpus-
based and MC-based values pairwise. There is no clear pattern which variants perform better, while for
Versions 2 and 3, simLin outperforms simResnik for all numbers observed. While there is no observable
3.4 Evaluation and Discussion 61
improvement of evaluation results from Version 2 to 3 for simResnik, the values of simLin are clearly
better for Version 3 if compared to Version 2 and also outperform results of OLS-based level weighting
in Version 4 (cp. Table 3.5). The amendable performance of simResnik can be traced back to the fact
that these versions incorporate different service abstraction levels; as simResnik is not normalized to the
range [0..1], this metric is given a disproportionately high weight, leading to overall worse evaluation
results. However, this issue is solved by the OLS-based weighting of abstraction levels in Version 4; here,
the non-normalization is confronted by the automatic weighting. Hence, simResnik is adjusted to the
similarity measures from other service abstraction levels. This leads to the overall best AP and RP values
for Variant 4a – even if compared to LOG4SWS.KOM. As can be seen from Figure 3.8d, these values are
the result of an extraordinary good performance for low and middle recall levels.
The variety and number of evaluation results makes it difficult to derive generally valid conclusions.
However, there are certain notable outcomes: First of all, the heterogeneity of results shows that there
is no generally best matchmaking method for Web services – if reducing the evaluation results to the
similarity measures applied, path length, mutual coverage, and the similarity measure of Resnik all lead to
the best values under certain restrictions. As a second conclusion, we deduct that OLS-based optimization
of service abstraction level weights does not necessarily lead to an improvement of matchmaking results.
In fact, only Variants A and B generally benefit in Version 4. Interestingly, OLS-based weights lead to an
improvement of P(5) for every case, i.e., for low recall levels. Third, purely service signature matching
as applied in Version 1 leads to the worst evaluation results, confirming the results from LOG4SWS.KOM.
Finally, we would like to dwell on simMC which is – in contrast to the other applied similarity metrics
– not a general similarity metric, but depending on certain assumptions typical to service matchmaking.
Variant F respectively simMC leads to generally good results and features the best AP and RP values for
Version 2. Hence, we deduct that this similarity metric is worth pursuing.
All things considered, COV4SWS.KOM performs very well if the fallback strategy is applied. In our
opinion, the results show that the usage of OLS and metrics, which are usually used in order to deter-
mine semantic relatedness, might be a strategy in order to improve ontology-based matchmaking results
and overcome the issue that current ontologies (like those from SAWSDL-TC) are often only simple tax-
onomies that do not rely on advanced features provided by, e.g., OWL DL and that only coarse-grained
concept descriptions are available [132].
Again, the runtime performance of the matchmaker at hand in terms of AQRT has been evaluated.
An overview of the macro-averaged AQRT (median of the tests conducted) for the different versions and
variants of COV4SWS.KOM can be found in Table 3.5. As it can be seen, Version 1 generally features the
lowest AQRT values, Versions 2 and 3 feature similar values, and Version 4 features the highest AQRTs.
Similar to the values observed for LOG4SWS.KOM, the differences can be attributed to the weightings
of service abstraction levels. While Version 1 incorporates the service signature, Version 2 and 3 also
compute similarity values for the interface and operation levels, causing higher matchmaking runtime.
In Version 4, it is first necessary to determine the weights using OLS, consequently, the actual weighting
is conducted, leading to the highest AQRT values. Regarding the different variants, Variants A and B
perform quite similar, as do Variants C and D. This is not surprising, as these pairs of variants make use
of exactly the same methods but operate on different probability values. The last-mentioned variants
perform slightly worse, as the similarity computation is a little bit more complex (cp. Equations 3.18 and
3.20). Variants E and F possess the best AQRT values, as they make use of caches. Again, the differences
are quite small. The same conclusions can be drawn as for LOG4SWS.KOM – as the largest part of the
matchmaking process duration is attributed to the transformation of the query from SAWSDL to ATSM,
the runtime could be primarily accelerated by improving this transformation. Further runtime evaluation
results can be found in Appendix C.4.
3.4.3 Discussion
In this section, we will compare the evaluation results from LOG4SWS.KOM and COV4SWS.KOM with
each other and with other matchmaking approaches for SAWSDL. The presented matchmakers only differ
regarding the ontology-based deduction of similarity values and how the weighting of service abstraction
levels is achieved. As an overview, Table 3.6 recapitulates the evaluation results for the best variants of
both matchmakers. Additionally, the table shows evaluation results of further matchmakers for SAWSDL
evaluated using SAWSDL-TC 1, i.e., the WSDL 1.1-based version of SAWSDL-TC (cp. Appendix B.2.2).
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Table 3.6: Comparison of AP of Matchmakers for SAWSDL
Adaptive AP RP P(5) P(10)
SAWSDL-M0 [132, 140] NO 0.400 N/A N/A N/A
SAWSDL-MX2 [140, 142] automatically 0.679 N/A N/A N/A
COV4SWS.KOM (Variant 1f) manually 0.687 0.634 0.815 0.765
LOG4SWS.KOM (Variant 1d) automatically 0.724 0.660 0.846 0.765
URBE [142, 212] manually 0.727 0.651 0.867 0.796
COV4SWS.KOM (Variant 2f) manually 0.730 0.667 0.931 0.823
LOG4SWS.KOM (Variant 2d) automatically 0.739 0.681 0.962 0.835
COV4SWS.KOM (Variant 4a) automatically 0.746 0.686 0.923 0.835
Regarding Versions 1–3, LOG4SWS.KOM generally outperforms COV4SWS.KOM. However,
COV4SWS.KOM Variant 4a is overall the best matchmaker regarding AP and RP – at least regarding the
applied test data set. While in COV4SWS.KOM, “only” Variants 4a and 4b benefit from the application of
OLS, for LOG4SWS.KOM, OLS generally leads to improved matchmaking results, even though the AP of
Variant 3c is slightly worse than those of Variant 3d.
On the one hand, the best values for COV4SWS.KOM Variants C–F have been achieved when the service
abstraction level weights have been manually tuned and set. On the other hand, such a manual task could
lead to an extensive amount of work, especially if the regarded service landscape changes quickly. Even
though COV4SWS.KOM provides sometimes worse matchmaking results, it comes with the benefit of
direct adaptation to differing degrees of semantic and syntactic description “richness” for certain service
abstraction levels. Such an adaptation is also conducted in LOG4SWS.KOM – however, not directly.
All things considered, both matchmakers perform very well whether or not the fallback strategy or
adaptation mechanisms are applied. To the best of our knowledge and compared with the results of the
S3 Contest 2009 [142], LOG4SWS.KOM and COV4SWS.KOM provide the best matchmaking results of
any SAWSDL matchmaker so far. In contrast to URBE and SAWSDL-MX2, our matchmakers make use of
text similarities only as a substitute if an ontology-based matchmaking cannot be carried out. Especially
the logic-based version of LOG4SWS.KOM features a higher certainty than the IR methods used in URBE
and SAWSDL-MX2. Furthermore, the purely ontology-based matchmakers, namely LOG4SWS.KOM Vari-
ant 1d and COV4SWS.KOM Variant 1f, provide much better results than SAWSDL-M0, which is, to the
best of our knowledge, the only other purely ontology-based SAWSDL matchmaker with comparable
evaluation results [132, 140].
When comparing the recall-precision curves of LOG4SWS.KOM and COV4SWS.KOM with those of
URBE and SAWSDL-MX2 [142], it is eye-catching that our matchmakers provide much better precision
results for high recall levels. For example, SAWSDL-MX and URBE feature an AP of about 0.20 for
recall = 1.0 while the best variant of LOG4SWS.KOM (2d) features a value of 0.430 and Variant 4a of
COV4SWS.KOM still features a value of 0.404. Nevertheless, the RP, P(5), and P(10) values show that the
matchmakers presented in this thesis are also able to improve matchmaking results for low and middle
recall levels (compared to URBE).
In addition to the evaluation results, we want to highlight and discuss the impact and consequences
of applying numerical subsumption DoMs respectively numerical values based on semantic relatedness
instead of the usually applied subsumption matching similarity values as presented by Paolucci et al. and
adapted by, e.g., [45, 140, 164, 238]. Usually, subsumption matching applies DoMs for discrete elements
in a service description and defines the minimum DoM found as the overall service (or operation) DoM.
This leads to a quite coarse-grained, discrete scale of possible service DoMs. As Fernández et al. state,
these DoMs are not sufficiently fine-grained [82]. The discrete scale of possible service DoMs further
implies that in order to further rank service offers based on a service request, additional techniques
like, e.g., text similarity needs to be applied. A continuous, numerical measure like those applied in
LOG4SWS.KOM and COV4SWS.KOM allows for a more precise ranking of services. In COV4SWS.KOM,
the numerical similarity is directly computed which permits easy combination with other measures.
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LOG4SWS.KOM and COV4SWS.KOM implicitly account for differing path lengths between concepts
and thereby efficiently punish overly generic semantic annotations, which may otherwise lead to wrong
search results [17]. Furthermore, we do not explicitly have to treat inputs and outputs differently. Re-
lated work often makes such a distinction, which also requires somewhat arbitrary assumptions regarding
a ranking, depending on the type of subsumption relation (cp. Section 3.1.2). In COV4SWS.KOM, se-
mantic relatedness is applied which supersedes the distinction between inputs and outputs and generally
assigns the same similarity value to a pair of concepts, regardless of the matching level they stem from. In
LOG4SWS.KOM, we also use a generic definition of subsumption matching types. The decision whether
more generic or more specific concepts should be ranked higher on certain levels is automatically derived
through the OLS estimator and may well differ between, e.g., inputs and outputs. Additionally, to ac-
count for user preferences, such rankings may be manually specified in LOG4SWS.KOM by assigning the
appropriate weights.
We also would like to discuss a potential shortcoming of our matchmakers: If following the approach
presented by Paolucci et al. [201], the computed DoM for any operation can be assumed as a guaranteed
lower bound of similarity for the request [140]. With the average-based DoM computed by our match-
makers, such a lower bound is not guaranteed. However, pros and cons of having such a lower bound
have to be weighted – on the one hand, this guarantees a certain degree of similarity for the request.
But on the other hand, this approach is quite prone to outliers, i.e., one very low DoM has a very large
impact on the overall DoM. Here, a non-discrete scale which makes it possible to derive an average DoM
is certainly helpful. Hence, it is worth discussing if a certain degree of similarity needs to be guaranteed –
notably, URBE, which is currently providing the best SAWSDL matchmaking results in terms of AP (apart
from LOG4SWS.KOM and COV4SWS.KOM) does also not make use of such a lower bound [212]. An-
other approach, which makes use of implicit semantics and does not guarantee a global DoM is iMatcher
by Kiefer and Bernstein [123]. Sheth et al. argue that implicit semantics should be generally regarded
and a restriction to formal semantics and DL will limit the potential of the Semantic Web [227].
In our opinion, in a context where no minimal DoM is given in a service request – what is always the
case if formulating queries using a “query by example” approach as it is currently done in the service
matchmaking research community (cp. Section 4.1) – it is legitimate to abstain from guaranteeing such
a lower bound of DoM. If a minimal DoM is defined in a query, it is necessary to consider this during
matchmaking: In all approaches presented in this thesis, this can be done by adding certain constraints
to the matchmaker. However, this is not required in common evaluation approaches for (SAWSDL-based)
service matchmakers, where the service request is given as a query by example.
Furthermore, we would like to dwell on the runtime performance of our matchmakers. Even though
runtime performance has only been paid little attention when designing the matchmakers, the evaluation
results are promising. A comparison of the runtime performance with that of other matchmakers like
URBE is difficult, as we were not able to conduct a runtime evaluation of the other matchmakers on
the same machine; here, the 2010 edition of the S3 Contest will deliver resilient values. However,
COM4SWS, which was a preliminary version of LOG4SWS.KOM and COV4SWS.KOM without, e.g., the
caching mechanisms, had an AQRT of 6.14 seconds in the S3 Contest 2009. In comparison, SAWSDL-
MX2 needed an AQRT of 7.9 seconds and URBE of 19.96 seconds [142]. Through some changes in the
design – especially the introduction of caches and the representation of SAWSDL files as ATSM models
– we were able to speed up the AQRT by a huge factor. Thus, COV4SWS.KOM and LOG4SWS.KOM
also provide competitive evaluation results regarding the runtime performance. However, these results
have to be traced back to the serialization of services into ATSM and the caching mechanisms, not to the
matchmakers themselves. In an application scenario where services are registered or stored in a service
catalogue, this is a valid assumption.
As a final consideration, it should be discussed for which domains COV4SWS.KOM or LOG4SWS.KOM
might be better suitable. The biggest advantage of COV4SWS.KOM is the direct adaptation to differ-
ent usefulness of service component descriptions on different service abstraction levels. Regarding
LOG4SWS.KOM, such an adaptation is indirectly supposable as the OLS adaptation is independently
conducted for each abstraction level. On the one hand, the weighting of service abstraction levels has
still to be adapted manually; on the other hand, LOG4SWS.KOM will nevertheless be adapted to the
regarded service domain. Furthermore, Variant 4a of COV4SWS.KOM features very good results for low
recall levels, which are most likely more important to the user than a high AP.
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As a conclusion, we recommend to make use of COV4SWS.KOM if it is possible to clearly distinguish
between different service domains or which service ontology is used in (part of) a repository. As an
example, in the energy domain, the Common Information Model (CIM) presents an extensive ontology
available in OWL which could be used to semantically describe corresponding services [248]. In the
e-commerce domain, GoodRelations by Hepp or eClassOWL could be used [102, 104]. In other domains,
such an ontology is missing. Differences between services do not need to come from the consideration of
a certain business domain, but might also arise from the usage of different service ontologies in different
domains (with one popular example being WSMO-Lite [251]). If services from clearly distinguishable
domains would be available in one (potentially distributed) service registry, it seems reasonable to make
use of differently adapted/configured matchmakers based on COV4SWS.KOM. Still, it is a requirement
that services in such a domain possess comparably useful component descriptions on all levels.
Regarding the evaluation results, it should be mentioned that the results will most certainly vary if
applying a different test data set. However, SAWSDL-TC is to the best of our knowledge the only compre-
hensive and publicly available test data set for SAWSDL and therefore also used in the annual S3 Contest
[142] and by most researchers in this field (e.g., [123, 140, 212]).
3.5 Related Work
As it can be seen from the matchmaking approaches that have already been referenced in this chapter,
numerous approaches have been proposed in recent years. These approaches address different aspects
of matchmaking, different service formalisms, or rely on different assumptions regarding the depth and
richness of semantic service descriptions. As the related work is very extensive, the following examination
will be limited to approaches which have heavily influenced the research community (Section 3.5.1),
matchmakers for SAWSDL (Section 3.5.2), and further approaches that play an important role in the
context of this thesis (Section 3.5.3).
3.5.1 Basic Approaches
Even though the number of matchmaking approaches is very large, there are some elementary contri-
butions in (semantic) service matchmaking that have been picked up and enhanced by several other
researchers.
To start with, the seminal work of Sycara et al. is, to the best of our knowledge, the first contri-
bution that regards matchmaking in the context of SWS [241, 242]. The main focus of this work is
on the agent capability description language “Language for Advertisement and Request for Knowledge
Sharing (LARKS)” and not on a Web service standard. However, the approach is already called “ser-
vice matchmaking”, even though these services are actually provided and consumed by software agents.
LARKS features several elements that can also be found in a similar way in (SA)WSDL or OWL-S with
the declaration of variable types, input/output variables, input/output constraints (similar to precondi-
tions and effects), and ontological descriptions of inputs/outputs as the most prominent features. The
last-mentioned differs from the way semantic annotations have been conceived in this thesis – instead of
determining, e.g., the type of an input semantically, the linguistic description of this input is semantically
enriched.
Nevertheless, LARKS can be used in order to advertise and request agent capabilities in a similar way
to the way this is done using (semantic) Web service standards. In the actual matchmaking, Sycara et al.
make use of different “filters” [241]:
1. A context filter, which is used in order to determine if advertisement and request are from the same
domain. This is done by determining the semantic similarity between textual domain descriptions.
2. A profile filter applies Term Frequency-Inverse Document Frequency (TF-IDF) on the entire agent
specification.
3. A similarity filter is applied to single parts of the specification. Here, the semantic similarity of,
e.g., pairs of input and output declarations is computed and afterwards assembled to an overall
similarity.
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4. The signature and constraint filters are applied together in order to determine plug-in relation-
ships between the agents’ signatures (input and output) and the corresponding (input and output)
constraints.
The filters complement one another and provide different degrees of accuracy and computational costs.
In LARKS, the following types of matching are defined [242]: (i) The exact match, where two descriptions
are equal, (ii) the already mentioned plug-in match, which is essentially met if a service provides more
than the functionalities necessary (or exactly those as the exact match is a special case of the plug-in
match), (iii) the relaxed match that is met if the similarity value for the compared descriptions exceeds a
predefined threshold. In contrast to the other matches, the relaxed match does not ensure any degree of
compatibility but “only” defines that a certain degree of similarity is given. Regarding the abovementioned
filters, the first three filters are used for relaxed matches while signature and constraint filters are applied
for plug-in and exact matches.
Apart from creating a foundation for SWS matchmaking in general, three aspects of LARKS and the
corresponding matchmaker should be explicitly mentioned: First, the usage of subsumption matching
in order to determine relationships among concepts, second, the determination of plugin matches, and
third, the hybrid approach that incorporates both implicit and explicit semantics. The work conducted
by Sycara et al. has heavily influenced the SWS matchmaking research community. Most notably, the
matchmaking approaches of Paolucci et al. and Klusch et al. presented in the following are based on
LARKS [134, 136, 140, 201].
Within their work on the integration of DAML-S into UDDI-based service registries (cp. Section 4.5),
Paolucci et al. also provide a matching approach, which is, to the best of our knowledge, the most-cited
work in this research area [200, 201, 243]. The authors discuss a concept for matching of Web services
based on DAML-S, a predecessor of the OWL-S standard. While with DAML-S several sophisticated ways
to describe a Web service are introduced – most importantly effects and preconditions – the matching is
restricted to inputs and outputs (the service signature).
Paolucci et al. define the four levels of exact, plug in, subsume, and fail. These DoMs are based on logic
subsumption matching, i.e., the ancestry relationships between concepts in an ontology. As discussed
in Section 3.1.1, a ranking of DoMs is defined. The authors also present the concept of global DoM for
two services, which they define as the worst DoM found during matching. Thus, a minimum degree of
compatibility regarding service inputs and outputs is achieved. One further restriction defined in this
work is that every input in the service offer and every output in the service request needs to be matched
by a corresponding element in the service request respectively offer. Another assumption is that if a
service advertisement features a certain service output/input annotated with a semantic concept, every
subclass of this concept is also offered.
The ranking of services is based on the assumption that a requester prefers a high global DoM for
outputs more than a high global DoM for inputs. Hence, matching services are first sorted by the global
output DoM. If these are identical for two or more services, the global input DoM is also taken into
consideration. A further ranking of service advertisements is not arranged for [201].
The authors apply a greedy approach to the actual service components’ matching. In a nutshell, this
greedy approach takes the first semantic concept from a set (representing the inputs or outputs of a
service request) and determines the corresponding concept with the highest DoM in the set of inputs (or
outputs) of a service offer. Shortcomings of this approach have been discussed in Section 3.1.3.
While the matchmaking approach in the work of Paolucci et al. is more conceptual, an early implemen-
tation and enhancement of these ideas has been conducted by Li and Horrocks [164, 165]. In this work,
services are represented by DL constructs. Hence, it is possible to conduct matching by DL inferencing.
The authors present a way to model DAML-S-based services using DL notions; more precisely, this is lim-
ited to inputs and outputs, further elements are not regarded. Afterwards, it is possible to use Racer DL
as reasoner which computes semantic matches between service offers and requests. As the name implies,
Racer DL is suitable for semantic concepts defined in a description logic like SHIQ(D) or DAML+OIL
(which is a predecessor of OWL) [109, 110].
While Paolucci et al. define DoMs for single inputs and outputs, Li and Horrocks determine this by DoMs
between service offer and service request represented by input and output parameters, i.e., a match is
exact if the offer and request concept are equivalent, plug in, if the request is a subconcept of the offer,
subsume if the request is a superconcept of the offer, intersection (not regarded by Paolucci et al.) if the
intersection between request and offer is satisfiable, and disjoint otherwise. In DL, a logical intersection
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of two concepts is satisfiable if there possibly exist individuals belonging to the resulting (intersection)
concept. Again, DoMs are ordered in a discrete scale with exact as the best DoM and disjoint as the worst.
A distinct approach to service retrieval is proposed by Bernstein and Klein [28, 127]. Like LARKS, this
approach is not aiming directly at Web services described, e.g., in WSDL, but at services in a more broader
sense, i.e., software applications, software components, best practice repositories, and even individuals or
organizations. The approach of Bernstein and Klein is based on process ontologies, hence, it is necessary
to describe a service by a process model which is indexed into a process ontology. Queries are defined
using the Process Query Language (PQL) which allows to define queries for entities, relationships, and
attributes from the process ontology. In contrast to the subsumption matching proposed by Paolucci et al.,
PQL allows a more fine-grained definition of what a service needs to offer, e.g., that only tasks that are a
specialization of a given task are valid. In the end, only these services that fulfill all clauses from the PQL
query are defined as matches, i.e., the pattern given by the query needs to be satisfied. A more detailed
discussion of PQL can be found in Section 4.5.
A comprehensive early approach has also been presented by Cardoso and Sheth [47]. Like the work by
Verma et al. (see below), this work was part of the METEOR-S project. Cardoso and Sheth regard several
aspects of service-based workflow composition, including semantic-based matchmaking of functionalities,
non-functional requirements, and service interoperability. Regarding discovery of service functionalities,
both syntax- and semantic-based techniques are deployed. Syntactic similarity measures are deployed
for textual service names and service descriptions; semantic-based measures are used to determine the
similarity of inputs and outputs. However, matching is primarily conducted for semantic integration, i.e.,
how the output of one service can be used as input for another service. In a follow-up work by Cardoso,
service matchmaking as reckoned in this thesis is also regarded: Here, the similarity between concepts
is determined based on the properties of inputs and outputs [45]. Again, different DoMs are proposed:
Equal, Specialization, Generalization, and Intersection/Disjoint. As it was mentioned in Section 3.2.1, the
ranking scheme of Cardoso differs from that of Paolucci et al. (in line with Bellur et al. [20]): Cardoso
favors service offers that expect more generic input over those with a more specific input, as compared
to the desired input in the service request. In case of outputs, a reversed ranking scheme is proposed.
The actual similarity is a numerical value which is based on the number of properties in the service
signatures of request and offer. As a major extension, Cardoso proposes matching without a common
ontology commitment. For this purpose, a mapping between concept classes from different ontologies is
performed and the geometric distance between the similarity of the domains of the concepts is computed.
The mapping is based on syntactic similarity [45].
The approaches presented so far can be rated as the foundation for most of the matchmakers that
followed. Of course, these approaches are extended, but in most matchmakers, several aspects can be
found which make use of ideas first presented (cp. Sections 3.5.2 and 3.5.3). Regarding LOG4SWS.KOM
and COV4SWS.KOM, especially the identification of subsumption relationships between concepts plays a
very important role.
3.5.2 Matchmaking Approaches for SAWSDL and WSDL
To the best of our knowledge, the number of semantic matchmakers for SAWSDL-based Web services is
quite low: 2009’s S3 Contest featured four matchmakers for SAWSDL, including an earlier version of
COV4SWS.KOM named COM4SWS [142]. In comparison, seven matchmakers for OWL-S were taking
part in the contest. In the following, the contestants from 2009’s S3 Contest as well as some other
approaches to matchmaking for (SA)WSDL will be presented.
In their early work regarding semantic annotations for WSDL, Sivashanmugam et al. also present a
basic discovery mechanism which is part of the METEOR-S framework [209, 231–233, 250]. Even though
the work aims at a preliminary version of WSDL-S, it can also be assigned to SAWSDL [130]. Matching is
performed for both functional and QoS requirements. Regarding functional matching, semantic matching
is executed for operations, inputs, outputs, preconditions, and effects. As a distinctive feature, weights
can be assigned to each of the five service elements – i.e., the service requester can rate to which degree
each semantic part will be regarded in the overall service matching. The actual semantic matching value
is a numerical value in the range 0 to 1. If the semantic concepts in service offer and request are identical,
the semantic matching value is 1; if the concepts are not identical, a linear function is used to calculate
the similarity value based on a subClassOf hierarchy [233].
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Another early matchmaking approach for WSDL has been presented by Syeda-Mahmood et al. [244].
Here, the authors combine similarity values based on domain-independent and domain-specific ontolo-
gies. Matching is restricted to inputs and outputs. Regarding domain-independent semantics, service
element names are captured, tokenized, further processed, and synonyms are detected using WordNet.
Domain-specific semantics are based on WSDL-S modelReferences which are similar to the model refer-
ences defined in SAWSDL. Inferencing is then conducted on the semantic annotations, resulting in one of
the possible relationships EquivalentClass (0.0), subClassOf (0.5), superClassOf (0.5), and RDFType (0.0).
Apart from the last-mentioned, these relationships can be traced back to the DoMs defined by Paolucci
et al. Afterwards, a numerical value for the semantic relationships is determined (see brackets); this
value is 1.0 if no relationship could be detected. The overall matching result is the maximum value of the
domain-independent or -specific similarity values.
Even though not making use of explicitly defined semantics, the Web service search engine for WSDL
Woogle provides some interesting aspects [73]. In this approach, matching is operations-centered as
it is similarly applied in LOG4SWS.KOM and COV4SWS.KOM. However, as WSDL is missing semantic
annotations, only implicit semantics as well as textual descriptions can be applied. Similar to semantic
service matchmaking approaches, Woogle demands a complete WSDL description as service query by
example. The exploitation of implicit semantics is based on input and output parameter names and their
relationships. Parameters are clustered into semantically meaningful groups based on the assumption
that “parameters tend to express the same concept if they occur together often” [73].
The matchmaker by Plebani and Pernici, URBE, utilizes linguistic as well as logic information and is
applied to WSDL 1.1 [212]. The authors argue that Web service descriptions are usually derived from
software components that implement the underlying functionality. In turn, this implies that the contained
descriptions will follow some naming convention and thus constitute a meaningful source of information
in matchmaking. In URBE, different service abstraction levels are taken into account, namely port types
(WSDL 1.1’s equivalent to interfaces in WSDL 2.0 [32, 59]), operations, and inputs/outputs.
The authors make use of two distinct similarity measures: First, the similarity of two service element’s
names is measured, based on domain-specific as well as on general word ontologies. Like in our fallback
strategy, the names are tokenized before the similarity is calculated (on the set of terms derived from the
names). For port types, only their names are taken into consideration for the similarity. For operations,
the names of the operation and its parameters are taken into account for this similarity measure. For
parameters, the value is combined with a second one, which assesses the associated XSD data type for
a given pair of inputs or outputs. Therefore, a predefined similarity value is used, depending on the
information loss that occurs if converting the two types.
After the similarity values have been computed, a maximization function is used in order to determine
the assignment of elements from a request and offer. This assignment and maximization function is based
on bipartite graph matching and is separately applied to sets of terms, sets of parameters, and a set of
operations. The authors do not specify which concrete algorithm is applied. The overall similarity of a set
is determined by the average of the assigned weights of edges in the bipartite graph. The overall similarity
value for a service interface is the sum of the similarity values on the different service abstraction levels.
This sum can be altered and tuned by determining weights for the levels.
As an extension, the authors also present a semantic similarity function, called URBE-S, which replaces
the name similarity measure if semantic annotations are available. Provided with two concepts of the
same type (i.e., classes or properties), this function measures the path length between them in the ontol-
ogy. In contrast to other approaches, Plebani and Pernici distinguish between classes and properties. As
it can be seen from Section 3.4, URBE(-S) is quite effective regarding recall and precision.
Extending the family of “MX”-matchmakers which has originally been defined for OWL-S (cp. Sec-
tion 3.5.3), Klusch et al. provide their matchmaker SAWSDL-MX in different variants [132, 140, 141].
Their approach calculates three kinds of similarity, based on logic, textual information, and structure,
and adaptively learns the optimal aggregation of those measures using a given set of services. Matching
is employed on the level of interfaces using a bipartite graph matching algorithm, i.e., similarity values
for all combinations of operations from a service request and offer are calculated. Afterwards, the best
assignment is calculated.
Logic-based matching is conducted for operations and based on the subsumption DoMs by Paolucci
et al. [201]. However, Klusch et al. reverse the ranking of more specific respectively more general
classes. The DoMs are defined for whole operations and not for single parameters. However, a native
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matching on operation (or interface) level is not intended. The DoM of operations is directly derived
from their parameters, i.e., the matching degree of an operation is directly constrained by the minimal
subsumption DoM found for its message parameters. Again, the matching of parameters from service
requests and offers is determined by bipartite graph matching. An exact match is given if there exists a
one-to-one mapping of perfectly matching input and output parameters; a plug-in match relaxes the exact
match by allowing more general input parameters and output parameters that are direct child concepts of
the requested concept; a subsumes match relaxes the former DoMs by allowing output parameters of the
offer to be generally more specific than specified in the request; a subsumed-by match additionally allows
output parameters to be more general. A fail match is detected if none of the aforementioned matches can
be determined [132]. Syntax-based similarity values are used in order to refine matchmaking results and
provide a sophisticated ranking of services. Therefore, the semantic concepts used to annotate input and
output parameters are unfolded and result in one set of terms for all input parameters etc. A similarity
value for the resulting sets of terms can then be determined using SimPack (see below).
Klusch et al. also introduce structural matching using the WSDL Analyzer tool [140]. WSDL Analyzer
applies a recursive three-step approach: Operation sets are compared based on the structure of the
respective input and output messages which in turn is based on the comparison of parameter data types.
SAWSDL-MX is adaptive regarding the three similarity measures presented – using a Support Vector
Machine (SVM), it learns the optimal aggregation of these measures. More precisely, the three measures
are independently calculated; using a training set made up from some queries and their corresponding
result sets, a SVM then calculates a non-linear aggregation function [141].
There are different variants of SAWSDL-MX: SAWSDL-M0 is a crisp-logic-based matchmaker which
does not make use of syntax-based similarity measures; SAWSDL-MX1 combines the abovementioned
logic- and syntax-based matching in order to further rank services at every logic-based DoM; SAWSDL-
MX2 is the adaptive variant of SAWSDL-MX1. Furthermore, there is a variant of SAWSDL-M0 that uses
WSDL Analyzer in order to further rank services (analog to SAWSDL-MX1) [140].
In [245], Tran et al. depart from the usual definition of subsumption-based DoMs and propose the
application of more fine-grained matching results [245]. Additionally, the authors propose the usage of
many-to-many mappings between parameters instead of the usual one-to-one mappings. Therefore, parts
of a top-level parameter in a service request might be mapped to parts of another top-level parameter in
a service offer. Matching is done on operation level. The authors define four “match degrees”: service
input fulfillment (SIF), request input redundance (RIR), request output fulfillment (ROF), and service output
redundance (SOR). As the names imply, SIF and ROF define the fulfillment of service inputs and request
outputs; RIR and SOR are the ratio of redundancy of request inputs and service outputs. A continuous
scale ranging from 0 to 1 is used for all values. Furthermore, four “match levels” are defined: precise,
over, partial, and mismatch which are specified on the match degrees; e.g., a match is defined precise if
SI F = ROF = 1 and RIR = SOR = 0. Partial and mismatch are defined using customizable thresholds.
Similarities are based on semantic annotations of upper elements and lexical checking for lower elements
[245]. Unfortunately, the authors do not provide an evaluation of the matchmaking performance of their
approach.
Kourtesis and Paraskakis also provide a matchmaker for SAWSDL in the FUSION Semantic Registry,
which is presented in more detail in Section 4.5 [146]. This approach is based on ontological repre-
sentation of service requests and advertisements in Functional Profiles. Matching is conducted on three
distinct levels: boolean functionality-level matching, which is based on a high-level categorization of a
service, DL-based message-level matching following the approach by Li and Horrocks mentioned above
[164], and schema-level matching which is applied to determine a possible mapping between input and
output data sets. Again, this mapping is based on the approach by Li and Horrocks [164]. Syntax-based
or hybrid matchmaking is not regarded.
3.5.3 Further Approaches
Last but not least, we will present further matchmaking approaches which have got a relationship to the
work at hand. As it was mentioned before, a large number of matchmakers exists – in 2008, Klusch
et al. listed more than 35 matchmakers in his categorization of SWS matchmakers [130, 142]. Not
all of the techniques used by these matchmakers are of interest for the work at hand, so the following
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descriptions will be limited to those matchmakers that either have influenced the work on LOG4SWS.KOM
and COV4SWS.KOM or had in our opinion a significant impact and visibility in the research community.
To start with, the work of Guo et al. and Bellur et al. have heavily influenced the matching in
LOG4SWS.KOM and COV4SWS.KOM as presented in Section 3.2.1 [17–20, 97]. Guo et al. were the
first to explicitly apply bipartite graph matching to service matchmaking. In their scenario, the param-
eters of service request and service offer constitute a bipartite graph, i.e., two distinct sets of nodes,
where edges solely exist between the distinct sets, but not within them. Matching is limited to inputs
and outputs; the applied service description language is OWL-S. Accordingly, the matching of services
is transformed into a bipartite graph matching between their parameters. Edge weights are computed
using three distinct and weighted similarity measures, which include linguistic similarity, class property
similarity, and semantic concept similarity, based on logical reasoning [97]. Unfortunately, the descrip-
tion how these similarity measures are calculated remains quite superficial. The Hungarian algorithm is
used to solve the bipartite matching problem. In contrast to most other approaches, the authors do not
assume that all semantic concepts used are from one ontology but allow heterogeneous ontologies. In
case two concepts are not contained in the same ontology, the derivation of similarity values based on the
parameter names is defined. Here, a standard language ontology (in this case: WordNet [186]) comes
into effect. Guo et al. do not use a discrete, but a continuous scale to describe the DoM between services,
ranging from 0% to 100% and denoting the relative equivalence between two services [97]. However, it
is not described how the numerical equivalents should be calibrated.
Bellur et al. introduce a major extension to the previously described work by Paolucci et al. [17, 20].
The authors demonstrate by a number of examples that the approach for semantic matchmaking of
services, introduced by Paolucci et al., may deliver poor results in certain scenarios and encourage the
overly generic annotation of Web services. As an alternative – in line with the aforementioned work by
Guo et al. – the utilization of bipartite graphs in the matching of service capabilities is proposed, where
parameters constitute the graph’s nodes and edge weights are set based on the semantic DoM between
the associated concepts. As discussed in Section 3.1.3, Bellur and Kulkarni show that the Hungarian
algorithm for bipartite graph matching is capable to derive a global DoM [17]. Matchmaking is applied
to inputs and outputs [17], an extension that incorporates preconditions and effects is also presented
[18]; the service description language applied is OWL-S.
The authors rely on the discrete levels proposed by Paolucci et al. and the notion of a global DoM [17].
Interestingly, the concepts of plugin and subsumes as originally defined are inverted, i.e., if an output
of a service request is a superclass of an output of a service offer, the corresponding DoM is a plugin
etc. This can be traced back to the fact that Bellur et al. interpret semantic concepts in a different way
and drop the assumption that if a concept is advertised, all its subconcepts will also be provided [18].
The discrete DoMs are converted into numerical values for bipartite matching purposes – the weights are
based on the discrete DoM and the number of parameters in the request set [17]. If the whole service
profile (cp. Section 2.2.3) is regarded, 14 DoMs are defined and ranked which combine parameters and
preconditions/effects – here, parameter matching is crucial and preconditions/effects DoMs are used in
order to further distinguish between parameter DoMs [18]. In a later work of the authors, an extension
that enables a more fine-grained ranking of services concerning a service request is introduced [19].
The already-mentioned family of “MX” matchmakers has been published in several variants for
SAWSDL (cp. Section 3.5.2), OWL-S (e.g., [131, 133, 136, 137, 139]), and WSML (e.g., [119, 120,
134, 138]). In fact, SAWSDL-MX is the latest variant of the matchmakers – hence, the following expla-
nations primarily aim at aspects that differ between OWLS-MX and SAWSDL-MX; as WSMO/WSML have
not been regarded in this thesis, WSMO-MX will not be examined.
Starting in 2005, OWLS-MX has been continuously enhanced to a hybrid adaptive matchmaker for
OWL-S. In the following, the current version of OWLS-MX (as well as OWLS-MX2 and OWLS-MX3) as
presented in [133, 139] will be examined. OWLS-MX is based on LARKS (cp. Section 3.5.1). The basic
concept of OWLS-MX is the combination of logic-based reasoning and non-logic matchmaking techniques
which rely on implicit semantics in service descriptions. Matchmaking is performed on service inputs and
outputs. Semantically described inputs and outputs are unfolded, resulting in a set of index terms. To
compare such sets different string similarity metrics are used [136]. Regarding logic-based reasoning,
three different “filters” are computed: Exact, Plug-In, and Subsumes are defined concurrent with their
counterparts in SAWSDL-MX.
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There are two variants of the Subsumed-by filter: The first has been introduced in a latter variant of
OWLS-MX, is also logic-based only and complies to its counterpart in SAWSDL-MX [139]. The second
variant is hybrid and incorporates syntactic matching: Additionally to the logic-based variant, a syntax-
based similarity threshold has to be met [136]. Last but not least, a Nearest-neighbor match filter is also
applied. This filter is based on the abovementioned text similarity measurements and applied to both
inputs and outputs [139]. Apart from the five filters, Logic-based fail and Fail are also possible results.
The former means that a service offer fails to match with a service request regarding the four filters
mentioned first. If none of the other results is detected, a Fail occurs [133].
OWLS-MX originally features five variants – the first variant OWLS-M0 applies only the semantic fil-
ters Exact, Plug-In, and Subsumes. OWLS-M1 to -M4 apply additionally different syntax-based similarity
measures [136]. The latest version is OWLS-MX3 which incorporates the adaptive combination of dif-
ferent similarity measures for given queries [133]. Furthermore, [133] introduces “structural semantic
matching” in OWLS-MX3 which is based on distances between concepts in an ontology. More precisely,
this approach is based on the assumption that distances of rather specialized semantic concepts (i.e.,
concepts that can be found quite deep in a taxonomy) are more meaningful than distances between more
generic concepts defined in the upper parts of an ontology/taxonomy. To the best of our knowledge,
OWLS-MX3 is the only matchmaker which incorporates an approach from the field of semantic related-
ness apart from COV4SWS.KOM. The structural matching also considers differing parameter numbers –
if the number of outputs in a service offer or the number of inputs in a service request is smaller than in
the counterpart, this has a negative effect on the overall structural similarity value [133].
The three similarity measures – logic-based DoMs, syntax-based, and (ontological) structure similarity
– are combined as introduced for SAWSDL-MX2 [140]: A binary SVM-classifier is trained using a service
test set and provides how the single values need to be combined [133].
The adaptive combination of different similarity measures is a well-known method which has been
applied, e.g., for ontology mapping [75]. The first to propose the automatic adaptation of matchmakers
to a particular domain or task have been Kiefer et al. [123, 124]. For their OWL-S-based matchmaker
iMatcher, the authors make use of numerical similarity values and similarity functions from SimPack [29],
e.g., extended Jaccard similarity and TF-IDF, which are integrated into SPARQL queries using Imprecise
SPARQL (iSPARQL) (cp. Section 4.5) [123]. Similarities of semantic concepts in terms of subsumption
relationships etc. are not directly regarded – instead, semantic concepts are unfolded and the similarity
algorithms are applied to the names of the unfolded semantic concepts or a particular part of a resource
description (i.e., the service name). The combination and weighting of different atomic similarity mea-
sures is automatically determined using machine learning approaches from Weka [256] and LibSVM [53],
including a linear regression model [123].
As it was said before, the number of matchmakers is very large and not every approach has had an
impact on LOG4SWS.KOM or COV4SWS.KOM. For example, the work of Jaeger et al. has been influ-
enced by LARKS [241], where this approach is partly adapted and enhanced [114, 115]. An interesting
approach where service signature and specification are integrated in order to combine matchmaking of
inputs/outputs and preconditions/effects has been introduced by König-Ries et al. [128, 155]. As a dis-
tinctive feature, this matchmaker combines service matchmaking and service composition. Similar to the
work of Li and Horrocks, Di Noia et al. and Benatallah et al. make use of DL [21, 68]. Their approach
is based on non-monotonic DL reasoning, making it possible to achieve a fine-grained ranking. Other
DL-based approaches are presented by Grimm et al. where the authors make use of local closed-world
DL reasoning [91, 92], and d’Amato et al. where services are clustered in order to make discovery very
efficient [65]. Other approaches make use of clustering in order to downsize the number of service offers
that need to be regarded [2, 193, 229].
3.5.4 Overview
As it can be seen from the last sections, the range of possible techniques is quite broad and ranges from
logic-based methods to IR-based similarity values. This diversity of approaches is an explanation for
the multitude of matchmakers that have been proposed for different service standards in recent years.
However, there are some approaches that can be deemed as seminal, e.g., [123, 136, 164, 201, 241].
Regarding SAWSDL, the work by Plebani and Pernici and Klusch et al. is without question the most
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related work to LOG4SWS.KOM and COV4SWS.KOM. Hence, these approaches have been chosen as
benchmarks in the evaluation (cp. Section 3.4).
Most approaches make use of logic-based similarity measurement between concepts in an ontology.
Apart from the path length, alternative means to derive the semantic relatedness of concepts are not
applied. Even though a lot of different approaches have been proposed, the missing integration of all ser-
vice abstraction levels is noticeable. Most matchmakers presented are restricted to the service signature,
in some cases the whole service profile (including preconditions and effects) is regarded. This might
be traced back to the fact that still extensive, heterogeneous ontologies are missing which are needed
to semantically describe service components [77, 103]. Therefore, we integrate fallback strategies in
LOG4SWS.KOM and COV4SWS.KOM, which are usually missing (with the work of Syeda-Mahmood et al.
and Plebani and Pernici being notable exceptions).
The integration of different service abstraction levels further raises the question on how to weight the
different levels (cp. Section 3.2.1). Here, the automatic adaptation as conducted in COV4SWS.KOM
seems to be a good choice. In comparison, the adaptive matchmakers presented by Kiefer et al. and
Klusch et al. are adaptable regarding the combination of different similarity measures. As a last aspect,
it should be noted that runtime performance is usually not regarded explicitly. In LOG4SWS.KOM and
COV4SWS.KOM we make use of caches and ATSM in order to boost the runtime performance.
3.6 Conclusions
Service matchmaking based on semantic information is reckoned by a very agile research community, with
a large number of different approaches proposed in recent years. A lot of experimentation is conducted
regarding which data should be included in the matchmaking process, applicable similarity measure-
ments, and how the resulting values should be combined and evaluated. The matchmakers presented in
this chapter complement and pursue the already existing work by combining accepted techniques and
new ideas resulting in very good results regarding IR metrics like recall and precision. To the best of
our knowledge, LOG4SWS.KOM and COV4SWS.KOM provide the best AP values of any matchmaker for
SAWSDL so far; this assumption is backed up by the other IR metrics regarded.
While LOG4SWS.KOM and COV4SWS.KOM make use of similar respectively identical methods regard-
ing the actual matching of service components, the fallback strategy, and caching mechanisms, especially
the ontology-based similarity measurement of service components differs – LOG4SWS.KOM applies an
enhanced variant of the classic DoMs by Paolucci et al., while COV4SWS.KOM makes use of similarity
metrics from the field of semantic relatedness. Matchmaking is aiming at service similarity, i.e., the iden-
tification of similar services to a given service. The found services might have to be adapted to the service
requester’s needs.
LOG4SWS.KOM and COV4SWS.KOM combine all service abstraction levels available in SAWSDL and
are not restricted to the service signature. In the case of COV4SWS.KOM, an automatic adaptation to
different degrees of usefulness of the descriptions of different service components is introduced. This
feature had to be omitted in LOG4SWS.KOM as an automatic adaptation is here already done for the nu-
merical equivalents of usually distinct DoMs. Per se, it would be beneficial to have semantic descriptions
on every service abstraction level, however, if certain service components miss semantic annotations, a
syntax-based fallback strategy can be applied.
Regarding the hypotheses presented at the beginning of this chapter, we can make the following state-
ments:
H1: The automatic derivation of numerical equivalents of subsumption DoMs as conducted in
LOG4SWS.KOM has led to an improvement of matchmaking results as can be seen in Table 3.4.
In 2 out of 3 cases, all IR evaluation metrics are higher than for the manually derived numerical
equivalents, even though these have been already optimized for SAWSDL-TC (cp. Appendix B.2.3).
For the third case, the RP and P(10) values are slightly improved by the automatic determination
of numerical equivalents, while AP and P(5) values slightly decrease. Thus, we can deduct that the
automatic derivation of numerical equivalents for subsumption DoMs, which relates to the rank-
ing and treatment of more generic and specific semantic concepts (cp. Section 3.1.2), leads to an
improvement of matchmaking results.
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H2: The computation of similarity metrics on all service abstraction levels instead of only considering the
service signature leads to an improvement of matchmaking results. However, the weighting is im-
portant: Regarding the applied test data set, levels which feature only syntactic descriptions should
be integrated but weighted to a lesser extent than those levels which feature semantic descriptions
of service components. However, the actual ideal weighting depends on the similarity metrics
applied – in case of COV4SWS.KOM, manual weighting performs better than the automatically
derived ones, except for the similarity metric proposed by Resnik.
H3: Even though the evaluation results for COV4SWS.KOM are usually lower than those of
LOG4SWS.KOM, similarity metrics from the field of relatedness measurement of semantic con-
cepts in ontologies are still performing well, especially if compared to other matchmakers (cp. Ta-
ble 3.6). Most importantly, the automatic weighting of similarity values from different service
abstraction levels in combination with the metric proposed by Resnik leads to the best evaluation
result regarding AP for any SAWSDL matchmaker, so far.
Of course, there are possible extensions of the work conducted: To start with, it would be interesting to in-
tegrate preconditions and effects into the matchmaking process of LOG4SWS.KOM and COV4SWS.KOM.
While the number of services observed in our evaluation and the competitive runtime performance of
our matchmakers does not make it necessary to apply more sophisticated ways to downsize the search
space, this could be necessary if following the vision of an “Internet of Services” where billions of ser-
vices are available [72, 197]. Here, clustering or a top-down approach, which eliminates services not
meeting certain requirements on interface and operation levels, could be integrated. Furthermore, it
might be suitable to make use of alternative similarity measures or heuristics in order to detect similar-
ities between service components. The same applies to matching algorithm – instead of the Hungarian
algorithm applied in this thesis, another method might be more efficient if this is necessary. There might
be further ways to enhance the retrieval performance of the matchmakers at hand – hence, we label the
matchmakers presented in this thesis with LOG4SWS.KOM Version 1.0 respectively COV4SWS.KOM.
As a last aspect, most matchmakers neglect non-functional aspects like QoS which is also done in
LOG4SWS.KOM and COV4SWS.KOM. However, an integration of the work of Berbner and Eckert would
be straightforward and could easily be evaluated using an appropriate test collection [23, 74]. This could
be done incorporating a semantic-based description of QoS characteristics as well as countermeasures if
QoS requirements of a requester cannot be met [217, 223].
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4 Query Formalisms for Semantic Web Services
In this chapter, the formulation of queries for service discovery is examined. Usually, approaches to
syntactic service discovery rely on keyword search or category browsing, while queries aiming at SWS
are mostly encoded using the same formalism as applied for the description of services, i.e., follow a
“query by example” approach. This makes it necessary to define a preferably complete description of the
service capabilities desired, i.e., a service profile in OWL-S or a service interface in SAWSDL. As a result,
query formats are mostly incompatible regarding different Web service standards. Further deficiencies
of current query formats are the missing integration of syntactic and semantic search and the absent
consideration of ranges of values.
The following hypotheses are applied in order to determine the outcome of the work conducted in this
chapter. These hypotheses will be discussed in Section 4.6.
H4: Current query formalisms for SWS do not provide the necessary means to define requirements in
a user-friendly, flexible, and precise way. Hence, it is necessary to deploy alternative means to
formulate service requests. Already existing query languages could be a foundation for this, even
if they have not been initially developed for application in SWS discovery.
H5: A unified query formalism for SWS should be independent from any particular registry or Web service
specification. Thus, it is necessary to define a (unified) query language and corresponding service
data and query models, which are per se independent from but nevertheless applicable to different
standards.
This chapter is structured as follows: First, shortcomings of current approaches to query formulation
for (semantic) Web services are identified (Section 4.1). Based thereupon, requirements towards service
query languages will be specified (Section 4.2). Following this, two distinct approaches to query lan-
guages for SWS will be described, which aim at different goals: The approach described in Section 4.3
has been the first approach designed and implemented in the context of this thesis. It aims at providing a
lightweight integration of SPARQL-based queries for SAWSDL-based Web service descriptions into UDDI.
In contrast, the second solution (presented in Section 4.4) provides a more extensive approach to en-
hance a service registry by alternative query languages. Therefore, an abstract query model is proposed.
Based thereupon, SWS2QL, an extension of SPARQL, aiming at SWS retrieval, is conceptualized. As proof
of concept implementation, an ebXML-based service registry is enhanced. Before the chapter closes with
a summary, Section 4.5 gives an overview on related work in this field of research.
4.1 Problem Statement
Regardless if following the visions of service marketplaces or the “Internet of Services” [49, 197, 203] or
considering a relatively manageable number of services in an intra-organizational scenario, the discovery
of services is one of the core success factors for the invocation of services. Usually, service registries offer
a discovery interface a service requester can use in order to query for a service (cp. Section 2.1.3).
The actual discovery is the process of locating a particular service from a set of services, which is
capable to do a certain task in the most effective way [247]. For service discovery, two major aspects play
an important role: First, it is necessary to provide a matchmaking algorithm (cp. Chapter 3). Second, the
input for the matchmaker is given by the service request, i.e., a formulation of the requirements a service
has to fulfill (cp. Section 2.3.1), and the service offers. The precise requirements vary on the basis of a
user’s intention and can comprise functional, non-functional, and technical aspects.
Based on the different approaches to query formulation presented in Section 2.3.1, we define three
major query formalisms. These formalisms combine the way queries are expressed as well as their inten-
tion:
Keyword-based service requests are the typical query formulation for syntactic Web services; this includes
wildcard- and table-based queries. Given a keyword as input, the matchmaker finds all instances
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in which this word occurs. Keyword-based matchmaking is based on standard IR methods, e.g.,
term matching: The terms from the request are matched with keywords found in a service adver-
tisement. Explicit semantic information is not regarded.
Query by example-based requests are widely adopted in research approaches which primarily aim on
the deployment of new matchmaking algorithms (cp. Section 3). The basic idea is that the service
request is formulated as a model instance, e.g., a WSDL-based service description. This model
instance is deemed to be a “perfect service”, i.e., the perfect answer to the service request. While
this is a very rich request format, which can incorporate both syntactic and semantic information as
well as the relationship between the single service components, there are a couple of shortcomings
elaborated in the following.
Query language-based service requests make use of a structured query syntax, e.g., a query language
like SQL or SPARQL. This makes it necessary to define some kind of service model as foundation
for query formulation. Query language-based service requests do not directly describe a service as
a model instance. Instead, parts of a virtual service model instance are described in terms of a well-
defined query language. Service models provide the information and relationships required for
creating a query language-based request. Query-based service requests can refer to both syntactic
and semantic information.
Today, Web service portals like www.seekda.com primarily rely on keyword-based search which is not
surprising as the listed services are mostly syntactically described [13, 161]. The same applies to state-of-
the-art service registry standards like UDDI [62] and ebXML [86]. In Section 2.3.1, the several drawbacks
of keyword-based retrieval have been discussed. As a result of these shortcomings, several approaches
have already integrated semantic technologies into service registries, primarily UDDI (e.g., [145, 200]).
The most common approaches are built on top of syntactic Web service descriptions, require different
execution environments and do not make use of potentially already existing (syntax-based) query formats
(cp. Section 4.5). Alternatively, it is possible to describe a service model instance, i.e., to follow the service
description-based approach. This is a common assumption if evaluating matchmaking results – for this
reason, the matchmaking results presented in Chapter 3 are also based on this query formalism.
Even though service queries by example allow to formulate requirements towards a service follow-
ing both, subsumption-based retrieval as well as state-based retrieval, this approach possesses several
drawbacks:
Integration of syntactic search: Service descriptions do not allow the explicit definition of syntactic infor-
mation. As it has been shown in Chapter 3, it might be the case that a matchmaking algorithm takes
syntactic information into account. However, this cannot be directly controlled by the requester if
using a service description-based query.
Missing range: A service description does not recognize the definition of ranges for complete services and
single elements. Thus, it is not possible to define, e.g., that only those services which exactly meet
the request should be returned by a matchmaker. Again, a matchmaking algorithm could define
that only certain ranges are included in the result set of a query. However, it is not possible to set
according parameters in the service query if using the service description-based approach.
Incompatible query formats: If a service request is formulated in a certain Web service formalism, it is
not possible to discover services which offer an interface in another Web service standard. This
forces users to formulate different queries if a service registry is able to manage more than one
Web service formalism and applies even to different versions of the same standard, e.g., WSDL 1.1
and 2.0.
Lack of knowledge: Service requesters are not necessarily familiar with one or more service standards.
However, requesters might be familiar with a query formalism which is, e.g., already used in a
particular infrastructure or domain.
Usability: Neither the fact that a customization or parameterization of queries has to be done at the
matchmaker-level nor the need to formulate queries for different Web service standards in different
formats is very user-friendly. It is quite likely that the usage of semantic information in service
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requests will only be accepted by users, if it is possible to standardize and enhance Web service
queries.
In order to search for services based on semantic information, the user needs to be able to define seman-
tics in an intuitive and, if possible, uniform way, i.e., the request formulation should be independent from
the service formalism(s) supported by the registry. From the user’s point of view, the semantic discovery
functionality should be a smooth extension of the current discovery functionality. The realization of such
an integrated discovery should combine the available semantic discovery mechanisms with the traditional
discovery mechanisms in a way which leverages their corresponding advantages. The abovementioned
shortcomings show that current query formats for SWS miss features which would improve the formula-
tion of service requests. Preferably, a unified query format for SWS should be offered by service registries.
In the next section, the requirements such a language has to fulfill will be defined.
4.2 Specification of Requirements
Filling the gap between state-of-the-art service registries like UDDI and ebXML and fulfilling the goals of
SWS and semantic discovery as, e.g., the facilitation of automated service discovery, composition, and
execution of services starts with an integration of semantic service discovery in standard registries. This
implies the integration of semantic information into a service registry, which has been suggested by many
researchers as will be presented in Section 4.5. Furthermore, it is necessary to provide a query language,
which is able to overcome the drawbacks of the usual request formats presented in the last section.
Requirements towards a query language can be divided into platform-dependent and -independent
characteristics. For service discovery, the service registry standard used is the most constraining factor of
a platform as it has to be altered or enhanced in order to facilitate a particular query formalism.
Based on the shortcomings of the keyword- and service-based approaches highlighted in the last sec-
tion, the following generic requirements towards a query language for SWS have been identified:
Combination of syntactic and semantic search: A query language should integrate semantic as well as
syntactic information. Furthermore, it should be possible to combine syntactic and semantic infor-
mation within a single query.
Reuse: If a query language is already common to potential users, the chance to get it accepted will be
likely higher. If multiple registry standards have to be supported, an appropriate mapping of the
global query language to the specific registry query syntax should be provided.
Ranges: It should be possible to define a threshold of similarity a service offer needs to fulfill in order to
be included in the result set.
As it was mentioned above, some of these requirements are currently reckoned in matchmaking algo-
rithms, e.g., the usage of syntactic data or the definition of ranges or similarity thresholds (cp. Sec-
tion 3.5). However, the actual handling of syntactic data or ranges in matchmaking is usually not
explicitly regarded but used as a complement for semantic-based matchmaking. Hence, the usage of
syntactic data and thresholds is not visible to the service requester and cannot be directly controlled. In
fact, such a control would make it necessary to offer the requester different setting properties of a match-
making algorithm, which need to be manipulated apart from the actual query. The definition of further
search constraints within a query is a much more intuitive approach.
As it was presented in Chapter 3, most matchmakers rely on an example model instance as service
request, i.e., follow the query by example formalism mentioned in the last section. Hence, it is necessary
to alter or customize a matchmaker if permitting further query formats. This could be done by allowing a
query processing engine to be responsive to different query formats and automatically choose or configure
matchmakers.
Apart from the more generic requirements mentioned above, there are some requirements, which aim
on the independence from concrete standards and need also to be regarded:
Flexible handling of different matchmakers: It should be possible to “manually” chose a matchmaker. If
this is not done, the query processor needs to recognize appropriate matchmakers based on the
actual query content.
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Unified query syntax: The query syntax should be the same for all Web service standards addressed by
the corresponding service registry.
Handling of different registry standards: A unified query syntax should be applicable to different registry
standards.
Of course, there is some kind of trade-off between the different requirements. For example, the parame-
terization of different matchmakers might conflict with the reuse of an already existent query language,
which might not necessarily support such a customization or selection of matchmakers.
In the following, we will show the integration of service query languages into two different service
registry standards. First, the usage of SPARQL in a UDDI-based service registry will be presented. After-
wards, the integration of an abstract query model for services in ebXML Registry and the usage of the
SPARQL-based SWS2QL show how an advanced query interface can be integrated in this service registry
standard. In both cases, we will propose a model on how to integrate semantic information into the
particular registry/repository standard, define corresponding queries, and integrate matchmakers. How-
ever, while the work presented in Section 4.3 is rather lightweight and only portable to some degree, the
second approach presents a more conceptual approach, which is easily adaptable to work with different
SWS formalisms and registry standards.
4.3 Integrating Semantic Discovery in UDDI with SPARQL
The first solution presented in this chapter is motivated by two practical reasons: First of all, UDDI is
the de facto service registry standard applied in Web service research (cp. Section 4.5). Second, SPARQL
is the standard query language for the Semantic Web [26]. Hence, it seems obvious to examine the
applicability of SPARQL for SWS in combination with UDDI.
Per se, UDDI offers only a very simple keyword-based search interface (cp. Appendix A.2.1): Keyword-
based search can be applied to different elements of the service representation in UDDI, namely the
description of business services, business entities, or technical models. In addition, several approaches
exist which integrate service description-based matchmaking into UDDI (cp. Section 4.5). In contrast,
the usage of structured query languages in UDDI has not been regarded so far.
The remainder of this section is structured as follows: In the next section, we will motivate the usage
of SPARQL as query language for UDDI. Afterwards, we will define a corresponding integration approach.
In Section 4.3.3, the publication of SAWSDL-based service descriptions in UDDI will be examined. Sec-
tion 4.3.4 presents the enhancement of UDDI by a SPARQL-based query interface. An overview of the
implementation can be found in Section 4.3.5.
4.3.1 SPARQL as Query Language for UDDI
SPARQL is a query language for RDF, which possesses an SQL-similar syntax and represents query results
as tables, boolean values, or RDF graphs (cp. Appendix A.4). Regarding the work at hand, SPARQL
has been selected for several reasons. First of all, SPARQL is the major query language of the Semantic
Web as depicted in Figure 2.5. Second, within SPARQL, query statements are expressed in terms of
triples made up from a subject, object, and predicate (cp. Appendices A.3 and A.4). Thus, SPARQL
represents a very intuitive approach, since the query statements are very close to shortened natural
language-based expressions. Several enhancements of SPARQL for specific purposes have already been
proposed as presented by, e.g., Bry et al. [39], showing the flexibility and adaptability of SPARQL towards
different application areas: Although, SPARQL is intended to be executed against RDF-based data, it may
also be applied as a query description language, which is the case within the work at hand.
The usage of SPARQL as a query language for SWS has been proposed especially in connection with
OWL-S, e.g., [123, 221]. As OWL-S is OWL-based (which in turn is RDF-based; cp. Appendix A.3), the
application of SPARQL as a query language suggests itself. But SPARQL has also been applied as query
language for SAWSDL [113]. A general introduction to SPARQL can be found in Appendix A.4.












3b. returns matching services
Figure 4.1: Service Discovery Scenario with UDDI
The enhancement of UDDI by further query formalisms requires different steps which – after the general
query approach has been identified – are primarily predetermined by the registry standard or rather its
implementation. Hence, it is necessary to follow a technology-driven approach. Figure 4.1, which applies
Figure 1.2 to UDDI, SAWSDL, LOG4SWS.KOM, and SPARQL, gives an overview of the different steps
in the publication and discovery/invocation process applied in this section. There are three main steps
necessary in order to augment UDDI with SPARQL-based queries for SAWSDL:
Integration of SWS Formalisms: While the integration of SAWSDL- or WSDL-based service descriptions
has been examined by, e.g., Sivashanmugam et al. or Kourtesis and Paraskakis [145, 232], the
application of SPARQL needs further extensions. As SPARQL is a query language for RDF, its appli-
cation to SAWSDL (which is XML- but not RDF-based) implies that a mapping between SAWSDL
and RDF or the SPARQL query and an intermediate query format which can be directly applied to
SAWSDL, has to be performed. In this solution, the first alternative has been used due to the fact
that a mapping from SAWSDL to RDF is defined in the official W3C recommendation for SAWSDL
[79], while there exists no official mapping from SPARQL to WSDL or an official query language
for this Web service formalism. The integration of a new SWS formalism (here: RDF) requires the
definition of a publication process for this new formalism.
Search Interface: UDDI users commit requests to a search interface. In the work at hand, it is necessary
to design and implement an interface for SPARQL-based service requests.
Query Processing: After a request has been specified and submitted, it needs to be processed. Therefore,
it is necessary to augment the search component of UDDI by adding matchmaking facilities which
can handle the input format (here: SPARQL) and the applied service formalism (here: SAWSDL and
RDF). As matching engine, LOG4SWS.KOM is adopted but enhanced in order to allow for ranges
by specifying individual similarity thresholds. In order to keep the description simple, we apply a
logic-based, service signature-only variant of LOG4SWS.KOM, i.e., Variant 1c (cp. Section 3.4.1).
4.3.3 Publishing SAWSDL-based Services in UDDI
In the following, the enhancement of UDDI necessary to reference SAWSDL- as well as RDF-based service
descriptions, will be presented. This process is made up from the following steps:
1. Publication of RDF-based Web service representations using technical Models (tModels)
2. Integration of mappings from SAWSDL to RDF
3. Publication of tModels
4. Update/Deletion of tModels
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As will be presented in Section 4.3.5, the implementation was conducted based on the open source
software Apache jUDDI1. At the time of implementation, the version of jUDDI complying with UDDI
Version 3.0 was not yet stable. Hence, the following assertions refer to a UDDI Version 2.0-based registry;
however, the resulting differences are manageable. For differences between UDDI Versions 2.0 and 3.0
as well as a general introduction to UDDI, we refer to Appendix A.2.1.
Enhancement of UDDI tModels
The integration of Web services in UDDI can be done by either mapping single elements from a Web
service description (like a SAWSDL or OWL-S file) to the UDDI data model or referencing the service
descriptions [63]. Both approaches have their individual advantages and disadvantages, which have been
discussed by Colgrave and Januszewski [63]. For example, storing all information within the UDDI makes
it possible to find services even if the Web service (respectively the associated WSDL) is not available.
Otherwise, the application of an SPARQL query is much easier if the RDF representation of a Web service
description is directly available and does not have to be gathered from different tModels. We decided not
to include the complete service description in UDDI but to reference the RDF- and SAWSDL/WSDL-based
service descriptions for two reasons: First, the integration of WSDL elements as tModels makes the usage
of extensibility elements in WSDL difficult, as those are usually not represented in the WSDL to UDDI
mapping [63]. Second, the implementation efforts are lower. This design decision does not affect the
information available and therefore usable in service discovery.
In UDDI, services are published by defining a businessEntity object, constituting a businessService
object, and linking it to the business entity (cp. Appendix A.2.1). Finally, the service provider needs to
create a tModel representing the WSDL. If not integrating the WSDL in UDDI, this is done by referencing
the Uniform Resource Locator (URL) of the WSDL. In the work at hand, the course of action is exactly the
same. However, after the WSDL has been registered in the UDDI a corresponding RDF file will be created
and an RDF tModel will be stored in the UDDI (see below). Service requests specified in SPARQL will be
later applied to the RDF files referenced by the tModels in the UDDI. The mapping from SAWSDL to RDF
is presented in the next section.
To distinguish between tModels referencing WSDL files and those referencing RDF files, the former are
called “WSDL tModels”, while the latter are called “RDF tModels”. In order to link the WSDL description
and the RDF description, the following tModels are added to the standard tModels (RDF tModels, RDF
Reference tModel, RDF Categorization tModel) or have been enhanced (WSDL tModels):
RDF tModels contain an URI pointing to the SAWSDL-based RDF file representing the WSDL-based ser-
vice description.
RDF Reference tModel is used in a keyedReference to link a WSDL tModel with an RDF tModel.
RDF Categorization tModel is used in order to categorize RDF tModels. The usage as a categorization
tModel is indicated by a Universally Unique IDentifier (UUID) pointing to this type’s tModel.
WSDL tModels link themselves to the corresponding RDF tModels by a keyedReference which is auto-
matically constituted during the publication of a WSDL.
The detailed tModel descriptions and corresponding examples can be found in the Appendix D.1. As it
can be seen, this enhancements are quite lightweight and do not require extensive modifications of the
UDDI structure. Using the new tModels, a WSDL can now be published in the UDDI and RDF files can be
created.
Integrating a Mapping from SAWSDL to RDF
The mapping from SAWSDL to RDF is achieved through a component called WS2RDF.KOM and based
on the official mapping released as a note by the W3C Web Service Description Working Group [143].
Likewise, an official mapping is also included in W3C’s definition of SAWSDL, which itself is an extension
1 http://ws.apache.org/juddi/
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to WSDL [79]. In line with those publications, Kopecký provided an experimental Java implementa-
tion for automated mapping of SAWSDL documents to RDF, based on the Woden4SAWSDL framework.
However, the recommendations – and hence Kopecký’s implementation – do not include the mapping
of XSD type definitions to RDF. Here, it was necessary to enhance the original mapping as presented in
Appendix A.1.2.
Apart from making use of Kopecký’s implementation, WS2RDF.KOM offers additional functionalities
like a mapping from WSDL 1.1 to 2.0 based on an Extensible Stylesheet Language Transformation (XSLT)
stylesheet provided by W3C. This feature makes it possible to apply SPARQL queries not only to WSDL
2.0-based service descriptions (which are in the focus of this thesis) but also to WSDL 1.1-based services,
as presented in Appendix A.1.2.
In order to keep the publication process as simple as possible, the mapping from SAWSDL to RDF
and the integration of this data is hidden from a service provider who wants to register a service in the
registry.
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Figure 4.2: Enhanced Publishing Mechanism for UDDI
As it has been described before, a service description is published by adding a tModel to a UDDI registry.
In order to reference the RDF mapping mentioned above, it is necessary to enhance the publication
process as it can be seen in Figure 4.2. The enhanced publication process consists of the following steps;
it is assumed that a tModel has already been created beforehand:
1. If a new tModel is added to the UDDI registry, its keyedReferences are checked whether referenc-
ing the uddi-org:types tModel and featuring the value wsdlSpec. The purpose of this step is to
check if the tModel is addressing a WSDL.
2. If this is the case, the WSDL tModel is checked for the WSDL’s overview URL and the WSDL file
is downloaded. Else, the publication process ends and the non-WSDL tModel is stored inside the
UDDI.
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3. The WSDL file is converted to RDF using the WS2RDF.KOM component.
4. The RDF file is stored using the naming convention nameOfWSDLTmodel.rdf; afterwards, the down-
loaded WSDL file is deleted.
5. In order to speed up the actual discovery process, caching with regard to the referenced semantic
concepts is carried out. This step is explained separately (see below).
6. After the cache files have been created, an overviewURL referencing the new RDF file will be
returned. If it was not possible to create the RDF and cache files, the overviewURL will be an
empty string and the tModel from Step 1 will be stored in the UDDI without any changes. Else, the
RDF tModel containing the overviewURL will be generated.
7. In the last step, the WSDL tModel will be extended by a keyedReference referencing the RDF
tModel (cp. Listing D.3).
Afterwards, the service representation needed for a SPARQL query is available in the UDDI.
If a WSDL is altered, its RDF representation needs to be updated. This process is actually achieved by
adding a WSDL tModel to the UDDI possessing the same key. In such a case, the old WSDL tModel is not
immediately deleted but scanned for possible keys referencing an RDF tModel. Afterwards, the RDF and
cache files as well as the RDF tModel are deleted. Furthermore, the old WSDL tModel is removed from
the service registry and the new tModel needs to be checked for keys referencing RDF tModels in order
to avoid inconsistencies. Now, the publication process as presented above can be carried out. If a service
is supposed to be deleted from the registry, the process is the same except for final steps, i.e., checking if
an RDF tModel is already referenced in the new WSDL tModel and carrying out the publication process.
Caching
As it was mentioned before, the matchmaker integrated in this implementation is based on
LOG4SWS.KOM. A preliminary reasoning during publication-time has been proposed by a number of
researchers, e.g., Kourtesis and Paraskakis and Srinivasan et al. (cp. Section 4.5), and is also intended
by the caching mechanisms presented in Chapter 3. The aim is to speed up the actual discovery process
as costly subsumption reasoning between semantic concepts does not have to be carried out during the
matchmaking runtime. In the section at hand, caching is introduced for subsumption-based matchmak-
ing. However, similar caching mechanisms could be easily integrated for other matchmaking approaches,
if necessary.
Before the actual reasoning can be carried out, it is necessary to identify semantic concepts in the
Web service descriptions. Here, we apply SPARQL queries, which are presented in Appendix D.1.2. After
the semantic concepts have been identified, reasoning is conducted using the Pellet reasoner [230]. The
reasoning results are stored in separate cache files for different service components, i.e., separate caches
exist for input and output parameters.
4.3.4 Integrating SPARQL into UDDI
After the RDF file describing a Web service can be referenced from within the UDDI, it is necessary to
implement an interface which is able to process SPARQL queries and return a number of services matching
the query. In the work at hand, SPARQL queries are formulated as strings and the corresponding result
set is a number of tModelKeys represented as an XML-based document, which are sorted in a descending
order based on the matchmaking result. A Web browser is used to submit service requests and to display
the query results.
In the following, the actual query process, the formulation of SPARQL queries, and some extensions to
the SPARQL query language and its processing, which add support for the definition of ranges based on
a threshold and for simplifying the queries, will be presented.
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Web Service Queries with SPARQL
WS2RDF.KOM constructs RDF files representing WSDL 1.1 and 2.0-based Web services following a par-
ticular pattern. Thus, SPARQL queries can be composed, which follow the pattern presented in the RDF
mapping (cp. Appendix A.1.2).
SPARQL queries are formulated using concept blocks. Multiple concept blocks can be combined to an
ASK query as depicted in the examples in Appendix D.1.3. In order to define a threshold of similarity, it
was necessary to enhance standard SPARQL queries. This is done regarding the minimum subsumption
DoM allowed for a certain service component. The actual definition is done by adding the string “.SIMI-
LARITY.” and the minimum DoM to the URI of the referenced semantic concept. In our implementation,
the following DoM as defined in Section 3.2.1 can be specified: exact, super, sub, and fail. fail is the
default value if no DoM has been defined. By adding a threshold, it is possible to specify more precise
queries in comparison to the usually adopted, service description-based approach. In the work at hand,
we make use of an enhanced implementation of LOG4SWS.KOM. For details regarding the actual match-
maker, we refer to Sections 3.2 and 3.4. However, if a matchmaker addresses other DoMs, these could
also be applied as long as the matchmaker is able to process minimum DoMs.
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Figure 4.3: SPARQL Search Mechanism for UDDI
After the string representing a SPARQL query has been defined, the query process is started. The whole
handling of SPARQL queries is done using the Jena Semantic Web Framework [51], which facilitates the
handling of SPARQL queries as Java objects and also integrates a SPARQL processor (cp. Section 4.3.5).
The following list shows the query process which is also depicted in Figure 4.3. An example query as well
as its corresponding regular expressions are depicted in Appendix D.1.3 respectively D.1.4.
1. In the first step, it is analyzed if the query is a SPARQL ASK query. This is mandatory – if there is no
ASK query available, the discovery process is stopped.
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2. If an ASK query is available, the string is compiled into a SPARQL query and transformed into a
SPARQL algebra expression. This is done in order to normalize the queries.
3. Based on the algebra expression, regular expressions are deployed in order to identify concept blocks
from the query (cp. Appendix D.1.3) and extract the minimum DoM for concepts.
4. Two regular expressions are used: The first (cp. Listing D.8) finds the concept blocks, the second
(cp. Listing D.9) finds the URI of the semantic concept, the corresponding minimum DoM, and the
element, the semantic concept is referenced from (here: input, output).
5. Each concept found is instantiated as a separate object. If a minimum DoM has been specified, it is
added to the object, else the minimum DoM for this object is a fail. Objects/concepts are classified
into different lists based on the element (here: input, output) the semantic concept is referenced
from.
6. Afterwards, minimum DoMs (if any) are deleted from the SPARQL algebra expression. The algebra
expression is converted back into a query. With this query, only services, which exactly match the
query, can be found.
7. Therefore, the actual matchmaking process is made up from two distinct steps:
a) In the first step, the revised query is used – as the query does not contain any minimum DoMs,
only those services are found, which exactly match the query. Found services are added to
the result set and get the similarity value 1.0.
b) In the second step, services similar to the query are reckoned. The actual approach for this is
based on the matchmaking algorithm applied, here: LOG4SWS.KOM, Variant 1c. In the end,
a DoM between the query and the services which do not exactly match the revised query has
to be calculated. These services are also added to the result set if the defined threshold is
met.
8. The result set is sorted based on the similarity values.
9. The result set is handed back to the user. Using the tModelKeys from the result set, the user can
identify particular services and invoke them.
The need for the two distinct matchmaking steps shown in Step 7 evolves from the fact that SPARQL is a
query language for pattern matching. The recognition of similar patterns is not intended in SPARQL. If
we assume that we are looking for a particular semantic concept which is referenced from a service input
element and we want to find services, whose input elements reference similar semantic concepts, it is
necessary to define a query for each similar semantic concept available. If there are four similar concepts
(i.e., concepts standing in a subsumption relationship with the “original” concept), it would be necessary
to automatically construct five distinct queries. The number of queries would grow disproportionately if
more than one concept is regarded. Consequently, this approach is not really applicable.
Hence, the identification of services similar to a query needs to be outsourced from the SPARQL query
engine to a matchmaking algorithm. There is no restriction which matching paradigm is applied in the
matching algorithm, e.g., it could combine logic and linguistic approaches. However, the matchmaking
algorithm needs to be able to accept the semantic concepts from a query stored in separate lists for
distinct WSDL elements (cp. Step 5). Furthermore, a numerical similarity value is expected from the
matchmaker in order to make the result set sortable.
4.3.5 Implementation Overview
Figure 4.4 shows an overview of the enhanced UDDI designed and implemented in this section. The
central component of the implementation is the UDDI registry, which is an enhanced version of Apache
jUDDI. As it was said before, at the time of implementation, jUDDI has not been compliant with UDDI
Version 3.0. Hence, the implementation was conducted for a UDDI Version 2.0-based service registry.
However, the differences between these specifications in the context of this thesis are only subordinate
















Figure 4.4: Enhanced UDDI – Implementation Overview
(cp. Appendix A.2.1) and it is possible to transfer these results to the newest release of jUDDI or an
alternative UDDI implementation.
As it can be seen from Figure 4.4, both service requesters and providers interact with the enhanced
UDDI via a Web browser. The search component encapsulates the search process as presented in Sec-
tion 4.3.4. SPARQL queries are processed using Jena, which is also applied in order to transform
WSDL-based service descriptions into RDF-based ones. This transformation is handled by the publica-
tion component. WSDL and RDF as well as caching files are stored inside a file store. As the RDF and
caching files are generated and employed in the same contexts, their storages are linked with each other.
For the purposes of Figure 4.4, further software components, e.g., LOG4SWS.KOM or Pellet, which are
wrapped by the search and publication components, are omitted.
4.3.6 Discussion
If comparing the six requirements defined in Section 4.2 with the work presented in this section, we can
make the following statements:
Combination of syntactic and semantic search has been accomplished through the usage of SPARQL and
the integration of SAWSDL into UDDI.
Reuse has been accomplished through the usage of SPARQL. However, this solution provides no generic
integration approach and is therefore restricted to UDDI.
Ranges have been partly accomplished through the SIMILARITY-enhancement of SPARQL. However, this
is more a practical than a conceptual approach to define thresholds in a query. Furthermore,
ranges/thresholds only apply to semantic similarity DoMs.
Flexible handling of different matchmakers has been partly accomplished: Every matchmaker suitable
for SAWSDL might be applied for the non-RDF part of the matchmaking process. However, it is
not possible to choose a matchmaker for a certain part of a query or to configure it. Regarding the
proof of concept implementation, the matchmaker needs to handle the given DoM thresholds (cp.
Section 4.3.4).
Unified query syntax for different service formalisms has not been regarded. Only SAWSDL (based on
WSDL 1.1 or 2.0) is a valid service formalism for this solution.
Handling of different registry standards has not been regarded.
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Table 4.1: Comparison of Registry Standards ebXML and UDDI (cp. [54, 239])
Category/Feature ebXML Registry 3.0 UDDI 3.0
Service description standards WSDL 1.1 WSDL 1.1
Registry YES YES
Repository YES NO
Object-oriented information model and API YES NO
Extensible information model YES NO
User-defined queries YES NO
SQL query syntax YES NO
XML query syntax YES YES
JAXR API YES YES
As it can be seen, not all the requirements discussed in Section 4.2 have been fulfilled by the work
presented here. This can be traced back to the lightweight approach conducted. As we will see in the
next section, the usage of different service formalisms makes it necessary to define a common model
for services. The same applies to the integration of different matchmakers. In contrast, the solution
presented here has shown how it is possible to integrate SPARQL into a UDDI-based service registry using
official W3C recommendations. However, this leads to queries which are not clearly arranged – as it can
be seen from Listings D.6 and D.7, it is necessary to define a large number of different statements in order
to address a single service component, which is not very user-friendly.
Another aspect worth discussing is the applied service registry standard. Even though UDDI has drawn
great attention especially from the research community, it suffers from some major drawbacks, making
it difficult to use it as a starting point for an advanced query formalism applied in SWS discovery. A
comparison of some major features provided by ebXML Registry and UDDI, which are important for the
selection of a registry standard, are shown in Table 4.1. For an exhaustive enumeration of the features of
both registry standards, the reader is referred to [54, 239].
First of all, it has to be mentioned that both registry standards only support WSDL 1.1-based service
descriptions. Hence, it was necessary to introduce a mapping from WSDL 1.1 to 2.0 in the UDDI solution
presented above. Second, UDDI provides by default only a registry, where metadata about artifacts are
stored. The actual artifacts (e.g., WSDL) are not stored in UDDI. Instead, references to these artifacts are
published in the registry. Nevertheless, a repository can be used in addition to UDDI for the management
of the artifacts. In contrast to UDDI, the ebXML Registry provides both, a registry and a corresponding
repository. Hence, besides the metadata, also the artifacts themselves are published in ebXML. Third,
UDDI makes use of a relatively flat data model, which cannot be extended, whereas ebXML Registry
offers an object-oriented and extensible information model and API. Fourth, both registries can be used
by utilizing the Java API for XML Registries (JAXR), which provides a uniform way for communicating
with a registry. Finally, concerning the search facilities of both registries, ebXML has enhanced querying
capabilities by providing SQL support and user-defined queries in comparison to UDDI, which is only able
to process XML-based queries. Regarding the integration of an advanced query formalism into a service
registry, this is a major point. All things considered, UDDI only offers a subset of the features provided by
ebXML Registry [54, 239], and therefore, ebXML has been chosen for the approach presented in the next
section.
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4.4 A Unified Querying Formalism for Semantic Web Services
Following the findings from Sections 4.2 and 4.3.6, an advanced approach to query formulation based on
an existing language has been designed, developed, and implemented for ebXML Registry. This section
presents the conceptual design of the querying approach (Section 4.4.1), the enhancement of SPARQL in
SWS2QL based on this approach (Section 4.4.2), the conceptual integration into ebXML Registry (Sec-
tion 4.4.3), and the implementation of the overall framework (Section 4.4.4).
4.4.1 Design of a Unified Querying Formalism for Semantic Web Services
In addition to the requirements addressed in Section 4.2, which focus on the capabilities and integration
of a querying approach for SWS, the query language itself has to fulfill different criteria [1, 38]:
Expressive power: Concerning the expressiveness, a subset of the requirements, which have been often
used in the context of RDF query languages, can also be adapted to other query languages [38].
This subset comprises:
• An appropriate, but also powerful expression syntax for navigating the component hierar-
chies, which are contained in the data.
• Functionality for querying the components and their attributes.
• Support for data types and a comparison of values.
• Capability to deal with optional parameters.
Schema awareness: A query language should be schema-aware, i.e., aware of the data model, a query is
referred to. When queries are defined, this allows for the exploitation of the underlying schema for
different purposes, e.g., for type checking or optimization. In addition, this structure consciousness
is closely tight with the awareness of the underlying semantics and the requirement for expressive
power.
Semantics: Direct consequences of imprecise semantics are ambiguity and misunderstandings. Therefore,
a formal description of the semantics of the query formalism is required.
Program manipulation: In order to allow for a manipulation (e.g., translation) of queries, the query
language has to be machine-processable, i.e., the query language, with respect to syntax and se-
mantics, must be simple enough and unambiguous to permit an automated processing of a query.
However, a trade-off exists between user-friendliness and simple parsing, which also has to be
considered. In doing so, a simple and convenient structure has to be established while avoiding
redundancy and sustaining readability.
Compositionality: This requirement addresses the decomposition potential of queries, so that larger
queries can be split into a number of smaller queries. For this, the query language must permit
to reuse the output of one query as the input of another query.
These requirements show that it is necessary to address two different aspects in order to enable a query
formalism for SWS: First, the requirement for schema awareness shows the necessity to provide a data
model the queries will be based on. Second, the query language itself has to be modeled in terms of
its syntax, semantics, and expressive power in general. Compositionality is not explicitly regarded in the
solution at hand, but could be addressed in further versions in order to optimize queries.
The solution at hand (cp. Section 4.4.2) exploits SPARQL as foundation for a sophisticated SWS query
formalism. Hence, a number of the abovementioned criteria is to some extent adopted from SPARQL,
especially the expressive power. Nevertheless, the expressive power of SWS2QL is different from SPARQL,
as both address different data models – accordingly, we will highlight the corresponding characteristics
of SWS2QL.
In the following, we will present the both models which provide the foundation of SWS2QL: The data
model and the abstract query model.


































Figure 4.5: Abstract Data Model for Services
A data model for SWS queries describes the components of a service as well as their properties and
relationships to other service components. In Chapter 3, ATSM has been introduced, which is a common
model for SAWSDL and OWL-S (cp. Appendix A.1.3). Hence, it already comprises the most important
service components applied in service discovery but is restricted to those components usually needed in
matchmaking. For its usage as foundation for query formulation, it needs to be slightly enhanced:
First of all, service requests are often stated by specifying a description of the “perfect” service example
(cp. Section 4.1). In general, the creation of such a query by example will be probably restricted to
more sophisticated service requesters. Nevertheless, the opportunity to specify an already known service
in order to search for similar services (e.g., as a substitute for a given service) has to be considered
within the query model. Therefore, the ServiceBinding component is also adopted into the model in
order to be able to specify the access URI of the respective service. Furthermore, a service requester may
also be interested in services offered by a specific service provider. This information is also provided by
common registry standards. Therefore, the data model also incorporates a Provider component, even
though it is not part of the ATSM service description. Furthermore, the structure of input and output
parameters in ATSM and the data model at hand differs slightly. While in ATSM we differentiate between
inputs/outputs (respectively message references, cp. Appendix A.1.3), for SWS2QL, input and output
parameters are direct subelements of an operation. As the research community is still debating about
a common format for preconditions and effects in SWS formalisms like, e.g., SAWSDL and OWL-S, we
consider these elements in our abstract data model for services. However, we do not define any attributes
for these service components.
Figure 4.5 shows an overview of the resulting service model. In general, the data model makes no
claim to be complete, but aims at providing a self-contained, lean data model or schema capturing the
most relevant information of a service, which can be individually customized. This data model is applied
as an example and could be replaced by another model; of course, this would make it necessary to change
the applied query syntax (see below).





Figure 4.6: Overview of Query Types
Based on the data model provided, it is possible to define an abstract model for queries, which provides
the foundation to exploit and enhance an existing query syntax. In general, queries based on common
query languages (e.g., SQL or SPARQL) encompass different sections (or components), which can be sum-
marized to a result parameter component, a query statement component, and a component to specify
solution modifiers for altering the respective result set [39]. Regarding SPARQL, these different compo-
nents would be a pattern matching part, solution modifiers, and output. The latter is the specification
of the variables of interest [39]. Since the first and the last component both refer to the results of a
query, the enumeration can be shortened to a query statement component and a result component. The
structure of both parts is discussed in the following.
Before elaborating on the semantics of the query statement component, it is necessary to address
common use cases with respect to query types in order to derive a generic query statement structure.
For this, four basic query types are used, which are derived from the discussion of common approaches
to query formulation in Sections 2.3.1 and 4.1. The query types are depicted in Figure 4.6. The first
two query types are subtypes of syntactic, keyword-based approaches, while the last two types represent
semantic-based approaches. In detail, wildcard search allows the user to define single terms as well
as placeholders, while table-based search additionally permits to state attribute-value pairs [127]. The
fullservice approach is used to refer to a complete service description representing the service request, i.e.
a “query by example”, while the lightservice approach allows for the specification of arbitrary excerpts of a
complete service description according to the needs of a service requester. For example, a fullservice query
can be established by specifying the access URI of a service, so that the corresponding service description
can be retrieved. In contrast, a lightservice query can be used to specify the properties of arbitrary
elements like single interfaces or single operations combined with the input and output parameters a
service offer has to provide.
As already mentioned in Section 4.2, a flexible query mechanism should also address the dynamic
selection of different matchmakers controlled by the service requester, so that appropriate matchmakers
can be applied for specific matching purposes. In doing so, the support for a comparison of values is
enhanced or rather generalized, which increases the expressive power of the query language (see above).
Within the work at hand, the four query types are used to exemplarily refer to different matchmakers.
For example, in order to process the information based on one of the keyword-based approaches, the
default registry capabilities could be applied, while the semantic-based approaches could be directed to
a custom semantic matchmaker. Of course, it is also possible to integrate other matchmakers into the
service registry and therefore reference in a query.
In order to be able to associate the respective statements of a query to their corresponding matchmak-
ers, query sections are introduced representing an instance of a specific query type. Besides the definition
of multiple query sections referring to different query types within a service request, also the combina-
tion (e.g., conjunction, inclusive or exclusive disjunction) of these sections needs to be addressed within
a query. For this, query sections have to be organized in some structure, i.e., a global query container,
indicating the type of combination. The capabilities of query sections address the requirement of compo-
sitionality (see above) of a query language, since single query sections can be specified or several query
sections can be combined to a complex query construct.








Figure 4.7: Abstract Query Model
In general, the actual query parameters are specified within a query in terms of query statements using
the respective query syntax and commonly refer to specific attributes of a component of the underlying
data model, which also addresses the expressive power of a query language. In general, the values of
properties can be expressed using arbitrary data types. Nevertheless, a specific data type needs to be
defined for each property in order to establish a machine-processable request.
In addition to the criteria of the request, the result parameters and the properties of the result set need
to be specified within a query. The result parameters specify the desired objects to be returned and the
properties may refer to different aspects of the result set (e.g., the maximum number of results, sorting
criteria). Both parts can be defined within the result section. Based on the components of a unified
service query, an abstract query model is introduced, which serves as a blueprint for service queries: Its
overall structure has been defined as depicted in Figure 4.7. Basically, service queries based on the model
comprise a global query container and a result section. The global query container may either contain
further query containers or query sections. In the latter case, the query sections are interconnected using
a single combination type (AND, OR, XOR) defined in the global query container, whereas in the first case, a
nested structure of query containers is established in order to organize the query sections using arbitrary
combination types.
Within a query section, an arbitrary number of elements of any type can be stated representing the
arguments of a query. Regarding the combination of the query elements within a single query section, a
conjunction (i.e., AND) is assumed for two reasons: On the one hand, a query section can be considered
as a semantic unit, where all elements belong to the same parent element (e.g., all input and output
parameters defined within a query section belong to the same operation), and on the other hand, the
introduction of additional combination types within a single query section would increase complexity
and is therefore not very user-friendly.
In general, thresholds are defined in order to narrow the potential result set (cp. Section 4.2). This
can be achieved by a service requester by prescribing a minimum level of similarity with respect to the
properties or even the whole service offer. For this, the opportunity to define similarity thresholds is
introduced for both, i.e., each element within a query section, as well as for the whole service. The
actual determination of similarities is accomplished by the responsible matchmaker and thus, the data
type of the threshold value depends on the selected matchmaker. Therefore, threshold values are not
restricted to numerical values but can also be expressed in terms of text-based constants. This allows
for the utilization of similarity functions from the field of IR to determine the syntax-based similarity of
terms as well as the application of reasoning techniques by specifying DoM values [125, 211].
Concerning the result section, an arbitrary number of attributes can be specified, which refer to the
desired result parameters to be returned. In addition, properties of the result set can be defined within
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this section (e.g., a descending or ascending order of the results with respect to some attribute of the
result set).
Besides the result set modifiers, the attributes which should be contained within the result set are also
defined (e.g., the name of the service or the provider name). One of these attributes can also be used as
sorting criterion by specifying its ID as the value of an orderBy attribute. The abstract query model is
defined using an XSD document, which is presented in Appendix D.2.
4.4.2 From an Abstract Query Model to SWS2QL
Within this section, the SWS Structured Query Language (SWS2QL) is presented. Basically, SWS2QL
represents an enhancement of a common query syntax, namely SPARQL, on the basis of the data and
query model presented above. Apart from the reasons to apply SPARQL as query language in SWS
discovery already presented in Section 4.3.1, it also provides a much more user-friendly approach to
query formulation in comparison to the ebXML Registry SQL-query syntax as well as the SPARQL queries
based on the official W3C mapping from WSDL to RDF (cp. Section 4.3 and Appendix D.1). By reusing
a common query syntax, the requirement for program manipulation of query languages has been met
(cp. Section 4.4.1), but potential enhancements of the query language must also conform to the SPARQL
grammar to maintain program manipulation. Concerning the enhancements of SPARQL, the following
requirements are addressed in addition to the requirements for an SWS query language already outlined
in Sections 4.2 and 4.4.1:
• Compatibility with the existing SPARQL grammar.
• Reuse of existing extension principles.
• Minimization of the amount and complexity of further rules.
First of all, in order to specify SWS2QL queries, the SELECT form of SPARQL queries is utilized, since data
of a Web service description should be returned to a service requester, instead of a solution graph or a
boolean value. According to the query structure presented in Figure 4.7, an SWS2QL query must have
means to define querySection elements and a resultSection. The latter is accomplished by specifying
variables after the SELECT keyword to define the result parameters and by using the solution modifiers
provided by SPARQL to set constraints on the result set. Regarding query sections and their assignment to
different matchmakers in accordance with the abstract query model, a special graph pattern of SPARQL,
the RDF Dataset Graph Pattern, is utilized, which per se facilitates the grouping of triple patterns to be
matched against a specific, named RDF graph (cp. [215] and Appendix A.3). This normally allows for the
matching of different parts of a query against different graphs [118]. Since RDF-based service descriptions
are not considered within the approach at hand, the specification of a named RDF graph using the RDF
Dataset Graph Pattern is utilized to assign the associated query section to a specific matchmaker. Thus,
multiple matchmakers can be stated within a query, each processing its assigned part of the service
request. Here, the concept of default and named graphs is applied [215] (cp. Appendix A.4). For this, four
specific predicates in accordance to the abovementioned query types, i.e., fullservice, lightservice,
wildcard, and table, are introduced for named graphs. The value of a new predicate denotes a specific
matchmaker of the query type represented by the predicate. In general, the RDF Dataset Graph Pattern
is applied by specifying the GRAPH keyword of the SPARQL grammar, which can either refer to an IRI of
a graph or to a variable ranging over the IRIs of all named graphs of the query’s RDF dataset. Outside
the query section embraced by the GRAPH keyword, RDF triple patterns are matched against the default
graph [118, 215].
Although, SPARQL and the presented abstract query model allow for an arbitrary combination of graph
patterns or query sections, SWS2QL is restricted in the following to at most one conjunction of two query
sections for clarity. Furthermore, it is assumed that in case of a conjunction, a syntactic query type is
combined with a semantic query type, which is most likely to be applied in practice. However, depending
on the matchmakers supported by a registry, SWS2QL can also be enhanced with further query and
combination types. Admittedly, a service requester has to be aware of the supported query types. In
contrast, the supported matchmakers do not have to be necessarily known by a service requester. In
this case, a default value can be specified for the query type predicates indicating the application of the
default matchmaker.
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Listing 4.1: Example SWS2QL Query (Excerpt)
1 SELECT ?service
2 WHERE {
3 ?table aqm:table DEFAULT .
4 GRAPH ?table {
5 ?service rdf:type atsm:service .
6 ?service atsm:hasname ’’weather forecast’’ .
7 } ...
Within the query sections of SWS2QL queries, the properties of the components of the desired service
are specified in terms of RDF triples. An excerpt of a simple, table-based SWS2QL query is shown in
Listing 4.1. Prefix definitions are skipped for ease of reading. In order to permit imprecise matching and
to integrate similarity thresholds into an SWS2QL query, a specific extension function is introduced, which
can be used within SPARQL FILTER expressions. Generally, the opportunity to make use of extension
functions is inherently provided by the SPARQL grammar and has also been proposed by Kiefer et al.
[125] for the integration of imprecise matching capabilities into SPARQL (cp. Section 4.5).
Listing 4.2: Extension Function for Determining DoM Values in SWS2QL
xsd:boolean sws2ql:dom(IRI offURL, IRI reqURL, simple literal dom)
In SWS2QL, the extension function for the integration of semantic references is defined as shown in
Listing 4.2. Basically, this function takes into account two URLs and a DoM value, which can either be
text-based or numerical. Depending on the type of matchmaker associated with the surrounding query
section of the extension function, the semantics of the URLs change. In case of a lightservice query, the
URLs represent semantic references pointing to OWL DL-based concepts of a specific component within
the service offer and the service request. Both are to be compared with the specified DoM value in mind.
If the extension function is specified within a fullservice query section, the URLs refer to the access URIs
of the service offer and the query by example service and are used by a fullservice matchmaker to identify
two services. In general, the DoM value can either be one of the predefined DoM constants or a numerical
representation of the requested degree of similarity.
In detail, the first argument of the extension function is given by the respective variable of an RDF
triple, which is matched against all service offers, and the second argument is specified by the service
requester in order to state the desired OWL DL-based concept for a specific property or to reference the
example service to retrieve similar services.
Based on the different threshold values, a matchmaker is able to determine the matching services for
a specific query section. Although, weights could be introduced for the several parts of a service within a
single query section, this would raise the modeling effort and complexity. Thus, the computation of a total
similarity value for the services resulting from a single query section is left to the respective matchmaker
within SWS2QL. However, a service requester must have means to obtain the total similarity value of a
specific query section in order to specify global similarity thresholds. As already stated by Kiefer et al.
[125], the application of extension functions does not permit to assign similarity scores to variables, so
that similarity values cannot be reused within other query statements, e.g., for the weighted aggregation
of the results. However, assigning similarity values to variables can be achieved within SWS2QL through
the application of the GRAPH keyword.
Listing 4.3: Property Function to Retrieve Total Similarity Scores in SWS2QL
Var1 sws2ql:sim (IRI graph)
In order to obtain the total similarity value from a matchmaker, the virtual triple approach as proposed
by Kiefer et al. [125] is used (cp. Section 4.5). In doing so, the property function depicted in Listing 4.3
is introduced. This function takes into account one argument, the object value of the RDF triple, repre-
senting the IRI of the graph assigned to a specific query section. The global similarity value computed
by the matchmaker associated with the query section is then returned by the function and assigned to
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the subject variable. For the weighted aggregation of the results of all query sections, a similar property
function to the one proposed by Kiefer et al. could be used. However, as already mentioned, SWS2QL is
restricted to at most one conjunction of a semantic-based query type and a syntactic query type.
Listing 4.4: Extension Function for the Definition of Global Thresholds in SWS2QL
xsd:boolean sws2ql:thold(Var1 sim, simple literal thold)
In addition, it is assumed that no fuzzy keyword-based search is performed, i.e., no text-based similarity
measures are applied. Nevertheless, a standard FILTER function provided by SPARQL can be applied to
perform a substring matching. In doing so, the corresponding parameter value of a service offer only
has to contain the specified keyword, i.e., the keyword can be part of a larger string, but the parameter
value does not have to match the keyword exactly. Since no fuzzy keyword-search is contained within
the query, no aggregation function has to be applied for the results of the semantic-based query section
and the keyword-based query section. Instead, a service offer must contain the parameters defined in the
keyword-based query section and, at the same time, adhere to the arguments and their given threshold
values specified within the semantic-based query section. Nevertheless, to be able to specify a global
similarity threshold for the total similarity value resulting from a semantic-based query section, a service
requester can make use of the new extension function depicted in Listing 4.4. The function takes into
account a variable holding the total similarity score of a specific query section and a numerical or text-
based value specifying the requested minimum degree of similarity. All services with a total similarity at
least as high as the similarity threshold are returned to the service requester.
Listing 4.5: SWS2QL Query (Example)
1SELECT ?service
2WHERE {
3?lightservice aqm:lightservice MM2 .
4GRAPH ?lightservice {
5?service rdf:type atsm:service .
6?service atsm:hasInterface ?interface .
7?interface atsm:hasOperation ?operation .
8?operation atsm:hasInput ?input .
9?operation atsm:hasOutput ?output .
10?input atsm:hasParameter ?inconcept .






17?table aqm:table DEFAULT .
18GRAPH ?table {
19?service rdf:type atsm:service .
20?service atsm:hasInterface ?interface .
21?interface atsm:hasOperation ?operation .






28ORDER BY DESC ?similarity
29LIMIT 20
Listing 4.5 shows an example SWS2QL query. This example combines a lightservice query (Lines 3–
16) with a table-based query (Lines 17–24). Regarding the former, Line 3 defines the named graph
as described above. In this example, a named graph “lightservice” is defined and the matchmaker
MM2 is applied to it. The query statement itself (Lines 5–11) follows the ATSM specification as pre-
sented in Appendix A.1.3. In Lines 12–15, two filters are applied which define the parameter con-
straints as presented in Listing 4.2. In this example, the service offer’s input parameter needs to
reference “http://www.example.com/geography.owl#location” or be one of its subconcepts (indi-
cated by the DoM “SUB”). Accordingly, the service offer’s output parameter needs to reference “http:
//www.example.com/weather.owl#temperature”, as the corresponding DoM is “EXACT”. In this exam-
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ple, we make use of the subsumption relationships from Section 3.2.1 and the matchmaker MM2. However,
the filter could also specify a numerical value – in this case, another matchmaker would have to be ap-
plied.
The table-based query statement is also defined by specifying an accordingly named graph (Line 17).
Here, the filter (Line 23) makes use of the standard regex regular expression which defines that the given
argument (here: “forecast”) needs to be contained in the parameter’s textual description (here: name of
the operation) [215].
The property function in Line 25 is used to retain the total similarity value for a service computed
by the respective matchmaker. For this, the property function defined in Listing 4.3 is used. In order
to specify a global similarity threshold value for the service offers, the extension function defined in
Listing 4.4 is applied (Line 26). So, in the example at hand, the overall similarity needs to be larger than
“0.5”. Accordingly, the matchmaker MM2 needs to be able to handle subsumption relationships for single
parameters and compute a numerical similarity. In the work at hand, this is done using LOG4SWS.KOM.
Finally, solution modifiers are defined in Lines 28 and 29 to display the results in descending order and
to restrict the number of results to 20.
4.4.3 Integrating SWS2QL into ebXML
As the approach presented in this section is more advanced than the one presented in Section 4.3, the
integration of the new query formalism is more complex. SWS2QL comprises several components, which
have to be integrated into the registry standard (here: ebXML Registry; cp. Section 4.3.6). Although
the integration approach is per se independent from a particular ebXML Registry implementation, the
chosen framework freebXML influences some parts of the integration approach. If this is the case, it will
be explicitly stated in the following. The components are:
SWS descriptions need to be integrated into ebXML Registry in order to make them available for search-
ing and invocation. Although the querying approach presented above does not depend on a specific
SWS formalism, SAWSDL has been used in the proof of concept implementation. The integration
of other SWS formalisms can be conducted in a similar way. In accordance with the querying
approach, a SAWSDL/WSDL-based service description is published in two different ways: The
standard publication mechanism is applied for the native WSDL parts of the service description
while an enhanced publication mechanism is used in order to map SAWSDL to ATSM, which is the
desired formalism for matchmaking and querying with SWS2QL. The mapping to ATSM is hidden
from the user.
SWS2QL is integrated into ebXML Registry by making use of the already available query format, i.e., the
SQL search interface. A mapping between SWS2QL and SQL is conducted on client-side, while the
actual processing of the queries is performed on registry-side.
Matchmaking facilities need to be integrated in order to make use of distinct matchmakers from
within SWS2QL queries. Since ATSM, which is the SWS formalism of LOG4SWS.KOM and
COV4SWS.KOM, is integrated into ebXML Registry, it is possible to reuse the matchmakers pre-
sented in Chapter 3. However, the matchmakers still need to be integrated into the service registry.
Here, LOG4SWS.KOM is applied as proof of concept but could be easily exchanged by other match-
makers, which are able to handle ATSM. This is facilitated by providing a standard interface for the
integration of matchmakers into ebXML Registry (cp. Appendix D.2.3).
This way, the registry is able to provide semantic matching capabilities, which makes it necessary to ad-
dress the handling of ontologies. Newly published service descriptions could reference semantic concepts
from previously unknown ontologies, requiring the integration of new ontologies into the registry. As it
was mentioned in Chapter 3, reasoning over semantic concepts and their classification are very expensive
processes, which was therefore addressed by incorporating caches. In this approach, we go one step fur-
ther and integrate a semantic reasoning engine in conjunction with an ontology knowledge base into the
service registry. If a query is enhanced with semantic information, the syntax-based part can be directed
to the standard search facilities provided by a registry and the additional semantic information can be
directed to semantic matchmakers to allow for reasoning support. In the following, the three different
integration steps will be presented.
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Figure 4.8: Mapping SWS Information to the ebXML RIM
In order to be able to retrieve SWS descriptions, they have to be published in the registry. Since common
registry standards are not able to cope with SWS descriptions by default, an appropriate concept for their
integration is required. In the solution at hand, this integration is based on ATSM:
It is assumed that SWS description formats are transformed into ATSM documents and that the cor-
responding WSDL information of the respective SWS description format is published in the usual way,
i.e., the standard publication mechanism provided by the respective registry is utilized. The retrieval of
an associated WSDL file can be achieved automatically, since the WSDL file information is represented
(in SAWSDL) by an SWS description. In order to store the ATSM documents within a registry, existing
approaches for the integration of external description documents into registries can be applied. In case
of a UDDI registry, external description documents can be referenced using tModels (cp. Section 4.3.3).
Concerning ebXML Registry, the ATSM documents can be stored as extrinsic objects, i.e., the same way
WSDL documents are stored (cp. Figure 4.8 and Appendix A.2.2). But in contrast to a WSDL file, no
mapping of ATSM information to further ebXML Registry Information Model (RIM) classes is necessary.
In doing so, SWS descriptions are transformed to ATSM representations which are stored in the registry,
and the corresponding WSDL information is published in the usual way.
Before elaborating on the details of the publication process, the necessary changes and preparations
with respect to the registry implementation and configuration are addressed. Since a registry must have
means to distinguish SAWSDL-based documents, which are used for the proof of concept implementation
for the description of service offers, from standard WSDL-based service descriptions, a new classification
node “SAWSDL” has to be created in the registry. In addition, an “ATSM” classification node has to be
created for the classification of the ATSM representations. Depending on the type of content (e.g., WSDL),
an associated cataloging service, which extracts the required information from submitted documents,
is normally invoked on publication time. The information is then mapped to instances of the ebXML
RIM representing the content’s metadata, while the actual content is stored within the repository (cp.
Appendix A.2.2). Instead of the documents themselves, references to external content descriptions can
be submitted to the registry, too. In this case, the content is not stored within the repository. The registry
then only stores the metadata and a link to the external content.


























Figure 4.9: Publication in Enhanced ebXML-based Service Registry
A detailed description of the publication process of SAWSDL-based documents in freebXML is presented
in the following. The major steps of the process are depicted in Figure 4.9. Basically, the ebXML Registry
standard provides support for WSDL 1.1 service descriptions. Hence, SAWSDL (WSDL 1.1) documents
which are stored on an external Web server, are submitted to the registry as “ExternalLink” objects and
classified with the new object type “SAWSDL”. Subsequently, the LifeCycleManager of the registry is in-
voked, which calls the appropriate cataloging service associated with the “SAWSDL” object type. For this
purpose, a new cataloging service, the SWSCataloger, has been developed. On invocation, the SWS-
Cataloger first makes a call to the WSDL 1.1 cataloging service of freebXML, which performs a normal
publication of the WSDL information contained in the SAWSDL document. Afterwards, the SAWSDL
document is retrieved from the external server and transformed into its ATSM representation. Since the
utilized ATSM parser implementation is only able to cope with SAWSDL documents, which are based
on WSDL 2.0, the SAWSDL documents are transformed into (SA)WSDL 2.0 documents using the XSLT
stylesheet presented in Appendix A.1.2. Since the resulting ATSM service object cannot be directly stored,
it is serialized into a temporary XML file using the Java Architecture for XML Binding (JAXB) 2.02. This
file can then be stored within the registry as an extrinsic object. Finally, the published WSDL information
has to be associated with the ATSM representation of the SWS. For this, ebXML provides the ability to
relate two objects using arbitrary relationship types. Within the prototypical implementation, a “con-
tains” relationship is used to associate service RIM objects with their corresponding ATSM representation.
The resulting registry and repository objects created by both cataloging services are then passed to the
LifeCycleManager, which submits the content to the relational database of the service registry.
Integration of SWS2QL
Possible integration approaches for SWS2QL into freebXML are restricted by JAXR, which serves, amongst
other functionalities, as query interface for freebXML. However, both JAXR and the registry support SQL.
2 http://jaxb.dev.java.net/

































Figure 4.10: Discovery in Enhanced ebXML-based Service Registry
Here, native SQL is intended to be executed against the table of the relational database system, which
provides the data management in the registry. Hence, we enhance the usually applied SQL queries by
providing a native and an enhanced part. The latter refers to the semantic information defined in an
SWS2QL query. The keyword-based query sections of SWS2QL are mapped to the native part, while the
enhanced part is used to represent the service description-based parts of SWS2QL. A transformation of
SWS2QL queries to enhanced SQL queries is accomplished on client-side, while the actual processing of
the queries is performed on registry-side. The structure of the SQL enhancement as well as the structure
of the SQL query statements are presented in Appendix D.2.
Concerning the mapping of a service description-based query section of an SWS2QL query to the
corresponding SQL query statement as part of the SQL enhancement, each FILTER statement within
the SWS2QL query is represented by a parameter within the SQL query statement. Furthermore, each
parameter itself comprises the required attributes of the respective FILTER statement and if necessary,
the service component level, the parameter is referred to. In addition, a final parameter is added to the
SQL query statement specifying the desired matchmaker (e.g., LOG4SWS.KOM). The actual processing
of the enhanced SQL queries is performed on registry-side and presented in the next section.
Integration of a Matchmaker
The retrieval process in the enhanced service registry is depicted in Figure 4.10. First of all, an SWS2QL
query is created by a service requester. On client-side, the SWS2QL query is transformed into an en-
hanced SQL query, which is submitted to the Query Manager of the registry using JAXR. Afterwards, the
native part of the SQL query is processed by the standard SQL Query Processor provided by the registry.
Subsequently, the result set of the native SQL query and the extension of the native SQL query string
specifying the semantic parts of the query are passed to the desired matchmaker stated within the re-
quest. For the prototypical implementation, LOG4SWS.KOM (Variant 2c) has been applied. Details of the
required matchmaker interface are presented in Appendix D.2.3.
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The matchmaker queries the registry using the SQL query processor in order to retrieve the required
ATSM descriptions for each service within the result set of the native SQL query. In case of a fullservice
query, a matchmaker must eventually retrieve the description of the example service from an external
server, if the description is not already contained in the registry. Afterwards, the matchmaker processes
the ATSM service descriptions according to its specific matchmaking algorithm and the query parameters
contained within the SQL extension. Subsequently, the matchmaker may alter the primary result set and
may return additional information for each service object in the final result set using a response slot list
provided by freebXML, which is part of the result object. Finally, the result is sent back to the ebXML
client.
4.4.4 Implementation Overview
For the actual implementation, freebXML 3.1 was used and enhanced. freebXML is an open source ref-
erence implementation of the OASIS ebXML registry standards [85, 86]. freebXML is made up from a
registry, where metadata about artifacts can be published, and a repository, where the actual artifacts
are stored. In general, an ebXML registry may implement different profiles, i.e., provide functional en-
hancements for a specific type of content. Concerning profiles, freebXML implements, among others,
the ebXML Registry profile for Web Services [191], which allows for the publication, management and re-
trieval of WSDL 1.1-based service descriptions. A comprehensive presentation of the freebXML registry
architecture is given at the project’s Web page3.
The following major components have been altered or added in order to implement the integration as
presented in the last section: First of all, a new cataloging service has been developed for the publica-
tion of SAWSDL-based documents within freebXML. For the integration of SWS2QL, a separate freebXML
client has been developed and the query manager implementation of freebXML has been modified. For
the actual matchmaking process, it was necessary to integrate a reasoning engine into the registry. In
LOG4SWS.KOM, which is the applied matchmaker, a Semantic Handler provides an interface to the rea-
soner as well as to the OWL knowledge base (cp. Figure 3.5). An instance of this handler has been
integrated into the RepositoryManagerFactory, which represents a permanent and unique instance within
the freebXML registry, so that the handler and the corresponding OWL knowledge base can be initialized
once upon registry startup.
4.4.5 Discussion
If comparing the six requirements defined in Section 4.2 with the work presented in this section, we can
make the following statements:
Combination of syntactic and semantic search has been accomplished through the usage of SWS2QL and
its integration into ebXML, and the applicability and integration of different matchmakers.
Reuse has been accomplished through the usage of SPARQL-based SWS2QL, which can be easily trans-
ferred to other service frameworks.
Ranges have been accomplished through the definition of thresholds in SWS2QL.
Flexible handling of different matchmakers has been accomplished: Every matchmaker implementing
the interface presented in Appendix D.2.3 might be applied.
Unified query syntax has been regarded through the application of an abstract service data model and
an abstract query model.
Handling of different registry standards has been regarded: Even though the proof of concept implemen-
tation has been conducted for ebXML registries, the abstract models as well as SWS2QL might be
integrated in UDDI or proprietary registries, too.
3 http://ebxmlrr.sourceforge.net/
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In summary, SWS2QL represents a unified query language for the retrieval of SWS and addresses the
shortcomings of other querying approaches. First of all, SWS2QL provides an advanced and at the same
time very flexible querying approach, since it is based on a lightweight content model and generic query
structure, which can be easily customized to the individual needs of a service requester. In contrast to
other approaches, SWS2QL does not force service requesters to express their service requests by speci-
fying a query by example service description (e.g., [170, 260]). Instead, service requesters are allowed
to describe only those parts of a service they are really interested in. Second, text-based and seman-
tic criteria can be combined within a query, while providing imprecise matching capabilities in terms of
similarity thresholds, and text-based DoM values referring to the similarity of semantic concepts, which
are not considered within other retrieval approaches (e.g., [64, 113, 123]). In order to facilitate user
acceptance, SWS2QL makes use of an existing query syntax, namely SPARQL, or rather of an enhance-
ment of SPARQL, which is compatible to the existing SPARQL grammar. Although, some individual query
languages designed for specific purposes meet the respective requirements (e.g., [211]), users have to
get familiar with the syntax and structure before being able to submit service requests. Finally, SWS2QL
does not depend on specific standards, and thus, can be applied to different service description formats,
registry standards and matchmaker implementations. For this, a mapping of common service formalisms
(i.e., SAWSDL and OWL-S) to a common description format, namely ATSM, is provided, which can be
easily enhanced for the integration of further service description standards into service registries. Fur-
thermore, different matchmakers can be specified within a single query in order to account for the specific
properties of the service components. Hence, the expressive power of SPARQL is enhanced, since an arbi-
trary comparison of values is enabled. Although, some approaches also consider the selection of different
matchmakers on runtime, this selection cannot be dynamically controlled by a service requester (e.g.,
[64]).
4.5 Related Work
Similar to service matchmaking, the integration of SWS descriptions in service registries has been exam-
ined from the very beginning of SWS research. However, surprisingly little effort has been put into the
deployment of alternatives to keyword- and query by example-based query formulation. In the following,
a brief overview of service integration approaches into registries will be given. Afterwards, the usage
of query languages in SWS research will be examined. The section closes with an overview of these
approaches and a comparison with the work at hand.
4.5.1 Integration of Semantic Information Into Service Registries
In another seminal work of Paolucci et al., the authors present the integration of DAML-S profiles in UDDI
[200]. The authors propose the mapping of a service profile to UDDI records. If there is no counterpart
of a particular profile parameter, a custom-built tModel representing it is generated. For each attribute
within the DAML-S profile, a specific UDDI tModel is defined and stored as part of a business service
record. Thus, semantic information can be directly accessed by a business service instance. In addition,
the DAML-S tModel is defined, which indicates that a given service has a semantic DAML-S description
and specifies the URI of the service. A mapping of a DAML-S service grounding to the corresponding
binding template is not addressed by the authors.
Besides the DAML-S/UDDI mapping, an external matchmaker architecture is suggested by the authors,
which uses DAML ontologies publicly available on the Web for semantic capability matching. The match-
maker described in more detail in Section 3.5 is enhanced by considering preconditions and effects. When
service advertisements described by DAML-S profiles are published in UDDI, a UDDI service description is
constructed in the UDDI registry, which is associated with the corresponding DAML-S capability descrip-
tion stored in the advertisements database as part of the DAML-S matchmaker architecture. Hence, it is
possible to search for services using both, UDDI keyword-based search and the capability matching en-
gine, if requests are specified in the DAML-S format. As result of a matching process, the advertisements
and the respective UDDI service records are returned to the requester [200].
Another early approach has been proposed by Akkiraju et al. [5]. Regarding the integration of semantic
information using tModels, this work is based on the work presented in [200]. However, while Paolucci
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et al. provide an external matchmaker for DAML-S, Akkiraju et al. integrate the matching within the UDDI
registry. Therefore, UDDI’s find_service API is altered so that requests can be enriched with a number
of semantically described inputs and outputs. Furthermore, the authors provide an extended matching
engine which also allows for inexact matching, i.e., which considers two properties as a match even if
only a close relationship between them can be inferred from the respective ontology.
The work of Srinivasan et al. is also based on the work of Paolucci et al. [234]. Here, the authors follow
a similar approach for the integration of OWL-S profiles in UDDI. Regarding the deployed matchmaking
approach, all known ontology concepts are annotated with a particular DoM at publication time, i.e.,
for each semantic concept in a new service advertisement, the DoM with all available ontology concepts
is computed. This course of action accelerates the actual matchmaking process and can be observed in
many of the following approaches.
The work presented by Sivashanmugam et al. primarily focuses on a lightweight integration of semantic
annotations in WSDL [231]. This approach has later been picked up in WSDL-S (which has been initiated
by the same research team) and SAWSDL. Semantic concepts are referenced by annotating dedicated
WSDL elements with corresponding URIs pointing to DAML+OIL ontologies. Apart from this, the authors
also provide an approach to integrate the semantically annotated WSDLs in UDDI, which again follows
the work of Paolucci et al. In a nutshell, tModels are used to represent the semantic concepts used to
annotate operations, inputs, and outputs, which are stored outside the service registry.
The approaches mentioned so far require modifications of the UDDI infrastructure. In contrast, Luo
et al. propose a model where the functionalities enabling the usage of semantic search in UDDI need to
be installed on client-side [170]. The OWL-S profile and grounding are stored in the UDDI by mapping
them to the corresponding data fields of the UDDI records, or the referenced semantic concepts are
represented by named tModels. Hence, the semantic information can also be processed by the UDDI
search engine. Since the OWL-S grounding corresponds to WSDL documents, it is externally referenced
by the UDDI registry analogously to WSDL files. Noteworthy is the authors’ recognition of Anonymous
instances, i.e., composite concepts defined in a service description which are not directly referring a
semantic concept in an ontology. Like in [234], reasoning is done at publication time but considers also
the already mentioned anonymous instances; matchmaking is based on subsumption matching. Like in
the abovementioned approaches, queries are service description-based. Additionally, a Graphical User
Interface (GUI) is provided in order to ease the definition of OWL-S profiles.
Primarily aiming at the flexibilization of UDDI’s search capabilities, Colgrave et al. propose an enhance-
ment of UDDI, thus allowing to make use of multiple service description languages and corresponding
external matching services [64]. The authors aim to overcome the drawbacks of common SWS retrieval
approaches, which either make use of external semantic matching facilities separated from UDDI’s in-
ternal search capabilities or of a single, specific semantic matchmaker which is integrated into UDDI.
Therefore, Colgrave et al. propose an enhancement of UDDI’s search function allowing for the integra-
tion of external matchmakers and their dynamic selection at runtime. In doing so, matching service
providers can register their matching services as Web services in UDDI. Service providers and requesters
can then publish their external service descriptions and requirements, which are all stored in the UDDI
registry as tModels pointing to the external documents via a URL. In order to retrieve suitable services,
requesters can formulate find_tModel() requests using a new categorization introduced by the authors
to indicate their demand for external matching. Appropriate matching engines are then dynamically
selected and invoked by the UDDI registry based on predefined selection policies and the desired ser-
vice description format. In general, more than one matching engine can be selected for each service
description format. Although the authors do not make use of a specific query language, three aspects are
important to the work at hand. First, the authors’ approach is able to cope with various external service
descriptions and requirements in order to semantically enhance the search facilities of UDDI registries.
Second, external matchmakers can be integrated, so that alternative query and service standards can be
processed. Third, the approach allows for the combination of multiple matchmakers for a single query,
so that semantic and syntactic matching can be combined.
Kourtesis and Paraskakis propose a combination of SAWSDL, OWL DL, and UDDI (Version 2.0) for se-
mantically enhanced Web service discovery in the FUSION Semantic Registry [145]. While this framework
does not rely on any specific SWS standard, the reference implementation presented is based on SAWSDL.
Neither the UDDI server nor its specification API are altered, but are wrapped in the semantic registry.
The publication process is initiated by a query specifying service attributes (e.g., service name, UUID of
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the provider) and the URL of the corresponding SAWSDL document. After that, the Semantic Registry
SAWSDL parser extracts the URIs of the model references. The information provided by the query and
the extracted URIs are then used to create a UDDI service advertisement consisting of a business service
UDDI record and referenced tModels, which are used to represent the semantic concepts. At publication
time, an Advertisement Functional Profile (AFP) is created from the extracted semantic annotations of
the SAWSDL document and added to the OWL knowledge base of the registry.
A service request is expressed as Request Functional Profile (RFP), which will be investigated in the
next section. When an AFP is published, a matchmaking/classification against all known RFPs and the
new AFP is carried out. References to matching RFPs are then added to the corresponding UDDI business
service record of the AFP using tModels. If a URI of a known RFP as part of a service discovery query is
submitted to the registry by a service requester, the information from the pre-classification process can
be used for service retrieval. In case of an unknown RFP, a matchmaking process has to be performed at
runtime in the same way as the pre-classification.
The work of Sivashanmugam et al. is applied in the METEOR-S framework. Here, the Web Service
Discovery Infrastructure provides the necessary technical means for service discovery on distributed service
registries [250]. Similar to the solution presented by Kourtesis and Paraskakis, the service registry is
based on UDDI. Again, the UDDI itself is not changed but capsuled by the framework. Service requests
are formulated by the required inputs and outputs.
A different approach to the integration of semantic information in service registries has been imple-
mented in PYRAMID-S [211]. Actually, PYRAMID-S is an overlay to service registries which uses a hybrid
P2P topology to manage heterogeneous service registries. The aim of the framework is to allow unified
Web service publication and discovery, which does not adhere to a particular service registry standard.
Furthermore, the authors provide PYRAMID-S WSDL (PS-WSDL), a proprietary SAWSDL-similar seman-
tic extension of WSDL, which is used as the publication format for Web services. Regarding the con-
tent of this thesis, the most important aspect of PYRAMID-S is the usage of the Unified Service Query
Language (USQL) as service query language [199, 211]. USQL will be further investigated in the next
section. As PYRAMID-S facilitates the usage of different service registry standards, it is necessary to
define mediators for the designated standards. Mediators for UDDI (based on [63]) and ebXML (based
on [58]) have already been defined. For this, a mapping from the PYRAMID-S languages to UDDI and
ebXML entities is defined. Concerning PS-WSDL-based service advertisements, these mappings comprise
associations with default registry entities (e.g., the businessService entity of UDDI or the Service class
of ebXML) and additional mechanisms for storing semantic information and QoS metadata. In order
to store additional information in a UDDI registry, the authors also suggest the application of specific
tModels, which are registered once in the registry, in accordance with the approaches mentioned in the
last section. Regarding ebXML, additional slots are introduced specifying name/value pairs to add QoS
attributes to services and further classification schemes are used [211].
Dogac et al. introduce another approach, which incorporates the integration of OWL ontologies into
ebXML registries in order to enhance service discovery. The authors state, that there are generally three
ways to add semantics support to the ebXML registry. Basically, these approaches differ in the necessary
amount of modifications to the ebXML registry architecture and implementation. The first approach
makes use of the existing ebXML RIM classes, or rather the ebXML classification hierarchies and specifies
a respective mapping for the OWL constructs, so that the registry does not have to be altered. In doing
so, the querying facilities of ebXML can be used by a client to retrieve the semantic information, but the
client requires appropriate mechanisms to process the semantics. To overcome this drawback, the authors
propose a second approach which makes use of custom-built stored procedures capable to process the
OWL constructs. However, in order to provide full reasoning capabilities, a third approach is needed,
which considers the integration of rules into the registry leading to changes in the registry architecture.
Since the authors aim is to provide an approach compliant to the existing registry specification, they
follow the second approach. For this, they define a mapping of OWL language elements to ebXML class
hierarchies, which can be performed automatically from a given OWL ontology by applying the specified
transformations. Since the authors are using queries instead of reasoning to obtain knowledge, they
make use of OWL Lite ontologies. Concerning the suggested mapping, OWL classes are represented
through classification nodes in ebXML, while RDF properties are modeled using ebXML associations. For
example, the subclass relationship of two OWL classes is defined by introducing a new association type
“subClassOf”. This allows to represent whole OWL class hierarchies through ebXML elements. XSD data
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types, which may be part of OWL, are represented by instances of the “ExternalLink” class of ebXML.
Finally, stored procedures are defined in order to handle the OWL semantics, e.g., to obtain all the super-
or subclasses of a given class. These stored procedures can then be utilized by users in order to retrieve
appropriate services that are classified using the OWL classification nodes from the ebXML registry [71].
Again, the details about the query facilities are elaborated in the next section.
There are further approaches to integrate SWS into service registries in general SWS frameworks, with
the abovementioned METEOR-S and Web Service Modeling eXecution Environment (WSMX) being the
probably most prominent examples. However, in both approaches the actual registry is more a means to
an end than in the focus of the work. In an early WSMO Registry Working Draft, UDDI was intended to
provide registry functionalities using five new WSMO tModels [106]. However, for WSMX, which is the
reference implementation of WSMO, no further information is given, if a particular registry standard has
been applied or not. In fact, WSMX’s Resource Manager is an internal registry; furthermore, it is stated
that an ebXML- or UDDI-based registry could be used for WSMX data persistence [60, 101]. In WSMO,
services and requests are handled as distinct elements. Requests are modeled using goals, which are
formal descriptions of objectives. However, goals as well as SWS descriptions are modeled using WSML
and are both made up of the same elements: nonfunctional properties, a capability, and a number of
interfaces [81]. In the context of query formalisms, WSMO’s approach to define service requests does not
differ from query by example-based requests as used in the most approaches presented in this section,
even though WSMX offers different discovery possibilities based on keywords and the different WSML
variants.
4.5.2 Query Formalisms for Semantic Web Services
An early approach to non-query by example-based requests for SWS has been proposed by Bernstein
and Klein [28]. Here, process-based service models are applied, which are based on a collection of the
interlinked subactivities constituting a service (the process model). Utilizing process models, the roles,
relationships and attributes of service entities are made explicit, which reduces unintended meanings in
both, query and service model [28, 127]. For the modeling of services, the authors present a formaliza-
tion of common process model primitives (e.g., tasks, inputs, outputs), which results in a process model
made up from tasks, ports, resources, exceptions, attributes, and values. Besides resources and excep-
tions, these primitives are also part of common Web service descriptions like WSDL. Tasks correspond
to operations, ports to input and output values, and attributes and their values are an integral part of
several elements within a service description.
For retrieval purposes, the authors make use of the fact, that the process models can be considered as
entity-relationship diagrams and define the PQL. Although PQL does not address semantic annotations of
services, process taxonomies may be exploited in order to recognize specialization relationships. Semantic
information can be integrated into service queries without additional query syntax. In general, PQL
is reminiscent to SPARQL queries, but distinguishes between different element types each exhibiting a
different clause syntax. Thus, the query formulation is more difficult in contrast to SPARQL.
Zhuge and Liu present an approach for Web service retrieval based on a Service Grid, which represents
an orthogonal multi-dimensional service space [260]. The authors focus on a UDDI registry implemen-
tation. The Service Grid is used to establish specialization relationships and the degree of similarity
between services and between tModels. Thereby, four basic elements of the tModels (operations, cate-
gory list, identifier list, and keyword set) and three basic elements of the Web services (tModels, category
list, keyword set) serve as foundation for the determination of the specialization relationships. In order
to detect operation specializations, the inputs and outputs are compared. For the actual retrieval of Web
services the Grid Operation Language (GOL) programming environment is proposed, which provides an
SQL-like syntax and semantics to specify a service request. GOL can either be used directly by application
developers or it can be utilized by users via a GUI containing a GOL query template. Besides the SQL-like
commands, the selection of a service or tModel as target, and the choice between local or universal ser-
vice repositories, boolean condition expressions can be specified [260]. The author’s retrieval approach
relies on the specification of a known service as source for the query, so that the name of this service is
required in order to specify further condition expressions. Such expressions incorporate specialization
relationships and the desired similarity value between source and target [260].
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Although this approach makes use of semantic information based on specialization relationships be-
tween services and tModels, the approach is bound in the first step to a basic keyword-based search
similar to the one basically provided by UDDI. For the second step, the actual retrieval of Web services
similar to the given example service, the authors do not make use of ontologies to establish semantic rela-
tionships. Instead, their comparison is commonly based on the extraction of metainformation of services
and tModels and information about operations retrieved from the overview document of the tModels.
Hence, the approach mainly performs a text-based comparison of the elements, except for the determina-
tion of concept and subconcept relationships of the identifier and category elements within the respective
taxonomies.
A related approach to the work presented in Sections 4.3 and 4.4 has been produced by Iqbal et al.
[113]. Here, the authors also make use of SPARQL queries in order to retrieve Web services from an
ebXML-based service repository. The approach is based on Sbodio and Moulin work presented in [221]
where a very similar approach is used for OWL-S.
SPARQL is used for two reasons: On the one hand to constitute user requests and on the other hand to
formalize service pre- and postconditions. More precisely, user goals are specified in the form of SPARQL
ASK queries, which have to be fulfilled by a matching service, and the SPARQL CONSTRUCT query form is
used for the representation of a service result including its pre- and postconditions. In this context, user
goals describe the state of a service after its successful execution. The matchmaking process proceeds
as follows: First, an initialization phase is passed, in which the knowledge base (e.g., available service
descriptions, ontologies, the user goal) is loaded. Second, the SPARQL CONSTRUCT query is executed
over the knowledge base, resulting in an RDF graph describing the effects of a service’s execution. If
the resulting RDF graph has solutions for the user goal, i.e., the ASK query, it can be inferred that the
respective service is able to fulfill the desired goal. If no matching service can be found, the matching
engine is also able to perform relaxed matching, i.e., conditions are progressively dropped in order to
find a more generic solution.
The approach has been prototypically implemented by the authors using ebXML. The registry is used to
store the SAWSDL-based service descriptions, while the SPARQL-based conditions are stored separately
in the repository infrastructure. For the integration of the SPARQL-based pre- and postconditions, the
modelReference attribute of SAWSDL is used, which points to the URI of the conditions. To interlink the
SAWSDL-based service descriptions with the SPARQL-based conditions, an additional slot is introduced
for the registry objects containing the URIs. Concerning the query capabilities, the authors make use of
the JAXR API provided by ebXML. The authors state that their ebXML-based service repository does not
(yet) allow to query for the integrated semantic metadata.
Nevertheless, the approach by Iqbal et al. addresses some noteworthy aspects with respect to the work
at hand. Basically, the authors propose SPARQL as query language, which represents a common query
standard, and thus, facilitates user acceptance. In addition, the authors account for flexible matching, i.e.,
the retrieval of services only satisfies parts of a user request. Although the details of the implementation
are not stated explicitly, the authors suggest to store the semantically enhanced service descriptions within
the ebXML infrastructure and indicate a mechanism to reference additional semantic information in form
of SPARQL-based conditions. Finally, it should be noted, as also stated by the authors, that the application
of SAWSDL allows for various DoMs, e.g., interface level matching can be performed using the associated
classification information, and operation level discovery can be accomplished based on the annotations
of the inputs, outputs, and the specification of pre- and postconditions.
Matchmaking in the already mentioned FUSION Semantic Registry [145] is based on AFPs and RFPs
which are essentially OWL classes that represent the category, input, and output of a particular service
advertisement or service request. While AFPs are automatically generated from SAWSDLs registered in
FUSION’s semantic registry, the latter have to be defined by service requesters [146]. This makes RFPs a
distinct ontology-based query language for this framework. As an RFP essentially abstracts a SAWSDL-
based service description, it might be easier to define for a service requester but does not comprehend
any additional information like ranges. Thus, the additional benefit of RFPs is questionable regarding
query formulation.
USQL, which has been mentioned as part of the PYRAMID-S framework in Section 4.5.1, is an XML-
based query language which aims at the discovery of Web, P2P, and Grid services [199, 211]. The
authors’ work aims at unified, behavior-based service queries which can be modeled using a visual query
modeler [211]. Apart from searching for service capabilities, non-functional properties like QoS are also
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regarded. USQL is not based on a certain service syntax but applies an abstract viewpoint of service
properties. Thus, a USQL search engine needs to map queries to request formats supported by service
registries like UDDI, ebXML, or JXTA (a P2P infrastructure which can be queried for P2P services); the
integration of USQL in a service publication framework is presented in [211] (cp. Section 4.5.1).
USQL comprises the usage of semantic annotations in queries by using the attribute “ontReference”
which references a semantic concept defined in a formal ontology. This attribute applies to capabilities,
inputs, outputs, and QoS properties of a query. USQL also supports the definition of operators, i.e., ranges
for the three types of requirements. Concerning the syntactic elements, the specified operators include
exact, wildcard, and exclusionary modifiers. The semantic operators are similar to the classic DoM values
exact, plugin, and subsumes. In addition, a sibling operator can be specified, which addresses concepts
sharing the same parent concept. The QoS requirements are not further discussed in the following, since
QoS parameters are not considered in the work at hand.
As a result of USQL’s abstract viewpoint of service properties, the mapping between a query and a
certain service standard is not always clearly defined. For example, it is possible to annotate inputs and
outputs in a query with ontology references. However, in SAWSDL/WSDL 2.0, model references (cp. Ap-
pendix A.1.1) are not defined for inputs and outputs. There are further examples, which show how only
parts of the USQL search criteria are mapped by the USQL search engine to the various service description
formats. However, this is a characteristic problem if abstracting from a certain service standard. Even so,
Pantazoglou and Tsalgatidou follow a very promising approach with USQL.
Compared to the solutions presented in this thesis, USQL was created with a different basic idea in
mind. We want to use a lightweight approach to service query formulation. Hence, it was the aim to
make use of an already existing query syntax well-known in the corresponding community instead of
building another query language. Both approaches have their right to exist, and it remains to be seen
if users will accept another distinct language like USQL or want an enhancement of an already known
query syntax like SPARQL. Nevertheless, USQL comes closest to the work at hand.
The approach proposed by Dogac et al. mentioned in the last section deals with the integration of
OWL ontologies into ebXML in order to improve service discovery [70, 71]. A user can then make use of
the additional semantic information by utilizing the stored procedures provided by the authors for this
purpose or through the standard SQL query interface provided by the ebXML registry [71]. Concern-
ing the latter, an average user being not familiar with the database scheme will most likely be already
overstrained by a trivial SQL-based query, since the database scheme of ebXML is very complex. Queries
exhibit a high degree of nesting and are not very intuitive. Due to the complexity of the SQL queries,
the authors provide specific stored procedures that are able to process the semantics, e.g., to recognize
the predefined relationships between the semantic concepts [71]. However, these stored procedures do
not provide flexibility with respect to individual arguments. Furthermore, their name and the required
parameters have to be known in advance by users or clients in order to invoke them. To be able to cope
with the query mechanisms in a more comfortable way, a GUI is typically provided by ebXML registries
in addition to a programmatic query interface. Such a visual query tool is also provided in this solution,
in which the classification hierarchies of ebXML are depicted graphically.
Summarizing, the work of Dogac et al. does not account for inferred semantic relationships, since
it relies on querying predefined semantic hierarchies. Although the authors’ approach is based on an
existing query syntax, namely SQL, the underlying database scheme is highly complex. Hence, the pro-
vided stored procedures seem to be more applicable, but they do not offer maximum query flexibility. In
contrast to the work of Dogac et al., the thesis at hand aims for integrating reasoning capabilities into
registries and for providing a more flexible query approach, which considers the generic properties of all
services, instead of a specific service type.
Apart from the already mentioned work by Iqbal et al., the usage of SPARQL with respect to service
discovery has been proposed by Kiefer and Bernstein. The authors apply SPARQL-based queries to query
services semantically described in OWL-S [123]. The focus lies on the integration of syntax-based sim-
ilarity metrics into SPARQL. The authors propose iSPARQL, which makes it possible to phrase imprecise
SPARQL queries. iSPARQL is based on the calculation of a similarity score which is a real number. An
overall similarity score can be made up from different (weighted) individual similarity scores. For ex-
ample, it is possible to determine similarity scores based on well-known methods from IR like TF-IDF or
Levenshtein string similarity [14, 162]. For each similarity method, a minimum similarity score is inte-
grated in an iSPARQL query. Although proposed for Semantic Web resources in general [124, 125], the
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application of iSPARQL for SWS has been explicitly considered [123]. A more detailed discussion of the
actual matchmaking approach can be found in Section 3.5.
In order to integrate imprecise matching capabilities into SPARQL, the authors present three extensions
of SPARQL. The first extension makes use of so-called virtual triple patterns, which establish virtual
relations between resources. For this, so-called magic properties4 are used. These property functions allow
for the external matching of triple patterns using customized similarity functions, instead of matching
them against the underlying ontology graph. An external matching request is indicated by adding a
prefix with a special name to the predicate of a triple pattern. The object of the triple pattern contains
the arguments, which are passed to the external similarity function. After the comparison, the computed
value is assigned to the subject variable of the triple pattern. Since the similarity between the resources
is only based on a virtual relationship, i.e., the relation is not part of the underlying ontology graph, this
approach was called virtual triple approach [123, 125]. The use of virtual triple patterns is notified to the
query processor by introducing a new SimilarityBlockPattern to the SPARQL grammar, which starts
with the keyword IMPRECISE, followed by a number of virtual triple patterns and may contain optional
FILTER statements that are already part of the official SPARQL grammar [125].
To the authors opinion, utilizing virtual triple patterns bears the following advantages: First, various
external similarity measures can be applied, which can be combined to individual similarity strategies.
Second, assigning similarity values to variables allows for their reuse within further query statements,
e.g., for aggregation or ranking purposes. Nevertheless, this approach also exhibits some shortcomings.
An extension of the SPARQL grammar and a corresponding modification of the query engine is required.
However, the query engine of Jena already allows for the use of property functions [125]. A second
extension of SPARQL as proposed by Kiefer et al. requires no extension of the SPARQL grammar [125].
Instead, the semantics of the SPARQL FILTER expression is extended to account for extension functions
for the computation of individual similarity scores. The authors state that although this approach requires
no extensions of the existing SPARQL specification, a query engine must be able to interpret the references
to the external similarity measures. Furthermore, they declare, that since the similarity scores cannot be
assigned to variables within a FILTER expression, they cannot be reused within other query statements
for aggregation and ranking. Hence, aggregations have to be performed inside the FILTER expression,
so that the complexity of the FILTER expressions increases. Finally, a third approach is suggested by
Kiefer et al., which adds new solution modifiers to the existing SPARQL grammar [125]. However, this
approach is not further considered by the authors, since it does not provide any benefits in comparison
to the first two approaches. In addition, the authors state some shortcomings: Solution modifiers cannot
introduce new variables or assign values to existing variables. Thus, the resulting similarity scores cannot
be returned to the user. Furthermore, the authors declare that data constraints should be part of the
WHERE-clause and that solution modifiers are not intended to retrieve data from the underlying ontology,
but solely to handle the result variables.
In their work regarding the usage of iSPARQL in service discovery, Kiefer et al. make use of the vir-
tual triple pattern approach and OWL-S-based service descriptions, but the authors point out that their
approach is also applicable to other service description formats [123]. Basically, it can be stated that the
virtual triple and the extension function approach are both very promising, since they rely on a common
query syntax, namely SPARQL. In addition, both approaches allow for individual similarity computations
between resources, and the desired matchmaking function can even be stated within a service query.
Furthermore, similarity thresholds can be specified by a service requester. Finally, both approaches repre-
sent a reasonable extension of the SPARQL grammar and/or its semantics, in contrast to the last approach
suggested, the declaration of additional solution modifiers, which are only intended to modify an existing
result set, instead of processing additional queries.
Lamparter and Ankolekar present an approach for automated service discovery, that accounts for ser-
vice offers providing various configurations of a service and according configurable service requests [159].
Furthermore, they propose a service selection algorithm, which performs a ranking of the service offers
based on the requester’s preferences. To express service requests, the authors make use of SPARQL
queries. Similar to service offers, configurations within service requests are expressed by defining an
additive scoring function that assigns scores to the desired configurations. In general, a SPARQL query
for a configurable Web service consists of three parts. The first part contains the information required
for functional matching, i.e., the inputs and outputs. In the second part, constraints are added to the
4 http://jena.sourceforge.net/ARQ/extension.html#propertyFunctions
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query by specifying boolean, attribute-based filter conditions. Finally, within the third part, preferences
are included into the query for ranking purposes. This allows the ranking to be accomplished by the
server. Since the inference engine utilized by the authors permits the formulation of so-called preference
queries realized by built-in predicates within a SPARQL query, the authors extend the SPARQL syntax
by the EVALUATE keyword and introduce the pbF predicate. The predicate indicates that the arguments,
which represent scoring values, and the associated attribute value are passed to a function. This function
computes the final score of the attribute value. As result of a query, the final ranking of the service offers
is revealed to the user. To facilitate the composition of SPARQL queries, a graphical tool is provided by
the authors [159].
Although service configurations are not considered within the thesis at hand, the approach of Lam-
parter and Ankolekar contains some aspects worth mentioning with respect to the work at hand. Gen-
erally, the authors make also use of SPARQL as query language based on an abstract Web service offer
ontology. This ontology is expressed in terms of a UML class diagram, which is a common way for
representing ontologies in an informal way [37, 118]. Furthermore, they propose a way of specifying
preferences directly within a query, which are comparable to DoM values. In comparison to the iSPARQL
strategies introduced by Kiefer et al., Lamparter and Ankolekar also apply built-in predicates to refer
to external functions, which resembles the virtual triple approach. In addition, they also utilize FILTER
expressions, but in contrast to the extension function approach of Kiefer et al., they do not extend the
FILTER expression semantics [159]. Nevertheless, it can be stated that Lamparter and Ankolekar follow
a combined approach by specifying attribute filters and preferences.
4.5.3 Overview and Comparison
Table 4.2 shows an overview of the related work presented in the last two sections. The focus is on
approaches which depart from query by example-based service requests. The second column presents the
features of each approach, making use of the following symbols.
C Hybrid search (syntax and semantics)
R Similarity ranges
Q Reuse of existing query syntax
DM Different matchmakers
DS Different SWS formalisms
RS Different registry standards
The features are based on the requirements defined in Section 4.2 and already assessed for the solutions
at hand in Sections 4.3.6 and 4.4.5. The left row aims on generic query language properties, while the
right row examines if a framework is independent from certain technological constraints. The former
criteria comprise the support for combining syntax-based and semantic criteria within a single query
(C), the capability of defining a threshold respectively range (R), and the utilization of an existing query
syntax (Q). Concerning later criteria, the approaches are analyzed with respect to their applicability to
different matchmakers (DM), multiple service description standards (DS), or different registry standards
(RS). The results of the comparison are listed in Table 4.2 and elaborated on in the following. A criterion
is put in parentheses if it cannot be controlled by the service requester, i.e., the criterion is automatically
managed by the respective approach, or the criterion is only supported with limitations.
If comparing the work conducted in Sections 4.3 and 4.4 with each other, the differences are obvious:
While the solution conducted for SPARQL, SAWSDL, and UDDI is lightweight, it does not provide sophis-
ticated ways to customize the query formulation and execution, as such features make it necessary to
define an abstract service and query model as foundation. In contrast, SWS2QL is based on such models
and hence able to provide a more sophisticated query formalism. Furthermore, the query statements for-
mulated in SWS2QL are much more user-friendly and better arranged than the original SPARQL queries
applied in Section 4.3. Hence, SWS2QL is a unified, holistic approach to query formulation, while the
other approach is primarily technology-driven and restricted to a particular application scenario.
Not every approach presented in Table 4.2 concerns the work at hand to the same degree. To start
with, the approaches presented by Colgrave et al. and Kourtesis and Paraskakis do not really make use of
a query language, but provide another alternative form to query formulation. Klein and Bernstein require
services to constitute process models [28, 127]. The use case of the work of Zhuge and Liu is constrained
by the need to establish a specific data structure, i.e., the so-called Service Grid [260]. Dogac et al.
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Table 4.2: Comparison of Related Work with the Presented Solutions
Features
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enable SWS discovery by integrating OWL-based ontologies into ebXML [70, 71]. Unfortunately, this
solely permits the retrieval of knowledge based on querying predefined semantic hierarchies, instead of
inferring semantic relationships. Although the authors utilize the existing query mechanisms of ebXML,
the SQL-based queries exhibit a high level of complexity whereas the stored procedures reveal a lack of
flexibility.
In general, the approach proposed by Pantazoglou and Tsalgatidou is closest to the work at hand
[199, 211]. USQL and SWS2QL both make use of a conceptual service model to describe the content
of a query in an abstract way. However, USQL represents a more heavyweight approach than SWS2QL,
since it accounts for several service types by default, not only SWS. Basically, the abstract query model,
which provides a structural foundation for SWS2QL, resembles an USQL request. But with regard to
search criteria, the abstract model provides a more generic way of specifying elements, which allows for
a simple adoption of the model and respectively SWS2QL when facing different search criteria, i.e., if
the underlying content model (here: an extension of ATSM) is changed. Within USQL, the elements are
explicitly stated and also exhibit specific properties, which inhibits an easy adaptation to changing search
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criteria. Nevertheless, USQL also allows for the specification of text-based and semantic search criteria in
the form of references to concepts defined in some formal ontology. Regarding similarity ranges, USQL
also permits the specification of a minimum degree of similarity on a global level, i.e., for the overall
request, and also for single properties just like SWS2QL. Unfortunately, no syntactic expressions are stated
by the authors, how thresholds are assigned to the properties. Another drawback of USQL is the missing
opportunity to declare different matchmakers within a query. Matchmakers or rather mediators can only
be indirectly selected via the specification of target registries. Hence, no multiple matchmaker selection is
supported for a single query. In addition, USQL does not make use of a standard query language, which
forces service requesters to get familiar with the particularities of each service element to be specified
within a query. But, like SWS2QL, USQL also provides a mapping to the individual query formats of the
different registries. Concerning the integration of service descriptions into different registries, the authors
make use of a new description format, PS-WSDL. In doing so, an individual mapping of the components
and properties contained within a PS-WSDL file is defined for each registry standard. However, service
providers are forced to express their service offers using PS-WSDL, since the authors do not provide a
mapping from other service description formats to PS-WSDL. In addition, the use of PS-WSDL demands
an enhancement of each registry mapping, when new service properties should be integrated. In contrast,
ATSM represents a more flexible approach, since it represents a common description format and the result
of a mapping from individual service description standards. So, users can describe their service offers
using an arbitrary description format. Even the registry mapping stays the same when new properties are
added, since only the ATSM model itself has to be enhanced.
The work by Kiefer et al., iSPARQL, is also close to the thesis at hand, since the authors propose the
integration of imprecise matching capabilities into SPARQL for hybrid matchmaking [123, 125]. As the
approach aims on imprecise matching, matchmaking is conducted using IR-based similarity values, which
are applied to service attributes (e.g., name, description) or sets of concept names resulting from the un-
folded input and output concepts of a given service. Hence, no subsumption-based matching functions
are utilized. Therefore, iSPARQL only permits the specification of numerical similarity thresholds refer-
ring to the overall similarity of attributes or concept name sets. Additionally, non-numerical DoM values
can be specified in SWS2QL in order to determine precisely, if an output or input of a service offer can
be used instead of the respective input or output specified within a service request. Contrary to iSPARQL,
SWS2QL allows for the specification of similarity measures or rather matchmakers for a whole query
section. This permits the combination of similarity values resulting from query sections instead of aggre-
gating similarity values of single comparisons, and thus, increases usability. Finally, neither an integration
mechanism of iSPARQL nor of service description formats into service registries is specified. Although,
the authors state that their approach could also be applied to other service description standards, they
only make use of OWL-S.
Apart from Kiefer et al., Iqbal et al. and Lamparter and Ankolekar also take SPARQL as SWS query
language [113, 159, 221]. Iqbal et al. apply SPARQL ASK and CONSTRUCT queries to retrieve SAWSDL-
respectively OWL-S-based service descriptions. These service descriptions are enhanced with pre- and
postconditions based on SPARQL and OWL-S. In contrast to SWS2QL, the authors focus on preconditions,
result conditions and effects of a service. Besides the provision of a common query syntax, this approach
also permits relaxed service matching, i.e., conditions can be progressively dropped if necessary. However,
this approach does not allow for the specification of similarity thresholds. As it was stated before, the
authors make use of ebXML as service registry standard. However, they do not state any details on
the integration of Web service standards into ebXML. Lamparter and Ankolekar suggest an approach for
automated discovery and selection of configurable Web services. For this, service offers are enhanced
with additional configuration information and specified using OWL DL and DL-safe SWRL rules. Service
capabilities only comprise inputs, outputs, and attributes referring to configurations; service requests
are expressed using SPARQL. Similar to SWS2QL, a subsumption-based matching of the specified input
and output concepts is performed in the first step. In contrast to SWS2QL, no similarity thresholds can
be defined. However, the authors also allow for the specification of preferences in terms of numerical
weights and filters for the desired attributes of a configurable service.
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4.6 Conclusions
Service request formulation is dominated by keyword- and query by example-based approaches. Even
though a few approaches for the usage of query languages in service discovery have been presented,
these are usually restricted to particular service formalisms, do not make use of an already existing
query language, or are subject to other restrictions. In this chapter, two distinct approaches to query
formulation based on SPARQL, the standard query language of the Semantic Web, have been presented.
Both approaches aim to provide an intuitive, user-friendly query interface and overcome the restrictions
of usually applied query formalisms, like, e.g., the missing definition of thresholds, parameterization of
matchmakers, and separate handling of syntax-based query statements.
The first approach benefits from the already existing W3C SAWSDL and WSDL to RDF mappings as well
as existing approaches to integrate WSDL-based service descriptions into UDDI. Thresholds are defined
for single service components using the actual query parameters. This way, a lightweight implemen-
tation is enabled, which can easily be integrated into an existing software landscape made up from a
standard UDDI and an RDF framework like, e.g., Jena. However, the lightweight approach also includes
some drawbacks. As it is making use of already existing technologies and standards, the features of this
approach are restricted by these: First, the processing of thresholds is not part of the query model but
thresholds have to be explicitly considered by the query processor. Second, the queries are not well-
arranged due to the official mapping from WSDL to RDF and are furthermore restricted by this mapping,
as there is no mapping from another SWS formalism to the same RDF structure. Third, the assignment of
different semantic matchmakers is not recognized or remains inexplicit. Finally, the solution is restricted
to UDDI.
In contrast, the second approach provides a more extensive approach, which is applied to ebXML-based
service registries. Therefore, we present SWS2QL, an extension to SPARQL, which integrates thresholds
and the possibility to define and configure different matchmakers in a query. As SWS2QL is independent
from a certain SWS formalism, matchmaking approach, or registry standard, the language provides a
unified querying approach for Web services. SWS2QL is implemented in a general framework based on
ebXML, which features the integration of SWS descriptions and different service matchmakers into this
registry standard. The application of extended SPARQL queries as proposed in this thesis presents a
unified approach to service query formulation, which exceeds the current state-of-the-art while applying
an already known query syntax.
Regarding the hypotheses presented at the beginning of this chapter, we can make the following state-
ments:
H4: The slightly extended version of SPARQL applied in Section 4.3 possesses some major shortcomings:
As SPARQL represents a query language for RDF, but is not intended to be applied to SAWSDL,
it misses certain particularities required for flexible and precise SWS retrieval. However, SPARQL
is an appropriate foundation for a more specialized query language for SWS, namely SWS2QL as
presented in Section 4.4. If comparing the features of SWS2QL with those of commonly applied
approaches or the integration of SPARQL in UDDI as presented in Section 4.3, SWS2QL exhibits
a higher degree of user-friendliness as well as means to define a fine-grained definition of ser-
vice requirements while offering common query language features as e.g., the possibility to define
thresholds, and a query syntax mostly well-known to users of SPARQL.
H5: Despite the fact that the proof of concept implementation presented in Section 4.4 is conducted
for the ebXML registry standard and SAWSDL, the query formalism is per se transferable to UDDI
or other, proprietary service registry specifications. This applies also to other Web service and
query formalisms due to the decoupling of the service query model and query language from the
integration into the service registry and the decoupling of the service data model from the Web
service formalism. Even though this increases the number of service and query formalisms, the
usage of abstract service data and query models is necessary in order to establish a standard-
independent view. Therefore, the usage of abstract models eases the actual integration of a possible
unified service query language like SWS2QL.
There are possible extensions of the work conducted: To start with, the depiction of query results is
usually done by presenting a list of suitable services, which are sorted based on the similarity to the
query. A sophisticated visualization of matching results in terms of a graphical output of the single
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service components, which are augmented by or colored based on the single similarity values, would be
certainly helpful. Here, work conducted in the field of service composition, e.g., by Bodenstaff et al. [31],
could be used as a foundation.
Another major aspect of the future work could be the transfer of the results presented in this chapter
to future SPARQL versions. Parallel to the work at hand, W3C’s SPARQL Working Group has released
the first working drafts of SPARQL 1.1, which integrates new operators, like MINUS, adding support to
reduce a result set represented by one operator by results from a second operator [126]. In an extension
of SWS2QL, new features of SPARQL should be regarded and employed.





5 Conclusions and Outlook
In this chapter, the fundamental findings of this thesis will be recapitulated and an outlook on possible
future work will be given.
5.1 Conclusions
In this thesis, two major aspects of Web service discovery based on semantic information have been ob-
served, namely service matchmaking and query formulation. The discovery of Web services is one of the
basic operations and hence a matter of great concern in Service-oriented Computing. The outcome of the
discovery process is constrained by the ability of service providers to describe their service offers and the
ability of service requesters to define their requirements towards services as well as the effectiveness of
the service matchmaker, i.e., an algorithm that finds the best service offers based on a service request. As
syntactic information is often not sufficient to describe service capabilities, the integration of semantics
into Web service descriptions is deemed as a major challenge in Web service discovery. Semantic infor-
mation can be used in service offers as well as service requests. In order to benefit from this information,
matchmakers need to be able to process it. While matchmaking based on explicit semantics leads to a
higher grade of reliability of discovery results, state-of-the-art matchmakers also make use of implicit
semantics in order to improve matchmaking results.
Within this thesis, two matchmaking approaches for SAWSDL have been developed, implemented, and
evaluated. The matchmakers aim at capability matching and take into account information from the
different service abstraction levels of SAWSDL.
The first matchmaker, LOG4SWS.KOM, is based on “classic” subsumption matching and provides an
innovative adaptation mechanism with regard to differing basic assumptions concerning the semantic
concepts applied in service and query descriptions. Due to this, it is possible to automatically adapt
LOG4SWS.KOM to different service domains and domain ontologies. Adaptation is done regarding the
ranking and weighting of the distinct DoMs detected during matchmaking, but is independently con-
ducted for different service abstraction levels. Thus, LOG4SWS.KOM is able to handle differing basic
assumptions on these levels, i.e., what a semantic annotation for an interface, operation, or message
parameter actually means. As not every SWS is perfectly semantically described, LOG4SWS.KOM also
provides a linguistic-based fallback method to be used if a service component is not semantically an-
notated or the semantic information cannot be processed. As the similarity measure computed by
LOG4SWS.KOM is a numerical value, it can be easily combined with other similarity metrics. Thus,
LOG4SWS.KOM provides the first well-motivated mapping from distinct subsumption DoMs to numerical
values.
While the second matchmaker developed in the context of this thesis, COV4SWS.KOM, shares a number
of features with LOG4SWS.KOM, there are two essential distinctions between the two matchmakers.
First, the similarity metrics applied in COV4SWS.KOM originate from the field of semantic relatedness
in ontologies yielding more fine-grained similarity values. Furthermore, adaptive weighting of different
service abstraction levels is introduced – based on the quality and usefulness of semantic and syntactic
information on the different levels. Through the evaluation of COV4SWS.KOM, we were able to show
that existing similarity metrics determining semantic relatedness are a well-suited alternative to logic-
based similarity determination and that the proposed adaptation approach is likewise producing very
good matchmaking results.
To the best of our knowledge, LOG4SWS.KOM and COV4SWS.KOM provide the best evaluation results
regarding Information Retrieval metrics like Average Precision and R-Precision of any SAWSDL match-
maker, so far. While evaluation results for the different variants and versions of COV4SWS.KOM are
generally not as good as those of LOG4SWS.KOM, there is one important exception – namely Variant 4a,
which makes use of the semantic relatedness metric by Resnik and OLS-based service abstraction level
weighting and provides the best IR results in this thesis, and therefore, for any SAWSDL matchmaker.
Through the application of LOG4SWS.KOM and COV4SWS.KOM, we were able to show that (self-)
adaptation of service matchmakers has not to be necessarily conducted regarding the combination of
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different similarity metrics as done in the related work. Instead, adaptation can also be applied regarding
the weighting of service abstraction levels (COV4SWS.KOM), or differing basic assumptions of semantic
concepts and their relationships in ontologies and semantic service annotations (LOG4SWS.KOM). Both
adaptation mechanisms can be used in order to apply the matchmakers to certain service domains – if
services in a domain share a similar degree of descriptions’ usefulness on the different service abstrac-
tion levels, COV4SWS.KOM is a valid choice. If the services are semantically annotated following the
same principles, LOG4SWS.KOM is well-suited to be applied. In both cases, the matchmakers provide a
powerful basic functionality, which could be applied to industry-specific marketplaces in the “Internet of
Services”. As it was mentioned in Section 3.4.3, different domains make use of ontologies which may
follow different design principles. Hence, different configurations of the matchmakers could be used in
order to distinguish between service domains even in the same service marketplace.
As a final aspect, the matchmakers provide not only similarity values between complete service descrip-
tions, but also for single service components. This way, they can be applied as underlying matchmakers
in query processing as presented in the following.
The employment of query language-based service requests has been the second focus of this thesis.
Based on an extensive analysis of requirements a query formalism for SWS should address, two distinct
approaches to query formulation for SWS have been proposed. The first is based on already existing tech-
nologies and standards, i.e., (slightly extended) SPARQL as query language, the official W3C SAWSDL
and WSDL 2.0 to RDF mappings as foundation for the transformation of SAWSDL-based service descrip-
tions to RDF, and existing integration approaches for UDDI. Using a mapping from SAWSDL to RDF,
it is possible to integrate RDF-based service descriptions into UDDI. In a prototypical implementation,
LOG4SWS.KOM is used in order to perform matchmaking if ranges have been defined. If only exact
matches are desired, matchmaking can be directly performed using a SPARQL processor. The aim of this
UDDI-based prototype was to show how a lightweight extension of a service registry’s search capabilities
can be easily achieved. The evaluation of this approach has shown that the reuse of already existing
technologies is suitable to facilitate SPARQL as query language in UDDI, but there are certain restric-
tions, which make this approach not very user-friendly. Most notably, this addresses customization of
matchmaking and the transferability to and incorporation of other Web service standards.
These shortcomings are addressed by the second solution, which represents a holistic approach to
query formulation for SWS. As this approach is more sophisticated, the expressive power of SPARQL was
not sufficient. Hence, it was necessary to enhance SPARQL by new features aiming at SWS discovery. This
is done using an abstract query model, which refers to an abstract data model for services. The actual
query language, SWS2QL, is an enhancement of SPARQL based on these abstract models. SWS2QL is
compatible with the existing SPARQL grammar, makes use of existing extension principles, and minimizes
the amount and complexity of further rules. SWS2QL allows a service requester to address different
service abstraction levels, incorporate and parameterize matchmakers, define similarity thresholds, etc.
Due to the abstract models SWS2QL relies on, the query language may be easily transferred to different
service registry standards. Nevertheless, the current proof of concept implementation has been conducted
for ebXML Registry, a primarily commercially applied service registry standard.
From a more practical viewpoint, SWS2QL offers a powerful search facility for the “Internet of Ser-
vices” if the language and the underlying service data and query models are applied in upcoming service
discovery frameworks. As SWS2QL is SPARQL-based, the language is usable by a large community. In
the opinion of the author, the reuse of an already existing query syntax well-known to the corresponding
community is a crucial factor necessary to fulfill in order to assure the acceptance of a query language. To
the best of our knowledge, SWS2QL is the first query language to explicitly address and fulfill this require-
ment. Another aspect of the proof of concept implementation with practical impact is the integration of
semantic service matching in ebXML Registry, which is a prerequisite for advancing the acceptance of SWS
in the software industry. This includes particularly the definition of an interface for SWS matchmakers
and the integration of SWS descriptions in ebXML Registry.
5.2 Outlook
If regarding the research agenda for Service-oriented Computing depicted in Figure 1.1 in Chapter 1, this
thesis has primarily addressed functionalities from the bottom layer, i.e., basic operations. Even though
many approaches have been proposed to service discovery and service publication, this thesis presents
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innovative approaches to service matchmaking and service query formulation. Nevertheless, there remain
some open questions worth regarding:
To start with, service matchmaking as presented in LOG4SWS.KOM and COV4SWS.KOM could be
applied to other service formalisms, like WSMO or OWL-S. The latter can be easily done, as OWL-S
has already been considered in ATSM. There are further, REST-based, service formalisms, as the Web
Application Description Language (WADL) or SA-REST [100, 228], which have not been regarded
in matchmaking research so far and would also constitute an interesting area of application for the
matchmakers proposed in this thesis. Furthermore, the recently released Universal Service Description
Language (USDL) provides an extensive meta-model integrating business, technical, and operational as-
pects for services on the “Internet of Services” [50]. Here, it would be interesting to examine if such
a comprehensive model requires a multi-step matchmaking approach instead of the single-step capa-
bility matching usually applied today. A second aspect of service matchmaking that has so far only
been paid little attention to, is the scalability of Web service matchmaking. In an “Internet of Services”,
where billions of services are provided and consumed on the Web, the current runtime performance of
COV4SWS.KOM, LOG4SWS.KOM, and competing approaches will not be sufficient. Here, the usage of
heuristics and methods to scale down the search-space are promising. Third, the adaptation of service
matchmaking results may not only be applicable for the combination of different similarity metrics as ap-
plied in the related work, the derivation of ranking and weighting for distinct Degrees of Match as applied
in LOG4SWS.KOM, or the weighting of different service abstraction levels as applied in COV4SWS.KOM,
but also for the ranking of matchmaking results based on past service invocations. Fourth, we assume
so far that semantic annotations are correct and consistent. As Fensel points out, this is not necessarily
true [180]. Furthermore, ontologies are not necessarily static but might evolve over time [99]. Hence, it
might be useful to explicitly consider matchmaking with inconsistencies and multiple ontology versions.
If ascending the pyramid from Figure 1.1, and regarding “service selection”, service matchmaking as
applied in this thesis is restricted to functional properties of services but does not include non-functional
properties like QoS. However, the integration of QoS aspects into service selection is an elementary
necessity. With our work on WS-Re2Policy 2.0 [223], we have already proposed an approach on how to
integrate semantic annotations of QoS aspects as well as deviation handling. In the future, such semantic
information will play an important role in the research group’s work on QoS management, adaptation
and monitoring mechanisms, and self-organization as initially shown in [222].
During the extensive evaluation done in Chapter 3, we noticed that common evaluation approaches
used for Web service matchmakers are quite modest. Most importantly, evaluation results are frequently
judged based on rather few metrics and are not always reproducible. In contrast, LOG4SWS.KOM and
COV4SWS.KOM have been tested in various variants and versions. This does not only permit to ap-
ply different variants of these matchmakers to different service domains, but is also necessary for other
researchers to follow, reproduce, and enhance the work at hand. Based on our proposal, the next ver-
sion of the Semantic Web Service Matchmaker Evaluation Environment (SME2), which has been used
as evaluation framework in this thesis (cp. Appendix B.2.1), will include further evaluation metrics
and the possibility to automatically conduct several evaluation results for different versions/variants of
a matchmaker. Currently, we participate in the research community’s efforts towards a more compre-
hensive benchmarking framework with metrics that can be used to measure the performance/scalability,
correctness, etc. of SWS discovery and matchmakers. Even though, the evaluation approach and test
data set applied in this thesis was suitable to perform a quantitative evaluation of LOG4SWS.KOM and
COV4SWS.KOM, further evaluations regarding the equivalence, scope, and interface compatibility, which
are currently mixed to some degree, might be possible in the future [154].
Regarding the integration of query languages in service registry standards, the work conducted in
Section 4.4 could also be adopted to UDDI. This has already been arranged for by the usage of the
abstract data and query models, which could be applied to further registry standards, too. As another
aspect, the matchmaking as well as query facilities, which are integrated into ebXML Registry at the
moment, could be externalized from the actual registry and provided as external components. This
would lead to an even more flexible service discovery framework. Apart from the actual registry standard
or matchmaking method applied, the depiction of matchmaking and query results needs to be improved:
Usually, a service requester receives a ranked list of matching services, which might be augmented by the
actual similarity values computed for each service. Service-savvy requesters, in particular, will benefit
from an alternative representation of matchmaking results, e.g., a visual description of which service
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components meet the requirements of the requester and which do not. As another aspect affecting query
formulation, the currently conducted work on SPARQL 1.1, which will integrate further operators into
the SPARQL query language, needs to be regarded in the future.
One particular application area of services, which will most likely play a very important role in the
near future, is cloud computing. In order to realize the vision of a global cloud computing service market,
appropriate service discovery mechanisms are required, which incorporate dynamic negotiation of service
level agreements. In doing so, techniques and mechanisms from the field of SWS discovery can be
adjusted to the needs of services in the cloud. Especially if regarding the invocation of services on
mobile clients, location-based context information provides valuable input regarding a service requester’s
preferences [202]. Here, foundations from the field of location-based search for P2P services as proposed
by Kovacˇevic´ could provide ideas to incorporate such information in the service discovery process [147].
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In Chapter 2, a number of standards and technologies have been introduced with respect to their in-
tended usage and some conceptual and technical characteristics. In order to close the gaps between
these introductions to Web service standards and the implementations from Chapters 3 and 4, the first
appendix chapter presents a more detailed, technical introduction to these standards.
To start with, Section A.1 introduces technical aspects of the Web service formalisms applied in this
thesis. Afterwards, the service registry standards UDDI and ebXML Registry are examined. In Section A.3,
RDF and OWL, i.e., the metadata respectively ontology standards applied in this thesis, are presented.
The section is completed by an introduction to Description Logics, as OWL DL is the applied OWL variant.
Finally, SPARQL, which is the standard query language for the Semantic Web, is presented in Section A.4.
A.1 Web Service Formalisms
In the following, technical aspects of WSDL and SAWSDL will be presented (Section A.1.1). Afterwards,
the mapping from WSDL 1.1 to 2.0 and WSDL to RDF is presented. This section ends with an introduction
to the Abstract Truncated Service Model (ATSM), which is used as intermediary service formalism in this
thesis.
A.1.1 Web Service Description Language and Semantic Annotations for WSDL and XML Schema




4[ <import /> | <include /> ]*
5<types />?
6[ <interface /> | <binding /> | <service /> ]*
7</description>
Listing A.1 shows the XSD definition of WSDL 2.0 [57]; an example WSDL file from SAWSDL-TC can be
found in Listing A.2. Apart from the XML declaration, the topmost element in any WSDL 2.0 declaration
is the description element. description declares a container for WSDL 2.0 components and type defi-
nitions [57]. Like most of its subelements, description possesses an optional documentation element.
The content of this documentation is not further defined, i.e., it could be machine-processable and/or
human readable.
The import and include elements are also optional and allow to include element information from
other service definitions. If these service definitions belong to the same namespace, the include element
is used, otherwise import.
Figure 2.4 (Section 2.1.2) shows the main components of a WSDL document. As it can be seen, the
service interface is defined using the interface element and made up from the interface itself and its
optional operation subelements as well as input and output messages, which belong to a particular
operation. Furthermore, an interface might contain an optional fault element, which describes the type
of an event invoked if the normal execution of a message exchange is disrupted [57]. An operation
might also contain infault and outfault elements referencing a type defined by the interface fault
component. Each operation possesses a required pattern attribute which indicates a message exchange
sequence. For example, if a service receives a message as input and subsequently returns a response back
to the client (output), the in-out-pattern would be used [56].
Apart from the interface element, a WSDL 2.0 file might also contain binding and service elements.
These elements define where a service is located and how it can be invoked using a particular message
format. In the work at hand, bindings and endpoints are only of minor interest as the description, what a
service does, is wrapped inside the interface. Hence, bindings and endpoints will not be investigated any
further. For an overview of these elements, we refer to the according W3C recommendation [57].
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In contrast, the service signature (cp. Section 2.1.2) is of very high importance, as the signature ele-
ments form the basis for most service matchmakers (cp. Section 3.5). The service signature is defined in
the types section of a WSDL description and referenced by input and output elements. Message types
can be inlined or imported into service descriptions. The actual chosen method is only of subordinated
relevance for the work at hand. We assume that message types are directly inserted in a WSDL 2.0 doc-
ument using the types element, which is a direct child of the WSDL description element. It is possible
to define simple and complex message types. Top-level types need to be defined as single elements but
might have a substructure.
Listing A.2 shows an example of a WSDL 2.0 specification where complex message types are defined
using XSD (e.g., Lines 5–13). Although it is possible to define message types using different schema
languages, XSD is the de facto standard language for message types in WSDL 2.0 as it is natively supported
[32]. As it can be seen from the example, the input and output elements refer to single XSD elements,
which in turn can be made of sequences, restrictions, and further elements. For an overview of XSD, we
refer to the according W3C recommendation [78].
Furthermore, the example from Listing A.2 shows how interfaces, operations, inputs, and outputs
are interrelated to each other and how XSD elements are semantically annotated using SAWSDL’s
modelReference attribute. Model references might be used to annotate XSD type definitions, element
declarations, and attribute declarations, and WSDL interfaces, operations, and faults. Most notably, in-
puts and outputs are not directly annotated but indirectly semantically enriched using the type definitions
[32]. Furthermore, attributes liftingSchemaMapping and loweringSchemaMapping are also defined in
SAWSDL (cp. Section 2.2.3) but not applied in this thesis.
A.1.2 Mapping WSDL to RDF with WS2RDF.KOM
For the application of SPARQL queries in the UDDI enhancement presented in Section 4.3, it is necessary
to map WSDL-based service descriptions to RDF. Basically, this can be done following the official SAWSDL
and WSDL 2.0 to RDF mappings specified in [79, 143]. In the software component WS2RDF.KOM, this
mapping is applied and enhanced in order to facilitate not only a mapping from WSDL 2.0 to RDF, but
also from WSDL 1.1, and, most notably, of embedded XSD type definitions.
The conversion is based on an extension of the corresponding XSLT stylesheet provided by the W3C1,
where Saxon2 – an open source XSLT processor – is utilized. Unfortunately, the prototype converter by
W3C was error-prone and had to be adapted as described in the following. The new XSLT can be found
at http://www.kom.tu-darmstadt.de/~schulte/wsdl11to20.xsl.
Once a WSDL 2.0 source is available, it is fed into an implementation of the W3C mappings by
Kopecký3, based on Woden4SAWSDL, a framework for processing SAWSDL files, which is also applied in
the matchmaking respectively registry implementations presented in Chapters 3 and 4. Woden4SAWSDL
provides a complete object model for SAWSDL documents and allows to ensure compliance with the
WSDL 2.0 specification, process the document structure with its individual elements, and access attributes
through explicit methods.
In WSDL 2.0, data structures are usually represented using XSD (cp. Section 2.1.2). However, there is
no official mapping from XSD to RDF. Hence, it was necessary to devise and implement such a mapping.
While our solution is proprietary in nature, it adheres to the principal conventions described in the W3C’s
WSDL 2.0 to RDF mapping [143].
While Kopecký’s implementation initially provided a simple text output in N3 serialization, we have
adapted it in order to utilize the Jena Semantic Web Framework [51] for holding the output stream. This
way, various serializations of the resulting RDF output may be generated. Furthermore, this process












7<xsd:element name=’’has-sub-unit’’ type=’’Organization -Unit’’/>
8<xsd:element name=’’organization -part-of’’ type=’’OrganizationType’’/>
9<xsd:element name=’’affiliated -person’’ type=’’Affiliated -Person’’/>
10<xsd:element name=’’headed-by’’ type=’’Affiliated -Person’’/>
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Figure A.1: WSDL 1.1 in Comparison with WSDL 2.0 (taken from [116])
Figure A.1 shows the different components of WSDL 1.1 respectively WSDL 2.0. Although there are
some differences between the WSDL versions, both provide an abstract and a concrete description of
a Web service. A major difference between the WSDL versions are the missing message elements in
WSDL 2.0. Instead, input and output messages are directly defined using XSD. Here, the prototype
converter of W3C featured an error, which prevented the correct transformation of message elements
into XSD elements. To resolve this issue, the conversion workflow was changed as described in the
following. In general, the conversion of a WSDL 1.1 to a WSDL 2.0 file follows the XML tree structure
used in WSDL 1.1, i.e., the WSDL 1.1 file is processed from top to bottom and each WSDL 1.1 component
is mapped to its corresponding WSDL 2.0 component. More precisely:
1. The WSDL 1.1 definitions element is mapped to a WSDL 2.0 description element. All name-
spaces needed in the WSDL 2.0 file are copied.
2. WSDL 1.1 types elements are copied to the WSDL 2.0 file. Normally, a types element is made up
from an XSD schema element. In the prototype converter, the schema element is simply copied; in
the solution at hand, a new schema element is created possessing a targetNamespace attribute.
The value of this attribute is set to be the same as defined in the top WSDL 2.0 description
element in order to avoid inconsistent declarations and usage of XSD elements. Afterwards,
the declared elements in the WSDL 1.1 file are mapped from message (WSDL 1.1) to schema
(WSDL 2.0) elements. Therefore, an XSD complexType is created for each message element. Ev-
ery complexType element features a sequence child element. For every messagePart element of a
message element, a new XSD element with the according messagePart’s name and type is created.
3. In the next step, portType elements are mapped to WSDL 2.0 interface elements. This step
is quite straightforward, as the only elements to be adapted are operations. In WSDL 2.0, the
pattern attribute is mandatory. Here, for every Web service a common pattern is applied, namely
the “in-out” pattern [32]. The prototype converter has a mechanism to extract the pattern from the
WSDL 1.1 source; however, tests have shown that it is not necessarily leading to correct results.
In WSDL 1.1, an input or output has got the attribute message, pointing to the message element
declaration. As WSDL 2.0 abstains from message elements, the WSDL 1.1 messages attributes have
to be replaced by element attributes.
4. The remaining conversion is analog to the W3C converter – this concerns the mapping of the
service, binding, and port elements.
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Mapping from WSDL 2.0 / SAWSDL and XSD to RDF
The mapping from WSDL 2.0 to RDF respectively SAWSDL to RDF is part of the official specifications
by W3C [79, 143]. Its main contribution is a standard RDF and OWL vocabulary we will recapitulate in
short: An OWL ontology for WSDL defines the core WSDL components, i.e., the description element,
interface, operation, binding, and service element as well as their subelements. An example WSDL
file and its RDF counterpart are depicted in Listing A.2 and Listing A.3 respectively. As can be seen, each
major component in the WSDL document is represented as an individual RDF subject and points to its
child components by means of a specific RDF predicate.
As previously mentioned, the W3C’s mapping from WSDL 2.0 to RDF does not specify a transforma-
tion for XSD element declarations and type definitions. Accordingly, we have implemented a proprietary
mapping, which follows the principles outlined by the W3C’s WSDL to RDF mapping with respect to
naming and representation of relations between components. The procedure in the mapping is ex-
plained based on Listing A.2, which depicts the surfingorganization_destination_service.wsdl
file from SAWSDL-TC, and the resulting output, depicted in Listing A.3. The service’s single operation,
get_DESTINATION, specifies the get_DESTINATIONResponse XSD element as output. In the correspond-
ing RDF representation, this is reflected in Lines 48 and 49, where the predicate elementDeclaration
points to an object urn:uuid:9a49f440-da24-4a9a-9862-b17d247be8c3. That object, which is further
specified in Lines 76–83, establishes a link towards an elementDeclaration component specified in
Lines 85–88, namely get_DESTINATIONResponse. In Lines 90–115, the underlying structure of the
get_DESTINATIONResponse XSD element is represented. As can be seen from the WSDL source file,
the element is defined as complexType, with a sequence (Lines 95–98) embedded in it. That sequence
contains one element by the name of _DESTINATION (Lines 100–103), which points to a complex type with
the name DestinationType (Lines 105–110), which in turn is addressed by a restriction (Lines 112–115).


























































































































A.1.3 Abstract Truncated Service Model
Instead of applying the matchmakers from Chapter 3 or the discovery framework from Section 4.4 to
SAWSDL-based service descriptions, we make use of ATSM. ATSM constitutes a lightweight model that
solely embodies the abstract parts of service descriptions that are essential in the discovery process.
It also allows to represent existing SWS description standards, namely SAWSDL and OWL-S, in one
common model. For that purpose, common components and attributes in Web service descriptions have
been identified.
The need for such a model is primarily triggered by practical reasons. The effort and overhead that is
contained in the deserialization and general processing of full-featured service descriptions as given by
the previously mentioned standards is fairly high. In contrast, a lightweight service model allows faster
and less memory-intensive processing in the course of matchmaking. Another reason is the existence
of different standards, which usually requires the implementation of different variants of a matchmaker,
each accounting for the specific characteristics of the underlying description language. For instance,
Klusch et al. have published different versions of the “MX”-family of matchmakers for WSMO/WSML,
OWL-S, and SAWSDL (cp. Section 3.5). In contrast, our approach allows to wrap description languages,
facilitating a matchmaker implementation to operate on a common metamodel.
In the following, ATSM will be introduced regarding its components, the mapping from SAWSDL and
OWL-S to ATSM, and its implementation and serialization.
Components in ATSM and Mapping from OWL-S and (SA)WSDL to ATSM
wsdl:description atsm:service rdf:RDF
profile:Profile















































































Figure A.2: Mapping from OWL-S and SAWSDL to ATSM
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ATSM shares a high similarity with the WSDL component model (cp. Section 2.1). An overview of
the ATSM component model is provided in Figure A.2. A service description in ATSM can essentially
be interpreted as a tree: Each service component may contain 0 or more interfaces, which each
subsume 0 or more operations. Each operation links to 0 or more messageReferences, which in turn
are composed by 0 or more parameters. Message reference, in this context, is a generic term for inputs
and outputs. Furthermore, we consider conditions (i.e., preconditions and effects) for each operation.
However, conditions should be primarily recognized as a placeholder, as the format of preconditions and
effects has not been definitely defined regarding SAWSDL and OWL-S.
Apart from conditions, each component has a set of attributes. Regarding parameters, this includes the
component’s name (generally encoded as qualified name), a set of URIs that point to associated semantic
concepts, a URI describing its syntactic type, and a set of URIs pointing to lifting or lowering schema
mappings for automatic mediation between concrete data and ontological concepts.
The choice of attributes is based on the following assumptions: Semantic annotations (or references)
provide the most precise source of information in matchmaking, e.g., in traditional, logic-based sub-
sumption reasoning. If they are not available, component names allow to derive textual similarity using
standard methods from IR. Syntactic information (for instance, the data type) is of importance on the
level of inputs and outputs and can be used in automatic mediation between services.
To allow for the representation of existing services in ATSM, we have devised a mapping that defines
correspondencies between components and their attributes in SAWSDL and OWL-S service descriptions
and an ATSM document (cp. Figure A.2). Because of the high similarity between the WSDL and ATSM
component models, the mapping from WSDL interface, operation, input, and output components can
be conducted to the respective equivalents in ATSM in a straightforward manner. The modelReference
attribute has been renamed to semanticReference, assuming that annotations correspond to some se-
mantic concept in an ontology.
XSD elements are mapped onto ATSM parameter components. An ATSM parameter holds both se-
mantic and syntactic information, as well as the schema mappings that may be defined using SAWSDL
annotations. The structure of the XSD definition is eliminated in the mapping by generating a “flat”
parameter structure: sequence and complexType elements are recursively resolved in a top-down man-
ner, resulting in a set of ATSM parameters. In detail, the mapping process works as follows: If an XSD
element does not specify a type, the underlying structure – commonly a sequence – is further evalu-
ated. For each contained XSD element, the process is recursively repeated. If an element refers to a
simpleType or complexType, the type is transformed into an ATSM parameter component. Additionally,
for a complexType, the structure is broken down and recursively processed as previously outlined. The
process continues up to a specified recursive depth or until a loop is detected.
The process is illustrated along the lines of the schema definition contained in the surfing-
organization_destination_service.wsdl file from SAWSDL-TC (cp. Listing A.2); an excerpt of the
resulting ATSM document is depicted in Listing A.4. The only operation in the service, get_DESTINATION,
specifies the element get_DESTINATIONRequest as input. This element consists of a sequence, con-
taining the element _ORGANIZATION (the second element, _SURFING, is omitted for the purpose of
simplicity), which points to the type OrganizationType. It constitutes the first parameter in the
ATSM document. OrganizationType is again composed by a number of elements in a sequence.
The elements has-sub-unit and has-size point to simple types, which in turn each result in an
ATSM parameter (namely, Organization-Unit and OrganizationOrganization-Size). The element
organization-part-of points to OrganizationType and thus constitutes a loop, which results in the re-
cursive process terminating at this point. Yet, OrganizationType is added as parameter once again. The
elements affiliated-person and headed-by, however, point to the complex type Affiliated-Person,
resulting in two additional ATSM parameters. Again, Affiliated-Person is recursively processed. Its
only element, has-affiliation, points to the complex type OrganizationType. Thus, two more param-
eters are generated. Afterwards, the process terminates due to a loop being detected.
Overall, the following ATSM parameters are generated (the number in braces specifies the respective










In the case of OWL-S, a comparable process is followed. Each concept that is defined by a parameterType
in OWL-S is recursively resolved and directly results in an ATSM parameter. Then, all applicable object
properties are determined for that concept, and each concept in the property’s range is traversed, again
leading to additional parameters. The process continues up to a specified recursive depth or until no
more properties are applicable to a concept.
Listing A.4: Example ATSM Document (Excerpt)
1@prefix tns: <http://dmas.dfki.de/axis/services/SurfingorganizationDestination#> .
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A.2 Service Registry Standards
In the following, the both service registry respectively repository standards applied in Chapter 4 will be
presented, i.e., UDDI (Section A.2.1) and ebXML (Section A.2.2).








Figure A.3: The UDDI (Version 3.0) Core Data Model (taken from [62])
Universal Description, Discovery and Integration (UDDI) is an Organization for the Advancement of
Structured Information Standards (OASIS) standard with Version 3.0 being the most recently released
specification [62]. The full name of this registry standard already indicates that UDDI is not restricted
to Web services, but represents a “universal” concept, so that every content, which relies on XML, can be
published in the registry. However, UDDI has gained most attention as a framework to describe, publish,
search for (discover), and finally integrate Web services into an arbitrary software system.
A UDDI registry is made up from the following categories [62]:
White Pages provide additional information about enterprises (e.g., address, contact, known identifiers).
This information can then be queried by a service requester in order to decide, whether he wants
to use a service provided by the respective company.
Yellow Pages provide a classification scheme according to industry sectors, so that a service requester is
able to retrieve the services of all the service providers from a specific line of business.
Green Pages are applied to publish descriptions for each service. They allow manual browsing in case the
service provider and its industry sector are both unknown and are linked with the technical data,
which provides information for the utilization of a Web service in a machine-processable manner.
The data model of UDDI is based on XSD and consists of four core entity types (cp. Figure A.3) [62]:
businessEntity instances represent companies or organizations and contain the name of the company
or organization as well as data of contact persons. Each businessEntity also provides information
about the offered services by its contained businessService instances.
businessService instances model a service offer and represents an abstract description of either a group
of concrete services constituting the offer or a single service providing different access points. A
businessService instance may contain one or more bindingTemplate instances, each describing
a corresponding Web service. Please note that in UDDI Version 2.0, it is not mandatory to define
a bindingTemplate – however, there is no practical impact of this difference regarding the work
presented in Section 4.3.
bindingTemplate entities are used to store the technical information, which is required for the invo-
cation of a concrete Web service, e.g., the network address in terms of a URL. In addition, a
bindingTemplate contains references to tModels to describe further technical details.
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tModel represent a unique concept or construct, e.g., the contract of a Web service in form of a WSDL
file or classification information. They are intended to describe compliance with shared standards,
concepts or specifications. Since each tModel is holding a unique key, tModels can be reused
within the registry. The technical documents a tModel embodies are not stored in the registry
itself. Instead, a tModel stores metadata about the documents and contains the address, where a
document can be found.
In the context of the implementation presented in Section 4.3, tModels play an important role. As it can
be seen from Figure A.4, tModels are made up from a unique key, a name, an optional number of de-
scriptions, an optional overviewDoc element, an optional identifierBag, and categoryBag objects. The
overviewDoc is made up from an optional number of descriptions as well as an optional overviewURL.
There are two kinds of tModels:
Specification tModels are used in order to describe a service type definition. If an object is published in
the UDDI, it may reference a specification tModel in order to specify its compliance with a type
definition.
Category systems and identifier systems tModels enable the categorization and identification of objects
published in the UDDI.
The following differences between UDDI 2.0 and 3.0 affect the work at hand [62]:
• Instead of UUID-based keys, URI-based keys are applied.
• New element keyedReferenceGroup.
• Elements are allowed to possess several overviewDocs.
• keyedReferences need to possess a tModelKey.
If a WSDL-based service is published in UDDI, it is represented by a tModel whose overviewURL points
to the actual WSDL-URL; the categoryBag points to a tModel which specifies a Web service described in
WSDL. Hence, the categoryBag is used to categorize and specify that this tModel is offering a WSDL.
Therefore, keyedReferences are applied: In UDDI, keyedReferences are pairs of names and values,
which represent a variable keyName and its value keyValue. Each keyedReference features a tModelKey
referencing a tModel, which defines the type of the variable.
For interacting purposes, UDDI implementations provide several APIs, from which the Inquiry and
Publication APIs are mandatory components. The Publication API can be utilized to register content,
respectively services, and the Inquiry API can be used to search the registry. Concerning the query mech-
anisms of UDDI, an exact or approximate string matching can be performed and the adherence to tModel
instances can be verified [62]. Possible extensions for the integration of other query formalisms are
presented in Section 4.5.1.
+tModelKey : uddi:tModelKey [1]
+name : uddi:name [1]
+description : uddi:description [0..*]
+overviewDoc : uddi:overviewDoc [0..1]
+identifierBag : uddi:identifierBag [0..1]
+categoryBag : uddi:categoryBag [0..1]
tModel
+description : uddi:description [0..*]
+overviewURL : uddi:overviewURL [0..1]
overviewDoc
Figure A.4: Data Type tModel
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A.2.2 Electronic Business using Extensible Markup Language
ebXML is a family of OASIS standards and specifications which are partly also standardized by the In-
ternational Organization for Standardization (ISO). Generally, ebXML provides a modular suite of spec-
ifications for enterprises to perform business over the Internet (e.g., message exchange, registration of
services). The project incorporates five layers of XML-based specifications [196]:
Messaging Service defines a standard method for secure and reliable message exchange between enter-
prises, which is independent from the utilized communication protocol.
Collaboration Protocol Profile and Agreements specify the (shared) technical capabilities and prefer-
ences of the collaborating parties.
ebXML Business Process Specification Schema provides a standard language to define and configure
multi-party business collaborations.
Registry-Repository provides capabilities to register and retrieve information resources in distributed sys-
tems.
Core Components describe a methodology based on semantic building blocks to define the type of busi-
ness data in a commonly understandable way.
Within the work at hand, only the specifications for registries and repositories are relevant, and thus will
be further discussed in the following. In this context, two documents are currently available in Version 3.0
as approved OASIS standards: the ebXML Registry Information Model (RIM) and the ebXML Registry
Services and Protocols (RS) [85, 86]. The former specifies the underlying data model of the registry and
the latter describes the services provided by the registry and the protocols used for interacting with it.
The ebXML Registry terminology distinguishes between the terms “repository” and “registry”. A repos-
itory is used to store electronic content of any type (e.g., XML documents, images); the associated meta-
data describing the content is managed within a registry. The terms “repository item” and “registry item”
are used analogously. An ebXML Registry covers both, a metadata registry and a content repository. Typ-
ically, a database is used as persistent store for metadata and content. Although the registry and the
repository are considered as distinct components from an architectural point of view, they are both ac-
cessed by the interfaces provided by the ebXML Registry [85, 86]. As stated in Section 2.1.3, in this thesis
the term “registry” is used to refer to both, registry and repository, unless indicated otherwise.
The classes which are used to represent the metadata of the objects stored in the registry and their
relationships are defined in the ebXML RIM [85]. An ebXML Registry may further implement different
profiles, each defining a processing standard as well as extensions and restrictions of the core ebXML
features for a specific type of content. The ebXML Registry profile for Web Services defines the publication,
management and discovery of Web service artifacts [191]. In general, most metadata classes are sub-
classes of the RegistryObject base class within the RIM [85]. The RIM classes which are relevant for
the registration of Web services in an ebXML Registry implementing the Web service profile are depicted
in Figure A.5. Within the RIM, a service is represented by an instance of RegistryObject’s subclass
Service. An instance of the Service class contains one or more instances of the ServiceBinding class,













Figure A.5: Mapping of WSDL information to ebXML RIM (taken from [191])
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Generally, classification schemes are used in ebXML to classify RegistryObject instances [85].
In doing so, the type of content, which has been submitted to the registry as an instance of the
ExtrinsicObject class, can be classified using nodes of the classification scheme ObjectType. WSDL
files are stored in the registry as ExtrinsicObjects and classified with the canonical WSDL classification
node [85]. When submitting a WSDL document to the registry, a cataloging service is invoked, which per-
forms a mapping of the WSDL components to the ebXML RIM. During this process, the service and port
sections are represented by the respective RIM classes, whereas the binding and portType sections are
stored as extrinsic objects (cp. Figure A.5). All components are classified by the designated ObjectType
specified in the ebXML Web service profile, i.e., with subnodes of the canonical WSDL classification node.
This is due to the fact, that the default service information model as part of the RIM also supports the
registration of other types of services than Web services [85], hence represents a generic service model.
Consequently, the components which are specific to a certain kind of service have to be stored as extrin-
sic objects and classified using custom-built classification schemes. The ebXML Registry profile for Web
Services is only defined for WSDL 1.1 documents.
Concerning the query capabilities of ebXML, a flexible and extensible query mechanism is provided, so
that an implementation may introduce additional queries. Search criteria also propagate upon attributes
of lower level objects as part of higher level objects to be discovered. The WSDL service discovery
query specified in the ebXML Registry profile for Web Services allows the discovery of service instances
using an arbitrary number of parameters, which refer to the attributes of the objects contained in the
WSDL component model (e.g., $name of the service, $port.accessURI, $binding.protocolType).
A parameter value typically contains a string pattern including wildcard characters “%” to be matched
against the respective attribute value [191].
Clients submitting a query to the registry may use one of the supported query syntaxes. Generally,
each ebXML registry must support an XML-based query syntax called “Filter Query syntax”. When a filter
query is submitted to the registry, the RegistryObjects are considered as a virtual XML document tree
and pruned or filtered according to the specified query parameters. All remaining objects matching the
filter expressions are returned as a collection to the client. In addition, an ebXML Registry implementation
may support SQL as query syntax [86]. Finally, a GUI is recommended for ebXML registries in order to
facilitate the creation of queries providing predefined fields for each prospective query parameter [191].
A.3 The Resource Description Framework and the Web Ontology Language
RDFS and OWL are two major standards for the representation of ontologies which have been standard-
ized by W3C. Most recently, W3C has published OWL 2 Web Ontology Language (OWL 2) which is an
extension of the original OWL specification [36, 108, 182]. In the following, RDF, RDFS, and OWL will
be introduced with respect to the aspects required in this thesis.
A.3.1 Resource Description Framework
RDF represents a framework to express information, i.e., metadata, about resources on the Web and
is available as a set of six W3C recommendations. RDF is not restricted to retrievable Web resources
only, but also allows for the description of arbitrary resources in general. Basically, RDF is intended for
automated processing by applications in order to facilitate the exchange of information [177].
RDF is based on the definition of triples. A triple defines a relationship between a subject and an object
using a predicate [177]:
Subject represents a resource described by a statement and is identified by a URI.
Predicate represents a specific property of the subject. A predicate is also a resource that can be described
by a statement.
Object represents the value of the predicate and is either a resource or a literal.
A simple example of RDF in N3 serialization, taken from the RDF Primer [177], is depicted in Listing A.5.
RDF also provides an XML serialization called RDF/XML [16].
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Figure A.6: Visualization of RDF Code as Graph (taken from [177])
Due to the underlying structure, RDF statements can be modeled as graphs, where the nodes either
represent subjects or objects, i.e., resources or literals, and the arcs are labeled with the name of a
predicate, i.e., indicating a specific property. A sample graph is depicted in Figure A.6 and expresses the
shortened English statements shown in Listing A.5.
Because of its generic character, RDF provides insufficient instruments for building complex ontologies.
Most notably, it does not allow to impose restrictions regarding the validity of statements. For instance,
in the case of an English language ontology, we would probably like to restrict subjects and objects to
the class of words. Accordingly, possible predicates are derived from a predefined set of relationships
between words, such as synonym and antonym.
Based on RDF, RDFS defines a more expressive language [36]. It introduces the concept of classes and
properties. Latter allow to define specific relations between objects. In the course of this thesis, subsump-
tion relations between classes are of elevated interest. These are relations where classes constitute either
a generalization or specialization of other classes, which is a fundamental relation in ontologies.
For instance, related to the domain of biology, “animal” could be the root class, with the subclass
of “mammal” being a specialization of it. Again, “cat” and “dog” could be subclasses of “mammal”.
Accordingly, the more generic concept “mammal” subsumes the classes “cat” and “dog”. As a subsumption
relationship is transitive, “animal” also subsumes “cat” and “dog”.
A more formal introduction to subsumption relationships is given in Section A.3.3.
A.3.2 Web Ontology Language
Because RDFS also suffers from a number of limitations (e.g., it is not possible to define negative as-
sertions), the W3C has devised OWL as a more powerful standard for knowledge representation. OWL
makes use of the representation of information about resources from RDF and the declaration of classes
and properties in RDFS [36, 177]. With OWL, it is possible to define logical combinations (intersections,
unions, or complements) of classes, i.e., in order to build complex classes from atomic classes. OWL
also facilitates the declaration of individuals (objects) and their specific property values. It is possible to
declare transitive, symmetric, or functional properties. Furthermore, it is possible to define equivalence
between classes and properties and disjointness between classes. Possible relationships for individuals
are equality and inequality [110]. The most important extension of OWL (compared to RDFS) is the
possibility to restrict properties regarding values and cardinalities [110]. Value constraints put restric-
tions on the range of the property, if applied to a particular class description. Cardinality constraints put
restrictions on the number of values a property can adopt, if applied to a particular class description [67].
OWL provides three increasingly expressive sublanguages, which offer different levels of expressiveness
and complexity, but do all make use of RDF as their syntax [182]:
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OWL Lite represents the simplest version of OWL and allows to define a classification hierarchy and
simple constraints.
OWL DL exhibits maximum expressive power while providing computational guarantees, i.e., computa-
tion of conclusions in finite time.
OWL Full offers maximum expressiveness and allows to extend the meaning of the predefined RDF/OWL
vocabulary, thus provides no computational guarantees.
In the context of this thesis, OWL DL is used as knowledge representation language. OWL DL provides a
syntax for describing ontologies and is very close to the DL language SHOIN(D) [110]. As Horrocks et al.
state, “OWL DL [. . . ] can be viewed as expressive Description Logics, with an ontology being equivalent
to a Description Logic knowledge base” [112]. Classes from OWL correspond to concepts as defined for
DL, properties correspond to roles, and individuals correspond to objects. A brief introduction into DL
can be found in the next section.
OWL provides the means to define ontologies. The automatic inference of relations requires an appro-
priate software component, called a reasoner. It allows loading and parsing ontologies and consecutively
processing them, based on logical reasoning. I.e., ontologies as such are of limited use without a cor-
responding reasoner that permits to infer implicit knowledge. In this thesis, we make use of Pellet, a
OWL DL reasoner applied by many researchers in the Semantic Web community [230].
A.3.3 Description Logics
Description Logics (DL) is used as a formalism to represent the knowledge about a particular application
domain [192]. In this context, DL is a family of knowledge representation formalisms used to model
concepts, roles and individuals, and the corresponding relationships [11].
DL is based on the definition of concepts which constitute the terminology of a domain (“TBox”), i.e.,
a vocabulary of a domain. Concepts denote sets of individuals, while roles denote binary relationships
between individuals [11]. Per se, concepts are atomic, however, DL allows to build complex descriptions
of concepts and roles. With the TBox in place, it is possible to use the vocabulary in order to describe
properties and objects and individuals in the domain, i.e., define assertions about named individuals. This
“ABox” describes a specific state in terms of concepts and roles by a finite set of assertions [11]. Together,
TBox and ABox form a so-called knowledge base. It should be noted, that there are different viewpoints on
the last-mentioned aspect. Mädche et al., e.g., define the knowledge base as the ABox, while an ontology
would be the corresponding TBox [173].
DL-based languages have got formal, logic-based semantics and allow reasoning, i.e., to infer implicit
knowledge from the explicitly defined knowledge. In the context of this thesis, the determination of
subconcepts and superconcepts, called subsumption relationships play an important role. The basic idea
is that if a concept D is more general than a concept C, it subsumes C: C v D. Using subsumption
reasoning, it is possible to derive if an object (individual) is an instance of a given concept. Another
reasoning task is the determination if a description is satisfiable, i.e., non-contradictory [11].
A DL language is based on syntax rules that define which expressions are legal; semantics determine the
meaning. Constructors define how concept terms can be formed – examples are equivalent, disjointness,
and covering. Constructors can be used in order to define terminological axioms, i.e., statements about
how concepts and roles are related to each other. If two subclasses/subconcepts are disjoint, an individual
(like an input referencing a semantic concept in SAWSDL) cannot belong to both subclasses. In an
ontology, this is modeled through negation. Covering is used in order to define if a set of subclasses fully
covers their superclass, i.e., the superclass is the union of a set of mutually disjoint subclassed [34].
For a broader presentation of DL, we refer to The Description Logic Handbook [12].
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A.4 SPARQL Protocol and RDF Query Language
Listing A.6: Example SPARQL Query
1 PREFIX dc: <http://purl.org/dc/elements/1.1/>
2 PREFIX ex: <http://www.example.org/>





8 ex:index.html dc:creator ?staffid .
9 ?staffid exterms:name ?name .
10 FILTER regex(?name, "Smith")
11 }
12 ORDER BY ASC(?name)
SPARQL is a query language for RDF standardized by the W3C [215]. It provides an SQL-alike syntax
and returns result sets in form of tables or RDF graphs. An example of a SPARQL query defined for an
extended version of the sample RDF graph shown in Figure A.6 is depicted in Listing A.6. It is assumed,
that the Web page described in the extended RDF graph has been constructed by a number of creators,
each specified in the graph in the same way as “John Smith”. The example retrieves the names of all
creators in ascending order, who developed the Web page ex:index.html and whose name contains
“Smith”.
Basically, the SPARQL query language consists of four components [118, 215]:
RDF Dataset denotes one or more RDF graphs in an RDF data store. One graph represents the default
graph, while the other graphs are named graphs. SPARQL queries are executed against an RDF
dataset and may refer to one or more graphs.
Graph Patterns represent sets of triple patterns. As it can be seen in Listing A.6 (Lines 8–9), the query
statements are specified in terms of triple patterns replacing one or more of the elements by vari-
ables. In addition, SPARQL defines several special types of graph patterns, so that graph patterns
can be grouped, and optional and alternative graph patterns can be specified. Finally, value con-
straints in terms of FILTERs can be specified, which make use of predefined filter functions. In
the example query above, the values of the ?name variable must contain the substring “Smith”
(Line 10).
Solution Modifiers alter the sequence of a result set. By default, a SPARQL query returns an unordered
sequence of solutions. For example, the order can be specified, the number of results can be limited
and also restricted to unique solutions.
Query Forms are also provided in SPARQL:
• The SELECT form simply returns the variables specified in the query.
• Using the CONSTRUCT form, a single graph is returned, which consists of the triples represented
by the query statements, in which the variables are replaced by the solutions.
• In order to test for the existence of a solution for a given graph pattern, the ASK query can be
utilized.
A sample RDF Dataset is depicted in Listing A.7, a corresponding SPARQL query can be found in List-
ing A.8 (both examples are taken from [215]). In the example, the default graph stores the provenance
information of the named graphs, while the actual RDF data is stored within the named graphs identified
by different IRIs [215]. The corresponding query result contains the date of the graph, where the query
pattern matched, and the name of the person described within the respective graph.
Apart from its genuine application area, i.e., being a query language for RDF, there are several exten-
sions of SPARQL. These integrate further processing possibilities into the query language or facilitate the
usage of SPARQL in different settings [39, 125].
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Listing A.7: A Sample RDF Dataset
1# Default graph
2@prefix dc: <http://purl.org/dc/elements/1.1/> .
3@prefix g: <tag:example.org,2005-06-06:> .
4
5g:graph1 dc:date ’’2004-12-06’’ .
6g:graph2 dc:date ’’2005-01-10’’ .
7
8# Graph: locally allocated IRI: tag:example.org,2005-06-06:graph1
9@prefix foaf: <http://xmlns.com/foaf/0.1/> .
10
11_:a foaf:name ’’Bob’’ .
12
13# Graph: locally allocated IRI: tag:example.org,2005-06-06:graph2
14@prefix foaf: <http://xmlns.com/foaf/0.1/> .
15
16_:b foaf:name ’’Alice’’ .






6{ ?g dc:date ?date .
7GRAPH ?g
8{ ?person foaf:name ?name }
9}
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B Evaluation Setup
While the query formulation approaches presented in Chapter 4 are evaluated using the qualitative at-
tributes and requirements defined in Section 4.2, the evaluation of the matchmakers presented in Chap-
ter 3 aims on effectiveness and (to a lesser extent) efficiency. In the following, the metrics, data sets,
and frameworks used in this evaluation will be presented. Summarized, the matchmaking approaches
are evaluated following the Cranfield paradigm, which is a well-known paradigm for the evaluation of
IR algorithms [254]. The evaluation focuses on quantitative terms while also incorporating qualitative
aspects, which will be presented in Section B.1. The evaluation modality in terms of evaluation environ-
ment and test data set are presented in Section B.2. The applied quantitative metrics from the field of IR
are defined in Section B.3. Finally, cross-validation is regarded in Section B.4.
B.1 Evaluation Approach
In their work on the evaluation of semantic service discovery, Küster et al. state that a thorough evalua-
tion of semantic service discovery approaches should answer at least the following questions regarding
the assumptions that affect the evaluation and the dimensions measured [157]. As long as not stated
otherwise, the following information applies to all matchmaking approaches presented in Sections 3.2
and 3.3 as well as the query formalisms presented in Sections 4.3 and 4.4.
Assumptions of the evaluation:
• Determination of the formalisms and logical language used: In the work at hand, we make use of
SAWSDL (based on WSDL 2.0) as Web service standard [32, 79]. SAWSDL-based service descrip-
tions are mapped to ATSM in order to avoid the costly (in terms of runtime performance) processing
of SAWSDL-based services. ATSM also includes a mapping from OWL-S (cp. Appendix A.1.3), how-
ever, this mapping has not been regarded in the matchmaking evaluation. SAWSDL and ATSM do
not restrict the type of semantic concepts a semantic annotation should reference. However, in this
thesis it is assumed that the semantic concepts are formally defined in an OWL DL-based ontology
(cp. Section 2.2.3 and Appendix A.3.2) [182]. Regarding the matchmaking approaches, service
requests need to be formulated in SAWSDL (cp. description of SAWSDL-TC below), in order to
facilitate comparability with the other matchmaking approaches. The format of queries and service
repositories is defined in the corresponding Sections 4.3 and 4.4.
• Scope for discovery: While the discovery approaches presented in this thesis (both matchmakers and
query languages) could be applied in a different context, we assume that the service requester is
able to adapt either his own software or map components (e.g., inputs and outputs) of the service
offers. Of course, this does not apply to services that exactly meet the requirements of the requester.
In order to facilitate the automatic invocation and composition of the service result set, the result
sets could be limited to only exact matches. However, this would certainly worsen the overall recall
value for a query and is therefore not applied in the matchmaking evaluation.
• Expected outcome of discovery: The expected outcome of the discovery process is a sorted list of
services, starting with the best fitting service to a particular request. The result sets are afterwards
quantitatively evaluated using IR metrics like precision and recall. If two or more service offers
share the same similarity value, we randomize the order of these specific service offers in the result
set.
Dimensions measured:
• Runtime performance: The runtime performance in terms of AQRT is evaluated for all matchmaking
approaches. However, the runtime performance might depend on (automatic) activities that need
to be carried out prior to the actual query execution, especially the caching of similarity values.
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• Scalability, in terms of the number of services, has not been in the focus of our approaches and is
therefore not examined.
• Complexity of service descriptions: In order to generate sound matchmaking results, we anticipate
that service descriptions feature semantic annotations at least in the service signature, i.e., that
semantic type declarations are given for message inputs and outputs. If those are missing or can-
not be processed (for any service component), a syntax-based fallback strategy is applied (cp.
Section 3.2.2).
• Guarantees provided by a match: In contrast to the related work by, e.g., Paolucci et al. or Klusch
et al., we do not guarantee a match to provide a certain lower bound of matching like, e.g., a
certain degree of subsumption matching [140, 201]. Instead, a high numerical matching value
indicates that a service offer better fulfills the requirements defined by the requester than a lower
numerical value.
• Standard compliance and reusability: The matchmaking approaches presented in this thesis can be
reused as long as they are applied to SAWSDL (based on WSDL 2.0) and semantic concepts are
denoted in OWL DL. Plugins for SME2 (see below) have been developed which make it possible for
fellow researchers to make use of the matchmakers and compare them with their own approaches.
The focus of the matchmaking evaluation is the relative performance of the matchmakers presented in
this thesis in comparison to the approaches presented by other research teams. According to Voorhees,
for such a comparison, an evaluation of IR metrics following the Cranfield paradigm is suitable [253].
The Cranfield paradigm is based on test collections which feature a set of documents (here: semantically
described Web services), a set of information needs (here: a set of queries), and a set of relevance
judgments (here: a set of optimal result sets for every query). Based on this, it is possible to define the
precision, recall, and constitutive metrics of a particular approach.
Both matchmakers presented in this thesis offer parameters, which allow to evaluate different versions
and variants of LOG4SWS.KOM and COV4SWS.KOM. As the evaluation shows, we were able to identify
which aspects of our matchmakers lead to the observed results. Apart from the evaluation of IR metrics,
we also discuss the matchmaking approaches in terms of qualitative aspects.
B.2 Evaluation Environment
The evaluation environment for the matchmaking approaches presented in Chapter 3 is made up from
two parts: The actual evaluation framework SME2 (Section B.2.1) and the SAWSDL-TC test data set
(Sections B.2.2 and B.2.3).
B.2.1 SME2 Framework
For the evaluation of our matchmaking approaches, we have used the SME21 framework (Version 2.1).
SME2 is also applied in the S3 Contest2, which aims at the retrieval performance evaluation of matchmak-
ers for SWS [142]. Thus, it was possible to compare the results of LOG4SWS.KOM and COV4SWS.KOM
with the evaluation results of state-of-the-art matchmakers for SAWSDL.
The SME2 framework consists of a GUI-based tool for the evaluation of Web service matchmakers and
libraries that facilitate the integration of matchmakers into the framework. The GUI can be utilized in
conjunction with OWL-S and SAWSDL test collections (see below). It automatically calculates a number
of numerical result quality measures. Most importantly, this includes the “classic” IR metrics recall and
precision (cp. Section B.3). Additionally, the tool computes the AP, which corresponds to the mean
precision rate over all recall levels. The statistical figures are completed by performance measures, such
as the Overall and Average Query Response Time. Furthermore, a Friedman test is provided and can be
used to evaluate if the differences between evaluation results are statistically significant. The threshold
value for p, which indicates the level of significance (or probability of error) is 0.05.
1 http://projects.semwebcentral.org/projects/sme2/
2 http://www-ags.dfki.uni-sb.de/~klusch/s3/
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SME2’s evaluation for SAWSDL is based on the notion of binary relevance. I.e., the framework assumes
that for a given service request, a set of relevant (and accordingly, irrelevant) service offers can be iden-
tified. Relevant, in that sense, means that the service offer does not completely fail to satisfy the service
request. SME2 expects a ranked result set. Ideally, it should solely consist of relevant services, or, at least,
all relevant services should be ranked very high. The specific similarity of each service offer with the
service request is not taken into account. However, in the most recent versions of SME2, graded relevance
is reckoned, too. As the name implies, in contrast to binary relevance, graded relevance incorporates
different degrees of relevance. So, instead of expecting that service offers either completely fail or are a
perfect match to a service request, different, finer-grained grades like “possible match” or “partial match”
are defined in the relevance sets [152, 154, 246]. Unfortunately, there is currently no corresponding,
generally accepted test data collection for SAWSDL that could have been applied in order to evaluate
the matchmakers at hand with respect to graded relevance (cp. the description of SAWSDL-TC in the
following section).
B.2.2 SAWSDL-TC Test Collection
To the best of our knowledge, the test data collections applied in the S3 Contest are today the largest
and most-accepted sets of SWS applied for testing and evaluating algorithms for SWS discovery and
matchmaking. In the S3 Contest, two test collections from www.semwebcentral.org are used – with
OWLS-TC version 3.0 Revision 1 and SAWSDL-TC1 as the current versions of service retrieval test collec-
tions for OWL-S and SAWSDL [122]. As SAWSDL is the SWS standard applied in this thesis, we apply
SAWSDL-TC as test collection.
SAWSDL-TC was released in 2008 and consists of 894 semantically annotated WSDL 1.1-based Web
services, which cover differing domains from education and medical care to food and travel, etc. The set
contains 26 queries and a relevance set for each query is provided which can be used in order to compute
IR measures. The queries are defined as “queries by example” (cp. Section 4.1). For the evaluation of
matchmaking approaches, we apply these queries directly. For the evaluation of the query languages, we
have mapped the original queries as described in Chapter 4. The test suite is completed by 24 ontologies,
which are referenced using semantic annotations of services.
As SAWSDL-TC is WSDL 1.1-based, it was necessary to convert the test collection to WSDL 2.0, which
is the designated service format for the matchmakers presented in this thesis. This is done by the XSLT-
stylesheet for converting WSDL 1.1 to 2.0 introduced in Appendix A.1.2. As no new semantic annotations
have been added to or eliminated from the service descriptions, and the structure of service descriptions
is eventually the same, it is possible to compare the performance of the matchmakers at hand with those
of other matchmakers which make use of SAWSDL-TC.
While SAWSDL-TC is a de facto standard in the evaluation of Web service matchmakers, it suffers from
a number of limitations. First of all, the scope of SAWSDL-TC is clearly on the evaluation of IR measures;
other desirable dimensions of evaluation as, e.g., the incorporation of different viewpoints what a valid
result to a service request might be [153], are not regarded. Second, from a more technical point of
view, Web services in SAWSDL-TC are solely annotated at the parameter level. Interface and operation
components are not annotated at all. Generally, each service solely contains one interface with exactly
one operation. That way, more sophisticated matchmaking approaches on levels beyond the parameters
cannot be fully evaluated. Furthermore, some obvious inconsistencies can be found in the compilation
of relevance sets. E.g., at least one pair of services that has an identical set of parameters and semantic
annotations is not contained in the same relevance set. Furthermore, six services that are contained in
the relevance sets are not included in the directory of service offers, which leads to a slight reduction in
recall for the corresponding requests. Yet, due to the lack of a more suitable test collection and for the
ease of comparison, we have opted to utilize the WSDL 2.0-based version of SAWSDL-TC in the course of
our evaluation. As the SAWSDL-TC service collection is completely independent from the work at hand,
we meet the requirement of “fair testing” as we do not make use of an artificially created test data set,
which meets the requirements of the matchmakers presented in this thesis [156, 261].
An overview of the queries and relevance sets of SAWSDL-TC is provided in the next section.
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B.2.3 SAWSDL-TC: Queries and Relevance Sets (Overview)
Table B.1 shows the queries from SAWSDL-TC and the corresponding number of services from the respec-
tive result set. Size is given in Kbyte.




1. 5 book_price_service 37
2. 5 bookpersoncreditcardaccount__service 16
3. 6 bookpersoncreditcardaccount_price_service 21
4. 4 car_price_service 40
5. 6 citycountry_hotel_service 23
6. 5 country_skilledoccupation_service 74
7. 5 dvdplayermp3player_price_service 14
8. 5 geographical-regiongeographical-region_map_service 15
9. 5 geopolitical-entity_weatherprocess_service 23
10. 5 governmentdegree_scholarship_service 40
11. 5 governmentmissile_funding_service 37
12. 4 grocerystore_food_service 27
13. 4 hospital_investigating_service 19
14. 4 maxprice_cola_service 13
15. 4 novel_author_service 22
16. 4 preparedfood_price_service 25
17. 5 recommendedprice_coffeewhiskey_service 18
18. 7 researcher-in-academia_address_service 16
19. 7 shoppingmall_cameraprice_service 18
20. 4 surfing_destination_service 32
21. 4 surfinghiking_destination_service 39
22. 7 surfingorganization_destination_service 13
23. 4 title_comedyfilm_service 14
24. 4 title_videomedia_service 12
25. 5 university_lecturer-in-academia_service 20
26. 5 userscience-fiction-novel_price_service 28
The queries and relevance sets from the SAWSDL-TC test data set shown in Table B.2 were utilized in
order to manually determine optimal numerical equivalents for the DoM levels presented in Variants B
and C of LOG4SWS.KOM (cp. Section 3.4.1).
The optimal numerical equivalents have been determined by testing different combinations of weight-
ings. As it is the case in Section 3.4, the numerical equivalents for exact and fail matches have been set to
1 and 0 respectively. The numerical equivalents for super and sub matches have been given weightings
from 0 to 1 in 0.1-steps. The best evaluations results have been observed for {1,0.8, 0.6,0}.
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B.3 Information Retrieval Performance Measures
Information retrieval refers to the automated retrieval of documents in general. In the context of this
thesis, we will restrict the term to the specialized domain of ad hoc IR, where information is retrieved in
response to a specific query. As Grossman and Frieder put it, “Information Retrieval is devoted to finding
relevant documents, not simple matching to patterns” [93].
Thus, IR comes into play when a set of documents, which is deemed to be relevant to a specified query,
is to be retrieved from a potentially very large collection of documents. Generally, this also includes the
ranking of retrieved documents in terms of relevance, compared to a query. Probably the most prominent
use of IR nowadays is in the field of Internet search engines. In accordance with searching on the
Internet, Web service matchmaking or service discovery is also an application of IR [157]. The search
space is constituted by the Web services registered in a service registry, whereas the query is, for instance,
given by a query by example. It seems reasonable to apply “classic” IR evaluation metrics like precision
and recall which are defined as follows [14, 176]:
If A is the set of all relevant documents for a request and B is the set of all retrieved documents for a
request, then we can make use of the following metrics:
• Recall = |A∩B||A| , i.e., the fraction of relevant documents that are retrieved.
• Precision = |A∩B||B| , i.e., the fraction of retrieved documents that are relevant.
These metrics indicate shares, i.e., their values can range from 0 to 1. Ideally, a retrieval algorithm would
return the complete set of relevant documents, and nothing but those. Formally, both precision and recall
would equal 1. However, this is generally not the case, and there is some form of trade-off between
precision and recall. Preferably, the precision value is quite high for all recall levels. However, most
retrieval algorithms introduce a growing number of irrelevant documents into the result set with growing
recall, i.e., precision generally diminishes with increasing recall rates. In fact, a recall of 1 can easily be
reached by retrieving the complete set of documents, which will naturally include all relevant documents.
Furthermore, in a scenario where the number of service offers is very high, relevant services should be
mentioned first in the query result set. Hence, it is desirable to achieve a high precision on relatively
low recall levels. As the number of relevant services might be one day as large and fast-changing as
the number of Web sites is today, it seems likely that a high precision is more important to the service
requester than a high recall as completeness of found service offers might be very difficult to achieve and
not even desirable [136, 180].














Figure B.1: Recall-Precision Curve (Example)
In order to account for the relationship between and mutual significance of precision and recall, these
measures should always be cited and interpreted pairwise. Furthermore, additional metrics which incor-





q∈Qmax{PO|RO ≥ Recalli ∧ (RO, PO) ∈ Oq} with Oq representing the set of recall-
precision value pairs of the relevant documents for query q, which are determined by a stepwise
comparison of the sorted result set in descending order with the corresponding relevance set from
SAWSDL-TC [132]. These values are the foundation for so-called recall-precision curves which
depict both precision and recall in a two-dimensional diagram. An example is given in Figure B.1 –
as it can be seen the precision is quite high for low recall values but declines to the point where all
relevant services have been found, i.e., the recall is 1.0. SME2 uses equidistant steps n
λ
,n = 1 . . .λ
for the single recall levels. Here, we made use of the default value λ = 20 in order to accomplish
comparability with evaluation results of other matchmakers. Precision values are interpolated for
the depiction in recall-precision curves. The interpolated precision at a certain recall level r is
defined as the highest precision value found for any recall level r ′ ≥ r [176]. This way, it is, e.g.,
possible to define a precision value for r = 0.
• The Average Precision (AP) is used to provide a single-valued rating of a matchmaker for a single





where R is the set of relevant documents to the
particular query and L the set of found services. isrel(r) = 1 if r ∈ R, 0 else. count(r) indicates the
number of relevant items so far, i.e., count(r) =
∑r
i=1 isrel(i) [140]. The mean AP is used in order
to give one value for the matchmaking results regarding all queries applied. In the S3 Contest, this
value is used in order to determine the best matchmaker regarding retrieval performance.
• To measure the precision on relatively low recall levels, Precision at k (P(k)) is employed. This
value specifies the precision for the first ranked k data items; common values are, e.g., k = 5 or
k = 10 (named “P(5)” or “P(10)”) [176, 254].
• R-Precision (RP) defines the precision for a certain number of returned (ranked) results to a specific
query. Where P(k) defines one k for all queries, in RP this k differs from query to query and
is equivalent to the relevant services for this query (i.e., the size of the result set provided in
SAWSDL-TC). For RP, recall and precision are the same, hence it is equivalent to the break-even
point [176].
AP, RP, and P(k) are macro-averaged over all queries. I.e., the results for every query are averaged giving
an equal weight to each query. In contrast, it would also be possible to make use of micro-averaged values
where an equal weight is given to each service from a result set. This way, queries would be weighted
166 B Evaluation Setup
unequally [176]. However, in our opinion the performance regarding each query is equivalent and should
be weighted likewise.
Together, recall, precision, P(5) and P(10), recall-precision curves, AP, and RP allow to compare the
retrieval correctness as well as completeness with different scenarios in mind. While, e.g., P(5) is suitable
to measure the retrieval performance if regarding automatic service invocation which needs very good
precision results on low recall levels, recall-precision curves and precision values can be used in order to
observe the completeness of the result set. While high precision at low recall levels is primarily needed in
scenarios where service discovery is done just prior to the actual service invocation, in a second scenario
where services might be manually adapted and integrated into, e.g., a service workflow, services which
are not regarded in P(5) or P(10) might also be considered.
B.4 Cross-validation
Generally, if computing predictions of optimal values, as it is done by the application of OLS in this
thesis, the training set (i.e., the data set the prediction is based on) needs to be clearly separated from
the test data (i.e., the data set used in the evaluation) in order to get valid evaluation results. Here,
cross-validation is a well-accepted method [187, 225, 256].
k-fold cross-validation determines the classification of a data set into k partitions or subsamples. k-1
of the subsamples are used for training, while the remaining subsample is used for testing. This process
is repeated k times and also known as Leave-one-out cross-validation. This way, it is possible to see how
the results of the prediction (here: OLS estimator) can be applied to an independent data set which has
not been used in the training phase. In the work at hand, the subsamples are given by the queries and
relevance sets from SAWSDL-TC (cp. Appendix B.2.2). Each query is once used for testing and 25 times
(as k = 26) for the training of the OLS estimator. In each run, the matchmaking results for one query are
computed.
However, we have to slightly depart from the assumption of independent data sets (subsamples), as
some service offers are allocated to more than one relevance set. This is done to meet the fact that some
of the service requests’ respective relevance sets are not mutually disjunct. As a concession to this, all
service offers that are relevant to at least one service request besides the one being currently validated
are taken into consideration in the training stage. Furthermore, not all service offers are part of at least
one result set. Hence, not every service offer is regarded in the training phases.
B.5 Evaluation of Runtime Performance
The runtime performance of the matchmakers presented in Chapter 3 heavily depends on which parts
of the matchmaking process can be conducted during publication time and which parts need to be done
during the actual runtime.
We make use of a scenario that is applied, e.g., by Kourtesis and Paraskakis [145]: Services need to
be registered at a service repository. During publication time, an ATSM model is created for each service
upon registration. Further, each new service offer is matched against each previously registered service.
As a result, all pairs of service offers (and their respective components) have been mutually matched upon
the completion of the registration phase. Both COM4SWS.KOM and LOG4SWS.KOM were configured to
conduct matching on all levels; i.e., level weights were set to a value greater than 0. Lastly, the fallback
strategy was enabled during the training phase. This guarantees that all service offers are available as
ATSM models and the caches (cp. Section 3.2.2) are populated to a maximum level, based on all available
information in the registration phase. Lastly, the matchmakers have been configured to create the input
data for the OLS in the training phase.
The actual runtime evaluation then operates on the existing ATSM models, the populated caches, and
the previously generated OLS data. In case of the SAWSDL-TC test collection, there exists a corresponding
service offer for each of the 26 queries. Thus, at runtime, no misses occurred in any of the caches; i.e.,
all data required for matching was readily available in the caches. However, the queries had to be trans-
formed into an ATSM model. In fact, this is the most time-intensive part of query processing, accounting
for approximately 80% of the overall query response time. The remaining part can be attributed to the
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actual matching and the determination of weights and numerical equivalents through the application of
OLS.
For each individual variant of LOG4SWS.KOM and COV4SWS.KOM as presented in Section 3.4, a total
of six consecutive runs were conducted, and the results were aggregated using the arithmetic mean.
Runs were executed on a Intel Core 2 Duo T7300 (2Ghz) notebook with 3 Gbyte of RAM, operating
with Microsoft Windows XP. All background tasks (such as virus scanners or indexing programs) and
non-required system services were disabled.
However, there were still some fluctuations in runtime performance measurements that can be at-
tributed to operation system background activities. To compensate potential outliers, we calculate three
different average values:
Median and Median Absolute Deviation (MAD) for all six test runs.
Arithmetic mean and standard deviation for all six test runs.
Arithmetic mean and standard deviation for a trimmed evaluation result set where the best and worst
results (in terms of runtime performance) were discarded.
The AQRT as presented in Section 3.4 refers to the median of all six evaluation runs per version/variant of
LOG4SWS.KOM and COV4SWS.KOM. Further query response time results are presented in Appendix C.4.
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C Further Evaluation Results
This section enhances the evaluation results of the matchmaking approaches presented in Chapter 3 by
further numbers. While in the evaluation in Section 3.4 macro-averaged AP and RP values have been
presented, the following diagrams present the evaluation results for each single query from the test data
set (Sections C.1 and C.2). Afterwards, the results from the Friedman tests conducted for the different
versions of LOG4SWS.KOM and COV4SWS.KOM are presented in Section C.3. Furthermore, the runtime
performance numbers presented in Section 3.4 are enhanced by further values. Finally, Section C.5
presents the precision values for the distinct recall levels presented in Figures 3.7–3.9.
C.1 Comparison of Average Precision per Query
Analog to the illustration in Figures 3.7, 3.8, and 3.9, Figures C.1 to C.4 show the AP for each query as
evaluated with SAWSDL-TC (cp. Section 3.4).:
• Figures C.1a to C.1c show the AP values per query arranged for the three versions of
LOG4SWS.KOM.
• Figures C.2a to C.2d show the AP values per query arranged for the four variants of
LOG4SWS.KOM.
• Figures C.3a to C.3d show the AP values per query arranged for the four versions of
COV4SWS.KOM.
• Figures C.4a to C.4f show the AP values per query arranged for the six variants of COV4SWS.KOM.
As it can be seen from Figures C.1a to C.1c, the average precision for single queries is rather hetero-
geneous. Regarding Version 1, Variant 1d improves the AP for a predominant share of queries (16 out
of 26). However, most improvements are rather small and results do not vary too much – for 14 out of
26 queries, similar AP values can be determined. Similar observations can be made for Versions 2 and
3, where Variant 2d improves 13 out of 26 results and Variant 3d 12 out of 26, but for the better part,
the AP values are quite similar. There are always some queries where the OLS-based determination of
numerical equivalents leads to the worst results or worse results than Variant C. This is especially the
case for Variant 3d and explains why for Version 3, Variant D does not provide the best results and the
result differences are rather small. Which queries do not gain from the OLS-based weightings is varying
to some extent. This is not surprising and supports the assumption that there is no generally best match-
making method for Web services. Furthermore, it can be seen that for many queries, the incorporation of
manually adapted numerical equivalents of DoMs (i.e., Variants B and C), improves matchmaking results
in comparison to the numerical equivalents proposed by Syeda-Mahmood et al. (i.e., Variant A) [244].
Regarding the different variants, Figures C.2a to C.2d show that the data is even more heterogeneous.
Regarding Variant A, almost half of the queries (11 out of 26) show similar AP values for all three versions,
but it should be noted that here, only three datasets are compared, while for the different versions, four
datasets need to feature similar values. For the other queries, the three versions perform unequally.
Similar (but not equal) patterns can be observed for Variants B, C, and D.
Regarding COV4SWS.KOM, it is even more difficult to determine a clear pattern – let alone because
of the higher number of variants. However, there are some results worth noting: For Version 1, 14 out
of 26 queries feature similar results for Variants E and F, for Version 2, 13 out 26, for Version 3, 22
out of 26, and for Version 4, 17 out of 26. Hence, we can deduct, that simPL and simMC provide very
similar results for a large part of queries – this is not surprising, as simMC heavily depends on the path
length. As a second result, it can be determined that the MC-based AP values of simResnik and simLin
differ surprisingly often, if taking the quite similar results from Table 3.5 into account; nevertheless, in
most cases, the results are better for the corpus-based variants (A and C). Thus, we can deduct that the
corpus-based probability values needed for these similarity measures are sufficient for most queries, but












































































VARIANT A VARIANT B VARIANT C VARIANT D
Figure C.1: Average Precision for LOG4SWS.KOM per Query – Versions
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Figure C.3: Average Precision for COV4SWS.KOM per Query – Versions
Regarding the different variants of COV4SWS.KOM, the results from Section 3.4.2 are approved: For
Variant A, Version 4 clearly outperforms all other versions with the best values for 19 out of 26 queries.
Version 1 performs a little bit worse than Versions 2 and 3, which possess similar values. A similar pattern
can be recognized for Variant B (17 out 26). In particular, there are a number of queries for both variants
where the integration of OLS-based weightings leads to a massive advancement in evaluation results.
In contrast, Variants C and D feature much more heterogeneous AP values: Again, Version 1 clearly
performs worst, but for the remaining versions, there is no clear pattern – resulting in the relatively
similar AP values presented in Table 3.5. Apart from very few queries (8, 9, 12, to some extent 24 and
26), Variants E and F feature similar value patterns in Figures C.4e and C.4f. So, the similar matchmaking
performance of these variants can be observed on query-level, too.
























































VERSION 1 VERSION 2 VERSION 3 VERSION 4
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Figure C.4: Average Precision for COV4SWS.KOM per Query – Variants
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C.2 Comparison of R-Precision Values per Query
Figures C.5 to C.8 show the R-Precision for the different versions/variants of LOG4SWS.KOM and
COV4SWS.KOM:
• Figures C.5a to C.5c show the RP values per query arranged for the three versions of
LOG4SWS.KOM.
• Figures C.6a to C.6d show the RP values per query arranged for the four variants of
LOG4SWS.KOM.
• Figures C.7a to C.7d show the RP values per query arranged for the four versions of
COV4SWS.KOM.
• Figures C.8a to C.8f show the RP values per query arranged for the six variants of COV4SWS.KOM.
Naturally, the number of potential values for every single query is smaller than those observed for the AP
values in the last section.
Interestingly, for Version 1 of LOG4SWS.KOM, except for Query 16, every query features the same RP
value for Variants A and B; for Variant A, B, C, the values are the same except for Queries 6, 16, and
20. Hence, we can assume that the different “manual” weightings have a rather small impact regarding
Version 1 if regarding the RP. The differences are backed up by the similar progressions of the recall-
precision curves for Version 1 depicted in Figure 3.8 up to a recall level of about 0.6. This observation is
supported by the RP, P(5), and P(10) values from Table 3.6. The same applies to Versions 2 and 3 to a
smaller extent (Version 2: 14 queries share the same values for the first three variants, six further queries
share the same values for the first two variants; Version 3: 17 queries share the same values for the first
three variants, four further queries share the same values for the first two variants). Over all versions,
the OLS-based Variant D performs best for most queries, certifying the results regarding RP, P(5), and
P(10) from Table 3.6. When comparing the different variants of LOG4SWS.KOM (cp. Figure C.6), the
differences between the single versions are much easier to observe, as the values for single queries differ
more substantially. Hence, we can assume that the differences in matchmaking results can be primarily
attributed to the different variants, i.e., numerical equivalents of DoMs, than the different weights put
into effect for the service abstraction levels (at least regarding the R-Precision).
Again, the values for COV4SWS.KOM are more heterogeneous. Nevertheless, there are some outcomes
worth mentioning: First of all, for Queries 1–3 and 22, the integration of all service abstraction levels
massively increases the RP, which is very low for Variants 1a–1d. Second, the heterogeneity already
mentioned in Section 3.4.2 can be observed again: While for Variants A and B, 8 respectively 12 out of 26
queries possess the same RP for the first three versions, this is only the case for 3 respectively 1 out of 26
queries for Variants C and D. Here, the disproportionately high influence of the non-normalized Variants A
and B can be observed, leading to similar values for the first three versions and being resolved by the
OLS-based weighting in Variant 4a. For Variant E, only two queries share the same RP for Versions 1–3,
while this is the case for six queries in Variant F. Interestingly, the RP values of Variants E and F vary
much more than the AP values – while the overall picture in Figures C.4e and C.4f is very similar, it is not
possible to identify a common pattern in Figures C.8e and C.8f. This can be traced back to the fact that
the number of potential RP values is much smaller and variances attract attention much easier. Hence,
the AP seems to be a more appropriate performance metric to assess general similarities between two
variants.
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Figure C.5: R-Precision for LOG4SWS.KOM per Query – Versions
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Figure C.7: R-Precision for COV4SWS.KOM per Query – Versions
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Figure C.8: R-Precision for COV4SWS.KOM per Query – Variants
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C.3 Friedman Tests
Tables C.1 to C.7 show the results for the Friedman tests conducted for the different evaluation results
(AP per query) regarding the different versions/variants of LOG4SWS.KOM respectively COV4SWS.KOM.
The Overall value is the test result if all variants of a version are taken into account.
Table C.1: Friedman Test for LOG4SWS.KOM, Version 1
p = Variant 1a Variant 1b Variant 1c Variant 1d
Variant 1a X 0.824 0.000 0.000
Variant 1b X X 0.011 0.004
Variant 1c X X X 0.118
Variant 1d X X X X
Overall: 0.000
Table C.2: Friedman Test for LOG4SWS.KOM, Version 2
p = Variant 2a Variant 2b Variant 2c Variant 2d
Variant 2a X 0.846 0.000 0.025
Variant 2b X X 0.007 0.015
Variant 2c X X X 0.327
Variant 2d X X X X
Overall: 0.000
Table C.3: Friedman Test for LOG4SWS.KOM, Version 3
p = Variant 3a Variant 3b Variant 3c Variant 3d
Variant 3a X 0.071 0.000 0.327
Variant 3b X X 0.000 0.444
Variant 3c X X X 0.846
Variant 3d X X X X
Overall: 0.000
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Table C.4: Friedman Test for COV4SWS.KOM, Version 1
p = Variant 1a Variant 1b Variant 1c Variant 1d Variant 1e Variant 1f
Variant 1a X 0.071 0.703 0.444 0.048 0.118
Variant 1b X X 0.048 0.228 0.000 0.004
Variant 1c X X X 0.015 0.118 0.247
Variant 1d X X X X 0.048 0.015
Variant 1e X X X X X 1.000
Variant 1f X X X X X X
Overall: 0.000
Table C.5: Friedman Test for COV4SWS.KOM, Version 2
p = Variant 2a Variant 2b Variant 2c Variant 2d Variant 2e Variant 2f
Variant 2a X 0.025 0.703 0.247 0.444 0.444
Variant 2b X X 0.048 0.118 0.048 0.048
Variant 2c X X X 0.444 0.048 0.247
Variant 2d X X X X 0.118 0.048
Variant 2e X X X X X 0.444
Variant 2f X X X X X X
Overall: 0.029
Table C.6: Friedman Test for COV4SWS.KOM, Version 3
p = Variant 3a Variant 3b Variant 3c Variant 3d Variant 3e Variant 3f
Variant 3a X 0.004 0.118 0.444 0.703 1.000
Variant 3b X X 0.048 0.048 0.247 0.703
Variant 3c X X X 0.846 0.247 0.559
Variant 3d X X X X 0.444 0.703
Variant 3e X X X X X 0.247
Variant 3f X X X X X X
Overall: 0.232
Table C.7: Friedman Test for COV4SWS.KOM, Version 4
p = Variant 4a Variant 4b Variant 4c Variant 4d Variant 4e Variant 4f
Variant 4a X 0.247 0.004 0.048 0.247 0.048
Variant 4b X X 0.048 0.015 0.247 0.247
Variant 4c X X X 1.000 0.703 0.703
Variant 4d X X X X 1.000 0.703
Variant 4e X X X X X 0.444
Variant 4f X X X X X X
Overall: 0.031
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C.4 Comparison of Average Response Time per Query
Table C.8: Comparison of Average Query Response Times for LOG4SWS.KOM (in ms)
# Median MAD
Arithmetic Standard Arithmetic Standard
Mean(6) Deviation(6) Mean(4) Deviation(4)
1a 2137.37 168.04 2111.23 229.98 2135.81 173.76
1b 2187.69 29.79 2105.96 153.08 2135.82 125.29
1c 2235.48 119.77 2102.57 306.00 2150.02 257.79
1d 2217.52 185.56 2174.46 286.81 2217.42 203.88
2a 2316.90 32.90 2293.24 68.11 2304.06 40.28
2b 2287.62 76.62 2276.89 106.26 2287.81 87.43
2c 2405.13 67.67 2294.76 234.78 2338.43 157.00
2d 2376.08 1.77 2394.01 43.76 2376.71 2.47
3a 2253.06 135.75 2245.44 159.25 2248.77 151.38
3b 2332.83 98.38 2245.66 258.17 2317.99 94.17
3c 2280.19 69.17 2282.69 67.95 2280.64 61.28
3d 2462.88 16.25 2388.92 141.61 2431.20 72.91
In this section, the runtime performance measure presented in Section 3.4 (i.e., the median) is
amended by the MAD, the arithmetic mean, and the standard deviation. Each version/variant of both
LOG4SWS.KOM and COV4SWS.KOM has been tested six times regarding runtime performance. To com-
pensate potential outliers, we also calculated the arithmetic mean and the standard deviation for an
evaluation test data set where the best and worst query response time for each query have been dis-
carded. These values are named Arithmetic Mean(4) respectively Standard Deviation(4) as four test
runs are regarded. Accordingly, Arithmetic Mean(6) and Standard Deviation(6) incorporate all (six) test
runs. Analog to Tables 3.4 and 3.5, Tables C.8 and C.9 show these values for LOG4SWS.KOM and
COV4SWS.KOM (in ms).
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Table C.9: Comparison of Average Query Response Times for COV4SWS.KOM (in ms)
# Median MAD
Arithmetic Standard Arithmetic Standard
Mean(6) Deviation(6) Mean(4) Deviation(4)
1a 2322.19 102.38 2330.54 142.41 2316.88 94.47
1b 2303.15 80.06 2297.66 112.99 2308.22 67.58
1c 2366.33 46.87 2404.92 122.23 2368.13 45.73
1d 2389.38 18.21 2416.20 71.58 2392.90 19.74
1e 2211.67 18.21 2161.47 121.29 2177.25 95.56
1f 2099.77 50.87 2086.04 233.64 2141.92 97.41
2a 2496.46 24.27 2610.84 208.10 2555.63 133.35
2b 2642.29 286.23 2621.68 328.79 2626.68 327.84
2c 2562.00 257.46 2606.71 333.17 2588.35 327.23
2d 2729.56 155.92 2687.58 209.84 2711.20 169.26
2e 2445.50 26.79 2433.23 46.26 2442.38 29.10
2f 2376.75 62.33 2367.58 125.77 2387.92 53.46
3a 2592.50 116.85 2612.78 152.95 2610.21 98.12
3b 2528.52 115.08 2596.88 208.95 2585.90 185.70
3c 2714.12 5.46 2713.23 14.24 2715.77 4.85
3d 2696.08 66.33 2681.28 81.14 2682.13 67.17
3e 2325.12 47.35 2270.39 247.26 2308.38 43.41
3f 2352.90 81.60 2329.20 107.63 2330.38 91.62
4a 2726.54 341.79 2747.26 416.53 2724.72 391.56
4b 2662.79 292.54 2649.11 328.84 2648.92 330.83
4c 2810.60 126.03 2717.17 263.58 2760.42 203.01
4d 2786.58 41.44 2782.60 64.15 2789.72 35.96
4e 2185.35 27.87 2176.72 49.41 2183.09 24.06
4f 2446.00 99.88 2260.25 370.01 2306.14 327.96
C.5 Detailed Recall-Precision Curve Results
Tables C.10 and C.11 show the single precision values from the recall-precision curves presented in
Figures 3.7–3.9. Every row shows the macro-averaged precision (mean) over all queries for a particular
variant of LOG4SWS.KOM (Table C.10) or COV4SWS.KOM (Table C.11). The corresponding recall levels
are depicted in the respective header row.
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D Further Details
In the following, further details, which have been omitted in Chapter 4 in order to keep the respective
descriptions clearly arranged, will be presented. Section D.1 addresses the integration of SPARQL in
UDDI (Section 4.3), Section D.2 addresses the integration of SWS2QL in ebXML Registry (Section D.1).
D.1 Integrating SPARQL in UDDI
Further details regarding the work presented in Section 4.3 concern the enhanced respectively newly
created tModels (Section D.1.1), a SPARQL query needed at publication time (Section D.1.2), example
SPARQL queries for service discovery (Section D.1.3), and regular expressions needed for query process-
ing (Section D.1.4).
D.1.1 tModels
Listing D.1: RDF Reference tModel
1<tModel xmlns=’’urn:uddi-org:api_v2’’ tModelKey=’’uuid:30D91130 -4EDB-11DE-9130-F42F2CB3EADE ’’>
2<name>RDF Reference </name>
3<description xml:lang=’’en’’>
4This tModel is used to let another tModel reference an RDF file.
5</description >
6<overviewDoc >
7<overviewURL >http://www.example.com/overview </overviewURL >
8</overviewDoc >
9</tModel>
Listing D.2: RDF Categorization tModel
1<tModel xmlns=’’urn:uddi-org:api_v2’’ tModelKey=’’uuid:EB342380 -4D87-11DE-A380-95EBB35FBB35 ’’>
2<name>RDF Categorization </name>
3<description xml:lang=’’en’’>




8Specifies a tModel as pointing to an RDF description.
9</description >









As it has been described in Section 4.3.3, two additional tModels have been added to the UDDI standard
in order to reference RDF files from WSDL-based service descriptions. These tModels are depicted in
Listings D.1 and D.2. The first tModel, RDF Reference tModel, is used to let another tModel reference an
RDF file. The latter, RDF Categorization tModel, is used to categorize RDF tModels.
Listing D.4 shows the example RDF tModel for the WSDL tModel depicted in Listing D.3. An RDF
tModel is generated when publishing a WSDL in UDDI using a template. The overviewURL (Lines 10–12)
contains the path to the corresponding RDF file describing a WSDL. The filename is consistent with the
tModel key of the associated WSDL tModel. Apart from this and the name (Line 2) which is derived
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Listing D.3: WSDL tModel (Example)
1 <tModel xmlns="urn:uddi-org:api_v2" tModelKey="uuid:DDDDDDDD -DDDD-DDDD-DDDD-DDDDDDDDDDDD">
2 <name>MyTModel </name>
3 <description xml:lang=’’en’’>
4 The overviewURL of this tModel points to a WSDL file.
5 </description >
6 <overviewDoc >
7 <description xml:lang=’’en’’>WSDL file of a Web service.</description >




12 tModelKey=’’uuid:C1ACF26D -9672-4404-9D70-39B756E62AB4 ’’
13 keyName=’’Specification for a Web service described in WSDL’’
14 keyValue=’’wsdlSpec ’’/>
15 <keyedReference
16 tModelKey=’’uuid:30D91130 -4ED-11DE-9130-F42F2CB3EADE ’’
17 keyName=’’RDF reference ’’
18 keyValue=’’uuid:RRRRRRRR -RRRR-RRRR-RRRR-RRRRRRRRRRRR ’’/>
19 </categoryBag >
20 </tModel>
Listing D.4: RDF tModel (Example)
1 <tModel xmlns=’’urn:uddi-org:api_v2’’ tModelKey=’’uuid:RRRRRRRR -RRRR-RRRR-RRRR-RRRRRRRRRRRR ’’>
2 <name>RDF data for tModel named MyTModel </name>
3 <description xml:lang=’’en’’>
4 The overviewURL of this tModel points to an RDF file which was generated out of a WSDL file. The WSDL












16 tModelKey=’’uuid:EB342380 -4D87-11DE-A380-95EBB35FBB35 ’’




from the tModel name of the associated WSDL tModel, all RDF tModels contain the same information.
As explained in Appendix A.2.1, RDF tModels are categorized by a keyedreference pointing to the
according categorization tModel shown in Listing D.2; this can be seen in Lines 15–18 of Listing D.4. In
Listing D.3, Lines 15–18 show how the RDF Reference tModel is used in order to link a WSDL tModel to
an RDF tModel.
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D.1.2 SPARQL Queries at Publication Time
At publication time, a SPARQL query is needed in order to find the semantic concepts for caching (cp. Sec-
tion 4.3.3). An example SPARQL query, which finds all semantic concepts of inputs based on its RDF rep-
resentation can be seen in Listing D.5. The actual element type is indicated by the w3rdf:type element in
Line 7. Corresponding to the mapping from SAWSDL to RDF presented in Appendix A.1.2, the following
parameter values are possible: InputMessage, OutputMessage, Interface, and InterfaceOperation.
Actually, it is possible to make use of all mappings defined in the WSDL to RDF mapping by Kopecký,
e.g., InterfaceFault [143]. However, as these service components are not applied in matchmaking and
service discovery, they are not regarded here.






6SELECT ?uri WHERE {
7?a w3rdf:type w3wsdlrdf:InputMessage .
8?a w3wsdlrdf:elementDeclaration ?b .
9?b komrdf:describedBy ?c .
10?c komrdf:complexType ?d .
11?d komrdf:sequence ?e .
12?e komrdf:element ?f .
13?f komrdf:type ?g .
14?g w3sawsdl:modelReference ?uri
15}
D.1.3 Example SPARQL Queries








8?a w3rdf:type w3wsdlrdf:InputMessage .
9?a w3wsdlrdf:elementDeclaration ?b .
10?b komrdf:describedBy ?c .
11?c komrdf:complexType ?d .
12?d komrdf:sequence ?e .
13?e komrdf:element ?f .




18?a w3rdf:type w3wsdlrdf:OutputMessage .
19?a w3wsdlrdf:elementDeclaration ?b .
20?b komrdf:describedBy ?c .
21?c komrdf:complexType ?d .
22?d komrdf:sequence ?e .
23?e komrdf:element ?f .




Listings D.6 and D.7 show example SPARQL ASK queries to be used in service discovery as presented in
Section 4.3. The former query shows a standard SPARQL query without any extensions – as it can be
seen, the actual query specification is done using concepts blocks. In Listing D.6, two concept blocks
are defined – the first concept block (Lines 7–16) specifies that the requested service needs to have an
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Listing D.7: SPARQL ASK Query Extended with Minimum DoMs (Example)
1 PREFIX w3rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
2 PREFIX w3wsdlrdf: <http://www.w3.org/ns/wsdl-rdf#>
3 PREFIX w3sawsdl: <http://www.w3.org/ns/sawsdl#>
4 PREFIX komrdf: <http://www.kom.tu-darmstadt.de/ns/xsd-rdf#>
5 PREFIX books: <http://127.0.0.1/ontology/books.owl#>
6 ASK {
7 {
8 ?a w3rdf:type w3wsdlrdf:InputMessage .
9 ?a w3wsdlrdf:elementDeclaration ?b .
10 ?b komrdf:describedBy ?c .
11 ?c komrdf:complexType ?d .
12 ?d komrdf:sequence ?e .
13 ?e komrdf:element ?f .
14 ?f komrdf:type ?g .
15 ?g w3sawsdl:modelReference books:Title.SIMILARITY.EXACT
16 }
17 {
18 ?a w3rdf:type w3wsdlrdf:OutputMessage .
19 ?a w3wsdlrdf:elementDeclaration ?b .
20 ?b komrdf:describedBy ?c .
21 ?c komrdf:complexType ?d .
22 ?d komrdf:sequence ?e .
23 ?e komrdf:element ?f .
24 ?f komrdf:type ?g .
25 ?g w3sawsdl:modelReference books:Novel.SIMILARITY.SUPER
26 }
27 }
input referencing the semantic concept Title from the books ontology (Line 5), the second concept block
(Lines 17–26) specifies that the service needs to have an output referencing the semantic concept Novel
from the same ontology.
In Listing D.7, the extension by similarity ranges is depicted. As it can be seen in Lines 15 and 25, this is
done by adding the minimum DoM (i.e., threshold) to a semantic concept’s URI. In the example from List-
ing D.7 only those services which accept a data type referencing the semantic concept books.owl#Title
and offering the data type referencing either books.owl#Novel or one of its superclasses, are added to
the result set.
D.1.4 Regular Expressions Needed for Query Processing
Listing D.8: Regular Expression to Identify Concept Blocks
\(bgp\s+?(\(triple[^\(\)]*\)\s+?)+?\s+?\)






In the publication process for RDF-based service descriptions in UDDI (cp. Section 4.3), regular expres-
sions are needed in order to extract concept blocks from SPARQL queries (Listing D.8) as well as to
identify the semantic concept in a concept block (Listing D.9).
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D.2 Integrating SWS2QL in ebXML Registry
Further details regarding the work presented in Section 4.4 concern the XML schema of the abstract
query model (Section D.2.1), the structure of SQL enhancements and statements (Section D.2.2), and an
overview of the classes of the matchmaker interface implemented for freebXML (Section D.2.3).
D.2.1 Query Model XML Schema
The corresponding XML schema of the query model applied in Section 4.4 is shown in Figure D.1. Except
for the name attribute of the queryType and the id and objectRef attributes of the resultType, all other
attributes of the five depicted components are optional. In addition, no combination rules are explicitly
stated for the logical interconnection of query container and query section elements. Instead, the spec-
ification of optional attributes referring to solution modifiers and thresholds, as well as the definition of
combination rules is left to the designer of a specific query language, since the query model is intended to
serve as a foundation for the specification or assessment of service queries, i.e., it can be adapted to the
requirements for designing an individual query language or referred to the particularities of an existing
query language. Concerning the cardinalities of the elements, the XML schema of the query model has
one particularity, which needs to be mentioned. The global queryContainer may either contain one or
more querySection elements or two or more queryContainer elements. The cardinality of the nested
queryContainer elements has been set to two in order to avoid the nesting of single queryContainer
elements that can easily be replaced by a single querySection within the global queryContainer.






































Figure D.1: Elements of a Service Query
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D.2.2 SQL Structures
Listing D.10: Structure of the SQL Enhancement for SWS2QL
AND SEMANTICS(<QueryType >(<Parameter 1>,...,<Parameter n>),<Matchmaker >)
Listing D.11: Structure of “Lightservice” SQL Query Statements
1<QueryType >((<MatchingLevel >,<SemanticReference >,<DoM>),<Matchmaker >)
2
3LIGHT((IFACE,http://www.example.com/myOnt.owl#IfaceConcept ,EXACT),DEFAULT)
Listing D.12: Structure of “Fullservice” SQL Query Statements
1<QueryType >((<accessURI >,<DoM>),<Matchmaker >)
2
3FULL((http://www.example.com/services/MyWebService ,EXACT),LOG4SWS.KOM)
Listing D.10 shows the generic structure of the SQL enhancement needed to integrate service description-
based query parameters from SWS2QL in freebXML-SQL.
The native part of an SQL query is augmented by the enhanced part, which is indicated by the keywords
AND SEMANTICS followed by the actual query statement. The structure of a query statement comprises
three parts: a literal constant LIGHT or FULL denoting the respective query type, a list of the corresponding
query parameters, and a further literal constant identifying the matchmaker, which should be used for
the processing of the SQL enhancement. In doing so, the lightservice and fullservice query types are then
established as depicted in the Listings D.11 and D.12.
























Figure D.2: Registry Enhancements for the Integration of Matchmakers
For the integration of different matchmakers, the query manager implementation of freebXML has been
modified and additional classes have been created. An overview of the classes is depicted in Figure D.2.
Possible matchmakers can be registered within the IMatchmakerConfig class in the form of a string-
based constant that is associated with the fully qualified name of the main class of a matchmaker. Using
the Java Reflection API1, the query manager implementation is able to redirect a query to the desired
matchmaker. For the integration of a new matchmaker, the IMatchmaker interface can be implemented
by the respective class. In doing so, two methods have to be realized by the new matchmaker; one for
processing the SQL query extensions and a second method to return the optional response slot list, which
can be used to send back additional information of a matching service to the client. For the proof of
concept implementation presented in Section 4.4, the LOG4SWSMatchmaker class has been created, which
establishes the connection to the matching facilities provided by LOG4SWS.KOM and defines additional
methods for the processing of the fullservice and the lightservice queries.
1 http://java.sun.com/docs/books/tutorial/reflect/index.html
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