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Figure 2: 2-way vertex partitioning for a simple triangulation.
Implicit scheme
After discretizing Eqn. (1) in space, the following system of coupled ordinary differential equations is obtained:
Here _V-is the vector of unknowns over all the mesh points. M is the mass matrix which represents the relat!onshi p between the average value in a control volume and the values at the vertices (the vertex representing the control volume and its nearest neighbors).
It is only a function of the mesh and hence, a constant matrix for a static mesh. Since a steady state solution is sought, time-accuracy is not an issue and M can be replaced by the identity matrix yielding the following system of ordinary differential equations for the vector of unknowns W dW
If the time derivative is replaced by:
an explicit scheme is obtained by evaluating R(W) at time level n. An implicit scheme is obtained by evaluating R(W) at level n + 1. In the latter case, linearizing R about time level n, we obtain 0R)
Eqn. (5) Since the linear system is itself approximate, there is little to be gained by solving it to a great precision.
To obtain favorable overall (nonlinear) convergence, it has been found that it is better to solve the linear problem to a moderate degree of precision and proceed to the next time step. However, for stiff problems it may well be necessary to solve the linear problem to high precision and one has the control to do so in the present framework. The time step in Eqn. (5) 
where A is an invertible matrix. The solution is advanced from xo'to xk as
GMRES(k) finds the best possible solution for yk over the Krylov subspace < vl,Avl,A2Vl, .... , A k-1Vl > by solving the minimization problem 
Preconditioning and parallelism issues
Instead of Eqn. (7) the preconditioned iterative methods solve the following system: In order to minimize the sequential overhead, we appeal to techniques developed in domain decomposition.
One of the most successful methods in use in domain decomposition is the Schwartz alternating procedure, which can also be implemented as a preconditioner. The scheme outlined above is an example of an additive Schwartz preconditioner. The term additive denotes that the preconditioner can be carried out in parallel. This is in contrast to the multiplicative Schwartz method, which requires that the preconditioner be applied in a sequential way by cycling through the processors in some order. It is possible to extract some coarse-grained parallelism by coloring the subdomains, but the potential is limited. Therefore in a parallel context, the additive Schwartz method is preferred.
A powerful idea for elliptic problems advocated by Dryja and Widlund [15] , is the use of a coarse grid in order to bring some global influence to bear on the problem, similar in spirit to a two-level multigrid algorithm. The coarse grid operator is applied multiplicatively i.e., it is solved first and its solution is used during the additive phase. Applying the coarse grid in this manner does impose a penalty in a parallel setting; it becomes a sequential bottleneck. Cal et al. [16] have applied the multiplicative and additive Schwartz algorithms to the solution of symmetric and nonsymmetric problems. They have observed almost h-independent convergence, where h is the fine grid size, provided the coarse grid is fine enough. In some instances, the coarse grid operator may be formed by discretizing the partial differential equation on a coarse grid. However, in our application, this will require a triangulation followed by a discretization on this coarse grid. Generation of interpolation operators to transfer information between the coarse and the fine grids is also necessary. We avoid all these complexities by appealing to an alternative way of obtaining a coarse grid operator described by Wesseling [17] . Using this method, a coarse grid Galerkin operator is easily derived from a given fine grid operator, restriction and prolongation operators. We choose the restrictionoperator to be a simple summation of fine grid values, and the prolongation operator to be injection. Under this choice, the coarse grid discretization can be shown to be equivalent to be similar to the one used in an agglomeration multigrid strategy, details of which are given in a companion paper [18] . It amounts to identifying all the vertices that belong to a processor by one coarse grid vertex, and summing the equations and the right hand sides associated with them. Thus the coarse grid system has as many vertices as the number of subdomains.
At each time step, a coarse grid system is formed and solved by using a direct solver.
The data obtained from the coarse grid is used on the boundaries as DiriChlet data for each processor.
We have found that in practice, a direct solver is seldom needed to solve the coarse grid system; an iteration of incomplete LU decomposition seems to suffice. We have also found that at least one cycle of implicit smoothing similar to that employed in multigrid context by Mavriplis and Jameson [2] is needed to mitigate the adverse effects of injection of the solution from the coarse to the fine grid. On the fine grid, after injection, one Jacobi iteration is performed on the following system of implicit equations:
where e is taken to be 0.5, d is the degree of the vertex i, and the summation is over the neighbors of each vertex. This smoothing step involves communication at the boundaries.
The vertex-partitioned scheme is more amenable to the investigation of the coarse grid operator than the cell-partitioned scheme, and therefore, we only discuss this particular implementation.
Each processor first forms parts of the coarse grid matrix and the right hand side at every time step.
A global concatenation is performed so that each processor has the entire coarse grid system. This system is solved redundantly by each processor by forming approximate L and U factors. During the preconditioning phase, each processor forms a portion of the right hand side. After a global concatenation, each processor carries out forward and backward solves and deduces the appropriate Dirichlet data.
We have also developed a weaker smoother that dispenses with communication associated with the Jacobi smt)othing, but yields comparable convergence.
This technique termed
modified Jacobi smoothing, smooths the neighboring coarse grid data (to be used as Dirichlet data) with the data that the processor holds. This step is given by the following relation:
where UD is the old Dirichlet data, U_)ew is the new Dirichlet data and ULOC is the value of the coarse grid vertex assigned to the processor. It may be observed that the explicit scheme is barely converging while the implicit schemes converge quickly.
The GMRES/ILU processor-implicit preconditioning exhibits degradation in convergence as the number of processors increases, but the degradation is moderate. Even with 128 processors, it performs much better than the GMRES/DIAG. In examining Figures 3 and 4 , it is seen that the convergence histories with GMRES/ILU gravitate towards that of GMRES/DIAG as the number of processors increases.
In the limit of 1 grid point per processor the two will be identical. In these figures, since the problem does not fit on one processor of the Intel iPSC/860, the uni-processor runs were carried out on the Cray Y-MP. The times per iteration in seconds and the convergence rates are shown in Tables 1 and 2 for the coarse and fine meshes, respectively. The convergence rate is defined as ...L..
Rate:(--_l)"-I
where P_ is the Lz norm of the residual at the end of nth time step and R1 is the residual at the end of the first time step. It may be observed that the convergence rates of the explicit scheme (RK4) and the implicit scheme (GMRES/DItkG)are independent of the number of processors used, whereas that of GMRES/ILU exhibits a slight degradation with increasing number of processors.
Finally, since time to completion is of ultimate interest, Figure 5 shows the convergence histories for the fine mesh problem 
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airfoil with 460 vertices is considered under subsonic flow conditions. For simplicity, only a two processor partitioning is considered. In this case, the vertices on the interface are only shared by two processors (i.e., there are no cross points). The theory of MSC preconditioning is based on considering a domain split into two nonoverlapping domains with vertices on the interface.
In this work a block diagonal approximation to the Schur complement is derived by using the probe vectors discussed earlier. Figure 6 shows the convergence histories as a function of the number of iterations of the GMRES/ILU technique with block diagonal preconditioning and with MSC preconditioning. The convergence deteriorates with MSC preconditioning compared to using diagonal preconditioning.
In light of this negative result and of the heuristic nature by which MSC preconditioning is extended to deal with situations involving more than two processors and having cross points, we do not investigate this technique any further. We believe the block diagonal preconditioning for the interface vertices offers the best compromise in-terms of parallelism and convergence.
Next, the explicit and implicit schemes are compared when vertex partitioning is employed.
Figures 7 and 8 show the convergence histories for the coarse and fine meshes when using vertex partitioning.
The convergence histories are comparable to those obtained with cell partitioning (Figures  3 and 4) . Tables 3 and 4 show the times per iteration in seconds and the convergence rates.
In comparing with the results for cell partitioning (Tables 1 and 2) , it is seen that the elapsed times with vertex partitioning are slightly better than those with cell partitioning for all the algorithms, especially for the implicit schemes. In addition, as the number of processors increases, Tables 3 and 4 bear this out as well. The vertex-partitioned GMRES/ILU scheme requires only about 20% more iterations with 128 processors than the ideal 1 processor scheme to obtMn the same level of convergence (5 orders of reduction in the residual norm).
Finally, we examine the effects of using a coarse grid as discussed in the last section to improve convergence for the 15,606 vertices mesh. Figure 9 shows the convergence histories as a function of iterations for the uni-processor, 32-processor and 128-processor cases with and without the use of a coarse grid. A cycle of modified Jacobi smoothing is employed as part of the preconditioner in order to stabilize the procedure with the coarse grid system and, the coarse grid system is solved redundantly by all processors. The convergence has improved dramatically, illustrating the power of the coarse grid. The convergence with 128 processors is even better than that obtainedwiththe uniprocessor scheme. Unfortunately, this improved convergence does not translate into a reduction in the time required to solve the problem. This is illustrated in Figure 10 , which shows the convergence histories as a function of elapsed times on 32 and 128 processors with and without the coarse grid.
In both the 32 and the 128-processor cases, it may be observed that the times required to solve the problem are nearly the same with and without the use of the coarse grid. On a per iteration basis, the elapsed times for the 32-processor case are 1.73 and 1.87 seconds respectively, without and with the coarse grid. For the 128-processor case, these times are 0.64 an 1.02 seconds. This points to a major drawback of using the coarse grid system to improve convergence. With too small a coarse grid system, the effort required to solve the system is minimal, but so is the improvement in [6] Das, R., Mavriplis, D.J., Saltz,J., Gupta,S., and Ponnusamy, R., "The design and implementation of a parallel unstructured Euler solver using software primitives", in 30th AIAA Aerospace Sciences Conf., AIAA 92-0562, Reno, NV, 1992.
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