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Lean-burn natural gas engines offer enhanced thermal efficiencies and reduced soot
and NOx emissions. However, cycle-to-cycle variability in combustion that can result
from unreliable ignition, variability in equivalence ratio and quenching is a challenge.
Reliability of ignition can be improved by employing a dual-fuel ignition strategy in
which a small quantity of diesel fuel is injected to initiate ignition. Computational
studies of n-heptane/methane-air mixing layers are performed to provide insight into
the fundamental physics of dual-fuel ignition. The results show that the characteristic
time required for steady premixed flame propagation has three components: time for
autoignition to occur, time for peak temperature to be achieved following autoignition,
and time for steady flame propagation in the premixed fuel/air mixture to be achieved.
The autoignition time correlates well with pressure and temperature of the unburned
premixed charge. The time to achieve peak temperature is relatively short, but
correlates with mixing layer thickness and premixed equivalence ratio. The time to
achieve steady propagation correlates with mixing layer thickness and laminar flame
speed and thickness.
Subsequent work focuses on turbulent flame propagation in lean homogeneous
mixtures by employing direct numerical simulations (DNS) under conditions that
are relevant to lean-burn engines. Attention is specifically focused on the turbulent
flame speed (ST) as a parameter of interest because of its importance in modeling
combustion in engines. The studies are carried out in the thin reaction zone (TRZ)
regime of turbulent premixed combustion. Normalized turbulence intensity (urms/SL)
varies from 2 to 25 and the ratio of integral length scale to flame thickness (Lo/δL)
xxv
varies from 3.2 to 12.8. Initial studies show that the normalized turbulent flame speed
(ST/SL) depends on more parameters than urms/SL suggested by some models.
Although it is known that the turbulent flame speed varies with equivalence ratio
(φ), it is shown that the normalized turbulent flame speed does not change with φ
provided the Karlovitz (Ka) and Damköhler (Da) numbers are fixed. This suggests
that Ka and/or Da are important parameters in characterizing the turbulent flame
speed. Furthermore, ST/SL can be related to the flame area enhancement AT/AL
and an efficiency factor Io which is close to unity. AT/AL is raised by increasing
turbulent Reynolds number ReT and by reducing Ka. Increasing ReT leads to a
broader spectrum of turbulent eddies that generate flame surface area. Increasing Ka
results in fine wrinkling at the expense of larger scale wrinkling. This results in a
net reduction in the effective surface area enhancement. Based on these insights, a
correlation for ST that shows a dependence on ReT and Ka is proposed. Modeling
of the Flame Surface Density (FSD) evolution is also considered. FSD is influenced
by tangential strain rate and flame displacement speed. Surface averaged tangential
strain rate is found to scale linearly with Ka. The effects of Ka on flame displacement
speed are modeled using a Probability Density Function (PDF) based approach.
The effects of premixed combustion on turbulence are investigated. For flames in
the TRZ regime, the turbulence kinetic energy (TKE) decays monotonically across the
flame brush. Scaling analyses of the terms in the transport equation of TKE reveal
that viscous dissipation is the dominant contribution in the TKE equation. The




1.1 Background and Motivation
In recent years, natural gas has gained increased attention in the United States
for use as an alternative fuel in internal combustion engines for ground transporta-
tion and power generation applications. According to the U.S. Energy Information
Administration (EIA), total dry natural gas production in the United States has in-
creased by 35% from 2005 to 2013 while the share of natural gas consumption as a
fraction of gross national energy consumption has risen from 23% to 28% [1]. This is
in part due to the fact that natural gas is domestically abundant. U.S. total proved
reserves of dry natural gas equaled a record high of 338 trillion cubic feet (Tcf) while
1,932 Tcf of undiscovered technically-recoverable resources of dry natural gas have
been identified as of January 2012 [1]. Based on the current consumption rate, this
will fulfill the demands for the next 87 years.
Other factors to consider include the fact that increasing utilization of domestically
produced natural gas helps to strengthen national energy security as it weans of
dependence on imported energy resources. In addition, natural gas has less impact
on the environment than other fossil fuels, producing 29% less greenhouse emissions
than petroleum-based fuels and 44% less than coal [1]. Natural gas combustion also
produces low smoke and particulate matter and its contribution to smog formation
is minimal compared with gasoline and diesel [1].
Burning natural gas at lean conditions in engines is particularly attractive as it
reduces in-cylinder temperature which results in reduced nitric oxides (NOx). Lean
burn also results in enhanced thermal efficiency and reduced soot emissions [2]. How-
ever, operating at lean-burn conditions poses several challenges. Misfire is more likely,
and beyond a certain limit, lean conditions generate increased unburned hydrocarbon
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(UHC) and carbon monoxide (CO) emissions. Furthermore, cycle-to-cycle variations
are greater and combustion phasing is more difficult to control with lean combustion
[2, 3]. Therefore, optimization of lean-burn engines is critical. In this work, we aim
to provide a better fundamental understanding of natural gas combustion under lean
engine-like environments.
An important consideration in the fundamental study of natural gas combustion
is the composition of the fuel. Natural gas is a naturally occurring fossil fuel that can
be found in the subsurface of earth trapped in porous rock formation. Its composition
is variable. Table 1.1 presents the volumetric composition of natural gas from various
sources (identified as Gas 1, 2, 3, and 4). Although the composition of natural gas
varies from place to place, its properties are generally approximated to be similar
to those of methane which is its primary constituent [4]. Consequently, methane
has been conveniently adopted as a surrogate for natural gas fuel in the combustion
research community.
1.2 Lean-Burn Natural Gas Engines
To achieve optimal fuel economy and meet the stringent government emission reg-
ulations, natural gas engines are often operated at the lean misfire limit [9]. NOx
formation which is temperature-sensitive can be reduced as a result of lower combus-
tion temperature. The presence of excess oxygen in the exhaust allows for oxidation
catalyst to be applied to oxidize CO and UHC existing in the tailpipe. However,
lean-burn in engines poses several challenges, of which the most significant is the
increased cycle-to-cycle variations [2] which results in “rough” engine operation and
reduced efficiency. Furthermore, greater cyclic variations have adverse effects on CO,
UHC and NOx emissions [10]. Figure 1.1 plots the coefficient of variation (COV) in
indicated mean effective pressure (IMEP) in engines running on gasoline and natural
gas at 2100 rpm and brake mean effective pressure (BMEP) of 250 kPa. It can be
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Table 1.1. Composition of natural gas at various sources.
Component in % Gas1 Gas 2 Gas 3 Gas 4








Nitrogen 0.7–5.6 0.56–6.05 0–5 1.12
Carbon 0.1–1.0 0.65–1.40 0–8 0.54
Oxygen 0.01–0.1 0–1.53 0–0.2 0.00
Source Western Canada Continental US World data Continental US
Reference [5] [6] [7] [8]
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seen that when natural gas is inducted into the intake manifold using a mixer, the
COV in IMEP remains small at 4% as long as the mixture equivalence ratio is larger
than 0.7. However, as the mixture equivalence ratio is lowered below 0.7, the COV in
IMEP increases significantly. It is believed that COV larger than 10% would affect
the operation of the vehicle [11]. It is interesting to note that lower COV is observed if
natural gas is injected as opposed to being inducted into the cylinder. This is because
direct injection allows for a more precise control over the distribution of fuel-air ratio
thereby enhancing stability [12, 13].
Figure 1.1. Coefficient of variation (COV) over a range of equivalence ratio [14].
Cycle-to-cycle variations are largely due to combustion variations resulting from
the slow burning velocities accentuated especially under lean conditions. One way to
address the issue is by adding hydrogen to the natural gas. Hydrogen with its higher
burning velocity will increase the mixture flame speed [15] and this is most effective
in the early stage of flame development from spark ignition. Hydrogen blending also
contributes to higher burning speed through the addition of hydrogen and hydroxyl
(OH) radicals which enhance overall reactivity [16].
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Another way to promote burning rate and hence reduce variability is by increas-
ing turbulence. This can be achieved in several ways. Sakurai et al. (1993) [17]
tested various combustion chamber geometries and found that by placing two dents
on the piston head, dual swirling flows are formed during the intake stroke and they
subsequently interact with each other and break down during compression stroke to
generate turbulence. Evans (1992) [18] introduced the chamber design that forces the
working fluid through narrow exit channels at top-dead-center as a series of “squish-
jets” which generate high levels of turbulence. Johansson and Olsson (1995) [19]
found that a combustion chamber with a square cross-section results in the fastest
combustion. It is well known that moderate levels of turbulence will enhance the local
diffusion of heat as well as radical species and hence accelerating the global reaction
rate. On the other hand, extremely high turbulence can result in local extinction due
to high strain rate. Understanding the effects of flow turbulence on flame propagation
will be one of the objectives of this work.
1.3 Dual-Fuel Compression-Ignited Natural Gas Engines
Natural gas can be utilized in both spark-ignited (SI) engines where combustion
is initiated through energy deposition from a spark plug, and compression-ignited
(CI) engines where combustion is achieved by autoignition of fuel at high pressure
and temperature. Reddy (2011) [20] and Chen (2009) [21] have extensively stud-
ied ignition/extinction characteristics of premixed natural gas flames in their doc-
toral dissertations. Specifically, they have characterized the minimum ignition energy
(MIE) as a function of flame and turbulence parameters and examined ignition ker-
nel development under the influence of turbulence. Their studies are of relevance to
spark-ignited engines. In the current work, combustion initiated by autoignition will
also be studied.
Since methane, the primary constituent of natural gas, has a cetane number (CN)
that is much lower than petroleum-based fuels [3], natural gas does not ignite spon-
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taneously for typical engine compression ratios. In general, this is an advantage since
higher compression ratios which lead to higher efficiency can be employed in natural
gas engines. However, this property makes it challenging to auto-ignite the mixture.
This challenge can be overcome by employing a dual-fuel ignition strategy [22]. In this
approach, a pilot quantity of a high CN fuel (e.g., diesel) is directly injected into the
combustion chamber that is filled with natural gas/air mixture introduced through
the port. After the initial ignition delay, the pilot fuel will auto-ignite generating
ignition kernels from which flames will propagate. Multiple kernels can accelerate the
overall combustion process.
Extensive experimental studies have been carried out with lean-burn natural gas
engines operating in dual-fuel mode. The results have shown that dual-fuel operation
can effectively reduce NOx and particulate matter (PM) emissions while maintain-
ing a competitive thermal efficiency over a range of load conditions compared with
conventional SI and CI engines [22, 23, 24, 25, 26, 27]. Furthermore, the formation
of multiple ignition kernels and thereby faster burning rate [3] reduces cycle-to-cycle
variation of dual-fuel engines to levels that are similar to those of conventional CI
engines with approximately 1% of COV in IMEP [28]. While dual-fuel engines can
attain thermal efficiencies comparable to those of normal CI engines at high loads
[29, 30], it suffers at part-load conditions. This happens because the pilot fuel may
fail to ignite the lean premixed natural gas-air charge. Hence, understanding how
flame develops and propagates in the dual-fuel mixture is important. This motivates
the work in this thesis.
1.4 Objectives of the Work
In this work, computational studies will be carried out to investigate flame prop-
agation in lean-burn mixtures under conditions of relevance to lean-burn natural gas
engines. The studies will be relevant to dual-fuel engines and conventionally ignited
engines. In the case of the studies relevant to dual-fuel engines, n-heptane will be
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used as a surrogate for diesel and methane for natural gas. The specific objectives
are the following:
1. To understand the differences in autoignition behavior in dual-fuel and single-
fuel mixtures.
2. To investigate the influence of thermodynamic quantities and fuel-air ratio on
flame development following autoignition in dual-fuel mixtures.
3. To establish the fundamental physics of turbulent flame propagation in lean
mixtures.
The insight gained from this work can be applied, in future work, to the design of
reliable and robust multi-dimensional engine simulation tools.
1.5 Thesis Outline
Chapter 2 provides a review of prior work relevant to these studies. This will
include a review of studies on dual-fuel combustion in natural gas engines. While
fundamental studies on autoignition in dual fuel mixtures are virtually non-existent,
existing engine studies and an understanding of autoignition, in general, will be inte-
grated to provide insights into autoignition when a pilot fuel of a high cetane number
fuel is employed to autoignite natural gas. The existing understanding of turbu-
lent flame propagation in homogeneous fuel/air mixtures will be discussed through
a review of the literature. Existing turbulent flame speed correlations will also be
presented. The wide variability in the predictions of these correlations will be high-
lighted.
In Chapter 3, the computational tools employed in the present work will be de-
scribed. In particular, two numerical codes are used: one for fully compressible flows
and the other for weakly compressible flows. The set of conservation equation being
solved by the codes will be presented and various numerical schemes will be discussed.
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Chapter 4 presents the results of studies on autoignition and flame development
in n-heptane/methane-air dual fuel mixtures under typical engine environments. A
correlation for the characteristic time required to reach steady flame propagation
without the influence of turbulence will be established.
In Chapter 5, a computational methodology to simulate statistically-stationary
turbulent premixed flames in an inflow/outflow configuration will be developed and
evaluated. A technique for synthesizing pseudo-turbulent flow fields will be described.
Generation of homogeneous isotropic turbulence using linear forcing will also be dis-
cussed.
Chapter 6 presents simulation results of turbulent flame speed in lean premixed
mixtures over a range of turbulence intensities using a 2-dimensional (2D) setup.
Different combustion regimes and controlling physical parameters will be discussed.
Chapter 7 presents 3-dimensional (3D) DNS studies of lean premixed flames over a
range of equivalence ratios. The effects of equivalence ratio on turbulent flame speed
will be discussed.
In Chapter 8, 3D DNS studies of lean premixed flames with parametric variation of
turbulence intensities and length scales are presented. The dependencies of turbulent
flame speeds will be discussed and a correlation will be formulated.
Chapter 9 presents the studies on the evolution of flame surface area. The effects of
Karlovitz number on the tangential strain and surface propagation will be discussed.
Model implications will also be considered.
Chapter 10 discusses the effects of premixed flame on turbulence. The transport
equation of turbulent kinetic energy will be examined. The influence of Karlovitz
number on the terms in the transport equation will be discussed.
Chapter 11 presents the summary and conclusions from this thesis. Directions for




The dual-fuel natural gas engine utilizes lean homogeneous primary gaseous fuel/air
mixture but combustion is initiated by injecting a pilot quantity of liquid fuel, usu-
ally diesel fuel, which self-ignites. Thus it combines features of both spark-ignition
(SI) and compression-ignition (CI) combustion. During the compression process, local
temperature inhomogeneity in the premixed charge results in different heat capacities
throughout the combustion chamber. Ignition of the pilot fuel is initiated in the hot-
ter zones [31]. The flame kernel growth following ignition is considered to be primarily
controlled by the chemical kinetics of the mixture and little influenced by turbulence
[32]. In the case of the dual fuel engine, multiple ignition fronts develop and merge
with one another forming a flame front. As the front propagates farther into the
homogeneous charge, the influence of the pilot fuel diminishes and the flame front
transitions into a steady premixed turbulent flame. Therefore, dual-fuel combustion
is a multi-faceted phenomenon which includes aspects of chemical kinetics, transient
ignition and flame development, and fully-developed turbulent flame propagation.
In order to gain a better understanding of dual-fuel ignition and more generally
turbulent flame propagation in premixed charges, a comprehensive literature review
will be provided in this chapter. In Section 2.2, we will summarize the autoigni-
tion characteristics of inhomogeneous n-heptane/air mixtures. The effects of scalar
dissipation rate on the ignition delay will be reviewed. Existing studies on ignition
process in dual-fuel diesel/natural gas engines will be discussed in Section 2.3. It will
be shown that the interactions between the pilot fuel, i.e., diesel, and the primary fuel,
i.e., natural gas, plays a non-trivial role in the ignition process. In Section 2.4, the
method of simulating reacting flows using Reynolds-averaged Navier-Stokes (RANS)
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simulations and large-eddy simulations (LES) will be briefly outlined. Section 2.5
will provide a review of various groups of models for simulating premixed combus-
tion, particularly the interactions between chemistry and turbulence. Section 2.6 will
discuss the significance of the “turbulent flame speed concept” and discuss correla-
tions for the speed from the literature. Section 2.7 will be dedicated to the most
recent progress in premixed combustion research using direct numerical simulations
(DNS). The chapter closes with a summary in Section 2.8.
2.2 Non-Premixed Ignition Fundamentals
In this section, we will present some basics of n-heptane autoignition in lami-
nar non-premixed mixtures. The most widely studied configuration for this type of
problem is the counterflow diffusion flame formed when an oxidizing stream impinges
on a fuel stream. Liñán (1974) [33] analyzed the structure of the counterflow flame
using asymptotic analysis. He noted that a critical strain rate exists below which a
low temperature non-energetic state, referred to as the “froze” state, will not exist.
This implies that autoignition can take place when Damköhler number (Da), which
is defined as the ratio of mixing timescale and chemical timescale, exceeds a certain
threshold Daign. On the other hand, quenching will occur when strain rate is too high
or equivalently when Da is below a critical value, i.e., Da < Daext. This is famously
described by the S-shaped curve of maximum temperature to Damköhler number as
shown in Fig. 2.1 [33]. Interestingly the critical Da for ignition is higher than that
for quenching. As a result, there exists a branch, indicated by the dash line, where a
solution does not exist, i.e., the solution “jumps” from one state to the other when
critical condition is reached.
The autoignition characteristics of n-heptane/air mixture under engine combus-
tion conditions have been investigated using a single-pulse high-pressure shock tube
[34]. The band emission traces of CH were registered and the state behind the re-
flected shock wave were measured. The influence of initial pressure and temperature
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Figure 2.1. S-shaped curve describing the autoignition and quenching
behavior dependence on critical Damköhler number.
and the equivalence ratios on ignition delay was studied. The range of initial pressure
was between 3.2 and 42 bar. It was found that in the intermediate temperature range
where the initial temperature is between 700 K and 950 K, ignition delay increases
with increasing temperature. This so-called “negative temperature coefficient” (NTC)
in an intermediate temperature range is due to the transition from a low-temperature
kinetics dominated regime to a high-temperature kinetics regime. Equivalence ratio
has little effect on ignition delay in the high-temperature region, i.e., T > 950 K. In
the intermediate temperature region, the shortest ignition delay is observed in the
fuel rich mixture whereas in the low-temperature region, i.e., T < 700 K, ignition is
the fastest in the stoichiometric mixture.
A two-stage ignition process which transitions from “mild” to “strong ignition”
is reflected in n-heptane autoignition. This process is illustrated in Fig. 2.2 for au-
toignition inside n-heptane/air mixing layer initially at 900 K and pressure of 40 bar.
During the first stage of ignition which occurs just before 0.1 ms, the peak tempera-
ture in the mixture increases by approximately 200 K above the initial temperature.
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The second stage ignition, i.e., the “strong ignition” does not follow immediately af-
ter the “mild” ignition, but occurs at 0.17 ms. Similar trends have been reported
in other experimental studies of n-heptane oxidation which employ jet-stirred reac-
tors [35, 36], rapid compression machines [37, 38], test engines [39, 40, 41], plug flow
reactors [42, 43] and jet-stirred flow reactors [44].
Figure 2.2. Evolution of peak temperature inside n-heptane/air mix-
ing layers initially at 900 K at pressure of 40 bar displaying two-stage
ignition characteristics.
Based on the available experimental data, detailed and reduced kinetic mecha-
nisms have been developed to model n-heptane oxidation. Curran et al. (1998) [42]
developed a detailed chemical kinetic model for n-heptane oxidation and validated its
behavior against experiments data. Seiser et al. (2000) [45] developed a reduced mech-
anism consisting of 159 species and 770 elementary reactions and Peters et al. (2002)
[46] has performed further reduction and derived a 30-step mechanism. Maroteaux
and Noel (2006) [47] developed a 61-step and a 26-step reduced mechanism. Yoo et al.
(2011) [48] developed a 88-species skeletal mechanism for n-heptane oxidation that is
suitable for homogeneous charge compression ignition (HCCI) engine conditions.
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The effects of steady strain on the autoignition of n-heptane have been studied
numerically using a counterflow configuration at high pressure (P = 40 bar) conditions





where D is the thermal diffusivity and Z is the mixture fraction, increases, the ignition
delay also increases in all temperature regimes, i.e., low-, intermediate- and high-
temperature regimes, defined above. This is because the spatial gradients present
in the counterflow configuration act as a diffusive term in the energy conservation
equation, and hence inhibit the evolution of temperature towards thermal runaway.
When the diffusion is sufficiently large to counterbalance the heat generation due to
chemical kinetics, ignition cannot occur at all. In addition, the second stage of the
two-stage ignition is found to be more susceptible to the scalar dissipation rate [50]. In
the case where the temperature of the fuel stream is lower than that of the oxidizer as
is common in direct-injected engines, ignition delay is further delayed because of the
additional temperature gradient. Bansal et al. (2009) [51] have investigated the effects
of unsteady strain rate on the ignition delay in non-premixed n-heptane/air mixtures.
Oscillatory scalar dissipation rates were imposed by time-varying the velocities of the
fuel and air streams in the counterflow configuration. It was found that for a two-
stage ignition, ignition delay is positively correlated with mean scalar dissipation
rate for frequencies less than 650 Hz. At intermediate frequencies, ignition becomes
highly unsteady. At even higher frequencies (> 1700 Hz), the system becomes quasi-
steady as the ignition kernel no longer responds to the rapid unsteady fluctuations
in the scalar dissipation rate. The positive correlation of ignition delay with scalar
dissipation rate is regained.
Autoignition in non-strained laminar n-heptane/air mixing layers has also been
studied by many groups. Mastorakos et al. (1997) [52] performed 2-D direct nu-
merical simulations of laminar and turbulent mixing layers using a global chemistry
mechanism and observed that ignition delay decreases with increase in initial mixing
layer thickness at high temperatures (1000–1200 K). Pitsch and Peters (1998) [53]
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numerically investigated ignition under conditions relevant to diesel engines using re-
duced n-heptane chemistry. They concluded that increasing scalar dissipation rate χ,
as a result of reducing diffusion layer thickness, would delay ignition. Gopalakrishnan
and Abraham (2002) [54] carried out numerical computations of ignition in a diesel
spray in a constant volume chamber using n-heptane as a surrogate for the fuel. They
found that ignition always occurs in the rich mixture of equivalence ratio around 3.0
and downstream of the maximum penetration of the liquid drops. The exact loca-
tion of ignition depends on a set of variables including local equivalence ratio, scalar
dissipation rate and mixture temperature. Gopalakrishnan and Abraham (2004) [55]
also evaluated the role of differential diffusion in n-heptane ignition numerically using
a 1-D setup. They found that the unity Lewis number assumption in general over-
predicts the ignition delay in contrast to the cases where multi-component transport
models are employed, and it is most accurate under conditions where ignition delay
is relatively short.
Mukhopadhyay and Abraham (2011) [50] investigated the influence of composi-
tional and thermal stratification in 1-D laminar mixing layers on the ignition char-
acteristics under high pressure and temperature conditions relevant to conventional
and low temperature combustion (LTC) engines. They found that for high gradi-
ents, ignition is delayed by increasing gradients which is consistent with prior work.
However, when the gradients are small, ignition is facilitated by increasing gradi-
ents. This effect was accounted for by the fact that upon ignition, an “ignition front”
propagates from the initial ignition location in the rich mixture to the stabilization
location near stoichiometric point. This shift of ignition front, i.e., the location of
peak heat release rate, reflects fundamental changes in the mode of chemical kinetics,
e.g., switching from a chain-branching to a thermal explosion mode [56]. In the case
of low gradients, the physical distance from the ignition location to the stabilization
location is large and propagation time becomes the limiting factor. Consequently
increasing stratification reduces the distance and hence, the time to reach the stable
flame condition.
15
In summary, n-heptane autoignition in non-premixed laminar flows has been ex-
tensively studied both experimentally and numerically. Two stage ignition has been
observed and an NTC regime exists where ignition delay is negatively correlated with
temperature. Increasing scalar dissipation rate retards ignition in general and a crit-
ical strain rate exists beyond which ignition cannot occur. In unstrained laminar
mixing layers, the initial location of autoignition in the mixture fraction space has
been characterized and found to be always in the rich mixtures. An “ignition front”
is then formed and it propagates to the stabilization location. This understanding of
ignition is important in dual-fuel engines where direct injection of diesel fuel and its
autoignition is employed to ignite the fuel/air mixture in the chamber.
2.3 Dual-Fuel Engine Ignition
While performance and emission characteristics of dual-fuel natural gas engines
with diesel injection have been extensively studied using experiments [22, 24, 25,
26, 27, 57, 58, 59], there is limited work in the literature discussing the ignition
behavior of dual-fuel mixtures. The dual-fuel combustion system essentially features
a homogeneous natural gas-air mixture compressed below its autoignition conditions,
and ignited by the injection of pilot fuel near the top-dead-center (TDC) position.
Karim (2003) [23] characterized the combustion heat release rate as a combination
of three overlapping components: (1) energy release due to the combustion of the
pilot fuel, (2) that due to the combustion of primary fuel in the close vicinity of
ignition kernels of the pilot and (3) subsequent turbulent flame propagation through
the homogeneous mixture. Figure 2.3 shows the schematic representation of the three
components in a dual-fuel engine at high load conditions.
Although the injected pilot fuel only contributed to a small fraction (less than
10%) of the total heat released [22], it can bring about substantial speedup of the
overall rates of combustion. This is illustrated using a constant volume chamber in
which premixed n-heptane/methane/air mixture of varying compositions is initially
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Figure 2.3. Schematic representation of different components of com-
bustion energy release rate in a dual-fuel engine under heavy load [23].
held at 800 K and 2.8 MPa. The overall mixture is stoichiometric but the percentage
of n-heptane out of the total fuel mass is varied from 0% to 100%. Figure 2.4 plots the
evolution of peak temperature inside the domain as a function of time for 13 different
compositions [60]. It is seen that less than 5% of n-heptane substitution into stoichio-
metric methane-air mixtures is capable of reducing the overall ignition delay by one
order of magnitude. Such phenomenon is explained by Karim [23] by the argument
that small quantities of n-heptane present would be oxidized spontaneously. The
released heat in addition to key transient radicals would greatly accelerate methane
oxidation.
The presence of the primary fuel also influences both the pre-ignition and post-
ignition processes in a complex manner. Karim (1980) [22] noted that the temperature
of the homogeneous mixture has the most significant effect on the ignition delay of
pilot fuel. More interestingly, it is reported that the ignition delay of the pilot fuel,
i.e., diesel, is initially extended by increasing the quantity of primary fuel into air, i.e.,
with increasing equivalence ratio, but then reduced with higher equivalence ratio for
several fuels [22]. This trend is captured in Fig. 2.5 where ignition delays (in terms
of Crank Angle degrees) are graphed against the overall equivalence ratios for various
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Figure 2.4. Evolution of temperature in mixtures of n-heptane,
methane and air of varying composition at initial temperature of 800
K, initial pressure of 2.8 MPa and a total equivalence ratio of 1.0 [60].
combinations of fuels. It is shown that pure diesel would ignite more readily by
increasing its equivalence ratio. When a secondary fuel such as methane, ethylene,
hydrogen or propane is added to a given amount of diesel, the overall equivalence
ratio of the mixture increases but the ignition is retarded initially until a certain
threshold equivalence ratio is reached, after which ignition is accelerated with further
addition of the secondary fuel. The reason for this is not well understood. Karim
(1980) [22] attempted to provide an explanation by arguing that the addition of the
secondary fuel would alter the cold mixture properties, such as specific heat ratio
and heat transfer parameters. These changes can lower the charge temperature and
in-cylinder pressure at the instant of pilot fuel injection and result in longer ignition
delay. Liu and Karim (1998) [61] provided further explanation relating to the residual
gas effects. They claimed that the residual gas remaining inside the chamber would
raise the charge temperature when they are mixed with the fresh charge. With further
increase in the mixture equivalence ratio by adding secondary fuel, the residual gas
18
becomes hotter. As a result, charge temperature also increases after mixing and
thereby accelerates ignition.
Figure 2.5. Ignition delay of dual-fuel mixtures in crank angle degrees
with different fuel substitutions [22].
Khalil and Karim (2002) [60] numerically examined the role of natural gas compo-
sition on the ignition delay in the dual-fuel mixtures. They reported that the higher
alkanes, e.g., ethane, propane and butane, present in natural gas undergo rapid oxi-
dation to generate OH and HO2 molecules which then combine with slower-oxidizing
methane to form CH3 radicals. These radicals significantly accelerate the oxida-
tion of methane via H-abstraction as opposed to the much slower initiation reactions
that would have been in the pure methane-air mixture. The speed-up brought by
H-abstraction is most dominant at low temperature.
In summary, the existing work suggests that in a n-heptane/methane-air dual-
fuel engine, n-heptane autoignition is affected by the presence of the primary fuel
in a complex manner. Fundamental understanding on the ignition of the pilot fuel
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and subsequent flame development into a steady propagating turbulent flame in the
premixed primary fuel/air mixture is still lacking. This is an area of interest in our
work.
2.4 Modeling of Turbulent Premixed Flames
In the lean-burn natural gas engines, a turbulent flame front will eventually de-
velop after ignition and propagate into the homogeneous mixture. After ignition,
the flame kernel grows in size and as it does so, it comes under the influence of
an increasing spectrum of turbulent eddies inside the combustion chamber, i.e., the
flame propagation becomes that of a fully-developed turbulent premixed flame (in a
statistical sense). When studying the propagation of the premixed flame, it is compu-
tationally impractical to use spatial and temporal resolution that resolves all physical
scales of the problem. For instance, the physical size of the combustion chamber is
of the order of 10-1 m and so are the largest turbulent eddies. On the other hand,
the physical scale over which reactions occur, i.e., the reaction zone thickness, is only
a few micrometers under high pressure and temperature conditions [62] and the size
of the smallest turbulent eddy, i.e., the Kolmogorov length scale, is of similar magni-
tude. The duration of combustion in each engine cycle is of the order of milliseconds
[11] whereas the chemical reaction takes place within the timeframe of nanoseconds.
Evidently there exists a considerable separation of spatial and temporal scales and
therefore combustion models which capture the essence of the physical phenomena
without incurring excessive computational costs are of great importance.
In the case of chemical kinetics, this implies that reaction time scales on the order
of nanoseconds are not resolved but their effects are captured in the reduced mecha-
nism by adjusting, for example, the reaction rate parameters. In the case of turbulent
flows, this implies that small scales are averaged and their effects have to be captured
through sub-grid scale models. This is the premise of large-eddy simulations (LES)
where the direct solution captures only the larger scales of the flow and the effects of
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the smaller scales, whose behavior is more universal in character, are modeled. In fact,
it may be sufficient to average the effect of all the scales and numerically solve only
the averaged equations. In this case, a model is required to capture the effect of all the
unresolved scales. This is the premise of Reynolds-averaged Navier-Stokes (RANS)
models. The numerical solution of the RANS equations provides only the Reynolds-
averaged values of the variables. For compressible flow problems, as in engines, the
need to resolve the acoustic scales of the problem typically require the numerical tem-
poral resolution to be shorter than the shortest time scales of the physical problem.
Hence, temporal averaging is not generally employed in multidimensional simulations
of engine combustion. Irrespective of whether it is LES or RANS simulations, the fact
remains that the chemical reactions occur on molecular scales comparable to those
within turbulent dissipation range, and are generally smaller than the finest resolu-
tion used in the numerical simulation. This implies that the effects of turbulence on
the chemistry and on the transport of the reaction zones are not directly resolved,
but need to be modeled. Hence, there is a need for turbulence/chemistry interaction
models.
To summarize, there are three components to the modeling of turbulent premixed
(or non-premixed) combustion: the chemistry sub-model, the turbulence sub-model,
and the turbulence/chemistry interaction sub-model. In this work, we will briefly
describe the strategies of turbulence modeling in the context of RANS and LES
in Sections 2.4.1 and 2.4.2. More details will be provided on the discussion of the
turbulence/chemistry interaction sub-models in Section 2.5.
2.4.1 Modeling of turbulent flow by RANS methods
RANS simulations aim to solve for the ensemble average values of the flow vari-
ables whose evolution in space and time is described by the set of Reynolds-averaged
equations for compressible flows. When considering reacting flows, mass-weighted
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(Fávre) averaging can be employed to simplify the decomposition of nonlinear terms.
The Fávre mean of an arbitrary quantity φ is defined as
ρ̄φ̃ = ρφ (2.2)
and the Fávre fluctuation is
φ
′′
= φ− φ̃ (2.3)
With this averaging, the RANS equations can be written as follows:












































































Note that the first term on the RHS of Eqs. (2.5), (2.6), and (2.7) need to be
modeled, in addition to the average reaction rate. Closure models are required in
which the modeled terms can be related to the mean variables. The modeling of the
Reynolds stress term, i.e., ũi
′′uj
′′ , typically employs the Boussinesq approximation
















The terms in the energy and species equations can be closed through an analogy to
the gradient transport formulation by employing a turbulent diffusivity DT, under the
assumption that Lewis number is unity. The estimation of the turbulent transport
properties requires a turbulent length scale and velocity scale. These can be estimated
from a simple algebraic model like the mixing length model [63] or obtained by solving
a set of transport equations. The most widely used model is a two-equation k−εmodel
which solves the transport equations for turbulent kinetic energy k and dissipation







































The equations contain adjustable constants which are derived by fitting experiment
data. The standard values are Cµ = 0.09, σk = 1.00, σε = 1.30, Cε1 = 1.44, Cε2 = 1.92
[64].
2.4.2 Modeling of turbulent flow by LES methods
Large eddy simulation (LES) is based on filtering the full set of conservation equa-
tions in the physical space over a control volume of size ∆. For reacting flows where
density changes are significant, it is more desirable to perform Fávre averaging to
eliminate the extra term arising from the linearization of the triple products involv-
ing density. For instance, applying a Fávre filter F (
⇀










Application of the spatial Fávre filtering procedure to the conservation equations
gives
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As in the RANS equations earlier, terms arise in Eqs. (2.14), (2.15) and (2.16)
which have to be modeled. These unresolved terms are called the subgrid-scale (SGS)
quantities and physically represent the effects of unresolved small scales on the re-
solved flow quantities. In the filtered Navier-Stokes equation, there are two SGS




This arises in Eq. (2.14) because Fávre filtering and partial differentiation do not








It arises from filtering the nonlinear convective term. The expression inside the brack-
ets is often called the SGS stress σij. The earliest closure for the SGS stress was
proposed by Smagorinsky (1963) [65] in which the momentum fluxes are related to
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depend linearly on the rate of strain of the large scales. Hence, the Smagorinsky



















and it represents a Galilean invariant estimation of velocity differences over the length
scale of ∆. The constant Cs is problem-dependent and generally lies within the range
of 0.1 and 0.25 [66, 67, 68]. Yoshizawa (1986) [69] postulated the relation for the
trace of the SGS stress as
σkk = 2ρ̄CI∆
2‖Š‖2, (2.22)
where CI is a constant between 0.005–0.0066. The premise of the Smagorinsky model
is that SGS turbulence is approximately balanced by the energy cascades from larger
scales which take place at the scale similar to the filter width.
2.5 Sub-Models for Turbulence-Chemistry Interactions
The earliest models (prior to the early 1970s) for premixed-engine combustion
were primarily single-zone phenomenological models based on á priori specified heat
release rate models, e.g., Wiebe functions [11, 70]. Incidentally, such models are still
extensively used in industry. Subsequently, two-zone models were developed in which
a burning speed was specified á priori [71, 72]. With the increase in computational
power, a transition to multidimensional models, in which partial differential equa-
tions are directly solved, occurred in the second half of the 1970s [73, 74]. Within
the context of these multidimensional models, it also became necessary to model
turbulence/chemistry interactions.
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2.5.1 Premixed combustion regime maps
The extent to which the flame is affected by the turbulence can be characterized
by various non-dimensional parameters using a regime map. These non-dimensional
parameters define the length and time scales in the flame relative to those in the




τc = δL/SL, (2.24)
where Lo is the turbulence integral length scale, δL is the flame thermal thickness
commonly regarded as the length scale of chemistry, u′ is the turbulence intensity
and SL is the unstrained laminar flame speed. The smallest length and time scales of















With these scales in space and time, three important non-dimensional parameters
can be constructed that are of interest for our discussion:





compares turbulent inertial forces with viscous forces. Note that under the



















(3) The Karlovitz number, Ka, compares the chemical time scale with the time scale
















These non-dimensional numbers among others can be employed to develop phys-
ically motivated regime maps which identify various regimes of turbulent premixed
charge combustion. The earliest such regime map was proposed by Libby and Williams
(1981) [75] for turbulent premixed charge combustion. The regimes were identified on
a turbulent Damköhler number (Da) - Reynolds number (Re) plot. Abraham et al.
(1985) [76] adapted the regime map proposed by Libby and Williams and identified
premixed-charge engine operating conditions on the map shown in Fig. 2.6(a). The
line lk/δL = 1 demarcates the region of wrinkled reaction sheets, i.e., when δL < lk,
the reaction zone of the flame is not affected by the smallest scales of turbulence and
it remains a wrinkled (convoluted) reaction sheet. On the other hand, when δL > lk,
the local structure of the flame is affected and the reaction zone is either thickened
or broken up. The line u′/SL = 1 separates the regions of singly connected and
multiply connected reaction sheets, i.e., when u′ > SL, the reaction sheet is multiply
connected. The line lI/δL = 1 separates the region of distributed combustion from
the region where there are broken reaction zones. In other words, if the largest scale
of the turbulence is smaller than the thermal thickness of the flame, the flame cannot
exist and combustion occurs in a distributed combustion zone. This regime is rarely
encountered in engines. This showed that premixed charge flames in engines primarily
lie in the wrinkled/reaction sheet (singly and/or multiply connected) flame regime.
The conditions considered in identifying the engine regime are those that are far from
the lean limit. An important point to note is that as the lean limit is approached, the
chemistry time scales become longer relative to the flow time scale, which decreases
the Da, and move the shaded area into the combustion regimes where extinction and




Figure 2.6. (a) Regimes of turbulent combustion in premixed charges.
The regime of combustion in spark-ignited engines is identified by the
shaded area [76]. (b) Regime map of premixed turbulent combustion
[77].
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Other turbulent regime maps have been presented in the literature [78, 79]. For
our discussion, the regime map modified by Peters (2000) [77] is used. In Fig. 2.6(b),
four reference lines Re = 1, Da = 1, Ka = 1 and Ka = 100 are mapped onto
the regime diagram and the lines demarcate five distinct characteristic combustion
regimes:
(1) Laminar flame regime: ReT < 1. In this regime, the flame behaves as a laminar
flame whose behavior has been well characterized.
(2) (Weakly-) Wrinkled flame regime: ReT > 1, Ka < 1 and u
′ < SL. In this regime,
the thermal thickness of the flame is smaller than the size of the smallest eddy
such that the flame is embedded inside the Kolmogorov eddies and the reaction
zone is essentially unaffected by turbulence. This would correspond to the singly
connected region of Fig. 2.6(a).
(3) Corrugated flamelet regime: ReT > 1, Ka < 1 and u
′ > SL. It is similar to
the wrinkled flame regime in that flame is embedded in the smallest eddies of
turbulence field. However the larger turbulent motions, too, could affect the
flame front, resulting in the formation of pockets of fresh and burnt gas. This
would correspond to the multiply-connected region of Fig. 2.6(a).
(4) Thin reaction zone regime: ReT > 1 and 1 < Ka < 100. In this regime, the
chemical time scale is smaller than the turbulent integral time scale, but larger
than the Kolmogorov time scale. The smallest eddies can penetrate into the
preheat zone of the flame but not the inner reaction zone, and hence able to
significantly impact flame structure. Alternatively, the Kolmogorov length scale
is shorter than the thermal thickness of the flame, but larger than the reaction
zone thickness. This region is not explicitly identified in Fig. 2.6(a), but would
correspond to the region where the reaction zones are broken up.
(5) Broken reaction zone regime: ReT > 1 and Ka > 100. In this regime, the
smallest eddy of turbulence is smaller than the thickness of the reaction zone of
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the flame and hence is able to penetrate inside and break up the reaction sheet
into separated zones. This corresponds to the region where the reaction zones
are broken up. Notice that the “distributed” combustion regime of Fig. 2.6(b)
is not identified in Fig. 2.6(a).
2.5.2 Eddy-Break-Up (EBU)/Mixing-controlled models
The turbulence/chemistry interaction sub-models are developed with a physical
picture of the turbulent flame in mind. For example, it was assumed in earlier models
(developed in the 1970s) that the turbulent flame is broken up, which implies that
there would be pockets of burned products and of unburned reactants. This picture
would fit either the distributed combustion regime or the broken-sheet regime. The
mixing of these pockets of burned products and reactants would then control the av-
erage reaction rate and the propagation of the flame brush where the pockets existed.
From this physical picture, it is a natural extension to assume that the mixing of the
reactants and products is turbulence-controlled and so a turbulent mixing time scale
was employed to formulate the reaction rate. This model was applied assuming that
the products were formed in a global reaction, i.e.,
Reactants =⇒ Products.
The eddy-break-up model first proposed by Spalding (1971) [80] was based on this
assumption. Under the assumption of fast chemistry and one-step global reaction,
the chemical time scale was replaced by the turbulent mixing time scale, i.e., τ = k/ε.











represents the fluctuations in the product mass fraction. The application
of this model requires the modeling of the concentration fluctuations. The constant
CEBU is a problem-dependent variable that must be tuned in order to obtain accurate
result for specific combustors. Magnussen and Hjertager (1976) [81] generalized the
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model for premixed and diffusion flames by using the limiting concentration (fuel,
oxygen, products) in the reaction rate expression. They used the mean concentration
of the species instead of the fluctuations thereby avoiding the need for modeling the
concentration fluctuations. This model was first applied to engine combustion by
Grasso and Bracco (1982) [82].
The mixing-controlled models proposed above were applicable only in the fast-
chemistry limit. This assumption would break down near walls and in the lean limit.
A simple extension of the model was proposed to include local effects of chemical
time scale. The proposal was to include a chemical time scale such that the longer
of two time scales, the mixing time scale and the chemical time scale, would control
the progress of reaction. Another assumption employed by the eddy-break-up model
was that of a single-step global reaction mechanism. This assumption was limiting
because in rich mixtures, in particular, incomplete combustion of hydrocarbons would
lead to the formation of other products like CO and H2. In lean mixtures, incomplete
combustion can lead to the formation of CO and unburned hydrocarbons. The eddy-
breakup class of models with a single-step reaction mechanism could not handle these
situations.
Abraham et al. (1985) [76] suggested an approach to include multiple species in the
product mixture by making the assumption that the product mixture is at chemical
equilibrium at the local pressure and temperature conditions of the mixture, i.e.,
dYm
dt





where Ym and Y
∗
m represent the local and the thermodynamic equilibrium value of
the mass fraction, and τc is the characteristic time for the achievement of equilibrium.
The characteristic time τc is assumed to be a combination of a laminar timescale and
a turbulent timescale, such that the longer of the two time scales controls the com-
bustion rate. The laminar timescale is of Arrhenius form, and the turbulent timescale
is assumed to be proportional to the eddy turnover time, i.e., k/ε, where ε is the dissi-
pation of turbulent kinetic energy and k is the turbulent kinetic energy, similar to the
approach adopted in the eddy break-up models discussed earlier. The model has been
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applied to premixed-charge and diesel engines. While the application to premixed-
charge engines is intuitive, the application to diesel engines is possible because in
conventional high-temperature high-pressure diesel engines, the combustion is mixing
controlled as implied by the model. The model has been referred to as the character-
istic time combustion (CTC) model [83] or the local equilibrium characteristic time
(LECT) model [84, 85] in the literature when applied to diesel combustion.
All these models were developed within the context of RANS modeling in the
1970s and early 80s. In one way or another they implicitly assume that the turbulent
flame front is a thickened flame brush. The reason why they work is that they are
able to reproduce the flame speed. This can be seen as follows. The turbulent flame




where DT is the turbulent diffusivity and τc is a chemical conversion time. The
turbulent diffusivity DT can be expressed as the product of a turbulent length scale
lT and a velocity scale (the turbulence intensity), i.e., DT ∼ lT · u′ . When the eddy-
breakup model is employed, the conversion time can be approximated as lT/u
′. This
would then imply that
ST ∼ u′. (2.34)
Hence, in situations where the turbulent flame speed is proportional to the tur-
bulence intensity the eddy-breakup class of models works well. In an engine, this
approximation is generally applicable. In fact, this is the reason why the burn du-
ration in crank angle degrees is approximately constant as speed is changed because
u′ ∼ flame speed. However, under lean-burn limit conditions, this approximation can
break down. To the extent that the structure of the flame is not accurately modeled,
there is likely to be an error during the early period of kernel development when the
“flame brush” is not fully developed and in the later period of combustion when the
“flame brush” interacts with the wall.
In the mid-1980s, the structure of the flame was experimentally observed in an
optical engine through planar two-dimensional [86] and three-dimensional imaging
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[87, 88]. It was observed that the flame is indeed a highly convoluted “thin” flame
in each cycle and not the “thickened” flame visualized earlier. This “thin” flame was
consistent with the suggestions made by Abraham et al. (1985) [76]. This has led to
the development and application of new models, which revolve around the so-called
“flamelet” concept that the reacting flame front is thin relative to the turbulence
length scale such that the primary effects of turbulence are only to wrinkle and strain
the embedded flame surface. In fact, many of these models were developed outside
of the engine community.
2.5.3 The Bray-Moss-Libby (BML) model
One approach is to represent the combustion at the flame front in terms of a
progress variable c. The progress variable can be expressed in terms of the local fuel
mass fraction YF with respect to the fuel mass fractions in the fresh gas, Y
u
F and





This progress variable ranges from 0 to 1 with c = 0 in the fresh gas and c = 1
in the complete burnt mixture. The concept of progress variable became popular in
modeling as it reduced the complexity of chemical kinetics into representation by a
single variable and conversely with the knowledge of the progress variable in time and
in space, the full map of mean temperature and mean concentration of major species















and the averaged transport equation for RANS simulation and the filtered transport






































With the objective of formulating a model capable of describing combustion in
both the distributed flame and flamelet (thin reaction sheet) regimes, Bray, Moss and
Libby (1985) [89] combined a statistical approach using probability density functions
(pdf) and the analysis on progress variable presented earlier. Within this framework,
the model assumes that the pdf of the progress variable c at location
⇀
x and time t is
given as the sum of the contributions from fresh, fully burnt and burning gases:
P (c,
⇀
x, t) = α(
⇀
x, t)δ(c) + β(
⇀
x, t)δ(1− c) + γ(⇀x, t)f(c,⇀x, t). (2.39)
where α, β, γ represents the probability of finding fresh, fully burnt and burning gases
at that particular location and time instant. For fresh and fully burnt gas, the pdfs of
the progress variable are assumed to be two Dirac-delta functions centered at c = 0
and c = 1 respectively. The following relations must also be satisfied:











x, t)dc = 1. (2.41)
For the special case of infinitely fast chemistry and infinitely thin flame front, the
mixture either exists in the fresh or the fully-combusted state, i.e., γ(
⇀
x, t) ∼= 0. With
that, the probabilities α and β can be solved:
α =
1− c̃




1 + τ c̃
,
(2.42)
where τ = ρu/ρb − 1. Through some clever manipulation of the two transport equa-

















Since the pdf of c is assumed to be a bimodal distribution (and hence the name

















and is often estimated from an unstrained laminar flame. The term ρχ represents
the scalar dissipation of progress variable which characterizes the effects of turbulent
mixing. It is unclosed and can be solved from its transport equation [90].
2.5.4 Level set (G-equation) model
Based on the assumption that the flame is a thin reaction sheet, it was proposed
that the flame could be represented by the level surface of a scalar field G [32, 62].
The G-equation model, also known as the level set method, is based on flame tracking
technique where the instantaneous flame front is represented by an isosurface of a
scalar field G. For convenience, the flame is assumed to be located at G ≡ 0 and
inside the fresh gas, G carries a negative sign as opposed to a positive sign in the
burnt gas. In the laminar case, this isosurface of G is convected by the velocity field
as it propagates normal to itself at the laminar burning velocity. Yakhot (1988) [91]
suggested the use of filtered G-equation to be applied to LES of combustion. Peters




+ ρ̄ũ · ∇G̃ = ρ̄ST‖∇G̃‖ − ρ̄Dtκ̃‖∇G̃‖. (2.46)
On the right hand side of the filtered equation, the first term involves the turbulent
burning velocity while the second term represents the curvature effects. The equation










= 2ρ̄DT(∇G̃)2 − ρ̄ω̃ − ρ̄χ̃. (2.47)
The scaling of terms developed by Peters (2000) [77] showed that the kinematic
restoration term, −ρ̄ω̃, is proportional to the mean propagation and independent
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of the small scales whereas the scalar dissipation term, −ρ̄χ̃ involves a molecular
diffusivity. Assuming that the production term in the G
′′2
-equation is balanced by







∆/SL Da∆  1;
b3
√
Dt/D Da∆  1;
(2.48)
where constants of value b1 = 2.0 and b3 = 1.0 have been reported by Peters (2000)
[77].
Tan et al. (2003) [92] have employed this approach to model kernel ignition and
premixed combustion of propane/air mixtures in a homogeneous charge engine. Once
the ignition kernel had reached a critical size of an order as the integral turbulent
length scale, the flame was considered as fully developed and the G-equation model
was employed. The authors reported good agreement between measured and pre-
dicted in-cylinder pressure and measured and computed exhaust NOx. Ewald and
Peters (2007) [93] also employed a G-equation model to predict premixed-charge
engine combustion. They derived an expression for turbulent burning velocity for un-
steady flame development in an engine accounting for small and large scale turbulence
effects on the flame, the Damköhler number, and curvature effects. A criterion for
successful ignition was also proposed. The model was employed to predict combustion
from ignition, through fully developed flame propagation, and end of burning. Com-
parisons of computed and measured in-cylinder pressure for two equivalence ratios
with varying dilution levels were presented.
2.5.5 Flame surface density model
One of the early implementations of the flamelet assumption for SI engine mod-
eling was by Cheng and Diringer (1991) [94] who assumed that the combustion is
occurring through multiple flamelets and then derived an expression for the flame
surface density, and employed an equation for its transport. This approach is not very
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different from the coherent flame modeling (CFM) approach of Marble and Broad-
well (1977) [95] which also views the flow field to be composed of multiple laminar
flamelets stretched by the turbulent flow. Cheng and Diringer (1991) [94] also derived
a phenomenological model relating the flame surface density to the size of the kernel
during the ignition process. Three-dimensional computations of flame propagation in
a spark-ignition engine were presented and predicted pressure and heat release rates
were found to be in close agreement with measured results. Boudier et al. (1992) [96]
employed the CFM model to predict combustion in SI engines. Their implementation
included a model for laminar ignition followed by laminar to turbulent transition and
then turbulent flame propagation. While flame locations have been well predicted,
significant differences were seen suggesting that the laminar to turbulent transition
model may be at fault. Another application of the coherent flame modeling to SI en-
gines was presented by Zhao et al. (1993) [97] who employed the model of Cheng and
Diringer with a modified flame surface production term. They presented comparisons
of predicted and measured in-cylinder pressures and reported good agreement for all
cases except one with lean swirling flow.
In fact, the CFM model has evolved into the flame surface density (FSD) model
[98, 99]. In this type of model, the reacting flame front is assumed to be thin relative
to the turbulence length scale such that the primary effect of turbulence is only
to wrinkle and strain the embedded flame surface. Chemical reactions take place
in the collection of thin reacting sheets or the flamelets, which propagates at the
laminar flame speed SL. With this assumption, the mean burning rate of a species
i is expressed as the product of the available flame area per unit volume Σ, and the
mean local burning rate per unit flame area integrated along the normal direction
to the flame surface Ω̇i, i.e., ω̇i = Ω̇iΣ. Such a formulation decouples the chemical
effect which is solely described by Ω̇i from the flame-turbulence interaction that is
accounted for by Σ. For practical purposes, Ω̇i is often estimated using a planar
laminar flame as
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Ω̇i = ρ̄ỸiSL, (2.49)
where Ỹi is the Fávre-averaged mass fraction of species i.
In the case of RANS simulation, flame surface density is determined by numerically
solving the averaged transport equation for Σ. For premixed flames in which the
locations are defined by the surface of iso-c∗ value, the flame surface density is related
to the gradient of the progress variable c conditioned at c∗ through the following
relation:
Σ(c∗) = |∇c|c=c∗P (c∗). (2.50)
The balance equation for Σ is derived from the balance equation for progress variable











+ 〈w∇ · n〉sΣ. (2.51)





Note that the balance equations for Σ are unclosed and require modeling. Per-
forming Reynolds decomposition to split terms into their mean and fluctuation, the
balance equation is recast as follows:
∂Σ
∂t
+∇ · (ũΣ) = −∇ · (〈u′′〉sΣ) + (∇ · ũ− 〈nn〉s : ∇ũ)Σ
+ 〈∇ · u′′ − nn : ∇u′′〉sΣ−∇ · [〈wn〉sΣ] + 〈w∇ · n〉sΣ.
(2.53)
The five terms on the R.H.S. of the balance equation represent turbulent transport of
FSD, strain-generated FSD by the mean flow, strain-generated FSD by the turbulent
motions, propagation of FSD and FSD created by curvature, respectively. All of these
terms require closure.
Flame surface density concepts could also be employed in LES simulations. By
applying LES filtering operation to the exact balance equation for progress variable

















The unclosed reaction and diffusion terms on the R.H.S. of the above equation may












where w is the local flame propagation speed. Inside flamelet regimes where flame
front is assumed to be very thin, (ρw)s and Σsgs can be approximated as constant
across the flame and ∫ 1
0
(ρw)sΣsgsdc
∗ ≈ ρrSLΣsgs. (2.56)
The problem remains to determine the unresolved flame surface density Σsgs. There
were two approaches being proposed: using an algebraic model or solving the flame
surface density transport equation.
(a) Algebraic model
Boger et al. (1998) [100] suggested a simple formulation similar to the eddy-





Charlette (2002) [101] modified it by including a term that accounts for the
resolved flame surface density:




























(b) Transport equation for FSD






































The last two terms on the R.H.S. of the equation represent the propagation of
flame surface density and the creation of flame surface density due to curvature
and propagation respectively. The term
(




straining effects on the flame surface caused by the surrounding fluid. All these





Σsgs is the last piece that requires closure. This term
is strongly related to the subgrid-scale flux of progress variable ũc − ũc̃ and
is modeled as a contribution due to turbulent fluctuations and a non-gradient
transport contribution due to heat release.
2.5.6 Tabulated chemistry approaches
A fundamental problem with all the models discussed above is that it is difficult
to include complex chemistry. These become important in predicting pollutants and
also turbulence/chemistry interactions, especially under limit conditions. Recognize
that the instantaneous reaction rate ω̇i is a function of temperature T, pressure p,
and species mass fractions Yi, i.e.,
ω̇i = f(T, p,Y1,Y2, . . . ,YN) (2.61)





ω̇iP (T, p,Y1,Y2, . . . ,YN)dTdpdY1dY2 . . . dYN , (2.62)
where P (T, p,Y1,Y2, . . . ,YN) is the joint pdf of the scalars. This is now a problem
with the reaction rate depending on N+2 variables, i.e., the problem involves finding
solutions on an N+2 dimensional manifold. In fact, a transport equation for the joint
pdf has been developed [104, 105]. Assumptions have to be made to solve the equation.
For example, gradient diffusion is usually assumed and a model for molecular mixing
has to be employed. This approach is suitable for relatively simple problems, but is
unrealistic for complex problems like premixed-charge engines. A simpler approach
is to identify a low-dimensional manifold which would be adequate. In the case of
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non-premixed charge combustion, e.g., as in diesel engines, this is often done by
recognizing that to a first approximation, the scalar quantities of temperature and
species mass fractions can be related to the mixture fraction. Furthermore, the local
influence of turbulence can be accounted for by a strain rate or scalar dissipation rate.
In time-dependent problems, the progress of the manifold in time can be accounted
for by using a reaction progress variable. If this simplification is made, the reaction
rate can be expression in terms of a low-dimensional manifold, e.g., 3 dimensions for
the case we just discussed. In fact, this approach has been successfully applied for
gas turbines and diesel engines [106, 107].
For premixed-charge combustion, it is recognized that the flames behave as reac-
tion sheets. They are locally one-dimensional with the scalar variables and tempera-
ture that are dependent on the reaction progress variable through the flame. Hence,
this reaction progress variable becomes an independent parameter. In addition the
turbulent strain rate influences the reaction rate and becomes a second independent
parameter characterizing the manifold. Local reactant mixture composition, as char-
acterized by an equivalence ratio and/or the exhaust gas recirculated fraction, can be
another independent parameter. The instantaneous reaction rate can be tabulated in
terms of these three independent parameters and the average reaction rates obtained
by assuming á priori pdfs, just as done in the unsteady flamelet progress variable
method or unsteady flamelet-generated manifold method in diesel engines. These
approaches have been considered in recent studies [108, 109, 110, 111].
2.6 Turbulent Flame Speed Correlations
As discussed in Section 2.4, the turbulent flame speed ST is a parameter that
is employed as a model input in the G-equation to represent the interplay of the
diffusional-chemical effects between the local flow field and flamelets. The use of a
single variable ST greatly simplifies the numerical solution by eliminating the need
to solve stiff source terms. Indeed by assuming á priori closure for turbulent flame
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speeds, multi-dimensional simulations were possible in rather complex geometries
applicable to bombs [112, 113], SI engines [114, 115] and industrial burners [116, 117].
Similar to the G-equation, the approach to model progress variable transport can also
benefit from the specification of a single turbulent speed for characterizing global
chemical effects in a fluctuating turbulent flow. Zimont (1977) [118] has proposed
that a locally known turbulent burning velocity ST can be used to close the balance















It is important to note that many definitions for the turbulent flame speed exist
in the literature. Driscoll (2008) [119] summarized three definitions:
1. Global consumption speed (SGC) is defined as the integral mass consumption






where Aref is the area of the mean flame front.
2. Local consumption speed (SLC) is the local mass consumption per unit area of











3. Leading edge displacement speed (SLD) is the propagation speed of the flame
brush leading edge (c̃ ≈ 0 isosurface) relative to the unburned mixture velocity.
This definition is similar to the definition of laminar flame speed except that
the mean turbulent flame brush is used instead of the laminar flame front.
Generally, SGC is different from SLC since the area of the mean flame front Aref is de-
pendent on the choice of progress variable isosurface employed to represent the flame
front [120]. Moreover, Kim and Bilger (2007) [121] showed that the local consump-
tion speed varies with locations on the flame surface in multi-dimensional flames. The
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leading edge displacement speed is also a function of locations in multi-dimensional
flames [122]. However, for the case of a statistically stationary 1-D planar flame brush
which is the focus of this work, the above three definitions are equal [119] and hence
the three definitions can be used interchangeably.
It is also important to recognize the differences between the turbulent flame speed
ST and the front propagation speed w, also known as the displacement speed, used in
the flame surface density model, as discussed in Section 2.5.5. The front propagation
speed characterizes the propagation of the local flamelet whereas ST is the velocity
pertaining to the mean turbulent brush propagation.
Most early correlations for turbulent flame speeds are phenomenological. Damköhler
(1940) [123] first suggested that the increase in flame speed is proportional to the in-











Within this framework, Clavin and Williams (1979) [124] derived q = 2 based on
geometrical considerations. Later they integrated the effects of thermal expansion













Kerstein and Ashurst (1994) [126] proposed a similar form to Damköhler’s correlation
with q = 4/3 by considering the mean passage rate of a propagating interface subject
to random advection. Klimov (1983) [127] employed a simplified model of turbulence









Pope and Anand (1985) [105] solved the modeled transport equation for the joint pdf
of velocity and progress variable using a Monte Carlo method. They found that in









Kerstein (1988) [128] modeled the turbulent convection with random exchanges of
state (burnt or unburnt) between fluid elements along a discrete line in the streamwise








Gouldin’s approach (1987) [129] used a fractal description of wrinkled flame surface












in which he suggested a fractal dimension D3 between 2.32 to 2.4. In the late 1980s,
experimental measurements of premixed flame speeds are available. Liu and Lenze
(1989) [130] curve-fitted the experimental data and obtained
ST
SL













It was also recognized that turbulent flame speeds potentially not only depend
on turbulence intensities, but also on other turbulence or thermodynamic quantities.




= 0.52u′Da1/4 ∼ u′3/4Lo1/4SL−1/2α−1/4, (2.74)
where α is the molecular heat diffusivity. Daniele et al. (2011) [132] conducted
experimental investigation of syngas combustion at pressure up to 20 bar and inlet
temperature up to 773 K while turbulence intensity to laminar speed ratio exceeds















which is negatively correlated with turbulence length scale and temperature but in-
creases with higher pressure. This is consistent with Ballal and Lefebvre (1975) [133]
and Ballal (1979) [134] that turbulent flame speed is reduced by increasing integral
length scales at high turbulence levels in a channel. Shepherd et al. (1998) [135] also
found the same trend from the burning rate measurements in Bunsen flames. On the
contrary, increase in burning velocity has been seen with larger integral length scales
by other groups [136, 137, 138, 139].
Furthermore, laminar flame speed has shown some impact on ST. This was con-
firmed by Lipatnikov and Chomiak (2002) [120] who curve-fitted various experimental
databases. Despite of the wide scattering of experimental measurements, a general
positive trend is observed between dST/durms and the laminar flame speed SL. Ex-
plicit dependence of turbulent flame speed on pressure has also been reported, i.e.,











Daniele et al. (2011) [132] used a power coefficient n = 0.63 in their correlation
function whereas a weaker dependence on pressure has been reported by Kobayashi
(2002) [140], Muppala et al. (2005) [141] and Ritzinger (2012) [142] who used values
of 0.38, 0.2 and 0.1 respectively for n.
Figure 2.7 graphs fourteen correlations of the turbulent flame speed normalized
by the laminar flame speed, i.e., ST/SL with increasing turbulence intensities [62, 77,
79, 105, 116, 124, 125, 127, 128, 129, 130, 132, 143]. It is evident that there exists
large variation among the predictions of the correlations. The lack of an established
model for turbulent flame speed motivates this work where we seek to provide a more
fundamental insight on the premixed turbulent flame propagation.
In summary, the turbulent flame speed has been a subject of inquiry in turbulent
premixed combustion research in the past decades. Nevertheless, the understanding is
far from complete and a universally accepted expression for the speed is not available.
In recent years, direct numerical simulations have been employed to study the more
45
Figure 2.7. Normalized turbulent flame speeds with increasing tur-
bulence intensities by various sources.
fundamental aspects of turbulent flame propagation. These studies will be reviewed
in the next section. Similar studies will be carried out in this work.
2.7 DNS of Turbulent Premixed Flames
Direct numerical simulation is a useful tool for studying turbulent combustion. In
DNS, all physical length and time scales of the flow are resolved without the use of á
priori model constants. The major limitation of DNS is the computational cost which
renders it impractical for most engineering applications. However, with recent devel-
opment in high performance computing (HPC), computational resources have become
more accessible and affordable for national labs and university research groups. As a
result, DNS of turbulent premixed flames at moderate Reynolds numbers have been
carried out which allows for in-depth investigation of the turbulence-chemistry inter-
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action. In this section, we will summarize the 3D DNS work relevant to premixed
combustion.
Tanahashi et al. (2005) [144] performed 3D DNS of methane-air premixed flames
and studied the statistics of local flame structure. A 23-species 19-step mechanism
is used to describe methane oxidation. The highest turbulence intensity considered
is 5.8 times the laminar flame speed which gives a Taylor scale Reynolds number
Reλ of 37.4. A large region of low heat release rate was observed on the flame front
which is defined as the isothermal contour where heat release rate is maximum in the
respective laminar flame. The probability density function of the heat release rate
displayed a peak, i.e., the most likely heat release rate, located at 70% of the peak
heat release rate of the laminar flame. In addition, higher local heat release rate was
observed at locations where the flame surface is convex toward the burned side.
Poludenenko and Oran (2010) [145] performed three DNS of stoichiometric H2-air
flames to investigate the global properties as well as the internal structures of turbu-
lent flame brush when the flame is subjected to high turbulence intensities (urms/SL
= 34.5). A spectral turbulence-driving method is employed to inject turbulent kinetic
energy into the domain. This method entails performing inverse Fourier transform
on an assumed Kolmogorov-type spectrum to obtain the velocity perturbations. The
non-solenoidal components of the generated velocity perturbations are then removed
to fulfill the divergence-free condition before being added onto the velocity field on ev-
ery time step. The flames are simulated over 16 eddy turnover times. It was observed
that the flame surface on the fuel side becomes wrinkled on progressively smaller
scales with increasing grid resolution whereas the flame surface on the burned side
is only curved on scales comparable to the integral length scale. This indicates that
the effects of the smaller scales are more pronounced in the preheat zone than in the
reaction zone. Turbulent brush thickness grew to a steady value around 16 times the
laminar flame thickness after 2 eddy turnover times. Turbulent flame speed, on the
other hand, exhibits large variability and no meaningful statistics can be extracted.
This is due to the fact that neither the domain size nor the flow period is sufficiently
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large to generate a significant statistical sample size to eliminate spatial and temporal
variability. It was also shown that the time-averaged mass fraction and temperature
profiles in the turbulent flame brush are very close to the laminar profiles inside the
reaction zone suggesting that small-scale turbulence fails to penetrate into the re-
action zone, and thereby, to modify its internal structure and local speed. These
profiles of mass fraction and temperature, however, showed deviation in the preheat
zone. Indeed, the total preheat zone width was increased by less than a factor of
two compared to the laminar baseline, indicating the broadening of preheat zone by
the small eddies typical to the thin reaction zone (TRZ) in the combustion regime
diagram of Fig 2.6b.
Poludenenko and Oran (2011) [146] further investigated the results which are
presented in their previous work [145] with a focus on the turbulent flame speeds.
Isosurfaces of fuel mass fractions were extracted using the “marching cube” algorithm
and the areas were plotted as a function of fuel mass fractions. An “inverted-S”
shaped curve was seen which suggests the highly convoluted flame surface on the
fuel side. In addition, it was shown that the instantaneous turbulent flame speed is
primarily determined by the increase in the flame surface area. Turbulent flame speed
increment also exhibits exaggerated response to the flame surface augmentation, i.e.,







In some cases, Io can be 30% higher than unity suggesting that there are other
mechanisms involved other than surface wrinkling in increasing turbulent flame speed
for flames categorized in the TRZ regime. Poludenenko and Oran suggested that the
accelerated burning is caused by frequent flame collisions occurring in flow with high
turbulence intensity, which resulted in the formation of “cusps.” The cusp is a region
where local curvature is larger than the inverse of the laminar flame thickness. i.e.,
> 1/δL. Inside a cusp, the focusing of the thermal flux over an extended region of the
flame surface results in increase of local burning velocity, and thereby accelerating
the overall burning speed.
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Aspen et al. (2015) [147] performed 3D DNS of lean premixed hydrogen flames
at equivalence ratio of 0.4. A range of turbulence conditions is considered when
Karlovitz number is between 1 and 36. With increasing Ka, individual structure
becomes smaller and thinner flames are observed but the total volume of reacting fluid
is much greater. Local extinction events, manifested as breaks in the flame surface, are
less pronounced at higher Ka. This is due to higher turbulence reduces the tendency
of flame extinction by thermo-diffusive instability (characteristic of hydrogen flame)
in regions with negative curvatures. This was contrary to the belief that high Ka
would promote local extinction. A decorrelation of fuel consumption and heat release
was observed in high Ka flame. In particular, high intensity burning, albeit with a
small probability, was seen in the high Ka flame.
Shim et al. (2013) [148] carried out 3D DNS of turbulent premixed hydrogen
flames under thin reaction zone regime. It was observed that heat release rate is
high fluctuating in the region of low temperature. In addition, the mass fractions
of radical species such as H2O2 and HO2 are distributed ahead of the flame front in
the unburned region. This suggests that small-scale eddies transport species from
the preheat zone into the unburned mixture, and thereby enhance local reaction rate.
This causes the large fluctuations in the heat release rate inside unburned mixture.
2.8 Summary
In summary, combustion in dual-fuel engines is a multi-faceted problem and the
understanding of this subject is still lacking. The pilot fuel autoignites and forms
multiple ignition fronts. These fronts then merge to form a flame propagating into the
lean homogeneous charge. As the front grows in size, it interacts with an increasing
spectrum of turbulent eddies inside the combustion chamber and develops into a
fully-developed turbulent premixed flame. Enhanced burning rates result from the
wrinkling of the flame front. At the same time, local quenching is possible due to
flame stretch. To the best of the author’s knowledge, no studies have been carried
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out to investigate the ignition behavior and subsequent front propagation in the
dual-fuel mixtures on a fundamental level. This work will attempt to fill the gap.
Furthermore, propagation of the turbulent premixed flame in the lean homogeneous
mixture are not well understood. In particular, there is no universally accepted closure
for turbulent flame speed. Due to the limitations on computational resources, studies
of turbulence-chemistry interactions using fully-resolved 3D DNS have only started to
appear in recent years but are still scarce. In this work, a novel method is developed
to alleviate the computational expenses of DNS of premixed flames. This is achieved
by simulating statistically-stationary turbulent flames using a feedback mechanism.
Within this framework, parametric studies will be carried out to characterize the
dependence of turbulent flame speeds on various parameters. Turbulence-chemistry




The current chapter provides the details of the computational methods employed
in this work. Two in-house numerical codes have been used to perform the direct
numerical simulations. The first is a codenamed Flow Large-Eddy and Direct Sim-
ulations (FLEDS) code [149, 150, 151] and is a fully-compressible code. Note that
the discussion on FLEDS follows that given in Anders (2006) [151]. The second
is named High-Order LOw-MAch Combustion (HOLOMAC) code and has been re-
cently developed by Motheau and Abraham [152]. It solves the reactive compressible
Navier-Stokes equations under the low-Mach number assumption. This is also known
as the weakly-compressible formulation in which compressibility effects are not con-
sidered but the flow density is allowed to vary. The rest of Chapter 3 is organized
as follows: Section 3.2 presents the common set of conservation equations solved by
these two numerical codes. Section 3.3 discusses the discretization strategies together
with filtering schemes employed in FLEDS. Implementation of various boundary con-
ditions in FLEDS is described in Section 3.4. Parallelization performance is briefly
described in Section 3.5. Section 3.6 is dedicated to the discussion of the numerics
employed in HOLOMAC. Section 3.7 lists some of the prior studies carried out using
the two in-house codes.
3.2 Governing Equations
The two in-house codes solve the equations for the conservation of mass, momen-
tum, energy and species together with the equations of state given by Eqs. (3.1–3.5).
Note that under the low-Ma number assumption, the pressure p(
⇀
x, t) can be split




x, t), and thereby resulting in some slight modifications to Eqs. (3.2, 3.3 and











































































Here, ρ, uj and T are the density, velocity component in the jth (j = 1, 2, 3) direction
and temperature of the mixture, respectively. Fi is the external force on the flow in




















Thermal conductivity of the mixture is denoted by λ and hk, Dk, Yk and Wk are the
enthalpy, molecular diffusivity, mass fraction and molecular weight of the kth species,
52
respectively. Specific heat capacity, thermal conductivity and molecular diffusivity of
each species are provided as a function of temperature in the CHEMKIN format to







where h◦k is the enthalpy of formation of the kth species. R is the universal gas
constant. Some simplifying assumptions are employed in the computational model.
For instance, heat fluxes due to the Dufour effect and mass fluxes due to the Soret
effect are neglected. Radiation heat loss is not accounted for in this model. Ideal gas
behavior is also assumed which is generally true at high temperature conditions.
3.3 Numerics of FLEDS
The FLEDS code solves the equations of motion using a non-staggered 3-D Carte-
sian grid. The governing equations are discretized in space using a 6th-order compact
finite-difference scheme developed by Lele (1992) [153]. In this particular formulation,
stencils of only five points are needed to evaluate the first and the second derivatives
at the non-boundary nodes, i.e., nodes that are at least two points away from the
boundary. Consider a generic quantity f at node i along a certain direction. The












(fi+1 − fi−1) +
1
36h
(fi+2 − fi−2), (3.9)
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(fi+1 − 2fi + fi−1) +
3
44h2
(fi+2 − 2fi + fi−2). (3.10)
Here, h represents the grid spacing of a uniform grid in the direction of differenti-
ation. In the case of non-uniform grid, grid transformation can be employed to map




























where x(ξ) is the known transformation function and must be continuous and differ-
entiable. For nodes that are close to the boundaries, lower orders of discretization
are used. For i = 1 or i = N , the first and the second derivatives are evaluated using










fi+2 if i = 1;
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fi − 27h2fi+1 +
15
h2
fi+2 − 1h2fi+3 if i = 1;





fi − 27h2fi−1 +
15
h2
fi−2 − 1h2fi−3 if i = 1;
(3.14)
For i = 2 and i = N − 1 points, a 4th-order central-difference approximation is used
to compute the first and the second derivatives, respectively:
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fi+1 − 2fi + fi−1
)
. (3.16)
For i = 3 and i = N − 2 points, a 4th-order central-difference approximation is used
to compute the first derivative:
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The one-sided scheme used at the two boundaries, i.e., i = 1 and i = N allows the
system of linear equations to be written in terms of the product of a tri-diagonal
matrix and a vector. These spatial derivatives are then solved using the Tri-diagonal
Matrix Algorithm (TDMA), also known as the Thomas algorithm. The solution can
be obtained much faster with merely O(N) operations where N is the total number
of grid points as opposed to O(N3) operations required by the standard Gaussian
elimination technique [154].
The time integration of ρui, ρE and ρYk in Eqs. (3.2–3.4) is carried out using
a compact storage 4th-order Runge-Kutta scheme in FLEDS [155]. The constants
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are given by Gill (1951) [156]. The implementation is briefly described as follows.
Consider an initial value problem specified by
∂y
∂t
= f(t, y); y(tn) = yn, (3.18)
where a generic variable y needs to be advanced from the nth to the subsequent step
over a time-step of ∆t. Four intermediate increments (k1, k2, k3 and k4) are made
within each time-step and the solution at the next iteration, i.e., yn+1 is written as a
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The step size of time advancement is determined on-the-fly in FLEDS to satisfy

















(|ui|+ c)∆y∆z + ( 2λρcp + ν)∆x
, (3.25)
where ∆x, ∆y and ∆z denote the grid spacing in the x, y and z directions, respectively,




It is important to point out that since the speed of sound is present in the denominator
of Eq. (3.25), the time step employed in FLEDS is acoustically limited, i.e., acoustic
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waves are resolved in time. While this is necessary for simulating compressible flows,
e.g., turbulent diesel jet, it is an overkill in incompressible simulations and significantly
increases the numerical burden.
A spatial filter is applied at the end of each iterative step. It is meant to remove
any spurious waves close to the grid scales similar to a low-pass filter (filtering out
the high frequencies). In this way, the spatial filtering prevents energy build-up at
the small scales which will lead to numerical instabilities. In this work, we employed
a compact scheme which preserved the 6th-order spatial accuracy [153]. The general
form of the filtering operation is described as:




(fi+3 + fi−3) +
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where f̂i represents the filtered quantity at node xi. By Taylor-expanding Eq. (3.27)
















(1− 2α + 2β);
(3.28)
With some clever choice of coefficient, i.e., β = 0, a tri-diagonal system of equations
is restored which can again be solved using TDMA. The only free parameter α is used
to determine the cut-off frequency of the low-pass filter. A value of α = 0.5 results in
no filtering at all and as α grows smaller, energy dissipation becomes active at larger
length scales (smaller wavenumbers). This is depicted in Fig. 3.1 that as α decreases,
the transfer function representing the filtering operation in the Fourier space deviates
more from unity, especially at high wavenumbers.
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Figure 3.1. Filter transfer function in the spectral space for α = 0.35,
0.40, 0.45 and 0.49.
3.4 Boundary Conditions in FLEDS
The computational domain employed in a numerical code is often smaller than
the natural domain of the fluid flow of interest. This can be done by making as-
sumptions about the flow field. For example, if there exists symmetry in the flow,
e.g., axisymmetry in pipe flow or infinitely large box of homogeneous isotropic tur-
bulence, periodic boundaries can be employed to reflect this similarity. Inflow and
outflow boundaries are used to account for the behavior of the fluid outside the com-
putational domain and its interaction with the flow inside. In particular, ideal inflow
boundaries should guide the flow into the domain consistent with what would have
occurred should the computational domain extend to infinity. Ideal outflow bound-
aries, on the other hand, should cause no disturbance to the flow exiting the domain
as if the boundaries are absent.
Handling of inflow and outflow boundary conditions is particularly challenging in
transient compressible flow simulations. This is because the acoustic waves which are
resolved in the direct numerical simulations (DNS) are strongly coupled with other
flow properties, e.g., velocity and temperature. In the field of reacting flows, inter-
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actions between turbulent combustion and acoustic waves may lead to combustion
instabilities if the waves are not handled properly by the imposed boundary conditions
[158]. In addition, incorrect set of boundary conditions applied to the Navier-Stokes
equations may lead to ill-posed formulations. In this study, we employed the Navier-
Stokes characteristic boundary conditions (NSCBC) method proposed by Poinsot and
Lele (1992) [159], which is based on the analysis of characteristic waves crossing the
boundary [160]. Anders et al. (2007) [161] modified the method to account for charac-
teristic waves of multi-component species across the boundary in FLEDS. Within the
scope of this work, we will only discuss the two relevant types of boundary condition,
i.e., subsonic inflow and subsonic outflow.
3.4.1 Wave analysis on Navier-Stokes equations
For 3D flows governed by the Navier-Stokes equation, five physical boundary con-
ditions are needed for a subsonic inflow type to ensure well-posedness while for a
subsonic outflow type four physical boundary conditions are needed [162]. Physical
boundary condition means the explicit specification of a known physical variable at
the boundary [159]. This is in contrast to the concept of “soft” boundary condi-
tion which is employed when the number of physical boundary conditions to ensure
well-posedness is less than the number of conditions required for numerically solving
the system, i.e., in the case of subsonic outflow. Another level of complication to
this problem is that at each boundary some of the waves are propagating out while
others are entering into the domain. Figure 3.2 shows that for a subsonic flow, four
characteristic waves, i.e., L2, L3, L4 and L5 are entering the computational domain
at the inflow boundary whereas one, i.e., L1 is entering from the outflow boundary.
Here, Li represents the amplitude of the characteristic waves following Thompson’s
analysis (1977) [160].
Poinsot and Lele’s method [159] to specify soft boundary conditions is by relating
the unknown quantity to the set of physical boundary conditions using the conserva-
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Figure 3.2. Schematic representations of the characteristic waves
entering or leaving the computational domain at the subsonic inflow
(left) and the subsonic outflow (right) boundaries.
tion equations. For characteristic waves travelling in x1 direction as shown in Figure









































































































Here, di ( i = 1, . . . , 5) are the derivative terms parallel to the x1 direction in the con-













































where c is the speed of sound. After some manipulation, Eqs. (3.39–3.43) yield the


































where the velocities of these five characteristic waves as shown in Figure 3.2 are given
by:
λ1 = u1 − c < 0, (3.44)
λ2 = u1, (3.45)
λ3 = u1, (3.46)
λ4 = u1, (3.47)
λ5 = u1 + c. (3.48)
To simplify the problem, Poinsot and Lele (1992) [159] made the “Local One-
Dimensional Inviscid” (LODI) assumption, i.e., flow on the boundaries along x1 di-
rection is assumed with zero velocity in the other two directions and viscous effects
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neglected. Essentially, the 1D Euler equation is used to describe the flow behavior at
























(L5 − L1) = 0, (3.51)
∂u2
∂t
+ L3 = 0, (3.52)
∂u3
∂t













(γ − 1)(L5 + L1)
]
= 0. (3.54)
With the knowledge of the characteristic waves Li, flow variables on the boundaries
can be advanced in time using the same 4th-order Runge-Kutta scheme describe in
Section 3.3. The next two sub-sections will discuss the detailed implementations
applicable to subsonic inflow and outflow used in this study.
3.4.2 Subsonic inflow boundary
For an inflow boundary, knowledge about velocities, temperature and species mass
fractions is often available, i.e., they are often imposed by the users. The only un-
known is the density (or equivalently pressure if the equation of state is employed).
As evident in Fig. 3.2, characteristic wave L1 is leaving the computational domain at
the inflow boundary and thereby can be determined from the interior points using the
one-sided approximation of Eq. (3.39). In contrast, the other four waves are entering
the domain and they can only be evaluated invoking the physical boundary conditions
imposed though the following steps:







































In this case, L3 and L4 are not needed at all.
3.4.3 Subsonic outflow boundary
For a subsonic outflow boundary, four characteristic waves, i.e., L2, L3, L4 and
L5, are propagating out of the domain while L1 is propagating inward. By employing
the relations in Eqs. (3.40–3.42), the four outgoing wave amplitudes can be computed
from interior nodes. However, no physical boundary condition is known to specify
the last wave. Instead, a soft boundary condition is used in which the mean static






Here, σ has a constant value of 0.25. M is the maximum Mach number in the flow
and L is the characteristic length scale of the domain. This formulation is consistent
with the physical phenomenon where the flow “senses” the acoustic waves propagating
back from infinity (which is at pressure p∞) through the outflow boundaries and
adjusts its mean pressure accordingly.
3.5 Parallelization and Performance
The FLEDS code is written in Fortran90 and parallelized using the message pass-
ing interface (MPI) library. Scaling analysis has been performed by Sayeed et al.
(2011) [163]. It was observed that as the number of processors increases while the do-
main size is fixed, i.e., strong scaling test, an almost ideal linear speed-up is achieved
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up until 512 processors are used and speed-up efficiency of 75% is recovered when
using 4096 processors. In the weak scaling analysis where the problem size increases
while fixing the number of processors, excellent performance up to 32K processors
was observed.
3.6 Numerics of HOLOMAC
The typical flame propagation speed under engine conditions is much slower than
the propagation speed of acoustic waves and consequently the Mach number of the
flow is relatively small (M < 0.02). However, compressible solvers, e.g., FLEDS,
enforce the constraint in the time advancement step to resolve the acoustic waves and
this results in an unwarranted computational cost when the compressibility effect in
the simulated flow is negligible. This has inspired the creation of HOLOMAC which
makes the low-Mach number assumption thereby relieving the acoustic constraint
on time step but still accounting for density variations which arise in combustion
problems.
According to the dimensional analysis of the momentum equation performed by
Giovangigli (1999) [164], the pressure term can be written as
p(
⇀
x, t) = p0(t) + p1(
⇀
x, t)︸ ︷︷ ︸
O(M2)
, (3.61)
where p0(t) is spatially uniform and p1(
⇀
x, t) is the hydrodynamic perturbation which
varies with the square of the Mach number. Under the low-Mach number assumption,








This implies a decoupling of the thermodynamic pressure p0 and the fluctuating part
p1. Consequently the conservation of momentum and energy, i.e., Eqs. (3.2–3.4), can










































































The diffusion velocities in species (and also in energy) conservation equations are
given by Eq. (3.66). The second term is a correction velocity term to enforce mass











The overall algorithm employed in HOLOMAC consists of two parts. In the
first part, temperature and species mass fractions are advanced in time using their
respective conservations. This is done using a Strang operator-split scheme [165] that





where the solution H(tn) at time tn is first integrated over half of a time step with
convective and diffusion terms, i.e., HC−D∆t/2 , followed by a full time step integration
of reaction rates, i.e., HR∆t and finished with another integration of convective and
diffusion terms over the second half time step. The new density can then be com-
puted using the equation of state in Eq. (3.62) with updated temperature and mass
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fractions. In the second part, a projection-correction method is used to solve the
Navier-Stokes equations. More specifically, velocity fields are integrated in time with
the knowledge of the new density from previous part and corrected by solving a
variable-coefficient Poisson equation to enforce the divergence condition imposed by
continuity. Details of the implementation are provided in the following sub-sections.
Note that the numerical methods used in HOLOMAC are built upon the open source
code Incompact3D [166, 167] and the 2DECOMP&FFT algorithms [168]. More in-
formation about spatial discretization and parallelization techniques can be found in
these publications.
3.6.1 Evaluation of explicit terms
Each iteration starts out with the computation of the source terms and convection
terms in the momentum, energy and species equations. This is done using a 2nd-order
Adams-Bashforth (AB2) scheme as follows:
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3.6.2 Half-step integration of convective and diffusion terms
Time integration of the diffusion terms is performed using an explicit Runge-
Kutta-Chebyshev (RKC) method [169]. Temperature and mass fractions are com-
puted in each sub-step and density is updated using Eq. (3.62). The exact number of
iteration steps is a user-input and is denoted by s in HOLOMAC. At the first step,



































































All the coefficients which appear in Eqs. (3.72–3.77) can be found in Motheau and
Abraham’s paper [152].
3.6.3 Integration of stiff reactive terms
In this step, chemical source terms in energy and species equations are solved
over a full time-step using a stiff ordinary differential equation (ODE) solver, e.g.,
DVODE, similar to what is done in FLEDS. Flows inside the domain are essentially
“frozen”, i.e., no advection nor diffusion effects, to let chemical reactions proceed.
The density is kept unchanged throughout the process and only re-distribution of
mass between species is taking place. Upon the end of chemistry integration, the
second half-step integrations of convective and diffusion terms are effected, following
the same procedures as described in the previous sub-section.
3.6.4 Projection-correction method
After the time integration of momentum diffusion terms using the RKC method,
the boundary conditions are imposed. For an inflow boundary, a simple Dirichlet
type of boundary condition is employed whereas an Orlanski-type boundary is used
for outflow. At this point, the velocity fields do not satisfy the divergence constraint
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set by the continuity equation. The divergence constraint is described as, using the




















































(∆tn −∆tn−1)2 − (∆tn)2
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To enforce mass conservation, the hydrodynamic pressure needs to be solved from



















where p′ = p
(n+1)
1 − pn1 , and used to correct the provisional velocity field u∗i . An


























This can be solved exactly using a spectral solver based on Fast Fourier Transforms
























After this step, a 6th-order compact spatial filter of identical form as that used in
FLEDS is applied to the solution to damp out any small-scale oscillations.
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3.7 Prior Validation Studies of FLEDS and HOLOMAC
In this section, prior studies in which FLEDS and HOLOMAC have been applied
are summarized.
Anders et al. (2008) [172] carried out 2D simulations using FLEDS to study the
flame-vortex interactions under diesel engine conditions in the presence of residual
gases. Vortex of the size comparable to the integral length scale is imposed onto a
non-premixed flame to simulate the roll-up of the flame within a vortex.
Venugopal and Abraham (2008) [173] performed 2-D DNS of vortices imposed
on a diffusion layer between n-heptane and diluted air using FLEDS, to investigate
extinction and re-ignition dynamics.
Owsten and Abraham (2010) [174] performed 2-D numerical studies to compare
the structures of triple flames and premixed flames of H2/air using FLEDS. The
premixed flames are generated by spark-igniting a homogeneous mixture of hydrogen
and air whereas the triple flames are generated from spark ignition inside initially
quiescent H2/air stratified layers.
Reddy and Abraham (2011) [175] studied the interactions of counter-rotating vor-
tex pairs with developing ignition kernels in lean CH4/air mixtures using FLEDS.
They have also carried out DNS to evaluate the flame surface density model during
the early development of ignition kernels [176].
Mukhopadhyay and Abraham (2011) [50] employed FLEDS in the studies of com-
positional stratification and its influence on autoignition in n-heptane/air diffusion
layers.
Ameen and Abraham (2014) [177] performed large-eddy simulations (LES) of re-
acting diesel jets using FLEDS and compared the lift-off phenomena with those sim-
ulated using Reynolds-averaged Navier-Stokes (RANS) simulations. An unsteady
flamelet progress variable (UFPV) model is used to model the turbulent combustion.
The reaction source terms are tabulated as functions of mixture fraction Z, stoichio-
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metric scalar dissipation rate χst and progress variable cst by solving the unsteady
flamelet equations.
HOLOMAC is a recently developed code. Several test cases have been carried
out including the modeling of a 1-D freely propagating premixed methane flame in a
periodic closed domain, autoignition of mixing layers of n-heptane and air in a closed
domain and 2-D vortex-flame interactions.
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4. FLAME PROPAGATION IN DUAL-FUEL MIXTURES
4.1 Introdution
In this chapter, autoignition and subsequent flame development in the dual-fuel
mixtures is investigated. For our study, n-heptane (C7H16) is employed as the more
reactive fuel and methane (CH4) as the less reactive fuel. Consider a typical engine
cycle of a dual-fuel engine: at the end of induction cycle, the primary fuel, i.e.,
methane has been introduced into the combustion chamber through the port; during
the compression stroke, the gas is compressed and the pressure increases. Since there
is ample time for the mixing of primary fuel and air to occur, the methane-air mixture
is considered as homogeneous. At some point, the more reactive fuel, i.e., n-heptane
is injected. It will diffuse into the methane-air mixture forming a molecular mixing
layer before it autoignites. This configuration is schematically depicted in Fig. 4.1 in
which the dotted rectangle marks the region of interest for this study. The pressure,
temperature and equivalence ratio of the homogeneous mixture, and mixing layer
thickness of the n-heptane/methane-air mixture are varied to study their effects on the
flame development process. Our specific objective is to understand the dependence
of the characteristic time required for steady flame propagation to be achieved on
these parameters. In carrying out this study, laminar processes are assumed. We
recognize that turbulence can alter the conclusions although it is not uncommon to
assume that flame development following ignition in engines is controlled by laminar
processes as reviewed through experimental observations of flame kernel growth in
engines [32, 72, 178, 179, 180].
The rest of this chapter is organized as follows: Section 4.2 discusses the compu-
tational setup. Section 4.3 describes the typical autoignition and flame development
process. In Section 4.4, a correlation is developed for the characteristic time to reach
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Figure 4.1. Schematic of cross-sectional view of a dual-fuel engine
after the injection of pilot fuel.
steady propagation in dual-fuel mixtures. Conclusions of the study follow in Sec-
tion 4.5. This chapter borrows material from a journal paper published by Wang and
Abraham [181].
4.2 Computational Setup
For the purpose of gaining insight on the flame propagation in dual-fuel mixtures,
the region of interest identified in Fig. 4.1 is isolated as the computational domain
shown in Fig. 4.2. Interaction of the flame with walls is neglected because our focus
is on the early flame development. The simulations are carried out using FLEDS.
Subsonic non-reflective outflow boundary conditions are applied on boundaries par-
allel to the mixing layer (x-axis) and periodic boundary conditions are imposed on
boundaries normal to the mixing layer (y-axis). The domain in Fig. 4.2 measures
71
0.125 and 5.000 mm in the x- and y-directions, respectively, and a uniform mesh
with 25 × 1000 points is used giving a spatial resolution of 5 µm in both directions.
Computations with even higher resolution of 2.5 µm have been carried out to ensure
results are grid independent. Furthermore, the spatial resolution is selected to ensure
not only that there are at least 10 cells within the diffusion layer [182], but also that
the premixed methane flame which develops following autoignition is well resolved.
Figure 4.2. 2-D computational domain with n-heptane (top) and
homogeneous mixture of methane-air (bottom).
The temperatures of n-heptane and the methane-air premixed mixture are 373
K and 900–1100 K (varies with cases), respectively. The initial compositional and
thermal stratification in the heptane/methane-air mixing layer is specified using hy-













where f(y) is a general parameter which can represent mass fraction of n-heptane
YC7H16 or temperature T as a function of y. fU and fL are the upper and lower
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values, respectively, of the variable considered. yc represents the location where f(y)
is half-way between the maximum and minimum values and it has been fixed at
one-fifth of the distance from the top boundary. The parameter δ is a measure of
the mixing layer thickness. For a hyperbolic tangent profile, the physical distance
between 99 and 1 percentile of the distribution is typically three times the δ value.
Figure 4.3. Computed laminar CH4/air flame speeds for unburned
temperature of 1000 K at pressure of 40 bar with (a) 37-species re-
duced mechanism [46]; (b) GRI-Mech 3.0 [183].
A 40-species, 83-step reaction mechanism is employed [46, 184]. This mechanism
includes the kinetics for autoignition and high-temperature chemistry of n-heptane
and methane oxidation. It has been validated using more detailed oxidation mecha-
nisms for n-heptane [45] and has been employed in other studies [50, 107]. In addition,
it has been verified as part of this work that this reduced mechanism can describe
lean methane-air premixed flame propagation. Note that in the premixed mixture,
the laminar flame speed and adiabatic flame temperature are the parameters of pri-
mary interest. The accuracy of this reduced kinetics has been assessed by comparing
the computed flame speeds with those obtained using the comprehensive GRI-Mech
3.0 [183] for unburned gas temperature of 1000 K, pressure of 40 bar, and mixture
equivalence ratios between 0.5 and 1.0. The GRI-Mech 3.0 mechanism has shown
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Table 4.1. Computed adiabatic flame temperature for unburned gas
temperature of 1000 K at pressure of 40 bar.
Equivalence ratio φ
Adiabatic flame temperature (K)





satisfactory agreement with experimental data at high pressure conditions up to 60
atm [185, 186]. Figure 4.3 shows that our reduced mechanism is capable of predicting
flame speeds in methane-air mixture within 10% of those obtained using the GRI-
Mech 3.0. The agreement in adiabatic flame temperature is also found to be within
1% of each other as listed in Table 4.1.
4.3 Flame Propagation in Dual-Fuel Mixtures
Table 4.2 lists the conditions employed for the parametric studies. We will consider
Case 1 to be the baseline. Cases 2 & 3, 4 & 5, 6 & 7 and 8 & 9 will reflect changes
in 1) pressure, 2) methane-air temperature, 3) premixed equivalence ratio (φ) and 4)
initial mixing layer thickness (δ), respectively. In addition, Cases 10, 11 and 12 in
which multiple parameters are simultaneously varied are performed to validate the
proposed model. For the baseline, i.e., Case 1, pressure of 40 bar is used which is
representative of that in a compression-ignited lean-burn engine. The temperature of
1000 K is typical of end-of-compression temperature in a compression-ignited engine.
The premixed equivalence ratios of the investigated cases vary from 0.5–0.7. They
fall within the range of those in lean-burn natural gas engines, but are higher than
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Table 4.2. Initial pressure, temperature and equivalence ratio in
the homogeneous mixture and mixing layer thickness employed for
computations.
Case Pressure (bar) Temperature (K) φ δ (µm)
1 40 1000 0.6 90
2 30 1000 0.6 90
3 20 1000 0.6 90
4 40 1100 0.6 90
5 40 900 0.6 90
6 40 1000 0.7 90
7 40 1000 0.5 90
8 40 1000 0.6 120
9 40 1000 0.6 60
10 45 1000 0.6 180
11 40 1100 0.7 240
12 35 1100 0.7 120
those in homogeneous charge compression ignition (HCCI) engines under light and
medium load conditions. The mixture-averaged diffusion coefficient is assumed to be
approximately 4×10−5 m2/s for the stoichiometric mixture at 800 K [11]. A residence
time of 0.36 ms which is representative of the ignition delay in a compression ignition
engine when fuel is directly injected corresponds to a molecular mixing layer thickness
of 120 µm. In other words, the mixing layer thickness is representative of the distance
to which n-heptane diffuses during the ignition delay period after the start of injection
(SOI). Note that this thickness can vary due to turbulent strain. Next, we will provide
a detailed discussion of autoignition and flame development characteristics in dual-
fuel mixtures using Case 1 as the example.
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Figure 4.4 shows the initial temperature, fuel mass fractions (YC7H16 and YCH4),
and φ for the baseline case as a function of the y-coordinate of Fig. 4.2. Notice that
the scaling is different for each variable on the x-axis. Figure 4.5 shows temperature,
φ and flame front at several instances after the start of computation. For the purpose
of our discussion here, we will define the point of peak heat release rate as the “flame
front.” Note that in reality there is a finite thickness to what we are referring to as
a “front.”
Figure 4.4. Initial profile of fuel mass fractions (YC7H16 and YCH4),
temperature and equivalence ratio (φ) inside the domain shown as a
function of y-coordinate.
At 0.4 ms, the onset of autoignition in the mixing layer is evident by the small
rise in temperature. Following the onset of autoignition, the temperature rises rapidly
and reaches about 2760 K at 0.6 ms. This peak temperature is reached where the
local mixture is close to stoichiometric. Note that the stoichiometric composition is
determined by the sum of n-heptane and methane. The flame front then propagates
into the premixed mixture where the equivalence ratio is lower (premixed φ = 0.6)
and the temperature in the burned gas behind the front drops as the local equivalence
ratio decreases. The decrease in temperature suggests that as the front travels away
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Figure 4.5. Developing profiles of temperature (T), equivalence ratio
(φ), and flame front as a function of y-coordinate for Case 1 at time
instants of (a) t = 0.40 ms, (b) t = 0.60 ms, (c) t = 1.20 ms, and (d)
t = 1.80 ms.
from the mixing layer, the influence of heptane combustion on the moving flame front
diminishes. At about 1.20 ms, the temperature in the burned gas is within 10% of the
adiabatic flame temperature (2220 K) and the front speed within 5% of the laminar
flame speed (0.60 m/s) corresponding to the homogeneous methane-air mixture. By
1.80 ms, the temperature is within 2% of the adiabatic flame temperature. Figure
4.6 shows the computed front speed as a function of time. Note that this speed in the
early stages of flame development (prior to 0.7 ms) does not correspond to a flame
speed. In fact, it can be seen that the peak speed is about 2.8 m/s at 0.46 ms. This
occurs during the late stages of ignition, and it may correspond to an “ignition front”
speed as explained by Mukhopadhyay and Abraham (2011) [50]. Beyond 1.20 ms, the
flame speed is about 0.62 m/s, close to the theoretical steady-state premixed flame
speed of 0.60 m/s, obtained by running CHEMKIN using the GRI-Mech 3.0.
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Figure 4.6. Evolution of front speed in n-heptane/methane-air dual-
fuel combustion.
4.4 A Correlation for Steady Flame Propagation Time
We are now interested in understanding the dependence of the characteristic time
τprop required for steady flame propagation to be achieved on 1) pressure, 2) initial
methane-air temperature, 3) premixed equivalence ratio φ, and 4) initial mixing layer
thickness δ. Based on the earlier discussion, we can characterize this time into three
distinct phases:
Phase I. Time to autoignition, τig, as defined by the time to first achieve 500 K
above the initial premixed mixture temperature (usually referred to as ignition
delay).
Phase II. Time to attain peak temperature following autoignition, τmax.
Phase III. Time to steady flame propagation, τst, as defined by when the front speed
and the temperature in the burned gas is within 2% of the laminar flame speed
and adiabatic flame temperature, respectively.
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The numerical values of these times are tabulated in Table 4.3. The additional infor-
mation provided in Table 4.3 will be explained below as part of the discussion.
The following three subsections provide a physically-motivated correlation for the
characteristic time of each stage. The characteristic time τprop required for steady
flame propagation to be achieved will be the sum of all three characteristic times.
4.4.1 Autoignition delay
The characteristic time for autoignition delay in stratified mixture τig is predom-
inantly controlled by the chemical kinetics of the fuel and it is known to be strongly
dependent on pressure and temperature. It has been suggested that autoignition
delay is also dependent on the level of mixing, but it is hard to separate such de-
pendence from the temperature effect because local mixing of fuel and air influences
the local temperature in compression ignition engines where the air temperature is
significantly higher than the fuel temperature. Several correlations have already been
proposed in the literature [11, 49, 187]. We find that a correlation of the following
form,
τig(ms) = 0.174 · P−1.397 · e6100/T, (4.2)
where P and T carry the units of bars and Kelvin, respectively, provides a reasonably
accurate (within 10%) fit of the computed data. The estimated τig (est. τig) and
percentage difference are shown in columns 3 and 4, respectively, of Table 4.3.
4.4.2 Time to reach maximum temperature
The initial onset of autoignition in the mixing layer, as extensively discussed
in the literature, occurs in the rich mixture at φ of about 3.0 [54, 188, 189]. A
front then propagates into the leaner mixture and temperature increases until the




































































































































































































































































































































































































































is stoichiometric. Additional details about this front propagation are provided by
Mukhopadhyay and Abraham (2011) [50]. We will use τmax to represent the time to
achieve the peak temperature. The numerical values of this time are given in Table
4.3. It is worth noting that Phase II is the fastest phase of all three and is the least
important among the three times. In fact, an argument can be made that the ignition
delay should be determined as the time taken to reach peak temperature rather than
500 K above the initial temperature. However, because the peak temperature is
reached in the stoichiometric mixture which is also influenced by the equivalence
ratio of the homogeneous mixture, it is useful to separate out the early phase of
autoignition (less influenced by homogeneous mixture composition) from the later
phase (more influenced by homogeneous mixture composition). By comparing Cases
1, 2 and 3 and Cases 1, 4 and 5, it is seen that as pressure or temperature is varied,
τmax stays approximately constant within the range of ±0.010 ms from 0.195 ms. On
the other hand, altering φ and δ has more noticeable impact on τmax: as φ increases
from 0.5 to 0.7 and as δ increases from 60 µm to 120 µm, τmax grows by approximately
35% and 50%, respectively. Based on these findings, the following correlation for τmax
(in ms) with φ and δ (in µm) fits the data:
τmax(ms) = 0.3029φ+ 1.434× 10−3δ − 0.12. (4.3)
The dependence of τmax on φ and δ can be explained by the fact that the time from
the onset of autoignition to attain the peak temperature is predominantly controlled
by the distance (dmax) over which the front will travel during Phase II. Here dmax
represents the physical distance from the initial autoignition location (φ ≈ 3) to the
location of peak temperature (φ ≈ 1). The location where φ = 1 depends on the
mixing layer thickness δ as well as the initial φ of the premixed mixture. Finding
dmax requires solving equations involving hyperbolic tangent functions and a closed
form analytical solution cannot be obtained. However, because of the short range of
φ and δ which are considered, it appears reasonable to approximate dmax as a linear
function of both φ and δ. Figure 4.7 shows the computed τmax for several cases with
various φ and a fixed δ of 90 µm. Figure 4.8 shows the computed τmax for several
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cases with various δ and a fixed φ of 0.6. Linear fits are seen to approximate the data
well in both figures. In fact, the correlation for τmax by Eq. (4.3), indicated as est.
τmax in Table 4.3, shows agreement with computed τmax within 10%.
Figure 4.7. τmax normalized by τmax for Case 1 as a function of
equivalence ratio φ (δ = 90 µm).
4.4.3 Steady flame propagation time
The next phase involves the propagation of the front into the homogeneous mix-
ture. The time for steady flame propagation is defined as that required to achieve a
burned gas temperature which is within 2% of the adiabatic flame temperature. This
also corresponds approximately to the time when the front speed is within 2% of the
laminar premixed flame speed. With this definition, τst is given in Table 4.3.
As discussed earlier, the moving flame front becomes progressively less affected by
the n-heptane reactions and eventually develops into a premixed methane-air flame
during Phase III. It is therefore reasonable that τst is some function of the steady flame
speed inside the homogeneous mixture. In addition, the mixing layer thickness δ is a
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Figure 4.8. τmax normalized by τmax for Case 1 as a function of mixing
layer thickness δ (φ = 0.6).
measure of the physical length scale where n-heptane can influence front propagation.








In the equation, SL is the laminar flame speed in m/s, δ is the mixing layer thickness
in µm, and δf is the laminar flame thickness in µm based on thermal diffusivity and
flame speed. The first term of the expression is a measure of the time to traverse
the mixing layer, i.e., for the influence of heptane to be minimized. The second term
is the time required for the flame front temperature to stabilize in the absence of
n-heptane, and it is derived by performing energy conservation analysis on a control
volume enclosing the moving flame. A line of best-fit to the available data provides
values of c1 = 0.003 and c2 = 0.009. Table 4.3 shows the computed τst and the
estimated τst (est. τst) using Eq. (4.4). The agreement between the two is within 17%
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with most cases agreeing within 10%. In sum, the time required for steady flame
propagation to be achieved is
τprop(ms) = 0.174 · P−1.397 · e6100/T + 0.3029φ+ 1.434× 10−3δ





In this chapter, we have computationally investigated flame development in a
n-heptane/methane-air mixing layer in which the higher cetane number n-heptane
autoignites and causes a flame to develop and propagate into the low cetane number
methane-air homogeneous mixture. Pressure and temperature conditions correspond
to those in engines. The characteristic time required for steady flame propagation
has been investigated and its dependence on 1) pressure, 2) initial CH4/air temper-
ature, 3) premixed equivalence ratio and 4) initial mixing layer thickness has been
examined. There are three components to the time: ignition delay, time to attain
peak temperature and time to achieve steady flame propagation. As discussed in the
literature the ignition delay τig is a function of pressure and an exponential function
of temperature. The time to achieve peak temperature τmax is dependent on the
distance the front has to travel in the mixing layer from the point of onset of au-
toignition (φ ≈ 3) to the stoichiometric location. This time depends on the premixed
equivalence ratio and the mixing layer thickness. The third component τst is shown
to correlate with the time it takes for a laminar flame to traverse the mixing layer
and some multiple of the thermal thickness of the laminar flame. The correlations
are applicable only for lean homogenous mixtures. Additional work has to be carried
out to study the behavior in stoichiometric and rich mixtures. Furthermore, prior
to applying these correlations, the influence of turbulence has to be assessed. It is
interesting to note, however, that the early phase of ignition and kernel growth in
engines has been correlated with laminar parameters [32, 72, 178, 179, 180].
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5. FEEDBACK CONTROL FOR STATISTICALLY
STATIONARY FLAMES
5.1 Introduction
In the last chapter, we studied ignition and subsequent flame development in
dual-fuel engines. As the flame front propagates into the homogeneous mixture of
methane and air, it is influenced by the spectrum of turbulent eddies inside the
combustion chamber and hence becomes a turbulent premixed flame. Subsequent
work will focus on turbulent flame propagation in lean mixtures by employing direct
numerical simulations (DNS).
The primary challenge with DNS of premixed turbulent combustion under engine
conditions is the computational cost. Setting aside for the time being the ignition and
development phases of turbulent combustion in an engine, let us consider the simu-
lation of fully-developed flat premixed flame propagation. It requires fine resolution
for resolving the smallest turbulence structures, i.e., Kolmogorov scale. Furthermore,
to examine the effects of turbulence on the flame internal structure, even finer resolu-
tion may be needed to resolve the reaction zone, which is approximately 1/10 of the
flame thermal thickness [62]. On the other hand, the computational domain needs
to be sufficiently large. The reasons are two-fold: Firstly, the dimensions perpen-
dicular to the flame propagation need to capture multiples of integral length scales.
This is to ensure a large sample pool necessary for statistical independence. Sec-
ondly, the length of the domain along the direction of flame propagation needs to be
large enough such that the flame remains inside the domain over the period of the
simulation. In addition, several realizations may be required to achieve statistical
convergence on the estimation of the turbulent flame speed. These constraints often
entail the use of multiple millions of computational cells to resolve the flow and result
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in prohibitively expensive computational cost. To reduce the computational cost, we
propose a computational strategy to simulate statistically stationary premixed flames
using feedback control mechanism.
The concept of a statistically stationary flame is hardly new to the experimental
community. The fact that a flame may be stabilized or “held” in the wake of a bluff
body is well known and used to generate V-flames and other bluff-body stabilized
flames [190]. Flames can also be stabilized by recirculation zones in gas turbine en-
gines [191]. In addition, the flame may be stabilized with an overhead stagnation
plate [192]. All these stabilization techniques are commonly employed in experiments
so that statistics can be collected from the turbulent flame. In numerical simulations,
application of these stabilization strategies presents many challenges as geometrically
complex structures are often employed which are difficult to model. They also in-
troduce an additional level of complication in the fluid dynamics to be modeled. To
account for that, Bell and Day (2006) [193] proposed a heuristic method to stabilize
the flame in an effort to emulate the flame stabilization mechanisms employed in
experiments to prevent blow-off and flashback. The methodology we have adopted is
similar to their idea.
The rest of the chapter is organized as follows. In Section 5.2 we will describe
the details of the feedback control algorithm used to simulate stationary laminar
and statistically stationary turbulent flames. Various techniques for generating the
turbulence in the domain will be discussed in Section 5.3. Section 5.4 will summarize
the chapter.
5.2 Feedback Control Algorithm
The algorithm to simulate fully-developed premixed flames in the lean-burn engine
relies on the simplification that the fully-developed flame kernel radius is relatively
large and the global curvature effect of the mean flame brush can be neglected, i.e.,
the mean flame front can be treated as essentially planar. Once this is recognized, the
86
flame can be simulated as statistically stationary inside the computational domain
by employing a Lagrangian framework, i.e., the frame of reference is placed on the
mean flame front. An inflow/outflow configuration as shown in Fig. 5.1 is employed.
Periodic boundary conditions are applied to the top/bottom and front/back bound-
aries which are parallel to the mean flow direction. In Fig. 5.1, inflow of unburned
lean methane-air mixture is specified at the left boundary and the burned gas passes
through a sponge zone and leaves the domain from the right. Non-reflective Navier-
Stokes characteristic boundary conditions described in Chapter 3 are specified for the
inflow and outflow boundaries. Simulations with HOLOMAC use a simple Dirichlet
boundary condition for inflow and Orlanski-type boundary condition for outflow as
acoustic wave propagations are not considered. If the flame speed is known á priori,
maintaining the flame stationary would be a simple proposition. This information
is, however, not readily available and is often the interest of the whole simulation.
Hence, a feedback control mechanism is employed using the mean flame position xf (t)
as the control output to correct the bulk inflow velocity U0(t) until the flame becomes
statistically stationary.
Figure 5.1. Schematic of an inflow-outflow configuration to illustrate
the computational procedure.
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Consider the case where a stationary laminar flame is to be simulated. The ap-
proach is to initialize a laminar flame in the domain with burned gas on one side and
unburned gas on the other side of the flame. An approximation of the flame speed
is specified as the initial inflow velocity U◦0. After the start of the simulation, the
laminar front will move upstream or downstream depending on the sign of (U◦0−SL).
For an unstrained laminar flame, the speed of the flame front will simply be
Vf (t) = U
◦
0 − SL. (5.1)
To attain a stabilized front, the inflow velocity needs to be dynamically adjusted.
In the current study, the mean flame position xf (t) is used as the control output that
provides feedback into the mean inflow velocity U0(t), given by
U0(t) =
∫∫
u(0, y, z, t)dydz. (5.2)
















H (c∗ − c(⇀x))dV, (5.4)
where c(
⇀
x) is the local progress variable and c∗ is an arbitrarily-defined threshold
progress variable used to differentiate burned from unburned gas. In this series of
simulations, the progress variable is defined as the mass fraction ratio of consumed
fuel to the total available fuel in the fresh gas such that c = 0 in the fresh gas and
















The time interval of proportional control represented by τp is selected to be 10-
100 times the iteration time step ∆t to subdue high-frequency oscillatory feedback
signals which could lead to flow instabilities. Figure 5.2 shows the history of inflow
velocity for five different values of non-dimensional proportional loop gain kp used in
the simulations to stabilize a laminar flame. The initial inflow velocity is deliberately
set at twice the laminar flame speed. It can be seen that a proportional loop gain of
value 0.1 gives the fastest convergence rate towards the correct laminar flame speed
of 0.335 m/s. When kp is set to 1 (denoted by the green line), the feedback control is
unstable and results in failure of the run.
Figure 5.2. Time history of dynamically adjusted inflow velocity for
kp = 1, 0.1, 0.01, 0.005 and 0.001.
A similar approach can be adopted for 2D and 3D turbulent premixed flame
simulations. A laminar flame front is initialized inside the domain but the initial
flow field is specified to be an homogeneous isotropic turbulent field superimposed
onto the laminar flame velocity profile. Methods to generate 2D and 3D turbulent
flow fields are different and the details will be elaborated in the next section. In
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addition, turbulent fluctuations are supplied at the inflow boundary to compensate
for dissipation as well as turbulence advected out of the domain from the outlet, i.e.,
u(0, y, z, t) = u′
(
xslice(t), y, z, t
)
+ U0(t);
v(0, y, z, t) = v′
(
xslice(t), y, z, t
)
;
w(0, y, z, t) = w′
(




Here U0(t) is the mean speed in the flow direction and its value is dynamically adjusted
whereas u′, v′ and w′ are the fluctuating components of a “frozen” turbulence field
generated from an auxiliary simulation. The “frozen” flow is a homogeneous isotropic
turbulent field with desired length scales and turbulent kinetic energy but zero net
momentum. At every time step, a “slice” of this pre-generated turbulence field at
location xslice(t) is superposed onto the bulk inflow velocity. Note that the location
of this selected plane (line in the case of 2D) is advected by both the mean inflow
speed U0(t) and the turbulent fluctuations u








However, the spatial average of the turbulent fluctuations should approximately yield





A proportional control loop of the same form as in Eqs. (5.3) and (5.3) is employed
to correct the inflow velocity until the mean flame front is stationary. On top of that,










xf (0)− xf (ψ)
]
dψ, (5.10)
where xf (0) is the initial flame front position from the inflow boundary. The integral
loop is determined by the most recent history of the flame position over a charac-
teristic time period of τi. The purpose of the integral control is to return the mean
flame front towards its initial location. This is motivated by the concern that in some
90
turbulent flows, turbulence parameters such as intensities and length scales vary spa-
tially along the inflow direction. Having the integral loop in place helps to maintain
constant turbulence characteristics in the inflow with which the flame is interact-
ing. To minimize the interference between the two forms of feedback mechanism, τi
is selected to be much larger than the characteristic time scale of the proportional
loop, i.e., τp in Eq. (5.3). As a result, the proportional feedback produces a “spon-
taneous” correction on the inflow velocity whereas the integral feedback delivers a
time-averaged “long-term” control on the flame location.
Figure 5.3 shows the evolution of mean flame position and spatially-averaged
inflow velocity U0(t) for a typical 2D simulation using the proportional and integral
feedback mechanisms. The turbulence intensity for this case is 1.5 m/s while the
unstrained laminar flame speed at the given condition is 0.15 m/s. The solid line
shows the average flame position inside the domain for 120 eddy turnover times while
the chain-dash line tracks the dynamically adjusted inflow velocity at the boundary.
The simulation reaches statistical steady-state in about 40 eddy turnover times as
indicated by the inflow velocity reaching an oscillatory state. Furthermore, there is
no discernible shift of the mean flame location toward either direction over time while
its fluctuation remains less than one integral length of the imposed turbulent field.
Evidently the flame remains statistically stationary inside the domain. Note that
once the flame is (statistically) stabilized, the time average of the inflow velocity will
yield the turbulent flame speed based on consumption rate.
5.3 Turbulence Generation
Simulation of 2D or 3D turbulent flames with inflow/outflow configuration requires
turbulent fluctuations to be supplied at the inflow boundary. This is achieved by
selecting sequential planes from an auxiliary turbulent flow field as discussed in the
previous section. The most natural way to generate the auxiliary field is by using
flow solutions from a Navier-Stokes solver, e.g., FLEDS and HOLOMAC. To account
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Figure 5.3. Premixed flame stabilized using the proportional and
integral feedback algorithm in a turbulent flow field with an intensity
of 1.5 m/s and integral length scale of 1 mm.
for turbulence dissipation, additional forcing terms are added to the Navier-Stokes
equations such that the turbulence intensities are sustained, i.e., turbulent energy is
non-decaying. While turbulence generated with this method is the most realistic, it is
suitable only for 3D simulations but not for 2D cases. This is because 2D turbulence
lacks the vortex stretching mechanism present in its 3D counterpart. Vortex stretching
gives rise to the formation of smaller eddies and is responsible for the turbulence
cascade. Applying forcing to 2D flows will, however, indefinitely increase the vorticity.
In addition, generating turbulent flow field with high Re can be computationally
expensive as the total number of grid cells scales with Re
9/4
T . A less computationally
demanding approach is to generate “synthetic” turbulence flow fields from random
noises by prescribing desired turbulence characteristics. This method is suitable for
generating 3D as well as 2D turbulent fields. In the following two sub-sections, we
will review these methods.
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5.3.1 Filtered noise method
The approach to artificially synthesize 2D turbulent fields in this work is proposed
by Fathali et al. (2008) [194] whose work is based on the procedures of digitally filter-
ing random signals by Klein et al. (2003) [195]. In essence, each velocity component
is generated by a linear combination of individual uncorrelated random fields. These
uncorrelated random fields are obtained by passing white noise through a spherical
Gaussian filter. Autocorrelation functions and turbulence length scales can then be
prescribed through specifying the coefficients of linear combination and filter width,
respectively. The key mathematical formulations will be elaborated next.
For a turbulent field, the integral length scale can be considered as a quantity to
describe the typical size of regions inside which correlations between velocity compo-
nents are statistically significant. These correlations are quantified using the correla-
tion function:
Rij(x, r, t) = 〈ui(x + r, t)uj(x, t)〉, (5.11)
where 〈·〉 represents the temporal averages. From this two-point covariance, integral







We can write each velocity component as a linear combination of uncorrelated random
fields fij with zero mean, i.e.,
u = a11f11 + a12f12 + a13f13,
v = a21f12 + a22f22 + a23f23,
w = a31f13 + a32f23 + a33f33.
(5.13)
If we assume that 〈fijfmn〉 = δimδjnrij and rij ≡ 〈fij(x)fij(x′)〉 has a shape of Gaus-
sian function which is equivalent to the autocorrelation function of homogeneous
isotropic turbulence in the final period of decay, we can write each random field fij
as the convolution product of the Gaussian filter Fij with white noise field ξij, i.e.,














To omit the details of mathematical derivations, only the final results will be pre-
sented. For a specific target of integral length scales denoted by lij and Reynolds
stress denoted by 〈uiuj〉, the coefficients for the linear combination used in Eq. (5.13)
can be expressed as
a11 =
〈uu〉 − |〈uv〉| − |〈uw〉|√
luu〈uu〉 − luv|〈uv〉| − luw|〈uw〉|
;
a22 =
〈vv〉 − |〈uv〉| − |〈vw〉|√
lvv〈vv〉 − luv|〈uv〉| − lvw|〈vw〉|
;
a33 =
〈ww〉 − |〈uv〉| − |〈vw〉|√
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In this work, a parallel code called GTURB has been developed using FORTRAN
90 to generate periodic 2D and 3D synthetic turbulent fields using the filtered noise
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approach. Figure 5.4 illustrates the contour plot of u-component velocity from a
sample 2D turbulent flow.
Figure 5.4. Contour of u-component velocity in a 2D homogeneous
isotropic synthetic turbulence field with specified urms = 1.0 m/s and
integral length scale of 1.0 mm.
5.3.2 Forced turbulence
An alternative approach to generate turbulence field is by forcing the flow. Lund-
gren (2003) [196] proposed the so-called “linear forcing” scheme where he has demon-
strated that linear forcing in the Fourier or wavenumber space produces statistics at
scales between integral and inertial subrange that resemble observations from experi-
ment data. Later Rosales and Meneveau (2005) [197] applied the linear forcing in the
physical space which makes it attractive for the simulations of this work. The idea of
“linear forcing” is inspired by recognizing that the term which accounts for turbulent
kinetic energy (TKE) production by the mean flow in the TKE balance equation is
of the form P = ρu′ · ∇〈u〉. This implies that if a term proportional to the fluctu-
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ating velocity is added to momentum equation, such mechanism of TKE production
in homogeneous turbulence can be mimicked. Hence, the momentum equation with












where the forcing coefficient B is given by
B =
ε+ 〈u · ∇p〉
3〈ρ〉ũ2rms
, (5.19)
Here, ε represents the mean turbulent dissipation per unit volume. The term 〈u ·∇p〉
scales with the squares of turbulent Mach number (Mt) and can be neglected for
low-Ma flow.
It is found that, with this specific form of linear forcing in place, turbulence
intensities can be sustained and at the steady-state, turbulent dissipation rate is





Furthermore, it is found that the integral length scale will always converge to approxi-
mately 19% of the domain size at steady-state despite the initial conditions employed.






where k is the instantaneous TKE calculated from the flow and ko is the desired
steady-state TKE. They have reported that with this modification, faster convergence
rate is observed while the oscillatory amplitude of the flow solutions at steady-state is
effectively reduced. In the current work, the forcing term given by Eq. (5.21) has been
implemented in FLEDS and HOLOMAC and validated against the results obtained
by Rosales and Meneveau (2005) [197]. Figure 5.5 shows the energy spectrum of
a steady 3D homogeneous isotropic turbulence obtained from linear forcing in the
wavenumber space. The result is in close agreement with the published data (green
circles).
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Figure 5.5. Energy spectrum as a function of wavenumber for a forced
3D homogeneous isotropic turbulence flow field.
5.4 Summary
In this chapter, a computational methodology to simulate statistically stationary
turbulent premixed flames in an inflow-outflow configuration is developed. The pri-
mary motivation behind this approach is to reduce computation expenses. This is
done by employing a Lagrangian framework. To keep the flame statistically station-
ary, the inflow velocity is dynamically adjusted and hence no prior knowledge of the
turbulent flame speed is required. With the change in frame of reference, sizes of
the computation domain are effectively decoupled from the physical flow time, and
thus allow for statistics to be collected over a prolonged period of time for given
computational resource.
Methods to generate 2D and 3D turbulence for reacting simulations have been
evaluated. An inexpensive approach to generate “synthetic” turbulence is by digitally
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filtering white noises and prescribing desired length scales and Reynolds stresses. This
is applicable to both 2D and 3D turbulence. Another approach to generate turbulent
flows is by forcing the flow to mimic the energy cascade process. It is capable of
maintaining constant turbulence intensities and length scales, but is limited to only
3D simulations. In this work, auxiliary 2D turbulence is generated through the first
method while 3D turbulence is obtained by applying “linear forcing”.
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6. EVALUATION OF FLAME SPEED IN A
TWO-DIMENSIONAL DOMAIN
6.1 Introduction
In Chapter 5, a feedback control algorithm was developed for simulating statistically-
stationary turbulent flames. In this chapter, we will apply this method to simulate
turbulent flames for varying turbulence properties in a two-dimensional (2D) domain.
Turbulent flame speeds are computed for flames with two equivalence ratios. We rec-
ognize that “two-dimensional” turbulence does not exist in reality. The work in this
chapter is primarily motivated by computational cost.
Furthermore, it is important to recognize that many reported simulations of tur-
bulent flames in the literature are still 2D because of the limitations in computational
resources [175, 193, 199, 200, 201]. The validity of 2D simulations of turbulent flames
has been assessed. Sreedhara and Lakshmisha (2002) [202] compared results from
2D and 3D DNS of autoignition in n-heptane/air mixing layers. They found that
2D and 3D simulations yield contradictory conclusions on how increasing turbulence
intensities would affect autoignition delays. Ameen and Abraham (2015) [201] com-
pared 2D and 3D DNS of turbulent non-reacting fuel/air mixing layers. They found
that the evolution of the scalar field and its dissipation rate are different between two
simulations. It is also found that the 2D results can be employed for assessing the
relative accuracy of sub-grid scale models.
The next section will present some extended comments on 2D turbulence. Some
of the fundamental differences between 2D and 3D turbulent flow will be highlighted.
Section 6.3 will discuss the turbulent flame speeds obtained from the parametric
study. Comparison with the existing correlations will also be made.
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6.2 Comments on “Two-Dimensional” Turbulence
The important question is whether turbulence analyzed in a 2D framework bears
some of the features of turbulence viewed in a 3D framework. With the recent de-
velopment in planar experimental imaging and direct numerical simulations in 2D
domains, turbulence is better understood in a 2D framework [203]. In this thesis,
turbulence viewed in a 2D framework will be referred to as simply “2D turbulence”
henceforth. Evidently 2D and 3D turbulence share some common attributes. Fea-
tures such as cascades from large scales to small scales, the formation of coherent
structures, dissipative processes and filamentation mechanisms are present in both
systems. At the same time, simulating 2D turbulence in reacting flows offers drastic
savings in terms of computational resources especially when detailed chemical kinet-
ics are included in the simulations. Arguably, studying flame in 2D turbulence can
provide insights if not analogies that are applicable to the general 3D problem.
The core difference of 2D from 3D turbulence is the lack of the third dimension
which precludes the phenomenon known as vortex stretching. Consider the incom-
pressible Navier-Stokes equation. Performing the curl on the equation, we get the
balance equation for the vorticity, i.e.,
⇀





+ u · ∇⇀ω = ⇀ω · ∇u + ν∇2⇀ω. (6.1)
The first term on the right hand side represents the stretching due to the flow velocity
gradients, i.e., the vortex stretching. For a 2D flow, the vorticity equation becomes a
single equation for scalar ωz as in
∂ωz
∂t
+ u · ∇ωz = ωz · ∇u︸ ︷︷ ︸
≡0
+ν∇2ωz. (6.2)
The velocity gradient ∇u is in the x or y-direction which is always perpendicular to
ωz that points to the third dimension. As a result, vortex stretching term, i.e., ωz ·∇u
is unconditionally zero for 2D flows. In 3D flows, vortex stretching is responsible for
amplifying vorticity along vortex trajectories which leads to the formation of small
intense filaments. Such mechanism is however absent in 2D turbulent flows. It is also
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important to note that in the limit of inviscid flow, ν∇2ωz equals zeros and vorticity
becomes a conserved quantity on the 2D plane.
Free decay of 2D turbulence has been well documented in the literature [203, 204,
205]. It is known that the system of vortices will always evolve towards a state where
large scale coherent structures dominate notwithstanding what the initial distribution
of vortices is. The process of decay has been characterized by McWilliams (1990)
[204] into several elementary mechanisms at play. In the initial decay phase, the
weakest vortices are destroyed by the break-up process while the strongest vortices
merge with one another. Throughout the process, the number of vortices decrease
while the distribution of vorticity grows narrower, i.e., vortices with vorticity at both
extremes disappear. However, the most probable vorticity will remain unchanged.
Thin vorticity filaments are produced either during merging events or in the break-up
process. At moderate Reynolds numbers these filaments disappear while at higher
Reynolds numbers, these filaments would form small vortices through nucleation.
Eventually, the system evolves to a state with a single pair of counter-rotating vortices,
also known as the “final dipole”, coexisting with the background of short-lived vortex
filaments [204].
The energy cascade in 2D turbulence is different from that in 3D turbulence. In
3D flows, the mechanism accounting for energy transfer has been famously described
by Richardson in the 1920s [206]. The kinetic energy is injected by external forcing
which sustains the motion of the largest scale eddies. These eddies are strained by the
velocity gradients until they break down into smaller eddies. This process is repeated
and during the break-apart of eddies, energy is transported from large scales to smaller
scales. Ultimately energy is dissipated by molecular viscosity at the smallest scales,
i.e., the Kolmogorov scales. In 2D homogeneous turbulence, the turbulent kinetic


















From Eq. (6.4) it is evident that in 2D turbulence, enstrophy is forced to decrease
with time as the right-hand-side of the equation is non-positive. This is in contrast
to 3D turbulence where enstrophy will increase with time as long as viscous effects
are not dominant [203]. More importantly, in the inviscid limit, turbulent kinetic
energy in 2D flow becomes conserved whereas in 3D, turbulence energy will cascade
from large scale to small scale. Lesieur (1990) [207] considered a triad of wavenumber
modes and the interactions between their respective energy and enstrophy densities.
It can be argued that energy is transferred preferentially towards small wavenumbers,
i.e., large physical scales, while enstrophy is transferred towards large wavenumbers,
i.e., small physical scales. This implies the existence of an enstrophy cascade and
an inverse energy cascade in 2D turbulence, which was first termed as the “double
cascade process” by Kraichnan (1967) [208].
To put things in perspective, in the current 2D simulations of premixed flame,
turbulent velocity fluctuations are imposed at the inflow boundary. Before the un-
burnt charge reaches the flame front, it essentially remains as a freely decaying 2D
turbulent flow with a mean flow velocity. If the viscosity in the portion of fresh gas
is “artificially” tuned to a small value representing inviscid range, we know from the
previous analysis that, 1) the total vorticity and turbulent kinetic energy of every
fluid parcel will be minimally affected and 2) number of vortices will decrease along
the inflow direction while their sizes will grow. This implies that while turbulence
intensities can be maintained, there is no effective control on the length scales of the
vortices entering the flame. Nevertheless, if the flame is statistically stationary, the
integral scales at the location of flame brush can be assumed to be invariant in time
despite its value not being specified á priori. Furthermore, integral scales at the flame
front can be assumed to be similar between cases, should a common computational
domain be used. With this setup, series of 2D simulations have been carried out and
the results will be presented in the following section.
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6.3 Two-Dimensional Turbulent Flame Speeds
We will now present results from parametric studies exploring the effects of turbu-
lence and flame scales on turbulent flame speeds under lean-burn conditions in a 2D
domain. Table 6.1 lists the physical conditions we have employed. A total of eleven
cases have been simulated for premixed equivalence ratio of 0.5 and seven cases for
that of 0.6. Pressure is selected at 20 bar while the temperature of the unburned
mixture is at 810 K. Integral length scale of the auxiliary 2D turbulence fields, i.e., at
the inflow boundary, is fixed at 1.0 mm while the laminar flame thermal thicknesses
are 100 and 50 µm, respectively, for φ = 0.5 and 0.6. These thicknesses are measured






An alternative method to measure flame thickness is based on the physical distance
between locations in the 1D laminar flame where temperature has risen 10% and 90%








The subscripts u and b denote the properties in the unburnt and fully-burnt mixture.
Using this definition, the laminar flame thicknesses are 125 and 60 µm for the laminar
flame of equivalence ratios of 0.5 and 0.6, respectively.





The highest ReT considered for φ of 0.5 and 0.6 are approximately 570 and 680.
The smallest scale of turbulence η, i.e., the Kolmogorov scale, is less than the flame
thermal thickness for all cases. Note that the definition of the Kolmogorov scale is
ambiguous in 2D turbulence as the 2D energy cascade is of a different nature than
that in 3D turbulence. The relations employed to estimate η here are the same as
in 3D. The Karlovitz number of these cases ranges from 0.5 to 26.2. Recall that
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Table 6.1. Simulation conditions and computed turbulent flame
speeds ST normalized by the laminar flame speed SL.
Case P (bar) T (K) φ
Effective
urms/SL
Lo (mm) η (µm) ReT Ka ST/SL
A1 20 810 0.5 0.79 1.00 57 45.6 0.6 1.110
A2 20 810 0.5 1.47 1.00 29 114.0 2.3 1.642
A3 20 810 0.5 3.92 1.00 17 228.0 6.6 4.075
A4 20 810 0.5 6.41 1.00 13 342.0 12.2 5.114
A5 20 810 0.5 9.65 1.00 10 456.0 18.7 5.066
A6 20 810 0.5 10.58 1.00 9 570.0 26.2 6.553
A7 20 810 0.5 1.86 1.00 21 171.0 4.3 2.256
A8 20 810 0.5 5.29 1.00 14 285.0 9.3 4.964
A9 20 810 0.5 6.92 1.00 11 399.0 15.3 5.221
A10 20 810 0.5 11.07 1.00 9 513.0 22.4 6.391
A11 20 810 0.5 9.97 1.00 10 456.0 18.7 5.432
B1 20 810 0.6 0.81 1.00 29 114.0 0.5 1.439
B2 20 810 0.6 1.87 1.00 17 228.0 1.3 2.278
B3 20 810 0.6 3.01 1.00 13 342.0 2.4 3.549
B4 20 810 0.6 4.32 1.00 10 456.0 3.8 3.588
B5 20 810 0.6 5.87 1.00 9 570.0 5.3 4.758
B6 20 810 0.6 7.39 1.00 7 684.0 6.9 5.918
B7 20 810 0.6 7.58 1.00 7 684.0 6.9 6.260
Karlovitz number characterizes the ratio of chemical timescale to the time scale of
















We will first discuss the evolution of the premixed flame toward statistical steady-
state using one of simulations as the baseline case. Recall that the initial flame
profile is that of the 1D laminar flame. Figure 6.1 shows the evolution of temperature
contours inside the domain over a course of 15 eddy turnover times for Case A5.
The domain size has been non-dimensionalized by the turbulent integral length scale.
It is evident that there are several eddies influencing the flame along the surface.
Since the ratio of urms/SL is relatively high (around 10), the wrinkling of the flame
front is evident from the start of the simulation. Elongated structures referred to as
flame fingers are formed which are then advected by the local flow field as evident in
Figs. 6.1(a) and (b). At times, two branching fingers coalesce into a thicker stream
(this can be inferred from Figs. 6.1(c) and (d)). Occasionally excessive strain at the
base causes the finger to dislodge from the continuous flame front. Consequently,
islands of burned gases can be formed which are separated from the initial flame
front. Some of these islands extinguish as evident in Fig. 6.1(b) while others survive
and grow into separate flame kernels as shown in Fig. 6.1(d). Pockets of fresh gases
are entrained inside the burnt charge in Figs. 6.1(d), (e) and (f). However, these
engulfed pockets of unburned mixture are short-lived as they are readily consumed
by the surrounding flame. Local straining of the flame is also evident which is a
result of two adjacent eddies moving in counter directions. When the local strain rate
exceeds a threshold, local extinction occurs.
Figure 6.2 shows the turbulent flame speeds over a range of turbulence intensi-
ties estimated at the flame front for two equivalence ratios. They are obtained by
averaging in time over more than 30 eddy turnover times once the flame becomes
fully developed in the statistical sense. To put things in context, the physical con-
ditions corresponding to these points are plotted in the combustion regime diagram
as shown in Fig. 6.3. Note that the boundaries between various regimes in this map
have not yet been confirmed and thus are not necessarily accurate in a quantitative
sense. It is evident from Fig. 6.2 that for equivalence ratio of 0.5 (represented by
the red squares), there are three distinct regimes spanned by the dataset. The first
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Figure 6.1. Snapshots of flame evolution of Case A5 at (a) t = 1.0τo;
(b) t = 4.0τo; (c) t = 7.0τo; (d) t = 10.0τo; (e) t = 13.0τo; (f)
t = 16.0τo.
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Figure 6.2. Ratio of turbulent flame speed to unstrained laminar
flame speed over a range of non-dimensionalized turbulence intensities
for φ = 0.5 (red) and φ = 0.6 (blue).
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regime can be defined for urms/SL < 5 where the normalized turbulent flame speeds
increase with increasing turbulence intensities, and can be related to urms/SL < 5 with
a linear or power-law relationship. This form of correlation is commonly employed
in the prior works as have been elaborated in Chapter 2. Under this condition, the
flame corresponds to the weakly wrinkled or the corrugated flamelet regime shown in
Fig. 6.3. In this regime, increasing turbulence will result in the generation of flame
surface area through the wrinkling effect and in turn result in enhanced burning rate.
The second regime can be defined for 5 < urms/SL < 10. It can be seen from Fig. 6.2
that the turbulent flame speed begins to plateau with further increase in turbulence
intensities. There are two possible explanations for this observed trend. Damköhler
(1940) [123] and later Bray and Cant (1991) [209] suggested the turbulent flame speed








where Io is the efficiency factor to represent the effects of flame strain and curvature.
The flame stretch factor can be expressed with first-order correction [210, 211] for
small strain and curvature effects as







where κ is the mean curvature, aT is the tangential strain rate and L is the Markstein
length, which depends on the unburnt mixture conditions and Lewis number (Le) of
the fuel. One possible explanation is that further increasing turbulence intensities
beyond a certain threshold would cease to generate any significant increase in the
turbulent flame area and thereby ST becomes flattened. Another explanation is as-
sociated with the higher strain rate which is accompanied with increasing turbulence
intensity. As a result, steep gradients of temperature and species concentration are
created which increases the possibility of flame quenching and thereby causing the
global flame speed to flatten. The last regime is defined for urms/SL greater than 10
where the turbulent flame speed appears to grow with further increasing urms. The
flattening behavior of ST with increasing urms will be explained in Chapter 8.
108
For premixed flames with equivalence ratio of 0.6 as marked by triangles in
Figs. 6.2 and 6.3, a uniform trend in flame speeds is observed, i.e., increasing turbu-
lence enhances overall burning rate. More importantly, the normalized flame speeds
in the mixture of φ = 0.5 and 0.6 do not appear to collapse into a single line. This
suggests that the turbulent flame speed is not a function of the normalized turbulence
intensity alone.
Figure 6.3. Simulation points corresponding to φ = 0.5 (red) and
φ = 0.6 (blue) inside the combustion regime map of Peters (2002)
[46].
Figure 6.4 shows a comparison between our simulated results and the turbulent
flame speeds predicted by 13 correlations which we found in the literature [62, 77,
79, 105, 116, 124, 125, 127, 128, 129, 130, 132, 143]. Some of them are summarized
in the literature review of this work in Chapter 2. It can be seen that there is a
large variability among the predictions of the correlations. In addition, none of the
existing correlations accounts for the fundamental changes in the modes of turbulence-
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Figure 6.4. Computed turbulent flame speeds of (a) φ = 0.5 (red) and
(b) φ = 0.6 (blue) in contrast to the predictions given by correlations
in the literature.
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chemistry interaction when flame transitions from one regime to another. It is also
important to point out that the turbulent flame speed does not appear to be a single
function of turbulence intensities, or else the simulated turbulent flame speed at
equivalence ratio of 0.5 and 0.6 in Fig. 6.2 would have collapsed to one curve. It
is likely to depend on Ka and/or Da which is a function of thermodynamic and
chemical properties. In fact, few of the correlations proposed in the literature (only
until recently) appear to recognize that such dependence is not just on turbulence
intensity [116, 132], although neither of them fit the simulated data and they show
significant differences among themselves.
6.4 Summary
Before any conclusion is drawn from the 2D simulations, it is important to check
whether the predicted trend shown in this chapter is an accurate representation of
chemistry-turbulence interaction that would occur in the 3D space. In the next
chapter, 3D simulations of turbulent premixed flames will be presented. In particular,
the effects of equivalence ratio on turbulent flame speed will be discussed.
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7. EFFECTS OF EQUIVALENCE RATIO VARIATIONS
ON TURBULENT FLAME SPEED
7.1 Introdution
In the previous chapter, we presented DNS studies of premixed flames propagating
in a two-dimensional domain. Lean flames with equivalence ratio φ of 0.5 and 0.6 were
considered. It was shown that the equivalence ratio affects the normalized turbulent
flame speeds evaluated in a 2D framework. However, since 2D turbulence lacks the
crucial mechanism of vortex stretching and is unphysical in nature, the validity of this
conclusion needs to be further assessed. In this chapter, 3D DNS of lean premixed
flames are carried out. The results are analyzed with a focus on the investigation
of equivalence ratio effects on turbulent flame speed ST. The work presented in this
chapter has appeared in a journal publication by Wang et al. (2016) [212].
Understanding the effects of φ on ST is crucial for natural gas engine applications.
Efficiency and emissions considerations often require engines to operate as close to
the lean limit as possible. Due to the presence of equivalence ratio variations inside
the engine chamber, misfire is prone to occur especially under lean-burn conditions,
which can be consequential to engine performance. Note that variations in φ inside
engines arise from cycle-to-cycle variability and incomplete mixing that results in
spatial variations. Therefore, it is important to develop better understanding of how
flame propagation is dependent on equivalence ratio near the lean limit.
As discussed in Chapter 2, the turbulent flame speed ST often appears as a direct
input for several flamelet-based models [76]. Indeed, by assuming á priori closure
for the turbulent flame speed, multi-dimensional simulations have been carried out
in rather complex geometries such as combustion bombs [113], SI engines [114, 115]
and industrial burners [116, 117]. It is important to note that several definitions of
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turbulent flame speeds exist. To avoid ambiguity, we will define turbulent flame speed
as the velocity at which the unburned mixture enters the flame zone in the direction
normal to the mean flame front. Numerous correlations for ST have been proposed in
the past and a majority of the existing correlations involves the ratio of turbulence
intensity to laminar flame speed (urms/SL) [116, 125, 128, 132]. Dependencies of ST
on the ratio of the length scales (Lo/δL), or alternatively the Damköhler number
(Da) have also been reported [116, 132]. Here, SL and δL denote the flame speed
and flame thickness based on the maximum temperature gradient of an unstrained
laminar flame, respectively; urms and Lo represents the root-mean-square of turbulent
velocity fluctuations and the integral length scale of the turbulence, respectively.
The effects of equivalence ratio φ on ST normalized by the laminar flame speed
SL are still not well understood. Specifically, it is not known whether the equivalence
ratio effect is exerted only through its effect on the laminar flame speed SL and flame
thickness δL. Limited work has been carried out to characterize the equivalence ratio
effects. Bell et al. (2006) performed “2D” DNS of premixed methane flames at
equivalence ratios φ = 0.55 and 1.00 [200]. They found a change in the Markstein
number as φ is varied which, in turn, modified the turbulent flame speed. Fru et al.
(2011) carried out DNS of premixed methane-air flame kernels subjected to various
turbulence intensities at five equivalence ratios [213]. They observed that for a fixed
value of urms/SL, ST/SL varies with equivalence ratios. However, neither of the two
works has taken into account the effects of length scales, i.e., Lo/δL. In addition, the
studied flames are subjected to decaying turbulence which introduces ambiguity into
the definition of urms/SL.
In this chapter, we set out to investigate the influence of equivalence ratio on the
turbulent flame speed using DNS. By forcing the turbulence inside the fresh mixtures,
we ensure that the premixed flame is interacting with non-decaying turbulence such
that velocity and length scale ratios between the flow field and flame are clearly
defined and held invariant throughout the course of simulation. The rest of the
chapter is organized in the following manner. Section 7.2 discusses the numerical
113
methods, chemistry mechanism and the simulation setup. Section 7.3 presents the
results of turbulent flame speed at various equivalence ratios. The explicit influence
of φ on ST is examined. Characterization of flame surface generated by turbulent
eddies of various scales is performed in Section 7.4. The effect of flow strain rates
with respect to the flamelet are also discussed. The chapter then closes with summary
and conclusions in Section 7.5.
7.2 Computational Setup
7.2.1 The numerical model
The results presented in this study are obtained using the low-Mach code HOLO-
MAC [152]. As discussed in Chapter 3, the code solves the 3D conservation equations
for multi-component mixtures with CHEMKIN interface for computing the chemical
source terms. Spatial discretization is performed using a 6th-order implicit com-
pact scheme [153]. The convection terms are advanced in time using a 2nd-order
Adams-Bashforth (AB2) scheme while the diffusion terms are advanced using an ex-
plicit 4-step Runge-Kutta-Chebyshev (RKC) method. The divergence condition is
enforced using a projection-correction method, i.e., at each time step, the hydro-
dynamic pressure is solved from a variable-coefficient Poisson equation using Fast
Fourier Transform (FFT) and is used to correct the provisory velocity.
It is well known that DNS with multi-step chemistry is computationally intensive.
In this study, a 13-species reduced mechanism developed by Sankaran et al. (2007)
[214] is employed. In addition, the following global chemical mechanism that is able
to predict the laminar flame speed is employed:
ω̇ = ATb [CH4]
m [O2]
n e−Ea/RT. (7.1)
The parameters A, b, m and n are calibrated such that the laminar flame speed
is comparable to the flame speed predicted by both a 17-species, 73-step skeletal
mechanism developed by Sankaran et al. (2007) [214] and the GRI-Mech 3.0 [183].
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Specifically, the values of the constants of the global mechanism are given as A =
3.25 × 1019cm3/mol · s; b = 0; m = n = 1; Ea = R · (40250K). Figure 7.1 shows
the computed laminar flame speeds obtained with the four mechanisms for premixed
equivalence ratios between 0.39 and 0.80, the range of interest in these simulations.
The results agree within 10% of each other.
Figure 7.1. Computed laminar flame speeds as a function of φ for
unburned temperature of 810 K at pressure of 20 bar with four mech-
anisms.
However, the use of global mechanism is believed to be inadequate for predicting
flame response to high strain rates and hence extinction phenomena. To assess the
adequacy of using the global mechanism for simulating turbulent flames, it is impor-
tant to consider not only the flame speed, but also i) flame thickness, ii) flame surface
wrinkling and iii) reaction rate on the flame front as a result of turbulence-chemistry
interaction. In this section, the dependence on the chemistry mechanism of these
three turbulent flame characteristics will be compared between flames simulated us-
ing the 13-species reduced mechanism [214] and the global mechanism for φ = 0.50
at the highest turbulence intensity (urms/SL = 14.3) considered in this study.
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The effect of turbulence on the local flame thickness is examined first. This effect
can be quantified using the mean of temperature gradient conditioned at a given tem-
perature, i.e., 〈‖∇T‖|T〉 where 〈·〉 involves averaging both in time and on the flame
surface. Figure 7.2 shows the conditional mean of temperature gradient normalized
with that across the unstrained laminar flame front as a function of temperature for
flames simulated with the 13-species and the global mechanism. Note that a value less
than 1 indicates “flame thickening”and a value larger than 1 indicates “flame strain-
ing”. It is evident in Fig. 7.2 that both mechanisms predict thicker flame structure
for T < 1700 K, i.e., inside the preheat zone, and thinner flame for T > 1700 K, i.e.,
inside the reaction zone. Furthermore, the effect of turbulence on the flame thickness
using the two mechanisms shows agreement within 10% except at temperature close
to the burnt gas temperature.
Figure 7.2. Averaged temperature gradient conditioned on flame tem-
perature, i.e., 〈‖∇T‖|T〉 normalized with that of unstrained laminar
flame as a function of temperature for urms/SL = 14.3 (Case 1).
Flame surface wrinkling is another key feature in the modeling of turbulent pre-
mixed flames. Figure 7.3 shows the isotherm surface area AT (T) evaluated at various
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temperatures for flames simulated with the two mechanisms. The isotherm surface
area is computed using a “marching cube” algorithm and averaged in time. The
figure shows that the global mechanism predicts higher surface area for T > 1000 K
but the difference is within 7%.
Figure 7.3. Time-averaged normalized flame surface area evaluated
at T, i.e., AT (T)/AL as a function of temperature for urms/SL = 14.3
(Case 1).
Figure 7.4 shows the comparison between the time-averaged heat release rate per
unit volume conditioned on flame temperature using the 13-species and the global
mechanism. The heat release rate distributions of the respective laminar flames are
also plotted in solid lines. Note that the laminar profiles of heat release rate (lines)
in the temperature space show noticeable differences between the two mechanisms
although the differences in laminar flame speed are small as seen in Fig. 7.1. This
is because the differences between heat release rate profiles in the physical space are
less pronounced and it is ensured that the total heat release rate across the laminar
flame front is the same for both mechanisms, hence the approximate equivalence of
the laminar flame speeds. The 13-species mechanism predicts up to 5% increase in
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the heat release rate compared to the laminar case whereas global mechanism predicts
up to 10% increase for T > 1700 K. This increment in the heat release rate is likely
a result of the “turbulence straining” of the reaction zone as illustrated in Fig. 7.2.
Figure 7.4. Comparison of the time-averaged heat release rate profile
conditioned on flame temperature for Case 1: urms/SL = 14.3 (sym-
bols) with that of the unstrained laminar flame (lines).
It is interesting to examine the overall effects of the chemical mechanism on the
computed turbulent flame speed ST. For a fully-developed, statistically-steady flame
confined in the computational domain, ST can be computed by invoking the integral
form of the conservation of energy, i.e.,
ρuALΞ · ST = 〈
∫
HRRdV 〉tur (7.2)
where HRR is the heat release rate per unit volume and Ξ is the amount of sensible
energy released per unit mass of CH4-air mixture assuming complete combustion. Per-
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forming a transformation from the physical space to the temperature space, Eq. (7.2)
can be written as






















Here, 〈·〉 denotes averaging in time and δs(T) represents the infinitesimal thickness
of the turbulent flame at temperature T. Notice that δs(T)/δT is the inverse of
〈‖∇T‖|T〉 shown in Fig. 7.2. In the current work, the finite thickness of flame between
T ± 1K is used for δs(T). The second term on the right-hand-side accounts for the
change in δAT(T) with temperature. It is found that such a term is less than 0.1%
of the first term and can be neglected. Similarly, SL can be constructed as















If we assume that flame wrinkling by turbulence, manifested by AT(T), and the effects
of turbulence on the flame front reaction rate, manifested by HRRtur(T) · δs(T)/δT,











Using the relationship in Eq. (7.5), the estimated normalized turbulent flame speed
ST/SL using the global mechanism is only 7.8% higher than that using the 13-species
mechanism for flame at urms/SL = 14.3, the highest intensities considered in this
study. This suggests that for engineering applications, the global mechanism is as
capable of predicting the turbulent flame speed as the reduced mechanism over the
range of conditions considered in this study.
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7.2.2 Modeling of statistically stationary flames
The turbulent premixed flame is simulated as statistically stationary inside the
computational domain by employing a Lagrangian framework as discussed in Chap-
ter 5.2. The frame of reference is placed on the mean flame front and cold premixed
reactants enter the flame in a turbulent flow. This setup enables the computational
domain size to be decoupled from the flame propagation time, and allows for statistics
to be collected over an extended period of time. The inflow-outflow configuration is
shown in Fig. 7.1. Periodic boundary conditions are applied to the lateral boundaries
parallel to the mean flow direction. Inflow of unburned methane-air mixture is spec-
ified at the left boundary while the burned flow passes through a sponge zone and
exits from the right.
The purpose of using a sponge zone ahead of the outflow boundary shown in
Fig. 5.1 is to remove any artificial effect of outflow boundary condition reflected back
into the interior flow field. The sponge zone is modeled as a damper to “force” the
flow into 1-D when exiting from the outflow boundary. This is done by adding a
sink term with the specific form given below to the right-hand-side of the momentum
equation in the y- and z-direction, i.e., perpendicular to the inflow direction:
si = σ(x− xsponge) · (0− ui); i = 2, 3. (7.6)
Here, σ(x−xsponge) is a hyperbolic function of the axial distance that grows gradually
from 0 to some finite number as the flow enters the sponge zone. Note that the flow
inside the sponge zone is unphysical and is not used in any analysis.
To maintain the flame stationary, á priori knowledge of the flame speed is re-
quired to specify the inflow boundary condition. This information is, however, not
readily available and is the interest of the simulation. Instead, a feedback control is
employed on the mean flame position xf (t) to correct the bulk inflow velocity U0(t)
until the flame becomes statistically stationary. In the current simulations, two forms
of feedback control have been implemented. A proportional feedback is used to adjust
inflow velocity until the mean flame front is stationary. In addition, an integral feed-
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back is applied to return the mean flame front to its initial position. Implementation
of these two forms of feedback control has been elaborately discussed in Chapter 5.2.
The turbulent flame speed ST can be obtained from the time average of the bulk
inflow velocity once the premixed flame becomes fully developed and is statistically





















Here, AL denotes the area of the inflow boundary. Since the length of the domain
is ensured to be sufficiently long that all methane is consumed, fuel mass fraction
at the outlet, i.e., Yf,out, is equal to zero. Furthermore, since the turbulent velocity
fluctuations on the inflow plane come from selecting sequential cross-sectional planes


























The domain is initialized with a laminar flame. To obtain the desired turbulence
intensity in the reactants, turbulent fluctuations are imposed on the bulk inflow veloc-
ity. These fluctuations are obtained by selecting sequential cross-sectional planes of a
homogeneous no-decaying isotropic turbulence field generated in a separate auxiliary
simulation as shown in Fig. 5.1. In addition, to preserve the turbulence intensity,
turbulence in the reactants is forced using a “linear forcing” scheme as discussed in
Chapter 5.3 [197, 198]. Specifically, a term is added to the right-hand-side of the mo-
121
mentum equation to represent the energy cascade from scales which are larger than







Here, k is the instantaneous turbulent kinetic energy (TKE) in the reactant mixture
and ko is the desired steady-state TKE. M(T) is a ramp function of temperature which
decreases from 1 to 0 as T increases by 200 K above the unburned temperature. This
is to prevent any artificial effect of forced turbulence on the flame structure. B is
the forcing constant which is inversely proportional to the steady-state eddy turnover
time. Figure 7.5 shows the time-averaged TKE spectrum in the wavenumber space
for a forced turbulence with turbulent Reynolds number ReT ≡ urmsLo/ν = 880.
The expected slope of -5/3 is recovered in the inertial subrange as shown in Fig. 7.5.
In addition, it has been reported that the integral length scale, Lo, of the forced
turbulence will always converge to approximately 20% of the domain size independent
of its initial state or the choice of the forcing constant [197]. This means that Lo can
be maintained at a desired value by selecting an appropriate domain size.
7.3 Effects of Equivalence Ratio on Flame Speed
We will now present results from the parametric studies exploring the effects of
equivalence ratio on turbulent flame speed under lean-burn conditions. Each simu-
lation is performed over more than 80 eddy turnover times to obtain a large sample
space for meaningful statistics to be collected. Pressure is selected at 20 bar and
the reactant temperature at 810 K, reflective of conditions at top-dead-center (TDC)
in a lean-burn natural gas engine [215, 216]. The equivalence ratio is varied from
0.39 to 0.50 while the turbulence properties are kept constant as shown in Table 7.1.
Uniform grid resolution is selected and the grid size is smaller than 1.6 times the
Kolmogorov length scale (η). This resolution also ensures that there are more than
16 points across the unstrained laminar flame front. Each simulation typically takes
about 15 days using 256 processors.
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Table 7.1. Computational parameters and turbulence conditions em-
ployed in this study. Computed normalized turbulent flame speeds
ST/SL are also listed.
Case 1 Case 2 Case 3
Domain size (mm3) 8.0×3.2×3.2 8.0×3.2×3.2 8.0×3.2×3.2
φ 0.50 0.43 0.39
SL (m/s) 0.1506 0.07445 0.04650
δL (µm) 100 200 300
urms (m/s) 2.160 2.160 2.160
Lo (mm) 0.64 0.64 0.64
∆x (µm) 12.5 12.5 12.5
η (µm) 8.27 8.27 8.27
urms/SL 14.34 29.01 46.45
Lo/δL 6.40 3.20 2.13
ReT 315 315 315
Da 0.45 0.11 0.05
Ka 21.5 87.4 216.8
ST/SL 10.2 ± 0.4 7.9 ± 0.5 6.5 ± 0.5
AT/AL 9.56 7.45 6.04
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Figure 7.5. Spectrum of turbulent kinetic energy as a function of
wavenumber normalized with the Kolmogorov scale for turbulence
sustained by linear forcing.
The turbulent flame speed ST is given by the time average of the bulk inflow
velocity once the turbulent flame becomes fully-developed and stationary in the sta-
tistical sense, as shown in Eq. (7.8). Table 7.1 shows the turbulent flame speed ST
normalized by SL when flames of various φ interact with non-decaying turbulence of
identical statistically averaged properties. In particular, urms is maintained at 2.160
ms−1 and Lo at 0.64 mm. It can be seen that as equivalence ratio is reduced from
0.5 to 0.43 and 0.39, ST/SL decreases from 10.2 to 7.9 and 6.5, respectively. The
reduction in ST/SL is predominantly controlled by the reduction in flame surface area
AT/AL as shown in Table 7.1. Here, AT is evaluated using a “marching cube” al-
gorithm on the isotherm surface at the temperature corresponding to the peak heat
release in the laminar flame. The reduction in ST with decreasing φ is possibly be-
cause the leaner flames are thicker and hence small-scale eddies can penetrate into
the flame more easily, resulting in the loss of surface area due to enhanced mixing.
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This would suggest that equivalence ratio has an effect on the turbulent flame speed.
At this point, the question arises as to whether this effect of equivalence ratio can be
modeled through other parameters which may be influencing the speed. Note that
equivalence ratio influences the laminar flame speed and thus urms/SL is modified
with different φ as shown in Table 7.1. Furthermore, when φ is changed, the chemical
timescales change with respect to the turbulence timescales. Two parameters that
account for this change in timescales are the Karlovitz number (Ka) and Damköhler
number (Da). The Karlovitz number represents the ratio of characteristic chemical
timescale to the Kolmogorov timescale while Damköhler number represents the ratio
of integral eddy turnover time to the chemical timescale. Their respective definitions
























To understand if these parameters, rather than φ, can account for the change in the
normalized turbulent flame speeds, the equivalence ratio is varied while the turbulence
properties are also varied to keep the non-dimensional turbulence intensity, Da and
Ka constant. Note that for these flames, Da can be written as a function of urms/SL
and Ka. Table 7.2 lists the physical conditions employed for these simulations. The
pressure is set at 20 bar and unburned mixture temperature at 810 K as before.
Turbulent velocity fluctuations are varied between 0.67 ∼ 4.81 m/s such that urms/SL
remains constant at 14.3. The computational domain size is selected at 80 × 32 ×
32δL such that Lo is always 6.4 times the laminar flame thickness. Figures 7.6(a) and
7.6(b) show the instantaneous volume rendering of the flames when φ is changed from
0.50 to 0.39 but urms/SL, Da and Ka are unchanged. There is no visual difference
in the extent of wrinkling of the flame surface at these two equivalence ratios despite
the fact that the turbulence intensity in Fig. 7.6(a) is 3.2 times greater than that in
Fig. 7.6(b). Figures 7.6(a) and 7.6(c) show instantaneous volume rendering of the
flames interacting with statistically identical turbulence while φ is changed from 0.50
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Table 7.2. Computational parameters and turbulence conditions
which keep urms/SL, Da and Ka constant. Computed normalized
turbulent flame speeds ST/SL are also listed.
Case 1 Case 2a Case 3a Case 4
Domain size (mm3) 8.0×3.2×3.2 16.0×6.4×6.4 24.0×9.6×9.6 4.0×1.6×1.6
φ 0.50 0.43 0.39 0.60
SL (m/s) 0.1506 0.07445 0.04650 0.3351
δL (µm) 100 200 300 50
urms (m/s) 2.160 1.068 0.667 4.806
Lo (mm) 0.64 1.28 1.92 0.32
∆x (µm) 12.5 26.7 40.0 6.67
η (µm) 8.27 16.69 26.29 3.82
urms/SL 14.34 14.34 14.34 14.34
Lo/δL 6.40 6.40 6.40 6.40
ReT 315 312 314 351
Da 0.45 0.45 0.45 0.45
Ka 21.5 21.5 21.5 21.5
ST/SL 10.2 ± 0.4 10.0 ± 0.5 9.9 ± 0.4 10.2 ± 0.3
AT/AL 9.56 9.59 9.35 9.74
Io 1.07 1.04 1.06 1.05
to 0.39. The surface of the leaner flame appears noticeably less wrinkled, thereby
generating lower flame speeds.
Figure 7.7 shows the estimated turbulent flame speeds from averaging the bulk
inflow velocity over incrementally longer periods of time for Cases 1, 2a, 3a and 4.
Fluctuations in the time-averaged bulk inflow velocity are also listed in Table 7.2.





Figure 7.6. Volume rendering of temperature isosurface of T = 1400
K for DNS of flames: (a) φ = 0.50, urms/SL = 14.3 (Case 1), (b) φ =
0.39, urms/SL = 14.3 (Case 3a) and (c) φ = 0.39, urms is the same as
in 7.6(a) (Case 3).
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Figure 7.7. Time averages of the bulk inflow velocity U0(t) over
increasingly longer periods of time for Cases 1, 2a, 3a and 4.
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value around 10 (within 5%) when urms/SL, Da and Ka are unchanged. This suggests
that the primary effect of equivalence ratio on turbulent flame speed is through its
influence on the laminar flame speed SL and the Ka and/or Da. Changing φ while
holding the turbulence constant (Case 1, 2 and 3 of Table 7.1) affects the ratios of
velocities and length scales between the turbulence and the flame, i.e., urms/SL and
Lo/δL and consequently affects the flame speed.
To understand if changes in urms/SL alone can account for the change in ST/SL
shown in Table 7.1, Cases 2b and 3b are performed with urms/SL kept constant as
in Case 1, but with different Da and Ka. This is motivated by numerous existing









Table 7.3 lists the physical conditions employed for these simulations and the com-
puted ST/SL. As φ is reduced from 0.5 to 0.43 and 0.39, ST/SL decreases from 10.2 to
6.4 and 5.2, respectively. It is evident that a correlation of the form in Eq. (7.12) is
not sufficient. This suggests that the ratio of length scales, i.e., Lo/δL that is involved
in Da and Ka, indeed plays an important role in the turbulent flame speed.
To confirm the validity of the observation that the effect of φ is through its in-
fluence on urms/SL, Ka or Da, simulations are carried out with a lower normalized
turbulence intensity (urms/SL = 8.0) for equivalence ratio of 0.50, 0.43 and 0.39. The
integral lengths scale is again selected as 6.4 times the laminar flame thickness, and
consequently Da and Ka are kept constant at 0.80 and 8.9, respectively. Pressure
and unburned mixture temperature are selected to be 20 bar and 810 K, respectively.
Table 7.4 lists the physical conditions employed for these simulations. The normal-
ized turbulent flame speeds ST/SL are also tabulated with their standard deviations
in Table 7.4. It is found that ST/SL is again approximately constant (around 8.6)
when φ is changed but holding urms/SL, Da and Ka invariant.
129
Table 7.3. Computational parameters and turbulence conditions
which keep urms/SL constant. Computed normalized turbulent flame
speeds ST/SL are also listed.
Case 1 Case 2b Case 3b
Domain size (mm3) 8.0×3.2×3.2 8.0×3.2×3.2 8.0×3.2×3.2
φ 0.50 0.43 0.39
SL (m/s) 0.1506 0.07445 0.04650
δL (µm) 100 200 300
urms (m/s) 2.160 1.068 0.667
Lo (mm) 0.64 0.64 0.64
∆x (µm) 12.5 20.0 20.0
η (µm) 8.27 14.03 19.98
urms/SL 14.34 14.34 14.34
Lo/δL 6.40 3.20 2.13
ReT 315 156 98
Da 0.45 0.22 0.15
Ka 21.5 30.4 37.2
ST/SL 10.2 ± 0.4 6.4 ± 0.8 5.2 ± 0.7
AT/AL 9.56 6.04 4.89
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Table 7.4. Computational parameters for cases with a lower nor-
malized turbulence intensity and constant Da and Ka. Computed
normalized turbulent flame speeds are also listed.
Case 5 Case 6 Case 7
Domain size (mm3) 8.0×3.2×3.2 16.0×6.4×6.4 24.0×9.6×9.6
φ 0.50 0.43 0.39
SL (m/s) 0.1506 0.07445 0.04650
δL (µm) 100 200 300
urms (m/s) 1.205 0.596 0.372
Lo (mm) 0.64 1.28 1.92
∆x (µm) 20.0 40.0 60.0
η (µm) 12.82 25.86 40.73
urms/SL 8.0 8.0 8.0
Lo/δL 6.40 6.40 6.40
Da 0.80 0.80 0.80
Ka 8.9 8.9 8.9
ST/SL 8.7 ± 0.2 8.4 ± 0.2 8.5 ± 0.4
AT/AL 8.27 7.89 8.08
Io 1.05 1.06 1.05
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7.4 Analysis of Turbulence-Chemistry Interaction
The flame speeds tabulated in Tables 7.2 and 7.4 are examined within the frame-







Io, tabulated in Tables 7.2 and 7.4, is the efficiency factor representing the devia-
tion in the burning rate per unit area from that of the laminar flame. It is found
that Io is close to unity, i.e., within 10%, in all cases. Hence, the turbulent flame
speed is primarily controlled by flame surface wrinkling. The DNS data is further
analyzed to characterize the flame surface generated by turbulence eddies of various
scales. This is done by first sampling the DNS data with a fixed physical length
∆. The isotherm surface is then reconstructed from the sampled dataset using the
“marching cube” algorithm and the surface area A(∆) is computed. To minimize
variation associated with sampling at large ∆, multiple sampling are performed with
the starting point selected at random. Time averaging of A(∆) is also performed
over 50 ∼ 100 instantaneous snapshots. By sampling the data, wrinkling generated
by eddies with a characteristic length scale l < ∆ will be smoothed out. Physically,
A(∆) represents the integral surface area generated by eddies larger than ∆, and
dA(∆)/d∆ is the flame surface generated by eddies with l = ∆. Figure 7.8 shows
the normalized dA(∆)/d∆ as a function of eddies scale normalized by Lo for flames
of different equivalence ratios when Ka = 21.5 and 8.9 (i.e., Da = 0.45 and 0.80),
represented by the open and filled symbols, respectively. It is evident that variations
in φ, on average, do not seem to affect the surface wrinkling generated for a fixed Da
and Ka. Furthermore, wrinkling generated by large scale eddies are almost identical
and independent of Ka or Da, as the open and filled symbols collapse into a single
curve for ∆ ≥ 0.4Lo. This implies that the effects of Ka or Da on surface wrinkling
are only present at small scales.
It is also interesting to investigate the alignment of principal strain rate directions
when equivalence ratio is changed. This provides insights on whether scalar gradients
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Figure 7.8. Normalized flame surface area generated by eddies with
a characteristic scale of ∆ for φ = 0.39, 0.43, 0.50 and 0.60 with Ka
= 21.5 (open symbol) and Ka = 8.9 (filled symbol).
are created or destroyed by turbulence [217]. The normal strain rate aN on the flame
surface is given as
aN = niSijnj, (7.14)
where ni represents the direction normal to the flame surface and Sij is the strain












In the case that aN is less than zero, the isosurfaces are packed closer together and
thereby facilitating steeper scalar gradients. On the other hand, when aN is larger
than zero, scalar gradients are reduced when interacting with turbulence. Note that
aN can be expressed as the linear combination of the principal strain rates, λ1, λ2
and λ3, which are the three eigenvalues of Sij, as follows:
aN = cos
2 θ1λ1 + cos
2 θ2λ2 + cos
2 θ3λ3. (7.16)
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The largest eigenvalue, denoted as λ1 is called the most extensive strain rate and
the smallest eigenvalue λ3 is called the most compressive strain rate. The alignment
between the principal strain rate directions, denoted by ξi and flame surface normal
n is characterized by cos θi with
cos θi = n · ξi. (7.17)
The principal strain rates are computed from the strain rate tensor Sij at three
different isotherm surfaces by solving the eigenvalues. Figure 7.9 shows the probability
density function (pdf) of the orientation (expressed as cosine of the angle) between the
principal strain rate directions and the local flame surface normal on the temperature
isosurface at T = 1694, 1394 and 1094 K for Case 2a. Here, 1694 K corresponds to
the temperature where heat release rate is maximum and 1094 K corresponds to the
preheat zone of the flame of φ = 0.43. It is shown that the most compressive strain
rate direction is preferentially aligned with the flame surface normal as evident from
Fig. 7.9 that the pdf (denoted by symbols) is greater than unity when cos θ is close
to 1. On the other hand, the most extensive strain rate direction is (only weakly)
preferentially perpendicular to the flame surface normal. This suggests that the flame
is strained in such a way that the isosurface of temperature (and also species mass
fractions) are packed closer together and thereby facilitate steeper scalar gradients.
This result is consistent with PIV measurements of premixed Bunsen flames and V-
flames [218, 219]. Furthermore, the alignments do not show noticeable difference at
various points across the flame.
Comparisons of the alignment in the preheat zone of flames with different equiva-
lence ratios for fixed Ka and Da are shown in Fig. 7.10. The isotherm surface where
data is analyzed is at 30% of the maximum temperature rise. Similar trend is ob-
served for all four equivalence ratios. This shows that φ has limited explicit influence
on turbulence-flame alignment in lean premixed flames suggesting that the fundamen-
tal turbulence-flame interaction is not altered when Ka and Da are fixed. Figure 7.11
shows the pdf of the alignment between the principal strain rates and flame surface
normal at an isosurface of T = 1220 K for urms/SL = 14.3 and 8.0 (Case 1 and Case
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Figure 7.9. Probability density function of alignment between the
principal strain rate directions and flamelet normal on the isosurface
of T = 1694, 1394 and 1094 K for φ = 0.43 and urms/SL = 14.3 (Case
2a).
5). The alignments between the most compressive strain rate and the flamelet normal
show no visual difference when turbulence intensity is changed.
7.5 Summary and Conclusions
In this study, direct numerical simulations of turbulent premixed CH4-air flames
are carried out under lean conditions using an inflow-outflow configuration. The
flames are simulated as statistically stationary by dynamically adjusting the bulk
inflow velocity. It is found that the normalized turbulent flame speed, i.e., ST/SL,
does not change with equivalence ratio above the lean limit when Ka and Da are
fixed. This implies that φ only influences ST implicitly by affecting ratios of length
scales and velocities between turbulent flow and the flame. Hence, the effect of φ on
ST can be modeled through Ka and Da. Analysis of flame surface area shows that
surface wrinkling generated by eddies is not affected by variation in φ irrespective
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Figure 7.10. Probability density function of alignment between the
principal strain rate directions and flamelet normal in the flame pre-
heat zone for φ = 0.39, 0.43, 0.50 and 0.60 and urms/SL = 14.3 (Cases
1, 2a, 3a and 4).
Figure 7.11. Probability density function of alignment between the
principal stain rate directions and flamelet normal in the flame preheat
zone for φ = 0.50 and urms/SL = 14.3 and 8.0 (Cases 1 and 5).
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of the scales considered, provided Ka and Da are fixed. Flame surface generated by
large-scale eddies is independent of Ka/Da, indicating the effect of Ka/Da on surface
wrinkling is only present at smaller scales. It is also found that the most compressive
strain rate in the flow is preferentially aligned to the flame surface normal. In this
way, steeper passive scalar gradients are generated by turbulence. Varying equivalence
ratio does not influence turbulence-flame alignment.
137
8. EVALUATION OF FLAME SPEED IN A
THREE-DIMENSIONAL DOMAIN
8.1 Introduction
In the last chapter, the effects of equivalence ratio on the turbulent flame speeds
are characterized by studying 3D DNS of lean CH4-air flames. It is found that equiva-
lence ratio does not affect the normalized turbulent flame speed ST/SL when the nor-
malized turbulence intensities urms/SL, Karlovitz number Ka and Damköhler number
Da are fixed. This implies that urms/SL, Ka and Da can potentially influence ST.
In this chapter, 3D DNS of lean premixed CH4-air flames are performed to provide
better understanding of flame speed dependencies under lean-burn engine relevant
conditions. The work presented in this chapter comes from a manuscript by Wang et
al. (2016) which is under review for publication in Combustion and Flame.
As discussed in Chapter 2, ST is a key parameter employed in the modeling of
premixed turbulent combustion. It reflects the impact of turbulence on accelerating
combustion rates through flame surface augmentation and enhanced transport. The
use of the single variable ST greatly simplifies numerical modeling by eliminating the
need to solve stiff chemical kinetic source terms within the context of modeling and
it is central to several models including the G-equation model [62, 76, 77] and the
Turbulent Flame Closure (TFC) model [220]. For premixed flames in the flamelet
regime [77], Damköhler (1940) first proposed that ST is primarily controlled by the









where AT/AL represents the augmentation of surface area by wrinkling and Io is the
efficiency factor that represents the deviation in the burning rate per unit area from
the laminar flame due to flame stretch [98, 209].
The validity of Eq. (8.1), for flames categorized in the Thin Reaction Zone (TRZ)
regime shown in Fig. 2.6(b) has been studied in recent years. Note that the TRZ
regime is characterized by urms/SL > 1 and Ka > 1. For flames inside the TRZ
regime, small-size eddies could penetrate the preheat zone of the premixed flame.
Bell et al. (2002) performed DNS of premixed methane flames for urms/SL = 1.7
and 4.3 [199]. They found Io to be approximately 10% greater than unity. However,
decaying turbulence is used in their study which precludes the measurement of steady-
state turbulent flame speed. Hawkes and Chen (2006) performed 2D simulations of
statistically flat methane flames with equivalence ratio of 0.52 and urms/SL up to 28.5.
They observed that Io can be larger or smaller than unity but the deviation is less
than 5% for pure methane/air flames [221]. Poludnenko and Oran (2011) performed
three DNS of stoichiometric hydrogen-air flames subjected to high turbulence inten-
sities (urms/SL = 34.5) [146]. In their work, a spectral turbulence driving method is
employed to inject turbulent kinetic energy into the domain. They observed that,
in the TRZ regime, the instantaneous turbulent flame speed is primarily determined
by the increase in the flame surface area. In addition, they found that the turbu-
lent flame speed exhibits exaggerated response to flame surface augmentation and, in
some cases, Io can be 30% higher than unity. Hawkes et al. (2012) performed DNS of
temporally developing slot jet flames of ReT up to 1000 and Ka up to 100 [222]. They
found that Io is higher than unity and the departure from unity is non-negligible.
Efforts have been made to characterize the flame wrinkling, i.e., AT/AL, in Eq. (8.1)
in terms of fractal properties of turbulent flames. Gouldin (1987) first proposed the
use of fractals to describe the flamelet surfaces in premixed turbulent combustion
[129]. Since then, combustion models based on the fractal properties of premixed
flames have been developed [101, 223, 224, 225, 226]. However, the success of these
models heavily relies upon the accurate prediction of the fractal dimension (D3) as
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well as the inner cut-off length (εi). Values between 2.1-2.7 for fractal dimension
have been reported in the literature [227, 228, 229, 230, 231, 232]. For inner cut-off
length, multiple expressions have been proposed [79, 223, 231, 233, 234]. To this day,
there is no consensus on the fractal dimension of premixed flames or on the functional
dependence of inner cut-off length on turbulence and flame parameters.
In all of the works cited with the exception of [146], the turbulence intensities
and length scales vary spatially and/or temporally which makes it challenging to
quantitatively characterize the effects of these parameters on the turbulent flame
speeds. Furthermore, to the best of our knowledge, there has not been any DNS study
of turbulent premixed flames at engine relevant temperature and pressure conditions.
The question whether Eq. (8.1) is still applicable under engine relevant conditions
will be addressed in this chapter.
In the present study, DNS of lean premixed methane flames are carried out at
conditions of interest to lean-burn natural gas engines. Premixed flames are sim-
ulated as statistically stationary in a Lagrangian framework. Turbulence is forced
to maintain the desired intensities and length scales in the unburned mixture. The
main objective of this study is to provide deeper insight into turbulent flame speed
dependencies. The validity of employing Eq. (8.1) under engine relevant conditions
will be discussed. A novel approach using the “marching cube” algorithm is adopted
to study flame surface wrinkling. An expression with a single degree of freedom is
formulated to describe the fractal characteristics of premixed flames categorized in
the TRZ regime. The effects of turbulence intensities and length scales on the flame
speeds are examined, from which a physics-inspired correlation for ST is derived.
Section 8.2 presents the computational method, including the chemical kinetic
models, the approach adopted to achieve statistically stationary turbulent flames, tur-
bulence forcing and simulation conditions used in the parametric studies. In Section
8.3, DNS results obtained by employing two different chemical mechanisms are com-
pared. Section 8.4 discusses the flame speeds derived from the DNS data. Wrinkling
of flame surface by turbulence is examined to shed light on the effects of turbulence
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intensities and length scales. The chapters then ends with summary and conclusions
in Section 8.5.
8.2 Computational Setup
8.2.1 The numerical model
DNS results presented in this study are obtained using the in-house code HOLO-
MAC (High-Order LOw-MAch number Combustion) [152]. The numerics of the
code is elaborately discussed in Chapter 3. In summary, the code solves the 3D
Navier-Stokes conservation equations under the low Mach-number assumption [164]
for multi-component mixtures with CHEMKIN interface for computing the chemi-
cal reactions and transport properties. Spatial discretization is performed using a
6th-order implicit compact scheme [153]. The time integration is based on a Strang
operator-split strategy. Convection terms are advanced in time using a 2nd-order
Adams-Bashforth (AB2) scheme while the diffusion terms are integrated using a 2nd-
order stabilized explicit Runge-Kutta-Chebyshev (RKC) method. The momentum
equation is solved using a projection-correction method. The divergence condition
is enforced up to machine precision by solving a variable-coefficient Poisson equa-
tion for pressure using a spectral solver based on Fast Fourier Transform (FFT). A
6th-order accurate spatial filter is applied to remove any spurious high-wavenumber
oscillations. Mixture-averaged transport properties are used for viscosity, thermal
conductivity and molecular diffusivity.
8.2.2 Chemical kinetics
It is well known that DNS with detailed chemistry is computationally very in-
tensive. In this study, a 13-species reduced mechanism developed by Sankaran et al.
(2007) [214] is employed. This mechanism is based on GRI-Mech 1.2 [235] and is suit-
able for predicting flame speeds in lean methane/air mixtures. In addition, a global
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chemical mechanism that is able to predict the laminar flame speed is employed. The
mechanism is formulated as follows:
ω̇ = ATb [CH4]
m [O2]
n e−Ea/RT. (8.2)
The parameters A, b, m, n, and Ea are calibrated such that the laminar flame speed is
comparable to the flame speed predicted by both a 73-step skeletal mechanism with
17-species developed by Sankaran et al. (2007) [214] and the GRI-Mech 3.0 [183].
Specifically, the values of the constants of the global mechanism are given as A(φ =
0.5) = 3.25×1019cm3/mol ·s; b = 0; m = n = 1; Ea = R·(40250K). Figure 8.1 shows
the computed laminar flame speeds obtained with the four mechanisms for premixed
equivalence ratios φ between 0.4 and 0.8, the range of interest in these simulations.
The results agree within 5% of each other. However, the use of global mechanism is
believed to be inadequate for predicting flame response to high strain rates. In Section
8.3, the validity of using the global mechanism for simulating turbulent premixed
flames at conditions relevant to engines will be discussed at length.
Figure 8.1. Computed laminar flame speeds as a function of φ for
unburned temperature of 810 K at pressure of 20 bar.
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8.2.3 Modeling of statistically stationary flames
In this work, turbulent premixed flames are simulated as statistically stationary
inside the computational domain by employing a Lagrangian framework as discussed
in Chapter 5.2. This setup enables the computational domain size to be decoupled
from the flame propagation time, and allows for statistics to be collected over an
extended period of time. An inflow/outflow configuration as shown in Fig. 8.2 is
employed. Periodic boundary conditions are applied to the side boundaries which are
parallel to the mean flow direction. In Fig. 8.2, inflow of unburned lean methane-
air mixture is specified at the left boundary and the burned gas passes through a
sponge zone and leaves the domain from the right. To keep the flame statistically
stationary, a feedback control mechanism is employed using the mean flame position
xf (t) as the control output to correct the bulk inflow velocity U0(t) until the flame
becomes statistically stationary. In the current simulations, a proportional feedback
and an integral feedback as discussed in Chapter 5.2 are employed. The proportional
feedback provides “spontaneous” correction on the bulk inflow velocity based on the
mean flame front movement whereas the integral feedback delivers a “long-term”
control on the flame position.
Figure 8.2. Schematic of the inflow-outflow configuration for simula-
tion of the turbulent premixed flame as statistically stationary.
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8.2.4 Turbulence forcing
The domain is initialized with a laminar flame located in the middle of the com-
putational domain. To preserve the desired turbulence intensity in the reactants
region, turbulent fluctuations are imposed on the bulk inflow velocity. These fluctu-
ations are obtained by selecting sequential cross-sectional planes of a homogeneous
no-decaying isotropic turbulence field generated in a separate auxiliary simulation as
shown in Fig. 8.2. In addition, the turbulence in the reactants region is forced using
the “linear forcing” scheme as discussed in Chapter 5.3 [197, 198]. Specifically, a term
is added to the right-hand-side of the momentum equation to represent the energy
cascade from scales which are larger than the domain size. The specific form of the







Here, k is the instantaneous Turbulence Kinetic Energy (TKE) in the reactant mixture
and ko is the desired steady-state TKE. M(T) is a ramp function of temperature which
decreases from 1 to 0 as T increases by 200 K above the unburned temperature. This
is to prevent any artificial effect of forced turbulence on the flame structure. B is
the forcing constant which is inversely proportional to the steady-state eddy turnover
time. In addition, it has been reported that the integral length scale, Lo, of the forced
turbulence will always converge to approximately 20% of the domain size independent
on its initial state or on the choice of the forcing constant B [197]. The significance
of this is that Lo can be maintained at a desired value by choosing an appropriate
domain size.
One caveat of using feedback control on the inflow velocity is that it may result in
unwanted forcing of turbulence in the unburnt mixture. To avoid such complication,
a two-step approach is used. Initially feedback control is activated to keep the flame
statistically stationary inside the domain. Once the flame is fully developed and the
time-averaged inflow velocity becomes self-convergent, simulation is restarted without
feedback control and the bulk inflow velocity set to the converged value. Turbulence
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and flame statistics are only collected during the second phase where there is no inflow
forcing on the turbulence.
The turbulent flame speed ST can be obtained from the time average of the bulk
inflow velocity once the premixed flame becomes fully developed and is statistically





















Here, AL denotes the area of the inflow boundary. Since the length of the domain
is ensured to be sufficiently long that all methane is consumed, fuel mass fraction
at the outlet, i.e., Yf,out, is equal to zero. Furthermore, since the turbulent velocity
fluctuations on the inflow plane come from selecting sequential cross-sectional planes
of a homogeneous non-decaying isotropic turbulence flow field (see Fig. 8.2) with a
























8.2.5 Parametric study conditions
Nine simulations are carried out for premixed methane/air flames at a pressure of
20 bar, reactant temperature of 810 K, and φ = 0.5. The properties are selected to
reflect conditions at top dead center (TDC) in a lean-burn natural gas engine. The
adiabatic flame temperature Tad under these conditions is 1906 K. Table 8.1 lists the
nine cases studied with additional parameters of interest. The domain size has been
selected depending on the desired Lo with the smallest 4 × 1.6 × 1.6 mm and the
largest 20 × 6.4 × 6.4 mm. The root-mean-square turbulent velocity fluctuations
urms are varied in Cases 1-7 such that the ratios of urms to the laminar flame speed
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SL, i.e., urms/SL, vary from 2 to 25. Cases 4a and 4b are performed keeping the ratio
of urms/SL equal to 10 as in Case 4 but varying Lo of the turbulence to 0.32 and 1.28
mm, respectively, whereas Lo = 0.64 mm in Case 4. The grid resolution is selected
to be less than 1.5 times the Kolmogorov length scale η computed from the auxiliary
simulation of homogeneous non-decaying isotropic turbulence [63]. This resolution
also ensures that there are more than 18 points across the unstrained laminar flame
front. The Damköhler number Da, defined as the ratio of eddy turnover time to the
chemical timescale, i.e., Da = (SL/urms)(Lo/δL), varies from 0.26 to 3.2. Here, δL
is a measure of the unstrained laminar flame thickness and is defined based on the
maximum temperature gradient, i.e., δL = (Tad −Tu)/max {dT/dx}. The Karlovitz
number Ka, defined as the ratio of the chemical time scale to the Kolmogorov time




2 , is between 1.1 and 49.4. Each simulation is
performed for more than 30 eddy turnover time τ after the turbulent flame front has
become fully developed and stationary. Note that Case 4 (urms/SL = 10) and Case 7
(urms/SL = 25) are carried out using the 13-species reduced mechanism and the global
mechanism whereas the rest is simulated employing the global mechanism alone. It
remains to show whether the global mechanism is adequate for simulating premixed
flames at the selected range of flow conditions.
8.3 Reaction Mechanism Comparison
To assess the adequacy of using the global mechanism, it is important to compare
not only the turbulent flame speed, but also i) flame thickness, ii) flame surface
wrinkling and iii) reaction rate on the flame front as a result of turbulence-chemistry
interaction. In this section, the dependence on the chemistry mechanism of these three
turbulent flame characteristics will be compared between flames simulated using the
13-species and the global mechanism at an intermediate turbulence intensity (urms/SL
















































































































































































































































































































































































































































The effect of turbulence on the local flame thickness is examined first. This effect
can be quantified using the mean of temperature gradient conditioned at a given
temperature, i.e., 〈‖∇T|T‖〉 where 〈·〉 involves averaging both in time and on the
flame surface. Figures 8.3(a) and 8.3(b) show the conditional mean of temperature
gradient normalized with that across the unstrained laminar flame front as a function
of temperature for flames simulated with the 13-species and the global mechanism,
respectively. Note that a value less than 1 indicates “flame thickening” and a value
larger than 1 indicates “flame straining.” It is evident in Fig. 8.3(a) that for urms/SL
= 10 (Ka = 12.5), both mechanisms predict thicker flame structure for T < 1600 K,
i.e., inside the preheat zone, and thinner flame for T > 1600 K, i.e., inside the reaction
zone. This is because eddies close to the Kolmogorov scale penetrate into the preheat
zone which results in enhanced mixing and thus reducing the temperature gradient.
Furthermore, the effect of turbulence on the flame thickness using the two mechanisms
shows agreement within 5% except at temperature greater than 1800 K. For urms/SL
= 25 in Fig. 8.3(b) (Ka = 49.4), turbulence thickening effect is more pronounced in
the preheat zone compared to Case 4. In addition, 13-species mechanism predicts up
to 20% lower spatial gradient in temperature for 1100 K < T < 1800 K. Nonetheless,
the effect of “flame thickening” inside the preheat zone and “turbulence straining”
inside the reaction zone is qualitatively captured by the global mechanism for flames
with Ka = 49.4.
8.3.2 Flame surface wrinkling
Flame surface wrinkling is another key feature in the modeling of turbulent pre-
mixed flames. Figures 8.4(a) and 8.4(b) show the isotherm surface areas AT(T) eval-
uated at various temperatures for urms/SL = 10 and 25, respectively. The isotherm
surface areas are computed using a “marching cube” algorithm and averaged in time.




Figure 8.3. Averaged temperature gradient conditioned on flame
temperature, i.e., 〈‖∇T|T‖〉, normalized with that in unstrained lam-
inar flame as a function of temperature for (a) Case 4: urms/SL =
10.0, Da = 0.64, Ka = 12.5 and (b) Case 7: urms/SL = 25.0, Da =
0.26, Ka = 49.4.
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face from the 3D discrete scalar field. Figure 8.4(a) shows that for the lower turbulence
intensity, flame wrinkling predicted by the two mechanisms does not show noticeable
differences across entire range of flame temperatures. For urms/SL = 25, the global
mechanism predicts higher surface area for T > 1200 K evident in Fig. 8.4(b) but
the differences are within 7%. One possible explanation for the differences in AT(T)
is that preferential diffusion of light radicals, e.g., H and OH, from the reaction zone
to preheat zone is not captured by the global mechanism. Accumulation of radicals
inside the preheat zone could increase the reaction rate locally on the flame surface,
thereby modify the local flame displacement speed and hence the evolution of flame
surface area. Nonetheless, for engineering applications, e.g., modeling combustion in
engines, the global mechanism can be considered to be comparable to the 13-species
mechanism as far as predicting flame wrinkling is concerned for the given range of
turbulence intensities.
8.3.3 Reaction rate on the flame surface
Figures 8.5(a) and 8.5(b) show the comparison between the time-averaged Heat
Release Rate (HRR) per unit volume conditioned on flame temperature using the 13-
species and the global mechanism, respectively. The heat release rate distributions of
the respective laminar flames are also plotted in lines. Note that the laminar profiles
of heat release rate in the temperature space show noticeable differences between
the two mechanisms although the differences in laminar flame speed are small as
seen in Fig. 8.1. This is because the differences between heat release rate profiles in
the physical space are less pronounced and it is ensured that the total heat release
rates across the laminar flame front are the same for both mechanisms, hence the
approximate equivalence of the laminar flame speeds. Considering Case 4 (urms/SL
= 10) shown in Fig. 8.5(a), the mean heat release rate inside the turbulent flame is
about the same as that of their respective laminar baseline for T < 1700 K. For T




Figure 8.4. Time-averaged normalized flame surface area evaluated
at T, i.e., AT(T)/AL, as a function of temperature for (a) Case 4:
urms/SL = 10.0, Da = 0.64, Ka = 12.5 and (b) Case 7: urms/SL =
25.0, Da = 0.26, Ka = 49.4.
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rate compared to the laminar case whereas global mechanism predicts up to 10%
increase. This increment in the heat release rate is likely due to the straining of the
reaction zone as illustrated in Figs. 8.3(a) and 8.3(b). For Case 7 (urms/SL = 25)
shown in Fig. 8.5(b), high fluctuations in the conditional mean heat release rate are
observed for T < 1500 K. It is also interesting to note that, for these temperatures,
the conditional mean heat release rates could be one or two orders of magnitude
larger than those found in the laminar flame. This could possibly be attributed to
the curvature effects present in turbulent flames. Highly curved surfaces generated by
turbulence could result in the focusing of radical diffusion from the reaction zone to
the preheat zone. Accumulation of these radicals in the preheat zone would drastically
increase the local reaction rates without significantly affecting the mixture enthalpy.
This explains the fluctuations in heat release rate on the isotherm surface evident
in Fig. 8.5(b). As it will be shown in the later chapter, highly curved surfaces are
more likely to occur in high Ka flames. Hence, fluctuations in HRR inside preheat
zone are more prominent in Case 7 than in Case 4. In addition, Fig. 8.5(b) shows
the maximum mean heat release rate in the turbulent flame predicted using the 13-
species mechanism is 9% lower than that in the laminar flame. This is again due to
enhanced diffusion of radicals away from the reaction zone, thereby reducing reaction
rates inside the reaction zone. The coupled effects of radical diffusion and chemistry
are, however, not predicted by the global mechanism, as shown in Fig. 8.5(b), where
conditional mean heat release rates as a function of temperature are qualitatively
identical to that in Fig. 8.5(a).
8.3.4 Validity of employing the global mechanism
In summary, simulation of Case 4 (urms/SL = 10) using the global mechanism does
not exhibit noticeable differences from that using the 13-species reduced mechanism
as far as prediction of the mean turbulent flame structure, turbulent wrinkling of




Figure 8.5. Comparison of the time-averaged heat release rate profile
conditioned on flame temperature for (a) Case 4: urms/SL = 10.0, Da
= 0.64, Ka = 12.5 and (b) Case 7: urms/SL = 25.0, Da = 0.26, Ka =
49.4 (symbols) with that of the unstrained laminar flame (lines).
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higher turbulence intensities where urms/SL = 25, i.e., Case 7, some differences can
be observed using the global mechanism. In particular, “flame thickening” of the
preheat zone is less pronounced than that using the reduced mechanism although
the maximum difference is less than 20%. Global mechanism also predicts up to 7%
higher in the flame surface area for T > 1200 K. In terms of reaction rate on the flame
surface, global mechanism is inadequate for modeling the enhanced effect of radical
diffusion, which results in over-prediction of heat release rates inside the reaction
zone.
It is interesting to look at the overall effects of the chemical mechanism on the
computed turbulent flame speed ST. For a fully-developed, statistically-steady flame
confined in the computational domain, ST can be computed by invoking the integral
form of the energy conservation:
ρuALΞ · ST = 〈
∫
HRRdV 〉tur (8.6)
where HRR is the heat release rate per unit volume and Ξ is the amount of sensi-
ble energy released per unit mass of CH4/air mixture assuming complete combus-
tion. Performing a transformation from the physical space to the temperature space,
Eq. (8.6) can be written as






















Here, 〈·〉 denotes averaging in time and δs(T) represents the infinitesimal thickness
of the turbulent flame at temperature T. Notice that δs(T)/δT is the inverse of
〈‖∇T‖|T〉 shown in Figs. 8.3(a) and 8.3(b). In the current study, the finite thickness
of flame between T ± 1 K is used for δs(T). The second term on the right-hand-side
accounts for the change in δAT(T) with temperature. It is found that such a term is
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less than 0.1% of the first term and can be neglected. Similarly, laminar flame speed
SL can be constructed as















If we assume that flame wrinkling by turbulence, manifested by AT(T) and the
effects of turbulence on the flame front reaction rate, manifested by HRRtur(T) ·











Using the relationship in Eq. (8.9), the estimated normalized turbulent flame speed
ST/SL using the global mechanism is only 2.8% higher than that using the 13-species
mechanism for Case 7 (urms/SL = 25) and 4.0% lower for Case 4 (urms/SL = 10).
This suggests that for engineering applications, the global mechanism is as capable
of predicting the turbulent flame speed as the reduced mechanism over the range of
conditions considered in this study.
8.4 Characterization of Flame Surface Wrinkling and Flame Speed
8.4.1 Turbulent flame speed and efficiency factor
So far, it has been shown using Cases 4 and 7 that the global mechanism is
adequate for predicting flame surface wrinkling and also the turbulent flame speed
for urms/SL up to 25. Based on this, simulations of the other cases listed in Table
8.1 are carried out using the global mechanism. The turbulent flame speed ST, as
tabulated in Table 8.1, is obtained using Eq. (8.5) by averaging the bulk inflow velocity
U0(t) over increasingly longer periods of time until self-convergence of ST is observed.
The root-mean-square of the time-averaged bulk inflow velocity is also given in Table
8.1. As urms/SL is increased from 2 to 8 (Cases 1-3) while holding integral length
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scale constant, the normalized turbulent flame speed increases by more than 120%
from 4.00 to 8.88. With further increase in urms/SL from 8 to 25 (Cases 3-7), the
normalized turbulent flame speed begins to plateau as ST/SL is only increased by
20% from 8.88 to 10.64. The flattening of ST with increasing urms/SL is also observed
in the 2D simulations reported in Chapter 6.3. On the other hand, when urms/SL
remains constant at 10 while integral length scale is increased from 0.32 to 0.64 and
1.28 mm (Cases 4a, 4 and 4b), the normalized flame speed increases from 5.20 to 8.63
and 13.34, i.e., by 66% and 156%, respectively. The trend of turbulent flame speeds
with increasing turbulence intensities and integral length scales will be discussed
further in Section 8.4.3.
Figure 8.6 compares the normalized turbulent flame speeds for flames simulated
using a 3D framework reported in Table 8.1 and those using a 2D framework reported
in Table 6.1. Flame speeds computed using a 3D framework are higher. Nonetheless,
a similar trend in ST/SL with urms/SL is observed for 3D and 2D turbulent flames.
Figure 8.6. Comparison of the normalized turbulent flame speeds
ST/SL as a function of normalized turbulence intensities urms/SL for
flames simulated in 3D and 2D framework.
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These flame speed results are examined within the framework of Eq. (8.1). Note
that AT/AL indeed varies with temperature as shown in Fig. 8.4. Table 8.1 lists
the value of Io for the various cases estimated on the isosurface of T = 1800 K
corresponding to the peak heat release rate in the laminar flame. It can be seen that
the value is within 1.07 ± 0.04 when urms/SL varies from 2 to 25 and when Lo/δL varies
from 3.2 to 12.8. For Case 4 and Case 7 simulated using the 13-species mechanism,
Io, not given in the table, is found to be 1.10 and 1.11, respectively. Hence, turbulent
flame speed is primarily controlled by the flame surface generation. The efficiency
factor is found to be always greater than unity and this is likely due to the non-linear
effects induced by “flame straining” in the reaction zone.
8.4.2 Flame surface area
The DNS data is further analyzed on the isotherm of T = 1800 K. The data is
first sampled using a fixed physical length ∆ with ∆ being some multiples of the
actual grid size. This is possible when a uniform grid resolution is employed in the
simulations. The isotherm surface is then reconstructed from the sampled dataset
using the “marching cube” algorithm discussed earlier and the surface area A(∆)
is computed. To minimize variation associated with sampling at large ∆, multiple
samplings are performed with the starting point selected at random. Time averaging
of A(∆) is also performed over 50∼100 instantaneous snapshots. By sampling the
data, wrinkling done by eddies with characteristic length scale l < ∆ is smoothed out.
Alternatively, A(∆) represents the surface area generated by eddies bigger than ∆.
Note that this method takes advantage of the fractal properties of premixed flames
proposed by Gouldin (1987) [129], but is different from the box-counting, caliper,
and circle methods [232] which are the common techniques for determining fractal
dimension.
The normalized sampled flame surface area, i.e., A(∆)/AL is plotted against the
sampling length normalized with the integral length scales, i.e., ∆/Lo for Cases 1-7
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in Fig. 8.7(a) and for Cases 4, 4a and 4b in Fig. 8.7(a). Convergence of A(∆) is
evident as ∆ approaches the Kolmogorov scale. More interestingly, the normalized
surface area generated by the integral length scale, i.e., A(∆ = Lo)/AL appears to be
approximately a constant (3.0 ± 0.3) and independent of urms or Lo of the turbulence.
This suggests that A(∆ = Lo)/AL is likely an invariant that is specific to the problem
setup (in this case, a statistically planar flame).
Figure 8.8 shows the sampled surface area A(∆) normalized with A(∆ = η),
which is the same as the actual flame area, i.e., AT(T = 1800K), as a function of ∆
normalized by the Kolmogorov scale η for all cases. It can be seen that with this
normalization, A(∆) of all nine cases collapse into a single curve as marked by the
dashed line in Fig. 8.8. In addition, when Ka is increased from 1.1 to 49.4, this curve
shifts towards the upper-right direction in a monotonic fashion. This suggests that












) · g(Ka). (8.10)
The first function f(x) on the right-hand-side of Eq. (8.10) describes the primary
dependence of A(∆)/AT on ∆/η. The second function accounts for the slight shift of
the curve when Ka is changed, i.e., the secondary dependence.
The curve f(x) can be estimated using a functional form of f(x) = log10
[
1/(1 + a · xb)
]
.
The reason for selecting this function form is that it satisfies the condition when x
approaches zero, both f(x) and f ′(x) tend toward zero. The line of best fit for f(x)





The reference line of Eq. (8.11) is also plotted in Fig. 8.8 with the dash line. The










Figure 8.7. Sampled flame surface area A(∆) of the isosurface at T
= 1800 K normalized by AL as a function of the sampling length ∆
normalized by Lo for (a) Cases 1-7 where urms/SL varies from 2 to 25
while Lo/δL = 6.4; and (b) Cases 4, 4a and 4b where Lo/δL varies
from 3.2 to 12.8 while urms/SL = 10.
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Figure 8.8. Sampled flame surface area A(∆) of the isosurface at T
= 1800 K normalized by AT as a function of the sampling length ∆
normalized by η for turbulent flames denoted by their Damköhler (Da)
and Karlovitz numbers (Ka). The primary dependence of A(∆)/AT
on ∆/η is plotted with the dash line.
The value of α is determined to be 0.1437 which minimizes the root-mean-square
error of all cases considered in this study.



























Here, Io is the efficiency factor tabulated in Table 8.1. It is found to be approximately
1.07 ± 0.04 when evaluated at the temperature corresponding to the peak heat release
rate in the laminar flame. The second term A(∆ = Lo)/AL is plotted in Figs. 8.7(a)
and 8.7(b). It is approximately a constant with a value of 3.0 ± 0.3 for urms/SL
between 2 and 25. The last term [A(∆ = Lo)/AT]
−1 is plotted in Fig. 8.8. It can be
approximated using the correlation of Eq. (8.10) evaluated at ∆ = Lo. Note that Lo/η
that appears in Eq. (8.13) can be approximated as Re
3/4
T . From a physical standpoint,
the term {1 + 0.115[log10(Lo/η)]4.765} represents the flame surface area enhancement
generated by the spectrum of length scales between Lo and η. The power coefficient,
i.e., (Ka/8.8)−0.1437, accounts for the increased interaction between the Kolmogorov-
scale eddies and the flame which results in a reduction of flame surface area in high
Ka flames. In other words, increasing Ka seems to “weaken” the flame. The effects
of Ka on flame surface wrinkling will be discussed in details in the next chapter.
8.4.3 Discussion of the expression for ST
It is important to explore the physical meaning of Eq. (8.10) that dictates the
wrinkling of flame surface and consequentially the turbulent flame speed in Eq. (8.13).
Consider the sampled flame surface area A(∆) evaluated at T = 1800 K, i.e., inside
the reaction zone. Physically it represents the overall wrinkling by all eddies larger
than ∆. Now consider eddies with scales between ∆ and ∆− δ∆. They interact with
the wrinkled surface area A(∆) and create additional surface area that is proportional
to the available flame surface A(∆) and the infinitesimal δ∆, i.e.,
A(∆− δ∆)− A(∆) ∝ A(∆) · δ∆. (8.14)
In addition, the wrinkling created by eddies should depend on the energy of the eddies.
Hence, the wrinkling is a function of the characteristic velocity scale, or alternatively,
the length scale of the eddies. Larger eddies are more energetic and are more effective
at producing wrinkling than smaller eddies. Furthermore, straining and curvature
effects can influence the flame surface area, which are dependent on the Karlovitz
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number. In summary, surface area created by eddies with scales between ∆ and
∆− δ∆ can be expressed as the product of the three terms as described above:
δA(∆) ≡ A(∆− δ∆)− A(∆) = [A(∆) · δ∆] · H′(∆) · g(Ka). (8.15)
As δ∆ approaches 0, Eq. (8.15) becomes a differential equation:
dA(∆)
d∆
= A(∆) · H′(∆) · g(Ka), (8.16)







H′(∆) · g(Ka)d∆. (8.17)




















where H(x) = F(ln(x/η)) is a simple transformation. Note that the final form of
Eq. (8.18) is identical to Eq. (8.10) except that ln is used instead of log10. This
provides a physical basis for Eq. (8.10).
Let us take a closer look at the formulation of Eq. (8.16). The term A(∆) in
Eq. (8.16) is the surface area created by eddies with scales larger than ∆ and its
value should increase with decreasing ∆. H′(∆) in Eq. (8.16) is a measure of the
effectiveness of turbulent eddies with scale ∆ to create surface area. For larger ∆, the
eddies are more energetic and hence H′(∆) should increase with increasing ∆. This
results in two competing effects on dA(∆)/d∆ by varying ∆. In fact, eddies that
generate the maximum surface area, i.e., where dA(∆)/d∆ is maximum, are found to
have scales varying by a factor of 13 to 18 greater than the Kolmogorov scales for all
cases. g(Ka) is a decreasing function of Ka and accounts for surface area reduction
due to strain and curvature effects.
It has been shown in Section 8.4.1 that with increasing turbulence intensities
beyond urms/SL > 8 for a fixed integral length scale, ST starts to plateau. However,
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when urms/SL = 10 and the integral length scale is doubled, ST increases by more
than 50%. This is because increasing urms while the length scale is fixed results in
two mechanisms that offset one another. On the one hand, increasing urms broadens
the spectrum of turbulent eddies and thereby increases flame surface area. On the
other hand, the Kolmogorov scale is reduced and hence smaller scale eddies can affect
the flame surface resulting in the loss of surface area through strain and curvature
effects. Hence, ST does not change significantly beyond a certain value for turbulence
intensity. When integral length scale is increased, however, both mechanisms work
to increase the flame surface area by respectively broadening the spectrum of eddies
that generate wrinkling and increasing the size of the Kolmogorov eddies, thereby
reducing the weakening effect due to the small-scale eddies. If reaction zone thickness
(δr) is defined as the thickness of the flame where local heat release rate is larger than
20% of its peak value, δr of the unstrained laminar flame following this definition is
54 µm. The plateau of ST occurs when η/δr is approximately 0.2. In other words,
the reduction of flame surface area due to the interaction between Kolmogorov-scale
eddies and the flame becomes significant when η is less than 20% of the reaction zone
thickness.
8.4.4 Wrinkling generated by large-scale eddies
The second term in Eq. (8.13), i.e., A(∆ = Lo)/AL, represents the normalized
surface area generated by the integral length scale eddies. Interestingly, it is found to
be approximately constant (≈ 3) for 2 < urms/SL < 25. This is consistent with Fig. 7.8
in the previous chapter which shows that wrinkling generated by large scale eddies
are almost identical and independent of Ka or Da. However, consider the limiting
case when urms/SL approaches 0, i.e., the flame is laminar; in this case, ST/SL given
by Eq. (8.13) should become 1. This implies that A(∆ = Lo)/AL ≈ 3 would not hold
true for small urms/SL.
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Table 8.2. Computational parameters and turbulence conditions em-
ployed to study wrinkling generated by large-scale eddies.






−1) 0.075 0.151 0.753
Lo (mm) 0.64 0.64 0.27
η(µm) 103 61.0 13.8
urms/SL 0.5 1.0 5.0
Lo/δL 6.4 6.4 2.7
ReT 11 22 47
Da 12.8 6.40 0.54
Ka 0.14 0.40 6.8
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Motivated by this observation, two additional cases with urms/SL = 0.5 and 1.0
are simulated. The simulation conditions of these two cases, Cases 8 and 9, are
listed in Table 8.2. Case 2a which is listed in Table 8.2 will be discussed later in
this section. For Cases 8 and 9 the integral length scale is again selected as 0.64
mm and the pressure and temperature conditions are identical to the other cases.
By sampling the DNS data with ∆ = Lo, it is found that A(∆ = Lo)/AL is equal to
1.6 and 2.1, respectively. In the limiting case where urms/SL = 0, i.e., the flame is
laminar, A(∆ = Lo)/AL should become 1. Therefore, A(∆ = Lo)/AL is a function of
the turbulence intensities for urms/SL < 2 but saturates at a value of approximately
3 at larger turbulence intensities. Note that A(∆ = Lo)/AL seems to be independent
of the integral length scale itself at larger values of turbulence intensities. In other
words, the effect of the integral length scale by itself on flame area enhancement is
related to the effect induced by the spectrum of eddies of the turbulent cascade, i.e.,
the terms that are dependent on ReT and Ka in Eq. (8.13).
It is interesting to study the influence of the computational domain on A(∆ = Lo)/AL.
Note that as a result of “linear forcing”, the integral length scale is always 20% of
the domain size. In other words, the number of integral scale eddies is fixed on
any plane perpendicular to the inflow. Naturally the question arises on whether
A(∆ = Lo)/AL ≈ 3 is a consequence of this specific construct. To assess this, an
additional simulation (Case 2a) is performed. The simulation conditions for Case 2a
are listed in Table 8.2. In this simulation, “linear forcing” is only applied to the small







ρ(ui − ũi), (8.19)
where ũi is the filtered velocity. In the current study, a Gaussian filter is employed.
The integral length scale of the forced turbulence using Eq. (8.19) is found to be a
function of the width of the Gaussian filter employed. When filter width is equal to
one third of the domain size, the resultant integral length scale of the homogeneous
isotropic turbulence is 0.27 mm (equivalent to 8.4% of the domain size). With this
165
new forcing scheme, Case 2a is performed and A(∆ = Lo)/AL is found to be 3.4
(again close to 3). Therefore, the conclusion that A(∆ = Lo)/AL is approximately a
constant of 3 appears not to be affected by the number of integral length scales inside
the computational domain.
8.5 Summary
In the current study, a high-order numerical scheme is employed to carry out
direct numerical simulations of turbulent flames propagating in lean methane/air
mixtures under conditions of relevance to lean-burn natural gas engines. The pressure
is selected at 20 bar, reactant temperature at 810 K, and the equivalence ratio at 0.5.
A range of turbulence intensities and length scales (urms/SL = 2-25, Lo/δL = 3.2-
12.8) are considered. A 13-species reduced mechanism and a global mechanism are
employed for the simulations.
It is shown that the global mechanism is adequate for predicting flame surface
wrinkling, flame thickness and turbulent flame speed ST compared to the reduced
mechanism for normalized turbulence intensities up to 25. Furthermore, for the con-
ditions considered, the normalized turbulent flame speeds ST/SL can be related to
the flame area enhancement AT/AL resulting from turbulence interactions with the
laminar flame and the efficiency factor Io which is close to unity (1.07 ± 0.04) when
evaluated at the temperature of peak heat release rate.
It is found that AT/AL is dependent on the turbulent Reynolds number ReT
and the Karlovitz number Ka. In particular, AT/AL is increased by increasing ReT
and by reducing Ka. Increasing ReT increases the spectrum of scales that generates
flame surface area. The dependence on the Ka is weaker but accounts for the change
in surface area due to interaction between small-scale eddies and the flame. The
wrinkling of flame surfaces generated by integral scale eddies initially increases with
increasing turbulence intensities (0 < urms/SL < 2) but reaches a steady value of
about 3 times AL for higher turbulence intensities (2 < urms/SL < 25). The effect
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of the integral length scale by itself on flame area enhancement is related to the
effect induced by the spectrum of eddies of the turbulent cascade. A correlation for
turbulent flame speed is proposed from the limited set of computations.
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9. EFFECTS OF FLAME STRETCH ON
TURBULENT PREMIXED FLAMES
9.1 Introduction
In the last two chapters, the effects of equivalence ratio (φ) and the effects of
Karlovitz number (Ka) and turbulent Reynolds number (ReT) on the turbulent flame
speeds are investigated. It is observed that for flames in the thin reaction zone (TRZ)
regime shown in Fig. 2.6(b), the turbulent flame speed ST is primarily controlled by
the generation of flame surface area through wrinkling. Furthermore, it is observed
from the parametric studies in Table 8.1 that Ka influences turbulent flame surface
area AT. More specifically, increasing Ka is found to reduce AT when ReT is kept
constant. It is of great interest to understand the mechanism of flame surface area
evolution in premixed flames in which turbulence-flame interaction plays an important
role.
Consider an infinitesimal flame surface of area δA propagating in an unsteady,
non-uniform flow. This flame surface is subjected to both straining by the local
flow field and the curvature effects induced by the wrinkling. The fractional rate
of change of the flame surface area, i.e., d(δA)/dt, can be characterized by a flame
stretch rate, which was originally proposed by Karlovitz in 1953 and later generalized
by Williams in 1985 [62, 236]. Flame stretch, denoted by K, is expressed as the sum
of the contribution due to tangential strain rate (aT) and the contribution due to





= aT + Sd∇ · n, (9.1)
where Sd is the flame displacement speed and∇·n is equal to twice the mean curvature
κm. n is the unit vector normal to the flame surface and is defined as positive when it
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points towards the unburnt gas. The transport equation for the instantaneous flame





∇ · [(u + Sdn)Σ] = [aT + Sd∇ · n] Σ, (9.2)
where Σ ≡ δA/δV is the flame surface area per unit volume. This forms the basis for
the Coherent Flamelet Model (CFM) [95] and Flame Surface Density (FSD) models
which can be applied to RANS [98, 239] and LES modeling [100, 103, 240].
The flame displacement speed Sd is defined as the speed of the flame front, defined
by an iso-scalar (temperature or fuel mass fraction) surface, relative to the local
convection of unburnt gas. For instance, if the flame front is defined based on fuel
mass fraction YF = YF






and the flame displacement speed satisfies
dYF
dt
|YF=Y∗F + (u + Sdn) ·
⇀
∇ · YF|YF=Y∗F = 0. (9.4)
Comparing Eq. (9.4) with the transport equation for the fuel in Eq. (3.4), the flame












∇ · n)︸ ︷︷ ︸
tangential diffusion
(9.5)
The first component is due to the consumption of fuel by chemical reaction, and
the second and the third components are due to normal and tangential diffusion,





is often used to compare the displacement speed with the unstrained laminar flame
speed SL. Note that for a steady unstrained flame, the density-weighted flame dis-
placement speed is identical to the laminar flame speed everywhere inside the flame.
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For weakly strained flames, i.e., when K is small, asymptotic studies [211, 241] show






where L represents the Markstein length. However, for turbulent flames characterized
in the TRZ combustion regime, the flame stretch generally exceeds the limit where
the linear relationship of Eq. (9.7) is valid. This is partly because flame stretch due to
the propagation of curved surface, i.e., Sd
⇀
∇ · n consists of a term proportional to the
square of the mean curvature. This introduces non-linearity if the local flame surface is
highly curved. In addition, due to the unsteadiness associated with turbulent flames,
it is possible that the local flame displacement speed exhibits different sensitivity to
the flame stretch than it would in a steady flame.
There has been some recent work on flame stretch and flame displacement speed
for flames in the TRZ regime. Echekki and Chen (1999) observed that flame displace-
ment speed decreases with increasing mean curvature [242]. Chen and Im (1998) per-
formed 2D DNS to determine the correlation of the flame speed with the flame stretch
[243]. They found two distinct branches in the correlation. Similar observations were
made by Chakraborty et al. (2007) who studied the effects of K on flame propagation
of premixed flame kernels [244]. Han and Huh (2008) studied the effects of turbulence
intensities and Lewis number on the flame surface density evolution [245]. They found
the propagation term to decrease with increasing turbulence intensity. Chakraborty
et al. (2008) compared the effects of strain rate and curvature on FSD transport in
CH4-air and H2-air flames [246]. In methane flames, the propagation term is found to
correlate negatively with κm towards the reactant side but positively with κm towards
the product side. In hydrogen flames, the propagation term is negatively correlated
with κm throughout the flame brush.
In this chapter, results from DNS of the premixed CH4-air flames listed in Table
8.1 will be analyzed with an emphasis on understanding the coupling among flame
curvature κm, tangential strain aT, displacement speed Sd and stretch rates K. The
physical conditions employed in the DNS are applicable to lean-burn natural gas
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engines. The pressure and unburnt temperature are chosen to be 20 bar and 810 K,
respectively. The premixed equivalence ratio is 0.5. Normalized turbulence intensities
urms/SL range from 2 to 25. The integral length scale is fixed at 0.64 mm, i.e., 6.4
times the laminar flame thickness in Cases 1-7. Cases 4a and 4b are selected where
Lo/δL is changed to 3.2 and 12.8, respectively. The Damköhler numbers corresponding
to these cases range from 3.20 to 0.26 while the Karlovitz numbers range from 1.1 to
49.4. The main objective is to provide interpretations for the dependence of flame
surface area on Karlovitz number as discussed in the previous chapter. In addition,
modeling implications for the FSD transport equation in the context of Reynolds-
Averaged Navier-Stokes (RANS) simulations will be discussed.
In Section 9.2, a discussion of the flame surface curvatures and shape factors is
presented. Section 9.3 discusses the tangential and normal strain rates on the flame
surface. Alignment of the flame surface normal with the principal strain rates is also
analyzed. Section 9.4 presents the discussion of flame displacement speeds on the
flame surface. The correlation between the flame displacement speed and curvature
is also examined in this section. In Section 9.5, flame stretch on the flame surface
and its correlation with curvature and flame displacement speed is discussed. Section
9.6 discusses a potential way to incorporate the physical insights into the modeling of
FSD equation in the context of RANS simulations. Section 9.7 provides a summary
of the key observations.
9.2 Curvature on the Turbulent Flame Surface
Characterizations of tangential strain rate aT, curvature
⇀
∇ · n and displacement
speed Sd are carried out on the progress variable isosurface c = 0.8 corresponding
to the reaction zone in the laminar profile. The progress variable is defined as c =
1 - YCH4/Yu,CH4 where Yu,CH4 is the mass fraction of methane in the unburnt mix-
ture. The choice of the isosurface follows the recommendation by Giannakopoulos et
al. (2015) [247], who have shown that the flame displacement speed at an isotherm
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surface close to the burned side is less dependent on the selected iso-value and hence
well-conditioned. The distribution of the variables on the flame surface is first exam-
ined. Figure 9.1(a) shows the probability density function (pdf) of local curvature
normalized by the laminar flame thickness δL for all flames. Evidently, the distribution
of curvature spreads out with increasing Karlovitz number, i.e., it is more probable
to find highly curved surface in high Ka flames. This is because as Ka increases, the
Kolmogorov scale of turbulence is reduced and hence large local curvatures can be
generated. In addition, the distribution of curvature on the flame surface becomes
increasingly skewed towards the negative side with increasing Ka, as evident by the
shift of the peak. This can be explained using the contour plot of temperature and
flow vorticity shown in Fig. 9.2. Due to heat release in the reaction zone, the molecu-
lar viscosity increases by approximately 6-fold cross the reaction zone. Consequently
the turbulent Reynolds number decreases and the Kolmogorov length scale increases.
On average there are more small scale eddies ahead of the flame than behind. This,
in turn, causes the flame front to be more concave towards the unburnt mixture,
corresponding to a positive skewness in the curvature distribution. The higher the
Karlovitz number, the more the number of small scale eddies in the unburnt side and
the more skewed the pdf becomes.
It is interesting to study how turbulence affects flame surface topology. We in-
troduce the shape factor, defined as the ratio of the principal curvature with the
smaller magnitude to the one with the larger magnitude. The definition is expressed
as follows:
shapefactor =
κ1/κ2, if |κ1| < |κ2|;κ2/κ1, if |κ1| ≥ |κ1|. (9.8)
By construction, shape factor is bounded between -1 and 1. At the same time, the
sign of shape factor preserves information about surface topology. If the shape factor
is close to 0, the local topology is similar to that of a cylindrical surface; if the shape
factor is close to 1, the local topology is similar to that of a spherical surface and




Figure 9.1. Probability density function of (a) the sum of two prin-
cipal curvatures (κ1 + κ2) normalized by the laminar flame thickness
δL and (b) shape factor on the c = 0.8 isosurface.
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Figure 9.2. Contour plot of temperature and vorticity magnitude on
a 2D x-y cut plane for Case 2: Da = 1.28, Ka = 4.4.
saddle surface. The principal curvatures κ1 and κ2 represent the maximum and the
minimum values of the curvature at a given point. For a surface S = {x|φ(x) = φ∗},
κ1 and κ2 are the roots of quadratic equation:
x2 − 2Hx+K = 0, (9.9)
where H is the mean curvature given by
H = [φ2x(φyy + φzz) + φ2y(φxx + φzz) + φ2z(φxx + φyy)− 2φxφyφxy




and K is the Gaussian curvature given by
K = [φ2z(φxxφyy − φ2xy) + φ2y(φxxφzz − φ2xz) + φ2x(φyyφzz − φ2yz) + 2φxφy(φxzφyz − φxyφzz)
+ 2φxφz(φxyφyz − φxzφyy) + 2φyφz(φxyφxz − φyzφxx)]/(φ2x + φ2y + φ2z)2
(9.11)
Figure 9.1(b) shows the distribution of shape factor for flames over a range of
Karlovitz number. It is evident that neither turbulence intensities nor Ka affects
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the distribution of flame topologies on the surface. In addition, cylindrical shapes,
corresponding to shape factor∼ 0, are the most probable topology, followed by saddle-
like shapes (shape factor ∼ -1) and lastly spherical shapes (shape factor ∼ 1).
9.3 Tangential and Normal Strain Rates on the Turbulent Flame Surface
Tangential strain rate aT is given by Eq. (9.12) as the difference between the
dilatation term
⇀
∇ · u and the normal strain rate aN = n · S · n, i.e.,
aT =
⇀
∇ · u− n · S · n = (δij − ninj)Sij, (9.12)












The distribution of tangential strain rate on the flame surface is plotted in Fig. 9.3.
As turbulence intensities increase and as the integral length scale decreases, the pdf
becomes flatter. For flames with high Ka, even compressive tangential strain rate
could be present in some locations. The surface mean of aT also appears to grow when
urms is increased or when Lo is decreased. This can be explained because tangential
strain aT is of the order O(urms/Lo) [248]. The overall effect of tangential strain rate
is to generate flame surface area and this effect is promoted as Ka increases, i.e., Da
decreases.
It is interesting to study the effects of turbulence intensities and length scales on
the normal strain rate aN where aN = n ·S ·n. This would provide insight on whether
turbulence creates or destroys passive scalar gradients. In the case that aN is less
than zero, the isosurfaces of progress variable are packed closer together and thereby
facilitating steeper scalar gradients. On the other hand, when aN is larger than zero,
scalar gradients are reduced when interacting with turbulence. Chakraborty and
Swaminathan (2007) performed DNS of premixed flames and observed that turbulence
destroys scalar gradients in flames [217]. A similar trend was observed in experimental
studies using simultaneous PIV/OH-PLIF by Hartung et al. (2008) [249]. On the
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Figure 9.3. Probability density function of tangential strain rate aT
normalized with flame time scale δL/SL on the c = 0.8 isosurface.
other hand, PIV measurements of premixed Bunsen flames and V-flames [218, 219]
report that turbulence produces steeper scalar gradients.
One way to study the normal strain rate is by examining the eigenvalues and the
eigenvectors of the strain rate tensor S. Since S is a real symmetric 3 by 3 matrix,
the eigenvalues of S are real. Without the loss of generality, assume λ1, λ2 and λ3
are the eigenvalues of S with λ1 ≥ λ2 ≥ λ3, and ξ1, ξ2 and ξ3 are the corresponding
unit eigenvectors. Note that ξ1, ξ2 and ξ3 are mutually orthogonal to each other and
form the basis for R3. The surface normal can be written as the linear combination
of the eigenvectors:
n = cos θ1ξ1 + cos θ2ξ2 + cos θ3ξ3, (9.14)
where
cos θi = n · ξi. (9.15)
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Table 9.1. Normalized normal strain rate for flames over a range of Da and Ka.
Case 1 Case 2 Case 4a Case 4 Case 4b Case 5 Case 6 Case 7
urms/SL 2.0 5.0 10.0 10.0 10.0 15.0 20.0 25.0
Lo/δL 6.4 6.4 12.8 6.4 3.2 6.4 6.4 6.4
Da 3.20 1.28 1.28 0.64 0.32 0.43 0.32 0.26
Ka 1.1 4.4 8.8 12.5 17.7 23.0 35.4 49.4
〈λ1τf〉s 0.83 2.02 3.67 4.22 4.99 6.52 8.70 12.03
〈λ2τf〉s 0.14 0.13 0.16 0.21 0.24 0.27 0.36 0.46
〈λ3τf〉s -0.60 -1.81 -3.52 -4.05 -4.84 -6.44 -8.66 -12.14
〈aNτf〉s 0.192 -0.84 -1.77 -2.02 -2.42 -3.27 -4.40 -6.21
〈aTτf〉s 0.178 1.18 2.08 2.40 2.80 3.63 4.81 6.56
The normal strain rate can then be written as
aN = [cos θ1ξ1 + cos θ2ξ2 + cos θ3ξ3]
T · S · [cos θ1ξ1 + cos θ2ξ2 + cos θ3ξ3]
= cos2 θ1λ1 + cos
2 θ2λ2 + cos
2 θ3λ3.
(9.16)
Here, λ1, λ2 and λ3 are termed the most extensive, intermediate and the most com-
pressive principal strain rates, respectively. θ1, θ2 and θ3 represent the angles between
the strain rate directions, i.e., ξ1, ξ2 and ξ3, and the surface normal direction n, respec-
tively. The normal strain rate in Eq. (9.16) can be interpreted as the weighted-average
of the principal strain rates where the weights are given by cos2 θi, representing the
alignments between the principal strain rate directions and the surface normal.
Table 9.1 tabulates the surface average of the most extensive, intermediate and the
most compressive principal strain rates normalized by the flame timescale τf = δL/SL
for flames over a range of Ka and Da. It can be seen that the intermediate principal
strain rates on average remain close to zero. The most extensive strain rates and
the most compressive strain rates carry different signs with similar magnitudes. If
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the flame surface normal is not preferentially aligned with any of the principal strain
rate directions, the weights, i.e., cos2 θi in Eq. (9.16), would be similar for all three
strain rates and consequently the surface average of aN would be approximately zero,
suggesting that turbulence has no net influence on the scalar field gradients. Figures
9.4(a) and 9.4(b) illustrate the respective alignment of ξ1 and ξ3 with flame surface
normal for a range of Ka and Da. Evidently, for flames with larger Ka (Ka ≥ 4), the
most extensive strain rates do not show any preferential alignment with the surface
normal. On the other hand, the most compressive strain rates are preferentially
parallel to the surface normal, i.e., cos θ3 = 1, when Ka is large. As a result, the
negative compressive strain rates λ3 are more heavily weighted in Eq. (9.16) which
causes the aN to be negative in high Ka flames. Physically, this suggests that the
isosurfaces of progress variable are packed closer together and thus steeper scalar
gradients are produced by turbulence-flame interactions. This finding is consistent
with the computed surface averages of normalized aN listed in Table 9.1. The normal
strains rates are on average compressive. Furthermore, their magnitudes increase as
urms/SL is increased or when Lo/δL is decreased. This is because the most compressive
strain rate λ3 is increased by increasing turbulence intensities or reducing turbulence
length scales as evident in Table 9.1.
An alternative way to explain the trend of aN in Table 9.1 is by invoking scaling
analysis. Consider a 1-D flat laminar flame. The velocity of reactants approaching the
flame front is the laminar flame speed SL while the velocity of burnt products leaving
the flame front is SLρu/ρb (or alternatively SLTb/Tu) to preserve mass conservation.
The change in velocity occurs over the length scale of laminar flame thickness and
hence the mean dilation inside the flame 〈
⇀
∇ · u〉 ∼ (Tb/Tu − 1)SL/δL. Similarly, the
mean dilatation on the turbulent flame front can be estimated by (Tb/Tu − 1)SL/δL.
This approximation remains valid as long as the mean flame thickness and the mean
consumption rate on the flame surface do not deviate much from their values in the




Figure 9.4. Probability density function of the alignment of the
flamelet normal direction with (a) the most extensive strain rate di-
rection and (b) the most compressive strain rate direction.
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8.5(b) in Chapter 8. On the other hand, tangential strain rate scales on the order of
O(urms/Lo) [248].


































Equation (9.18) signifies that if Da < (Tb−Tu)/Tu which equals to 1.35 for the cases
considered in Table 9.1, the normal strain rates will be negative. This is consistent
with Fig. 9.4(b) which shows that the most compressive strain rates are preferentially
parallel with the flamelet normal (and hence negative aN) for Cases with Da ≤ 1.28.
Note that Eqs. (9.17) and (9.18) appear to suggest that both tangential and normal
strain rates are linearly dependent on the Damköhler number. However, comparing
Cases 2 and 4(a) where Da have the same value of 1.28, the surface mean aN and
aT differ by 71% and 55%, respectively. Comparing Cases 6 and 4(b) where Da =
0.32, the surface mean aN and aT are different by 58% and 53%, respectively. It
suggests that Da does not characterize the tangential and normal strain rates very
well. In fact, when aN and aT are plotted as a function of the Karlovitz number Ka
in Fig. 9.5, a linear trend is observed. This suggests that the normal and tangential
strain rates are linearly correlated with Ka rather than Da for high Ka flames. Note
that Damköhler number involves the eddy turnover time whereas Karlovitz number
involves the Kolmogorov timescale. Figure 9.5 indicates that the straining experienced
by the infinitesimal flame surface is dictated by the small scale motion. This is
expected for flames in the TRZ where Kolmogorov scale eddies are small enough to
penetrate the preheat zone. These small eddies enhance mixing between the unburned
and burned mixture, generating wrinkling on the scale of η. Straining experienced
locally by the infinitesimal surface should also scale with the smallest eddy timescale.
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Lines of best-fit are plotted in Fig. 9.5 for the surface-averaged aN and aT. Gradients
of these line are computed to be -0.114 and 0.114, respectively. The sum of aN and
aT yields the dilatation which is constant on a given iso-c surface, as expected.
Figure 9.5. Surface averaged normal and tangential strain rates as a
function of flame Karlovitz number Ka.
Figure 9.6 shows the conditional mean of normalized tangential strain rate as a
function of flame curvature H normalized by the laminar flame thickness. For low Ka
and high Da flames, the tangential strain rate is found to be negatively correlated
with curvature. For flames with relatively larger Ka, aT is negatively correlated
with curvature on positively curved surfaces but becomes positively correlated with
curvature when HδL < -0.5. This is consistent with prior DNS work [246, 250,
251] and experiment study [252]. A direct implication of Fig. 9.6 is that, the most
extensive tangential strain rate is approximately associated with surfaces having no
net curvatures in high Ka flames.
181
Figure 9.6. Conditional mean of normalized tangential strain rate
aT as a function of total curvature H normalized by laminar flame
thickness.
9.4 Flame Displacement Speeds on the Turbulent Flame Surface
Flame displacement speed Sd is a measurement of the propagation speed of the
iso-surface relative to its coincidental material surface in the direction normal to the
material surface. It is a quantity local in both space and time. Flame displacement
speed consists of three contributions as shown in Eq. (9.5). Hereafter, Sr, Sn and St will
be used to denote the reaction, normal diffusion and tangential diffusion contributions





represent the respective density-weighted quantity so that it can be easily compared
with the laminar flame speed. Figure 9.7 presents the distribution of the density-
weighted Sd, i.e., Sd
∗, normalized by the laminar flame speed for flames over a range
of Da and Ka. Generally with increasing Ka, the pdf becomes flatter, indicating
that a wider range of displacement speeds are present locally on the flame surface.
The peak of the pdf corresponding to the most probable Sd on the flame surface is
found to be between 0.60 and 0.85 for the flames considered in this study. No clear
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dependencies of the most probable Sd on Da or Ka are present. In addition, the pdf
of Sd illustrates a positive skewness. This is evident by the long tail of Sd towards
large positive values. This positive skewness will be explained in the next section,
i.e., Section 9.4.
Figure 9.7. Probability density function of density-weighted flame
displacement speeds on the c = 0.8 isosurface.
The effects of curvature on the flame displacement speeds are studied next. Figure
9.8(a) shows the mean density-weighted displacement speeds due to reaction and
normal diffusion conditioned on the local curvature H where H is twice as the mean
curvature κm. Note that in a flat unstrained laminar flame, the sum of Sr
∗ and Sn
∗
is equivalent to SL while St is universally zero. It is evident in Figure 9.8(a) that
Sr + Sn exhibits a negative correlation with curvature when H < 0 and a positive
correlation with curvature when H > 0. In other words, the displacement speeds
due to reaction and normal diffusion are increased at curved surfaces, irrespective of
whether the surface is concave (H < 0) or convex (H > 0) towards the reactants.
Furthermore, it is noted that the negative branch and the positive branch of Sr + Sn
exhibit distinct gradients with respect to curvature. More specifically, the increment
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in the displacement speed brought about by increasing the curvature magnitude is
greater on concave surfaces than on convex surfaces. This can be explained as follows:
When the flame surface is concave towards the reactants, there is a focusing of thermal
diffusion from the product side to the c = 0.8 isosurface while there is defocusing of
species diffusion from the reactants to the c = 0.8 isosurface. Since methane has
a Lewis number less than air, it diffuses into the c = 0.8 isosurface faster than the
other species, making the mixture locally richer. This effect offsets the defocusing
of reactants due to the negative curvature. Consequently, reaction is enhanced in
negatively curved regions. On the other hand, when the flame surface is convex
towards the reactants, there is defocusing of thermal diffusion and focusing of species
diffusion. This results in a higher concentration of reacting species despite a lower
temperature. The preferential diffusion of methane also makes the mixture locally
richer. This results in enhanced reaction on positively curved surfaces. Another
reason that Sr + Sn has a minima at H ≈ 0 is because the most extensive tangential
strain rate is associated with local curvature close to zero as evident in Fig. 9.6. The
normal strain rate, on the other hand, becomes the most compressive on average
when H ≈ 0. Consequently, the highest normal diffusion, i.e., the most negative Sn
is correlated with zero curvature, and hence the minima of Sr + Sn at H ≈ 0.
Figure 9.8(b) shows the conditional mean of displacement speed due to tangential
diffusion, i.e., St as a function of curvature H. St decreases linearly with increasing
curvature and this is expected from Eq. (9.5). Figure 9.8(c) shows the conditional
mean of flame displacement speed Sd as a function of curvature. Overall, Sd is neg-
atively correlated with flame curvature. When the flame surface is concave towards
the reactants, both tangential diffusion and the net effect of reaction and normal dif-
fusion contributes positively to Sd, resulting in accelerated flame propagation into the
unburnt region. On the other hand, when the flame surface is highly convex towards
the reactants (κmδL > 1), tangential diffusion of CH4 dominates the normal diffusion
and reaction, causing the flame to retract. Furthermore, it is evident that the condi-




Figure 9.8. Conditional mean of (a) displacement speeds due to
reaction and normal diffusion, i.e., Sr
∗+ Sn
∗; (b) displacement speeds
due to tangential diffusion, i.e., St
∗ and (c) flame displacement speed
St
∗ as a function of total curvature H normalized by laminar flame
thickness.
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Damköhler or Karlovitz number. This indicates that the sole effect of Ka or Da on
the flame displacement speed can be modeled through its influence on the curvature
distribution on the flame surface, at least over the range of turbulence conditions
considered in this study.
It is also interesting to observe from Fig. 9.8(c) that Sd is approximately unity
within 20% when H ≈ 0. Notice that H = κ1 +κ2 = 0 indicates that the two principal
curvatures κ1 and κ2 have equal magnitude but opposite signs. This corresponds to
the saddle shape with a shape factor of -1. In other words, the flame displacement
speed on a saddle-like surface is similar to the flame displacement speed on a flat
flame. For a flame surface in R3, the surface topology can be uniquely characterized
by two parameters. Examples of these pairs of parameters include (κ1, κ2) and (H,
G). This brings up the question whether the influence of surface topology on the
displacement speed can be accounted for by using a single parameter such as the
mean curvature κm = (κ1 + κ2)/2 without invoking the second degree of freedom, for
instance one that is described by the shape factor or the Gaussian curvature. The
analysis presented above shows that for saddle surfaces, the averaged effects of surface
topology on Sd can be approximated using κm alone. Analysis on the cylindrical and
spherical shapes will be presented next.
Figure 9.9(a) shows the conditional mean of Sd on the cylindrical surfaces alone,
i.e., with a shape factor equal to 0, as a function of surface curvatures H. In the
analysis, the cylindrical surfaces are selected by isolating surfaces with a shape factor
between -0.1 and 0.1, that is, the larger principal curvature is at least 10 times
the smaller principal curvature. The flame displacement speeds on the cylindrical
surfaces are negatively correlated with surface curvature. Furthermore, the mean Sd
on the cylindrical surfaces in Fig. 9.9(a) agrees within 5% with mean Sd of all surface
topologies shown in Fig. 9.8(c) when it is conditioned on the total curvature H. Figure
9.9(b) shows the conditional mean of Sd as a function of surface curvatures H when
considering only the spherical surfaces. The analysis is carried out on surfaces with




Figure 9.9. Mean flame displacement speed of (a) cylindrical shapes
and (b) spherical shapes on the flame surface conditioned on total
curvature H normalized by laminar flame thickness.
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the spherical surfaces agrees well with the mean Sd when all surface topologies are
considered. This suggests that flame displacement speed on average is independent
of the shape factor. In other words, the total curvature H (or the mean curvature
κm) alone is sufficient to account for Sd variations on the flame surface.
9.5 Flame Stretch on the Turbulent Flame Surface
In this section, analysis of flame stretch K on turbulent flame surfaces will be
presented. Flame stretch denotes the fractional change of flame surface area and
evidently in Eq. (9.1), it consists of a contribution due to tangential strain rate aT
which has been elaborately discussed in Section 9.2, and a contribution due to the
propagation of curved surfaces. The second contribution is written as the product
of flame displacement speed Sd and the total curvature H. Figure 9.10 presents the
distribution of flame stretch due to surface curvature. It is shown that the peak of the
pdf resides close to zero for flames over a range of Da and Ka. The flame stretch due
to curvature remains primarily bounded between -5 and 5, which holds true for flame
with Ka up to 50. This is in contrast to the tangential strain rate distribution on
the flame surface as shown in Fig. 9.3, in which the pdf becomes significantly flatter
as Ka is increased. In addition, the pdf of flame stretch due to curvature displays
a long tail towards the negative axis, which is exaggerated in high Ka flames. This
can be explained by examining Figs. 9.1(a) and 9.8(c). Figure 9.1(a) shows that as
Ka is increased, there is increased probability of finding both positive and negative
curvatures with relatively large magnitude. At the same time, Fig. 9.8(c) indicates
that relatively large negative HδL corresponds to positive mean flame displacement
speeds (up to Sd/SL = 6 for the highest Ka flame) while relatively large positive HδL
corresponds to negative mean flame displacement speeds (up to Sd/SL = -1 for the
highest Ka flame). As a result, the product of HδL and Sd/SL, i.e., the normalized
flame stretch due to curvature, remains negative for highly curved surfaces which
occur more frequently as Ka is increased.
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Figure 9.10. Probability density function of flame stretch due to
propagation of curved surfaces on the c = 0.8 isosurface.
Figure 9.11. Probability density function of flame stretch K normal-
ized by the laminar flame timescale δL/SL on the c = 0.8 isosurface.
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Table 9.2. Statistics of the total flame stretch K normalized by the
laminar flame timescale.
Case 1 Case 2 Case 4a Case 4 Case 4b Case 5 Case 6 Case 7
urms/SL 2.0 5.0 10.0 10.0 10.0 15.0 20.0 25.0
Lo/δL 6.4 6.4 12.8 6.4 3.2 6.4 6.4 6.4
Da 3.20 1.28 1.28 0.64 0.32 0.43 0.32 0.26
Ka 1.1 4.4 8.8 12.5 17.7 23.0 35.4 49.4
P (K > 0) 83.8% 77.7% 67.2% 65.8% 64.7% 63.6% 62.5% 61.3%
〈Kτf〉s 0.485 0.862 0.657 0.536 0.568 0.401 0.396 0.217
σof Kτf 0.693 1.97 3.86 4.54 5.29 7.30 9.71 13.6
γof Kτf -1.87 -1.57 -1.35 -1.45 -1.38 -1.56 -1.53 -1.58
Figure 9.11 shows the distribution of total flame stretch K on the flame surfaces
for a range of Da and Ka. As Ka is increased, the pdf becomes flatter while the
peak value shifts towards a more positive value. This is mostly due to the increase in
tangential strain rate with increasing Ka as evident in Fig. 9.3. Furthermore, the tail
extending to large negative values is more prominent with increasing Ka. This is due
to the propagation of highly curved surfaces as discussed in the previous paragraph.
Table 9.2 lists the mean, standard deviation σ and skewness γ of the total flame
stretch K normalized by the laminar flame timescale. The probability of K larger
than 0 on the flame surface is also tabulated. As Karlovitz number increases, the
probability of K > 0 decreases monotonically, indicating that the local surface area
reduction is more prone to occur in high Ka flames. The surface mean of K also
decreases monotonically while the standard deviation increases with increasing Ka.
This is consistent with the observation that the pdf in Fig. 9.11 becomes flatter with
longer tails extending to negative values.
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The mean flame stretch due to curvature, i.e., Sd H, conditioned on flame cur-
vature H is shown in Figure 9.12. The trend is non-linear since flame displacement
speed due to tangential diffusion itself is proportional to H. In addition, the term Sd
H only makes a positive contribution to flame stretch when 0 < HδL < 2. In other
words, the flame surface area is enhanced on moderately curved convex surfaces (to-
wards the reactants) due to its own propagation, but diminished on concave or highly
curved convex surfaces. This mechanism is not affected by turbulence properties as
evident by its insensitivity to the change in Da or Ka. Instead, it is governed by the
differential and preferential diffusion process as discussed in Section 9.3 and hence
dependent on the Lewis number of the deficient specie. Chemical mechanism is also
expected to play a role through coupling with the preferential diffusion which affects
Sr and eventually the flame stretch due to curvature.
Figure 9.12. Conditional mean of normalized flame stretch due to
propagation of curved surfaces as a function of total curvature H
normalized by laminar flame thickness.
The dependence of the conditional mean flame stretch K on flame curvature H is
shown in Fig. 9.13. Influence of Da and Ka on K are observed due to the inclusion
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Figure 9.13. Conditional mean of normalized flame stretch as a func-
tion of total curvature H normalized by laminar flame thickness.
of tangential strain rate aT. Generally a higher Ka corresponds to a higher mean
flame stretch at a given curvature. On moderately curved surfaces, i.e.,-2 < HδL <
2, the tangential strain together with surface propagation give rise to the generation
of flame surface. On highly curved surfaces, irrespective of it being concave and
convex, flame propagation dominates the tangential strain effect which results in the
reduction of flame surface area. This provides a basis for the dependence of Ka in the
correlation of flame surface area AT, i.e., Eq. (8.10) in the previous chapter. Recall
that in Figure 8.7, when sampled flame surface area A(∆) normalized with A(∆=η)
is plotted against ∆/η, the curves exhibit a secondary dependence on Ka. More
specifically, increasing Ka results in the reduction of AT. This can be explained as
follows. When Ka is small, the variation of total curvature H is small on the flame
surface as evident in Fig. 9.1(a). For these curvatures, the flame stretch is largely
positive and contributes to the generation of flame surface area. As Ka increases, the
variation in H on the flame surface grows, or in other words, highly curved surfaces
are formed. At these locations, flame stretch is relatively more negative, which, in
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turn, results in the reduction of flame surface area. Note that with increase in Ka,
the flame stretch at moderate curvatures also grows more positive. Such effect is
attributed to the increase in tangential strain rate as shown in Fig. 9.5. However, the
highly negative flame stretch due to large curvatures prevails over the increment of
flame stretch at moderately curved surfaces. Ultimately, this leads to the reduction
of flame surface area with increasing Ka.
It is interesting to study how flame displacement speed is correlated with flame
stretch on the turbulent flame surface. Asymptotic studies have shown that for small
flame stretch, Sd is linearly proportional to K as described by Eq. (9.7). Figure 9.14
plots the joint probability density function (JPDF) of normalized flame stretch with
normalized flame displacement speed. Results for Cases 1, 2, 4 and 6 are presented.
These cases have Da = 3.20, 1.28, 0.64 and 0.32 and Ka = 1.1, 4.4, 12.5 and 35.4,
respectively. Evidently in Fig. 9.14(a) when Ka is small (i.e., Da is large), the flame
displacement speed is negatively correlated with the flame stretch and the dependence
is almost linear. As Ka increases, a second branch emerges in the region where Sd
is negative. Along this branch, the flame displacement speed becomes positively
correlated with flame stretch. A similar trend has been reported in previous DNS
work [243, 244]. The appearance of two branches can be attributed to the non-linear
behavior of flame stretch due to propagation of flame surfaces, i.e., Sd H. As shown
in Fig. 9.8(c), the mean Sd conditioned on H decreases from a positive value to a
negative one but the product of Sd and H remains negative. Therefore, the upper
branch in Figs 9.14(b)-(d) corresponds to highly concave surfaces while the lower
branch corresponds to highly convex surfaces. Figure 9.15 shows the mean flame
stretch conditioned on the flame displacement speed. Two branches representing the
positive and negative correlation between K and Sd are apparent. Furthermore, a
linear relationship appears to be insufficient to describe the dependency of Sd on K
in each individual branch, let alone over the entire range of K on the flame surfaces.




Figure 9.14. Joint probability density function of normalized flame
displacement speed and normalized flame stretch for (a) Case 1: Da
= 3.20, Ka = 1.1; (b) Case 2: Da = 1.28, Ka = 4.4; (c) Case 4: Da
= 0.64, Ka = 12.5 and (d) Case 6: Da = 0.32, Ka = 35.4.
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Figure 9.15. Conditional mean of normalized flame stretch as a func-
tion of normalized flame displacement speed.
9.6 Modeling FSD Transport in RANS Simulations
In this section, modeling implications for the transport of flame surface density
(FSD) in the context of Reynolds-Averaged Navier-Stokes simulations are considered
based on the physical insights gained by analyzing the DNS results. By taking en-
semble average followed by time average of Eq. (9.1), the transport equation for the
















where Σgen = |∇c|. Here 〈·〉s denotes the Reynolds-averaging operation in addition
to a FSD-weighted averaging on the surface,
〈Q〉s = 〈QΣ〉/〈Σ〉 (9.20)
All terms on the right-hand-side of Eq. (9.19) together with the surface average of
the flow velocity 〈u〉s are unclosed and require modeling.
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The tangential strain rate term, i.e., 〈aT〉s in Eq. (9.19), has been computed and
tabulated in Table 9.1 on the isosurface of c = 0.8 for all flames. As discussed in
Section 9.3, the surface average of tangential strain rate is a linear function of Ka. A
model for 〈aT〉s is proposed as
〈aT〉s = (a1Ka+ a2)/τf . (9.21)
On the CH4-air flame surface defined by c = 0.8, the line of best-fit as shown in
Fig. 9.5 gives a1 = 0.11 and a2 = 0.88. The proposed correlation for 〈aT〉s has a
similar form as the one given by Cant et al. (1991) [253].
Modeling of the propagation of curved surfaces, i.e., 〈Sd∇ · n〉s, is less trivial.
This term involves the product of Sd and flame curvature. Since it has been shown in
Section 9.4 that the conditional mean Sd as a function of curvature H is only weakly
dependent on the Da or Ka, this implies that the sole effect of Ka or Da on Sd can be
modeled through its influence on the curvature distribution. Furthermore, we have
shown that curvature H alone could account for the variations in Sd without the need
for invoking a second degree of freedom such as the shape factor. Based on these
observations, we propose a model for 〈Sd∇ · n〉s using a pdf approach as follows,
〈Sd∇ · n〉s =
∫ ∞
−∞
〈Sd|H〉s ·H · P (H)dH, (9.22)
where 〈Sd|H〉s is the surface average of Sd conditioned on H as shown in Fig. 9.8(c),
and P(H) is the pdf of H as shown in Fig. 9.1(a). 〈Sd|H〉s can be further decomposed
into two contributions:
〈Sd|H〉s = 〈Sr + Sn|H〉s + 〈St|H〉s, (9.23)
where 〈Sr + Sn|H〉s represents the conditional mean displacement speed due to chem-
ical reaction and normal diffusion, and 〈St|H〉s represents the conditional mean dis-
placement speed due to tangential diffusion. 〈St|H〉s is plotted in Fig. 9.8(b) and
hence can be modeled as
〈St|H〉s = −DH, (9.24)
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where D is the diffusivity on the isosurface. 〈Sr + Sn|H〉s is dominated by the cou-
pled effects of differential/preferential diffusion with chemistry. Thus, it should be
dependent on the Lewis number of the species, i.e.,
〈Sr + Sn|H〉s = 〈(Lei) · SL. (9.25)
Since 〈Sr + Sn|H〉s is only weakly dependent on the Ka or Da as shown in Fig. 9.8(a),
we speculate that 〈Sr + Sn|H〉s can be approximated using simulations of laminar
outwardly propagating (H > 0) and inwardly propagating (H < 0) cylindrical flames.
However, one limitation is that the laminar counterpart is only capable of simulating
curved flames with -2 < H < 2, i.e., with a radius of curvature larger than the laminar
flame thickness. Further investigation on fuels with distinct Lewis number is required
for modeling this term.
The last term inside the integral in Eq. (9.22), i.e., P(H), reflects the Ka ef-
fects on 〈Sd|H〉s. This probability density function, as shown in Fig. 9.1(a) can be
approximately using a skewed normal distribution as follows:
P (x) =
[












where µ, σ and α represent the location, scale and shape parameters, respectively.
These three parameters are related to the mean (Smean), standard deviation (Sstd)















[π + (−2 + π)α2] 32
.
(9.27)
Figure 9.16 shows the mean, standard deviation and skewness of flame curvature
H on the flame surface as a function of the Karlovitz number Ka. It is evident that
the surface mean of H is approximately zero, which is expected for a statistically
planar flame. Furthermore, the standard deviation and the skewness of H increases
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Figure 9.16. Mean, standard deviation and skewness of the nor-
malized curvature HδL on the flame surface as a function of flame
Karlovitz number Ka.
with Ka. By curve-fitting the data, we propose correlations for the mean, standard
deviation and skewness of the distribution of H based on Ka:
Smean(Ka) = 0,
Sstd(Ka) = 0.422 ·Ka0.317,
Sskew(Ka) = 0.595− 1.26 · exp(−0.116 ·Ka).
(9.28)
The correlations in Eq. (9.28) are also plotted in Fig. 9.16 as dash lines. Using
Eq. (9.28), the location, scale and shape parameters can be solved as functions of Ka
and subsequently P(H) in Eq. (9.22) can be closed.
Lastly, the term 〈Sdn〉s in the Reynolds-averaged FSD equation can again be
modeled using the pdf approach as follows:
〈Sdn〉s ≈ 〈Sd〉snm =
∫ ∞
−∞
〈Sd|H〉s · P (H)dH · nm, (9.29)
where nm represents the mean direction of flame propagation. 〈Sd|H〉s can be modeled
using Eqs. (9.24) and (9.25), whereas P(H) is modeled by Eq. (9.26).
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9.7 Summary
In this chapter, analysis of DNS results of lean premixed CH4-air flames of φ =
0.5 is carried out on an isosurface inside the reaction zone. The range of normalized
turbulent intensities, Damköhler number and Karlovitz number of the flames selected
for analysis correspond to the thin reaction zone regime. Statistics of flame curvature
(H), surface topology characterized by shape factor, tangential (aT) and normal strain
rates (aN), flame displacement speed (Sd) and flame stretch (K ) are examined on the
isosurface.
It is observed that with increasing Ka, i.e., decreasing Da, there is increased
probability of forming highly curved surfaces locally. However, the distribution of
topological features stay almost identical independent of the ratio of velocities and
length scales between the flow field and flame. The flame surface normal preferentially
aligns parallel to the most compressive strain rate. This gives rise to a negative mean
normal strain on the flame surface, indicating that steeper scalar gradients are on
average created by turbulence. Surface-averaged tangential and normal strain rates
are found to correlate linearly with Karlovitz number, rather than with Damköhler
number as suggested in the past. This suggests that for flames in the thin reaction
zone regime, straining experienced locally by the flame surface is dictated by the small
scale motion. The correlation between strain rate and curvature shows that the most
extensive (compressive) tangential (normal) strain rate is approximately associated
with surfaces having no net curvatures when Ka is relatively large. This correlation
impacts the mean flame displacement speed conditioned on curvature.
Flame displacement speed is studied by examining the contributions from its three
components: chemical reaction (Sr), normal (Sn) and tangential diffusion (St). Sr +
Sn is found to increase with increasing magnitude of the curvature. This is partly due
to the coupled effects of differential diffusion and chemistry. In addition, correlation
between curvature and normal strain rate give rise to a more negative Sn when the
surface has no net curvature. On the other hand, St is negatively correlated with
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curvature in a linear behavior. Overall, Sd manifests a negative correlation with cur-
vature. When the flame surface is concave towards the reactants, both St and the net
effect of Sr + Sn contributes positively to Sd, resulting in accelerated flame propaga-
tion into the unburnt region. When the flame surface is highly convex towards the
reactants (κmδL > 1), St dominates Sr + Sn, causing the flame to retract. Further-
more, mean Sd conditioned on curvature is only weakly dependent on the Da or Ka,
indicating that the sole effect of Ka or Da on Sd can be modeled through its influence
on the curvature distribution. The shape factor is also found to have no effect on
Sd, suggesting that variations of Sd on the 2D flame surface can be accounted for by
using a single degree of freedom, i.e., H.
With increasing Ka, the probability of finding positive flame stretch decreases
monotonically, indicating that the local surface area reduction is more prone to occur
in high Ka flames. The surface mean of K also decreases monotonically while the
standard deviation increases monotonically with increasing Ka. Conditional mean
of K on curvature H shows that flame surface area is generated only on moderately
curved surfaces. On highly curved surfaces, irrespective of it being concave and
convex, flame propagation dominates the tangential strain effect which results in
negative K. This provides an explanation for the negative dependence of AT on Ka
as seen in the last chapter. As Ka increases, highly curved surfaces are formed. At
these locations, flame stretch is relatively more negative, which, in turn, results in
the reduction of flame surface area.
The physical insights derived from the analysis are applied to modeling the FSD
equation in the context of RANS simulations. The tangential strain rate term 〈aT〉s
is correlated with the Karlovitz number. A PDF approach is proposed for closing
〈Sd∇ · n〉s and 〈Sdn〉s in which the probability density function of curvature is modeled
using a skewed normal distribution. The location, scale and shape parameters of the
PDF is correlated with Ka.
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10. EFFECTS OF PREMIXED COMBUSTION ON TURBULENCE
10.1 Introduction
Modeling of turbulence-chemistry interaction in premixed flames consists of two
important aspects: modeling of the effects of turbulence on the premixed flame and
modeling of the effects of combustion on turbulence. In the previous three chapters,
the effects of turbulence on premixed combustion have been studied in detail. In the
current chapter, we will examine how combustion affects turbulence. In particular,
we will study how turbulence statistics of the premixed gas vary through the flame.
Accurate modeling of turbulence inside the turbulent flame brush as well as inside the
burned region is essential for lean-burn natural gas engine applications. Heat transfer
from the burned gas to the cylinder wall and pollutant formation in the burned gas
are influenced by the turbulence.
Lipatnikov and Chomiak (2010) reviewed the more recent experimental and sim-
ulation data on the effects of premixed flames on turbulence [254]. The results reveal
that, in general, premixed combustion can noticeably affect both unconditioned and
conditioned moments of fluctuating velocities, especially when the incident turbulence
is weak, i.e., urms/SL is low. Scurlock (1948) [255] and later Karlovitz (1953) [236]
came up with the hypothesis of “flame-generated turbulence” in premixed combus-
tion. Since then, many studies have shown evidence for “flame-generated turbulence”
in premixed flames [256, 257, 258, 259, 260, 261, 262, 263]. The mechanism of “flame-
generated turbulence” was attributed to the mean velocity gradient and mean pres-
sure gradient induced by the flame [264]. On the other hand, flames can “destroy”
turbulence through a different mechanism: heat release from combustion raises mix-
ture temperature and in turn, increases the mixture viscosity. This increases kinetic
energy dissipation, thereby potentially “destroying” the turbulence.
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In the context of RANS simulations, the effects of premixed combustion on tur-
bulence are often modeled by numerically solving the balance equations of turbulent
kinetic energy (TKE) k, and dissipation rate ε [265]. The transport equation of the









































Here, k̃ is the Favre-averaged TKE. ũi and u
′′ are the Favre mean and fluctuation of
velocity component, respectively. Terms T1 and T2 represent the production of TKE
by mean velocity gradients and mean pressure gradients, respectively. Term T3 ac-
counts for the interaction of the pressure fluctuations with the fluctuating dilatation.
Term T4 accounts for the viscous dissipation of TKE. Terms T5 and T6 represent
the transport of TKE by pressure fluctuation and velocity fluctuation, respectively.
Zhang and Rutland (1995) evaluated the terms on the RHS of Eq. (10.1) using DNS
[266]. They found that the pressure term, i.e., T2, and T3 in Eq. (10.1) is a dominant
source of k for flames in the corrugated flamelet regime, as shown in Fig. 2.6(b).
Similar findings were obtained by Nishiki et al. (2002) by analyzing DNS of premixed
flames in the corrugated flamelet regime [267]. Chakraborty et al. (2011) studied the
statistical behavior of TKE transport for premixed flames in decaying turbulence.
The DNS analyzed in their work include flames in the corrugated flamelet regime and
in the thin reaction zone regime (with urms/SL up to 7.5) [268]. They observed that
TKE is generated within the flame brush for flames in the corrugated flamelet regime
whereas for flames in the thin reaction zone regime, TKE decays monotonically.
In this chapter, DNS of premixed flames reported in Table 8.1 of Chapter 8 will be
studied with an emphasis on the TKE balance within the flame brush. The normalized
turbulence intensities urms/SL of flames considered in this study vary from 2.0 to 25.0.
The corresponding Damköhler and Karlovitz numbers vary from 3.20 to 0.26 and from
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1.1 to 49.4, respectively. The rest of the chapter is organized as follows. Section 10.2
discusses the behavior of TKE, dissipation rate, and integral length scales across the
turbulent flame brush. Section 10.3 examines the budget of TKE balance across the
flame brush. The scaling of individual term is also considered. The chapter then ends
with summary in Section 10.4.
10.2 Turbulence Characteristics Through the Turbulent Flame Brush
As discussed in Chapter 5, the premixed turbulent flames are simulated in an
inflow-outflow configuration. Without loss of generality, we will refer to the inflow
direction as the x-direction. Periodic boundary conditions are imposed for boundaries
which are parallel to the mean inflow direction, i.e., the y- and z-directions. With
this configuration, there is no mean shear present in the flow that may complicate
the analysis. Hence, the turbulent flame can be viewed as statistically planar. In
addition, turbulence is homogeneous on any given y-z plane. The v and w components
of velocity are isotropic. This allows us to perform spatial averaging on the y-z plane
to obtain statistics of turbulence quantities. These quantities are, of course, expected
to vary along the x-direction.
Performing temporal averaging of any quantity is less trivial than spatial averaging
with this particular setup. This is because the mean flame position is varying in time,
although the flame remains stationary in a statistical sense. This problem can be
resolved by using a conditional averaging based on the planar mean progress variable
〈c〉. Here 〈·〉 represents the averaging operation on the y-z plane. The progress
variable c is defined as
c(x, y, z, t) = 1− YCH4(x, y, z, t)
Yu,CH4
, (10.2)
where Yu,CH4 is the mass fraction of CH4 in the unburned mixture. In other words,
temporal averaging is performed on the y-z planes corresponding to a similar location
within the turbulent flame brush, i.e., at 〈c〉 = c∗. Mathematically, the temporal
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mean of an arbitrary quantity φ corresponding to location c∗ within the turbulence
brush is given by
φ̄(c∗) = φ|〈c〉(x, t) = c∗. (10.3)
Note that progress variable c varies locally from 0 to 1 from unburned to burned
mixture, respectively, whereas 〈c〉 varies from 0 to 1 across the turbulence flame
brush, which is much thicker than the laminar flame thickness. For the conditional
averaging on 〈c〉 to be well-posed, 〈c〉 and axial position x must possess a one-to-
one correspondence. Figure 10.1 displays the planar mean progress variable 〈c〉 as a
function of axial location for one instance. Evidently 〈c〉 increases with increasing x
in a near monotonic behavior.
Figure 10.1. Instantaneous planar mean progress variable 〈c〉 as a
function of axial location x.
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The variations of the Favre-averaged turbulent kinetic energy k̃, its dissipation
rate ε̃ and integral length scales L22 and L33 across the turbulence flame brush are














Figure 10.2 shows the normalized TKE as a function of 〈c〉 for eight cases. The
normalization is carried out against the target steady-state TKE specified in the
linear forcing term, i.e., ko in Eq. (5.21). It can be seen that at 〈c〉 = 0, Favre-
averaged TKE agrees with ko within 10%. This suggests that the use of 2D conditional
statistics is adequate for predicting second moments of turbulence characteristics. As
〈c〉 increases, k̃/ko decays for all flames considered in this study. This is consistent
with the observation made by Chakraborty et al. that k̃ decays monotonically across
the flame brush in the thin reaction zone regime [268]. Furthermore, it is evident
that there exists a correlation between the Damköhler number (Karlovitz number)
and the decay in TKE. The lower (higher) the Da (Ka), the higher the decay in TKE
across the turbulent flame brush. The correlation with Da and Ka will be examined
in detail in Section 10.3.
Integral length scale Lo on any y-z plane can be estimated by the average of L22


















where R22 and R33 are the two-point correlation functions given as
R22(
⇀
r ) = 〈v′′(⇀x)v′′(⇀x + ⇀r )〉,
R33(
⇀
r ) = 〈w′′(⇀x)w′′(⇀x + ⇀r )〉,
(10.6)
Figure 10.3 shows the integral length scale Lo normalized by the value of Lo at 〈c〉 =
0, i.e., inside the unburned mixture, as a function of 〈c〉. It is seen that the integral
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Figure 10.2. Variations of turbulence kinetic energy k̃ normalized by
the desired steady-state ko of the “linear forcing” scheme as a function
of planar averaged progress variable 〈c〉.
length scale grows as CH4 is consumed by the flame. The increase in Lo is more
prominent in flames with low Da (high Ka). For instance, for flame with Da = 3.20
and Ka = 1.1, Lo grows by less than 60% from unburned to burned mixture whereas
for flame with Da = 0.26 and Ka = 49.4, Lo grows by more than 120%. The variations
in ε̃ normalized by ε̃ evaluated at 〈c〉 = 0 are plotted in Fig. 10.4. It is seen that
ε̃ decreases across the turbulence flame brush. This is expected since ε scales with
k3/2/Lo. With the decay in k and growth of Lo within the flame brush, dissipation
rate drops monotonically and this effect becomes more prominent in low Da, high Ka
flames. The effects of Da and Ka on the variation of TKE will be discussed in the
next section.
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Figure 10.3. Variations of integral length scale Lo = (L22 + L33)/2
normalized by the value of Lo at 〈c〉 = 0 as a function of planar
averaged progress variable 〈c〉.
Figure 10.4. Variations of TKE dissipation rate ε̃ normalized by ε̃ at
〈c〉 = 0 as a function of planar averaged progress variable 〈c〉.
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10.3 Turbulent Kinetic Energy Budget within the Flame Brush
It is useful to examine the six terms on the RHS of Eq. (10.1) in order to better
understand the variations in TKE within the turbulent flame brush. Figures 10.5(a)-
10.5(d) show the mean values of T1 to T6 conditioned on the planar averaged progress
variable 〈c〉 for four flames with normalized turbulence intensities urms/SL = 2, 5, 10
and 20, respectively. The corresponding Da = 3.20, 1.28, 0.64 and 0.32 and Ka =
1.1, 4.4, 12.5 and 35.4. In addition, Table 10.1 tabulates the L2-norm of each term







It is evident from Fig. 10.5 that term T1 which is responsible for the production
of TKE due to the mean velocity gradients acts as a sink throughout the turbulent
flame brush. This may be explained as follows: for a statistically planar flame with
homogeneity in the y- and z-direction, term T1 is reduced to −ρu′′u′′∂ũ/∂x where
−ρu′′u′′ is always negative while the mean velocity gradients remains positive due to
flow acceleration by heat expansion. Therefore T1 stays negative everywhere.
It is interesting to investigate how T1 is influenced by changes in the turbulence
intensities and length scales. Note that −ρu′′u′′ should scale with ρuu2rms. ∂ũ/∂x is
the spatial gradient of the mean velocity. In a statistically planar turbulent flame,
the unburnt gas approaches the turbulent flame brush with a velocity equal to ST.
The velocity of burned gas leaving the turbulent flame brush is then give as STTb/Tu.
The mean turbulent flame brush thickness δT normalized by turbulence integral length
scale is plotted in Fig. 10.6. It is given as the distance between 〈c〉 = 0.5 and 0.95.




Figure 10.5. Variations of terms T1 ∼ T6 across the turbulent flame
brush for flames with (a) urms/SL = 2.0, Da = 3.20, Ka = 1.1; (b)
urms/SL = 5.0, Da = 1.28, Ka = 4.4; (c) urms/SL = 10.0, Da = 0.64,























































































































































































































































































Figure 10.6. Normalized turbulent flame brush thickness as a function of Ka.
length scale. There appears to be only a weak dependence of δT on Ka. In other









where τ = (Tb − Tu)/Tu is of the order of unity for flames with high reactant tem-
perature as in lean-burn natural gas engines. Figure 10.7 shows the comparison of the
L2-norms of T1 computed using the DNS data against those from the scaling equation
of Eq. (10.8) on a logarithm plot. The symbols collapse into a line with a gradient of
approximately 2, suggesting the success of Eq. (10.8).
10.3.2 Term T2
The term T2 is responsible for the production of TKE due to the mean pressure
gradients. Evident from Fig. 10.5, The magnitude of T2 is small compared to all
other terms except T3. Note that Zhang and Rutland [266], and Nishiki et al. [267]
found that T2 acts as a dominant source of TKE for flames in the corrugated flamelet
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Figure 10.7. Comparison of the L2-norms of T1 with those obtained
using the scaling equation of Eq. (10.8).
regime. As evident from Figs. 10.5(a)-10.5(d), the relative contribution of T2 to TKE
diminishes with decreasing Da and increasing Ka.
The scaling of term T2 is examined next. Nishiki et al. (2002) suggested that u′′





Figure 10.8 shows the comparison of u′′ represented by the symbols against the model
of Eq. (10.9) which is plotted with lines for Cases 1, 2 ,4 and 6 where urms/SL ranges
from 2 to 20. Good agreement is observed. It is also evident that u′′ is of the order
of the laminar flame speed. This is consistent with prior work [269] which modeled
ρu′′c′′/ρ̄ to be proportional to SL. The gradient of mean pressure, i.e., dp̄/dx is
approximately the pressure drop divided by the turbulent flame brush thickness. For
a laminar flame, the pressure drop across the flame is given by the Rankine-Hugoniot
relations as
∆p ∼ ρuS2Lτ. (10.10)
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Figure 10.8. Comparison of u′′ (symbols) across the flame brush with
the model (lines) of Nishiki et al. (2002) [267].
Similarly for a turbulent flame brush, the pressure drop would scale with the square
of the turbulent flame speed, i.e.,
(∆p)tur ∼ ρuS2Tτ. (10.11)










Term T4 represents molecular diffusion and viscous dissipation. It is evident in
Fig. 10.5 that T4 is the most dominant term and acts as a sink of TKE throughout
the flame brush. The L2-norm in Table 10.1 suggests T4 is at least one order of
magnitude larger than the other terms when Da is low (Ka is high). This explains
the decay of TKE across the flame brush as shown in Fig. 10.2 for flames in the TRZ
regime.
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Figure 10.9. L2-norm of normalized T4 as a function of the squares of Ka.
By inspecting the mean values of T4 in Table 10.1, it is seen that when the
normalized turbulence intensity doubles from 5 to 10 and from 10 to 20, the L2-norm
of T4 increases by approximately a factor of 8 in both cases. This appears to suggest
that T4 is proportional to the cube of urms. When Lo/δL doubles from 3.2 to 6.4 and
from 6.4 to 12.8, the L2-norm of T4 drops by 43% and 50%, respectively, suggesting
that T4 is likely to be inversely proportional to Lo. In other words, T4 ∝ (u2rms/Lo)
or alternatively, T4 ∝ Ka2 . Figure 10.9 shows the normalized L2-norm of T4 as
a function of the squares of the Karlovitz number. It is evident that ‖T4‖ scales
linearly with Ka2. The line of best-fit is plotted and the gradient is found to be 0.5.

















10.3.4 Term T3 and T5
Term T3 which accounts for pressure dilatation stays positive within the flame
brush, i.e., it acts as a source of TKE. Zhang and Rutland (1995) [266] reported that
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pressure dilatation is the most important factor contributing to TKE production in
corrugated flamelet regime. However in low Da and high Ka flames, the contribution
of pressure dilatation remains small with respect to other terms. This is consistent
with prior DNS study by Chakraborty et al. (2011) [268]. Term T5 accounts for the
transport of TKE by pressure fluctuations. It manifests an oscillatory behavior across
the flame brush. We speculate this could be an artifact of employing the feedback
control on the inflow velocity. Note that the sum of T3 and T5 can be written as




















where C1 = 1.5 and C2 = 0.2. Strahle (1983) [272] suggested that the combined













where Cst is of the order of unity. Both these models suggest that T3 + T5 is of the
order of ρu′′i u
′′
i (∂ũi/∂xj), i.e., T3 + T5 ∼ O(T1).
10.3.5 Term T6
Term T6 represents the transport of TKE by the velocity fluctuation itself. It is
negative towards the unburned side but positive towards the burned side, indicating
that TKE is transported from unburned to burned gas by u′′. T6 can be considered
as the gradient of TKE convected by the local velocity fluctuation within the flame.
























where ku and kb represent the TKE in the unburnt and burned mixture, respectively.
urms,b is the root-mean-square velocity fluctuation in the product. δT is the turbulent
flame brush thickness and is shown to be approximately 5 times the integral length
scale in Fig. 10.6.
10.3.6 Relative magnitude of terms in comparison to T4
So far, the scaling of terms T1 − T6 has been considered. It is interesting to
compare the magnitude of the terms with that of T4 in order to understand the
increasing importance of T4 in low Da, high Ka flames as observed in Figs. 10.5(a)-










As discussed in Chapters 8 and 9, increasing Ka reduces the flame surface area AT
and hence ST. This effect offsets the increase in ST due to a larger ReT. As a result,
ST does not increase significantly beyond a certain value for urms. In other words, ST
< urms in high Ka flames. This results in smaller ratio of |T1/T4| with increasing Ka.
Similarly, T3 + T5 also becomes less important with respect to T4 in high Ka flames.















For high Ka flames, ST < urms and SL < urms. Consequently, |T2/T4| decreases
with increasing Ka or increasing turbulence intensities. Comparing Eq. (10.19) with
Eq. (10.18), it is evident that T2 is smaller in magnitude than T1 for flames in the
TRZ regime. This is consistent with Table 10.1.













In the limiting case when the burned mixture becomes laminar, |T6/T4| would be
approximately 0.1. In flames with moderate ReT, urms in the burned gas remains non-
zero. In fact, Figure 10.2 shows that TKE in the burned mixture is approximately
40% of that in the reactants. This would imply that T6 is approximately one order
of magnitude lower than T4, which is consistent with values in Table 10.1.
10.4 Summary
In this chapter, DNS results of statistically planar lean CH4-air flames over a range
of Da and Ka are examined. The focus of this study is to understand how turbulence
statistics of the premixed gas vary across the flame. It is shown that turbulence kinetic
energy (TKE) and its dissipation rate decreases monotonically across the flame brush
while the integral length scale increases monotonically for flames in the TRZ regime.
The transport equation of TKE is then examined and the scaling of each term is
discussed. It is found that the term which represents molecular diffusion and viscous
dissipation is the dominant term in the TKE balance. In particular, this term acts
as a sink to reduce TKE across the flame and it scales with the squares of Ka. The
relative importance of the other terms with respect to the dissipation term is shown
to decrease with increasing Ka.
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11. SUMMARY, CONCLUSIONS AND FUTURE WORK
11.1 Introduction
Lean-burn natural gas engines are attractive as they offer enhanced thermal ef-
ficiencies and reduced NOx emissions. However, achieving reliable ignition in lean
natural gas is challenging because of the possibility of misfire. In addition, cycle-to-
cycle variations are greater due to the slow burning velocities. The challenge to ignite
the fuel can be overcome by employing a dual-fuel strategy where a pilot quantity
of high CN fuel (e.g., diesel) is directly injected into the chamber that is filled with
premixed natural gas and air. The pilot fuel will auto-ignite and generate multiple
ignition kernels thereby accelerating the overall combustion process. This work first
addresses flame ignition in dual-fuel mixtures. To reduce cycle-to-cycle variations, an
improved understanding of subsequent premixed turbulent flame propagation in lean
natural gas/air mixtures is vital. Such understanding can lead to the development of
more accurate turbulent combustion models which can then be employed in modeling
the flow and combustion in lean-burn engines. The focus of this thesis is on achieving
this improved understanding of turbulent flame propagation in lean-burn mixtures.
11.2 Summary and Conclusions
A review of the literature presented in Chapter 2 shows that, while performance
and emissions characteristics of dual-fuel natural gas engines with diesel injection have
been studied experimentally, there is limited work discussing the ignition behavior in
dual-fuel mixtures. Furthermore, turbulent flame propagation in the lean premixed
natural gas is not well understood. Turbulent flame speed, in general, has been a
frequent subject of inquiry as it characterizes the global effects of turbulent-chemistry
interactions and it has been extensively employed in combustion modeling. Existing
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correlations for premixed turbulent flame speeds are summarized but large variability
is found among the correlations, as shown in Fig. 2.7. Hence, there is a need to
improve the understanding of both ignition inside dual-fuel mixtures and subsequent
turbulent flame propagation in lean methane-air mixtures.
The numerical tools employed in this work is described in Chapter 3. The in-
house code, FLEDS, is a compressible Navier-Stokes solver with CHEMKIN-interface
for solving species transport and chemical reactions. It uses a 6th-order spatial dis-
cretization and a 4th-order compact Runge-Kutta temporal scheme. A recently de-
veloped code, HOLOMAC, employs the low Mach number assumption that results
in the decoupling of the thermodynamic pressure and the hydrodynamic pressure. It
uses Fast Fourier Transforms (FFT) to solve the variable-coefficient Poisson equation
to fulfill the divergence constraint. FLEDS and HOLOMAC are parallelized using the
message passing interface (MPI) library. Speed-up efficiency up to 75% is recovered
using 4096 processors in the strong scaling test and excellent performance is observed
in the weak scaling test up to 32K processors.
In Chapter 4, computations are carried out of n-heptane/methane-air mixing lay-
ers under high-pressure and high-temperature conditions to provide insight into the
fundamental physics of flame propagation in a lean premixed low-CN fuel/air system
when ignited by autoignition of a high-CN fuel. Mixing layer thickness, pressure,
and premixed fuel/air temperature and equivalence ratio are varied parametrically to
understand the dependence on these variables of the characteristic time required for
steady premixed flame propagation to be achieved. It is shown that the characteristic
time has three components: time for autoignition to occur, time for peak tempera-
ture to be achieved following autoignition, and time for steady flame propagation in
the premixed fuel/air mixture to be achieved. It is found that the autoignition time
correlates well with pressure and temperature as documented in the literature. The
time to achieve peak temperature is relatively short, but correlates with mixing layer
thickness and premixed equivalence ratio. The time to achieve steady propagation
correlates with mixing layer thickness and laminar flame speed and thickness. The
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influence of turbulence is not considered as the early phase of ignition in engines is
controlled by a laminar process.
Following the studies above, premixed flame propagation in turbulent flows is
investigated using direction numerical simulations (DNS). To reduce the computa-
tional expenses associated with performing DNS, a novel methodology is developed
to simulate turbulent premixed flames as statistically stationary in an inflow-outflow
configuration using feedback control mechanism. Chapter 5 discusses the implemen-
tation of this methodology. Two forms of feedback are employed to keep the flame
stationary in a statistical sense: a proportional feedback is used to produce spon-
taneous adjustment on the bulk inflow velocity and an integral feedback is used to
shift the flame front toward a desired location. The main advantage is that the com-
putational domain size can be decoupled from the physical flow time. This allows
for statistics to be collected over an extended period of time. Methods to generate
2D and 3D turbulence for reacting simulations are also discussed in Chapter 5. An
inexpensive approach which employs digital filtering of white noise and prescription
of desired length scales and Reynolds stresses is used to generate 2D turbulence. An-
other approach discussed in Chapter 5 to generate 3D steady turbulent flows is by
“linear forcing” to mimic the energy cascade process.
In Chapter 6, turbulent premixed flames in lean methane-air mixtures are simu-
lated in a two-dimensional domain for a range of turbulent intensities (up to urms/SL
= 11). Turbulent flame speeds are obtained by averaging in time over more than
30 eddy turnover times once the flame becomes fully-developed. It is found that the
normalized flame speeds initially increase with increasing turbulence intensities, but
begin to plateau with further increase in turbulence beyond a certain threshold. Stud-
ies of premixed flames at two equivalence ratios (φ = 0.5 and 0.6) show that turbulent
flame speed ST is not a function of the normalized turbulence intensity alone, but is
also likely to depend on the equivalence ratio φ, or the Karlovitz number Ka and the
Damköhler number Da. However, this conclusion could be affected by the unphysical
nature of 2D turbulence which lacks the essential mechanism of vortex stretching.
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In Chapter 7, 3D DNS of lean premixed flames are carried out to understand the
effects of equivalence ratio on turbulent flame speed. Pressure and temperature of
the reactants are selected at 20 bar and 810 K, respectively. Equivalence ratios are
varied from 0.39 to 0.60. These conditions are representative of lean-burn natural gas
engines. Turbulence in the reactants is forced using the “linear forcing” scheme. In
this way, the velocity and length scale ratios between the flow field and the flame are
held invariant throughout the course of simulation. It is found that the normalized
turbulent flame speed ST/SL does not change with equivalence ratio above the lean
limit when the Karlovitz and Damköhler number are fixed. Hence, the effect of φ
on ST can be modeled through Ka and Da. Analysis of flame surface area shows
that surface wrinkling generated by eddies is not affected by variations in φ irrespec-
tive of the scales considered, provided Ka and Da are fixed. It is also found that
steeper passive scalar gradients are generated by turbulence. This is resulted from
the preferential alignment of the most compressive principal strain rate parallel to the
flame surface normal. Varying equivalence ratio does not influence turbulence-flame
alignment.
The work in Chapter 7 is extended in Chapter 8 with the objective of deriving
a generalized expression for the turbulent flame speed. 3D DNS of turbulent flames
propagating in lean methane/air mixtures are carried out with parametric variation
of turbulence intensities (urms/SL = 2-25) and length scales (Lo/δL = 3.2-12.8). The
pressure is selected at 20 bar, reactant temperature at 810 K, and the equivalence
ratio is selected to be 0.5. A 13-species reduced mechanism and a global mechanism
are employed for the simulations. The global mechanism is found to be adequate
for predicting flame surface wrinkling, flame thickness and turbulent flame speed ST
compared to the reduced mechanism.
For flames in the Thin Reaction Zone (TRZ) regime shown in Fig. 2.6(b), the
normalized turbulent flame speeds ST/SL can be related to the flame area enhance-
ment AT/AL resulting from turbulence interactions with the laminar flame and the
efficiency factor Io which is close to unity (1.07 ± 0.04) when evaluated at the tem-
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perature of peak heat release rate. Furthermore, AT/AL is dependent on the tur-
bulent Reynolds number ReT and the Karlovitz number Ka. In particular, AT/AL
is increased by increasing ReT and by reducing Ka. Increasing ReT increases the
spectrum of scales that generates flame surface area. The dependence on the Ka is
weaker but accounts for the change in surface area due to interaction between small-
scale eddies and the flame. The wrinkling of the flame surface by the integral scale
eddies initially increases with increasing turbulence intensities (0 < urms/SL < 2) but
reaches a steady value of about 3 times AL for higher turbulence intensities (2 <
urms/SL < 25). A correlation for turbulent flame speed is proposed based on these
observations in Section 8.4.
The effects of Karlovitz number on the evolution of flame surface area are investi-
gated within the framework of flame stretch in Chapter 9. With increasing Ka, there
is increased probability of forming highly curved surfaces locally. By examining the
flame displacement speed Sd on the flame surface, it is found that on highly curved
surface, irrespective of whether it is convex or concave, flame propagation dominates
the tangential strain effect which results in a negative flame stretch. This, in turn,
results in the reduction of flame surface area. Furthermore, conditional mean Sd on
surface curvature is found to be independent of Ka or the shape factor. The physical
insights derived from the analysis are applied to modeling the Flame Surface Density
(FSD) equation in Section 9.6.
The effects of combustion on turbulence are investigated in Chapter 10. It is found
that turbulence kinetic energy (TKE) and its dissipation rate decreases monotonically
across the flame brush while the integral length scale increases monotonically for
flames in the TRZ regime. The transport equation of TKE is then examined and
the scaling of each term is discussed. It is found that the sink term which represents
molecular diffusion and viscous dissipation is the dominant term in the TKE balance.
This term is responsible for the decay of TKE across the flame brush. The relative




It is important to assess whether the conclusions of this work are applicable for
the breadth of the turbulent combustion regime map. Figure 11.1 shows the premixed
combustion regime diagram by Peters (2000) [77]. The shaded rectangle represents
the range of turbulence properties relative to the flame studied in this work. One
suggestion for future work is to consider turbulent flames with larger integral length
scales, i.e., regions on the right of the shaded rectangle. Note that the highest Lo
considered in this work is 1.28 mm. In comparison, integral length scales in large
lean-burn natural gas engines can be in the range of 2-5 mm. With increasing Lo,
turbulent Reynolds number will increase while Karlovitz number will decrease. Based
on our correlation for ST, both of these two effects are expected to increase ST. An
important goal for the proposed study is to validate our conclusion regarding the
effects of turbulent Reynolds number on flame surface wrinkling. Recall that in
Figure 8.8, when the sampled flame surface area A(∆) normalized by AT is plotted
against the sampling length ∆ normalized by η, A(∆) of all cases collapse into a
single curve. More specifically, this curve represents the wrinkling generated by the
spectrum of eddies from smallest scale, i.e., the Kolmogorov scale, to the largest scale,
i.e., the integral length scale. A study with larger Lo and hence larger ReT would
help to validate and to improve our proposed correlation in Eq. (8.11) for describing
the ReT dependence.
Another suggestion for further work is to study turbulent flames subjected to more
intense turbulence intensities and assess the potential of a transition to “distributed
combustion.” In Fig. 11.1, this would correspond to regions above the shaded rectan-
gle where Ka  1. It is argued that when Da  1 and Ka  1, the mode of premixed
combustion becomes similar to that in a well-stirred reactor. Heat release occurs al-
most homogeneously throughout the flame brush, accompanied by low gradients in
composition [62, 76, 273, 274]. So far, there has been no experimental evidence of
distributed combustion. A fairly recent work by Aspden et al. (2011) considered DNS
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Figure 11.1. The range of turbulence conditions considered in this
work on the premixed turbulent combustion regime map [77].
of premixed hydrogen-air flame with urms/SL up to 107 and Ka up to 1562 [275]. The
authors argued in favor of “a transition towards distributed combustion.” It would
be interesting to examine the validity of Eq. (8.1) for flames subjected to extreme
turbulence. In addition, the validity of flame speed correlation presented in the thesis
needs to be assessed under these conditions.
From the study of premixed flame speeds in Chapter 8, it is found that the nor-
malized flame surface area generated by integral scale eddies reach a steady value
of approximately 3 for moderate turbulence intensities. More studies are needed to
elucidate the generality of this result. In other words, this result could be specific to
the statistically planar flame setup that is employed in this study. It is important to
examine premixed flames simulated in other geometries, such as spherical flames and
V-flames, to validate this observation.
It is also important to investigate the fuel effects on the flame surface wrinkling
and flame speeds. Recently, Lapointe and Blanquart (2016) considered the fuel and
chemistry effects in high Ka premixed turbulent flames of n-heptane/air, toluene/air,
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iso-octane/air and methane/air [276]. They found that the fuel effects on the turbu-
lent flame speed could be essentially characterized by the set of Lewis number of all
species involved in the oxidation process. In Chapter 9, we found that Lewis number
plays a role in the conditional mean of Sr + Sn as a function of curvature H, and
hence affects AT/AL and ST/SL. An opportunity for future study is to quantitatively
characterize the Lewis effect on Sr + Sn. This could be done by studying the varia-
tions in Sr + Sn when the Lewis number of the fuel is artificially set to some number
of interests. This would provide insights on the modeling of the term Sr + Sn in the
context of FSD equation despite the fact that the simulated flame is unphysical.
In Chapter 4 of this thesis, ignition in the dual-fuel mixture is studied without
considering the influence of turbulence. Note that at engine relevant conditions, the
mixing layer thickness is of the order of 100 µm and is approximately one order of
magnitude larger than the Kolmogorov scale of turbulence. The characteristic time
to reach steady flame propagation reported in Chapter 4 is of the order of 1 ms.
In comparison, the Kolmogorov time scale is of the order of 0.1 ms for a turbulent
Reynolds number of 200. In other words, the small-scale eddies can penetrate into
the mixing layer and affect local mixing under moderate turbulence levels. It is,
therefore, important to assess the turbulence effects on flame development in dual-
mixtures using DNS. One foreseeable challenge is associated with the computational
cost. To capture the physical process of energy cascade in turbulent flows, 3D DNS
is necessary. In addition, accurate modeling of the ignition behavior requires fairly
detailed chemistry mechanisms to be employed.
Another opportunity to extend the study of dual-fuel ignition is to include the
curvature effects. Since periodic boundary conditions are used for boundaries per-
pendicular to the mixing layer in Chapter 4, the mixing layer essentially remains
planar. It is interesting to consider how local curvature, an effect present in 3D
spaces, would influence the three phases of flame development described in Chapter
4. It is expected that curvature effect, coupled with differential diffusion, would lead
to focusing/defocusing of heat and species diffusion, thereby modifying the character-
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istic time scale of each individual phase identified in this work. The curvature effects
can be studied by examining ignition behavior in a circular mixing layer using a 2D
setup.
There is also a need to improve engine combustion models by exploiting the un-
derstanding gained in this work. Such models can then be implemented in multidi-
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[123] G. Damköhler. Der einfluß der turbulenz auf die flammengeschwindigkeit in gas-
gemischen. Zeitschrift für Elektrochemie und angewandte physikalische Chemie,
46(11):601–626, 1940.
[124] P. Clavin and F. Williams. Theory of premixed-flame propagation in large-scale
turbulence. Journal of Fluid Mechanics, 90(03):589–604, 1979.
[125] P. Clavin and F. Williams. Effects of molecular diffusion and of thermal ex-
pansion on the structure and dynamics of premixed flames in turbulent flows of
large scale and low intensity. Journal of Fluid Mechanics, 116:251–282, 1982.
[126] A. R. Kerstein and W. T. Ashurst. Passage rates of propagating interfaces in
randomly advected media and heterogeneous media. Physical Review E, 50(2):
1100, 1994.
[127] A. Klimov. Premixed turbulent flames-interplay of hydrodynamic and chemical
phenomena. Flames, Lasers, and Reactive Systems, 1:133–146, 1983.
[128] A. R. Kerstein. A linear-eddy model of turbulent scalar transport and mixing.
Combustion Science and Technology, 60(4-6):391–421, 1988.
[129] F. Gouldin. An application of fractals to modeling premixed turbulent flames.
Combustion and Flame, 68(3):249–266, 1987.
[130] Y. Liu and B. Lenze. The influence of turbulence on the burning velocity of pre-
mixed ch 4-h 2 flames with different laminar burning velocities. In Symposium
(International) on Combustion, volume 22, pages 747–754. Elsevier, 1989.
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