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Abstract
It has recently been established that, in a non-demolition measurement
of an observable N with a finite point spectrum, the density matrix of the
system approaches an eigenstate of N , i.e., it “purifies” over the spectrum of
N . We extend this result to observables with general spectra. It is shown that
the spectral density of the state of the system converges to a delta function
exponentially fast, in an appropriate sense. Furthermore, for observables with
absolutely continuous spectra, we show that the spectral density approaches
a Gaussian distribution over the spectrum of N . Our methods highlight the
connection between the theory of non-demolition measurements and classical
estimation theory.
1 Introduction
In an indirect measurement, information about a quantum system S is obtained
by performing a sequence of standard von Neumann measurements on probes that
have previously interacted with S. A theory of indirect measurements has been
proposed by Kraus [1]. Upon tracing out the degrees of freedom of the probes, the
effective time evolution of the system is described by jump operators, Vξ, indexed
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by probe measurement outcomes ξ, which act on the Hilbert space of pure state
vectors of the system S. These operators encode the statistics of measurement
results and the conditional evolution of the system. If a result ξ is recorded in a
probe measurement, the state, |ψ〉, of the system changes according to the rule
|ψ〉 → Vξ|ψ〉||Vξ|ψ〉|| . (1)
In order to describe the probabilities of different measurement outcomes, ξ, the set,
X , of all such outcomes must be equipped with a probability measure. In particular,
we need to specify an a-priori measure, µ, “counting” the different measurement
results. The probability measure on X is then chosen to be
〈ψ|V ∗ξ Vξ|ψ〉dµ(ξ). (2)
Consistency imposes a normalisation condition on the jump operators, namely∫
X
V ∗ξ Vξdµ(ξ) = 1.
Apart from this condition, the operators Vξ can be chosen arbitrarily. Eqs. (1, 2)
are consequences of the Born rule. The precise form of the jump operators Vξ can
be derived from the joint Hamiltonian evolution of the system and the probes and
the Born rule applied to the probe measurements. We do not repeat this derivation
here; but see, e.g., [2]. In our analysis we will make a fixed choice of jump operators.
If the system interacts with a sequence of independent probes, Eqs. (1, 2) can
be iterated so as to obtain the probability of recording a sequence, ξ = (ξ1, ξ2, . . . ),
of measurement results, along with the corresponding changes of the state of the
system. A fundamental problem in the theory of indirect measurements is to un-
derstand the asymptotic behaviour of the probability distribution on the space
of sequences ξ of measurement outcomes and of the state of the system. Vari-
ous aspects of this problem have been studied by different authors: Conditions for
asymptotic purification have been given in [3], entropy production has been studied
in [4], and conditions for uniqueness of the invariant measure have been derived in
[5]; a general approach has been outlined in [6].
We consider a special case of indirect measurements – so called non-demolition
measurements – with the feature that all jump operators Vξ are functions of the
observable N of S that one wants to measure. The motivation to study this case
comes from experiments carried out in the group of Haroche and Raimond [7]
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whose theoretical description fits into the framework developed in our paper. In
these experiments it is observed that the state of the system gradually approaches
an eigenstate of a certain observable N (the number of photons stored in a cavity).
A theoretical description of this phenomenon has been proposed in [8], see also [3],
and studied more fully in a series of papers; see [9, 10, 6], where further details
are provided. In the present paper, we continue this line of research by relaxing
the conditions on the spectrum of the observable N ; (in all previous works only
observables with discrete spectra have been considered).
We will exhibit the phenomenon of “purification” over the spectrum of N for
the example of an observable with a general spectrum: Let |ψk〉 denote the state
of the system S after the kth probe measurement. We show that, for all continuous
functions f , 〈ψk|f(N )|ψk〉 approaches the value f(ν), for some point ν in the spec-
trum of N , as k →∞, and that the frequency of occurrence of a specific point ν is
given by Born’s rule applied to the initial state, |ψ0〉, of S. We also determine the
rate of approach to the limit, as k → ∞. (For precise statements of assumptions
and results see Theorem 2.2.)
If the spectrum of N is non-degenerate and discrete the convergence of the
spectral measure of |ψk〉 implies that |ψk〉 approaches an eigenstate ofN , as k →∞.
If the observable N has continuous spectrum this conclusion does not hold, because
there are no normalisable eigenstates associated with points ν in the continuous
spectrum ofN . If, however, the spectrum ofN is purely absolutely continuous then
states of S can be represented as functions, ψ(ν), on the spectrum of N that are
square-integrable with respect to some measure absolutely continuous with respect
to Lebesgue measure. Under suitable hypotheses, the wave function, ψk(ν), of the
state |ψk〉 then turns out to approach a Gaussian function whose width shrinks to
0, as k →∞. The exact description of this convergence result and the assumptions
implying that the states |ψk〉 converge, as k →∞, are given in Theorem 2.7.
To arrive at this generalisation of known results has required a shift in per-
spective: It turns out to be useful to map the quantum-mechanical problem (or,
at least, parts of it) onto a problem of classical parameter estimation. The phe-
nomenon of purification over the spectrum of an observable then turns into the one
of consistency of the maximum likelihood estimator. The hypotheses required for
consistency are well known. For our readers’ convenience, we will present detailed
proofs using quantum mechanical language. Appropriate references for the results
underlying our analysis will be provided as well.
In the next section we describe our setting and summarise our main results. We
divide these results into law-of-large-number type results valid for arbitrary spectra
of the observable, provided some regularity conditions hold, and central-limit type
3
results for which absolute continuity of the spectrum of the observable is needed.
In accordance with this division, proofs are presented in Section 3 and Section 4,
respectively.
2 Setup and Main Results
General mixed states of a physical system S are density matrices, ρ, acting on a
separable Hilbert space H. Let µ be a σ-finite (counting) measure on a measure
space (X ,ΣP ) of probe measurement outcomes. We consider a family of measurable
bounded operators Vξ acting on H required to satisfy the normalisation condition∫
X
V ∗ξ Vξ dµ(ξ) = 1. (3)
Furthermore, we introduce the space, Ξ ≡ X N, of infinite sequences ξ ≡ (ξ1, ξ2, . . . )
of probe measurement outcomes equipped with the standard sigma algebra, Σ,
generated by cylinder sets. The measure space (Ξ,Σ) has a natural filtration
(Σk)k=1,2,..., where Σk consists of sets determined by the first k measurement re-
sults. Without danger of confusion we will identify a cylinder set E ∈ Σk with its
base E ∈ Σ×kP . We define an operator-valued stochastic process, Vk, adapted to the
above filtration by setting
Vk(ξ) = Vξk . . . Vξ1 .
With every density matrix ρ onH and every k = 1, 2, . . . , we associate a probability
measure, P
(k)
ρ , on (Ξ,Σk) by setting
P
(k)
ρ (E) :=
∫
E
tr(Vk(ξ)ρV
∗
k (ξ))dµ(ξ1) . . .dµ(ξk), E ∈ Σk. (4)
By a well known lemma due to Kolmogorov, these measures determine a unique
measure, Pρ, on the space (Ξ,Σ). We define a “posterior state” by
ρk(ξ) :=
Vk(ξ)ρV
∗
k (ξ)
tr(Vk(ξ)ρV
∗
k (ξ))
. (5)
If the initial state ρ is a rank-one projection, |ψ0〉〈ψ0|, then the the posterior state
is a rank-one projection, |ψk(ξ)〉〈ψk(ξ)|, with |ψk(ξ)〉 = Vk(ξ)|ψ0〉/||Vk(ξ)|ψ0〉||.
In the case of non-demolition measurements considered in this paper, the op-
erators Vξ are functions of a self-adjoint bounded operator N , where N is the
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“observable” to be measured. By functional calculus, the operators Vξ ≡ Vξ(N )
are then determined by a measurable family, Vξ : ν ∈ R 7→ Vξ(ν) ∈ C, of bounded
complex-valued functions satisfying a normalisation condition∫
X
|Vξ(ν)|2dµ(ξ) = 1, for all ν ∈ R.
This normalisation condition implies Eq. (3). Let dλρ(ν) denote the spectral mea-
sure of N with respect to a state ρ, (i.e., tr(g(N )ρ) = ∫
σ(N ) g(ν)dλρ(ν), for an
arbitrary Borel-measurable, integrable, function g). For a cylinder set E of the
form E1 × · · · × Ek, with Ej ∈ ΣP , j = 1, . . . , k, the measure Pρ introduced in (4)
is given by
Pρ(E) =
∫
σ(N )
dλρ(ν)µν(E1) . . . µν(Ek). µν(Ej) =
∫
Ej
dµ(ξ)f(ξ|ν), (6)
where
f(ξ|ν) := |Vξ(ν)|2 (7)
acquires the meaning of a conditional probability distribution. We denote by Eν [·]
the expectation with respect to the measure µν . Eq. (6) is the de Finetti decompo-
sition [11] of the measure Pρ.
Let
l(ν|ξ) := log f(ξ|ν),
be the log-likelihood function, and define by
lk(ν) ≡ lk(ν|ξ) := 1
k
k∑
j=1
l(ν|ξj) (8)
the log-likelihood function of a sequence of k measurements. The maximum-
likelihood estimator of the value of N is then given by
Nˆk := argmaxν∈σ(N )lk(ν). (9)
For any given realization of ξ, there may be more than one ν for which the RHS is
maximized. If such an ambiguity arises we choose the value of Nˆk from the set of
maximas according to some predetermined rule. In [12], Theorem 18.19, it is proved
that this can be done in a measurable fashion under the hypotheses adopted in our
paper.
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Following the notational convention introduced in the previous paragraph, we
mostly forgo the ξ- dependence of functions. We write ρk ≡ ρk(ξ), Vk ≡ Vk(ξ), etc.
The ξ- dependence is re-introduced at points where we feel that it will be helpful
in following our arguments.
2.1 Law of Large Numbers
We prove convergence results for Nˆk and for the states ρk introduced in (5) under
minimal hypotheses corresponding to assumptions required for the consistency of
a maximum likelihood estimator.
Throughout this article, we assume that N is a bounded operator. Hence σ(N )
is a compact subset of R equipped with the induced metric.
Assumption 2.1. For each ν ∈ σ(N ), the function f(ξ|ν) belongs to L1(X , dµ)
and has the following further properties.
1. Identifiability. The map
ν ∈ σ(N ) 7→ f(ξ|ν) ∈ L1(X , dµ)
is injective, i.e., for ν 6= ν ′, the functions f(ξ|ν) and f(ξ|ν ′) are not identical.
2. Continuity. For every ξ ∈ X , the function f(ξ|ν) is continuous on the
spectrum σ(N ) of the observable N .
3. Dominance. The log-likelihood function l(ν|ξ) = log f(ξ|ν) is dominated in
the sense that
sup
ν′∈σ(N )
|l(ν ′|ξ)| ∈ L1(X , f(ξ|ν)dµ(ξ)),
for all ν ∈ σ(N ).
The last part of this assumption guarantees that the relative entropy,
S(ν|N) = min
ν′∈N
Eν [l(ν|ξ)− l(ν ′|ξ)], (10)
is well defined for any point ν and any closed subset N of the spectrum σ(N ).
Jensen’s inequality implies that the relative entropy is non-negative, S(ν|N) ≥ 0,
and Assumption 2.1.1 implies that S(ν|N) = 0 if and only if ν ∈ N . Moreover,
from [12], Theorem 18.19, we infer that S(·|N) is measurable.
For a Borel set N ∈ σ(N ), we let Π(N) denote the spectral projection of N
associated with N .
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Theorem 2.2. Given Assumption 2.1, the maximum likelihood estimator Nˆk con-
verges almost surely to a random variable Nˆ∞, and, for any Borel set N ⊂ σ(N ),
Pρ(ξ : Nˆ∞ ∈ N) = tr(Π(N)ρ). (11)
Furthermore, if N is the closure of an arbitrary open subset O of the spectrum σ(N )
of the operator N contained in the support of the measure λρ, then
− lim
k→∞
1
k
log tr(Π(N)ρk) = S(Nˆ∞|N), Pρ − almost surely. (12)
The first part of the theorem says that the density matrices ρk, k = 1, 2, . . . ,
purify over the spectrum of σ(N ). As k → ∞, the spectral measure of N asso-
ciated with ρk concentrates on the point Nˆ∞. The speed of convergence of this
concentration is described in the second part of the theorem. It is quantified by
a large deviation principle with a rate expressed in terms of the relative entropy
(10). For observables with discrete spectrum, various versions of this statement
have been established previously, see [9, 10, 6].
2.2 Central Limit Theorem
To describe the asymptotic behavior of Nˆk corresponding to the central limit the-
orem we require additional regularity assumptions. It is convenient to assume that
the probability distributions f(ξ|ν) are defined for every ν ∈ R in such manner
that f(ξ|·) is continuous for all ξ, and that f(ξ|ν) = 1 for all ν outside a compact
interval containing σ(N ).
Assumption 2.3. For all ν ∈ R, the following conditions hold:
1. Positivity. For all ν ∈ σ(N ), the probability distribution function f(ξ|ν),
see Eq. (7), is strictly positive.
2. Continuity. The probability distribution f(ξ|ν) is twice continuously differ-
entiable in ν.
3. Integrability. There exists a function g(ξ) ∈ L1(X , dµν(ξ)) such that
|∂jνf(ξ|ν ′)| < g(ξ), j = 1, 2,
for all ν ′ ∈ R, and the following differentiation under the integral sign holds
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true, ∫
∂jνf(ξ|ν)dµ(ξ) = ∂jν
∫
f(ξ|ν)dµ(ξ) (= 0), j ∈ {1, 2}. (13)
The log-likelihood function is square-integrable, ∂ν l(ν|ξ) ∈ L2(X , dµν(ξ)), and
Eν [−∂2ν l(ν|ξ))] is strictly positive, for all ν ∈ σ(N ).
The quantity F (ν) := Eν [(∂νl(ν|ξ))2)] is known as the “Fisher Information” of
the family of distributions f(ξ|ν). Since f(ξ|ν) is a probability distribution, the
right hand side of Eq. (13) vanishes. This then implies that the Fisher information
is also given by F (ν) = −Eν [∂2ν l(ν|ξ)]. The following theorem is a version of the
central limit theorem, adapted to our setting.
Theorem 2.4. Suppose Assumptions 2.1 and 2.3 are valid. Then convergence in
distribution, √
k[Nˆk − Nˆ∞] d−→ N (0, F−1(Nˆ∞)), (14)
holds, where N (0, σ2) is the normal distribution with zero mean and variance σ2.
In a more restricted setting, such a result has been proven in [6]. Note that,
in Eq. (14), the variance of the limit-distribution is itself a random variable. In
more precise terms, the following holds: For every ν ∈ σ(N ), let Xν be a random
variable with distribution N (0, F−1(ν)). Pick some a ∈ R, and define Ak :=(√
k
(Nˆk − Nˆ∞))−1((−∞, a]). Then (see Eq. (6))
lim
k→∞
Pρ(Ak) = lim
k→∞
∫
σ(N )
dλρ(ν)µ
⊗N
ν (Ak) =
∫
σ(N )
dλρ(ν)P(Xν ∈ (−∞, a]). (15)
In view of Lemma 3.2 below, it is claimed that Nˆ∞ = ν, µNν -almost everywhere.
Here P(Xν ∈ (−∞, a]) denotes the probability that Xν ∈ (−∞, a].
In order to conclude asymptotic normality of the posterior states ρk, we require
further assumptions on N .
Assumption 2.5.
1. Uniform multiplicity. We suppose that N is of uniform multiplicity n,
H = L2(R, Cn, dΘ) for a regular Borel measure Θ, and
(N f)(ν) = νf(ν). (16)
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2. Absolute continuity. Θ is absolutely continuous with respect to the Lebesgue
measure λ. We denote its Radon-Nikodym derivative by h,
dΘ(ν) = h(ν)dλ(ν).
3. Regularity. The function h is supported on the spectrum σ(N ) of N , and it
is continuous and strictly positive on σ(N ). The boundary of σ(N ) is assumed
to have Lebesgue measure 0.
The notion of uniform multiplicity is discussed, e.g., in [13, Section VII.2]. The
first part of the third assumption is redundant, as the support of Θ equals σ(N ).
In Remark 4.2 we explain how to weaken this assumption.
For a Hilbert space K, we denote by B1(K) the space of trace class operators.
Under Assumption 2.5, an operator τ ∈ B1(H) is an integral operator with a
matrix-valued integral kernel τ(ν, ν ′), where ν, ν ′ ∈ R:
(τf)(ν) =
∫
R
τ(ν, ν ′)f(ν ′)dΘ(ν ′).
Theorem 2.12 in [14] states that if the kernel of τ is continuous then the trace of τ
is given by
tr(τ) =
∫
trCn
(
τ(ν, ν)
)
dΘ(ν), (17)
where tr(·) denotes the trace with respect to L2(R,Cn, dΘ) and trCn(·) is the trace
on n×n complex matrices, Mn(C). Eq. (17) remains valid also for an integral kernel
τ(ν, ν ′) that is continuous for ν, ν ′ in a bounded measurable set N and vanishes for
ν /∈ N or ν ′ /∈ N .
For a real valued function θ(ν|ξ), the transformation
Vξ(ν) 7→ exp(iθ(ν|ξ))Vξ(ν) (18)
transforms the density matrix by a random gauge transformation
ρk(ν, ν
′) 7→ eikθk(ν)ρk(ν, ν ′)e−ikθk(ν),
where
θk(ν) :=
1
k
k∑
j=1
θ(ν|ξk).
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We address the question of convergence of such transformation as k goes to infinity
in Remark 2.8. In the main text we fix a convenient gauge.
Assumption 2.6. The function Vξ(ν) is real and positive.
The time evolved density matrix then takes the form
ρk(ν, ν
′) =
e
1
2
klk(ν)ρ(ν, ν ′)e
1
2
klk(ν
′)∫
σ(N ) e
klk(ν)tr(ρ(ν, ν))dΘ(ν)
. (19)
We recall that lk(ν) was defined in Eq (8). The following theorem shows that the
density matrix ρk is close to a Gaussian state as k tends to infinity. We define the
following normalized Gaussian kernel
GF (ν, ν
′) =
1∫
e−
F
2
x2 dx
e−
F
4
(ν2+ν′2).
Moreover, for a density matrix ρ with a continuous kernel ρ(ν, ν ′) we set
cρ(ν) :=
ρ(ν, ν)
trCnρ(ν, ν)
. (20)
When the numerator above vanishes, we set cρ to be zero.
For a fixed sequence ξ we set
B(k)1 := B1
(
L2
[
R, Cn, h(Nˆk + ν√
k
)
dλ(ν)
])
.
We recall the definition of Fisher information at a point ν, F (ν) = Eν [(∂ν l(ν|ξ))2)].
Theorem 2.7. We require Assumptions 2.1, 2.3, 2.5 and 2.6. Moreover, we
assume that that ρ(ν, ν ′), restricted to σ(N ) × σ(N ), is continuous. In addition,
we require that for every ν
lim
k→∞
e−klk(Nˆk)
∫
R
e
klk(Nˆk+ ν
′√
k
)
dλ(ν ′) =
∫
R
e−
F (ν)
2
ν′2dλ(ν ′) (21)
holds µ⊗Nν - almost surely. Then,
lim
k→∞
∥∥∥ 1√
k
ρk(Nˆk + ν√
k
, Nˆk + ν
′
√
k
)− cρ(Nˆ∞)
h(Nˆ∞)
GF (Nˆ∞)(ν, ν
′)
∥∥∥
B(k)1
= 0,
almost surely with respect to the measure Pρ.
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Notice that Theorem 2.2 implies that Nˆ∞ ∈ σ(N ) almost surely. For this
reason the denominator h(Nˆ∞) is almost surely strictly positive. Assumption (21)
is natural in the context of the Bernstein - von Mises Theorem [15, Theorem 21].
Remark 2.8. Suppose that Assumption 2.6 is not satisfied and consider the polar
decomposition of Vξ(ν):
Vξ(ν) = exp(−iθ(ν|ξ)) exp(1
2
l(ν|ξ)), (22)
where θ(ν|ξ) is a phase. Assume that the function θ(ν|ξ) is twice continuously
differentiable in ν, for almost all ξ, and that for every ν ′ ∈ R there exists a function
g ∈ L1(X , dµν′(ξ)) such that |∂2νθ(ν|ξ)| < g(ξ), for all ν ∈ R. Then the conclusion
of Theorem 2.7 would be
1√
k
ei
√
k∂νθk(Nˆk)(ν−ν′)ρk(Nˆk + ν√
k
, Nˆk + ν
′
√
k
)
→ cρ(Nˆ∞)
h(Nˆ∞)
GF (Nˆ∞)(ν, ν
′)e−
i
2
ENˆ∞ [∂
2
νθ(Nˆ∞)|ξ)]2(ν2−ν′2)
in the same topology as specified in the theorem.
3 Law of Large Numbers
The purpose of this section is to prove the convergence results for Nˆk and ρk, as
k → ∞, formulated in Theorem 2.2. We split the statements of this theorem into
two parts. The main tool employed in the proofs of both parts will be the uniform
law of large numbers, which we now recall, see [15, Theorem 16].
Theorem 3.1. Let M be a compact metric space, and let Xj(a)
d
= X(a), a ∈M , be
a sequence of i.i.d. random variables. Suppose that X(a) is almost surely continuous
in a, and assume that there is a positive random variable g with a finite first moment
such that |X(a)| < g holds almost surely, for all a ∈M . Then
sup
a∈M
| 1
N
N∑
j=1
Xj(a)− E[X(a)]| a.s.−→ 0,
as N tends to infinity.
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The next lemma claims a convergence result for Nˆk with respect to the measure
µ⊗Nν . This is a classical result first proven in [16]. We follow a proof given in [15].
Lemma 3.2. Suppose that Assumption 2.1 holds true. Then
lim
k→∞
Nˆk = ν,
almost surely with respect to µ⊗Nν .
Proof. We fix ν ∈ σ(N ) and consider the random variable lk(ν ′) – see Eq. (8) – on
the measure space (Ξ, µ⊗Nν ). Given Assumption 2.1, all conditions needed to apply
the uniform law of large numbers for lk(ν) are satisfied, and we have that
sup
ν′∈σ(N )
|lk(ν ′|ξ)− Eν [l(ν ′|ξ)]| → 0 , µ⊗Nν − almost surely.
In particular, for any closed subset N of σ(N ),
Sk(ν|N) = min
ν′∈N
(lk(ν)− lk(ν ′))
converges almost surely to S(ν|N).
Let U be an open neighborhood of ν and let U c its complement in σ(N ). Then,
by Assumption 2.1.1, S(ν|U c) > 0, and we conclude that µ⊗Nν -almost surely there
exists k0 ≡ k0(ξ) such that Sk(ν|U c) > 0, for all k > k0. By definition,
0 = Sk(ν|σ(N )) = Sk(ν|Nˆk),
whence Nˆk belongs to U almost surely. It follows that Nˆk converges to ν almost
surely.
The convergence result for Nˆk (Eq. (11) in Theorem 2.2) is a direct consequence
of the lemma.
Proposition 3.3. Given Assumption 2.1 the maximum likelihood estimator Nˆk
converges almost surely, as k →∞, and, for any Borel set N ⊂ σ(N ),
Pρ(ξ : lim
k→∞
Nˆk ∈ N) = tr(Π(N)ρ). (23)
Proof. By A we denote the set of points ξ for which limk→∞ Nˆk(ξ) exists. The limit
is denoted by Nˆ∞(ξ). Since lim supk Nˆk and lim infk Nˆk are measurable functions,
and since A is the set of points on which these two functions coincide, the set A
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is measurable. Lemma 3.2 implies that µ⊗Nν (A) = 1, for every ν. Almost sure
convergence with respect to Pρ, i.e. Pρ(A) = 1, then follows from Eq. (6):
Pρ(A) =
∫
σ(N )
µ⊗Nν (A)dλρ(ν) =
∫
σ(N )
dλρ(ν) = 1.
Next, we prove Eq. (23) using Eq. (6):
Pρ
(
Nˆ−1∞ (N)
)
=
∫
σ(N )
µ⊗Nν
(
Nˆ−1∞ (N)
)
dλρ(ν) =
∫
N
dλρ(ν) = tr(Π(N)ρ),
where we use that Nˆ∞ = ν, µ⊗Nν -almost surely; (see Lemma 3.2).
The second part of Theorem 2.2, concerning the speed of concentration of ρk
around Nˆ∞, is the content of the following proposition.
Proposition 3.4. We require Assumption 2.1. Let N be the closure of an arbitrary
open subset O of the spectrum σ(N ) of the operator N . Suppose that N is contained
in the support of the measure λρ. Then
− lim
k→∞
1
k
log tr(Π(N)ρk) = S(Nˆ∞|N), Pρ − almost surely.
Proof. We prove the Proposition in two steps.
Step 1: We prove that, for every ν ′ in the support of the measure λρ,
− lim
k→∞
1
k
log tr(Π(N)ρk) = S(ν
′|N), µ⊗Nν′ − almost surely. (24)
The quantity tr(Π(N)ρk) can be expressed in terms of the likelihood function as
tr(Π(N)ρk) =
∫
N
dλρ(ν)e
klk(ν)∫
σ(N ) dλρ(ν)e
klk(ν)
.
Let I := maxν∈N Eν′ [l(ν|ξ)]. We note that Eq. (24) follows from
lim
k→∞
1
k
log
∫
N
dλρ(ν)e
klk(ν) = I, µ⊗Nν′ − almost surely,
since Eν′ [l(ν
′|ξ)] = maxν∈σ(N ) Eν′ [l(ν|ξ)]. We fix some ε > 0 and show that, for
large enough k, ∣∣∣1
k
log
∫
N
dλρ(ν)e
klk(ν)e−Ik
∣∣∣ ≤ ε,
13
µ⊗Nν′ -almost surely.
Bound from above: Since lk(ν|ξ) converges uniformly to Eν′ [l(ν|ξ)], by the uniform
law of large numbers, we have that µ⊗Nν′ -almost surely lk(ν|ξ) − I ≤ ε, for large
k ≡ k(ξ) and all ν ∈ N . Then
1
k
log
∫
N
dλρ(ν)e
klk(ν|ξ)e−Ik ≤ 1
k
log
∫
N
dλρ(ν)e
kε ≤ ε.
Bound from below: Consider the open set
U(ε) := {ν ∈ σ(N ) : I − Eν′ [l(ν|ξ)] < ε}.
Since I is the maximum over ν ∈ N of Eν′ [l(ν|ξ)], we have that N ∩ U(ε) 6= ∅.
Since N = O, the interior of N ∩U(ε) is non-empty. Thus, since N is contained in
the support of λρ, it follows that λρ(N ∩U(ε)) > 0, for every ε > 0. By the uniform
law of large numbers,
∣∣Eν′ [l(ν|ξ)]− lk(ν|ξ)∣∣ < ε/4, for all ν and for sufficiently large
k ≡ k(ξ), µ⊗Nν′ -almost surely. It follows that I − lk(ν|ξ) < ε/2, µ⊗Nν′ -almost surely,
for every ν ∈ U(ε/4) and for sufficiently large k ≡ k(ξ). Hence
1
k
log
∫
N
dλρ(ν)e
klk(ν|ξ)e−Ik ≥ 1
k
log
∫
N∩U(ε/4)
dλρ(ν)e
−kε/2
= −ε/2 + 1
k
log λρ(U(ε/4)) > −ε,
if we choose k > 2ε−1| log λρ(U(ε/4))|; (note that N ∩U(ε/2) has a strictly positive
measure).
Step 2: We now prove the proposition. We set
B :=
{
ξ
∣∣∣− lim
k→∞
1
k
log tr(Π(N)ρk(ξ)) = S(Nˆ∞(ξ)|N)
}
. (25)
Because the set where limk→∞ 1k log tr(Π(N)ρk(ξ)) exists is measurable, and the
function S(Nˆ∞(ξ)|N) is measurable, the set B is measurable. Moreover, Lemma 3.2
implies that Nˆ∞ = ν ′, µ⊗Nν′ -almost surely, which when combined with Step 1 proves
that
lim
k→∞
−1
k
log tr(Π(N)ρk) = S(ν
′|N) = S(Nˆ∞|N), µ⊗Nν′ − almost surely. (26)
We conclude that µ⊗Nν′ (B) = 1, for every ν ′ in the support of λρ. Finally, Eq (6)
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implies the desired result, Pρ(B) = 1.
4 Central Limit Theorem
In this section we prove Theorems 2.4 and 2.7 and conclude by discussing some
extensions of our results.
4.1 Proof of Theorem 2.4
The proof is an adaptation, to our setting, of the proof of a theorem due to Crame´r:
see [15, Theorem 18].
Proof of Theorem 2.4. We first fix υ ∈ σ(N ). To understand the relevance of the
Fisher Information, one notes that, since ∂ν lk(Nˆk) = 0, the mean value theorem
implies
∂νlk(υ) = ∂ν lk(υ)− ∂νlk(Nˆk) = −∂2ν lk(ν ′)[Nˆk − υ],
for some ν ′ in the interval between υ and Nˆk. As a consequence of the central
limit theorem, the assumption that the Fisher information is finite implies that√
k∂ν lk(υ) converges in distribution (with respect to µ
⊗N
υ ) to a Gaussian random
variable with mean 0 and variance Eυ[(∂ν l(υ|ξ))2)]; (recall that Eυ(∂ν l(υ|ξ)) = 0).
By the uniform law of large numbers and the fact that Nˆk converges to υ
(almost surely with respect to µ⊗Nυ ), ∂
2
ν lk(ν
′) converges to Eυ[∂2ν l(υ|ξ)]. Further-
more, one may check, using Assumption 2.3.2, that, for any point ν, Eν [∂
2
ν l(ν|ξ)] =
−Eν [(∂ν l(ν|ξ))2)]. Combining this with the last statement of the previous para-
graph we arrive at the following convergence result:
√
k[Nˆk − υ] d−→ N (0, F−1(υ)), (27)
where the above convergence is in distribution with respect to the measure µ⊗Nυ .
Take a ∈ R and set Ak =
(√
k
(Nˆk − Nˆ∞))−1((−∞, a]) , and
gk(υ) := µ
⊗N
υ
((√
k
(Nˆk − υ))−1((−∞, a])).
Eq. (6) implies that
Pρ(Ak) =
∫
σ(N )
dλρ(υ)µ
⊗N
υ (Ak) =
∫
σ(N )
dλρ(υ)gk(υ), (28)
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where we used Lemma 3.2. Finally, the desired result follows from the Lebesgue
dominated convergence theorem and (27), (28).
4.2 Proof of Theorem 2.7
We consider the isometry
ι : L2(R, Cn, dΘ)→ L2(R, Cn, dλ), φ 7→ ι(φ) :=
√
hφ, (29)
and denote by ι−1 the inverse on its range extended by zero on the orthogonal
subspace. It follows that ι naturally defines an isometry between B1(L2(R, Cn, dΘ))
and B1(L2(R, Cn, dλ)) given by
B1(L2(R, Cn, dΘ)) ∋ τ 7→ τ := ιτι−1 (30)
=
√
h(ν)τ(ν, ν ′)
√
h(ν ′) ∈ B1(L2(R, Cn, dλ)).
We repeatedly use the above transformation to change ρk into ρk.
Proposition 4.1. We require Assumptions 2.1, 2.3, 2.5 and 2.6, and we assume
that ρ(ν, ν ′) is continuous in (ν, ν ′) ∈ σ(N )× σ(N ). Suppose, moreover, that, for
every ν,
lim
k→∞
e−klk(Nˆk)
∫
R
e
klk(Nˆk+ ν
′√
k
)
dλ(ν ′) =
∫
R
e−
F (ν)
2
ν′2dλ(ν ′) (31)
holds µν- almost surely. Then, in the standard topology of trace class operators on
the Hilbert space L2(R, Cn, dλ),
lim
k→∞
1√
k
ρk(Nˆk +
ν√
k
, Nˆk + ν
′
√
k
) = cρ(Nˆ∞)GF (Nˆ∞)(ν, ν ′), (32)
almost surely with respect to the measure Pρ .
Proof. Our proof is divided into two steps.
Step 1: Let υ belong to the interior of σ(N ). It follows that ρ(ν, ν ′) is continuous
at the point (υ, υ), viewed as a function in R2. We prove that, almost surely with
respect to µ⊗Nυ ,
lim
k→∞
1√
k
ρk
(
Nˆk + ν√
k
, Nˆk + ν
′
√
k
)
= cρ(υ)GF (υ)(ν, ν
′) (33)
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in the standard topology of trace class operators on the Hilbert space L2(R, Cn, dλ).
Convergence with respect to the trace norm is, in general, not obvious because there
are not many explicit formulas to compute this norm (unlike what happens with the
Hilbert-Schmidt norm). To prove (33) we will use Theorem 2.19 in [14] that asserts
that a sequence (τk)k∈N converges to τ with respect to the trace-norm if τk and τ ∗k
converge strongly to τ and τ ∗ (respectively) and the trace-norm of τk converges to
the trace-norm of τ . Notice that (17) alone does not help because even if τk and τ
are positive, for every k, τk − τ is not necessarily positive and, therefore, formula
(17) cannot be used to estimate its trace-norm.
In the remaining of this proof we will use a couple of times the following result
of measure theory that is a direct consequence of Theorem 1.21 and Lemma 1.32
in [17]: Suppose that fk are positive functions on L
p, 1 ≤ p < ∞, that converge
point-wise (a.e.) to a positive function f ∈ Lp. Moreover, suppose that (ηk)k∈N
is a sequence of bounded measurable functions that is uniformly bounded (i.e.,
supx,k |ηk(x)| < ∞ ) and converges point-wise to a function η (a.e.). Assume in
addition that
∫
f pk →
∫
f p. Then
lim
k→∞
fkηk = fη, with respect to the L
p-norm. (34)
We use this observation together with Eq. (17) to prove convergence with respect
to the trace norm.
Set
τk :=
1√
k
ρk
(
Nˆk + ν√
k
, Nˆk + ν
′
√
k
)
.
We define
Ck :=
( ∫
eklk(ν)tr(ρ(ν, ν))h(ν)dλ(ν)
)
e−klk(Nˆk)
√
k
and
τ˜k := Ckτk. (35)
Now, we will compute the limit, when k tends to infinity, of Ck. Since the trace of
τk equals 1, we have that
lim
k→∞
Ck = lim
k→∞
tr(τ˜k), (36)
whenever one of these limits exists. Eq. (19) implies that
τ˜k(ν, ν
′) = e−klk(Nˆk)e
1
2
klk(Nˆk+ ν√
k
)
ρ(Nˆk + ν√
k
, Nˆk + ν
′
√
k
)e
1
2
klk(Nˆk+ ν
′√
k
)
. (37)
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We define the random function
Xk(ν) := e
− 1
2
klk(Nˆk)e
1
2
klk(Nˆk+ ν√
k
)
.
By Taylor’s formula – note that ∂νlk(Nˆk) = 0, because Nˆk is where the maximum
occurs – we have that
lk(Nˆk + ν√
k
)− lk(Nˆk) = ν
2
2k
∂2ν lk(ν1)
for some ν1 ∈ (Nˆk, Nˆk + ν√k). Hence the random function Xk has the form
Xk(ν) = e
ν2
4
∂2ν lk(ν1).
By the uniform law of large numbers (cf. the proof of Theorem 2.4) −∂2ν lk(ν)
converges uniformly to Eυ
( − ∂2ν lk(ν)), which is strictly positive at ν = υ by Item
3. in Assumption 2.3. We define
Γ(ν) := e−
ν2
4
F (υ).
Using Lemma 3.2 and the uniform law of large numbers we have that (almost surely
with respect to µ⊗Nυ )
Xk(ν)→ Γ(ν), ρ(Nˆk + ν√
k
, Nˆk + ν√
k
)→ ρ(υ, υ), τ˜k(ν, ν ′)→ Γ(ν)ρ(υ, υ)Γ(ν ′),
(38)
almost surely with respect to µ⊗Nυ . Next we use (34) with fk(ν) = Xk(ν)
2, f =
Γ(ν)2, ηk(ν) = trCnρ(Nˆk + ν√k , Nˆk + ν√k ) and η(ν) = trCnρ(υ, υ) (Eq. (38) together
with Assumption (31) are the requirements for (34)). We obtain (see Eq. (17)):
lim
k→∞
tr(τ˜k) = lim
k→∞
∫
Xk(ν)
2trCnρ(Nˆk + ν√
k
, Nˆk + ν√
k
)dλ(ν) (39)
=
∫
Γ(ν)2trCnρ(υ, υ)dλ(ν) = tr(Γ(ν)ρ(υ, υ)Γ(ν
′)).
Then Eq. (36) imply that (almost surely with respect to µ⊗Nυ )
lim
k→∞
Ck = tr(Γ(ν)ρ(υ, υ)Γ(ν
′)) =
∫
Γ(ν)trCnρ(υ, υ)Γ(ν)dλ(ν). (40)
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Next we will prove that
s− lim
k→∞
τ˜k = Γ(ν)ρ(υ, υ)Γ(ν
′) (41)
(here s − lim represents the strong limit), which together with (40) and Theorem
2.19 in [14] implies that the limit in (41) holds true also with respect to the trace
norm. We will actually prove a stronger result, namely that the limit in (41) is valid
with respect to the Hilbert-Schmidt norm. We recall that for a Hilbert-Schmidt
operator O ≡ O(ν, ν ′) acting on L2(R,Cn, dλ), its Hilbert-Schmidt norm is given
by
‖O‖2HS =
∫
‖O(ν, ν ′)‖2HS(Cn)dλ(ν)dλ(ν ′), (42)
where ‖ · ‖2HS(Cn) is the Hilbert-Schmidt norm for operators in Cn. We use again
(34), but now we take p = 2. Moreover, we set fk(ν, ν
′) = Xk(ν)Xk(ν ′), f(ν, ν ′) =
Γ(ν)Γ(ν ′), ηk(ν, ν ′) = ρ(Nˆk+ ν√k , Nˆk+ ν
′√
k
) and η(ν, ν ′) = ρ(υ, υ) (Eq. (38) together
with Assumption (31) are the requirements for (34)). We obtain:
lim
k→∞
‖τ˜k−Γ(ν)ρ(υ, υ)Γ(ν ′)‖2Hs (43)
= lim
k→∞
∫ ∥∥∥τ˜k(ν, ν ′)− Γ(ν)ρ(υ, υ)Γ(ν ′)∥∥∥2
Hs(Cn)
dλ(ν)dλ(ν ′) = 0.
Eqs. (39) and (43) then lead to
lim
k→∞
τ˜k(ν, ν
′) = Γ(ν)ρ(υ, υ)Γ(ν ′), (44)
with respect to the trace norm (see Theorem 2.19 in [14] and (40), (43)). Then,
(35), (40) and (44) imply that
lim
k→∞
τk(ν, ν
′) =
1
tr
(
Γ(ν)ρ(υ, υ)Γ(ν ′)
)Γ(ν)ρ(υ, υ)Γ(ν ′), (45)
which directly implies Eq. (33).
Step 2: We prove Eq. (32). Set C be the set of points ξ such that (32) holds.
As we have argued above (see the proof of Proposition 3.3), the set C is measurable.
Since Nˆ∞ = υ, almost surely with respect to µ⊗Nυ , (see Lemma 3.2), Step 1 implies
that µ⊗Nυ (C) = 1, for every υ in the interior of σ(N ), that by assumption has λρ
measure 1. Finally, Eq (6) implies the desired result, Pρ(C) = 1.
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We are ready to prove Theorem 2.7
Proof of Theorem 2.7. We only prove that for every υ in the interior of σ(N ) (we
abbreviate F ≡ F (υ))
lim
k→∞
∥∥∥ 1√
k
ρk(Nˆk + ν√
k
, Nˆk + ν
′
√
k
)− cρ(υ)
h(υ)
GF (ν, ν
′)
∥∥∥
B(k)1
= 0, (46)
almost surely with respect to µ⊗Nυ . The rest of the proof follows as in the proof of
Step 2 in Proposition 4.1.
For every trace class operator τ ≡ τ(ν, ν ′) acting on L2(R,Cn, hdλ), we set
τ (k)(ν, ν ′) = τ(Nˆk + ν/
√
k, Nˆk + ν ′/
√
k),
acting on L2(R,Cn, h(Nˆk + ν/
√
k)dλ). Next we set
τ (k)(ν, ν ′) =
√
h(k)(ν)τ (k)(ν, ν ′)
√
h(k)(ν ′),
as an operator in L2(R,Cn, dλ). As we argued in Eq. (30), τ (k) and τ (k) have the
same norm, in their respective spaces. In the proof of Proposition 4.1 we prove that
lim
k→∞
∥∥∥ 1√
k
ρ
(k)
k − cρ(υ)GF (ν, ν ′)
∥∥∥
B1(L2(R,Cn,dλ))
= lim
k→∞
∥∥∥ 1√
k
ρ
(k)
k − cρ(υ)GF (ν, ν ′)
∥∥∥
B(k)1
= 0, (47)
almost surely with respect to µ⊗Nυ , where GF (ν, ν
′) := GF (ν,ν
′)√
h(k)(ν)
√
h(k)(ν′)
. Moreover,
lim
k→∞
∥∥∥cρ(υ)
h(υ)
GF (ν, ν
′)− cρ(υ)GF (ν, ν ′)
∥∥∥
B(k)1
(48)
= lim
k→∞
∥∥∥cρ(υ)
√
h(k)(ν)
√
h(k)(ν ′)
h(υ)
GF (ν, ν
′)− cρ(υ)GF (ν, ν ′)
∥∥∥
B1(L2(R,Cn,dλ))
= 0.
The proof of the last statement, which is left to the reader, can be made either by
a direct computation or by the same procedure that we applied repeatedly to prove
a trace convergence of operators. Finally (47) and (48) imply Eq. (46).
Remark 4.2. A) Assumptions 2.1, 2.3 require the validity of various conditions
for all points in the spectrum σ(N ) of N . If these conditions only hold true in some
open interval N ⊂ σ(N ) then our conclusions hold when conditioned on Nˆ∞ ∈ N .
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B) By a direct integral version of the spectral decomposition of N , there exists
a Hilbert space bundle Hν over a measure space (σ(N ), λ) such that
H ≃
∫ ⊕
σ(N )
Hν (49)
and, under this isometry
N ≃
∫ ⊕
σ(N )
ν (50)
where ν is an abbreviation of ν × 1ν acting on Hν. A Hilbert space bundle is
called trivial if all the spaces Hν are isomorphic to a fixed space H(0), so that
H is isomorphic to the space of square-integrable H(0)-valued functions on σ(N ),
i.e., H ≃ L2(σ(N ),H(0), λ). Any Hilbert space bundle can be decomposed into a
countable sum of trivial bundles. Theorem 2.7 can then be applied separately within
each trivial bundle.
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