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We prove a general theorem to bound the total variation distance between the distribution of an
integer valued random variable of interest and an appropriate discretized normal distribution.
We apply the theorem to 2-runs in a sequence of i.i.d. Bernoulli random variables, the number
of vertices with a given degree in the Erdo¨s–Re´nyi random graph, and the uniform multinomial
occupancy model.
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1. Introduction and the main result
Let S be a sum of independent random variables. The Berry-Esseen theorem gives a
bound on the Kolmogorov distance between the distribution of S and the normal distri-
bution with the same mean and variance as S.
Theorem 1.1 (Berry [5], Esseen [11]). Assume S =
∑n
i=1Xi where {X1, . . . ,Xn}
are independent random variables with EXi = µi, VarXi = σ
2
i , E|Xi − µi|3 = γi. Let
µ=
∑n
i=1 µi, σ
2 =
∑n
i=1 σ
2
i , γ =
∑n
i=1 γi. Then,
dK(L(S),N(µ,σ2))≤ cγ/σ3, (1.1)
where c is an absolute constant and
dK(L(X),L(Y )) = sup
z∈R
|P(X ≤ z)− P(Y ≤ z)|.
From (1.1), if σ−2 =O(1/n) and γ = o(n3/2), then
dK(L(S),N(µ,σ2))→ 0 as n→∞. (1.2)
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A stronger distance, the total variation between two distributions, is defined as
dTV(L(X),L(Y )) = sup
A⊂R
|P(X ∈A)− P(Y ∈A)|. (1.3)
If S is integer valued, the convergence in (1.2) is no longer valid under total variation
distance because
dTV(L(S),N(µ,σ2)) = 1 ∀n≥ 1. (1.4)
Equation (1.4) follows by taking A to be the set of integers in the definition of total
variation distance. Therefore, we need to find limiting distributions other than N(µ,σ2)
if small total variation distance is desired. Several alternatives have been studied, e.g.,
translated Poisson distribution [16, 17], shifted binomial distribution [18] and a new
family of discrete distributions [14]. A more natural limiting distribution, discretized
normal distribution Nd(µ,σ2), is defined to be supported on the integer set Z and have
probability mass function at any integer z ∈ Z as
P(z − 12 ≤ Zµ,σ2 < z + 12 ), (1.5)
where Zµ,σ2 is a Gaussian variable with mean µ and variance σ
2.
Using Stein’s method, Chen and Leong [7] (see also Theorem 7.4 of [6]) proved a
bound on dTV(L(S),Nd(µ,σ2)) for sums of independent integer valued random variables.
Stein’s method was introduced by Stein [20], and has become an important approach in
proving distributional approximations because of its power in handling dependence within
random variables. We refer to [1] for an introduction to Stein’s method.
Chen and Leong [7] used the zero-bias coupling approach in Stein’s method to obtain
their result. In this paper, we develop a different approach in Stein’s method for dis-
cretized normal approximation. Our approach not only recovers the result of Chen and
Leong [7], but also works for general integer valued random variables. We work under the
framework of Stein coupling, a concept introduced by Chen and Ro¨llin [8] under which
normal approximation results can be proved.
Definition 1.2. Let S be a random variable with mean µ. We say a triple of square-
integrable random variables (S,S′,G) is a Stein coupling if
E{Gf(S′)−Gf(S)}= E(S − µ)f(S) (1.6)
for all f such that the above expectations exist.
The above definition is adapted from [8] and includes many of the coupling structures
employed in Stein’s method such as local dependence, exchangeable pairs, and size bias-
ing. These coupling structures are discussed in Section 2. Under the framework of Stein
coupling, we obtain the following theorem.
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Theorem 1.3. Let S be an integer valued random variable with mean µ and finite vari-
ance σ2. Suppose we can construct a Stein coupling (S,S′,G). Then, with D= S′ − S,
dTV(L(S),Nd(µ,σ2))
≤ 2
σ2
√
Var(E(GD|S)) +
√
pi
8
E|GD2|
σ3
+
√
EG2D4
σ3
(1.7)
+
1
2σ2
E[(|GD2|+ |GD|)dTV(L(S|F),L(S + 1|F))],
where F is a σ-field such that σ(G,D)⊂F where σ(·) denotes the σ-field generated by a
random variable.
Remark 1.4. The discretization defined in (1.5) has no loss of generality. For example,
one may define another discretized normal distribution N˜d(µ,σ2) with probability mass
function at z as
P(z ≤ Zµ,σ2 < z + 1).
Then,
dTV(N
d(µ,σ2), N˜d(µ,σ2)) = dTV(N
d(µ,σ2),Nd(µ− 12 , σ2))
≤ dTV(N(µ,σ2),N(µ− 12 , σ2))
≤ c/σ,
where c is an absolute constant. It can be seen from (3.9) in the proof of Theorem 1.3
that the bound (1.7) will only differ by a constant factor if one changes the limiting
distribution from Nd(µ,σ2) to N˜d(µ,σ2).
Remark 1.5. The first three terms in the bound (1.7) are comparable to those appearing
in the upper bounds of the Kolmogorov or Wasserstein distance for normal approxima-
tions (see, e.g., Corollary 2.2 of [8]). The last term in the bound (1.7) arises because
we are working in the total variation distance. It is easy to see that such a term must
appear by considering the case when S has support restricted to the even integers. Also
in bounding this term, we choose appropriate F so that dTV(L(S|F),L(S + 1|F)) is
relatively easy to bound, yet of the same order as dTV(L(S|G,D),L(S +1|G,D)).
Ro¨llin and Ross [19] provided a general method of bounding dTV(L(V ),L(V +1)) for
a given integer valued random variable V . It is our main tool for bounding the last term
in the bound (1.7).
Lemma 1.6 (Ro¨llin and Ross [19]). For a given integer valued random variable V , if
we can construct an exchangeable pair (V,V ′) (i.e., L(V,V ′) = L(V ′, V )) so that P (V −
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V ′ = 1) 6= 0, then
dTV(L(V ),L(V + 1))
(1.8)
≤
√
Var(E(I(V − V ′ = 1)|V )) +√Var(E(I(V − V ′ =−1)|V ))
P (V − V ′ = 1) .
Remark 1.7. To apply Lemma 1.6, we need to construct exchangeable pairs such
that the bound in (1.8) is small. A useful method to construct such exchangeable
pairs when V is a function of independent random variables is as follows. Suppose
V = f(X1, . . . ,Xn) where {X1, . . . ,Xn} are independent. Let I be an independent uni-
form random index from {1, . . . , n}. Given I, let X ′I be an independent copy of XI .
Define V ′ = f(X1, . . . ,X
′
I . . . ,Xn). Then (V,V
′) is an exchangeable pair. We will use this
construction in all the applications considered in this paper.
The remaining of the paper is organized as follows. In Section 2, we show the utility
of Theorem 1.3 by adapting it to local dependence, exchangeable pairs, and size biasing,
and bounding the total variation distance for discretized normal approximations for 2-
runs in a sequence of i.i.d. Bernoulli random variables, the number of vertices with a
given degree in the Erdo¨s–Re´nyi random graph, and the uniform multinomial occupancy
model. In Section 3, we give the proof of Theorem 1.3.
2. Applications
In this section, we apply Theorem 1.3 to prove discretized normal approximation results
for integer valued random variables with different dependence structures including local
dependence, exchangeable pairs, and size biasing.
2.1. Local dependence
A typical setting of local dependence is as follows. Let S =
∑n
i=1Xi be a sum of integer
valued random variables with EXi = µi, µ=
∑n
i=1 µi and Var(S) = σ
2. Suppose for each
i ∈ {1, . . . , n}, there exist neighborhoods Ai,Bi ⊂ {1, . . . , n} such that Xi is independent
of {Xj : j /∈Ai}, and {Xj : j ∈ Ai} is independent of {Xj : j /∈Bi}. It can be verified as
in Section 3.2 of [8] that
(S,S′,G) =
(
S,S −
∑
j∈AI
(Xj − µj),−n(XI − µI)
)
is a Stein coupling where I is a uniform random index from {1, . . . , n} and independent
of {X1, . . . ,Xn}. Theorem 1.3 has the following corollary for local dependence.
Discretized normal approximation 5
Corollary 2.1. Under the above setting, assume that for every i ∈ {1, . . . , n}, |N(Bi)| ≤
θ where N(Bi) = {j ∈ {1, . . . , n} :Aj ∩Bi 6= ∅} and | · | denotes cardinality. Let
ξi =
Xi − µi
σ
, ηi =
∑
j∈Ai
ξj .
Then,
dTV(L(S),Nd(µ,σ2))
≤ 2
√√√√θ n∑
i=1
Eξ2i η
2
i +
√
pi
8
n∑
i=1
E|ξiη2i |+
√√√√n n∑
i=1
Eξ2i η
4
i (2.1)
+
1
2
n∑
i=1
E[(σ|ξiη2i |+ |ξiηi|)dTV(L(S|Fi),L(S + 1|Fi))],
where Fi is a σ-field such that σ(Xj : j ∈Ai)⊂Fi.
Proof. Let I be a uniform random index from {1, . . . , n} and independent of {X1, . . . ,Xn}.
Let G=−n(XI − µI), D =−
∑
j∈AI
(Xj − µj), and let XAi = {Xj : j ∈ Ai}. We bound
the right-hand side of (1.7) as follows. From the definition of neighborhoods Ai,Bi, the
inequality Cov(X,Y )≤ (EX2 +EY 2)/2 and the bound |N(Bi)| ≤ θ, we have
Var(E(GD|S))≤Var(E(GD|{X1, . . . ,Xn}))
=Var
(
n∑
i=1
(Xi − µi)
∑
j∈Ai
(Xj − µj)
)
≤
∑
i,i′ :XAi ,XAi′ not independent
Cov
(
(Xi − µi)
∑
j∈Ai
(Xj − µj), (Xi′ − µi′)
∑
j′∈Ai′
(Xj′ − µj′)
)
≤
∑
i,i′ :XAi ,XAi′
not independent
{
E[(Xi − µi)
∑
j∈Ai
(Xj − µj)]2
2
+
E[(Xi′ − µi′)
∑
j′∈Ai′
(Xj′ − µj′ )]2
2
}
≤ θ
n∑
i=1
E
[
(Xi − µi)
∑
j∈Ai
(Xj − µj)
]2
= σ4θ
n∑
i=1
Eξ2i η
2
i .
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Moreover,
E|GD|= σ2
n∑
i=1
E|ξiηi|, E|GD2|= σ3
n∑
i=1
E|ξiη2i |, EG2D4 = nσ6
n∑
i=1
Eξ2i η
4
i .
The corollary is proved by applying the above bounds in (1.7) with F = σ(I,FI). 
We remark that in the case that S is a sum of independent integer valued random
variables, a modification of the arguments from intermediate terms in the proof of The-
orem 1.3 yields a result similar to Theorem 7.4 of [6].
2.1.1. 2-runs
We provide a concrete example of local dependence here. Let ζ1, . . . , ζn be independent
and identically distributed Bernoulli variables with P(ζ1 = 1) = 1− P(ζ1 = 0) = p where
p ∈ (0,1). Suppose n≥ 7. Let Xi = ζiζi+1 and S =
∑n
i=1Xi. Here and in the rest of this
example, indices outside {1, . . . , n} are understood as one plus their residues mod n. We
can apply Corollary 2.1 with Ai = {i− 1, i, i+ 1}, Bi = {i− 2, . . . , i+ 2}, so that θ = 7.
The mean and variance of S can be calculated as
µ= ES = np2, σ2 =Var(S) = n(p2 +2p3 − 3p4). (2.2)
Applying (2.1) with Fi = σ(ζi−1, ζi, ζi+1, ζi+2), along with the upper bounds |ξi| ≤
1/σ, |ηi| ≤ 3/σ, we have
dTV(L(S),Nd(µ,σ2))≤ c′p
1√
n
+ c′′p sup
a,b∈{0,1}
dTV(L(Va,b),L(Va,b + 1)),
where c′p, c
′′
p are constants depending on p and with m= n− 4 and a, b ∈ {0,1} given,
Va,b = aζ1 +
m∑
j=2
ζj−1ζj + bζm.
Regarding Va,b = f(ζ1, . . . , ζm), we define V
′
a,b = f(ζ1, . . . , ζ
′
I , . . . , ζm) where I is uniformly
chosen from {1, . . . ,m}, independent of {ζ1, . . . , ζm} and given I, ζ′I is an independent
copy of ζI . From Remark 1.7, (Va,b, V
′
a,b) is an exchangeable pair. Since given {ζ1, . . . , ζm}
and I = i,
{Va,b − V ′a,b = 1}=


{a+ ζ2 = 1, ζ1 = 1, ζ′1 = 0}, i= 1,
{b+ ζm−1 = 1, ζm = 1, ζ′m = 0}, i=m,
{ζi−1 + ζi+1 = 1, ζi = 1, ζ′i = 0}, 2≤ i≤m− 1,
we have
E(I(Va,b − V ′a,b = 1)|{ζ1, . . . , ζm})
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=
1− p
m
[
I(a+ ζ2 = 1, ζ1 = 1)+ I(b+ ζm−1 = 1, ζm = 1) (2.3)
+
m−1∑
i=2
I(ζi−1 + ζi+1 = 1, ζi = 1)
]
.
Taking expectation on both sides of (2.3) and lower bounding the right-hand side by the
last term lead to
P(Va,b − V ′a,b = 1)≥
2(n− 6)
n− 4 p
2(1− p)2.
In calculating the variance of the right-hand side of (2.3), we use the fact that each
indicator is only correlated with at most two other indicators. Therefore,√
Var(E(I(Va,b − V ′a,b = 1)|Va,b)) ≤
√
Var(E(I(Va,b − V ′a,b = 1)|{ζ1, . . . , ζm}))
≤ 1− p
n− 4
√
3(n− 4).
Similarly, √
Var(E(I(Va,b − V ′a,b =−1)|Va,b))≤
p
n− 4
√
3(n− 4).
Applying Lemma 1.6, we have
dTV(L(Va,b),L(Va,b +1))≤
√
3(n− 4)
2(n− 6)p2(1− p)2 .
Therefore, we have proved the following proposition.
Proposition 2.2. For n ≥ 2, let ζ1, . . . , ζn be independent and identically distributed
Bernoulli variables with P(ζ1 = 1) = 1 − P(ζ1 = 0) = p where p ∈ (0,1). Let Xi = ζiζi+1
and S =
∑n
i=1Xi. We have
dTV(L(S),Nd(µ,σ2))≤ cp/
√
n, (2.4)
where µ and σ2 are defined as in (2.2) and cp is a constant depending on p.
We remark that the above argument also applies to k-runs for k > 2 with straightfor-
ward modifications, for example, enlarging the neighborhoods Ai and Bi, changing the
definition of Fi, etc.
Total variation approximation for 2-runs was studied by Barbour and Xia [3] and
Ro¨llin [16] using the translated Poission approximation. Barbour and Xia [3] assumed
some extra conditions on p to obtain a bound on the total variation distance between
L(S) and a translated Poisson distribution. Although the result in [16] is of the same
8 X. Fang
order as the bound in (2.4) in terms of n and applies for all p, the approach used was
different from ours.
2.2. Exchangeable pairs
A systematic introduction on the exchangeable pair approach can be found in Stein
[21]. The basic setting is as follows. Let (S,S′) be an exchangeable pair (i.e., L(S,S′) =
L(S′, S)) of integer valued random variables with ES = µ, Var(S) = σ2. Suppose we have
the approximate linearity condition,
E(S − S′|S) = λ(S − µ) + σE(R|S), (2.5)
for a positive number λ and a random variable R. A simple modification of Theorem 1.3
yields the following corollary for exchangeable pairs.
Corollary 2.3. Let (S,S′) be an exchangeable pair of integer valued random variables
satisfying (2.5). Let µ= ES,σ2 =Var(S). We have
dTV(L(S),Nd(µ,σ2))
≤
(√
pi
2
+ 2
)√
ER2
λ
+
√
Var(E((S′ − S)2|S))
λσ2
(2.6)
+
√
pi
8
E|S′ − S|3
2λσ3
+
√
E|S′ − S|6
2λσ3
+
1
4λσ2
E[(|S′ − S|3 + (S′ − S)2)dTV(L(S|F),L(S +1|F))],
where F is a σ-field such that σ(S′ − S)⊂F .
Proof. We follow the proof of Theorem 1.3 with minor modification. Let G= 12λ (S
′−S)
and D= S′ − S. From the exchangeability of (S,S′),
EG(f(S′) + f(S)) = 0.
By (2.5) and the above equality,
E(S − µ)f(S) = E{Gf(S′)−Gf(S)} − σ
λ
Ef(S)R.
Therefore, (3.6) has an extra term σEfh(S)R/λ, which is bounded by
√
pi/2E|R|/λ from
(3.4). Moreover, from the exchangeability of (S,S′) and (2.5),
EGD =
1
2λ
E(S′ − S)2
Discretized normal approximation 9
=
1
2λ
[E(S′ − S)S′ −E(S′ − S)S]
=
1
λ
E(S − S′)S = 1
λ
E(S − S′)(S − µ)
= σ2 + σE((S − µ)R)/λ.
Hence instead of (3.7),
|R1| ≤ 2
σ2
(√
Var(E(GD|S)) + σ
λ
E|(S − µ)R|
)
≤
√
Var(E((S′ − S)2|S))
λσ2
+
2
λ
√
ER2.
Corollary 2.3 follows from Theorem 1.3 and the above arguments. 
A special case worth mentioning is when the exchangeable pair (S,S′) satisfies |S −
S′| ≤ 1. Examples of such exchangeable pairs include binary expansion of a random
integer [Diaconis [10]] and anti-voter model [Rinott and Rotar [15]]. The following result
shows that under this special assumption, bounding the total variation distance requires
no more effort than bounding the Kolmogorov distance.
Corollary 2.4. Let (S,S′) be an exchangeable pair of integer valued random variables
satisfying the approximate linearity condition (2.5). In addition, suppose |S − S′| ≤ 1.
Then we have
dTV(L(S),Nd(µ,σ2))
(2.7)
≤
(√
pi
2
+ 2
)√
ER2
λ
+
√
Var(E((S′ − S)2|S))
λσ2
+
√
pi/8 + 1
2λσ3
,
where µ and σ2 are the mean and variance of S.
Proof. Let G= 12λ(S
′ − S), D= S′ − S. Then for h ∈H defined in (3.2),
EG
∫ D
0
(h(S + t)− h(S)) dt
=
1
2λ
E(S′ − S)
∫ S′−S
0
(h(S + t)− h(S)) dt
=
1
2λ
E
[∫ 1
0
(h(S + t)− h(S)) dtI(S′ − S = 1)
−
∫ −1
0
(h(S + t)− h(S)) dtI(S′ − S =−1)
]
(2.8)
=
1
4λ
E[(h(S + 1)− h(S))I(S′ − S = 1)+ (h(S − 1)− h(S))I(S′ − S =−1)]
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=
1
4λ
E[(h(S′)− h(S))I(S′ − S = 1)− (h(S)− h(S′))I(S − S′ = 1)]
= 0.
We used the exchangeability of (S,S′) in the last equality. From (2.8), the upper bound in
(3.9) can be replaced by 0. Therefore, the bound on dTV(L(S),Nd(µ,σ2)) can be deduced
similarly as Corollary 2.3 except that we do not have the last term on the right-hand
side of (2.6). 
Remark 2.5. Under the condition of Corollary 2.4, Ro¨llin [17] obtained a bound on the
total variation distance between L(S) and a translated Poisson distribution. His result,
together with the triangle inequality and easy bounds on the total variation distance be-
tween the translated Poisson distribution and the discretized normal distribution, yields
a similar bound as (2.7).
2.3. Size biasing
Size biasing was first introduced in the context of Stein’s method by Goldstein and Rinott
[13]. For S being a nonnegative integer valued random variable with mean µ, we say Ss
has the S-size biased distribution if
ESf(S) =Eµf(Ss)
for all f such that the above expectations exist. If in addition Ss is defined on the same
probability space as S, then
(S,S′,G) = (S,Ss, µ) (2.9)
is a Stein coupling. Theorem 1.3 has the following corollary for size biasing which easily
follows from (2.9).
Corollary 2.6. Let S be a nonnegative integer valued random variable with mean µ and
variance σ2. Let Ss be defined on the same probability space and have the S-size biased
distribution. Then
dTV(L(S),Nd(µ,σ2))
≤ 2µ
σ2
√
Var(E(Ss − S|S)) +
√
pi
8
µ
σ3
E|Ss − S|2 + µ
σ3
√
E|Ss − S|4 (2.10)
+
µ
2σ2
E[(|Ss − S|2 + |Ss − S|)dTV(L(S|F),L(S +1|F))],
where F is a σ-field such that σ(Ss − S)⊂F .
Next, we apply Corollary 2.6 to bound the total variation distance for discretized
normal approximations for the number of vertices with a given degree in the Erdo¨s–
Re´nyi random graph, and the uniform multinomial occupancy model. These two models
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were recently studied by Goldstein [12] and Bartroff and Goldstein [4], respectively. They
obtained the same bound for the Kolmogorov distance using the inductive size bias
coupling technique introduced by Goldstein [12].
2.3.1. Number of vertices with a given degree in the Erdo¨s–Re´nyi random graph
Let G(n, pn) be an Erdo¨s–Re´nyi random graph with vertex set {1, . . . , n} and edge prob-
ability pn ∈ (0,1). Let Sn be the number of vertices with a given degree d≥ 0 in G(n, pn).
The asymptotic normality of Sn was proved in [2] when npn→ θ > 0. Under the condition
there exist 0< θ′ ≤ θn ≤ θ′′ <∞, n0 > 0 such that
(2.11)
pn = θn/(n− 1) for all n≥ n0,
Goldstein [12] proved a bound on the Kolmogorov distance between the distribution of
Sn and N(µn, σ
2
n),
dK(L(Sn),N(µn, σ2n))≤ cd/
√
n,
where µn and σ
2
n are the mean and variance of Sn, respectively. Here and in the rest
of this example, let cd = c(d, θ
′, θ′′, n0) denote positive constants which may depend on
d, θ′, θ′′, n0. In the following proposition, we prove a bound on the total variation distance
between the distribution of Sn and N
d(µn, σ
2
n).
Proposition 2.7. Let G(n, pn), n ≥ 2, be a sequence of Erdo¨s–Re´nyi random graphs
satisfying (2.11). Let Sn be the number of vertices with a given degree d in G(n, pn). We
have
dTV(L(Sn),Nd(µn, σ2n))≤ cd/
√
n. (2.12)
Proof. Since the total variation distance is always bounded by 1, for n <max{n0,8},
(2.12) holds true by choosing cd =max{√n0,2
√
2}. Therefore, we assume n≥max{n0,8}
in the rest of the proof.
In [12], it was proved that under condition (2.11),
n
cd
≤ µn ≤ cdn, n
cd
≤ σ2n ≤ cdn. (2.13)
Let deg(i) denote the degree of vertex i. Then Sn can be expressed as
Sn =
n∑
i=1
I(deg(i) = d).
Following the construction of size bias coupling in Goldstein and Rinott [13], let I be
uniformly chosen from {1, . . . , n} and independent of G(n, pn). If deg(I) = d, then we
define Gs(n, pn), the size biased graph, to be the same as G(n, pn). If deg(I)> d, then we
obtain Gs(n, pn) from G(n, pn) by removing deg(I)−d edges chosen uniformly at random
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from the edges that connect to I in G(n, pn). If deg(I) < d, then we obtain G
s(n, pn)
from G(n, pn) by connecting I to d− deg(I) vertices chosen uniformly at random from
those not connected to I in G(n, pn). Let S
s
n be the number of vertices with degree d
in the graph Gs(n, pn). It was proved in [13] that S
s
n has the Sn-size biased distribution
and
Var(E(Ssn − Sn|Sn))≤ cd/n. (2.14)
From the construction of Gs(n, pn), at most |deg(I)−d|+1 vertices have different degrees
in G(n, pn) and G
s(n, pn). Therefore,
|Ssn − Sn| ≤ |deg(I)− d|+ 1. (2.15)
Given I, deg(I) ∼ Binomial(n− 1, pn). This, together with (2.11), implies that for any
positive integer k ≤ 4,
Edeg(I)k ≤ cd. (2.16)
From (2.15) and (2.16),
E|Ssn − Sn|k ≤ cd, k ≤ 4. (2.17)
Applying (2.13), (2.14) and (2.17) in (2.10), the proof will be complete after we show
that
E[(|Ssn − Sn|2 + |Ssn − Sn|)dTV(L(Sn|F),L(Sn + 1|F))]≤ cd/
√
n (2.18)
for a σ-field F such that σ(Ssn − Sn)⊂F . For a given I, define
AI = {I} ∪ {j : eIj = 1 or esIj = 1}, BI = {k /∈AI : ekj = 1 for somej ∈AI},
where euv (e
s
uv) is the indicator that there is an edge connecting u and v in G(n, pn)
(Gs(n, pn)). Let
F = σ(I,AI ,BI ,{euv : u ∈AI , v ∈AI ∪BI},{esIv : v ∈AI}). (2.19)
From the construction of Gs(n, pn), we have σ(S
s
n − Sn)⊂F . Let | · | denote cardinality
when the argument is a set. From (2.15), (2.16) and |AI |=max(deg(I), d) + 1,
E(|Ssn − Sn|2 + |Ssn − Sn|)I(|AI |>
√
n)
≤ 2E|AI |2I(|AI |>
√
n)≤ 2√
n
E|AI |3
=
2√
n
E(max(deg(I), d) + 1)
3
≤ cd/
√
n.
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Similarly,
E(|Ssn − Sn|2 + |Ssn − Sn|)I(|BI |>
√
n)
≤ 2E|AI |2|BI |/
√
n≤ 2E|AI |2[E(|BI ||I,AI)]/
√
n≤ cdE|AI |3/
√
n≤ cd/
√
n,
where we used E(|BI ||I,AI)≤ cd|AI |, which is from the fact that the expected degree of
a given vertex is bounded by cd under condition (2.11). Therefore, to prove (2.18), we
only need to prove
E[(|Ssn − Sn|2 + |Ssn − Sn|)I(|AI |, |BI | ≤
√
n)dTV(L(Sn|F),L(Sn + 1|F))]
(2.20)
≤ cd/
√
n,
where F was defined in (2.19). Given F with |AI |, |BI | ≤ √n, we define a random graph
GF with vertex set {1, . . . , n} by letting eFuv = euv for u ∈AI , v ∈ {1, . . . , n}, and letting
eFuv be independent Bernoulli(pn) random variables for u, v ∈ (AI)c where eF is the edge
indicator for GF . Let V F =
∑n
i=1 I(deg
F(i) = d) be the number of vertices with degree
d in GF . Then L(V F) = L(Sn|F), which follows from L(GF ) = L(G(n, pn)|F).
In the following we fix a given F with |AI |, |BI | ≤
√
n, and prove
dTV(L(V F ),L(V F +1))≤ cd/
√
n. (2.21)
For ease of notation, we suppress the superscript F , that is, let G = GF , V = V F , e =
eF ,deg = degF . To bound dTV(L(V ),L(V + 1)) using Lemma 1.6 and Remark 1.7, we
construct an exchangeable pair (V,V ′) by uniformly choosing J 6=K from CI := (AI ∪
BI)
c and independently resampling eJK to be e
′
JK . Writing out all four possibilities for
{V − V ′ = 1},
I(V − V ′ = 1) = (1− eJK)e′JK{I(deg(J) = d)I(deg(K) 6= d− 1, d)
+ I(deg(J) 6= d− 1, d)I(deg(K) = d)}
(2.22)
+ eJK(1− e′JK){I(deg(J) = d)I(deg(K) 6= d, d+ 1)
+ I(deg(J) 6= d, d+ 1)I(deg(K) = d)}.
Let m= |CI | ≥ n− 2
√
n≥ 2 (recall n≥ 8), and let ξ1, ξ2 be independent Binomial(|BI |+
m− 2, pn) random variables. Taking expectation on both sides of (2.22), lower bounding
the right-hand side by its first term and observing that deg(J) and deg(K) are inde-
pendent ∼Binomial(|BI |+m− 2, pn) given that J is not connected to K and J,K ∈CI
(thus not connected to AI), we have
P(V − V ′ = 1) ≥ E(1− eJK)e′JKI(deg(J) = d)I(deg(K) 6= d− 1, d)
=
1
m(m− 1)
∑
j,k∈CI :j 6=k
(1− pn)pnP(ξ1 = d)P(ξ2 6= d− 1, d).
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From (2.11) and n− 2√n≤ |BI |+m− 2≤ n, we have, for some positive constant cd,
pn ≥ cd
n
, 1− pn ≥ cd, P(ξ1 = d)≥ cd, P(ξ2 6= d− 1, d)≥ cd.
Therefore,
P(V − V ′ = 1)≥ cd/n. (2.23)
Next, we obtain an upper bound of Var(E(I(V −V ′ = 1)|V )). By taking expectation with
respect to J,K first and then writing the variance of a sum as a sum of covariances, we
have
Var(E((1− eJK)e′JKI(deg(J) = d)I(deg(K) 6= d− 1, d)|V ))
≤Var(E((1− eJK)e′JKI(deg(J) = d)I(deg(K) 6= d− 1, d)|G,F))
≤ cd
n4
Var
[ ∑
j,k∈CI :j 6=k
(1− ejk)e′jkI(deg(j) = d)I(deg(k) 6= d− 1, d)
]
=
cd
n4
∑
j,k,j′,k′∈CI :
j 6=k,j′ 6=k′,|{j,k,j′,k′}|=2
Cov[(1− ejk)e′jkI(deg(j) = d)I(deg(k) 6= d− 1, d),
(1− ej′k′)e′j′k′I(deg(j′) = d)I(deg(k′) 6= d− 1, d)]
+
cd
n4
∑
j,k,j′,k′∈CI :
j 6=k,j′ 6=k′,|{j,k,j′,k′}|=3
Cov[(1− ejk)e′jkI(deg(j) = d)I(deg(k) 6= d− 1, d),
(1− ej′k′)e′j′k′I(deg(j′) = d)I(deg(k′) 6= d− 1, d)]
+
cd
n4
∑
j,k,j′,k′∈CI :
|{j,k,j′,k′}|=4
Cov[(1− ejk)e′jkI(deg(j) = d)I(deg(k) 6= d− 1, d),
(1− ej′k′ )e′j′k′I(deg(j′) = d)I(deg(k′) 6= d− 1, d)].
Since Ee′jk ≤ cd/n, the first two terms in the above bound are bounded by cd/n3. To
bound the last term, for any j, k, j′, k′ ∈ CI with |{j, k, j′, k′}| = 4, let C be the event
that there is no edge connecting {j, k} and {j′, k′} and define
ajk = (1− ejk)e′jkI(deg(j) = d)I(deg(k) 6= d− 1, d),
α= E[(1− ejk)e′jkI(deg(j) = d)I(deg(k) 6= d− 1, d)|C],
β = E[(1− ejk)e′jkI(deg(j) = d)I(deg(k) 6= d− 1, d)].
From the conditional independence between ajk and aj′k′ given C, P(C
c) ≤ cd/n and
Ee′jk ≤ cd/n, we have
|Cov[(1− ejk)e′jkI(deg(j) = d)I(deg(k) 6= d− 1, d),
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(1− ej′k′ )e′j′k′I(deg(j′) = d)I(deg(k′) 6= d− 1, d)]|
= |Eajkaj′k′ −EajkEaj′k′ |
= |Eajkaj′k′I(C) +Eajkaj′k′I(Cc)− β2|
= |E(ajk|C)E(aj′k′ |C)P(C)− β2 +Eajkaj′k′I(Cc)|
≤ |α2 − β2|+ α2P(Cc) +Eajkaj′k′I(Cc)
≤ 2Ee′jk|α− β|+ (Ee′jk)2
cd
n
≤ cd|α− β|/n+ cd/n3.
Let
R= (1− ejk)I(deg(j) = d)I(deg(k) 6= d− 1, d).
We have
α− β = (Ee′jk)(E(R|C)−ERI(C)−ERI(Cc))
= (Ee′jk)P(C
c)(E(R|C)−E(R|Cc)).
Since Ee′jk ≤ cd/n and P(Cc)≤ cd/n, we have |α− β| ≤ cd/n2. Therefore,
Var(E((1− eJK)e′JKI(deg(J) = d)I(deg(K) 6= d− 1, d)|V ))≤ cd/n3.
After bounding the variances of the other terms appearing in E(I(V −V ′ = 1)|V ) by the
same argument, we conclude that
Var(E(I(V − V ′ = 1)|V ))≤ cd/n3. (2.24)
Similarly,
Var(E(I(V − V ′ =−1)|V ))≤ cd/n3. (2.25)
Applying (2.23), (2.24) and (2.25) in (1.8), we obtain (2.21), which yields (2.20). 
2.3.2. Uniform multinomial occupancy model
We consider the uniform multinomial occupancy model studied by Bartroff and Goldstein
[4], to which we refer for the literature on this and related problems. Let n≥ d≥ 2,m≥ 2
be integers. Let S be the number of urns having occupancy d when n balls are uniformly
distributed among m urns. Bartroff and Goldstein [4] proved
dK(L(S),N(µ,σ2))≤ cd(1 + (n/m)
3)
σ
,
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where µ,σ2 are the mean and variance of S given by
µ=m
(
n
d
)
1
md
(
1− 1
m
)n−d
, (2.26)
σ2 = µ− µ2 +m(m− 1)
(
n
d, d,n− 2d
)
1
m2d
(
1− 2
m
)n−2d
(2.27)
and cd is a constant only depending on d. Using Corollary 2.6, we will prove the following
bound on the total variation distance between the distribution of S and Nd(µ,σ2).
Proposition 2.8. Let n≥ d≥ 2,m≥ 2 be positive integers. Let S be the number of urns
containing d balls when n balls are uniformly distributed among m urns. Then, with µ,σ2
given by (2.26), (2.27), we have
dTV(L(S),Nd(µ,σ2))≤ cd(1 + (n/m)
3)
σ
, (2.28)
where cd is a constant only depending on d.
Remark 2.9. Our approach should also work for the cases d= 0,1 if one could prove
similar results as Lemma 3.2 and (3.21) of [4] and (2.57) below. However, we do not
pursue it here.
Proof. We follow the construction of size bias coupling in [4]. For a given i ∈ {1, . . . ,m},
we define m-dimensional random vectors Mn,M
i
n as follows. Let 〈M〉i be the vec-
tor obtained by deleting the ith component of M. First, we define the ith com-
ponents of Mn,M
i
n to be Mn(i) ∼ Binomial(n,1/m),M in(i) = d. Next, let M′n,i,Rin
be m-dimensional random vectors conditionally independent given Mn(i) such that
M ′n,i(i) =R
i
n(i) = 0 and
L(〈M′n,i〉i|Mn(i)) =Multinomial(n−max{Mn(i), d},m− 1)
and
L(〈Rin〉i|Mn(i)) =Multinomial(|d−Mn(i)|,m− 1), (2.29)
where for positive integers x and y, Multinomial(x, y) denotes the distribution of the
numbers of balls in y urns when x balls are uniformly distributed among them. Finally,
let
〈Mn〉i = 〈M′n,i〉i + I(Mn(i)< d)〈Rin〉i
and
〈Min〉i = 〈M′n,i〉i + I(Mn(i)> d)〈Rin〉i.
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From the above construction,
L(Mn) =Multinomial(n,m), L(Min) = L(Mn|Mn(i) = d).
Therefore, the number of urns having occupancy d in the uniform multinomial occupancy
model can be written as
S =
m∑
j=1
I(Mn(j) = d).
Define
Ss =
m∑
j=1
I(M In(j) = d),
where I is uniformly distributed over {1, . . . ,m} and independent of all other variables.
It was proved in [4] that Ss has the S-size biased distribution. We are now ready to
apply Corollary 2.6. In the rest of this proof, let cd denote absolute constants which may
depend on d, and let | · | denote cardinality when the argument is a set.
By 4(a) of Lemma 3.2 and (3.21) of [4], for fixed d, there exists a constant r′d such that
if σ1+(n/m)3 ≥ r′d, then √
Var(E(Ss − S|S))≤ cd 1+ (n/m)
3
√
n
. (2.30)
By (3.18), (3.17), (3.16) and 4(a) of Lemma 3.2 of [4], there exists another constant r′′d
such that if σ ≥ r′′d , then
n≤ 2m logm, µ
σ2
≤ cd, σ2 ≤ cdn, n >max{(d+ 1)2,100}. (2.31)
Let rd := r
′
d ∨ r′′d . The range of n and m can be divided into two parts:
(i) σ1+(n/m)3 < rd,
(ii) σ1+(n/m)3 ≥ rd.
Since the total variation distance is always bounded by 1, (2.28) holds true in case (i).
Therefore, in the rest of the proof we only need to consider case (ii), where (2.30) and
(2.31) hold.
Since Mn,M
I
n differ by at most |Mn(I)− d|+ 1 components,
|Ss − S| ≤ |Mn(I)− d|+ 1. (2.32)
Recall that given I, Mn(I) ∼ Binomial(n,1/m). From the bounds on the moments of
binomial distributions,
E|Ss − S|k ≤ cd
(
1 +
(
n
m
)k)
, k ≤ 4. (2.33)
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The first three terms on the right-hand side of (2.10) are bounded by cd
1+(n/m)3
σ from
(2.30), (2.31) and (2.33). Therefore, to prove Proposition 2.8, we only need to show that
E[(|Ss − S|2 + |Ss − S|)dTV(L(S|F),L(S + 1|F))]≤ cd 1 + (n/m)
3
σ
(2.34)
for a σ-field F such that σ(Ss − S)⊂F . Such a σ-field can be chosen as
F = σ{I,Mn(I),RIn,{Mn(j) :RIn(j)> 0}}
from the construction of Mn and M
I
n. Write
E[(|Ss − S|2 + |Ss − S|)dTV(L(S|F),L(S + 1|F))]
= E
[
(|Ss − S|2 + |Ss − S|)
× I
(
Mn(I) +
∑
j:RIn(j)>0
Mn(j)>
√
n
)
dTV(L(S|F),L(S +1|F))
]
(2.35)
+E
[
(|Ss − S|2 + |Ss − S|)
× I
(
Mn(I) +
∑
j:RIn(j)>0
Mn(j)≤
√
n
)
dTV(L(S|F),L(S +1|F))
]
.
By the construction of RIn, (2.29),
|{j :RIn(j)> 0}| ≤ |d−Mn(I)|.
Also for each j such that RIn(j)> 0,
E(Mn(j)|I,Mn(I),RIn)≤Mn(I) +EBn,1/(m−1) (Bn,p ∼Binomial(n, p)). (2.36)
For the first term on the right-hand side of (2.35), we bound the total variation dis-
tance by 1, and then apply (2.32), (2.36), and the bounds on the moments of binomial
distributions,
E
[
(|Ss − S|2 + |Ss − S|)I
(
Mn(I) +
∑
j:RIn(j)>0
Mn(j)>
√
n
)
dTV(L(S|F),L(S +1|F))
]
≤ 2√
n
E(|Mn(I)− d|+ 1)2
(
Mn(I) +
∑
j:RIn(j)>0
Mn(j)
)
≤ cd√
n
E
{
1+ (Mn(I))
3
+ (1 +Mn(I))
2
E
( ∑
j:RIn(j)>0
Mn(j)|I,Mn(I),RIn
)}
(2.37)
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≤ cd√
n
E{1+ (Mn(I))3 + (1 +Mn(I))3(Mn(I) +EBn,1/(m−1))}
≤ cd 1+ (n/m)
4
√
n
.
By observing that for n ≤ m, we have 1/√n ≤ cd/σ from (2.31), and for m < n ≤
2m logm, we have (see equation (3.13) of [4] with ϕd(n/m)≤ 1)
σ2 ≤ cdm
(
n
m
)d
e−n/m
(
therefore
1√
n
≤ cd
σ
√(
n
m
)d−1
e−n/m
)
, (2.38)
the bound in (2.37) can be further bounded by cd/σ.
To bound the second term on the right-hand side of (2.35), for a given F with Mn(I)+∑
j:RIn(j)>0
Mn(j) ≤
√
n, let V be the number of urns containing d balls when n1 balls
are uniformly distributed among m1 urns where
n1 = n−
(
Mn(I) +
∑
j:RIn(j)>0
Mn(j)
)
≥ n−√n
(2.39)
> d+ 1 (from n > (d+ 1)2 and d≥ 2)
and
m1 =m− 1− |{j :RIn(j)> 0}| ≥m− 1− |Mn(I)− d| ≥m− 1−
√
n
(2.40)
> 2 (from n > 100 and n≤ 2m logm).
Then dTV(L(V ),L(V + 1)) = dTV(L(S|F),L(S + 1|F)). To apply Lemma 1.6, we con-
struct an exchangeable pair (V,V ′) by picking a ball uniformly from the n1 balls and
distributing it to an independently and uniformly chosen urn from the m1 urns. Formally,
let Mn1 be an m1-dimensional random vector with distribution
L(Mn1) =Multinomial(n1,m1).
Given Mn1 , define two independent random variables J,K ∈ {1,2, . . . ,m1} with proba-
bility mass functions
P(J = j) =
Mn1(j)
n1
, P(K = k) =
1
m1
.
GivenMn1 , J,K , if J =K , letM
′
n1 =Mn1 , and if J 6=K , letM′n1 be the m1-dimensional
vector with
M ′n1(J) =Mn1(J)− 1, M ′n1(K) =Mn1(K) + 1
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and M ′n1(i) =Mn1(i) for i 6= J,K . Define
V =
m1∑
j=1
I(Mn1(j) = d)
and
V ′ =
m1∑
j=1
I(M ′n1(j) = d).
From the above construction,
E(I(V − V ′ = 1)|Mn1)
=
∑
1≤j 6=k≤m1
Mn1(j)
m1n1
[I(Mn1(j) = d)I(Mn1(k) 6= d− 1, d)
+ I(Mn1(j) 6= d, d+ 1)I(Mn1(k) = d)],
(2.41)
E(I(V − V ′ =−1)|Mn1)
=
∑
1≤j 6=k≤m1
Mn1(j)
m1n1
[I(Mn1(j) 6= d, d+ 1)I(Mn1(k) = d− 1)
+ I(Mn1(j) = d+ 1)I(Mn1(k) 6= d− 1, d)].
Taking expectation on both sides of (2.41),
P(V − V ′ = 1)
=
∑
1≤j 6=k≤m1
[
d
m1n1
P(Mn1(j) = d,Mn1(k) 6= d− 1, d) (2.42)
+
1
m1n1
EMn1(j)I(Mn1(j) 6= d, d+1)I(Mn1(k) = d)
]
.
Let Bn,p ∼ Binomial(n, p). Because binomial distributions do not concentrate on two
positive integers, we claim that for a positive constant cd,
P(Bn1−d,1/(m1−1) 6= d− 1, d)≥ cd
and
EBn1−d,1/(m1−1)I(Bn1−d,1/(m1−1) 6= d, d+1)≥ cd
n1
m1
.
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In fact, recall that d≥ 2 and write out the binomial probabilities explicitly, we have
P(Bn1−d,1/(m1−1) = d− 1) + P(Bn1−d,1/(m1−1) = d)
≤ cd[P(Bn1−d,1/(m1−1) = d− 2) + P(Bn1−d,1/(m1−1) = d+ 1)],
and
dP(Bn1−d,1/(m1−1) = d) + (d+ 1)P(Bn1−d,1/(m1−1) = d+ 1)
≤ cd[(d− 1)P(Bn1−d,1/(m1−1) = d− 1) + (d+ 2)P(Bn1−d,1/(m1−1) = d+ 2)],
which lead to the claim. Therefore,
P(Mn1(j) = d,Mn1(k) 6= d− 1, d)
= P(Bn1,1/m1 = d)P(Bn1−d,1/(m1−1) 6= d− 1, d) (2.43)
≥ cdP(Bn1,1/m1 = d)
and
EMn1(j)I(Mn1(j) 6= d, d+ 1)I(Mn1(k) = d)
= P(Bn1,1/m1 = d)EBn1−d,1/(m1−1)I(Bn1−d,1/(m1−1) 6= d, d+1) (2.44)
≥ cd n1
m1
P(Bn1,1/m1 = d).
By (2.42), (2.43) and (2.44),
P(V − V ′ = 1)≥ cd
(
1+
m1
n1
)
P(Bn1,1/m1 = d). (2.45)
We proceed to bound Var(E(I(V − V ′ = 1)|V )) and Var(E(I(V − V ′ = −1)|V )). From
(2.41) and the inequality Var(X + Y )≤ 2(Var(X) +Var(Y )), we have
Var(E(I(V − V ′ = 1)|V ))
≤Var(E(I(V − V ′ = 1)|Mn1))
(2.46)
≤ 2
m21n
2
1
[
Var
(
d
∑
1≤j 6=k≤m1
I(Mn1(j) = d)I(Mn1(k) 6= d− 1, d)
)
+Var
( ∑
1≤j 6=k≤m1
Mn1(j)I(Mn1(j) 6= d, d+ 1)I(Mn1(k) = d)
)]
.
Let
an1,m1(j, k) := I(Mn1(j) = d)I(Mn1(k) 6= d− 1, d), (2.47)
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and let Ul ∈ {1, . . . ,m1} denote the location of the lth ball. Applying the arguments in
Bartroff and Goldstein [4] (page 17, equation (3.41) and (3.42)),
Var
( ∑
1≤j 6=k≤m1
an1−1,m1(j, k)
)
≤ n1E
[ ∑
1≤k≤m1,k 6=Un1
(an1,m1,(n1)(Un1 , k)− an1,m1(Un1 , k)) (2.48)
+
∑
1≤j≤m1,j 6=Un1
(an1,m1,(n1)(j,Un1)− an1,m1(j,Un1))
]2
,
where an1,m1,(n1)(j, k) is the value of an1,m1(j, k) when withholding ball n1, that is,
an1,m1,(n1)(j, k) = I(M
(n1)
n1 (j) = d)I(M
(n1)
n1 (k) 6= d− 1, d) (2.49)
with
M (n1)n1 (j) =
{
Mn1(j), if j 6= Un1 ,
Mn1(j)− 1, if j = Un1 .
By the definition of Ul, given Un1 ,
Mn1(Un1)− 1∼Binomial
(
n1 − 1, 1
m1
)
. (2.50)
Substituting (2.47) and (2.49) in (2.48), and then applying the inequality E(
∑n
i=1Xi)
2 ≤
nE(Xi)
2 and (2.50), we have
Var
( ∑
1≤j 6=k≤m1
an1−1,m1(j, k)
)
≤ n1E
{ ∑
1≤k≤m1,k 6=Un1
[I(Mn1(Un1) = d+1)I(Mn1(k) 6= d− 1, d)
− I(Mn1(Un1) = d)I(Mn1(k) 6= d− 1, d)]
+
∑
1≤j≤m1,j 6=Un1
[I(Mn1(j) = d)I(Mn1(Un1) 6= d, d+ 1)
− I(Mn1(j) = d)I(Mn1(Un1) 6= d− 1, d)]
}2
≤ 2n1m1
{ ∑
1≤k≤m1
E[I(Mn1(Un1) = d+ 1)I(Mn1(k) 6= d− 1, d) (2.51)
− I(Mn1(Un1) = d)I(Mn1(k) 6= d− 1, d)]2
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+
∑
1≤j≤m1
E[I(Mn1(j) = d)I(Mn1(Un1) 6= d, d+1)
− I(Mn1(j) = d)I(Mn1(Un1) 6= d− 1, d)]2
}
≤ 4n1m1{m1[P(Mn1(Un1) = d+1)+ P(Mn1(Un1) = d)] + 2m1P(Mn1(1) = d)}
≤ cdn1m21[P(Bn1−1,1/m1 = d− 1 or d) + P(Bn1,1/m1 = d)].
Next, let
bn1,m1(j, k) :=Mn1(j)I(Mn1(j) 6= d, d+ 1)I(Mn1(k) = d).
By the same argument as for Var(
∑
1≤j 6=k≤m1
an1−1,m1(j, k)),
Var
( ∑
1≤j 6=k≤m1
bn1−1,m1(j, k)
)
≤ n1E
{ ∑
1≤k≤m1,k 6=Un1
[(Mn1(Un1)− 1)I(Mn1(Un1) 6= d+1, d+2)I(Mn1(k) = d)
−Mn1(Un1)I(Mn1(Un1) 6= d, d+ 1)I(Mn1(k) = d)]
+
∑
1≤j≤m1,j 6=Un1
[Mn1(j)I(Mn1(j) 6= d, d+ 1)I(Mn1(Un1) = d+ 1)
−Mn1(j)I(Mn1(j) 6= d, d+1)I(Mn1(Un1) = d)]
}2
(2.52)
≤ cdn1m1E
{ ∑
1≤k≤m1,k 6=Un1
[P(Bn1−1,1/m1 = d)E(1 +Bn1−d−1,1/(m1−1))
2]
+
∑
1≤j≤m1,j 6=Un1
[P(Bn1−1,1/m1 = d)EB
2
n1−d−1,1/(m1−1)
+ P(Bn1−1,1/m1 = d− 1)EB2n1−d,1/(m1−1)]
}
≤ cdn1m21
[(
n1
m1
+
(
n1
m1
)2)
P(Bn1−1,1/m1 = d− 1) +
(
1+
(
n1
m1
)2)
P(Bn1−1,1/m1 = d)
]
.
From (2.46) and the bounds (2.51) and (2.52),
Var(E(I(V − V ′ = 1)|V ))
≤ cd
n1
(
1 +
(
n1
m1
)2)
[P(Bn1,1/m1 = d− 1 or d) + P(Bn1+1,1/m1 = d)] (2.53)
≤ cd
n1
(
1 +
(
n1
m1
)2)
P(Bn1,1/m1 = d− 1 or d).
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The last inequality follows from
P(Bn1+1,1/m1 = d)≤ cdP(Bn1,1/m1 = d)
by writing our these probabilities explicitly.
By the same argument as in proving (2.46), (2.51) and (2.52),
Var(E(I(V − V ′ =−1)|V ))
≤ 2
m21n
2
1
[
Var
(
(d+1)
∑
1≤j 6=k≤m1
I(Mn1(j) = d+ 1)I(Mn1(k) 6= d− 1, d)
)
+Var
( ∑
1≤j 6=k≤m1
Mn1(j)I(Mn1(j) 6= d, d+ 1)I(Mn1(k) = d− 1)
)]
(2.54)
≤ cd
n1
P(Bn1,1/m1 = d or d+ 1)
+
cd
n1
[(
n1
m1
+
(
n1
m1
)2)
P(Bn1,1/m1 = d− 2) +
(
1+
(
n1
m1
)2)
P(Bn1,1/m1 = d− 1)
]
.
Applying Lemma 1.6 with (2.45), (2.53) and (2.54), we obtain
dTV(L(V ),L(V +1))
≤ cd√
n1
1
(1 +m1/n1)P(Bn1,1/m1 = d)
×
{(√
n1
m1
+
n1
m1
)√
P(Bn1,1/m1 = d− 2)
+
(
1 +
n1
m1
)√
P(Bn1,1/m1 = d− 1 or d)
+
√
P(Bn1,1/m1 = d+ 1)
}
≤ cd
(
1+
√
n1
m1
)
1√
m1(n1/m1)d(1− 1/m1)n1−d
.
The last inequality was obtained by writing out the binomial probabilities explicitly. For
example,
cd√
n1
√
n1/m1 + (n1/m1)
1 +m1/n1
√
P(Bn1,1/m1 = d− 2)
P(Bn1,1/m1 = d)
=
cd√
n1
√
n1/m1 + (n1/m1)
1 +m1/n1
√(
n1
d−2
)
m
−(d−2)
1 (1− 1/m1)n1−(d−2)(
n1
d
)
m−d1 (1− 1/m1)n1−d
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≤ cd√
n1
√
n1/m1 + (n1/m1)
1 +m1/n1
√
(n1/m1)d−2(1− 1/m1)n1−d
(n1/m1)d(1− 1/m1)n1−d
≤ cd√
n1
√
n1/m1 + n1/m1
1 +m1/n1
m1/n1√
(n1/m1)d(1− 1/m1)n1−d
≤ cd
(
1+
√
n1
m1
)
1√
m1(n1/m1)d(1− 1/m1)n1−d
.
From (2.39), (2.40) and n≤ 2m logm in (2.31), we have
n1 ≍ n, m1 ≍m, n1 − d
m21
≤ cd, (2.55)
and hence, (
1− 1
m1
)n1−d
≥ cd
(1 + 1/m1)n1−d
≥ cd
e(n1−d)/m1
. (2.56)
By (2.38), (2.55) and (2.56),
dTV(L(V ),L(V +1))
≤ cd
(
1+
√
n1
m1
)
1
σ
√
en/m(1− 1/m1)n1−d
(2.57)
≤ cd(1 +
√
n/m)
σ
√
exp
(
n1 − d
m1
− n
m
)
≤ cd(1 +
√
n/m)
σ
.
This, together with (2.33), proves that the second term on the right-hand side of (2.35)
is bounded by cd(1 + (n/m)
5/2)/σ. Therefore, (2.34) is proved. 
3. Proof of Theorem 1.3
From the definition of Nd(µ,σ2), (1.5), we have
dTV(L(S),Nd(µ,σ2)) = sup
h∈H
|Eh(S)−Eh(Zµ,σ2)|, (3.1)
where Zµ,σ2 is a Gaussian variable with mean µ and variance σ
2 and
H=
{
h :R→{0,1}, h(x) = h(z) when z − 1
2
≤ x< z + 1
2
for z ∈ Z
}
. (3.2)
For each h ∈H, consider the following Stein equation,
σ2f ′(s)− (s− µ)f(s) = h(s)−Eh(Zµ,σ2 ). (3.3)
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It is known (see [9]) that there exists a bounded solution fh to (3.3) and
‖fh‖ ≤
√
pi
2
1
σ
, ‖f ′h‖ ≤
2
σ2
. (3.4)
By (3.1) and (3.3),
dTV(L(S),Nd(µ,σ2)) = sup
h∈H
|Eσ2f ′h(S)−E(S − µ)fh(S)|. (3.5)
Since (S,S′,G) satisfies (1.6), we have
Eσ2f ′h(S)−E(S − µ)fh(S)
=Eσ2f ′h(S)−E{Gfh(S′)−Gfh(S)}
(3.6)
=Eσ2f ′h(S)−EGDf ′h(S)−EG
∫ D
0
(f ′h(S + t)− f ′h(S)) dt
=R1 −R2,
where
R1 = Ef
′
h(S)(σ
2 −GD),
R2 = EG
∫ D
0
(f ′h(S + t)− f ′h(S)) dt.
From (1.6), EGD = σ2. This, along with (3.4), yields
|R1| ≤ 2
√
Var(E(GD|S))
σ2
. (3.7)
For R2, since fh solves (3.3),
R2 = EG
∫ D
0
1
σ2
((S + t− µ)fh(S + t)− (S − µ)fh(S) + h(S + t)− h(S))dt
(3.8)
= EG
∫ D
0
1
σ2
(tfh(S + t) + (S − µ)(fh(S + t)− fh(S)) + h(S + t)− h(S)) dt.
Using (3.4), the first two summands in (3.8) can be bounded by
√
pi
8
1
σ3
E|GD2|+ 1
σ4
E|GD2(S − µ)|.
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From (3.2) and (1.3),
1
σ2
∣∣∣∣EG
∫ D
0
(h(S + t)− h(S)) dt
∣∣∣∣
=
1
σ2
∣∣∣∣EG
∫ ∞
−∞
[I(0≤ t≤D)− I(D ≤ t < 0)][EF (h(S + t)− h(S))] dt
∣∣∣∣
≤ 1
σ2
E|G|
∫ ∞
−∞
|I(0≤ t≤D)− I(D ≤ t < 0)||EF (h(S + t)− h(S))|dt (3.9)
≤ 1
σ2
E|G|
∫ ∞
−∞
|I(0≤ t≤D)− I(D ≤ t < 0)|
(
|t|+ 1
2
)
dTV(L(S|F),L(S + 1|F)) dt
≤ 1
2σ2
E[(|GD2|+ |GD|)dTV(L(S|F),L(S + 1|F))].
Therefore,
|R2| ≤
√
pi
8
1
σ3
E|GD2|+
√
EG2D4
σ3
(3.10)
+
1
2σ2
E[(|GD2|+ |GD|)dTV(L(S|F),L(S + 1|F))].
The theorem is proved by using (3.5), (3.6) and the bounds (3.7), (3.10).
Acknowledgements
This work is based on part of the Ph.D. thesis of the author. The author is thankful to
his advisor, Louis H.Y. Chen, for his guidance and helpful discussions. The author would
also like to thank a referee and the Associate Editor whose suggestions have significantly
improved the presentation of this paper. This work is partially supported by Grant C-
389-000-010-101 and Grant C-389-000-012-101 at the National University of Singapore.
References
[1] Barbour, A.D. and Chen, L.H.Y. (2005). An Introduction to Stein’s Method. Lect. Notes
Ser. Inst. Math. Sci. Natl. Univ. Singap. 4. Singapore: Singapore Univ. Press.
[2] Barbour, A.D., Karon´ski, M. and Rucin´ski, A. (1989). A central limit theorem for de-
composable random variables with applications to random graphs. J. Combin. Theory
Ser. B 47 125–145. MR1047781
[3] Barbour, A.D. and Xia, A. (1999). Poisson perturbations. ESAIM Probab. Statist. 3
131–150. MR1716120
[4] Bartroff, J. and Goldstein, L. (2013). A Berry–Esseen bound for the uniform multi-
nomial occupancy model. Electron. J. Probab. 18 no. 27, 29. MR3035755
28 X. Fang
[5] Berry, A.C. (1941). The accuracy of the Gaussian approximation to the sum of indepen-
dent variates. Trans. Amer. Math. Soc. 49 122–136. MR0003498
[6] Chen, L.H.Y., Goldstein, L. and Shao, Q.M. (2011). Normal Approximation by Stein’s
Method. Probability and Its Applications (New York). Heidelberg: Springer. MR2732624
[7] Chen, L.H.Y. and Leong, Y.K. (2010). From zero-bias to discretized normal approxima-
tion. Personal communication.
[8] Chen, L.H.Y. and Ro¨llin, A. (2010). Stein couplings for normal approximation. Preprint.
Available at http://arxiv.org/abs/1003.6039v2.
[9] Chen, L.H.Y. and Shao, Q.M. (2005). Stein’s method for normal approximation. In An
Introduction to Stein’s Method (A.D. Barbour and L.H.Y. Chen, eds.). Lect. Notes
Ser. Inst. Math. Sci. Natl. Univ. Singap. 4 1–59. Singapore: Singapore Univ. Press.
MR2235448
[10] Diaconis, P. (1977). The distribution of leading digits and uniform distribution mod 1.
Ann. Probability 5 72–81. MR0422186
[11] Esseen, C.G. (1942). On the Liapounoff limit of error in the theory of probability. Ark.
Mat. Astr. Fys. 28A 1–19. MR0011909
[12] Goldstein, L. (2013). A Berry–Esseen bound with applications to vertex degree counts
in the Erdo˝s–Re´nyi random graph. Ann. Appl. Probab. 23 617–636. MR3059270
[13] Goldstein, L. and Rinott, Y. (1996). Multivariate normal approximations by Stein’s
method and size bias couplings. J. Appl. Probab. 33 1–17. MR1371949
[14] Goldstein, L. and Xia, A. (2006). Zero biasing and a discrete central limit theorem. Ann.
Probab. 34 1782–1806. MR2271482
[15] Rinott, Y. and Rotar, V. (1997). On coupling constructions and rates in the CLT for de-
pendent summands with applications to the antivoter model and weighted U -statistics.
Ann. Appl. Probab. 7 1080–1105. MR1484798
[16] Ro¨llin, A. (2005). Approximation of sums of conditionally independent variables by the
translated Poisson distribution. Bernoulli 11 1115–1128. MR2189083
[17] Ro¨llin, A. (2007). Translated Poisson approximation using exchangeable pair couplings.
Ann. Appl. Probab. 17 1596–1614. MR2358635
[18] Ro¨llin, A. (2008). Symmetric and centered binomial approximation of sums of locally
dependent random variables. Electron. J. Probab. 13 756–776. MR2399295
[19] Ro¨llin, A. and Ross, N. (2012). Local limit theorems via Landau-Kolmogorov inequalities.
Preprint. Available at http://arxiv.org/abs/1011.3100v2.
[20] Stein, C. (1972). A bound for the error in the normal approximation to the distribution
of a sum of dependent random variables. In Proceedings of the Sixth Berkeley Sym-
posium on Mathematical Statistics and Probability (Univ. California, Berkeley, Calif.,
1970/1971), Vol. II: Probability Theory 583–602. Berkeley, CA: Univ. California Press.
MR0402873
[21] Stein, C. (1986). Approximate Computation of Expectations. Institute of Mathematical
Statistics Lecture Notes—Monograph Series 7. Hayward, CA: IMS. MR0882007
Received January 2012 and revised February 2013
