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a b s t r a c t
This work is devoted to a finite element formulation for the Helmholtz equation in exterior
domains. The proposed formulation uses a separation of variables, combining a 2D FE
discretization on an intermediate spherical boundary and an ‘a priori’ analytical pattern
for the radial direction. Using the analytical radial pattern and the series expansion of trial
and test functions in terms of spherical harmonics, an efficient semi-analytical technique
is obtained for the direct calculation of the global FE matrices. The accuracy and reliability
of the formulation are illustrated through numerical examples of radiation and scattering
in the exterior domain.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The aim of this work is to obtain a simple finite element formulation capable to approximate radiation and scattering
acoustic problems that extend to an infinite domain. Several strategies have been developed in the past to properly
solve wave propagation problems in unbounded domains, which include Boundary Elements (BEs), Infinite Elements (IEs),
Absorbing Boundary Conditions (ABCs), non-reflecting boundary conditions (NRBCs) and Perfect Matched Layer (PML)
techniques.
The BE method [1,2] has been the classical way of solving the scattering problem. The main advantages of the BE
method arise from the fact that only the boundary (or boundaries) of the domain of the PDE requires sub-division. Thus,
the dimension of the problem is effectively reduced by one: for example, an equation governing a three-dimensional region
is transformed into a surface integral. BE techniques have also been successfully coupled to FE methods [3]. The main
shortcomings of the BE methods are their high computational cost at high frequencies and the non-uniqueness of the
solution at certain characteristic frequencies [4].
The IE approach intends to solve the problem from inside the theoretical corpus of the FE method. After the introduction
of the original formulation by Bettess [5], other IE techniques have been developed. Some of them use mapped infinite
elements, such as those by Astley et al. [6]; others use a FE/IE methodology and a hp adaptivity (adding degrees of freedom
for the interpolation in the radial direction) and have achieved good results, such as those by Gerdes et al. [7,8].
Other mesh truncation methods include ABC [9–12], NRBC [13,14] and PML methods [15–18]. In these, the analysis is
made by enclosing the scatterer within a boundary or a layer of a given thickness at a prescribed distance from the scatterer,
enclosing the domain of interest. The geometry is typically spherical or rectangular. The drawback of truncation methods is
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Fig. 1. SubdomainsΩi andΩs and dividing surface S.
Fig. 2. The geometrical model used.
the high number of extra degrees of freedom that have to be used within the domain of interest or inside the PML; besides,
special post-processing techniques are needed for the calculus of the solution outside the boundary or the layer. For ABC,
accuracy is an added problem.
Other techniques combine the advantages of FE and BE methods; one of these is the scaled boundary finite element
method [19–21], usually employed in elastodynamics, and others [22,23]. In this method, the boundary is discretized with
surface finite elements, yielding a reduction of the spatial dimension by one, while the radiation condition at infinity is
satisfied exactly; in addition, the method combines the advantages of both FE and BE methods: in the directions parallel to
the boundary, the weighted-residual approximation of finite elements applies, leading to convergence in the ordinary FE
sense; in the third (radial) direction, however, the procedure is analytical. A comparison among the different methods can
be found in [24].
In this paper, an approximation of the FE/BE combination type is presented. The inspiration of the method comes
from classical theoretical acoustics [25,26]. In the area concerning radiation of sound, theoretical physics usually analyzes
the case of radiation from spheres, studying the sound waves caused by the known vibration pattern of a sphere (not
necessarily small). The radiated pressure is expressed as a series of Hankel and Legendre functions and coefficients that
can be determined using the radiation pattern on the sphere.
The idea of the method presented here is to split into two the entire infinite domain using a spherical surface, and
calculate the pressure in the outer domain as a radiation from that dividing sphere. The outside pressure pattern will only
depend on the nodal values of the pressure on the sphere (which are unknowns) and the 2D linear FEM functions (which
we know). In order to minimize the number of degrees of freedom, we will place the dividing surface as close as possible
to the radiator/scatterer; that is, in the near field. In the results presented the dividing sphere will always be located closer
than a sixth of a wavelength from the scatterer.
Once the division is performed, two coupled FE formulations arise.
• In the inner subdomain, an ordinary 3D finite mesh is generated; there, any radiating/scattering surface, acoustic source
or coupling with other media can be introduced.
• In the outer subdomain, the faces of the elements of the inner mesh lying on the dividing sphere are used as a 2D
discretization to make two different interpolations. On the radial direction, an analytical pattern – based on the known
analytical solution for the Helmholtz equation – is used, which allows for the radiation boundary condition at infinity
to be satisfied exactly; on the zenithal and azimuthal directions a series expansion (of infinite number of terms) of the
customary FE basis functions is used.
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Fig. 3. Analytical and calculated pressure moduli. Coarse mesh.
The main advantage of the proposed method over BEM is that our method does not perform any integration during the
calculation, because the matrices are calculated analytically based on previously calculated integrals of Hankel functions
and spherical harmonics. Besides that advantage, it allows for a faster post-processing by simplifying the calculus (all post-
process calculations are reduced to simple matrix products).
Comparing it to IE, the infinite element theory does indeed allow for spheroidal truncation; but the truncation must be
made in the far field; or, if done in the near field, additional d.o.f. must be added in the radial direction. The formulation
presented is able to truncate the domain in the near field (in the examples presented the largest distance from the source
has been a sixth of the wavelength) without adding any d.o.f. to the FEM model.
The indisputable advantage of PML over the presentedmethod is the ability of dealingwith non-homogeneousmedia; its
main drawbacks are: (a) A PML does not provide results outside the truncation surface (outer-domain); and (b), additional
d.o.f. are necessarily addedwithin the PML, whereas the presentedmethod adds zero d.o.f. In summary: themain advantage
of the proposed method is that the dividing surface can be located as close as possible to the radiator/scatterer without
adding any d.o.f. to the model, and at the same time, it provides an efficient way to compute the solution in the outer-
domain.
The summation over the infinite series is obviously truncated by necessity; the crucial issue is to decide howmany terms
must be taken to ensure a prescribed accuracy. In the examples presented in this paper, the largest number of terms reached
is 40, and that happens for the highest frequency used, namely, k = 10. Furthermore, the presented examples suggest that
just 20 terms in the series are enough, since the accuracy is not significantly improved by adding more terms. Thus, the
number of significant terms in practice seems to be quite small.
The proposed truncation method does not add unknowns to the system, which is a desirable property that is not
satisfied by PMLs neither by IE. However, our truncationmethod increases the connectivity of those unknowns sitting at the
boundary, generating a dense submatrix. While the cost associated to solve that dense submatrix may seem outrageously
expensive, this is not always the case, and the proposed method becomes useful in a number of applications. For example,
when using a direct solver, the final LU factorization step typically requires a solution of a dense systemwhose size is that of
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Fig. 4. Analytical and calculated pressure phases. Coarse mesh.
a 2D cross-section of the original domain. If this cross-section contains more unknowns than those sitting at the boundary,
then the cost of adding the truncation method will be significantly lower than that of solving the original system without
the truncation method. Notice that this situation often occurs when we consider geometrically complex scatterers inside
the domain of interest. Moreover, this observation suggests the use of rather coarse grids on the boundary of the domain of
interest.
Alternatively, in those applications where the discretization requires a heavily populated boundary, the matrix resulting
from the proposed truncation method can be efficiently solved by using ideas of H-matrices [27], such as those recently
developed by Schmitz and Ying [28].
In this paper only the formulation for the outer subdomainΩs will be detailed; for the ordinary 3D FE formulation in the
inner subdomainΩi the reader is referred to the large existing bibliography [29–31].
Section 2 shows the resolution of the Helmholtz equation in spherical coordinates. That is the pattern of the solution
obtained which will be used for the trial functions. Section 3 expounds the formulation of the method: in Section 3.1 the
weak formulation and the sets of trial and test functions are defined; Section 3.2 shows the series decomposition of the basis
functions in terms of spherical harmonics; finally, Section 3.3 details the final formulas for the direct calculation of the global
stiffness andmassmatrices. The applied approximation leads to analytically compute integrals, and the globalmatrices of the
outer subdomain are directly calculated and assembled to the matrices obtained for the inner subdomain. The fact that only
the evaluations of analytical functions and single matrix products must be performed – together with the minimization of
the number of d.o.f. achieved in the inner domain – accounts for the efficiency of themethod. Another advantageous feature
is that the use of trial functions with continuous derivatives avoids the need of smoothing in the calculations of the values of
the derivatives at the nodes and any post-process magnitude related to them, which are calculated very quickly, by simple
matrix products. Section 4 contrasts the numerical results obtainedwith two analytical results: one of radiation (dipole) and
one of scattering (plane wave striking a rigid sphere). Contour plots of modulus, phase and local relative error are shown,
together with the H1 relative norms obtained varying the order of the approximation. The results demonstrate the accuracy
and reliability of the method. Finally, Section 5 enumerates the main conclusions and future lines of work of the authors.
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2. The Helmholtz equation
2.1. The analytical solution in spherical coordinates
The second order wave equation in spherical coordinates is
1
r2
∂
∂r

r2
∂u
∂r

+ 1
r2 sin θ
∂
∂θ

sin θ
∂u
∂θ

+ 1
r2 sin2 θ
∂2u
∂ϕ2
− 1
c2
∂2u
∂t2
= S, (1)
where S is the source function.
The Helmholtz equation is obtained by setting the functions as periodical, of the form u (r, θ, ϕ, t) = p (r, θ, ϕ) eiωt :
1
r2
∂
∂r

r2
∂p
∂r

+ 1
r2 sin θ
∂
∂θ

sin θ
∂p
∂θ

+ 1
r2 sin2 θ
∂2p
∂ϕ2
+ k2p = s, (2)
where k = ω/c is the wave number. We will summarize this equation as
1p+ k2p = s. (3)
The classical analytical solution of the Helmholtz equation in spherical coordinates [26] is based on a separation of
variables r, θ and ϕ. The solution obtained can be expressed as a combination of Legendre polynomials and spherical Hankel
functions. The Sommerfeld radiation condition∂p∂ n⃗ − ikp
 = O 1r2

(4)
eliminates the Hankel functions of the second kind, and therefore the solution can be written as follows:
p (r, θ, ϕ) =
∞
m=0
hm (k, r)
m
n=0
Pnm (cos θ) (Amn cos (nϕ)+ Bmn sin (nϕ)) , (5)
where the radial part of the solution is given by the spherical Hankel functions of the first kind
hm (k, r) = eikr i
−(m+1)
kr
m
s=0
(m+ s)!
(m− s)!s!

i
2k
s
r−s, (6)
and the azimuthal and zenithal parts are defined by the functions cos and sin and the functions
Pnm (x) = (−1)n

1− x2 n2 d
dxn
Pm (x) , (7)
which are the derivatives of the Legendre polynomials of degreem
Pm(x) = 12mm!

d
dxm

x2 − 1m . (8)
Coefficients Amn and Bmn of solution (5) are to be determined applying the boundary conditions.
3. FE formulation
The entire space R3 is split into two subdomainsΩi andΩs by a dividing sphere S of radius a, as illustrated in Fig. 1. The
radiator/scatterer can be located in the inner subdomain; in the figure, it is designated as Γi.
In the inner subdomainΩi an ordinary 3D FE formulation is used; in the outer subdomainΩs, wewill employ the pattern
of the analytical solution (5), by using a 2D interpolation in the azimuthal and zenithal directions and the radial solution
expressed in terms of Hankel functions (6). This allows the integrals of the weak formulation to be calculated analytically.
3.1. Weak formulation
The strong form of the Boundary Value Problem comprises the Helmholtz equation (3) and the Sommerfeld radiation
condition (4) at infinity. The first version of the weak form is obtained by multiplying the Helmholtz equation by a test
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Fig. 5. The relative error in %. Coarse mesh.
Fig. 6. Analytical and calculated pressure moduli. Fine mesh.
functionw(x⃗), integrating over the domain outside the dividing surface and integrating byparts.We arrive at the formulation
Ωs
∇⃗w∇⃗pdΩ − k2

Ωs
wpdΩ −

Sγ
w
∂p
∂ n⃗
ds =

Ωs
wsdΩ ∀w x⃗ ∈ V , (9)
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Fig. 7. Analytical and calculated pressure phases. Fine mesh.
Fig. 8. The relative error in %. Fine mesh.
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Fig. 9. The relative error (%) in the H1 norm. Coarse mesh.
Fig. 10. The relative error (%) in the H1 norm. Fine mesh.
Fig. 11. Spherical harmonic Y 110 .
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where Sγ is the truncating sphere with radius r = γ , and the set V =

w ∈ H1 | w = 0 on Sγ

. Rewriting the Sommerfeld
radiation condition (4) we obtain the expression
∂p
∂r
= ikp+ φ x⃗ , (10)
where φ

x⃗
 = O r−2 is an unknown function. Substituting for ∂p/∂ n⃗ = ∂p/∂r in Eq. (9) we obtain
Ωs
∇⃗w∇⃗pdΩ − k2

Ωs
wpdΩ − ik

Sγ
wpds =

Sγ
wφds+

Ωs
wsdΩ ∀w x⃗ ∈ V . (11)
In order to passwith γ to∞, several strategies have been used in the past. The first is to include the Sommerfeld condition
into the definition of the spaces. This is the line followed by Leis [32]. The idea is to restrict the space of the solution functions
to aweighted subspace inwhich the value after applying the operator is in a L2 (Ωs) space. The conclusion is that the integrals
over Sγ vanish in the limit r →∞.
The second strategy follows [33]. There, both solution and test functions are selected from H1 (Ωs), so that the former
satisfies the Sommerfeld condition and the gradients of both functions are square-integrable; but the difference in this case
is that the integral over Sγ involving the radiation pattern does not vanish in the limit.
In the formulation presented in this paper trial functions p have the form of Eq. (5) and constitute a subspace of space
C∞ (Ωs)whichwill be denoted by C∞p (Ωs). Since Hankel spherical functions of the first kind directly satisfy the Sommerfeld
condition, we only need to select test functionsw (r, θ, ϕ) to ensure the square-integrability of the integrands of the weak
form.
At this stage, the final variational formulation reads as follows:
Find p ∈ C∞p (Ωs) such that
Ωs
∇⃗w∇⃗pds− k2

Ωs
wpds =

Ωs
wsdΩ ∀w ∈ C∞w (Ωs)
 , (12)
where C∞w (Ωs) is the space of functions with finite inner product
b (p, w)1 =

Ωs
∇⃗w∇⃗pds− k2

Ωs
wpds ∀p ∈ C∞p (Ωs) . (13)
The set of selected test functionsw (r, θ, ϕ) ∈ C∞w (Ωs) selected will be detailed in Section 3.3.
3.2. Spherical harmonic decomposition of the basis functions
The spherical harmonics are defined as follows [25,26]:
Ym (θ) = Y 1m0 (θ, ϕ) = km0Pm (cos θ) (14a)
Y 1mn (θ, ϕ) = kmn cos (nϕ) Pnm (cos θ) (14b)
Y−1mn (θ, ϕ) = kmn sin (nϕ) Pnm (cos θ) (14c)
where Pnm (cos θ) are the Legendre functions and the coefficient kmn is
kmn =

(2m+ 1) (m− n)!
2(2−sign(n))π (m+ n)! . (15)
The set of spherical harmonics (14) is a complete mutually orthonormal set of functions in terms of coordinates θ, ϕ,
with the scalar product
Y σmn (θ, ϕ) , Y
τ
lk (θ, ϕ)

Γs
=
 2π
0
dϕ
 π
0
Y σmn (θ, ϕ) Y
τ
lk (θ, ϕ) sin θdθ. (16)
Now let us see how the spherical harmonics are used for the interpolation. A classical 3D FE interpolation would read as
follows:
ph (r, θ, ϕ) =
ns
j=0
Mj (r, θ, ϕ) pj (17a)
wh ∈ V h = span M∗j (r, θ, ϕ) ∀j ∈ ηs (17b)
for the solution and test functions respectively. In (17) ns is the total number of nodes, and ηs is the number of nodes atwhich
no Dirichlet condition is imposed. The basic idea of the present work is to separate the variables of functions Mj (r, θ, ϕ)
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andM∗j (r, θ, ϕ) using the radiation pattern on the dividing sphere given by the 2D FE interpolation functions and the nodal
values:
ph (a, θ, ϕ) =
ns
j=0
Nj (θ, ϕ) pj. (18)
Substituting the 2D interpolation functions Nj (θ, ϕ) for a series of the aforementioned spherical harmonics Y σmn (θ, ϕ) in
the form
Nj (θ, ϕ) =
∞
m=0
m
n=0

AjmnY
1
mn + BjmnY−1mn

, (19)
where coefficients Ajmn and B
j
mn can be computed using the orthogonality of the spherical harmonics:
Ajmn =
 2π
0
dϕ
 π
0
Nj (θ, ϕ) Y 1mn (θ, ϕ) sin θdθ (20a)
Bjmn =
 2π
0
dϕ
 π
0
Nj (θ, ϕ) Y−1mn (θ, ϕ) sin θdθ. (20b)
Extending the radius from a to infinity in (18), the interpolation in the outer infinite domain is given by
ph (r, θ, ϕ) =
ns
j=1
Mj (r, θ, ϕ) pj, (21)
where the summation over j is performed over the nodes, and FE interpolation functions are given by
Mj (r, θ, ϕ) =
∞
m=0
hm (k, r)
m
n=0

AjmnY
1
mn (θ, ϕ)+ BjmnY−1mn (θ, ϕ)

, (22)
where the summations overm and n are performed over the spherical harmonics, and the functions hm (k, r) are the Hankel
functions of (6). In a similar way, functionsM∗j (r, θ, ϕ) are given by
M∗j (r, θ, ϕ) =
∞
m=0
wm (k, r)
m
n=0

AjmnY
1
mn (θ, ϕ)+ BjmnY−1mn (θ, ϕ)

, (23)
where functionswm (k, r) are weight functions that will be detailed in Section 3.3.1.
Coefficients of the integrals in (20) are in fact numerically approximated by means of numerical surface integrals over S:
Aimn =
1
a2

S
Ni (θ, ϕ) Y 1mn (θ, ϕ) ds (24a)
Bimn =
1
a2

S
Ni (θ, ϕ) Y−1mn (θ, ϕ) ds. (24b)
3.3. FE formulation
3.3.1. Definition of trial and test functions
Substituting the interpolation and test functions given in (22) and (23) in the series expansion (21), the solution function
ph and its derivatives outside the dividing surface can be written as
ph (r, θ, ϕ) =
ns
j=1
 ∞
d=0
hd (k, r)
d
l=0

AjdlY
1
dl (θ, ϕ)+ BjdlY−1dl (θ, ϕ)

pj
∂ph
∂r
=
ne
j=1
 ∞
d=0
∂hd
∂r
d
l=0

AjdlY
1
dl + BjdlY−1dl

pj
∂ph
∂θ
=
ns
j=1
 ∞
d=0
hd (k, r)
d
l=0

Ajdl
∂Y 1dl
∂θ
+ Bjdl
∂Y−1dl
∂θ

pj
∂ph
∂ϕ
=
ns
j=1
 ∞
d=0
hd (k, r)
d
l=0

Ajdl
∂Y 1dl
∂ϕ
+ Bjdl
∂Y−1dl
∂ϕ

pj.
(25)
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Fig. 12. The geometrical model used.
Fig. 13. Analytical and calculated pressure moduli (k = 1). Coarse mesh.
Now using series expansion (23), for the space of test functions of (13) outside the dividing surface we have the
expression:
C∞w (Ωs)
h = span M∗i (r, θ, ϕ) ∀i ∈ ηs
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Fig. 14. Analytical and calculated pressure phases (k = 1). Coarse mesh.
Fig. 15. The relative error in % (k = 1). Coarse mesh.
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Fig. 16. Analytical and calculated pressure moduli (k = 1). Medium mesh.
with
M∗i (r, θ, ϕ) =
∞
m=0
wm (k, r)
m
n=0

AimnY
1
mn (θ, ϕ)+ BimnY−1mn (θ, ϕ)

∂M∗i
∂r
=
∞
m=0
∂wm
∂r
m
n=0

AimnY
1
mn + BimnY−1mn

∂M∗i
∂θ
=
∞
m=0
wm (k, r)
m
n=0

Aimn
∂Y 1mn
∂θ
+ Bimn
∂Y−1mn
∂θ

∂M∗i
∂ϕ
=
∞
m=0
wm (k, r)
m
n=0

Aimn
∂Y 1mn
∂ϕ
+ Bimn
∂Y−1mn
∂ϕ

.
(26)
At this stage of the formulation, it must be pointed out that both trial and test functions have beenwritten in terms of two
analytical function families – Hankel functions and spherical harmonics – and the constant coefficients Aimn and B
i
mn. Hankel
functions depend exclusively on the radius r and the wave number k; spherical harmonics, exclusively on the zenithal and
azimuthal angles θ and ϕ. The next step of the formulation (Section 3.3.2) is the substitution of trial functions of (25) and test
functions of (26) in the weak formulation (12). The fact that in Eqs. (25) and (26) only analytical functions (Hankel functions
and spherical harmonics) and constants (Aimn and B
i
mn) appear will allow for the calculation of the integrals to be analytic:
some of those integrals – those involving Hankel functions – will be line integrals from a to∞; others – those involving
spherical harmonics – will be double integrals over the surface S.
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Fig. 17. Analytical and calculated pressure phases (k = 1). Medium mesh.
Regarding the space of test functions w (r, θ, ϕ) ∈ C∞w (Ωs), two alternatives have been compared: a weighted space
which comprises functions
wm (k, r) = 1r2 hm (k, r) = e
ikr i
−(m+1)
kr2
m
t=0
(m+ t)!
(m− t)!t!

i
2k
t
r−t (27)
and a weighted conjugated one, which comprises functions
wm (k, r) = 1r2 hm (k, r) = (−1)
m+1 e−ikr
i−(m+1)
kr3
m
t=0
(−1)t (m+ t)!
(m− t)!t!

i
2k
t
r−t . (28)
3.3.2. Matrix formulation
Rewriting the variational formulation (12) in spherical coordinates and substituting the functions (25) and (26),we obtain
the coefficients of the global K stiffness matrix:
Kij =

Ωs
∇⃗M∗i (r, θ, ϕ) ∇⃗Mj (r, θ, ϕ) dΩ
=

Ωs
 ∞
m=0
m
n=0

AimnY
1
mn + BimnY−1mn
 ∂wm
∂r
 ∞
d=0
d
l=0

AjdlY
1
dl + BjdlY−1dl
 ∂hd
∂r

dΩ
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+

Ωs
1
r2
 ∞
m=0
m
n=0

Aimn
∂Y 1mn
∂θ
+ Bimn
∂Y−1mn
∂θ

wm
 ∞
d=0
d
l=0

Ajdl
∂Y 1dl
∂θ
+ Bjdl
∂Y−1dl
∂θ

hd

dΩ
+

Ωs
1
r2 sin2 θ
 ∞
m=0
m
n=0

Aimn
∂Y 1mn
∂ϕ
+ Bimn
∂Y−1mn
∂ϕ

wm
 ∞
d=0
d
l=0

Ajdl
∂Y 1dl
∂ϕ
+ Bjdl
∂Y−1dl
∂ϕ

hd

dΩ.
And analogously for the coefficients of theM mass matrix:
Mij =

Ωs
M∗i (r, θ, ϕ)Mj (r, θ, ϕ) dΩ
=

Ωs
 ∞
m=0
m
n=0

AimnY
1
mn + BimnY−1mn

wm
 ∞
d=0
d
l=0

AjdlY
1
dl + BjdlY−1dl

hd

dΩ.
Taking into account the orthogonality of the spherical harmonics Y σmn (θ, ϕ) and its derivatives, we can directly write the
formulas for the coefficients of the global stiffness matrix
Kij =
∞
m=0
Im1
m
n=0

AimnA
j
mnI
1
0 + BimnBjmnI−10
+ ∞
m=0
Im2
m
n=0

AimnA
j
mnI
1
θ + BimnBjmnI−1θ

+
∞
m=0
Im2
m
n=0

AimnA
j
mnI
1
ϕ + BimnBjmnI−1ϕ

(29)
and the coefficients of the global mass matrix
Mij =
∞
m=0
Im3
m
n=0

AimnA
j
mnI
1
0 + BimnBjmnI−10

. (30)
In the latter formulas, the double integrals of the spherical harmonics and their derivatives are defined as
I10 (m, n) =
 2π
0
dϕ
 π
0

Y 1mn
2
sin θdθ,
I−10 (m, n) =
 2π
0
dϕ
 π
0

Y−1mn
2
sin θdθ,
I1θ (m, n) =
 2π
0
dϕ
 π
0

∂Y 1mn
∂θ
2
sin θdθ,
I−1θ (m, n) =
 2π
0
dϕ
 π
0

∂Y−1mn
∂θ
2
sin θdθ,
I1ϕ (m, n) =
 2π
0
dϕ
 π
0
1
sin θ

∂Y 1mn
∂ϕ
2
dθ,
I−1ϕ (m, n) =
 2π
0
dϕ
 π
0
1
sin θ

∂Y−1mn
∂ϕ
2
dθ
(31)
and depend exclusively on the values ofm and n; hence, they can be precomputed.
The line integrals of the Hankel and weight functions
Im1 (k, a,m) =
 ∞
a
r2
dwm
dr
dhm
dr
dr
Im2 (k, a,m) =
 ∞
a
wm (kr) hm (kr) dr
Im3 (k, a,m) =
 ∞
a
r2wm (kr) hm (kr) dr,
(32)
depend on the wave number k, the radius a and m. In the work presented here, the analytical expressions of the three
primitives have been calculated; however, although they can be exactly and simply evaluated, their values change with the
frequency of the analysis.
Eqs. (29) and (30) provide the main advantage of the method proposed here: namely, that the FE global matrices of the
outer mesh are directly calculated, without having to do any integration loop over the 2D elements on the surface S.
In practice, the proposed algorithm consists of the following phases.
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Fig. 18. The relative error in % (k = 1). Medium mesh.
Fig. 19. The relative error (%) in the H1 norm (k = 1). Coarse mesh.
• The integrals (31) are evaluated analytically once for all models and stored in memory.
• In the pre-process, performed only once for each model, coefficients (20) are computed and stored in memory.
• During themain computations, performedonce for eachmodel and frequency, the only calculations needed are: the direct
evaluation of functions (32), the matrix products that give the full matrices K and M of (29) and (30), and the assembly
procedure into the stiffness andmass matrices previously calculated for the inner subdomainΩi (coupled to the degrees
of freedom associated to the nodes on the dividing surface S).
To summarize, no volume integral is needed in the calculations over the exterior domain. The use of (25) avoids the need
of smoothing for the calculations of the values of the derivatives on the nodes and any post-process magnitude related to
them. If the nodal values of the spherical harmonics (14) and their derivatives are calculated and stored in the pre-process,
the post-processing of the pressure and its derivatives can be performed very quickly, once again by simplematrix products.
4. Numerical experiments
Twonumerical experimentswill be presented: one of radiation (a dipole) and one of scattering (scattering of a planewave
on a rigid sphere). The aim of the numerical experiments shown in this section is to check the validity of the formulation
presented above. In the results that follow, the error between the analytical solution p and the numerical approximated
solution ph has been measured in the whole domainΩ by the weighted L2 and H1 norms:
∥p− ph∥20 =

Ωi
|p− ph|2dΩ ++

Ωs
1
r3
|p− ph|2dΩ, (33)
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Fig. 20. The relative error (%) in the H1 norm (k = 1). Medium mesh.
∥p− ph∥21 =

Ωi
|p− ph|2dΩ +

Ωi
|∇⃗ p− ph |2dΩ + 
Ωs
1
r3
|p− ph|2dΩ
+

Ωs
1
r3
|∇⃗ p− ph |2dΩ, (34)
where the numerical approximated solution ph and its gradient are calculated in the usual way in the subdomain Ωi and
using (25) in the subdomainΩs.
In all the results, the number of terms (theoretically infinite) of the summation over d of (25) has been truncated at a
finite number of terms indicated by dk. In the contour plots shown, the local relative error in percentage is always given by
the modulus
Er (r, θ, ϕ) = 100 ∗ abs

p− ph
p

. (35)
4.1. Dipole radiation
The experiment consists of the simulation of the radiation from a dipole source located on the X axis. The distance
between the two point sources (numerically modeled as small finite-size balls) is d = 0.001 m. The dividing surface has
been located at a radius a = 0.05 m. The geometry of the model is shown in Fig. 2.
Two unstructured tetrahedral linear meshes have been used; one with 603 d.o.f. (114 of them located at the dividing
surface) and a maximum edge size of 0.035 m, and another with 1340 d.o.f. (450 of them located at the dividing surface)
and a maximum edge size of 0.029 m. For a wave number of k = 10, the dividing sphere is located at a distance of about
λ/13 (λ = 0.628m) from the center of the dipole. In order to have five nodes per wavelength, it would be advisable to use a
maximum edge size of about 0.13m, which provides a great margin for both coarse and finemeshes. To put the reliability of
the method through an awkward position, the order of the coefficients calculated for spherical harmonics has been carried
up to 25 in order to test the convergence of the method.
Figs. 3 and 4 show plots of the modulus (in Pa) and phase (in degrees), respectively, of the analytical and approximated
solutions of the radiated pressure given by the coarse mesh at radius r = 0.2.
Fig. 5 shows the plot of the relative error (in %) corresponding to the approximated solutions of the radiated pressure at
radius r = 0.2.
Figs. 6 and 7 display plots of the modulus (in Pa) and phase (in degrees), respectively, of the analytical and approximated
solutions of the radiated pressure given by the finest mesh used at radius r = 0.2.
Fig. 8 describes the relative error (in %) committed by the approximated solutions of the radiated pressure at radius
r = 0.2.
Finally, Figs. 9 and 10 show the values of the relative H1 norms (natural scale) obtained, as a function of the truncation
term in the summation over d of (25).
In Fig. 9, corresponding to the coarse mesh, the norm of the relative error has increased from dk = 1 to dk = 25;
but a closer look at the scale suggests two observations: first, that the values are practically constant (they range between
0.66% and 0.68%); second, that the best values correspond to the spherical harmonics up to the smallest orders. This can be
explained having a look at the similitude of the patterns of the quite simple analytical solution (Figs. 6 and 7) and that of
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Fig. 21. Analytical and calculated pressure moduli (k = 10). Medium mesh.
spherical harmonic Y 110 (Fig. 11). The similitude suggests that only the smallest orders of spherical harmonics contribute to
the numerical solution. The assertion that contributions of higher orders are negligible is confirmed by the negligible change
in the norm; another confirmation is taken from the results obtained by the fine mesh (Fig. 10), where the norm increases
again, but this time from one until the medium value, and decreases from there on. Once again, the scale indicates that, in
practice, the error has not changed significantly.
The values of the relative H1 norms show that the method has increased its accuracy as the mesh has been refined;
besides, the errors remain (almost) constant as the order of the terms in the approximation is increased.
4.2. Scattering of a plane wave by a rigid sphere
4.2.1. The analytical solution
In this section, the benchmark model used for the test is the scattering of an incident plane wave traveling in the
z-direction and finds in its way a rigid sphere of radius 1. The goal is to find the scattered wave ps.
The equation of a plane wave is given by Morse and Ingard [26]
pinc (r, θ) = Pinc
∞
m=0
(2m+ 1) inPm (cos θ) jm (k, r) (36)
where Pinc is the amplitude of the incident wave, Pm (cos θ) is the Legendre polynomial of degreem and jm (k, r) is themth
spherical Bessel function of the first kind.
The condition that relates the incident and the scattered wave is
− ∂p
s
∂r
= ∂p
inc
∂r
at r = 1 (37)
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Fig. 22. Analytical and calculated pressure phases (k = 10). Medium mesh.
Fig. 23. The relative error in % (k = 10). Medium mesh.
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Fig. 24. Analytical and calculated pressure moduli (k = 10). Fine mesh.
where
∂pinc
∂r

r=1
= Pinc
∞
m=0
(2m+ 1) imPm (cos θ) ∂ jm (k, r)
∂r

r=1
(38)
=
∞
m=0
n
n=0
Pnm (cos θ)
Amn cos (nϕ)+Bmn sin (nϕ) . (39)
Assuming the Neumann boundary condition and the orthogonality properties of functions Pnm(cos θ) and cos and sin
functions, we obtain the following relationships between the coefficients
Bmn = 0 ∀m, nAmn = 0 ∀n ≥ 1Am0 =Am = Pinc (2m+ 1) im ∂ jm (k, r)
∂r

r=1
∀m ≥ 1.
Finally, using Eq. (5) we have the analytical pattern for the scattered wave:
ps (r, θ) =
∞
m=0
hm (k, r) Pm (cos θ) Am (40)
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Fig. 25. Analytical and calculated pressure phases (k = 10). Fine mesh.
where
Am =
−Pinc (2m+ 1) im ∂ jm(k,r)∂r

r=1
∂hm(k,r)
∂r

r=1
∀m ≥ 1.
The model has been tested for two different wave numbers: a lower one k = 1 (wavelength 6.28 m) and a higher
one k = 10 (wavelength 0.628 m). Three different unstructured tetrahedral linear meshes corresponding to the same
geometrical model have been used: a coarse one with a maximum edge size of 0.501 m and 427 d.o.f. (238 of them located
at the dividing surface), a medium mesh with a maximum edge size of 0.348 m and 1292 d.o.f. (690 of them located at the
dividing surface) and a fine one, with a maximum edge size of 0.196 m and 4546 d.o.f. (2376 of them located at the dividing
surface). The geometrical model can be seen in Fig. 12. The dividing sphere has been set to a = 1.1 m, and the summation
index ofm in (40) has been set to 15. As in the previous example of Section 4.1, in order to test the reliability of the method,
the order of the coefficients calculated for spherical harmonics has been carried up to 40 in order to check the behavior of
the norms.
4.2.2. The first example: low wave number (k = 1)
For k = 1, the dividing sphere is located at a distance of about λ/6 from the scattering surface. In order to have five nodes
per wavelength, it would be advisable to use a maximum edge size of about 1.26 m. This allows for a good margin for the
size of the mesh, and quite good results are expected even for the coarse one.
Figs. 13 and 14 display plots of the modulus (in dB) and phase (in degrees), respectively, of the analytical and
approximated solutions of the scattered pressure given by the coarse mesh at radius r = 1.25.
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Fig. 26. The relative error in % (k = 10). Fine mesh.
Fig. 15 describes the relative error (in %) corresponding to the approximated solution of the scattered pressure given by
the coarse mesh at radius r = 1.25.
Figs. 16 and 17 show plots of themodulus (in dB) and phase (in degrees), respectively, of the analytical and approximated
solutions of the scattered pressure given by the medium mesh at radius r = 1.25.
Fig. 18 describes the relative error (in %) corresponding to the approximated solution given by themediummesh at radius
r = 1.25.
Figs. 19 and 20 display the values of the relative H1 norms (natural scale) obtained using these twomeshes, as a function
of the truncation term in the summation over d of (25).
The results are quite accurate. The low frequency originates a quite smooth pattern for the scattered pressure, and the
great margin for the edge size in the mesh allows even the coarse mesh to give acceptable results.
As in the previous example, it is remarkable that the norms have not destabilized as the order of the terms in the
approximation has been increased. This time the pattern of the analytical solution (40) is complex enough to require higher
orders of approximation than in the previous example.
4.2.3. The second example: high wave number (k = 10)
For k = 10, the dividing sphere is located at a distance of about λ/6 from the scattering surface. It would be advisable to
use a maximum edge size of about 0.13 m. This presages a bad result for the medium mesh and a rather good one for the
fine one.
Figs. 21 and 22 display plots of the modulus (in dB) and phase (in degrees), respectively, of the analytical and
approximated solutions of the scattered pressure given by the medium mesh at radius r = 1.25.
Fig. 23 describes the relative error (in %) corresponding to the approximated solution of the scattered pressure given by
the medium mesh at radius r = 1.25.
Figs. 24 and 25 show plots of themodulus (in dB) and phase (in degrees), respectively, of the analytical and approximated
solutions of the scattered pressure given by the finer mesh used at radius r = 1.25.
Fig. 26 describes the relative error (in %) corresponding to the approximated solution given by the fine mesh at radius
r = 1.25.
Figs. 27 and 28 show the values of the relative H1 norms (natural scale) obtained using these two meshes, as a function
of the truncation term in the summation over d of (25).
For this frequency, as has been predicted, the results are unacceptable for themediummesh; but as the edge size has been
reduced to a reasonable size in the fine mesh, the results become quite accurate. Moreover, as Fig. 26 shows, the relative
error is quite small except on the plane where the most abrupt change of the pressure takes place; this would be the plane
where adaptive meshing would mostly refine the mesh.
As in the two previous examples, it is again remarkable that the norms have not destabilized as the order of the terms in
the approximation has been increased.
5. Conclusions and future work
Amethod for the resolution of theHelmholtz equation in interior and exterior domains has been presented. The proposed
approximation uses an analytical pattern for the interpolation on the radial direction and a series expansion of the FE trial
and test functions for the interpolation on the zenithal and azimuthal directions.
From the methodology and the results obtained, the following conclusions may be drawn.
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Fig. 27. The relative error (%) in the H1 norm (k = 10). Medium mesh.
Fig. 28. The relative error (%) in the H1 norm (k = 10). Fine mesh.
• As has been already pointed out in Section 3.3.2, the proposedmethod is computationally efficient, since only evaluations
of functions and single matrix products must be performed for the calculation of the global matrices.
• The dividing surface can be located close to the radiator or scatterer—in the near field. This minimizes the number of
degrees of freedom of the mesh.
• No discretization is needed for the outer subdomain; therefore, no additional degrees of freedom are added, and the inner
and outer meshes are assembled naturally, as in any ordinary finite element method.
• The radiation condition at infinity is exactly satisfied when modeling unbounded (infinite or semi-infinite) domains.
• No approximation other than that of the 2D finite elements on the dividing surface is introduced.
• Themethod avoids – in the outer domain – the need of smoothing for the post-processing of the derivatives of the acoustic
pressure, which are directly calculated. This allows for an easy computation of magnitudes related to the derivatives
(particle velocity, intensity, power, etc.).
• The presented analysis and numerical results – steadiness of the norms – indicate that solutions stabilize as the number
of terms used in the series expansion increases, accounting for the reliability of the method.
• No appreciable differences have been detected comparing the results obtained using the weighted symmetrical and
conjugated test functions detailed in Section 3.3.1.
The proposedmethodology has to be analyzed for structural/fluid and other couplings and differential equations other than
Helmholtz’s. The authors expect to present further theoretical and numerical results in a forthcoming work.
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