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Abstract
In recent years, it has been drawn a lot of attention to the question of whether logistic
kinetics is sufficient to enforce the global existence of classical solutions or to prevent finite-time
blow-up in various chemotaxis models. However, for several important chemotaxis models,
only in the space two dimensional setting, it has been shown that logistic kinetics is sufficient
to enforce the global existence of classical solutions (see [8] and [28]). The current paper is to
give a confirmed answer to the above question for the following parabolic-elliptic chemotaxis
system with singular sensitivity and logistic source in any space dimensional setting,

ut = ∆u − χ∇ · (
u
v
∇v) + u(a(x, t)− b(x, t)u), x ∈ Ω
0 = ∆v − µv + νu, x ∈ Ω
∂u
∂n
= ∂v
∂n
= 0, x ∈ ∂Ω,
(0.1)
where Ω ⊂ Rn is a bounded domain with smooth boundary ∂Ω, χ is the singular chemotaxis
sensitivity coefficient, a(x, t) and b(x, t) are positive smooth functions, and µ, ν are positive
constants. We prove that, for any given nonnegative initial data 0 6≡ u0 ∈ C
0(Ω¯), (0.1) has
a unique globally defined classical solution (u(t, x;u0), v(t, x;u0)) with u(0, x;u0) = u0(x),
which shows that, in any space dimensional setting, logistic kinetics is sufficient to enforce the
global existence of classical solutions and hence prevents the occurrence of finite-time blow-up
even for arbitrarily large χ. In addition, the solutions are shown to be uniformly bounded
under the conditions ainf >
µχ2
4
when χ ≤ 2 and ainf > µ(χ− 1) when χ > 2.
Key words. Parabolic-elliptic chemotaxis system, logistic source, singular sensitivity, blow-up
prevention, classical solution, local existence, global existence, global boundedness.
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1 Introduction and Main Results
Chemotaxis refers to the movement of living organisms in response to certain chemicals in their
environments, and plays a crucial role in a wide range of biological phenomena such as immune
system response, embryo development, tumor growth, population dynamics, gravitational col-
lapse, etc. (see [14, 20]). Chemotaxis models, also known as Keller-Segel models, have been
widely studied since the pioneering works [16, 17] by Keller and Segel at the beginning of 1970s
on the mathematical modeling of the aggregation process of Dictyostelium discoideum. One of
the central problems studied in the literature on chemotaxis models is whether solutions blow up
in finite time or exist globally.
In recent years, a large amount of research has been carried out toward the finite-time blow-up
prevention by logistic source in various chemotaxis models. For example, consider the following
chemotaxis model with logistic source,

ut = ∆u− χ∇ · (u∇v) + u(a(x, t) − b(x, t)u), x ∈ Ω
τvt = ∆v − µv + νu, x ∈ Ω
∂u
∂n
= ∂v
∂n
= 0, x ∈ ∂Ω,
(1.1)
where Ω ⊂ RN is a bounded domain with smooth boundary, u(x, t) represents the population
density of a species and v(x, t) represents the population density of some chemical substance, χ
is the chemotaxis sensitivity coefficient, a, b are positive continuous functions, τ ≥ 0 is a non-
negative constant linked to the diffusion rate of the chemical substance, and µ represents the
degradation rate of the chemical substance and ν is the rate at which the species produces the
chemical substance. When τ = 0, a(x, t) ≡ a, b(x, t) ≡ b, µ = ν = 1, it is proved in [28] that, if
N ≤ 2 or b > N−2
N
χ, then for any nonnegative initial data u0 ∈ C
0(Ω¯), (1.1) possesses a global
bounded classical solution which is unique. It should be pointed out that, when a = b = 0 and
N ≥ 2, finite-time blow-up of positive solutions occurs under some condition on the mass and the
moment of the initial data (see [12], [13], [23], [24]). Hence the finite time blow-up phenomena
in (1.1) is suppressed to some extent by the logistic source. But it remains open whether in any
space dimensional setting, for any nonnegative initial data u0 ∈ C
0(Ω¯) (1.1) possesses a unique
global classical solution for any χ > 0 and any b with infx∈Ω¯,t∈R b > 0. The reader is referred to
[4, 15, 18, 19, 26, 27, 30, 31, 34] and references therein for other studies on the global existence
of nonnegative solutions of (1.1).
Consider the following chemotaxis system with singular sensitivity and logistic source,

ut = ∆u− χ∇ · (
u
v
∇v) + u(a(x, t) − b(x, t))u, x ∈ Ω
τvt = ∆v − µv + νu, x ∈ Ω
∂u
∂n
= ∂v
∂n
= 0, x ∈ ∂Ω.
(1.2)
When a(x, t) ≡ a > 0, b(x, t) ≡ b > 0, τ = 0, and µ = ν = 1, it is proved in [8] that, if N = 2,
then (1.2) has a unique global solution with any nonnegative initial data 0 6≡ u0 ∈ C
0(Ω¯). When
a(x, t) ≡ 0, b(x, t) ≡ 0, τ = 0, and µ = ν = 1, it is proved in [9] that, if N = 2, then (1.2) has a
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unique global solution with any nonnegative initial data 0 6≡ u0 ∈ C
0(Ω¯). It should be pointed
out that, when a(x, t) ≡ 0, b(x, t) ≡ 0, and N ≥ 3, there exists some nonnegative initial data
u0 ∈ C
0(Ω¯) such that the solution of (1.2) blows up at some finite time (see [25]). It remains
open whether in any space dimensional setting, for any nonnegative initial data 0 6≡ u0 ∈ C
0(Ω¯)
(1.2) possesses a unique global classical solution for any χ > 0 and any b with infx∈Ω¯,t∈R b > 0.
The reader is referred to [2, 3, 5, 6, 7, 10, 24, 35, 36, 37] and references therein for other studies
on the global existence of nonnegative solutions of (1.2).
The objective of this paper is to investigate the finite-time blow-up prevention by logistic
source in the chemotaxis model (1.2) with τ = 0 in any space dimensional setting, that is,

ut = ∆u− χ∇ · (
u
v
∇v) + u(a(x, t) − b(x, t))u, x ∈ Ω
0 = ∆v − µv + νu, x ∈ Ω
∂u
∂n
= ∂v
∂n
= 0, x ∈ ∂Ω.
(1.3)
We will show that, for any N ≥ 1, a logistic source is sufficient to enforce global existence of
positive classical solutions of (1.3) and hence prevents the occurrence of finite-time blow-up even
for arbitrarily large χ.
To be more precise, we assume throughout this paper that χ > 0; Ω ⊂ RN is a smooth bounded
domain; the initial function u0(x) satisfies
u0 ∈ C
0(Ω¯), u0 ≥ 0, and
∫
Ω
u0 > 0; (1.4)
a(x, t) and b(x, t) are Ho¨lder continuous in t ∈ R with exponent γ > 0 uniformly with respect to
x ∈ Ω¯, continuous in x ∈ Ω¯ uniformly with respect to t ∈ R, and there are positive constants αi,
Ai (i = 1, 2) such that {
0 < α1 ≤ a(x, t) ≤ A1
0 < α2 ≤ b(x, t) ≤ A2.
(1.5)
We put
ainf = inf
x∈Ω¯,t∈R
a(x, t), asup = sup
x∈Ω¯,t∈R
a(x, t), (1.6)
binf = inf
x∈Ω¯,t∈R
b(x, t), bsup = sup
x∈Ω¯,t∈R
b(x, t), (1.7)
unless specified otherwise. By the arguments in [8, Lemma 2.2], we have the following proposition
on the existence and uniqueness of the solution of (1.3) with given initial function u0 satisfying
(1.4).
Proposition 1.1. (Local existence) Suppose that (1.4) holds. Then there are Tmax(u0) ∈ (0,∞]
such that the system (1.3) possesses a unique classical solution (u(x, t;u0), v(x, t;u0)) on (0, Tmax(u0))
satisfying that
lim
t→0
‖u(·, t;u0)− u0(·)‖C0(Ω¯) = 0,
and
u(·, ·;u0) ∈ C(Ω¯× (0, Tmax(u0))) ∩C
2,1(Ω¯× (0, Tmax(u0))). (1.8)
3
Moreover if Tmax(u0) <∞, then
lim sup
tրTmax(u0)
‖u(·, t;u0)‖C0(Ω¯) =∞ or lim inf
tրTmax(u0)
inf
x∈Ω
v(·, t;u0) = 0. (1.9)
For given u0 ∈ C
0(Ω¯) satisfying (1.4), the unique solution (u(x, t;u0), v(x, t; v0)) of (1.3) with
given initial function u0 is said to be locally mass persistent if for any 0 < T <∞,
inf
0≤t<min{T,Tmax(u0)}
∫
Ω
u(x, t;u0)dx > 0 and inf
x∈Ω,0≤t<min{T,Tmax(u0)}
v(x, t;u0) > 0, (1.10)
and mass persistent if (1.10) holds for any 0 < T ≤ ∞. (u(x, t;u0), v(x, t;u0)) is said to be
globally defined if Tmax(u0) = ∞. If (u(x, t;u0), v(x, t;u0)) is globally defined, it is said to be
bounded if supt≥0,x∈Ω u(x, t;u0) <∞, which implies supt≥0,x∈Ω v(x, t;u0) <∞.
By properly modified arguments of [8], we have the following proposition on the mass persis-
tence of the unique solution of (1.3) with given initial function u0 satisfying (1.4).
Proposition 1.2. (Mass persistence) Suppose that u0 satisfies (1.4).
(1) For any 0 < T <∞, (1.10) holds.
(2) If
ainf >
{
µχ2
4 , if 0 < χ ≤ 2
µ(χ− 1), if χ > 2
(1.11)
holds, then (1.10) holds for any 0 < T ≤ ∞.
The first main result of this paper is on the Lp(Ω)-boundedness of the unique solution of (1.3)
with given initial function u0 satisfying (1.4).
Theorem 1.1. (Lp-boundedness) Suppose that u0 satisfies (1.4).
(1) There is p > n such that for any 0 < T <∞,
sup
0≤t<min{T,Tmax(u0)}
‖u(·, t;u0)‖Lp <∞. (1.12)
(2) If (1.11), then (1.12) also holds for T =∞.
The second main result of this paper is on the global existence and boundedness of the unique
solution of (1.3) with given initial function u0 satisfying (1.4).
Theorem 1.2. (Global existence and boundedness) Suppose that u0 satisfies (1.4).
(1) (Global existence) (u(x, t;u0), v(x, t;u0)) exists globally, that is, Tmax(u0) =∞.
(2) (Boundedness) Let χ > 0 and µ > 0, and assume (1.4) holds. Moreover, suppose that (1.11)
holds. Then (u(x, t;u0), v(x, t;u0)) is bounded, i.e. there exists C > 0 such that
‖u(·, t;u0)‖L∞(Ω) ≤ C for all t > 0. (1.13)
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Remark 1.1. (1) Theorem 1.2(1) implies that, in any space dimensional setting, logistic source
is sufficient to enforce the global existence of positive classical solutions of the chemotaxis
system (1.3) with singular sensitivity and hence prevents the occurrence of finite-time blow-
up even for arbitrarily large χ. Its proof heavily relies on Theorem 1.1(1). When N = 2,
Theorem 1.2(1) recovers [8, Theorem 1.1].
(2) Theorem 1.2(2) implies that, when a(x, t) is large relative to the chemotaxis sensitivity
coefficient χ, the globally defined solution (u(x, t;u0), v(x, t;u0)) is bounded. Its proof is
based on Theorem 1.1(2). When N = 2, Theorem 1.2(2) recovers Theorem [8, Theorem
1.2].
(3) The proof of Theorem 1.1(1) is very nontrivial. It is based on some nontrivial estimates for∫
Ω
up−1
v
∇u · ∇vdx and
∫
Ω
|∇v|2p
vk+1
dx (see Propositions 4.1 and 4.2).
The rest of this paper is organized as follows. In section 2, we present some preliminary lemmas
that will be used to prove our main results. In section 3, we study the mass persistence and prove
Proposition 1.2. In section 4, we explore the Lp boundedness of positive solutions of (1.3) and
prove Theorem 1.1. We study the global existence and boundedness of positive solutions of (1.3)
and prove the Theorem 1.2 in section 5.
2 Preliminaries
In this section, we present some lemmas to be used in later sections.
Throughout this section, we assume that Ω ⊂ Rn is a bounded smooth domain. Let
δ0 :=
∫ ∞
0
1
(4πt)
n
2
e−
(
t+
(diamΩ)2
4t
)
dt <∞, (2.1)
where diam Ω = maxx,y∈Ω¯ |x− y|.
Lemma 2.1. Let w ∈ C0(Ω¯) be nonnegative function such that
∫
Ω w > 0. If z is a weak solution
to {
−∆z + z = w, x ∈ Ω
∂z
∂n
= 0, x ∈ ∂Ω,
then
z ≥ δ0
∫
Ω
w > 0 in Ω.
Proof. See [7, Lemma 2.1].
Let A : D(A) ⊂ Lp(Ω)→ Lp(Ω) be defined by A = −∆+I with D(A) = {u ∈W 2,p(Ω) | ∂u
∂n
= 0
on ∂Ω}. Then −A generates an analytic semigroup on Lp(Ω). We denote it by e−tA. Note that
Reσ(A) > 0. Let Aβ be the fractional power operator of A (see [11, Definition 1.4.1]). Let
Xβ = D(Aβ) with graph norm ‖u‖Xβ = ‖A
βu‖Lp(Ω) for β ≥ 0 and u ∈ X
β (see [11, Definition
1.4.7]).
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Lemma 2.2. (i) For each β ≥ 0, there is Cβ > 0 such that
‖Aβe−At‖ ≤ Cβt
−βe−γt, for t > 0 (2.2)
for some γ > 0.
(ii) If m ∈ {0, 1} and q ∈ [p,∞] are such that m− n
q
< 2β − n
p
, then
Xβ →֒ Wm,q(Ω).
(iii) If 2β − n
p
> θ ≥ 0, then
Xβ →֒ Cθ(Ω).
Proof. (i) It follows from [11, Theorem 1.4.3].
(ii) It follows from [11, Theorem 1.6.1].
(iii) It also follows from [11, Theorem 1.6.1].
Lemma 2.3. Given 1 < p <∞, there is K = K(p) > 0 such that
‖e−tA∇ · φ‖Lp(Ω) ≤ K(p)(1 + t
− 1
2 )e−γt‖φ‖Lp(Ω) (2.3)
for some γ > 0, all t > 0, and φ ∈ C1(Ω¯) satisfying ∂φ
∂n
= 0 on ∂Ω. Consequently, for all t > 0,
the operator e−tA∇· possesses a uniquely determined extension to an operator from Lp(Ω) into
Lp(Ω), with norm controlled according to (2.3).
Proof. It follows from [32, Lemma 1.3].
Throughout the rest of this section, we assume that u0(x) satisfies (1.4) and (u(x, t), v(x, t)) :=
(u(x, t;u0), v(x, t;u0)) is the unique classical solution of (1.3) on the maximal interval (0, Tmax) :=
(0, Tmax(u0)) with the initial function u0. Note that
u(x, t), v(x, t) > 0 ∀x ∈ Ω, t ∈ (0, Tmax).
Lemma 2.4. There exists a positive m∗ > 0 such that∫
Ω
u ≤ m∗ = max
{∫
Ω
u0,
asup
binf
|Ω|
}
for all t ∈ (0, Tmax),
where |Ω| is the Lebesgue measure of Ω.
Proof. By integrating the first equation in (1.3) with respect to x, we get that
d
dt
∫
Ω
u =
∫
Ω
∆u− χ
∫
Ω
∇ ·
(u
v
∇v
)
+
∫
Ω
a(x, t)u− b(x, t)u2
=
∫
Ω
a(x, t)u(x, t)dx −
∫
Ω
b(x, t)u2(x, t)dx
≤ asup
∫
Ω
u− binf
∫
Ω
u2
≤ asup
∫
Ω
u−
binf
|Ω|
(∫
Ω
u
)2
.
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Let y(t) =
∫
Ω u(x, t)dx for t ∈ (0, Tmax). Then
y′(t) ≤ asupy(t)−
binf
|Ω|
y2(t) for all 0 < t < Tmax.
By the comparison principle for scalar ODEs,
y(t) ≤ m∗ = max
{∫
Ω
u0,
asup
binf
|Ω|
}
for all t ∈ (0, Tmax).
This concludes the proof.
Lemma 2.5. For any t ∈ (0, Tmax), ∫
Ω
|∇v|2
v2
≤ µ|Ω|.
Proof. By multiplying the second equation in (1.3) by 1
v
, we obtain that
0 =
∫
Ω
1
v
·
(
∆v − µv + νu
)
=
∫
Ω
|∇v|2
v2
− µ|Ω|+ ν
∫
Ω
u
v
for all t ∈ (0, Tmax). This implies that∫
Ω
|∇v|2
v2
≤ µ|Ω| ∀ t ∈ (0, Tmax).
The lemma thus follows.
Lemma 2.6. There exists C = C(u0) > 0 such that
d
dt
∫
Ω
lnu(x, t)dx ≥ −C for all t ∈ (0, Tmax).
Proof. It follows from the similar arguments as those in [8, Lemma 3.2]. For the completeness,
we provide a proof in the following.
Multiplying the first equation in (1.3) by 1
u
and then integrating on Ω, we obtain
d
dt
∫
Ω
lnu ≥
∫
Ω
|∇u|2
u2
− χ
∫
Ω
∇u
u
·
∇v
v︸ ︷︷ ︸
I
+ainf |Ω| − bsup
∫
Ω
u for all t ∈ (0, Tmax).
By Young’s inequality and Lemma 2.5, we have
I = χ
∫
Ω
∇u
u
·
∇v
v
≤
∫
Ω
|∇u|2
u2
+
χ2
4
∫
Ω
|∇v|2
v2
≤
∫
Ω
|∇u|2
u2
+
µ|Ω|χ2
4
.
Then by Lemma 2.4 we have
d
dt
∫
Ω
lnu ≥ −
µ|Ω|χ2
4
+ ainf |Ω| − bsupm
∗ for all t ∈ (0, Tmax),
which completes the proof.
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The following lemma follows from the Gagliardo-Nirenberg-Sobolev Embedding Theorem,
standard elliptic theory, and the second equation of (1.3).
Lemma 2.7. Let p ∈ (1, n). Then there exists C > 0 such that
‖∇v(·, t)‖
L
np
n−p (Ω)
≤ C‖u(·, t)‖Lp(Ω) for all t ∈ (0, Tmax).
3 Mass persistence
In this section, we investigate the mass persistence of positive solutions of (1.3) and prove Propo-
sition 1.2.
We first present some lemmas. We assume throughout this section that u0(x) satisfies (1.4) and
(u(x, t), v(x, t)) := (u(x, t;u0), v(x, t;u0)) is the unique classical solution of (1.3) on the maximal
interval (0, Tmax) := (0, Tmax(u0)) with the initial function u0.
Lemma 3.1. Let R > 0 be such that
R >
{
µχ2
4 , if 0 < χ ≤ 2
µ(χ− 1), if χ > 2.
(3.1)
Then there is β > 0, β 6= χ such that
(p+ 1)βµ
p
−R < 0, (3.2)
where p is given by
p =
4β
(χ− β)2
. (3.3)
Proof. First, by (3.3), (3.2) is equivalent to(
4β
(χ−β)2
+ 1
)
βµ
4β
(χ−β)2
−R < 0,
which is equivalent to
µβ2 + 2µ(2− χ)β + µχ2 − 4R < 0.
Let
f(β) = µβ2 + 2µ(2− χ)β + µχ2 − 4R. (3.4)
Then f(β) = 0 if and only if β = β− or β = β+, where
β± = χ− 2± 2
√
R
µ
+ 1− χ. (3.5)
Next, if χ > 2, then R > µ(χ − 1). This implies that β± are real numbers, f(β) < 0 for
β ∈ (β−, β+), and
β+ = χ− 2 + 2
√
R
µ
+ 1− χ > 0.
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Therefore, there is β ∈ (0, β+) with β 6= χ such that (3.2) holds.
Now, if χ ≤ 2, then R > µχ
2
4 . This implies that
R
µ
+ 1− χ >
µχ2
4
1
µ
+ 1− χ =
(χ− 2)2
4
≥ 0,
and
β+ = χ− 2 + 2
√
R
µ
+ 1− χ > χ− 2 + 2
√
(2− χ)2
4
= 0.
Therefore, there is also β ∈ (0, β+) with β 6= χ such that (3.2) holds.
Lemma 3.2. Let p > 0. Then,
p
∫
Ω
u−p−1
v
∇u · ∇v ≤ µ
∫
Ω
u−p −
∫
Ω
u−p
|∇v|2
v2
for all t ∈ (0, Tmax). (3.6)
Proof. Multiplying the second equation in (1.3) by u
−p
v
and then integrating over Ω with respect
to x, we obtain that
0 =
∫
Ω
u−p
v
·
(
∆v − µv + νu
)
= −
∫
Ω
(−p)u−p−1v∇u− u−p∇v
v2
· ∇v − µ
∫
Ω
u−p + ν
∫
Ω
u−p+1
v
Thus we have,
p
∫
Ω
u−p−1
v
∇u · ∇v +
∫
Ω
u−p
|∇v|2
v2
+ ν
∫
Ω
u−p+1
v
= µ
∫
Ω
u−p
This together with the nonnegativity of
∫
Ω
u−p+1
v
implies (3.6).
Lemma 3.3. Let p > 0. Then for any β > 0, we have
(p + 1)χ
∫
Ω
u−p−1
v
∇u · ∇v ≤ (p+ 1)
∫
Ω
u−p−2|∇u|2 +
(p+ 1)βµ
p
∫
Ω
u−p
+
[
(p + 1)(χ− β)2
4
−
(p+ 1)β
p
] ∫
Ω
u−p
|∇v|2
v2
(3.7)
for all t ∈ (0, Tmax).
Proof. Note that, for any β > 0,
χ
∫
Ω
u−p−1
v
∇u · ∇v = (χ− β)
∫
Ω
u−p−1
v
∇u · ∇v︸ ︷︷ ︸
I1
+β
∫
Ω
u−p−1
v
∇u · ∇v︸ ︷︷ ︸
I2
By Young’s inequality, we have
I1 = (χ− β)
∫
Ω
u−p−1
v
∇u · ∇v ≤
∫
Ω
u−p−2|∇u|2 +
(χ− β)2
4
∫
Ω
u−p
|∇v|2
v2
(3.8)
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By Lemma 3.2, we get
I2 = β
∫
Ω
u−p−1
v
∇u · ∇v ≤
βµ
p
∫
Ω
u−p −
β
p
∫
Ω
u−p
|∇v|2
v2
(3.9)
Therefore (3.8) and (3.9) entail the desired inequality (3.7).
Lemma 3.4. Assume that (1.11) holds. There is p > 0 such that for any τ > 0, there exists
C > 0 such that ∫
Ω
u−p ≤ C for all τ < t < Tmax. (3.10)
Proof. It can be proved by the similar arguments as those in Lemma 6.2 in [8]. For the self-
completeness, we provide a proof in the following.
First of all, let R = ainf . By Lemma 3.1, there is β > 0 with β 6= χ such that
(p+ 1)βµ
p
− ainf < 0,
where p is as in (3.3). Fix such β and p.
Next, multiplying the first equation in (1.3) by u−p−1 and integrating over Ω, we have that
1
p
·
d
dt
∫
Ω
u−p = −
∫
Ω
u−p−1∆u+ χ
∫
Ω
u−p−1∇ ·
(u
v
∇v
)
−
∫
Ω
a(·, t)u−p +
∫
Ω
b(·, t)u−p+1
≤ −(p+ 1)
∫
Ω
u−p−2|∇u|2 + (p + 1)χ
∫
Ω
u−p−1
v
∇u · ∇v − ainf
∫
Ω
u−p + bsup
∫
Ω
u−p+1.
By Lemma 3.3, we have that
1
p
·
d
dt
∫
Ω
u−p ≤ (p+1)
[
(χ− β)2
4
−
β
p
] ∫
Ω
u−p
|∇v|2
v2
+
[
(p + 1)βµ
p
− ainf
] ∫
Ω
u−p+ bsup
∫
Ω
u−p+1.
Now, notice that we have (χ−β)
2
4 −
β
p
= 0 and (p+1)βµ
p
− ainf < 0. Hence there exists R
∗ =
R∗(a, p, χ, µ, ainf) > 0 such that
1
p
·
d
dt
∫
Ω
u−p ≤ −R∗
∫
Ω
u−p + bsup
∫
Ω
u−p+1.
If p ≥ 1, by Young’s inequality, there exists M =M(p,R∗, bsup) > 0 such that
bsup
∫
Ω
u−p+1 ≤
R∗
2
∫
Ω
u−p +M |Ω|. (3.11)
If p < 1, then by Ho¨lder inequality and Lemma 3.1, we find that
bsup
∫
Ω
u−p+1 ≤ bsup|Ω|
p ·
(∫
Ω
u
)1−p
≤ bsup|Ω|
p(m∗)1−p (3.12)
By (3.11) and (3.12), we get that
d
dt
∫
Ω
u−p ≤ −
pR∗
2
∫
Ω
u−p +M2
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for all t ∈ (0, Tmax), where M2 = max
{
pM |Ω|, pbsup|Ω|
p(m∗)1−p
}
.
Finally, let y(t) =
∫
Ω u
−p(t, x)dx. We have
y′(t) ≤ −M1y(t) +M2
for all t ∈ (0, Tmax), where M1 =
pR∗
2 . This implies that
y(t) ≤ max
{∫
Ω
u−p(x, τ)dx,
M2
M1
}
for all τ < t < Tmax,
where τ > 0. The lemma thus follows.
Lemma 3.5 (Reverse Ho¨lder’s inequality). Assume that p ∈ (1,∞). Then, for any Lebesgue
measurable functions f and g on Ω with g(x) 6≡ 0 for almost all x ∈ Ω,
‖fg‖L1(Ω) ≥ ‖f‖
L
1
p (Ω)
‖g‖
L
−1
p−1 (Ω)
. (3.13)
Proof. An application of Ho¨lder’s inequality gives∥∥∥|f | 1p∥∥∥
L1(Ω)
=
∥∥∥|fg| 1p |g|−1p ∥∥∥
L1(Ω)
≤
∥∥∥|fg| 1p∥∥∥
Lp(Ω)
∥∥∥|g|−1p ∥∥∥
L
p
p−1 (Ω)
= ‖fg‖
1
p
L1(Ω)
∥∥∥|g| −1p−1∥∥∥p−1p
L1(Ω)
.
This implies that ∥∥∥|f | 1p∥∥∥p
L1(Ω)
≤ ‖fg‖L1(Ω)
∥∥∥|g| −1p−1∥∥∥p−1
L1(Ω)
.
Therefore,
‖fg‖L1(Ω) ≥
∥∥∥|f | 1p∥∥∥p
L1(Ω)
∥∥∥|g| −1p−1∥∥∥−(p−1)
L1(Ω)
.
The lemma follows.
Now, we prove Proposition 1.2.
Proof of Proposition 1.2. (1) First of all, by Lemma 2.1, it suffices to prove that
inf
0≤t<min{T,Tmax}
∫
Ω
u(x, t)dx > 0.
Fix any τ ∈ (0, Tmax). It is clear that
inf
0≤t≤τ
∫
Ω
u(x, t)dt > 0.
It then suffices to prove that there exist C = C(T ) > 0 such that∫
Ω
u(x, t)dx ≥ C(T ) for all t ∈ (τ, Tˆ ), (3.14)
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where Tˆ = min{T, Tmax}. Note that this inequality follows from the similar arguments as those
in [8, Corollary 3.3]. For the reader’s convenience, we provide a proof for this inequality in the
following.
Note that L :=
∫
Ω lnu(x, τ)dx is finite. By Lemma 2.6, there exists K = K(u0) > 0 such that
d
dt
∫
Ω lnu ≥ −K for all t ∈ (0, Tmax). We thus have that∫
Ω
lnu(x, t)dx ≥
∫
Ω
lnu(x, τ)dx−K · (t− τ)
≥ L−K · (Tˆ − τ) = C(K,L, τ) for all t ∈ (τ, Tˆ ).
Therefore Jensen’s inequality asserts that∫
Ω
lnu(x, t)dx = |Ω| ·
∫
Ω
lnu(x, t)
dx
|Ω|
≤ |Ω| · ln
(∫
Ω
u(x, t)
dx
|Ω|
)
for all t ∈ (0, Tmax),
which implies∫
Ω
u(x, t) ≥ |Ω| · exp
( 1
|Ω|
·
∫
Ω
lnu(x, t)dx
)
≥ |Ω| · e
1
|Ω|
·C(K,L,τ)
for all t ∈ (τ, Tˆ ).
(3.14) then follows.
(2) In view of the Reverse Ho¨lder inequality, taking f = 1, g = u and p→ p+1
p
> 1, we have∫
Ω
u ≥ |Ω|
p+1
p
(∫
Ω
u−p
)− 1
p
for all 0 < t < Tmax.
This together with Lemma 3.4 and Lemma 2.1 implies that (1.10) also holds for T =∞.
4 Lp-Boundedness
In this section, we study the Lp-boundedness of solutions and prove Theorem 1.1. Throughout
this section, we assume that u0(x) satisfies (1.4) and (u(x, t), v(x, t)) := (u(x, t;u0), v(x, t;u0)) is
the unique classical solution of (1.3) on the maximal interval (0, Tmax) := (0, Tmax(u0)) with the
initial function u0.
Note that, multiplying the first equation in (1.3) by up−1 and integrating over Ω with respect
to x, we have
1
p
·
d
dt
∫
Ω
up =
∫
Ω
up−1∆u− χ
∫
Ω
up−1∇ ·
(u
v
∇v
)
+
∫
Ω
a(·, t)up −
∫
Ω
b(·, t)up+1
= −(p− 1)
∫
Ω
up−2|∇u|2 + (p− 1)χ
∫
Ω
up−1
v
∇u · ∇v +
∫
Ω
a(·, t)up −
∫
Ω
b(·, t)up+1
for t ∈ (0, Tmax). To get the L
p-boundedness of u, the main ingredient is to get proper estimates
for
∫
Ω
up−1
v
∇u · ∇v. Observe that if c, d, r, l > 0 are positive constants such that cd − c − d > 0
and p− l − r − 1 > 0, then by Young’s inequality, we have∫
Ω
up−1
v
∇u · ∇v =
∫
Ω
ul∇u · ur
∇v
v
· up−l−r−1
≤
1
c
∫
Ω
ulc|∇u|c +
1
d
∫
Ω
urd
( |∇v|
v
)d
+
cd− c− d
cd
∫
Ω
(up−l−r−1)
cd
cd−c−d . (4.1)
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We will first prove that for properly choosing parameters c, d, r, l, p, which will be given in
subsection 4.1, (4.1) implies that for any given C0 > 0, 0 < ǫ≪ 1, there is C > 0 such that∫
Ω
up−1
v
∇u · ∇v ≤ C0
∫
Ω
up−2|∇u|2 +C
(∫
Ω
up+1−ǫ +
∫
Ω
( |∇v|
v
)2p+2−ǫ)
+ C (4.2)
(see Proposition 4.1 in subsection 4.2). We will then provide some estimate for
∫
Ω
|∇v|2p
vk+1
(see
Proposition 4.2 in subsection 4.3), which will enable us to provide some estimate for
∫
Ω
(
|∇v|
v
)2p+2−ǫ
in terms of
∫
Ω u
p+1−ǫ. Finally, using Propositions 4.1 and 4.2, we prove Theorem 1.1 in subsection
4.4.
4.1 Fixing some parameters
In this subsection, we discuss the existence of the parameters c, d, r, l, p which enables us to get
the estimate (4.2) for
∫
Ω
up−1
v
∇u · ∇v based on (4.1).
To this end, let c, h, α, λ be such that
1 < c < 2, (4.3)
1
2
< α <
1
c
, (4.4)
0 < λ < min
{
1− α,
c− 1
2c− 1
}
(4.5)
1
2
−
λ2 + λ
1− λ
< h <
1
2
. (4.6)
Let p be such that
p > p∗(c, h, α, λ) := max
{
2,
h
λ
,
1− h
1− α− λ
,
3c− 2
2− 2cα
}
. (4.7)
Put
d =
1
λ
− 1, (4.8)
l = αp, (4.9)
r = λp− h, (4.10)
m =
(2l − p+ 2)c
2
. (4.11)
It is clear that
l > 0, r > 0.
Lemma 4.1. The following inequalities hold,
p > l + r + 1, (4.12)
2l − p+ 2 > 0, m > 0, (4.13)
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2m
2− c
< p+ 1, (4.14)
cd− c− d > 0, (4.15)
p+ 1− rd > 0, (4.16)
and
d(p + 1)
p+ 1− rd
< 2p+ 2. (4.17)
Proof. We first prove (4.12). Note that
l + r + 1 = (α+ λ)p− h+ 1.
Hence
p− (l + r + 1) = (1− α− λ)p+ h− 1.
By (4.5), 1− α− λ > 0. (4.12) then follows from (4.7).
Second, we prove (4.13). Note that
2l − p+ 2 = 2αp − p+ 2 = (2α− 1)p + 2.
By (4.4), 2α − 1 > 0. This implies (4.13).
Third, we prove (4.14). Note that
p+ 1−
2m
2− c
= p+ 1−
c(2l − p+ 2)
2− c
=
(p+ 1)(2 − c)− c(2l − p+ 2)
2− c
=
(p+ 1)(2 − c)− 2cαp + cp− 2c
2− c
=
(2− 2cα)p + 2− 3c
2− c
.
By (4.4), 2− 2cα > 0. This together with (4.7) implies (4.14).
Fourth, we prove (4.15). Note that 1−λ
λ
decreases as λ increases. Then by (4.5), we have
d =
1
λ
− 1 =
1− λ
λ
>
1− c−12c−1
c−1
2c−1
=
c
c− 1
.
(4.15) then follows.
We now prove (4.16). Note that
p+ 1− rd = p+ 1− (λp − h)d
= p+ 1− (λp − h)(
1
λ
− 1)
= λp+ 1 +
h
λ
− h
= λp+ 1 + hd > 0.
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This implies p+ 1− rd > 0 and (4.16) thus follows.
Finally, we prove (4.17). Note that
d(p + 1)
p+ 1− rd
=
(1− λ)(p + 1)
λ(p+ 1)− (1− λ)(λp − h)
=
(1− λ)(p + 1)
λ2p− λh+ h+ λ
=
(1− λ)(p + 1)
λ2p+ λ+ (1− λ)h
. (4.18)
By (4.6),
h >
1
2
−
λ2 + λ
1− λ
.
Hence
2(1− λ)h > (1− λ)− 2λ− 2λ2.
It then follows that
2[(1 − λ)h+ λ+ λ2] > 1− λ.
This implies that
1− λ
(1− λ)h+ λ+ λ2p
<
1− λ
(1− λ)h+ λ+ λ2
< 2.
This together with (4.18) implies (4.17).
Lemma 4.2. Let
p∗(c, h, α, λ) =
c(1 − λ)(2− h)− (1− λ+ cλ)
1− cα− λ+ αcλ + cλ2
.
If
0 <
1
c
− α≪ 1 and λ = 1− cα, (4.19)
then
0 < λ < min
{
1− α,
c− 1
2c− 1
}
, (4.20)
and
p∗(c, h, α, 1 − cα) < p
∗(c, h, α, 1 − cα). (4.21)
Moreover, for any p ∈
(
p∗(c, h, α, 1 − cα), p
∗(c, h, α, 1 − cα)
)
, there holds
cd(p − l − r − 1)
cd− c− d
< p+ 1. (4.22)
Proof. First of all, it is clear that (4.20) holds provided that 0 < 1
c
− α≪ 1.
Next, we prove (4.21). Put
f(λ) :=
c(1− λ)(2 − h)− (1− λ+ cλ)
1− cα− λ+ αcλ+ cλ2
.
Note that, if λ = 1− cα, then
g(λ) :=
h
λ
=
h
1− cα
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and
f(λ) =
c
(
1− (1− cα)
)
(2− h)−
(
1− (1− cα) + c(1− cα)
)
1− cα− (1− cα) + cα(1 − cα) + c(1− cα)2
=
c2α(2− h)− (cα + c− c2α)
(1− cα)
(
cα+ c(1− cα)
) .
Hence
f(λ)
g(λ)
=
c2α(2− h)− (cα+ c− c2α)
h
(
cα+ c(1− cα)
)
→
c(2− h)− 1
h
as α→
1
c
−, (4.23)
and
f(λ)
3c−2
2−2cα
=
2[c2α(2− h)− (cα+ c− c2α)]
(3c− 2)
(
cα+ c(1 − cα)
)
→
2[c(2 − h)− 1]
3c− 2
as α→
1
c
− . (4.24)
Observe that for 0 < h < 12 ,
c(2 − h)− 1
h
>
c(2− 12)− 1
1
2
= 3c− 2 > 1
and
2[c(2 − h)− 1]
3c− 2
>
2[c(2 − 12)− 1]
3c− 2
= 1.
It then follows from (4.23) and (4.24) that
f(1− cα) > max
{
g(1− cα),
3c− 2
2− 2cα
}
when 0 <
1
c
− α≪ 1.
Observe also that for fixed 1 < c < 2, when 0 < 1
c
− α≪ 1,
p∗(c, h, α, 1 − cα) := max
{
2,
h
1− cα
,
1− h
(c− 1)α
,
3c− 2
2− 2cα
}
= max
{ h
1− cα
,
3c− 2
2− 2cα
}
and
p∗(c, h, α, 1 − cα) = f(1− cα).
(4.21) then follows.
We now prove (4.22). Note that (4.22) is equivalent to
p− l − r − 1 < (p+ 1)
(
cd− c− d
cd
)
= p+ 1−
p+ 1
c
−
p+ 1
d
.
Since l = αp, r = λp− h, and d = 1
λ
− 1, to prove (4.22), it is then equivalent to prove that
p− αp − λp+ h− 1 < p+ 1−
p+ 1
c
−
λ(p + 1)
1− λ
,
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which is equivalent to
p+ 1
c
< (α+ λ)p+ 2− h−
(p+ 1)λ
1− λ
=
(1− λ)(α+ λ)p+ (1− λ)(2− h)− (p + 1)λ
1− λ
.
The last inequality is equivalent to
(1− λ+ cλ)(p + 1) < c[(1− λ)(α + λ)p + (1− λ)(2− h)],
which is equivalent to
(1− cα− λ+ αcλ+ cλ2)p < c(1 − λ)(2 − h)− (1− λ+ cλ). (4.25)
Note that
1− cα− λ+ αcλ+ cλ2 > 0.
(4.25) is then equivalent to
p < f(λ) :=
c(1 − λ)(2− h)− (1− λ+ cλ)
1− cα− λ+ αcλ+ cλ2
. (4.26)
We then have (4.22) when λ = 1− cα.
4.2 Estimates for
∫
Ω
up−1
v
∇u · ∇v
In this subsection, we give some estimate for
∫
Ω
up−1
v
∇u · ∇v.
Proposition 4.1. Let c, α, λ, h satisfy (4.3)-(4.6); d, l, r, m be as in (4.8)-(4.11); 0 < 1
c
−α≪ 1,
and λ = 1 − cα. Let p ∈
(
p∗(c, h, α, 1 − cα), p
∗(c, h, α, 1 − cα)
)
. Then for any given C0 > 0 and
0 < ε≪ 1, there is C > 0 such that
∫
Ω
up−1
v
∇u · ∇v ≤ C0
∫
Ω
up−2|∇u|2 + C
(∫
Ω
up+1−ε +
∫
Ω
( |∇v|
v
)2p+2−ε)
+ C
for all t ∈ (0, Tmax).
Proof. First of all, by (4.14), (4.16), (4.17), and (4.22), we have
2m
2− c
< p+ 1,
rd < p+ 1,
d(p + 1)
p+ 1− rd
< 2p+ 2,
and
cd(p − l − r − 1)
cd− c− d
=
cd
(
(1− α− λ)p+ h− 1
)
cd− c− d
< p+ 1,
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respectively. Fix C0 > 0 and ǫ > 0 such that
p+ 1− ǫ > max
{ 2m
2− c
, rd,
cd(p − l − r − 1)
cd− c− d
}
(4.27)
and
2p + 2− ǫ >
d(p + 1− ǫ)
p+ 1− ǫ− rd
. (4.28)
By (4.15), cd− c− d > 0. Then by Young’s inequality, we have∫
Ω
up−1
v
∇u · ∇v =
∫
Ω
ul∇u · ur
∇v
v
· up−l−r−1
≤
1
c
∫
Ω
ulc|∇u|c︸ ︷︷ ︸
I1
+
1
d
∫
Ω
urd
( |∇v|
v
)d
︸ ︷︷ ︸
I2
+
cd− c− d
cd
∫
Ω
(up−l−r−1)
cd
cd−c−d︸ ︷︷ ︸
I3
for t ∈ (0, Tmax).
Next, we estimate the term I1. By (4.13), we have m > 0. Applying Young’s inequality, we
have
I1 =
∫
Ω
ulc|∇u|c =
∫
Ω
um · ulc−m|∇u|c
≤
2− c
2
( 1
2C0
) c
2−c
∫
Ω
(um)
2
2−c + cC0
∫
Ω
(
ulc−m|∇u|c
) 2
c
=
2− c
2
( 1
2C0
) c
2−c
∫
Ω
u
2m
2−c + cC0
∫
Ω
u2l−
2m
c |∇u|2
for t ∈ (0, Tmax). By the definition of m, 2l−
2m
c
= p−2. By (4.27) and Young’s inequality again,
we have
I1 ≤
2− c
2
( 1
2C0
) c
2−c
∫
Ω
u
2m
2−c + cC0
∫
Ω
up−2|∇u|2 ≤ C + C
∫
Ω
up+1−ǫ + cC0
∫
Ω
up−2|∇u|2
for t ∈ (0, Tmax) and some C > 0 (independent of u).
Now we estimate the term I2. Applying Young’s inequality, we have that
I2 =
∫
Ω
urd
(
|∇v|
v
)d
≤
rd
p+ 1− ε
∫
Ω
(urd)
p+1−ε
rd +
p+ 1− ε− rd
p+ 1− ε
∫
Ω
(
|∇v|
v
)d· p+1−ε
p+1−ε−rd
=
rd
p+ 1− ε
∫
Ω
up+1−ε +
p+ 1− ε− rd
p+ 1− ε
∫
Ω
(
|∇v|
v
) d(p+1−ε)
p+1−ε−rd
for t ∈ (0, Tmax). Then by (4.28) and Young’s inequality again,
I2 ≤ C
∫
Ω
up+1−ε + C
∫
Ω
(
|∇v|
v
)2p+2−ε
+ C
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for t ∈ (0, Tmax) and some C > 0 (independent of u).
Finally we estimate the term I3. By (4.27) and Young’s inequality, we have
I3 =
∫
Ω
(up−l−r−1)
cd
cd−c−d
=
∫
Ω
u
cd(p−l−r−1)
cd−c−d
≤
cd(p − l − r − 1)
(p + 1− ε)(cd − c− d)
∫
Ω
up+1−ε +C
for t ∈ (0, Tmax) and some C > 0 (independent of u). The proposition then follows from the
above estimates for I1, I2, and I3.
4.3 Estimates for
∫
Ω
|∇v|2p
vk+1
In this subsection, we provide some estimate for
∫
Ω
|∇v|2p
vk+1
.
Proposition 4.2. Let p ≥ 3 and p− 1 ≤ k < 2p− 2. There exists positive constants M > 0 and
M∗ > 0 such that ∫
Ω
|∇v|2p
vk+1
≤M
∫
Ω
up
vk−p+1
+M∗
∫
Ω
v2p−k−1 (4.29)
for all t ∈ (0, Tmax).
To prove the above proposition, we first prove some lemmas.
Lemma 4.3. Let p ≥ 3 and k ≥ 1. Then∫
Ω
|∇v|2p
vk+1
≤
(p − 1)2
k2
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 + 2µ
k
∫
Ω
|∇v|2p−2
vk−1
(4.30)
for all t ∈ (0, Tmax).
Proof. Multiplying the second equation in (1.3) by |∇v|
2p−2
vk
and then integrating over Ω with
respect to x, we have that
0 =
∫
Ω
|∇v|2p−2
vk
·
(
∆v − µv + νu
)
= −
∫
Ω
∇v ·
[
(p− 1)
|∇v|2p−4
vk
∇|∇v|2 − k
|∇v|2p−2
vk+1
∇v
]
− µ
∫
Ω
|∇v|2p−2
vk−1
+ ν
∫
Ω
u|∇v|2p−2
vk
.
Therefore
k
∫
Ω
|∇v|2p
vk+1
+ ν
∫
Ω
u|∇v|2p−2
vk
= (p− 1)
∫
Ω
|∇v|2p−4
vk
∇v · ∇|∇v|2 + µ
∫
Ω
|∇v|2p−2
vk−1
(4.31)
for all t ∈ (0, Tmax). By Young’s inequality, we have
(p− 1)
∫
Ω
|∇v|2p−4
vk
∇v · ∇|∇v|2 ≤
k
2
∫
Ω
|∇v|2p
vk+1
+
(p − 1)2
2k
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2
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for all t ∈ (0, Tmax). This together with (4.31) implies that
k
2
∫
Ω
|∇v|2p
vk+1
≤
(p − 1)2
2k
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 + µ ∫
Ω
|∇v|2p−2
vk−1
.
(4.30) then follows by multiplying the above inequality both sides by 2
k
.
To prove Proposition 4.2, we then provide some estimate for
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2. Note that∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 = ∫
∂Ω
|∇v|2p−4
vk−1
∂|∇v|2
∂ν
+ (k − 1)
∫
Ω
|∇v|2p−4
vk
∇v · ∇|∇v|2
−
∫
Ω
|∇v|2p−4
vk−1
∆|∇v|2 − (p− 3)
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2.
Hence
(p− 2)
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 = ∫
∂Ω
|∇v|2p−4
vk−1
∂|∇v|2
∂ν
+ (k − 1)
∫
Ω
|∇v|2p−4
vk
∇v · ∇|∇v|2
−
∫
Ω
|∇v|2p−4
vk−1
∆|∇v|2. (4.32)
Note also that
∆|∇v|2 = 2∇v · ∇(∆v) + 2|D2v|2 = 2∇v · ∇(µv − νu) + 2|D2v|2.
Hence
−
∫
Ω
|∇v|2p−4
vk−1
∆|∇v|2
= −2
∫
Ω
|∇v|2p−4
vk−1
∇v · ∇(∆v)− 2
∫
Ω
|∇v|2p−4
vk−1
|D2v|2
= −2µ
∫
Ω
|∇v|2p−2
vk−1
+ 2ν
∫
Ω
|∇v|2p−4
vk−1
∇u · ∇v − 2
∫
Ω
|∇v|2p−4
vk−1
|D2v|2. (4.33)
To provide some estimate for
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2, we provide some estimates for ∫
∂Ω
|∇v|2p−4
vk−1
∂|∇v|2
∂ν
and
∫
Ω
|∇v|2p−4
vk−1
∇u · ∇v in next two lemmas.
Lemma 4.4. For any ǫ > 0, there is C1 > 0 such that∫
∂Ω
|∇v|2p−4
vk−1
∂|∇v|2
∂ν
≤ ǫ
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 + C1 ∫
Ω
|∇v|2p−2
vk−1
(4.34)
Proof. First, by [22, Lemma 4.2], there is K1 = K1(Ω) > 0 such that for any w ∈ C
2(Ω¯) satisfying
∂w
∂ν
= 0 on ∂Ω,
∂|∇w|2
∂ν
≤ K1|∇w|
2 on ∂Ω. (4.35)
By the trace theorem (see [21, Theorem 3.37]), for any 12 < θ < 1, there is K2 such that
‖w‖L2(∂Ω) ≤ K2‖w‖W θ,2(Ω) ∀w ∈W
θ,2(Ω).
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By [1, Theorem 11.6], the following interpolation holds.
(L2(Ω),W 1,2(Ω))θ,2 =W
θ,2(Ω).
By [29, Theorem 1.3.3], there is K3 such that
‖w‖W θ,2(Ω) ≤ K3‖w‖
1−θ
L2(Ω)
‖w‖θW 1,2(Ω).
This together with Young’s inequality and ‖w‖W 1,2(Ω) ≤ ‖w‖L2(Ω) + ‖∇w‖L2(Ω) implies that, for
any ǫ > 0, there is C(ǫ) > 0 such that
‖w‖L2(∂Ω) ≤ ǫ‖∇w‖L2(Ω) + C(ǫ)‖w‖L2(Ω), ∀w ∈W
1,2(Ω). (4.36)
Next, by (4.35) and (4.36), for any ǫ > 0, there is C(p, ǫ,K1) > 0 such that∫
∂Ω
|∇v|2p−4
vk−1
∂|∇v|2
∂ν
≤ K1(Ω)
∫
∂Ω
|∇v|2p−2
vk−1
≤
4ǫ
(p− 1)2
∫
Ω
∣∣∣∣∇
(
|∇v|p−1
v
k−1
2
)∣∣∣∣2 + C(p, k, ǫ,K1)
∫
Ω
|∇v|2p−2
vk−1
. (4.37)
Note that ∫
Ω
∣∣∣∣∇
(
|∇v|p−1
v
k−1
2
)∣∣∣∣2 =
∫
Ω
∣∣∣∣∣p− 12 |∇v|
p−3
v
k−1
2
∇|∇v|2 −
k − 1
2
|∇v|p−1
v
k+1
2
∇v
∣∣∣∣∣
2
=
(p − 1)2
4
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 + (k − 1)2
4
∫
Ω
|∇v|2p
vk+1
−
(p− 1)(k − 1)
2
∫
Ω
|∇v|2p−4
vk
∇v · ∇|∇v|2. (4.38)
By (4.31),
(k − 1)2
4
∫
Ω
|∇v|2p
vk+1
≤
(k − 1)2(p− 1)
4k
∫
Ω
|∇v|2p−4
vk
∇v · ∇|∇v|2 +
µ(k − 1)2
4k
∫
Ω
|∇v|2p−2
vk−1
This together with (4.38) implies that∫
Ω
∣∣∣∣∇
(
|∇v|p−1
v
k−1
2
)∣∣∣∣2 ≤ (p− 1)24
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 + µ(k − 1)2
4k
∫
Ω
|∇v|2p−2
vk−1
+
(p− 1)(k − 1)
2
(
k − 1
2k
− 1
)∫
Ω
|∇v|2p−4
vk
∇v · ∇|∇v|2
=
(p− 1)2
4
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 + µ(k − 1)2
4k
∫
Ω
|∇v|2p−2
vk−1
−
(p− 1)(k − 1)(k + 1)
4k
∫
Ω
|∇v|2p−4
vk
∇v · ∇|∇v|2 (4.39)
By (4.31) again,
−
∫
Ω
|∇v|2p−4
vk
∇v · ∇|∇v|2 ≤
µ
p− 1
∫
Ω
|∇v|2p−2
vk−1
.
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This together with (4.39) implies that∫
Ω
∣∣∣∣∇
(
|∇v|p−1
v
k−1
2
)∣∣∣∣2 ≤ (p− 1)24
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 + µ(k − 1)
2
∫
Ω
|∇v|2p−2
vk−1
.
This together with (4.37) implies that∫
∂Ω
|∇v|2p−4
vk−1
∂|∇v|2
∂ν
≤ ǫ
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 + C1 ∫
Ω
|∇v|2p−2
vk−1
where C1 =
2µ(k−1)
(p−1)2
+ C(p, ǫ,K1). The lemma is thus proved.
Lemma 4.5. Let p ≥ 3 and k ≥ p−1. For any ε1 > 0 and ε2 > 0, there is M1 =M1(ε1, ε2, p, k, ν)
such that∫
Ω
|∇v|2p−4
vk−1
∇u · ∇v ≤M1
∫
Ω
up
vk−p+1
+ ε1
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 + ε2 ∫
Ω
|∇v|2p
vk+1
(4.40)
for all t ∈ (0, Tmax).
Proof. First, we have that∫
Ω
|∇v|2p−4
vk−1
∇u·∇v = (k − 1)
∫
Ω
u|∇v|2p−2
vk︸ ︷︷ ︸
J1
−
∫
Ω
u|∇v|2p−4
vk−1
∆v︸ ︷︷ ︸
J2
− (p− 2)
∫
Ω
u|∇v|2p−6
vk−1
∇v · ∇|∇v|2︸ ︷︷ ︸
J3
.
Next, by Young’s inequality, for anyB1 > 0, there exists a positive constant A1 = A1(k, p,B1) >
0 such that
J1 = (k − 1)
∫
Ω
u|∇v|2p−2
vk
= (k − 1)
∫
Ω
u
v
k−p+1
p
·
|∇v|2p−2
v
(k+1)(p−1)
p
≤ A1
∫
Ω
up
vk−p+1
+B1
∫
Ω
|∇v|2p
vk+1
. (4.41)
Now, by the fact that ∆v = µv − νu, and Young’s inequality, for any B2 > 0, there exists a
positive constant A2 = A2(k, p, ν,B2) > 0 such that
J2 = −
∫
Ω
u|∇v|2p−4
vk−1
∆v = −µ
∫
Ω
u|∇v|2p−4
vk−2
+ ν
∫
Ω
u2|∇v|2p−4
vk−1
≤ ν
∫
Ω
u2
v
2(k−p+1)
p
·
|∇v|2p−4
v
(p−2)(k+1)
p
≤ A2
∫
Ω
up
vk−p+1
+B2
∫
Ω
|∇v|2p
vk+1
. (4.42)
Finally, for any ε1 > 0 and B3 > 0, there exist positive constants A3 = A3(ε1, k, p, ν,B3) > 0
and A4 = A4(A3, B3) such that
J3 = −(p− 2)
∫
Ω
u|∇v|2p−6
vk−1
∇v · ∇|∇v|2
≤ A3
∫
Ω
u2|∇v|2p−4
vk−1
+ ε1
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2
≤ A4
∫
Ω
up
vk−p+1
+B3
∫
Ω
|∇v|2p
vk+1
+ ε1
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2. (4.43)
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Combining (4.41), (4.42) and (4.43) with B1 = B2 = B3 =
1
3ε2, we obtain (4.40) with M1 =
M1(ε1, ε2, k, p, ν) := A1 +A2 +A4.
In the following lemma, we provide some estimate for
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2.
Lemma 4.6. Let p ≥ 3 and k ≥ p − 1. For any ε1 > 0 and ε2 > 0, there are M2 =
M2(ε1, ε2, p, k, ν) > 0 and M3 =M3(p, k, ε1) > 0 such that
(1− ε1)
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 ≤M2 ∫
Ω
up
vk−p+1
+
(
4(k − 1)2
(2p − 3)2
+ ε2
)∫
Ω
|∇v|2p
vk+1
+
4M3 − 8µ
2p− 3
∫
Ω
|∇v|2p−2
vk−1
(4.44)
for all t ∈ (0, Tmax).
Proof. First of all, recall (4.32), that is,
(p− 2)
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 = ∫
∂Ω
|∇v|2p−4
vk−1
∂|∇v|2
∂ν
+ (k − 1)
∫
Ω
|∇v|2p−4
vk
∇v · ∇|∇v|2
−
∫
Ω
|∇v|2p−4
vk−1
∆|∇v|2. (4.45)
By Lemma 4.4, for any ε1 > 0, there exists M3 =M3(p, k, ε1) > 0 such that∫
∂Ω
|∇v|2p−4
vk−1
∂|∇v|2
∂ν
≤
(2p− 3)ε1
8
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 +M3 ∫
Ω
|∇v|2p−2
vk−1
. (4.46)
By (4.33),
−
∫
Ω
|∇v|2p−4
vk−1
∆|∇v|2 = −2µ
∫
Ω
|∇v|2p−2
vk−1
+ 2ν
∫
Ω
|∇v|2p−4
vk−1
∇u · ∇v − 2
∫
Ω
|∇v|2p−4
vk−1
|D2v|2.
Note that
∣∣∇|∇v|2∣∣2 = 2 n∑
i=1
|∇v · ∇vxi |
2 ≤ 4|∇v|2
n∑
i=1
‖∇vxi‖
2 = 4|∇v|2|D2v|2.
Hence
− 2
∫
Ω
|∇v|2p−4
vk−1
|D2v|2 ≤ −
1
2
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2. (4.47)
It then follows that
−
∫
Ω
|∇v|2p−4
vk−1
∆|∇v|2 ≤− 2µ
∫
Ω
|∇v|2p−2
vk−1
+ 2ν
∫
Ω
|∇v|2p−4
vk−1
∇u · ∇v
−
1
2
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2. (4.48)
Next, by Young’s inequality, we have that
(k − 1)
∫
Ω
|∇v|2p−4
vk
∇v · ∇|∇v|2 ≤
(2p − 3)
4
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 + (k − 1)2
2p − 3
∫
Ω
|∇v|2p
vk+1
. (4.49)
23
Substituting (4.46), (4.48) and (4.49) into (4.45) yields that
(p− 2)
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 ≤ (2p− 3)ε1
8
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 +M3 ∫
Ω
|∇v|2p−2
vk−1
+
(2p− 3)
4
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 + (k − 1)2
2p− 3
∫
Ω
|∇v|2p
vk+1
− 2µ
∫
Ω
|∇v|2p−2
vk−1
+ 2ν
∫
Ω
|∇v|2p−4
vk−1
∇u · ∇v
−
1
2
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2, (4.50)
which implies(
1−
ε1
2
)∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 ≤4(k − 1)2
(2p − 3)2
∫
Ω
|∇v|2p
vk+1
+
4M3 − 8µ
2p − 3
∫
Ω
|∇v|2p−2
vk−1
+
8ν
2p − 3
∫
Ω
|∇v|2p−4
vk−1
∇u · ∇v. (4.51)
By Lemma 4.5, for any ε1 > 0 and ε2 > 0, there is M2 =M2(ε1, ε2, p, k, ν) such that∫
Ω
|∇v|2p−4
vk−1
∇u · ∇v ≤
(2p − 3)M2
8ν
∫
Ω
up
vk−p+1
+
(2p − 3)ε1
16ν
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2
+
(2p − 3)ε2
8ν
∫
Ω
|∇v|2p
vk+1
. (4.52)
This together with (4.51) yields (4.44).
Proof of Proposition 4.2. By Lemma 4.3 and Lemma 4.6, for any ε1, ε2 > 0, there areM2,M3 > 0
such that ∫
Ω
|∇v|2p
vk+1
≤
(p− 1)2
k2
∫
Ω
|∇v|2p−6
vk−1
∣∣∇|∇v|2∣∣2 + 2µ
k
∫
Ω
|∇v|2p−2
vk−1
≤
(p− 1)2
k2
[ 4(k−1)2
(2p−3)2
+ ε2
1− ε1
∫
Ω
|∇v|2p
vk+1
+
M2
1− ε1
∫
Ω
up
vk−p+1
+
4M3 − 8µ
(1− ε1)(2p − 3)
∫
Ω
|∇v|2p−2
vk−1
]
+
2µ
k
∫
Ω
|∇v|2p−2
vk−1
=
(p− 1)2
k2
[ 4(k−1)2
(2p−3)2 + ε2
1− ε1
∫
Ω
|∇v|2p
vk+1
+
M2
1− ε1
∫
Ω
up
vk−p+1
]
+
[
2µ
k
+
(4M3 − 8µ)(p − 1)
2
(1− ε1)(2p − 3)k2
]∫
Ω
|∇v|2p−2
vk−1
for all t ∈ (0, Tmax). Since p − 1 ≤ k < 2p − 2, there exists positive constants ε1 > 0 and ε2 > 0
such that
(p− 1)2
k2
·
1
1− ε1
·
(
4(k − 1)2
(2p − 3)2
+ ε2
)
< 1.
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Therefore, we have for some M > 0 and M4 > 0∫
Ω
|∇v|2p
vk+1
≤
M
2
∫
Ω
up
vk−p+1
+M4
∫
Ω
|∇v|2p−2
vk−1
.
An application Young’s inequality on the latter integral above entails that∫
Ω
|∇v|2p−2
vk−1
=
∫
Ω
|∇v|2p−2
v
(k+1)(p−1)
p
·
1
v
k−2p+1
p
≤
1
2M4
∫
Ω
|∇v|2p
vk+1
+
M∗
2
∫
Ω
v2p−k−1,
where M∗ =M∗(p, k, µ, ν, ε1, ε2,M2,M3,M4) > 0. Thus we have∫
Ω
|∇v|2p
vk+1
≤M
∫
Ω
up
vk−p+1
+M∗
∫
Ω
v2p−k−1,
where
M =
M2
1− ε1
(p− 1)2
k2
1
1− (p−1)
2
k2
· 11−ε1 ·
(
4(k−1)2
(2p−3)2
+ ε2
) .
The proposition thus follows.
4.4 Proof of Theorem 1.1
In this subsection, we prove Theorem 1.1.
Proof of Theorem 1.1. (1) First of all, let c, α, λ, h satisfy (4.3)-(4.6); d, l, r, m be as in (4.8)-
(4.11); 0 < 1
c
− α≪ 1, and λ = 1− cα. Let p ∈
(
p∗(c, h, α, 1 − cα), p
∗(c, h, α, 1 − cα)
)
. By (4.7),
we can choose c, h, α such that p > min{n, 3}.
Recall that, multiplying the first equation in (1.3) by up−1 and integrating over Ω with respect
to x, we have
1
p
·
d
dt
∫
Ω
up =
∫
Ω
up−1∆u− χ
∫
Ω
up−1∇ ·
(u
v
∇v
)
+
∫
Ω
a(·, t)up −
∫
Ω
b(·, t)up+1
= −(p− 1)
∫
Ω
up−2|∇u|2 + (p− 1)χ
∫
Ω
up−1
v
∇u · ∇v +
∫
Ω
a(·, t)up −
∫
Ω
b(·, t)up+1
for t ∈ (0, Tmax). By Proposition 1.2 (1), for any T > 0, there is δ = δ(T ) > 0 such that
v(x, t) ≥ δ ∀ x ∈ Ω, t ∈ (0,min{T, Tmax}).
By Proposition 4.1, for any ε > 0, there is C > 0 such that
(p− 1)χ
∫
Ω
up−1
v
∇u · ∇v ≤ (p− 1)
∫
Ω
up−2|∇u|2 + C
∫
Ω
up+1−ε + C
∫
Ω
( |∇v|
v
)2p+2−ε
+ C
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for t ∈ (0, Tmax). It then follows that
1
p
·
d
dt
∫
Ω
up ≤ C
∫
Ω
( |∇v|
v
)2p+2−ε
+ C
∫
Ω
up+1−ε +
∫
Ω
a(·, t)up −
∫
Ω
b(·, t)up+1 + C
≤
C
δp+1−ε
∫
Ω
|∇v|2p+2−ε
vp+1
+ C
∫
Ω
up+1−ε +
∫
Ω
a(·, t)up −
∫
Ω
b(·, t)up+1 + C
≤
C
δp+1−ε
[
M
∫
Ω
up+1−
ε
2
v
ε
2
+M∗
∫
Ω
vp+1−ε
]
+ C
∫
Ω
up+1−ε
+ asup
∫
Ω
up − binf
∫
Ω
up+1 +C (by Proposition 4.2)
≤
CM
δp+1−
ε
2
∫
Ω
up+1−
ε
2 +
CM∗
δp+1−ε
∫
Ω
vp+1−ε
+ asup
∫
Ω
up + C
∫
Ω
up+1−ε − binf
∫
Ω
up+1 + C
for t ∈ (0,min{T, Tmax}).
Since ‖v‖Lp(Ω) ≤ C1‖u‖Lp(Ω) for any p, we get that
CM∗
δp+1−ε
∫
Ω
vp+1−ε ≤ C2
∫
Ω
up+1−ε. (4.53)
By Young’s inequality, there exists positive constants C3, C4 and C5 such that
CM
δp+1−
ε
2
∫
Ω
up+1−
ε
2 ≤
binf
4
∫
Ω
up+1 + C3|Ω|, (4.54)
and
(C +C2)
∫
Ω
up+1−ε ≤
binf
4
∫
Ω
up+1 + C4|Ω|, (4.55)
and (
asup +
1
p
) ∫
Ω
up ≤
binf
2
∫
Ω
up+1 + C5|Ω|, (4.56)
for t ∈ (0, Tmax). Hence, with the help of (4.53), (4.54), (4.55) and (4.56), we get that
d
dt
∫
Ω
up ≤ −
∫
Ω
up + C∗, for all t ∈
(
0,min{T, Tmax}
)
where C∗ = C∗(p, δ, ε, χ, µ, ν, asup, binf , |Ω|, α, λ, c, h,M,M
∗ , C,C1, C2, C3, C4, C5) > 0.
Let us donate y(t) :=
∫
Ω u
p(t, x)dx. Then we obtain
y′(t) ≤ −y(t) +C∗
for all t ∈ (0,min{T, Tmax}), where C
∗ is a certain positive constant. Thus the ODE comparison
principle entails the boundedness of y(t) on (0,min{T, Tmax}). This completes the proof.
(2) By Proposition 1.2 (2), there is δ > 0 such that
v(x, t) ≥ δ ∀ x ∈ Ω, t ∈ (0, Tmax).
It then follows from the arguments in (1) that
sup
0≤t<Tmax
‖u(·, t)‖Lp <∞.
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5 Global existence and boundedness
In this section, we study the global existence and prove Theorem 1.2. Throughout this section, we
put u(x, t) = u(x, t;u0), v(x, t) = v(x, t;u0), and Tmax = Tmax(u0), and assume that u0 satisfies
(1.4).
Proof of Theorem 1.2. (1) We prove Theorem 1.2 (1) by contradiction.
Assume that Tmax <∞. Then by Proposition 1.2(1), there is δ > 0 such that
v(x, t) ≥ δ for all x ∈ Ω and t ∈ (0, Tmax). (5.1)
By Proposition 1.1, we then have
lim sup
tրTmax
‖u(·, t)‖C0(Ω¯) =∞. (5.2)
By Theorem 1.1, there is p¯ > n such that
sup
0≤t<Tmax
‖u(·, t)‖Lp¯ <∞.
This implies that
sup
0≤t<Tmax
‖u(·, t)‖Lp <∞ ∀ 1 ≤ p ≤ n.
Fix a p such that n2 < p < n. Then one can find q > n satisfying
1
p
−
1
n
<
1
q
,
which allows us to find a positive constant hˆ ∈ (1,∞) such that
1
hˆ
< 1−
(n− p)q
np
.
By the variation of constant formula and the comparison principle for parabolic equations, we
have
u(·, t) ≤ e−tAu0︸ ︷︷ ︸
u1(·,t)
−χ
∫ t
0
e−(t−s)A∇ ·
(u(·, s)
v(·, s)
∇v(·, s)
)
ds︸ ︷︷ ︸
u2(·,t)
+
∫ t
0
e−(t−s)Au(·, s)
(
1 + asup − binfu(·, s)
)
ds︸ ︷︷ ︸
u3(·,t)
for all t ∈ (0, Tmax),
where A = −∆ + I : D(A) ⊂ Lp(Ω) → Lp(Ω) with D(A) = {u ∈ W 2,p(Ω) | ∂u
∂n
= 0 on ∂Ω}, and
e−tA is the analytic semigroup generated by −A on Lp(Ω) (see section 2).
In the following, we give estimates for ui(x, t) (i = 1, 2, 3). Note that
‖u1(·, t)‖L∞(Ω) ≤ ‖u0‖L∞(Ω) for all t ∈ [0, Tmax). (5.3)
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Note also that there exist c0, c1 > 0 such that
u(x, s)
(
1 + asup − binfu(x, s)
)
≤ c0 − c1u
2(x, s)
for all s ∈ (0, Tmax), x ∈ Ω¯. Therefore, we have that
u3(·, t) ≤ c0
∫ t
0
e−(t−s)Ads ≤ c0
∫ t
0
e−(t−s)ds ≤ c0 for all t ∈ [0, Tmax). (5.4)
By Ho¨lder’s inequality and (5.1), we have that∥∥∥u(·, s)
v(·, s)
∇v(·, s)
∥∥∥
Lq(Ω)
≤
1
δ
· ‖u‖
Lqhˆ(Ω)
· ‖∇v‖
L
qhˆ
hˆ−1 (Ω)
(5.5)
for all t ∈ (0, Tmax). Note that
qhˆ
hˆ− 1
=
q
1− 1
hˆ
<
q
(1
p
− 1
n
)q
=
1
1
p
− 1
n
=
np
n− p
.
Then by Lemma 2.7 and Theorem 1.1, we have that
‖∇v(·, t)‖
L
qhˆ
hˆ−1 (Ω)
≤ C‖∇v(·, t)‖
L
qp
n−p (Ω)
≤ C‖u(·, t)‖Lp(Ω) ≤Mp ∀ t ∈ [0, Tmax). (5.6)
By Ho¨lder’s inequality and Lemma 3.1, we have
‖u‖
Lqhˆ(Ω)
≤ ‖u‖1−λˆ
L1(Ω)
· ‖u‖λˆL∞(Ω)
≤ (m∗)1−λˆ · ‖u‖λˆL∞(Ω) (5.7)
for all t ∈ (0, Tmax), where λˆ = 1−
1
qhˆ
∈ (0, 1). By (5.6) and (5.7), we have∥∥∥u(·, t)
v(·, t)
∇v(·, t)
∥∥∥
Lq(Ω)
≤ C∗‖u(·, t)‖λˆL∞(Ω) (5.8)
for all t ∈ (0, Tmax) with some constant C
∗ = C∗(Mp,m
∗, C, λˆ, δ, q, hˆ, p, n) > 0. Choose β ∈
(
n
2p ,
1
2
)
and fix any T ∈ (0, Tmax). There are C1, C2, C3, C4 > 0 and γ > 0 such that
‖u2(·, t)‖L∞(Ω)
≤ C1‖A
βu2(·, t)‖Lp (by Lemma 2.2)
≤ C1χ
∫ t
0
∥∥∥Aβe−(t−s)A∇ · (u(·, s)
v(·, s)
∇v(·, s)
)∥∥∥
Lp(Ω)
ds
≤ C1χ
∫ t
0
∥∥Aβe− t−s2 A∥∥
Lp(Ω)
·
∥∥∥e− t−s2 A∇ · (u(·, s)
v(·, s)
∇v(·, s)
)∥∥∥
Lp(Ω)
ds
≤ C2χ
∫ t
0
(t− s)−β
(
1 + (t− s)−
1
2
)
e−γ(t−s)
∥∥∥u(·, s)
v(·, s)
∇v(·, s)
∥∥∥
Lq(Ω)
ds (by Lemmas 2.2 and 2.3)
≤ C3χ
∫ t
0
(t− s)−β−
1
2 e−γ(t−s)‖u(·, s)‖λˆL∞(Ω)ds
≤ C3χ
∫ ∞
0
(t− s)−β−
1
2 e−γ(t−s) · sup
s∈(0,T )
‖u(·, s)‖λˆL∞(Ω)ds
≤ C4χ sup
s∈(0,T )
‖u(·, s)‖λˆL∞(Ω) ∀ t ∈ (0, T ). (5.9)
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Note that
u(x, t) > 0 ∀ x ∈ Ω, t ∈ (0, Tmax).
We then have
‖u(·, t)‖L∞(Ω) ≤
(
c0 + ‖u0‖L∞(Ω)
)
+K ·
(
sup
s∈(0,T )
‖u(·, s)‖L∞(Ω)
)λˆ
for all t ∈ (0, T ), where K > 0 is a positive constant and λˆ ∈ (0, 1). This implies that
sup
0≤t≤T
‖u(t, ·)‖L∞ ≤
(
c0 + ‖u0‖L∞(Ω)
)
+K ·
(
sup
t∈(0,T )
‖u(·, t)‖L∞(Ω)
)λˆ
for any T ∈ (0, Tmax). Therefore,(
c0 + ‖u0‖L∞(Ω)
)
sup0≤t≤T ‖u(t, ·)‖L∞(Ω)
+
K
sup0≤t≤T ‖u(t, ·)‖
1−λˆ
L∞(Ω)
≥ 1.
This implies that
lim sup
tրTmax
‖u(·, t)‖L∞(Ω) <∞,
which contradicts to (5.2). Therefore, Tmax =∞ and the theorem is proved.
(2) By (1), Tmax =∞. By Proposition 1.2 (2), there is δ > 0 such that
v(x, t) ≥ δ ∀ x ∈ Ω, t ∈ (0,∞).
By Theorem 1.1(2), there is p¯ > n such that
sup
0≤t<∞
‖u(·, t)‖Lp¯ <∞.
It follows from the arguments in (1) that
sup
0<t<∞
‖u(·, t)‖L∞(Ω) <∞.
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