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1. Introduction
The superconvergent patch recovery technique, the local symmetric technique, the weak estimates and the integral iden-
tity technique all take important roles for the ﬁnite element superconvergence, which has been research focus for more
than thirty years (see [1–9,11–15,17–36]). Assume that Πk is the tensor-product interpolation operator of degree k. For the
three-dimensional Poisson equation, Liu and Zhu (see [22,23]) proposed two weak estimates for tensor-product block ﬁnite
elements of degree k and then obtained the superconvergent results as follows.∥∥uh − Πku∥∥W 1,∞(Ω)  chk+l‖u‖Wk+l+1,∞(Ω), (1.1)
where l = 1 if k = 1 and l = 2 if k  2. The local symmetric technique proposed by Schatz, Wahlbin, Sloan and Asadzadeh
(see [1,2,13,25–27]) is also an important technique to study the local superconvergence of FEM for second-order elliptic
problems in that the global smoothness of the accurate solution is not very high in nonsmooth domain (see [10]). Let ∂l
denote the directional derivative operator in the oriented l, and
∂ l v(x0) = 12
[
lim
t→+0 ∂l v(x0 + tl) + limt→+0 ∂l v(x0 − tl)
]
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Assume that u ∈ Wk+2,∞(Ud(x0)) and x0 is a local symmetry point which means that there exists a neighborhood Ud(x0)
of x0 satisfying the partitions covering it are symmetric with respect to the point x0 (see [27]). They (see [1,2,13,25–27])
observed that, if k is even, then there exists δ = τs+n/q+1 and d = hδ satisfying:






−t− Np ∥∥u − uh∥∥W−tp (Ω)
)
, (1.2)
if k is odd, then∣∣∇(u − uh)(x0)∣∣ c(hk+1‖u‖Wk+2,∞(Ud(x0)) + d−1−t− Np ∥∥u − uh∥∥W−tp (Ω)). (1.3)
Zhang and Ahmed (see [30,31]) presented a new ﬁnite element gradient recovery method and used the interior analysis to
investigate the local superconvergence of it. There are many publications investigating extrapolation and splitting technique
for ﬁnite element method [7,19,21].
He, Chen and Zhu (see [12]) combined the symmetry technique, the weak estimates and the integral identity technique
to investigate the superconvergence of ﬁnite element method. Assume that odd k 3, x0 is an inner locally symmetric point
for a uniform family of rectangular partitions Th . They improved the result of (1.1) as∣∣∇(uh − Πku)(x0)∣∣ c(hk+3 + h2k+2ρ(x0, ∂Ω)−k)| lnh| 43 ‖u‖Wk+4,∞(Ω). (1.4)
One observes from (1.1)–(1.4) that the weak estimates and the integral identity technique can be used to get higher super-
convergence than the local symmetric technique and the latter does not demand that Th is uniform and has lower demand
for the global smoothness of the accurate solution. We observe that the extrapolation technique has hardly been used study
the superconvergence for three-dimensional elliptic problem. Thus, on the basis of above consideration, we shall combine
the weak estimates, the integral identity and extrapolation technique and the local symmetric technique to study the local
superconvergence for the trilinear element. Let x0, Ud(x0) be deﬁned as above, x0 be a nodal point for Th and Th be a uni-
form family of rectangular partitions on Ud(x0). We present the extrapolation technique for the trilinear element as follows.
Let every partition contained in Ud(x0) be equally divided into eight partitions and every partition contained in Ω \ Ud(x0)
be divided into eight partitions, we obtain a family of partitions Th/2. Assume that u h2 is the ﬁnite element approximation







The ﬁnite element theory of Green’s function, the integral identity technique and the local symmetric technique are com-
bined to obtain the following result.
Theorem 1.1. Assume that u ∈ W 4,∞(Ud(x0)). Then∣∣(u − u∗h)(x0)∣∣ c(h4| lnh| 73 ‖u‖W 4,∞(Ud(x0)) + d−t− 32 ∥∥u − uh∥∥H−t (Ω)). (1.6)
(1.6) not only shows that the weak estimates and the integral identity technique can be used to ﬁnd higher superconvergence than the
local symmetric technique, but also shows that the local superconvergence can be obtained by the combination of the weak estimates,
the integral identity technique and the local symmetric technique when the accurate solution u does not exist high global smoothness.
The paper is organized as follows. In Section 2, we provide preliminaries which will be used in this paper. Section 3 will
discuss the linear ﬁnite element theory for second-order elliptic problem in 3. We shall give a proof of Theorem 1.1 on
the basis of Section 3.
Notation. In this paper, some standard notation for the Sobolev spaces and their norms are used, and c denotes constants
not necessarily the same at each occurrence, but always independent of h,u, B(x, R) = {y ∈ Ω | |x− y| R}, Sh(B(x, R)) ⊂
Sh(Ω), Πku is the tensor-product block interpolation of degree k of u.
2. Preliminaries
Assume that Ω ⊂ 3 is a bounded domain. We shall consider the following Poisson problem{
Lu ≡ −	u = f in Ω,
u = 0 on ∂Ω. (2.1)
Assume that the bilinear form A(ψ,φ) is deﬁned by













dx, ∀ψ,φ ∈ H1(Ω). (2.2)
Then the weak form of (2.1) is to obtain u ∈ H10(Ω) satisfy
A(u, v) = ( f , v) ∀v ∈ H10(Ω).




)= ( f , v) ∀v ∈ Sh0(Ω).
















Assume that x0 ∈ Ω and the Green’s function Gx0 (x) of (2.1) at point x0 is deﬁned by
A(Gx0 , v) = v(x0) ∀v ∈ C∞0 (Ω), (2.4)
and the derivative Green’s function ∂x0Gx0 (x) is analogously deﬁned by
A(∂x0Gx0 , v) = ∂v(x0) ∀v ∈ C∞0 (Ω). (2.5)
3. The linear ﬁnite element theory of Green’s function for the problem (2.1)
First let us introduce some lemmas. The following lemma plays a critical role in our analysis.
Lemma 3.1. (See [12].) Under the assumption that the boundary of Ω is smooth,∥∥∂x0Gx0 − ∂x0Ghx0∥∥W 1,∞(Ω−B(x0,R))  chkR−k−3| lnh| 43 , (3.1)∥∥∂x0Gx0 − ∂x0Ghx0∥∥L∞(Ω−B(x0,R))  chkR−k−2| lnh| 43 . (3.2)
Now estimate ‖Gx − I1hGx‖W 1,1(Ω) .
Lemma 3.2. Assume that x ∈ e ∈ Th and x1, . . . , xK are all nodal points of e. If there exists a constant c satisfyingmin1lM |x− xl|
ch and ρ(x, ∂e) ch. Under the assumption that the boundary of Ω is smooth, then∥∥Gx − I1hGx∥∥W 1,1(Ω)  ch| lnh|. (3.3)
Proof. One ﬁnds that ‖Gx − I1hGx‖W 1,1(D) can be split into∥∥Gx − I1hGx∥∥W 1,1(D) = ∥∥Gx − I1hGx∥∥W 1,1(B(x,h)) + ∥∥Gx − I1hGx∥∥W 1,1(D\B(x,h)) = I + I I. (3.4)
Note that (see [16]) |∂αx ∂βy G y(x)| c|x− y|−|α|−|β|−1 for any |α| + |β| > 0. One has
I  ‖Gx‖W 1,1(B(x,h)) +
∥∥I1hGx∥∥W 1,1(B(x,h))  ch + ch ch, (3.5)
I I  ch‖Gx‖W 2,1(Ω\B(x,h))  ch| lnh|. (3.6)
The combination of (3.5) and (3.6) gives the desired result (3.3). 
We now investigate ‖Gx0 − Ghx0‖W 1,∞(Ω\B(x0,R)) and ‖Gx0 − Ghx0‖L∞(Ω\B(x0,R)) .
Lemma 3.3. Assume that Ω ⊂ 3 has a smooth boundary. Then, for the linear element,∥∥Gx0 − Ghx0∥∥W 1,∞(Ω\B(x0,R))  chR−3| lnh| 43 , (3.7)∥∥Gx0 − Ghx0∥∥L∞(Ω\B(x0,R))  ch2R−3| lnh| 43 . (3.8)
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(x) = A(Gx0 − Ghx0 , gx)= A(Gx0 − I1hGx0 , gx − ghx)= A(Gx0 , gx − ghx)= (gx − ghx)(x0).
This gives the desired result (3.7). We turn now to the estimation of (3.8). Assume that x ∈ ex ⊂ Ω \ B(x0, R) and the bilinear
form AE (ψ,φ) is deﬁned by (2.3). One has(
Gx0 − Ghx0
)
(x) = A(Gx0 − I1hGx0 ,Gx − Ghx)
= AB(x0, R2 )
(




Gx0 − I1hGx0 ,Gx − Ghx
)= I1 + I2.
The combination of Lemmas 3.1 and 3.2 gives
|I1| c
∥∥Gx − I1hGx∥∥W 1,1(Ω)∥∥Gx − Ghx∥∥W 1,∞(Ω\B(x, R2 ))  ch2R−3| lnh| 43 . (3.9)
Now estimate I2. Assume that φ(y) is a scalar function in C∞ such that φ(y) = 1 if y ∈ B(x, R4 ),φ(y) = 0 if y ∈ Ω \ B(x, R2 ),
|∇φ|L∞(Ω)  cR−1. Let ψ1(y) = φ(y)(Gx − I1hGx)(y) and ψ2(y) = [1− φ(y)](Gx − I1hGx)(y). By Lemmas 3.1 and 3.2,
|I2|
∣∣AΩ\B(x0, R2 )(ψ1,Gx − Ghx)∣∣+ ∣∣AΩ\B(x0, R2 )(ψ2,Gx − Ghx)∣∣
= ∣∣A(ψ1,Gx − Ghx)∣∣+ ∣∣AΩ\B(x0, R2 )(ψ2,Gx − Ghx)∣∣
 ch2‖ψ1‖W 2,∞(Ω) +
∥∥Gx − Ghx∥∥W 1,∞(Ω\B(x, R4 ))‖ψ2‖W 1,1(Ω)
 ch2R−3 + chR−3| lnh| 43 h ch2R−3| lnh| 43 .
This, together with (3.9), gives the desired result (3.8). This completes the proof. 
We are now in a position to give the main results of this section.
Theorem 3.1. Under the assumptions of Lemma 3.3,∣∣Gx0 − Ghx0 ∣∣L1(Ω)  ch2| lnh| 73 , (3.10)∑
e∈Th
∥∥Ghx0∥∥W 2,1(e)  c| lnh| 43 . (3.11)
Proof. Split |Gx0 − Ghx0 |L1(Ω) into∣∣Gx0 − Ghx0 ∣∣L1(Ω) = ∣∣Gx0 − Ghx0 ∣∣L1(B(x0,2h)) + ∣∣Gx0 − Ghx0 ∣∣L1(Ω\B(x0,2h)) = I1 + I2. (3.12)
First estimate I1. One ﬁnds that
c
∥∥Ghx0∥∥L∞(Ω)  ch −12 ∥∥Ghx0∥∥H1(Ω)  ch −12 [A(Ghx0 ,Ghx0)]−12  ch −12 [∥∥Ghx0∥∥L∞(Ω)]−12 . (3.13)
Consequently,
I1  ‖Gx0‖L1(B(x0,R)) +
∥∥Ghx0∥∥L1(B(x0,R))  ch2 + ch3∥∥Ghx0∥∥L∞(Ω)  ch2. (3.14)
Note that (3.8) gives
I2  ch2| lnh| 73 . (3.15)
Hence, by (3.12), (3.14) and (3.15),∥∥Gx0 − Ghx0∥∥L1(Ω)  ch2| lnh| 73 .
Similarly,∥∥Gx0 − Ghx0∥∥W 1,1(Ω)  ch| lnh| 73 . (3.16)
We turn now to the proof of (3.16). One has
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∥∥Ghx0∥∥W 2,1(e) = ∑
e⊂B(x0,2h)






∥∥Ghx0 − GIx0∥∥W 2,1(e) + ∑
e⊂Ω\B(x0,2h)
∥∥GIx0∥∥W 2,1(e)
 c + ch−1(∥∥Ghx0 − Gx0∥∥W 1,1(Ω\B(x0,2h)) + ∥∥Gx0 − GIx0∥∥W 1,1(Ω\B(x0,2h)))+ c| lnh|
 ch−1h| lnh| 43 + c| lnh| c| lnh| 43 .
This ends the proof. 
The following result can be deduced from Theorem 3.1, directly.
Corollary 3.1. There exists a constant c such that
∣∣Gx0 − Ghx0 ∣∣L1(Ω)  ch2| lnh| 73 , (3.17)∑
e∈Th
∥∥Ghx0∥∥W 2,1(e)  c| lnh| 43 . (3.18)
Proof. Assume that Ω1 ⊃ Ω has a smooth boundary and AΩ1 (ψ,φ) is deﬁned as (2.3). Deﬁne G1 by
AΩ1(G1, v) = v(x0) ∀v ∈ C∞0 (Ω1). (3.19)
Let Tˆh be a family of partitions on Ω1 with grid size h satisfying e ∈ Tˆh whenever e ∈ Th and RhG1 is the ﬁnite element
approximation of G1 over Tˆh . Let EG = G1 − Gx0 and EhG be the ﬁnite element approximation of EG over Th . One observes
that Gx0 − Ghx0 can be split into
Gx0 − Ghx0 = (G1 − RhG1) +
(
EG − EhG
)+ (RhG1 − Gh1)= I1(x) + I2(x) + I3(x). (3.20)
One observes that
‖I1‖L1(Ω)  ch2| lnh|
7
3 , ‖I3‖L1(Ω)  ch2‖EG‖H2(Ω)  ch2. (3.21)
Note that Theorem 3.1 gives
‖I2‖L1(Ω)  c‖I2‖L∞(Ω)  c‖I2‖L∞(∂Ω)  ch2| lnh|
7
3 . (3.22)
From (3.20), (3.21) and (3.22) it follows that
∣∣Gx0 − Ghx0 ∣∣L1(Ω)  ch2| lnh| 73 .
Similarly, we get the desired result (3.18). 
4. Proof of Theorem 1.1
By the linear FEM theory of Green’s function presented in the Section 3, we will give a proof of Theorem 1.1. First we
discuss some lemmas. Assume that Ω is a rectangular block with boundary ∂Ω and Th is a uniform family of rectangular
partitions with grid size h. Set
D1 = ∂
∂x1
, D2 = ∂
∂x2
, D3 = ∂
∂x3
.
Further, for any e ∈ Th , let xe = (x1,e, x2,e, x3,e) be the center of e. Assume that x = (x1, x2, x3). For 1 i  3, set
B(xi) = 12
[
(xi − xi,e)2 − h2
]
, F (xi) = 16 B
2(xi).
By the integral identity technique presented by Lin et al. (see [19,21]), we get the following result.
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A
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(−D43u(x)D21v(x) + 4D3D1u(x)D1D3v(x))dx. (4.1)











































































































































The combination of (4.5) and (4.6) gives











































































































The combination of (4.7), (4.8) and (4.9) gives the desired result (4.1). 
On the basis of Theorem 3.1 and Lemma 4.1, we have the following superconvergent result.
Lemma 4.2. Assume that u∗h is deﬁned as (1.5). Under the assumptions of Lemma 4.1,∣∣(u∗h − u)(x0)∣∣ ch4| lnh| 73 ‖u‖W 4,∞(Ω). (4.10)
Proof. Note that x0 is a nodal point. One observes that(
uh − u)(x0) = (uh − uI)(x0) = A(uh − uI ,Ghx0)= A(u − uI ,Ghx0). (4.11)
From the combination of Lemma 4.1 and (4.11), one observes that (uh − u)(x0) can be decomposed into(






























(−D43u(x)D21Ghx0(x) + 4D33D1u(x)D1D3Ghx0(x))dx = I1 + I2 + I3 + I4. (4.12)


























dx = I1,1 + I1,2. (4.13)
This implies that there exists a constant d, independent of h, such that
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Note that (3.17) gives
|I1,2| ch4| lnh| 73 ‖u‖W 4,∞(Ω). (4.15)
Hence by (4.14) and (4.15),∣∣I1 − dh2∣∣ ch4| lnh| 73 ‖u‖W 4,∞(Ω). (4.16)
Now estimate I2, I3 and I4, respectively. The combination of (3.18) and (4.12) gives
|I2| ch4| lnh| 73 ‖u‖W 4,∞(Ω), (4.17)
|I3| ch4| lnh| 73 ‖u‖W 4,∞(Ω), (4.18)
|I4| ch4| lnh| 73 ‖u‖W 4,∞(Ω). (4.19)
One concludes from (4.12), (4.13), (4.16), (4.17), (4.18) and (4.19) that∣∣(uh − u)(x0) − dh2∣∣ ch4| lnh| 73 ‖u‖W 4,∞(Ω). (4.20)
This gives∣∣(u∗h − u)(x0)∣∣ ch4| lnh| 73 ‖u‖W 4,∞(Ω). (4.21)
The proof is complete. 
On the basis of Lemma 4.2, we are now in a position to give a proof of Theorem 1.1.
Let D ⊂ Ω be a rectangular block such that ρ(∂Ω,∂D) c, T h is a uniform family of rectangular partitions on D satis-
fying, for any e ∈ Th , e ∈ T h whenever e ⊂ Ud(x0). Assume that u1(x) = u(x) if x ∈ Ud/2(x0),‖u1‖W 4,∞(D)  c‖u‖W 4,∞(Ud(x0)) ,
u1|∂D = 0. Let Rhu1(x) and Rh/2u1(x) be the tensor-product block linear element approximations of T h and T h/2, respec-
tively, where T h is obtained by dividing each partition of T h into eight rectangular partitions equally. Set
Rh,∗u1(x) = 4Rh/2u1(x) − Rhu1(x)3 . (4.22)
We observe that (uh∗ − u)(x0) can be decompose into(
uh∗ − u
)




(x0) = I1 + I2. (4.23)
Note that Theorem 4.1 gives
|I1| ch4| lnh| 73 ‖u1‖W 4,∞(D)  ch4| lnh|
7
3 ‖u‖W 4,∞(Ud(x0)), (4.24)
and ∣∣(uh − Rhu1)(x0)∣∣ ∣∣uh − Rhu1∣∣L∞(Ud/2(x0))  cd−t− 32 ∥∥uh − Rhu1∥∥H−t (Ud(x0))
 cd−t− 32
(∥∥uh − u∥∥H−t (Ud(x0)) + ‖u1 − Rhu1‖H−t (Ud(x0))) cd−t− 32 ∥∥uh − u∥∥H−t (Ω),
which implies
|I2| cd−t− 32
∥∥u − uh∥∥H−t (Ω). (4.25)
The desired result (1.6) can be deduced from the combination of (4.24) and (4.25).
5. Numerical example
In this section, we shall use numerical examples to investigate Theorem 1.1. Consider the Poisson problem in a square
Ω = (0,1)3,{
	u = f , x ∈ Ω,
u = 0, x ∈ ∂Ω, (5.1)
where f (x) = 2∑3i=1∏3i=1,i = j xi(1− xi).
W.-m. He et al. / J. Math. Anal. Appl. 388 (2012) 863–872 871Table 1
Numerical experiment for the trilinear element.
h = 15 h = 16 h = 17 h = 18 h = 19 h = 110
‖u∗h − u‖∞,h 1.09× 10−5 5.60× 10−6 3.64× 10−6 1.72× 10−6 8.01× 10−8 6.96× 10−7
‖u∗h−u‖∞,h
h4
6.84× 10−3 7.25× 10−3 8.74× 10−3 7.05× 10−3 5.25× 10−3 6.96× 10−3
‖u∗h−u‖∞,h
h4 | lnh| 73
2.3× 10−3 1.9× 10−3 1.8× 10−3 1.3× 10−3 8.37× 10−4 9.94× 10−4
The exact solution u(x) = x1(1− x1)x2(1− x2)x3(1− x3). Let Th be the uniform family of rectangular partitions with grid
size h. Assume that u∗h is deﬁned as in Section 1 and M = {x1, . . . , xN } is a set composed of all nodal points of Th . Set∥∥u∗h − u∥∥∞,h =maxxi∈M
∣∣(u − u∗h)(xi)∣∣. (5.2)
We have the following Table 1.
The above numerical example shows that there exists a constant c such that∥∥u∗h − u∥∥∞,h  ch4| lnh| 73 . (5.3)
which implies that Theorem 1.1 is valid.
Acknowledgment
The authors are appreciated for the referee’s valuable suggestions.
References
[1] M. Asadzadeh, A.H. Schatz, W. Wendland, Asymptotic error expansions for the ﬁnite element method for second order elliptic problems in RN (N  2):
Local interior expansions, SINUM, 2010, Electronic version.
[2] M. Asadzadeh, A.H. Schatz, W. Wendland, A non-standard approach to Richard-son extrapolation in the ﬁnite element method for second order elliptic
problems, Math. Comp. 78 (2009) 1951–1973.
[3] H. Azari, S. Zhang, A numerical approximation to the solution of an inverse heat conduction problem, Numer. Methods Partial Differential Equations 26
(2010) 95–106.
[4] J.H. Brandts, Superconvergence and a posteriori error estimation for triangular mixed ﬁnite elements, Numer. Math. 68 (1994) 311–324.
[5] C. Chen, Structure Theory of Superconvergence of Finite Elements, Hunan Science and Technology Press, Hunan, PR China, 2006 (in Chinese).
[6] P.M. Chen, W. Allegretto, Y.P. Lin, Superconvergent techniques in multi-scale methods, Int. J. Numer. Anal. Model. 5 (2008) 239–254.
[7] S. Chin, J. Geiser, Multi-product operator splitting as a general method of solving autonomous and non-autonomous equations, IMA J. Numer. Anal.
(2011), doi:10.1093/imanum/drq022.
[8] P.G. Ciarlet, The Finite Element Method for Elliptic Problems, North-Holland, Amsterdam, 1978.
[9] G. Goodsell, Pointwise superconvergence of the gradient for the linear tetrahedral element, Numer. Methods Partial Differential Equations 10 (1994)
651–666.
[10] P. Grisvard, Elliptic Problems in Nonsmooth Domain, Pitman, Boston, 1985.
[11] W. He, A new superconvergence and extrapolation for second order triangular element, Appl. Math. Comput. 174 (2006) 300–315.
[12] W. He, W. Chen, Q. Zhu, Local superconvergence of the derivative for tensor-product block FEM, Numer. Methods Partial Differential Equations (2010),
doi:10.1002/num.20628.
[13] W. Hoffmann, A.H. Schatz, L.B. Wahlbin, G. Wittum, Asymptotically exact a posteriori estimates for the pointwise gradient error on each element in
irregular meshes. Part 1: A smooth problem and globally quasi-uniform meshes, Math. Comp. 70 (2001) 897–909.
[14] Q. Huang, S. Zhang, Superconvergence of interpolated collocation solutions for Hammerstein equations, Numer. Methods Partial Differential Equa-
tions 26 (2010) 290–304.
[15] S. Korotov, M.K. Krizek, Global and local reﬁnement techniques yielding nonobtuse tetrahedral partitions, Comput. Math. Appl. 50 (2005) 1105–1113.
[16] J.P. Krasovskii, Isolation of singularities of the Green’s function, Math. USSR Izv. 1 (1967) 935–966.
[17] M.K. Krizek, T. Strouboulis, How to generate local reﬁnements of unstructured tetrahedral meshes satisfying a regularity ball condition, Numer. Methods
Partial Differential Equations 13 (1997) 201–214.
[18] M.K. Krizek, On semiregular families of triangulations and linear interpolation, Appl. Math. 36 (1991) 223–232.
[19] Q. Lin, J. Lin, Finite Element Methods: Accuracy and Improvement, Science Press, Beijing, PR China, 2006.
[20] Q. Lin, J. Zhou, Superconvergence in high-order Galerkin ﬁnite element methods, Comput. Methods Appl. Mech. Engrg. 196 (2007) 3779–3784.
[21] Q. Lin, Q. Zhu, The Preprocessing and Postprocessing for the Finite Element Methods, Shanghai Scientiﬁc and Technical Publishers, Shanghai, PR China,
1994 (in Chinese).
[22] J. Liu, Q. Zhu, Maximum-norm superapproximation of the gradient for the trilinear block ﬁnite element, Numer. Methods Partial Differential Equa-
tions 23 (2007) 1501–1508.
[23] J. Liu, Q. Zhu, Pointwise supercloseness of tensor-product block ﬁnite elements, Numer. Methods Partial Differential Equations 25 (2009) 999–1008.
[24] L. Meng, Q. Zhu, The ultraconvergence of derivative for bicubic ﬁnite element, Comput. Methods Appl. Mech. Engrg. 196 (2007) 3771–3778.
[25] A.H. Schatz, I.H. Sloan, L.B. Wahlbin, Superconvergence in ﬁnite element methods and meshes that are locally symmetric with respect to a point, SIAM
J. Numer. Anal. 33 (1996) 505–521.
[26] A.H. Schatz, L.B. Wahlbin, Asymptotically exact a posterior estimators for the pointwise gradient error on each element in irregular meshes. Part II:
The piecewise linear case, Math. Comp. 73 (2004) 517–523.
[27] L.B. Wahlbin, Superconvergence in Galerkin Finite Element Methods, Lecture Notes in Math., vol. 1605, Springer, 1995.
[28] Z. Zhang, Ultraconvergence of the patch recovery technique (II), Math. Comp. 69 (2000) 141–158.
[29] Z. Zhang, R. Lin, Ultraconvergence of ZZ patch recovery at mesh symmetry points, Numer. Math. 95 (2003) 781–801.
872 W.-m. He et al. / J. Math. Anal. Appl. 388 (2012) 863–872[30] Z. Zhang, A new ﬁnite element gradient recovery method: Superconvergence property, SIAM J. Sci. Comput. 26 (2005) 1192–1213.
[31] Z. Zhang, Recovery technique in ﬁnite element methods, in: Tao Tang, Jinchao Xu (Eds.), Adaptive Computations: Theory and Algorithm, in: Math.
Monogr. Series, vol. 6, Science Publisher, Beijing, PR China, 2007, pp. 333–412.
[32] Q. Zhu, Superconvergence and Postprocessing Theory of Finite Element Theory, Science Press, PR China, 2008 (in Chinese).
[33] Q. Zhu, L. Meng, The derivative ultraconvergence for quadratic triangular ﬁnite elements, J. Comput. Math. 22 (2004) 857–864.
[34] Q. Zhu, L. Meng, New construction and ultraconvergence of derivative recovery operator for odd-degree rectangular elements, Sci. China Ser. A Math. 47
(2004) 940–949.
[35] Q. Zhu, Q. Zhao, SPR technique and ﬁnite elment correction, Numer. Math. 96 (2003) 185–196.
[36] T. Zhang, Y.P. Lin, R.J. Tait, The derivative patch interpolating recovery technique for ﬁnite element approximations, J. Comput. Math. 22 (2004) 113–122.
