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Abst ract - -The  main purpose of this paper is to develop stable versions of some Krylov subspace 
methods for solving the linear systems of equations Ax = b which arise in the difference solution of 2-D 
nonstationary Navier-Stokes equations using implicit scheme and to determine a good value of the 
time step. Our algorithms are based on the conjugate-gradient method with a suitable preconditioner 
for solving the symmetric positive definite system and preconditioned GMRES, Orthomin(k), QMR 
methods for solving the nonsymmetric and (in)definite system. The performance of these methods 
is compared. In addition, we show that by using the condition number of the first nonsymmetric 
coefficient matrix, it is possible to determine a good value of the time step. (~) 2005 Elsevier Ltd. 
All rights reserved. 
Keywords - - I te ra t ive  methods, Conjugate-gradient method, GMRES method, Orthomin(k) 
method, QMR method. 
1. INTRODUCTION 
We shall consider the 2-D dimensionless Navier-Stokes equations which can be written in terms 
of stream function ¢ and vorticity w as follows, 
Ow O (~w) O (vw) 1 
- -  -- ReAW, (1) 0-7+~ ~ 0y 
~¢ = -~,  (x, y) e ~, t > 0 (2) 
Here, ~ = {(x ,y ) ,  0 < x < 1, 0 <: y < 1) is cons idered omain ,  u = -0-~ ,v  -- 0¢ the  hor izon-  y ~'£, 
tai and vertical velocity components, respectively, Re is the Reynolds number. The boundary 
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conditions are specified in the following manner, 
o¢ 
¢=o---;=o, 
o¢ ¢= 
0¢ ¢= 
0¢ 
¢=0,  - -  =-1 ,  Oy 
onx=0,  0~y<l ,  
ony=0,  0<x<l ,  
onx=l ,  0~y<l ,  
ony=l ,  0<x<l .  
(3) 
The purpose of this paper is the numerical study of the performance and practical aspects 
of certain iterative methods for solving systems of linear algebraic equations with nonsymmet- 
tic matrices that arise in the finite difference approximation of 2-D nonstationary Navier-Stokes 
equations in the stream function-vorticity formulation using implicit schemes and to determine a 
good value of the time step. The three iterative methods which will form the basis of this investi- 
gation are, the generalized minimum residual method (GMRES) [1], Orthomin(k) method [2], and 
the quasi-minimal residual (QMR) method [3] without look-ahead with preconditioning matrices 
derived by modified incomplete block LU decomposition f the matrix [4,5]. Block preconditioned 
conjugate gradient (PCG) will be used for symmetric positive definite system of equations that 
arises in the finite difference approximation of the problem. 
The discretization method is by finite differences and the convective terms are approximated 
by central differences. Computations are performed on a sequences of meshes in order to study 
computationally the asymptotic onvergence properties of the specified iterative methods. In 
Section 2, we show that by using the condition number of the first nonsymmetric coefficient 
matrix, it is possible to determine a good value of the time step. The various iterative methods 
and the preconditioning strategies are described in detail in Sections 3 and 4. Numerical results 
are given and interpreted in Section 5 and Section 6 concludes. 
2. DISCRETIZATION 
We introduce a uniform grid by taking n~ + 2 points in the x direction and ny -]- 2 points in 
the y direction, 
x i= ih~,  i = 0,1, . . . ,n~ + 1, 
yj --- jhy, j = O, 1 , . . . ,ny + 1, 
with mesh sizes hx = 1/(n~ + 1) and hy = 1/(ny + 1). 
In the time direction we use uniform time stepping with a step size ~'; that is, 
tk = k~-, k = 0,1,2, . . . .  
By using the implicit difference approximations for equations (1) and (2), we have the following 
equations for arbitrary interior point (x~, yj) at time tk+1 
r k+l  _ k , . k+ l  _ V ~k+l  .k+l  ~ .k+l  
Re  x [~z 3 T ~z 3 ~ ~i'j+l~i'j+12hy i,j-1 i, j-1 ~ UiWl'J~i+l'J2hx- ~i - l ' J~ i - l ' J  
k 
, k+ l  .k+l  -- k+l  ,k+l  _ 2 .k+l  - -  k+ l  
: Wi+l, j -- 2wi, j t Wi_l, j • ~i,j+l -~i, j  t ~i, j -1 
(4) 
and 
~k+l  _ ~/~k.-~l j ,k+l ~2k-~-1 k.-}-i o/,kd-1 ~+l,j -~*,3 + ~i-l, j  i,j+l - 2¢~j + ~'ij-1 k-b1 
q- -~---~)i,j , (5) 
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where the components ofvelocity vector are defined by 
¢~,j+1 - ¢i, j -1 ¢~+1,~ - ¢~-1,~. 
ui,3 = 2hy , vi,~ = 2h~ ' (6) 
and these values of the components ofthe velocity vector are taken from the preceding time level. 
The boundary conditions (3) are treated by introducing a row of image points at distance hx 
and hy outside the boundary, in the x and y directions, respectively. The values of ~p are 
given (= 0) at each boundary point, and the values ¢ at the image points are related to those 
at the interior points by the value of the derivative at the boundary. So, by considering these 
concepts, the vorticity on the boundary can be computed from (5), thus, 
wk+l_  2 ~k , 
i,0 - -  --h'-~ i,1 .-y 
--i,nv+l=-~y l -by  / , 
wk+l 2 k 
o,j = --~-~x¢l,j ,  
~k+l 2 k 
i = 1,2, . . . ,nz,  
i=  1,2, . . . ,n~, 
j = 1,2, . . . ,nv,  
j = 1,2, . . . ,ny.  
(v) 
The boundary conditions for (5) are homogeneous Dirichlet, that is 
¢k+1 = 0, (z~,yj) e 0~h. (8) i,j 
As we observe, in the finite difference solution of 2-D dimensionless Navier-Stokes equations using 
implicit schemes, two systems of linear algebraic equations arise. The first one with equations (4) 
and boundary conditions (7) for computing the components of vorticity w has a nonsymmetric 
coefficient matrix. The second system with equations (5) and boundary conditions (8) for com- 
puting the values of the stream function ¢ has a definite positive symmetric coefficient matrix. 
We test the three Krylov subspace methods for solving the nonsymmetric system of equa- 
tion (4),(7): the generalized minimum residual method (GMRES) [1], Orthomin(k) method [2], 
and the quasi-minimal residual (QMR) method [3] without look-ahead. In order to improve the 
convergence behavior of these iterative methods, we used right-oriented preconditioning. Block 
preconditioned conjugate gradient (PCG) has been used for solving the symmetric positive defi- 
nite system of equations (5),(8). In solving these systems, the components of the velocity vector 
in (6) are taken from the preceding time level, and the boundary conditions for the vorticity, (7), 
at the time level k + 1 depend on the values of velocity vector at the preceding time level. So, 
the computation for solving these linear systems (4),(7) and (5),(8) proceeds as follows. 
.k+l (i) Compute the interior vorticity ~o~,j by solving the system of equations (4) and (7) with 
one of the preconditioned GMRES, Orthomin(1), and QMR iterative methods. 
(ii) Compute the values of stream function ¢ at the interior points by solving the definite 
positive symmetric system of equations (5) and (8) with preconditioned CG method. 
Off) Compute the components of velocity vector u, v on the base of computed values of ¢ at 
the new level. 
Then, the process is repeated successively. 
The main problem in solving the sequence of above-mentioned systems with floating-point 
arithmetic is the choice of T. The results (Tables 1-3 in Section 5) clearly show that when 
decreasing T an increase of the number of global time stepping took place. On the contrary, if ~- 
was chosen large enough a divergence of the method appeared. Now, we show that by using the 
condition umber of coefficient matrix of nonsymmetric system of equations (4),(7) at the time 
level tl = T we will be able to determine a good value of T. The following lemma establishes an 
upper bound for the condition umber of this matrix that we shall require. 
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LEMMA 2.1. Let  Ao be the coefficient matrix of system of equations (4) and (7) at the time 
level tl -- T, then the condition number of this matrix has the folIowing property, 
4r [(nx + 1) 2 + (ny + 1) 2] + I. (9) condoo (A0) ! 
PROOF. By setting k = 0 in equation (4) and considering the relations (6),(8), and ¢o = 0, the 
equation (4) reduces to the following equation: 
- + + h7 + =  0,j. (10) 
Now, let x • R N, where N = nx x ny, be an arbitrary nonzero vector and assume that [[Xlloo = 
] xl [. If a~ represents he ith row of A0, then from (10), it is easy to see that 
]aT x] _> llxli . 
T 
This gives 
IIAoxlt,~ _> Re Ilxll~ 
T 
Since A0 is nonsingular, we have 
IIAJL = max ---- max , < (Ii) 
By equation (10), 
1) 2 Re IIAolI~--4 [(n~ ÷ ÷ (n~ ÷ 1) 2] ÷ (12) 
T 
This and (11) establish (9). I 
This lemma shows that if we use the values of the time step which lead to the small condition 
number, then the efficiency of the various iterative methods can be seen. By defining 
9 Re 
c~-  
4 +I f  ' 
and by having in mind that the number of global time stepping increase when ~- decreases, we 
propose to choose the time step, 
J" ~, i fa < I, 
T 
1, if a _> 1, 
which implies that condoo(A0) _< 10. When large Re furnishes ~ > 1, we can decrease the 
mesh size and choose the values of nx and ny which yield c~ < 1. The results of the numerical 
experiments (Tables 1-3 in Section 5) show that the formula (13) furnishes a good value for the 
time step r. 
3. KRYLOV SUBSPACE METHODS 
Many iterative schemes for solving the linear system, 
Ax = b, (14) 
where A • C Nxg  is nonsingular matrix and x, b C C N, belong to the class of Krylov subspace 
methods. They produce approximations xm to A- lb  of the form, 
x,~ • x0 +Km (r0, A), m = 1, 2 , . . . .  (15) 
Here, xo • C N is any initial guess for the solution of (14), ro = b -Axo  is the corresponding resid- 
ual vector, and Kin(to, A) = span{ro, Aro, . . . ,  Am-lro} is the mth Krylov subspace generated 
by r0 and A. 
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The goal in designing aKrylov subspace method is to choose at each step the approximation xm, 
such that rm = b - Ax , ,  ~ 0 in some sense• One option is to actually minimize some norm of 
the residual rm, 
Ilrmll = min lib - Ax l l .  (16) 
xExo+K,~ (r0,A) 
Here, I[.11 is a vector norm on C g.  Another option is to require that the residual satisfies Galerkin- 
type condition, 
SHrm = 0, for all s e Sin, (17) 
where Sm C C m is a subset of dimension m. Note that an iterate satisfying (17) need not exist 
for each m, in contrast, the existence of iterates with (16) is always guaranteed. The point is 
that iterates with (16) or (17) can be obtained from a basis for Km(ro,  A) (and a basis for Sm in 
the case of (17)), without requiring any a priori choice of other iteration parameters. 
3.1. CG Method 
The classical conjugate gradient method (CG) [6] is a Krylov subspace method for Hermi- 
tian positive definite matrices A with two outstanding features• First, its iterates Xm satisfy a 
minimization property, namely (16), in the A-l-norm, 
lib - AxmlIA-~ = min lib - ~ I IA -~ • (18)  
x Exo +K,~ (to ,A) 
Second, xm can be computed efficiently, based on simple three-term recurrences. 
The preconditioned conjugate gradient method may be written as follows [7]. 
PRECONDITIONED CG ALGORITHM• 
1. Compute r0 := b - Axo, zo = M- l ro ,  and Po := zo 
2. For j = 0, 1,2,. . .  Until convergence Do: 
4. x j+l  = x j  + a jp j  
5. rj+l = rj  - a jAp j  
6. zj+ 1 = M- l r j+ l  
7. ~ j=T T r j+ lz j+ l / r  ~ zj 
8. p j+l  = zj+~ + ~jp j  
9. EndDo 
For M = I, one obtains the unpreconditioned version of the conjugate gradient algorithm. 
Matrix M is the preconditioning matrix, which should be in some sense an approximation of A. 
It is known that preconditioned CG method converges rapidly if the condition umber ~(M-1A) ,  
which is the ratio of the largest o the smallest eigenvalue of M-1A,  is small or if the eigenvalues 
are clustered (e.g., [7] and the references therein). 
From (15), the unpreconditioned conjugate gradient method constructs the iterate Xm as an 
element of x0 + span{r0, Arm. . . ,  A('~-l)r0} so that (Xm - z?)-CA(xm - z?) is minimized, where 
is the exact solution of Ax = b. This minimum is guaranteed to exist in general only if A is 
symmetric positive definite. The preconditioned version of the method uses a different subspace 
for constructing the iterates, but it satisfies the same minimization property, although over this 
different subspace. It requires in addition that the preconditioner M is symmetric and positive 
definite. 
As we observe, the coefficient matrix of linear system of equations (5) and (8) has the following 
block tridiagonal form, 
A = 
A1 G2 ] 
a T & "-• 
• • " • Vny  
G -c A~ J my 
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where each Ai is a tridiagonal matrix of order n~ and Gi is diagonal with n~ elements. So we 
used as a preconditioner the MINV(1) [8] which is suitable for this kind of systems. 
4. GMRES,  ORTHOMIN(K) ,  QMR METHODS 
The solution of linear system Ax = b with general non-Hermitian nonsingular, N × N coefficient 
matrices can be computed by Krylov subspace methods which described in Section 3. All three 
algorithms considered in this paper belong to this case. First, generalized minimal residual (GM- 
RES) method introduced by Saad and Schultz [1] is sketched. The second algorithm described 
is the Orthomin(k) algorithm due to Vinsome [2]. Then, the basic ideas of the quasi-minimal 
residual algorithm (QMR) are outlined as pointed out by Freund and Nachtigal [3]. At the end of 
this section, we describe the preconditioning technique which we used for nonsymmetric system 
described in Section 2. 
4.1. GMRES Method 
In GMRES algorithm, Arnoldi's method is used for the construction of an orthonormal basis 
{vl , . . . ,vm} for Km(ro ,A) .  The modified Gram-Schmidt version of Arnoldi's method can be 
described as follows [1,9]. 
1. Choose x0 and compute ro = b - Axo and vl  = ro/I[roN2. 
2. For j  = 1 ,2 , . . . ,m Do: 
3. v j+l  = Av j  
4. For i = 1, . . . , j  Do: 
5. h~j = v-~+lv~, v~+~ = v~+~ - hi~v~, 
6. hj+l,j =- I lV j+ l l l2 ,  Vj+l = vj+l/h~+l,3.  
7. EndDo 
8. EndDo 
(The nondefined his are assumed to be zero.) 
With the n x m matrix Vm = [v t ,v2 , . . .  ,vm], we have that/arm = V~AVm is an upper m x m 
Hessenberg matrix whose entries are the scalars hlj. Formally, Step 2 can be described by 
AVm = Vm+l f Im,  (20) 
where the (m + 1) x m matrix H,~ is the same as Hm except for an additional row whose only 
nonzero element is hm+l,,~ in the (m + 1, m) position. 
The idea of GMRES is to construct an approximate solution of the form x,~ = x0 + zm where 
zm is an element of K,~(ro, A)  with the following property, 
Ilrmll~ = lib - Axm[12 = rain lifo - Azll 2 . (21) 
zEK~(ro,A) 
If we set z -= V,~y, by using (20) and the fact that Vm+l is orthonormal, the last expression 
in (21) is equal to 
= min l i fo -Vrn+l f l rnY l l  2 = min I lDel-  [-Zmyl[ 2 , (22) min [Ir0 - AVmYlI2 ye~ ~ yc~ yER ~ 
with fl = ]lr0112 and el = [1,0,... ,0] T c ]~m+l. Hence, the GMRES iterate is given by x,~ = 
xo + Vmym, where y,~ is the solution to the upper-Hessenberg least-squares problem on the 
right-hand side of (22). 
The GMRES algorithm requires torage of all the basis vectors of the Krylov subspace, result- 
ing in a large increase in terms of both memory requirement and orthogonalization cost if the 
procedure can not converge with relatively small number of iterations. A practical remedy to 
these drawbacks is to adopt a restarted version, but at the cost of requiring a greater number 
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of iterations to attain convergence. The outline of the GMRES(m) with right preconditioning is 
presented as follows. 
RIGHT PRECONDITIONED GMRES ALGORITHM. 
1. Select x0 and compute ro = b - Axo, fl -- IIroll2, and vl -- ro/fl.  
2. For j  -- 0 ,1 ,2 , . . . ,m Do: 
3. w = AM- lv j  
4. For i = 1 , . . . , j ,  Do: 
5. h~j = (w, vi) 
6. w = w - -  h i , i v  i 
7. EndDo 
8. hj+l, j  = Ilwl[2 and Vj+l = w/h j+l , j  
9. Define Vm := [vl , . . .  ,vm],/~ = {his}l_<i<j+l;l<j<m 
10. EndDo 
11. Compute Ym = argminyllflel - [tmyN2 and Xm = xo + M-1VmYm. 
12. If satisfied Stop, else set xo :-- Xm and GoTo 1. 
4.2. Orthomin(k) Method 
In Orthomin(k) method, the iterates xm+l are updated in each iteration by a multiple am of 
the search direction vector Pm E K,~ + I (to, A ) , 
Xm+l  = Xm -~- arnPm. 
Correspondingly, the residuals rm+l = b - AXm+l are updated as 
rm+l  = rm -- ~mApm.  (23) 
r 2 The choice a -- ~,~ = (r,~, Apm)/ (Apm,  Apm) minimizes 11 -,+1 tl2 over all possible choices for 
in equation (23). The search directions are updated using the residuals, 
P~+I = rm+l  + ~ b?p j ,  
j=m--k+l 
where the choices b~ = - (Arm+l ,  Ap j ) / (Ap j ,  Apj)  ensure that Pm+l is ATA-orthogonalized to 
p m the last precedings k directions { J}j=m-k+l" 
The method is summarized in the following algorithm. 
ORTHOMIN(K) ALGORITHM. 
1. Select Xo and compute ro -- b - Axo 
2. Set P0 -- r0 
3. For m -- 0, 1, 2, ... Until convergence Do: 
4. c~,~ = (rm, Apm)/ (Apm,  Apm) 
5. Xm+ 1 = X m ~ O~mp m 
6. rm+l  = rm -- Olrndpm 
7. For j = m - k + 1, ..., m Do: 
8. b? = -(Ar ,~+l,  dp j ) / (gp j ,  Apj)  
9. EndDo 
712 m 
10. Pm+l = rm+l + Y~j=m-k+l bj pj 
11. Comput Apm+l 
10. EndDo 
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4.3. QMR Method 
In QMR algorithm, Lanczos method is used for the construction of a pair of biorthogonal bases 
for the two subspaces, 
Km (Vl, A) = span {vl, Avl , . . . ,  Am-lVl } 
and 
K,~ (wl,A -r) = span {wl ,ATwl , . . . ,  (Ar )m- lw l}  , 
where vl = to/lit01[2 and arbitrary vector w 1 which can be selected in any manner to ensure 
that (vl, Wl) = 1, for example Wl = Vl. The Lanczos algorithm with vl = ro/[Iroll2 produces the 
n × m matrix Vm = [Vl v2 ... vm] whose columns are m basis vectors panning Km (to, A). The 
Lanczos procedure can be written in matrix form as 
AVm=Vm+xfIm, (24) 
where/~m is a (m+l )  ×mtr id iagonalmatr ix  defined by parameters generated in the Lanczos 
process. 
The QMRiteratesare of the form, 
xm = zo + Vmzm, Zm C C "~, (25) 
for some parameter z,~. Moreover, after some manipulations, the residual vector can be written 
as  
rm : Ym+l 2+  -- (26) 
where ftm+x is an (m -t- 1) × (m + 1) diagonal weight matrix (following the Freund and Nachtigal 
notation [3]), el = [1, 0 , . . . ,  0] T e R'~+l,p0 = IIr0112, and dm= wlpoel. Rather than minimizing 
the norm of the residuals-this would be desirable, but too expensive in terms of work and storage- 
the QMR approach merely considers the expression i  parenthesis from (26). The QMR-iterates 
are then defined by (25) where the parameter vector zm C C m is chosen as the solution of the 
least squares problem, 
I[d  - 2 = min  IId  - 
zEC -~ 
The solution of this least squares problem can be computed by a standard QR decomposition of
f~m+ 1/]rm giving 
where Qm is an orthogonal (m + 1) x (m + 1) matrix, and Rm is a nonsingular upper triangular 
m x m matrix. This gives 
zEC m zECm 
If we let tm be an m × 1 vector consisting of the first (m + 1) × 1 vector Qmdr,, i.e., 
tm=[I.  0]Q dm, (2s) 
then zm and the solution Xm axe given by 
zm = R~lt,~ and X,~=xo+Vmzm, (29) 
respectively. This gives the following QMR algorithm. 
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QMR ALGORITHM. 
1. Select x0 and compute ro = b - Axo  
2. p0 = IlroL] ,vl = ro/po. 
3. Choose withil  112 = i, for example = v, 
4. For m = 1, 2,... Until Convergence Do: 
5. Perform the mth iteration of Lanczos Algorithm. This yields matrices Vm, Vm+1,/~m 
which satisfy AVm = V,~+lf-Im. 
6. Update the QR factorization (27) of ~,~+~Hm and vector tm in (28). 
7. Compute x,~ from (29). 
8. EndDo 
Table 1. Re = 1, E = 10 -4, e M -~ 10 -6. 
Grid 
Points 
22 x 22 
0.001 
0.0025 = 7.  
M~hod 
0.0035 
0.0004 
42 x 42 0.0007=~, 
0.0009 
0.0002 
62 x 62 0.00035 = 1-, 
0.0004 
CPU 
Time Nstep TNIM ANIM TNICG ANICG 
GMRES 1.15 136 378 2.78 1872 13.76 
Orthomin 1.42 136 483 3.55 1872 13.76 
QMR 1.65 136 485 3.57 1872 13.76 
GMRES 0.55 63 220 3.49 901 14.30 
O~homin 0.71 63 279 4.42 901 14.30 
QMR 0.82 63 279 4.42 901 14.30 
GMRES 12.74 1225 6187 5.05 18864 15.40 
O~homin 15.21 1231 6909 5.61 18923 15.37 
QMR 18.13 1231 6881 5.60 18926 15.37 
GMRES 14.39 291 611 2.10 6332 21.76 
Orthomin 19.06 291 986 3.39 6332 21.76 
QMR 21.36 291 994 3.41 6332 21.76 
GMRES 9.39 183 473 2.58 4053 22.15 
O~homin 12.36 183 712 3.89 4053 22.15 
QMR 13.89 183 714 3.90 4053 22.15 
GMRES 86.40 1416 7500 5.30 33844 23.90 
O~homin 108.04 1425 8167 5.73 33981 23.85 
QMR 122.59 1425 8106 5.70 33984 23.85 
GMRES 76.79 513 957 1.87 15778 30.76 
O~homin 101.83 513 1667 3.25 15778 30.76 
QMR 113.36 513 1672 3.27 15778 30.76 
GMRES 50.47 325 816 2.51 10149 31.23 
O~homin 66.13 325 1212 3.73 10149 31.23 
QMR 73.93 325 1222 3.76 10196 31.37 
GMRES 104.58 583 3149 5.40 19237 33.0 
Orthomin 130.61 585 3375 5.77 19277 32.95 
QMR 148.02 585 3360 5.74 19277 32.95 
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4.4. P recond i t ion ing  Strategy 
The convergence of the methods considered here is rapid if the coefficient matrix has a small 
condition umber and its eigenvalues are clustered. If A does not satisfy these conditions then it 
may be possible to find a preconditioning matrix M, such that AM -1 has the desired properties. 
We would then apply our iterative methods to the preconditioned system AM- ix  = b. Note 
that in the iterative methods with right preconditioning M is not required explicitly, only the 
linear systems of the form My = t or MTv = t need be solved for v. Since this can be done 
with backward and forward substitution, by splitting A into its diagonal, lower triangular, and 
upper triangular parts as A -- DA + LA + UA, and using the modified incomplete block LU 
decomposition of A, the preconditioner can be written as M = (D + LA)D- I (D  + UA) where D 
is diagonal matrix with diagonal elements di which can be computed as follows: 
all, if i = 1, 
a --1 --1 a~ - ~,~_ld~_lai_l# - a~,i_ldi_la~_l,i_l+n~ , if I < i _< nx, 
--1 --1 
di = aii ai , l -n~di_n ai-n~,i - a i , i - ,~di_n ai_ l,i+ l_ ,~ , if i = kn~ + l,  1 <_ k <_ ny - 1, 
--1 --1 
ai i  a i , i - ld i _ la i - l , i  - a i , i _n~di_nxa i_n . , i  
-1  a -1  
-a i , i - ld~_ ia i - l , i - l+n  ~ - i , i - ,~ di_n a i - l , i+ l -n~,  otherwise. 
Since we use the upper and lower triangular parts of coefficient matrix A, only storage for D 
is needed. In fact, in order to avoid division operation during the preconditioner solve stage we 
store D -1 rather than D. 
5. NUMERICAL  RESULTS 
We have performed a series of computations with grids points: 22 x 22, 42 × 42, and 62 x 62. 
The results for Reynolds numbers Re = 1,100, 1000 are presented in Tables 1-4. As we observed 
in Section 2, at every time level two linear algebraic problem, one with a nonsymmetric matrix 
and another with a definite positive symmetric matrix, has to be solved. For the first problem, we 
used the preconditioned GMRES, Orthomin(1), and QMR iterative methods. The total number 
of iterations of these methods and average number of iteration per step are presented in the 
tables by TNIM and ANIM, respectively. For the second problem we used the preconditioned 
CG method. The total number of iterations of this method, and the average number of iterations 
per time step, are presented in the tables by TNICG and ANICG, respectively. The CPU time 
(in s on NOVELL 5) and the total time stepping are presented in Columns 4 and 5, respectively. 
We have used the following criterion for stabilization test, 
which means the computations were carried out until the solutions at two consecutive time steps 
become close enough. In addition, we have used the following stopping criterion for stopping the 
various iterative methods used, 
I lXm+l -- Xmlloo ~ ¢M" 
As discussed in Section 2, the main problem in solving problems (1-3) is the choice of the 
time step T. The computations were performed for three values of T. The moderate values were 
estimated, according to Lemma 2.1, by equation (13). Tables 1-3 show that stable and robust 
computations for Re < 1000 were observed for y ~ ~-*. In all cases an increase or decrease in the 
value ~-* led to an increase in the number of global time stepping. In the case of increasing % 
we also got slower convergence for all the methods (see the averages number of iterations per 
time step ANIM and ANICG in the tables). For a fixed % the number of global time stepping is 
almost constant for all the methods. 
In all cases, we got much faster convergence, in term of CPU time and the average number 
of iterations per time step, for GMRES method, as expected, because the GMI~S method 
Determination of a Good Value 
Table 2. Re = 100, e = 10 -4, E M - - - -  10 -6. 
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Grid 
Points 
22 x 22 
42 x 42 
62 × 62 
0.I 
0.25 = T, 
0.35 
0.05 
0.07 -- T* 
0.09 
0.01 
0.03 = ~-* 
0.04 
CPU 
Method Time Nstep TNIM ANIM 
GMRES 1.26 141 413 2.93 
Orthomin 1.54 141 584 4.14 
QMR 1.86 141 599 4.25 
GMRES 0.60 65 245 3.77 
Orthomin 0.77 65 357 5.49 
QMR 0.93 65 355 5.46 
GMRES 14.17 1348 6895 5.11 
Orthomin 17.74 1386 8838 6.38 
QMR 21.86 1393 9421 6.76 
GMRES 13.24 252 642 2.55 
Orthomin 17.79 252 1116 4.42 
QMR 19.50 252 1188 4.71 
GMRES 10.27 190 571 3.00 
Orthomin 13.79 190 937 4.93 
QMR 15.71 190 984 5.15 
GMRES 146.49 2268 12835 5.67 
Orthomin 191.97 2371 16366 6.90 
QMR 222.01 2399 16728 6.97 
GMRES 143.25 950 2014 2.12 
Orthomin 189.11 950 3217 3.39 
QMR 210.92 950 3242 3.41 
GMRES 60.52 387 936 2.42 
Orthomin 80.91 387 1685 4.35 
QMR 91.40 387 1754 4.53 
GMRES 118.75 633 3565 5.63 
Orthomin 151.65 642 4356 6.78 
QMR 174.33 645 4475 6.94 
TNICG ANICG 
2017 14.30 
2017 14.78 
2017 14.78 
961 14.78 
961 14.78 
961 14.78 
21083 15.64 
21474 15.49 
21538 15.53 
5772 22.90 
5772 22.90 
5772 22.90 
4404 23.18 
4404 23.18 
4404 23.18 
7276 25.25 
59016 24.89 
59477 24.79 
29200 30.74 
29200 30.74 
29200 30.74 
12252 31.66 
12251 31.66 
12252 31.66 
21848 34.52 
22060 34.36 
22126 34.30 
min imizes  the  norm of res idual  Ilrmll2 at  each i te ra t ion  and  requires  on ly  one matr ix -vector  
p roduct  per  i terat ion.  Tables  1-3 show that ,  in all cases, the  average number  of i te rat ions  per  
t ime step of Or thomin  (1) and  QMR are very  close, but  the  CPU t ime of Or thomin  (1) method is 
smal ler  than  that  of QMR method.  Th is  is due to  the  fact that  the  Or thomin  (1) method conta ins  
one matr ix -vector  p roduct  per  i te ra t ion  (Apm+l is updated  by  Apm+l -- Arm+l Jr b~Apm) and 
the  QMR method conta ins  two matr ix -vector  p roducts  per  i terat ion.  
F inal ly,  the  resu l ts  for PCG method ( the average number  of i te ra t ions  per  t ime step of PCG 
method (ANICG)  in Tables  1-3) show that  for th is  method we got slower convergence for larger T 
and  i ts  convergence ra te  depends  on  the  mesh  size wh ich  determines  the  size of matr ix .  
F rom the  above discuss ion we can  conc lude that  the  best  resul t  we ach ieved w i th  ~" ~, T* and  
the  GMRES method.  
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Table 3. Re= 1000, e= 10 -4 , eM = 10 -6. 
Grid 
Points 
22 x 22 
42 × 42 
62 × 62 
"r 
0.4 
1.0 = ~'* 
0.3 
0.67 = v* 
0.82 
0.1 
0.3  ~ 3-* 
0.35 
CPU 
Method Time Nstep TNIM ANIM 
GMRES 1.65 180 702 3.90 
Orthomin 2.20 181 1269 7.01 
QMR 2.74 180 1331 7.39 
GMRES 1.16 96 830 8.65 
Orthomin 1.60 98 1422 14.51 
QMR 2.09 96 1533 15.97 
GMRES 12.97 205 1128 5.50 
Orthomin 17.25 205 1754 8.56 
QMR 20.05 205 1792 8.74 
GMRES 9.72 141 1077 7.64 
Orthomin 13.78 141 2155 15.28 
QMR 15.49 141 1834 10.13 
GMRES 12.30 127 1589 12.51 
Orthomin 14.12 136 2420 17.79 
QMR 18.01 135 2695 19.96 
GMRES 86.46 476 2337 4.91 
Orthomin 110.07 476 2802 5.87 
QMR 124.35 474 2802 5.91 
GMRES 43.77 228 1414 6.20 
Orthomin 56.41 228 2031 8.91 
QMR 67.45 231 2247 9.73 
GMRES 45.86 237 1546 6.52 
Orthomin 58.77 237 2233 9.42 
QMR 68.44 234 2310 9.87 
TNICG ANICG 
2528 14.04 
2538 14.02 
2528 14.04 
1381 14.39 
1410 14.39 
1381 14.39 
5055 24.66 
5O56 24.66 
5056 24.66 
3426 24.30 
3426 24.30 
3425 24.29 
3240 25.51 
3343 24.58 
3382 25.05 
16300 34.24 
16300 34.24 
16252 34.29 
7862 34.48 
7863 34.48 
7939 34.37 
8090 34.14 
8090 34.14 
8012 34.24 
In Table 4 the values of Cm~x for Re = 100, computed for var ious grid points as well as some 
results available from [10,11] are presented. It  is demonst ra ted  by this table that  our results are 
in good agreement  with the results obta ined by the other  researchers. 
It  should be ment ioned that  the stable and robust  computat ions  for Re _< 1000 were observed 
in [11] for ~- ~ ~'. = h 2 Re (which is close to 7-. when nx ---- ny). In order to compare our results 
wi th  those of [11], we col lected in Table 5, for grid points 34 x 35, the  results of two methods  
which are mathemat ica l ly  equivalent,  i.e., the results of GMRES method  and Method  3 of this 
reference (presented by MET3)  which is precondit ioned general ized conjugate gradient method  
wi th  sparsi ty pat tern  of the precondit ioner (0, 1). The  averages number  of i terat ions per t ime step 
of these methods  (presented by ANIM)  show that  the convergence behavior  of GMRES method  
and Method  3 are similar wi th  respect to the values of T and GMRES method  per formed well in 
compar ison with Method  3. For Re = 1,100 the value T* is also the value of t ime step for which 
the stable and robust  computat ions  were observed in this reference. For Re = 1000, for which 
there is no solut ion in this reference, we could obta in  the good results w i th  ~-*. 
Determination of a Good Value 
Table 4. Re = 100. 
Grid Points emax 
22 x 22 0.1002 
42 × 42 0.1026 
62 x 62 0.1031 
22 x 22 [10] 0.0995 
34 x 35 [11] 0.1021 
66 x 67 [I i ]  0.1031 
Table 5. Grid Points = 34 × 35.- ----no solution. 
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Re=l  
ANIM of ANIMof 
T 
GMRES MET3 
0.0005 2.37 2.38 
0.001 = r .  2.81 3.35 
0.0013 5.20 4.51 
0.05 
0.1 = ~-. 
0.13 
Re = 100 
ANIM of ANIM of 
GMRES MET3 
2.55 3.44 
3.16 5.0 
5.34 6.64 
T 
0.8 
1.0 = ~-* 
Re = 1000 
ANIM of ANIM of 
GMRES MET3 
8.24 
9.61 
6. CONCLUSION 
Four basic algorithms of the Krylov subspace methods are used for solving the linear systems 
of equations Ax = b which arise in the difference solution of 2-D nonstationary Navier-Stokes 
equations using implicit scheme. The results showed that the GMRES method is better, in 
terms of CPU time, than the Orthomin(1) and QMR methods and in all cases the GMRES 
method converges much faster than the two other methods. In addition we observed, by using 
the condition umber of the first nonsymmetric coefficient matrix, it is possible to estimate a
value for time step which seems to yield the good results for Re < 1000. The results of PCG 
method showed the slower convergence for larger T and the linear relationships between umber 
of iterations and number of equations. 
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