This paper reviews the simplified procedure proposed by Ghosn and Sivakumar to model the maximum expected traffic load effect on highway bridges and illustrates the methodology using a set of Weigh-In-Motion (WIM) data collected on one site in the U.S. The paper compares different approaches for implementing the procedure and explores the effects of limitations in the sitespecific data on the projected maximum live load effect for different bridge service lives. A sensitivity analysis is carried out on the most representative variables involved in the WIM data collection and calculation of the maximum load effect. The procedure is implemented on a set of WIM data collected in Slovenia to study the maximum load effect on existing Slovenian highway bridges and how it compares with the values obtained from the Eurocode of actions.
Introduction
Over the last two decades, highway agencies have recognized the importance of having automated data collection systems that can provide information on truck weights and truck traffic patterns for economic analysis, traffic management and various other purposes. To meet that goal, various types of Weigh-In-Motion systems have been widely deployed to collect large quantities of unbiased truck data at normal highway speeds in an undetected manner to avoid truck driver's knowledge. Weigh-in-motion (WIM) equipment currently in use can collect data on truck volumes, axle configurations, axle weights, truck arrival times and load spectra. These WIM systems are based on different technologies with varying performance and cost considerations. Piezoelectric sensor-based systems offer acceptable accuracy (usually ± 15% for gross weights) at such low cost that their use has become quite widespread (NCHRP 2011) .
Although primarily used for traffic management purposes, WIM data have also been used to develop new live load models and assess current bridge designs and bridge ratings (Moses et al. 1984 , Frangopol et al. 1992 , O'Brien and Znidaric 2001 , Crespo and Casas 1997 , Nowak and Nassif 1992 , Nowak 1999 , Casas and Gómez 2013 . Wisniewski et al. (2013) propose the use of WIM data as one of the key factors in the actual development of codes for advanced bridge assessment. The use of WIM data for bridge evaluation requires a careful evaluation of the quantity and quality of available data. For example, a study by Laman and Nowak (1997) shows that truck loads are strongly site specific and depend on traffic volume, local industry, and law enforcement effort. A negative correlation was found between law enforcement effort and the occurrence of overloaded trucks.
Truck load growth trends have been assessed utilizing WIM data. For instance, a large-scale California study has established that truck volumes have increased over time even though gross vehicle weight spectra in the state have remained largely unchanged. That study also investigated the possibility of applying WIM data collected at a given bridge site to other nearby bridge locations (Lu et al 2002) . Ghosn and Frangopol (1996) focused on the use of WIM data to define site-specific bridge loads, and highlighted the differences in estimated safety levels that result from applying site-specific values for bridge evaluation rather than national average load data. Several studies used WIM traffic data to demonstrate how current code-specified load models could provide non-conservative estimates of actual loads experienced by some bridges (ARCHES-D08, Enright and O´Brien 2013) . Conversely, in other cases, WIM data revealed that many bridges are designed for traffic live-loads that they will never experience during their expected service-life (Casas 1999 ). This fact is of relevant importance when facing the safety assessment of existing bridges.
The examination of truck multiple presence on bridges has employed WIM data to simulate multi-lane traffic critical loading events and extreme load effects. It was generally noted that as the span length increases, the critical loading event is governed by an increasing number of trucks (Caprani et al. 2002) . One study indicated that traffic density should be a deciding factor in the development of multiple presence reduction factors (Gindy and Nassif 2006 ) . WIM data has also been applied to the development of new fatigue models and the assessment of existing models Casas 1998, Casas 2000) . Cyclic fatigue investigations reveal that fatigue load spectra are highly site specific and that code specified load models often misrepresented actual fatigue damage even after accounting for the safety factors (Moses et al. 1987 , Grundy and Boully 2004 , Wang et al. 2005 , Cohen et al. 2003 , Laman and Nowak 1996 .
As shown, WIM data have many applications in bridge engineering. One important application is projecting the data to estimate the maximum traffic actions that bridges may be subjected to within a reference period. Several methods have been proposed to this end (Treacy et al. 2014 , O´Brien et al. 2015 . However, most of these are based on complicated and cumbersome simulation processes that require excessive computational effort and specialized expertise making them difficult to implement in everyday engineering practice when evaluating the safety of specific bridges. This paper illustrates the implementation of variations on a simplified procedure developed by Sivakumar 2010, NCHRP 2011) to estimate the maximum expected load effect on a highway bridge. The procedure explains how sitespecific Weigh-In-Motion (WIM) truck weight and traffic data can be used to obtain estimates of the maximum live load for the service life of a bridge using an easily implementable simple technique. The application of the procedure is described using data collected at a WIM site in New York State. A sensitivity analysis is performed to identify the most critical parameters that control the projection of the expected maximum load and to study the effect of limitations in the WIM database. The validity of the procedure is verified by implementing it on a set of WIM data collected in Slovenia that had been previously analyzed using more complex methods (ARCHES D-
08, Enright and O´Brien 2013).

Analysis of maximum load effect
Bridges must safely support the maximum traffic load expected within their service lives. This maximum load may be due to the crossing over the bridge of a single heavy truck or a number of trucks simultaneously. The governing load depends on the axle spacing and weights of the trucks that cross in each lane of the bridge and the probability of simultaneous truck crossings. The probability of simultaneous crossings depends on the traffic characteristics including headway spacing and bridge length.
Ideally, such data should be available for an entire period equal to the service life of the bridge. However, despite the recent proliferation of WIM systems, collecting the necessary data to obtain the maximum load is not possible because decisions on the safety of the bridge should be made before exposing it to the most hazardous loads and because short term data may not actually contain the worst possible loading scenarios.
Also, data previously collected on one site may not necessarily represent future loads at the same or at different sites. For these reasons, the safety assessment of bridges must be performed using probabilistic methods based on a statistical projection of the maximum expected load from a set of data collected over a relatively short period of time.
The load effect of each truck on a particular bridge can be obtained by passing the truck through the appropriate influence line. Of particular importance for bridge designers and evaluators are the moment and shear effects at critical cross sections. The maximum loads on short to medium span bridges are governed by moving trucks rather than congested truck conditions (Nowak, 1999 , Caprani et al 2002 . Because of the nature of truck traffic as well as the moment and shear influence lines of short to medium span bridges, the maximum load on multi-lane bridges with spans less than 60 m is governed by a single heavy truck, two side-by-side or for continuous spans, two trucks following in the same lane. These observations render the modeling of the maximum load effects easy to implement using basic concepts of probability theory. In that vein, the ensemble of the load effects for each truck can be assembled into a histogram where each bin associated with a load effect x i , gives the percentage of the load effects ranging between x li and x ui . The histogram value in each bin H(x i ) would be related to the probability distribution of the truck effect f x (x) by:
The total load effect when two side-by-side (or following) trucks are on a bridge is obtained from x s =x 1 +x 2 where x 1 is the effect of the main truck and x 2 is the effect of the second truck. that there is no correlation between the weights of trucks close to each other in the same lane or in adjacent lanes. Hence, the probability density function of the effect of two trucks f s (S) can be calculated using a convolution equation presented as:
where f xs (…) is the probability distribution of the side-by-side effects, f x1 (…) is the probability distribution of the effects of trucks in lane 1, f x2 (…) is the probability distribution of the effects of trucks in lane 2. The cumulative distributions F s (S) of the single lane loading event or that of the side-by-side event can be obtained by integrating f x1 (…) and f xs (…) so that F s (S) denotes the probability that the load effect, s, is less or equal to a value equal to S.
A bridge structure should be designed to withstand the maximum load effect expected over the service life of the bridge. For example, the AASHTO LRFD code specifies a design life of 75 years. In the case of the Eurocodes, the design life for bridges is 100 years. The LRFR bridge load rating from AASHTO also requires checking the capacity to resist the maximum load effects in a 5-yr rating period while bridges should be inspected every two years. It is simply impossible to get enough data to determine the maximum load effect expected over 75 or 100 years of loading. Even collecting sufficient data for a two-year inspection period would require several cycles of two-year data and one is never assured that data collected in the past will actually represent future load spectra. Therefore, some form of statistical projection should be performed with the collected WIM data. The proposed calculation procedure uses the cumulative distribution function for individual loading events and then applies a statistical projection to obtain the information required for a 1-year, 2-year, 75-year or 100-year service or design life.
To find the cumulative distribution for the maximum loading event in a period of time, T, we have to start by estimating the number of loading events, N, that may occur during this period. These events are designated as S 1 , S 2 … S N . The maximum of these N events, call it S max,N , is defined as:
The cumulative probability distribution of S max,N , F s max N (S), gives the probability that S max,N is less or equal to a value S. If S max,N is less than S, this implies that all the S i are less than S. Hence, assuming that the loading events are independent (this can be justified based on Figure 1 ) but drawn from the same probability distribution, the probability that S max,N ≤ S can be calculated from:
The number of events N to be used in Eq. (4) can be easily obtained from the WIM data for either the single lane loading cases or multiple truck events. It is interesting to note that for simple span bridges, several analyses using Eq. (4) have shown that when the truck weight data include a large percentage of overloaded or permit trucks, the single truck event would govern the maximum loading of the bridge producing an F s max N (S) curve to the right of that of the side-by-side case; whereas for sites where all heavy trucks are within or close to the legal limits, the side-by-side case governs (NCHRP 2011 , Ghosn et al. 2013 ). For example, O'Brien and his colleagues (Enright et al. 2010, Enright and O´Brien 2013 ) have resorted to curve fitting and extrapolating the basic truck gross and axle weight histograms as well as the probability distribution of the headways. They used the fitted models in a Monte Carlo simulation program running for millions of cycles to obtain a cumulative distribution F s (S) with a very long extrapolated tail that can be either used directly into Eq. (4) to find the probability distribution of the maximum load effect F s max N (S) or to find the load effect corresponding to a specified return period.
Other researchers (Nowak 1999 , Moses 2001 , NCHRP 2011 have opted for less demanding extrapolation approaches that are significantly more efficient and easier to implement than the Monte Carlo simulations advocated by Enright et al. (2010) . The alternative projection techniques are significantly more efficient and easier to implement but still yield similar results to those of the Monte Carlo simulations.
Specifically, Ghosn and Sivakumar Sivakumar 2010, NCHRP 2011) proposed a systematic step-by-step approach that is easy to implement in engineering practice on a routine basis. While the proposed method does not differ much from other methods such as that followed by Nowak, Ghosn and Sivakumar removed much of the subjective decision-making steps that other researchers have used so that the extrapolation can be executed following simple rules that have been demonstrated to work well with several data sets assembled from different WIM sites in the U.S.
In this paper, the authors review the extrapolation rules proposed by Ghosn and Sivakumar and verify their applicability to two sets of WIM data. The first set was collected on one site in New York State and the other in Slovenia. A few variations on the approach are also proposed to further simplify the procedure. A parametric analysis is performed to investigate the sensitivity of the results to the quality and quantity of WIM data available for executing the extrapolation.
Description of the model
To illustrate the procedure, one year of WIM data representing 531,445 trucks was 
and a most probable value given by:
This will lead to a mean of the maximum load effect:
and a standard deviation:
Projection approach
While the statistical projection method used by Ghosn and Sivakumar (2010) is based on extreme value theory, other researchers (Nowak, 1999; Moses, 2001; Enright, et al., 2010) used the return period concept whereby the plotted cumulative distribution data is fitted through a curve that is extrapolated to obtain the probability of exceedance corresponding to the number of events in a given period, T r . That is, if a 75-yr period is selected for a bridge that is expected to be crossed by 2000 trucks/day, the value of the load corresponding to a probability of exceedance F s (S)=1/N where N=2000×365×T r is used to estimate the maximum load expected in a 75-yr service period.
Another approach consists of taking the maximum load observed within a basic unit of time, estimating the probability distribution of the maximum value and then applying Eq. (4) where N in this case is the ratio between the basic time unit and the service period. For example, Fu et al (2011) assembled a histogram of the maximum monthly load, fitted that histogram into a Gumbel probability distribution and raised the cumulative distribution of the Gumbel to a power N=12×75 to obtain the distribution of the maximum load in 75 years. As observed in NCHRP (2011), the maximum monthly fit approach will yield similar results as those of the model presented here assuming that the data is stationary and that the truck traffic pattern and truck weights are essentially similar throughout the year. However, by ignoring much of the data and concentrating only on the maximum observed over a relatively large time period, the approach may yield inaccurate results if for example, a one month period is exposed to a large number of high loads which will all be ignored except for a single one of these. Also, the maximum monthly fit approach will require very long periods of data collection in order to collect sufficient numbers of monthly maxima to obtain a good fit for the probability distribution function. In order to increase the data set one could resort to fitting the maxima from shorter periods such as the weekly maxima or daily maxima. However, in these cases, the goodness of the Gumbel fit distribution is reduced. In fact, the data analyzed as part of NCHRP 12-76 (NCHRP-2011) demonstrate that although the maximum load over an extended period of time may approach a Gumbel distribution, the same is not necessarily true for the maximum load observed over a one-week or one-month period. This has led some researchers to use generalized forms of the extreme value distribution fitted to the one-day maxima (O'Brien et al 2015) . It should be noted however that fitting the maxima of short durations will emphasize the contributions of the lower end of the data set rather than those in the tail end which do contribute the most to the service life maxima. Using the wrong distribution has an important influence on the final result.
A set of analyses are performed to compare the results using different fitting approaches and study the effect of errors in the distribution type. Table 1 • The results of the normal fit, the weekly Gumbel fit and the normal return period
give similar mean of maximum load value as the projection period increases.
• The use of the return period approach cannot provide the standard deviation of the maximum load value.
• The Gumbel fit to the weekly load requires the elimination of a large amount of the collected data and fitting only the tail end of the distribution of the maximum weekly load which reduces the confidence level in the projected mean value.
• Unless justified by a statistical evaluation of the data, using a lognormal or a Gumbel fit to the tail end would lead to large errors in the results. happens to be close to zero but their effect on the projected service life maximum is within acceptable range of less than 5%.
Sensitivity analysis
To verify the robustness of the proposed method for obtaining the maximum load effect, an analysis is carried out to check the sensitivity of the results to changes in the main parameters of the model.
Effect of Tail-end of Truck Load Effect Histogram
The analysis of the WIM data histogram used in this study shows that the tail end of the data in the drive lane matches the tail end of a Normal distribution with a mean Table 2 show that the mean value of L max is not significantly affected when the mean value of the Normal distribution is changed. Specifically, a change of 20% in the mean value of the equivalent normal distribution that matches the tail end of the load effect histogram leads to a change of less than 1.5% in the expected maximum load effect L max . On the other hand, the table shows that L max is more sensitive to changes in the standard deviation of the equivalent Normal distribution. For example, when the standard deviation is changed by a factor of 10%, the expected maximum load effect changes by as much as 7.6%.
The analysis performed in this section was based on creating simulated data in the upper 5% of the truck load effect histogram. Because of the simulated data, the results for the base case when the mean is 1.0µ x and the standard deviation is 1.0σ x , are slightly different than those obtained from the original histogram. Also, the analysis assumes that the tail end matches that of a Normal distribution. 
Effect of shorter term data
Sivakumar et al. (NCHRP 2011) recommend that at least one year of WIM data be collected for use in projecting the maximum load effect for the purpose of evaluating the safety of bridges. This recommendation is made in order to ensure that sufficient numbers of samples are available to give an accurate representation of the tail end of the histogram and also to account for any seasonal changes in the truck traffic pattern and gross weights. When evaluating the safety of existing bridges, it is often not possible to assemble an entire year's data. This is because very few bridges are fitted with permanent WIM systems that can provide long term data when needed. Instead, it is most common to use portable WIM systems that can be only deployed for short periods of time. To study the effect of shorter term data, a simulation is performed to study the effect of the reduction in the numbers of samples. This is executed by taking a random number of N samples 
Effect of inaccuracy in WIM data
Another potential source of errors in the projected maximum load is the lack of accuracy of the WIM system used to collect the truck data. Any truck measurement system has inherent inaccuracies. Although a properly calibrated system will on the average produce accurate axle spacing and axle weights, some random errors are normally observed around the exact value for the best calibrated systems. Calibrated WIM systems have been found to produce errors with standard deviations ranging from around +/-5% up to +/-15% of the gross vehicle weights. For the purposes of this study, we will assume that a similar range of errors is obtained on the load effect. A sensitivity analysis is then performed to observe the effect of random errors on the projected maximum load. The results for the projected maximum load effect assuming a 12 month monitoring period are compared to the maximum load obtained from a 10-month and two-week monitoring period in Table 5 . In this case also the values in Table 5 are obtained based on 20 Monte Carlo runs to account for the random nature of the data sampling process. Table 5 shows how the results are more sensitive to measurement errors when the normal fit is executed based on the tail end of the histogram while the projection of the maximum load effect obtained by fitting the cumulative probability plot on normal scale is less sensitive. Reducing the monitoring period from 10 months to 2 weeks does not significantly affect the results or amplify the effect of the errors. 
Effect of Truck Traffic Intensity
The number of loading events expected within a return period has been defined as N in Tables 6 and 7 for the 75-year and 2-year projections.
The results of Tables 6 and 7 show that a decrease of the number of events by a factor of 4 (from 2000 to 500) leads to a reduction in the expected maximum 75-year load effect for the loading in the drive lane by -6.59% while increasing the number of events by a factor of 3 (from 2000 to 6000) leads to an increase in the expected maximum load effect by +3.26%.
This demonstrates that even large errors in the determination of the number of loading events and in the estimation of the ADTT would produce only marginal errors in the estimated maximum load effect. This is due to the asymptotic nature of the problem whereby the results of equation 4 would converge as the number of events increases. It is noted that the results provided in Tables 6 and 7 
Effect of Passing Rates
A study of truck multiple-presence at 25 sites across New Jersey over a period of 11 years has also provided valuable data on the relationship between truck volume and truck multiple presence (Gindy and Nassif 2006) . be affected. Even so, the changes in the maximum load effect, L max , will be relatively small due to the asymptotic nature of the problem. This fact is illustrated in Table 8 which shows how little change is observed in the expected 75-year and 2-year maximum load effects with the percentage of side-by-side cases for different ADTT.
For example, a change in the percentage of side-by-side events from 0.5% to 6% or by a factor of 12 (1200%) for a site with ADTT=2000 results in a change in the expected load effect, L max , for the 2-year return period of only 11%. Similar changes are observed for all the ADTT cases considered. These results indicate that even if the WIM data may contain large errors in the side-by-side count, the relative effect of these errors on the final results will not be significant. The results from tables 6, 7 and 8 demonstrate that as long as the errors in estimating the ADTT and the percent of side-by-side events remain within a factor of 3, the error in the expected maximum live load effect, L max , will remain within 5% or less.
Discussion
As observed from the sensitivity analysis, the projection of the maximum load effect for short to medium span bridges for two-year and 75-year projection periods is primarily controlled by three factors: 1) the number of events expected within the projection period, 2) the percentage of the loading events that are closely spaced and in particular those due to side-by-side trucks, 3) the trucks that fall within the tail end of the load effect histogram. The sensitivity analysis has demonstrated that a change in the number of events on the order of +/-300% leads to minor errors in the estimated maximum load effect of about +/-5%. Similar results are observed for errors in the estimated percentage of side-by-side trucks. As shown, the most important parameters are those that describe the shape of the tail end of the histogram. In principle, the simplified analysis approach can handle any shape for the tail end of the load histogram assuming that the WIM data provide a full description of the tail. However, in reality it is impossible to obtain 75 year-worth of data to obtain a full description of the tail end of the histogram. Hence the method must rely on some assumptions and approximations to the tail end of the histogram. Therefore, extreme care must be taken during the WIM data collection process to ensure that the data is collected over long periods of time and is representative of the trucks with heaviest cargos.
Accuracy of the proposed model
In addition to the sensitivity analyses described earlier and the comparisons made for the different fitting techniques, the accuracy of the proposed model has also been compared with another simulation-based approach used by other researchers to estimate the maximum traffic load effect on highway bridges. A different WIM data set from that used in the previous analysis is also considered. The two models were applied on a set of WIM data collected in Slovenia (Znidaric et al. 2010 ) over a period of 58 days uninterruptedly. The total number of measured trucks was 147,752 and the average daily truck traffic (ADTT) was 3,293. Figure 6 shows the moment effect of the trucks that crossed the drive lane of a bridge with a span of 20 meters similar to the instrumented one ).The figure also shows the normal distribution fit to the tail end of the moment. Table 9 compares the results obtained by various researchers for the maximum load effect for side-by-side trucks with the same WIM database for a simply supported 25-m bridge span. The researchers utilized the following approaches to project the load effects to obtain the maximum load in different service periods:
• Using the convolution of Eq. (2) with the original WIM data.
• Using the normal fit to the upper tail end of the original histogram as proposed here
• Large scale Monte Carlo simulation taking onto consideration, the weights of the trucks, the trucks' axle configurations, histograms of multiple presence and headway data as performed by Enright et al. (2010) .
• A variation on the NCHRP method as performed by Znidaric (ARCHES D-08, 2009 , Znidaric et al. 2012 . Table 9 demonstrates that all four approaches lead to very similar results with a difference less than 3% which verifies that the approach proposed here is most applicable for engineering practice because of its simplicity and ease of implementation. The projection of the results to estimate the maximum load effect over the bridge's service period requires as input the number of events in the service period N in equations 4, 5 and 6. After many simulations and comparisons, Znidaric et al. (2012) proposed to use the time of arrival of trucks as registered in the WIM data file and count the number of events that the trucks fall within the middle 50% of the bridge's influence line to estimate the number of simultaneous crossings of trucks. The approach, which depends on the speed of trucks is illustrated in Figure 7 . Table 10 gives the average number of two trucks simultaneously on the bridges expected for different span lengths and traffic speeds.
The analysis of the Slovenia WIM data for the maximum moment on different span lengths and different service periods is presented in Table 11 . From table 11, it is seen that the maximum moment is obtained for the lowest speed, which produces the highest average number of two-truck events per day. This demonstrates that the side-by-side truck effect is the most critical for simple span bridges in the range of 20 to 50 m. Applicability of the proposed model Table 12 gives the load effect for a 1000-year return period obtained from the analysis with the Slovenia WIM data for different span lengths. The 1000-yr is the return period recommended in the Eurocode for finding the characteristic value of traffic load effect.
The values in Table 12 are obtained from the mean values in Table 11 assuming a coefficient of variation of the traffic action equal to 20 %. The higher COV used in this case when compared to those obtained from the projections of the load effect accounts for site to site variability as well as analysis uncertainties. The listed 1000-yr values also include a 1.10 dynamic amplification factor . This result shows the usefulness of using WIM data for the evaluation of the effect of traffic loads on existing bridges using the proposed model in order to estimate the actual safety of the bridge by modeling the actual traffic loads rather than using the code specified values which may condemn a bridge that otherwise is actually safe. 
Conclusions
This paper reviewed the approach proposed by Sivakumar (2010) and NCHRP 12-76 (NCHRP 2011) for estimating the maximum truck load effect on bridges based on Weigh-In-Motion data. The paper demonstrates that the simple approach yields results very similar to those of more sophisticated models with a fraction of the required computational time and with much simpler input data requirements.
A parametric analysis shows that the approach, which is based on fitting the tail end of WIM data results with an equivalent normal distribution, is not very sensitive to errors in well calibrated WIM equipment. The method gives robust accurate results even when the WIM data is collected over short periods of time as long as the data collection period is carefully chosen to coincide with the crossing of representative truck traffic in terms of truck weight and volume.
The use of the proposed simple method, applicable to short to medium span bridges with span-lengths less than 50 m, will help obtain improved assessments of the safety of existing bridges by providing realistic estimates of the applied live load effects when compared to the live load models recommended in codes and specifications oriented to bridge design.
