An accumulation of anatomical, behavioral, and electrophysiological evidence allows us to identify the neuronal circuitry that is involved with vibrissa-mediated sensation and the control of rhythmic vibrissa movement. Anatomical evidence points to a multiplicity of closed sensorimotor loops, while electrophysiological data delineate the flow of electrical signals in these pathways. These loops process sensory input from the vibrissae and send projections to direct vibrissa movement, starting at the level of the hindbrain and proceeding toward loops that involve multiple structures in the forebrain. The nature of the vibrissa-related electrical signals in behaving animals has been studied extensively at the level of neocortical loops. Two types of spike signal are observed that serve as a reference of vibrissa motion: a fast signal that correlates with the relative phase of the vibrissae within a whisk cycle and a slow signal that correlates with the amplitude, and possibly the set-point, of the vibrissae during a whisk. Both signals are observed in vibrissa primary sensory (S1) cortex, and in some cases they are sufficiently robust to allow vibrissa position to be accurately estimated from the spike train of a single neuron. Unlike the case for S1 cortex, only the slow signal has been observed in vibrissa primary motor (M1) cortex. The control capabilities of M1 cortex were estimated from experiments with anesthetized animals in which progressive areas along the vibrissa motor branch were microstimulated with rhythm ically applied currents. The motion of the vibrissae followed stimulation of M1 cortex only for rates that were well below the frequency of rhythmic whisking; in contrast, the vibrissae followed stimulation of the facial nucleus, whose cells directly drive the vibrissae, for rates above that of whisking. In toto, the evidence implies that there is fast signaling from the facial nucleus, through the mystacial pad and the vibrissae and up through sensory cortex, but only slow signaling at the level of the motor cortex and down through the superior colliculus to the facial nucleus. The transformation from fast sensory signals to slow motor control is an unresolved issue. On the other hand, there is a candidate scheme to understand how the fast reference of vibrissa motion in the whisk cycle may be used to decode the angle of the vibrissae upon their contact with an object. We discuss a circuit in which servo mechanisms are used to determine the angle of contact relative to the preferred phase of the fast reference signals. Support for this scheme comes from results with anesthetized animals on the frequency and phase entrainment of intrinsic neuronal oscillators in S1 cortex. A prediction based on this scheme is that the output from a decoder circuit is maximal when the angle of contact differs from the preferred phase of a fast regerence signal. In contrast, for correlation-based schemes the output is maximal when the angle of contact equals the preferred phase.
Introduction
Spatial navigation requires active sensory as well as motor processes. Animals must extract meaning from the sensory information they amass through their receptors as they search and locomote. A fundamental question in studies of sensory perception is how the blur of sensory input is converted by the nervous systems into a stable perception. Here, we review the question of active sensation in the context of tactile localization of objects accomplished by the exploratory whisking movement of vibrissae in the rat. Our goal is to focus the quest for the algorithm that allows rats to extract a stable image of the world from the input generated by the active movement of their vibrissae. This experimental approach was laid down by Vincent (1912) , and was followed, only decades later, by Welker's (1964) study and more contemporary studies that involved trained animals (Hutson and Masterton, 1986; Guic-Robles et a.l, 1989 Simons, 1990, 1995; Barneoud et al., 1991; Bermejo et al., 1996) and electrophysiological recording (Fee et al., 1997) .
Our emphasis is on the structure and function of closed-loop pathways in the sensorimotor vibrissa system that are expected to play an essential role as rats use their vibrissae to search their environment (Fig. 1a ). As such, we have organized this review to reflect the following issues: (i) the mechanics of whisking; (ii) the potential involvement of multiple, closed neuronal loops in the sensorimotor pathway; (iii) the nature of exploratory whisking vs tremor motion in sessile animals; (iv) neuronal correlates of 0899± 0220/99/020069± 20whisking at the level of sensory and motor cortex; (v) the nature of vibrissa control along the motor pathway; and (vi) mechanisms for computing the position of the vibrissae upon their contact with an object.
Mechanics of whisking
The face of the rat has a muscular thickening, denoted the mystacial pad, that contains upwards of 40 long hairs, referred to as vibrissae, that are nominally arranged in a Manhattan-like grid with five rows. Each vibrissa sits in a follicle that contains sensory nerve endings that originate from a branch of the trigeminal nerve (infraorbital branch of the 5th cranial nerve) (Dorfl, 1985; Rice et al., 1986) . The follicle is attached to the mystacial pad near the surface of the skin. This attachment serves as a pivot, and the follicle is propelled by contraction of a muscular sling that is innervated by a branch of the facial nerve (7th cranial nerve) (Fig. 1b) (Dorfl, 1985; Wineski, 1985; Rice et al., 1994) . One feature of this arrangement is that protraction is active, while retraction is passive. Thus, the frequency of whisking is ultimately limited by the viscoelastic properties of the mystacial pad. A second feature of this arrangement is that activation of the sensory afferents is expected to depend primarily on a change in the position of the vibrissa relative to that of the follicle, as may occur upon contact of the vibrissae with an external object or during periods of rapid acceleration of the vibrissae in the absence of contact.
The motion of the vibrissae is governed by muscles that move the entire mystacial pad, as well as the muscles that control each follicle (Wineski, 1985) . Despite the potential for individual vibrissae to move independent of each other, the vibrissae are observed to move largely as a single unit during a multitude of exploratory behaviors (Vincent, 1912; Wineski, 1983) . Further, the vibrissae move with bilateral symmetry (Fig. 1a) . Thus, whisking may be described solely in terms of single angle as a function of time, at least to the extent that translational motion of the mystacial pad can be ignored. The change in position is described in terms of a rapidly changing phase within each whisk cycle and a slowly changing set-point and maximum amplitude (Fig. 1c) . We will show later that this description allows the position of the vibrissae to be measured via the electromyogram (EMG) at a single location in the mystacial pad.
A final issue concerns the lack of proprioceptive feedback of vibrissa position. In skeletal joints, the extent of muscle contraction is coded by the innervation of specialized muscle fibers, known as spindle fibers, that provide feedback on the actual motion of the muscles as part of a reflex loop. However, there is no evidence for spindle fibers in facial musculature (Bowden and Mahran, 1956 of the mystacial pad. Thus, rats must infer the position of their vibrissae through spikes generated by the sensory afferents, a scheme known as peripheral reafference, or by neuronal reference signals that are generated at the central level, a scheme known as corollary discharge.
Anatom ical loops in vibrissa sensation and control
A fruitful way to study the gross connectivity within the vibrissa sensorimotor network is in terms of closed loops. The ª lowestº of these loops involves only hindbrain structures and is confined to the ipsilateral side of the brain. Higher-order loops involve connections that cross the midline, culminating with loops that involve multiple thalamic and neocortical areas. By tracing through closed pathways that involve the vibrissae, we hope to illustrate the relevant anatomy while keeping a focus on the possible neuronal computations and behavioral functions that are enabled by this closed-loop system. Note that for the benefit of readability, the references that established the connectivity among different loci are listed in the figure captions.
1
Hindbrain loop
The most compact sensorimotor loop involves input that is relayed by the trigeminal ganglion to trigeminal nuclei, that in turn project to the facial motor nucleus, which drives the vibrissae (Fig. 2) . Projections from the neurons of the trigeminal ganglion have peripheral branches that innervate the vibrissa follicles and have central branches that project to trigeminal nuclei, which include the principal sensory nucleus and the three spinal nuclei, denoted oralis, interpolaris, and caudalis; these projections form several somatotopic representations of the ipsilateral vibrissae. The trigeminal nuclei project to the lateral subnucleus of the ipsilateral facial nucleus; this subnucleus sends motor output to the mystacial pad to complete the loop. The observed pattern of connectivity suggests that the trigeminal nuclei may exert feedback control on whisking. However, there are presently no data that show direct connections between vibrissa trigeminal afferents and the facial motor neurons that drive the vibrissae. Of critical importance, whisking occurs in the absence of sensory feedback. Welker (1964) observed bilateral whisking in animals with a unilateral lesion of the trigeminal nerve, and more recently Ziegler reported (personal communication) highly coherent bilateral whisking in animals with bilateral lesions. These data imply that a yet undiscovered central pattern generator 2 drives rhythmic whisking, a hypothesis first suggested in this context by Carvell et al. (1991) .
Midbrain loop
A higher-level loop incorporates the superior colliculus and includes connections that cross the midline (Fig. 3) . The superior colliculus is a laminar, midbrain structure, with each layer nominally devoted to integrating sensory and motor information relevant to a particular sensory modality (Stein et a.l, 1975) . In the rat, the intermediate and deep layers of the colliculus appear to be devoted to somatic sensorimotor processing, with the more rostral and lateral areas responding to vibrissa input (Huerta et al., 1983; Isokawa-Akesson and Komisaruk, 1987; Miyashita et al., 1994) . The middle and deep layers of the rostral ± lateral aspects of the superior colliculus receive vibrissa-related inputs from the contralateral trigeminal nuclei, and descending afferents from the superior colliculus project to the lateral subnucleus of the contralateral facial nucleus. An additional input that converges to the same laminae (Vincent, 1913; Dorfl, 1985; Rice et al., 1986) . (trigeminal ganglion ® trigeminal nuclei)
Sensory input from the trigeminal ganglion enters the hindbrain at the trigeminal nuclei, consisting of the principal sensory nucleus (PrV) and the spinal trigeminal nuclei denoted oralis (SpVO), interpolaris (SpVI), and caudalis (SpVC) (Cajal, 1911; Torvik, 1956; Clarke and Bowsher, 1962) . The PrV and SpVI nuclei and the magnocellular portion of SpVC have somatotopic maps of the vibrissae (ª barrelettesº ) (Ma and Woolsey, 1984) ; SpVO also receives sensory input from the vibrissae yet does not contain a map (Belford and Killackey, 1979a, b) . Lastly, there is high internuclear connectivity, especially among SpVC and SpVO (Jacquin et al., 1990a) . (trigeminal nuclei ® facial nucleus) The facial nucleus contains five subnuclei, of which the lateral subnucleus is involved in vibrissa control (Papez, 1927; Martin and Lodge, 1977) . Vibrissa areas of the trigeminal nuclei SpVC, PrV, and SpVI connect to the lateral subnucleus, primarily through ipsilateral projections. The dominant projection appears to arise from the magnocellular portion of SpVC (Erzurumlu and Killackey, 1979; Isokawa-Akesson and Komisaruk, 1987) . (facial nucleus ® vibrissae ) The facial nucleus sends projections to the papillary muscles surrounding each vibrissa (Arvidsson, 1982; Dorfl, 1982 Dorfl, , 1985 Rice and Arvidsson, 1991) . The lateral subnucleus of the facial nucleus contains a somatotopic map of the vibrissae (Martin and Lodge, 1977) .
arises from ipsilateral vibrissa M1 cortex. Yet the computations that the colliculus performs on the confluence of vibrissa sensory inputs and motor commands are presently unknown.
Cerebellar loops that involve trigeminal nuclei and the colliculus
The pontine-cerebellar system appears to function as a hindbrain-level intermediary in a loop that involves indirect connections between the contralateral trigeminal nuclei and the ipsilateral superior colliculus (Fig. 4) . The trigeminal nuclei project to both the pons and the inferior olive, which in turn directly project to the cerebellum; similar inputs, which project to the same crura in cerebellum, arise from the intermediate and deep layers of the superior colliculus. The cerebellar Purkinje cells synapse on the cerebellar nuclei, and this provides output projections to superior colliculus to complete the loop.
Beyond the issue of loops that directly involve the vibrissae, it has been proposed that the embedded loop between the pontine-cerebellar system and the superior colliculus (Fig. 4 ) may function as a rhythmic pattern generator (Westby et al., 1993) . 3 This pattern generator would not depend on the integrity of the trigeminal sensory input and thus could function as the central pattern generator that drives rhythmic vibrissa motion by the facial nucleus.
Thalamic forebrain loop
Multiple structures in ventral and dorsal thalamus receive input from the trigeminal nuclei. Only one of these, zona incerta in the ventral thalamus, projects directly back to the superior colliculus (Fig. 5) , where it forms inhibitor y connections with the superior colliculus. Thus, the zona incerta appears to function as a forebrain-level intermediary in a loop that involves the trigeminal nuclei and the colliculus.
Cortical forebrain loops
These high-level loops are formed by projections that involve multiple thalamic nuclei and cortical areas. project to vibrissa somatotopic areas of the superior colliculus (Drager and Hubel, 1976; Killackey and Erzurumlu, 1981; Huerta et al., 1983; Steindler, 1985; Bruce et al., 1987; Jacquin et al., 1989; Benett-Clarke et al., 1992) . The connection from interpolaris appears to be the strongest (Killackey and Erzurumlu, 1981; Huerta et al., 1983; Jacquin et al., 1989) , while that from caudalis is problematic (Killackey and Erzurumlu, 1981) . All connections terminate in the intermediate and deep layers, and tend to occur in the lateral and rostral aspects of the colliculus (Huerta et al., 1983 Miyashita et al., 1994; Miyashita and Shigemi, 1995) . cerebellum ) The trigeminal nuclei provide vibrissa sensory input to the cerebellum via two paths: interpolaris and caudalis project via the inferior olive climbing fibers (Huerta et al., 1983; Jacquin et al., 1989) and principalis, interpolaris and caudalis project via pontine mossy fibers (Smith, 1973; Watson and Switzer, 1978; Huerta et al., 1983; Swenson et al., 1984; Steindler, 1985; Mantle-St. John and Tracey, 1987) . Projections from the trigeminal nuclei to the inferior olive overlap those from the olive to the cerebellum (Huerta et al., 1983) ; the target areas in the cerebellum include crura I and II (Watson and Switzer, 1978; Huerta et al., 1983) and the paramedian lobule and uvula (Watson and Switzer, 1978) , all areas with facial receptive fields. (superior colliculus ® cerebellum )
The colliculus sends projections to the cerebellar cortex, including target areas crura I and II, through both the inferior olive and the pons (Kassel, 1980) . (cerebellum ® superior colliculus) The deep cerebellar nuclei send a projection to the colliculus (Lee et al., 1989; Westby et al., 1993 Westby et al., , 1994 , which forms a ª colliculus ® cerebellum ® colliculusº loop.
nuclei to thalamic nuclei, from thalamus to sensory areas and then motor areas in cortex, and from motor cortex down to the superior colliculus to complete a loop (Fig. 6 ). Two pathways dominate the synaptic input of vibrissa sensory information to cortex (see Diamond (1995) and Keller (1995) for reviews of corticothalamic connectivity). The principal trigeminal nucleus projects to the ventral posteromedial nucleus of dorsal thalamus (lemniscal path), which in turn has major projections to vibrissa S1 cortex and minor projections to secondary sensory cortex. The spinal trigeminal nuclei project to the posterior nucleus of dorsal thalamus (paralemniscal path), which in turn projects to vibrissa primary and secondary cortices. Additional thalamic input to S1 cortex arises from the zone incerta, both directly via inhibitory projections and indirectly through projections to dorsal thalamus. Lastly, there are extensive reciprocal, intercortical projections among primary, secondary and posteroventral sensory cortices and motor cortices (Fabri and Burton, 1991a; Keller, 1993) . The loops comprising thalamic and cortical forebrain structures are closed in at least two ways (Fig.  6 ).
4 Vibrissa S1 cortex sends descending projections to the superior colliculus, which completes the loop through hindbrain and midbrain structures (Fig. 3) .
The dominant descending pathway, however, encompasses the intercortical projection from vibrissa S1 to M1 cortex. Vibrissa M1 cortex sends descending projections to the superior colliculus that, as in the case of the descending projections from S1 cortex, complete a loop. Importantly, the descending projection from M1 cortex has been shown to directly overlap with neurons in superior colliculus that project to the vibrissa region of the facial nucleus. (Nicolelis et al., 1992; Kolmac et al., 1998) . (zona incerta ® trigeminal ganglion ) An inhibitory connection (Nicolelis et al., 1992; Kolmac et al., 1998) . (zona incerta ® superior colliculus) An inhibitory connection (Kim et al., 1992; Nicolelis et al., 1992) . FIGURE 6. Forebrain-level sensorimotor loop. The * indicates the facial motor nerve, transiently blocked with a nerve cuff in the experiments of Fee et al. (1997) .
(trigeminal nuclei ® thalamus ) All trigeminal nuclei send projections to the ventral posteromedial (VPM) and posterior (POm) nuclei in the dorsal thalamus (Lund and Webster, 1967; Smith, 1973; Erzurumlu and Killackey, 1980; Mantle-St. John and Tracey, 1987; Hoogland et al., 1987; Jacquin et al., 1989; Killackey et al., 1990; Chiaia et al., 1991a; Benett-Clarke et al., 1992; Diamond et al., 1992; Nicolelis et al., 1992; Williams et al., 1994) . The representation of the vibrissae forms a somatotopic map (ª barreloidsº ) in VPM (Van Der Loos, 1976; Sugitani et al., 1990) and POm (Nothias et al., 1988; Fabri and Burton, 1991b) . (zona incerta ® thalamus ) Zona incerta, in the ventral thalamus, projects to the VPM and POm nuclei in the dorsal thalamus (Power et al., 1999) .
(thalamus « cortex) Thalam ic regions VPM, POm, and zona incerta project to primary (S1), secondary (S2) and posterior ventral areas of sensory cortex and the cortex sends feedback projections to VPM, POm and the trigeminal nuclei (Wise and Jones, 1977; Donoghue et al., 1979; Donoghue and Kitai, 1981; Hoogland et al., 1987; Carvell and Simons, 1987; Koralek et al., 1988; Welker et al., 1988; Jacquin et al., 1990b; Chiaia et al., 1991a, b; Diamond et al., 1992; Nicolelis et al., 1992; DeschÃ enes et al., 1996; L Â evesque et al., 1996) . The projection from zona incerta to cortex is unique in providing an inhibitory input (Chapin et al., 1990; Nicolelis et al., 1992) . (intercortical) Vibrissa S1 cortex forms reciprocal projections with other vibrissa sensory areas (Carvell and Simons, 1987; Chapin et al., 1987; Welker et al., 1988; Fabri and Burton, 1991a) and with vibrissa motor cortex (White and deAmicis, 1977; Asanuma and Keller, 1991; Fabri and Burton, 1991a; Aroniadou and Keller, 1993; Keller, 1993; Miyashita et al., 1994; Izraeli and Porter, 1995) . The representation of the vibrissae forms a somatotopic map in S1 (Woolsey et al., 1974; Durham and Woolsey, 1977 ) (ª barrelsº ), and S2 (Carvell and Simons, 1986; Kleinfeld and Delaney, 1996) cortices. Note that the primary motor cortex is taken as the parasagittal agranular medial area. (cortex ® superior colliculus) Both sensory and motor cortex send descending projections to the superior colliculus (Wise and Jones, 1977; Killackey and Erzurumlu, 1981; Welker et al., 1988; Mercier et al., 1990) . Miyashita and Shigemi (1995) have demonstrated possible cellular interaction between the descending cortical M1 projection to colliculus and the colliculus to facial nucleus projection, consistent with the relay of motor commands to the facial nucleus. (M1 ® superior colliculus) A direct connection from the vibrissa motor cortex to an unidentified nucleus in the reticular formation adjacent to the facial nucleus (Miyashita et al., 1994 ) is suggestive of a central pattern generator (CPG; Fig. 2 ), in analogy with the CPG for mastication (Nozaki et al., 1986) .
Vibrissa M1 cortex sends a direct projection to an undefined nucleus in the reticular formation adjacent to the facial nucleus (Fig. 6) . A likely candidate is the parvicellular reticular formation, which lies dorsal to the facial nucleus and forms direct projections to the facial nucleus (Mogoseanu et al., 1994) . This target is an additional candidate for the central pattern generator that drives rhythmic whisking, much as mastication is driven by a pattern generator in the reticular nuclei (Nozaki et al., 1986) .
Spike signals in primary cortex during whisking
All of the published studies to date in awake and either behaving or attentive animals have been at the level of cortex (Carvell et al., 1996; Fee et al., 1997) , although other studies on recordings from both subcortical and cortical areas are in progress (Goldreich et al., 1997; Moxon et al., 1998; Sachdev et al., 1998) . Part of the bias toward cortex undoubtedly reflects the ease of access to cortical areas across the lissencephalic brain of the rat. However, justification for this bias is also derived from the results of behavioral experiments with decorticate animals. Animals that are devoid of primary vibrissa cortex can reorient in response to vibrissa stimulation, but fail depth perception tasks that involve the use of the vibrissae (Hutson and Masterton, 1986; Barneoud et al., 1991) .
EM G as a behavioral measure
The motor output of interest in the study of the vibrissa sensorimotor system is the angle of the vibrissae as a function of time (Fig. 1c ). While this position may be extracted from high-speed video images, the scalar nature of vibrissa motion during explorator y whisking (Fig. 1a) suggests that a single measure of the activity of the mystacial musculature may serve as an accurate correlate of vibrissa position. One such measure is the EMG, in which electrodes imbedded in the mystacial pad are used to record the high-frequency spike activity of the musculature (Carvell et al., 1991) . This signal is rectified and low-pass filtered to yield the extent of electrical activation of the mystacial muscles (Kamen and Caldwell, 1996) ; we denote this processed signal the EMG.
5 Increases in the amplitude of the EMG correspond to protraction of the vibrissae, while decreases correspond to retraction (Fig. 7a) . The EMG measured during exploratory whisking contains bouts of rhythmic activity that span 1 or more seconds, as illustrated by the epoch between 2 and 4 s in Figure 7a . The period of these oscillations is relatively constant throughout the bout, but the envelope surrounding the oscillations is seen to vary, albeit smoothly, over the course of the bout. The fast oscillations, with a spectral peak near 8 Hz (Fig. 7b) , correspond to the rhythmic motion of the vibrissae. The slowly var ying envelope, with spectral components below 5 Hz, contains contributions from both changes in the maximum amplitude of the whisk and changes in the midpoint of the vibrissae. The latter correspondence is illustrated by the data of Carvell et al. (1991) , who simultaneously measured the mystacial EMG and the position of the vibrissae via video images and showed that the midpoint of the position determined by the two methods largely track each other (Fig. 7c) .
Two forms of rhythmic whisking: basic phenomenology
Rats perform at least two forms of rhythmic whisking that are correlated with their overall behavioral state (Semba and Komisaruk, 1984; Fee et al., 1997) . One form occurs while the animals are immobile and corresponds to low amplitude, tremor-like movements of the vibrissae, also referred to as ª twitchingº (Nicolelis et al., 1995) . These motions are distinguished by a relatively low amplitude EMG signal, with spectral components between 7 and 11 Hz, and highly synchronous cortical activity, as inferred from the synchrony of the electrocorticogram (ECoG) (Fig. 8a) . The second form occurs while animals 74 D. Kleinfeld et al. FIGURE 7 . The electromyogram (EMG) of the mystacial pad and its relation to vibrissa motion. (a) A single record of the EMG that illustrates two bouts of whisking during an explorator y task (Fig. 1a) . Note the fast oscillations and the slowly varying envelope of the oscillations. The amplitude of the EMG is maximum at protraction, corresponding to contraction of the mystacial muscles (Fig. 1a) , and minimum at retraction, which is passive. The
EMG was recorded with a 50 m m diameter tungsten wire that was implanted in the mystacial pad. The raw signal was amplified, half-wave rectified and integrated with aactively explore their environment and correspond to large amplitude motion of the vibrissae, such as those illustrated in Figure 1a . These motions are distinguished by a relatively high amplitude EMG signal, with spectral components between 6 and 9 Hz, and largely asynchronous cortical activity (Fig.  8b) .
Responses in vibrissa sensor y cortex during vibrissa ª twitchingº
Chapin, Nicolelis, and coworkers (Nicolelis et al., 1995 (Nicolelis et al., , 1997 ) devised a strategy to simultaneously record unit activity from multiple regions along the vibrissa sensory branch in rats, as well as measure the motion of their vibrissae with video techniques, as the animals rested between periods of exercise. They observed highly coherent oscillatory spike activity across multiple sites in vibrissa S1 cortex, as well as sites in the principal and spinal trigeminal nuclei (PrV and SpV, respectively, in Figure 9a ) and in dorsal thalamus (VPM in Figure 9a ). The phase of the oscillations was relatively uniform both within and between brain regions, such that most of the variance of these responses was accounted for by the first principal component of the temporal response (Fig. 9a) . Further, the responses were time-locked to low amplitude tremor movements of the vibrissae (Fig. 9b) . Thus all units in primary vibrissa cortex have a similar preferred phase within the whisk cycle for spiking. The nature of the cortical activity and the large coherence of this activity with the vibrissa movement are reminiscent of the ª tremorº state described by Semba and Komisaruk (1984) (Fig. 8a) . The brain activity in this state is thought to be dominated by thalamocortical oscillations, variously described as ª high-voltage spindlesº (Buzsaki, 1991) or absent seizures (Steriade et al., 1993; McCormick and Bal, 1997) . The data of Nicolelis et al. (1995) are remarkable in that they show that such coherent activity extends to subthalamic areas. However, as the vibrissa sensorimotor pathway forms a closed loop (Fig. 6) , it is impossible to determine if the oscillatory activity in the trigeminal nuclei results from feedback connections from higher areas or from peripheral reafference.
Sensorimotor loops and the whisk cycle 75 The explorator y whisking state. Note the relatively high amplitude EMG and the loss in cortical synchrony (adapted from Semba and Komisaruk (1984) ).
FIGURE 9. Simultaneously recorded brain activity from multiple sites in the brainstem trigeminal nuclei (PrV, principal trigeminal nucleus; SpV, spinal trigeminal nuclei), thalamus (VPM, ventral posterior medial nucleus of dorsal thalamus) and vibrissa primary sensory (S1) cortex during epochs of vibrissa ª twitchesº . (a) Single-trial spike rasters plots from separate extracellular units, grouped according to anatomical area, for a particular 5 s interval. The lower, smooth trace is the first principal component of the raster responses, defined as the leading eigenvalue of the covariance matrix that is formed by summing the outer products of the individual responses (Ahmed and Rao, 1975) . (b) The relation of vibrissa position, determined from video images, to the time-and site-averaged spike responses. Note that the spike activity in each region has, on average, a single preferred phase in the whisk cycle (adapted from Nicolelis et al. (1995) ).
Single-unit responses in vibrissa sensor y cortex during exploratory whisking
We now turn to an understanding of the spike trains in vibrissa S1 cortex during an explorator y whisking task. Fee et al. (1997) devised a paradigm in which rats were trained to perch on a ledge and whisk in search of a food tube. The rats performed this task with blindfolds on, during which time they whisked over large angles for epochs of ~ 5 s (Fig. 1a) . The positions of the vibrissae were inferred from measurements of the EMG. Extracellular signals were simultaneously recorded from multiple sites in S1 cortex during the whisking epochs, from which single-unit spike trains (Fee et al., 1996) as well as local field potentials (LFP) were derived. No significant correlation between the spike trains recorded from different locations was found and, as discussed in detail later (Fig. 13) , the LFP was featureless during the epochs of whisking. The large rhythmic whisking motions and the asynchronous extracellular activity imply that the animal is in the ª exploratory whiskingº state of Semba and Komisaruk (1984) (Fig. 8b) . Fee et al. (1997) found a significant correlation between the occurrence of a spike and the phase of the vibrissae within the whisk cycle (Fig. 1c) , as illustrated by the three examples in Figure 10a . Importantly, different units tended to spike at different phases, so that each unit could be associated with a preferred phase. This is in contrast to the case of vibrissa ª twitchingº , in which all units tended to fire at the same phase (near full protraction; Fig. 9b ). The distribution of the modulation depth and the phase of the correlation over all measured units shows that the values of preferred phase are uniformly represented, but that there is a tendency for the modulation depth to be greatest for units whose preferred phase corresponds to protraction from the retracted position (Fig. 10b) .
The above results show that spike activity is correlated with relative position within the whisk cycle. Fee et al. (1997) also found significant correlations between the envelope of the rhythmic whisking epochs (Fig. 1c) and the single-unit spike trains. The envelope was found by demodulating the EMG near the whisking frequency (insert, Fig. 11) , so that the values of the envelope correspond to the amplitude of the rhythmic whisking motion. The distribution of amplitudes at all time points was compared with the distribution of amplitudes at times when a spike occurred. For the example of Figure 11 , we observe a significant decrement in the occurrence of a spike at small amplitudes of the EMG, with a concomitant enhancement at large amplitudes. Overall, relative enhancement or suppression of the spike rate at large whisking amplitude occurred with essentially equal probability. There was no obvious relationship between the degree of amplitude coding (Fig. 11 ) and phase modulation (Fig. 10) among the single units in these experiments.
How well can vibrissa position, as inferred from the EMG signal, be predicted from the spike train of a single unit? The linear transfer function that predicts the EMG signal from the spike train was 76 D. Kleinfeld et al. FIGURE 10 . Relation of single-unit spike activity in vibrissa S1 cortex to vibrissa position. (a) Correlations between three simultaneously recorded units and the electromyogram (EMG). The correlations were calculated as spike averages triggered off the positive peak of the EMG. Note that the phase is different for each unit. The modulation depth of the correlation is defined as the peak-to-peak amplitude divided by the baseline spike rate, equal to that at long lag times. The phase corresponds to 2p -times the time-lag to the peak in the correlation, divided by the period of the oscillation. (b) Polar plot of the modulation depth and preferred phase for 115 units across three animals; different symbols refer to different rats. Note that all preferred phases are represented (adapted from Fee et al. (1997) ).
calculated as an average over all but one trial for a particular data set (Fee et al., 1997) . The transfer function shows damped oscillations near the whisk frequency (Fig. 12a ). When applied to the spike train of the excluded trial, the predicted EMG signal appears to coincide well with the measured signal (Fig. 12b) . The ability to predict the EMG from spike trains implies that the output of some units has both a sufficiently high probability of spiking and a sufficiently strong correlation with the EMG so as to represent vibrissa position on a realtime basis. We now consider the direction of signal flow in the forebrain sensorimotor loop (Fig. 6) . The correlates of vibrissa position in S1 cortex may originate either from peripheral reafference or discharge along a central pathway, e.g., feedback from vibrissa M1 cortex. To determine the pathway(s), Fee et al. (1997) used a transient block to the facial nerve to ª openº the sensorimotor loop (* in Fig. 6 ). The animals continued to whisk on their ipsilateral side during the block; the normally high coherence between whisking on both sides of the face allowed the ipsilateral EMG to serve as the measured reference of vibrissa position. The conclusion from these manipulations was that the fast correlate of vibrissa position (Fig. 1c) , which reports the phase of the whisk cycle (Fig. 10) and varies on the 1± 10 ms timescale, originates via peripheral reafference. In contrast, the slow correlate of vibrissa position (Fig. 1c) , which reports the amplitude of the whisk (Fig. 11) and varies on the 0.1± 1 s timescale, originates from a corollary discharge.
Two forms of rhythmic whisking: correspondence with synchronous vs asynchronous activity in S1 cortex
In the course of the explorator y whisking experiments (Figs. 10 ± 12), there were epochs of time in which the animals rested before resuming the task. During the rest period, the behavior of the rat alternated between immobility and exploration. We focus on the record of Figure 13 . In the early part of the record, the state of the animal included epochs of strong LFP activity near 10 Hz, which were always accompanied by vibrissa ª twitchesº and weak EMG activity, as well as epochs of asynchronous LFP activity, some of which were accompanied by epochs of a strong EMG (Spindling or Whisking; Fig. 13) . A protracted period of synchronous LFP activity coincided with the appearance of weak vibrissa ª tremorsº (Spindling; Fig. 13 ). Lastly, there was a complete absence of synchronous LFP activity, but the appearance of a strong EMG signal at the whisk frequency, as the animal performed the task (Exploratory Whisking Task, Fig. 13 ). These data imply that the two forms of whisking (Semba and Komisaruk, 1984) , ª twitchesº (Figs. 8a and 9) vs exploration (Figs. 1, 8b , and 10 ± 12), coincide with mutually exclusive states of cortical activation.
Sensorimotor loops and the whisk cycle 77 FIGURE 11. Relation between the amplitude of the whisk cycle and probability of spiking for a particular single unit in vibrissa S1 cortex. The amplitude of the electromyogram (EMG) envelope, denoted V, is sampled at each time point (insert; the solid line indicates the envelope and the dots denote values of the envelope that coincide with a spike).
We plot the number of occurrences of the value of the EMG envelope at all times (Values at All Sample Times) and at times when a spike occurred (Values at Spike Times). The difference between the two curves results from a correlation between EMG amplitudes and the probability of spiking. The significance of the difference is established by a Kolmogorov ± Smirnov test (adapted from Fee et al. (1997) ). 
Single-unit responses in vibrissa motor cortex during whisking
Vibrissa primary motor cortex forms extensive, reciprocal projections with S1 cortex (Fig. 6) . A priori, these connections could lead to shared information about actual and intended vibrissa position. To measure the cortical correlates of vibrissa position in M1, Carvell and coworkers (1996) devised a paradigm in which gentled but otherwise naive rats were enticed to whisk in response to an attractive odorant. The whisks encompassed large angles and were sustained for epochs of ~ 1± 5 s. The position of the vibrissae were inferred from measurements of the EMG and extracellular signals were recorded from sites in M1 cortex during the whisking epochs (Fig.  14a) . Carvell et al. (1996) observed that, unlike the case of vibrissa S1 cortex (Fig. 10 ), there were no strong correlations of unit output with the rhythmic whisking pattern. 6 In contrast, as in the case of vibrissa S1 cortex (Fig. 11) , Carvell et al. (1996) found a strong correlation between unit activity and the envelope of EMG activity (Fig. 14b) . In these measurements, the envelope contained contributions from both a change in set-point of the vibrissae and a change in the amplitude of the whisk.
Transfer functions for rhythm ic signaling along the motor branch
The results of Carvell et al. (1996) imply that the fast cortical reference signal of vibrissa position (Fig. 10) is not transmitted between S1 and M1 cortices, despite the direct connections between these areas and the ability of even layer 1 intercortical connections to drive spiking in neurons throughout the target column (Nakajima et al., 1988; Cauller and Connors, 1994) . One question suggested by this result concerns the nature of neuronal control signals along the motor branch of the sensorimotor pathway (Fig. 6) , i.e., M1 ® superior colliculus ® facial nucleus ® vibrissae. We thus consider preliminary data (R. W. Berg and D. Kleinfeld, unpublished) on the temporal response properties along this branch. The approach in these experiments was to quantify the movement of the vibrissae that was elicited by repetitive microstimulation of different brain regions in the anesthetized animal.
Microstimulation was used to activate a brain region with a train of pulsed constant-current stimuli. The trains were constructed so that a single stimulus could elicit vibrissa motion (see legend to Figure 15 ), as described in mapping studies based on microstimulation (Hall and Lindholm, 1974; Gioanni and Lamarche, 1985; Neafsey et al., 1986; Donoghue and Sanes, 1988; Sanes et al., 1990; Miyashita et al., 1994; Weiss and Keller, 1994) . The motion of the vibrissae was monitored magnetically (Fig. 15a) . We calculated the value of the transfer function between the repetitive stimuli and the measured motion of the vibrissae at the stimulation frequency.
We observed that, at the level of the facial nucleus, the vibrissae could accurately follow stimulation up to a roll-off of ~ 12 Hz (Fig. 15b) , above the ~ 8 Hz frequency of exploratory whisking (Fig. 7b) . In 78 D. Kleinfeld et al. FIGURE 13 . Relation of cortical synchrony to the electromyogram (EMG) during immobile vs exploratory states in the rat. The top spectrogram is the power density in the EMG vs frequency and time. A strong peak in the spectrogram near 10 Hz coincides with exploratory whisking, while a weak or undetectable peak coincides with immobility, including epochs of vibrissa ª twitchesº . Note that increased power density is coded by lighter shades of gray. During the epoch labeled ª Spindlingº , the vibrissae were observed to make fine tremor, or ª twitchº , movements (video data not shown). The behavioral markers during the interval marked ª Exploratory Whisking Tasksº indicate when the animal successfully completed the search task with its vibrissae. The bottom spectrogram is the power density in the local field potential (LFP).
Note that a peak in this spectrogram coincides with synchronous electrical activity in S1 cortex. Such a peak occurs during spindling but not during exploratory whisking, consistent with the data in Figure 7. contrast, at the level of M1 cortex, the vibrissae could follow stimulation only up to a roll-off of 3 Hz (Fig. 15c) , well below the frequency of exploratory whisking. An intermediate frequency response was observed at the level of the superior colliculus (data not shown). These results imply that M1 cortex cannot control vibrissa position of the fast timescale of the whisk cycle, but can control motion on longer timescales. One caveat is that the timescales may be different in awake, attentive animals, particularly at the level of M1 cortex.
Tim escales of signaling in the sensorim otor loop
The electrophysiological data on the sensory and motor branches of the vibrissa sensorimotor loop (Figs. 10, 11, 14 , and 15) can be combined with the anatomical structure of the forebrain loop (Fig. 6) to yield an overview of signal flow (Fig. 16) . We observe fast signaling that starts at the facial nucleus and courses through the vibrissae and up through the trigeminal pathway to thalamus and S1 cortex. The addition of a slow signal that correlates with the et al. (1996) ).
FIGURE 15. Preliminary data on the ability of the vibrissae to follow rhythmic stimulation of different areas in the motor branch of the sensorimotor loop. Long Evans female rats were anesthetized with ketamine/xylazine (0.005% (w/w) and 0.0015% (w/w), respectively) and held stereotaxically. Constant-current stimuli (suprathreshold, unipolar, 200 m s wide pulses of 10± 50 m A that were repeated five times at 2 ms intervals) were delivered through tungsten microelectrodes (1± 2 MV at 1 kHz). Vibrissa position was determined electronically by detecting the motion of a small magnet glued to the principal vibrissa with a magnetoresistive bridge. The magnet, plus extra glue to stiffen the shaft, increased the moment of inertia of the vibrissa by ~ 50%. We calculated the transfer function between a train of stimuli and the vibrissa motion for a range of stimulation frequencies; the transfer function was typically statistically significant at the stimulation frequency and at its harmonics. envelope of rhythmic whisking is manifest by S1. Slow signaling is manifest along the motor branch, down to the level of the facial nucleus, to complete the loop. At present it is unknown if the slow cortical reference signals for vibrissa position that are observed in S1 and M1 cortices are, in fact related, although the central origin of the slow signal in S1 (Fee et al., 1997) suggests that that may be so. Further, it is unknown if and how the fast and slow signals interact in the sensation of objects by the vibrissa, as may be posited to occur in S1.
Detection of vibrissa contact
We shift our focus and consider how the rat may determine the angle of the vibrissa, relative to the orientation of the mystacial pad, upon their contact with an object. A central and yet unresolved issue is whether the output of neurons in S1 is ª tunedº to the position of the vibrissa during contact. In other words, does the probability that a unit may spike upon contact var y as a function of the angle of the vibrissae in the whisk cycle? To the extent that activation of the sensory afferent depends on a change in the position of a vibrissa relative to that of its follicle (Fig. 1b) , we assume for purposes of discussion that activation is equally likely at all angles in the whisk cycle. The issue then becomes one of deducing the angle of contact under two assumptions: (i) a neuron may fire at a preferred phase of the whisk cycle in the absence of contact, to form a reference signal ( Fig. 17a ; see also Figure 10b ); and (ii) a neuron may spike upon contact with an object during any phase of the whisk cycle (Fig. 17b) . There are two general classes of decoding schemes for reconstructing the phase of the vibrissae upon contact with an object. In the first class, the output is maximal when the equal-time correlation between the two sensory signals is maximal, i.e., when the phase of contact is close to that of the reference signal (Fig.  17c) . This scheme may be implemented in a variety of functionally equivalent ways (Kam et al., 1975) . In one realization, the inputs from the two sensory signals are summed and the sum causes a neuronal decoder to fire only if it exceeds a judiciously set threshold value. In another, the sensory inputs are multiplied (Koch and Poggio, 1992) and the product modulates the output of a neuronal decoder. In the second class of decoding schemes, the output is minimal when the phase-shift between the two sensory signals is zero, i.e., when the phase of contact is close to that of the reference signal (Fig. 17d) . This scheme 80 D. Kleinfeld et al. FIGURE 16 . Summary schematic of the timescale of signaling along the sensorimotor loop that involves the cortex (Fig. 6) . The dark arrows correspond to pathways that were directly or indirectly probed as par t of the studies reviewed here. Specifically, fast signaling of vibrissa position through the sensory branch is known from direct measurements with anesthetized and sessile animals (trigeminal ganglion (Simons et al., 1990) ; trigeminal nuclei (Nicolelis et al., 1995) ; thalamic nuclei (Carvell and Simons, 1987; Diamond et al., 1992; Nicolelis et al., 1993 Nicolelis et al., , 1995 ; S1 (Welker, 1976; Simons, 1978; Armstrong-James and Fox, 1987; Armstrong-James et al., 1992; Nicolelis et al., 1995) and, by inference from the presence of a fast cortical correlate of vibrissa position in S1 (Fee et al., 1997) (Figs. 8 ± 10 ). Slow signals of vibrissa amplitudes were established in S1 and M1 from measurements with awake animals (Carvell et al., 1996; Fee et al., 1997) (Figs. 11 and 14) . Slow control signaling along the motor branch, including M1 and the superior colliculus, is implied by the results of microstimulation experiments (Fig. 15) . Similarly, fast control of vibrissa position by the facial nucleus was established by microstimulation experiments (Fig.  15) . The light gray arrows refer to major paths in the sensorimotor loop with uncharacterized signaling properties.
FIGURE 17. Diagram of decoding schemes to extract the relative phase of the vibrissae upon their contact with an object. (a) The probability of a unit in S1 producing a spike for whisking in air. This tuning curve defines the preferred angle for the fast reference signal (Fig. 10) . (b) The probability of a unit in S1 producing a spike upon contact of the vibrissa with an object. It is assumed that the contact occurs at an angle C relative to the preferred angle. The free whisking frequency is n D . (c and d) The spiking output as a function of contact angle relative to the preferred angle for different decoding schemes. The scheme in (c) is based on the correlation of the two inputs and produces a maximal output when contact occurs at the preferred angle of the reference signal. The scheme in (d) is based on a phase comparison of the two inputs and produces a minimal output at the preferred angle and a maximal output away from the preferred angle of the reference signal.
occurs naturally in phase-sensitive detection and is discussed in detail below. We emphasize the dramatic and experimentally testable difference in the predictions between these two classes of decoding scheme; one yields a maximal signal at the preferred reference phase of neurons in S1 while the other yields a minimal signal (c.f. Figs. 17c, d ).
Phase-sensitive detection of vibrissa contact
Ahissar et al. (1997) addressed the question of how vibrissa contact is coded by neurons in S1 cortex. They presented evidence that this sensory process may involve a phase-sensitive servo mechanism to extract the position of the vibrissae upon their contact with an object (Fig. 17d) . We consider first a brief tutorial on the use of phase-sensitive detection to lock the frequency of an interval oscillator with that of an external, rhythmic input (de Bellescize, 1932) . A phase-sensitive servo consists of two parts that are connected by a feedback loop (Fig. 17a) : (i) an input controlled oscillator, which may be an intrinsic neuronal oscillator, whose frequency is monotonically shifted by an external rhythmic input; and (ii) a comparator that generates an output signal that is proportional to the difference in timing of the intrinsic neuronal oscillator and that of an oscillatory external signal. The output from the comparator may need to be filtered, depending on the details of the servo, and is used as an error signal to shift the frequency of the intrinsic neuronal oscillator so that it matches the frequency of the external reference signal. 7 The error signal is a sensitive indicator of changes in the timing, both in frequency and phase, of the input. In steady state, the frequency of the intrinsic neuronal oscillator, denoted n R , is locked to the frequency of a rhythmic external drive, denoted n D , that is applied to the vibrissae, i.e., n R = n D .
(Eqn 1)
Even though the frequencies are locked, there may be a constant difference in the timing between the intrinsic neuronal oscillator and the external drive. This is expressed in terms of the phase difference, f , between the output of the two oscillators, i.e.,
The first term in eqn 2 is a function of the error signal from the comparator, denoted f(x ), which depends on the frequency of the external rhythmic input relative to the natural frequency of the intrinsic neuronal oscillator, n R free , and on the gain of the intrinsic neuronal oscillator, G (Fig. 18a) . The second term is a function solely of signal delays, where t D is the peripheral delay, taken as t D = 10 ms Sensorimotor loops and the whisk cycle 81 FIGURE 18. Model, and predictions based on the model, for a neuronal phase-sensitive servo mechanism. (a) Schematic of a servo that includes major delays in signaling. A comparator and filter generates a slowly varying output (error signal) that is a function of the difference in timing between input from the cortical reference of rhythmic whisking (with drive frequency n D ) and the intrinsic cortical oscillator (with frequency n R = n R free + G (error signal)). For consistency with the experimental data (Fig. 19c) , we consider a comparator whose error signal is a periodic function of the input timing difference with a frequency of 2n D . Note that the observed delay between the intrinsic cortical oscillations and the rhythmic drive to the vibrissae, t O S , includes contributions from peripheral delays, t D , and central delays, t R , intrinsic to the servo. (b) Diagram that illustrates how the phase of the intrinsic neuronal oscillator is transiently modulated upon contact with an object during rhythmic whisking. Prior to contact the reference of rhythmic whisking occurs at a fixed phase. Upon contact of the vibrissae with an object, at an angle of just over p /2 in the diagram, the phase of the external rhythm ic reference is shifted as spikes occur at both the cortical reference position and on contact with an object. The change in average angle leads to a transient shift in the phase of the intrinsic cortical oscillator that depends on the phase of contact relative to the preferred phase for the cortical reference, i.e., C in the diagram (see also Figure 17d ). An alternative servo scheme is given by Ahissar et al. (1997) . (Armstrong-James et al., 1992) , and t R is a central delay.
One function of a phase-sensitive servo is to generate a transient change in the error signal from the comparator when the phase of the input is changed. This will occur when the vibrissae contact an object during rhythmic whisking, as illustrated in Figure 18b , and thus the phase-sensitive servo provides a mechanism to explain the ª phasicº onand off-responses of neurons. Prior to contact, the phase of the external rhythmic input is constant, as in Figure 9a . Upon contact of the vibrissae with an object, the phase of the rhythmic whisking reference is shifted as spikes occur at both a reference position and at object contact within the whisk cycle. This leads to a transient shift in the phase of the intrinsic neuronal oscillator (Fig. 18b) . The duration of this transient is expected to be at least as great as the inverse of the oscillation frequency, i.e., 1/n D or hundreds of milliseconds. The amplitude of the transient is minimal if contact occurs at the preferred phase of the reference signal and increases as contact occurs before or after the preferred phase (Figs. 17d  and 18b) .
Cortical units that behave as intrinsic neuronal oscillators in the absence of sensory input were 82 D. Kleinfeld et al. FIGURE 19 . Data and analysis in suppor t of a model for phase-sensitive detection of rhythmic drive of the vibrissae. (a) Intrinsic neuronal oscillators in vibrissa S1 cortex that shift their frequency in the presence of iontophoretically applied glutamate. Shown are the autocorrelation functions for spontaneous activity (panels 1 and 3) and activity in the same unit in response to glutamate (panels 2 and 4); glutamate is seen to raise the frequency of the oscillatory firing. The summary plot shows that, in general, the firing rate is monotonically increased in the presence of this transmitter. (b) Evidence that the intrinsic neuronal oscillators can frequency lock to rhythmic stimulation of the vibrissae. Shown are the interspike interval distributions during spontaneous activity (panels 1, 3 and 5) and the change in these distributions in response to external vibrissa stimulation at 5 Hz (panel 2) and 8 Hz (panel 4).
Note that the frequency remains partially entrained after removal of the stimulus (c.f., panels 2 and 3, and 4 and 5). demonstrated in anesthetized animals by Dinse et al. (1992) . Ahissar et al. (1997) recorded the extracellular spike signal from similar units and showed that the frequency of the oscillations, which ranged between 5 and 10 Hz in the absence of external input, is monotonically increased by the local application of glutamate, an excitatory neurotransmitter. The shift in frequency was reversible and observed across all cells tested (Fig. 19a) . These cells satisfy the role of intrinsic neuronal oscillators whose frequency may be monotonically shifted.
Neurons that serve as reporters of a rhythmically varying external reference signal were described by Fee et al. (1997) (Fig. 10a) 8 . Neurons that compare the timing of signals from an intrinsic neuronal oscillator in cortex ( Fig. 18a) with that of a reference of vibrissa motion remain unidentified (Simons and Hartings, 1998) , although work in progress (Ahissar and Haidarliu, 1998) suggests that such neurons may lie in the posterior nucleus of dorsal thalamus, consistent with the slow signaling in the paralemniscal path (Diamond et al., 1992) . Nonetheless, Ahissar et al. (1997) found that the output of the intrinsic neuronal oscillators they identified (Fig.  19a) would frequency lock to a rhythmic drive applied to the vibrissae (Fig. 19b) . The time delay between the intrinsic neuronal oscillators and the external drive to the vibrissae, t O S (Fig. 18a) , was not constant, as expected for units that are solely driven by an outside stimulus (circles; Fig. 19c ), but varied systematically with the frequency of the rhythmic drive (squares; Fig. 19c ). This variation is a signature of a phase-sensitive servo. In fact, these data are well fit by a straight line when replotted as phase (f = 2p n D t O S ; Fig. 19d ). The slope and intercept of this line are accounted for by reasonable parameters in the model (eqn 2 with, for simplicity, f(x) = x; Fig. 19d) ; similar parameters accounted for the units that were solely driven by outside stimulation (Fig. 19e) . The good fit between the data and a straight line predicted by the model (eqn 2) is enticing, but serves only as a consistency argument based on data largely from anesthetized animals. The validity of the phasesensitive model as the mechanism used by the forebrain to compute vibrissa position relative to the mystacial pad awaits further experimental evidence, particularly with regard to the identification of candidates for the comparator circuit and the nature of the output from these circuits (Fig. 17d) .
Conclud ing remarks
Extensive anatomical studies have shown that the circuitry involved in the vibrissa sensorimotor system is configured as a series of closed loops (Figs. 2± 6, 16) . These anatomical studies suggest the need for electrophysiological measurements that delineate the functional roles of the pathways. At the level of the hindbrain (Fig. 2) , the trigeminal nuclei provide a link between sensory input and motor control. It will be instructive to determine if there is a sensorymediated control of motor output at the level of the ª vibrissa ® trigeminal ganglia ® trigeminal nucleus ® facial nucleus ® vibrissaº loop, possibly through simultaneous recordings from the trigeminal and facial nuclei during a behavior task. A second issue is to identify the putative central pattern generator of rhythmic whisking.
At the level of the midbrain (Fig. 3) , the superior colliculus receives convergent inputs via trigeminal, thalamic, cortical, basal ganglion, and cerebellar pathways (Figs. 4± 6) , and is thus positioned to integrate direct and indirect sensory channels with motor commands. Despite this rich convergence of pathways, there is a dearth of information on signaling in this structure in the awake rat. The presence of closed-loop connections between the superior colliculus and cerebellar nuclei (Fig. 4) raises the further possibility that feedback between the superior colliculus and the cerebellum could form a central pattern generator for rhythmic whisking; simultaneous measurements of olivary oscillations and whisking may settle this issue. Lastly, the role of the pontine-cerebellar pathway (Fig. 4) in mediating the behavior of animals in response to vibrissa contact is unexplored, although experiments on the lick response in rats (Welsh et al., 1995) suggest the strong involvement of cerebellar nuclei.
Multiple thalamic and cortical structures are involved in forebrain pathways that merge vibrissa sensory input with motor control (Figs. 5 and 6) , and the results of behavioral experiments imply that this pathway must be intact for animals to pair a sensory input with a learned percept (Hutson and Masterton, 1986 ). The issue of how animals compute the absolute position of their vibrissae, as a step toward constructing a stable percept of objects in their environment, has been only partially addressed. On the one hand, the spike trains of some units in vibrissa S1 cortex accurately code vibrissa position in a single trial (Fig. 12) . On the other hand, there is incomplete evidence as to how the rat uses this information. In the scheme of Ahissar et al. (1997) , the rat computes the angle of vibrissa contact based on the relative timing between the reference signal and that caused by contact (Figs. 17d, 18 and 19) . Alternatively, the sensitivity of cortical units could vary as a function of their angle in the whisk cycle, in analogy with position preference in the visual system (Andersen and Mountcastle, 1983) (Fig. 17d) . It should be possible to distinguish among these possibilities by recording from animals as their vibrissae are perturbed at different angles in the whisk cycle during an exploratory whisking task.
The experimental evidence shows that the representation of vibrissa position in cortex involves both fast signals, which can var y on the 10 ms timescale and report the phase of the vibrissae within a whisk cycle (Fig. 10) , and slow signals, which vary on the 1 s timescale and report the amplitude and/or setpoint of the whisk (Figs. 11 and 14) . The fast signal originates from peripheral reafference, but it is unknown how such reafference results in different units spiking at different phases in the whisk cycle. The slow signal originates centrally, but the source of this signal and the possible relation of this signal to the fast reference, is unknown. It is tempting to speculate that a phase-sensitive servo is a link between the fast and slow cortical reference signals, so that the output of a comparator, i.e., an error signal (Fig. 18a) , is the slow cortical reference signal that correlates with the set-point of the vibrissa (Figs.  7 and 14) . This correspondence implies that the frequency of exploratory whisking will change as the animal changes its set-point, e.g., as it protracts its vibrissae to palpate an object; the behavioral data of Carvell and Simons (1990) are consistent with this idea.
Acknow ledgem ents
This article is based on material presented at ª Barrels XIº . We thank Ford Ebner for suggesting the topic of the presentation. We further thank Michale Fee for contributing to the data in Figures 7 and 13, Suri Venkatachalam for contributing to the data in Figure 15 , Ehud Ahissar, James Bower, John Chapin, Asaf Keller, and Daniel Simons for pertinent discussions, Beth Friedman and two anonymous referees for their comments on an earlier version of the manuscript, and the Whitehall Foundation for their support. (Kleinfeld and Sompolinsky, 1988; Getting, 1989) . 3. For completeness, we note that the basal ganglia also form a closed loop with the superior colliculus. The colliculus sends projections to the basal ganglia (Tokuno et al., 1994) , and the basal ganglia send inhibitory connections to the colliculus (Faull and Mehler, 1978; Gerfen et al., 1982; Westby et al., 1993 Westby et al., , 1994 Niemi-Junkola and Westby, 1998) ; the role of the basal ganglia in whisking is presently unclear. 4. We note two additional loops at the level of the forebrain. One involves projections between the forebrain and the cerebellum. Vibrissa S1 cortex sends descending projections to the pons (Kennedy et al., 1966; Wise and Jones, 1977; Shambes et al., 1978; Wiesendanger and Wiesendanger, 1982a, b; Welker et al., 1988; Mercier et al., 1990) whose climbing fiber input to the cerebellum overlaps with that from the trigeminal nuclei (Bower et al., 1981; Morisette and Bower, 1996) . Vibrissal M1 cortex also projects to the pons (Wiesendanger and Wiesendanger, 1982a, b; Miyashita et al., 1994) . Feedback to cortex occurs via projections from the deep cerebellar to ventral lateral thalamic nuclei (Haroian et al., 1981; Gerfen et al., 1982; Deniau et al., 1992; Middleton and Strick, 1997) . The second loop involves projections from vibrissa S1 and M1 cortices to basal ganglia (Wise and Jones, 1977; Donoghue and Kitai, 1981; Mercier et al., 1990; L Â evesque et al., 1996) . Feedback to cortex occurs via ventral lateral thalamus, as in the case of cerebellar feedback (Fig. 6) . 5. The definition of the EMG is ambiguous in the literature. Some authors refer to the unprocessed signal of muscular spikes as the EMG and to the rectified and filtered signal as the rectified EMG, while others refer to the rectified and filtered signal as the EMG. We take the latter definition and note that, as a practical matter, one typically records only the relatively slowly varying rectified and filtered signal. 6. In the experiments of Carvell et al. (1996) , the animals were untrained so that only a limited number of trials could be obtained. It may be useful to repeat these measurements with trained animals, as well as use phase-sensitive methods to look for weak correlations. 7. The output of the comparator is a periodic function of the difference between the time dependence of the two input signals, i.e., it is of the form f{2p n R t ± 2p n Rt D + f ± (2p n D t ± 2p n D t D )}, which equals f{2p n D (t R ± t D ) + f } at lock. While the periodicity of this function is over an interval of 2p in typical realizations of a phasesensitive servo, only a periodicity of p is consistent with the data of Ahissar et al. (1997) . This suggests that the putative neuronal comparator doubles the frequency of the reference from n D to 2n D . A neural mechanism that accomplishes this is a summation of the on-and offresponses from the same oscillatory input. 8. Since different units in vibrissa S1 cortex have different preferred phases (Fig 10) , there are presumably multiple copies of the comparator circuit. An alternative possibility is that there is a single comparator circuit that uses a single reference signal that is determined as the vector average of the single unit responses. For the data of Figure 10b , the vector average points toward the retracted but protracting position.
Notes

