Iodine-124 is a radionuclide well suited to the labeling of intact monoclonal antibodies. Yet, accurate quantification in preclinical imaging with I-124 is challenging due to the large positron range and a complex decay scheme including high-energy gammas. The aim of this work was to assess the quantitative performance of a fully 3D Monte Carlo (MC) reconstruction for preclinical I-124 PET. The high-resolution small animal PET Inveon (Siemens) was simulated using GATE 6.1. Three system matrices (SM) of different complexity were calculated in addition to a Siddon-based ray tracing approach for comparison purpose. Each system matrix accounted for a more or less complete description of the physics processes both in the scanned object and in the PET scanner. One homogeneous water phantom and three heterogeneous phantoms including water, lungs and bones were simulated, where hot and cold regions were used to assess activity recovery as well as the trade-off between contrast recovery and noise in different regions. The benefit of accounting for scatter, attenuation, positron range and spurious coincidences occurring in the object when calculating the system matrix used to reconstruct I-124 PET images was highlighted. We found that the use of an MC SM including a thorough modelling of the detector response and physical effects in a uniform water-equivalent phantom was efficient to get reasonable quantitative accuracy in homogeneous and heterogeneous phantoms. Modelling the phantom heterogeneities in the SM did not necessarily yield the most accurate estimate of the activity distribution, due to the high variance affecting many SM elements in the most sophisticated SM.
Keywords: PET, iodine-124, Monte Carlo, reconstruction, system matrix S Online supplementary data available from stacks.iop.org/PMB/60/062475 (Some figures may appear in colour only in the online journal)
Introduction
For more than two decades, monoclonal antibodies (MAbs) have been labeled with gammaemitting radionuclides and subsequently used in planar or single photon emission tomography (Herbertson et al 2014 , Lütje et al 2014 . However, absolute quantification might be easier using MAbs positron emission tomography (PET), called immuno-PET (Poli et al 2013) .
In that context, Iodine-124 ( 124 I) is well suited to the labeling of large molecules such as intact MAbs (Knowles and Wu 2012, Wright and Lapi 2013) . In radioimmunotherapy involving α-emitters, 124 I could be a substitute to astatine-211 for biodistribution and dosimetric studies, since the stability of the labeling is similar for these two radionuclides (Walte et al 2007) .
Quantitative 124 I PET has been previously investigated in clinical (Vandenberghe et al 2006b , Herzog et al 2008 , Gregory et al 2009 , Jentzen et al 2010 and preclinical settings (Yao et al 2005 , Sauerzapf et al 2011 , Taleb et al 2012 . Yet, accurate quantification in preclinical imaging with 124 I remains challenging due to the large positron range (maximum energy: 1.5 MeV (11.5%) and 2.1 MeV (11.5%), as compared to 0.6 MeV for 18 F) worsening the spatial resolution, and to a complex decay scheme including high-energy gamma (~60% at 603 keV and ~10% at 723 keV) partly emitted in cascade with the positrons (Disselhorst et al 2010) . The cascade decays can produce non-annihilation true coincidences, called cascade-coincidences in this paper, when a high-energy photon creates a coincidence with a 511 keV photon. These cascade-coincidences contribute to the background activity in clinical (Surti et al 2009) and preclinical (Herzog et al 2002) settings, with a fraction of ~35% of the total measured coincidences when using a preclinical PET system (Yu et al 2009) .
Several groups have already tackled issues that are of foremost importance in 124 I PET. Methods have been proposed to account for the positron range within the reconstructed algorithm for high energetic positrons (Rahmim et al 2013) . Rahmim et al (2008a) described a space-invariant correction involving a 3D bi-exponential modelling of the annihilation distribution in a homogeneous media. Monte Carlo (MC) simulations have also been used to determine the convolution kernels to be introduced in the forward step of an OSEM (ordered subset expectation maximization) algorithm (Cal-Gonzalez et al 2009) or in the forward and back-projection steps using a MAP (maximum a posteriori) algorithm (Ruangma et al 2006) . In addition, few studies used a truncated convolution kernel calculated in water to account for the soft tissue/air boundary (Bai et al 2003 , Bai et al 2005 . However, while an improvement in spatial resolution has been reported, these approaches may introduce artifacts in reconstructed images. Space-variant modelling of the annihilation distribution was also considered in heterogeneous media. One possibility is to compute the annihilation distribution for few materials in the human body (such as water, lung an bone) and take advantage of the CT scan to determine the annihilation distribution within different media (Alessio et al 2008 , Rahmim et al 2008b . Quantitative improvements compared with a space-invariant positron range model strongly depend on the heterogeneities present in the propagation medium. Last, the use of MC simulations within the reconstruction for determining the annihilation distribution in heterogeneous media has been investigated but is computationally intensive (Fu and Qi 2010) .
The spatially uncorrelated cascade-coincidences produce a slowly varying background activity in the sinogram. This background activity can be estimated and subsequently subtracted from the initial sinogram. The estimation can be based on fitting the sinogram tails with either a uniform (Pentlow et al 2000) , linear (Lubberink et al 2002) or quadratic (Kull et al 2004) function. Another approach estimates the cascade-coincidences sinogram using a spatially variant convolution-subtraction technique (Beattie et al 2003 , Walrand et al 2003 . In this approach, the cascade-coincidence sinogram results from the convolution of an analytically-computed kernel with an ideal activity distribution (i.e. without scatter nor attenuation). Alternatively, an approach similar to the single scatter simulation correction developed by Watson et al (2000) for scattered coincidences can be used (Cheng et al 2009 , 2011 , Laforest and Liu 2009 . However, these methods require an initial estimate of the activity distribution. This estimate is usually obtained from a 2D analytical reconstruction of the original sinogram corrected for scatter and attenuation and assuming a uniform background subtraction for cascade distribution correction.
The full MC modelling of the system matrix (SM) used in iterative reconstruction makes it possible to precisely account for all physical effects occurring in the scanner and the object (Floyd et al 1986 , Veklerov et al 1988 . This approach was already investigated in SPECT accounting for the object and scanner (Lazaro et al 2005 , Aguiar et al 2014 . The performance of this approach in PET imaging relies partly on the accuracy of the SM elements R ij , where each R ij is the probability that an event emitted from a source voxel j in the object is assigned to a specific LOR i. Yet, when particle-matter interactions in the object are considered, the prohibitive MC modelling time is the main limitation of this approach. Up to now, when using a MC calculation of the SM in PET imaging, only the point spread function (PSF) of the detector has been modeled (Rafecas et al 2004 , Vandenberghe et al 2006a , Aguiar et al 2010 , Cabello and Rafecas 2012 ) and the associated SM was sparse (Kontaxakis et al 2002) . By taking advantages of the SM sparsity and of scanner symmetries, simulation time and memory requirement could be reduced (Johnson et al 1995) .
It is also possible to factorize the SM as a product of independent contributions (geometry, particle interactions in the detectors and in the object) to reduce its size, and allow for an independent computation of each contribution (Qi et al 1998 , Rahmim et al 2008a , Cecchetti et al 2013 . However, these techniques often require simplifications since the SM can usually not be written as a product of sparse diagonal matrices . For instance, there is no model in which the accolinearity effect is independent from the geometric projector.
The aim of this work was to assess the quantitative performance of a fully 3D MC reconstruction for preclinical 124 I PET. We investigated the benefits of using a complete description of the physics processes both in the PET scanner and in the object for calculating the SM and assessed the impact of different level of complexity and statistical properties of the SM on the resulting image features.
Methods

PET system
The high-resolution small animal Inveon PET system from Siemens was used. This scanner consists of 64 blocks of 20 × 20 lutetium-oxyorthosilicate (LSO) crystals (1.51 × 1.51 × 10 mm 3 ) readout by position sensitive photomultipliers tubes. The 25 600 crystals arranged in 16 modules of 4 blocks and 80 axial rings yield ~164 millions lines of response (LOR). The transaxial field of view (FOV) is 10.0 cm in diameter and the axial FOV is 12.7 cm.
Simulated acquisitions
A homogeneous thin water phantom P0 (30 × 30 × 2 mm 3 , voxel size: 1 × 1 × 1 mm 3 ) with hot and cold inserts in a background was used: the hot and cold regions were 8 × 8 × 2 mm (figure 1). Hot and background regions were filled with 124 I source. The activity concentration in the hot region was 4 times the activity within the background, while the cold region contained no activity. The background activity was only filled in the 26 × 26 × 2 centered voxels. The simulations were performed with GATE v6.1 (Jan et al 2011) .
A heterogeneous phantom (30 × 30 × 2 mm 3 , voxel size: 1 × 1 × 1 mm 3 ) composed of water, lung and bone (figure 2(a)) was also designed to produce three groups of heterogeneous projections.
Phantom P1 was filled with 124 I as shown in figure 2(b). In phantom P2, five hot regions mimicking tumors were added with dimensions ranging from 1 × 1 to 5 × 5 mm 2 . The 'tumors' were located near the bone (figure 2(c)) and also filled with 124 I. PET acquisitions were simulated so that the number of detected prompts was similar for all settings (2.32 × 10 6 for P0, 2.72 × 10 6 for P1 and 2.35 × 10 6 for P2).
System matrix computation
Given the simulated phantom and cylindrical geometry of the pre-clinical PET scanner, we took advantage of the symmetries in the phantom and in the PET system for reducing the number of particles needed for SM computation. Considering a transaxial plane in the Inveon FOV and the voxelized phantom in the center of the FOV, eight symmetries were used for voxels with the same x and y coordinates in the transaxial planes and sixteen symmetries for all others. As a result, only 7% of the initial volume was used for computing the different SM.
Only non-zero elements of the SM were stored. For each phantom, three different SMs were calculated to investigate the benefit of using a complete description of the physical processes for calculating the SM.
The first SM was created by simulating photon pairs in opposite directions (Back-To-Back source in GATE). Interactions in the object were not modeled as if photons propagated in vacuum. Only the system geometry and photon interactions in the PET system (crystal scattering and penetration) were modeled. This model was called BtB-Vacuum and the resulting SM modelling only the PSF of the scanner was used for all phantoms.
The second SM was calculated by simulating a 124 I source. The interactions in the object were explicitly modeled assuming the phantoms consisted of water only (instead of soft tissue, lung or bone encountered in real animals). This second SM accounted for attenuation, scatter, positron range and spurious coincidences (511 keV photon in coincidence with a gamma photon emitted in cascade) as occurring in a water medium. Cascade-γ of 124 I were included because of the linear relationship between simulated activity and the number of coincidences involving cascade-γ. This model was called I124-Uniform and the resulting SM was used for all three phantoms described in section 2.2. The third type of SMs was identical to I124-Uniform SM except that the medium heterogeneity was taken into account (water, lung and bone). This model was called I124-Real. Note that the object used to calculate I124-Uniform SM and I124-Real SM had the dimensions and composition of phantoms P1 and P2 described in the section 2.2.
Each of these SMs was computed with different statistical variances in the SM elements leading to 12 SMs, as shown in table 1.
Note that BtB-Vacuum Large, I124-Uniform Large and I124-Real Small SM have approximately (6% maximum difference) the same number of detected coincidences for comparison purpose. Therefore, BtB-Vacuum Large and I124-Uniform were used to reconstruct phantom P0 while BtB-Vacuum Large, I124-Uniform Large and I124-Real Small were used to reconstruct P1 and P2 phantoms so as to compare the performance of the SM when calculated from about the same number of prompts.
Random coincidences were not included in the computation of the SMs, and only coincidences involving two γ-photons (annihilation-γ or cascade-γ) emitted from the same event were used for SM computation.
A standard Siddon ray-tracing algorithm (Siddon 1985) was also implemented for comparison purpose, where each SM element R ij was proportional to the line intersection between LOR i and voxel j. 
Reconstruction
The MLEM (Shepp and Vardi 1982) reconstruction algorithm was implemented using a histogrammed LOR-MLEM approach accounting for all symmetries mentioned in section 2.3:
where + f j k 1 is the reconstructed activity in voxel j for iteration k + 1, f j k is the reconstructed activity in voxel j for iteration k, J is the total number of initial voxels, I is the total number of non-zero element related to voxel j, and (k + 1) the current iteration.
Figures of merit
2.5.1. System matrix. The accuracy and statistical quality of an SM calculated using MC simulations are two key factors for reliable image reconstruction. The accuracy depends on the description of the physics processes used for SM computation. The statistical quality is related to the number of simulated events for SM computation.
We defined four figures of merit (FOM) related to the SM:
• %NonZero: percent number of non-zero SM elements;
• %Ones: percent number of non-zero SM elements computed with only one detected prompt;
• Pmin, Pmax: the minimal (non-zero) and maximal probability in the SM, respectively.
The sensitivity images (that intrisically takes into account the medium heterogeneities) were also analyzed for each MC-based SM. Profiles through the central slice of the sensitivity images were drawn to analyze the main differences between the SM.
Reconstructed images.
The contrast recoveries for the hot and cold regions were defined as: 
For P0, C H , C C and C B were respectively the average counts in the hot region, in the cold region and in the background, and A H and A B the real average activity in the hot region and the background respectively. For P2, C H was the number of counts in the voxel with the highest signal in a 'tumor', according to the NEMA NU-4 recommendations (National Electrical Manufacturers Association 2008).
A profile throughout the hot region (green arrow in figure 2(b) ) was drawn for phantom P1. Using I124-Uniform SM, absolute activity recovery for P0 projections was calculated as:
where A ROI Measured is the reconstructed mean activity per voxel and A ROI Theoric the mean activity simulated per voxel in the ROI. Similarly, activity recovery (AR) was also calculated in the five hot regions of P2 when using I124-Real SMs.
The average residual activity in cold regions (water and lung) for P2 was compared to the mean activity within the background using:
where C(j) and C(k) are respectively the value of voxel j in the cold region (lung or water) and of voxel k in the background and J and K are the total number of voxel in those regions. Last, the coefficient of variation was used as a surrogate of the noise level as follows:
where σ is the standard deviation measured in the background. The computation time required for each SM was reported.
Results
Characteristics of the system matrices
The SMs were compared according to the total number of prompts used to generate them. Figure 3(a) shows the percentage of non-zero entries (%NonZero) in all SMs. It can be seen that BtB-Vacuum SMs are more sparse than I124 SMs. Moreover, the %NonZero for I124 SMs increases linearly with respect to the number of simulated prompts with a higher slope than the one found for BtB-Vacuum SMs. The %Ones for each SM (figure 3(b)) shows that for I124 SMs, the large majority of non-zero elements are computed only from one detected prompt compared to BtB-Vacuum SMs, and slightly increases with the number of detected prompts. Conversely, %Ones decreases with the number of detected prompts in the case of BtB-Vacuum SMs.
The minimum (figure 3(c)) and maximum (figure 3(d)) probabilities show that the probabilities computed for each I124 SMs are lower than those of BtB-Vacuum SMs, with a flat trend with respect to the detected number of prompts. Figure 4 shows the profiles through the different sensitivity images for each SM computed by Monte Carlo. The strong impact of modelling the positron range can be clearly seen in the sensitivity image as a function of density heterogeneities while the profile of the BtB-Vacuum SM sensitivity image has a conventional shape in agreement with results reported by Aguiar et al (2010) .
Image quality
Homogeneous P0 phantom.
In the case of a homogeneous medium, for the same number of prompts used for calculating the SMs, the BtB-Vacuum and I124-Uniform SMs yielded a better contrast recovery for the hot and cold regions (figure 5) compared with a Siddonbased SM. Modelling the attenuation medium increased the contrast recovery compared to data reconstructed with BtB-Vacuum SM.
The absolute activity recoveries were 99 and 101% for the hot region and background respectively (CV = 6%) when using the SM I124-Uniform Large, with a number of prompts used to calculate this SM 12 000 times higher than the number of prompts recorded in the projections. Using the SM I124-Uniform Small, activity recovery decreases to 88% within the hot region for the same background noise level.
Heterogeneous phantoms.
P1 phantom. Phantom P1 was reconstructed using the four SMs defined in section 2.3. For each SM, the iteration number was chosen so that CV = 12%. The reconstructed images and associated normalized profiles through the hot region are shown in figure 6 . Due to the positron range, a high uptake in the bone region (hot and cold) and a low uptake for the hot lung region were observed when using the BtB-Vacuum SM and Siddon algorithm. These artifacts were reduced when using the I124-Real SM. Only the use of the I124-Real SM with a precise modelling of the propagating medium allowed partial recovery of activity in the lung region (92%).
P2 phantom. P2 phantom was reconstructed using the four SMs described in section 2.3. For each SM, the iteration number was chosen so that CV = 6%. Reconstructed images are shown in figure 7. The contrast recovery for the smallest region (1 × 1 mm 2 ) was not reported as it was not distinguishable from the background.
The hot region contrasts were better recovered using the MC SMs regardless the background noise level (figure 8). For 'tumors' between 3 and 5 mm in size, the use of I124-Uniform SM improved the contrast recovery compared to BtB-Vacuum SM. The contrast recovery tended to be higher when using I124-Uniform SM (except for the largest tumor) than using the I124-Real SM.
Unlike the other MC SMs, the I124-Real SM failed to properly identify the cold lung region ( figure 8(f) ). The contrast in the cold water region was better recovered when using I124-Uniform and I124-Real SMs than with the Siddon and BtB-Vacuum SMs ( figure 8(e) ). Finally, it was more challenging to identify the absence of activity in the cold lung region than in the cold water region.
The impact of the number of detected prompts used for computing the I124-Real SM is illustrated in figures 8 and 9. Increasing the number of prompts used to compute the SM (f)). The lack of activity in the cold water region was properly identified whatever the SM (figure 9(e)). Table 2 shows the computation time needed for each SM computation.
Discussion
We developed and assessed a fully 3D MC reconstruction method for 124 I preclinical PET. Three different types of system matrices (SMs) were computed to study the impact of different levels of complexity and statistical properties. The first level of complexity was to simulate the PET system response using the BtB-Vacuum model. Then the model was refined by including the positron range and the spurious coincidences when particles propagated in a uniform medium (I124-Uniform SM). This intermediate step was chosen since it can be used regardless of the exact description of the propagation medium, for instance when no transmission scan is available. Finally, a full and complete description of the physics processes for computing the SM was used (I124-Real SM). As the SMs are calculated using the MC approach involving simulating a fixed number of possible particle histories, each SM entry is noisy. There is therefore a trade-off between the sophistication of the model (yielding many different particle trajectories) and the noise in each entry estimate. Figure 3 shows that it is more challenging to get entries with low noise for the I124 SMs compared with BtB-Vacuum SMs. Indeed, for a given number of simulated prompts, accounting for all the physics processes (positron range, scattered and spurious coincidences) lead to a larger number of possible LOR through each voxel, which increases the total number of SM entries. These results are consistent with conclusions reported by other groups (Rafecas et al 2004, Cabello and Rafecas 2012) . We also found that for I124 SMs, most non-zero entries were calculated only from a single detected event, involving a high statistical variance compared to BtB-Vacuum SMs entries.
As a result, the number of prompts used to calculate the SM plays an essential role and should be as high as possible when using a sophisticated description of the physics processes. As an example, a decrease of 13% in contrast recovery was observed when four times less coincidences were used to compute the I124-Uniform Small SM for P0. In P0, the number of prompts used to calculated the I124-Uniform SM has to be 12 000 times higher than the number of prompts recorded in the projections to achieve a contrast recovery higher than 99% in the background and in the hot region. Results presented in figures 8 and 9 advocate for the need to reduce the variance of the SM for achieving better quantitative results when using an SM that fully models the physics processes. With the most accurate I124-Real SM, absolute activity recovery was always higher than 85% for all structures larger than 2 mm (figure 9). However, it is worth mentioning that increasing the simulated number of prompts has obviously a significant cost in term of computation time.
Using I124-Uniform or I124-Real SMs allowed a better contrast recovery for hot and cold regions than simply taking into account the PSF in the SM as performed when using the BtB-Vacuum SM (figures 5 and 6). BtB-Vacuum SM increases the contrast recovery when compared to the use of the Siddon ray-tracing algorithm, but the improvement was found lower than that between BtB-Vacuum SMs and I124-Uniform SMs (figure 5) or between BtBVacuum and I124-Real SMs (figure 6). A complete modelling of the system (scanner and object) yielded better qualitative and quantitative results compared with the SM BtB-Vacuum, with around 50% improvement in contrast recovery for the hot lung and hot bone regions in P1 (figure 6) and 10 and 20% improvement in contrast recovery for the hot and cold regions respectively in P0 (figure 5). Results shown in figure 6 confirm that precisely accounting for the medium heterogeneity (water, lung and bone) for SM computation yields better quantitative results when activity is present in all regions ( figure 2(b) ), compared to the use of PSF only or PSF and soft tissue modelling only. The activity distribution in the object plays an essential role in the identification of the most appropriate SM. As expected, the use of BtBVacuum and I124-Uniform SMs did not make it possible to correctly locate positron decays when activity was distributed in regions with large difference in density (lung versus water and bone versus water). The activity was overestimated in bone region while it was underestimated in lung region (figures 6(c) and (d)) because of the positron range. The impact of modelling all physics processes in the SM was especially visible for the P1 phantom where activity was present in all different media.
With a different activity distribution in the same heterogeneous object (figure 2(c)), where activity is only present in water, the reconstructions using MC-based SMs still yielded better contrast recovery than when using SM based on the Siddon ray-tracing algorithm ( figure 8 ). Yet, using the I124-Real SM decreased the contrast recovery for all 'tumors' (except for the largest) when comparing with data reconstructed with BtB-Vacuum or I124-Uniform SMs (figure 8). These observations suggest that the use of SM that account for the different density in the object did not necessarily lead to more accurate quantitative results compared to using an SM that assumed a uniform medium. In this case, for the same number of prompt coincidences used to compute all MC-based SMs, using the SM that precisely modeled the particle interactions within the scanner and the object can worsen the quantitative results compared to a less sophisticated SM because of insufficient statistics when calculating the most complex SM (figures 8(a)-(c)). However, the respective performance of the SM also highly depends on the activity and attenuation distributions of the object to be reconstructed (see supplemental data) (stacks.iop.org/PMB/60/062475) and makes very difficult to derive a general rule given a fixed number of prompt coincidences used for computing each SM. We also noted that the smallest structure (e.g. 2 mm size, figure 8(a)) was more challenging to recover when the complexity of the SM increased (from BtB-Vacuum to I124-Real). This might be due to the fact that a small structure is present in a small number of voxels that are crossed by a higher number of LOR in I124-Uniform or I124-Real SM calculation compared to the ray-tracing algorithm or even the BtB-Vacuum SM), yielding many SM elements with high variance that complicate image reconstruction.
This work also suggests that the presence of low-density regions (e.g. lung) makes it even more difficult to get SM entries with a low variance compared to a phantom with a uniform medium of higher density. In the case of a cold lung region for example, the use of I124-Real SM actually decreased contrast recovery compared to the use of other MC-based SMs that do not account for those low density regions (figures 7 and 8(f)). Indeed, during the SM calculation, positron starting from a voxel located in a low-density region may be detected in a high number of LOR given their higher mean free path compared to their mean free path in a water region. For a same number of simulated decay per voxel used to compute the SM entries, the SM element variance associated to those voxels is thus higher than those computed for voxels located in water.
For illustration purpose only, figure 10 shows an application of the developed approach in a real pre-clinical setting using the high-resolution small animal Inveon PET system, demonstrating the practical feasibility of the approach. Last, the SM computation times reported in table 2 suggest that without any optimization, the use of the proposed approach is still of limited interest. For the real mouse example shown in figure 10, 16 d (using 336 Intel Xeon CPUs @ 2.4 GHz) were needed for the I124-Uniform Large SM calculation ( figure 10(f) ). Yet, several strategies could be used to reduce computation time, including taking advantage of GPU as proposed in GATE v7.0.
Conclusion
We developed a fully 3D MC system matrix computation and reconstruction method for 124 I preclinical PET acquisitions. The trade-off between complexity (i.e. modelling all physics processes) and statistical robustness for the SM computation was studied. When activity was distributed in regions with different densities, only a precise modelling of the object made it possible to recover hot and cold regions with a maximum deviation in activity estimates of +/ − 20%. However, in a realistic case when activity was present only in soft tissue within a heterogeneous propagation medium, the use of an SM that fully modelled all physics processes in the object and in the PET scanner did not always improved the activity recovery. An SM that only accounted for particle propagation in soft tissue and for the system PSF yielded the most accurate results due to the lack of sufficient statistics in the most sophisticated SM modelling the different densities in the object.
