In this study, solution of inverse nodal problem for p−Laplacian Bessel equation is extended to the case that boundary condition depends on polynomial eigenparameter. To find spectral datas as eigenvalues and nodal parameters of this problem, we used a modified Prüfer substitution. Then, reconstruction formula of the potential functions is also obtained by using nodal lenghts. However, this method is similar to used in [Koyunbakan H., Inverse nodal problem for p−Laplacian energy-dependent Sturm-Liouville equation, Bound. Value Probl., 2013Probl., , 2013, our results are more general.
Introduction
Let us consider the following regular p−Laplacian type Bessel eigenvalue problem
)︁ ′ = (p − 1)
with the boundary conditions u (1) = 0, 2) where p > 1 is a constant, [2] 
being the spectral parameter and u (p−1) = |u| (p−2) u. During this study, we assume that w 0 ∈ L 2 [1, a] is a real-valued function defined in the interval 1 ≤ x ≤ a for all m ∈ Z + and l is a positive integer or zero.
u(x, ) denotes the eigenfunction of the problem (1.1)-(1.2). Equation (1.1) becomes following well-known Bessel equation −u ′′ + wm (x) u = u, (1.4) where wm (x) = w 0 (x) + l(l+1)
x 2 for p = 2 [3] . Equation (1.4) is extremely important in mathematical physics. Let us firstly give some information about its physical meaning and its historical improvement. In case of a wave function with spherical symmetry, the wave equation can be separated using polar coordinates and the equation for the radial component becomes equation (1.4) . Physically, is proportional to the energy of the particle under consideration, w 0 (x) is proportional to the potential energy.
The first studies on the classical Bessel equations were given by Willson, Peirce [4] and Chessin [5] . Chessin obtained some important results about the general solution of the Bessel equation in 1894. Willson and Peirce gave a table of the first forty roots of Bessel equation in 1897. Then, Stashevskaya [6] studied inverse spectral problem for differential operators having singularity at zero in 1950's. For the case l = 0 in equation (1.4) , there is a detailed inverse spectral theory in literature. Gasymov [7] announced the solution of the inverse spectral problem for the Bessel operator L(l, w 0 ) with l ∈ N in his short paper in 1965. His approach was based on the double commutation method which allows the reduction of the inverse problem to the classical case l = 0. In particular, Pöschel and Trubowitz [8] studied in detail the mapping sending the potential w 0 into the corresponding spectral data, and proved that this mapping is one to one and analytic in 1987. Then, Guillot and Ralston [9] extended the method of them to the case l = 1 in 1988. Serier [10] extended this analysis to the case of an arbitrary l ∈ N. The spectra of the operator L(l, w 0 ) for an arbitrary l ∈ N were also completely characterized in 1993 by Carlson [11] . Zhornitskaya and Serov [12] gave some uniqueness results for Bessel operator in 1994. To develop the ideas of Pöschel and Trubowitz, Carlson [13] proved several results on the unique reconstruction of L(l, w 0 ) from the spectral data for all real l ≥ −1/2 in 1997. There are many other studies about Bessel type operators in classical spectral theory by several authors (see [14] [15] [16] [17] [18] [19] [20] [21] [22] ).
Inverse spectral problem consists in recovering differential equation from its spectral parameters like eigenvalues, norming constants and nodal points (zeros of eigenfunctions). These type problems divide into two parts as inverse eigenvalue problem and inverse nodal problem. They play an important role and also have many applications in applied mathematics. Inverse nodal problem has been firstly studied by McLaughlin in 1988. She showed that the knowledge of a dense subset of nodal points is sufficient to determine the potential function of Sturm-Liouville problem up to a constant [23] . Also, some numerical results about this problem were given in [24] . Nowadays, many authors have given some interesting results about inverse nodal problems for different type operators (see [25] [26] [27] [28] ).
In this study, we concern ourselves with the inverse nodal problem for p−Laplacian Bessel equation with boundary condition polynomially dependent on spectral parameter. As far as we know, this problem has not been considered before. Furthermore, we give asymptotics of eigenparameters and reconstructing formula for potential function. Note that inverse eigenvalue problems for different p−Laplacian operators have been studied by several authors (see [29] [30] [31] [32] [33] [34] [35] [36] [37] ). (1, a) .
Firstly, we need to remind generalized sine function Sp which is the solution of the below initial value problem
Sp and S ′ p are periodic functions satisfying the identity
for arbitrary x ∈ R. These functions are p−analogues of classical sine and cosine functions and are known as generalized sine and cosine functions. It is well known that
is the first zero of Sp in positive axis (see [29, 30] ). Note that following lemma is crucial in our results.
Using Sp(x) and S ′ p (x), the generalized tangent function Tp(x) can be defined by [29] Tp
, for x ≠
This study is organized as follows: In Section 2, we give some asymptotic formulas for eigenvalues and nodal parameters for regular p−Laplacian Bessel eigenvalue problem (1.1)-(1.2) with polynomially dependent spectral parameter by using modified Prüfer substitution. In Section 3, we give a reconstruction formula of the potential functions for the problem (1.1)-(1.2) . Eventually, we express some conclusions in Section 4.
Asymptotics of some eigenparameters
In this section, we present some important results for the problem (1.1)-(1.2). To do this, we need to consider modified Prüfer's transformation which is one of the most powerful method for solution of inverse problem. Recalling that Prüfer's transformation for a nonzero solution u of equation (1.1) takes the form
where c(x) is an amplitude and (x, ) is a Prüfer's variable [38] . After some straightforward computations, one can get easily
This equality plays an important role throughout our study. 
Lemma 2.1. [31] Define (x, ) as in (2.1) and n
for m = 1 and m ≥ 2, respectively as n → ∞, where
Proof. Let (1, ) = 0 for the problem (1.1)-(1.2). Integrating both sides of the equality (2.3) with respect to x from 1 to a, we get
By Lemma 2.1, one can obtain
Hence, we get
Let n,m be an eigenvalue of the problem (1.1)-(1.2) for all m. Now, we will prove this theorem for m = 1. By conditions (1.2), we have
As n is sufficiently large, it follows
By considering (2.6) and (2.7) together, we get
For the case m ≥ 2, by using the similar process as in m = 1, we can easily obtain
By considering (2.6) and (2.9) together and using similar procedure, we conclude that
This completes the proof. and therefore, we obtain the formula (2.10) by using (2.12) and (2.13).
For m ≥ 2, from the formula (2.5), it can be easily obtained that )︂ , and we get the formula (2.11) by using (2.12) and (2.14). 
