This paper consists of four sections. In the first section we give a survey on the reproducing kernel for harmonic functions in finitely-connected Jordan regions. We also prove a certain version of Fatou's theorem which we will use in the next sections.
"Schwarz formula" we understand the integral representation of an analytic function inside the domain in terms of the boundary values of its real part.)
The papers [24] and [1] contain many results obtained while trying to solve this problem. In [5] [6] [7] L. E. Dunduchenko and S. A. Kas'yanyuk have proved the factorization theorem for functions meromorphic in circular domains, belonging to the Nevanlinna class N there and admitting only finitely many zeroes and poles inside the domain.
They used the analog of the Schwarz kernel which had been suggested by Zmorovic in [23] for the circular domains.
The most convenient construction of the Schwarz kernel for the solution of the factorization problem was given by R. Coifman and G. Weiss in [3] . In that paper they considered domains bounded by analytic curves. For those domains, they have proved the factorization theorem for the analytic functions of Nevanlinna's class N. Although the authors pointed out the possibility of extending their results to the classes 7V + and H p , they did not give explicit statements. Some further investigation in this direction is contained in T. S. Kuzina's paper [17] .
If the boundary of the domain is only rectifiable (without assuming any smoothness conditions), or, furthermore, if it consists of arbitrary Jordan curves, the construction of the Schwarz kernel given in [3] cannot be applied. In this case, it is necessary to start out with the general reproducing kernel for harmonic functions. Generally speaking, this kernel is the quotient of the derivatives of the harmonic measures. Such a kernel has often been used in the theory of harmonic functions (see [18] , [2] ). To make its conjugate function single-valued we follow the procedure given in [3] . As a result, we obtain the factorization representations for the classes N, N + and H p in arbitrary Jordan domains and for the classes E p in the domains with Jordan rectifiable boundaries.
The generalized Green kernel and the Green-Stieltjes integral in
finitely connected domains. Let G be a multiply-connected domain with the boundary Γ consisting of n disjoint Jordan curves y jm z 0 is a fixed point in G. ω(£,z,G) denotes the harmonic measure of the set E C Γ taken at the point z E G. Let dμ(ί~) be a finite real Baire measure on Γ. According to Koebe's theorem (see [9] ) there exists a function w = ψ(z) mapping G conformally onto the circular domain %. Note that ψ(z) is bijective and continuous up to the boundary Γ. Let z = φ(w) -ψ~\w). w 0 = ψ(z 0 ). Let g{z,ζ), g(w, t) be the Green functions in G and 9C, respectively.
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Consider the following function on % X d%:
where w E K, t E dK and d/dn t is the derivative in the direction of the inner normal at the point t. Then K(w, t) is harmonic as a function of w and continuous as a function of t. Note that the harmonic measure dω(E, w, %) is absolutely continuous with respect to Lebesuge measure ds on d%, i.e. Therefore, the function K(w, t) can also be defined as the Radon-Nikodym derivative at the point t of the measure (l/2π)dω(E, w, %) with respect to the measure dω(E, w 0 , %). Since harmonic measures are conformal invariants, then we can transfer the function K(w, t) into G as follows: Let z E G, ζ E Γ, ψ(f) = /, ψ(z) = w. Then we define
In other words, K(z, ξ) is the Radon-Nikodym derivative at the point ξ of the measure (l/2π)dω(E 9 z,G) with respect to the measure dω(E 9 z o ,G). Note that in our case this derivative turns out to be a continuous function of ξ. Also, (1.1) implies that K(z, ξ) is harmonic in G as a function of z.
Consider the function u(z) defined by
It is clear that the function u(z) is harmonic in G.
REMARK 1. Let dμ(t) be the measure on dK defined by μ(E) = μ(φ(E)) for all Baire sets E C dK. Then by (1.1) we have u(z) = [K(z 9 f) dμ(S) = ί K(w 9 t) dμ (t) = u(φ(z)).
We call the integrals (1.2) the GreenStieltjes integrals. We also call K(z,ζ)
If u(z) can be represented in the form (13) u
where/(f) E L\dω), then we shall call u(z) the Green-Lebesgue integral.
The following two theorems are well known (see [18, 2, 11] (1) I u(z) I has a harmonic majorant in G. Πm / Ji/lJω^^Zo^O^C^ +00.
/-»oo 3C
(6) In reality, the analyticity of d% implies that 3g(w, t)/dn t is harmonic in the neighborhood of dK and does not vanish in that neighborhood. Then setting Assume w -> t 0 inside a certain angle in %. Then from (1.6) and the classical Fatou theorem (see [8, 9, 15, 19] ) we obtain that u(w) -> r'(t 0 ). Since
dω~ dp dω~ dn t 
According to Theorem 1.3 we obtain from (1.7) that do is singular with respect to dω. Then, according to the De La Vallee-Poisson theorem, \dσ/dω\-oo a.e. with respect to do (see [21] ). In the proof of Theorem 1.3 we have actually shown that at each point where there exists dσ/dω, there always exists an asymptotic value of υ(z) equal to dσ/dω. So, a.e. with respect to dσ there exist asymptotic values of υ(z) equal to ±oo. This contradicts (1.7).
For the sake of completeness we state and prove the decomposition theorem for Green-Stieltjes integrals. A similar result for Green-Lebesgue integrals was proved in [11] .
The following lemma is known (see [12] , [14] ? be the same as in Lemma 1.1. According to Green's theorem applied to G\ we obtain
It is clear that the Uj(z),j= 1,... ,/ι, do not depend on /. Also, they are harmonic in G j9 respectively, except, maybe, at infinity (if oo E G ; ). In a neighborhood of oo we have
where 9w , .
and u'j(z) are harmonic at 00,7 = 1,...,«. Fix j. According to (1.9) and (1.10) there exists the constant M such that the inequality
, dω'j{E, z 0 , Gj) be the harmonic measures on 9(7' and ΘGy, respectively. Then, by Lemma 1.1, we have
Since u(z) is representable by the integral (1.2) in G, then applying p. 5 of Theorem 1.1 and estimates (1.11) and (1.12), we obtain
Then applying Theorem 1.1 again we obtain that each Uj(z) is representable by the integral (1.2) in Gy.
In §4 we will make use of the following. [20] for the unit disc. In [16] these classes were investigated in simply connected domains with rectifiable boundaries.
where dv x < 0. (3) =» (2). According to the Lebesgue decomposition, we have dv xf{ζ)dω + dv, where dv is singular. Since dv x < 0, then /(£) < 0 and dv < 0. Therefore, Let w(z) be a harmonic function in G and let v(z) be its conjugate. According to the Cauchy-Riemann equations and Green's formula the conditions for v(z) to be single-valued in G can be written in the following form:
. ,,n -1.
From now on we assume γ 1? ... 9 y n _ λ lie inside of y n . Let τfώ } ^,7 = 1,...,Λ -1.
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Here, ώ k is the conjugate function of ω k . As it is known (see [3] ), the matrix H^H/" 1 is symmetric and positive definite. Hence, det||7τ^y|| φ 0. Therefore, for any harmonic function u(z) in G there exist real numbers λ,,...,λ π _, such that the conjugate function of u(z) -Σ"~λ \jVj(z) is single-valued in G. Those λ,,...,λ II _ 1 are uniquely defined by u(z). By (2.2) and (2.3) it is also clear that λ j9 j = 1,... ,n -1, satisfy the following equations: 9 .. . 9 A n^x (ξ) are continuous functions of ξ. Setting <3>(z 9 ?) = i?(z, f) + iR(z, f), we complete the proof of (1).
(<${z,ξ)d<*(E,z Q ,G) = \.

Ύn (3) Iff(z) = w(z) + zt>(z) w ^ single-valued analytic function in G and u(z) is continuous in
(2) Let ΰ(ζ) be an arbitrary real-valued continuous function on Γ. Consider the following integrals: To prove the uniqueness of ^(z, ξ) 9 let us assume there exists another function ^(z, £) satisfying (1)- (3) . Take an arbitrary real-valued function ΰ{ξ) continuous on Γ. Define w, u λ and *% by (2.5), (2.6) and (2.7), respectively. According to (2) and (3), we have
for all z £ G. Since ΰ(ξ) was an arbitrary continuous function, we obtain (z, ζ) = ^{z, ζ). The proof is complete.
To compute Re ^(z, ζ) we have to introduce more notation. At first, let us consider the circular domain %. Let d%= U" =1 / y , and let co, be a harmonic measure of lj. We define the functions Sj(t) on as follows: 
ϋ(ζ)dω(E,z o ,G)=0
3. The generalized Blaschke products. In the following theorem we put together the necessary information (most of which is known) concerning zeroes of analytic functions. We keep the same notation as in § §1, 2. where Cj are certain constants. This implies that (2) <=> (3).
(2) <=> (4). Let us transfer everything into the circular domain %. Let gj(w, t) be the Green functions of % J9 j-l,...,/i, and w k -ψ(z Λ ). According to the invariance of Green's functions we have on d%. It is clear that there exists a constant M such that lω^w') -Vj(w")\< M\w' -w"\ for all w\ w" E %. From this and according to the fact that all ω y are invariant with respect to the conformal mappings, we obtain our statement. We note that in the last argument we only used the analyticity of d%. Therefore, if dG is analytic we obtain that (l)-(4) are equivalent to (5) .
Let flEC,β'GΓ. Following [3] we define the functions
In the same way as it has been done in [3] , one can show that the function (3.1) conformally maps G onto the unit disc with slits along circular arcs centered at the origin. Similarly, the function (3.2) conformally maps G onto the annulus with slits along circular arcs around the origin. The proof of the following theorem is almost the same as that for the corresponding result in [3] , so we omit it.
We recall that \\q Jk It is known (see [8-10, 15, 19] ) that ND N+D H p and ND E p for all p > 0. COROLLARY 
Iff(z) E N(G), then the Blaschke product corresponding to the zeroes off(z) converges.
4. Factorization theorems in finitely connected domains. Let G be an ^-connected Jordan domain. LEMMA 
Let f(z) E N(G), f(z) E N+(G) or /(z) E H p (G). Let
J τ
We omit the proof of this theorem since it can be obtained in the same way as the proofs of Theorems 4.1 and 4.2. The following theorem characterizes the Blaschke products (cf. [8, 9, 15, 19] ). On the other hand, let us assume (4.2) holds. Then /(z) G N+(G). Moreover, the integrals {/ Γ , | In |/| | dω} are uniformly absolute continuous with respect to the harmonic measure. Hence, according to Theorem 1.2, ln|/(z)| is representable by the Green-Lebesgue integral. Therefore, the measure dμ in (4.1) is absolutely continuous with respect to dω. Moreover, on each y k we have In \f(ξ) |= C k a.e. From this and from Theorem 2.1 (2) Let us now study the factorization problem for the classes E p . Let G be a ^-connected domain with the rectifiable Jordan boundary Γ. Hence, we can talk about ordinary angular boundary values. Moreover, in that case the singularity with respect to the harmonic measure and the singularity with respect to the Lebesgue measure ds on T are equivalent. Proof. Since G G S, ^(G) CiV + (G) for all /? > 0 (see [10] ). So our theorem follows immediately from the Polubarinova-Kochina theorem in [10] .
To investigate the case G £ S we first recall the following generalization of the Keldysh-Lavrentjev theorem for multiply-connected domains proved in [10].
(4.3) f(z) E E p (G) ~f(z)/WU) e H p (G).
The following lemma is known (see [10] ). We omit a proof of the sufficiency since it is the same as in Theorems 4.1-4.3. COROLLARY 
Π 0<p<oo E p (G) CN+(G).
Proof, Let/(z) E Π 0</7<oo £' ;7 (G). Then according to Theorem 4.6 the singular part dv of the measure dμ in the representation (4.1) for/satisfies the inequality dv < (\/p)dv 0 for all/? > 0. Letting/) tend to oo and using Theorem 4.2 we complete the proof.
REMARK. From the results in [13] it is seen that the modulus of the boundary values and the singular measure are really the parameters of the corresponding classes JV, N + , H p and E p .
