We detail an approach to planning effective verbal feedback during pairwise human-robot task collaboration. The approach is motivated by social science literature as well as existing work in robotics and is applicable to a variety of task scenarios. It consists of a dynamic, synthetic task implemented in an augmented reality environment. The result is combined robot task control and speech production, allowing the robot to actively participate and communicate with its teammate. A user study was conducted to experimentally validate the efficacy of the approach on a task in which a single user collaborates with an autonomous robot. The results demonstrate that the approach is capable of improving both objective measures of team performance and the user's subjective evaluation of both the task and the robot as a teammate.
INTRODUCTION
Robots are becoming increasingly competent at performing tasks such as navigation and manipulation in real-world human environments including homes, offices, and other settings where they are around people. This expanded range of capabilities makes possible many scenarios in which robots not only take action around people but also collaborate with them to accomplish a task together. In a home environment a robot might help a person clean up a messy room, in the office a robot could help to rearrange furniture, and in a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. manufacturing setting a robot might help assemble a product. These collaborative scenarios present a number of challenges; not only must the robot avoid physical collision with the human, it must also be a productive part of the collaboration accounting for the human's activity when deciding what to do next, and providing a means for the human to understand and control its behavior.
In this paper we consider the problem of coordinating social communication during the course of a pairwise humanrobot task collaboration. Effective feedback is important in these scenarios since it has a direct impact on the situational awareness of the robot's collaborator. We present a general methodology allowing a robot to produce social communication (currently speech), to efficiently and intelligently allocate roles during a task collaboration. The primary goal of the method is to support the user's natural collaboration modalities and preferences and ensure applicability across many typical human-robot task collaboration scenarios. The approach generates three types of situated verbalizations aimed at providing useful information to a teammate in co-located joint activities. To make the approach generalize across many task settings, we base it on existing task formulations from multi-robot systems. Unlike existing work in human-robot collaboration, it does not rely on a specific conversational structure such as turn-taking, allowing for it to be used in dynamic tasks. We hypothesize that providing feedback in the form of coordinating social communication will lead to improved team performance and subjective evaluation of the task itself by users and also allow the robot to provide guidance for the user's behavior.
The rest of the paper is organized as follows. First, we provide some background information on human-human and human-robot collaboration and related existing work. Next, we provide an overview of the communication planning approach and detail the three types of verbalizations used by the robot. Next, the details of an initial specific task to which we have applied the communication planning approach is presented. Finally, an experimental validation of the approach in this task setting is presented as an initial proof of concept, demonstrating improved performance and subjective evaluation when people work with the communicating robot.
BACKGROUND
We present a brief review of relevant literature from the social sciences about human collaboration, as well as from human-computer and human-robot interaction as relates to this work.
People have a natural ability to collaborate comprised of a complex series of behaviors that attributes agency to the people and things around them. We recognize our collaborator's actions using visual observation via the mirror neuron system [16] and theorize about the mental models of others including their beliefs, desires, and intentions [12] . Finally, we issue a variety of implicit and explicit social cues aimed at helping others understand their own actions [10, 2] . Many of these processes, with the exception perhaps of strategic planning, occur automatically without conscious thought on our part and are active even when the person is collaborating with a robot. Additionally, people rely heavily on speech for coordination. Robots that collaborate with people should take advantage of the capabilities of their human counterparts by providing appropriate signaling to improve their partner's efficiency. By enabling a robot to produce human-like communication during a task, this work aims to support effective coordination between people and robots without requiring users to be trained how to use the robot beforehand.
Relevant prior research on human-machine collaboration includes an extensive body of work on top-down deliberative approaches for modeling and constructing shared plans for collaboration [6, 18] . There has also been extensive work on intent recognition relying on perspective taking or Theory of Mind-inspired models to allow a robot to recognize a person's intentional behavior through observation [4] , as well as to recognize and generate intentional face-to-face meeting initiation behavior [9] , and to recognize helping and hindering social behavior via an MDP formalization utilizing inverse planning [21] . Other relevant work demonstrated robot learning of simple tasks through human tutelage and effective collaboration via turn-taking or biased pre-emptive action [1, 8] . Task scheduling systems have been developed to change the task planning of a robot teammate in response to actions taken by a human teammate [17, 22] . Another area of research has focused on identifying and evaluating promising coordination behaviors, particularly eye gaze cues [14] , implicit and explicit verbal communication [20] , and legible path planning [5] . There is also relevant work in learning demonstration on methods for teaching and instructing robots including collaborative settings [11, 3] .
This prior work has demonstrated that robots that account for the actions of their collaborators when deciding what to do are preferred and perceived as more intelligent [17] and that anticipatory action can play an important role in increasing team fluency [8] . Other work has treated the collaborative process as a dialog, supporting verbal turntaking and sub-task assignment [1] . Speech has been demonstrated to be an effective input modality for commanding a robot [17, 11] .
APPROACH
Our task control and communication approach consists of three components: 1) the task control system, 2) the human activity model and recognizer, and 3) the communication planner and executive. Planning with a human partner in the environment is distinct from planning in multi-robot scenarios mainly in how communication takes place between teammates. Similarly, there are existing approaches to segmenting, recognizing, and modeling human activity in various contexts. We have developed a simplified methodology to serve these purposes in our experimental task, although this work could be integrated with and perhaps improved by state-of-the-art recognition and task planning systems. The main contribution of this paper is in the area of planning and execution of communication actions during collaborative task execution in HRI.
Task Formulation
We formulate the coordination problem in two parts, as follows. First, the robot represents the task as an MDP to plan its actions in the presence of noise. We define a Markov decision process (MDP) for the task M = S, A, T, R, where S is the finite state of the environment, A is the set of task actions the robot can execute, T is a function giving a probability distribution over states for executing a given action in a given state, and R is a reward for each state. We assume that the robot can perform the task and has a policy π(s) = a that allows it to perform the task. In this case, the transition function captures the robot's uncertainty due to environmental sources, such as sensor or motor noise, and also due to changes the human collaborator might make in the environment. This formulation has been successfully used previously in human-robot collaboration [15] to coordinate the task-actions of the robot without any communicative feedback. In the future, we would like to investigate the use of multiagent policies with joint action mapping for both agents to further improve the robot's feedback.
Role-Based Activity Model
In addition to ensuring that the robot can jointly perform the task in the presence of a human partner, we want the robot to provide verbal feedback to its partner. We focus on communicating intended action via the mechanism of roles. People use explicit and implicit roles in team activity and other organized behavior. For example, if a group of people is tasked with assembling a wooden box, they might assign a sawing role, a hammering role, and a painting role that different people assume during the course of the activity. Interestingly, we could find no well-defined, formal definition of roles or how to partition a given activity into a set of roles [19] . In our pilot experiments we determined that people tended to assign others roles associated with common work objects and locations, although some of these consisted of multiple discrete activities.
In the evaluation task, described later, the act of herding a sheep (finding a stray sheep, collecting it, and bringing it to the pen) was commonly grouped into a single activity or role ("go herd sheep"). To capture these properties we model roles using a set of assignable policies, Π = π1, π2, .... This set of policies is domain-dependent and not assumed to be optimal or otherwise sufficient, on its own, for solving the task. Rather, the policies in the set are a means of quantifying each agent's likely behavior over the course of the task, and of grouping similar actions according to the roles people typically assign in that type of task. If the robot and the person have differing capabilities, the set of possible policies for each may be different. For example, if the robot cannot perform all of the actions the person can, the robot activity model may consist of a subset of Π. In the following explanation we will assume that the robot and person can both perform all of the task actions and thus that the robot policy set, Π robot is identical to that of the person, Πuser. We maintain a distribution, D, over Π, based on the likelihood that the user is executing each policy and updated by observing state transitions over time, inferring user actions, and reweighting policies that agree.
To accurately infer the role, r ∈ Π, that best describes the user's action selection preferences, we assume we have access to some means of action recognition. Specifically, we want to know when an agent (person or robot) takes an action a ∈ A at time t. Human action segmentation and recognition is a challenging open problem with relevant existing work from computer vision [7] . We have written a heuristic action recognition system that makes use of a factored representation of the state of the task as a set of discrete random variables, S = {X1, X2, X3, ...Xn}. In order to execute its policy in a fully observable environment, the robot must take sensor input and determine the value of each random variable so that it can determine the current state. Given this capability, we observe that some of the Xi can be directly associated with actions that the agents can take, while others are consequences of the environment. For example, if a switch must be pressed during the course of a task, then we might have an action a ∈ A task called F lipSwitch and an associated random variable X switch = Of f, On , describing the state of the switch. In our heuristic action recognition system, we determine the subset of X recognizable ⊆ {X1, X2, X3, ...Xn} that are associated with state changes that are attributable only to the person or the robot. On each update, if the current inferred value of one of these variables is not equal to its previous value,
, we assume that one of the agents made the change. To determine which agent, we select the agent closest to the object at that point in time.
This heuristic method works well in simple scenarios with straightforward mechanics, when the sets of random variables are carefully selected, but does not transfer well to all spatiotemporal actions that a person and robot might undertake. The overall system could benefit from integration with a more principled state of the art action recognition method; this is beyond the scope of this paper.
Given the stream of recognized actions, the system next attempts to recognize the role the user is employing at the current time. This process is detailed in Algorithm 1. We first discard all recognized actions as being taken by the robot, leaving only the person's actions. For each arec ∈ A task , we perform a Bayesian update of a multinomial distribution over the set of role policies, p(R = ri|A = arec) = α * p(A = arec|R = ri) * p(R = ri). The likelihood of the action being taken given a certain role ri is selected based on whether the policy would have executed the action in the previous state, with a specified weight, as follows:
After normalization, the inferred user role is selected by πuser = argmaxrp(r|arec). This estimate of the user's role is thus based on their action selections at previous times during the task and is dependent on individual actions taking around the same amount of time. If this is not the case, the likelihood of the action given the role could be expanded to include more than one past state, with an appropriate discount factor. In our validation, the system maintains a multinomial distribution over the set of user roles based on the likelihood that the user is executing each policy. On each update, policies are reweighted based on their agreement or disagreement with the recognized action.
Algorithm 1 User role recognition algorithm
Require: Recognized human action arec ∈ A task , previous state sprev ∈ S task for all roles r = {π1...πn} do if r(sprev) = arec then p(r|arec) = 0.95 else p(r|arec) = 0.05 end if pr ← pr * p(r|arec) end for return arg max r p(r)
PLANNING ROBOT FEEDBACK
Based on this recognized action and the robot's own policy, three types of verbal feedback are generated: self-narrative, role-allocative, and empathetic. A wide range of verbal communication could be produced to improve team coordination. These feedback types were selected as they provide a balance of information to the person about what the robot is doing and what the robot expects them to do. We further validated this selection by conducting a pilot study in which pairs of people performed a task. Based on their transcribed verbalizations, these three types of communication were widely used across different teams and are wellsupported by our task model. Additional types of communication, such as providing key bits of salient information, which could occur at varying levels of granularity, as well as qualitative commentary about aspects of the task environment were also used by people but are not supported by the communication model.
Self-Narrative Feedback
The simplest form of feedback to produce is self-narrative feedback, where the robot tells the user what it is going to do, e.g., "I'll take care of X". We define a communicative intent for each policy available to the robot, Cnarrative = RobotDoing ri , ∀ri ∈ Π, and select a single active communicative intent based on the role the robot is executing. To convey these communicative intents to the person, the robot has two options. It could say a phrase indicating its role assignment, i.e., telling a user what role it will execute during the task, or it could implicitly communicate its role assignment by providing feedback about which actions it is executing at a given point in time, leaving the person to infer the robot's role (policy) from this sequence of action selections. The former case requires a mapping of roles to a set of verbal feedback phrases, V , that refer to the correct role, f narrate−role : Π robot → V , while the latter case requires a mapping of every action to one or more verbal feedback phrases fnarrate−actions : A task → V . Ideally, V will contain multiple options for each policy or action so that the robot does not use the same redundant phrasing, which could lead to it being perceived as less intelligent, an issue to be avoided in HRI.
Role-allocative Feedback
To generate role-allocative feedback for the user, such as "you handle X", the expected next action of the user given by our recognized policy πuser is compared to the robot's next action as given by the robot's policy, π robot . This comparison is dependent on the type of model employed. If we have access to only a single-agent model of the task, like a typical MDP, we have no specific information about the value of joint action allocation about the best allocation for each agent. Therefore, we have developed a role-allocation method using a single-agent task that specifies a user's role based on the principle of avoiding conflicting action. We assume a list of discrete actions in A task that would conflict if executed by the robot and person at the same time. Given the policies of each agent, we check to see if they are expected to execute the same action given the current state. If this action is in the set of conflicting actions, we suggest an alternate role from Π roles for the user to do that is not conflicting, as detailed in Algorithm 2.
This results in a communicative intent that assigns the user to a given role, C role−allocative = P ersonRole ri , ∀ri ∈ Π roles . The phrases for role-allocative feedback have similar requirements to those in the narrative feedback case. Specifically, we require a function mapping roles (or alternatively actions) to a set of verbal feedback phrases that the robot can say f role−allocative : Π → V . It should be noted that, at this step, the robot could proactively perform the better action instead of recommending that the user do it. For our initial experiments, we do not consider this option, but assume the robot's policy is stationary.
Empathetic Feedback
Finally, to generate empathetic feedback, we monitor for specific state transitions in the task model. When a transition occurs that has been marked as requiring empathetic feedback, we generate an appropriate communicative intent in the form of either a positive or negative expression (e.g., "Oh no" or "Great"). Our current approach maps specific transitions to communicative intents, e.g., f (s, sprev) = c ∈ C empathetic . By mapping specific state transitions to instance of empathetic feedback, these may also include more specific expressions of empathy, such as a description of what exactly went right or wrong. A general approach to providing empathetic feedback consists of monitoring the value of states over time and responding to large changes in value with a threshold for value changes that matches people's policies for producing empathetic feedback. When a 
large value change is detected, the robot can offer the generalized positive or negative empathy response as described above. In this approach, the threshold specified is domaindependent, although it could be estimated by observing peoples' use of empathetic verbal cues during human-human or human-robot task performance. Additionally, more specific feedback may lead people to ascribe greater intelligence to the robot as it identifies why something went wrong, for instance leading people to conclude the robot has a higherlevel understanding of the task than it does.
Communication Executive
To avoid repetitive speech, appropriate phrases for each type of verbal feedback were determined by having people perform the task in a small pilot experiment. For each action, we stored a set of phrases and randomly selected one phrase when executing the communication. We used baseline phrases as collected from the pilot study, with no attempt to make them more or less polite. The phrases, stored as text strings, are passed to a text-to-speech engine and played in real-time during the task as triggered by the communication planning system. A simple speech executive node was developed to allow multiplexing the various types of communicative feedback without interrupting individual phrases. In future work, we will investigate adapting the types of feedback and phrases spoken in response adherence and performance metrics, allowing for more personalized feedback for individual users.
EVALUATION
To test a system for planning coordinating communication in the context of human-robot task scenarios, the first requirement is a robot and accompanying low-level control systems that can reliably perform tasks in an environment co-located with a person. Manipulation of real objects is a challenging problem, and existing off-the-shelf software for performing manipulation tasks is typically slow and requires tuning for specific environmental factors. Additionally, since the robot must monitor its teammate's activity, doing a task that involves real object manipulation also presents difficulties in perceiving the person. To overcome these challenges, we developed a task simulation engine and implemented a task to be performed by two-agent teams.
The task simulator models the behavior of multiple virtual agents and objects over time. The agents are projected onto the floor via an overhead projection system. The system tracks people using environmental sensing and localizes the robot using on-board sensing in the shared space. By updating the simulated positions of agents and objects, robots and people in the room are able to interact with the virtual world by navigating around the room and positioning themselves on top of the virtual objects. The virtual objects are projected on the floor of the room with multiple calibrated projectors and people are tracked with Microsoft Kinects RGB-D sensors using point cloud processing and an unscented Kalman filter. Due to the size of the room and difficulty of fusing the output of multiple skeletal pose estimates, the robot is assumed to only have the (x, y) position of the person in the room. The robot used in this scenario is the Pioneer 2AT ( Figure 3) ; it was selected due to its effective navigation of the environment using an on-board Hokuyo laser rangefinder for localization as well as its small size, which reduces the possibility of harm in an accidental collision.
Synthetic Collaborative Task
This experimental setup has several advantages for conducting tasks compared with using physical objects and/or confederate experimenters. First, it allows for many repeatable, dynamic agents that move autonomously in a directed or pseudo-random manner. It also allows for calibrating the velocity, shape, and behavior dynamics of the simulated agents to make a given task easier or more difficult as desired. Finally, since it does not depend on physical objects, several different tasks can be conducted quickly by switching the task controller. The simulator abstracts away physical tasks that are not the focus of this research, such as object manipulation, allowing us to focus on collaborative behavior. This is consistent with the notion of research tasks described by [13] as a systematic abstraction of a real-world task. Despite this abstraction, we are able to preserve some of the complexity of real-world environments, such as partial observability, noise, and occlusion by augmenting or filtering the robot's sensor data. This represents a reasonable tradeoff of environmental realism for repeatable HRI experiments, tunable task difficulty, and expanded task possibilities. In future work we plan on applying the approach in a real-world environment outside of the task simulator.
Pseudo-herding Task
The task scenario implemented for evaluation in the augmented reality environment was a pseudo-herding task featuring a group of sheep that appear from the boundary of the room over time with a specified arrival rate. The sheep move about exhibiting Brownian motion with simple avoidance rules and must be collected and brought to a central holding pen. Only one sheep can be collected by an agent at a time, hence it is pseudo-herding. To collect a sheep, the agent must move to a position overlapping the sheep. People are shown their tracked location by projecting a ring around the last tracked position. After a sheep is collected, it follows the person until it is dragged inside the circular pen, at which point it stays inside.
In addition to the pen, there are two timed game-play elements: a lock and a light. When the lock timer reaches zero, the pen becomes unlocked and any captured sheep es- cape and begin to wander again, effectively reverting any progress made. When the light timer reaches zero, the visibility of the projection is modified to simulate lights going out in the room. This prevents users from easily finding wandering sheep. The timer elements are rendered with a progress bar and color change to clearly indicate when they are about to expire. The task has a number of interesting properties, such as dynamic moving objects; it is divisible and loosely-coupled, supporting different completion strategies. The goal of the game, as introduced to participants, is to collect all the sheep into the pen area as quickly as possible, requiring maintenance of the lock and light elements.
Application of Verbal Feedback Approach
Applying the approach to the pseudo-herding task required the development of the task model, robot policies, person policies, and verbal phrases specific to the herding task. The state is comprised of a set of independent random variables S = {X lock , X light , X has−sheep }. For the herding task we define a relatively simple state space consisting of three features X lock = {high, low, unlocked}, X light = {high, low, off }, and X has−sheep = {true, f alse}. Because navigation is used as a proxy for manipulation in the augmented reality task environment, we define a navigation action for the robot to activate each of the work items (lock, light, and pen). Since all the sheep are equally valuable, we define a single navigation action for sheep retrieval in which the robot collects the nearest sheep. Thus the possible actions are GotoLock, GotoLight, GotoP en, CollectSheep. The robot's task behavior during the task consists of a set of policies mapping states to action Π : s ← a. Note that in the augmented reality environment the robot and person have the same capability and thus share the same action set, A = A robot = Auser.
To apply the proposed communication approach, we first seek to define a set of policies that covers the set of roles that a team of people might define to complete the task. Fitting with our assumption that roles are correlated with distinct work objects we have defined roles associated with each work object as well as their possible pairwise combinations: Π = (π lock , π light , π sheep , π lock−light , π lock−sheep , π light−sheep ). In single object policies, the action in every state is the navigation action associated with the object, i.e., ∀s ∈ S, π lock (s) = GotoLock. For policies with multiple objects, action preferences are given by the following object priorities lock > light > sheep, thus the π light−sheep policy will make the robot go to the light if it has turned off, otherwise it will collect sheep and take them back to the pen. No three-object roles were defined since those would consist of a single agent trying to do all parts of the task. This set of policies is used to both control the robot and to model the person's behavior as they have equal capability in this case.
The mapping of roles to policies, as well as the phrases used by the robot, were informed by a pilot experiment in which two people performed the task together, where we found people roughly partitioning the two timed elements and sharing the duty of collecting sheep. For the robot's speech, selected transcribed phrases and used Google Speech API for the robot's voice. Since there are three possible speech channels, a multiplexing and queuing system was implemented to prevent a type of verbal feedback from interrupting the one already playing. This was sufficient for realizing the verbal feedback as each type of phrase is short in duration and only generated periodically when the task state or user model changes. This system selected randomly among all possible alternatives for the particular feedback type (e.g., one of several ways of the robot saying it is going to go trigger the lock) in order to prevent repeated phrasing.
STUDY DESIGN
Although the method presented for generating coordinating verbal communication is designed to be applicable in a wide range of task settings, we present the following user study as an initial proof of concept designed to evaluate the approach in a co-located human-robot task collaboration as compared to a non-communicating robot. The approach was evaluated by measuring the time to complete the pseudo-herding task in the augmented reality environment as well as collecting subjective measures of the robot's performance via surveys. The communicating robot was implemented as described above and compared to a control, a non-communicating robot, i.e., a robot that performed the task in an identical manner without issuing any verbal feedback. This control was selected since few existing methods for high-level task planning integrate human feedback, making a task-only robot a likely scenario.
A within-subjects experiment was conducted, in which each participant performed the task twice, once with the communicating robot, and once with the non-communicating one, with order of presentation counterbalanced across subjects. A within-subjects design was selected since the overall interaction is quite short (usually about 2-5 minutes) and our pilot experiments found the times to finish the task varied a great deal among people. Also, since the task is unfamiliar to all users due to its unique setup, there is the potential for each person to learn the nuances of the task over time, and improve performance. Participants watched an experimenter explain and perform each of the task elements, including: herding a sheep and triggering the lock and light. Participants were told that the goal of the game was to herd all of the sheep as quickly as possible. The random seeds used to generate the sheep behavior were initialized identically for each participant to keep the simulated sheep behavior as consistent as possible between runs. The task simulator was configured with 12 sheep. The speeds of the sheep and timing of the lock and light elements were tested in a pilot experiment. The task thus calibrated was possible but somewhat challenging for a single person to perform alone. The static robot policy used for the task was favored light-and sheep-collection, resulting in the robot's first priority being turning on the light and collecting and returning sheep to the pen area while the light is on. The robot's task behavior was identical for each condition with the on-board speakers either enabled or disabled for the talking and silent robots, respectively.
Data Collected
Data collected include a record of the underlying task simulator state, the tracked locations of the agents (people, robot, sheep and virtual objects), an audio recording of each person from a wireless headset microphone, and video of the interaction from overhead and side-view cameras. After completion of the task participants were asked to take a survey asking demographic questions as well as a series of 27 questions about the robot as a teammate, rated on a 7-point Likert scale from "strongly agree" to "strongly disagree".
Participants
A total of sixteen participants (5 female, 11 male) were recruited from campus sources. Participants' ages ranged from 17-29, with a mean of 21. Most had completed at least some undergraduate college education. One participant was an outlier, not able to complete the task due to a misunderstanding of the rules; this participant's data were discarded.
Hypotheses and Outcome Measures
The following hypotheses were formulated: Hypothesis 1: Participants will prefer the communicating robot and consider it a better teammate. Hypothesis 2: The communicating robot will improve team task performance.
RESULTS
For the objective results, the time to complete the task to the nearest second was recorded for each trial by watching the recorded video, marking the start of the task as signaled by the experimenter, and the end as noted by the freezing of the projected display upon retrieval of the final sheep. Trials with the communicating robot were completed on average 17 seconds faster (M = 100.5 s, SD = 21 s) than the ones with the non-communicating robot (M = 117.6 s, SD = 40 s), p < 0.03. As our conditions were repeated within subjects, we then performed a post hoc analysis by fitting a linear mixed effects regression and comparing to a baseline single mean model. In comparing the two models, we find incorporating the communication factor has a significant impact on the duration (p<0.04), confirming Hypothesis 2.
In the pseudo-herding task, in the quantifiable terms of state value, the biggest mistake that can be made is to let the timed lock lapse, releasing all collected sheep and forcing the team to start over. We intentionally selected a static robot policy in which the lock was ignored by the robot, requiring the participant to manage it instead. Across all 30 trials, the lock was allowed to lapse in 2 of 15 trials in each condition. Because these costly errors were roughly evenly distributed across conditions and were relatively rare with (M = 0.4, SD = 1.1), it is unlikely that the objective performance improvements are due to an avoidance of mistakes; it is more likely due to the clarification of responsibilities provided by the verbal feedback and minimizing the user's context switching between lock and light ( Figure 4) .
Distinguishing the impact of each type of feedback is challenging as they are issued while the robot and the person are moving about the room, making subtle effects difficult to discern from planned, task-directed actions. The most common feedback issued was self-narrative as the robot narrated its actions whenever they differed from what it was doing previously. Since the role-allocative feedback is very specific, with post hoc analysis we can compare the robot's suggested action with the action ultimately undertaken by the person. Over the course of the 15 trials in which the robot used verbal communication, and therefore was capable of assigning roles, the robot made a total of 12 role-allocation suggestions to users. To assess users' adherence to the robot's requests, we assessed whether a matching action for the participant was recognized within a short time interval. In total, participants adhered to all 12 requests within 10 seconds and often much faster. This adherence rate is likely due to the low cost of completing the robot's requests as well as the novelty of the interaction. Still, anecdotally, there are multiple instances of participants abandoning a prior plan and altering course in response to the robot's suggestion.
The low overall number of role-allocation suggestions is likely due to most participants allowing the robot to take full responsibility for the light. Also, since the robot attempts to track the person's active policy using a stream of recognized actions (currently from the task simulation), it only accounts for completed actions when determining the user's most likely policy. This has the effect of ignoring additional information provided by the person's trajectory, i.e., motion in the direction of a given object, and relies on the user reaching a steady state of task performance where they perform the same types of actions repeatedly. Anecdotally the refresh rate of the various communication models often appears to result in a narrative phrase and role-allocative The talking robot was a better teammate than the silent robot. 5 1.4
The task was more fun with the robot than if I had done it alone. 5.4 0.8
The talking robot was more fun. phrase happening immediately after one another, such as "I'll go get the light. Can you take care of the lock?", often resulting in the user expressing agreement. The survey data reveal that all but two people agreed that the talking robot was a better teammate (see Table 1 for a summary). The communicating robot had similarly high scores for being more fun and for its verbal feedback making sense during the interaction. Questions asking how participants adjusted their behavior in response to the communicating robot are less consistently agreed with, perhaps due to people taking credit for their own actions and the team's success or failure.
CONCLUSION
In this paper we presented an approach for robot production of social communication during human-robot task collaboration to improve in situ decision-making and team performance. The problem of generating communication from a robot to a human teammate for the purposes of coordinating joint activity is formulated as a planning problem compatible with a class of pairwise, loosely-coupled tasks and supporting the notion of role assignment common to many human collaboration scenarios. An approach was developed integrating recognition of a person's intentional role-driven behavior using spatiotemporal information with planning of the robot's verbal feedback using a Markov decision process representation of the task environment. The approach uses sets of policies to capture the action selection preferences for different roles and to reason about the compatibility of the robot's planned actions with the inferred action of a human teammate. A validation in a synthetic task environment with an autonomous robot collaborating with a single person was conducted as a proof-of-concept, in which the communicating robot was shown to significantly improve the task completion time of the team.
In future work we plan several enhancements to the communication planning approach and a series of additional validations aimed at determining the generalizability of the approach to different task settings. Further evaluations will be conducted including implementation in a real-world service robot task environment with actual, as opposed to simu-lated, object manipulation. This will require extension to partially-observable environments and human activity monitoring with actual objects. We also plan on using a humanoid to allow for co-verbal gestures to augment the existing verbal feedback. Another enhancement includes investigating methods for adapting and personalizing the robot's task and communication preferences to individual users based on their own verbal feedback as well as their adherence to the robot's requests. Additionally, as the communication planning system requires a set of policies and associated speech actions to function properly, we will be examining methods for automatically segmenting these roles, and associated verbal and visual references, from human demonstrations.
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