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Sïgni1t11res- dfgftBles lntrpdvct f Pn . 
CnaP-itre 1 Introduction 
Le problème posé par l'imolémentetion de signatures digitales, -en vue de 
rernplacer les systemes de communications d'eff aires ectuels pcr des 
systèrnes de téléprocessing, ne peut être résolu que perdes techniques 
cryptographiques. 
La cryptogreohie est l'étude des solutions mathémctiques permettent de 
résoudre deux sortes de problèmes de sécurité : celui de le préservetion de 
l a conf identielité des communications et celui de l'euthentificction des 
messages échangés et/ ou du correspondent. 
La préser-,otion de la confidenticlité impltque le mise en plece d'un 
système empêchent des i ndi vi dus non eutori sés de comprendre 
l'infonr16tion échangée entre deux correspondents sur un moyen de 
transmission public. 
L'authentification des messages empêche l'lnjection non cutorisée 
d'inf ormetlon sur un moyen de transmission public, essurant cinsi le 
destinataire de la Donne pro1.1enence du message. Le propriété de pouYoir 
1: ertH1er un message et identifier son expéditeur pourreit être utilisée 
comme substitut digital aux signatures manuscrites. 
Pour implémenter un système d'cuthentificetion, il est nécessaire de se 
baser sur des elgorithmes de cryptographie, qu'ils soient o clé publique ou 
~ clé secrète. 
Les criar,itres 2 et 3 introduiront 1 es e 1 gori thmes de cryptogrephi e utilisés 
pour irnr,lémenter des signatures digitales. 
Le chapitre 4 traitera des sionetures proprement dites, en donnant la 
définition des différents types de signetures et les diverses méthodes de 
réalisation. L'importance que prennent les algorithmes de cryptographie 
dans ces méthodes, conduit â rechercher pour ceux-ci des améliorations 
notabl es en temps d'éxécution. 
Les chapitres 5 et 6 définiront des optimisetions è effectuer sur les 
algorithmes de cryptographie pour obtenir des implémentations efficeces 
de si gnat.ures di gite les. 
Le cheoH.re 7 étudiero un problème de sécurité relatif aux signatures 
ûigHe1es : celui des S!JStèrnes électroniques de trensf ert de fonds et plus 





Signetvres- digitBles- lntroduct ion 
Le chapitre 8 décnre les méthodes d'implémentetion choisies et les tebles 
de tests indiquent les résultets obtenus. 
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S/gn8t 11res digit ~les 
Cho pitre 2 A 1 gori thme â ç 1 é secrète 
2. 1 1 ntroduct ion 
Algorithme d clé secréte 
Les systèmes â clé secrète sont historiquement les plus enciens puisqu'on 
en retrouve trece dans l'AntiQuité. · 
L'expéditeur possède un texte en cleir 11, Qu'il désire foire pervenir de 
man1ére confidentielle eu destinataire. Pour empêcher tout adYerseire de 
connaître le contenu de 11, l'expéditeur opère sur 11 une tronsformotion 
inversible Ek, ayant pour but de produire un texte chiffré ou cryptogramme 
C = Ek(H). Le peremètre k, eppelé la clé, est transmis eu destinataire via 
une ll gne de communication sûre (cette ligne ne peut être utilisée pour 
transmettre M pour des raisons de cepacité, de rapidité ou de coût). Comme 
ie destinataire connait k, il peut déchiffrer C en calculant Dk(C) pour 
otrten1r ainsi le texte original du message. L'edYerseire ne conneissent pes 













Ftgure 2, l Scr,éma général d'échange de messages par système â clé 
secrète 
Lin système cryptographique à clé secrète est donc un -ensemble {Ek} de 
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'4/garfthme ti clé secritte 
transfom1ot1ons inversibles E1c: {t1} -> {C} d'un ensemble {t1} de messcges 
en cleir vers un ensemble {C} de messeges chiffrés. Le clé le est choisie 
oans un ensemble fini He} de clés. 
Le but è etteindre l orsqu·on crée un cryptosystème Et est de rendre les 
opérations de chiffrement et de déchiffrement peu coûteuses tout en 
s·assurant que toute tentative de l'adversaire pour comprendre le texte 
chiffré serait trop complexe (en temps ou en nombre d'instructions 





2.2 Dato Encryption Stendenl 
2.2.1 Introduction 
A/qarithme d clé set::rète 
.., 
Reconnei ssfmt 1 e be soi rr urgent ~e prote et ion des données ou sein du 
gouvernement américain et des entreprises privées, et percevant le f oit 
oue seuls le chiffrement et l'authentification étoient des moyens Yiebles 
oour protéger 1 es communi cet ions et 1 es banques de données, 1 e Nat i one 1 
Bureou of Stenderds (NBS) encouregee le créction de données 
inf ormatiQues. 
Pour le NBS, un algorithme occeptoble de•,cit ou moins présenter les 
qualités su1vtmtes : 
- être complètement spécifié et non cmbigü. 
- fournir un niveau de protection colculoble qui pourroit être exprimé 
en temps nécessaire pour découvrir lei clé en ne connaissant que le 
texte chiffré ou Que des morceoux de texte en cloir et le texte 
chiffré. 
- evoir une méthode de protection bosée uniquement sur le secret de lfl 
clé. 
- ne pas varier suivant les utiliseteurs. 
c· est ainsi que 1 e 6 août 197 4, 1 Bt1 présente un e 1 gori thme remplissent ces 
diverses conditions. Cet algorithme clleit devenir le bcse· du futur DES. 
Le DES est également un stendord ANSI, oppelé DEA (Doto Encryption 
Algorithm) et est utilisé dans des applications industrielles. Depuis peu, il 
es t devenu un standard ISO sous le nom de DEA 1. 
- Q -..,. 
1 1 
S/g11et11res dlgf IB/es Algorithme d clé secréte 
1) Schémfl général de fonctionnement 
Le DES reçoit en entrée 64 bits ( le messoge en cleir sere donc découpé en 
blocs de 64 bits ) et fournit en sortie des blocs de 64 bits ( pas d'expansion 
du contenu du message). 
Dans la phase de permutation initiale, on réordonne simplement les bits en 
entrée selon une table de permutetion : le premier bit devient le 4c,ème ,le 
second de•.,i errt 1 e 5ème, ... (voir annexe 1. 1 ). 
On effectue ensu1te la phase de chiffrement proprement dite. 
On termine finalement par une permutation Qui sera l'inverse de la 
permutation inHiale (voir annexe 1.2). 
Figure 2.2 Diagramme général 
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2} Schémas détaillés 
a} Phose de chiffrement 
On divise les 64 bits en deux groupes de 32 bits eppelés R0 et L0. K 1 
sere une sous-clé générée directement è partir de la clé de 
chiffrement. On utilise une fonction f dont les paremètres d'entrée 
sont R0 et K 1. Le résultat de cette fonction sera ajouté modulo ,2 à 
L0. on permute ensuite les registres R0 et L0. Lo • f(R0#K 1) 
devient R 1 et R0 devient L 1. Cela termine une itérotion. On répète 16 
fois ropêration cons,stent è additionner modulo 2 le contenu du 
registre geuche ayec f(R1#K1+ 1) et swapper les registres gauches et 
droits de manière è obtenir une indépendance complète entre les 64 
bits de. texte c 1 air et les 64 bits de texte chiffré. 
3:2-BfT LO 32-BIT RO 
Kt 
f (FW_,K l) 
LI Rl 
K2 
f (F. 1,K:2) 




L IS R15 
j K16 
j 




Figure 2.3 Diagromme de chiffrement 
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Algorithme d clé secrite 
1:1) Génération des sous-clés K 1, K2, K_3, ... , K 16 è pertir de le clé 
ptincipele 
On ne considère Que 56 bits sur les 64 que compte lfl clé principflle, 
les 8 autres bits seront utilisés comme. bits de parité. La première 
transf ormet ion eppliQuée sur ces 56 bits s'appelle "permuted 
cho1ce 1 ". Il s·agit simplement de perrnuter les bits selon une teble 
(•,101r annexe l.3) et ae les grouper ensuite en deux blocs de 28 bits 
eppeiés c0 et o0 . 
54-61T KEY 





56-B IT KEY 




~(2 ------fEP-~ CHDICE: .. ~----------------;! 
r- • ' 
LEFT SHIFT 
' 
- -~ 1c;6 I 
' ié, _ 0ERK CHDlCE 2 ... ,.~__, 
LEFT SHIFT 
D16 
1 ,._ _______ ____, 
Figure 2A Génération des sous-clés à partir de la clé principale 
- 1-?-
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Sign~tures- digit4/es Algorithme d clé secréte 
On effectue sur c0 et o0 un shift circulaire gouche de un bit et on 
obt rnnt emsi C 1 et D 1. On permute les bits de C 1 et D 1 selon le table 
de "permuted choice 2" (voir annexe 1.4) pour générer le sous-clé 
K 1. Chaque sous-clé K1 sera ctitenue de la même manière, sauf Qu'on 
f ere parfois un shift circulaire geuche de deux bits eu lieu d'un bit 
(voir annexe 3). 
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Sfgllblllres digftoles Algorithme d clé secréte 
c) Génération de lfl fonction f 
Le première opéretion réolisée est lo permutotion E. 11 s·ogit d'une 
permutation recevant 32 bits provenflnt du registre R0 en entrée et 
fournissent 48 bits en sortie (voir ennexe 1.5). 
les 48 bits résultent de le permutetion sont ejoutés modulo 2 eux 48 
tilts de la sous-clé K 1. Le résultat est réduit è 32 bits par 
rutilisat1on des fonctions de mapping S 1• s2 . .... 5a acceptent -6 bits 
en entrée et fournissent 4 bits en sortie (voir annexe 2) 
Fine1ement la permutation P (Yoir annexe 1.6) est effectuée sur ces 
32 bits. Le rèsultet de cette permutation donnere f(Ro~K 1 ). 
R (32 BITS, 
48 BITS K (46 BITS) 
1 1 1 ! 1 1 
1 i , 1· 1 l i ! 
! 1 1 1 ! l 1 ~ • J f ...... t ,........._.,_ 













3) Al gorithme général 
1 
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Sïgnetures d(gittrles Algorithme d clé s·ecréte 
4) Exemple d'utiltsation de l'elgorithme DES 
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Signet ures dlglteles Algcrrlthme d clé secréte 
1 2.2.3 Evaluation 
La sécurité d'emploi de l'algorithme DES réside dans la clé. Pour 
l'adversaire crrerchant â découYrir la clé et disposant de plusieurs couples 
(texte clair, t.e;. ,;te chiffré), il est nécessaire d'esseyer les 256 clés 
possibles j usqu'à ce que rune d'entre elles fasse coïncider tous les couples 
(texte clair, texte chiffré). Si la durée d'un chiffrement est de 30 .usec, 
l'adversaire devra effectuer en moyenne ·255 chiffrements, ce qui 
prendrait eni,;1ron 33000 ans. 11 f eut cependant modérer cette estimation 
paries dh:erseB critiQues suivantes : 
1) Les principes de création et de Yal1dation du DES n'ont pas été 
pubi1és. De nombreux spécialistes prétendent qu'on ne pourra 
Qôrantir so fiabilité que lorsque ses pri_rlcipes de conception auront 
été divulgués. 
2) DHfie et Hellman (1977) décrivent comment construire une 
macri1ne effectuant un m1111on de chiffrements/déchiffrements en 
parallèle et découvrant une clé en 12 heures en moyenne. Cette 
macrrine a été beaucoup cr1tiQuée car elle est pratiquement 
impossib1e à réaliser (problème de taille et de pui ssence). D'autres 
auteur s (Desmedt ( 1984)) ont étudié la question et donnent le 
détail d'une machine plus réaliste nécessi teint 4 semaines pour 
trouver une clé. 
3) Un autre type d'attaque décr1 t par Desmedt ( 1984) serait de trou\ler 
plusieurs ciés â la fois. A première yue, sf on dés1re trouver un 
million de clés, ii est nécessaire d'avoir un m111ion de couples ( M1, 
Ci ) = {texte clair, texte chiffré) et de faire le travail pour chaque 
corJple .. Si pour tous ces couples, M1 est identique 1 le machine de 
Desmedt de·1reit faire le même travail pour trouver une clé que 
pour trouver un million de clés. Il serait alors possible de trouver 
en moyenne 3000 clés 6 l'heure ( 1 000 000 de clés en 4 semaines). 
4) Le comple}!.ité motriématique du DES est réduite si les sous-clés K1 
( l ~ü 15) sont 1C1ent1Ques (toutes ou par groupes). 11 existe un 
ensemble de clés, dites clés faibles Qui entraînent la génération de 
sous-clés identiques. 
- 17-
5'ip,?6tores dfgitBles Algorf thme ti clé secréte 
Ces clés faibles sont (ejustées cvec bit de parité) : 
01 01 01 01 01 01 01 01 
1F 1F 1F 1F 1F lF 1F 1F 
EO EO EO EO EO EO EO EO 
FE FE FE FE FE FE FE FE 
Pour ces clés, les registres C et D sont identiQues â chcQue étope. 
Les clés f etbles ont la propriété de n'induire cucune différence 
entre les opérations de chiffrement et de déchiffrement, 
c·est-è-dire E1c(Ek{X)) et Dk(Dt{X)) sont égcux è X. 
Il y a oe pius un ensemble de clés définies comme semi-f Bibles Qui 
ont l e propriété de ne générer Que deux sous-clés différentes. 11 
faut cepenoant remarquer que 16 probabilité d'obtenir une clé f Bible 
ou sern1-f aib1e 6 partir d'un généreteur eléetoire de clés est 
extrêmement réduite. On peut donc ne pas tenir compte de cette 
possibilité ou s·assurer â titre de préceution que le nombre généré 
n'est pas une des 16 clés faibles ou semi-f eibles, suivant nntérêt 
que l 'on y porte. 
5) Propriété de complément6tion (Dc,vtes ( 1981)) 
Si x, y et k sont reliés perla fonction DES de telle manière que y = 
E1c (x) et s i >c' 1 y· et le" sont les compléments â un de x1 y et t , on 
peut étab l fr que : 
Donc s1 on recherche le valeur de la clé t et Qu'on connaît Y 1 = 
Ethe} et Y2 = ~ ex·) ; pour cheque valeur de clé calculée t , on 
effectue Et (x) et on vérifie s'il y e égalité eYec V 1 ou Y 2. S'il y e 
égalité oe Et (x) a•,1ec Y 1 alors k = t, s·n y a égelitè aYec v2 alors 
k. = l'. 
En prat ique, n est très rare de connaître è le fois V 1 et v2. 
6) On peut encore noter Cles régulc,ri tés dens le structure des 
perrnuteUons et des relBtions entre les sorties des S-Boxes, meis 
n n·a pas été ctémontré Que ces régulcrités induisaient des 
faitt1esses ctani l'algorithme. 
- 15-
Stgn~tvres- digit~Jes Algorithme d clé secréte 
2.2.4 Modss de réalisetion 
En prat1aue, le DES oeut être réalisé soit por hordwere soit por softwere. 
Par hard·1-.1are, le DES est intégré sur des chips dont les prix et les 
perf orrnances varient selon les constructeurs. L'implémentetion por 
han:Jwere présente l'avantage d'être mieux adaptée è le structure du DES 
(il a été conçu dans cette optiQue) et d'être extrêmement rapide ( t 8 µsec 
pour une oo.érat1on de chiffrement ou de déchiffrement). M6is les chips ne 
peuvent être utilisés qu'en conjonction avec des interfcces coûteux. 
P6r software, le DES est généralement programmé en longoge mochine 
pour des raisons de rapidité d'exécution. Mfllgré tout, si celle-ci est plus 
faible ( 30-100 msec) que par herdwere, les coûts d'obtention et 




Chapitre 3 Algorithme â clé ·oublio~ 
3.1 Introduction 
Algorithme ti clé p11bllq11e 
L'ir::!ée de systèmes cnJptogrcphiques â clé publique est due è Diffie et 
He1 lman ( 1976). L'intérêt considérable de ces algorithmes â clé publique 
était Qu'ils perrnettcient de résoudre des problèmes insolubles jusque lè 
5•.,1 ec les elgorithrnes de cryptographie classiques (trensf ert des clés, 
i dent if i cati on du correspondent,. . .) 
Cependent Diffie et Hellman ne donnèrent pas dons leur erticle une 
implémentation réolisable d'algorithme o clé publique et il f ollut ettendre 
2 ans pour oue Rivest, Shamir et Adlemon ( 1978) mettent eu point le 
premier système â clé publique, le RSA. 




st 1 ! 
adversaire 
desti net aire 
pt 1 
Figure 3.1 Schéme générol d'échcnge de messcges pcr système è clé 
pubHque 
Dans un cryptOS!JStème à clé publique, les processus de chiffrement et de 
déchiffrement sont calculés ô pertir de clés distinctes, e et d , telles que 
:jèdufre d à partir de e est irrfeisable cor prenant un temps ou un nombre 
d'instructions trop élevé. Le clé de chiffrement e peut donc être révélée 
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Criaque utiliseteur du réseou de communicetions recevre une clé secrète et 
une clé publ ique correspondante, il plocere donc se clé de chiffrement dons 
une directory publiQue,einsi toute personne sere èi même d'envoyer un 
message de telle menière Que seul le destincteire serc copoble de 
cornprendre le contenu de ce message. 
Grâce eux systèmes è clé publiQue, un échcnge d'informotions secrètes 
peut e•,,oir lieu entre deux personnes n'ayant jemois communiQué 
auooravont : chacune envoyont des messages chiffrés e•t1ec le clé publiQue 
de l'autre et déchiffrant les messages reçus Bvec sa clé secrète. 
Cette propriété des systèmes è clé publiQue permet d'éviter entre les 
utiliseiteurs potentiels d'un réseou de télécommunicotions d'étoblir 
prêaiablement des préparatifs (échange de clés, de protocoles,...) en vue 
r.féch1:1nger des messages de manière sûre. Cet étoblissement préclcble 
serait d'ailleurs impraticable dans un réseau de grande envergure, où un 
grand nombre d'utilisateurs n, voulent communiQuer de mcnière secrète 
entre eux, résulterait en une quantité énorme d'échenges préelobles 
(n{n-1 )/2). 
Quatre propr1étés essentielles se retrouvent dans tous les systèmes â clé 
publioue : 
- ctéchiffrer le texte chiffré restitue le messege original 
- E et D doi•,ient être f eciles â celculer 
. - en révélant e, on doit être sûr Qu'il sere impossible de déduire d 
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3.2 L·a1gonthme RSA 
3.2.1 Mode de calcul 
l'elgor1thme Rivest-Shamir-Adlemen (RSA) repose sur le difficulté de 
factoriser des grands nombres premiers. 
Pour chiffrer un message t1, on utilise une clé de chiffrement (e,n) 
publioue (e et n sont deux entiers positifs). Le messege M est diYisé en 
blocs, choaue bloc m1 est représenté per un entier compris entre O et 
(n-0. On éiève cheoue bloc m1 è le puissence e et on prend le reste de le 
division modulo n. Ce reste correspondra â un bloc de texte chiffré c1. 
Pour retrow1er le texte clair â partir des blocs de texte chiffré c1, on 
ut.iiisere une c:1è de déchiffrement (d.,n) secrète et différente de (e,n) (d 
et n sont deux enti ers positifs). 11 suffira d'élever chaque bloc c1 è la 
puissance d et de prendre le reste de lo division modulo n pour retrouver 
mi. 
Les olgortthmes de chiffrement et de déchiffrement sont donc : 
v bloc de message m1 (3.1) 
m1 = c1d (mod n) v bloc de messege chiffré c1 (3.2) 
Pour générer les clés de chiffrement (e,n) et de déchiffrement (d.,n), on 
sél ectionne deux grands nombres premiers aléatoires p et q. Le nombre n 
sere le produit de p et de q. Bi en que n soit rendu pub 1 i c, p et q seront 
gardés secrets. 
On choi€i ra d comme un grand nombre entier aléatoire premier evec 
{p- O*(q-1) et plus grand que (max (p-1.,q-1)) : il y e pour d une 
infinité de cr,oix possibles (on prendre, par exemple, pour d le premier 
nombre premier supérieur à (max (p-1,q-1 )). · 
Et enfin, or, déduire e de la relation : 
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3.2.2 Démonstration de le volidité de l'olgorithme RSA 
Pour démontrer lo Yalidité de l'clgorithme _ RSA, nous employerons le 
fonction d'Euler cJ>{p) qui représente le nombre d'entiers positifs 
1nféneurs à p et premier e,•-1ec 1u1. S1 p est un nombre premier, cJ>(p) est 
égal 6 p-t. 
Pour t out bloc m1 du message M, qui est premier BYec n, l'équation 
ci-dessous dûe â Euler et Fermat étBblit que : 
m1 f>(n} = l (mod n) 
n étant obtenu comme étant le produit de pet de q 
cJ>(n} = (J)(p) . fll(q) 




d est premier par rapport è fll(n) (le plus grand commun diYiseur entre d et 
(p-1) . (q- 1} est 1 ) 
e.d = 1 (mod fll(n)) 
11 est maintenant possible de démontrer que : 
D{E{m1)) = m1 




D(E(m1)) = (E(mi ))d = (mi e)d (mod n) = mi e.d (mod n) 
ECD(m1)} = (D{m1))e = (m1d)e (mod n} = m,e.d (mod n) 
Par l'équet.ion (3.7), on déduit : 
m. e.d _ m-k.fll(n)+ 1 1 - 1 (3.10) 
Por ïéquetton (3-4), si p ne Oivise pas m1, on peut écrire : 
(3. 11) 
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Comme p-1 divise cf>(n) 1 on peut écrire 6 pertfr de (3.10) et (3.11): 
m/'-• ('n)+ 1 = m1k.• (n) m1 = 1 (mod p) mi = m1 (mod p) (3.12) 
De même, comme q-1 df Yise 4>(n) : 
m/Ltt>(n)+ 1 = m1k.• (n} m1 = 1 (mod q) m1 = m1 (mod q) (3.13) 
(3.1 2) et (3.13) permettent de dédu1re : 
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.,. .,..., "7. t:' l d' t T t , 
-.) .2 ,<J ... xemp, e U 1. l S6 1 Orr 
Supposons Que p = 61 et q = 53, n ét~nt le produit de p et de q, est donc 
72"7.7 
.J ,_/.,/. 
On choisit d = 37. 
ci>(n} e~.t égal à (p-1).(q-1) donc è 3120. 
On calcule e par la formule (3.3) ce Qui donne e = 253. 
ChHfrons ie mot "Cf PHER". On affecte â chaque lettre une valeur numériQue 
correspondant ê la place que cette lettre occupe dons l'alphabet et on 
groupe \es lettres par deux. Les valeurs numériQues de chaque bloc de deux 
lettres iront de 0000 (blanc-blanc) â 2626 (ZZ) et seront donc toutes 
comprtses entre o et n. 
Le premier bloc m 1 sera donc 0309 (Cl). 
Le second bloc m2 s~re 1609 (PH). 
Le troisième bl oc m3 sera 0518 (ER). 
Le chiffrement de ml se f ere de lo menière sui vente: 
7 00 253 - l Q'-\' 1 c·mod ~,,~.,., 
_, _, - w' ...,<1/l- .J..,},1, 
Le oremier bloc de texte chiffré c 1 sere donc 1971. 
Pour r-etouver m 1 . il suffit de f6ire : 
--;o 
197 t ~ ~ = 309 (mod 3233) 
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3.2-4 E't'aluation 
On peut évaluer l'algorithme RSA en estimant les temps nécesscires o lo 
rée1isation des dlfférents modes d'etteque poss.ibles. 
Le premier de ces modes d'attoQue est d'esscyer de fcctoriser n, ce . qui 
permettrait de retrow1er 4>(n). Il existe un grand nombre d'olgorithmes de 
factorisation, le temps nécessaire â le fectorisetion de n dépendere donc 
de ï elgonthme employé mais aussf de la taille den. Ainsi Rivest, Shomir 
et Adiernan ont calculé les temps de factorisation de n avec l'eilgor1thme 
de factorisa ti on le plus rapide connu. 
1 
""f . 1 nombre o·opé.~tions i, temps si une opération= 1 ncn1r:1re oe c .. 1 tre~ 1 
1 dt: n 
- l eff ectuer 1 J.1Sec ! 
i J 
! 10 
50 i 1,4. 10 3,9 heures 
1 
' 
l 12 l 75 1 9,0 . 10 104 jours f 
! 







3,8 . 1 J années l 200 1,2 . 10 ,l..~ 
! 1 29 15 , 300 1,5 . 10 4,9 . 1 0 ennees 
! 
1 39 3s . 
! 50() l 1,3 . 10 4,2 . l ennees 
Tebleeu 3.1 Eveluetion du temps de f cctorisotion de ·n 
Un autre mode ô'attooue serait d'essayer de déduire cr,(n) sans calculer n, 
arrn de ca1cu"t er ie clé secrète d comme étant l'inverse de e modulo cr,(n). 
Ce motle d'attaque est en fait eussi complexe Que celui consistent è 
f8ctonser n. 
Un t roisi ème mode c!'atttsQue viserait à déterminer d sans factoriser n ou 
dédui re c,(n). Ceie reviendrait â énumérer toutes les valeurs possibles pour 
n Ce mode d'attaque est le plus long à réaliser pour autant que la valeur de 
d qui a ét é cno1s1e, s01t très grande. 
Dans tous les cas, s1 on utilise des nombres p et q de l'ordre de cent 
cr11 ffres , on pourra être certain que toute factorisation ou énumération 
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3.~.5 Péalisation des différentes étopes 
l) Ct'liffrement/Déchiffrement 
Pour réeHser l'élevetion de choque bloc mi è le puissonce e et obtenir 
le reste èe le division modulo n, on utilise un Blgorithme appelé 
~exponentiet1on par élévation au carré et multiplication". 
Etape l Transformer e en sa représentetion binaire ekek_ 1 ... e 1 e0 
Etape 2 Mettre c1 à 1 
Etape 3 Répéter 3a et 3b pour j = k, k-1, ... , 1,0 
Etepe 3e ci = ci.ci (mod n) 
Etape 3b Si ej = 1 alors ci = c1.mi (mod n) 
Etape 4 Stop.c1 est la forme chiffrée de mi. 
2j Générntion de gnmds nombres premiers 
Pour trou·,er un nombre premier de cent chiffres, on génère des 
nombres impairs oléetoires de cent chiffres jusqu'è ce qu'un nombre 
prerni er soa trou·,é. 
Pour vérifier ou·un nombre b est un nombre premier, on utilisere un 
elgorithrne probabiliste. Cet algorithme génère un entier aléatoire e 
compris entre 1 et b-1 et teste si : 
1 e p 1 us grand diviseur entre e et b est ége 1 è 1 
J(c,b} = (ab-t )(mod b) (3.1 5) 
J(a,b) est le symbole de JacobL Si b est premier, la relation (3.15) est 
t ouj ours vraie. Si b est factoriscble, la relation (3.15) aura une chance 
sur deux d'être fausse. 
Pour cent valeurs aléotoires de e, si la relation est vraie, il ne 
subsiste plus qu'une chance négligeable ( 1/2 1 OO) pour que b soit 
factori sable. 
3) Chùl:,.: de d 
Pour choisi r d, n'importe Quel nombre premier pl_us _grand que p et q 
fen, l'affaire. Le nombre d doit être choisi le plus grand possible pour 
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rendre infaiseble toute atteQue énuméretive. 
4) Réduction de e è pertir de d et de 4t(n) 
s4lparitl,me ti clé publique 
Pour dêdui re e .• on utilise une van et ion de 1 ·o l gori thme d'Euclide qui 
calcule ie plus grand commun diYiseur de 4l{n) et de d. 
On celcule donc le p~co (cs,(ntd) aYec une série x0 .,x 1.,x2 ., ... telle que : 
JusQu'à ce qu·on obtienne Xt = O. 
On calcule ensulte pour cr,aque x1, les nombres e1 et b1 tels que : 
St xk-l = 1 alors bk- l est l'inYerse multipllcetif de x 1 (~od x0 ). 
- 28-
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4. 1 Introduction 
Signttt11res électroniques 
Avec la rapidité de le marche des eff aires et les distances considérebles 
entre contractants , le temps nécessaire pour l'obtention d'une signature 
monuscrite peut retorder exegérément le conclusion d'un projet. C'est 
pourquoi n serait intéressent de disposer d'un système de communications 
permettant de valider les messages per le bicis de signatures digiteles. 11 
suffirait de respecter certaines contraintes pour que le substitution des 
signatures menuscrites por les signetures électroniques soit efficace : 
. 
a) le destlnateire du messtrge devreit pouvoir utiliser le _s.igncture 
comme moyen de preuve pour identifier l'expéditeur et authentifier 
le contenu du mess6ge. 
b) l'expéditeur devrait être certain qu'il sera impossible de créer de 
feux messages portent se signeture ou de f elsifier le contenu d'un 
message qu'i 1 aurei t pu envoyer. 
Une signature électronique sera une série de bits générée en fonction : 
o) du message 
b) c!'inf ormet i ons propres è l'expéditeur et qui ne sont connues pcr 
personne d'autre ( clé secrète). 
c) û'l nf ormations disponibles à le fois â l'expéditeur et eu destinetaire 
(1.J lgorithmes, poromètres de volidction,. .. J . 
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Les înf ormations permettent de générer une signeture digitele doiYent être 
euffisentes pour pouvoir le valider mois insuffisentes pour pouvoir le 
falsifi er, c·est oourouoi le procédure de généretion et celle de le volidotion 
doi •,ent être différentes . 
Ai nsi dans le réseau de commtJnicotion, l'expéditeur A pourro envoyer des 
messages signés au destinataire B, en utilisent des procédures prédéfinies 
: A devr6 avoir l'inf ormet ion qui lui permettre de générer une signeture 
pour chaque message transmis à B et B l'inf ormet ion nécesseire pour 
valider les messages et les signetures reçus de A. 
Diverses techniques cryptographiques peuvent être utilisées pour générer 
des signatures digitales. On utilisere les elgorithmes â clé secrète ou è clé 
put,liQue suivent le type de signature que l'on désire implémenter. 
On distingue deux types de signatures électroniques : 
a) les signatures dites ARBITREES qui sont velidées per un Horbitre" 
(souvent un nœud dans le réseou de communicotions) eu moment de 
la réception d'un messege. Elles sont implémentées de préférence 
par algorithme ii clé secrète. De telles signetures sont oppropriées 
pour un ensemble d'utilisateurs opportenont è le même orgenisetion 
et oui se conf ormeretent aux décisions de l'erbitre. 
_ ..... - -.__ ....... ~ .... 
I' '\ 
"1 · · ·- .-··1 
~: :: 1 1. vtlnl-.>Ut" 1 
( gér~atior, A·{ 
' , 
'"" .. ___ -~ .. -·· 
A AREl ,TRE B 
··--...... --
--, . ....__, Accort1ntt101 1 _..,..-------
1 Descnptfortomplete , 
1 Cluprotocole _ l 
l ----L-------
Figure 4.1 Schéma d'un système â signetures erbitrées 
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b) les signotures dites VRAIES ou UNIVERSELLES qui peuvent être 
,,,a 1 idées por toute personne eycnt occès eux percmètres pub 1 i cs de 
yelidatton. Elles sont implémentées de préférence por elgorithme il 
clé publique. Les signetures vraies sont plus souples, cor elles 
peuvent être utilisées dens ·1es cas où il sercft impossible d'cvoir 
recours à un arbltre, par exemple dans le ces d'utilisateurs eyent 
des intérêts opposés. 
Accore 1n1t1a 
trescnptlorr comol~te eu 
protocole : oonnêes non 




Figure 4.2 -Schémo d'un système è signctures universelles 
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4.2 Signatures arbitrées 
4.2.1 Int roduct ion 
Sfgn~tvres électronfq11es 
Dane un système de communicctions è signeture orbitrée (c,ppelée oussi 
code d'authentification), les messages signés sont envoyés o un erbitre, qui 
partage avec les expéditeurs potentiels du système les méthodes 
empl oyées pour la génération des signetures. L'erbitre outhentifiere les 
messages et signatures en pro•1enence de choque ut i 1 i soteur. Toute 
f e1sification du message ou de la signeture est impossible cor les 
informations de génération de le signeture ne sont pes connues per les 
autres utilisateurs du système. 
11 est essentiel oue deux messages n'eient pas le même texte cor le 
techni oue de général i on fait que 1 o même si gneture est obtenue si on 
uti1ise les mêmes paramètres de départ (clé, messege). 11 fout oonc ojouter 
différentes rubriaues eu texte des messoges pour éviter qu'on puisse 
connaître â l'avance leurs signatures : 
- <Identifi ent du message> 
- <Dete, he1.Jre> 
La technioue d'authentification des messeges est donc une procédure 
permettent d'i denti fier l'expéditeur et de certifier le contenu. 11 existe 
diverses procédures d'authentification de messages, la plus courante se 
base sur l'algorithme DES. Le choix de telle ou telle procédure dépend de la 
volont é des ut il i sateurs du sustème de préserver ou non la confidentialité 
.., 
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4.2.2 Slgnetures arbitrées e'.lec confldentielité des messege_s_ 
Le DES transforme 64 bits de messege en cloir (X) en 64 bits de messcge 
chiffré (Y). Pour cette transformation, le DES utilise une clé 
cryptographi que de 56 bits (t). ChoQue utilisoteur du système A, B, .. , Z 
possèae za propre clé secrète k8 , kt,, .. , kz connues également par 
l'eroitre., ainsi celui-ci pourra authentifier les messages en proYenance de 
cneique utili sateur et chaque utilisateur pourra certifier les messages en 
provenance de rarbitre. 
Pour générer un code d'euthentification, on procède de le menière suivente : 
- Div1ser le message M en n blocs de 64 bits : t1 = (X 1, x2, x3, .. , Xn) 
- Ajouter en ff n de message un bloc de 64 bits, Xn+ 1 préalablement 
irdtia1isé â zéro, ce bloc servire à la génération du code 
d'authentification du message. 
- Chiffrer les blocs (X 1, x2, x3, .. , Xn, Xn+ 1) selon la technique sui vente: 
V 1 = E1c (X 1 œ V) 
où œ représen_te l'opération d'eddition modulo 2, k la clé secrète de 
r expéd1teur et V un yecteur d'initialisation aléatoire non secret 
- :53-
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- Envoyer eu destinataire les informetions (V, (Y 1, Y2 , .. , Yn), Yn+l> 





' x1 œv 
Figure 4.1 Chiffrement d'un message avec génération de signature arbitrée 
- Pour récupérer le messege initial, le destinataire (ici l'arbitre) devra 
effectuer 1 es opérations ci-dessous : 
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- le destinateire vérif1en, ensuite que le bloc X,.+ 1 trouvé est bien égol è 
zéro. Si c·est le cas, le contenu du messege est certifié correct. Comme 
Xn+ 1 est une fonction complexe de lo clé t, du Yecteur dïnitielisetion V 
et àu texte chHfré {Y 1 .. v2 .. .... Yn .. Yn+ i ). toute modificetion de l'un de 
ces paramètres aura pour effet de rendre la Yaleur de Xn+ 1 différente de 
zéro. 
-----V _t _ ___, - \ Y2 ,~. . . Vn+ 1 
1 : ! 1 
• 1 • • 
r \ r ! 
t ' T , 
x 1 œ v (~L~ x2 $~ 1 $ x 11 Ài+kn+ 1 $ vn• x~ 
8 t ~ i' f ~ 
V~~- d'initial. i ; x2 1--1ru 
1 ' / 
1 l_J 




Fi gure 4.2 Déchiffrement d'un messege porteur d'une signature arbitrée 
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4.2.3 Signature arbitrée sans confidentielité des messe~ 
Si le confidentiali té du message n·est pos nécessaire, les opérations 
dscrites c1-dessus peu1i1ent être simplifiées. Le DES sera toujours 
i ·al gori thrn~ utilisé pour générer 1 a signature du message. 
Pour générer un code d'authent1flcation, on procède de le manière suivante : 
- Diviser le message t1 en n blocs de 64 bits : M = (X 11 X21 X31 ••1 Xn) 
- Chtffrer l e premier bloc X 1 evec le DES et une clé secrète k. 
- Aac!i lionner modul o 2 les 64 bits suivants du message avec les 64 bits 
résultan t du chiffrement ci-dessus. 
- Chiffrer ie résultat de l'addition avec le DES et la même clé secrète et 
additi onner modul o 2 avec les 64 bits suivants du message. 
- Continuer ai nsi j usou'il ce que tout le messege eit été pris en compte. Le 
code d'aut hentificatlon du messaoe sera les 64 bits du résultat final. 
.., 
- Envoyer ïe message M auquel on ajoute les 64 bits d'euthent1ficetion. 
- Lors de la réception du message, le destinataire (l'arbitre) vérifiera par 
i e même schéma oue 1 e message reçu f oumi t 1 es mêmes 64 bits 
d'authentifi cation que ceux envoyés. St c'est le cas, le contenu du 
message est certifié correct. 
! E,4 bit t~ Clalr ! tr·,-+1 64 bit fflcte Clair jj r . · 1 ' 
• ,, 1 / > f--.l./ 
.~ r . ~ ;! 
• 1 • I 1 ! 64 bit ,~~ ·--- ctriff. Î l l 64 irit textt- ctriff. l / / 
...__ _ _., .. -1 
t ~ bit texte chiff. 
Figure 4.3 Signature orbitrée sens confidentialité 
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"<")4C l ,., · G.~ . one usrnn 
Ces deux méthodes permettent de détecter toute modificotion du contenu 
du message, car une modification même minime oure des effets importents 
dans le calcul du code d'euthentificotion. Le deuxième méthode est porf ois 
plus intéressante oue la première pour certeines epplications (benccires 
par exemple) étant donné que le messege reste compréhensible o tout 
moment. 
Il faut cependant tenir compte du feit que le frcude pcr duplicetion ou le 
perte des messages n·est prise en charge que si on n'omet pcs d'inclure et 
de vérifi er les inf orrnetions identifient le messege (einsi si on découvre 
dew~ messeges présentant des inf ormet ions exectement semblobles, on 
saura auï 1 y a eu duplication). 
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4.3 Signetures universelles 
4.3.1 Introduction 
Dons le cos de signetures universelles, le destinctcire peut lui-même 
valider chaque message et signature sans twoir recours è un arbitre. 
Pour éviter le f alstficetion des signetures et gcrcmtir leur provencn_ce, 
chaaue utilisateur possède une série d'inf ormet ions qu'il ne pertage pcs 
evec ses correspondcnts et Qui lui sert è générer so signcture personnelle. 
Le message et se signature seront vérifiés per le destinetcire è pcrtir 
d'i nf orrnat ions pub 1 i Ques sur 1 esque 11 es 1 es correspondents se seront eu 
préalable mis d'accord. 
-43.2 Signatures uni•,1erselles per olgortthme è clé oublia@ 
Pour générer des signatures universelles evec un elgorithme è clé publiQue, 
n suffit de donner à choque utiliscteur A, B, C, ... , Z une clé publique P 8 , 
Pb-· Pc.• ... , P2 et une clé secrète S8 , Sb·· Sc, ... , S2 . Ces clés sont telles 
Que, pour un message M Quel conQue : 
Epi { D51 ( M ) ) = M 
E51 ( Dp1 ( M ) ) : M 
Vi : e s; ·1 -s Z 
Vi : e si s Z 
La signeture d'un messoge sere générée simplement en chiffront le 
message M avec ia clé secrète de l'expéditeur E51 (M) = C. Le messege 
poumi être ensuite envoyé tel quel eu destinataire Qui le déchiffrere eu 
moyen oe le cié publique de l'expéditeur Dp1 (C) = M. Si on trensmet le 
message de la sorte. n feut prendre garde au fait Que la confidentialité ne 
se.ra pes préservée. ; en effet pour rendre le message intelligible, il suffit 
de le transformer oyec la clé publique de l'expéditeur. Cette clé étant 
publique, est donc accessible à tous. 
Si on désire préserver la confidentialité du message, l'expéditeur 1e 
clïiifrèra d'abord avec sa clé secrète puis il chiffrera le résultat avec le 
cie publi que de son destlnateire Epk (E51 (M)) = C. Ainsi seul le 
destinataire sera è même de rendre le message compréhensible en le 
trensfom1-eml d'abord avec se clé secrète personnelle puis avec le clé 
publi que oe r expèditeur Dp1 (Dst (C}) = M. 
l 'euthentif ice ti on de l'expéditeur est assurée par le fait que celui-ci est le 
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seul à posséder la clé secrète : donc il est le seul è evoir pu produire ce 
message chiffré_ 
4.3.3 Signet.ures universelles QF.lr algorithme è clé secrète 
Lamport a mis eu point une méthode besée sur le DES pour générer des 
signoturee universelles. Lorsqu'on désire expédier un message oe n bits, on 
génère 2 * n clés secrètes de 56 bits 
et on en•,ioie eu destinataire deux groupes de 2 * n paramètres de 
validetion 
tels Que v 1 <= t <= n 
Suivtmt que le premier bit du message est O ou 1, on utilisera k 1 ou K 1 
respect iYernent pour générer la signature. Suivant Que le deuxième bit du 
messeige est o ou 1, on utilisero ~ ou K2 pour générer lo suite de le 
stgneture et einsi de suite pour les n bits du messege. Le signature globale 
sera les n * 56 bits des clés. 
Lors de la réception du message, si le premier bit reçu est 0, le 
destinataire Yérifiere que les 56 premiers bits de le signature 
transforment bien u1 en v1. Si le premier bit reçu est 1, alors il faut que 
ies 56 premiers bits de le signature transforment U 1 en V 1. On procède de 
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Cette méthode n'est pas très efficcce ccr les peramètres de volidotion ne 
peu·.ient servir Qu'une fois et que lo signoture peut otteindre des 
proportions importantes (56 fois plus longue que le messoge). 
L'eff1cecité peut être améliorée par diverses techniques de compression : 
1) Divisons le message en blocs de 56 bits X 1, ½, ... , Xn et utilisons ces 
olocs comme des clés cryptographiques. On définit le compression du 
message M comme étant : 
"' 
CE (H) = E Xn( E Xn_ 1( ... ( E X2( E .X1(c))) ... )) où c est une 
constante publique 
Lo signature sera réalisée comme cela a été décrit ci-dessus mais en se 
b1.isant non plus sur le message proprement dit mais sur sa version 
compressée CE (M) . Comme CE ('1) contient 64 bits, le signature du 
rnessaoe sera lonoue de 56 * 64 bfts c'est-é-d1re 3564 b1ts eu 11eu de 
.., ... 
56 * n bits auparavant. St n était un nombre élevé, un gain important peut 
être réalisé. 
11 fout prendre garde au fait que des messages différents pourraient aYoir 
ia même \lers1on compressée, bien qu'il soit pratiquement impossible de 
trouver M. te 1 Que CE ('1) = CE (11") même si M et CE (M) sont connus. 
2) Il est aussi possible de réduire la longueur de la signature en ne 
considérant. Que les p premiers bits du message compressé (p < 64). 
La probabilité, Que les p premiers bits de CE (M) soient égaux aux p 
premiers bîts de CE (M") si 11· est d1ff érent de M, est égale à 1 /2 P. On 
ctéterrninere1 t une bonne valeur de p en s'arrangeant pour Que le nombre 
mo!::1en cressa1s, qu·un adversaire deYr61t réal1ser pour trouYer un 11· oyant 
iô même signature que M, soit le plus élevé possible (ce nombre moyen est 
tderi entendu éQal é 1 /2 p-l ). 
,_ 
!l ex1ste encore d'autres méthodes plus complexes mais qu'il serait 
f ~sttdieux d'~nurnérer ici. Le lecteur intéressé pourra trouver dens Meyer 
et f1elyas ( 1982) un exposé détaillé de l'ensemble des méthodes de 
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4.4 Critique des différents types de signatures 
4.4 . l Signatures i:ior elgortthmes à clé oubli~ 
Le vitesse d'exécution est peu élevée. Les vitesses ctteintes vont de 
10000 bits/sec è 1 Mbits/sec pour l'elgorithme RSA. Ceci est dû eu fait 
ou'à l'heure actuelle, il n·existe pcs encore de réclisetion d'un système è 
clé publique per hordwore. 
Le perte ou le vol des clés secrètes est un é•.,énement grcve ccr en ces de 
perte de la clé, il n'y e eucun moyen de lo récupérer et en ces de vol, tous 
les messages signés por le voleur ne pourront être distingués des 
messages authentioues signés perle propriétoire de la clé. De plus, il sera 
nécessoire de prévenir tous les correspondcnts ccr tous les messcges 
eclressés au propri étei re de 1 e c 1 é pourront être compris pcr 1 e vo 1 eur. 
L'authenticité des clés publiques doit être gcrcntte sinon le message qu'on 
désire envoyer, pourrait être chiffré cvec le clé publique d'un cdverscire et 
non pas a·,ec ce 11 e du correspondant. 
Les algoritt1mes à clé publique ont pour le pluport, été brisés (Knepseck, 
RSA pour certaines c 1 és, . ..) 
4.4.2 Signatures per elgorithmes â clé secrète 
Le tronsf ert des clés doit se f cire por des moyens très sûrs. Si le clé peut 
être connue d'un ed·1erseire, tous les messoges échcngés pourront être 
signés par celui-ci. 
Lo vitesse d'éxécution dépend de l'implémentetion utilisée : herdwcre ou 
software. Elle est plus ropide Que dans le cas des olgorithmes è clé 
pubHque. 
En cas de perte de clé, la situation est moins cotestrophique que pour un . 
olgorithme è clé publiQue cor le correspondant possède toujours se clé qui 
est la même oue celle de l'expédtteur. En ces de Yol, seul le correspondant 
partageant le clé evec le propriétoire légitime doit être -prévenu. 
Diverses publications sur les f eiblesses des algorithmes â clé secrète 
(r1eyer et Matyos ( 1982), Desmedt ( 1984), Dif fie et He 11 mon ( 1977), Beker 
et P1per (1962), . ..) établissent ou·Bucun d'entre eux ne peut être considéré 
comme ansolument sür. Cependant différentes techniques simples peuvent 
êtr& m1ses en œuvre pour genmtir plus de flebilité. Ainsi, par exemple, 
rallongement des clés de chiffrement {clés de 128 ou de 256 bits au lieu 
des 56 bits pour les clés du DES) ou la génération du code 
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creuthentification par la méthode de "triple chiffrement". Cette méthode 
diffère de celle décrite eu porogrophe 4.2.1 por l'utilisction de deux clés 
secrètes k 1 et t 2. Pour colculer le code d'outhentificction, on procède 
comme auperavent en utilisant k 1 â la place de k comme clé de 
chiffrement Lorsque le dernier bloc du message a été chiffré avec k 1, on 
utiHse k2 pour déchiffrer le résultet, puis on chiffre le résultat du 
oéchiff rement à nouYeau eYec k 1. Cette méthode ·rend plus complexe le 
code d'outhentificetion et augmente le difficulté pour un cdverseire de 
découvrir les c 1 és permet tant de générer 1 a si gneture. 
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Chcpi tre 5 A 1 ternat ives 8 1 a orésent8t ion NBS du DES 
optlmisntions possibles 
5.1 Introduction 
La description du DES donnée dans le document du Netionel Bureeu of 
Standerds est peut-être le plus mouvaise mcnière de présenter le DES d'un 
point de vue softwere. On peut dès lors effectuer des tnmsf ormet ions de 
lo structure du DES sons en chonger le comportement entrée-sortie de 
façon à obtenir une version plus simple et plus efficece. 
Nous verrons d'obord quelQues trensformotions élémentoires qui 
permettront de simplif1er le schéma de l'elgorithme DES de le figure 2.6 et 
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5.2 TransformeUons élémentaires 
a) On peut insérer dons le schémo du DES, è n'importe Quel endroit de 
celui -c i, une permutation è condition qu'elle soit suiYie por le 
perrnutetion inverse correspondonte. lnversément, on peut supprimer du 
schéma, une permutation Qui sereit suivie de son inYerse 
I 
ti) On peut propager une permutation eu-delè d'un point de diYergence dens 
le schème DES, et inYersément. 
__ 4 :iF 1: 
____ >«, 
'~~ F 1: 
c) On peut àèplecer deux permutetions identiques eu-delà d'un opéreteur 
tel que l'opè.reteur d'eddition modulo deux, et inversément. 
_., !-,. '• ..... 
Il ' ,. ···, -+-! t-----'-'·• ..... 
-~ 
-+I ~-<~~ : TI : 
• 
-.,: l / ,/ ):p / / 
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5.3 AppHc8tion de ces trensfonnetions élément8ires . 
5.3.1 Gain de le teble P 
,t,.ux potnts A et B de la figure 5.1.1, on insère une permutetion P et son 
inverse p- l (transf ormet ion e). La permutation P eu point A peut 
maintenant se propager au-delâ du XOR (tnmsf ormet ion c) et venir cnnuler 
iei permutation p-l au point B suivent (inverse de la transformation e). Le 
perrnutat1on au point B _peut se propager vers le fonction d'expens1on E et 
•.;ers lo permutati on p- l ou point A suivent (tnmsf ormation b). Cela nous 
donnere lo figure 5.1.2. Cette tnmsformetion est intéressante : per la 
combineison des permutations E et P, on peut réduire le nombre de tables 
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5.3.2 Modèle d'un DES o 46 bits 
K1 
K2 
E-P ''-4- K3 
~© i 
i4~H•-P~ 
1 1 K15 
~cb- t K16 
1 . 1 
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. 1gure ·'" .. Modèle DES è 48 bits 
Optimis~tl'ans PES 
En pertant du schéma 5.1.1, on peut, au lieu de placer P et p- l aux points A 
et B .. placer E et E- 1. Por un raisonnement enalogue è celui feit ci-dessus, 
on peut simplifier le dieQremme et obtenir ainsi le fioure 5.2. 
"' ... 
Dans ce diagremme . on remarque que les liaisons entre les différentes 
permutations Yèhiculent 48 bits eu lieu de 32 euperevent (E e en sortie 48 
btts et le cornb1neison E-P également). 
Ce modèle est perticulièrement intéressent pour les processeurs 48 bits et 
n est ègelement remarQueble per le fait Qu'il ne nécessite plus que B 
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5.4 Autres transformcUons 
5 . .:.t 1 Version ité~tive du DES 
•10 1 16-







Figure 5.3 Version itérotive du DES 
On peut, pour obtenir une version itéretive du .DES, omettre les 
permutations in1tiales et fineles (respectivement IP et IP- 1) en début et 
en ftn d'algorithme, et les placer juste avemt les registres gauche et droit 
lors des itérations. On obtient alors le schéma purement itératif de la 
f igure 5.3. Le DES obtenu est composé de 16 itérations identiques (sauf la 
dernière qui ne nécessite pas de swapping). 
Appel ons 10 , 11, 12 , ... , 163 les 64 bits d'entrée i, la permutation initiale 
IP et o0 , O 1, o2, ... , 063 les 64 bits de sortie de la permutation finale 
IP- 1, il est possible de dériYer des re}ations entre les bits d'entrée et les 
bits de sortie . 
Povr tout 0 i j i 31: o2 j = 12j+l • _Ykj 
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5.4.2 Utiltsation des carcctéristigues onelytigues de certeines 
permutations 
D1vers composants du DES présentent des régulerités numenques qui 
suggèrent l'existence de représentetions enalytiques. L'oyontage de telles 
représentations est de pou•,1oir exécuter une permutation sur bose d'une 
équation plutôt que d'une toble. 
e) Le permutation initiole IP 
La permutation IP permute les 64 bits d'entrée x0 , X 1, x2 , ... , x63 et 
aonne en sortie les bits V 1, v2 . v3 , ... , v63. En essocient eux index de 
ces blts leur représentation bineire, on peut observer des reletions 
entre les bits d'entrée et les bits de sortie. 
Soit X1 (bH d'entrée d'indice n et Y j (bit de sortie d'indic:e j) 
i ètent reprèsenté perle nombre binaire <:-:5, x4, x3, x2, x 1, x0) tel que 
5 
i = I xk 2k 
k=O 
j étant représenté perle nombre bincire (y5, Y4- y3, y2, y 1, y0) tel Que 
5 
j = I Y1 21 
l:O 
Dans lo permutction IP, on c la reletlon suivante: 
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b) Lei oermutetion d'expension E 
Dans le phcse de permutetion E, 32 bits d'entrée numérotés r 0, r 1, r 2, 
--· .• r31 sont permutés et donnent 48 bits comme résultat ( v0. v 1• v2 • 
... ,v47) . On peut représenter l'index i de v1 de le menière sui vente : 
Yj : Y1c. 1 tel que i : 6k + 1 ( 0 1 t 1 7 et 0 1 1 1 5 ) 
• 
On oeut immédiatement donner une expression enelytique de le 
permut ati on d'expansion E. 
v1 (tlit d'entrée) donner 5 (bi t de sortie) 
si i = 6k + 1 alors s = (4k - 1 ·+ 1) mod 32 
c) La oermutation PC 1 
On peut écrire le table de PC 1 de le feçon sui vente : 
57 49 41 33 25 17 06 01 
58 50 42 34 26 18 10 02 
·59 51 43 35 .27 19 11 03 
60 52 44 36 
63 55 47 39 31 23 15 07 
62 54 46 38 30 22 14 06 
61 53 45 37 29 21 13 05 
28 20 12 04 
Si on permute les 4 dernières lignes en mettent le dernière à le plece de 
1a cinquième, ravant-dernière â le place de le sixième, etc ... , on obtient 
la table suivante : 
57 49 4 1 33 25 17 08 01 
58 50 42 34 26 18 10 02 
59 5 1 43 35 27 19 11 03 
60 52 44 36 
28 20 12 04 
61 53 45 37 29 21 13 05 
62 54 46 38 30 22 14 06 
63 55 47 39 31 23 15 07 
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On remarque immédiatement le similitude entre cette table et celle de 
1 ei permuteti on initio 1 e l P. Les corectéri st i ques emo 1 yt i ques de 1 o tob 1 e 
de f P peuvent s'eppliquer â le toble de le permutotion PC 1. 
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5.5 SimpHficotion de le programmation 
5.5.1 Prêcelcul des clés 
Si on dispose de suffisemment de mémoire, il est très intéressent pour 
arn~Horer les performances du DES et simplifier so progremmetion, 
d'effectuer un pré-calcul des 16 sous-clés au moment de le première 
uUl isation de l'algorithme. Le clé principale restent le même durent un 
certein nombre de chlffrements, les sous-clés générées è choque éxécution 
de ralgoritr,me seront identiques. 
la place mémoire minimum reouise est de 16 * 48 bits ( 96 octets ) pour 
un gein de temps d'environ 30 ~ por exécution de l'elgorithme DES. 
5.5.2 Intégrat i on de le permutation P dons les-5-Boxes 
Au lieu d'effectuer après le passege dens les S-Boxes le permutetion P, on 
peut pour chflQUe s-box créer une teble dont le contenu donneroit le 
résul tet de 1 e permutet ion des 4 bits de sortie de cet te s-box por ·P. Les 4 
bits de sortie de chaque s-box serviroient d'edresse pour obtenir le 
résultet contenu d8ns le teble ( voir figure 5.4) 
Pour cheque s-box, le résultat obtenu consiste en un registre de 32 bits. 
Le résultat f i nal sere obtenu en f eisant un OR entre les 8 registres de 32 
bi ts (un registre résultat pars-box). 
Il est nécessaire pour réellser cette teble d'utiliser 512 octets mémoire 
(32 bits * 16 par s-box et 8 S-Boxes) 
,,. 
' ·, #✓• 
1 ï · 1 r ! 0 
' j 1 
\ , ; ' 
' 
_.., 
' r 1 
i i 1 
S2 'Y' S3 Y S4 '[ S5 ' S6 ) 
_/ \, J, --~ ' --.-___.. iTTT 
,- ,- : -1 ; l r 1 .✓ ,, 1 ! 'I I --✓ '- i' 1 ! l ./ 1 1 j ..__,.............-
! l \ l t 1 1 ! ! 1 1 ! l i 
S8 
f J l t 
' 1.. 
t 
' 7 16 202 1 
Registre eorès permutation P 
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5-5:3 Cornbina1son substftution por s-box et permutetion P 
Par une démerche identique ô celle ci-dessus, on peut considérer les 
entrées des S-Boxes comme des edresses dons une tob 1 e contenent 1 e 
résultat du passcge de ces entrées è tnwers les .S-Boxes et le 
permutation P. 
La teille réservée pour le teble deYro olors être de 2K octets (32 bits * 64 
par s-box et 8 S-Boxes), 
= ~ 4 c , l , f , t , d l t t , 'E 
.J . -:i , .;1mp.1 1ce .1on e e permu .,;, 10n 
En entrée, la permutation E reçoit 32 bits que nous numéroterons de 1 â 32 
:123 45 6 ï 6 !910ll., î415 16 j171819 . .222324~52627 .. 303132 j 
11 existe une astuce simple pour obtenir l'équivalent de le permutation E : 
au Heu d'utiliser des tables, il suffit de f atre des shifts circulaires sur les 
32 bits tantôt â gauche , tantôt 6 droite et de préserver les résultats. 
On eHectue d'abord un shifl cfrculatre gBuche de 1 btt sur les 32 bits en 
entrée de E, le résultat sera : 
1 ~7.'4 7R9 ( - ,./ ., u 
2èfne.mot 
résultat 







On effectue ensuite un shift circulaire droit de 3 bits sur les 32 bits en 
entrée de E, le résultat sera : 









Les si x derniers bi ts des 8 octets constituent l'éQuivelent de le 
c,ermutati on E: : le mot 1 du résultat se trouve dans les six derniers bits du 
prerrner octel obtenu après le triple shift circulaire droit, le mot 2 du 
rèsultet se trouve dans les six derniers bits du premier octet obtenu eprès 
le shi ft circul aire geuche, ... 
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Chapitre 6 Alternatives 8 18 présentetion clossioue du RSA 
'6.1 Multiplicotion modulo n 
Dans le procédure de chiffrement/déchiffrement, lo routine lo plus 
utilisée est celle de le multiplication modulo n. 
!1 est possible d'utiHser un olgorithme eff ectucnt simultcnément les 
opérations de muJtiplicetion et de division modulo n. 
RM =: 0 
pour i = o jusque n-1 feire 
si A1 = 1 elors RM =: RM + ·.B 
si ·Rt1 > N ,elors RM =: RM - N 
B := B + B 
si B > N elors B := B - N 
L·eventege àe cet algorithme est de réeltser l'opéretion de multiplicetion 
mooulo n en n·utihsant que des opéretions d'addition et de soustraction 
s1mpies è progremmer en langage machine. 
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6.2 Réduction de le tei11e de le clé de chiffrement 
Selon Michelmon, le processus de chiffrement peut être simplifié por 
l'emploi d'une clé de chiffrement de 2 bits. Bien que possible, un tel 
système n'est cependant pos fiable cor n fociliteroit, pour un odversoire, 
la compréhension de certeins blocs du messoge, sens que celui-ci 
connaisse 1~ clé de déchiffrement. 
Supposons e :: 3~ n = 35, si le premier bloc du message est 3, le 
chlffrement de ce bloc donnera C = 33 (mod 35) = 27. 
!l n\1 euroit pas réduction por n donc il sere possible de retrouver le 
premi er bloc du messoge en prenant simplement lo rocine cubique de 27 
(opérati on inverse de l'exponentiotlon pore) 
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6.3 Simplification de le procédure de chiffrement/déchiffrement 
Il est possible de réduire le temps d'exécution du processus de 
chiffrement/déchiffrement par rutOisation de l'algorithme suivant bosé 
"' 
sur le théorème du reste chinois. Mo.ntrons l'intérêt de ce théorème pour le 
processus de déchiffrement. Introduisons d'abord quelQues notations 
relatiYes eux nombres m1 .. c1 .. d1. 
c1 = c1 (mod p) 
c2 = ci (mod q) 
d1 ::: d (mod p-1) 
d2 = d {mod q -1) 
m1 = mi (mod p) = c1 dl (mod p} 
m2 = m1 (mod q) = c2 °2 (mod q) 
Etant donné pet q_, p < q_, prenons A un entier constant tel que : 
O<A<q-1 et -A = 1 (mod q) 
Cette constante A sere obtenue par l'utilisation de l'algorithme d'Euclide 
donnant le p 1 us grend commun diviseur entre p et q. 
Le théorème àu reste chinois nous donne immédiatement la relation 
suivante pour m1 : 
Ainsi pour déchtffrer le cryptogramme c1, il faut d'abord calculer m 1 = 
c 1d1 (mod p) et m2 = ~d2 (mod q) plutôt que m1 = c1d (mod n) 
comme c'était le ces eupara..-ant. Les nombres c 1, c2, ·d 1, d2, ont -environ 
30û bits et non plus 600 comme c1 et d. Ceci permet de réduire le temps de 
dechiffrement d'environ 75%. De plus_. le calcul de m 1 et m2 peut se feire 
en p~rallèl e ce QUi accroît le temps de recouvrement de m1. 
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6.4 Génération de gr-ends nombres premiers 
6..4.1 Méthode. Couvreur - Quisauatter ( 1962 ol 
Opt imisttt ttmS RSa:J 
On construit d'eborct un ensemble S de gronds nombres entiers impcirs ~ 
partir d'un nombre aléatoire F, partiellement ou totalement factorisé. 
L'ensemble S devro contenir une gnmde quontité de nombres premiers. 
En toute généralité . l'ensemble S peut être décrit de la menière suivcmte : 
S :: { s :: tF + 1 1 t :: 1, 2 ..... , K } (di verses controi ntes 
peui,.•ent être imposées sur F pour faciliter les tests de 
primtilité ou de composition) 
On calcule ensuite la distance moximum entre 2 nombres premiers 
consécutlfs de cet ensemble par les formules suivantes : 
La veleur moyenne de le distance meximele entre 2 nombres 
premiers consécutifs dens un intervelle [X, X+f) est égele è : 
2 + (ln X - 2) (ln (f /ln X) + g) 
I g étBnt 18 constsnte d·Euler:: 0,57721 ] 
On peut maintenant prélever un intervalle d'une teille légèrement 
supérieure à le toille mo~imole, entre 2 nombres premiers ainsi on pourro 
être certo1n de disposer d'un sous-ensemble contenant ou moins un nombre 
premier. 
On applique une technique combinetoire {Sieve d'Erathosthème) permettent 
d'éliminer tous les nombres du sous-ensemble pour lesquels il y fi moyen de 
vér1fier Qu'ils ne sont pes premiers. 
Enfin on utilise sur 1 es nombres restent dons 1 e sous-ensemb 1 e une série 
de tests permettont de démontrer s'ils sont f ectorisables ou non. 
Et on termine sur les nombres surYiYtmts 6Yec des tests dits de primelité. 
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6.4.2 Méthode probabiliste (Rivest. Shcmtr. Adlemcn ( 1978) et Denning 
!1982)] 
Ri vest, Shamir et Adlermm ( 1978) utntsent cette méthode pour générer des 
nombres premiers. Elle consiste è utiliser le symbole de Jccobi, J(8,b). 
Pour augmenter le sécurité de l'algorithme, on prend des précautions 
additionnelles dans le choix des nombres premiers p et q. 
1) pet q ne doivent pes fl'ioir le même nombre de chiffres. 
2) p-1 et q-1 doi 'Jent être difficilement fectorisBbles (ils doivent 
contenir de gnmds nombre premiers) 
3) pgcd (p-1,q-1) doit être petit. 
On sélectionnera p et q parmi des nombres premiers eppelés nombres 
premf ers forts, c·est-è-dire tels que : 
p = 2p· + 1 q = 2q· + 1 
où p· et q· sont des nombres premiers qui peuvent eux-même être des 
nombres premiers forts. 
6.4.3 Conclusion 
Des deux méthodes, le première est 16 seule è gerentir que le nombre 
généré est bien un nombre premier ; 1 ei seconde essure que 1 e nombre est 
. premier iwec une marge d'erreur très feible. 
Cependant, il n'existe pos encore de version implémenteble de lo première 
méthode alors Qu'il est facile de programmer la deux;ème. 
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ChaP.itre 7 Application : c8s Bcmcontoct 
7.1 Introduction 
C6S B6ncont 6CI 
Chaque jour, les eppareils Bencontect tronsf èrent électroniquement des 
millions de francs. De telles transactions ne peuvent être garanties que si 
les "identités des usagers du système sont correctement validées et 
qu·ciucune eltérntlon des messeges n'intervient dons le réseau de 
communi cat 1 ons. 
Tout utilisateur du système possède une carte mcgnét i que contenant entre 
autres le numéro de cette ccrte et lo dcte d'expiration. 
Lorsaue l'utilisateur veut effectuer une opération, il introduit se carte 
dans un terminel Boncontect (distributeur de billets, stetion-service ou 
commerce) et fournit son numéro d'identification personnel. Si ce numéro 
est correct, si le monttmt demandé n'excède pos le crédit hebdomadaire 
alloué et si le compte utillscteur est suffiscmment alimenté, l'ordineteur 
central autorise le transfert de fonds. c·est-è-d1re qu'il y e débit du 
compte du client du montent requis et crédit du compte de l'agence, 
station-service ou commerce de ce même montent. 
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) 7 .2 Le système Bancontact 
7.2.1 Introduction 
Bancontcct est une société coopérctive qui regroupe cujourd'hui 25 
organismes finenciers . Elle a été créée en 1978 dflns le but de développer 
un réseeu commun de guichets eutomotiques benceires (ATM) et de 
terminaux de payement dans le commerce. 
Pour conceYoir le système Bancontect, définir les solutions et les 
stratégies, trois objectifs ont guidé les choix: 
- objectif éconorni~ : si on veut une générelisction des systèmes 
électroniques de transfert de fends (EFT), il feut que les coûts des 
produits et d'exploitetion soient les plus réduits possibles. 
- objectif de sécurité : le technologie électronique est è le portée de 
personnes de plus· en plus nombreuses, il f clleit Yeiller à tous les 
aspects touchent è lo sécurité. 
- objectif lié è le stratégie des bengues : le peyement électronique doit 
rester sous le contrôle du secteur finencier, c'est donc eux benquiers 
qu'il appartient de le développer en colleborction cvec les entreprises 
qui veulent en bénéficier. 
7.2.2 Guichets automatiques bonu,tres 
305 guichets 1 nsta 11 és réa 1 i sent enYi ron 1 300 000 opérct ions de retrei t 
par mois. Cette moyenne très élevée indique que le client e bien cccepté le 
principe de la corte plastiQue et qu'il est disposé è l'utiliser pour effectuer 
des payements dans d'autres secteurs d'epplicetion si celc se concrétise. 
7.2.3 Secteur de 16 distri bution de cerburcnt 
En jufllet 1980, en colloboretlon ovec le secteur pétrolier, Bnncontect c 
introdua l'EFT dans les plus importcntes stations-service de Belgique. 
L'EFT permettBlt en effet de profiter des eventcges suivents : 
- extension et amélioration du ser1ice ( 24 heures sur 24, 7 jours sur 7) 
- dirrdnution des espèces et donc du risque hé â 15 présence de celles-ci 
dans les stations-service. 
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- développement d'une imege de modernisme permettent d'ettirer une 
clientèle supplémenteire. 
Près de 1000 stetions-servièe sont oujourd'hui équipées de terminoux 
Bencont8ct (PTO) et ces terminoux réalisent mensuellement environ 
1.000.000 d'opérations. 
Pour des raisons de sécurité meis eussi de focil ité d'intégretion oux 
équipements existants, Boncontact ossure la mcintenence, l'installotion 
et le f ournaure des terminoux PTO. 
7.2.4 Le secteur de le distribution 
Bcncontoct s'est ovent tout intéressé è disposer dons les hypermorchés 
des appere11s EFT plutôt que de rechercher le clientèle des petits 
commerces. 
Ces appareils (pinpads) sont directement connectés è la coisse 
enregistreuse. Leur contrôle, conception, développement, production et 
maintenance sont entièrement essurés per Bancontect pour les raisons 
expliquées ci-dessus. 
Les pinpads utilisent des interfaces et des procédures de communicetion 
standards auxquels les constructeurs de caisses peuvent sctisf aire 
aisément. Diverses solutions ont été mises en œuvre pour permettre 
l'utilisation du système Boncontact sur des ccisses non compotibles. 
Dens rovenir, le compotlbilité entre le système Bancontact et le système 
t1ister Cash ainsi que le mise en plcce de pinpods dcns les petits et 
moyens commerces devroient permettre une générelisetion de ce mode de 
payement 
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7 .3 Equipements 
7-3.1 P.éseou de communicottone : Bonconet 
Le réseou de communicotiorrs est corrstru1t è portir de lignes louées, Celo 
permet d'obtenir une plus grande f1ebilité par ropport oux réseaux 
commutés (DCS, réseeu téléphonique)_ Ce genre de réseeu répond mieux oux 
besoins (mieux adapté pour une structure en étoile) et est moins coûteux 
oue le réseou DCS, 
7,3.2 Ordinateur centrel 
Son premier rôle est de gérer l'ensemble des terminBux et concentreteurs 
ainsi aue les trensections EFT sur bose d'un fichier contenent les certes 
émises_ 11 doit égelement produire les bondes mognétiQues pour le chembre 
des cornpensetions, essurer le lfeison cYec les orgenismes nncmciers et 
les sociétés où sont installés les terminaux de payement et effectuer des 
prestations complémenteires eux opérotions de poyement. 
Le nouveau système en dé•.,eloppement consistere è autoriser les 
tronsections en fonction du disponible du compte etteché à le corte. 
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.... 
7.4 Vulnérabilité des systèmes électroniques de trensfert de 
fonds 
Tout système électronique de transfert de fonds est essentiellement 
constitué des quetre composants suivonts : liBtsons de communicction, 
ordinateurs, terroinaux et certes magnétiques. 
Pour chacun des composents, il s·egit de mettre en œuvre diverses mesures 
de sécurité destinées è parer toute cttcque éventuelle. 
7.4.1 Ordinateurs 
Les applications octuelles (time-shcring, communicotion interoctive en 
temps réel, communication mechine â machine) permettent d'accéder è un 
ordinateur à partir de terminoux éloignés ou de périphériques divers. 11 
devient elors possible de copier, d'altérer, de remplecer ou de détruire des 
programmes ou des données. 
Pour faire face à cele, diverses mesures sont prises telles que : 
sécurité physiQue, protection sur les types de procédures pouvont être 
lancées, cryptographie, ... 
7.4.2 Termineux 
La tendance actuelle est d'employer de plus en plus de termineux et de les 
diEposer dens un grend nombre d'endroits différents, ceci entreîne qu'il 
n'est plus toujours possible de gerentir pour choque terminal un bon niveau 
de sécurité. Ces terminaux peuvent être démontés et l'inf ormotion qu'ils 
contiennent, peut être utillsée pour reproduire de faux messages. 
Des mesures de sécurité physique (telles Qu'eff ecement des clés si le 
terminel est forcé) permettent une bonne prévention des risques. 
11 est relativement f ecile de contrefaire les cartes megnétiques cer il 
n'est même c,os nécessaire de connoître l'inf ormotion qui s·y trouve pour 
pouvoir le copier; 
Lô dur,licatlon est rendue difftcile p6r le fait qu'on donne è choque corte 
une propriété intrinsèque Qui sere vérifiée â choque lecture. Les nouvelles 
tectmologies ont rendu possible le créetlon d'une carte à microprocesseur 
permettant de stocker directement sur le corte des inf ormet ions relotives 
au comote client et d'effectuer les procédures d'identification sur le 
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accroissement considérable de le sécurité mcis les coûts d'uscge de cette 
nou•,selle certe sont encore trop éleYés. 
7.4.4 Liaisons de communicetion 
Il existe de nombreux moyens de mcnipuler les inf ormet ions sur les 
liaisons de communication pour commettre des freudes. 
Par exemple, on oourroit rnodifler le montent de le tn:mscction, le type de 
transaction (remplacer un débit por un crédit), le numéro de compte débité 
ou encore s1muler le messoge de l'unité centrole ou terminal spécifient que 
le trnnseiction est cpprouvée. Le pluport des frcudes consistent donc o 
modHîer les données en temps réel. Ces freudes peuYent être prévenues de 
deux monières par le cr1iffrement et/ou per lo signcture des messeges. 
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7 .5 Utilité des si gnetures ditns 1 e cos Bancontact 
Le DES sera utilisé pour colculer le code d'euthentificotion des messoges 
écriangéB entre les terminaux et l'ordinoteur centrol. Le code 
d'authentificaHon était jusqu'è présent généré por une fonction secrète 
programmée par Bancontcct. L'emploi du DES rendroit la procédure de 
calcul plus stenderd et plus sûre (le résistance eux ottoques de le fonction 
:;ecrète n'est oas connue comme c'est le cas pour le DES). 
L'optimisation du temps d'exécution du DES est rendue indispensoble pour 
éviter l'attente des clients eux terminaux. 
Le P.SA, encore trop lent pour générer des signetures pour Bancontect, 
serall erno1oyé pour transférer et charger dons les terminoux les clés 




Chaottre Q Réo1tsatton orouaue 
8.1 lntroductton 
Rét1/ist1tlon prt1tlque 
Bancontact disposait déjà d'une version progr8mmée et certfftée du DES 
toumont sur processeur 6-bits 6803 (voir jeu d'instructions du 6803 en 
annexe 4}, Toutefois, cette version eveit été implémentée sur bese de la 
description DES donnée por le National Bureau of Standards et effectueit 
une opération de chiffrement/déchiffrement en 229 msec, Beaucoup trop 
lent pour être ut1hsé efficacement, le DES de Bancontact devait être 
reprogrammé de monière 6 tourner en moins de 100 msec pour une 
opération de ch t f f rement/ déchiffrement. 
La programmation de la version optimisée a été réelisée morceau par 
morceau, chaque nouvelle version de procédure était d'abord intégrée et 
testée au sein de l'ancien DES afin d'évoluer sa validité et son efficacité, 
Par cette f acori de trav8il1er, on pouvait : 
- estimer d rav8nce p8r calcul théorique combien de cycles une 
procédure a118it faire gagner et vérifier ensui te si le résultat obtenu 
était bien celui attendu. 
- localiser les erreurs éventuelles dans la nouvelle procédure ou dans 
ses entrées-sorties, le reste du programme étant garanti correct. 
A chaQue étope, le version modifiée du DES était ve11dée avec le programme 
DES-TEST 
Toutes les amé1iorctions opportées devaient être prises en tenant compte 
des contraintes de mémoire disponible (3K octets de mémoire morte pour 
te programme et les tables et 256 octets de mémoire vive pour les 
·,ariables et la pile) et de temps (erriver â réaliser une opér8tion de 
chiffrement/déchiffrement en moins de 100 msec). 
La deux1ème contrainte allongeait considérablement le programme (ne pas 
intégrer les procédures en modules .si cela allonge le temps d'éxécution) 
tand1s que la première restreignait l'emploi d'optfmisetions trop coûteuses 
en place mémoire. 
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8.2 Présentation de J"e1gor1thme DES Initial 
8.2, 1 Programmot ion 
Voir liste des programmes 
a.2,2 Pectoanonces 
Voir tableeu 8.1. 
Ré6lis6t ion pr6tique 
Les temps donnés dens le dernière colonne du tebleeu représentent le 
temps nécesseiire 6 l'obtention d'une opéretion de chiffrement ou de 
déchiffrement. 
-------
Wed , 4 Dec •i 9ü5, 11 : ~:;:.: 
·r·acE, : Mne;·,ion:i.c br·eak: none 
PAGE: 1 
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cannot r· eë,d data 
cannot reë,d da t ,,, 
cannot r ead dat a 
cannot re ad data 
cannot r· E',a d data 
cannot rE•E1d data 
cannot reë1d data 
cannot r·E:•ëtcl dët'l a 
cannot read data 
cannot r-E',:t d cl,,,ta 
cannot r·ea d data 
canno't r t-2a d da ta 
cannot r· E•a d data 
c.;;,nnot r-ead ti<":1ta 
cannot read data 
cannot r·e acl data 
Tableeu 8.1 
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8.3 Optimisations successives 
8.3.1 Procédure f.?OT ATE 
o) Présentot ion 
L'ancienne procédure ROT ATE étcit très complexe: 
- elle utilf se une toble de shifts de 32 octets ( 16 pour le tcble 
d'encryptlon et 16 pour la table ·de décryption) . 
- elle travaille sur des registres de 4 octets de 7 bits (le eeme bit n'est 
pas utilisé) 
- elle effectue des fictions différentes suivent qu'il y ci déchiffrement ou 
non 
On peut déjà obtenir une première simplificction en suppriment les 
instructions à effectuer en ces de déchiffrement. Une seconde serait de 
travailler non plus cvec 2 registres de 4 octets de 7 bits mois ovec 2 
registres de 4 octets, 3 étant de · 8 bits et un de 4 bits : les shifts 
circulaires sur des octets de 7 bits sont plus difficiles è réaliser que 
sur des octets de 8 bits. 
Et enfin, il est possible de transf armer le tcble des shifts en n'utilisent 
plus aue 2 octets ou Heu de 32. En effet, l'inf ormet ion contenue dcns le 
table des shifts est de type binaire, il serc f ccile de le condenser sur 2 
octets. 
b) Performonces théoriques 
Il fallait 752 cycles pour une exécution de le procédure -ROT ATE 
inlliele, soit 12032 cycles pour 16 itéreitions. 
La nou•,1e1le procédure tourne en 221 cycles par itération soit 3544 
cycles pour 16 itén,tions. On économise donc 6466 cycles pcr 
chHfrement/décriiffremerrt soit ( 1 cycle= 1, 1 µsec) 9,3 msec. 
c) Mesures 
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Fr i , 1 5 Nov 1 985 , 1 0 : 1 4 PÀGL 1 
. race: MneMonic break: n one co~nt: 
l inet address ope / data MneMonic opcode or status tiMe, relative 
1 a f ter- - -c::.~t,4 ·--- --···- ... .. - Bi>---·--···-J Sl~ --··· ...... c an no t - r ea d -- da t ë1 ... ·-----· ----- ···-·· ··---· ···· ··------ ..... .. ------ - -- -
I +0 01 C2G 4 Dfl JSR cannot read data 21 9 ,270 MS 
' 002 l2G4 ~D JSR cannot read data 21 9 ,27 0 MG 
1 0:03 C264 BD JSi1 cannot,·€;•,~d -dat -.::; ;::.::1 '),270 NS 
~ 0 04 C2G4 BD JSR cannot read data 21 9 ,269 MG 
• ·005 C264 BD JSR cannot read data 2 19 ,27 0 MS 
1 
0 06 L264 DD JSR cannot read data 21 9 ,27 0 MS 
007 C264 BD JSR cannot read ~ata 219 .270 MS 
+ 0 08 




























cann ot r· 0,a d 
cannot r· E1 ëid 
c:annot read 
cëJnn ci t r·e•ad 
cannot r·ead 
cann ot r e ,:i cl 
cannot r·ead 
cannot r E• a ci 
Tcblecu 8.2 
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8.3.2 Pré-calcul des clés 
a) Présentation 
Cette opUmisaUon est décrite eu pcragrephe 5.5.1 . Elle e été réelisée 
sur 1 ·ancienne version du DES en i so 1 ant toutes 1 es procédures re 1 et 1 ves 
au calcul des sous-clés dans une portie du progremme Qui sere exécutée 
à chaQue changement de clé. L'autre pertie du progremme servent è 
réa 1 i ser 1 e chiffrement des 64 bits de texte c 1 ei r sere exécutée è cheQue 
appel du DES. 
b) Performances théoriQues 
Les performances sont inchangées eu premier chiffrement. Per contre, 
aux chiffrements sui vents, 11 ne faudra plus répéter le permutetion PC 1, 
16 itéreu ons de 1 e permutct ion PC2 et 16 1tén,t ions de 1 e routine 
.ROT ATE. La durée en cycles de PC 1 est de 4523 cycles, celle de PC2 
est de 3891 cycles et celle de ROTATE de221 cycles. 
Le gain total en cycles par chiffrement/déch1ffrement eprès le premier 
sera de (4523 + ( 16 * 3891) + ( 16 * 221 ))-= 73555 cycles. 
c} Mesures 
On vér1f1e que la durée du calcul des sous-clés est bien celle annoncée 
(73555 cycles= 80.,9 msec) et .on constete une eugmentetion du temps 
d'exécution du DES proprement dit (sens celcul des ·sous-clés) de 9 msec 
due è la gestion des opéretions de trcitement ·des percmètres des 
d1Yerses routines. 
Voir tableeu 8.3. 
Lo première 11gne du toblecu donnerc le temps nécesseire 6 le 
réalisation du colcul des sous-clés, les lignes suivantes indiqueront le 
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e) Présentation 
Cette optimisetion est décrite dons le pcregrephe 5.5.4. Cette nouvelle 
méthoele de calcul de E est beaucoup plus simple que le recours eux 
tôbl es de permutation mois requiert l'emploi de deux veriebles de 4 
octets supplémentaires destinées è contenir les résultets portiels des 
shl fts gauches et droits. 
t, ) Pen ormences 
L'ensemble de 1a oermutetion E est réalisé mointencnt en 247 cycles eu 
lieu des 3608 cycles nécesseire 6 l'eincienne procédure PERMUT. Le gein 
par i té ration est de 3361 cyc 1 es soit de 53776 cyc 1 es (59 msec) pour 
îee 16 itéretions de E per chiffrement/déchiffrement 
c) Mesures 
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+002 
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+008 
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-+=018 
+ 0 1 9 
+•o·;:! o 
+02'.1 
5fgnet11res- digit'5les Ré"listJt ion prttt ique 
Fr :i. , ü Nov 1 ')85, 1 : .i : 4 ü 
r-rneMonic br-eak: none 
acidr-ess ope/data MneMonic opcode or status 
C22E Dl> JSI~ cannot r-ead -da t a 
- c;;..:..3 1 DD J~rn cë1nnot r-ead da"të, 
C231 1-:::0 JSR cannot read da t a 
C2 J 1 BD J '1 " • 1" 1 .;,;,;,r~ cannot read data 
c23 ·1 Dl.i Js1:.: cannot r·ead dë, t a 
c:2 ... ~1 ù ü JSf< c:annot r-E•èd data 
c~~ 2, 1 I:I> JSR cannot l"ead ci a ·t a 
-,- c ;;.~J-i DD J~!i< cannot read da ·t a 
C231 In> JSR cannot r·ead ci <:I t êl 
c;2::s 1 DD JS:'< canno"t r·E•-3d cia t a 
(;~~ :.,;; 1 l::I) JSR cannot r-ead da t a 
C2J1 f: i) JS!:~ cannot read data 
C231 f:l.i JSH cannot r·ead da t a 
C2J1 DD JSR ,,. cannot reë1d d<:,ta 
C231 r.:v JSR / . cannot read ci <:I t <:i 
C2:51 JJ 1) J f~r~ cannot reacl dë, t a 
C231 Dï> J~~i~ cannot read dëi t a 
c2:~1 BD TC-ï:; cannot l"'ead ·d<':lta -.J ..,.JI". 
c2::; 1 f.ll; JSR canno't r·ead da t a 
(~ 23 ·1 üi) J ("• ,., ~ ·,\ cannot read da t a 









✓ \..' 1 '- I L,.. MS 
l) ü t ï43 MS 
90. 262 MS 
(_) ü , 30~: t·'IS 
90.212 MS 
') 0 , 292 v,S 
90,273 MS 
'/ 0,243 MS 
5;0. 262 :r-.--M;:;, 
\} 01222 1-1 ;; 
90,"1'?3 Me: ,,.,
\! (} 1 272 MS 
5)0 1 243 MS 
i'.) 0 1 2ï3 v,S 
90,262 MS 
'} Ü. 272 MS 
9û 1 233 MS 









Sfgnôlures dfgfte/es Ré1'/istJt /an prtJt iqve 
8.3A Permutatlon P 
a) Préser,tetior, 
Cette amélioration e été décrite dtms le porogrophe 5.5.2. Elle permettre 
ûe ne pas effectuer P par la procédure PERt1UT mais nécessite l'usoge 
de 512 octets de tables et 16 octets de vcriobles pour stocker les 8 
adresses des résultats. 
b) Performances 
Les opérotiorrs de remplccement de PERt1UT pour le permutetion P 
(analyse des sorties pars-box, recherche dons les tobles, souvetege des 
adresses successives des résultots et enfin OR entre les contenus des 
adresses sauvées pour l'obtention du résultat final) prennent 7 47 cycles 
per itéretion de P soit 11952 cycles pour 16 itéretions. 
Comme on n'uti li se plus la procédure PERt1UT pour effectuer P rapporte 
36336 cycles. Le gain net est donc de 26384 cycles soit 29 msec. 
c) r1esures 
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ü ·1 ~5 
Signet tires digiteles Rét!lis6t ion pr6t iq11e 
MneMonic 
address ope/data MneMnnic 
l,Jed ~ ~-! 0 Nov 1 ?85 ~ 
br·eak: none 
opcode or· status 
C40tl cc LDD tcannot reë,d data 
(A:.,2 r-.~ i) Jt>i\! cannot r·ead data 
C ,, ,.: •·\ 
,..Jt.:. üi) JSi~ cannot r· ea cj d,,, ta 
CA~:12 Dù Jbl~ cannot r·€~ad data 
C4ti2 BD J~;1:~ cannot ;-ead dat-ë, 
C4~i ;.:! BD Jt;R cannot r·ead data 
C4:,2 l•.: l> JS!~ cannot r- e,,t d dë, to 
C4~':.i2 :trn J~:il~ -cann o t read data 
C4~~-~ üü J::;i:< c:annot reac:l da ta 
C452 r-.:)J JSF? cannot re•ad data 
C45;2 f:i) ~r~:-< c:annot read data 
C452 1-.: l) JSI;! cannot read dat.a 
C4'.:i2 üD J::;f< cannot n,:;,ad data 
C4~:;2 r-.: 1) n.;1, cannot read data 
C-45~~ ü1) JSf~ c:ëinnot i"E/,:id ciata 
Ci.} 52 l .: l.i JSI-: cannot re•ad dë1 ta 
Tebleeu 8.5 
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b1 1 762~ ~ 
'"~ 6"i r'] ,·,--:; t-.-.S 
' 
I •✓ .. _ . 
b ·1 1 /''?3 r-,s 
61 . ~782 MS 
61 .'713 MS 
61 . 743 MS 
L, 1 . 78:.~ MS 
61 c,·~··1. ' '-' I...., MS 
l, ·1 
. 773 MS 
61 . ., () ':, ' I \J L... MS 
{J 1 .782 r--1S 
61 . 72~:~ ,.,,s 
(.il ,783 MS 
61 .B22 MS 
SignBtares digitbles· Réttlisttt ion prttt ique 
8.3 .5 PBrrr.utet 1 on PC2 
a) Présentation 
Si on dispose de suffisomment de mémoire, il est très intéressent 
o·esse1der de diminuer le nombre de cycles nécessaires à l'exécution de 
la permutation PC2. Il n'existe pos, pour cette permutction, 
d'e~<pressions anal ytiques ou d'ostuces qui perrnettreient d'eccélérer son 
exécution. Le seule méthode possible reste d'oller remplir tour is tour les 
différents mots destination a·.iec les bits sources edéquets. Le nombre 
d'instructions requises est très élevé (plus de 200 eu lieu de 40) mois 
les geins de temps sont eppréciflbles. 
b) Perf orrnonces 
11 ne faut plus que 471 cycles por itérotion de PC2 ou lieu de 3891 
cycles oour une exécution de PC2 o·.iec l'cmcienne procédure PERMUT. 
Le ga1 n pour 16 Hérat ions de PC2 est donc de 54720 cyc 1 es soit 60, 1 
rnsec. 
c) Mesures 




Sfgnotvres- digft,,-Jes Ré,,.Jis,,.tiun prtttiqve 
6.3.6 Passage de i'algorithme cleissiaue O l'elgorithme 48 bits 
a) Présentotion 
Le modèle DES .. 48 bits" est décrit eu porogrephe 5.3.2. l'implémentction 
,je ce rnodè 1 e ne donnera pas de bons résul lets sur 1 e processeur 6803 
mais il peut être intéressant pour des processeurs 48-bits cer il permet 
de ne plus utfliser certeines procédures et de diminuer le nombre 
a'itéroUonz è réehser (8 ou lieu de 16) 
b) Perf orrnances 
Le gain observé est de 1 o msec. 11 est dû principolement o lo 
simplification générele de l'olgorithme, è l'obondon de lo procédure 
SWAP ( 1836 cycles en moins), ou remplccement de routines de 
transfert de suites d'octets per des instructions plus simples (5760 
cycles en moins). Mais un plus gn:md nombre d'opéretions est effectué 
( 18 itérations de le permutotion E ou lieu de 16 et 2 itérotions d'une 
nou·.-e 11 e permutation E- 1 ) , 1 e p 1 cce mémoire nécessoi re est p 1 us 
importante (création d'une nouYelle permutation E- 1) einsi que le 
nombre de variables (24 octets RAM sup1émente1res pour le stockege des 
résultats ternporai res). 
c) Mesures 





Wed, ';;;'.'7 ~fov 1985, 10:1:., P ?-,GE 1 
break: none count : 
address ope/data MneMonic opcode or status tiMe, relat:i.ve 
·-· ---- -- ·-----·--·· -··-- -· - ·· .. ---- ....... -···- .... ·- --·· .. ---····· ·- - - ---·-· ···--·· -··----- - ·- -··--- -·-·· -.. ---· ···--· ··----·· --- -- ---· ····•·· -----··-- .. 
i f ter C3D2 cc LDD :IJ:cann ot read da t a 
JO 'l C41B ..... r- L. DD ~l: can no ·i: read data 19. 29 ü ,..,.s 1.., ..., 
+002 C41B cc LDD :U:cannot r·ead data 50 . 6St> ME) 
) 03 C41ü cc LDD 'ifcannot re=!ad -àa ·t a 50 626 ,~ïS 
l O 4 C41B C(; LDD :li:cannot read data 50 636 t''iL 
+0 05 C4Hl cc LDD ~t-cannot l"Eëid da t a ~.;o .696 ï-EiS 
') ()6 C41B cr· LDD tcannot r·ead data :.;o .'ï'46 t-1S ,1.., 
D07 C41D cc LDD te.a nn-o t r €·: a cl da ta ~:; 0 ' '7 46 ,1S 
, J08 C41B cc LDD :li:c:ann.ot r ·ead data 50 , b'?t, MS 
+oo,;.; C41D cc LDD :&cannot re,a d da1.· a 5 0 675 MS 
ii 1 0 C41B ("• .... LDD :lfcannot ,ead data 50 ,706 ME; \..- L, 
011 C41D 1'' i· LDD =li: canno 't l"e,,, d cl i:I 1: -ë1 '.':iü t.. o c:· MS 
"'"' 
1UU.J 
+012 C41B (" .. (" '• LDD -t-cann o t r·ead d.;, ta 5 () , 616 MS \., \.., 0 .. .. , t41B cc LDD ::i=canno1: read d.:1ta ~:i (! 696 ,v1~ l ,:i . 
[114 C41 l~ cc LVD :IJ:cannot , ea d .d.;;ta 50 , ~7(/ t) MS 




6.3.7 Permutations IP IP- 1..et.1 
e) Présentation 
RéBlist?tion prt1tiqve 
Ces trois permutetions, cyent des tables fort semblables, ont été 
ré•1isées sur la même bèse. L'emploi de l'expression enelytiQue de ces 
permutations donnée par Devio, ... ( 1963) ne pouvait pcs f oumir une 
solution valable : le gain n'cureit été que d'environ 200 cycles pcr 
permutation (600 cycles en tout) pour un nombre d'instructions trois 
fois plus élevé. Une autre solution consistait è prendre tour è tour les 
différents octets de 1 a zone source. Avec choque octet source, on 
remplissait les octets destination en tenemt compte du fait que les bits 
d'un même octet source se retrouvent dons les bits de même indice des 
octets destination ou, pour le dire autrement, Que les bits de même 
indice des octets sources se retrouvent dans le même octet destination. 
Si on écrit la permutetion PC 1 comme cela e :été indiQué au point c) du 
paraoraphe 5.4.2, n sera possible de le résoudre comme les permutations 
·- -1 lP et IP . 
b) Perf orrnances 
Lô nouvelle procédure réalisant la permutation IP ne prend plus que 655 
cycles au l1eu de 4840 précédemment. 
Le nouvelle procédure réalisant le permutation fp- l ne prend plus Que 
629 cycles au lieu de 4540 précédemment. 
Le nouvelle procédure réalisant la permutation PC 1 ne prend plus que 
62 i cycles au lieu de 4525 précédemment. 
Le Qf.lin total sera de 6396 cycles (9,2 msec) pour la partie du 
programme réalisent rencryption proprement dite et de 3902 cycles 
(4,2 msec) pour la partie du programme effectuant le calcul des 
sous-clés. 
c) Mesures 
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Th u , 5 Dec 1 ?85 , 10:09 PA GL 1 
MneMon1c count : 
acidress occ/ d ata MneMonic 
br·ea k: nonE• 
opcode or status tiMe, relative 
Ct..C:2 F' D STD cann ot read data 
c 7·c, ,·, 
-..J\) ·' CC; LDD ½c:annot read clcita '13 , 970 M;-3 
ci:.··,:,n ,-; L JMP canno't r·ead data ,.J .l..• ., I L 40. 10 0 MS 
C~:.iDD 'ï[ JMP canno t r· c;:,ad dë1ta -:;.o. 071 •. i-... 1·1~, 
C5 I:D , · ·: r JMr• canno't -, ·ead data /l:. 40 , 100 MS 
c~_;r: D '.lC JMf-i cann ot r·ead dëitë1 .:;. 0 , 071 ;,,S 
C~E:D r •: r JMF· cannot read data , , I 1.. . 40,100 MS 
C5Dl) '/ i.:: JMP cannot r·E•ad data A ü , 071 .. ,,s 
C;~:J I:!D '?L JMP cannot r·ead data 40,100 MS 
I"'"'!,, L:" ( "1 1 ~, • ·1 1- JM P c an no i r E•ë1 d d ,,1 ta L..J,.:-v / i... 4 0 , 071 1-'iS 
c•c ·r;r· 
, \.o) 1:,,.; 7E JM F' cannot rea d da të1 40, 1 0 Cl MS 
C~f: l) '/[ JMI' cannoi t'G:' i:ICI dë, ta ,,i o . 071 i·l S 
Ct:iDD 7L JMF' canno't r·ead data 40 , 100 MS 
C5Hl) · ·/( - JMP cannot T' E•ad dë1ta IL ~rn.ü71 ,. ... ,s 
C~ r:: D '/1:. JMP cannot r·ead da ta 40,10 0 MS 




6.3.6 Retour â l'clgorithme DES "32 bits" et combinoison substitution por 
s-box et permutotion P 
a) Présentotion 
Il s·agit de le trensf ormation proposée eu perogrephe 5.5.3. Elle 
nécessite l'emploi de 2 Kbytes de- mémoire pour stocker les tebles S 
(mets on pourre se pesser des tebles P décrites précédemment oinsi que 
des encierrrres tables S). 
Le texte du programme pourra égelement être reccourci perle feit que le 
procédure réalisarrt la substitution ne sere plus utilisée et que le 
nouvelle procédure combinent lo substitution evec le permutetion P sere 
plus simple que l'ancienne procédure réeltsent le permutetion P. 
L'algorithme 48 bits est obondonné cer le modèle clossique 32 bits est 
D1us sirnp1e d'utilisation sur des petits processeurs. 
b) Pert orrnances 
On remplace 16 itérfltlons de S-SUBS (7344 cycles) et de P _pERM 
( 11952 cycl es) par 16 itérations de SUB-P-PERM ( 11568 cycles). On 
gagne encore 2 itéretions de lts permutetion E (494 cycles) et de le 
permutat1on E- 1 (604 cycles). 
On cimplifie l'elgorithme générel de chiffrement (8547 cycles) per une 
nouvelle version "32 bfts" (6924 cycles). 
Le gain global est de 11493 cycles soit 11,4 msec. 
c) Mesures 
\loir tableeu 8.5 
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-;-l} 1 '.::i 
T u e ,. 2 9 J a n 1 9 B ~; , 1 1 : 4 1 P A(..; E 1 
l'',neMonic brea k: -none coun i:: 
address ope/d a-ta MneMonic opcode or status tiMe, relative 
CO O 0 () (J Nüi' tcannot read data 
c;.? o li cc LDD *:cann ot rE•ad dat<:t 13, 82:·5 ,..,, s 
V ïrï:1 CL L l.>;( . :lt- c an n ot r·ead data 26,7!, '/ MS 
C(Jf-"l:{ f "'r· LDX =11:c:annot r·ea d da 1: .• ,; ~~6 1 '747 1'1S \JI... 
C9 F" B CE LDX t-cann ot r·ead data 26.'ï'f:,'/ MS 
C9Fl:-! , \ , .. LD X ,1;:cannot rPad da ta ~:~6.'7C7 MS Lt.:. 
C9 FB C[ L.DX tcanno:t r-ead d~.:ta --•·•- . . .. 26, 7 tf/ MS 
C()FB Ci L D>': :lf canno t re a d dat iil ~.!6, ';: 67 ,.,s 
C? FB CL Ll>X :t-cannot read à-dt a •"J ê.. •' i . 1} , .. u , b'-'' MS 
C9F l.: C[ LDX 'Ïi'ca n not r-e.,;d diit c:1 
·-
;_~ 6, '727 i'lf; 
C<iFli l:[ U>;( :fl: c annot l"ead data 26, 72t, MS 
C9FD (~ i~ l..D)< :J~c: annoi: r·eë·,d ààt <:I ?6 ,687 F1S 
L9t=·B c:E:. 
--
LI>X ·* C.-<:!-n n -0 t . r · e a d da-ta - ... -~ ·- -· 2b, 74'/ l'l S -
L; ')F}) CL Lli )( :tt: cannot reë1d data ~.!.6 , 71 7 MS 
C~'F B CL i ,-.v LiJ./\ tcan.not r·ead .datë, 26' 7:1 6 MS 
C'-JFl) ( " f " Ll)X :11:cannot . re,,;d à a t a ~.~6.'767 • . i'-. ~ .... FI;:; 
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6.4.1 Pert ormences 
e) Procéoure de pré-celcul des sous-clés 







470 cycles ( 16 itérations soit 7520 cycles) 
221 cycles ( 16 itérotions soit 3544 cycles) 
Totol = 12314 cycles soit 13,6 msec 
b) Procédure de chiffrement 








247 cycles ( 16 1térotions soit 3936 cycles) 
666 cycles ( 16 itérations soit 10656 cycles) 
620 cycles 
Total = 22791 cycles soit 25 msec 
8.4.:2 Espace mémoire reauis 
Pour l'ancien programme DES, l'espoce mémoire requis éteit de 47 octets 
pour les variables, 644 octets pour les tables et 371 octets pour le 
programme. . 
Pour la nouvelle version du DES, il faut 176 octets pour les voritibles, 2K 
octets pour les tables et 993 octets pour le programme. Comme on le 
·-101t, les améliorations de performences ont augmenté considérablement 
la pl ace mémoire requise. 
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8.5 Justification des choix de solution 
Comme on aura pu le consteter, certains choix d'optimisetion décrits 
dans le chapitre 5 n'ont pas été pris en compte : 
- Le gain de la table P (5.3.1) n'a pos été retenu ccr cette solution 
oblige â créer une nouvelle permutotion E-P pour lequelle une 
expression enalytique ne peut être trou•.-ée. Donc, si on gegne 38336 
cycles en n'effectuent pes le permutction P, on est obligé 
d'effectuer E-P avec une procédure compliquée. 
Lo métrrode employée dans le récllsctlon prcUque du DES e été de 
simplifier E (gein de 53776 cycles) et de combiner le permutetion P 
et la substitution par S-boxes (gain de 7728 cycles). 
Le gain apporté par remploi de lo permutction E-P est donc 
i nférieur à celui que l'on e pu obtenir per l'emploi de deux outres 
techniques 
- Le version itérative du DES est surtout une optimisction 
intéressante du point de vue hcrdwere (simplification des circuits, 
dimtnutlon des cross-wiring, . ..) ou dons le ces d'un processeur plus 
performant que le 6803 (disposant d'instructions de permutetion de 
bits par exemple). Dens le cos du 6803, l'edoption de le version 
itéretive du DES cllongera1t le temps d'exécution ( 15 itéretions 
supplémentatres des permutations IP et IP- 1) 
- Les caractéristiques anelytiQues de certcines permutctlons 
· permettent de se pcsser de tcbles pour ces permutations mais elles 
obligent à effectuer, pour chaque bit destination, un calcul donnent 
l'indice du blt source et ensuite une opération de transfert visent è 
prélever le bit source et à le plecer dons le bit destinetion 
correspondant. Le combinaison de ces deux opérations rend les 
caractéristiques ana1ytiQues lourdes et complexes è utiliser. 
L'intérêt qu'elles peuvent avoir, ser~it beaucoup plus grand, si le 
processeur sur lequel on travaille, permetteit d'effectuer 
facilement des mesquages d'octets. 
- Le modèle "48 bits" est utile lorsqu'on travaille sur un processeur 
45 bits. Si ce n'est pes le ces, ruttlisction de ce modèle allonge les 
opérati ons (2 i té rations supp 1 émentai res de E et de E- 1 ) . · 
- 63-
Sfgnotures dfgftoles Conclusion 
Chenitre 9 Conclusion 
Comme le lecteur aure pu le remorquer, c'est surtout le DES qui est 
privilégié dons cette étude des signotures digiteles. 11 y e deux reisons o 
cele : 
- les signotures réolisées sur bcse de l'clgonthme DES (générelement 
aes s1anatures arbitrées) ont une exécution plus rcpide que celles 
.. 
besées sur le RSA et donc pew,ent être plus fccilement intégrées 
sur un réseeu de communi cet ions existant sens pénaliser 1 es 
utilisateurs por une diminution des perf ormcmces. 
- les signatures digitales sont ê l'heure ectuelle Je plus fréquemment 
ut 1 li sées dens 1 es S!JStèmes é 1 ectroni ques de trensf ert de fonds et 
serf'ent donc è l'authentificotion des messeges trcnsitcnt sur des 
équipements appertenant è la même orgenisetion. Dons ce ces, les 
signatures arbitrées sur base du DES sont les plus eppropriées. 
L'apport original de ce trovafl -est de réunir un ensemble d'optimisetions 
inédites du DES. Cet ensemble est présenté de menière telle que le lecteur 
a à se disposltion dt verses transf ormet ions .possibles pour odopter un DES 
â ses besoins (modèle "48 bHs" mieux adapté pour les processeurs 48 bits, 
intégrotion de lo permutetion P dens les S-boxes eu lieu des tebles de 
"" 
cornbina1sons 5-boxes - P ou ces où moins de mémoi re est disponible, . ..) 
Les or,tirnisotions concermmt le RSA sont relettvement limitées cor le 
sujet est suffisamment vaste pour constituer à lui seul un mémoire de fin 
d'études. 
Di verses epp li cet ions nouve 11 es des si gnetures di gita 1 es ont été mi ses en 
évidence par Chaum ( 1985). Ces opplications concernent l'utilisotion des 
signatures comme pseudonymes digitoux en vue de rendre toute 
inf ormet ion relative eux individus impossible à suivre " è lo troce". Elles 
apportent donc une solution eux problèmes de l'etteinte à le vie pr1Yée 
constitués per le regroupement possible des fichiers inf ormotiques 
-
r.rentreprises dHf érentes (benoues, essurences, orgen1smes publics, .. .) 
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Annexe l Tables de permutation du DES 
Les nombres des tables de permutation indiquent â quoi correspondent les 
bits de sortie de le permutation. Ainsi pour lo permutetion initiole IP, por 
e>~emple, la première ligne de lo toble est la suivcnte : 
58 50 42 34 26 16 10 02 
E11e siQnifie Que le bit 58 de l'entrée de le permutotion initiale devi·ent le 
premier bit de la sortie de cette permutation, le bit 50 d'entrée devient le 
bH 2 de sortie, le bit 42 en entrée devient le #me en sortie, ... 11 en va de 
même pour les tobles des outres permutotions. 
Annexe L 1 Table de la permutation initiale IP 
58 50 42 34 26 18 10 02 
60 52 44 36 28 20 12 04 
62 54 46 38 30 22 14 06 
64 56 48 40 32 24 16 08 
57 49 41 33 25 17 09 01 
59 51 43 35 27 19 11 03 
61 53 45 37 29 21 13 05 
63 55 47 39 31 23 15 07 
Anne}~e 1.2 Table de le permutation finale 1p:J. 
40 08 48 16 56 24 64 32 
39 07 47 15 55 23 63 31 
38 06 46 14 54 22 62 30 
37 05 45 13 53 21 61 29 
36 04 44 12 52 20 60 28 
35 03 43 11 51 19 59 27 
34 02 42 10 50 18 58 26 








Annexe 1.3 Table de le oermutetion ·oermuted choice 1 • 
57 49 41 33 25 17 09 
01 58 50 42 34 26 18 
10 02 59 51 43 35 27 
19 11 03 60 52 44 36 
63 55 47 39 31 23 15 
07 62 54 46 36 30 22 
14 06 61 53 45 37 29 
21 13 05 28 20 12 04 
Annexe 1-4 Table de la permutation ·oermuted choice 2" 
-14 17 11 24 01 05 . 
03 26 15 06 21 10 
23 19 12 04 26 08 
16 07 27 20 13 02 
41 52 31 37 47 55 
30 40 51 45 33 48 
44 49 39 56 34 53 
46 42 50 36 29 32 
Annexe 1.5 Table de la permutetion d'exponslon 'E 
32 01 02 03 04 05 
04 05 06 07 06 09 
08 09 10 11 12 13 
12 13 14 15 16 17 
16 17 16 19 20 21 
20 21 22 23 24 25 
24 25 26 27 26 29 




Anne~<e 1.6 Table de le Qermutation P 
16 07 20 21 
29 12 28 17 
01 15 23 26 
05 18 31 10 
02 08 24 14 
32 27 03 09 
19 13 30 06 
22 11 04 25 
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1 Annexe 2 T ab 1 es de substitution S-BOXES 
Les fonctions de substitution S reçoivent en entrée un mot de 6 bits, le 
premier et le dernier bit de ce mot serviront de référence vers le ligne, les 
4 bits centraux serviront de référence vers le colonne. L'intersection de 
cette ligne et de cette colonne donnero le résultet de 4 bits. Ainsi S 1, per 
exerriplé_. se présentera de le menière suiYente : 
no 0 1 2 3 4 5 6 7 8 9 10 1 1 12 13 14 15 
0 i4 4 13 2 15 1 t 8 3 10 6 12 5 9 0 7 
0 15 7 4 14 2 13 1 10 6 12 1 t . 9 5 3 8 
2 4 l 14 8 13 6 2 1 1 15 12 9 '7 3 10 5 0 1 
3 15 12 5. 2 4 9 l 7 5 1 l 3 14 10 0 6 13 
Si on fournit en entrée è cette table, le nombre binaire o 1 0 1 t 1. Le 
premi er et le dernier bit référenceront la ligne (ici la ligne sere le 
oeuxième : ligne 0 1 ). Les 4 bits centraux référenceront 16 colonne (ici 16 
'"' 
colonne sera la douzième : colonne 1 o 11 ). Le résultat sere le nombre 
àécimal 11, 'Ce QUl donne en bine ire 1011 (ce nombre se trouye 6 
l'intersection de le ligne 1 et de le colonne 11) 
Annexe 2.1 Teble de substitution de S 1 
14 04 13 01 02 15 1 1 06 03 10 06 12 05 09 00 07 
00 15 07 04 14 02 13 01 10 06 12 1 1 09 05 03 08 
04 01 14 08 13 06 02 l 1 15 12 09 07 03 10 05 00 
. ,- i •) 08 02 04 09 01 07 05 1 1 03 14 10 00 06 13 l ::, ..:. 
Anne/e 2.2 able de substitution de S.? 
~ 
15 01 08 14 06 1 1 03 04 09 07 02 13 12 00 os 10 
03 1-
-~ 04 07 15 02 06 14 12 00 01 10 06 09 1 1 05 
00 14 Qî i 1 l 10 04 13 01 05 08 12 06 09 03 02 15 










,-1.nnexe 2.3 Teble de substituti on des~ 
~ 
10 00 09 14 05 03 15 os 01 
13 07 00 09 03 04 06 10 02 
13 06 04 09 08 15 03 00 1 1 
01 10 13 00 06 09 08 07 04 
Annexe 2.4 Teble de substitution de s4 
07 13 14 03 00 06 09 10 01 
13 06 i 1 05 06 15 00 03 04 
10 06 09 00 12 11 07 13 15 
03 15 00 06 -10 01 13 08 09 
Annexe 2.5 Tagle de ~ub~tl!y!iQn ge Ss 
. .:.. 
02 t ·'ï ... 04 01 07 10 1 1 06 08 
14 1 1 02 12 04 07 13 01 05 
04 02 01 1 1 10 13 07 1 08 15 
11 08 ' ..... o~ 01 14 Q-? 13 06 l .:, ,· ... 
Annexe 2.6 Table de substitution de s6 
12 01 10 15 09 02 06 08 00 
10 15 04 02 07 12 09 05 06 
09 14 15 05 02 06 12 03 07 
04 03 02 12 09 05 15 10 t 1 
Annexe 2.7 Table de substitution de S-, 
.L. 
04 1 1 02 14 15 00 06 13 03 
13 00 1 1 07 04 09 01 10 14 
01 04 1 1 13 12 03 o., ,' 14 10 
06 t l 13 08 01 04 10 07 09 
- 89-
13 12 07 11 04 02 08 
08 05 14 12 1 1 15 01 
01 02 12 os 10 14 07 
15 14 03 1 1 05 02 12 
02 08 05 1 1 12 04 15 
07 02 12 01 10 14 09 
01 03 14 05 02 06 04 
04 05 1 1 12 07 02 14 
05 03 15 1'3 00 14 09 
00 15 10 03 09 08 06 
09 12 05 06 03 00 14 
15 00 09 10 04 05 03 
13 03 04 14 07 05 1 l 
01 13 14 00 t 1 03 08 
00 04 10 01 13 l t 06 
14 01 07 06 00 08 13 
12 09 07 05 10 06 01 
03 05 12 02 15 08 06 
15 06 08 00 05 09 02 
05 00 15 14 02 03 12 
Annexe 2.8 Tob1e de substitution de s8 
13 0'" . .:, 08 04 06 15 l 1 01 10 09 03 14 05 00 12 07 
01 15 13 08 10 03 07 04 12 05 06 1 1 00 14 09 02 
07 t 1 04 01 09 12 14 02 00 06 10 13 15 03 05 08 
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Annexe 3 Table des sh1fts 
Cette table tndiQue le nombre de sh1fts è effectuer, è choque itération sur 
les registres c1 et D1, lors du celcul de le clé Ki+l· 
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Annexe 4 Jeu d·instrucUons du 6803 
Annexe 4.1 Instructions relatives d le mémoire et â l'accumulateur 
Condition Code 
Addrnsing Modes Register 












-,- H 1 N 2 V C 
Add ADDA 88 2 2 98 3 2 AB 4 2 88 4 3 A •-M- A t • t 1 1 1 
AOD8 C8 2 2 DB 3 2 EB 4 2 FB 4 3 B .. M- B 1 • 1 1 1 t 
Add Doobi. AODD C3 3 3 03 
' 
2 E3 5 2 F3 5 3 A . B+M : M+1-A : B • • t 1 1 t 
Add Accumulators ABA 1B 1 1 A + B-A t • t t 1 1 
Add With Carry AOCA 89 2 2 99 3 2 AS 4 2 89 4 3 A + M+C-A t • : l t l 
ADCB C9 2 2 09 3 2 E9 4 2 F9 4 3 ' B+M+C-B 1 • l 1 1 t 
ANO ANDA 84 2 2 94 3 2 A4 4 2 84 4 3 A·M -A • • l 1 R • 
ANDB C4 2 2 04 3 2 E• 4 2 F4 4 3 B•M-8 .. • t t R • 
Bit Test BITA 85 2 2 95 3 2 AS 4 2 B5 4 3 A•M • • t 1 R • 
BIT 8 C5 2 2 05 3 2 ES 4 2 F5 4 3 B· M • • ! 1 R • 
Cteer CLR 6F 5 2 7F 5 3 ee-M • • R s R R 
Cl.RA 4F 1 1 eo-A . • • R s R R 
CLA8 5F 1 1 00-8 • • R s R R 
.. 
eo.._,. CMPA 81 2 2 91 3 2 Al ., 2 81 4 3 A-M . ;. • t 1 1 1 
CMP8 c, 2 2 01 3 .2 E1 
' 




1 A - 8 • • t l t 1 
Comc,..,,,.nt, 1•, C0M 63 6 2 73 6 3 M-M • • 1 l R s 
COMA 43 1 1 A-A • • 1 1 R s 
COMB 53 1 1 B -8 • • 1 1 R 1 S 
Complement, 2'• NEG 60 6 2 70 6 3 00 - M-M • • 1 1 © ,i 
INeea1•l NEGA 40 1 1 00-A-A • • 1 l (1, ~ 
NEG8 50 1 1 00-8-8 • • t 1 ©'l, 
Oeeimal Adiust . A OAA 19 1 1 
Converts biNry edd of BCD 
• • t 1 1 ~ cheracters into BCO lorm•t 
C)ec,-nt DEC 6A 6 2 7A 6 3 M-1 -M • • 1 l © • 
DECA 4A 1 1 A - 1 - A • • l l ©. 
OEC8 SA 1 1 8 - , -e • • 1 t ©. 
E•cluaiw OR EORA 88 2 2 98 3 2 AB 4 2 88 4 3 A@M-A • • l t R • 
EOR8 C8 2 2 08 3 2 E8 4 2 F8 4 3 8{!)M- 8 • • 1 1 R • 
ln.,....,.nt INC 6C 6 2 7C 6 3 M+1-M • • 1 1 (5J • 
INCA 4C 1 , A • 1 - A • • 1 1 (5J • 
INCB ~ 1 1 B + 1- 8 • • l l (5J • 
Loed LOAA 86 2 2 96 3 2 A6 4 2 86 4 3 M-A • • t l R • 
Ac:cumulator LOA8 C6 2 2 06 3 2 E6 4 2 F6 4 3 M-8 • • 1 l A • 
l.o.dOouble LOO cc 3 3 oc 4 2 EC 5 2 FC 5 3 M + 1- 8 , M- A • • t t R • Accvmulator 
Muhiply Unsitned MUL 30 7 1 A•B-A : 8 • • • • • @ 
OR. Inclusive OAAA BA 2 2 9A 3 2 M 4 2 BA 4 3 A+M-A • • 1 1 R • 
ORAB CA 2 ? OA 3 2 EA 
' 
2 FA 4 3 8 +M- 8 • • t t fi • 
,.uth o.,. ·PSHA 36 .. 1 A- MIP.SP- 1-sP • • • • • • 
l"SHB 37 
' 
1 8 - M,p, SP - 1 - SP • • • • • • 
-
Pull Dau PULA 32 3 1 5P + 1- SP. M., - A • • • • • • 
PULB 33 3 1 SP + 1- SP, MIP- 8 • • • • • • 
Aout• L•ft AOL &9 6 2 79 6 3 
=1'911111111~ 
• • l l <Il t 
AOLA 49 1 1 • • 1 t (1) 1 
AOLB 59 1 1 
• .., .:i, 
• • 1 t (i) 1 
Aouta Aight AOR 66 6 2 76 6 3 ;}4ti,I µ • • t t (i) 1 AORA '6 1 1 1 1 1 1 1 1 • • 1 1 (i) 1 
• IIO 
'ROR8 56 1 1 • • 1 t (Il 1 
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. -
.AddreaineMoèles Condition Cool Register 
C)peretion1 Mnemonic IMMED DIRECT INDEX EXTENO IMPLIEO .._._n/ s • 3 2 




- • OP - • OP - # 01' - # H 1 N 2 V C 
$hift Left ASL 1 68 6 2 78 6 3 
Ml -
• • t t œ) t 
Arith-tic ASLA 48 , , : ~ • • t t (5)t ASLB ! 58 , , • • t t 6 t 
Double Shift -
L•ft, Arithmet ic ASLO 05 
, , 
• • i i @ t 
Shift Rioht ASR 67 6 2 77 6 3 :)~ • • t t 6 t Arithmetic ASRA ! •7 , 1 • • t t ,§, t 
ASRB 1 57 , 1 • • 1 t 6 1 
Shilt Right LSR 64 6 2 74 6 3 
Ml - • • 
fi t ~ t 
Logica l LSRA 1 .. , 1 : ~ • • fi 1 6 1 LSRB S4 , 1 • • fi t 6 1 
Double Shilt o-j - ® LSRO ~ , 1 ACC A/ Aëël ~ • • R t t Right Logiul ,., AO a, ao 
Store STAA 97 3 2 A7 • 2 B7 4 3 A-M • • 1 t R • Accumuletor STAB 07 3 2 E7 .. 2 F7 • 3 B - M • • 1 t R • 
Store Double STO DO • 2 ED s 2 FO Accumulator s 3 
A - M 
B '... M+ 1 • • 1 t R • 
Subtract SUBA BO 2 2 90 3 2 AO .. 2 BO 4 3 A - M - A • • 1 t t t 
·sues CO 2 2 DO 3 2 EO .. 2 FO • 3 B -M-8 • • 1 t 1 t 
Double Subtrect SUBO B3 3 3 93 4 2 A3 s 2 B3 s 3 A : B - M : M • 1-A:·8 • • t t 1 t 
Subtract SBA 10 , , A - B - A • • t t 1 t Accumulators 
Subiract SBCA 8 2 2 2 92 3 2 A:2 • 2 82 .. 3 A-M - C - A • • 1 t t 1 With Carry SBCB C2 2 2 02 3 2 E:2 .. 2 F:2 .. 3 8-M-C-B • • t t 1 1 
--Transfer TAB 16 , 1 A-B • • t t R • 
Accu mu lat ors TBA 17 , 1 B-A • • 1 1 R • 
Tnt Zero or TST 60 .. 2 70 4 3 M - 00 • • 1 t R R 
Minus TSTA ICD 1 1 A -00 • • 1 1 R R 
TST8 50 1 1 B - 00 • • 1 t R R 
And lmmediate AIM 71 6 3 61 7 3 M ,IMM-M • • l l fi • 
OR lmmad,ate OIM 72 6 3 62 7 3 M+IMM-M • • l l fi • 
EOR lrnmedi• ta EIM 75 6 3 65 7 3 M~ MM- M • • 1 l fi • 





















Sfgnotures dfgf t6les Annexes 
Anne)Ce 4.2 Instructions relatives aux registres d'index et au stack 
- - -
Addreuing Modes Condition Code 
·Boolean/ -Aegin•• 
Poin te-< .O~rations Mneff\On.C IMMEO . DIRECT INDEX EXTENO IMP LIEO Arith-t ic Operalion 5 
" 
3 2 1 0 
OP 
- • OP - • OP - • OP - • OP -
,, H 1 N z V C 
Comp1•• Indu Reg CPX BC 3 3 9C 4 2 AC 5 2 ec 5 3 ·X-M:M+1 • • 1 i 1 i 
Of""!' r rmrnt Inde• R~ OEX 09 1 , X - 1 - X • • • i • • 
~crem~nt Stick Pntr OES 3" , , SP- 1 - SP • • • • • • 
ln crr~t r"lt lndl'a Reg INX 08 , 1 X + 1 - -X • • • i • • 
lncremrnt Stick Pntr INS 31 1 1 sP+l-SP • • • • • • 
L01d lnd .. Reg LOX CE 3 3 OE 
" 
2 EE 5 2 FE 5 3 M- XH , fM • l)- XL • • QJ i A • 
Load Stoc~ Pntr LOS SE 3 3 9E 
" 
2 AE 5 2 BE 5 3 M- SPH, (M+1) - SPL • • . (!) i A • 
Sto•• Indu Reg STX OF 
" 
2 EF 5 2 FF 5 3 XH-M,XL-IM+l) • • (!) i A • 
Store Stack Pntr STS 9F 
" 
2 AF 5 2 BF 5 3 SPH -M. SPL - (M • l) • • (!) i A • 
lnd•• Reg - S1ack Pntr TXS 35 , 1 x - 1-sP • • . • • • 
Stock Pn1r - Index Reg TSX 30 , 1 SP+l-X • • • • • • 
Aod ABX 3A , 1 B+X -, X • • • • • • 
Push Oet1 PSHX 3C 5 1 XL - M., . SI' - 1 - SP • • • • • • 
- XH- M., . SP -1- SP 
Pull 011• PULX 38 4 1 SP • 1 - SP; M., - XH • • • • • • 
sP+ 1 - SP,M.,-XL · 
Exchange XGOX 18 2 1 ACCO-IX • • • • • • 
Annexe 4.3 -Codes de condition 
-'ddreain9Model Condition Code Registtr 




H 1 N z V C 
-a-c-v CLC oc , , o-c • • • • • R 
Clur ln1ern,p1 Me9k CLI OE , 1 o-, • R • • • • 
ci.,o..rttow CLV OA , , o-v • • • • R • 
S.tc.,,.y SEC 00 1 1 ,-c • • • • • s 
S.1 lntitrrupt Maak SEI OF 1 1 ,_, 
·• s • • • • 
Set Owrflow SEV ·os 1 , ,-v • • • • s • 
Accumulftor A - CCR TAP 06 1 , A- CCR @ 
CCR - Accutnula- A TPA 07 1 1 CCR-A • • • • • • 
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Annexe 4.4 Instructions de saut et de branchement 
Addreuing ModH Condition Code 
R~ister 
()peratoons Mnemonic RELATIVE DIRECT INDEX EXTENO IMPLIEO Branch Test 5 4 3 2 1 0 
OP 
- • OP - • OP - • OP - • OP - • H 1 N z \/ C 
Branch Always BRA 20 3 2 Non• • • • • • • 
Branch Nn•r BRN 21 3 2 No,-.. • • • • • • 
Branch If Carry Ci.r BCC 24 3 2 C•O • • • • • • 
Branch If Carry Set BCS 25 3 2 C • 1 • • • • • • 
Bran,:h If • Zero BEO 27 3 2 Z • 1 • • • • • • 
Braneh If :> Zero BGE 2C 3 2 N{t) 11•0 • • • • • • 
Branch If > Zero BGT 2E 3 2 Z+ IN 0 Vl •O • • • • • • 
Braneh If Higher 8HI 22 3 2 C + Z•O • • • • • • 
Braneh If < Zero BLE 2F 3 2 Z+fN0 V)• 1 • • • • • • 
Branch If L-• Or BLS 23 3 2 C+Z•1 • • • • • • s.m. -
Branch If < Zero BLT 20 3 2 N@\/• 1 • • • • • • 
Branch If Minus BMI 28 3 2 N•1 • • • • • • 
Branch If Not Equel BNE 26 3 2 Z•O • • • • . ,. Zero 
Branch If 0...rfto,\ 
o.., BVC 28 3 2 V•O • • • • • • 
Brafteh If Owrflow Set --evs 29 3 2 V• 1 • • • e • • 
llraneh If l'lus IIPL 2A 3 2 N•O • • • • • • 
Branch To SubroutlM BSR 80 6 2 • • • • • • 
-Jump JMP 6E 3 2 7E 3 3 SH Special C)pe,a1lons • • • • • • 
Jump To Subtouline JSR go 5 2 AO 5 2 80 6 3 • • • • • • 
No()peratlon NOi' 0 1 1 1 ~Prog. C,m. • • • • • • Only 
Aa,um From !,,iem,pt ATI 38 10 ., -(1)-
Aa,um From ATS 39 5 , • • ... • • SubroutlM 5" $f)ecial ()para1ioft1 
So'-9 lmem.,pt SWI JF 12 1 • s • • • • 
Wait for lnteffUPt• WAI JE 9 , - • Ci) • • • • 
-p SLP 1A 4 , • • • • • • 
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Slgn4f ures dlg//4/es Annexes 
Annexe 5 Tables de valldatton du DES 
Les tests cless1ques du DES sont décrits per le National Bureau of 
Standards, dons le brochure ·velideting the correctness of herdwere 
1mplementetion of the NBS Dete Encryption Stendord·. 
Le test du DES consiste è vérifier qu'd ,une clé et un texte en cleir donnê 
correspond le texte chiffré donné dens lo teble. 










01010101 010 10101 
0101010101010101 
0101010101010101 
01010 1 0101010101 











01 01 01 010 1 01 01 01 
010 1 010 1 010 1 01 01 
01010 1 010 1 01 010 1 
010101010101010 1 
010 1 01010101 010 1 
0101010 1 01010101 
0101010101010101 
01010 1 01010 1 0101 
01010 1 01010 1 0101 
01010101010 1 01 01 
01010 1 01010 1 01 01 
01 01010101 010101 
01010101 01 010101 
01 01010101 010101 
01 0101 01 0101 01 01 
01 01010101010101 
010101 010101010 1 
01 0101010101010 1 
01 01 01 01010 10101 
01 01 01 01010101 01 
01 0101 010 1010101 
01010 1 010 1010101 
01 0101 010 1 010101 
010 1 01 01010 Hl 01 







































12A9F 581 7FF2D65O 
A4 8 4C3AD38DC9Cl9 
FBE00A8AlEF8AD7 2 
7500079 4 07521 36 3 
64 FEED9C7 24C2FAF 
F0 2B26 3B3 28E2B60 






DF 98C82 76F 54B04B 
B1 60E4680F 6C696F 
FA07 5 2B07D 9C4AB8 
CA3A2B036DBC8502 
SE0905517BB59BCF 
81 4EEB3B91D9 07 26 
4D 49OB15 3 2919C9F 
2 5EBSFC3F8CF 06 21 
AB6A20C062 0DlC 6F 
79E90DBC 98F9 2CCA 
866ECEDD8 072BB0E 
8B5 4 53 6F2F 3E64A8 
EA51D39755 9 5B 86B 
CAFFC 6AC 45 42DE31 





























002000000 00 00000 
001000000 0 0 0 00 00 
0008000000000000 
000400000000000 0 
0002000000000 0 00 





000008000000 00 0 0 






00 0000100000000 0 
0000 00080 0000000 
0000 00 004000 00 0 0 
000 0 00 020 0 0 0 0000 
0 00 0 0 0 01 0000 0000 
0000000080000000 
0000000040000000 
00000 00 0200000 00 
0000 0 00 01 00 000 00 
00000000 0 800000 0 
0000000004000000 
00 00000002 0 00000 









00 000 000 000 0 8000 
000000000 0 004 0 0 0 





0000000000000 1 00 
0000000000000080 
0000000000000 0 4 0 







Annexe 5.2 Table de test des permuteUons PC1 et PC2 
KEY PLAIN CIPHER d , 
8001010101010101 0000000000000000 95A8D72813DAA94D 
4001010101010101 0000000000000000 0EEC1487DD8C26D5 
2001010101010101 0000000000000000 7AD16FFB79C45926 
1001010101010101 0000000000000000 D3746294CA6A6CF3 
0801010101010101 0000000000000000 809FSF873ClFD7~1 
0401010101010101 0000000000000000 C02FAFFEC989D1FC 
·0201010101010101 0000000000000000 ~461 SAA1D33E72F 10 
01~0010101010101 0000000000000000 &055123350C00858 
0140010101010101 0000000000000000 DF3B99D6577397C8 
0120010101010101 0000000000000000 31FE17369B5288C9 
0110010101010101 0000000000000000 DFDD3CC64DAE1642 
0108010101010101 0000000000000000 178C83CE2B399D94 
0104010101010101 0000000000000000 50F636324A9B7F80 
0102010101010101 0000000000000000 A8468EE3BC18F06D 
0101800101010101 0000000000000000 A2DC9E92FD3CDE92 
0101400101010101 0000000000000000 CAC09F797D031287 
0101200101010101 0000000000000000 90BA680B22AEB525 
0101100101010101 0000000000000000 CE7A24F350E280B6 
0101080101010101 0000000000000000 882BFF0AA01A0B87 
0101040101010101 0000000000000000 25610288924511C2 
0101020101010101 0000000000000000 C71516C29C75D170 
0101018001010101 0000000000000000 5199C29A52C9F059 
0101014001010101 0000000000000000 C-22F0A294A71F29F 
0101012001010101 0000000000000000 EE371483714C02EA 
0101011001010101 0000000000000000 A81FBD448F9E522F 
0101010801010101 0000000000000000 4F644C92El92DFED 
0101010401010101 0000000000000000 1AFA9A66A6DF92AE 
0101010201010101 0000000000000000 B3ClCC715CB879D8 
0101010180010101 0000000000000000 19D032E64AB0BD8B 
0101010140010101 0000000000000000 3CFAA7A7DC8720DC 
0101010120010101 0000000000000000 B 726 SF7F4'4 7AC6F 3 
0101010110010101 0000000000000000 9DB73B3C0D163F54 
0101010108010101 0000000000000000 8181B65BABF4A975 
0101010104010101 0000000000000000 ·93C9B64042EAA240 
0101010102010101 0000000000000000 ·ss7053082970ss92 
0101010101800101 W000000000000000 8638809E878787A0 
0101010101400101 0000000000000000 41B9A79AF79AC208 
0101010101200101 · 0000000000000000 7A9BE42F2009A892 
0101010Ull00lfll 0000000000000000 .29038D56BA6D2745 
01010101010801"01 "00.00000000000000 5495C6ABF1ESDF51 
0101010101040101 0000000000000000 AE13DBD561488933 
·01010101010201~1 ·0000000000000000 024D1FFA8904E389 
010101010101800 _1 ____ 0_00_0_0_0_0_0_0_0_0_00_0_0_0 ___ _ D_l_3_9_9~7~1 72F~9~9~B~F~0~2~E-
0101010101014001 0000000000000000 14C1D7ClCFFEC79E 
0101010101012001 0000000000000000 1DE5279DAE3BED6F 
0101010101011001 0000000000000000 E941A33F85501303 
- 0101010101010801 0000000000000000 DA99DBBC9A03F379 
0101010101010401 0000000000000000 B7FC92F91D8E92E9 
0101010101010201 0000000000000000 AE8ESCAA3CA04E85 
0101010101010180 0000000000000000 9CC62DF43B6EED74 
0101010101010140 0000000000000000 D863DBBSC59A91A0 
0101010101010120 0000000000000000 AlAB2190545B91D7 
0101010101010110 0000000000000000 0875041E64C570F7 
0101010101010108 0000000000000000 SA594528BEBEF1CC 
0101010101010104 0000000000000000 FCDB3291DE21F0C0 
0101010101010102 0000000000000000 869EFD7F9F265A09 
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Sign4t11res digff 4/es Ânnexes 
Annexe 5.4 Teble de test des S-Boxes 
KEY PLAIN CIPHER 
7CAll0454AlA6E57 01A1D6D039776742 690F5B0D9A26939B 
0131D9619DC1376E 5CD54CA83DEF57DA 7A389D10354BD2 71 
07All33E4A0B2686 0248D43806F67172 868EBB51CAB4599A 
3849674C2602319E 51454B582DDF440A 7178876E01Fl9B2A 
04B9 15BA43FEB5B6 42FD443059577FA2 AF37FB421FBC4095 
0113B970FD34F2CE 059B5E0851CF143A 86A560Fl0EC6D85B 
0170Fl7546BFB5E6 07 56D8E0 77 4 761D2 0CD3DA020021DC09 
43297FAD38E373FE 762514B829BF486A EA676B2CB7DB2B7A 
07A7137045DA2Al6 3BDD11904 93 7280 2 DFD64A815CAF1A0F 
I 04689104C2FD3B2F 26955F6835AF609A 5C513C9C4886C088 37D06BB516CB7546 164D5E404F275232 0A2AEEAE3FF4AB77 lF08260DlAC2465E 6B056El8759F5CCA EF1BF03E5DFA575A 
- ..S84023641ABA6176 004BD6EF09176062 88BF0DB6D70DEE56 
025816164629B007 480D39006EE762F2 AlF9915541020B 56 
49793EBC79B325BF 437540C869BF3CFA 6FBF1CAFCFFD0556 
4FB05El515AB73A7 072D43A077075292 2F22E49BAB7CA1AC 
49E95D6D4CA229BF ~2FE55778117Fl2A 5A6B612CC26CCE4A 
018310DC409B26D6 1D9D5C5018F728C2 5F4C038ED12B2E41 
lC587FlC13924FEF 305532286D6F295A 63FAC0D 034D9F79 3 
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