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Le cerveau est l’organe le plus complexe du corps humain et probablement l’un des plus
intéressants du monde vivant. Son fonctionnement a suscité l’intérêt des hommes depuis des
temps très anciens aussi bien pour la compréhension de son rôle central au sein du système
nerveux que pour son implication dans le processus cognitif. Ainsi, parmi les documents
médicaux les plus anciens retrouvés à ce jour, les papyrus d’Edwin Smith datés du XIIIème
siècle avant notre ère relatent des observations liant des dommages au cerveau à un défi-
cit de la motricité, mettant en avant un lien entre celui-ci et les membres du corps [75].
Néanmoins, ce n’est que récemment que ce fonctionnement a pu être étudié avec plus de
précision grâce à l’utilisation de méthodes permettant une mesure quantitative de l’activité
cérébrale.
Parmi ces mesures, l’électroencéphalographie (EEG) est la plus ancienne mais aussi l’une
des plus usitées. Elle permet la mesure de l’activité cérébrale d’un sujet en temps réel grâce
à un ensemble d’électrodes placées sur son crâne capturant les modifications du champ
électrique de son cerveau. Enregistrés pour la première fois sur un être humain par Hans
Berger [20] en 1929, les signaux EEG sont toujours d’une grande utilité de nos jours du
fait de leurs résolutions temporelles élevées et de la facilité avec laquelle ils peuvent être
mesurés. Ils sont utilisés aussi bien pour l’étude du fonctionnement [49] cérébral que pour
le diagnostic médical [227] ou les interfaces cerveau-machine (ICM) [230].
Ces dernières sont des systèmes permettant à une personne de contrôler une machine via la
modulation de son activité cérébrale sans aucun concours de ses muscles. Ces systèmes sont
apparus dans les années 70 [224] et sont toujours très étudiés de nos jours. Ils sont princi-
palement utilisés pour des applications médicales et notamment pour les patients atteints
du syndrome d’enfermement [127] mais leur utilisation dans les domaines de recherche du
jeu vidéo ou bien de la réalité virtuelle a également fait l’objet de travaux [143].
1.1 Contexte et problématique
Du fait de leur utilisation dans ces divers contextes, l’analyse des signaux d’électroencé-
phalographie reste un domaine de recherche très actif. Ce sont des signaux complexes dont
il peut être difficile d’extraire les composantes d’intérêts. De nombreuses méthodes ont été
conçues dans ce but mais aucune n’y arrive à ce jour de façon suffisamment fiable et précise.
Ces signaux sont composés d’un mélange d’une multitude d’activités cérébrales différentes
et sont, de plus, très variables aussi bien d’un sujet à l’autre qu’entre deux enregistrements
réalisés sur un même sujet ce qui les rend particulièrement difficiles à traiter. Caractériser
de tels signaux nécessite la prise en compte de leurs variations temporelles, spatiales ainsi
que fréquentielles, toutes trois importantes pour leur analyse. De nombreuses méthodes
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d’analyse de ces signaux ne prennent en considération qu’un ou deux de ces aspects et sont
ainsi incapables de considérer l’ensemble des informations qu’ils contiennent. Par ailleurs,
ces approches manquent aussi fréquemment de flexibilité, capturant seulement leurs com-
posantes ayant les plus grandes amplitudes.
Afin d’obtenir cette flexibilité ainsi que l’intégration des différents aspects de ces signaux
dans une même approche, nous considérons dans cette thèse l’utilisation de représenta-
tions redondantes. Le principe de ces représentations est de décrire des signaux à l’aide
de combinaisons linéaires de signaux basiques nommés atomes appartenant à une famille
appelée dictionnaire pouvant être composée d’un nombre d’éléments supérieur à la taille
des signaux [139]. Ces représentations se sont montrées particulièrement intéressantes pour
la réalisation de diverses tâches telles que le débruitage [68], la compression [12] ou bien la
séparation de sources [30] sur des classes de signaux aussi diverses que les images [68], les
enregistrements audio [187] ou les électrocardiogrammes [73]. Qui plus est, sous certaines
conditions, les représentations obtenues en plus de décrire précisément les signaux, peuvent
être interprétables permettant ainsi une utilisation plus aisée de celles-ci.
La grande flexibilité de ce type de représentation n’est tout de même pas sans contrepar-
ties. Du fait de la redondance du dictionnaire, il existe pour chaque signal une infinité de
décompositions possibles sur celui-ci. Par conséquent, une contrainte est considérée sur les
solutions de ces décompositions afin qu’elles soient uniques. Une contrainte de parcimonie
est le plus souvent choisie pour cela. Cette dernière suppose que les signaux peuvent être
représentés par une combinaison linéaire d’un faible nombre d’atomes du dictionnaire, on
parle alors de décomposition parcimonieuse des signaux. Ce type de décomposition bien
qu’efficace pour certaines applications (voir les références ci-dessus) présente néanmoins
des inconvénients lorsque le rapport signal à bruit (RSB) est faible et/ou le dictionnaire
mal conditionné. Les décompositions parcimonieuses obtenues dans ces cas sont en effet
instables (décompositions différentes de signaux représentant un même phénomène) et les
composantes extraites des signaux peuvent ne pas refléter les « réelles » composantes sous-
jacentes de ceux-ci.
Dans l’optique de la mise en place de représentations redondantes pour les signaux EEG
qui ont effectivement un RSB faible (≈ −20 db), notre étude va s’intéresser à la conception
de contraintes permettant de limiter ces inconvénients en utilisant certaines connaissances
a priori sur ces signaux pour guider les décompositions vers des solutions plausibles phy-
siologiquement. La construction de telles contraintes appelées aussi régularisations et des
algorithmes de décompositions associés sera ainsi le point central de ce travail, l’objectif
final étant l’obtention de représentions flexibles et interprétables des signaux EEG à l’aide
de modèles redondants.
Par ailleurs, bien que la conception de représentations pour les ICM ne soit pas notre but,
nous souhaitons que les approches proposées puissent être utilisées dans un tel contexte.
Nous avons donc décidé d’une part, de travailler directement sur les signaux EEG et non
sur les sources cérébrales, afin de conserver des coûts de calcul raisonnables et d’autre part
de concevoir des régularisations pouvant s’appliquer sur chaque signal séparément afin no-
tamment de pouvoir réaliser des traitements en ligne (avec des signaux arrivants les uns
après les autres).
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1.2 Contributions et organisation du document
Les contributions de cette thèse sont de plusieurs natures :
1. des modèles de décomposition régularisée sont proposés pour les signaux EEG,
2. des algorithmes de décomposition sont construits afin de résoudre les problèmes
d’optimisation associés à ces décompositions,
3. ces modèles sont évalués sur des signaux synthétiques réalistes ainsi que sur des
signaux EEG réels.
Afin de présenter ces contributions, ce document est organisé comme suit :
— Les chapitres 2 et 3 sont des chapitres d’état de l’art. Le chapitre 2 introduit les
signaux EEG, les propriétés de ces signaux y sont décrites, de même que les méthodes
communément utilisées pour leur traitement. Ce chapitre fait apparaître les faiblesses
de ces méthodes d’analyse et les motivations qui nous ont poussé à étudier des
modèles redondants. Le chapitre 3 s’intéresse ensuite à ces représentations de manière
approfondie. Les aspects théoriques de ces modèles y sont abordés ainsi que les
algorithmes permettant de les mettre en œuvre. Ces chapitres visent à permettre
la compréhension des chapitres de contribution suivants, les choix effectués par la
suite pour la modélisation des signaux EEG n’ayant de sens qu’à la lumière de ces
informations.
— Le chapitre 4 est dédié à la construction de régularisations pour la décomposition de
signaux EEG sur des dictionnaires. Ces régularisations sont fondées sur des propriétés
connues de ces signaux afin de guider les décompositions vers des solutions plausibles
physiologiquement. Deux modèles de décompositions régularisées sont proposés : une
décomposition sur un dictionnaire d’atomes temporels régularisée spatialement et
une décomposition sur un dictionnaire d’atomes spatiaux régularisée en temps.
— Le chapitre 5 traite de la mise en place du modèle de décomposition régularisée
spatialement introduit dans le chapitre précédent. Des algorithmes sont proposés
afin de réaliser cette décomposition. Dans un contexte d’analyse temps-fréquence,
ces algorithmes sont ensuite évalués sur des signaux artificiels avant d’être appliqués
à la détection du potentiel évoqué P300.
— Le chapitres 6 s’attache ensuite à la conception de l’algorithme de décomposition avec
régularisation en analyse nécessaire au modèle spatial régularisé temporellement. Cet
algorithme est évalué sur des signaux synthétiques ainsi que pour l’identification de
potentiels évoqués P300.
— Enfin, le chapitre 7 est consacré à l’extension d’un modèle classique EEG (modèle
des micro-états) à l’aide d’une approche d’apprentissage de dictionnaire utilisant
l’algorithme de décomposition conçu dans le chapitre précédent.
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1.3 Notations
Vecteurs et matrices :
— a, les vecteurs sont notés à l’aide de lettres minuscules en gras,
— A, les matrices sont notées à l’aide de lettres majuscules,
— a(i), représente le i-ième élément de a,
— A(., i) = A(i), représente la i-ième colonne de A,
— A(i, .)= (AT (i))T , représente la i-ième ligne de A,
— A(j, i), représente l’élément de la matrice A présent dans la ligne j et dans la colonne
i,
— In, représente la matrice identité de dimension n.
Opérateurs et fonctions :
— 〈., .〉 opérateur de produit scalaire,
— (.)t, opérateur de transposition,
— (.)†, pseudo-inverse, X† = (XTX)−1XT ,
— |.|, valeur absolue d’un scalaire,
— [.], opérateur de concaténation de matrices,
— #{.}, cardinal d’un ensemble,
— span., espace engendré par une famille de vecteurs,
— supp(.), ensemble des indices des éléments non-nuls d’un vecteur (support).
Normes :




p , norme p du vecteur x,




q , norme `p,q de la matrice X,
— ‖X‖p = ‖X‖p,p, raccourci pour l’application d’une norme `p,p sur la matrice X,
— ‖X‖F = ‖X‖2,2, norme de Frobénius de la matrice X,




ACP Analyse en Composantes Principales






BLDA Bayesian Linear Discriminant Analysis
ERS Event Related Synchronisation
ERD Event Related Desynchronisation
FDA Fisher Discriminant Analysis
LDA Linear Discriminant Analysis
MP Matching Pursuit
MVAR Multivariate Autoregressive
MVARMA Multivariate Autoregressive Moving Average
OMP Orthogonal Matching Pursuit
SSVEP Steady State Visual Evoked Potential
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Ce chapitre décrit comment l’activité cérébrale peut être mesurée par électroencéphalo-
graphie ainsi que les approches utilisées sur les signaux obtenus pour les analyser dans un
cadre médical et dans le contexte des interfaces cerveau-machine. La section 2.1 présente les
origines de cette mesure, son principe, ainsi que les protocoles utilisés pour l’acquisition des
signaux EEG. Les propriétés de ces signaux ainsi que les processus neurophysiologiques sous-
jacents sont ensuite présentés dans la section 2.2 de même que les principales applications.
Enfin, les méthodes classiques d’analyse de ces signaux sont décrites dans la section 2.3.
Nous verrons en particulier les raisons ayant motivé notre étude et l’intérêt que peuvent
avoir les représentations redondantes pour l’étude des signaux EEG.
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2.1 Mesure de l’activité cérébrale par électroencéphalogra-
phie
L’électroencéphalographie est une méthode permettant de mesurer l’activité électrique
du cerveau grâce à un ensemble d’électrodes placées à la surface du crâne du sujet. Cette
mesure présente l’avantage d’être non invasive, relativement peu chère et facile à réaliser.
2.1.1 Les débuts de l’électroencéphalographie
C’est en 1875 que Richard Caton rapporta pour la première fois la mesure d’une acti-
vité électrique à la surface du crâne d’un animal réalisée à l’aide d’un galvanomètre. Les
premières mesures réalisées sur un être humain furent effectuées par Hans Berger en 1924 et
publiées en 1929 [20]. Ce premier enregistrement est présenté dans la Fig. 2.1. Ces travaux
permirent la découverte du rythme alpha appelé aussi rythme de Berger (voir section 2.2
pour les différents rythmes cérébraux en EEG). Ils furent poursuivis par Edgar Douglas
Adrian qui obtint le prix Nobel de médecine en 1932.
Figure 2.1 – Premier enregistrement d’un signal EEG humain par Hans Berger en 1924 [20].
L’utilisation pratique de cette méthode dans un cadre médical ne démarra qu’à partir des
années cinquante, principalement pour le diagnostic de l’épilepsie dont les caractéristiques
sont aisément repérables sur un enregistrement EEG [227]. Cette mesure fut plus tard
utilisée pour l’analyse des cycles du sommeil ou la détection de maladies psychiatriques [78]
(voir section 2.2.4). Les premiers travaux proposant l’utilisation d’une telle mesure pour le
contrôle d’une machine furent eux réalisés en 1971 [224].
2.1.2 Origine des signaux mesurés par électroencéphalographie
Le cerveau est l’organe central du système nerveux. Il assure la régulation de la plupart
des fonctions vitales et permet la réalisation des tâches cognitives. Il est situé dans la boîte
crânienne et comporte environ 1011 cellules neuronales. C’est l’organe le plus complexe du
corps humain dont le fonctionnement , même s’il est étudié depuis de nombreuses années,
n’est pas encore complètement compris. Différents travaux ont tout de même permis de le
cartographier en identifiant des zones directement liées à certaines fonctions corporelles. Un
exemple d’une telle cartographie est présenté dans la figure 2.2.
L’activité électrique du cerveau mesurée en surface du crâne est due à des transferts
ioniques réalisés au niveau neuronal. Un neurone est une cellule composée d’un corps cel-
lulaire aussi appelé Soma et des prolongements. Ces prolongements sont de deux types, un
axone unique, permettant le passage d’un potentiel d’action transmettant les informations
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Figure 2.2 – Cartes fonctionnelles du cerveau : association de certaines aires du cerveau
avec des fonctions corporelles. Source : [207].
et de nombreuses dendrites recevant des informations des axones d’autres neurones par l’in-
termédiaire de synapses. Cette structure est présentée ci-dessous dans la figure 2.3.
Lorsqu’une information transite entre plusieurs neurones, les équilibres ioniques de ceux-
ci sont modifiés. D’une part, les potentiels postsynaptiques provoquent une diminution du
potentiel autour des cellules et déclenchent ainsi des mouvements de charge dans les corps
cellulaires appelés courants primaires. D’autre part, des courants secondaires à l’extérieur
des cellules sont créés et compensent les courants primaires.
Les champs électriques induits par ces courants, pris un par un, sont trop faibles pour être
distingués à la surface du crâne. Les signaux observés par électroencéphalographie sont
en fait le résultat de l’excitation de neurones particuliers localisés dans la couche corti-
cale et appelés neurones pyramidaux. Ces neurones sont orientés perpendiculairement au
crâne. Les neurones pyramidaux situés dans une zone spécifique du cortex reçoivent des
signaux identiques provenants de neurones voisins d’une manière telle que leurs potentiels
postsynaptiques sont synchronisés temporellement. C’est cette cohérence temporelle dans
des régions particulières du cortex qui permet la mesure par électroencéphalographie d’une
partie de l’activité électrique du cerveau : principalement l’activité cérébrale présente à la
surface du cortex. Ces cellules pyramidales sont schématisées dans la figure 2.4.
Les ondes électromagnétiques produites par ces assemblées de neurones se propagent
jusqu’aux électrodes à la surface du crâne en traversant plusieurs milieux : cerveau, liquide
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Figure 2.3 – Schéma d’un neurone. Source : [193]
Figure 2.4 – Dessin de la couche corticale et des neurones pyramidaux. Source : [235].
céphalo-rachidien, os du crâne et peau. Cette propagation entraîne une atténuation du signal
suivant une loi en 1
r2
(r étant la distance entre la source et les électrodes). Par ailleurs, étant
donné le faible temps de propagation de l’onde comparé à la période du signal (fréquences
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faibles des signaux EEG), cette propagation est généralement considérée instantanée. Cette
dernière considération est appelée hypothèse quasi-statique.
2.1.3 Protocole de mesure EEG
Une mesure électroencéphalographique est réalisée via un casque d’électrodes placé sur
le crâne du sujet. Les positions des électrodes sont standardisées selon le système 10-20 [112]
dont un schéma est présenté dans la figure 2.4. Le nombre d’électrodes peut varier d’une
expérience à l’autre de seulement une électrode à plus d’une centaine (jusqu’à 256 pour des
montages à grande densité) en fonction du phénomène à étudier. Ces électrodes sont géné-
ralement en argent (Ag/AgCl) et utilisées avec un gel permettant d’améliorer la conduction.
Des électrodes dites sèches (sans gel) sont aussi de plus en plus utilisées pour leur facilité
de mise en place.
Figure 2.5 – Schéma de positionnement des électrodes sur le crâne pour les mesures d’élec-
troencéphalographie : système 10-20. Source : [105].
Les différences de potentiel que l’on souhaite mesurer étant très faibles, un amplificateur
différentiel est utilisé. Ces différences sont calculées entre les électrodes et une électrode de
référence souvent placée sur le haut du crâne (Cz) l’oreille ou parfois le nez.
2.2 Propriétés des signaux EEG, processus neurophysiologiques
et applications
Les signaux EEG se démarquent d’autres mesures de l’activité cérébrale par une ré-
solution temporelle élevée limitée uniquement par la vitesse de mesure des capteurs. La
fréquence d’échantillonnage de ces mesures se situe ainsi communément entre 100Hz et
5000Hz en fonction du matériel utilisé. Cette propriété permet leur utilisation dans l’étude
de phénomènes transitoires courts de l’ordre de la centaine de millisecondes et explique la
popularité de cette mesure dans les systèmes d’interfaces cerveau-machines (en plus de sa
praticité). En revanche, la résolution spatiale de cette approche est assez faible. D’une part,
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car ces signaux sont souvent mesurés avec des montages possédant seulement quelques di-
zaines d’électrodes même si les montages à grande densité d’électrodes (≥ 150 électrodes)
limitant cet inconvénient sont de plus en plus utilisés. D’autre part, car la faible conduc-
tion du crâne entraîne un phénomène de diffusion spatiale des ondes électromagnétiques,
un phénomène dont nous discuterons plus en détails dans le chapitre 4.
Les principales difficultés apparaissant dans l’étude de phénomènes physiologiques à partir
de ces signaux résident dans le rapport signal à bruit (RSB) souvent très faible de ceux-ci
(de l’ordre de −20dB) et leurs grandes variabilités aussi bien entre plusieurs sujets qu’entre
différentes sessions de mesures. Le signal d’intérêt est noyé dans les autres activités céré-
brales et est ainsi difficile à extraire. Cette extraction peut néanmoins être facilitée par
la connaissance des caractéristiques de ces signaux et l’utilisation de plusieurs enregistre-
ments d’un phénomène (plusieurs essais). Les signaux EEG étant multidimensionnels, les
caractéristiques utiles pour cela peuvent être spatiales, temporelles ou bien fréquentielles.
2.2.1 Potentiels évoqués
Les potentiels évoqués (ou PE) sont des modifications de l’activité cérébrale engendrée
par des événements externes ou internes. Deux catégories de PE apparaissent en pratique :
les PE stationnaires (SSEP en anglais pour Steady State Evoked Potential) et les PE tran-
sitoires (ou simplement non-stationnaires). Ce sont des réponses verrouillées en temps et en
phase avec des événements 1.
2.2.1.1 Potentiels évoqués stationnaires
Ces PE apparaissent lorsqu’un sujet perçoit un stimulus périodique de manière répétée.
Ces stimuli provoquent une augmentation de la puissance spectrale associée à leur fréquence
de présentation et des harmoniques associées [191]. La détection de tels potentiels est donc
réalisée via une analyse fréquentielle.
Spatialement, ils apparaissent dans la zone du cortex associée au sens stimulé. Les stimulus
utilisés communément pour provoquer ce type de PE sont visuels, auditifs ou sensitifs. Un
exemple d’analyse fréquentielle pour un SSEP visuel avec une fréquence de 7Hz est donné
dans la figure 2.6.
SSEP dans les ICM : Les ICM basées sur les potentiels évoqués utilisent plusieurs ex-
citateurs envoyant des stimuli à des fréquences différentes. Lorsque le sujet se concentre sur
l’un d’entre eux en particulier, une analyse harmonique permet l’identification de celui-ci
et l’exécution de la commande associée. Les stimuli les plus fréquemment utilisés dans ce
contexte sont visuels [165, 241], mais des études ont montré que des stimuli somatosenso-
riels [164] (stimulations tactiles) ou auditifs [24] pouvait être également envisagés.
Ce sont des systèmes très populaires car en plus de ne nécessiter aucun entraînement, ils
permettent au sujet de réaliser un choix entre de nombreuses possibilités (≥ 5 fréquences
1. Ces réponses possèdent des instants d’arrivé et des phases décalés de valeurs fixes par rapport à celles
des stimuli
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Figure 2.6 – Spectre d’un signal EEG mesuré en position occipital pour un potentiel évoqué
stationnaire visuel provoqué par des stimuli de fréquence 7 Hz. Source : [80].
différentes, jusqu’à 48 dans [84]) en gardant un taux d’identification élevé (généralement
≥ 90% [59]) et possèdent ainsi un taux de transfert d’information élevé (20-30 bits/min [59]
au minimum, pouvant aller jusqu’à 68 bits/min [84]) comparé à d’autres systèmes d’ICM.
L’inconvénient majeur de ce type d’ICM réside dans le nombre élevé de stimuli reçu par le
sujet ; ce nombre important de stimuli pouvant être assez inconfortable et fatiguant pour
celui-ci, voire même dangereux pour des sujets souffrant d’épilepsie.
2.2.1.2 Potentiels évoqués transitoires
Ces potentiels sont asservis en temps et en phase à l’événement dont ils sont la réponse.
Un moyennage temporel sur un grand nombre de leurs enregistrements permet leur extrac-
tion. Parmi les PE transitoires étudiés on trouve le P300 apparaissant lorsqu’un stimulus
rare survient au milieu d’une suite d’autres stimuli, le N400 apparaissant dans des tâches
cognitives liées aux représentations sémantiques ou bien le N170 observé lors de l’identifi-
cation de visages. Le P300 est très utilisé dans le contexte des ICM.
Prenons ce dernier comme exemple pour illustrer les PE transitoires. Il survient 300 ms
après un stimulus rare et est situé soit dans la zone fronto-temporale pour le P3a soit dans
la zone pariétale pour le P3b (pour plus de détails voir [188]). Les profils temporels du P3a
et P3b obtenus par moyennage ainsi que les topographies associées sont présentés dans la
figure 2.7.
Utlisation du P300 pour les ICM : Ce PE peut être provoqué par l’apparition d’un
stimulus rare cible au milieu de nombreux stimuli non-cibles. L’attention du sujet envers le
stimulus cible est tout aussi importante pour son apparition que le fait qu’il n’apparaisse
que rarement. Un tel potentiel a été utilisé pour la première fois dans le contexte des ICM
en 1988 [74] afin de permettre à un sujet d’épeler des mots pour une application nommée
« P300 speller ». Pour cela, le sujet est mis devant une grille de lettres 6×6 dont les colonnes
et les lignes s’illuminent de façon aléatoire. En se concentrant sur la lettre qu’il veut utiliser
et en comptant mentalement le nombre d’illuminations de celle-ci, des P300 sont induits
dans son activité cérébrale à chacune des illuminations de cette lettre. La détection de ces
P300 permet le repérage des lignes et des colonnes dans lesquelles la lettre apparaît et
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Figure 2.7 – Moyenne de l’évolution temporelle des potentiels des électrodes Pz et Fz sur
des enregistrements contenant le potentiel évoqué P300. Mise en évidence des potentiels
P3a et P3b ainsi que de leurs topographies respectives. Source : [31]
l’identification de celle-ci. L’identification de la lettre correcte nécessite souvent plusieurs
répétitions de la série d’illuminations. Le P300 est utilisé de nos jours dans des systèmes
d’ICM variés avec différents types de stimuli [127], le « P300 speller » étant tout de même
le plus courant avec parfois des grilles différentes [216].
2.2.2 Variation des rythmes cérébraux
Contrairement aux potentiels évoqués verrouillés à la fois en temps et en phase par rap-
port à un événement, d’autres types d’activités cérébrales peuvent se manifester par une
réponse uniquement verrouillée en phase. Ces activités sont induites par la synchronisa-
tion ou la désynchronisation d’assemblées de neurones spécifiques et ont donc été nommées
ERS et ERD en anglais pour « Event Related Synchronisation » et « Event Related De-
synchronisation ». Leur extraction ne peut pas être réalisée par moyennage comme les PE
mais elles présentent des caractéristiques fréquentielles pouvant être détectées. Ainsi, elles
peuvent être repérées par l’observation des modifications de puissance spectrale dans cer-
taines bandes de fréquences [184].
Le premier processus neurophysiologique de ce type à avoir été étudié est le « blocage » de
la bande alpha repéré par Hans Berger [20] en 1929 qui apparaît lorsque le sujet ouvre
ses yeux. Dans les années qui suivirent de nombreuses observations similaires mettant en
évidence ce type d’activités ont conduit à leurs caractérisations à travers six bandes de
fréquences dont la nomenclature est présentée ci-dessous.
Rythme delta
δ : 0.1-3.5 Hz
Oscillations très lentes de l’activité électrique cérébrale. Observées prin-
cipalement durant le sommeil profond de l’adulte et chez les très jeunes
enfants.
Rythme theta
θ : 4-7 Hz
Ces oscillations se rencontrent chez les enfants, les adolescents et les
jeunes adultes. Elles sont aussi caractéristiques des états de somno-
lence, de certains processus émotionnels et des phases de mémorisa-
tion.
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Rythme alpha
α : 8-12 Hz
Ce sont les oscillations ayant les plus grandes amplitudes. Elles sont
principalement localisées dans les parties occipitales du cortex. Ce
rythme est associé aux états de relaxation et aux moments où les yeux
sont fermés.
Rythme mu
µ : 7.5-15 Hz
Ce rythme est caractéristique des activités sensorimotrices. Il est loca-
lisé au niveau du cortex moteur (ce qui le différencie du rythme alpha).
Rythme beta
β : 13-30 Hz
Observé chez l’adulte éveillé, il est caractéristique des périodes d’ac-
tivité intense et de concentration. Ces oscillations sont aussi liées à
l’exécution de mouvements.
Rythme gamma
γ : > 30 Hz
Oscillations les plus rapides pouvant aller jusqu’à 80 ou même 100 hz
elles sont associées aux tâches cognitives supérieures comme le liage
perceptif.
Un exemple de ces différents rythmes est donné dans la figure 2.8.
Différentes ICM ont été conçues pour exploiter la capacité d’un sujet à modifier volon-
tairement ces rythmes cérébraux, soit directement après un entrainement, soit en exécutant
une tâche mentale précise.
Rythmes corticaux lents : Des études ont montré qu’un sujet pouvait apprendre à
modifier le voltage associé à des rythmes cérébraux très lents (<1Hz) grâce à des séances
d’entrainement durant lesquelles un retour sensoriel lui permet d’évaluer celui-ci [186]. La
mise en place d’une ICM fondée sur ce rythme est ainsi possible, le temps d’entrainement
représentant son principal inconvénient.
Rythmes sensori-moteurs : Des ERS/ERD peuvent être provoqués par l’exécution
d’une tâche cognitive particulière sans intervention de stimulus externe. La détection de
ceux-ci permet alors la détermination de l’intention du sujet. Les rythmes sensori-moteurs
sont très utilisés dans ce contexte. Les différentes zones du cortex sensorimoteur sont en effet
organisées de manière à ce que chacune corresponde à une zone du corps. Cette disposition
est qualifiée de somatotopique. Grâce à celle-ci, certaines activités cérébrales associées à
cette zone du cortex sont séparables. Cette séparation est possible lorsque ces activités pré-
sentent des localisations spatiales relativement distantes. Ces activités étant caractérisées
par des ERS/ERD se répercutant sur les rythmes mu et bêta, un filtrage spatial dans ces
bandes de fréquences est généralement considéré.
Les tâches cognitives associées aux mouvements des bras sont par exemple séparables. Ces
tâches sont en effet situées de manière symétrique par rapport au centre du cortex senso-
rimoteur à une distance suffisante pour permettre une séparation. De plus, l’imagination
de ces mouvements induit des activités cognitives situées dans les mêmes régions [189]. Des
ICM dites d’imagerie motrice exploitant ce processus ont été conçues [185]. Celles-ci per-
mettent à l’utilisateur d’effectuer un choix dans un programme en imaginant le mouvement







Figure 2.8 – Exemples de décours temporels (sur 1 seconde) pour différents rythmes céré-
braux. Source : [83].
d’un des deux bras. D’autres tâches motrices peuvent également être considérées comme le
mouvement de la langue ou des pieds [34].
2.2.3 Micro-états cérébraux
Les deux sections précédentes ont présenté les caractéristiques des signaux EEG lorsque
des tâches cognitives particulières sont réalisées. De façon plus générale, certaines études
ont montré que les signaux EEG peuvent être modélisés par une suite d’états cérébraux,
chacun caractérisé par une topographie (forme spatiale) spécifique [136, 180]. Les signaux
EEG présentent en effet des phases durant lesquelles une topographie reste stable et se
maintient pour une durée allant de 60 à 120 ms avant de changer brutalement pour évoluer
2.2. Propriétés des signaux EEG, processus neurophysiologiques et
applications 17
vers une autre topographie stable. Ces états ont été associés à des étapes de réalisation de
tâches cognitives.
Des études statistiques réalisées sur des suites temporelles de tels états ont lié les modi-
fications de leurs ordres d’apparition ou de leur durée à des maladies mentales comme la
schizophrénie [135] ou la dépression [205]. Ils ont également permis la caractérisation des
signaux EEG associés aux états de repos d’un sujet [238]. À notre connaissance, cette pro-
priété des signaux EEG n’a pas encore été considérée pour la création d’ICM.
Nous reviendrons sur cet aspect des signaux EEG dans les chapitres 4 et 7 dans lesquels
nous considèrerons des modélisations prenant en compte cette propriété.
2.2.4 Applications
Les signaux EEG ont de nombreuses applications en supplément de leurs utilisations
pour la compréhension du fonctionnement cérébral.
2.2.4.1 Diagnostic médical
Les signaux EEG permettent le diagnostic de problèmes neurologiques et de maladies
mentales. La détection de l’épilepsie peut par exemple être réalisée par le repérage de chan-
gements brusques du contenu fréquentiel de ces signaux [199]. De même, les problèmes de
dégénérescence cérébrale associés à la maladie d’Alzheimer ou à la maladie de Creutzfeldt-
Jakob [172] peuvent être détectés par des anomalies des puissances spectrales associées à
certaines bandes de fréquences. Certains problèmes mentaux comme la schizophrénie ou la
dépression peuvent aussi être diagnostiqués par l’analyse d’anomalies de certains potentiels
évoqués [36] de même que les effets de certaines médications [78].
2.2.4.2 ICM
Les interfaces cerveau-machine sont des systèmes permettant à un être humain de contrô-
ler une machine via la modulation de son activité cérébrale uniquement, sans aucune aide de
ses muscles [230]. Ces systèmes sont principalement utilisés dans un cadre médical, notam-
ment pour les malades atteints du syndrome d’enfermement [128] pour lesquels ce type de
systèmes offre un moyen de communication avec d’autres personnes. Ces dernières années,
d’autres applications de ces systèmes ont été envisagées comme l’exploration d’environne-
ments en réalité virtuelle ou le contrôle de jeux vidéos [131]. Toutefois, leurs performances
devront être améliorées avant de réaliser ce genre de contrôles complexes. Les ICM peuvent
etre modèlisées via le schéma donné dans la figure 2.9.
Les ICM sont constituées d’une boucle de rétroaction permettant le contrôle de la ma-
chine par l’humain en temps-réel. L’activité cérébrale est premièrement capturée. Cette
mesure peut être réalisée via un ensemble de méthodes (EEG, MEG, IRMf, ...), l’EEG
étant l’approche la plus utilisée en raison des multiples avantages évoqués en début de ce
chapitre. Une fois la mesure effectuée, les signaux capturés sont pré-traités afin de pouvoir
en extraire des caractéristiques permettant leur classification. La sortie du classifieur est
ensuite transformée en contrôle pour la machine et un retour sensoriel (la plupart du temps








Figure 2.9 – Schéma de fonctionnement d’une interface cerveau-machine.
visuel) est envoyé au sujet afin qu’il puisse mettre à jour son activité cérébrale en fonction
de ce que le système a interprété de ses intentions.
2.3 Méthodes d’analyse des signaux EEG
Depuis la découverte de ces signaux, de nombreux travaux ont eu pour objet la concep-
tion de méthodes permettant de les analyser et de les comprendre. Nous nous attachons ici
à la description des principales approches développées. Les méthodes liées à la classification
en ICM seront aussi brièvement décrites.
Dans toute cette section nous considérons l’analyse de signaux EEG mesurés sur T pas tem-
porels et C électrodes. Ces signaux sont représentés par des matrices de mesure : Y ∈ RT×C .
2.3.1 Modélisations temporelles
Dans une modélisation dynamique du signal, sa valeur à l’instant t est définie en fonction
de ses valeurs aux instants précédents. De manière générale, ces modèles peuvent être décrits
graphiquement par le schéma présenté dans la figure 2.10.
La suite desX(t, .) représente la suite des états cachés du système étudié 2 au cours du temps
tandis que les Y (t, .) sont les variables observées et donc les seules utilisables directement
pour la compréhension du comportement de celui-ci. Pour les signaux EEG, les états X(t, .)
du système sont les états mentaux du sujet et les observations Y (t, .) sont les mesures de
l’activité électrique par les électrodes.
Ces modèles sont caractérisés dans un formalisme probabiliste markovien par :
— une ditribution a priori du premier état p(X(0, .))
— une distribution de transition entre états p(X(t, .)|X(t− 1, .), . . . , X(0, .)),
2. Ces états sont codés ici par des vecteurs lignes concaténés dans la matrice X.
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X(t− 1, .)




Y (t+ 1, .)
Figure 2.10 – Modélisation temporelle générale des signaux EEG, l’évolution des états
(cachés) cérébraux est décrite par la matrice X tandis que les mesures associées obtenues
sur les électrodes sont représentées par la matrice Y .
— un modèle d’observation décrit par la distribution p((Y (t, .)|X(t, .)), ces observations
étant indépendantes entre elles.
Toutes les approches d’analyse dynamique n’utilisent pas ce type de formalisme mais la
plupart d’entres elles peuvent être exprimées dans ce cadre. Pour le traitement des signaux
EEG, les modèles temporels les plus couramment utilisés sont les modèles MVAR (« Multi-
variate autoregressive » en anglais) et MVARMA (pour « MVAR moving average ») [232].
Ils peuvent s’écrire pour le canal i d’un signal Y comme suit :
AR :
Y (t, i) = −
p∑
k=1





A(j, k)Y (t− k, j) +N(t, i)
ARMA :
Y (t, i) = −
p∑
k=1





A(j, k)Y (t− k, j) +
q∑
k=1
B(k, i)N(t− k, i)
où p et q sont les ordres de prédiction et N le bruit. Ce sont des modèles linéaires à para-
mètres constants dans lesquels les observations et les états sont fusionnés et appartiennent
à un espace continu.
Ces modèles ont été introduits en EEG au début des années 70 [146, 86] et ont notam-
ment permis la réalisation d’analyses spectrales de ces signaux de manière efficace avec une
grande précision (estimateur spectral avec entropie maximum) et peu de paramètres. Ils
ont été utilisés pour l’analyse de phénomènes transitoires [142], la segmentation des signaux
EEG [29] et l’élimination d’artefacts oculaires et musculaires [200].
La limite principale de ces modèles réside dans leurs paramètres fixés pour toute la durée du
signal, imposant une étape de segmentation parfois difficile (non-stationnarité des signaux
EEG) avant le traitement des signaux. Ainsi, des modèles AAR (« adaptive » AR aussi
appelé TVAR pour « time varying » AR) permettant des variations de ces paramètres au
cours du temps ont été mis en place. Ils ont permis notamment l’étude des différentes phases
du sommeil [200] et se sont montrés particulièrement intéressants pour la caractérisation de
20 Chapitre 2. Électroencéphalographie
phénomènes transitoires [9]. Cette approche a également été utilisée dans le cadre des ICM
pour la classification de tâches motrices [185].
Récemment, une modélisation par chaines de Markov cachées utilisant toutes les possibi-
lités du schéma présenté plus haut a été considérée pour les signaux EEG et appliquée à
la classification de signaux d’imagerie motrice [174]. Cette modélisation, présentée dans la
figure 2.11, s’est montrée plus efficace pour la séparation du mouvement des bras que des
méthodes de classification linéaire.
Figure 2.11 – Automate de Markov avec états cachés pour la représentation de signaux
EEG. Source : [174]
Par ailleurs, d’autres types de modélisation ont également été envisagés pour l’étude
de ces signaux. Des modélisations chaotiques de leurs comportements dynamiques ont par
exemple été mises en place et se sont montrées efficaces dans l’étude de l’épilepsie. Le lecteur
pourra se référer à [114] pour plus de détails sur ces modélisations. De même, la modéli-
sation causale dynamique (DCM en anglais pour « Dynamic causal modelling ») appliquée
récemment aux signaux EEG a fourni une nouvelle approche permettant par exemple une
caractérisation intéressante de réponses évoquées [53].
Ces modèles peuvent tous être exprimé sous la forme d’une représentation d’état s’écri-
vant de manière générique :
X(t+ 1, .) = AX(t, .) +BNe(t, .),
Y (t+ 1, .) = CX(t, .) +DNo(t, .),
permettant par exemple une résolution via la méthode du filtre de Kalman comme dans [85].
Cette dernière réalise pour chaque pas de temps une prédiction de l’état courant en fonction
de l’état précédent puis corrige la prédiction à partir des observations.
À noter que ces modélisations dynamiques présentent un intérêt à la fois génératif étant
donné qu’elles permettent d’expliciter la construction des signaux EEG et discriminatif,
permettant dans certains cas la séparation de différentes classes d’activités cérébrales.
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2.3.2 Transformées et analyses temps-fréquence
Les propriétés fréquentielles des signaux EEG sont très étudiées du fait de leurs liens
directs avec les processus neurophysiologiques. Les analyses harmoniques sont généralement
effectuées grâce à une transformée de Fourier discrète des signaux. Pour le canal j du signal
Y elle s’écrit :
Yf (k, j) =
T−1∑
t=1
Y (t, j) exp(−2ipikt
T
)
Cette transformée a permis de nombreuses avancées dans la compréhension de l’activité
cérébrale [121, 61] et notamment l’identification d’associations entre certaines tâches cog-
nitives et des bandes de fréquences particulières [104]. De la même façon, les transformées
en cosinus et sinus discrètes ont permis la caractérisation de rythmes lents tels que ceux
observés lorsqu’un sujet est sous l’effet de drogue ou durant certaines phases du sommeil [3].











Le problème principal de ces transformées réside dans leur traitement purement fréquentiel
des signaux qui est efficace pour la description de phénomènes stationnaires mais échoue
dans la caractérisation de processus transitoires. Par conséquent, des représentations temps-
fréquence ont été considérées afin de décrire ces derniers. La transformée de Fourier discrète
à court terme fut notamment utilisée [63]. Celle-ci réalise la transformée de Fourier du
signal multiplié auparavant par une fonction fenêtre w (souvent gaussienne) sélectionnant
un interval temporel spécifique :
Ysf (k,m, j) =
T−1∑
t=1
Y (t, j) w(t−m) exp(−2ipikt
T
) .
Des transformées en ondelettes furent ensuite considérées. De la même manière que les
transformées précédentes, leurs composantes correspondent à des produits scalaires entre le
signal à analyser et un ensemble de signaux basiques localisés en temps et en fréquence. Ces
signaux basiques sont issus de la discrétisation de fonctions issues d’une unique fonction
mère par dilatation et décalage temporel afin de couvrir la partie du plan temps-fréquence
étudiée. Comparée à la transformée de Fourier à court terme, elles permettent une meilleure
caractérisation de certaines singularités des signaux. Pour le traitement des EEG, elles se
sont notamment montrées efficaces pour la prévision des crises d’épilepsie [87]. Une visua-
lisation des représentations temps-fréquence obtenues avec ces transformées est présentée
dans la figure 2.12.
Enfin, l’analyse temps-fréquence des signaux EEG a été considérée d’un point de vue
génératif, i.e. à travers la recherche de composantes temps-fréquences permettant la re-
construction des signaux dans un ensemble de signaux basiques nommé dictionnaire. Pour
un dictionnaire constitué d’une base orthogonale, la décomposition d’un signal sur celui-ci
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Figure 2.12 – Exemple d’une représentation temps-fréquence de mesures EEG enregistrées
pendant le sommeil d’un adulte obtenue à l’aide d’un dictionnaire de Gabor. Les lettres
représentent des structures significatives du sommeil identifiées par un expert. Source : [63].
peut être réalisée de la même façon que dans les transformées précédentes (produit scalaire
avec les éléments). Dans le cas d’un dictionnaire possédant plus d’éléments que la taille des
signaux, la décomposition sélectionne quelques composantes permettant une reconstruction
suffisante du signal décomposé. Ces décompositions dites parcimonieuses seront étudiées en
détail dans la suite de ce document. Dans l’analyse de signaux EEG, une telle décomposi-
tion sur un dictionnaire de Gabor a permis l’obtention de représentations temps-fréquences
intéressantes [62, 64], le dictionnaire de Gabor permettant un pavage optimal du plan temps-
fréquence.
Pour plus de détails sur les approches temps-fréquence, le lecteur pourra se référer à [152].
2.3.3 Filtrage spatial
La dimension spatiale des signaux EEG revêt une grande importance étant donné que
la plupart des processus neurophysiologiques sont localisés dans des régions spécifiques du
cortex cérébral. De nombreuses stratégies de filtrage spatial ont été étudiées afin de mieux
extraire certaines activités cérébrales ou de permettre une meilleure séparation de plusieurs
d’entre elles. Ces filtrages spatiaux sont réalisés de manière linéaire :
F = Y U
avec U la matrice regroupant les filtres spatiaux. Ce modèle linéaire se base sur l’hypothèse
d’une mesure au niveau des électrodes d’un mélange instantané des signaux provenant de
sources à l’intérieur du cerveau (approximation quasi-statique).
La sélection de certaines électrodes pour l’étude de tâches cognitives est la manière la
plus simple de filtrer spatialement des signaux EEG. Un expert est nécessaire pour réaliser
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ce choix. Il peut ne pas être idéal pour tous les sujets, mais cette sélection est suffisante pour
l’analyse de certaines activités cérébrales très localisées. Pour cela, soit e ∈ RN le vecteur
des indices des N électrodes sélectionnées, la i-ième colonne de U ∈ RC×N s’écrit :
U(j, i) =
 1 si j = e(i)0 sinon.
L’utilisation d’une électrode de référence dont le signal est soustrait aux signaux de toutes
les autres est aussi une manière de filtrer ces signaux. Le choix de celle-ci est un sujet
de discussion au sein de la communauté et influence de façon importante les résultats de
certaines méthodes [103]. Soit e l’électrode choisie, la i-ième colonne de U ∈ RC×C−1 s’écrit :
U(j, i) =

1 si j = i
−1 si j = e et i 6= j
0 sinon.
Il est également possible de prendre comme électrode de référence une électrode virtuelle
ayant pour signal la moyenne de ceux obtenus sur les autres électrodes. Cette approche nom-
mée CAR pour « Common Average Reference » est assez populaire et peut-être vue comme
un filtre spatial passe haut éliminant la composante spatiale constante des canaux (de fré-
quence spatiale nulle). Une justification théorique de cette méthode est donnée dans [21].
Quelle que soit la référence choisie, ce choix vise en général à éliminer un biais spatial permet-
tant l’obtention de meilleures performances des approches utilisées par la suite. U ∈ RC×C




C si j = i
− 1C sinon.
Un filtrage laplacien est aussi couramment considéré pour le traitement des données EEG.
La justification d’un tel filtrage tient à la forme lisse des profils spatiaux de ces signaux.
Leurs composantes sont, après avoir été émises par une zone du cortex, diffusées par le
crâne avant la mesure sur les électrodes. Cette diffusion entraîne une localisation difficile
des activitées cérébrales, qui apparaissent « floutées » spatialement dans les mesures EEG,
d’où l’utilisation d’un filtrage laplacien pour améliorer cette mesure. Soit V (i) l’ensemble
des électrodes se situant dans le voisinage de l’electrode i, la e-iéme colonne de la matrice
U ∈ RC×C s’écrit :
U(j, i) =

#V (i) si j = i
−1 si j ∈ V (i)
0 sinon.
La comparaison de ce filtrage avec l’utilisation d’une électrode de référence est présentée
24 Chapitre 2. Électroencéphalographie
Figure 2.13 – Visualisation de différents filtres spatiaux : électrode de référence (oreille),
CAR, laplacien étroit et laplacien large. La moyenne des activités des électrodes en noir est
soustrait de l’activité de l’électrode C3 en rouge. Source : [157].
dans [157]. Ces filtres sont schématisés dans la figure 2.13. À noter que des filtres laplaciens
à base de splines ont aussi été développés [204].
Même s’ils sont relativement efficaces, ces filtres ne sont ni adaptés aux tâches cognitives
à extraire ni aux sujets. Par conséquent, des approches par composantes ont été utilisées
pour ce filtrage, permettant la conception de filtres spatiaux optimaux pour des tâches
spécifiques et à des sujets particuliers. Parmi celles-ci, l’analyse en composantes principales
(ACP) ainsi que l’analyse en composantes indépendantes (ACI) sont très populaires. N’étant
pas seulement utilisées pour le filtrage spatial, nous discuterons de celles-ci plus longuement
dans la section suivante qui traite spécifiquement de ce type d’approches.
Reconstruction de sources cérébrales. L’ensemble de ces approches de filtrage tente
de se rapprocher des « vraies » composantes des signaux EEG. Ces composantes corres-
pondent aux activités des assemblées de neurones sources des signaux mesurés à la surface
du crâne. La recherche et la séparation de ces activités a donné également lieu à de nom-
breux travaux (voir [99] pour une revue). Le nombre de sources étant bien plus important
que le nombre d’électrodes, ce problème ne présente pas de solution unique (problème mal
conditionné). Ainsi, un filtrage spatial linéaire classique comme ceux présentés plus haut ne
permet pas la séparation de ces sources. Ce problème nommé aussi problème inverse EEG
s’exprime naturellement à travers un modèle linéaire redondant de la forme :
Y = GX +N
pour un signal Y ∈ RC×T , une matrice de gain G ∈ RC×S (C  S), une matrice de
coefficient X ∈ RS×T et N une matrice de bruit.
La matrice de gain (ou « lead field matrix ») lie les sources cérébrales aux mesures sur
les électrodes. Cette matrice peut être estimée via la résolution du problème direct EEG,
consistant à modèliser la propagation des ondes électromagnétiques dans le crâne de manière
à obtenir la valeur du signal mesuré sur les électrodes lorsqu’une source est active [95, 163].
La sélection d’une solution pour ce problème inverse est réalisée en fonction de connaissances
a priori sur les sources. La résolution de ce type de problème étant directement liée aux
représentations étudiées dans ce document, nous détaillerons les approches proposées une
fois les représentations redondantes introduites formellement dans la section 3.5.2.3.
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2.3.4 Analyse en composantes
Les approches par composantes cherchent à extraire de ces signaux un ensemble de
composantes les constituants. Ces composantes peuvent être spatiales, temporelles ou fré-
quentielles, elles sont donc transverses à ces différents aspects. Ce sont donc des approches
principalement génératives. Elles peuvent être catégorisées en fonction des dimensions des
composantes extraites. Celles utilisées pour l’EEG considèrent le plus souvent un modèle
linéaire de type :
Y = ΦX .
2.3.4.1 Analyse concernant une seule dimension
L’analyse en composantes principales (ACP) est la première de ces méthodes à avoir
été utilisée pour l’analyse de signaux EEG [129, 33, 208]. C’est une méthode d’analyse
statistique permettant de décorréler les données. Pour cela, les signaux sont projetés dans
une nouvelle base X = UY de tel sorte que leurs matrices de covariance après projection
soient diagonales. Pour un signal Y possédant une matrice de covariance empirique Σ =
Y TY , le calcul de U peut être réalisé via la diagonalisation de Σ (ou de manière équivalente
la décomposition en valeurs singulières de Y ) :
Σ = Y TY = WDW T .
Il est alors possible de choisir U = W T ou bien U = D
−1
2 W T afin de décorréler Y , le
second choix permettant un blanchiment du signal de manière à obtenir l’identité comme
matrice de covariance. Pour des signaux distribués de manière gaussienne ayant des moments
d’ordre supérieur à deux nuls, cette transformation permet l’obtention de composantes
indépendantes de ceux-ci.
D’un point de vue géométrique, cette méthode calcule les axes principaux des données
considérées. Une réduction de dimension peut être réalisée via cette approche en choisissant
les vecteurs propres de la diagonalisation de Σ associés aux plus grandes valeurs propres.
De nombreux travaux ont analysé, appliqué et étendu cette méthode. Pour une revue récente
le lecteur pourra se référer à [1].
Cette méthode a été particulièrement étudiée pour l’analyse spatiale des signaux EEG et des
variantes adaptées à un cadre discriminatif ont été développée. Ces méthodes permettent la
séparation de plusieurs activités cérébrales spécifiques ou bien le rehaussement d’une de ces
activités par rapport aux autres classes. Leur point commun est la recherche des extrema





u représente ici l’un des filtres spatiaux de U , Σ1 la matrice de covariance d’une classe de
signaux et Σ2 la matrice de covariance d’une autre classe (ou du bruit). J est une fonction
connue sous le nom de quotient de Rayleigh [82]. L’invariance d’échelle de cette fonction
J(αu) = J(u) permet d’écrire ce problème sous la forme :
argopt
u
uTΣ1u t.q uTΣ2u = 1. (2.2)
26 Chapitre 2. Électroencéphalographie
Sa solution aprés dérivation du lagrangien est : Σ1u = λΣ2u. Ainsi, les extrema de J sont
les vecteurs propres généralisés des matrices Σ1 et Σ2.
Dans un contexte de classification à deux classes, les filtres spatiaux retenus sont les vecteurs
propres associés aux valeurs propres les plus faibles et les plus élevées. Cette approche porte
alors le nom de CSP pour « Common Spatial Pattern » [189] et est efficace pour la classifi-
cation de tâches motrices. De nombreuses variantes de cette approche ont été developpées,
le lecteur intéressé pourra se référer à [27] pour une revue. Dans le cas du rehaussement
d’un potentiel évoqué par rapport au bruit, une approche nommée xDAWN [192] a été
créée. Seuls les filtres associés aux plus grandes valeurs propres sont alors sélectionnés. Les
performances de ce type d’approche dépendent principalement de la qualité de l’estimation
des matrices de covariances [145].
L’analyse en composantes indépendantes (ACI) a été également considérée pour les si-
gnaux EEG [150]. Elle s’est notamment montrée particulièrement efficace pour l’élimination
d’artefacts occulaires [225]. Cette approche, permet l’extraction de composantes statistique-
ment indépendantes des signaux par projection linéaire comme précédemment : X = UY .
Contrairement à l’ACP réalisant uniquement une décorrelation, celle-ci cherche une trans-
formation rendant nuls tous les moments d’ordre 2 et supérieurs. Différentes approches ont
été développées pour l’obtention de la matrice U de projection. Celles-ci considèrent pour
cela différents critères sur les composantes de sortie X :
— maximum de vraisemblance ⇔ minimum de la distribution de Kullback-Leibler,
— minimisation de l’entropie
— minimisation de l’information mutuelle.
Contrairement à l’ACP ces filtres ne sont pas nécessairement orthogonaux.
Le lecteur pourra se référer à [113] pour plus de détails.
Des études EEG ont également développé des méthodes de clustering. Celles-ci associent
à chaque élément d’un signal un des centres des clusters et peuvent ainsi être vues comme
des approches par composantes où les éléments ne sont pas associés à une combinaison
de composantes, mais à une seule. Une telle approche est utilisée avec des composantes
spatiales pour le calcul des microétats présentée dans la section 2.2.3 [180].
2.3.4.2 Analyse concernant plusieurs dimensions
D’autres méthodes tentent d’extraire des composantes sur plusieurs dimensions simul-
tanément. L’approche PARAFAC qui est une généralisation de la ACP permet par exemple
l’extraction de composantes sur deux [160] ou trois [159] dimensions. Les composantes des
différentes dimensions sont liées de manière à ce que la méthode soit équivalente à l’extrac-
tion de composantes multidimensionnelles de rang 1. Elle a notamment été utilisée pour la
caractérisation de certains PE.
L’extraction de composantes spatio-temporelles plus générales a aussi été étudiée à travers
l’apprentissage d’un dictionnaire multivarié redondant [16]. Cette approche réalisée de ma-
nière invariante dans le temps s’est montrée efficace pour l’évaluation du P300. Cette étude
fut réalisée en parallèle des travaux présentés dans ce document (voir section 3.5.2.4).
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2.3.5 Sélection de caractéristiques et classification
Dans un contexte discriminatif, généralement pour les ICM, la classification des signaux
EEG est réalisée via la chaine de traitement présentée dans la figure 2.9. Le choix des ca-
ractéristiques utilisées pour la classification dépend des tâches cognitives considérées. Cette
extraction peut être effectuée par les différentes approches présentées dans les sections pré-
cédentes. En ce qui concerne l’étape de discrimination, elle est généralement composée d’une
étape de sélection de caractéristiques, puis de l’étape de classification proprement dite.
Deux approches peuvent être considérées pour la sélection des caractéristiques. Celle-ci
est effectuée, soit, par le classifieur lui-même (voir par exemple [214] pour une intégration
des différentes étapes discriminatives des ICM), soit, indépendamment du classifieur avant
l’étape de classification [125](« wrapper vs filter »). Les approches gloutonnes ainsi que celles
utilisant une mesure de corrélation (ou d’information mutuelle) entre les caractéristiques et
les labels sont les plus courantes pour les ICM [206, 6].
En ce qui concerne l’étape de classification, différentes approches peuvent également être
adoptées. Le choix du classifieur dépend de plusieurs critères tels que la taille des signaux,
la valeur du rapport signal à bruit, la variance des données ou encore la taille de l’ensemble
d’entrainement [144].
Nous notons ici F ∈ RN×K la matrice de caractéristiques associée aux signaux Y k, k ∈
{1, . . . ,K} et z ∈ RK le vecteur des étiquettes de ces signaux. De manière générale, les
algorithmes d’apprentissage supervisé tentent d’apprendre une fonction f permettant d’ob-
tenir l’étiquette d’un signal en fonction de ses caractéristiques. Dans le cadre probabiliste
de la théorie de la décision [106] cette fonction est évaluée via la minimisation du risque
s’exprimant comme suit :
minf E(l(f(F ), z))
avec E l’espérance et l une fonction de perte mesurant la proximité entre les vraies étiquettes
et celles obtenues avec f . Ce risque est estimé en considérant la distribution empirique des







l(f(F (k)), z(k))) .
Afin d’évaluer un tel apprentissage de f , les données disponibles sont généralement divisées
en deux ensembles, un ensemble d’entraînement sur lequel f est apprise et un ensemble de
tests permettant d’évaluer l’efficacité de f sur de nouvelles données. L’un des inconvénients
de ce type d’apprentissage concerne la capacité de généralisation de la fonction apprise. Son
apprentissage peut en effet la rendre très spécialisée pour les données d’entrainement mais
peu performante pour la classification de signaux non-présent dans l’ensemble d’entraine-
ment. Ce problème, nommé sur-apprentissage est illustré dans la figure 2.14.
L’ajout d’une régularisation R contraignant cette fonction peut permettre de limiter ce







l(f(F (k)), z(k))) +R(f)
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Figure 2.14 – Taux d’erreur de classification en fonction de la taille de la base d’entraine-
ment. En bleu, la classification sur l’ensemble d’entrainement et en rouge sur l’ensemble de
test.
Parmi les fonctions de perte classique, on trouve par exemple la fonction de perte qua-
dratique l(f(F (k)), z(k))) = (f(F (k)) − z(k))2 ou la « hinge loss » l(f(F (k)), z(k))) =
max(0, 1−z(k)f(F (k))). En ce qui concerne les régularisations, elles dépendent de la struc-
ture de f et pénalisent fréquemment la norme (`1, `2, . . . , etc.) des paramètres de f en
fonction d’a priori sur la solution du problème.
Les signaux EEG étant très bruités et souvent de grandes dimensions, les algorithmes les
plus couramment utilisés sont linéaires. Ceux-ci sont robustes vis-à-vis du bruit et peuvent
classifier des signaux de grandes dimensions dans des temps raisonnables.








ou w est le vecteur de coefficients du classifieur et G la matrice des vecteurs de caracté-
ristiques augmentées par une rangée de 1. Géométriquement, le vecteur de coefficients w
est un hyperplan de l’espace de caractéristiques séparant les classes dont un exemple en
dimension 2 est donné dans la figure 2.15.
Les algorithmes de classification linéaire les plus courants pour les ICM sont le LDA (Li-
Figure 2.15 – Séparation linéaire de deux classes de vecteurs par une droite.
near Discriminant Analysis), le FDA (Fisher Discriminant Analysis) et le SVM (Séparateur
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à Vaste Marge). La principale différence entre le LDA et le FDA réside dans l’hypothèse
d’une distribution gaussienne des données que fait le LDA, le FDA ne s’appuyant que sur
les moyennes et variances des données. En ce qui concerne le SVM, il permet une séparation
maximisant les marges entre les données et l’hyperplan au prix du réglage d’un paramètre.
La popularité de ce dernier provient également de la possibilité de séparations non-linéaires
qu’elle permet à l’aide de fonctions noyaux permettant des séparations linéaires dans des
espaces de plus grandes dimensions sans surcoût de calcul. De nombreux classifieurs ont
été étudiés dans le contexte des ICM, le lecteur intéressé pourra se référer à [144] pour
une comparaison de ceux-ci ainsi qu’à [60] pour une vision générale de la reconnaissance de
motifs.
2.4 Représentations redondantes pour les EEG
2.4.1 Principes des approches redondantes
Dans ce travail, nous nous attachons à la mise en place de représentations redondantes
pour les signaux EEG. Ces représentations sont des approches par composantes dont le
nombre de composantes excède la dimension des signaux étudiés. Ces familles de compo-
santes génèrent donc l’espace de nos signaux, mais ne sont pas contraintes à être orthogo-
nales comme les composantes de l’ACP et peuvent comporter un nombre d’éléments plus
grand que la taille des signaux contrairement à l’ACP ou l’ACI. Elles offrent ainsi une sou-
plesse de représentation beaucoup plus grande que les autres approches.
Cette souplesse est mise en avant pour des signaux synthétiques ci-dessous (inspirée de [139]).
Ces signaux sont générés à partir de plusieurs distributions gaussiennes multimodales 2D
(1000 points par distribution). Les différentes directions de variance des distributions sont
mises en avant par des couleurs bien que tous les points appartiennent à une seule classe.
La figure 2.16a présente une distribution gaussienne 2D simple ainsi que les directions
obtenues avec une ACP. L’ACP est ici suffisante pour décrire les données étant donné
que la méthode capture correctement la direction de variance maximale. Elle échoue par
contre sur le second exemple présenté figure 2.16b où la distribution possède 2 directions
non-orthogonales. L’utilisation d’une ACI (figure 2.16c) permet par contre une description
efficace de ces données en retrouvant les deux directions principales de variance grâce à des
composantes moins contraintes. L’exemple final donné dans la figure 2.16d et 2.16e propose
une distribution à trois directions que l’ACI n’arrive pas à capturer contrairement à une
approche redondante qui retrouve correctement celles-ci.
Les approches redondantes seront abordées en détail dans le chapitre suivant.
2.4.2 Intérêt des représentations redondantes pour la description des si-
gnaux EEG
Comme nous l’avons vu dans ce chapitre les signaux EEG sont complexes et de nom-
breuses méthodes ont été développées pour leur analyse. Parmi les difficultés rencontrées,
les principales sont l’intégration de l’ensemble des aspects de ces signaux dans une même
approche, le rapport signal à bruit très faible, la variabilité des signaux aussi bien entre
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(a) ACP pour une distribution simple.
(b) ACP pour une distribution à deux directions
non orthogonales.
(c) ACI pour une distribution à deux directions
non orthogonales. (d) ACI pour une distribution à trois directions.
(e) Représentation redondante pour une distribution à trois directions.
plusieurs sujets qu’entre différentes sessions de mesure et l’obtention de représentations in-
terprétables.
Les modélisations dynamiques permettent une description fine de l’aspect temporel des
EEG, néanmoins, elles nécessitent de nombreux signaux pour l’estimation de leurs para-
mètres et ne permettent pas l’intégration facile de l’aspect fréquentiel. En ce qui concerne
les méthodes temps-fréquences que nous avons passées en revue, elles peuvent être vues
comme des approches par composantes avec un ensemble de composantes fixes. Elles sont
interprétables, permettent l’intégration des différents aspects des EEG mais pas d’adap-
tation aux variations des signaux. Enfin, les approches de filtrage spatial de la littérature
permettent au contraire une adaptation à la variabilité des signaux en utilisant des ap-
proches d’extraction des composantes principales mais sont limitées à la taille des signaux
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pour le nombre de composantes considérées et sont souvent peu interprétables.
Les représentations redondantes brièvement introduites plus haut pourraient permettre :
— d’intégrer les aspects spatiaux, temporels et fréquentiels de ces signaux dans un cadre
de travail unifié,
— de pouvoir décrire efficacement les signaux grâce à une grande flexibilité,
— d’apprendre des composantes adaptées aux sujets,
— et d’intégrer aisément des connaissances a priori dans le modèle afin de guider la
méthode vers des composantes plausibles et interprétables.
De plus, dans un contexte discriminatif comme celui des ICM, les approches génératives
comme celle-ci peuvent se révéler intéressantes [130] afin d’éviter le surapprentissage des
classifieurs lorsque les signaux sont très bruités ou lorsque la base d’entrainement contient
de nombreuses données aberrantes (« outliers » en anglais).
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Décomposition de signaux sur un
dictionnaire redondant
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Nous allons nous intéresser dans ce chapitre aux représentations redondantes de manière
plus approfondie. Le but de ce chapitre est de présenter celles-ci pour un modèle multicanal
classique de façon à permettre au lecteur de mieux les comprendre avant de passer à leur
étude dans le cadre des signaux EEG.
La section 3.1 introduit ces représentations ainsi que leurs formalisations à travers la théo-
rie des repères. La section 3.2 s’attache ensuite à formaliser le problème de décomposition
parcimonieuse de signaux sur un dictionnaire tandis que la section 3.3 présente des algo-
rithmes permettant de réaliser cette décomposition. La section 3.4 expose les principes de
l’apprentissage de dictionnaires ainsi que les algorithmes classiques associés. Enfin, la sec-
tion 3.5 passe en revue les modèles redondants déja mis en place pour les signaux EEG afin
de permettre une meilleure compréhension des contributions de cette thèse décrites dans les
chapitres suivants.
La littérature associée à ce domaine étant très importante, nous ne présentons ici que les
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éléments permettant une bonne compréhension de la suite de ce texte. Pour aller plus loin,
le lecteur pourra s’intéresser au livre de Ole Christensen [46] pour une introduction à la
théorie des repères (« frames » en anglais) ainsi qu’à celui de Michael Elad [67] concer-
nant la parcimonie et les représentations redondantes dans le cadre du traitement de signal.
L’histoire des transformations en traitement du signal est également traitée dans [194] avec
comme évolution l’apprentissage de représentations redondantes.
3.1 Représentations redondantes
3.1.1 Dictionnaires pour la représentation de signaux
Ces dernières années, de nombreuses approches considérant des modèles redondants ont
été développées pour le traitement de divers types de signaux. Le principe de ces modèles
est de représenter un signal par une combinaison linéaire de signaux élémentaires pris dans
une famille dite redondante possédant un nombre d’éléments plus élevé que la dimension des
signaux. Ces signaux élémentaires sont appelés atomes et sont réunis dans un dictionnaire.
De manière formelle, dans un cadre multidimensionnel ce type de modèle linéaire peut être
défini simplement comme suit.
Modèle redondant multidimensionnel (ou multicanal) :
Soit Y ∈ RC×T un signal multidimensionnel et Φ = [φ1, . . . , φNΦ ] ∈ RC×NΦ un dictionnaire
(C ≤ NΦ), ce type de modèle linéaire en composantes peut être écrit comme suit :
∀i ∈ {1, . . . , T}, Y (i) = ΦX(i) +N(i)
Y = ΦX +N (3.1)
avec X ∈ RNΦ×T une matrice de coefficients et N ∈ RC×T une matrice de bruit. Chaque
signal C-dimensionnel Y (i) est approché par une combinaison linéaire des éléments de Φ
dont les coefficients sont les X(i).
Comme nous l’avons vu dans le chapitre précédent, l’un des intérêts majeurs de ces
modèles en comparaison avec d’autres approches en composante comme l’ACP ou l’ACI
réside dans leur flexibilité. Les familles constituant les dictionnaires sont génératrices des
espaces qu’elles décrivent mais le nombre d’éléments les constituants n’est pas limité et
aucune contrainte d’orthogonalité n’est imposée. Ainsi, ces familles sont soumises à peu de
contraintes et elles permettent une description flexible d’un espace.
Pour le traitement de signal, une représentation redondante semble relativement naturelle
étant donné qu’en règle générale il n’existe aucune raison de limiter la taille de la famille
utilisée pour décrire un phénomène au nombre de capteurs utilisés pour le mesurer. Pour
dire cela autrement, le nombre de composantes élémentaires pouvant apparaître dans un
phénomène est en général beaucoup plus grand que le nombre de capteurs utilisés pour le
mesurer ; d’où une meilleure capacité de description des approches redondantes [215, 13].
L’utilisation de ce type de représentations présente néanmoins certaines difficultés. La fa-
mille des éléments de Φ n’étant pas libre, la décomposition des signaux sur celle-ci n’est
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pas unique. Deux problèmes principaux apparaissent donc dans la mise en place de ces
représentations : le choix du critère permettant de sélectionner des coefficients de décom-
position pour un signal donné ainsi que le choix du dictionnaire. Les réponses dépendent
sans surprise de la classe des signaux considérés ainsi que de la tâche à effectuer. Lorsque le
dictionnaire est bien choisi et la décomposition réalisée de façon à respecter la structure du
signal, la représentation obtenue peut grandement faciliter la réalisation de certaines tâches
(voir section 3.5).
3.1.2 Les repères
Mathématiquement, les repères (« frames ») étendent la notion de base [46] et permettent
la formalisation des approches utilisant des dictionnaires.
Une base est une famille de vecteurs qui est à la fois libre et génératrice :
{Φ(k)}Ck=1 est une base de RC ⇔
 span{Φ(k)}Ck=1 = RC@{λk}Ck=1 6= 0 t.q ∑Ck=1 λkΦ(k) = 0.
Lorsque un espace RC possède une base {Φ(k)}Ck=1 alors les vecteurs de cet espace peuvent
s’écrire de manière unique comme combinaison linéaire des éléments de celle-ci :




Un repère est une famille de vecteur de l’espace qui est génératrice de celui-ci comme une
base mais qui n’est pas nécessairement libre. La propriété ci-dessus n’est alors pas toujours
vérifiée. Le concept de repère est plus général que celui de base et l’englobe. De manière
formelle les repères sont définis comme suit :
Définition 1. Une famille de vecteurs {Φ(k)}NΦk=1 est un repère de l’espace RC s’il existe
des constantes 0 < A ≤ B <∞ tel que :




Les scalaires A et B sont appelés bornes du repère et ne sont pas uniques sauf si l’on
considère pour A le supremum des scalaires vérifiant la propriété précédente et de façon
équivalente l’infimum pour B. Un repère est dit ajusté si A = B (« tight » en anglais), dans
ce cas il préserve l’angle entre les vecteurs et la géométrie de l’espace.
Pour un repère quelconque {Φ(k)}NΦk=1 de RC , il n’existe pas de décomposition unique d’un
élément x ∈ RC de cet espace sur cette famille. Toutefois, la théorie des repères fournit un
théorème de représentation généralisant la décomposition obtenue pour les bases à l’aide de
l’opérateur de repère.
Définition 2. Soit {Φ(k)}NΦk=1 un repère de RC , a ∈ RNΦ un vecteur de coefficients et x un
élément de RC . L’opérateur de repère S est défini par :
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L’opérateur S lie un vecteur de RC à la combinaison linéaire des éléments du repère
obtenue en prenant pour coefficients les produits scalaires du vecteur avec ces éléments.
Dans le cas d’une base orthogonale ∀x ∈ RC Sx = x, toutefois cette propriété n’est pas
valable de manière générale pour les repères. La décomposition d’un élément de RC sur un
repère peut être tout de même obtenue via le théorème de représentation suivant.
Théorème 1. Soit {Φ(k)}NΦk=1 un repère de RC associé à un opérateur de repère S.
S est inversible, auto-adjoint et







La famille {S−1Φ(i)}NΦi=1 est appelée repère dual canonique du repère {Φ(k)}NΦk=1. Lorsque
cette famille est regroupée dans une matrice nommée Φ∗, nous avons Φ∗ = Φ† avec Φ† la
pseudo-inverse de la matrice Φ du repère i.e. Φ† = (ΦTΦ)−1ΦT .
Parmi les coefficients permettant de représenter un vecteur x ∈ RC avec les éléments d’un
repère {Φ(k)}NΦk=1, ceux obtenus par produit scalaire avec les éléments du repère dual cano-
nique {〈x, S−1Φ(i)〉}NΦi=1 sont les coefficients de norme `2 la plus faible. Les décompositions
de signaux sur des repères grâce à ces coefficients se sont notamment montrées efficaces
pour des tâches de débruitage [57].
3.1.3 Représentations parcimonieuses
Dans ce chapitre nous allons nous intéresser à des ensembles de coefficients différents :
ceux possédant un grand nombre d’éléments nuls, i.e les coefficients permettant la recons-
truction d’un signal avec peu d’éléments du repère. La décomposition est alors qualifiée de
parcimonieuse. Ce choix pour le critère de sélection des coefficients répond au principe du
rasoir d’Occam, suggérant le choix de la solution la plus simple pour ces décompositions : ici,
la solution impliquant un minimum de composantes simultanément actives dans un signal.
Il est intéressant de noter que des travaux sur le cortex visuel des mammifères [76, 176] ont
mis en évidence un fonctionnement de l’aire V1 utilisant ce type de représentations. Lorsque
le signal d’une image perçu par l’œil est reçu dans cette aire, les cellules qui la composent
se comportent comme des filtres spatio-temporels et fournissent une représentation parci-
monieuse pouvant être utilisée par des neurones des couches suivantes pour l’interprétation
du signal reçu. Ainsi, le type de codage parcimonieux considéré dans ce chapitre est apparu
naturellement chez les mammifères au cours de leur évolution comme une approche efficace
de codage de l’information.
3.2 Décomposition parcimonieuse sur un dictionnaire
Représenter un signal par décomposition parcimonieuse sur un dictionnaire est un pro-
blème non-trivial. Avant de présenter les différents algorithmes développés pour cela nous
allons discuter ici des propriétés de ce problème.
Dans toute cette partie Y ∈ RC×T est un signal multidimensionnel et Φ = [φ1, . . . , φNΦ ] ∈
RC×NΦ un dictionnaire (C ≤ NΦ).
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3.2.1 Formalisation du problème de décomposition parcimonieuse




‖Y − ΦX‖2F t.q. ‖X‖0 < J (3.2)
où la quasi-norme `0 est définie comme suit :
‖X‖0 = #{(i, j) | ∀i ∈ {1, . . . , NΦ}, ∀j ∈ {1, . . . , T}, X(i, j) = 0}.
Pour une matrice X donnée, l’ensemble des indices des éléments non nuls est appelé support
de X. Cette minimisation est un problème combinatoire NP-difficile [168](voir la réduction
polynomiale de ce problème à 3-SAT dans [217]). Ainsi, quand les dimensions de celui-ci
augmentent, il devient difficile de le résoudre dans un temps raisonnable. La solution est en
général approchée par des méthodes gloutonnes (voir section 3.3.1). Ces méthodes peuvent
toutefois se révéler peu stables dans les cas où le rapport signal à bruit est faible, le dic-
tionnaire mal conditionné ou les signaux peu parcimonieux sur le dictionnaire choisi.
Une autre possibilité a été développée pour la réalisation d’une décomposition parci-
monieuse : la relaxation de la contrainte `0 en contrainte `1 [43, 210]. Ce problème de dé-




‖Y − ΦX‖2F + λ‖X‖1. (3.3)
Ce relâchement de la norme `0 en norme `1 permet l’obtention d’un problème convexe qui
peut-être résolu via des algorithmes d’optimisation convexe classiques (voir section 3.3.2).
Lorsque le dictionnaire est de rang plein, ce problème est strictement convexe et sa solution
est unique. L’utilisation de cette norme provoque par contre un biais dans les décompositions
du fait de la prise en compte de la valeur absolue des coefficients.
Il peut être difficile de voir en quoi la norme `1 permet l’obtention d’une décomposition
parcimonieuse. Une illustration géométrique classique de cet effet peut être obtenue via le
problème monodimentionnel suivant :
arg min
x
‖y − Φx‖22 t.q ‖x‖1 < J, (3.4)
dans lequel le dictionnaire n’est composé que de deux atomes. La figure 3.1 présente les
boules unités `1 et `2, ainsi que les lignes de niveau de la fonction f : x → ‖y − Φx‖22.
À l’optimum, la ligne de niveau est tangente à la boule. Contrairement à la norme `2, la
norme `1 encourage les solutions obtenues sur les coins de cette boule et donc les solutions
parcimonieuses (voir [148] pour plus de détails).
Des normes intermédiaires ‖.‖p, p < 1 ont également été étudiées dans ce contexte [93]
ainsi que des versions lisses de la norme `0 [161], toutefois nous ne détaillerons pas celles-
ci dans ce document étant donné qu’elles n’ont pas fait l’objet de travaux durant cette étude.
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Figure 3.1 – Visualisation en 2D de l’effet d’une contrainte `1 sur la solution d’un pro-
blème d’optimisation. Le point rouge représente la solution du problème pour : à gauche
un problème contraint par une terme `1 et à droite un problème contraint par un terme `2.
Source : thèse de Julien Mairal [148].
Quelque soit la méthode utilisée, la solution du problème présenté Eq.(3.2) peut être dif-
ficile à approcher et dépend fortement du dictionnaire considéré et du degré de parcimonie
des signaux. De nombreux travaux ont analysé ce problème et fourni des indices permet-
tant d’évaluer la difficulté de celui-ci en fonction de ces deux aspects. Ces considérations
théoriques sont importantes dans la mise en place de représentations redondantes et nous
allons donc nous y intéresser dans la section suivante.
Avant d’aborder ces résultats il est important de noter qu’une autre formulation du problème
de décomposition parcimonieuse est possible.
Analyse versus Synthèse Le problème décrit plus haut cherche à trouver une matrice
de décomposition parcimonieuse et est nommé problème en synthèse. Ces dernières années
un problème proche a également été étudié [69, 167], on parle de formulation en analyse
(forme stricte `0 ici) :
arg min
X∈RNΦ×T
‖Y −X‖2F t.q ‖Φ∗X‖0 < J. (3.5)
Le but de celui-ci est d’obtenir une approximation X de Y dont la projection sur Φ∗ est
parcimonieuse. Lorsque le dictionnaire est une base non-singulière, les problèmes formulés en
synthèse et en analyse sont équivalents si l’on choisit Φ∗ = Φ−1. Dans un cadre redondant,
cette équivalence n’est plus de mise lorsque Φ∗ = Φ† mais les problèmes obtenus sont
proches (voire [69] pour une comparaison). L’équivalence peut être obtenue en construisant
le dictionnaire dual décrit dans [141]. L’approche en analyse s’est montrée particulièrement
efficace pour des tâches de débruitage [183]. Dans cette thèse nous considérons exclusivement
des approches en synthèse, néanmoins des régularisations en analyse (de type ‖XP‖0) sont
étudiées, voir section 3.2.3.
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3.2.2 Considérations théoriques à propos des décompositions parcimo-
nieuses
L’une des questions majeures apparaissant avec ce type de décomposition concerne l’ef-
ficacité des algorithmes résolvant les problèmes définis plus haut à retrouver la structure
parcimonieuse sous-jacente des signaux. Cette efficacité dépend de certaines propriétés du
dictionnaire, de la structure parcimonieuse des signaux ainsi que du niveau de bruit. Nous
présentons ici quelques résultats importants.
3.2.2.1 Caractérisation des dictionnaires
Lors d’une décomposition parcimonieuse, les atomes du dictionnaire peuvent être vus comme
des directions dans l’espace des signaux et sont généralement normalisés ‖Φ(i)‖2 = 1,∀i ∈
{1, . . . , NΦ}. La distance entre ces directions conditionne fortement la décomposition et peut
être mesurée par la corrélation entre les atomes. Ainsi, l’indicateur le plus simple permettant
d’évaluer le comportement d’un dictionnaire est la corrélation maximale entre deux atomes.
Ce nombre correspond à la distance minimale entre deux atomes et est appelé la cohérence
µ du dictionnaire :




Intuitivement, nous pouvons comprendre son importance en considérant un signal jouet
x colinéaire à un atome du dictionnaire x = λφ. Même lorsque celui-ci est bruité xε =
x + ε, nous souhaiterions pouvoir retrouver φ grâce à une décomposition parcimonieuse.
Les atomes choisis durant celle-ci sont ceux les plus corrélés avec le signal. Si un atome ϕ
appartenant au dictionnaire est trés corrélé avec φ, alors sa corrélation avec xε pourrait être
plus élevée que celle avec φ et il pourrait être choisi à sa place par erreur.
Ce n’est pas une mesure très fine du comportement d’un dictionnaire mais la cohérence
est facile à calculer et permet une caractérisation rapide de celui-ci. La théorie des repères





Cette borne est atteinte pour des « equiangular tight frames »(ETF) [46], les atomes sont
alors peu corrélés et la récupération des structures parcimonieuses plus aisée.
Une caractérisation plus fine des dictionnaires peut être obtenue via les valeurs des mesures
de cohérence cumulée généralisant la notion de cohérence. Ceux-ci mesurent la distance
minimale entre les sous-espaces engendrés par un nombre particulier d’atome [220, 102] (m
ici) :
Définition 4. La cohérence cumulée µ1 d’ordre m (fonction de Babel) d’un dictionnaire Φ
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Le calcul de ces valeurs devient néanmoins long dès que la taille du dictionnaire dépasse
plusieurs dizaines d’éléments. Un dictionnaire est dit quasi-incohérent lorsque µ1 augmente
lentement par rapport à la taille des sous-ensembles d’atomes considérés.
Une autre caractérisation des dictionnaires a également été développée dans l’étude
du problème relaché [40, 38] à travers un ensemble de constantes d’isométrie (« restricted
isometric properties ») définies comme suit :
Définition 5. La constante d’isométrie δs d’un dictionnaire Φ est définie comme le plus
petit nombre tel que :
(1− δs)‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δs)‖x‖22
pour tout x possédant un support de taille s.
Ces constantes peuvent être interprétées comme des mesures du « degré d’orthogona-
lité » du dictionnaire pour des sous-espaces de différentes dimensions.
Les mesures obtenues grâce à ces caractérisations des dictionnaires permettent de dériver
des conditions sur la capacité des algorithmes de décompositions parcimonieuses à retrou-
ver la structure sous-jacente de signaux ainsi que sur l’unicité des solutions des problèmes
présentés plus haut.
Avant de s’intéresser à ces résultats, notons que dans l’optique de la mise en place d’un
modèle redondant, le choix du dictionnaire est important d’un point de vue modélisation
afin d’obtenir les propriétés souhaitées sur cette représentation (interprétabilité, adapta-
tion aux signaux, ...) mais les propriétés mentionnées ici doivent également être prises en
compte. Ainsi, un compromis entre la capacité descriptive du dictionnaire et son condition-
nement pour les décompositions parcimonieuses est souvent nécessaire avec le modèle de
décomposition présenté plus haut. Une autre possibilité proposée dernièrement considère
l’utilisation d’un dictionnaire de modélisation et d’un autre dictionnaire utilisé uniquement
pour le choix des atomes lors de la décomposition [201]. Les valeurs des cohérences cumulées
ont d’ailleurs été étendues à cette dernière décomposition [102].
3.2.2.2 Récupération de la structure parcimonieuse
De nombreux résultats ont été obtenus concernant la capacité d’algorithmes de décom-
position parcimonieuse à retrouver la décomposition la plus parcimonieuse d’un signal. Nous
présentons ici quelques-uns des résultats les plus importants dans un cadre monodimensio-
nel.
Considérons tout d’abord un cas sans bruit ou les signaux peuvent être exprimés via une
combinaison parcimonieuse des atomes du dictionnaire. Le problème traité est alors :
arg min
x∈RNΦ
‖x‖∗ t.q. y = Φx. (3.6)
ou ‖.‖∗, peut être soit la norme `0 soit la norme `1.
Lorsque une décomposition suffisamment parcimonieuse d’un signal existe alors les pro-
blèmes `0 et `1 sont équivalents et présentent une unique solution [55].
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Théorème 2. Soit x un vecteur de coefficients tel que y = Φx.
Si ‖x‖0 < 1+µ−12 alors x est la solution du problème de décomposition `0 et du problème `1.
Cette condition est néanmoins rarement vérifiée pour des signaux réels car elle nécessite
des signaux très parcimonieux et/ou un dictionnaire possédant des atomes très peu corrélés.
Les travaux de Tropp et al. [217, 220] ont introduit une autre condition assurant la
résolution du problème `0 par les algorithmes de décomposition. Celle-ci est liée au coefficient
de récupération exacte (« Exact Recovery Coefficient » (ERC)) défini comme suit :




Le théorème associé à cette condition s’écrit alors :
Théorème 3. Soit x ∈ RC un signal dont la représentation la plus parcimonieuse sur le
dictionnaire Φ a pour support ∆opt, une condition suffisante pour que l’Orthogonal Mat-
ching Pursuit (OMP définit section 3.3) et les méthodes résolvant le problème `1 retrouve
ce support est :
ERC(Φ,∆opt) ≥ 0 .
Cette condition est notamment vérifiée pour tous les signaux possédant une décompo-
sition dont la taille du support vaut m lorsque [220] :
µ1(m− 1) + µ1(m) ≤ 1 .
Lorsque les valeurs de cohérence cumulée sont calculables en temps raisonnable, pour des
dictionnaires paramétriques par exemple, ce résultat permet de caractériser efficacement les
décompositions sur ce dictionnaire.
D’autres résultats importants s’expriment en fonction des constantes d’isometrie [38]. Dans
un cas non bruité :
— si δ2s ≤ 1, le problème `0 possède une solution de degré de parcimonie s,
— si δ2s ≤
√
2− 1, la solution du problème `1 est la même que celle du probléme `0 (de
parcimonie s).
Dans le cas général bruité, dont le problème s’écrit :
arg min
x∈RNΦ
‖x‖∗ t.q. ‖y − Φx‖22 ≤ ε,
elles permettent également la démonstration du théorème suivant.
Théorème 4. Lorsque δ2s ≤
√
2− 1 alors la solution du problème `1 notée xˆ respecte :
‖xˆ− x¯‖22 ≤ C0s−
1
2 ‖x¯− x¯s‖1 + C1ε (3.7)
avec C0 et C1 des constantes, y = Φx¯ et x¯s un vecteur composé des s éléments les plus
grands de x¯.
Les constantes d’isométrie δs de dictionnaires classiques ayant été dérivées dans divers tra-
vaux ce théorème est particulièrement intéressant pour des décompositions sur ceux-ci.
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3.2.3 Régularisations et décompositions structurées
Les considérations précédentes assurent l’efficacité des décompositions parcimonieuses
sous certaines conditions concernant les signaux et le dictionnaire. En pratique, elles peuvent
se révéler efficaces dans un cadre plus large mais ne permettent pas l’obtention de représen-
tations satisfaisantes lorsque le bruit est trop fort ou le dictionnaire choisi composé d’atomes
très corrélés. Dans ces situations, il est possible d’utiliser certaines connaissances a priori
sur les signaux afin d’obtenir de meilleures décompositions en contraignant celle-ci grâce à
des termes de régularisations prenant en compte ces connaissances. De manière générale le
problème de décomposition s’écrit alors :
arg min
X∈RNΦ×T
‖Y − ΦX‖2F t.q R(X) < J
Dans un contexte de représentation redondante, les régularisations induisant une parci-
monie ont été particulièrement étudiées. De façon générale, elles cherchent à imposer une
structure de zéros dans les coefficients. Nous les présentons ici dans un formalisme `1.
3.2.3.1 Décomposition simultanée
La régularisation la plus naturelle pour une décomposition de signaux multicanaux (d’un
ensemble de signaux monodimensionnels en général) est celle imposant une structure par-
cimonieuse commune aux différents canaux. Elle est formalisée comme suit :
R(X) = ‖X‖2,1
où la norme `2,1 est défini par ‖X‖2,1 =
∑
i ‖X(i, .)‖2.
Divers travaux ont étudié les propriétés de cette régularisation [41, 71, 101, 222, 221]. Ils
montrent que l’utilisation des informations venant de plusieurs signaux possédant une struc-
ture parcimonieuse commune permet l’obtention d’une meilleure décomposition de ceux-ci.
Les conditions sur la récupération de la structure parcimonieuse des signaux présentées plus
haut en monodimensionnel peuvent en général être étendues de manière assez simple. Le
theorème 2 et la condition obtenue grâce à l’ERC sont notamment étendu à ce contexte
dans [41].
3.2.3.2 Décomposition structurée
La décomposition précédente peut être vue comme un cas particulier d’une régularisation
étudiée dans un cadre monodimensionnel sous le nom de « Group-LASSO » [239]. Cette
dernière permet la mise en place de structures parcimonieuses complexes en forçant la
solution d’une décomposition à être parcimonieuse par groupe, i.e. à mettre à zéros les
variables par groupe. Dans un cadre multidimensionnel ces groupes peuvent être choisis
soit pour forcer des ensembles de canaux à se décomposer d’une manière identique soit dans
le but de former des ensembles d’atomes du dictionnaire qui seront utilisés ensembles.
Formellement, soit gi, i ∈ {1, . . . , Ng} des groupes d’indices de canaux (respectivement,
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Figure 3.2 – Gauche : décomposition parcimonieuse simple. Centre : décomposition simul-
tanée. Droite : décomposition structurée avec groupes de canaux












Les deux possibilités peuvent être utilisées simultanément et des groupes 2D créés. Pour
une étude approfondie des propriétés de ce type de régularisations voir [116, 70].
La figure 3.2 illustre la différence entre les matrices de coefficient obtenues pour une décom-
position simple, simultanée et structurée par groupe.
3.2.3.3 Régularisations en analyse
Les régularisations en analyse ont également attiré l’attention de la communauté ces
dernières années [223]. Pour une décomposition de signaux multicanaux, elles peuvent s’ex-
primer de deux façons différentes :
RAnalyse1P (X) = ‖XP‖1 ou RAnalyse2P (X) = ‖PX‖1 .
Dans la première formulation, la régularisation impose aux lignes de la matrice de décom-
position X une projection parcimonieuse sur les filtres composants P (colonnes de P ),
permettant d’assurer une structure particulière entre les vecteurs de décomposition des ca-
naux du signal Y . Dans la seconde, les filtres sont les lignes de P et impose une structure
dans les décompositions de chaque canal pour les coefficients des différents atomes.
Dans un cadre monodimensionnel, ce type de régularisation a notamment été étudié pour des
problèmes où un signal x est généré par une combinaison linéaire d’éléments d’un diction-
naire y = Dx mais n’est accessible qu’à travers un ensemble de mesures liées linéairement
à lui par z = Φy + n (avec Φ une matrice de mélange pouvant être un dictionnaire et n un
vecteur de bruit). Dans ce dernier cas, la résolution du problème :
arg min
v
‖z− Φv‖22 + λ‖D†v‖1
permet une meilleure approximation de y qu’une simple décomposition parcimonieuse (pour
un paramètre de régularisation λ adapté). Dans un cas monodimensionnel, un théorème
équivalent à celui présenté dans l’eq. (3.7) a été démontré dans [39] et borne la distance
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entre la solution du problème ci-dessus et le vrai signal. Ce théorème se fonde sur l’introduc-
tion de variantes des constantes d’isométrie (RIP) dépendantes du dictionnaire D(D-RIP).
Dans d’autres contextes, des régularisations du même type ont été étudiées avec par exemple
des contraintes de Variation Totale (VT) [198, 44] ou encore de parcimonie sur des diction-
naires d’ondelettes [190].
Autres régularisations Parmi les autres régularisations envisagées pour des décompo-
sitions sur dictionnaire, nous pouvons citer les régularisations de type Tikhonov et celles
imposant des coefficients de décomposition non-négatifs [132].
Comme pour la régularisation en analyse, dans un contexte multidimensionnel une régula-
risation de Tikhonov peut être appliquée soit sur les canaux :
RT ikhonov1P (X) = ‖XP‖2F ,
avec une matrice P encodant le lien supposé entre les canaux, soit sur les coefficients associés
aux différents atomes :
RT ikhonov2P (X) = ‖PX‖2F ,
pour une matrice P encodant une information sur les coefficients associés aux différents
atomes. C’est notamment une régularisation populaire pour imposer des structures de co-
efficients lisses dans la matrice de décomposition [242, 88].
3.3 Algorithmes de décomposition
Nous allons maintenant nous intéresser aux algorithmes permettant la réalisation de
décompositions parcimonieuses. Ces algorithmes se divisent en deux catégories : des ap-
proches gloutonnes essayant d’approcher la solution du problème strict `0 (Eq. 3.2) et des
méthodes d’optimisation numérique convexe permettant la résolution du problème relaché
`1 (Eq. 3.3).
3.3.1 Méthodes gloutonnes
Ces approches tentent d’approcher la solution du problème `0 en sélectionnant les atomes
itérativement. Ce sont des méthodes rapides mais ne garantissent pas l’obtention du mini-
mum global du problème. Les algorithmes les plus courants sont des variantes du Matching
Pursuit (MP) décrit dans [153], auparavant connu sous le nom de Projection Pursuit [79].
Le principe du MP est de sélectionner à chaque itération l’atome permettant une décrois-
sance maximale de l’erreur de reconstruction courante et de soustraire sa contribution au
résidu courant, la valeur de ce résidu ayant été initialisé avec le signal. De manière formelle,
pour un signal monodimensionnel y, soit le vecteur des coefficients de décomposition xj et
le résidu rj à l’itération j, les étapes du MP peuvent être décrites comme suit :
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Sélection
indexj+1 = arg min
i
‖rj − Φ(i)〈y,Φ(i)〉‖2F




rj+1 = rj − Φ(indexj+1)〈y,Φ(indexj+1)〉,
xj+1 = xj , xj+1(indexj+1) = 〈y,Φ(indexj+1)〉
avec r0 = y. Cette approche est sous optimale étant donné que la projection du signal sur
l’atome à l’iteration j ne prend pas en compte les projections précédentes. Ainsi, une variante
nommée Orthogonal Matching Pursuit (OMP) a été conçue par Pati et al. [181]. Celle-ci
réalise l’étape de mise à jour grâce à une projection orthogonale du signal sur l’ensemble
des atomes choisis aux cours des itérations. Soit ∆j les indices des atomes sélectionnés à
l’itération j, l’étape de mise à jour est réalisée comme suit :
xj+1 = arg min
x
‖y − Φ(∆j)x‖22
rj+1 = rj − Φ(∆j)xj+1
Les itérations sont stoppées (MP et OMP) lorsque le nombre d’atomes sélectionnés atteint





De nombreuses variantes de ces méthodes ont été développées, parmi celles-ci on trouve
l’OLS [42] (Orthogonal Least Square) sélectionnant les atomes de manière à faire décroitre
au maximum la norme du résidu après mise à jour ainsi que des approches sélectionnant
plusieurs atomes à chaque itération tel que le Stagewise OMP [58] (StOMP), le Regularized
OMP [169] (ROMP) ou le Two Stage Thresholding [151].
Dans un contexte multicanal, le Simultaneous OMP (SOMP) [222] permet d’approcher la
solution du problème obtenue pour une régularisation `2,0 abordée un peu plus haut. Son
principe est le même que celui de l’OMP en dehors du fait que les atomes sont sélectionnés
pour tous les canaux simultanément. De même, le Block OMP(BOMP) [70] a été développé
pour des problèmes de type « Group-LASSO ».
À noter que l’OMP a également été adapté à une formulation en analyse du problème avec
le GAP [167].
3.3.2 Optimisation convexe
Le problème relaché de décomposition parcimonieuse est convexe et non différentiable.
Dans le cas d’un dictionnaire de rang plein, il est même strictement convexe et présente
l’avantage de n’avoir qu’une unique solution. Sa résolution necessite néanmoins un temps
supérieur à l’approximation de la solution du problème `0 par des méthodes gloutonnes (en
général).
Introduit dans [43], le problème de décomposition `1 fut résolu via sa reformulation en un
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problème de programmation linéaire (LP) équivalent à l’aide d’une méthode primal-dual.
D’autres reformulations sous formes de problèmes quadratiques ou coniques du second ordre
ont par la suite été également étudiées [37]. Ces approches s’étant révélées stables mais lentes
d’autres approches ont été développées.
Parmi celles-ci, les algorithmes proximaux sont particulièrement efficaces [47] et permettent
la résolution de problèmes de grandes dimensions dans des temps raisonnables, notamment
grâce à l’algorithme FISTA [171] inspiré des travaux de Nesterov [18] et ayant une conver-
gence quadratique. Il s’agit d’algorithmes itératifs comprenant deux étapes principales (par
itération) : un pas de descente de gradient sur la partie différentiable de la fonction à minimi-
ser et une projection du résultat sur la contrainte induite par la régularisation parcimonieuse
réalisée grâce à un opérateur proximal. Cette méthode fait suite aux (Tw)IST [52, 25] et
spliting operator [48] ainsi qu’à leurs nombreuses variantes. Nous décrirons en détail FISTA
dans le chapitre 5.
L’utilisation d’algorithmes primal-dual de type lagrangien augmenté (ADMM et split Breg-
man) est une autre approche importante pour la résolution de problèmes `1. Dernière-
ment, elles se sont montrées particulièrement efficaces pour la résolution de ce type de
problèmes [90] grâce à une identification rapide des zéros d’une décomposition. Elles seront
également détaillées dans le chapitre 6.
Les approches homotopiques sont aussi très utilisées pour la résolution de ces problèmes.
Leur principe réside dans le calcul d’un chemin de régularisation, i.e. les solutions pour
différentes valeurs du paramètre de régularisation. À partir d’une valeur pour laquelle la
solution est simple à calculer, le chemin est créé en calculant les solutions de proche en
proche grâce aux propriétés du problème considéré. Le LARS [66] résout les problèmes `1
sur ce principe en calculant les conditions pour lesquelles certaines variables deviennent
non nulles. Elle fait partie des approches dites d’« active set » résolvant des sous-problèmes
successivement en incorporant les différentes variables petit à petit. De manière générale, ce
type d’approches (ou plus généralement : les approches par « working set ») est utilisé pour
les problèmes `1 à cause de l’avantage que leur procure la parcimonie des solutions [133].
Enfin, des algorithmes de descente par blocs ont aussi été développés pour ces problèmes [81],
notamment pour des régularisations induisant des blocs de non-zéros ainsi que des approches
dites de `2 repondérées [8] utilisant des approximations différentiables du problème. Le lec-
teur intéressé pourra se référer à [11] pour plus de détails sur la plupart de ces algorithmes
(et une comparaison) et [90] pour les approches de type split Bregman.
3.4 Apprentissage de dictionnaire
Le choix du dictionnaire dans la mise en place d’une représentation redondante est pri-
mordial étant donné que les structures parcimonieuses obtenues dans la décomposition de
signaux sur un dictionnaire sont spécifiques à celui-ci. Dans de nombreux cas, des diction-
naires conçus de manière paramétrique sont efficaces pour la représentation des signaux
considérés [229, 194] : dictionnaire de Gabor, de Harr, de différentes ondelettes, concaténa-
tions de bases orthogonales, etc. Néanmoins, pour certaines classes de signaux, une meilleure
représentation peut être obtenue grâce à l’apprentissage d’un dictionnaire contenant leurs
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principales composantes [139].
3.4.1 Formalisation du problème
Nous présentons ici l’apprentissage du dictionnaire Φ à partir d’une base de signaux
yk, k ∈ {1, . . . ,K}monodimensionnels dont les décompositions sont notées xk,∈ {1, . . . ,K}.
L’adaptation des approches présentées à des signaux multidimensionnels sera présentée sé-
parément par la suite.
Les premiers travaux sur l’apprentissage de dictionnaires l’ont formalisé de manière
probabiliste [176, 139, 126] comme maximisation d’une fonction de vraisemblance :












Le terme P (yk|xk,Φ) est un terme d’attache aux données (proximité entre yk et Φxk),
tandis que P (xk) dépend de la distribution des coefficients de décomposition. En prenant
comme hypothèse une distribution laplacienne ou de Cauchy des coefficients, l’intégrale peut
être remplacée par son maximum. En supposant de plus une distribution gaussienne centrée
du bruit sur le terme d’attache aux données, le problème est équivalent aux minimisations
suivantes :




‖yk − Φxk‖22 t.q ‖xk‖0 < J pour P (xk) ∼ Cauchy (3.8)




‖yk − Φxk‖22 + λ‖xk‖1 pour P (xk) ∼ Laplace
Les deux mêmes termes d’attache aux données et de distribution des coefficients appa-
raissent ici. Afin d’éviter des problèmes d’échelles, la norme des atomes du dictionnaire est
bornée sans perte de généralité de l’approche : ‖Φ(i)‖2 ≤ 1, i ∈ {1, . . . , NΦ}. Cette formu-
lation est la plus utilisée actuellement.
Ce problème d’optimisation est non convexe et l’obtention du minimum globale reste dif-
ficile. Toutefois, différents algorithmes ont été développés pour s’en approcher. Ils seront
décrits dans la section suivante.
Lien avec le problème du packing Conceptuellement, l’apprentissage d’un diction-
naire est équivalent à l’extraction des directions principales des signaux considérés. Nous
avons déja vu que la distance entre les atomes (au sens de la corrélation) du dictionnaire
doit être maximale pour un bon conditionnement des décompositions et l’obtention d’une
représentation stable (section 3.2.2.1). Ainsi, lorsque les éléments du dictionnaire sont de
normes unités, cet apprentissage peut être vu comme un problème de pavage de la boule
unité de l’espace de description des données. Ce pavage ne doit pas être réalisé sur l’en-
semble de la boule mais sur les directions permettant la description des données [217]. Une
illustration 2D du pavage d’un cercle par les atomes d’un dictionnaire est présentée dans
la figure 3.3. Par conséquent, plusieurs méthodes d’apprentissage de dictionnaires ont été
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Figure 3.3 – Pavage (non-optimal) d’un cercle par les atomes d’un dictionnaire 2D.
développées avec pour optique une représentation précise des données et des corrélations
entre atomes minimales, voir par exemple l’INK-SVD [147].
3.4.2 Algorithmes
Le problème (eq. (3.8)) qui nous intéresse ici est non convexe lorsque la minimisation
concerne à la fois le dictionnaire Φ et les coefficients de décomposition {x1, . . . , xK}. Néan-
moins, les sous-problèmes minimisant le coût par rapport aux coefficients ou au dictionnaire
le sont. Ainsi, les algorithmes d’apprentissage de dictionnaires résolvent généralement ces
sous-problèmes de façon alternés afin de s’approcher de la solution du problème complet. Ils
se divisent en deux catégories suivant qu’ils effectuent le traitement des données par blocs
(« batch ») ou au fur et à mesure (« online »).
Dans la description des algorithmes présentés ci-dessous, Y représente la matrice regroupant
les K signaux monodimensionnels et X la matrice regroupant les vecteurs de décomposi-
tions. Ces algorithmes se différencient principalement par la manière dont est réalisée la
mise à jour du dictionnaire, la méthode de décomposition pouvant être choisie en fonction
de l’application.
Approches « batch » À chaque itération, les approches « batch » décomposent l’en-
semble des signaux sur le dictionnaire puis mettent à jour le dictionnaire en fonction des
décompositions obtenues par résolution du problème suivant :
Φi+1 = arg min
Φ
‖Y − ΦXi+1‖2F t.q ‖Φ(j)‖22 ≤ 1, ∀j ∈ {1, . . . , NΦ}
Les algorithmes sont stoppés lorsque les erreurs de reconstruction sont suffisamment faibles.
Nous présentons ici quelques-unes des principales mises à jour :
MV (Maximum de
vraisemblance) [176, 139]
Mise à jour du dictionnaire par descente de gradient.
Φi+1 = Φi + η(Y − ΦX)XT avec η > 0 le pas du gradient.
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MOD (Method of
Optimal Directions) [72]
Mise à jour par résolution directe du problème :
Φ = Y XT (XXT )−1.
MAP (Maximum à
posteriori) [126]
Mise à jour bayésienne.
δΦi = 1KΦ
i(X − Y )XT
Φi+1 = Φi − η(δΦi − tr(Φi δΦi)Φi), η > 0.
K-SVD [5] Mise à jour successive par SVD des atomes et des coefficients
simultanément. Pour chaque atome : calcul de la matrice de
rang 1 la plus proche de la matrice représentant la contribu-
tion de cet atome aux signaux.
Méthodes « online » Les approches « online » quant à elles mettent à jour le diction-
naire après la décomposition de chaque signal. Elles peuvent donc être choisies lorsque les
signaux arrivent petit à petit et permettent un redémarrage à « chaud » 1. Elles présentent
également l’avantage d’être moins sensibles aux minima locaux dans le cas où tous les si-
gnaux sont disponibles. Dans ce dernier cas les signaux sont choisis de manière aléatoire et
traités successivement. La distance entre le dictionnaire obtenu pour le minimum global du
problème et celui obtenu pour le minimum local atteint par des algorithmes online peut par
ailleurs être borné sous certaines conditions [117].
La mémoire des décompositions déja effectuées est importante pour ces algorithmes.
Certains algorithmes utilisent uniquement la dernière décomposition effectuée pour la mise
à jour du dictionnaire [17, 4]. Ces algorithmes doivent alors posséder un paramètre dimi-
nuant au cours des itérations permettant de donner un poids de plus en plus important
aux dictionnaires de l’itération précédente. Pour [17] et [4], la mise à jour est réalisée par
descente de gradient. À l’itération j, après la décomposition xk du signal yk sur les atomes
∆k, elle s’écrit :
Φ(∆k)
j+1 = Φ(∆k)
j − ηj(yk − Φ(∆k)jxk)xTk
C’est alors le pas η de cette descente qui est diminué au cours des itérations afin de gérer
cette mémoire et d’assurer la convergence.
D’autres méthodes [149, 203] construisent des structures de données enregistrant les dé-
compositions antérieures afin de les prendre en compte dans l’étape de mise à jour. Une
stratégie est en général proposée afin d’oublier dans ces structures les décompositions trop
anciennes. Ces dernières approches se sont montrées particulièrement efficaces et rapides.
Pour l’algorithme décrit dans [149] auquel nous nous réfèrerons avec l’abréviation ODL
(« Online Dictionary Learning »), la mise à jour s’écrit :
Aj+1 = Aj + xkx
T
k
Bj+1 = Bj + ykx
T
k





1. Démarrage de l’algorithme utilisant les informations obtenues dans les exécutions précédentes.
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Les structures de mémoire sont alors les matrices A et B et il est possible de supprimer de
ces matrices les contributions des décompositions les plus anciennes aisément.
Adaptations aux signaux multidimensionnels : Pour les algorithmes « batch », l’uti-
lisation de signaux multidimensionnels revient à les décomposer de manière séparée puis à
concaténer les décompositions pour la mise à jour du dictionnaire. Pour les approches « on-
line », les décompositions sont naturellement séparées et la mise à jour nécessite, lorsque
des structures de mémoire sont présentes, de pouvoir les mettre à jour pour l’ensemble
des canaux décomposés (mode mini-batch ODL [149]), dans le cas sans mémoire la loi de
progression du paramètre d’importance du dictionnaire précédent doit être ajustée.
Régularisations L’apprentissage des atomes du dictionnaire peut être régularisé comme
la décomposition. Il est possible par exemple de forcer une parcimonie sur les atomes [197]
ou bien une contrainte TV [148].
Analyse L’apprentissage de dictionnaire pour une formulation en analyse a dernièrement
été l’objet de plusieurs travaux. L’algorithme du K-SVD a notamment été adapté pour cette
formulation [196].
3.5 État de l’art des modèles redondants pour les EEG
3.5.1 Quelques applications des modèles redondants
Les modèles redondants se sont montrés efficaces pour de nombreuses tâches.
Débruitage Ces représentations permettent un débruitage efficace de certains
types de signaux lorsque le dictionnaire contient les composantes im-
portantes de ceux-ci. Elles ont notamment été considérées pour le




Elles sont également efficaces pour la séparation de sources et la ré-
solution de problèmes inverses de par la mise en place naturelle de
problème mal-posé dans un cadre redondant [30, 52].
Compression
et décodage
Dans le domaine de la transmission de signal ces représentations
sont également intéressantes, aussi bien pour la compression des si-
gnaux [12] que pour leur décodage [40].
Classification Des tâches de classifications ont également considéré ce type de re-
présentation, par exemple pour la reconnaissance de visages [233].
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3.5.2 Modèles redondants pour les signaux EEG
Des modèles redondants ont également été envisagés et mis en place pour le traitement
des signaux EEG. Nous allons les passer en revue dans cette section en les catégorisant en
fonction des applications considérées.
3.5.2.1 Modèles de décomposition
Avant de décrire ces différents travaux, il est nécessaire d’introduire les différents modèles
linéaires de décomposition qui ont été étudiés.
Modèle multicanal Nous avons déja introduit le modèle multicanal dans ce chapitre,
deux décompositions peuvent être envisagées pour celui-ci, une pour chaque dimension
des signaux. Dans le cas des signaux EEG, les décompositions peuvent être réalisées d’un
point de vue spatial ou bien temporel. Ainsi, soient Φt ∈ RT×NΦt un dictionnaire d’atomes
temporels et Φs ∈ RC×NΦs un dictionnaire d’atomes spatiaux, les deux modèles peuvent
s’écrire pour le signal Y comme suit :
Spatial : Y = ΦsXs +Ns
Temporel : Y T = ΦtXt +Nt
avec Xt ∈ RNΦt×C , Xs ∈ RNΦs×T les matrices de décomposition et Ns ∈ RC×T , Nt ∈ RT×C
les matrices de bruit.
La figure 3.4 présente le schéma d’un modèle multicanal avec dictionnaire temporel.
Modèle multivarié Le modèle multivarié considère un dictionnaire d’atomes spatio-
temporels. Soit Φ ∈ RC×T×NΦ un tenseur d’ordre trois regroupant une famille Φi ∈ RC×T , i ∈





ou x est le vecteur de coefficients, N une matrice de bruit.
Une visualisation de ce modèle est présentée dans la figure 3.5
Modèles à deux dictionnaires Différentes études, dont [192], sur les signaux EEG et
notamment sur les potentiels évoqués rapportent que ceux-ci peuvent être correctement
approchés par des matrices de rang 1 obtenues par le produit dyadique 2 d’une topographie
et d’un signal temporel. Un autre modèle utilisant un dictionnaire spatial et un dictionnaire
temporel peut donc être envisagé. Soit Φs ∈ RC×NΦs et Φt ∈ RT×NΦt ces deux dictionnaires,




2. Le produit dyadique A de deux vecteurs x et y s’écrit : A(i, j) = x(j)y(i) ou A = xyT .
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Y ∈ RT×C
=
Φ ∈ RT×NΦ X ∈ RNΦ×C
Figure 3.4 – Modèle de décomposition multicanal EEG lorsqu’un dictionnaire temporel est
considéré. Chaque canal du signal Y est décomposé à l’aide des atomes temporels concaténés
dans Φ. Chaque ligne de la matrice des coefficients X est alors une topographie associée à
un atome du dictionnaire.
avec X ∈ RNΦs×NΦt la matrice de décomposition et N ∈ RC×T une matrice de bruit.
Pour une décomposition parcimonieuse non-structurée, ce modèle est un cas particulier du
précédent pour des atomes spatio-temporel de rang 1 avec toutefois l’avantage de ne pas
avoir à construire complètement le dictionnaire pour réaliser la décomposition.
Ce modèle est schématisé dans la figure 3.6.
3.5.2.2 Analyse temps-fréquence
Plusieurs approches de décomposition parcimonieuse sur des dictionnaires de Gabor
ont été développées pour l’analyse temps-fréquence de signaux EEG [63]. Ces méthodes
considèrent un modèle multicanal et effectuent la décomposition de manière gloutonne à
l’aide de l’algorithme du «Matching Pursuit » (MP) ou de variantes de celui-ci. Ces variantes
sont caractérisées par les critères utilisés pour le choix des atomes à chaque itération. Nous
exprimons ici ces critères pour un dictionnaire Φ ∈ RT×NΦ et un ensemble de K signaux
EEG {Y k ∈ RT×C ,∀k ∈ {1, . . . ,K}}.
Le premier modèle étudié décompose les canaux indépendamment les uns des autres [62].
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Y ∈ RC×T
=
Φ ∈ RC×T×NΦ x ∈ RNΦ
Figure 3.5 – Modèle de décomposition multivarié EEG, le dictionnaire Φ est composé
d’atomes spatio-temporels, le signal Y est représenté par une combinaison de ces éléments
pondérés par les coefficients de x.
Pour le canal c l’indice du meilleur atome à l’itération j est calculé par :
indexj+1(c) = arg max
i
|〈Rj(c),Φ(i)〉|
avec Rj(c) le résidu associé au canal c à l’itération j.
Le « Multichannel MP » (MMP) a ensuite été rapidement considéré avec différents critères.
Le MMP originel [100] propose un critère naturel d’extension du modèle monocanal :





correspondant à une régularisation de type ‖X‖2,0.
Dans [65] il est proposé de choisir les atomes en se basant sur la moyenne des corrélations
des différents canaux :
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Y ∈ RC×T
=
Φs ∈ RC×NΦs X ∈ RNΦs×NΦt ΦTt ∈ RNΦt×T
Figure 3.6 – Modèle de décomposition EEG utilisant deux dictionnaires : un dictionnaire
spatial Φs et un dictionnaire temporel Φt. Le signal Y est représenté par une combinaison
linéaire pondérée d’atomes spatio-temporels de rang 1 obtenus par produit d’atomes de Φs
et d’atomes de Φt. Les coefficients de pondération sont regroupés dans la matrice X.
Contrairement au critère précèdent, les atomes possédant une corrélation positive avec le
résidu sont ici favorisés, ce qui en fait un critère plus restrictif. Ce critère se rapproche de
la régularisation imposant la positivité des coefficients introduit dans la section 3.2.3 bien
que la positivité ne soit pas réellement forcée (les coefficients pouvant être négatifs). Dans
le cadre de séries temporelles comme les EEG, ce critère favorise le choix d’atome en phase
avec le résidu. Ces deux critères ont de même été utilisés avec des coefficients complexes de
décomposition [155, 98, 202], autorisant des phases différentes pour tous les canaux.
Plus récemment, une variante nommée Consensus MP [19] a été introduite pour un modèle
monocanal utilisant plusieurs essais. Celle-ci ne fixe pas une structure parcimonieuse com-
mune aux essais. À chaque itération, la décomposition est effectuée en suivant les étapes
suivantes :
— sélection pour chaque essai de l’ensemble des atomes les plus corrélés à l’essai,
— choix par vote d’un atome dit de consensus, représentant au mieu tous les essais,
— soustraction pour chaque essai de la contribution de l’atome de l’ensemble calculé à
l’étape 1 le plus proche de l’atome de consensus.
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En plus des contraintes sur la structure parcimonieuse, des méthodes ont été également
conçues de manière à contraindre les topographies des coefficients associés aux différents
atomes à respecter certains a priori. L’un des premiers travaux considérant une telle ap-
proche est décrit dans [124], les décompositions temps-fréquence des signaux multicanaux
sont effectuées de manière à obtenir des topographies régulières dans les coefficients. Cette
décomposition est néanmoins différente du modèle considéré dans ce chapitre car les coef-
ficients de décomposition sont obtenus par minimisation d’une norme `2 (unique d’aprés
la théorie des repères) et donc non parcimonieux. Plus précisément, pour un signal Y elle
résout le problème suivant :
Xˆ = arg min
X
‖Y − ΦX‖2F + λ21‖X‖22 + λ22‖XS‖2F
Xˆ = arg min
X
‖Y − ΦX‖2F + ‖X(λ1I + λ2S)‖2F
Un algorithme de clustering est alors employé sur les topographies obtenues dans X pour
obtenir des micros-états temps-fréquence.
Une étude plus récente s’intéresse à une décomposition similaire, mais cette fois-ci avec une
décomposition parcimonieuse réalisée à l’aide d’une variante du MP appelé le Dependency
MMP. Le critère de cette dernière s’exprime comme suit :




1 +Wj(Xj , 〈Rj ,Φ(i)〉) ,
avec Wj(Xj , cT ) = S(Dj(Xj , cT )) ou S est une fonction de R+ bornée et D une fonc-
tion permettant de mesurer la présence de la propriété souhaitée sur la décomposition, Xj
donne accès à la décomposition de l’itération précédente et cT contient les coefficients ob-
tenus (vecteur ligne ici) si l’atome i est choisi. Cette étude propose alors une fonction W
permettant d’effectuer le choix des atomes de façon à obtenir des topographies régulières.
Celle-ci s’écrit :
Dj(X






avec P la matrice de l’opérateur laplacien pour l’ensemble d’électrodes considéré et p1, p2, p3, p4,
des paramètres scalaires. Comme auparavant, une fois la décomposition effectuée un algo-
rithme de clustering est utilisé afin d’extraire les micro-états des topographies obtenues
dans la matrice de décomposition, permettant l’obtention d’une décomposition encore plus
parcimonieuse.
Enfin, on peut noter également l’étude décrite dans [97] réalisant une décomposition temps-
fréquence dont les topographies sont prises dans un ensemble de modes spatiaux définis par
des fonctions de Bessel. Le modèle utilisé est alors un modèle à deux dictionnaires. Un MP




k = arg max
i,k
〈Rj ,Φt(i)ΦTs (k)〉
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Ce dernier produit scalaire est celui induisant la norme de Frobenius.
3.5.2.3 Problème inverse et localisation de sources
Le problème inverse en EEG s’exprime naturellement comme une décomposition multi-
canal sur un dictionnaire spatial redondant. Il s’écrit pour une signal Y comme suit (voir
la section 2.3.3) :
Y = GX +N
avec G ∈ RC×3S (C  3S) la matrice de gain liant les S sources cérébrales aux C élec-
trodes. Pour chaque source, 3 atomes sont présents dans G, représentant des orientations
différentes : x, y et z. Nous supposons dans la suite que ces atomes sont contigus dans la
matrice de gain.
Afin de sélectionner une solution à ce problème, différentes contraintes fondées sur des
connaissances a priori sur les sources ont été proposées. Les premiers travaux ont consi-
déré des contraintes `2 avec notamment l’approche LORETA [179] proposant la contrainte
suivante :
RLORETA(X) = ‖BWX‖2F
pour W une matrice de poids permettant de gérer différents biais et B un opérateur lapla-
cien. Ces approches sont généralement regroupées sous l’abréviation MNE pour « Minimum
Norm Estimate » et présentent l’avantage d’un calcul rapide de la solution.
Néanmoins, ces méthodes ne permettant l’obtention que de solutions peu précises (« flou-
tées »), des régularisations parcimonieuses ont été envisagées sous l’hypothèse d’un nombre
faible de sources actives simultanément. Cette famille d’approches regroupées sous l’abré-
viation MCE pour « Minimum Current Estimate » comprend notamment l’utilisation de
régularisations `1 [154] et `p (0 ≤ p ≤ 1) [92] permettant l’obtention de solutions parci-
monieuses plus précises. La résolution du problème est alors réalisée en le réécrivant sous
forme de problème de programmation linéaire ou en utilisant l’algorithme du simplex pour
les problèmes `1 et grâce à l’algorithme FOCUSS pour les problèmes `p.
Le principal inconvénient de ces dernières approches provient du fait qu’elles ne prennent
pas en compte les orientations des sources ainsi que l’aspect temporel du signal, effectuant
des décompositions indépendantes pour chaque instant. De nombreux travaux récents ont
donc proposé des modèles pour remédier à cet inconvénient. Concernant l’orientation, les
études décrites dans [107, 54, 178] proposent l’utilisation d’une norme `1,2 qui peut s’écrire







avec gi, i ∈ {1, . . . , S} les groupes correspondants aux atomes représentants la même source
pour les trois orientations. Avec cette régularisation, les triplets d’atomes des sources sont
sélectionnés simultanément, permettant une gestion efficace des orientations. Le modèle
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Figure 3.7 – Comparaison de décompositions contraintes par une régularisation `1 + `2,1
à gauche et une régularisation `2,1 à droite.
proposé dans [108] considère également cette régularisation avec une décomposition supplé-
mentaire sur des sphères 3D dans l’espace des sources.
Concernant la dimension temporelle, une régularisation `1,2 est également proposée dans [178].
Celle-ci est généralisée dans [94] grâce à des normes mixtes pondérées sur deux niveaux `pq :













permettant de rendre actives des sources pour toute la durée du signal et améliorant leur
choix grâce à l’information obtenue pour chaque pas de temps. De plus, des normes mixtes
sur trois niveaux `pqr sont également définis dans [94] :


















avec X un tenseur d’ordre 3 composé de K essais. Cette dernière permet de prendre en
compte K essais représentants un phénomène à l’étude et ainsi pouvoir obtenir un choix
des sources plus efficace car basé sur plus d’informations.
Les signaux EEG n’étant toutefois pas stationnaires, rendre une source active durant tout
le signal n’est pas une solution idéale. Pour surmonter ce problème, il est possible comme
proposé dans [162] de considérer une norme `1 + `2,1 :




permettant la sélection d’une ligne dans la matrice de décomposition mais forçant les coef-
ficients de cette ligne à être parcimonieux. L’effet de cette régularisation est illustré dans la
figure 3.7.
Différentes études ont également proposé l’utilisation d’un dictionnaire temps-fréquence Φ
pour décrire l’évolution temporelle des sources à travers un modèle à deux dictionnaires :
Y = GXΦT +N .
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Bolstad et al. [32] proposent avec ce modèle de grouper les atomes dans chacun des diction-
naires par proximité spatiale et temporelle. Les groupes 2D composés des intersections de
ces groupes spatiaux et temporels dans la matrice de coefficients sont alors considérés pour
une régularisation `p,1 par groupe. Formellement, soit {gis, i ∈ {1, . . . , Ngs}} les groupes







t ) la sous-matrice de X correspondante au groupe 2D d’intersection de gis et g
j
t et
vect(.) l’opérateur de vectorisation. L’hypothèse sous-jacente à cette régularisation est la
localisation spatiale et temporelle des activités cérébrales qui ainsi doivent s’exprimer sur
des atomes proches spatialement et temporellement.
Une régularisation `1 + `2,2 (régularisation classique nommée « elastic net » [242]) est pro-
posée dans [209] qui considère une version vectorielle du modèle double. Celle-ci suppose
une parcimonie totale sur la matrice de coefficient et une régularité des coefficients. Des
hypothèses similaires sont réalisées dans [96] qui propose d’utiliser la régularisation R1+2,1
introduite plus tôt, toutefois dans ce dernier cas une sélection parcimonieuse des sources est
réalisée en plus de la sélection parcimonieuse sur tous les coefficients.
3.5.2.4 Autres études
Certaines études ont proposé l’apprentissage d’un dictionnaire pour la représentation
des signaux EEG. Parmi celles-ci, l’étude décrite dans [120] propose l’apprentissage d’un
dictionnaire invariant par translation pour un seul canal grâce à l’algorithme MoTIF [119].
Certains des atomes appris présentent un contenu spectral localisé correspondant à des
bandes de fréquence importantes des signaux EEG et peuvent donc être plausibles physio-
logiquement.
Dans un autre contexte, le K-SVD a été appliqué aux signaux EEG pour les BCI [158] dans
le but d’apprendre des composantes spatiales ainsi que des composantes temporelles pour
l’identification de potentiels d’erreur et du PE P300. Les signaux sont débruités à l’aide des
composantes apprises grâce à un OMP modifié : certains atomes représentant la moyenne
des signaux sont intégrés automatiquement dans les atomes choisis. Le débruitage à l’aide
des composantes spatiales permet l’amélioration de la classification qui est réalisée avec un
FDA.
Pour le débruitage de signaux neuroélectriques intracrâniens, un apprentissage de diction-
naires invariant par translation a également été développé récemment [109]. Celui-ci consi-
dère un modèle monocanal avec plusieurs essais. La décomposition parcimonieuse des si-
gnaux (indépendamment les uns des autres) est réalisée via l’algorithme LARS modifié et
la mise à jour du dictionnaire est effectuée à l’aide d’un algorithme de descente par blocs.
Enfin, un algorithme d’apprentissage de dictionnaires invariant par translation multivarié
a été proposé dans [16]. La décomposition des signaux est réalisée via l’algorithme OMP
adapté en multivarié où le choix des atomes est effectué à l’aide d’une inter-corrélation et
non d’un produit scalaire de manière à identifier les décalages temporels optimaux (comme
la décomposition du MoTIF). Une descente de gradient est proposée pour la mise à jour
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(a) Moyenne (b) Moindres carrés (c) Dictionnaire multivarié
Figure 3.8 – Comparaison d’estimation du P300. À gauche, estimé à l’aide d’une simple
moyenne des essais, au centre par résolution du problème des moindres carrés et enfin à
droite par apprentissage d’un dictionnaire multivarié. Source : [16]
du dictionnaire. Deux résultats intéressants sont obtenus avec cette approche, d’une part,
l’apprentissage d’un dictionnaire temporel permet de décrire la variance des signaux EEG
avec beaucoup moins d’atomes qu’un dictionnaire paramètrique temps fréquences, d’autre
part, un tel apprentissage peut être efficace pour la caractérisation de potentiels évoqués
comme le P300. La figure 3.8 présente l’estimation du P300 avec une telle approche compa-
rée à celles obtenues par moyennage et résolution simple du problème des moindres carrés
associés.
Des études pour la compression de signaux EEG ont également été effectuées à l’aide de
modèles redondants dans le cadre du « compressed sensing », voir par exemple [10] proposant
une décomposition sur un dictionnaire de Gabor avec régularisation `2,1 ou [2] passant en
revue différentes approches pour le choix du dictionnaire et la méthode de résolution du
problème de décomposition parcimonieuse.
Enfin, différentes régularisations parcimonieuses ont été proposées dans des modèles non
nécessairement redondants construits pour la classification de signaux EEG. Ces régularisa-
tions permettent le plus souvent la sélection de variables assurant une classification optimale
des signaux. Des termes de régularisation simple `1 ont été notamment étudiés pour des
variantes d’approches classiques comme le « Sparse CSP » [237] et plus récemment une ré-
gularisation plus élaborée a été développée pour un classifieur vaste marge [77]. Dans cette
dernière étude, la régularisation proposée est conçue de manière à sélectionner à partir de
signaux de plusieurs sujets, les électrodes permettant de maximiser la détection d’un PE
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Le point central de cette thèse consiste en la mise en place de régularisations pour la
décomposition de signaux EEG sur des familles redondantes. Les signaux d’électroencépha-
lographie ayant été présentés et les modèles redondants décrits, nous pouvons maintenant
nous intéresser plus en détail à ces régularisations.
Celles-ci ont pour objectif :
• l’obtention de décompositions moins sensibles au bruit et plus stables même lorsque
le dictionnaire est très cohérent,
• l’apprentissage de dictionnaires plausibles physiologiquement pour la représentation
de signaux EEG.
De plus, comme nous l’avons déjà évoqué précédemment, nous souhaitons analyser les si-
gnaux EEG dans l’espace des électrodes (et non des sources), essai par essai, indépendam-
ment les uns des autres, c’est-à-dire sans utiliser les informations de plusieurs enregistre-
ments simultanément. Ces contraintes réduisent les types de modèles et de régularisations
possibles.
Les régularisations appliquées sur les coefficients de décomposition peuvent affecter deux
aspects différents de la structure de ces coefficients :
La structure de
choix des atomes
Ces régularisations dépendent directement de la structure du diction-
naire. Lorsque celui-ci est conçu de manière paramétrique, ce type de
régularisations peut par exemple grouper les coefficients correspon-
dants à des atomes possédant des propriétés similaires. Dans le cas
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des EEG, il s’agit d’une proximité spatiale, temporelle ou fréquen-
tielle. Ces régularisations sont par contre plus difficiles à mettre en
place lorsque les atomes sont appris sauf si les propriétés des atomes




Ces régularisations contraignent la manière dont la décomposition si-
multanée de plusieurs signaux (monodimensionnels ou multidimen-
sionnels) est effectuée, l’information obtenue sur plusieurs signaux per-
mettant un choix plus robuste des atomes. Elles sont indépendantes du
dictionnaire et prennent en compte le lien existant entre ces signaux.
Lorsqu’ils correspondent par exemple aux signaux des différentes élec-
trodes de l’EEG, la relation entre ceux-ci dépend de la configuration
spatiale de ces électrodes.
Dans notre cas (essai par essai), les régularisations possibles pour les modèles multivariés
et à deux dictionnaires ne peuvent concerner que la structure de choix des atomes alors
que pour le modèle multicanal, elles peuvent affecter sur une dimension (les lignes de la
matrice de décomposition) le choix des atomes et sur l’autre (les colonnes) la façon dont
sont décomposés les différents signaux monodimensionnels. Le schéma présenté dans la
figure 4.1 illustre les groupements d’atomes ou de canaux pouvant être obtenus avec ces
deux types de régularisations dans la matrice de décomposition pour un modèle multicanal.
Y ∈ RT×C
=
Φ ∈ RT×NΦ X ∈ RNΦ×C
Figure 4.1 – Régularisations par groupes des coefficients d’une décomposition multicanale :
en rouge, le regroupement de plusieurs atomes pour la décomposition d’un canal et en bleu,
le regroupement de plusieurs canaux décomposés sur le même atome.
Les objectifs évoqués plus haut nous poussant à nous intéresser à ce second type de
régularisations, c’est donc le modèle multicanal que nous allons étudier et pour lequel nous
allons mettre en place ces régularisations. Notre étude se concentre donc sur la décomposi-
tion simultanée de signaux monodimensionnels.
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Pour des signaux spatio-temporels comme les signaux EEG, nous avons vu que le modèle
multicanal peut considérer une décomposition sur un dictionnaire spatial ou sur un diction-
naire temporel. Dans la suite de ce chapitre, nous présenterons des régularisations étudiées
pour ces deux contextes. Nous nous intéresserons dans un premier temps à la régularisation
spatiale de décompositions temporelles afin de pouvoir par exemple guider des décompo-
sitions temps-fréquence vers des solutions plausibles physiologiquement. Nous proposerons
ensuite une régularisation temporelle fondée sur le modèle des micro-états pour une décom-
position spatiale. Cette dernière a été conçue dans l’optique d’une extension de ce modèle
que nous présenterons dans le chapître 7.
Remarque. Les développements mathématiques associés à ces régularisations font ap-
paraitre une équation particulière nommée équation de Sylvester. La résolution de celle-ci
dans notre contexte est présentée dans l’annexe A par souci de simplicité de lecture. Elle
ne sera donc pas explicitée dans les sections et chapitres suivants.
4.1 Régularisations spatiales
4.1.1 Hypothèses et a priori neurophysiologiques
L’activité électrique mesurée lors de la réalisation d’une tâche mentale présente une
cohérence spatiale. Celle-ci peut être utilisée pour guider les décompositions sur des dic-
tionnaires temporels. Les topographies particulières associées à ces activités sont souvent
difficiles à obtenir, néanmoins certaines des propriétés générales de celles-ci peuvent être
prises en compte dans les décompositions à travers des termes de régularisations spatiales.
Ici, deux hypothèses particulières sont réalisées à propos des topographies associées à l’ac-
tivité des sources cérébrales :
• elles sont lisses, ne présentant pas de variations spatiales trop brusques.
• elles sont localisées spatialement, i.e. elles possèdent des extrema étalés sur un
faible nombre d’électrodes.
Ces hypothèses s’appuient sur les études du problème direct EEG [173], i.e. les études
cherchant à comprendre la relation entre les variations d’activités d’ensembles de neurones
(sources cérébrales) et les variations des mesures obtenues sur les électrodes. Celles-ci s’at-
tachent à la modélisation de la propagation d’ondes électromagnétiques à l’intérieur de
la tête, permettant l’obtention pour une source donnée de la topographie mesurée au ni-
veau des électrodes. Elles considèrent un modèle de la tête composé de plusieurs couches
ayant chacune des conductivités uniformes et constantes. Ce modèle peut être composé
simplement de plusieurs sphères concentriques ou fondé sur une forme de tête réaliste.
Dans chacune de ces couches, la propagation des ondes est modélisée à partir des équations
de Maxwell sous hypothèse de quasi-stationnarité 1. Dans une telle modélisation, l’activité
électrique des sources cérébrales est liée linéairement aux potentiels mesurés au niveau des
électrodes [163, 23] et permet d’approcher la forme des topographies associées à l’activité
1. Hypothèse valable ici étant donné le faible temps de propagation de l’onde comparé à la période du
signal (fréquences faibles des signaux EEG)
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de différentes sources cérébrales. Une approche classique permettant de mettre en lumière
cette relation linéaire est décrite dans l’annexe B.
Le potentiel mesuré sur une électrode est ainsi une moyenne spatiale de la contribution des
activités électriques de différentes sources cérébrales. Ce moyennage dépend de la distance
avec ces sources, de leurs orientations ainsi que l’amplitude de leurs activités [173]. Ainsi,
pour un ensemble de sources cérébrales contiguës les unes aux autres, il semble raisonnable
de supposer une localisation spatiale de la mesure de leur activité au niveau des électrodes.
Cette localisation est en réalité perturbée par la propagation des ondes dans le crâne du
fait de la faible conductivité électrique de ce dernier. Les activités sont par conséquent re-
lativement étalées spatialement et présentent un aspect « flou », le crâne agissant comme
un filtre spatial passe-bas du signal.
Les hypothèses effectuées plus haut découlent directement de ces observations : d’une part
les topographies des activités recherchées sont régulières et lisses spatialement, et d’autre
part elles présentent des extrema localisés sur quelques électrodes malgré un étalement assez
important.
Grâce aux outils développés récemment, il est possible de visualiser les topographies
correspondantes à des sources cérébrales spécifiques et ainsi de mieux comprendre les hypo-
thèses effectuées précédemment. Pour cela, nous avons construit un modèle de tête réaliste
d’un sujet à partir d’enregistrements d’imagerie par résonance magnétique (IRM) pour en-
suite calculer de manière précise la matrice de gain pour des sources réparties uniformément
dans le cerveau 2. La figure 4.2 présente un tel modèle de tête [177] à 3 couches : peau, crâne,
cortex.
La matrice de gain est calculée à partir d’une discrétisation du cerveau en voxels (petits
éléments de volume) pour un ensemble de 64 électrodes placées selon le standard 10-20 (voir
la figure 2.4) à la surface du crâne. Pour chacun des voxels, 3 topographies sont calculées
pour 3 orientations différentes (x, y et z) du dipôle représentant son activité électrique,
permettant ainsi d’obtenir par combinaison linéaire l’ensemble des topographies pouvant
être générées par des sources situées dans ce voxel. Nous avons effectué ici ce calcul grâce
au solver direct OpenMEEG [95]. Quelques-unes des topographies obtenues sont présentées
dans la figure 4.3.
Ces topographies permettent une visualisation des phénomènes décrits plus haut, elles
présentent des extrema localisés et sont régulières.
Nous allons maintenant nous attacher à la mise en place de régularisations permettant
d’assurer le respect de ces a priori dans les matrices de décomposition.
4.1.2 Formalisation mathématique
Comme nous l’avons vu précédemment, pour un signal EEG Y ∈ RT×C et un diction-
naire temporel Φ ∈ RT×NΦ , le modèle de décomposition multicanal peut s’exprimer comme
2. Les données utilisées proviennent de la librairie FieldTrip : http ://field-
trip.fcdonders.nl/tutorial/headmodel_eeg
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Figure 4.2 – Représentation 3D d’un modèle de tête réaliste à trois couches obtenu à l’aide
d’enregistrements MRI.
suit :
Y = ΦX +N
avec X ∈ RNΦ×C une matrice de décomposition et N ∈ RT×C une matrice de bruit.
Le problème de décomposition associé s’écrit alors :
Xˆ = arg min
X∈RNΦ×C
‖Y − ΦX‖2F +R(X).
avec R(X) un terme de régularisation encodant les a priori sur la solution.
Afin de guider la décomposition de signaux EEG vers des solutions plausibles physiologi-
quement respectant les propriétés décrites ci-dessus, nous nous intéressons maintenant à la
création de termes de régularisations spatiales.
Ces régularisations utilisent la structure spatiale des électrodes. Des voisinages à 4 et
8 électrodes sont envisagés ici et illustrés dans la figure 4.4. Pour une électrode donnée,
un voisinage de 4 éléments ne prend en compte que les électrodes présentent au-dessus,
en dessous, à droite et à gauche de celle-ci tandis qu’un voisinage de 8 éléments considère
également les électrodes adjacentes sur les diagonales.
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Figure 4.3 – Exemple de topographies (normalisées) de la matrice de gain obtenue par











Figure 4.4 – Voisinages 2D de taille 4 (à gauche) et 8 (à droite).
4.1.2.1 Régularisations parcimonieuses structurées
Dans un premier temps, nous considérons l’hypothèse de localisation des activités cé-
rébrales. Comme nous l’avons vu précédemment, cette localisation est perturbée par la
diffusion des ondes électromagnétiques par le crâne et donc les activités cérébrales affectent
de nombreuses électrodes simultanément. Ainsi, il semble naturel de considérer première-
ment une régularisation imposant une structure commune à l’ensemble des canaux. Nous




‖X(n, .)‖2 = ‖X‖2,1
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Néanmoins, afin de mieux identifier ces activités, nous souhaiterions qu’elles s’expriment
dans la matrice de décomposition seulement sur quelques électrodes (celles correspondantes
aux extrema), améliorant ainsi la résolution spatiale de la représentation. Cette préoccupa-
tion est classique dans l’étude des signaux EEG et un filtrage spatial passe-haut est souvent
considéré pour cela avec par exemple le filtrage laplacien présenté dans le chapitre 2. Ici,
nous proposons de considérer une régularisation parcimonieuse par groupe, avec des groupes
composés d’électrodes voisines spatialement. Ce type de régularisation peut être obtenu via







avec {gi, i ∈ {1, . . . , C}} les groupes d’électrodes voisines spatialement et {di, i ∈ {1, . . . , C}}
les coefficients de pondération associés aux différents groupes.
Toutefois, ces groupes étant non disjoints, le support de décomposition obtenu avec ce terme
n’est pas l’union d’un faible nombre de groupes d’électrodes voisines mais le complémen-
taire de l’union de groupes mis à zéro (voir [116] pour plus de détails). Cette régularisation
sélectionne en effet des groupes de coefficients qui sont mis à zéro, or nous voulons ici une
régularisation choisissant des groupes de coefficients non-nuls. Récemment [115, 175], une
régularisation considérant des variables latentes a été proposée pour cela, le problème de
régression associé est nommé « Latent Group Lasso ». Soit {vij ∈ RC | ∀i ∈ {1, . . . , C}}
l’ensemble des variables latentes associées à chacun des groupes d’électrodes pour l’atome













j = X(j, .)
∀i ∈ {1, . . . C}, supp(vij) ⊂ gi
avec supp(x) l’ensemble des coefficients non-nuls du vecteur x (support).
Les supports de décomposition obtenus avec cette régularisation sont les complémentaires
de ceux obtenus avec la régularisation du « Group Lasso ». Une illustration de la différence
entre ces deux régularisations (Rlg2,1 et R
g
2,1) en terme de groupes possibles de variables non-
nulles est présentée dans la figure 4.5. À noter qu’elles sont équivalentes lorsque les groupes
sont disjoints.
Concernant les coefficients de pondération associés aux différents groupes, ils dépendent
de la taille de ces groupes. Cette taille peut varier en fonction du nombre d’électrodes
voisines considérée ainsi que de l’emplacement de l’électrode centrale du groupe (faible
nombre de voisins sur les bords de la grille de capteurs notamment). Il est possible de les
fixer ici comme suit :
∀i ∈ {1, . . . , C}, di = 1
#{gi} .
4.1.2.2 Régularisation de lissage
En ce qui concerne l’a priori de régularité des topographies associées à l’activité élec-
trique des sources cérébrales, nous avons choisi une régularisation de type Tikhonov [91].
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vs
Figure 4.5 – Comparaison des groupes possibles pour les régularisations du «Group-Lasso »
et du « Latent Group-Lasso » avec 3 groupes : g1, g2 et g3 (inspirée de [175]). Ces groupes
sont complémentaires.
Elle s’exprime ici sous la forme suivante :
R(X) = ‖XL‖2F ,
avec L une matrice encodant l’a priori spatial.
Le caractère lisse des coefficients peut être obtenu de manière classique en considérant une













avec {gi, i ∈ {1, . . . , C}} les groupes d’électrodes voisines introduites précédemment, d la
taille du voisinage et L2 la matrice de l’opérateur laplacien. Contrairement à ce dont nous
avons discuté plus haut, le laplacien est utilisé ici en tant qu’opérateur de lissage et non
pour un filtrage passe haut, étant donné le fait que l’on considère la minimisation de la
norme du vecteur obtenu après son application.
Une régularisation forçant plus simplement les coefficients de décomposition des électrodes
proches spatialement à avoir des coefficients proches est également envisageable. Pour cela,










(X(j, i)−X(j, s))2 = ‖XL1‖2F ,
avec L1 la matrice de régularisation associée.
Pour un voisinage de taille 4, si l’électrode 1 à pour voisines les électrodes 2, 3, 4 et 5 alors
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les matrices L1 et L2 associées sont écrites :
L1 =

1 1 1 1
−1 0 0 0
0 −1 0 0
0 0 −1 0










Lorsque les distances entre les électrodes sont connues et fixes, ces régularisations peuvent
être pondérées. Il est par exemple possible de considérer les poids wi,j = 1di,j , i, j ∈ {1, . . . , C}























(wi,s (X(j, i)−X(j, s)))2 = ‖XLw,1‖2F
avec Lw,1 et Lw,2 les matrices de régularisation pondérées.
Ces régularisations sont des filtres spatiaux passe-bas. Ils permettent donc d’éliminer tout
bruit de fréquence spatiale élevée. Leur efficacité dans l’élimination d’un bruit blanc pour
les topographies observées plus haut peut être illustrée via une expérience simple.
Pour cela, nous créons un ensemble de K signaux à partir d’un dictionnaire temps-
fréquence de Gabor Φt et d’un dictionnaire de topographies Φs obtenu via la résolution du
problème direct introduit plus haut. Chaque signal Yk est construit comme la somme de N








avec κk,t et κk,s les vecteurs d’indices des atomes temporels et spatiaux du signal k et ck le
vecteur de coefficients associé.
Nous souhaitons évaluer la capacité des régularisations définies plus haut à permettre la
récupération de la matrice de coefficients Xk lorsque Y k est bruité et les indices des atomes
temporels κk,t connus. Ainsi pour Y¯ k = Y k +N la version bruitée de Yk pour une matrice
de bruit blanc gaussien N , nous considérons la résolution du problème suivant :
Xˆk = min
X
‖Y¯ k − Φt(κk,t)X‖2F + µ‖XL∗‖2F
avec µ ≥ 0 et L∗ l’une des matrices de régularisation spatiale introduite plus haut. C’est
un problème convexe différentiable dont la résolution fait intervenir l’équation de Sylvester




k + µXˆkL∗LT∗ = Φt(κk,t)
T Y¯ k .
Celle-ci rentre dans le cadre de la proposition 1 et est résolue comme expliquée dans l’an-
nexe A.
Pour différents niveaux du rapport signal à bruit (RSB), toutes les régularisations et des
voisinages de 4 et de 8 éléments, ces solutions sont calculées pour l’ensemble des K signaux
et l’évaluation est effectuée via le critère suivant : ε(k) = ‖Xˆ
k−Xk‖2F
‖Xk‖2F
. Le paramètre µ est
déterminé sur un ensemble d’entrainement par validation croisée pour chacun des cas testés.
La valeur optimale de ce paramètre obtenue pour une régularisation laplacienne lorsque le
critère est minimal augmente avec la valeur du RSB comme l’illustre la figure 4.6.






















Figure 4.6 – Valeurs optimales du paramètre de régularisation µ pour la résolution d’un
problème des moindres carrés régularisé par un terme de lissage. Les courbes présentées
correspondent à différentes valeurs du rapport signal à bruit (bruit blanc).
Les résultats de l’expérience pour K = 150 sont présentés dans le tableau de la fi-
gure 4.7. Les différents voisinages évalués sont indiqués en exposant. Ces résultats montrent
que les régularisations spatiales permettent une récupération plus efficace de la structure
sous-jacente des signaux (débruitage). Un voisinage étendu à 8 électrodes est plus efficace
que celui à 4 électrodes. De plus, pour un tel débruitage, la régularisation laplacienne est
plus efficace que la régularisation locale.
Apprentissage de la régularisation de lissage La matrice P = LLT joue un rôle
important dans ces régularisations. Le terme ‖XkL∗‖2F peut en effet être vu comme une
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15 db 10 db 5 db 0 db -5 db -10 db -15 db Moy
Brut 0.11445 0.20342 0.36188 0.64507 1.1407 2.0425 3.6243 1.1618
R4spa 0.10503 0.17004 0.26052 0.38232 0.53025 0.70159 0.90939 0.43702
R8spa 0.10652 0.17296 0.26829 0.39203 0.53728 0.71146 0.90964 0.4426
R4w,spa 0.10387 0.16721 0.25577 0.37771 0.52427 0.6979 0.90835 0.43358
R8w,spa 0.10462 0.16876 0.25829 0.37761 0.52297 0.6922 0.89726 0.43167
R4lap 0.10511 0.16821 0.25127 0.35838 0.49404 0.67861 0.9064 0.42315
R8lap 0.10402 0.16499 0.24655 0.35201 0.48801 0.66833 0.89731 0.41732
R4w,lap 0.10459 0.16686 0.24833 0.35436 0.4903 0.67715 0.90766 0.42132
R8w,lap 0.10212 0.16083 0.23875 0.3423 0.4787 0.66076 0.89275 0.41089
Figure 4.7 – Erreurs quadratiques de reconstruction obtenues pour différentes régularisa-
tions de lissage lorsque les signaux sont contaminés par un bruit blanc. Les résultats sont
présentés pour différentes valeurs du rapport signal à bruit.




Xk(i, .)PXk(i, .)T = ‖XkL∗‖2F ,
avec P une matrice symétrique réelle définie positive. L’apprentissage d’une telle norme peut
être envisagé pour une meilleure adaptation à un certain ensemble de topographies comme
celles associées par exemple à la résolution du problème direct pour un sujet particulier.
Soit X = [X(1), . . . , X(T )] ∈ RC×T un ensemble de T topographies, nous souhaitons
apprendre une norme quadratique permettant de réaliser le débruitage de telles topogra-
phies. Formellement, soit Y = [Y (1), . . . , Y (T )] des topographies obtenues par bruitage des
topographies concaténées dans X, notre objectif est de pouvoir débruiter de tels signaux
via la résolution du problème suivant :
Xˆ = arg min
X∈RC×T
‖Y −X‖2F + µ‖XT ‖2P,2 ,
avec P une matrice symétrique réelle définie positive. La solution d’un tel problème s’écrit :
Xˆ = (IC + µP )
−1Y
avec IC la matrice identité de taille C.
Ainsi, pour un modèle de bruit donné selon lequel un ensemble de signaux bruités Y est
créé à partir de l’ensemble des topographies disponibles X, l’apprentissage de P peut être
effectué via la résolution du problème suivant :
Pˆ = arg min
P∈SC
‖X − (IC + µP )−1Y ‖2F
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avec SC l’ensemble des matrices symétriques réelles définies positives de taille C.
Les matrices symétriques réelles définies positives étant inversibles (avec des inverses pos-
sédant les mêmes propriétés), ce problème peut être reformulé comme suit :
Qˆ = arg min
Q∈SC
‖X −QY ‖2F ,
avec Q = (IC + µP )−1.
La résolution de ce problème peut être réalisée comme décrit dans [231], elle aboutit à :
QY Y T + Y Y TQ = XY T + Y XT .
Cette dernière équation est une équation de Sylvester (en Q) particulière dont la résolution
peut être effectuée comme décrit dans l’annexe A.
Afin d’évaluer l’efficacité d’un tel apprentissage, nous avons créé à partir des topogra-
phies obtenues dans le modèle direct précédemment décrit un ensemble de 1000 topographies
bruitées (bruit blanc gaussien). La mesure des performances de l’apprentissage a ensuite été
réalisée par validation croisée sur cet ensemble en utilisant 910 des signaux pour l’entraine-





), la moyenne des résultats pour différents RSB est présentée dans la
figure 4.8 et comparée avec celle obtenue pour la régularisation R8w,lap.
15 db 10 db 5 db 0 db -5 db -10 db -15 db Moy
R8w,lap 0.022147 0.039151 0.068162 0.11444 0.18218 0.27325 0.37694 0.15375
Appris 0.022466 0.038544 0.064338 0.10083 0.15167 0.21577 0.30181 0.12792
Figure 4.8 – Comparaison des erreurs quadratiques de reconstruction obtenues avec la
régularisation de lissage apprise et la régularisation laplacienne. Les résultats sont présentés
pour différentes valeurs du rapport signal à bruit.
4.1.3 Décomposition temporelle régularisée spatialement
Les régularisations spatiales que nous avons choisies d’étudier ayant été présentées, nous
pouvons écrire maintenant notre problème de décomposition régularisée spatialement :
Xˆ = arg min
X∈XC×T
‖Y − ΦX‖2F + λRlg2,1(X) + µ‖XL∗‖2F
avec L∗ une des matrices de régularisations spatiales considérées et R
lg
2,1(X) la régularisation
du « Latent Group LASSO » présentée plus haut pour des groupes d’électrodes voisines.
Nous étudierons ce problème d’optimisation sous sa forme convexe et stricte (formalisme
`0) dans le chapitre 5 avant de s’intéresser à son application dans le cadre de l’analyse
temps-fréquence de signaux EEG.
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4.2 Régularisation temporelle
4.2.1 Hypothèses et a priori neurophysiologiques
Nous considérons maintenant la régularisation temporelle d’une décomposition sur un
dictionnaire spatial. Le comportement dynamique des signaux EEG étant complexe et forte-
ment dépendant des tâches mentales effectuées, une régularisation utilisable dans un cadre
général semble difficile à mettre en place. Toutefois, nous avons déjà évoqué dans le premier
chapitre que certaines études [134, 138, 136] ont observé que ces signaux pouvaient être
modélisés par des suites de topographies restant stables quelques dizaines de
millisecondes chacunes et présentant des transitions brusques entre elles.
C’est sur cette dernière hypothèse que nous allons créer notre régularisation, i.e. nous sup-
posons dans la suite que les topographies apparaîssant dans un signal EEG comportent des
transitions brusques et des zones de stabilité.
L’observation des suites de topographies EEG fait apparaître des topographies qui pos-
sèdent des extrema prononcés entrecoupés par des topographies « plates ». Afin d’évaluer
l’évolution temporelle de ce comportement, deux indices ont été proposés [136] :
• le GFP (« Global Field Power ») mesurant la déviation d’une topographie y ∈ RC





• le GMD («Global Map Dissimilarity ») évaluant la différence entre deux topographies












Un exemple des courbes obtenues avec ces indices pour un signal EEG réel est donné
dans la figure 4.9 extraite de [136].
Le GFP mesure la déviation standard spatiale et permet donc d’évaluer à quel point
une topographie est « marquée » avec des extrema élevés (fort GFP) ou bien « plate » et ne
possèdent que de faibles extrema (faible GFP). En ce qui concerne le GMD, il caractérise la
différence de forme de deux topographies indépendamment de leurs GFP (et donc de leurs
normes). Les courbes présentées ci-dessus permettent d’observer que le GMD est caractérisé
par un ensemble de pics correspondant à des changements brusques de topographies. Entre
ces pics, des maxima du GFP associés à des topographies plus marquées apparaîssent.
Les phases de relative stabilité apparaîssant entre les modifications brusques des suites de
topographies sont nommées micro-états et sont associées à des topographies moyennes.
4.2.2 Formalisation mathématique
Le modèle de décomposition spatiale multicanal pour un signal EEG Y ∈ RC×T (trans-
posé du signal de la section précédente) et un dictionnaire spatial Φ ∈ RC×NΦ peut s’expri-
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Figure 4.9 – Exemple des évolutions temporelles du GFP et du GMD pour un enregistre-
ment EEG sur une durée de 211 ms. Les maxima du GFP sont notés par des astérisques.
Source : [136].
mer comme suit :
Y = ΦX +N
avec X ∈ RNΦ×T une matrice de décomposition et N ∈ RC×T une matrice de bruit.
Le problème de décomposition associé s’écrit alors :
Xˆ = arg min
X∈RNΦ×T
‖Y − ΦX‖2F +R(X). (4.1)
avec R(X) un terme de régularisation encodant les a priori temporels.
Afin de respecter l’a priori de stabilité des micro-états, nous souhaitons que la matrice
de coefficients obtenue avec une telle décomposition soit parcimonieuse par bloc. Les blocs
souhaités ne sont pas connus à l’avance comme pour la régularisation spatiale considérée
précédemment.
Formellement, une telle structure pour X peut être écrite comme suit :
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avec {κi,c, ∀i ∈ {1, · · · , nc}} une partition de [1, · · · , T ] correspondant aux blocs du c-ième
canal de X et {αc(i) ∈ R, ∀i ∈ {1, · · · , nc}} les coefficients associés. Une illustration de
cette structure est présentée dans la figure 6.1 ; les coefficients associés à l’un des micro-états
sont affichés en gris.
=
Yˆ ∈ RC×T Φ ∈ RC×NΦ X ∈ RNΦ×T
Figure 4.10 – Décomposition par bloc parcimonieux d’une série temporelle multidimen-
sionnelle.
Dans le but d’obtenir de telles structures pour les matrices de décompositions du pro-
blème de l’Eq.(4.1) la régularisation R(X) doit permettre une détection des ruptures du
signal. Une régularisation de type Variation Totale (VT) permet la détection de ces rup-
tures. Cette régularisation a été introduite dans le domaine de l’image pour des tâches de
débruitage [198] et a été étudiée de façon intensive [51]. Afin de détecter les ruptures d’un
signal, cette régularisation pénalise le gradient de celui-ci en valeur absolue. Dans notre
formalisme discret elle s’exprime comme suit :
RV T (X) =
T∑
t=2







. . . −1
1

Dans notre problème d’apprentissage, cette régularisation est combinée avec une régu-
larisation parcimonieuse afin d’imposer un nombre faible d’états actifs en même temps.
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La régularisation VT s’exprimant naturellement avec une norme `1, nous étudierons cette
combinaison de régularisations pour une pénalisation parcimonieuse `1. Notre régularisation
s’écrit donc :
RFL(X) = λ‖X‖1 + µ‖XP‖1.
avec λ et µ les paramètres de régularisation gérant l’importance de ces termes.
Le principal atout de cette régularisation réside dans sa capacité à identifier les ruptures
du signal et donc les phases de stabilité des suites temporelles de topographies. Son incon-
vénient majeur provient du fait qu’elle ne prend pas en compte les variations régulières des
topographies entre les ruptures.
4.2.3 Décomposition spatiale régularisée temporellement
Le problème de décomposition régularisée temporellement associé à notre hypothèse
peut maintenant s’écrire comme suit :




‖Y k − ΦXk‖2F + λ‖Xk‖1 + µ‖XkP‖1 (4.2)
Dans un contexte monodimensionnel (et non-redondant), ce problème a été introduit
sous le nom de « Fused-LASSO » dans [211]. Ce type de régularisation a été étudié ensuite
dans différents contextes comme l’étalement de spectre par saut de fréquence [7], certaines
études en géophysique [89], l’apprentissage multi-tâches [240], l’analyse de tendance [123],
l’estimation de matrice de covariance [50], l’analyse de marqueurs génétiques [122] ou encore
la détection de ruptures [28].
Malgré sa convexité, ses termes non-différentiables le rendent difficile à résoudre, en parti-
culier dans un cas multicanal et redondant comme celui qui nous occupe. Par conséquent,
avant de revenir au modèle des micro-états pour la modélisation des signaux EEG (cha-
pitre 7) nous allons nous intéresser à ce problème et proposer un schéma d’optimisation
pour sa résolution dans le chapitre 6.
La conception d’un tel algorithme est également intéressante pour d’autres types de régula-
risations utilisant la combinaison d’une régularisation `1 et d’une régularisation en analyse.
Nous avons notamment vu dans le précédent chapitre que ce type de régularisation permet-
tait de retrouver plus facilement la structure parcimonieuse d’un signal sur un dictionnaire
lorsque cette structure pouvait s’exprimer par une combinaison linéaire des atomes d’un
autre dictionnaire dont le dual était utilisé dans la régularisation en analyse (condition
D-RIP).
4.3 Conclusion
Ce chapitre a présenté la conception de régularisations pour la décomposition de signaux
EEG sur des dictionnaires redondants. Ces régularisations ont été conçues de manière à
contraindre ces décompositions à respecter des a priori physiologiques.
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Nous nous sommes intéressés dans un premier temps à une décomposition temporelle pour
laquelle la combinaison d’une régularisation parcimonieuse et d’une régularisation de lissage
a été proposée. Nous avons ensuite conçu une régularisation temporelle pour le problème
transposé permettant de réaliser des décompositions spatiales. Cette régularisation est fon-
dée sur le modèle des micro-états et se compose d’un terme de parcimonie et d’un terme
permettant de conserver les ruptures temporelles des signaux.
Ces régularisations ayant été construites, nous allons maintenant nous concentrer sur la
mise en place d’algorithmes de décomposition utilisant celles-ci. Le chapitre 5 est ainsi dédié
à la décomposition temps-fréquence régularisée spatialement de signaux EEG et le chapitre 6
à leur décomposition spatiale régularisée temporellement. Une extension du modèle des
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Ce chapitre est dédié à la mise en place d’algorithmes permettant de réaliser les décom-
positions temps-fréquence régularisées spatialement proposées dans le chapitre 4. Après un
rapide rappel du modèle considéré et des problèmes d’optimisation associés, des approches
gloutonnes sont proposées pour la résolution de la formulation `0 (strict) des problèmes et
des méthodes d’optimisation convexe sont considérées pour la résolution des problèmes de
décomposition `1 (relachés). Ces algorithmes sont ensuite évalués sur des signaux synthé-
tiques réalistes avant d’être appliqués sur des signaux réels pour la détection du PE P300
dans un contexte discriminatif.
5.1 Modèle de décomposition temps-fréquence
5.1.1 Modèle linéaire multicanal
Soit Y ∈ RT×C un signal EEG enregistré sur C électrodes durant T pas temporels
et Φ = [φ(1), . . . , φ(NΦ)] ∈ RT×NΦ un dictionnaire temps-fréquence redondant de taille
NΦ (NΦ  T ). Nous étudions dans ce chapitre la décomposition X ∈ RNΦ×C de signaux
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multicanaux Y sur le dictionnaire Φ s’exprimant comme suit :
Y(c) = ΦX(c) + n(c), c ∈ {1, . . . , C} ,
Y = ΦX +N
avec N = [n(1), . . . ,n(C)] ∈ RT×C une matrice de bruit gaussien. Une visualisation est
proposée dans la figure 3.4.
Nous considérons ici différentes combinaisons de régularisations spatiales (régularisations
parcimonieuses et régularisations de lissage) introduites dans le chapitre précédent afin de
guider ce type de décompositions vers des solutions plausibles physiologiquement.
5.1.2 Dictionnaires temps-fréquence
Un dictionnaire temps-fréquence est composé d’atomes localisés en temps et en fréquence
décrivant la partie du plan temps-fréquence correspondant aux phénomènes étudiés. Un
atome temps-fréquence Φ(γ), 1 ≤ γ ≤ NΦt , est ainsi caractérisé par une localisation
temporelle uγ , une localisation fréquentielle ξγ ainsi que des étalements σt(γ), σw(γ) dans

















(w − ξγ)2 |Φ˙(w, γ)|2
où Φ˙(w, γ) est la transformée de Fourier de Φ(t, γ). Cette localisation peut être visualisée
dans la plan temps-fréquence par une boîte d’Heisenberg, illustrée dans la figure 5.1.
Le principe d’incertitude d’Heisenberg [152] limite la surface de cette boîte : σtσw ≥ 12 .
Ainsi, des atomes possédants une localisation temporelle étroite permettront une description
temporelle fine du signal mais seront étalés en fréquence et ne donneront qu’une description
fréquentielle de résolution faible.
Parmi les dictionnaires temps-fréquence classiques, le dictionnaire de Gabor est connu pour
offrir une concentration optimale de l’énergie dans le plan temps-fréquence. Il s’est avéré
particulièrement efficace pour la représentation des signaux EEG étant donnée sa capacité
à capturer à la fois leurs composantes transitoires et oscillatoires (voir section 2.2). C’est
donc ce dictionnaire que nous étudierons pour ce modèle.
Un dictionnaire de Gabor invariant en temps et en fréquence est construit à partir d’une
fenêtre gaussienne [152]. Cette fenêtre est dilatée, modulée et translatée de manière à former
les différents atomes du dictionnaire. Pour une échelle (dilatation) spécifique s = 2j , une






Le dictionnaire de Gabor associé à cette échelle peut alors être construit comme suit :
Φj = { φj(k) = Kj gj(k − quj) cos(kξjp) }0≤q≤Nq ,0≤p≤Np
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Figure 5.1 – Boîte d’Heisenberg d’un atome temps-fréquence Φγ , les dimensions de la boîte
correspondent aux étalements en temps (abscisse) et en fréquence (ordonné) de l’atome.
Source : [152].
où Kj est un facteur de normalisation, uj et ξj les intervalles temporels et fréquentiels de la
discrétisation, et Nq, Np les valeurs maximales des translations (en temps et en fréquence).
Un dictionnaire complètement invariant est construit avec uj = 1 et ξj = 2pi/C. Toutefois
ce dictionnaire possédant un nombre important d’atomes et une grande cohérence, la pa-
ramétrisation suivante est souvent choisie : uj = 2jη−1, ξj = 2pi2−jη−1 et Nq = ηC2−j ,
Np = η2
j . Dans cette dernière discrétisation, le paramètre η permet la gestion des inter-
valles temporels et fréquentiels et donc du pavage temps-fréquence. Lorsque η ≥ 1 alors le
dictionnaire est un repère.
Un dictionnaire de Gabor multi-échelles est l’union de tels dictionnaires ayant des échelles
différentes. Une visualisation de différents exemples d’atomes de Gabor est présentée dans
la figure 5.2.
Le choix des intervalles de temps et de fréquence est primordial pour assurer de bonnes
décompositions, car il est directement lié à la proximité (au sens de la corrélation ici) entre
les atomes et donc à la cohérence du dictionnaire. Ainsi, en choisissant des intervalles de
petites tailles, la représentation des signaux est plus fine, mais les décompositions sont moins
stables.
L’objectif des régularisations que nous allons considérer ici est de guider la décomposition
vers des solutions plausibles en utilisant des connaissances neurophysiologiques et cela même
lorsque le signal est bruité ou le dictionnaire très cohérent. Une telle régularisation vise à
permettre l’obtention de décompositions stables même lorsque l’on souhaite aboutir à une
description plus fine des signaux, en diminuant par exemple les intervalles temporels et
fréquentiels de la discrétisation du dictionnaire temps-fréquence sur lequel sont réalisées les
décompositions.
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(a) f=0.1, scale=25, time=0.5 (b) f=20, scale=25, time=0.25
(c) f=5, scale=25, time=0.5 (d) f=20, scale=25, time=0.5
(e) f=10, scale=25, time=0.5 (f) f=20, scale=25, time=0.75
(g) f=15, scale=25, time=0.5 (h) f=20, scale=24, time=0.5
(i) f=20, scale=25, time=0.5 (j) f=20, scale=26, time=0.5
Figure 5.2 – Atomes d’un dictionnaire de Gabor pour différents paramètres
5.1.3 Régularisations parcimonieuses
Deux régularisations parcimonieuses sont étudiées pour ce modèle. D’une part, elles per-
mettent d’assurer une parcimonie dans le choix des atomes (entre les lignes de la matrice de
décomposition), répondant ainsi à l’hypothèse de localisation des activités cérébrales dans
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le plan temps-fréquence qui a été abordée dans le premier chapitre. Le signal de chaque
canal est alors représenté par seulement quelques atomes.
D’autre part, elles imposent une cohérence spatiale des coefficients de décomposition (agis-
sant sur les colonnes de la matrice de décomposition).
Pour cela, une régularisation imposant une structure parcimonieuse commune aux ca-
naux est premièrement considérée :




l’utilisation de l’ensemble des canaux pour le choix des atomes permettant un choix plus
cohérent de ceux-ci.
Dans un second temps, afin de prendre en compte de manière plus fine la structure
spatiale des signaux EEG, une régularisation imposant une parcimonie sur les groupes
de canaux correspondant à des électrodes spatialement proches est étudiée. Pour cela, la
régularisation du « Latent Group LASSO » est considérée. Soit {gi | i ∈ {1, . . . , C}} les
groupes d’électrodes voisines et {vij ∈ RC | ∀i ∈ {1, . . . , C}} les variables latentes associées













j = X(j, .)
∀i ∈ {1, . . . C}, supp(vij) ⊂ gi
Un voisinage de 8 est choisi ici pour la création de ces groupes. Les coefficients de pondé-
ration {dc | ∀c ∈ {1, . . . , C}} introduits dans le chapitre précédent ne sont pas considérés
(fixés à 1) afin de ne pas augmenter le nombre de paramètres à régler mais les algorithmes
proposés dans les sections suivantes peuvent être adaptés pour les prendre en compte.
Ces régularisations sont exprimées ici sous leurs formes relachées mais nous considèrerons
également leurs formes `0 dans la suite. Elles sont nommées respectivement R2,0 et R
lg
2,0(X).
5.1.4 Régularisations spatiales de lissage
En supplément de ces régularisations parcimonieuses, nous considérons ici une régu-
larisation de lissage. Celle-ci prend en compte l’effet de diffusion des signaux électriques
cérébraux par le crâne et répond donc à l’a priori de régularité spatiale des composantes
que nous souhaitons extraire. Cette régularité est attendue des coefficients obtenus dans les
lignes de la matrice de décomposition.
Parmi les régularisations de lissage envisagées dans le chapitre précédent, l’expérience de dé-
bruitage réalisée (section 4.1.2.2) indique que la plus efficace est la régularisation laplacienne
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dans lequel le chiffre 8 correspond à la taille du voisinage considéré (même notations que
dans le chapitre précédent) et les poids w calculés comme inverses des distances entre les
électrodes.
L’utilisation d’une régularisation apprise n’est pas considérée ici, mais elle sera envisagée
dans de futurs travaux.
5.1.5 Problèmes d’optimisation associés
Le problème d’optimisation associé à ces décompositions s’écrit de manière générale
comme la minimisation d’une combinaison d’un terme d’attache aux données et de termes
de régularisations pouvant être écrites sous forme de contraintes ou de pénalisations du
terme principal. Dans cette étude, nous considérons la résolution du problème à la fois sous
sa forme stricte `0 et sous sa forme relachée `1.
Forme stricte :
Xˆ = arg min
X∈RNΦ×C
‖Y − ΦX‖2F + µ‖XL∗‖2F t.q R0(X) < J (5.1)
Forme relachée :
Xˆ = arg min
X∈RNΦ×C
‖Y − ΦX‖2F + µ‖XL∗‖2F + λR1(X) (5.2)
où λ ≥ 0, J ≥ 0 et µ ≥ 0 sont les paramètres de régularisation, L∗ l’une des matrices
encodant la régularisation spatiale et R0 (resp. R1) l’une des régularisations parcimonieuses
étudiées sous forme stricte (resp. relachée).
Dans le cas d’une décomposition sur un dictionnaire de Gabor, la grande cohérence de
ce dernier n’assure pas l’équivalence entre les problèmes `0 et `1.
Lorsque la puissance du bruit n’est pas trop élevée et la parcimonie des signaux suffisamment
forte, ces deux approches présentent des performances similaires [219, 218]. Le critère ERC
(voir section 3.2.2) permet d’ailleurs d’assurer des décompositions exactes avec ces deux
approches. Les méthodes gloutonnes permettant l’approximation de la solution du problème
`0 étant en général plus rapide que les méthodes résolvant le problème `1, elles sont préférées
dans ce cas. Au contraire, lorsque le bruit est fort et/ou les signaux peu parcimonieux, les
approches `1 offrent des garanties de stabilité pour les décompositions les rendant plus
intéressantes [56]. C’est pourquoi, nous considérons ici ces deux approches en vue de les
comparer pour le traitement des signaux EEG.
5.2 Stratégies d’optimisation
Afin de réaliser ces décompositions, nous nous attachons maintenant à la mise en place
d’algorithmes résolvant les problèmes d’optimisation associés sous les deux formes étudiées.
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5.2.1 Optimisation convexe pour le formulation `1
La formulation relâchée du problème est strictement convexe et différentes approches
d’optimisation classiques peuvent être considérées pour sa résolution. Une approche proxi-
male a été choisie pour la minimisation de notre fonction de coût. Celle-ci présente une
convergence quadratique permettant la résolution de notre problème dans des temps rai-
sonnables et ne nécessite pas de réglage de paramètres.
5.2.1.1 Approches proximales
Les méthodes proximales [48, 47, 11] permettent la minimisation de fonctions de coût
composées de la somme de deux fonctions convexes présentant des régularités particulières.
Ces problèmes sont écrits pour un problème matriciel comme suit :
Xˆ = arg min
X
f1(X) + f2(X)
avec f1 une fonction convexe differentiable possédant un gradient S-Lipschitzien 1 et f2 une
fonction convexe. Ce type de problème apparaît pour la réalisation de nombreuses tâches
en traitement du signal et les approches proximales sont fréquemment considérées lorsque
la fonction f2 est non-différentiable comme dans le cas qui nous occupe. Nous ne rentrerons
pas ici dans les détails de ces approches que le lecteur intéressé pourra trouver dans les
références mentionnées plus haut, mais le schéma d’optimisation général est présenté de
manière à comprendre son utilisation pour notre problème.
Les méthodes proximales se rapprochent itérativement de la solution du problème traité à
partir de la linéarisation de la fonction de coût autour du point courant. Ainsi, à chaque
itération i le problème suivant est résolu :
Xˆ = arg min
X
f1(X
i) + 〈∇f1(Xi), X −Xi〉+ f2(X) + S
2
‖X −Xi‖2F
avec Xi le point courant et S le coefficient de Lipschitz du gradient de f1. Le terme quadra-
tique permet de limiter la recherche du point suivant à une distance bornée (par le coefficient
de Lipschitz) du point courant. Ce problème est équivalent à la minimisation suivante :










Le terme Xi − 1S∇f1(Xi) est le résultat d’une descente de gradient au point courant par
rapport à f1 avec pour pas de descente 1S . La minimisation précédente réalise donc une
projection du résultat de cette descente sur la contrainte représentée par la fonction f2.
Lorsque cette contrainte est nulle, c’est une simple descente de gradient qui est réalisée
tandis que pour une fonction indicatrice d’un ensemble, cette approche correspond à celle
du gradient projeté.
1. C’est à dire : ∀(X1, X2), |∇f1(X1)−∇f1(X2)| ≤ S‖X1 −X2‖.
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La caractérisation de cette projection dépend de l’opérateur proximal défini pour une fonc-
tion f2 comme suit :




‖X − Z‖2F + f2(X) ,










Lorsque la fonction f2 est une norme pondérée par un coefficient f2 = cΩ alors cet opérateur
proximal peut être exprimé en fonction de l’opérateur de projection (Proj) sur la boule de
rayon c de la norme dual associée Ω∗ [11] :
ProxcΩ = Id− ProjΩ∗≤c,
avec Id l’opérateur identité.




Le dual de la norme duale est la norme initiale. Parmi les couples classiques de normes
duales, il est bien connu que la norme `∞ est couplée avec la norme `1, que la norme `2 est
son propre dual et qu’une norme `p est le dual de la norme `q si 1p +
1
q = 1.
Les approches proximales comportent généralement les étapes suivantes à l’itération i :










2 = h(X1, . . . , Xi) .
La fonction h permet à partir des itérations précédentes de calculer une valeur intermédiaire
permettant parfois d’augmenter la vitesse de convergence.
L’algorithme de base parfois appelé ISTA (Iterative Soft Thresholding Algorithm) n’utilise
pas de valeurs intermédiaires : h(Xi, . . . , X1) = Xi. Pour le problème mentionné plus haut,
l’algorithme FISTA (Fast ISTA) a été choisi. Ce dernier présenté dans [18] est basé sur les
travaux de Nesterov [171] et présente une convergence quadratique en O( 1
i2
). À l’itération










La valeur du coefficient de Lipschitz S du gradient de f1 peut être parfois calculée ana-
lytiquement. Dans le cas contraire, un majorant local de ce coefficient est calculable via une
recherche linéaire à chaque itération. Cette approche peut également accélérer la conver-
gence de l’algorithme lorsque S est connu. En effet, la valeur de S trouvée analytiquement
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est liée à la plus grande variation du gradient de f1 dans l’espace de recherche. Or, loca-
lement, les variations de celui-ci peuvent être bien plus faibles et autoriser ainsi de plus
grands pas de descente.
Dans [18], Beck et al. propose de calculer un majorant de ce coefficient en le faisant évoluer
selon une progression géométrique jusqu’à ce qu’il respecte un critère évalué localement.
Plus précisément, pour une évolution géométrique caractérisée par η, à l’itération i le coef-
ficient de Lipschitz est calculé par Si = ηkiSi−1 avec ki l’indice le plus petit permettant de
respecter le critère suivant :








f1(Z) + f2(Z) ≤ f1(Xi− 12 ) + 〈∇f1(Xi− 12 ), Z −Xi− 12 〉+ f2(Z) + S¯
2
‖Z −Xi− 12 ‖F2 .
5.2.1.2 Application à notre problème et choix d’implémentation
Dans le contexte de la décomposition qui nous intéresse, l’algorithme FISTA peut être
appliqué en prenant f1 : X → ‖Y − ΦX‖2F + µ‖XL∗‖2F et f2 l’une des régularisations
parcimonieuses étudiées.
Concernant la première régularisation R2,1, l’opérateur proximal est bien connu. Ainsi, pour
chaque ligne x = X(i, .) de la matrice de décomposition l’opérateur proximal de R2,1 s’écrit :





Concernant la régularisation par groupe avec variables latentes, cet opérateur est plus com-
plexe à calculer. Nous avons choisi d’utiliser la même reformulation que celle proposée
dans [175]. Cette dernière consiste à transformer le problème de manière à obtenir un pro-
blème équivalent régularisé également pour obtenir une parcimonie par groupe mais avec
des groupes disjoints. Cette transformation n’est tout de même pas gratuite car la dimen-
sion de l’espace d’optimisation est alors plus grande et donc la résolution plus coûteuse en
temps de calcul.
Dans le cas du problème étudié dans [175] qui considère le modèle y = Xw avec une régula-
risation par groupe sur w ∈ RK , cette reformulation implique une duplication des colonnes
de X effectuée comme suit :
X¯ = [X(g1), . . . , X(gN )],
pour N groupes avec [.] un opérateur de concaténation. Cette transformation peut être
écrite X¯ = XP pour P ∈ RK×
∑N
i=1 #{gi} une matrice définie par :
P = [P (g1), . . . , P (gN )],
avec pour le groupe j : ∀k ∈ {1, . . . ,#{gj}} Pgj (gj(k), k) = 1.
Pour notre problème, lorsque la régularisation Rlg2,1(X) est considérée, cette reformulation
aboutit à :
Xˆ = arg min
X∈RNΦ×C
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avec cette fois-ci des groupes {g˜j , j ∈ {1, . . . , C}} disjoints :
g˜1 = {1, . . . ,#{g1}},










L’augmentation de la dimension de X entraîne comme pour la régression étudiée dans [175]
un surcoût de calcul pour notre minimisation mais permet la résolution du problème à
partir du même opérateur proximal que celui utilisé pour une régularisation par groupe
considérant des groupes disjoints. Cet opérateur est similaire à celui utilisé pour la norme
`2,1
2, l’opération réalisée sur les lignes étant effectuée sur les groupes de chaque ligne. Ainsi,
pour chacune des lignes et chacun des groupes x = X(j, g˜c) de cette matrice, l’opérateur
proximal s’écrit :





En ce qui concerne le coefficient de Lipshitz S, nous avons fait le choix d’en calculer
localement un majorant à chaque itération via la méthode proposée dans [18] afin d’accélérer
la convergence et d’effectuer les descentes de gradient les plus grandes possibles à chaque
itération.
L’algorithme complet est résumé dans la table 5.1.
Les gradients des parties différentiables des fonctions de coût sont aisément calculables.
Pour f1(X) = ‖Y − ΦX‖2F + µ‖XL∗‖2F :
∇X(f1)(X) = −2ΦT (Y − ΦX) + µXL∗L∗T ,
alors que pour f1(X) = ‖Y − ΦXP T ‖2F + µ‖XP TL∗‖2F :
∇X(f1)(X) = −2ΦT (Y − ΦXP T )P + µXP TL∗L∗TP.
5.2.2 Approches gloutonnes pour la formulation `0
Comme nous l’avons vu dans le chapitre 3, la forme stricte du problème de décompo-
sition parcimonieuse est NP-difficile. Il n’est donc pas envisageable de vouloir le résoudre
de façon exacte pour des problèmes de moyenne/grande dimension. Par conséquent, nous
allons développer ici des algorithmes gloutons permettant d’approcher la solution du pro-
blème (5.1) pour les différentes régularisations parcimonieuses étudiées.
Les algorithmes que nous considérons suivent des étapes similaires à celles de l’Orthogonal
Matching Pursuit (OMP), i.e. chaque itération est composée d’une étape de recherche du
meilleur atome pour la représentation du résidu courant et d’une étape de mise à jour du
résidu par soustraction de la contribution des atomes choisis jusque-là au signal décomposé.
Pour l’itération i nous noterons ici le résidu U i (et non pas R afin d’éviter toute confusion
avec les régularisations).
2. La régularisation `2,1 est en fait un cas particulier de la régularisation par groupe lorsqu’un seul
groupe contenant l’ensemble des atomes est considéré.
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Paramètres du modèle : λ, µ.
Paramètres de la méthode : η ≥ 1, L0 ≥ 0.
procedure FISTA(Y , Φ, L∗)
Initialiser X0, X
1
2 = X0, t0 = 1 et i = 1
while i ≤ iterMax ou ‖Xi−Xi−1‖2‖Xi‖2 ≤ ε do
ki = Trouver le plus petit k tel que :




































Table 5.1 – FISTA - Algorithme détaillé
5.2.2.1 MP multidimensionnel régularisé spatialement (« MSCMP : Multidi-
mensional Spatially Constrained MP »)
Dans un premier temps, nous considérons le cas de la régularisation R2,0. Sans régu-
larisation spatiale, le SOMP [220] (« Simultaneous OMP ») permet de réaliser une telle
décomposition. Nous allons adapter ce dernier pour notre problème afin de prendre en
compte la régularisation spatiale.
Principe
Le chapitre 3 a présenté les variantes du MMP considérant des régularisations spatiales.
Celles-ci modifient généralement l’étape de choix des atomes de manière à sélectionner des
atomes sur lesquels la projection du signal respecte certaines contraintes. Ces approches pré-
sentent l’inconvénient de considérer cette projection de manière non contrainte en utilisant
le produit scalaire pour réaliser celle-ci. Nous proposons pour notre problème de réaliser le
choix des atomes en prenant en compte une projection contrainte spatialement. De façon
plus formelle, nous recherchons l’atome et les coefficients de décompositions résolvants pour
le résidu U i de l’itération courante i la minimisation suivante :
xˆ, jˆ = arg min
x∈RC ,j
‖U i − Φ(j)xT ‖2F + µ‖xTL∗‖2F
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Pour un atome j fixé du dictionnaire, la projection s’écrit 3 :
xˆ = arg min
x∈RC
‖U i − Φ(j)xT ‖2F + µ‖xTL∗‖2F ,
xˆ = (IC + L∗LT∗ )
−1 (U i)TΦ(j) ,
avec IC la matrice identité de taille C.
En notant Q = (IC + L∗LT∗ )−1, la sélection de l’atome est effectuée alors en résolvant :
arg min
j
‖U i − Φ(j)Φ(j)TU iQT ‖2F + µ‖Φ(j)TU iQTL∗‖2F ,
= arg min
j
−Tr (Φ(j)T (U i)QT (U i)TΦ(j))
= arg max
j




avec ‖.‖QT la norme quadratique associée à la matrice QT .
Une fois la sélection de l’atome réalisée pour l’itération courante i, le résidu est recalculé en
fonction de tous les atomes choisis jusque-là. Soit ∆i l’ensemble des indices des atomes choi-
sis à l’itération i, les coefficients de décomposition sont calculés par résolution du problème
suivant :
Xˆ(∆i, .) = arg min
X∈R#{∆i}×C
‖Y − Φ(∆i)X‖2F + µ‖XL∗‖2F , (5.3)
puis le résidu est calculé par : U i+1 = Y − Φ(∆i)Xˆ(∆i, .).
Le problème défini dans l’equation (5.3) peut être résolu de manière exacte à chaque itéra-
tion. Soit h : X → ‖Y − Φ(∆i)X‖2F + µ‖XL∗‖2F , nous avons :
d
dX




h(Xˆ(∆i, .)) = 0
⇔ Φ(∆i)TΦ(∆i)X(∆i, .) + µX(∆i, .)L∗LT∗ = Φ(∆i)TY
Cette dernière expression est une équation de Sylvester de forme AiX + XB = C avec
Ai = Φ(∆i)TΦ(∆i) et B = µL∗LT∗ des matrices symétriques réelles. La résolution d’un tel
problème est présentée dans l’annexe A. La proposition 1 montre notamment l’équivalence
de celui-ci avec un système diagonal pouvant être résolu directement.
3. Solution classique d’un problème des moindres carrées régularisé à l’aide d’une régularisation de
Tikhonov. Obtenue directement par dérivation.
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Remarques et détails d’implémentation : L’étape de projection sur les atomes précé-
demment choisis étant contrainte spatialement, le résidu calculé pour l’étape suivante n’est
pas orthogonal à l’espace engendré par ces atomes. Ainsi, il est possible qu’un atome soit
choisi plusieurs fois, notamment lorsque le paramètre µ est grand. Pour éviter cela, notre
implémentation ne considère que la liste des atomes encore non utilisés pour la sélection
d’un nouvel atome.
Concernant la seconde étape, la matrice B ne dépendant pas de l’itération, il est possible de
pré-calculer sa diagonalisation. Au contraire, pour la matrice Ai, la diagonalisation doit être
réalisée à chaque itération. Ai étant une matrice de dimension i le coût de calcul grandit au
fur et à mesure des itérations mais reste raisonnable étant donné la nature parcimonieuse
de la décomposition effectuée (faible nombre d’itérations i.e. J  T ).
En fonction de l’application considérée, différents critères d’arrêt de l’algorithme peuvent
être envisagés. Il est par exemple possible d’arrêter celui-ci après qu’un nombre fixé d’atomes
ait été choisi ou bien lorsque la norme du résidu devient suffisamment faible.
L’algorithme complet du MSCMP est résumé dans la table 5.2.
Paramètres du modèle : J , µ.
Paramètres d’arrêt : ε
procedure MSCMP(Y , Φ, L∗)
Initialiser X = 0, U0 = Y , ∆0 = {} et i = 1
Calculer Q = (IC + µL∗LT∗ )−1
Diagonaliser B = µL∗LT∗ = FDBF T
while i ≤ J ou ‖U i‖22 ≤ ε do
Choix d’un atome :
idi = maxj 〈 Φ(j)TU tQT , (U i)TΦ(j)〉
∆i = {∆i−1, idi}
Calcul du résidu :
Diagonaliser A = Φ(∆i)TΦ(∆i) = GDAGT
Construire O à partir de DA et DB (Eqn. A.5)
Xi = Xi−1
(Xi)(∆i, .)) = F (F TΦ(∆i)TY GO)GT
U i = Y − ΦXi




Table 5.2 – MSCMP - Algorithme détaillé
5.2.2.2 MPmultidimensionnel structuré et régularisé spatialement («MSCSMP :
Multidimensional Spatially Constrained Structured MP »)
Nous nous intéressons maintenant à la régularisation du « Latent Group LASSO » noté
Rlg2,0.
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Principe :
De la même manière que dans l’algorithme précédent, nous considérons un algorithme en
deux étapes réalisant à chaque itération le choix d’un atome et d’un groupe de canaux avant
de mettre à jour le résidu en fonction des choix réalisés précédemment.
La première étape s’inspire de celle définie plus haut et nécessite l’introduction de nou-
velles notations. Ainsi, nous notons ici
{
θij , ∀j ∈ {1, . . . , NΦ}
}
les supports sélectionnés
pour chaque atome à l’itération i et U i−θj le résidu à l’itération i dont la contribution des
coefficients θij a été supprimée. U
i
−θj est ainsi obtenu par :
U i−θij = U
i + Φ(j)Xi(j, θij).
L’objectif à chaque itération est de choisir un groupe de canaux et un atome de manière à
réduire au maximum la norme du résidu tout en respectant la contrainte spatiale induite par
la régularisation. Nous proposons de réaliser cette étape en résolvant le problème suivant :




jc)− Φ(j)xT ‖2F + µ(‖xTL∗‖2F −RU ij),
avec θ¯ijc = θ
i
j ∪ gc et RU ij = ‖(Xi)T (j)L∗‖22.
Pour chaque atome j et chaque groupe c, θ¯ijc représente le support de décomposition obtenu
si ce choix est réalisé tandis que RU ij correspond à la valeur de la contrainte spatiale obtenue
à l’itération précédente pour l’atome j. Ainsi, la minimisation précédente permet d’effectuer
le choix d’un atome et d’un groupe de manière à minimiser le résidu en améliorant le lissage
des coefficients de décomposition.
Comme précédemment pour j et c fixés, il est possible de calculer le vecteur xˆ comme suit :




















Le choix de l’atome et du groupe est donc fait simplement en calculant pour tous les couples
(j, c) la valeur du coût présenté plus haut de façon à choisir le couple lui donnant une valeur
minimale :




















Intéressons-nous maintenant à la mise à jour du résidu. La résolution exacte directe
présentée dans la section précédente n’est plus applicable ici et nous proposons donc d’ef-
fectuer cette étape à l’aide de l’algorithme FISTA que nous avons déjà présenté. Le problème
à résoudre peut être écrit :
Xˆ = arg min
X∈RNΦ×C
‖Y − ΦX‖2F + µ‖XL∗‖2F t.q. ∀j ∈ {1, . . . , NΦ}, X(j, (θij)comp) = 0
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avec {1, . . . , C} = θij ∪ (θij)comp. C’est un problème de décomposition sur un dictionnaire
redondant régularisée spatialement dont la structure parcimonieuse des coefficients est fixée
strictement. Pour se replacer dans le cadre du coût à minimiser avec l’algorithme FISTA la
contrainte stricte doit être transformée en un terme de pénalité. Pour cela, il suffit de l’écrire
à l’aide d’une fonction indicatrice X{θi1,...,θiNΦ}. X{θi1,...,θiNΦ}(X) est nulle lorsque le support
de XT (j) est inclus dans θij pour tous les atomes j et vaut +∞ dans le cas contraire.
L’opérateur proximal de la fonction X s’écrit alors simplement pour la ligne x = XT (j)
comme suit :
∀c ∈ {1, . . . , C}
ProxX (x)(c) =
 x(c) si c ∈ θij ,0 sinon.
En pratique, moins le support comporte d’éléments, plus le nombre d’itérations permet-
tant la convergence est faible. Ainsi, au fûr et à mesure des itérations de l’algorithme global
(MSCSMP) le coût de cette mise à jour va augmenter. Pour des représentations suffisam-
ment parcimonieuses, ce coût est négligeable comparé au coût de calcul de la recherche des
meilleurs atomes et des meilleurs groupes.
L’algorithme complet du MSCSMP est résumé dans la table 5.3.
5.3 Évaluation expérimentale
Nous nous attachons maintenant à l’évaluation des algorithmes présentés plus haut.
Dans un premier temps, nous considérons la décomposition de signaux synthétiques afin de
mesurer la capacité des méthodes à retrouver les structures parcimonieuses sous-jacentes
des signaux lorsque ceux-ci respectent les caractéristiques supposées des composantes EEG.
Nous examinons ensuite l’intérêt de ces algorithmes pour la décomposition temps-fréquence
de signaux réels EEG dans un contexte discriminatif.
5.3.1 Récupération de la structure sous-jacente de signaux synthétiques
Afin d’évaluer la capacité des algorithmes proposés à extraire les différentes composantes
d’un signal lorsque celles-ci respectent nos hypothèses, nous allons construire un ensemble de
signaux synthétiques à partir de telles composantes, puis décomposer des versions bruitées
de ceux-ci avec les algorithmes présentés plus haut.
5.3.1.1 Création des signaux
Pour cette expérience, nous construisons un ensemble deK signaux {Y k, k ∈ {1, . . . ,K}}
à partir d’un dictionnaire temporel fixé Φ. Chaque signal Y k est synthétisé via l’équation
suivante Y k = ΦXk après construction d’une matrice de décomposition Xk respectant les a
priori de notre modèle, i.e. construite à partir de quelques composantes régulières et locali-
sées spatialement. Plus précisément, pour chaque signal, Na atomes sont choisis de manière
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Paramètres du modèle : J , µ.
Paramètres d’arrêt : ε
procedure MSCSMP(Y , Φ, L∗)
Initialiser X = 0, U0 = Y et i = 1
Initialiser θ0j = {} pour j ∈ {1, . . . , NΦ}
Calculer Q = (IC + µL∗LT∗ )−1
while i ≤ J ou ‖U i‖22 ≤ ε do
Choix d’un atome et d’un groupe :
∀j ∈ {1, . . . , NΦ} calculer :
RU ij = ‖(Xi)T (j)L∗‖22, U i−θij = U
i + Φ(j)Xi(j, θij)
∀j ∈ {1, . . . , NΦ}, ∀c ∈ {1, . . . , C} calculer :
θ¯ijc = θ
i










jˆ, cˆ = arg minj,c ‖U i−θij (θ¯
i
jc)− Φ(j)(x¯ijc)T ‖22 + µ(‖(x¯ijc)TL∗‖22 −RU ij)
Calcul du résidu :
Résoudre à l’aide FISTA :
Xi+1 = arg minX∈RNΦ×C ‖Y − ΦX‖22 + µ‖XL∗‖22
t.q. ∀j ∈ {1, . . . , NΦ}, X(j, (θij)C) = 0
U i+1 = Y − ΦXi+1




Table 5.3 – MSCSMP - Algorithme détaillé
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aléatoire dans le dictionnaire et des vecteurs de coefficients leur sont associés. Ces vecteurs
de coefficients sont sélectionnés dans un dictionnaire spatial Φs créé à partir de la résolution
du problème direct vu dans le chapitre 4 afin d’obtenir des signaux réalistes.









avec {jki , i ∈ {1, . . . , Na}} les indices des atomes temporels choisis pour le signal k, {lki , i ∈
{1, . . . , Na}} les indices des atomes spatiaux associés. et ak le vecteur des coefficients de
pondération.
Une fois les signaux créés, ils sont bruités, avant d’être décomposés sur le dictionnaire avec
les algorithmes correspondants aux régularisations étudiées. Afin de se rapprocher du bruit
présent dans les signaux EEG, le bruit choisi pour chaque canal est un bruit blanc filtré à
l’aide d’un filtre passe bas de manière à obtenir une distribution des fréquences en 1fα , α ∈ N.
Aucune structure spatiale n’est, par contre, supposée pour ce bruit. Nous notons les signaux
bruités {Y˜ k, k ∈ {1, . . . ,K}}.
5.3.1.2 Experience 1
Nous souhaitons évaluer dans un premier temps la capacité des différentes approches à
retrouver la structure parcimonieuse sous-jacente des signaux lorsque tous les canaux sont
utilisés pour le choix des atomes, l’avantage obtenu en ne conservant pour ce choix que peu
de groupes de canaux sera discuté dans une deuxième expérience. Nous comparons pour
cela l’ensemble des régularisations étudiées aussi bien pour le problème relâché où elles sont






w,lap que pour le problème strict où nous les notons








w,lap. Ces tests sont effectués pour différents niveaux de
bruit (RSB) et différentes valeurs du nombre de composantes utilisées pour la création des
signaux.
Protocole de test et paramètres. Afin de pouvoir évaluer de la même manière les
décompositions obtenues avec les approches gloutonnes et celles obtenues par résolution du
problème convexe, nous sélectionnons pour chacune des approches Na atomes (lignes) et
projetons le signal sur ces atomes en conservant la contrainte spatiale (même paramètre
de régularisation spatiale que pour la décomposition). Ainsi, pour chaque régularisation et
chaque signal, la décomposition est réalisée via une des approches présentées plus haut, puis
les signaux sont projetés sur les Na principaux atomes à l’aide de l’algorithme FISTA avec
une structure de zéro fixée, i.e. de manière similaire à l’algorithme du gradient projeté. Pour
les régularisations convexes, cette projection présente également l’avantage d’éviter le biais
inhérent aux approches `1 dû à la valeur du terme de la régularisation parcimonieuse.
En ce qui concerne la sélection des atomes avant projection, les algorithmes gloutons sont
simplement stoppés lorsque Na atomes différents ont été choisis tandis que pour les ap-
proches convexes, les atomes sélectionnés sont ceux correspondant aux Na lignes de la ma-
trice de décomposition possédant les plus grandes normes. Pour les problèmes relâchés, le
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choix du paramètre de régularisation parcimonieuse λ est crucial. Après avoir observé que le
paramètre optimal dépendait fortement du signal considéré, nous avons choisi de prendre la
valeur permettant d’approximer le signal avec un taux de reconstruction donné : ‖Y−ΦX‖F‖Y ‖F ,
la valeur de ce taux étant déterminée sur un ensemble d’entraînement pour chaque valeur
de Na et chaque valeur du RSB au regard des critères définis dans le paragraphe suivant.
De la même façon, pour toutes les régularisations, le paramètre de régularisation spatiale
optimal µ est également déterminé sur un ensemble d’entraînement.




1) ≤ 0.2) est généré par des atomes dont les coefficients sont issus d’une





En ce qui concerne les autres paramètres, les choix effectués sont résumés dans la figure 5.3.
Modèle Composantes
C = 64 T = 64 a ∼ N (0, I)
NΦ1 = 78 NΦ2 = 83 j ∼ U(1, NΦ)
K = 100 l ∼ U(1, NΦs)
Figure 5.3 – Paramètres de l’expérience permettant l’évaluation des régularisations pro-
posées dans la récupération de structures sous-jacentes de signaux artificiels.
Critères Une évaluation simple des décompositions obtenues {Xˆk, {1, . . . ,K}} peut être





Ce critère prend en compte à la fois le choix des atomes temporels et celui des coefficients de
décomposition des différents canaux. Il semble donc pertinent pour mesurer le bon recou-
vrement des composantes. Un problème apparaît néanmoins pour un dictionnaire temps-
fréquence de Gabor Φ2 possédant une cohérence forte. En effet, pour une décomposition
temps-fréquence des signaux EEG, nous souhaitons pouvoir retrouver les activités cérébrales
constituantes d’un signal et donc pas nécessairement les indices exacts des atomes. Or, avec
le critère précédent, le choix de mauvais atomes est très pénalisant et la cohérence forte du
dictionnaire favorise ces erreurs.
Ainsi, nous introduisons un autre critère, nous nous fixons comme objectif la récupération
des composantes spatio-temporelles présentes dans les signaux. Soit Y k un signal construit


















i le signal reconstruit après avoir obtenu une matrice de décomposition
Xˆk avec l’un des algorithmes. Nous souhaitons savoir si les composantes de Y k ont été
retrouvées durant la décomposition. Le critère est alors calculé itérativement en effectuant
les étapes suivantes à chaque itération :
1. choix des deux composantes les plus proches entre les deux ensembles {Aki , i ∈
{1, . . . , Na}} et {Aˆki , i ∈ {1, . . . , Na}} :
iˆ, jˆ = arg max
i,j
〈Aˆki , Aˆkj 〉
‖Aˆki ‖F ‖Aˆkj ‖F
,
2. mise à jour du critère :
ε2(Xˆ











3. suppression des composantes iˆ et jˆ des ensembles.
Le critère est initialisé à 0 à la première itération. Les distances entre les composantes sont
calculées indépendamment des normes de celles-ci, étant donné que l’on souhaite retrouver
toutes les composantes et pas seulement celles ayant les plus grandes amplitudes (contraire-
ment au critère précédent). Plus la valeur du critère est élevée, meilleure est la performance
de la méthode pour le recouvrement des composantes spatio-temporelles.
Afin d’obtenir des résultats comparables avec les deux dictionnaires, nous considérons ce
critère dans les deux cas, bien que le premier critère soit suffisant pour le dictionnaire ayant
une faible cohérence.
Résultats et discussion. Les résultats obtenus avec le dictionnaire Φ1 sont présentés
dans la figure 5.4 et les résultats obtenus avec le dictionnaire Φ2 dans la figure 5.5. Ces
résultats doivent être lus en prenant en compte que le critère doit être maximisé.
Plusieurs observations peuvent être effectuées à partir de ces résultats :
— Comme attendu, le recouvrement des composantes des signaux synthétiques devient
plus difficile lorsque le nombre de composantes augmente ou bien lorsque le rapport
signal à bruit diminue. De même, la difficulté de ce problème augmente avec la
cohérence du dictionnaire.
— Concernant la régularisation de lissage, il apparaît pour l’ensemble des régularisations
parcimonieuses qu’elle permet d’améliorer de façon significative les performances des
méthodes dans la récupération des composantes sous-jacentes des signaux. Cette
régularisation permet d’une part d’obtenir des coefficients réguliers spatialement et
d’autre part de mieux choisir les atomes temporels.
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5 db 0 db -5 db -10 db Moy
R2,0 8.8004 8.3033 7.0684 5.5244 7.4241
R2,0 +R8w,lap 8.9898 8.5589 7.6531 7.0669 8.0671
Rlg2,0 8.9655 8.3596 7.3155 5.8497 7.6226
Rlg2,0 +R
8
w,lap 9.037 8.6719 7.7753 6.8248 8.0772
R2,1 8.8284 8.2376 6.7296 5.0699 7.2164
R2,1 +R8w,lap 9.0226 8.6258 7.9329 7.2263 8.2019
Rlg2,1 8.8522 8.25 6.6576 4.4584 7.0545
Rlg2,1 +R
8
w,lap 9.0563 8.6256 7.9344 7.2701 8.2216
(a) Na = 10
5 db 0 db -5 db -10 db Moy
R2,0 13.0378 11.7326 9.8353 7.4028 10.5021
R2,0 +R8w,lap 13.3851 12.4479 11.1553 9.7286 11.6792
Rlg2,0 13.1216 12.1204 10.3478 7.9381 10.882
Rlg2,0 +R
8
w,lap 13.4411 12.4537 11.2302 9.7486 11.7184
R2,1 12.9342 11.3308 9.1757 6.8515 10.0731
R2,1 +R8w,lap 13.3027 12.5295 11.3786 10.1201 11.8327
Rlg2,1 12.8348 10.9687 9.0614 6.6095 9.8686
Rlg2,1 +R
8
w,lap 13.2787 12.4569 11.3591 10.0088 11.7759
(b) Na = 15
5 db 0 db -5 db -10 db Moy
R2,0 16.9679 15.3123 12.2269 9.267 13.4435
R2,0 +R8w,lap 17.4656 16.3023 14.8295 12.9449 15.3856
Rlg2,0 17.2083 15.3002 13.0916 9.9701 13.8925
Rlg2,0 +R
8
w,lap 17.5259 16.3474 14.5898 12.7756 15.3097
R2,1 17.0372 15.0722 12.0869 8.552 13.1871
R2,1 +R8w,lap 17.5487 16.553 15.1224 13.3204 15.6361
Rlg2,1 16.8843 14.4582 11.5858 8.1745 12.7757
Rlg2,1 +R
8
w,lap 17.2846 16.3988 14.9863 13.2749 15.4862
(c) Na = 20
5 db 0 db -5 db -10 db Moy
R2,0 21.1372 18.4037 14.7511 10.8672 16.2898
R2,0 +R8w,lap 21.6991 20.1001 18.2767 15.405 18.8702
Rlg2,0 21.1769 18.8906 15.714 11.8134 16.8987
Rlg2,0 +R
8
w,lap 21.7774 20.3269 17.733 15.3518 18.7973
R2,1 20.7814 17.8498 14.2223 10.3394 15.7982
R2,1 +R8w,lap 21.4595 20.077 18.4737 16.334 19.0861
Rlg2,1 20.4857 17.177 13.6767 9.7703 15.2774
Rlg2,1 +R
8
w,lap 21.2632 19.9699 18.5233 16.2601 19.0041
(d) Na = 25
Figure 5.4 – Évaluation des méthodes de décomposition parcimonieuse régularisée spa-
tialement dans la récupération de structures sous-jacentes de signaux artificiels lorsque le
dictionnaire est peu cohérent.
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5 db 0 db -5 db -10 db Moy
R2,0 4.7128 4.2596 3.6987 2.887 3.8895
R2,0 +R8w,lap 5.2405 5.1324 4.825 4.2271 4.8563
Rlg2,0 4.715 3.997 3.2234 2.5479 3.6208
Rlg2,0 +R
8
w,lap 5.5563 5.3614 4.99 4.2876 5.0488
R2,1 5.1631 4.3962 3.5079 2.5877 3.9137
R2,1 +R8w,lap 5.7715 5.4163 4.8475 4.2652 5.0751
Rlg2,1 4.9285 4.1731 3.3754 2.584 3.7652
Rlg2,1 +R
8
w,lap 5.7891 5.3584 5.0607 4.414 5.1556
(a) Na = 10
5 db 0 db -5 db -10 db Moy
R2,0 6.1433 5.5058 4.7642 3.5939 5.0018
R2,0 +R8w,lap 7.5571 7.3658 7.0315 6.0804 7.0087
Rlg2,0 6.4062 5.3204 4.6679 3.692 5.0217
Rlg2,0 +R
8
w,lap 7.6261 7.543 6.9092 6.0149 7.0233
R2,1 6.164 5.3158 4.8076 4.2671 5.1386
R2,1 +R8w,lap 7.906 7.3003 6.7346 6.0869 7.007
Rlg2,1 5.9163 5.056 4.6041 4.0993 4.9189
Rlg2,1 +R
8
w,lap 7.8753 7.4081 6.9251 5.9321 7.0351
(b) Na = 15
5 db 0 db -5 db -10 db Moy
R2,0 8.5739 7.9054 6.6063 5.294 7.0949
R2,0 +R8w,lap 10.3151 10.0525 9.5595 8.441 9.592
Rlg2,0 8.6276 7.4882 6.2181 5.3951 6.9322
Rlg2,0 +R
8
w,lap 10.3857 9.9143 9.5155 7.9629 9.4446
R2,1 9.0074 7.7391 6.6459 5.9436 7.334
R2,1 +R8w,lap 10.502 10.2103 9.584 8.8548 9.7878
Rlg2,1 8.6464 7.7966 6.4397 5.9069 7.1974
Rlg2,1 +R
8
w,lap 10.6216 10.2163 9.6432 8.6257 9.7767
(c) Na = 20
5 db 0 db -5 db -10 db Moy
R2,0 11.1454 10.1695 8.5902 6.4789 9.096
R2,0 +R8w,lap 12.9444 12.5698 12.0784 10.6738 12.0666
Rlg2,0 11.247 9.978 8.6268 6.8985 9.1876
Rlg2,0 +R
8
w,lap 13.0369 12.3452 11.7559 10.5474 11.9213
R2,1 11.0439 9.7483 8.363 6.3432 8.8746
R2,1 +R8w,lap 13.2904 12.8304 12.0534 11.3513 12.3814
Rlg2,1 11.3554 9.6791 8.5546 7.0292 9.1546
Rlg2,1 +R
8
w,lap 13.0736 12.7401 12.1007 11.1244 12.2597
(d) Na = 25
Figure 5.5 – Évaluation des méthodes de décomposition parcimonieuse régularisée spa-
tialement dans la récupération de structures sous-jacentes de signaux artificiels lorsque le
dictionnaire est un dictionnaire de Gabor de cohérence élevée.
100 Chapitre 5. Décomposition temps-fréquence régularisée spatialement
— À propos de la comparaison des approches d’optimisation convexe et des approches
gloutonnes : elles présentent des performances similaires lorsque le rapport signal à
bruit n’est pas trop faible (5db, 0db). Dans ces cas, les performances des approches
convexes semblent légèrement supérieures mais nécessitent l’optimisation du para-
mètre λ pour les différents signaux (plusieurs décompositions pour obtenir le bon
taux de reconstruction). Pour cette raison, les approches gloutonnes semblent dans
ce contexte plus intéressantes du fait d’un coût de calcul moindre (lorsque la par-
cimonie des signaux est supposée forte). Au contraire pour des RSB plus faibles,
les approches convexes présentent des performances significativement plus élevées
pouvant justifier cette optimisation du paramètre de régularisation.
— Enfin, concernant les régularisations par groupes, nous pouvons observer qu’elles pré-
sentent des performances très similaires avec les régularisations imposant une struc-
ture parcimonieuse commune. Cette expérience n’est néanmoins pas adaptée pour
évaluer complètement ces régularisations par groupes étant donné qu’elle n’évalue
que le choix des atomes par ces approches et ne s’intéresse pas au choix des groupes.
Nous pouvons seulement remarquer ici qu’elles permettent de sélectionner les atomes
aussi efficacement que les approches imposant une structure parcimonieuse commune
lorsque tous les canaux sont utilisés.
5.3.1.3 Expérience 2
Nous allons maintenant nous intéresser de manière plus approfondie aux régularisations
par groupes et à la manière dont la sélection des atomes peut être améliorée grâce à celles-ci
lorsque le choix des groupes est pris en compte. Étant donné les résultats de l’expérience
précédente montrant l’efficacité des approches `1 pour un RSB faible que nous supposons
pour les signaux EEG ainsi que le coût calculatoire élevé du MSCSMP lorsque le nombre
de groupes à sélectionner augmente, nous étudions uniquement des approches convexes ici.
Protocole de test et paramètres. L’expérience que nous considérons ici est très si-
milaire à celle effectuée dans la section précédente. Les mêmes signaux sont décomposés à







pour différentes valeurs du rapport signal à bruit et du nombre de composantes (Na) sous-
jacentes de ceux-ci.
Comme précédemment, pour chaque régularisation et chaque signal, après décompositions
du signal, une sélection de Na atomes est effectuée puis une projection contrainte spatiale-
ment est appliquée sur ceux-ci. Pour la régularisation R2,1, les Na principaux atomes sont
choisis comme ceux ayant les vecteurs de coefficients de plus grandes normes `2 comme dans
l’expérience 1. En revanche, pour la régularisation par groupes, ce choix est réalisé différem-
ment. Pour chaque atome, les normes `2 des vecteurs de coefficients des différents groupes
sont calculées. La somme des Ng valeurs les plus élevées parmi les normes calculées pour
chaque atome est alors utilisée comme critère à maximiser pour choisir les Na principaux
atomes. L’expérience est réalisée pour plusieurs valeurs de Ng : 8, 25, 50.
Cette expérience est effectuée pour les deux dictionnaires conçus précédemment et le critère
défini plus haut est conservé. Les paramètres λ et µ sont également gérés comme dans la
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première expérience.
Résultats et discussion Les résultats obtenus avec le dictionnaire Φ1 sont présentés
dans la figure 5.6 et les résultats obtenus avec le dictionnaire Φ2 dans la figure 5.7.
Ces résultats permettent de comprendre l’intérêt des régularisations par groupes pour
l’identification correcte des atomes et donc des composantes spatio-temporelles lorsqu’elles
sont combinées avec une régularisation spatiale. En particulier nous pouvons faire les ob-
servations suivantes :
— Comme précédemment, la régularisation spatiale permet d’améliorer significative-
ment les résultats.
— La régularisation par groupes permet l’obtention de meilleures performances que la
régularisation imposant une structure parcimonieuse commune aux différents canaux
dans la plupart des cas. Il est d’ailleurs intéressant de noter que cette remarque
est également valable pour les décompositions sans régularisations spatiales pour
lesquelles l’augmentation des performances est encore plus importante. Cet effet
peut être expliqué par l’utilisation de seulement quelques groupes de canaux pour le
choix des atomes, les groupes sélectionnés participent fortement à la reconstruction
et correspondent donc aux canaux sur lesquels les topographies des activités sont
maximales. Ces maxima sont moins fortement impactés par le bruit et permettent
un meilleur choix des atomes.
— De plus, même si les différences sont faibles, il semble que plus le nombre d’activi-
tés à retrouver est grand et plus les performances sont grandes pour une sélection
avec peu de groupes alors que pour peu d’activités, un choix réalisé avec un grand
nombre de groupes est plus efficace. Concernant ce phénomène, il peut être expli-
qué en remarquant que plus le nombre d’activités composant les signaux grandit
et plus l’identification de l’une d’entre elles ne peut se faire aisément que sur un
nombre de canaux faible : les canaux les plus caractéristiques de celle-ci sont les
moins caractéristiques des autres.
Ces observations sont particulièrement marquées avec le dictionnaire de faible cohérence,
mais restent également valables pour le dictionnaire de Gabor.
5.3.2 Détection de P300
L’intérêt des méthodes proposées plus haut ayant été montré sur des données artificielles,
nous les évaluons maintenant sur données réelles. En particulier, nous nous intéressons à la
détection de potentiels évoqués P300, introduit dans le chapitre 2.
Pour rappel, c’est un potentiel évoqué très utilisé dans les systèmes ICM, généralement
observé lorsqu’un stimulus rare cible apparaît dans une suite de stimuli non-cibles. Plus
précisément, il apparaît entre 250 et 450 ms après le stimulus cible et présente une amplitude
maximale dans la région pariétale. Son amplitude et son délai d’apparition dépendent de
différents facteurs comme la durée séparant deux stimuli cibles (pour une revue voir [188]).
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5 db 0 db -5 db -10 db Moy
R2,1 6.3229 5.9697 4.7486 3.7572 5.1996
R2,1 +R8w,lap 9.269 8.7539 8.1662 7.5459 8.4337
Rlg2,1, Ng = 8 6.4578 6.5692 5.4936 4.557 5.7694
Rlg2,1 +R
8
w,lap, Ng = 8 9.295 8.8726 8.2916 7.4913 8.4876
Rlg2,1, Ng = 25 6.3115 6.567 5.3522 4.2645 5.6238
Rlg2,1 +R
8
w,lap, Ng = 25 9.2921 8.8852 8.3061 7.5932 8.5192
Rlg2,1, Ng = 8 6.2385 6.4217 5.1084 4.1858 5.4886
Rlg2,1 +R
8
w,lap, Ng = 50 9.3588 8.8125 8.3065 7.6673 8.5362
(a) Na = 10
5 db 0 db -5 db -10 db Moy
R2,1 11.8355 9.5978 8.0949 6.1411 8.9173
R2,1 +R8w,lap 13.3341 12.6961 11.9478 11.0199 12.2495
Rlg2,1, Ng = 8 11.3529 11.2361 7.9273 6.9112 9.3569
Rlg2,1 +R
8
w,lap, Ng = 8 13.4334 12.5838 11.961 11.044 12.2555
Rlg2,1, Ng = 25 11.2607 11.2514 7.6014 6.546 9.1649
Rlg2,1 +R
8
w,lap, Ng = 25 13.4788 12.5539 11.9335 11.1031 12.2673
Rlg2,1, Ng = 8 11.1726 11.0549 7.3496 6.2879 8.9663
Rlg2,1 +R
8
w,lap, Ng = 50 13.1753 12.6808 11.8465 10.9813 12.171
(b) Na = 15
5 db 0 db -5 db -10 db Moy
R2,1 10.9126 12.2475 8.0712 5.407 9.1596
R2,1 +R8w,lap 17.2188 16.3907 14.9762 13.4746 15.5151
Rlg2,1, Ng = 8 15.9677 14.0582 9.8131 7.4155 11.8136
Rlg2,1 +R
8
w,lap, Ng = 8 17.4777 16.3824 15.2158 13.3699 15.6115
Rlg2,1, Ng = 25 15.7805 13.9146 9.8465 7.2603 11.7005
Rlg2,1 +R
8
w,lap, Ng = 25 17.2725 16.226 15.1484 13.4098 15.5142
Rlg2,1, Ng = 8 15.6981 13.5867 9.5835 6.9734 11.4604
Rlg2,1 +R
8
w,lap, Ng = 50 17.2607 16.2198 14.8467 13.3995 15.4317
(c) Na = 20
5 db 0 db -5 db -10 db Moy
R2,1 17.2473 12.2407 10.457 7.4958 11.8602
R2,1 +R8w,lap 21.5596 20.1237 18.0322 15.7209 18.8591
Rlg2,1, Ng = 8 20.71 17.5028 13.8843 8.5675 15.1662
Rlg2,1 +R
8
w,lap, Ng = 8 21.6917 20.0597 18.1083 15.8708 18.9326
Rlg2,1, Ng = 25 20.7279 17.2392 13.5463 8.3535 14.9667
Rlg2,1 +R
8
w,lap, Ng = 25 21.5094 20.127 17.9724 15.8358 18.8612
Rlg2,1, Ng = 8 20.6764 16.8771 13.0992 8.2613 14.7285
Rlg2,1 +R
8
w,lap, Ng = 50 21.391 19.9624 17.8387 15.6955 18.7219
(d) Na = 25
Figure 5.6 – Évaluation des méthodes de décomposition parcimonieuse régularisée par
groupe spatialement dans la récupération de structures sous-jacentes de signaux artificiels
lorsque le dictionnaire est peu cohérent.
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5 db 0 db -5 db -10 db Moy
R2,1 5.0364 3.8903 3.5622 2.5886 3.7694
R2,1 +R8w,lap 6.3231 5.6957 5.2053 4.3115 5.3839
Rlg2,1, Ng = 8 5.0351 4.0303 3.294 2.5016 3.7153
Rlg2,1 +R
8
w,lap, Ng = 8 6.2195 5.5535 5.1261 4.4818 5.3452
Rlg2,1, Ng = 25 4.7115 3.9107 3.3554 2.6128 3.6476
Rlg2,1 +R
8
w,lap, Ng = 25 6.2936 5.6433 5.309 4.5199 5.4415
Rlg2,1, Ng = 8 4.6802 4.0561 3.3867 2.6395 3.6906
Rlg2,1 +R
8
w,lap, Ng = 50 6.2046 5.646 5.1623 4.4854 5.3746
(a) Na = 10
5 db 0 db -5 db -10 db Moy
R2,1 5.0767 4.2159 4.0189 3.7863 4.2744
R2,1 +R8w,lap 8.1338 7.6222 6.792 6.3036 7.2129
Rlg2,1, Ng = 8 5.7095 4.9711 4.6254 3.7795 4.7714
Rlg2,1 +R
8
w,lap, Ng = 8 8.0319 7.6093 7.0304 6.5755 7.3118
Rlg2,1, Ng = 25 5.6876 4.7124 4.5516 3.7227 4.6686
Rlg2,1 +R
8
w,lap, Ng = 25 8.1719 7.4969 7.0189 6.4351 7.2807
Rlg2,1, Ng = 8 5.5372 4.6728 4.5268 3.7446 4.6203
Rlg2,1 +R
8
w,lap, Ng = 50 8.2619 7.5966 7.0313 6.0986 7.2471
(b) Na = 15
5 db 0 db -5 db -10 db Moy
R2,1 6.3222 6.5442 5.6769 5.0153 5.8896
R2,1 +R8w,lap 10.7989 9.8981 9.2849 8.7643 9.6865
Rlg2,1, Ng = 8 8.484 7.6153 6.6847 5.7665 7.1376
Rlg2,1 +R
8
w,lap, Ng = 8 10.7553 10.2718 9.5376 9.0583 9.9058
Rlg2,1, Ng = 25 8.2223 7.4897 6.2537 5.7256 6.9228
Rlg2,1 +R
8
w,lap, Ng = 25 10.8025 10.218 9.6672 8.8797 9.8919
Rlg2,1, Ng = 8 8.2863 7.4017 6.5256 5.5606 6.9436
Rlg2,1 +R
8
w,lap, Ng = 50 10.6109 10.1974 9.5777 8.8021 9.797
(c) Na = 20
5 db 0 db -5 db -10 db Moy
R2,1 10.4816 9.1711 6.9991 6.4939 8.2864
R2,1 +R8w,lap 13.3904 13.0953 12.5415 11.5687 12.6489
Rlg2,1, Ng = 8 11.2342 9.7739 8.6594 6.5428 9.0526
Rlg2,1 +R
8
w,lap, Ng = 8 13.534 12.9698 12.4961 11.4306 12.6076
Rlg2,1, Ng = 25 11.3487 9.8931 8.5609 6.2346 9.0093
Rlg2,1 +R
8
w,lap, Ng = 25 13.5357 12.9912 12.5347 11.3231 12.5962
Rlg2,1, Ng = 8 11.5692 9.8042 8.4924 6.1673 9.0083
Rlg2,1 +R
8
w,lap, Ng = 50 13.4392 13.1025 12.4783 11.3522 12.5931
(d) Na = 25
Figure 5.7 – Évaluation des méthodes de décomposition parcimonieuse régularisée spa-
tialement dans la récupération de structures sous-jacentes de signaux artificiels lorsque le
dictionnaire est un dictionnaire de Gabor de cohérence élevée.
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5.3.2.1 Données
Pour cette expérience, nous utilisons le jeu de données IIb de la deuxième compétition
ICM [26]. Ces signaux ont été enregistrés avec un montage à 64 électrodes et une fréquence
d’échantillonnage de 240Hz. Les essais que nous considérons sont extraits entre 150 et 450 ms
après les stimuli lumineux et filtrés pour ne conserver que les fréquences entre 0.3 et 20 Hz
avec un filtre de Butterworth d’ordre 4. Le jeu de données comporte plusieurs sessions
de mesure, nous considérons dans cette expérience pour les résultats de classification la
première session du sujet 1 depuis laquelle ont été extraits 500 signaux contenant un P300
et 500 n’en contenant pas.
5.3.2.2 Protocole de test et paramètres
Nous souhaitons ici évaluer les régularisations et méthodes étudiées dans ce chapitre
pour la décomposition de potentiels évoqués P300 sur un dictionnaire temps-fréquence.









w,lap à l’aide de l’algorithme FISTA. La forme relâchée du
problème a été choisie pour les mêmes raisons que dans l’expérience 2 (hypothèse d’un RSB
faible).
Pour chaque signal, après décomposition, de la même façon que pour les signaux synthé-
tiques, des atomes sont sélectionnés puis le signal projeté sur ces atomes avec la même
valeur du paramètre de régularisation spatiale que pour la décomposition. Cette projection
est réalisée via l’algorithme FISTA avec une structure de zéros fixe et permet de supprimer
le biais du terme de régularisation parcimonieuse introduit dans la décomposition. La sé-
lection des atomes est effectuée de la même manière que pour l’expérience 2 pour plusieurs
valeurs de Na et Ng.
Une fois cette étape réalisée, l’évaluation de ces décompositions est effectuée grâce à une
étape de classification. Nous supposons ici que les régularisations proposées permettent un
choix plus cohérent des atomes malgré le bruit et les variabilités inter-essais. Plus pré-
cisément, soit deux ensembles d’atomes non nécessairement disjoints correspondants l’un
à la présence d’un P300 l’autre à l’absence de celui-ci, nous supposons que les essais se
décomposent plus fréquemment sur l’ensemble des atomes associés à leurs classes lorsque
les régularisations spatiales proposées sont employées. Les composantes obtenues sur des
atomes n’appartenant pas à ces ensembles sont alors considérées comme du bruit.
Ainsi dans un premier temps, pour chaque cas considéré (nombre d’atomes sélectionnés,
régularisations, et paramètres de régularisation), les principaux atomes de décomposition
des deux classes sont identifiés par décomposition de signaux représentatifs obtenus par
moyennage d’essais de ces deux classes (ici obtenues sur d’autres sessions du jeu de don-
nées). Ensuite, à partir des matrices de décompositions obtenues précédemment, les essais
sont reconstruits en utilisant uniquement les atomes identifiés comme permettant de repré-
senter l’une des deux classes dans le cas considéré. La classification est enfin réalisée pour
ces essais reconstruits à l’aide du BLDA (« Bayesian Linear Discriminant Analysis ») qui
s’est montré particulièrement efficace pour la classification de ce type de signaux [111].
Pour chaque régularisation, les paramètres de régularisations sont déterminés sur le
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score de classification à l’aide d’une validation croisée. Concernant le dictionnaire, un dic-
tionnaire de Gabor multi-échelles Φ a été conçu pour cette expérience. Plus précisément, il
est construit comme la concaténation des atomes de dictionnaires de Gabor d’échelle s = 16,
s = 32 et s = 64 pour des fréquences comprises entre 0 et 20hz. Il possède une cohérence
élevée : µ1(Φ, 1) ≥ 0.9 et une taille de NΦ = 185 pour des signaux possédant 73 échantillons
temporels.
5.3.2.3 Résultats de classification et discussion
La figure 5.8 présente les scores de classifications obtenus avec les signaux reconstruits
après décompositions régularisées pour différents nombres de composantes. Nous comparons






w,lap avec un choix
d’atomes basé sur 10 groupes et enfin ces mêmes régularisations pour un choix basé sur 50
groupes.
Ces résultats mettent en évidence l’intérêt des régularisations proposées pour l’identifi-
cation de composantes dans les signaux EEG et l’obtention de décompositions plus stables.
En particulier nous pouvons faire les observations suivantes :
— Comme attendu, le score de classification augmente avec le nombre de compo-
santes utilisées pour les décompositions. L’approche utilisée étant générative et non-
discriminative, les composantes sont choisies de manière à reconstruire les signaux,
or les composantes de plus grandes amplitudes choisies en premier ne sont pas obli-
gatoirement les plus discriminatives. De plus, du fait de la cohérence du dictionnaire
rendant les décompositions plus sensibles aux bruits et de notre choix de n’utiliser
que les atomes sélectionnés par la décomposition des signaux représentatifs des deux
classes, l’augmentation de Na entraîne tout simplement une prise en compte de plus
d’atomes (et donc de plus de composantes possibles).
— Un test de type « Wilcoxon signed-rank » (p<0.05) montre que pour toutes les va-
leurs de Na, les régularisations spatiale permettent une amélioration des scores de
classification à l’exception du cas de la régularisation Rlg2,110 pourNa. Cette améliora-
tion est plus importante lorsque le nombre de composantes est faible. Ce phénomène
peut s’expliquer par la plus grande importance du choix des composantes lorsque
peu de celles-ci sont utilisées pour la classification et montre que ces régularisations
de lissage permettent d’améliorer le choix des atomes de manière significative.
— La régularisation par groupe est significativement (test de type « Wilcoxon signed-
rank ») plus efficace que celle imposant une structure parcimonieuse commune à
l’ensemble des canaux lorsque le nombre de composantes est grand i.e. pour Na = 70.
Ainsi, le choix des atomes est plus efficace lorsqu’il s’effectue sur quelques groupes de
canaux contiguës qui correspondent auxmaxima des profils spatiaux des composantes
comme nous l’avions déjà observé dans l’expérience 2. Le nombre de groupes utilisés
pour la sélection des atomes semble peu faire varier les résultats même si la variance
des résultats est légèrement plus faible lorsque le nombre de groupes pris en compte
est grand.
Par ailleurs, même si l’approche proposée est purement générative, lorsque le nombre
de composantes prises en compte est grand (Na = 70), les scores de classification sont
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Figure 5.8 – Taux de classification correcte pour la détection de P300 après décomposition
régularisée des enregistrements EEG sur un dictionnaire temps-fréquence. Les régularisa-
tions étudiées sont comparées pour différentes valeurs du nombre d’atomes sélectionnées
Na.
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significativement (même test) meilleurs par rapport à ceux obtenus pour les signaux bruts.
Les parties des signaux non reconstruites par les approches peuvent alors être considérées
comme des bruits perturbant la classification et notre approche permet alors un débruitage
des signaux. Cette observation est présentée dans la figure 5.9 qui compare les scores de
classification des signaux brutes avec ceux des scores mis en avant plus haut pour Na = 70
lorsque les régularisations de lissage sont utilisées. Rappelons que pour Na = 70, l’approche
par groupe est significativement plus efficace que celle utlisant tous les canaux (en particulier
la régularisation Rlg2,150). Ce type de décomposition peut ainsi être utilisé pour le débruitage
Figure 5.9 – Taux de classification correcte pour la détection de P300. Comparaison entre
la classification des signaux bruts et de celles obtenues après décompositions régularisées
spatialement des enregistrements EEG pour différents termes de régularisation. Le nombre
d’atomes sélectionnés par ces décompositions est fixé à Na = 70.
de tels signaux dans un contexte d’interface cerveau-machine.
5.4 Conclusion
Dans ce chapitre nous nous sommes attachés à la mise en place d’algorithmes permet-
tant de réaliser la décomposition temps-fréquence de signaux EEG régularisée spatialement
dont nous avions discuté l’interêt dans le chapitre précédent. Des algorithmes gloutons per-
mettant d’approcher la solution de la formulation stricte du problème ont ainsi été proposés
de même qu’une adaptation de l’algorithme FISTA pour la forme convexe du problème.
Dans un premier temps, nous avons vu que ces algorithmes sont efficaces pour le recou-
vrement des différentes composantes sous-jacentes de signaux synthétiques réalistes conçus
pour respecter les a priori physiologiques supposés lors de la création des termes de régu-
larisation. Ces expériences ont donc permis d’assurer le bon comportement des algorithmes
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proposés et l’efficacité des régularisations proposées lorsque les signaux considérés respectent
effectivement les caractéristiques supposées des signaux EEG. Par ailleurs, ces tests ont per-
mis l’obtention de trois résultats importants :
— les approches convexes développées présentent de meilleures performances que les
approches gloutonnes lorsque le bruit est fort,
— la régularisation de lissage proposée permet d’améliorer significativement l’extraction
des composantes,
— la régularisation du « Latent Group LASSO » est plus efficace que celle imposant
une structure parcimonieuse commune pour l’extraction de ces mêmes composantes.
L’application de ces méthodes dans le contexte de la détection du PE P300 a ensuite mis
en avant l’intérêt de ces régularisations (et des algorithmes associés) pour la décomposition
de signaux réels. Malgré le fondement génératif des approches proposées, elles se révèlent
efficaces pour le « débruitage » de signaux EEG dans un contexte discriminatif grâce à un
choix cohérent des atomes durant les décompositions.
De futurs travaux pourraient envisager l’utilisation d’une régularisation de lissage ap-
prise comme nous l’avons fait dans le chapitre 4 pour améliorer les résultats de l’approche
proposée dans ce chapitre.
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Nous considérons maintenant le problème d’optimisation associé à la régularisation tem-
porelle introduite dans le chapitre 4. La résolution de ce problème est nécessaire à la mise en
place de l’extension du modèle des micro-états décrite dans le chapitre 7. Ce problème rentre
dans le cadre plus général des décompositions régularisées en analyse et sa résolution peut
donc avoir un intérêt pour d’autres applications. Nous montrerons notamment à la fin de ce
chapitre comment il est possible de réaliser une régularisation spatiale similaire au chapitre
précédent pour une décomposition temps-fréquence de signaux EEG. Cette régularisation
sera appliquée à la détection de P300.
6.1 Modèle et problème d’optimisation
Soit Y = [y(1), . . . ,y(T )] ∈ RC×T un ensemble de T signaux ordonnés (par exemple
enregistrés à des instants consécutifs) de dimension C et Φ ∈ RC×NΦ un dictionnaire re-
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dondant composé de NΦ (NΦ  C) atomes normés. Nous considérons le modèle linéaire
classique suivant :
t ∈ {1, . . . , T}, y(t) = Φx(t) + e(t),
Y = ΦX + E , (6.1)
dans lequel X = [x(1), · · · ,x(T )] ∈ RNΦ×T est la matrice de décomposition et E =
[e(1), · · · , e(T )] ∈ RC×T une matrice de bruit gaussien.
Nous étudions ici l’approximation parcimonieuse structurée d’un tel signal. Plus préci-
sément, nous supposons que le signal multidimensionnel Y est composé d’un ensemble de
signaux y(t), t ∈ {1, · · · , T} C-dimensionnel dont la concaténation présente une structure
particulière connue. Notre but est d’utiliser la connaissance de cette structure afin de guider
la décomposition parcimonieuse vers une solution plausible dépendant moins du bruit en
imposant à la matrice de décomposition X le respect de cette structure.
Cette contrainte est exprimée ici à travers une régularisation combinant un terme de régu-
larisation en analyse et un terme de régularisation parcimonieuse classique. Notre problème
de décomposition structurée est alors formalisé à travers la minimisation suivante :
Xˆ = arg min
X∈RNΦ×T
‖Y − ΦX‖2F + λ1‖X‖1 + λ2‖XP‖1 , (6.2)
avec λ1, λ2 les coefficients de régularisation et P ∈ RT×NP la matrice encodant l’a priori de
structure. Le terme de régularisation ‖XP‖1 peut être interprété dans le cadre des problèmes
parcimonieux en analyse [69] (voir chapitre 3). Dans ce contexte de décomposition avec
contrainte en analyse, les atomes du dictionnaire Φ∗ peuvent être vus comme des filtres,
sur lesquels la projection des signaux décomposés est supposée parcimonieuse. De ce point
de vue, la matrice P est un ensemble de filtres conçus de telle façon que la projection des
lignes de la matrice de décomposition X sur ceux-ci soit parcimonieuse, conservant ainsi
les régularités supposées du signal : régularités répondant aux connaissances a priori des
signaux du domaine d’application.
Dans ce cadre, nous nous intéressons spécifiquement à un a priori de constance par
morceaux d’une série temporelle. La contrainte associée peut alors être obtenue via la ré-
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‖xt+1 − 2xt + xt−1‖1.
La régularisation obtenue à l’aide d’une combinaison de la régularisation `1 et d’une
régularisation en analyse de ce type permet l’obtention d’une décomposition en blocs par-
cimonieux dont une visualisation est proposée dans la figure 6.1(avec en gris, l’atome dont
les coefficients sont représentés).
=
Y ∈ RC×T Φ ∈ RC×NΦ X ∈ RNΦ×T
Figure 6.1 – Décomposition par bloc parcimonieux d’une série temporelle multidimension-
nelle, la suite des coefficients de décomposition des colonnes de Y présente une structure
constante par morceaux.
6.2 Fused-LASSO
Ce type de régularisation, composée d’une régularisation parcimonieuse et d’une régu-
larisation de type V T (Variation Totale) a été introduit dans un cas monodimensionnel
pour un problème de régression sous le nom de « Fused-LASSO » dans [211]. Le terme de
régularisation V T vise à préserver les singularités du signal et à permettre la détection
des changements abrupts ; il a notamment été étudié de manière intensive dans le modèle
ROF [198, 51], très utilisé pour le débruitage d’images.
Malgré la convexité du problème d’optimisation associé, les deux termes `1 non-differentiables
le rendent difficile à résoudre. Dans leur papier séminal, Tibshirani et al. [211] transforme ce
problème en un problème quadratique et utilise ensuite des outils standards d’optimisation
quadratique (SQOPT) pour sa résolution. Cette approche bien que résolvant effectivement
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le problème, n’est néanmoins applicable que pour des problèmes de petites dimensions étant
donné le fait qu’elle repose sur une reformulation augmentant grandement l’espace de re-
cherche de la solution. Une approche calculant itérativement les solutions du problème pour
différentes valeurs des paramètres de régularisation a ensuite été proposée dans [110] dans
le cas où le dictionnaire est la matrice identité (Φ = IC) et Tibshirani et al [212] ont ensuite
conçu une approche similaire pour le cas du LASSO généralisé (avec pour cas particulier
le Fused-LASSO). Ces approches offrent de meilleures performances que la reformulation
quadratique, mais sont tout de même peu efficaces lorsque les dimensions du problème aug-
mentent. Ainsi, plus récemment, des approches permettant un meilleur passage à l’échelle
ont été développées. On trouve notamment parmi celles-ci des méthodes basées sur le sous-
gradient [140], l’algorithme des directions alternées (ADMM en anglais : « Alternating Di-
rection Method of Multipliers ») [226] ou la méthode du « split Bregman » [236].
À notre connaissance, dans un cadre multidimensionnel avec un dictionnaire redondant, ce
problème n’a pas été étudié, néanmoins une méthode permettant la résolution du problème
décrit plus haut pour un problème de régression multi-tâches non-redondante a été proposée
dans [44]. Cette dernière étude considère l’application d’une méthode proximale [170] pour
une version approchée différentiable de la fonction à minimiser.
Nous proposons ici une approche alternative fondée sur l’extension multidimensionnelle de
l’approche utilisant la technique d’optimisation du « split Bregman » décrite dans [236]. Le
schéma d’optimisation du « split Bregman » s’est montré particulièrement efficace pour la
résolution de problèmes impliquant des régularisations `1 grâce notamment à sa capacité à
déterminer de manière rapide le support de décomposition [90]. Une comparaison en matière
de vitesse de convergence de cette approche avec celle (proximale) présentée dans [44] est
décrite dans la section 6.4.
6.3 Stratégie d’optimisation
Afin de résoudre le problème de minimisation introduit plus haut, nous proposons
d’étendre le schéma d’optimisation fondé sur les itérations du « split Bregman » décrit
dans [236] au cas multidimensionnel. La méthode proposée est nommée MultiSSSA (pour
« Multidimensionnal Sparse Structured Signal Approximation »).
6.3.1 Schéma d’optimisation
Rappelons dans un premier temps le problème :
Xˆ = arg min
X∈RNΦ×T
‖Y − ΦX‖2F + λ1‖X‖1 + λ2‖XP‖1 .
Afin de mettre en place le schéma d’optimisation du « split Bregman » le problème est
premièrement reformulé comme suit :
(Xˆ, Aˆ, Bˆ) = arg min
X∈RNΦ×T
A∈RNΦ×T ,B∈RNΦ×NP
‖Y − ΦX‖2F + λ1‖A‖1 + λ2‖B‖1
t.q. A = X et B = XP . (6.3)
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Cette reformulation est une étape clé permettant de découpler les 3 termes de la fonction
objectif afin de les optimiser par la suite séparément. La mise en place du schéma d’opti-











Les itérations du « split Bregman » [90] peuvent enfin être mises en place comme suit :
(Xi+1, Ai+1, Bi+1) = arg min
X∈RNΦ×T
A∈RNΦ×T ,B∈RNΦ×NP
















Ce schéma est équivalent à celui obtenu avec le lagrangien augmenté (ou l’ADMM)
lorsque les contraintes sont linéaires [234]. Le lien avec ces méthodes peut être fait en
remarquant que les variables duales U et V des contraintes A = X et B = XP peuvent
être exprimées en fonction de DA et DB comme suit : U = µ1DA et V = µ2DB.
Grâce à la séparation des trois termes, la minimisation du problème primal Eq. (6.4) peut
être réalisée itérativement en alternant la mise à jour des 3 variables :
Xi+1 = arg min
X∈RNΦ×T







‖XP −Bi +DiB‖2F (6.5)









‖Xi+1P −B +DiB‖2F (6.7)
Empiriquement, il a été montré que la convergence de ce système nécessite seulement
quelques itérations [90] avant d’être atteinte. Par conséquent, notre schéma d’optimisa-
tion ne réalise cette étape qu’une seule fois à chaque itération de l’algorithme global.












(X))(i, j) = max(0, 1− λ‖X(i, j)‖1 )X(i, j).
1. Opérateur proximal de la régularisation `1.
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Résoudre l’eq. (6.5) nécessite la minimisation d’une fonction convexe différentiable qui peut
être réalisée par des méthodes classiques d’optimisation. Nous proposons ici de le résoudre
de façon déterministe. Cette étape est la principale difficulté dans l’extension de [236] au
cas multidimensionnel.
Définissons dans un premier temps H à partir de l’eq. (6.5) tel que :
Xi+1 = arg min
X∈RNΦ×T
H(X) . (6.10)
La différenciation de cette expression par rapport à X donne :
d
dX
H = (2ΦTΦ + µ1INΦ)X +X(µ2PP
T ) (6.11)
− 2ΦTY + µ1(DiA −Ai) + µ2(DiB −Bi)P T .
Le minimum Xˆ = Xi+1 de l’eq. (6.5) peut alors être obtenu en résolvant ddXH(Xˆ) = 0, qui
est une équation de Sylvester,
WXˆ + XˆZ = M i , (6.12)
avec W = 2ΦTΦ + µ1INΦ , Z = µ2PP
T et M i = 2ΦTY + µ1(Ai −DiA) + µ2(Bi −DiB)P T .
Pour rappel, la résolution de cette équation dans notre cadre est décrite dans l’annexe A.
Dans la suite de ce chapitre, les matrices de passage des diagonalisations de W et de Z sont
notées F et G. La matrice permettant la résolution du système diagonal est notée O.
La gestion des paramètres de régularisation est importante pour la stabilité de cette réso-
lution et sera décrite dans la section 6.3.3 ainsi que d’autres détails d’implémentation tel
que le calcul préliminaire de différents termes permettant d’accélérer les calculs de chaque
itération.
Grâce à la résolution exacte du sous-problème de l’eq. (6.5), la convergence du schéma ci-
dessus est assurée (voir l’annexe C). Néanmoins, il a été montré que le schéma du « split
Bregman » peut converger même si le problème primal n’est pas résolu exactement. Une
approche résolvant approximativement le problème primal pourrait donc être considérée
pour accélérer l’algorithme. Lorsque NΦ ou NP prennent des valeurs élevées, cette possibi-
lité pourrait permettre de réduire de façon significative le temps de calcul. En effet, lorsque
ces dimensions augmentent, les dimensions des matrices F et G augmentent également et les
transformations Xˆ ′ = F T XˆG et M i′ = F TM iG deviennent coûteuses en temps de calcul.
6.3.2 Convergence
Suivant l’analyse de convergence de Osher et al [35], la convergence du schéma présenté
précédemment peut être démontrée :
Théorème 5. Sous l’hypothèse de positivité des paramètres du schéma λ1 ≥ 0, λ2 ≥ 0,
µ1 > 0 et µ2 > 0, nous avons :
lim
i→∞
‖Y − ΦXi‖2F + λ1‖Xi‖1 + λ2‖XiP‖1
=‖Y − ΦXˆ‖2F + λ1‖Xˆ‖1 + λ2‖XˆP‖1 (6.13)
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dans lequel Xˆ est une solution du problème initial 6.2.
De plus, lorsque ce problème possède une solution unique, nous pouvons déduire de la
convexité de la fonction E(X) = ‖Y − ΦX‖2F + λ1‖X‖1 + λ2‖XP‖1 et de l’eq. (6.13)
le résultat suivant :
lim
i→∞
Xi = Xˆ . (6.14)
La preuve de ce théorème est présentée dans l’annexe C.
6.3.3 Détails d’implémentation et gestion des paramètres de l’optimisa-
tion
Les termes W et Z (dans l’eq. (6.12)) sont indépendants de l’itération considérée (i).
Leurs diagonalisations (pour la résolution de l’équation de Sylvester) peuvent donc être
réalisées une fois seulement de même que le calcul de O :
∀n ∈ {1, · · · , NΦ}, ∀t ∈ {1, · · · , T},
O(n, t) = Dw(n, n) +Dz(t, t). (6.15)
Ces diagonalisations peuvent être facilement obtenues depuis celles de 2ΦTΦ et PP T qui
sont réalisées hors-ligne (pré-calculées).
2ΦTΦ = F∆wF
T , PP T = G∆zGT (6.16)
Dw = ∆w + µ1INΦ and Dz = µ2∆z. (6.17)
Ainsi, la mise à jour de Eq. (6.10) ne nécessite pas de calculs lourds, même lorsque les
paramètres de pénalisation µ1 et µ2 sont modifiés au cours des itérations (voir le paragraphe
suivant).
YΦ = 2F
TΦTY G et PG = P TG peuvent aussi être précalculés afin d’éviter d’inutiles calculs
à chaque itération. De plus, le calcul de la fonction de coût réalisé à chaque itération dépend
de multiplications en chaîne de trois matrices (par exemple FXtempGT ). La durée du calcul
de ces produits peut dépendre de l’ordre dans lequel les multiplications sont réalisées (les
matrices étant rectangulaires). Les coûts de calcul des chaînes de produit apparaissant dans
le schéma proposé dans la section précédente sont présentés dans la figure 6.2.
Chaine Coût LR Coût RL
F T (DiA −Ai)G NΦT (NΦ + T ) NΦT (NΦ + T )
FXiGT NΦT (NΦ + T ) NΦT (NΦ + T )
F T (DiB −Bi)PG NΦNP (T +NΦ) NΦT (NΦ +NP )
Figure 6.2 – Coûts de calcul des chaînes de produits présentent dans l’algorithme. LR :
ABC calculé avec (AB)C ; RL : ABC calculé avec A(BC).
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Les coûts de calcul des deux premières chaînes ne dépendent pas de l’ordre des produits
effectués, alors que la dernière en dépend. Ainsi, si T ≥ NP , alors F T ((DiB −Btemp)PG) est
calculé alors que dans le cas contraire (F T (DiB −Btemp))PG est calculé.
Les choix de µ1 et µ2 ont un impact important sur le taux de convergence. Ils doivent
d’une part être choisis de manière à bien conditionner le problème primal. D’autre part,
ces paramètres peuvent être mis à jour au cours des itérations afin d’accélérer la conver-
gence de la même manière que dans les techniques d’optimisation fondées sur le lagrangien
augmenté [22].
Un mauvais conditionnement du problème primal apparaît lorsque ces paramètres sont
trop petits du fait d’instabilités numériques dans la résolution du sous-problème de mise à
jour de X (eq. (6.5)) lorsque les éléments de la matrice O(n, t) = Dw(n, n) + Dz(t, t) sont
proches de 0. Les valeurs propres de W = 2ΦTΦ + µ1INΦ et de Z = µ2PP
T étant non
négatives, ce conditionnement dépend directement des paramètres de pénalité µ1 et µ2.
Soit {λw(n),∀n ∈ {1, · · · , NΦ}} et {λz(t),∀t ∈ {1, · · · , T}} les valeurs propres respectives
de 2ΦTΦ et de PP T . Nous avons :
min
n,t
O(n, t) = min
n
λw(n) + µ1 + µ2 min
t
λz(t) . (6.18)
Lorsque Φ est un dictionnaire redondant, minn λw(n) = 0 car cette valeur minimale corres-
pond à la plus petite valeur singulière de Φ. Ainsi, en fonction des valeurs propres de PP T ,
µ1 et µ2 doivent être choisis avec précaution pour éviter les instabilités numériques.
Une modification de ces paramètres au cours des itérations peut de plus accélérer la
convergence de l’algorithme. Nous avons mentionnés précédemment que le schéma du « split
Bregman » été équivalent à celui du lagrangien augmenté lorsque les contraintes du problème
été linéaires. Ainsi, une stratégie communément utilisée avec ces approches a été choisie
afin de mettre à jour ces paramètres après chaque itération : dès que le coût associé à une
contrainte ne diminue plus suffisamment entre deux itérations, le paramètre correspondant
est augmenté. Formellement, avec h1(X,A) = ‖X − A‖F et h2(X,B) = ‖XP − B‖F les






















avec r1, r2 les seuils associés aux coûts des contraintes et ρ1, ρ2 les coefficients des progres-
sions géométriques de µ1 et µ2.
Afin d’obtenir une convergence rapide, l’initialisation de ces paramètres ne doit pas imposer
les contraintes de façon trop stricte au cours des premières itérations. Ces paramètres ne
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doivent pas non plus être initialisés à des valeurs trop faibles pour ne pas affecter la résolu-
tion du problème primal.
Une heuristique est présentée ici afin de faciliter l’initialisation de µ1 et µ2. Cette procédure
s’est révélée efficace empiriquement :
1. création d’une grille g de paramètres pour µ1 et µ2,
2. calcul de la première itération du schéma d’optimisation pour chaque couple de
paramètres [g(j), g(l)],












4. initialisation de µ01 et µ02 avec










6.3.4 Algorithme complet détaillé
Paramètres : λ1, λ2, µ01, µ02, ε, iterMax, kMax, r1, r2, ρ1, ρ2




0 et définir B0 = X0P , A0 = X0,
Diagonaliser 2ΦTΦ et PP T pour obtenir ∆w, ∆z, F
et G (Eq. (6.16)).
Calculer Dw, Dz, depuis ∆w, ∆z, µ01 et µ02 (Eq. (6.17)).
Calculer O depuis Dw et Dz (voir annexe A).
Pré-calculer YΦ = 2F TΦTY G and PG = P TG.
i = 0
while i ≤ iterMax et ‖Xi−Xi−1‖F‖Xi‖F ≥ ε do
k = 0
Xtemp = Xi ; Atemp = Ai ; Btemp = Bi
for k → kMax do
























Calculer µi+11 et µ
i+1
2 (eq. (6.19, 6.20).
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Mettre à jour Dw, Dz et O (eq. (6.17, 6.15))




6.4 Évaluation expérimentale de la rapidité du schéma pro-
posé
Cette section est dédiée à l’évaluation de l’approche proposée en terme de rapidité.
D’après notre étude de la littérature, la seule méthode proposée permettant de résoudre ef-
ficacement le problème du Fused-LASSO multidimensionnel (cf. l’eq. (6.2)) est une méthode
de type gradient proximal [44]. Dans cette approche, la régularisation `1 non-différentiable
est approchée par un terme différentiable et une méthode classique de descente de gradient
accéléré est utilisée pour minimiser la fonction de coût approchée. Les formulations quadra-
tiques proposées auparavant étant beaucoup plus lente que l’approche proximale [44] (en
particulier lorsque les dimensions du problème grandissent), nous ne comparerons pas notre
algorithme à celles-ci mais uniquement à cette approche proximale.
6.4.1 Protocole expérimental
Détails d’implémentation. Les deux approches ont été implémentées sous MATLAB
(64 bits). Les expériences ont été réalisées sur un ordinateur possédant 16 GB de mémoire
vive et un processeur à 8 cœurs.
Concernant l’approche proximale, la minimisation du coût est réalisée par l’algorithme
FISTA comme présenté dans [44]. Plus précisément, la version de FISTA avec « back-
tracking » présentée dans [18] est utilisée car durant nos tests elle s’est avérée converger
légèrement plus vite que la version sans backtracking. Le coefficient de Lipschitz L du gra-
dient de la partie différentiable du coût est approché par une variable suivant une progression
géométrique : Li = ρkLi−1 avec ρ = 1.05 et L0 = 1. De plus, le paramètre µ modifiant la
proximité entre le terme de régularisation et sa version différentiable est choisi de façon à
ce que la précision souhaitée sur le résultat puisse être atteinte (voir ci-dessous).
En ce qui concerne l’approche proposée, les valeurs initiales des paramètres de pénalités
(obtenus avec la méthode décrite dans la section 6.3.3) ont été observées stables pour les
signaux considérés. Ces valeurs ont donc été fixées pour chacun de nos tests hors-ligne en
réalisant une recherche sur une grille logarithmique de taille 20×20. Les mises à jour de ces
paramètres de pénalité sont effectuées via l’approche présentée dans la section 6.3.3 avec
ρ1 = ρ2 = 1.05 et r1 = r2 = 0.95. Les diagonalisations de 2ΦTΦ et de PP T sont réalisées
hors-ligne.
Afin de comparer équitablement ces approches, la solution de notre problème convexe est
dans un premier temps calculée de façon précise via l’approche proposée qui est arrêtée
lorsque le changement relatif du coût entre deux itérations passe en dessous de 10−10 (le
nombre maximum d’itération est fixé à 10000). Ensuite, les deux approches sont utilisées
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C NΦ T
T1 100 200
50 . . .50 500
600 . . .100 1000
2000 . . .1000 6000
T2 100
50 . . .50 500
600 . . .100 1000
2000 . . .1000 5000
300
T3
50 . . .50 500
600 . . .100 1000
2000 . . .1000 8000
200 300
Figure 6.3 – Paramètres de l’expérience permettant d’évaluer la vitesse de l’approche
proposée m. . .n p = {m+ kn,∀k ∈ N s.t m+ kn ≤ p}.
pour retrouver cette solution et arrêtées lorsque l’erreur relative entre la valeur du coût
à l’itération courante et la valeur du coût obtenu pour la solution calculée précédemment
devient inférieure à une valeur de précision fixée. Comme expliqué plus haut, le paramètre
µ du gradient proximal est calculé en fonction de cette précision. En effet, une borne
fine de la distance entre le coût strict et le coût approché (avec le terme différentiable)
est théoriquement connue [44] et est proportionnelle à µ. Par conséquent, afin d’obtenir
coûtFinal × précision ≥ majorantÉcart = Kgµ oû coûtFinal est la valeur minimale de la
fonction de coût et Kg = 12NΦ(T +NP ), µ est défini comme suit :
µ = 0.95× coûtFinal× précision
Kg
(6.21)
Tests. Le but ici est d’évaluer la vitesse de convergence des méthodes lorsque différentes
dimensions du problème varient. Trois expériences ont été réalisées, leurs paramètres sont
décrits ci-dessous dans la figure. 6.3. De plus, chaque test est réalisé pour différentes valeurs
de la précision à atteindre définie plus haut : 10−4, 10−5 et 10−6.
Signaux et paramètres de régularisation. Les expériences ont été effectuées sur les
signaux construits durant l’expérience décrite dans la section 6.5. La durée moyenne des
activités est de 0.45 et leur nombre est fixé à 65 pour le test 1, le test 2 et est défini en
fonction du nombre de canaux dans le test 3 tel que le ratio entre ces paramètres est égal
à 0.65.
Le paramètre de régularisation λ1 a été fixé tel que
‖Y−ΦXˆ‖F
‖Y ‖F ≈ 0.1 où Xˆ est le résultat
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de l’exécution de la méthode et λ2 choisi par validation croisée sur la distance entre les
matrices de décomposition utilisées pour construire les signaux et celles obtenues en sortie
des méthodes.
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Figure 6.4 – Test 1 – « Split Bregman vs Smooth Proximal Gradient ». Comparaison
des temps necessaires pour atteindre la solution avec une précision fixée lorsque le nombre
d’échantillons du signal varie.
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Figure 6.5 – Test 2 – « Split Bregman vs Smooth Proximal Gradient ». Comparaison des
temps necessaires pour atteindre la solution avec une précision fixée lorsque la taille du
dictionnaire varie.
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Figure 6.6 – Test 3 – « Split Bregman vs Smooth Proximal Gradient ». Comparaison des
temps necessaires pour atteindre la solution avec une précision fixée lorsque le nombre de
canaux varie.
6.4.2 Résultats et discussion
Les résultats sont résumés dans les figures 6.4, 6.5 et 6.6. Les temps d’exécution sont
exprimés dans une échelle logarithmique.
Trois observations principales peuvent être faites à propos de ces courbes :
— Les temps de calcul des deux approches ne sont pas affectés par le nombre de canaux.
Leurs augmentations sont dues au calcul des critères d’arrêt à chaque itération.
— L’approche proposée est plus rapide que l’approche proximale dans tous les cas testés
ici (pour toutes les précisions : 10−4, 10−5 et 10−6) et les courbes ont les mêmes
formes/tendances.
— Les différences de vitesse observées entre les approches deviennent plus importantes
lorsque la précision souhaitée devient plus petite. Cette dernière observation peut être
comprise en notant que le coefficient de Lipschitz du gradient de l’approximation du
terme d’analyse présentée dans [44] est inversement proportionnel au paramètre µ.
Ce coefficient correspondant à l’inverse du pas de gradient de FISTA (réalisé sur la
partie différentiable), lorsque µ devient petit (assurant un petit gap et l’obtention de
la précision souhaitée) le pas du gradient devient petit et la méthode est donc moins
rapide.
6.5 Évaluation du modèle pour le recouvrement des struc-
tures sous-jacentes de signaux artificiels
La capacité du modèle présenté plus haut à retrouver la structure parcimonieuse en
bloc sous-jacente des signaux artificiels est maintenant évaluée et comparée à celle d’autres
régularisations classiques. Le Multi-SSSA est comparé à la fois à des méthodes décom-
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posant les différents canaux séparément avec des termes de régularisation `0 ou `1 et les
méthodes réalisant la décomposition simultanément sur les différents canaux avec des termes
de régularisation `2,0, `2,1 et `2,1 + `1. En ce qui concerne les régularisations `0 et `2,0, les
solutions sont respectivement approchées par l’OMP [181] et le SOMP [219]. Les solutions
du problème avec contrainte `1 sont obtenues par l’algorithme LARS [66] et une approche
proximale (FISTA [18]) a été choisie pour les régularisations `2,1 et `2,1 + `1 (utilisée dans
[96]). Les problèmes de décomposition associés aux régularisations `1 et `2,1 sont respective-
ment appelés dans les sections suivantes les problèmes du LASSO [210] et du groupe-LASSO
[239].
6.5.1 Création des données
Pour cette expérience, un dictionnaire redondant aléatoire Φ fixé a été premièrement
généré puis un ensemble de K signaux structurés par bloc créés à partir de ce dictionnaire.
Chaque signal Y k, k ∈ {1, · · · ,K} de cet ensemble est synthétisé à partir d’une matrice
de décomposition Xk comme suit : Y k = ΦXk.
Le terme de régularisation V T du fused-LASSO est particulièrement efficace pour retrouver
la structure de données ayant des changements abrupts. Ainsi, des matrices de décompo-
sition parcimonieuses par bloc ont été créées afin de mesurer l’efficacité et les limites du
modèle du fused-LASSO multidimensionnel comparé à d’autres régularisations classiques
sur de tels signaux. Les matrices de décomposition ont donc été construites comme combi-
naison linéaire d’activités spécifiques générées comme suit :
Θind,m,d(i, j) =
 0 si i 6= indH(j − (m− d×T2 ))−H(j − (m+ d×T2 )) si i = k
où Θ ∈ RNΦ×T , H est la fonction de Heaviside, ind ∈ {1, · · · , NΦ} l’index d’un atome, m





où na correspond au nombre d’activités apparaissant dans ce signal et les ai sont les poids
d’activation. Un exemple d’un tel signal est présenté dans la figure. 6.7.
6.5.2 Paramètres de l’expérience
Pour chaque signal Y , la distance entre la matrice de décomposition Xˆ obtenue à l’aide
des différents algorithmes et la matrice utilisée pour construire le signal X est calculée par
ε(X, Xˆ) = ‖X−Xˆ‖F‖X‖F . Cette distance est suffisante dans ce contexte étant donné que le dic-
tionnaire créé de façon aléatoire possède une cohérence relativement faible. Le but est de
comprendre l’influence du nombre d’activités (Na) et de leurs durées (d) sur l’efficacité des
différents modèles à retrouver les structures sous-jacentes des signaux.
Ces distances ont été calculées pour toutes les méthodes comparées sur la grille de para-
mètres suivante :
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Figure 6.7 – Exemple de signal par blocs construit avec C = 4 canaux et NΦ = 8 atomes.
— Na ∈ {20, 30, · · · , 110},
— d ∼ U(dmin, dmax)
(dmindmax) ∈ {(0.1, 0.15), (0.2, 0.25), · · · , (1, 1)}.
Pour chaque point dans cette grille de paramètres, l’ensemble des signaux a été divisé
en deux : un ensemble d’entraînement permettant de déterminer pour chaque méthode
les meilleurs paramètres de régularisation et un ensemble de tests permettant l’évaluation
proprement dite avec les paramètres calculés.
Le choix des autres paramètres est présenté dans la figure 6.8
Modèle Activités
C = 20 T = 300 m ∼ U(0, T ) a ∼ N (0, 2)
NΦ = 30 K = 100 ind ∼ U(1, NΦ)
Figure 6.8 – Paramètres de l’expérience de récupération de la structure sous-jacente des
signaux.
Le dictionnaire a été généré à partir d’atomes tirés indépendamment dans une distribu-
tion gaussienne et sa cohérence est donc faible.
Pour tester les différents algorithmes auxquels est comparé notre méthode, nous avons im-
plémenté l’OMP et le SOMP tandis que la toolbox SPAMS 2 [118] a été utilisée pour les
autres méthodes.
6.5.3 Résultats
Pour chaque point dans la grille de paramètres précédente, la moyenne (parmi les signaux
de l’ensemble de tests) du critère ε décrit plus haut a été calculée pour chaque méthode
et comparée à la moyenne obtenue par le Multi-SSSA. De plus, pour chaque couple de
paramètres une analyse de variance suivie d’un test de Student apparié avec correction de
2. http ://spams-devel.gforge.inria.fr/
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(a) Fused-LASSO (b) Fused-LASSO vs LASSO(`1)
(c) Fused-LASSO vs Group-LASSO(`2,1 (d) Fused-LASSO vs `1 + `2,1
Figure 6.9 – (a) Distances moyennes obtenues avec le Multi-SSSA. (b), (c), (d) Différences
entre les distances moyennes obtenues avec le Multi-SSSA et celles obtenues avec les autres
méthodes. Les diamants blancs correspondent aux différences non-significatives.
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Bonferroni (p < 0.05) ont été réalisés afin de vérifier si les différences de moyennes étaient
significatives.
Les résultats sont présentés dans la figure 6.9. En ordonné, la durée des activités augmente
du haut vers le bas et en abscisse le nombre de ces activités augmente depuis la gauche vers a
droite. L’image (a) présente la distance moyenne obtenue par l’algorithme du Multi-SSSA.
Sans surprise, la difficulté à approcher la vraie décomposition augmente avec le nombre
d’activités et leurs durées. Les autres figures permettent la visualisation des comparaisons
de l’algorithme du Multi-SSSA avec les autres approches en présentant les différences (point
à point) des distances moyennes en échelle de gris. Ces différences sont calculées telles que les
valeurs négatives (blocs sombres) correspondent aux couples de paramètres où la méthode
proposée obtient de meilleurs résultats que les autres régularisations. Les diamants blancs
correspondent aux différences de moyenne non-significatives. Les résultats de l’OMP et de
l’algorithme résolvant le LASSO (`1) sont très similaires de même que ceux du SOMP et
de l’algorithme résolvant le groupe-LASSO (`2,1), les approches gloutonnes approchant les
solutions `0 et `2,0 étant tout de même moins efficaces. Par conséquent, nous ne présentons
ici que les comparaisons de performances entre les solutions obtenues par le modèle du
fused-LASSO et celles obtenues avec les modèles du LASSO, du groupe-LASSO et de la
régularisation `1 + `2,1.
6.5.4 Discussion
Premièrement, il peut être noté que lorsque le nombre d’atomes actifs en même temps
est petit, la régularisation `1 (et `0) et la régularisation `1 +V T obtiennent des résultats très
similaires. Cela se produit dans nos données artificielles lorsque les signaux sont composés
de peu d’activités ou lorsque ces activités ont des durées faibles. Au contraire, lorsque de
nombreux atomes sont actifs en même temps, le fused-LASSO présente de bien meilleures
performances que le LASSO retrouvant plus facilement la matrice de décomposition utilisée
pour construire les signaux, le terme V T permettant de prendre en compte des informations
intersignaux.
Concernant la régularisation `2,1 (et `2,0) les résultats dépendent principalement de la du-
rée des activités. Lorsque la durée des activités est importante, les performances de cette
régularisation sont similaires à celles du modèle présenté et au contraire lorsque la durée
des activités est faible ou moyenne le fused-LASSO permet un meilleur recouvrement de la
matrice de décomposition sous-jacente.
Ces résultats peuvent être facilement expliqués puisque cette régularisation choisie les
atomes en fonction de tous les signaux C-dimensionnels et est donc beaucoup plus effi-
cace lorsque les activités sont longues et que les atomes sont les mêmes pour ces signaux.
Enfin, concernant la comparaison avec la dernière régularisation `1 + `2,1, il peut être noté
qu’elle combine les avantages des régularisations `1 et `2,1, ayant des performances similaires
au fused-LASSO lorsque le nombre d’activités simultanées est faible ou que ces activités
sont longues. Son efficacité est meilleure que ces deux régularisations pour les couples de
paramètres du milieu de notre grille mais reste en dessous de celle du fused-LASSO qui se
comporte mieux pour les signaux ayant des changements brusques.
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6.6 Application à la détection de potentiels évoqués P300
Le modèle décrit plus haut peut être adapté à différents contextes. Nous nous y sommes
principalement intéressés ici dans l’optique d’une extension du modèle des micro-états
(`1 + V T ) qui a été introduit dans le chapitre 4 et qui sera étudié dans le chapitre sui-
vant. Néanmoins, d’autres types de modèle pour les EEG peuvent être considérés. Dans
cette section, un modèle de décomposition temps-fréquence régularisé spatialement, proche
de celui étudié dans le chapitre précédent, est appliqué pour le débruitage de P300 afin
d’illustrer l’interêt de l’approche dans un cadre plus général.
6.6.1 Objectif et modèle
Nous souhaitons dans cette expérience décomposer des signaux EEG sur un dictionnaire
temps-fréquence de Gabor de manière à obtenir des composantes plausibles physiologique-
ment grâce au modèle présenté plus haut. Pour cela, la matrice de régularisation en analyse
P est construite comme le dual d’un dictionnaire spatial composé de topographies EEG
réalistes.
Nous avons choisi ici de concevoir ce dictionnaire spatial en suivant les étapes suivantes :
— un modèle de tête réaliste a premièrement été créé à partir de données d’imagerie
par résonance magnétique (d’un sujet quelconque), puis divisé en voxels,
— ensuite, pour chaque voxel, les topographies associées à différentes orientations d’ac-
tivités électriques du voxel ont été calculées par résolution du problème direct EEG, à
l’aide de l’algorithme OpenMEEG [95] et regroupées dans un dictionnaire de grande
taille Φs (≈ 5000 atomes),
— enfin, un sous-ensemble de ce dictionnaire a été sélectionné de manière gloutonne
afin que la cohérence de celui-ci ne dépasse pas 0.9 ( ≈ 350 elements).
Cette dernière étape permet d’améliorer le conditionnement du dictionnaire et de conser-
ver des temps de décomposition raisonnables (temps de décomposition d’un signal ≈ 2
secondes).
Le dual de ce dictionnaire utilisé en tant que matrice de régularisation en analyse P est
approché par le pseudo-inverse de Moore-Penrose [69].
6.6.2 Paramètres de l’expérience et protocole
Signaux. Comme dans le chapitre précédent, le jeu de données IIb de la seconde compé-
tition BCI a été choisi pour l’évaluation de ce modèle. Ces signaux ont été enregistrés sur
64 électrodes à 240 Hz durant plusieurs sessions. Les essais considérés ici ont été extraits
entre 150 et 450 ms après chaque stimulus et filtrés entre 0.3 et 10 Hz à l’aide d’un filtre de
Butterworth d’ordre quatre.
Protocole. Deux régularisations sont comparées pour le débruitage de signaux EEG : une
régularisation simple `1 (L1) et la régularisation étudiée (MSSSA). L’évaluation de ces ré-
gularisations est réalisée en deux étapes : chaque essai Y k est premièrement décomposé à
l’aide du MultiSSSA sur le dictionnaire Φ afin d’obtenir la matrice de décomposition Xk,
puis les signaux reconstruits {Y˜ k = ΦXk|k ∈ {1, . . . ,K}} sont classifiés.
6.6. Application à la détection de potentiels évoqués P300 127
Les paramètres de régularisation de ces décompositions sont appris sur la seconde session
du jeu de données tandis que la première est utilisée pour la validation. Cette validation
consiste à entraîner un classifieur à partir d’un ensemble de signaux choisi de manière aléa-
toire dans cette session puis à le tester sur les signaux restants.
L’expérience a été réalisée pour différentes tailles de l’ensemble d’entraînement : taille en-
semble d’entrainement = ratio train/test × nombre d’essais de la session. Le ratio train/test
prenant les valeurs suivantes : 0.5, 0.7, 0.9. Pour chaque ratio la validation est effectuée 50
fois avec des ensembles d’entraînement différents.
Classification. Le BLDA (Bayesian Linear Discriminant Analysis) [111] a été choisi pour
l’étape de classification du fait de son efficacité pour la détection de potentiels évoqués P300.
6.6.3 Résultats et discussion
Les résultats de cette expérience sont présentés dans la figure 6.10.
Figure 6.10 – Comparaison des taux de classification obtenus sur les signaux bruts et sur
les signaux reconstruits après décomposition avec les régularisations `1(L1) et en analyse
(MSSSA) pour différents ratio train/test.
Il apparaît que la régularisation `1 ne permet pas d’améliorer les taux de classification
obtenus sur les signaux bruts, au contraire de la régularisation étudiée. Un test de type «Wil-
coxon signed-rank » montre en effet que pour l’ensemble des ratio train/test considérés, les
résultats de l’approche `1 ne diffère pas significativement de ceux obtenus sur les signaux
bruts, tandis que la régularisation proposée permet une amélioration significative ( (p <
0.01). De plus, lorsque le ratio train/test augmente, la variance des résultats obtenus sur les
signaux bruts s’accroît de même que celle des résultats de la régularisation `1 mais pas celle
des résultats de la régularisation proposée.
La régularisation proposée semble permettre une extraction de composantes plus inté-
ressante pour la classification que celle obtenue à l’aide d’une régularisation parcimonieuse
simple. Elle peut être envisagée comme étape de débruitage avant la classification d’essais
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de P300 et plus généralement de signaux EEG.
De plus, les résultats obtenus ici pour la détection de P300 sont meilleurs que ceux obtenus
dans la partie précédente avec les autres régularisations spatiales étudiées. Cette régularisa-
tion en analyse construite à partir de topographies réalistes semble ainsi plus efficace que les
régularisations analytiques conçues précédemment, car plus « spécialisée » pour l’extraction
de ce type de composantes.
Afin d’améliorer encore cette approche, il serait intéressant de construire le dictionnaire spa-
tial en se basant non plus sur des données IRM d’un sujet quelconque pour la construction
du modèle de tête, mais des données du sujet utilisant l’ICM. Par manque de temps, cette
possibilité n’a pas été étudiée dans cette thèse.
6.7 Discussion globale
L’intérêt de l’algorithme du Multi-SSSA proposé est double. D’une part, il permet de
réaliser une décomposition structurée de signaux sur un dictionnaire redondant : structure
encodée dans la matrice P du terme de régularisation ‖XP‖1. D’autre part, la minimisa-
tion de la fonction de coût est réalisée efficacement, permettant d’utiliser cette approche en
grandes dimensions grâce au schéma d’optimisation primale-duale du « split Bregman ».
Concernant la décomposition structurée, l’utilité de l’approche a été démontrée dans un
premier temps à travers le cas du Fused-LASSO multidimensionnel et la capacité de ce mo-
dèle à retrouver la structure parcimonieuse par bloc de signaux artificiels. Le recouvrement
de ce type de structures est significativement plus efficace avec cette régularisation qu’avec
d’autres régularisations classiques. Dans un second temps, nous avons montré l’intérêt de
cette régularisation dans le cadre d’une décomposition de signaux EEG sur un diction-
naire temps-fréquence pour le débruitage de signaux P300. Nous avons choisi pour cela de
construire la matrice de régularisation en analyse de manière à obtenir des composantes
possédant des topographies plausibles.
Le terme ‖XP‖1 permet ainsi d’imposer des propriétés structurelles sur la décomposition
d’une façon générique en fonction des régularités supposées des signaux et il est même
possible d’envisager l’apprentissage de cette matrice pour une classe particulière de si-
gnaux [183, 195] afin d’améliorer son efficacité.
Le second intérêt de la méthode réside dans l’utilisation du schéma d’optimisation du
« split Bregman » pour la résolution du problème d’optimisation sous-jacent. Comme pré-
senté dans la section 6.4, l’algorithme du Multi-SSSA est plus rapide que l’approche proxi-
male, tout particulièrement lorsque les dimensions du problème grandissent. Sa vitesse est
aussi moins sensible à la précision souhaitée. De plus, une heuristique s’étant montrée ef-
ficace empiriquement est proposée afin de régler les paramètres de pénalité de la méthode
au mieux, préservant ainsi les bonnes propriétés de la méthode.
L’efficacité de ce type de schéma d’optimisation pour les problèmes `1 peut s’expliquer par
une capacité à détecter rapidement les coefficients nuls et les coefficients non-nuls (voir l’an-
nexe de [90]).
La principale limite du schéma proposé vient de la diagonalisation de certaines matrices
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(Eq. (6.16), réalisée avec une complexité temporelle cubique par rapport à leurs tailles.
Si les dimensions du dictionnaire Φ (NΦ) et/ou de la matrice de régularisation venaient
à augmenter fortement la diagonalisation pourrait devenir longue à réaliser. Une seconde
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À l’aide de la décomposition régularisée temporellement introduite dans le chapitre pré-
cédent, nous proposons maintenant une extension du modèle des micro-états [137]. Nous
allons nous intéresser dans un premier temps à ce modèle de manière formelle avant de voir
comment il peut être étendu via une approche redondante et un algorithme d’apprentissage
de dictionnaires. L’intérêt de l’extension proposée est ensuite évalué sur des signaux synthé-
tiques, puis celle-ci est illustrée sur des signaux EEG réels pour l’extraction des micro-états
du potentiel évoqué P300.
7.1 Modèle des micro-états
Comme nous l’avons déjà évoqué, le modèle des micro-états repose sur l’observation
d’intervalles de stabilité spatiale des signaux EEG [134, 138, 136]. Ces signaux peuvent
ainsi être modélisés par des suites de topographies restant stables quelques dizaines de
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millisecondes chacune et présentant des transitions brusques entre elles. Les hypothèses
sous-jacentes ont été discutées plus en détail dans la section 4.2.
7.1.1 Modèle
La modélisation classique de ces suites de topographies par des micro-états est présentée
dans [180]. Celle-ci considère un modèle linéaire s’écrivant pour un signal Y ∈ RC×T comme
suit :
Y = ΦX +N (7.1)
avec Φ ∈ RC×NΦ une matrice non-redondante (C ≥ NΦ) regroupant un ensemble de to-
pographies normalisées, i ∈ {1, . . . , NΦ}, ‖Φ(i)‖2 = 1, N une matrice de bruit et X
une matrice de coefficients dont chaque colonne ne comporte qu’un seul élément non nul :
∀t ∈ {1, . . . , T}, ‖X(t)‖0 = 1.
Dans ce modèle, les éléments de Φ sont appelés les micro-états bien qu’ils soient plus préci-
sément des topographies représentant les états sous-jacents. Chaque topographie du signal
Y est associée à l’un de ces états via un coefficient de X. Ce modèle ne suppose pas di-
rectement la stabilité temporelle des topographies, celle-ci est néanmoins assurée durant
l’association de ces états avec les topographies des signaux.
7.1.2 Application de ce modèle à l’étude des potentiels évoqués
Nous avions évoqué dans le chapitre 2 que le modèle des micro-états était utilisé dans
le cadre de la détection et de la caractérisation de maladies mentales comme la schizophré-
nie [135] ou la dépression [205]. Ce modèle peut également être considéré dans l’étude des
PE (potentiels évoqués) [182, 228]. Les PE sont généralement étudiés en moyennant de nom-
breux enregistrements de réponses à un stimulus et en observant sur la moyenne obtenue
les pics et les creux des différents canaux. Cette approche présente plusieurs inconvénients
dont les principaux sont :
— la dépendance à la référence choisie pour les signaux, i.e. la manière dont sont ex-
primés les signaux par rapport à un potentiel particulier,
— l’impossibilité de différencier un changement de topographie d’un changement dans
l’amplitude d’une topographie spécifique, même si certains travaux ont proposé des
normalisations permettant de limiter cet effet [156].
L’étude présentée dans [166] propose une méthodologie pour l’étude des PE à l’aide du
modèle des micro-états mettant notamment en avant l’avantage d’un tel modèle par rapport
aux approches classiques. Les indices du GFP et du GMD que nous avons introduit dans la
section 4.2 sont particulièrement intéressants dans ce contexte, le premier est indépendant de
la référence et mesure la « force/amplitude » d’une topographie tandis que le second mesure
la différence entre deux topographies sans tenir compte de leurs « forces/amplitudes ».
7.1.3 Algorithmes d’extraction des micro-états
L’étude présentée dans [180] propose de réaliser l’extraction des micro-états présents
dans Φ grâce à un algorithme de partitionnement de données basé sur l’algorithme des K-
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moyennes [60] permettant de diviser l’espace des signaux en NΦ parties.
Pour un ensemble de K signaux {Y k,∀k ∈ {1, . . . ,K}} concaténés dans Z ∈ RC×KT le
problème d’optimisation associé peut être écrit comme suit :
(Xˆ, Φˆ) = arg min
X∈RNΦ×KT ,Φ∈RC×NΦ
‖Z − ΦX‖2F (7.2)
t.q. ∀t ∈ {1, . . . ,KT}, ‖X(t)‖0 = 1
∀n ∈ {1, . . . , NΦ}, ‖Φ(n)‖22 ≤ 1
Cette minimisation est effectuée de manière itérative. À chaque itération l’algorithme
comprend deux étapes principales :
— l’association de chaque topographie du signal Y à un état de Φ,
— la mise à jour de ces états.
Durant la première étape de l’itération j, le choix de l’état associé à la t-ième topographie
du signal Z(t) est réalisé comme suit :
indexj(t) = arg max
n∈{1,...,NΦ}
〈Z(t),Φj−1(n)〉2 (7.3)
Xj(indexj(t), t) = 〈Z(t),Φj−1(indexj(t))〉 (7.4)
Une fois ce choix réalisé pour toutes les topographies de Z, l’étape de mise à jour des atomes
est effectuée en choisissant pour chaque état le vecteur propre associé à la plus grande valeur










La méthode est arrétée lorsque les éléments de Φ restent stables entre deux itérations.
Après extraction de ces états, un algorithme de lissage est appliqué afin d’obtenir des
suites de coefficients respectant l’hypothèse de stabilité présentée plus haut pour la repré-
sentation des signaux. L’association des états aux topographies de Z est alors effectuée à
l’aide du critère précédent (eq. (7.3)) auquel la régularisation suivante est ajoutée :
Θbn,t = #{index(i) = n, i ∈ {t− b, . . . , t+ b}} . (7.7)
Pour la topographie indicée par t et un atome n, ce terme est égal au nombre de topogra-
phies ayant été associées à n dont les indices se situent à une distance temporelle inférieure
à b de t, avec b un paramètre à déterminer. Un paramètre de régularisation λ gérant l’équi-
libre entre le critère de l’eq. (7.3) et la régularisation doit également être déterminé.
Une étude plus récente a également proposée des approches de partitionnement pour
réaliser l’extraction [166] de ces états. Une variante de l’algorithme des K-moyennes est
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proposée ainsi qu’une méthode de partitionnement hiérarchique. Dans les deux cas, les
algorithmes sont conçus de manière à maximiser un indice mesurant la variance expliquée







Il mesure la qualité de la description des données par les micro-états en prenant en compte la
valeur de l’indice GFP, les topographies ayant des valeurs élevées étant considérées comme
celles étant les moins bruitées et donc les plus informatives sur l’état sous-jacent.
Le nombre de micro-états à extraire est un paramètre important de ce modèle. Dans
le papier fondateur [180], un critère de validation croisée généralisée sur la variance du
résidu est utilisé pour la sélection de ce paramètre. Ce dernier étant très sensible au nombre
d’électrodes, les travaux présentés dans [166] proposent de sélectionner ce paramètre en
fonction du GEV ou d’un critère de Krzanowski-Lai [213].
7.2 Extension du modèle des micro-états à l’aide des diction-
naires
Le modèle des micro-états peut être étendu de manière naturelle dans un cadre redon-
dant, l’algorithme de partitionnement étant alors remplacé par une méthode d’apprentissage
de dictionnaire. Nous présentons ici une telle extension.
7.2.1 Modèle proposé
Dans le modèle des micro-états, chaque topographie d’un signal EEG est associée à un
état et l’évolution de ces états est une fonction constante par morceaux. L’extraction des
micro-états est donc un problème de quantification vectorielle (QV) contrainte temporelle-
ment. C’est-à-dire, un problème où l’on cherche à coder un ensemble de mesures successives
(topographies) en les associant à un nombre limité de mots de code (micro-états) et en
contraignant la succession des mots de code choisis.
L’apprentissage de dictionnaires peut être vu comme une généralisation de la quantification
vectorielle. Au lieu de représenter un signal avec le mot de code le plus proche, il est repré-
senté par une combinaison linéaire de quelques éléments du dictionnaire. L’algorithme K-
SVD introduit dans la section 3.4 est notamment inspiré de l’algorithme des K-moyennes [5].
Cette généralisation semble encore plus naturelle dans le cas des micro-états car les mots
de code sont normalisés et les signaux sont associés à ceux-ci par des coefficients.
Nous proposons donc d’étendre le modèle des micro-états à l’aide d’une représentation re-
dondante dont le dictionnaire est obtenu via un algorithme d’apprentissage. Le modèle
considéré présente ainsi deux différences majeures avec le modèle des micro-états : une
contrainte de parcimonie moins stricte et la possibilité d’un dictionnaire contenant plus
d’éléments que la dimension des topographies (NΦ ≥ C). Ce modèle peut être décrit quali-
tativement par les propriétés suivantes :
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— chaque topographie est associée à une combinaison de quelques éléments du diction-
naire,
— le nombre de micro-états actifs en même temps est faible,
— le dictionnaire des micro-états n’est pas limité en taille.
Formellement, ce modèle s’écrit comme suit :
Y = ΦX +N (7.8)
t.q. ∀t ∈ {t, . . . , T} ‖X(t)‖0  C
∀i ∈ {1, . . . , NΦ} ‖Φ(i)‖22 ≤ 1
Dans ce modèle que nous proposons, la stabilité des micro-états est un a priori permettant
l’obtention de représentations plausibles physiologiquement. Cette caractéristique est ainsi
imposée dans les matrices de décomposition grâce à une régularisation. Dans ce cadre, le
problème d’apprentissage de dictionnaires peut alors s’exprimer comme suit :




‖Y k − ΦXk‖2F +R(Xk) (7.9)
t.q ∀k ∈ {1, . . . ,K}, ∀t ∈ {1, . . . , T} ‖X(t)k‖0 ≤ J
∀i ∈ {1, . . . , NΦ} ‖Φ(i)‖22 ≤ 1
avec R(X) une régularisation encodant l’a priori temporel.
La conception d’une régularisation temporelle respectant les hypothèses du modèle des
micro-états a été discutée dans le chapitre 4. Pour cela nous proposons, une régularisation
combinant un terme de parcimonie et une pénalisation de type Variation Totale (VT). Nous
considérons donc finalement le problème d’apprentissage de dictionnaires suivant :




‖Y k − ΦXk‖2F + λ‖Xk‖1 + µ‖XkP‖1
(7.10)
t.q ∀i ∈ {1, . . . , NΦ} ‖Φ(i)‖22 ≤ 1
avec P une matrice de différence finie encodant la régularisation VT.
Intérêt de la régularisation temporelle pour l’apprentissage. L’extraction des
micro-états à partir de cette minimisation prend en compte l’a priori de stabilité des suites de
topographies (régularisation temporelle) contrairement aux approches de partitionnement
que nous avons vu précédemment qui ne considèrent cet aspect qu’une fois les micro-états
extraient, lors de la phase de décomposition des signaux sur ceux-ci. Grâce à cela, l’appren-
tissage est moins sensible aux bruits.
Comme nous l’avons vu précédemment, ces méthodes (incluant celle que nous proposons)
ont en commun une approche itérative dont chaque itération est composée de deux étapes
principales : une étape d’association des micro-états avec les topographies et une étape
de mise à jour des états. Lorsque la stabilité des micro-états est prise en compte, chaque
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topographie est associée de façon plus cohérente avec un micro-état car ce choix prend en
compte les topographies voisines. La mise à jour des états se fait alors par rapport aux
« bonnes » topographies et l’apprentissage donne de meilleurs résultats. Ce phénomène sera
mis en lumière à travers une expérience sur des signaux artificiels dans la section 7.3.
Cette caractéristique de notre méthode constitue par conséquent une autre différence im-
portante avec l’approche traditionnellement utilisée pour l’extraction des micro-états. Ne
dépendant pas du nouveau modèle proposé, cette idée peut être appliquée directement au
modèle classique des micro-états pour améliorer leur extraction.
À noter que l’utilisation des topographies possédant les plus grandes valeurs de l’indice GFP
par les méthodes de partitionnement proposées récemment [166] vise également à réduire
l’effet du bruit en ne considérant que les topographies les moins bruitées pour l’apprentis-
sage.
Variance expliquée. Afin d’évaluer si la variance du signal est correctement décrite avec
ce modèle, l’indice GEV peut être étendu pour le modèle proposé. Nous redéfinissons ainsi
cette mesure pour un signal multidimensionnel Y ∈ RC×T décomposé sur le dictionnaire
Φ ∈ RC×NΦ avec la matrice de coefficients X ∈ RNΦ×T comme suit :
GEV (X,Φ) =
∑T
t=1(GFP (Y (t))〈Y (t),Φ(t)X(t)〉)2∑T
t=1GFP (Y (t))
2
Le modèle proposé vise à obtenir une meilleure description des signaux EEG tout en conser-
vant une représentation respectant les régions de stabilité spatiale de ceux-ci. Chaque topo-
graphie EEG est approchée via plusieurs atomes du dictionnaire permettant ainsi de décrire
plus efficacement les variances du signal. Nous pouvons donc espérer une augmentation de
cet indice avec ce modèle, nous vérifierons cela dans la section 7.3.
7.2.2 Stratégie d’optimisation
Le problème d’apprentissage de dictionnaires qui nous occupe est un problème non-
convexe que nous avons choisi de résoudre via un algorithme d’apprentissage en ligne. Ces
approches sont moins sensibles aux minima locaux et le traitement successif des signaux
permet un « redémarrage à chaud » de l’algorithme (l’algorithme peut être relancé dans le
même état où il avait été arrêté).
Plus précisément, nous considérons l’algorithme proposé par Mairal et al. [149] présenté
dans le chapitre 3 auquel nous nous référerons par l’abréviation ODL. Comme la plupart
des algorithmes d’apprentissage de dictionnaires en ligne, pour chaque nouveau signal, deux
tâches sont effectuées : la décomposition du signal sur le dictionnaire et la mise à jour de
celui-ci. Les deux sous-problèmes associés étant convexes, ils possèdent des solutions uniques
et peuvent être résolus efficacement.
Cet algorithme est défini pour un apprentissage monodimensionnel, néanmoins l’extension
« mini-batch » proposé dans [149] permet un apprentissage multidimensionnel. À l’itération
j, le sous-problème de décomposition peut être écrit pour le k-ième signal comme suit :
Xˆk = arg min
X∈RNΦ×T
‖Y k − ΦjX‖2F + λ‖X‖1 + µ‖XP‖1
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Ce problème a été étudié dans le chapitre précédent et nous utiliserons l’algorithme Mul-
tiSSSA pour le résoudre.
Concernant l’étape de mise à jour du dictionnaire, elle prend en compte les décompositions
réalisées précédemment. A l’itération j, le problème d’optimisation associé s’écrit :




‖Y k − ΦXk‖2F t.q. ∀i ∈ {1, . . . , NΦ}, ‖Φ(i)‖22 ≤ 1 . (7.11)
L’algorithme ODL considère pour cette étape une reformulation de ce problème à l’aide de
deux matrices B,C mise à jour à chaque itération comme suit :
Bj+1 = Bj +XkXk
T
,
Cj+1 = Cj + Y kXk
T
,
le problème s’écrivant alors :
Φj+1 = arg min
Φ
Tr(ΦTΦBj+1)− 2Tr(ΦTCj+1)
t.q. ∀i ∈ {1, . . . , NΦ}, ‖Φ(i)‖22 ≤ 1 .
Cette minimisation est effectuée itérativement via une méthode de descente par bloc [149]. À
chaque itération, les atomes du dictionnaire sont mis à jour grâce à une descente de gradient.
Les valeurs des pas de ces descentes sont les éléments diagonaux de B qui approximent la
valeur du hessien du coût à minimiser (pour les blocs de variables que constituent les
atomes). Formellement, à chaque itération, le j-ième atome est mis à jour comme suit :
Descente : u =
1
B(j, j)
(C(j)− ΦB(j)) + Φ(j)
Normalisation : Φ(j) =
1
max(1, ‖u‖2)u
Les matrices B et C représentent des éléments de mémoire (en plus du dictionnaire lui-
même) de l’algorithme permettant de mettre à jour le dictionnaire en fonction de l’ensemble
des décompositions effectuées jusque-là et pas uniquement en fonction de celle obtenue pour
le signal courant.
Remarque. Il est également possible d’envisager pour cette dernière minimisation une
résolution exacte. La solution du système linéaire suivant doit alors être calculée :
ΦBj+1 = Cj+1.
7.2.3 Détails d’implémentation
Dans nos expériences, les signaux sont créés avant l’apprentissage des dictionnaires et
n’arrivent donc pas progressivement. Par conséquent, nous avons choisi dans notre implé-
mentation d’effectuer cet apprentissage en plusieurs cycles utilisant à chaque fois l’ensemble
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des signaux. Dans chaque cycle, tous les signaux sont traités dans un ordre aléatoire. D’un
cycle à l’autre, les éléments constituant la mémoire de l’algorithme sont conservés (Φ, B et
C), la décomposition d’un même signal sera donc différente d’un cycle à l’autre du fait des
changements réalisés sur le dictionnaire.
Une fois le premier cycle terminé, nous avons également choisi de supprimer après chaque
décomposition les composantes des matrices de mémoire B et C correspondantes aux plus
anciennes décompositions, ces anciennes décompositions ayant été effectuées avec un dic-
tionnaire très différent du dictionnaire courant.
Le problème n’étant pas convexe, l’initialisation du dictionnaire influe directement sur
le résultat de l’apprentissage. Par conséquent, nous avons choisi d’initialiser les atomes
de notre dictionnaire avec les topographies du jeu de données présentant les plus grandes
valeurs pour le GFP, celles supposées les moins bruitées.
7.3 Evaluations expérimentales
Nous allons maintenant considérer différentes expériences permettant d’évaluer l’effica-
cité de l’approche proposée. Cette évaluation est réalisée dans un premier temps sur des
signaux synthétiques réalistes construits de manière à respecter l’a priori de stabilité sup-
posé dans les signaux EEG. L’application de notre apprentissage à des signaux réels est
ensuite effectuée pour l’analyse du potentiel évoqué P300.
7.3.1 Signaux synthétiques
Deux expériences sur signaux synthétiques sont premièrement effectuées pour l’évalua-
tion de notre approche. Celles-ci évaluent l’intérêt des modifications apportées au modèle
des micro-états dans l’approche proposée. La première évalue l’intérêt de la prise en compte
de la stabilité des topographies au cours de l’apprentissage des micro-états dont nous avons
discuté plus haut. La deuxième s’attache ensuite à examiner l’intérêt du relâchement de
la contrainte de parcimonie lorsque plusieurs atomes sont actifs simultanément dans les
signaux.
Critère. Dans ces deux expériences, la mesure de l’efficacité des méthodes est effectuée en
comparant le dictionnaire appris avec le dictionnaire utilisé pour la synthèse des signaux.
Dans la littérature relative à l’apprentissage de dictionnaires, le dictionnaire appris est
souvent comparé au dictionnaire optimal en comptant le nombre d’atomes du dictionnaire
optimal retrouvé dans le dictionnaire appris. Un atome est alors considéré comme retrouvé
lorsque sa corrélation avec un atome du dictionnaire optimal est supérieure à un seuil. Ce
critère présentant une dépendance très forte au seuil et étant non continu nous avons choisi
d’utiliser une approche différente avec une métrique présentée récemment dans [45]. Nous
considérons plus précisément la distance de Wasserstein construite à partir d’une distance
euclidienne entre atomes pour notre critère (voir [45] pour la description de cette métrique).
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7.3.1.1 Expérience 1
Protocole expérimental Afin d’évaluer l’avantage procuré par la prise en compte de la
structure temporelle des signaux dans l’extraction des micro-états, nous nous plaçons ici
dans un contexte simple correspondant au modèle initial des micro-états avec des signaux
pour lesquels un seul état est actif à un instant donné.
Les signaux créés pour cette expérience ont été synthétisés à partir d’un dictionnaire
fixe Φ. Chaque signal est construit à partir de ce dictionnaire par la création d’une matrice
de décomposition possédant des coefficients constants par morceaux de telle façon qu’un
seul atome soit actif à un instant donné. Le nombre de changements d’état des signaux est
fixé (arbitrairement) à 4. Le dictionnaire choisi possède une faible cohérence µ1(Φ) ≤ 0.2.
Nous supposons en effet que les micro-états EEG sont faiblement corrélés au vu des états
extraits dans les différentes études de la littérature.
Ces signaux sont bruités pour différentes valeurs de RSB : 5db, 0db, −5db, −10db. Pour
chaque niveau de bruit, deux apprentissages de dictionnaire sont effectués à l’aide de l’al-
gorithme ODL dans lequel la phase de décomposition est effectuée via l’algorithme OMP
avec une parcimonie de 1 (l’atome ayant la plus grande corrélation avec la topographie est
choisi). Dans l’un de ces deux apprentissages, après chaque décomposition, les coefficients
de décompositions sont lissés à l’aide de l’algorithme décrit dans [180] dont le terme de
régularisation a été introduit dans la section 7.1.3. Les dictionnaires ainsi appris sont éva-
lués en les comparants avec le dictionnaire utilisé pour la création des signaux via le critère
introduit plus haut.
Dans chacun des cas étudiés, les paramètres λ et b associés à la régularisation de lissage
sont déterminés dans un premier temps sur un ensemble de K signaux d’entraînement. Une
fois ces paramètres fixés, l’évaluation des approches est réalisée sur K autres signaux.
Pour chaque apprentissage, la taille du dictionnaire appris est fixée à la même valeur que
celle du dictionnaire utilisé pour la création des signaux. Le problème considéré étant non
convexe, l’obtention d’un minimum global n’est pas assuré et donc les performances des
méthodes sont évaluées en effectuant la moyenne des scores obtenus sur Nl = 20 apprentis-
sages.
Les choix effectués pour les autres paramètres du modèle sont présentés dans la figure 7.1.
Modèle
C = 20 T = 300 NΦ = 30 K = 100
Figure 7.1 – Paramètres du modèle pour l’évaluation de l’intêret de la régularisation tem-
porelle dans la récupération des structures par blocs sous-jacentes.
Résultats et discussion Le résultat de cette expérience est présenté dans la figure 7.2.
Des tests de type « wilcoxon signed rank » révèlent que des différences significatives de
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5 db 0 db -5 db -10 db -15 db -20 db Moy
ODL, OMP 0.2622 0.3135 0.5498 0.7961 0.9852 1.0911 0.6663
ODL, OMP + lissage 0.2689 0.3137 0.4085 0.6315 0.9450 1.0330 0.5887
Figure 7.2 – Comparaison d’apprentissage de dictionnaires avec et sans régularisation
temporelle pour différents niveaux de bruit.
performances n’aparaissent qu’à partir de−5db. Il apparaît ainsi que pour des valeurs élevées
du RSB la régularisation temporelle est inutile et qu’une décomposition à l’aide de l’OMP
seule donne des résultats similaires. Au contraire, lorsque le RSB diminue, la régularisation
de lissage devient intéressante et permet un meilleur apprentissage du dictionnaire. Cela
s’explique par un choix plus cohérent des atomes malgré le bruit lorsque la régularisation
de lissage est utilisée.
7.3.1.2 Expérience 2
Nous souhaitons maintenant évaluer le modèle proposé dans son entier et en particulier
l’intérêt du relâchement de la contrainte de parcimonie permettant à plusieurs atomes d’être
actifs simultanément.
Protocole expérimental Cette évaluation est réalisée sur les mêmes signaux que ceux
utilisés pour la validation du MultiSSSA dans le chapitre 6, i.e. des signaux présentant
des structures sous-jacentes constantes par morceaux. De la même façon qu’auparavant,
l’expérience est effectuée pour différents nombres d’activités présentes dans les signaux et
différentes valeurs de la durée de ces activités avec un dictionnaire de cohérence faible. Le
processus de création de ces signaux a été décrit dans la section 6.5.
Pour chaque cas étudié (nombre d’activités, durées des activités), deux dictionnaires
sont appris via l’algorithme ODL avec des algorithmes de décomposition différents. Dans
l’un de ces apprentissages, la décomposition est effectuée de manière similaire à l’expérience
1 avec l’algorithme OMP arrêté après la première itération, suivi d’un algorithme de lissage
alors que pour l’autre, l’algorithme MultiSSSA est appliqué. Les dictionnaires appris sont
comparés avec le dictionnaire utilisé pour la création des signaux via la métrique que nous
avons mentionnée auparavant (Wasserstein).
Les paramètres associés aux deux régularisations des algorithmes de décomposition uti-
lisés sont déterminés pour chaque configuration sur un ensemble de K = 100 signaux d’en-
traînement. L’évaluation proprement dite est réalisée ensuite sur K signaux tests.
Comme précédemment, les dictionnaires appris possèdent le même nombre d’atomes que le
dictionnaire utilisé pour la création des signaux. De plus, du fait de la non-convexité du
problème, l’efficacité des méthodes a été évaluée en moyennant les résultats obtenus sur
Nl = 20 apprentissages.
Résultats et discussion. La figure 7.3 décrit les résultats de cette expérience.
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ODL Durée des activités
FusedLasso/OMP+lissage 0.1 0.3 0.5 0.7 0.9
Nb Act : 20 0.0948/0.2348 0.2184/0.4077 0.4188/0.5548 0.5300/0.7156 0.5949/0.7730
Nb Act : 30 0.0847/0.1888 0.3134/0.4634 0.4982/0.6449 0.5917/0.7298 0.5973/0.7864
Nb Act : 40 0.0812/0.1616 0.3979/0.5867 0.5754/0.6713 0.5863/0.7903 0.6434/0.8247
Nb Act : 50 0.0994/0.2048 0.4619/0.5838 0.5746/0.7401 0.6189/0.8063 0.6364/0.7805
Figure 7.3 – Comparaison d’apprentissage de dictionnaires : modèle des micro-états (en
rouge) versus extension proposée (en bleu).
Quelque soit le cas observé, l’approche proposée présente de meilleures performances que
l’algorithme d’extraction des micro-états. Le relâchement de la contrainte de parcimonie per-
met donc d’améliorer l’apprentissage du dictionnaire lorsque les structures de décomposition
sous-jacentes présentent effectivement plusieurs atomes actifs simultanément.
Dans le cadre des signaux EEG, il semble raisonnable de prendre comme hypothèse que les
différentes activités cérébrales ne sont pas disjointes temporellement. Notre approche semble
donc adaptée à l’apprentissage des composantes spatiales sous-jacentes à ces signaux et nous
allons donc l’appliquer maintenant à des signaux EEG réels.
7.3.2 Signaux réels
Nous allons maintenant appliquer la méthode proposée sur des enregistrements du poten-
tiel évoqué P300. N’ayant pas de « vérité terrain » concernant les composantes sous-jacentes
du PE P300, il est difficile d’évaluer les résultats obtenus. Par conséquent, nous comparerons
dans cette section les décompositions obtenues avec l’extension proposée à celles obtenues
avec le modèle classique des micro-états du point de vue de la capacité de description de
ces deux approches.
7.3.3 Données
Pour cette expérience nous considérons le même jeu de données (IIb de la deuxième
compétition ICM [26]) que celui utilisé pour l’évaluation des régularisations spatiales étu-
diées dans le chapitre 5. Pour rappel, ces signaux ont été mesurés sur 64 électrodes à une
fréquence d’échantillonnage de 240Hz. Ce jeu de données comporte des enregistrements ob-
tenus sur un seul sujet au cours de 3 sessions de mesure.
Pour cette expérience, les essais ont été extraits dans l’intervalle 0-600 ms après chaque
stimulus lumineux et filtrés pour ne conserver que les fréquences entre 0.3 et 20 hz avec un
filtre de Butterworth d’ordre 4.
Une fois cette extraction effectuée, la moyenne des essais des deux classes (P300 et non
P300) est calculée pour chaque session de mesure. Pour l’analyse d’ERP, c’est sur ces si-
gnaux moyens que l’analyse des micro-états est effectuée et donc c’est sur eux que nous
allons évaluer l’approche proposée.
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7.3.4 Protocole expérimental
Nous comparons dans cette expérience les deux mêmes approches que dans l’expérience
précédente, i.e. des apprentissages de dictionnaire réalisés à l’aide de l’algorithme ODL pour
deux méthodes de décomposition différentes : OMP avec lissage temporel et fused-LASSO
multidimensionnel.
L’objectif de l’expérience est d’observer les décompositions obtenues, les atomes appris,
ainsi que la quantité de variance expliquée avec ces deux approches lorsque les ruptures des
signaux sont respectées dans les décompositions. Pour cela, les paramètres de régularisation
de ces deux approches ont été déterminés sur les essais de notre jeu de données en calculant
dans un premier temps les ruptures de ces signaux à l’aide de l’indice GMD, puis en appre-
nant des dictionnaires avec différents paramètres de régularisation (grille de paramètres) et
en observant les décalages temporels entre les ruptures obtenus dans les décompositions et
celles déterminés précédemment avec l’indice GMD.
Une fois ces paramètres fixés, la capacité des approches à expliquer les variations du PE
P300 est évaluée en apprenant les dictionnaires sur les signaux moyens de deux sessions et
en décomposant ensuite le signal moyen de la troisième sur ceux-ci. Cette évaluation est
réalisée en prenant comme session de test chacune des trois sessions et en moyennant les
résultats pour 20 apprentissages de dictionnaires.
La description des signaux moyens des deux classes d’essais (P300 et non P300) est ensuite
obtenue pour les deux approches en apprenant les dictionnaires sur les signaux moyens
des deux classes pour l’ensemble des sessions, puis en décomposant les grandes moyennes
(moyenne sur tous les essais) de chaque classe à l’aide des dictionnaires appris.
7.3.5 Résultats et discussion
La figure 7.4 présente la mesure de l’indice GEV obtenue pour les deux approches lorsque
le taille du dictionnaire appris augmente. Il apparait que l’extension proposée permet d’ex-
pliquer la variance du signal plus efficacement que le modèle classique des micro-états. Ce
résultat confirme l’hypothèse que nous avions faite auparavant et provient directement du
relâchement de la contrainte de parcimonie du modèle redondant étudié.
À noter pour la lecture de cette figure le fait que l’indice GEV est calculé sur des décompo-
sitions régularisées temporellement et donc prend des valeurs plus faibles que les valeurs de
la littérature présentées généralement pour des décompositions non contraintes. Le calcul
de l’indice GEV pour des décompositions non contraintes n’est pas possible pour le modèle
considéré étant donné que ni le nombre d’atomes actifs simultanément ni la taille du dic-
tionnaire redondant ne sont contraints directement dans le modèle.
Il est également interessant d’observer la représentation obtenue via cette approche pour
le potentiel évoqué étudié. Cette représentation est présentée dans la figure 7.5 pour les deux
approches comparées et les signaux moyens des deux classes.
Il est premièrement intéressant de noter que les deux approches font apparaître les
mêmes ruptures dans les signaux et que les zones de stabilité correspondent effectivement
aux instants où l’indice GFP est maximum.
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Figure 7.4 – Valeur de l’indice GEV pour la description du PE P300 à l’aide de décompo-
sitions régularisées temporellement sur des dictionnaires de micro-états.
Concernant le modèle classique, les micro-états extraits ressemblent fortement à ceux de
la littérature [137]. De plus, la séparation en deux parties du P300 est une caractéristique
connue de ce dernier qui a notamment été décrite dans [180]. Ainsi, l’approche considérée
pour les extraire (ODL+OMP+lissage) semble efficace et permet d’obtenir des résultats
conforment à ceux obtenus avec les algorithmes classiques d’extraction de micro-états.
En ce qui concerne le modèle étendu, la décomposition obtenue comporte plus d’activités
de faible durée et de ruptures que celle du modèle classique. Le modèle étendu prenant en
compte la possibilité de superposition des activités, il est possible de détecter les ruptures
entre celles-ci avec plus de finesse même lorsque les topographies de celles-ci sont similaires.
Cette caractéristique permet notamment de détecter des changements d’activités n’appa-
raîssant pas dans les évolutions de l’indice GFP. Pour le P300 par exemple, nous pouvons
observer qu’il est composé dans cette décomposition de 4 activités. Les deux atomes les plus
marqués (coefficients plus forts pour le 4 et le 6) ressemblent fortement aux atomes extraits
dans le modèle classique mais deux autres atomes sont activés également avec des coeffi-
cients plus faibles. Les intervalles temporels d’activités de ces atomes n’étant pas disjoints,
le modèle classique ne peut les faire apparaître.
7.4 Conclusion
Dans ce chapitre nous nous sommes intéressés au modèle des micro-états et à la manière
dont il peut être étendu naturellement à l’aide d’une représentation redondante.
Un modèle des micro-états étendu a été premièrement proposé pour cela. Ce modèle présente
deux différences majeures avec le modèle classique des micro-états :
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Figure 7.5 – Description du PE P300 à l’aide du modèle des micro-états. La colonne de
gauche correspond au PE P300 et celle de droite à la réponse standard aux flashs lumineux.
Dans chaque colonne : en haut, l’évolution de l’indice GFP est présentée, au centre, la
matrice de décomposition pour le modèle des micro-états et en bas, cette même matrice
pour une décomposition avec le modèle étendu. Les 144 points de mesure correspondent
aux 600 milisecondes après stimulus.
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— il autorise les topographies des signaux EEG à être représentées par des combinaisons
linéaires d’atomes (relâchement de la contrainte de parcimonie),
— le nombre d’atomes possibles n’est pas limité à la taille des topographies (nombre
d’électrodes).
Nous avons ensuite proposé pour le problème d’apprentissage de dictionnaires associé à ce
modèle une stratégie d’optimisation fondée sur l’algorithme d’apprentissage online proposé
dans [149]. L’étape de décomposition parcimonieuse de cette approche est remplacée par
l’algorithme MultiSSSA développé dans le chapitre précédent afin d’effectuer une régulari-
sation temporelle permettant d’obtenir des matrices de coefficients constantes par morceaux.
L’approche développée a finalement été évaluée sur des signaux synthétiques puis illus-
trée sur données réelles à travers l’analyse du potentiel évoqué P300. L’évaluation sur don-
nées artificielles a permis de mettre en avant l’intérêt de la régularisation temporelle pour
l’apprentissage du dictionnaire ainsi que l’intérêt du relâchement de la contrainte de par-
cimonie. L’application de cette approche pour l’analyse du PE P300 a permis ensuite de
mettre en avant la souplesse du modèle proposé ainsi que sa capacité à expliquer la variance
des signaux et à faire apparaître leurs ruptures même lorsque les activités des atomes ne
sont pas disjointes temporellement.
L’approche proposée semble permettre une description plus fine des phénomènes appa-
raissant dans les EEG. Néanmoins, afin de s’assurer que cette décomposition reflète réelle-
ment les phénomènes neurophysiologiques sous-jacents une validation sur plusieurs sujets
devra être envisagée dans de futurs travaux.
7.5 Pistes d’amélioration
Nous proposons maintenant deux pistes d’amélioration du modèle étudié ainsi que des
idées d’heuristiques pouvant améliorer l’algorithme d’apprentissage du dictionnaire. La pre-
mière piste considère l’intégration de la mesure de l’indice GFP dans l’apprentissage et la
seconde l’incorporation d’une régularisation spatiale permettant l’obtention d’atomes plau-
sibles physiologiquement. Ces extensions du modèle ne sont pas incompatibles et peuvent
être considérées simultanément. Leur principal inconvénient réside dans l’ajout de para-
mètres supplémentaires dont les valeurs peuvent être difficile à choisir. En ce qui concerne
l’algorithme d’apprentissage, nous discuterons dans la suite d’heuristiques permettant de
régler d’une part le degré de parcimonie des décompositions et d’autre part de contrôler les
éléments de mémoire de l’algorithme.
7.5.1 Prise en compte de l’indice GFP
L’indice GFP d’un signal présente des valeurs élevées dans les intervalles où celui-ci
possède des topographies stables, ce qui en fait une mesure importante pour le modèle des
micro-états. Les instants correspondant à des maximums de cette mesure sont ceux associés
avec les topographies les moins bruitées et sont donc ceux utilisés en priorité pour apprendre
une représentation. C’est la raison pour laquelle les algorithmes décrits dans [166] tentent de
146 Chapitre 7. Extension du modèle des micro-états
maximiser l’indice GEV qui est une mesure de la variance expliquée pondéré par les valeurs
du GFP, donnant ainsi une importance plus grande à la représentation des topographies
associées à ces maximums.
Il semble par conséquent naturel de vouloir faire de même dans notre extension en pondérant
l’importance de la bonne approximation des topographies en fonction de l’indice GFP. Pour
cela, le problème d’optimisation que nous avons introduit plus haut peut être modifié comme
suit :




‖(Y k − ΦXk)D‖2F + λ‖Xk‖1 + µ‖XkP‖1
t.q. ∀i ∈ {1, . . . , NΦ} ‖Φ(i)‖22 ≤ 1
avec D une matrice diagonale de pondération dont les éléments dépendent de la valeur du
GFP à chaque instant :
∀i ∈ {1, . . . , T}, D(i, i) = f(GFP (Y (i))),
f réglant l’influence de l’indice GFP sur l’apprentissage. Dans un premier temps, la fonction
identité peut être envisagée pour f .
Dans un tel problème d’optimisation, les erreurs d’approximation obtenues sur les topogra-
phies ayant une valeur élevée du GFP pénalise le coût plus fortement que les autres et sont
donc diminuées en priorité, aboutissant ainsi à de meilleures approximations de celles-ci. La
minimisation de ce coût peut être effectuée via la même approche que celle proposée plus
haut, néanmoins certaines modifications des algorithmes considérés doivent être effectuées.
7.5.1.1 Décomposition parcimonieuse
Concernant la décomposition parcimonieuse, c’est la mise à jour primale du schéma
d’optimisation (voir section 6.3.1) qui doit être modifiée. Plus précisément, c’est la mise
à jour de X (équation 6.5) qui doit être adaptée, la différenciation de l’expression étant
différente. Ainsi, en utilisant les mêmes notations que celle de la section 6.3.1, soit H la
fonction matricielle définie par :
H = ‖(Y − ΦX)D‖2F +
µ1
2
‖X −Ai +DiA‖2F +
µ2
2




H = 2ΦTΦXDDT +X(µ1INΦ + µ2PP
T )
− 2ΦTY DDT + µ1(DiA −Ai) + µ2(DiB −Bi)P T .
Le minimum Xˆ de H peut alors être obtenu en résolvant ddXH(Xˆ) = 0. L’équation obtenue
rentre dans le cadre des équations de Sylvester généralisées :
AXB +XC = M,
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avec A = 2ΦTΦ, B = DDT , C = µ1INΦ + µ2PP
T et M = 2ΦTY DDT + µ1(Ai −DiA) +
µ2(B
i −DiB)P T .
B est une matrice diagonale donc les valeurs sont les valeurs aux carrés de D :
∀i ∈ {1, . . . , T}, B(i, i) = D(i, i)2.
Lorsque les éléments diagonaux de D ne sont pas nuls (caractéristique qui dépend de la
fonction f), B est inversible avec pour inverse une matrice diagonale :
∀i ∈ {1, . . . , T}, B−1(i, i) = 1
D(i, i)2
.
Le problème ci-dessus peut alors être transformé en un problème de Sylvester classique :
AX +XCB−1 = MB−1
Les matrices A et CB−1 étant toujours symétriques réelles, la résolution de ce dernier
problème peut être effectuée via l’approche décrite dans l’annexe A.
Dans le cas où certains des éléments de D sont nuls, le problème d’optimisation défini plus
haut peut être modifié en supprimant les colonnes de Y (et donc de X) correspondantes
aux éléments nuls de D et résolu avec la même approche.
7.5.1.2 Mise à jour du dictionnaire
L’étape de mise à jour du dictionnaire choisie plus haut doit également être adaptée. Le
problème d’optimisation à résoudre pour cette mise à jour s’écrit maintenant :




‖(Y k − ΦXk)D‖2F t.q. ∀i ∈ {1, . . . , NΦ} ‖Φ(i)‖22 ≤ 1 .
De la même façon que précédemment, il est possible de reformuler ce problème en considé-
rant les matrices B¯ et C¯ suivantes :
B¯j+1 = B¯j +XkDDTXk
T
,
C¯j+1 = C¯j + Y kDDTXk
T
.
Le problème à résoudre est alors le même que celui présenté plus haut :
Φj+1 = arg min
Φ
Tr(ΦTΦB¯j+1)− 2Tr(ΦT C¯j+1)
t.q. ∀i ∈ {1, . . . , NΦ} ‖Φ(i)‖22 ≤ 1 ,
est peut donc être résolu de la même façon.
Ainsi, seul le calcul des matrices mémorisant les anciennes décompositions diffère pour la
résolution de ce nouveau problème.
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7.5.2 Régularisation spatiale des atomes
Afin de guider l’apprentissage proposé vers une solution physiologiquement plausible, la
mise en place d’une régularisation spatiale appliquée aux atomes peut être envisagée.
De la même façon que pour la régularisation spatiale considérée pour une décomposition
temporelle et décrite dans le chapitre 4, il est possible ici d’imposer une régularité aux atomes
appris à l’aide d’une régularisation de lissage. Le problème d’apprentissage de dictionnaire
s’écrit alors :




‖Y k − ΦXk‖2F + λ‖Xk‖1 + µ‖XkP‖1 + η‖ΦTL‖2F
t.q. ∀i ∈ {1, . . . , NΦ} ‖Φ(i)‖22 ≤ 1
avec L une matrice de régularisation encodant l’a priori de régularité spatiale (opérateur
laplacien par exemple) et η le paramètre de régularisation associé.
Cette contrainte n’affecte pas l’étape de décomposition parcimonieuse des signaux mais la
méthode effectuant la mise à jour du dictionnaire doit être adaptée pour la prendre en
compte. En conservant les structures de mémoire utilisées dans l’approche précédente, le
problème d’optimisation à résoudre pour cette mise à jour est maintenant le suivant :
Φj+1 = arg min
Φ
Tr(ΦTΦBj+1)− 2Tr(ΦTCj+1) + η‖ΦTL‖2F
t.q ∀i ∈ {1, . . . , NΦ}, ‖Φ(i)‖22 ≤ 1 .
Cette minimisation est réalisable de manière exacte via la résolution de l’équation de Syl-
vester (obtenue après différentiation du coût) suivante :
ΦBj+1 + ηLLTΦ = Cj+1,
dont une méthode de résolution est présentée dans A. Où en adaptant l’algorithme de
descente par bloc proposé dans [149] :
Descente : u =
1
B(j, j) + η(LLT )(j, j)
(C(j)− ΦB(j)− ηLLTΦ(j)) + Φ(j)
Normalisation : Φ(j) =
1
max(1, ‖u‖2)u
7.5.3 Amélioration de l’ODL
Nous proposons maintenant des améliorations de l’algorithme d’apprentissage pouvant
être intéressantes pour notre application, mais également dans un cadre plus général. Ces
améliorations concernent la gestion de la parcimonie et la gestion de la mémoire aux cours
des itérations.
Gestion de la parcimonie. Au cours de nos expériences sur données artificielles, nous
avons observé les évolutions de la distance entre le dictionnaire utilisé pour créer les signaux
et le dictionnaire en cours d’apprentissage.
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Nous avons remarqué qu’une parcimonie forte dans les décompositions permettait d’amé-
liorer l’apprentissage du dictionnaire dans les premiers cycles (boucle sur l’ensemble des
signaux) mais qu’ensuite l’apprentissage « stagnait ». Au contraire, avec une parcimonie
moins forte, l’apprentissage est moins rapide au démarrage, mais arrive parfois (quand il
ne tombe pas dans un minimum local avant) à s’approcher plus de la solution que celle
obtenue avec une parcimonie forte. Cela peut s’expliquer par un meilleur apprentissage des
composantes principales des signaux avec une parcimonie forte et un meilleur apprentissage
des détails (composantes plus faibles) de ces signaux lorsque la parcimonie est plus faible.
Ainsi, une heuristique faisant évoluer la parcimonie des décompositions au cours des itéra-
tions en modifiant le paramètre de régularisation associée peut être envisagée de manière à
assurer une parcimonie forte dans les premiers cycles, puis une parcimonie de plus en plus
faible.
Considérons par exemple que nous souhaitons obtenir un dictionnaire sur lequel les signaux
ont une parcimonie correcte (celle supposée pour la classe de signaux considérée) lorsque la
décomposition est effectuée avec λ = λˆ et que λ¯ est la valeur de λ limite au-dessus de laquelle
la décomposition d’un signal (de l’ensemble étudié) donne une matrice de décomposition
nulle. Une heuristique linéaire simple pourrait alors s’écrire :
λ(t) = λˆ(t− ti) + λ¯(t− tf )
ou t représente une variable d’avancement de l’apprentissage progressant entre les valeurs ti
(initiale) et tf (finale), comme le nombre d’itérations ou de cycle déjà effectués ou alors une
variable déterminée par exemple en fonction de la stabilité du dictionnaire courant entre
deux itérations (cette stabilité devenant plus forte lorsque l’apprentissage progresse).
Gestion de la mémoire. Concernant la mémoire de l’algorithme, elle est présente dans
le dictionnaire lui-même ainsi que dans les matrices B et C. Or, les contributions des an-
ciennes décompositions aux matrices B et C ne sont plus pertinentes pour la mise à jour du
dictionnaire courant lorsqu’elles ont été effectuées avec un dictionnaire très éloigné de celui-
ci. Par conséquent, une stratégie peut être mise en place pour supprimer les contributions
trop anciennes. Dans notre cas, comme nous l’avons expliqué plus tôt, après le premier cycle,
à chaque décomposition effectuée, la contribution de la décomposition la plus ancienne est
supprimée. Les matrices B et C sont donc constituées des K dernières contributions.
Afin d’améliorer cela, une heuristique de gestion de la mémoire basée sur la distance entre
le dictionnaire courant et les précédents dictionnaires pourrait permettre de ne conserver




Nous concluons maintenant ce document en effectuant un rappel du déroulement de
l’étude et des contributions effectuées pendant cette thèse, avant de considérer les perspec-
tives ouvertes ainsi que les travaux envisageables afin de la prolonger.
8.1 Déroulement de l’étude et contributions
Cette thèse s’est attachée à l’étude de représentations redondantes pour les signaux
EEG.
Une étude bibliographique détaillée des applications ainsi que des méthodes d’analyse de
ces signaux a été effectuée dans un premier temps. Celle-ci a permis de mettre en évidence
l’intérêt de ce type de représentations pour leur étude, ces approches étant trés flexibles et
permettant une description précise des signaux (en plus de leur interêt pour la résolution
du problème inverse).
Nous nous sommes ensuite intéressés de manière approfondie à ces représentations à tra-
vers une seconde étude bibliographique. La flexibilité de ces approches fait apparaître un
problème mal posé pour l’obtention de telles représentations. Des contraintes de parcimonie
sont généralement choisies pour y remédier et nous avons donc étudié les caractéristiques
théoriques de telles décompositions et passé en revue les algorithmes liés à celles-ci. La
dernière partie de cette étude bibliographique a enfin été consacrée à l’application de ces
méthodes aux signaux EEG, et les différentes approches de la littérature ont été passées en
revue.
Ces études nous ont conduit à centrer nos travaux sur la conception de régularisations
pour la décomposition de signaux EEG sur des dictionnaires redondants ; ces contraintes
étant très importantes pour l’obtention de représentations stables de ces signaux. Plus spé-
cifiquement, nous avons choisi de créer ces régularisations pour la réalisation de décomposi-
tions dans l’espace des électrodes n’utilisant qu’un seul enregistrement du phénomène étudié
(« single-trial »), ces choix ayant été effectués notamment dans l’optique d’une application
de ces décompositions pour la conception d’interfaces cerveau-machine. Ces régularisations
ont été conçues dans le but d’obtenir des décompositions plausibles physiologiquement et
sont fondées sur les caractéristiques spatiales et temporelles supposées de ces signaux.
Pour une décomposition temporelle régularisée spatialement, nous avons ainsi proposé une
régularisation permettant l’obtention de décompositions plausibles en prenant en compte la
régularité des topographies des activités cérébrales de même que la localisation des maxima
de ces topographies. Des algorithmes ont ensuite été développés pour la résolution du pro-
blème de décomposition associé sous ses formes `0 et `1. Ces méthodes ont été validées sur
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des données artificielles réalistes puis appliquées dans un contexte discriminatif à la détec-
tion de potentiels évoqués PE P300. Cette approche s’est révélée efficace pour un choix plus
consistant des atomes du dictionnaire temporel et intéressantes pour une meilleure compré-
hension des phénomènes étudiés.
La régularisation temporelle que nous proposons ensuite se fonde sur le modèle des micro-
états et plus particulièrement sur l’hypothèse consistant à supposer que les suites de topo-
graphie des signaux EEG présentent des changements brusques et donc une évolution par
blocs. Le problème d’optimisation `1 associé à cette régularisation rentre dans le cadre des
décompositions régularisées en analyse dans un cadre multidimensionnel. Afin de pouvoir
effectuer rapidement ce type de décompositions, nous avons proposé alors dans un contexte
plus général non lié aux signaux EEG un algorithme primal-dual fondé sur le schéma d’opti-
misation du « split Bregman » pour sa résolution. L’algorithme développé s’est montré plus
rapide que les algorithmes de la littérature. Cet algorithme a été validé dans un premier
temps sur des signaux synthétiques, pour lesquels, la régularisation considérée s’est révélée
plus efficace que d’autres régularisations classiques dans le recouvrement des composantes
d’un signal respectant l’hypothèse d’évolution par blocs. Puis, dans un second temps, l’in-
térêt du modèle a été illustré sur des signaux EEG réels pour la détection de P300, en
considérant pour la régularisation en analyse le dual d’un dictionnaire composé de topogra-
phies réalistes afin de guider les décompositions vers des composantes plausibles.
Enfin, nous avons proposé une extension du modèle des micro-états grâce à cette dernière
régularisation et à l’algorithme conçu pour effectuer la décomposition associée. Cette ex-
tension se fonde sur un apprentissage de dictionnaire spatial et permet une description plus
fine des signaux en autorisant notamment l’activité simultanée de plusieurs atomes. Notre
approche a été illustrée sur des signaux EEG réels pour l’extraction des états composant le
potentiel évoqué P300.
8.2 Perspectives et travaux futurs
Il est possible d’envisager à partir de ces travaux de futures études permettant d’étendre
les approches développées ici ou bien de les utiliser dans d’autres contextes. Nous en décri-
vons ici quelques-unes.
8.2.1 Apprentissage de dictionnaire multicanal temporel invariant par
translation
Nous avons déja évoqué dans la section 3.5.2.4 une étude ayant appliqué un algorithme
d’apprentissage de dictionnaires invariant par translation aux signaux EEG mais pour un
modèle multivarié dans lequel les atomes sont bi-dimensionnelles (section 3.5.2.1). Après
l’étude effectuée dans le chapitre 5, il semble naturel d’envisager cet apprentissage en multi-
canal afin de comparer les dictionnaires appris avec ces deux approches. Les régularisations
spatiales proposées étant utilisées pour guider les décompositions des signaux vers des so-
lutions plausibles physiologiquement et permettant de guider l’apprentissage.
L’algorithme proposé pour l’apprentissage multivarié dans [16] est un algorithme « on-
line » alternant de façon classique entre la décomposition des signaux sur le dictionnaire
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et la mise à jour de ce dernier. Sa particularité réside dans l’utilisation de noyaux pouvant
être translatés sur toute la durée du signal pour la représentation de celui-ci, le dictionnaire
utilisé pouvant alors être vu comme la concaténation des différents noyaux translatés pour
chaque pas temporel. Afin de gérer l’ensemble de ces translations efficacement, les décom-
positions parcimonieuses sont réalisées à l’aide d’un algorithme de type OMP dans lequel le
critère de choix des atomes repose sur la corrélation croisée entre chaque noyau pour tous
les décalages temporels et le signal à décomposer, permettant à chaque itération le choix
d’un noyau et de la translation optimale de celui-ci pour la représentation du signal. La
mise à jour des noyaux est ensuite réalisée grâce à une descente de gradient.
L’adaptation de cet algorithme à un cas multicanal peut être réalisée directement en mo-
difiant l’algorithme de décomposition pour réaliser la corrélation croisée de chaque noyau
monodimensionnel pour tous les décalages temporels avec les canaux du signal.
Ainsi pour une telle décomposition, avec régularisation `2,0, soit un ensemble de Nψ noyaux
{Ψn,∀n ∈ {1, . . . , Nψ}} (Pas necessairement de même taille) dont toutes les translations
sont réunies dans Φ ∈ RT×TNΨ , à l’itération i le choix des atomes peut être réalisé pour un
résidu U i en résolvant le problème suivant :
arg min
x,j,v









où l’on note Ψvj = Φ(v + T (j − 1)) l’atome du dictionnaire Φ correspondant au noyau j
translaté de v pas temporels. La résolution de ce problème peut être facilitée par le calcul
de la corrélation croisée entre les noyaux et les canaux du résidu qui peut être effectué
rapidement par un produit de convolution grâce à l’algorithme classique TFR (« transformée
de fourier rapide »). Une fois les atomes choisis, la projection sur ceux-ci est réalisée de la
même façon que dans l’algorithme SOMP.
Lorsqu’une régularisation spatiale est considérée, nous avons vu dans le chapitre 5 que le
choix des atomes pour la décomposition associée est effectué en modifiant la norme utilisée
grâce à la matrice Q = (IC + LLT )−1 (pour une matrice de régularisation spatiale L). En
appliquant cela ici, le problème devient :
arg max
j,v




Comme précédemment, le calcul de la corrélation croisée entre le résidu et les noyaux permet
d’obtenir la solution de ce problème rapidement même si cette fois-ci la norme quadratique
‖.‖QT doit être appliquée ensuite sur le résultat de cette corrélation. La projection sur les
atomes peut ensuite être réalisée comme décrit dans le chapitre 5.
L’adaptation de la régularisation du « Latent Group Lasso » dans ce cadre est plus complexe
mais est réalisable avec le même type de méthode.
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La mise à jour des noyaux n’est pas impactée par le passage à un modèle multicanal où les
régularisations et peut être réalisée par une descente de gradient comme dans l’algorithme
initial.
Il pourrait s’avérer par exemple intéressant d’appliquer cette approche à l’apprentissage
des composantes du PE P300 et de les comparer avec celles apprises à l’aide de l’algorithme
multivarié.
8.2.2 Comparaison de modèles de régularisation spatiale
Plusieurs types de régularisation peuvent être envisagés pour l’obtention de décompo-
sitions sur des dictionnaires temporels plausibles physiologiquement. Nous avons proposé
dans le chapitre 5 différentes régularisations spatiales fondées sur des hypothèses de locali-
sation spatiale des activités cérébrales et de régularité des topographies associées. À partir
des mêmes hypothèses, d’autres modèles de régularisation sont possibles.
Parmi ceux-ci, il nous semble intéressant d’en étudier tout particulièrement deux utilisant
un dictionnaire spatial d’atomes gaussien 2D noté ici Φs. Une visualisation de quelques
atomes d’un tel dictionnaire est présentée dans la figure 8.1.
Le respect des hypothèses rappelées plus haut par les composantes obtenues durant une dé-
Figure 8.1 – Exemple d’atomes gaussiens 2D de Φs (pour différents rayons de variance).
composition peut être assuré directement à l’aide d’un modèle de décomposition impliquant
deux dictionnaires comme nous l’avons déjà évoqué dans la section 3.5.2.1. Les composantes
de décomposition sont alors des atomes spatio-temporels de rang 1 obtenus par multipli-
cation d’atomes temporels et d’atomes spatiaux. Le dictionnaire spatial peut alors être vu
comme une régularisation spatiale imposant des topographies strictes aux composantes. Le
problème d’optimisation associé pour un signal Y et un dictionnaire temporel Φ s’écrit alors
(sous forme `1) :
Xˆ = arg min
X
‖Y − ΦXΦs‖2F + λ‖X‖1,
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et peut être résolu sans études supplémentaires en adaptant par exemple l’algorithme FISTA
ou bien avec une approche gloutonne de manière similaire à l’algorithme OMP en choisissant
à chaque itération les atomes temporels et spatiaux les plus adaptés (à l’aide d’un produit
scalaire matriciel).
Cette structure spatiale des composantes peut être également obtenue lorsque ce dic-
tionnaire gaussien est utilisé dans un terme de régularisation en analyse comme celui utilisé
pour le Fused-Lasso multidimensionnel considéré dans le chapitre 6. Le problème de décom-
position s’écrit alors :
Xˆ = arg min
X
‖Y − ΦX‖2F + λ‖XΦ∗s‖1.
avec Φ∗s une estimation du dual du dictionnaire spatial Φs : par exemple Φ∗s = Φ
†
s. La résolu-
tion d’un tel problème est réalisable via le schéma d’optimisation proposé dans le chapitre 6.
Par conséquent, il serait intéressant de comparer ces régularisations afin notamment de
déterminer leur efficacité pour le recouvrement des composantes sous-jacentes des signaux
EEG.
8.2.3 Décompositions parcimonieuses discriminantes
Dans le cadre des interfaces cerveau-machine, les représentations parcimonieuses uti-
lisant un dictionnaire redondant pourrait permettre de séparer efficacement les activités
cérébrales d’un individu.
Nous avons déjà vu dans le chapître 5 que le taux de détection des potentiels évoqués P300
pouvait être augmenté grâce à une telle représentation, particulièrement lorsque le choix
des atomes et des coefficients est amélioré grâce à des régularisations tenant compte des
propriétés des signaux EEG.
De plus, ces dernières années, de nombreuses études se sont intéressées à l’obtention de
représentations parcimonieuses permettant de classifier efficacement des signaux. Nous ne
ferons pas une revue exhaustive ici mais le lecteur intéressé pourra trouver l’état de l’art
de ces représentations dans le chapitre 6 de [15]. Les méthodes développées pour ces re-
présentations proposent à la fois des approches permettant de guider les décompositions
des signaux vers des ensembles de coefficients discriminants sur des dictionnaires fixes mais
aussi des approches d’apprentissage de dictionnaires discriminants.
L’incorporation de régularisations adaptées aux signaux EEG dans ces méthodes de re-
présentations parcimonieuses discriminantes pourrait être très efficace pour la classification
de ces signaux. De plus, ce type d’approches pourrait aboutir à des représentations inter-
prétables pouvant permettre une meilleure compréhension des mécanismes cérébraux et de
leurs contributions à l’activité électrique capturée dans les signaux EEG.
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Représentations redondantes
pour les signaux d’électroencéphalographie
Yoann Isaac
Résumé : L’électroencéphalographie permet de mesurer l’activité du cerveau à partir des
variations du champ électrique à la surface du crâne. Cette mesure est utilisée pour le
diagnostic médical, la compréhension du fonctionnement du cerveau ou dans les systèmes
d’interface cerveau-machine. De nombreux travaux se sont attachés au développement de
méthodes d’analyse de ces signaux en vue d’en extraire différentes composantes d’intérêt,
néanmoins leur traitement pose encore de nombreux problèmes.
Cette thèse s’intéresse à la mise en place de méthodes permettant l’obtention de représen-
tations redondantes pour ces signaux. Ces représentations se sont avérées particulièrement
efficaces ces dernières années pour la description de nombreuses classes de signaux grâce à
leur grande flexibilité. L’obtention de telles représentations pour les mesures EEG présente
certaines difficultés du fait d’un faible rapport signal à bruit des composantes recherchées.
Nous proposons dans cette thèse de les surmonter en guidant les méthodes considérées vers
des représentations physiologiquement plausibles des signaux EEG à l’aide de régularisa-
tions. Ces dernières sont construites à partir de connaissances a priori sur les propriétés
spatiales et temporelles de ces signaux. Pour chacune d’entres elles, des algorithmes sont
proposés afin de résoudre les problèmes d’optimisation associés à l’obtention de ces repré-
sentations. L’évaluation des approches proposées sur des signaux EEG souligne l’efficacité
des régularisations proposées et l’intérêt des représentations obtenues.
Mots clés : électroencéphalographie, représentation redondante, régularisation, dé-





The electroencephalography measures the brain activity by recording variations of the
electric field on the surface of the skull. This measurement is usefull in various applications
like medical diagnosis, analysis of brain functionning or whithin brain-computer interfaces.
Numerous studies have tried to develop methods for analyzing these signals in order to
extract various components of interest, however, none of them allows to extract them with
sufficient reliabilty.
This thesis focuses on the development of approaches considering redundant (overcomo-
plete) representations for these signals. During the last years, these representations have
been shown particularly efficient to describe various classes of signals due to their flexi-
bility. Obtaining such representations for EEG presents some difficuties due to the low
signal-to-noise ratio of these signals.
We propose in this study to overcome them by guiding the methods considered to physiolo-
gically plausible representations thanks to well-suited regularizations. These regularizations
are built from prior knowledge about the spatial and temporal properties of these signals.
For each regularization, an algorithm is proposed to solve the optimization problem allo-
wing to obtain the targeted representations. The evaluation of the proposed EEG signals
approaches highlights their effectiveness in representing them.





Les régularisations mises en place pour les différents modèles de décompositions étudiés
agissent sur les colonnes de la matrice de décomposition. Les développements mathéma-
tiques utilisés pour la résolution des problèmes d’optimisation associés aux décompositions
correspondantes aboutissent alors à des équations matricielles (en X) ayant la forme sui-
vante :
AX +XB = C
avec X ∈ Rn,m, A ∈ Rn,n, B ∈ Rm,m et C ∈ Rn,m.
Celle-ci est nommée équation de Sylvester et apparaît notamment dans l’étude des systèmes
dynamiques. Sans informations supplémentaires sur les matrices A, B et C, résoudre une
équation de Sylvester peut nécessiter de lourds calculs, particulièrement pour des matrices
de grandes dimensions. Une solution sous forme fermée peut être dérivée de la formulation
vectorielle du problème :
(Im ⊗ A + BT ⊗ In)vect(X) = vect(C) ,
où ⊗ est le produit de Kronecker, In la matrice identité de dimension n et vect(.) l’opérateur
de vectorisation. Toutefois, cette formulation sous la forme d’un système linéaire de taille
nm × nm peut poser des problèmes (en temps et en mémoire nécessaire) de résolution
lorsque la taille des matrices est grande. Ainsi, l’algorithme de Bartels–Stewart [14] est
souvent privilégié à la résolution directe du système linéaire précédent.
Lors de la résolution des problèmes de décomposition qui nous occupe, la structure des
matrices impliquées facilite la résolution de ce problème. Les matrices A et B apparaissant
pour nos problèmes d’optimisation sont en effet symétriques réelles et rentrent dans le cadre
de la proposition qui suit.
Proposition 1. Soit A et B deux matrices symétriques réelles. Résoudre en X l’équation
de Sylvester AX +XB = C revient à résoudre en X ′ le système diagonal suivant :
DAX
′ +X ′DB = C ′ , (A.1)
où
A = FDAF
T , B = GDBG
T , (A.2)
X ′ = F TXG, C ′ = F TCG .
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Démonstration. A et B étant des matrices symétriques réelles, elles sont diagonalisables
dans des bases orthogonales (F et G) Eq. (A.2). L’équation de Sylvester peut alors être
réécrite comme suit :
FDAF
TX +XGDBG
T = M ,
et l’application des propriétés d’orthogonalités de F et G permet d’obtenir la proposition
précédente.
La résolution du système diagonal obtenu peut alors être réalisée comme suit :
∀i ∈ {1, . . . ,m} Xˆ ′(i) = (DA +DB(i, i)In)−1C ′(i)
avec Xˆ ′ la solution du problème diagonal.
De façon équivalente, nous avons :
∀j ∈ {1, · · · , n}, ∀i ∈ {1, · · · ,m},
(DA(i, i) +DB(j, j)) Xˆ
′(i, j) = C ′(i, j), (A.3)
et la solution peut être calculée via l’expression suivante :
Xˆ ′ = C ′ O, (A.4)
où  correspond à une division terme à terme et
O(j, i) = DA(j, j) +DB(i, i) . (A.5)
La solution Xˆ de l’équation de Sylvester présentée plus haut est alors obtenue par :
Xˆ = FXˆ ′GT .
Cette inversion n’est possible que lorsque O ne contient pas d’éléments nuls et donc lorsque
les ensembles de valeurs propres des matrices A et B ne contiennent pas d’éléments opposés.
En fait, dans un cadre plus général (matrices A et B quelconques), il est possible de montrer
que l’équation de Sylvester possède une unique solution seulement lorsque cette condition
est respectée, ce qui est toujours le cas dans les problèmes d’optimisations associés aux
décompositions que nous étudions ici.
Annexe B
Problème direct
Nous nous interessons ici à la relation présente entre l’activité électrique des sources
cérébrales et les mesures de cette activité obtenues sur les électrodes. Il est possible de
montrer que sous certaines hypothèses cette relation peut être approchée par un modèle
linéaire. Pour cela nous suivons ici le raisonnement décrit dans [23] 1.
Localement, soit B le champ magnétique et j la densité volumique du courant, l’équation
de Maxwell-Ampère (sous hypothèse quasi-statique) s’écrit :
rot(B) = µ0j
où rot est l’opérateur rotationnel et µ0 la perméabilité magnétique du vide. De plus, pour
un champ électrique E, la loi d’Ohm s’écrit localement : j = σE avec σ la conductivité
du milieu considéré et le potentiel électrique est défini par ∇V = −E. Il est alors possible
d’écrire l’équation de Poisson :
div(rot(B)) = µ0div(j) = µ0div(σE)




avec div l’opérateur de divergence.
Soit y ∈ RC le vecteur des potentiels électriques mesurés sur un ensemble de C électrodes. Le
potentiel électrique y(j) = V (x) mesuré sur la j-ième électrode placée en x peut s’exprimer




où g correspond au champ de sensibilité.
En choisissant un ensemble de S dipôles représentant des sources ponctuels placés aux
positions {ri, i ∈ {1, . . . , S}} réparties uniformément dans le cerveau (correspondant à des






1. Exceptionnelement ici, afin de conserver les noms classiques des variables physiques, les lettres ma-
juscules en gras correspondent à des vecteurs.
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avec q(ri) ∈ R3 le moment dipôlaire associé au dipôle placé en ri.
Pour une matrice de gainG = [g(r1)(1),g(r1)(2),g(r1)(3), . . . ,g(rS)(1),g(rS)(2),g(rS)(3)] ∈
RC×3S et q¯ = [q(r1), . . . ,q(rS)]T ∈ R3S un vecteur où sont concaténés les moments dipô-
laires, cette expression s’écrit de manière matricielle :
y = G q¯.
Dans le cas d’un modèle de tête sphérique, une solution analytique existe pour le calcul
de la matrice de gain G. Ce modèle étant peu précis, un modèle réaliste lui est souvent
préféré. Le calcul de la matrice de gain peut alors être effectué de manière numérique [163]
par la méthode des éléments finis de frontière (« Boundary Element Method » (BEM)) ou
la méthode des éléments finis (« Finite Element Method » (FEM)).
Annexe C
Convergence du Multi-SSSA
La preuve de la convergence de l’approche proposée dans le chapitre 6 est présentée ici.
Rappelons dans un premier temps le problème d’optimisation considéré :
min
X
‖Y − ΦX‖2F + λ1‖X‖1 + λ2‖XP‖1 .
Ainsi que le schéma d’optimisation proposé :
Xi+1 = arg min
X∈RNΦ×T
‖Y − ΦX‖2F +
µ1
2




















Nous suivons ici l’analyse de convergence de Osher et al [35] en l’adaptant à notre cas.
Plus précisément nous démontrons le théorème suivant :
Théorème 6. Sous l’hypothèse de positivité des paramètres du schéma λ1 ≥ 0, λ2 ≥ 0,
µ1 > 0 et µ2 > 0, nous avons :
lim
i→∞
‖Y − ΦXi‖2F + λ1‖Xi‖1 + λ2‖XiP‖1
=‖Y − ΦXˆ‖2F + λ1‖Xˆ‖1 + λ2‖XˆP‖1 (C.1)
dans lequel Xˆ est une solution du problème.
Lorsque ce problème possède une unique solution, nous pouvons déduire de la convexité de
la fonction E(X) = ‖Y −ΦX‖2F +λ1‖X‖1 +λ2‖XP‖1 et de Eq. (6.13) le résultat suivant :
lim
i→∞
Xi = Xˆ . (C.2)
Prenons pour hypothèse que nos paramètres sont positifs : λ1 ≥ 0, λ2 ≥ 0, µ1 > 0 et µ2 > 0.
La condition d’optimalité du premier ordre des sous-problèmes convexes du schéma permet
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d’écrire :
0 = (2ΦTΦ + µ1I)X
i+1 + µ2X
i+1PP T
− 2ΦTY + µ1(DiA −Ai) + µ2(DiB −Bi)P T ,
0 = λ1Q
i+1
A − µ1(DiA −Ai+1 +Xi+1),
0 = λ2Q
i+1









où Qi+1A ∈ ∂‖Ai+1‖1 et Qi+1B ∈ ∂‖Bi+1‖1.
De plus, la convexité du problème principal assure l’existence d’une solution Xˆ respectant
les conditions KKT. Le lagrangien L de notre problème peut donc être écrit comme suit :
L = ‖Y − ΦX‖2F + λ1‖X‖1 + λ2‖XP‖1,
et ∃Xˆ tel que
0 =− 2ΦT (Y − ΦXˆ) + λ1QˆA + λ2QˆBP T , (C.4)
Aˆ = Xˆ, and Bˆ = XˆP,
où QˆA ∈ ∂‖Aˆ‖1 et QˆB ∈ ∂‖Bˆ‖1.
La solution est un point fixe du schéma d’optimisation et vérifie :
0 = (2ΦTΦ + µ1I)Xˆ + µ2XˆPP
T − 2ΦTY
+ µ1(DˆA − Aˆ) + µ2(DˆB − Bˆ)P T ,
0 = λ1QˆA − µ1(DˆA − Aˆ+ Xˆ),
0 = λ2QˆB − µ2(DˆB − Bˆ + XˆP ), (C.5)
DˆA = DˆA + (Xˆ − Aˆ),
DˆB = DˆB + (XˆP − Bˆ).
En soustrayant Eq. (C.5) à Eq. (C.3), le système d’équations précédent est conservé pour
les variables d’erreurs suivantes :
X˜i = Xi − Xˆ, A˜i = Ai − Aˆ, B˜i = Bi − Bˆ,
D˜iA = D
i
A − DˆB, D˜iB = DiB − DˆB
Q˜iA = Q
i
A − QˆA, Q˜iB = QiB − QˆB.
En réalisant maintenant le produit scalaire de la première ligne par X˜i+1, le produit
scalaire de la seconde ligne par A˜i+1, le produit scalaire de la troisième ligne par B˜i+1 et en
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prenant la norme de Frobenius au carré des deux dernières lignes le système suivant peut
être dérivé :
0 = 2‖ΦX˜i+1‖2F + µ1‖X˜i+1‖2F + µ2〈X˜i+1, X˜i+1PP T 〉
+ µ1(〈X˜i+1, D˜iA〉 − 〈X˜i+1, A˜i〉) + µ2(〈X˜i+1, D˜iBP T 〉 − 〈X˜i+1, B˜iP T 〉),
0 = λ1〈A˜i+1Q˜i+1A 〉 − µ1(〈A˜i+1D˜iA〉 − ‖A˜i+1‖2F + 〈A˜i+1, X˜i+1〉),
0 = λ2〈B˜i+1, Q˜i+1B 〉 − µ2(〈B˜i+1, D˜iB〉 − ‖B˜i+1‖2F + 〈B˜i+1, X˜i+1P 〉),
‖D˜i+1A ‖2F = ‖D˜iA‖2F + (‖X˜i+1‖2F + ‖A˜i+1‖2F
− 2〈X˜i+1, A˜i+1〉)− 2〈D˜iA, X˜i+1 − A˜i+1〉,
‖D˜i+1B ‖2F = ‖D˜iB‖2F + (‖X˜i+1P‖2F + ‖B˜i+1‖2F
− 2〈X˜i+1P, B˜i+1〉)− 2〈D˜iB, X˜i+1P − B˜i+1〉.
La sommation des trois premières équations et la réécriture des deux autres permet d’écrire
le système comme suit :
0 = 2‖ΦX˜i+1‖2F + µ1‖X˜i+1‖2F + µ2〈X˜i+1, X˜i+1PP T 〉
+ λ1〈A˜i+1, Q˜i+1A 〉+ λ2〈B˜i+1, Q˜i+1B 〉
+ µ1(〈X˜i+1, D˜iA〉 − 〈X˜i+1, A˜i〉 − 〈A˜i+1, D˜iA〉+ ‖A˜i+1‖2F − 〈A˜i+1, X˜i+1〉)
+ µ2(〈X˜i+1, D˜iBP T 〉 − 〈X˜i+1, B˜iP T 〉 − 〈B˜i+1, D˜iB〉+ ‖B˜i+1‖2F − 〈B˜i+1, X˜i+1P 〉),
〈D˜iA,X˜i+1 − A˜i+1〉 =
1
2
(‖D˜i+1A ‖2F − ‖D˜iA‖2F − ‖X˜i+1 − A˜i+1‖2F ),
〈D˜iB,X˜i+1P − B˜i+1〉 =
1
2
(‖D˜i+1B ‖2F − ‖D˜iB‖2F − ‖X˜i+1P − B˜i+1‖2F ).




(‖D˜1A‖2F − ‖D˜SA‖2F ) +
µ2
2





















‖X˜i+1P − B˜i+1‖2F + ‖X˜i+1P − B˜i‖2F + ‖BS‖2F ).
La norme ‖.‖1 étant convexe, les termes 〈A˜i, Q˜iA〉 et 〈B˜i, Q˜iB〉 sont positifs (∀i). Ainsi,
µ1, µ2, λ1 et λ2 étant non-négatifs, tous les termes de l’équation ci-dessus sont non-négatifs
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et nous avons :
µ1
2
(‖D˜1A‖2F + ‖A˜1‖2F ) +
µ2
2











‖X˜i+1 − A˜i‖2F +
µ2
2
‖X˜i+1P − B˜i‖2F .






〈A˜i+1, Q˜i+1A 〉 <∞,
∞∑
i=1
〈B˜i+1, Q˜i+1B 〉 <∞, (C.7)
∞∑
i=1
‖X˜i+1 − A˜i‖2F <∞,
∞∑
i=1
‖X˜i+1P − B˜i‖2F <∞, (C.8)
permettant d’obtenir le théorème 6. En effet, en considérant l’eq. (C.7) ainsi que les pro-
priétés de la distance de Bregman (Osher et al [35] eq. (3.16)) nous obtenons :
lim
i→∞
‖Ai‖1 − ‖Aˆ‖1 − 〈Ai − Aˆ, QˆA〉 = 0, (C.9)
lim
i→∞
‖Bi‖1 − ‖Bˆ‖1 − 〈Bi − Bˆ, QˆB〉 = 0, (C.10)
qui, combinées avec l’eq. (C.8) donne :
lim
i→∞
‖Xi‖1 − ‖Xˆ‖1 − 〈Xi − Xˆ, QˆA〉 = 0, (C.11)
lim
i→∞
‖XiP‖1 − ‖XˆP‖1 − 〈Xi − Xˆ, QˆBP T 〉 = 0, (C.12)
et qui finalement en prenant λ1 eq. (C.11) + λ2 eq. (C.12) et en utilisant la relation obtenue
dans l’eq. (C.4) permet d’écrire :
lim
i→∞
‖Xi‖1 − ‖Xˆ‖1 + ‖XiP‖1 − ‖XˆP‖1
− 〈Xi − Xˆ, 2ΦT (Y − ΦXˆ)〉 = 0. (C.13)
De plus, ‖ΦX˜i‖2F = 〈∇f(Xi) − ∇f(Xˆ), Xi − Xˆ〉 pour f(X) = ‖Y − ΦX‖2F . f étant
une fonction convexe, Eq. (C.6) associée à la propriété de la distance de Bregman utilisée
précédemment, permet d’obtenir :
lim
i→∞
‖Y − ΦXi‖2F − ‖Y − ΦXˆ‖2F
− 〈Xi − Xˆ,−2ΦT (Y − ΦXˆ)〉, (C.14)
qui, avec l’eq. (C.13) permet l’obtention du premier résultat du théorème.
lim
i→∞
‖Y − ΦXi‖2F + λ1‖Xi‖1 + λ2‖XiP‖1
=‖Y − ΦXˆ‖2F + λ1‖Xˆ‖1 + λ2‖XˆP‖1 = 0. (C.15)
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La seconde partie prend pour hypothèse l’existence d’un unique minimum du problème
précédent.
La fonction g(X) = ‖Y −ΦX‖2F + λ1‖X‖1 + λ2‖XP‖1 est convexe et continue. Par consé-
quent, lorsque g possède un unique minimum, nous avons :
lim
i→∞
g(Xi) = g(Xˆ)⇒ lim
i→∞
Xi = Xˆ. (C.16)
Pour la preuve de ce dernier point voir [35].
