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On the strong and very strong summability of orthogonal series 
L. L E I N D L E R 
1. Let {(¡£>„(x)} be an orthonormal system on the interval (0, 1). W e shall consider 
real orthogonal series 
(1.1) 2 C„<pn(x) with 
11=0 n=0 
By the Riesz—Fischer theorem series (1.1) converges in L2 to a square-integrable 
function f(x). Let us denote the partial sums of (1.1) by fn(x). 
As introductory sample results we recall the following theorems: 
T h e o r e m A (A. ZYGMUND [15]). If series (1.1) (C, \)-summable almost every-
where then it is also strongly (C, \)-summable almost everywhere, i.e. 
1 i k W - / W l 2 - 0 fl.e. 
n+l t=o 
T h e o r e m B (K . TANDORI [13]). If 
j? c2 log log2 n < °o 
n= 4 
then series (1.1) is very strongly (C, \)-summable on (0, 1) almost everywhere, i.e. 
1 
n + l k=0 
for any increasing sequence {vfc} of natural numbers on (0, 1) almost everywhere. 
T h e o r e m C (K. TANDORI [12]). There exist an orthonormal system {(pn(x)} 
and coefficients dn with 2 °° suc^ series 
n = 0 
2 dncpn(x) 
71 = 0 
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is strongly (C, \)-summable almost everywhere but it is nowhere very strongly (C, 1)-
summable. 
In other words Theorem C states that the strong (C, l)-summability does not 
imply the very strong (C, l)-summability, generally. 
The analogues of Theorems A and B for other summability methods have been 
proved individually. E.g. for Riesz-means J. MEDER [5] and L. LEINDLER [1], for 
(C, a>0)-means G. SUNOUCHI [11], for Euler-means H. SCHWINN [9] and for generali-
zed Abel-method L. LEINDLER [3] proved similar results. 
On the other hand. F. MÓRICZ [6] proved that for an arbitrary regular Toeplitz 
T-summability method it is not true that if series (1.1) is T-summable then it is strong-
ly T-summable, too. 
The Móricz's result gives a reason for writing of a new paper, namely in the pre-
sent paper we prove the analogues of Theorems A and B for a large class of general 
summability methods; and shall apply them to verify that the so-called generalized 
de la Vallée Poussin method also belongs to these summability methods. It will be 
easy to see that some of the above mentioned summability methods also belong to the 
class to be treated in Theorem 1. Roughly speaking one of the aims of the present 
paper is to verify that for a large class of summability methods the summability 
implies the strong summability for orthogonal series. 
We mention that H. SCHWINN [10] also investigated the latter problem, and 
proved a slightly sharper result, but his proof quite differs from our one. 
Theorem C shows that it cannot be expected that a general summability method 
should imply the very strong summability. But we shall show that if a coefficient-
condition, e.g. of the form 
n = 0 
implies the summability — as in Theorem B — then this condition will imply the 
very strong summability, too. 
Let a := (a n t ) be a positive regular Toeplitz-matrix satisfying the usual condi-
tions: « . ¿^0 ; lim a„,.=0 (k=0,1,...); lim j f a,lk = 1. W e say that yenes (1.1) 
is a-summable to f(x) if 
CO 
<*«(*) := 2 vnksk(x) -/(*) 
k=0 
almost everywhere; and it will be called strongly a-summable if 
* „ W := ¿ « J ^ W - Z W P - O 
*=o 
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almost everywhere ; and very strongly a-Summable if for any increasing sequence {vt} 
of natural numbers 
an |v; x\ := 2 «»k k v t ( * ) - / ( * ) l 2 - 0 
k=0 
holds almost everywhere. 
W e say that an a-summability method is an N(jim)-summability if there exists an 
increasing sequence {/¿m} o f natural numbers such that if series (1.1) is a-summable 
then s^ (x)^f(x) always holds almost everywhere, i.e. the convergence of the partial 
sums s (x) is a necessary condition of the a-summability of series (1.1) for any ortho-
oo 
normal system {(p„) and for any coefficients c„ with 2cl<tx>- It is known that the 
n = 0 
(C, a>0)-methods and generalized Abel-methods (for the latter see L. REMPULSKA 
[7]) are iV(2m)-summability methods and the Euler-method is an iV(m2)-method 
( see O . A . Z I Z A [14] a n d H . SCHWINN [8]). 
N o w we recall the definition of the generalized ordinary and strong de la Vallée 
Poussin summability methods (see [2]). Let 1 = {).„} be a nondecreasing sequence 
of natural numbers for which A 0 =1 and A „ + 1 — S e r i e s (1.1) is (V, X)-sum-
mable if 
V„(X;x):=-j- 2 sk(x)^f(x) 
almost everywhere, strongly (V, l)-summable if 
Vn\X; x\ : = 2 k»W-/MI2-0 
'•n fc=n-A„+l 
almost everywhere; and very strongly (F, X)-summable if for any increasing sequence 
{ v j of natural numbers 
Vn |A, v ; x\ - 1 2 K(x)-f(x)|2 - 0 
k=n-X„+1 
almost everywhere. 
It is obvious that if ) .n=n then the (V, A)-means reduce to the (C, l)-means, and 
if A„ = (nfe2), where [/?] denotes the integer part of P, then we get the classical 
de la Vallée Poussin means. 
In [2] we proved that for any I the (V, A)-summability is an iV(vm)-summability 
m —1 
with v0 = l and vm:— 2 Av , m is 1 ; furthermore that if 
fc = 0 k 
(1.2) 2 { j f c ^ l o g 2 ™ ^ 
m = 1 n = v m + l 
then series (1.1) is (V, A)-summable; moreover very strongly (V, A)-summable. 
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2. Now we can formulate our theorems: 
T h e o r e m 1. If a positive regular Toeplitz-matrix « = («„*) generates an N(nm) 
summability and satisfies the following additional conditions: there exist a natural 
number p and a positive M constant such that 
p 
(2.1) a n k ^ M 2 «(^-ofc f°r Vm-i^n^Hm 
i = -p 
and 
(2-2) 2 2 ^ i ^ M 
»=i ¡ ^ „ . i + i 
hold for all m and k, then the a-Summability of series (1.1) implies its strong a-summa-
bility. 
T h e o r e m 2. Under the assumptions of Theorem 1, if the following condition 
(2.3) y„ = yn+i, 
n=l 
implies the a-summability of series (1.1) for any orthonormal system, then (2.3) also 
implies the very strong a-summability of series ( 1 . 1 ) . 
Using these theorems we verify the following theorems: 
T h e o r e m 3. If series (1.1) is (V, ))-summable then it is strongly (V, X)-summable, 
too. 
T h e o r e m D. Condition (1.2) implies that series (1.1) is very strongly (V, /.) 
summable. 
W e remark that Theorem D was proved in [2] as we stated above, but its proof 
is totally different from to be given here. 
3. W e require the following lemma. 
L e m m a ([4], Lemma 3). Let z > 0 and {/?„} be an arbitrary sequence of nori~ 
negative numbers. Assuming that the condition 
(3.1) 2 P n { 2 4 } * ^ ~ 
/1=1 k=n 
implies a "certain property T=T({sn (*)})" of the partial sums sn(x) of (I. I) for any 
orthonormal system, then (3.1) implies that the partial sums sv (x ) of (1.1) also have 
the same property T for any increasing sequence {v„}, i.e. if (3.1)=>T( {•?„(*)}) then 
(3.1)=^T({sv ( x ) } ) for any increasing sequence {v„}. 
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4. N o w we can prove our theorems. For the sake of brevity, from now on, 
convergence and summability have the meaning of convergence and summability 
almost everywhere in (0, 1). 
P r o o f o f T h e o r e m 1. Since the oc-summability now implies the convergence 
of the partial sums ^ (x), thus putting vk:=fim for k=fim_1+1, fim_1+2, ... 
...,Hm, m = 1 , 2 , . . . ; v 0 = 0 and v x = l ; we can see by the following obvious ine-
quality 
«„1*1 =5 2 ¿a n f c ( |^ ( x ) - i v ) c ( x ) | 2 +k V k W-/ ( x ) | 2 ) 
fc=0 
and on account of the regularity of a-summability, that in order to prove Theorem 1 
it is enough to verify that 
(4.1) lim ¿a„ f c|^(x ) - J v , . (x )| 2 = 0 
*=o 
holds almost everywhere. 
By (2.1) we have for any ¡j.m_1^n-=:nm 
co e© p 
(4.2) 2 ank \sk(x)-sVk(x)\2 ^M 2 2 « W o * ( * ) - J v t (*)l2> 
k=0 k=0i=-p 
therefore if we can prove 
(4.3) lim 2 k M l 2 = 0 
m-o°k = o 
almost everywhere, then, by (4.2), (4.1) will be proved. 
An elementary calculation shows on account of (2.2) that 
oo oo 1 GO CO fit Hi 
2 2<x»mk f \sk(x)-sVk(x)\2dx^ 2 2 2 anmk 2 cl = 
m=l fc=0 q m=l i = H = ^ f _ 1 + l k=ii,.1+l 
= 2 2 4 2 2 i=l = + l m=lk=fil_1+l k=0 
whence by B. Levi's theorem (4.3) follows. 
This has completed the proof. 
P r o o f o f T h e o r e m 2. Putting y 0 = 0 th e n condition (2.3) and 
71 = 1 4 = 7 ! 
are obviously equivalent. Hence we can already see that the statement of Theorem 2 is 
a consequence of Theorem 1 and our Lemma. 
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P r o o f o f T h e o r e m 3. In order to prove Theorem 3 it is enough to verify 
that if 
(4.4) H0 = 0 and nm:= 2 
then for this sequence {fim } conditions (2.1) and (2.2) are fulfilled. 
Since A i + 1 -A , - s l for any i and nm-fi^^X^^, therefore X^IX^ ^ 
whence for any 
(4.5) 1 . 1 . 2 
a„ - a, A„ 
holds, which verifies that (2.1) also holds with M=2 and p = 1. Since then for 
any n 
0 for k^n+l— A„ and k > n, 
(4.6) a„t = for M + l - L ^ f c s « ; 
and thus by (4.5) for n m _ ^ n ^ i x m 
ank — 2(a(lm_lA. + a/Im(r) 
always holds because //m_i + 1 —A S h + 1 —A„ by A I + 1 —A,s l . 
Namely if « + 1 — then 
1 1 
K Km-X 




Next we show that (2.2) is also fulfilled for the a-matrix given by (4.6) and for 
sequence {/zm} defined under (4.4). 
By (4.6) it is clear that if v S m - 1 then 
(4.7) 
and if v ^ m then 
(4.8) 
2 cc^i = ° 0*v<0> 
i=nm_i+l 
Pm 1 
2 <*»„i = ~r~ - O v - A„v)]+ = : Am v, 
¡=Xm-l+l 
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where [ft]+ denotes the positive part of p. On account of the definition {¡Am} and the 
property we can verify that for any vSra 
(4-9) m 
holds. Namely an easy calculation shows that 
<- /iv J k=m 
k=m l k — m J 
• [t-^^I <-]**••• «(4T"-
Collecting the results of (4.7), (4.8) and (4.9) we get (2.2) with M=2. 
So we can apply Theorem 1 which obviously proves Theorem 3. 
P r o o f o f T h e o r e m D . Let 
Po = Pi — = 1; 
a log ni 
P":= 77, 7 T T f o r ft« < " = A W , m = 1 ,2 , . . . ; 
and x = 2 . A standard calculation shows that for these p„ and y. (3.1) holds if and 
only if (1.2) is fulfilled. Namely if (3.1) holds then by 
03 <*> ~ Pm + l o» 
2 P „ 2 4 ^ 2 2 Pn 2 4 = 
n=l k=n m = ln=fim+l k=fi,ni.i+l 
= ¿ ^ i 2 c l = i ci 
/71 — 1 m v = /n + l fc = fiv+l v = 2 k=fiv+l /71=1 m 
(1.2) also holds. Conversely if (1.2) is fulfilled then the following inequalities 
~ , fm + l 1 ~ Pm +1 771 — 1 10o v 
2{ 2 ci)iog*m^±. 2 4 ) 2 - ^ = 771=1 k = flm +1 ^ 771 = 3 V = 2 V 
_ J_ ~ logy ~ > I v l Q g ( v + 1 ) V 2 _ 
— A Z Zj Z Ck — A Z TT1 Zj ck — 
1 v = 2 V 771 = V + 1 fc=Mm + l v=2 V + i fc=^v + 1+l 
1 00 lr»P 07 00 1 00 m̂ + 1 00 1 CO oo = { 2 ^ 2 2 P„24 = j 2 Pn.24 ** /71 = 3 k = Pm + 1 H 771 = 3 n=ilm + l fc = 7I 1 n = H3 + l k = 71 
prove (3.1). 
On account of this equivalence and our Lemma the statement of Theorem D is 
proved. 
6 
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