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BRATTELI–VERSHIK MODELS AND GRAPH
COVERING MODELS
TAKASHI SHIMOMURA
Abstract. Based on our previous graph covering method, we introduce weighted graph
covering models and flexible graph covering models that are almost equivalent to the
well-known Bratteli–Vershik models. These models play important roles in showing that
every invertible dynamical system on compact metrizable zero-dimensional space admits
a non-trivial Bratteli–Vershik model and a basic set. We can also obtain an analogue of
Krieger’s lemma for compact metrizable zero-dimensional systems. The flexible graph
covering models enable us to consider “stationary” graph covering models, by which
some portion of the substitution subshifts can be expressed. As an application, we show
a way of constructing some class of transitive substitution subshifts.
1. Introduction
In connection with the K-theory for C˚-algebras, Herman, Putnam, and Skau [HPS92]
showed that an essentially minimal invertible Cantor system admits the simple ordered
BratteliVershik model. Subsequently, there have been numerous studies on the Bratteli–
Vershik models. For instance, Medynets [Med06] showed that aperiodic Cantor systems
admit Bratteli–Vershik models, where the basic sets (see Definition 3.17) coincide with
the sets of maximal (minimal) paths of the ordered Bratteli diagrams. This discovery
diversified the study of Bratteli–Vershik models whose basic sets are not single points.
Considering systems with periodic points, Downarowicz and Karpel [DK16] stated that an
ordered Bratteli diagram is decisive if the Vershik map can be prolonged in a unique way
to a homeomorphism, and referred to zero-dimensional dynamical systems as Bratteli–
Vershikizable if they are conjugate to the extended Vershik map of a decisive ordered
Bratteli diagram. Moreover, Downarowicz and Karpel [DK17] improved upon these results
by showing that an invertible zero-dimensional system pX, fq is Bratteli–Vershikizable if
and only if the set of aperiodic points is dense or its closure misses one periodic orbit.
In this paper, we show that all invertible zero-dimensional systems admit non-trivial
Bratteli–Vershik models. We can derive Corollary 3.27, a version of Krieger’s Marker
Lemma, for all invertible zero-dimensional systems. We use the graph covering model
developed in [S14], and introduce two different types of graph covering models. The first
type is the weighted graph covering model, in which each edge is weighted with a positive
integer (length). When we reduce the length (formally, but not substantially), we obtain
a flexible graph covering model, which is the second type of model. The relation between
the Bratteli–Vershik models and new graph covering models is studied systematically.
Furthermore, these new models allow us to consider stationary graph covering models with
links to the stationary Bratteli–Vershik models, and to make contact using substitution
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subshifts that may not be primitive. We note that Durand, Host, and Skau [DHS99] have
shown that the primitive substitution subshifts are related to stationary, properly ordered
Bratteli–Vershik systems.
A zero-dimensional system denotes a pair pX, fq of a compact metrizable totally dis-
connected space X and a continuous surjective map f : X Ñ X. If X is homeomorphic
to the Cantor set, then the zero-dimensional system is said to be a Cantor system. We
mainly consider the invertible case, i.e. f is a homeomorphism.
We rename the graph covering developed in [S14] as the basic graph covering model. This
is because we have introduced the two new types of graph covering models. For each zero-
dimensional system pX, fq, there exists a basic graph covering model that can be translated
as a trivial Bratteli–Vershik model, in which every point x P X might be maximal and
also minimal. By introducing weighted and flexible graph covering models, we can show
that invertible zero-dimensional systems always have non-trivial Bratteli–Vershik models;
hence, the set of maximal (minimal) paths forms a basic set. Graph covering models have
been investigated by a number of researchers. One study, conducted by Bernardes and
Darji [BD12], investigated co-meagre conjugacy classes of Cantor systems. Their paper
provides further references to some important works in this field. Following our work [S14],
Ferna´ndez, Good, and Puljiz [FGP17] constructed an almost totally minimal homeomor-
phism of the Cantor set, and Boron´ski, Kupka, and Oprocha [BKO17] showed that there
exists a completely scrambled topologically mixing system. The latter result was then
used to show that there exists a minimal weakly mixing invertible Cantor system pX, fq
that can be embedded in R with vanishing derivative everywhere [BKO18]. These studies
indicate that the graph covering models themselves are interesting structures worthy of
further research.
The remainder of this paper is organized as follows. In § 2, we define the basic graph
covering models and state some basic facts that will be used later. In § 3, we intro-
duce weighted and flexible graph covering models (see Definitions 3.1 and 3.4). Using the
weighted graph covering model, we then define a set V 8 (see Notation 3.16) and derive a
necessary and sufficient condition for V 8 to be a basic set (see Definition 3.17 and Theo-
rem 3.21). Without explicitly assigning a positive integer to each edge, we obtain a rather
abstract notion of flexible graph covering models (see Definitions 3.2 and 3.4). These no-
tions of weighted and flexible graph covering models are precisely included in the notion
of the Bratteli–Vershik models such that the ordered Bratteli diagrams can have multiple
maximal (minimal) paths. In this relation, our graph covering models always produce
continuous Vershik maps. The main part of our main result is given in § 3. In particular,
we derive a zero-dimensional version of Krieger’s Marker Lemma [Boy84, (2.2) Lemma
(Krieger)] (see Corollary 3.27).
The relations with the Bratteli–Vershik models are described in § 4. We believe that
some additional regularity conditions should be included in the Bratteli–Vershik models.
We introduce the closing property (see Definition 4.9), under which the set of minimal
paths E0,8,min is a basic set (see Theorem 4.20). With an arbitrary sequence of positive
integers l : l1 ă l2 ă ¨ ¨ ¨ , another regularity condition is obtained such that each tower
of height less than or equal to ln must have a periodic orbit, and the least period must
match the height of the tower. We refer to this condition as l-periodicity-regulated (see
Definition 4.11). In general, this condition is strictly stronger than the closing property.
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We show that an arbitrary invertible zero-dimensional system admits the Bratteli–Vershik
model that satisfies the latter regularity condition (see Theorem 1.1). We derive the next
theorem from its counterparts for weighted graph covering models (see Definitions 3.20
and 3.23 and Theorem 3.26).
Theorem 1.1. Let pX, fq be a homeomorphic topological dynamical system, where X is
a compact metrizable zero-dimensional set. Let l : l1 ă l2 ă ¨ ¨ ¨ be a sequence of positive
integers. Then, pX, fq admits an l-periodicity-regulated Bratteli–Vershik model.
Let us explain this theorem. In a Bratteli–Vershik model, it is well known that each
Vn decomposes X by finite towers that are linked to each vertex in Vn. In this regard,
the l-periodicity-regulated condition implies that, if the tower corresponding to v P Vn has
height lpvq ĺ ln, then there must exist a periodic orbit with a least period of lpvq. If pX, fq
is positively transitive, then for an arbitrary sequence of small δn ą 0 (n ľ 1), we may
assume that the decomposition by Vn includes a tower that is δn-dense (see Remark 3.31).
In addition, suppose that there exists a closed and open set U Ď X and a positive integer
n such that
Ťn
i“0 f
ipUq “ X. Then, Remark 3.34 indicates that a basic set can be taken
as a subset of U .
In [DM08], Downarowicz and Maass defined the topological rank K for every invertible
Cantor minimal system. Following the work of Bezuglyi, Kwiatkowski, and Medynets
[BKM09], our main result offers the possibility of defining the topological rank for every
compact zero-dimensional homeomorphic system.
Bezuglyi, Kwiatkowski, and Yassawi [BKY14] considered cases in which, for finite-
rank Bratteli diagrams, the order of the diagram admits a homeomorphic Vershik map.
They refer to such orderings as perfect. One of their aims was to find a necessary and
sufficient condition for an order to be perfect. Further, Bezuglyi and Yassawi [BY17]
considered this for infinite-rank Bratteli diagrams. In these studies, it was essential to use
sufficient telescopings. The discussion of the continuity of Vershik maps has been clarified
by this research. If we restrict our aim to stationary systems, then the argument becomes
extremely simple. Based on flexible graph coverings, we considered the link with some
class of substitution subshifts. In § 5.3, we present a few examples of how stationary graph
covering models can express some portion of substitution dynamical systems. In § 5.4, we
present a method of constructing some class of transitive substitution subshifts. Through
these examples and arguments, we intend to present concrete arguments that use weighted
(flexible) graph covering models.
2. Preliminaries
Let Z be the set of all integers, N be the set of all non-negative integers, and N` be
the set of all positive integers. For integers a ă b, the intervals are denoted by ra, bs :“
t a, a ` 1, . . . , b u, and so on. Let pX, fq be an invertible zero-dimensional system, i.e.
f is a homeomorphism. Let h be a positive integer and U Ď X be a closed and open
set. If all f ipUq p0 ĺ i ă hq are mutually disjoint, then ξ :“ t f ipUq | 0 ĺ i ă h u is
called a tower with base U and height h. In this case, we write U¯ :“
Ť
ξ, and say that
U¯ “
Ť
0ĺiăh f
ipUq is a tower of height h and base U . The notion of the tower plays
a central role in our argument. We have described the basic graph covering models for
all zero-dimensional continuous surjections under the naming of the sequences of covers
4 TAKASHI SHIMOMURA
(see [S14, §3]). In [S16], we used the term ‘graph covering’, or just ‘covering’, whereas in
this paper, with the notion of the tower, we develop the idea of a finite directed graph
with multiple edges, and assign a positive integer, referred to as the ‘length’, to each
edge. These two types of graph coverings are termed differently to avoid ambiguity (see
Notation 2.1 and Definition 3.7.)
In this section, we recall the process of constructing basic graph covering models for
general zero-dimensional systems used in [S14, S16]. In § 3, we develop the new notion of
weighted graph covering models in which each edge is assigned a weight corresponding to
its length. Further, in § 3, without explicitly assigning the edge lengths, we define flexible
graph covering models.
Notation 2.1. To avoid ambiguity among the three types of graph covering models, the
original graph coverings are referred to here as basic graph covering models. Hereafter,
we do not use the ambiguous simple term ‘graph covering’. Instead, we deliberately use
the three terms ‘basic (graph) covering model’, ‘weighted (graph) covering model’, and
‘flexible (graph) covering model’; the word ‘graph’ may be omitted.
A pair Gˇ “ pVˇ , Eˇq of a finite set Vˇ and a relation Eˇ Ď Vˇ ˆ Vˇ on Vˇ can be considered as
a directed graph with vertices Vˇ and an edge from uˇ to vˇ when puˇ, vˇq P Eˇ. In this sense,
we refer to the finite directed graph Gˇ “ pVˇ , Eˇq as a basic graph. We write Vˇ “ V pGˇq and
Eˇ “ EpGˇq. Hereafter, inverted hats are used to denote a basic graph Gˇ, its vertex set Vˇ ,
and edge set Eˇ. Inverted hats are also used to denote a vertex vˇ P Vˇ and an edge eˇ P Eˇ.
Notation 2.2. In this paper, we assume that a basic graph Gˇ “ pVˇ , Eˇq is a surjective
relation, i.e. for every vertex vˇ P Vˇ , there exist edges puˇ1, vˇq, pvˇ, uˇ2q P Eˇ.
For basic graphs Gˇi “ pVˇi, Eˇiq with i “ 1, 2, a map ϕˇ : Vˇ1 Ñ Vˇ2 is said to be a basic
graph homomorphism if, for every edge puˇ, vˇq P Eˇ1, it follows that pϕˇpuˇq, ϕˇpvˇqq P Eˇ2. In
this case, we write ϕˇ : Gˇ1 Ñ Gˇ2. For a basic graph homomorphism ϕˇ : Gˇ1 Ñ Gˇ2, we
say that ϕˇ is edge-surjective if ϕˇpEˇ1q “ Eˇ2. Suppose that a basic graph homomorphism
ϕˇ : Gˇ1 Ñ Gˇ2 satisfies the following condition:
puˇ, vˇq, puˇ, vˇ1q P Eˇ1 implies that ϕˇpvˇq “ ϕˇpvˇ
1q.
In this case, ϕˇ is said to be `directional. Suppose that a basic graph homomorphism
ϕˇ : Gˇ1 Ñ Gˇ2 satisfies the following condition:
puˇ, vˇq, puˇ1, vˇq P Eˇ1 implies that ϕˇpuˇq “ ϕˇpuˇ
1q.
In this case, ϕˇ is said to be ´directional. A basic graph homomorphism is bidirectional if
it satisfies both of the above conditions.
Definition 2.3. For basic graphs Gˇ1 and Gˇ2, a basic graph homomorphism ϕˇ : Gˇ1 Ñ Gˇ2
is called a basic (graph) cover if it is a `directional edge-surjective graph homomorphism.
Definition 2.4. We call a sequence of basic covers Gˇ : Gˇ0
ϕˇ1ÐÝ Gˇ1
ϕˇ2ÐÝ Gˇ2
ϕˇ3ÐÝ ¨ ¨ ¨ a
basic graph covering model, or just a basic covering model, if Gˇ0 :“ pt vˇ0 u, t pvˇ0, vˇ0q uq is a
singleton graph.
In this paper, considering the numbering of Bratteli diagrams, we use this numbering
for basic covering models. In the original paper, we used the numbering Gˇn
ϕˇn
ÐÝÝ Gˇn`1.
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Let us write basic graphs as Gˇi “ pVˇi, Eˇiq for i P N. We define the inverse limit of Gˇ as
follows:
VGˇ :“ t pvˇ0, vˇ1, vˇ2, . . . q P
8ź
i“0
Vˇi | vˇi “ ϕˇi`1pvˇi`1q for all i P N u and
EGˇ :“ t px, yq P VGˇ ˆ VGˇ | puˇi, vˇiq P Eˇi for all i P N u,
where x “ puˇ0 “ vˇ0, uˇ1, uˇ2, . . . q, y “ pvˇ0, vˇ1, vˇ2, . . . q P VGˇ . The sets Vˇi pi ľ 0q are equipped
with the discrete topology, and the set
ś8
i“0 Vˇi is equipped with the product topology.
Notation 2.5. Let X “ VGˇ, and let us define a map f : X Ñ X as fpxq “ y if and only if
px, yq P E
Gˇ
. For each n ľ 0, the projection from X to Vˇn is denoted by ϕˇ8,n. For vˇ P Vˇn,
we define a closed and open set Upvˇq :“ ϕˇ´18,npvˇq. For a subset A Ă Vˇn, we define a closed
and open set UpAq :“
Ť
vˇPA Upvˇq.
Notation 2.6. Let Gˇ be a basic covering model Gˇ0
ϕˇ1
ÐÝ Gˇ1
ϕˇ2
ÐÝ Gˇ2
ϕˇ3
ÐÝ ¨ ¨ ¨ . Let X “ VGˇ ,
and let us define f : X Ñ X as stated above. Then, by [S14, Theorem 3.9], pX, fq is
a zero-dimensional system. This zero-dimensional system pX, fq is written as limÐÝ Gˇ. By
[S14, Lemma 3.5], if all ϕˇn pn ą 0q are bidirectional, then f is a homeomorphism.
Definition 2.7. Let Gˇ : Gˇ0
ϕˇ1
ÐÝ Gˇ1
ϕˇ2
ÐÝ Gˇ2
ϕˇ3
ÐÝ ¨ ¨ ¨ be a basic covering model. A
zero-dimensional system pY, gq admits a basic covering model Gˇ if pY, gq is topologically
conjugate to limÐÝ Gˇ. A zero-dimensional system pY, gq admits a bidirectional basic covering
model Gˇ if, in addition, all ϕˇn pn ą 0q are bidirectional.
The following holds:
Theorem 2.8 (Theorem 3.9 and Lemma 3.5 of [S14]). Every zero-dimensional system
pX, fq admits a basic covering model. Every zero-dimensional system pX, fq is invertible
if and only if it admits a bidirectional basic covering model.
Remark 2.9. Let Gˇ : Gˇ0
ϕˇ1
ÐÝ Gˇ1
ϕˇ2
ÐÝ Gˇ2
ϕˇ3
ÐÝ ¨ ¨ ¨ be a basic covering model and limÐÝ Gˇ “
pX, fq. For each n ľ 0, the set UpGˇnq :“ tUpvˇq | vˇ P V pGˇnq u is a closed and open
partition such that Upvˇq X fpUpuˇqq ‰ H if and only if puˇ, vˇq P EpGˇnq. Furthermore,Ť
nľ0 Un generates the topology of X. Conversely, suppose that Un pn ľ 0q is a sequence
of finite closed and open partitions of a compact metrizable zero-dimensional space X,Ť
nľ0 Un generates the topology of X, and f : X Ñ X is a continuous surjective map such
that, for any U P Un`1, there exists U
1 P Un such that fpUq Ă U
1. Then, we can define a
basic covering model in a natural way (see the discussion after [S14, Theorem 3.9]).
Notation 2.10. Let Gˇ “ pVˇ , Eˇq be a basic graph. A sequence of vertices w “ pvˇ0, vˇ1, . . . , vˇlq
of G is said to be a walk of length l if pvˇi, vˇi`1q P Eˇ for all 0 ĺ i ă l. We denote lpwq :“ l.
3. Graph coverings weighted by length
In this section, we introduce both weighted and flexible graph covering models. We
derive some regularity conditions on these models, and state a condition that we think
is closely related to the basic sets. We also present our main theorem in terms of graph
covering models.
6 TAKASHI SHIMOMURA
3.1. Introduction to the new graph covering models. In this subsection, we intro-
duce weighted (flexible) graph covering models to solve the main part of Theorem 1.1. In
this subsection, we introduce the weighted (flexible) graphs and their covers. To distin-
guish them from basic graphs, weighted graphs are denoted as G “ pV ,Eq, with overlines
for sets of vertices, edges, and the graphs themselves. To distinguish flexible graphs from
weighted graphs, the latter are denoted as rG “ prV , rEq, with large tildes for sets of vertices,
edges, and the graphs themselves. In Notation 3.8, we construct a basic graph Gˇ “ pVˇ , Eˇq
from a weighted graph G “ pV ,Eq.
Definition 3.1. Let G “ pV ,Eq be a pair of finite sets such that
‚ there exists a source map s : E Ñ V and a range map r : E Ñ V and
‚ each vertex v P V has edges e1, e2 P E such that spe1q “ rpe2q “ v.
In contrast to the case of basic graphs, the elements of V and E may not have overlines if
there is no confusion. Let l : E Ñ N` be a map. A pair pG, lq is called a weighted graph,
and has the vertex set V , edge set E, and weight map l : E Ñ N`. Multiple directed
edges are permitted between each pair of vertices. In general, we omit l and say that G is
a weighted graph. For each e P E, lpeq is called the length of e.
Definition 3.2. Let rG “ prV , rEq be a pair of finite sets such that
‚ there exists a source map s : rE Ñ rV and a range map r : rE Ñ rV and
‚ each vertex v P rV has edges e1, e2 P rE such that spe1q “ rpe2q “ v.
As for weighted graphs, the elements of rV and rE may not be denoted by large tildes if
there is no confusion. A finite directed graph rG is called a flexible graph, and has the
vertex set rV and the edge set rE. Multiple directed edges are permitted between each pair
of vertices.
A sequence w “ e1e2 ¨ ¨ ¨ ek pei P E, i “ 1, 2, . . . , kq is a walk if rpeiq “ spei`1q for all
1 ĺ i ă k. We denote Epwq :“ t ei | 1 ĺ i ĺ k u and V pwq :“ t speiq | 1 ĺ i ĺ k uYt rpekq u.
Further, we define the range map rpwq :“ rpekq and the source map spwq :“ spe1q. A walk
w is a cycle if spwq “ rpwq. A cycle w “ e1e2 ¨ ¨ ¨ ek is a circuit if all speiq p1 ĺ i ĺ kq are
mutually distinct. For a flexible graph, a walk w, rEpwq, rV pwq, range map, source map,
cycle, and circuit are also defined. For a walk w “ e1 e2 ¨ ¨ ¨ ek of a weighted graph, the
length is defined as lpwq :“
ř
1ĺiĺk lpeiq. For a walk w “ e1 e2 ¨ ¨ ¨ ek in both G and
rG,
we write wpminq “ e1 and wpmaxq “ ek. For a weighted graph G “ pV ,Eq, the set of
finite walks is denoted by W pGq. For a flexible graph rG “ prV , rEq, the set of finite walks
is denoted by ĂW p rGq.
Let G1 “ pV 1, E1q and G2 “ pV 2, E2q be weighted graphs, and let W i “ W pGiq
pi “ 1, 2q. A weighted graph homomorphism ϕ : G1 Ñ G2 is a pair of maps ϕV : V 1 Ñ V 2
and ϕE : E1 ÑW 2 such that
‚ ϕV pspeqq “ spϕEpeqq for all e P E1,
‚ ϕV prpeqq “ rpϕEpeqq for all e P E1, and
‚ lpϕEpeqq “ lpeq for all e P E1.
Note that we have not assumed the condition ϕV pV 1q “ V 2. We extend ϕEpe1e2 ¨ ¨ ¨ ekq “
ϕEpe1qϕEpe2q ¨ ¨ ¨ϕEpekq for each finite walk e1e2 . . . ek P W 1.
For flexible graphs rG1 “ prV1, rE1q and rG2 “ prV2, rE2q, a flexible graph homomorphism ϕ
satisfies
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‚ ϕV pspeqq “ spϕEpeqq for all e P rE1 and
‚ ϕV prpeqq “ rpϕEpeqq for all e P rE1.
Notation 3.3. For both weighted graph homomorphisms and flexible graph homomor-
phisms, we abbreviate ϕpwq :“ ϕEpwq for a walk w and ϕpvq :“ ϕV pvq for a vertex v.
A weighted graph homomorphism ϕ is edge-surjective if
Ť
ePE1
Epϕpeqq “ E2. A flexible
graph homomorphism ϕ is edge-surjective if
Ť
eP rE1 rEpϕpeqq “ rE2.
Definition 3.4. A weighted graph homomorphism ϕ is `directional if, for every e, e1 P E1
with speq “ spe1q, the walks w “ ϕpeq and w1 “ ϕpe1q satisfy wpminq “ w1pminq. A
weighted graph homomorphism ϕ is ´directional if, for every e, e1 P E1 with rpeq “ rpe
1q,
the walks w “ ϕpeq and w1 “ ϕpe1q satisfy wpmaxq “ w1pmaxq. A weighted graph homo-
morphism is bidirectional if it satisfies both of the above conditions. A weighted graph
homomorphism ϕ : G1 Ñ G2 is called a weighted cover if it is `directional and edge-
surjective. For flexible graph homomorphisms, `directionality, ´directionality, bidirec-
tionality, and flexible covers are also defined.
Definition 3.5. Let ϕ : G1 Ñ G2 be a weighted graph cover. An edge e P E2 is constantly
covered by an edge e1 P E2 if ϕpe
1q “ e. Note that, in this case, we have lpe1q “ lpeq.
Definition 3.6. Let ϕ : rG1 Ñ rG2 be a flexible graph cover. An edge e P rE2 is constantly
covered by an edge e1 P rE2 if ϕpe1q “ e.
Definition 3.7. A sequence of weighted covers G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ is said to
be a weighted graph covering model or weighted covering model. We assume that G0 is a
singleton graph pt v0 u, t e0 uq with lpe0q “ 1 and spe0q “ rpe0q “ v0. For m ą n ľ 0, the
composition map ϕm,n :“ ϕn`1 ˝ ϕn`2 ˝ ¨ ¨ ¨ ˝ ϕm is naturally well defined. Note that G
may not be bidirectional.
Notation 3.8. We now construct a basic graph from a weighted graph G “ pV ,Eq. For each
e P E, we form the set Vˇ peq of vertices Vˇ peq :“ t vˇe,0 “ speq, vˇe,1, vˇe,2, . . . , vˇe,lpeq´1, vˇe,lpeq “
rpeq u. Let Vˇ :“
Ť
ePE Vˇ peq. For each e P E, we form the set of edges Eˇpeq :“
t pvˇe,i, vˇe,i`1q | 0 ĺ i ă lpeq u. Let Eˇ :“
Ť
ePE Eˇpeq. Thus, we obtain a basic graph
Gˇ “ pVˇ , Eˇq. From this construction, the set V is considered to be a subset of Vˇ . Note
that, if a pair of vertices pv, v1q P V ˆ V has more than one edge of length 1 directed from
v to v1, then they are merged into a single edge pv, v1q P V ˆ V Ď Vˇ ˆ Vˇ .
Lemma 3.9. For a weighted cover ϕ : G1 Ñ G2, we obtain a basic cover ϕˇ : Gˇ1 Ñ Gˇ2 in
a natural way. If ϕ is bidirectional, then ϕˇ is bidirectional.
Proof. We have considered V 1 Ď Vˇ1 and V 2 Ď Vˇ2. The map ϕˇ|V 1 “ ϕV : V 1 Ñ V 2 is
well defined, and for each e P E1, the map ϕˇ|Vˇ peq : Vˇ peq Ñ Vˇ2 is defined uniquely and
speq, rpeq P V 1 are mapped compatibly with ϕˇ|V 1 . Because each e P E1 is mapped to
a walk in G2, we have a graph homomorphism ϕˇ : Gˇ1 Ñ Gˇ2. Thus, we only need to
check the `directionality condition. For each vertex in Vˇ peqzt speq, rpeq u, this condition
is trivial. We only need to check every speq pe P E1q. By the `directionality condition for
ϕ : G1 Ñ G2, this is obvious. Finally, the last statement is also obvious. 
Notation 3.10. In Notation 3.8, we transformed each Gn “ pV n, Enq into Gˇn “ pVˇn, Eˇnq.
Further, in Lemma 3.9, each ϕn is transformed into a basic cover ϕˇn. Thus, from a
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weighted graph covering model G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ , we obtain a basic graph
covering model Gˇ : Gˇ0
ϕˇ1ÐÝ Gˇ1
ϕˇ2ÐÝ Gˇ2
ϕˇ3ÐÝ ¨ ¨ ¨ .
Definition 3.11. A sequence of flexible covers rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ rG2 ϕ3ÐÝ ¨ ¨ ¨ is said to be
a flexible graph covering model or flexible covering model. We assume that rG0 is a singleton
graph pt v0 u, t e0 uq. For m ą n ľ 0, the composition map ϕm,n :“ ϕn`1 ˝ ϕn`2 ˝ ¨ ¨ ¨ ˝ ϕm
is naturally well defined. Note that rG may not be bidirectional. We also note that, in the
sequence, multiple or even infinite occurrences of the same flexible graphs are permitted.
Remark 3.12. Let rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ rG2 ϕ3ÐÝ ¨ ¨ ¨ be a flexible graph covering model with
the singleton graph rG0 “ pt v0 u, t e0 uq. We consider e0 to have length lpe0q “ 1. Then,
the lengths of all the edges of the graphs will be fixed by assuming that each ϕn pn ľ 1q
preserves the lengths of the walks. Thus, a flexible covering model defines a weighted
covering model uniquely. It is also clear that a weighted covering model defines a flexible
covering model uniquely. We use the symbols G and rG to show the relation between these
graph covering models. Each Gn pn ľ 0q corresponds to rGn pn ľ 0q.
Definition 3.13. Let rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ rG2 ϕ3ÐÝ ¨ ¨ ¨ be a flexible graph covering model
and G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ be the corresponding weighted graph covering model.
Then, for each n ľ 0 and re P rEn, there exists a corresponding edge e P En of length lpeq.
We write lpn, req :“ lpeq. In contrast to basic covering models, using the overlined symbols
for elements of E is not a notation. Similarly, using symbols with large tildes is not a
notation in the following, i.e. we use e P E and e P rE if there is no confusion.
Fix a weighted covering model G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ or a corresponding flexible
covering model rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ rG2 ϕ3ÐÝ ¨ ¨ ¨ . In Notation 3.10, we obtained a basic
covering model Gˇ : Gˇ0
ϕˇ1
ÐÝ Gˇ1
ϕˇ2
ÐÝ Gˇ2
ϕˇ3
ÐÝ ¨ ¨ ¨ . Thus, we have a zero-dimensional system
limÐÝ Gˇ. The zero-dimensional system limÐÝ Gˇ is also denoted as limÐÝG or limÐÝ
rG. Thus, these
three inverse limits are the same; in other words, limÐÝ
rG is considered to be limÐÝG, and limÐÝG
is considered to be limÐÝ Gˇ.
Definition 3.14. A zero-dimensional system pY, gq has a weighted graph covering model
G : G0
ϕ1ÐÝ G1
ϕ2ÐÝ G2
ϕ3ÐÝ ¨ ¨ ¨ or a flexible graph covering model rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ rG2 ϕ3ÐÝ
¨ ¨ ¨ if pY, gq is topologically conjugate to limÐÝ Gˇ.
Notation 3.15. Hereafter, a definition that is stated for a weighted graph covering model
is also applicable to a flexible graph covering model, and a property that is satisfied by a
weighted graph covering model is also satisfied by a flexible graph covering model, if it is
possible via the argument in Remark 3.12.
Let G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ be a weighted covering model and np0q “ 0 ă
np1q ă np2q ă ¨ ¨ ¨ be a sequence of positive integers. We obtain a weighted covering
model G1 : G10
ϕ1
1ÐÝ G11
ϕ1
2ÐÝ G12
ϕ1
3ÐÝ ¨ ¨ ¨ by letting G10 “ G0, G1i “ Gnpiq for all i ľ 1, and
ϕ1i “ ϕnpi´1q`1˝ ¨ ¨ ¨ ˝ϕnpiq´1˝ϕnpiq for all i ľ 1. This procedure is called telescoping, based
on the telescoping of the Bratteli diagrams. Suppose that an invertible zero-dimensional
system pY, gq has a weighted graph covering model G. It is easy to show that, by telescoping
G, we obtain a bidirectional weighted graph covering model.
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3.2. Basic sets and regularity conditions on models. Medynets [Med06] defined
the notion of the basic set for the Bratteli–Vershik models of aperiodic zero-dimensional
systems. We define the same for our case (see Definition 3.17). From a weighted covering
model G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ , we can obtain a basic covering model Gˇ : Gˇ0
ϕˇ1
ÐÝ
Gˇ1
ϕˇ2
ÐÝ Gˇ2
ϕˇ3
ÐÝ ¨ ¨ ¨ . We write limÐÝ Gˇ “ pX, fq. In Notation 2.5, we defined a natural
projection ϕˇ8,n : X Ñ Vˇn such that ϕˇn`1 ˝ ϕˇ8,n`1 “ ϕˇ8,n for all n ľ 0. For m ą n ľ 0,
if we define ϕˇm,n :“ ϕˇn`1 ˝ ϕˇn`2 ˝ ¨ ¨ ¨ ˝ ϕˇm, then we have ϕˇm,n ˝ ϕˇ8,m “ ϕˇ8,n. We have
also defined Upvˇq “ ϕˇ´1n,8pvˇq for each vˇ P Vˇn. Because we consider that V n Ď Vˇn, for each
v P V n, we have Upvq by the above equation. Using the same notation, we define UpV nq
for all n ľ 0. Thus, we can state the following.
Notation 3.16. Suppose that G is a weighted covering model with limÐÝG “ pX, fq. We
denote V 8 :“
Ş
nľ0 UpV nq. The above argument can also be applied to
rG via the argument
in Remark 3.12, i.e. we define rV8 :“ V 8.
Definition 3.17. Let pX, fq be an invertible zero-dimensional system. A closed set A P X
is called a basic set if, for every x P X, the orbit of x enters A at most once, and for every
x P X and open set U Ą A, the positive orbit of x enters U at least once.
In general, an orbit of pX, fq may enter the set V 8 many times. Therefore, we need to
define a condition that prevents this. We will show that under certain conditions, the set
V 8 is a basic set (see Definition 3.20 and Theorem 3.21).
Notation 3.18. For e P En pn ľ 1q, we have constructed a set of vertices Vˇ peq :“ t vˇe,0 “
speq, vˇe,1, vˇe,2, . . . , vˇe,lpeq´1, vˇe,lpeq “ rpeq u. In the case of lpeq ľ 2, we define the base floor
Bpeq :“ f´1pUpvˇe,1qq and the tower B¯peq :“
Ť
0ĺiălpeq f
ipBpeqq with height lpeq. It follows
that f ipBpeqq “ Upvˇe,iq for each 0 ă i ă lpeq. If lpeq “ 1, many towers may start from
Upspeqq and many different towers with height 1 may also be included in Upspeqq, so we
cannot use Bpeq “ Upspeqq. To discard these additional parts from Upspeqq, we use the
towers obtained by En`1. We set v :“ speq and Apeq :“ t e
1 P En`1 | Epϕn`1pe
1qq Q e u.
Further, we set A1peq :“ t e
1 P Apeq | lpe1q “ 1 u and A2peq :“ t e
1 P Apeq | lpe1q ľ 2 u. For
each e1 P A2peq, we write ϕn`1pe
1q “ e1
1
e1
2
¨ ¨ ¨ e1
kpe1q and set Jpe, e
1q :“ t i P r1, kpe1qs | e1i “
e u. For each 1 ă j P Jpe, e1q, we define lpe, e1, jq :“
ř
1ĺiăj lpe
1
iq. If 1 P Jpe, e
1q, we define
lpe, e1, 1q :“ 0. Then, Bpeq :“
Ť
e1PA1peq
Upspe1qqY
Ť
e1PA2peq, jPJpe,e1q
f lpe,e
1,jqpBpspe1qqq, and
we define a tower B¯peq :“ Bpeq with height 1. Now, by the `directionality condition, we
obtain a decomposition X “
Ť
ePEn
B¯peq for each n ľ 0. The last decomposition is also
denoted for rG via the argument in Remark 3.12.
The following definitions lead us to the first regularity condition on weighted (flexible)
graph covering models.
Definition 3.19. Let G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ be a weighted covering model
and n ľ 0. A sequence em P Em pm ľ nq is an infinite constant covering from n if
ϕm,m1pemq “ em1 for all m ą m
1 ľ n. Note that, in this case, lpemq “ lpenq for all m ľ n.
If such a sequence exists over e “ en P En, then we say that e is infinitely constantly
covered. We define the same for a flexible covering model rG. We also note that if em is a
circuit for some m ą n, then for every i P rn,ms, ei is a circuit.
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Suppose that some e P En pn ľ 0q is infinitely constantly covered by a sequence em
pm ľ nq. If we write tx u “
Ş
iľn Upspeiqq, then it follows thatč
iľn
U¯peiq “ tx, fpxq, f
2pxq, . . . , f lpeq´1pxq u.
In addition, if the em’s are circuits, then
Ş
iľn U¯peiq is a periodic orbit of least period lpeq.
Definition 3.20. For a weighted covering model G : G0
ϕ1ÐÝ G1
ϕ2ÐÝ G2
ϕ3ÐÝ ¨ ¨ ¨ having
the closing property, if there exists an infinite constant covering em P Em pm ľ nq from
n, then each em is a circuit. We define the same for a flexible covering model rG.
The next theorem demonstrates the use of the closing property.
Theorem 3.21. Let G : G0
ϕ1ÐÝ G1
ϕ2ÐÝ G2
ϕ3ÐÝ ¨ ¨ ¨ be a bidirectional weighted covering
model. It follows that V 8 is a basic set if and only if G has the closing property. The
same is true for rG and rV8 via the argument in Remark 3.12.
Proof. Let limÐÝG “ pX, fq. By Notation 3.18, we have a decomposition X “
Ť
ePEn
U¯peq
for each n ľ 0. Suppose that, for every infinite constant covering em pm ľ nq (for
some en P En and n ľ 0), every em pm ľ nq is a circuit. We must show that V 8 is a
basic set. Let x P X be a fixed point. Evidently, there then exists a sequence vn P V n
pn ľ 0q such that x P Upvnq for all n ľ 0. Consequently, we have that x P V 8. Next,
suppose that x is a periodic point with least period l ľ 2. For every sufficiently large
n, there exists a unique edge en P En with lpenq ĺ l such that U¯penq Q x. Further, for
every sufficiently large n, we have ϕn`1pen`1q “ en. Thus, for sufficiently large n, the
sequence em (m ľ n) is an infinite constant cover. By the assumption, em (m ľ n) are
circuits. Because the diameters of Upspemqq (m ľ n) tend to 0, it follows that lpemq “ l
(m ľ n). Thus, for all m ľ n, the periodic orbit of x enters Upspemqq exactly once.
Finally, suppose that x is not periodic. For each k ľ 0, take a unique ek P Ek such that
x P U¯pekq. It is evident that the sequence lpekq (k ľ 0) is not decreasing. Suppose that
limkÑ8 lpekq ă 8. Then, there exists an n ľ 1 such that the sequence em (m ľ n) is an
infinite constant covering. By the assumption, em (m ľ n) are circuits, and x becomes
a periodic point, which is a contradiction. Thus, we have that limkÑ8 lpekq “ 8. We
have defined Vˇ pekq :“ t vˇek ,0 “ spekq, vˇek ,1, vˇek,2, . . . , vˇek,lpekq´1, vˇek,lpekq “ rpekq u. There
exists some jpkq such that 0 ĺ jpkq ă lpekq with x P Upvˇek,jpkqq. Let apkq :“ jpkq and
bpkq :“ lpekq ´ jpkq for each k. Then, both apkq and bpkq with k ľ 1 are non-decreasing,
and limkÑ8 apkq and/or limkÑ8 bpkq are 8. Thus, the orbit of x enters V 8 at most once.
Next, suppose that U Ě V 8 is an open set. Because each UpV iq pi ľ 0q is also compact,
for sufficiently large m ą 0, it follows that UpV mq Ď U . Let lm :“ maxt lpeq | e P Em u.
Then, for each x P X, it follows that f ipxq P UpV mq Ď U for some 0 ĺ i ă lm. This proves
that V 8 is a basic set.
To show the converse, suppose that V 8 is a basic set. The proof is established by
contradiction. Let em P Em (m ľ n) be an infinite constant covering with l “ lpemq for
all m ľ n. Suppose that there exists some N ą n such that eN is not a circuit. Then, for
every m ą N , it follows that em is not a circuit. We denote t y u “
Ş
mľN Upspemqq. It
follows that y, f lpyq P V 8 and y ‰ f
lpyq, which is a contradiction. Thus, we have proved
the converse. The last statement follows via the argument in Remark 3.12. 
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Remark 3.22. In our main result, we show that there exists a weighted graph covering
model G in which, as n increases, the lower towers in Gn must have periodic orbits.
Nevertheless, the notion of the closing property discussed above is not sufficiently strong
for this purpose. To see this, consider a zero-dimensional system with a fixed point p
such that no periodic orbit of least period 2 exists; in addition, there exists a sequence of
periodic orbits tPn uną0 with limnÑ8 Pn “ t p u, i.e. the orbits converge to p. We assume
that each Pm has least period 4. In expressing this zero-dimensional system by a weighted
graph covering model, as n increases, the weighted graph Gn has to separate Pm from p
for smaller m compared to n. We assume that Pm (m ĺ n) are all separated by towers of
level n and all Pn1 (n
1 ą n) are contained by the tower of height 1 that also contains p. In
level n, when Pm pm ĺ nq are all separated from p and also from each other, we have to
provide towers that cover Pm (m ĺ n). We assume that all Pm (m ă n) are covered by a
single tower with height 4 and Pn is covered by two towers of height 2. In the next level,
i.e. n` 1, the two parts will be unified to be covered by a single tower of height 4. Thus,
as n increases, there must exist an e P En with lpeq “ 2 while U¯peq does not contain any
periodic orbit of least period 2.
Through this observation, we present another notion for weighted graph covering mod-
els.
Definition 3.23. Let l be a sequence l1 ă l2 ă ¨ ¨ ¨ of positive integers. A weighted
covering model G : G0
ϕ1ÐÝ G1
ϕ2ÐÝ G2
ϕ3ÐÝ ¨ ¨ ¨ is l-periodicity-regulated if
‚ for each n ľ 1 and each e P En with lpeq ĺ ln, e is infinitely constantly covered
by circuits, i.e. there exists a sequence em P Em pm ľ nq such that en “ e and
ϕm,m1pemq “ em1 for all m ą m
1 ľ n.
This definition is possible for a flexible covering model via the argument in Remark 3.12.
By telescoping, it is evident that the l-periodicity-regulations are preserved. It is also
evident that we can obtain new l by ‘telescoping’. This notion of l-periodicity-regulation
is stronger than the closing property, as shown by Remark 3.22 and Lemma 3.24. The
existence of the l-periodicity-regulated weighted graph covering model will be shown in
Theorem 3.26.
Lemma 3.24. Let l : l1 ă l2 ă ¨ ¨ ¨ be a sequence of positive integers and n ľ 0. Suppose
that G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ is a weighted graph covering model that satisfies the
l-periodicity-regulated condition. Then, G has the closing property. The same is true forrG via Remark 3.12.
Proof. Let em P Em (m ľ n) be an infinite constant covering. Take some N ą n such
that lN ľ lpeN q. Then, for every m ľ N , it follows that lm ľ lN ľ lpeN q “ lpemq. Thus,
em with m ľ N are all circuits. It follows that all em with m ľ n are circuits. The last
statement follows via the argument in Remark 3.12. 
Immediately, we have the following lemma.
Lemma 3.25. Let l : l1 ă l2 ă ¨ ¨ ¨ be a sequence of positive integers and n ľ 0. Suppose
that G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ is a weighted graph covering model that satisfies the
l-periodicity-regulated condition. Then, it follows that V 8 is a basic set.
Proof. The proof follows from Theorem 3.21 and Lemma 3.24. 
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3.3. Main theorem for weighted graph covering models. We now present a version
of the main theorem.
Theorem 3.26. Let pX, fq be an invertible zero-dimensional system. For every sequence
l : l1 ă l2 ă ¨ ¨ ¨ of positive integers, pX, fq admits a bidirectional weighted graph covering
model G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ that is l-periodicity-regulated. It follows that V 8 is a
basic set. The same is true for rG and rV8 via the argument in Remark 3.12.
The main part of the proof is somewhat lengthy and is presented in Proposition 3.30.
First, we present Corollary 3.27 and its proof under the assumption that Theorem 3.26
holds. Second, we present the proof of Theorem 3.26 under the assumption that Proposi-
tion 3.30 holds. The proof of Proposition 3.30 is presented at the end of this subsection.
We start by presenting some devices for the argument. The following argument is ap-
plicable only to weighted graphs. It is not applicable to flexible graphs. Nevertheless,
the conclusion that is related to flexible covering models in Theorem 3.26 is also valid via
Remark 3.12. A corollary of Theorem 3.26 is an analogue of Krieger’s lemma (cf. [Boy84,
Lemma 2.2]) for the zero-dimensional case.
Corollary 3.27 (Krieger’s Marker Lemma). Let pX, fq be an invertible zero-dimensional
system. Let L ľ 1 and ε ą 0. Then, there exists a closed and open set F such that
F¯ :“
Ť
0ĺiĺL f
ipF q is a tower, and if x R
Ť
´LĺiĺL f
ipF q, then there exists a periodic
point p of least period ĺ L such that dpx, pq ĺ ε.
Proof. Let l : l1 ă l2 ă ¨ ¨ ¨ be an arbitrary sequence of positive integers. By Theorem 3.26,
we have a weighted graph covering model G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ of pX, fq that
is l-periodicity-regulated. We can assume that limÐÝG “ pX, fq by the conjugating map.
Then, there exists an n ľ 1 such that L ĺ ln. Let l “ ln, G “ Gn, V “ V n, and E “ En.
By Notation 3.18, we have a decomposition X “
Ť
ePE B¯peq. Let L
1 :“ L ` 1. Further,
let J :“ t e P E | lpeq ľ L1 u and P :“ t e P E | lpeq ĺ L u. Then, J Y P “ E. For each
e P J , take the maximal integer kpeq ľ 0 with L1kpeq ĺ lpeq ´ L1. For each e P J , we
define Epeq :“
Ť
t fL
1ipBpeqq | 0 ĺ i ĺ kpeq u. We set E :“
Ť
ePJ Epeq. Then, for each
e P J , f ipEpeqq p0 ĺ i ĺ Lq are mutually disjoint and f ipEpeqq Ď B¯peq for all 0 ĺ i ĺ L.
If L1kpeq “ lpeq ´ L1 (e P J), then we denote E¯peq :“
Ť
0ĺiĺL f
ipEpeqq. In this case, we
denote F peq :“ Epeq. If L1kpeq ă lpeq ´ L1 (e P J), then we denote
F peq :“ Epeq Y tx P fL
1kpeq`L1pBpeqq | f ipxq R E for all 0 ĺ i ĺ L u.
Further, we denote F :“
Ť
ePJ F peq. Then, F is closed and open and f
ipF q (0 ĺ i ĺ L)
are mutually disjoint. If x R
Ť
´LĺiĺL f
ipF q, then x P E¯peq for some e P P . Thus, there
exists a periodic point p P E¯peq with least period ĺ L ĺ l and dpx, pq ĺ ε. This concludes
the proof. 
To state Proposition 3.30, we introduce some notions related to towers. Let pX, fq be
an invertible zero-dimensional system and let U¯ “
Ť
0ĺiăh f
ipUq be a tower. Suppose that
V X U¯ “ H and that V¯ :“
Ť
0ĺi1ăh1 f
i1pV q is another tower. We say that V¯ accompanies
the tower U¯ if f i
1
pV qXf ipUq ‰ H p0 ĺ i ă h, 0 ĺ i1 ă h1q implies that f i
1
pV q Ď f ipUq. We
say that a tower V¯ :“
Ť
0ĺi1ăh1 f
i1pV q accompanies the tower U¯ :“
Ť
0ĺiăh f
ipUq properly
if V¯ accompanies U¯ and fh
1´1pV q X f ipUq ‰ H with 0 ĺ i ă h implies that i “ h´ 1; i.e.
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if the tower V¯ meets the tower U¯ , then the former always goes through the latter to the
end of the latter. Note that, when h “ 1, the accompaniments are always proper.
For a weighted graph G “ pV ,Eq, we say that a pair of maps B “ pBV , BEq is a base
map if
(a) there exists an injective map BV : V Ñ tU | U is closed and open and U ‰ Hu,
(b) there exists an injective map BE : E Ñ tU | U is closed and open and U ‰ Hu,
(c) BV pvq pv P V q are mutually disjoint,
(d) BEpeq pe P Eq are mutually disjoint,
(e) for each e P E, BEpeq Ď BV pspeqq and f
lpeqpBEpeqq Ď BV prpeqq,
(f) for each v P V , BV pvq “
Ť
ePE,speq“v BEpeq,
(g) for each e P E, B¯Epeq :“
Ť
0ĺiălpeq f
ipBEpeqq is a tower,
(h) B¯Epeq pe P Eq are mutually disjoint, and
(i) X “
Ť
ePE B¯Epeq.
It is evident that (h) implies (d). Note that, for each v P V , we can obtain BV pvq “Ť
ePE,rpeq“v f
lpeqpBEpeqq with any base map. We write B : G Ñ pX, fq. For a singleton
weighted graph G0 “ pt v0 u, t e0 uq in which lpe0q “ 1, the base map B : G Ñ pX, fq is
well defined such that BV pv0q “ X and BEpe0q “ X. Suppose that there exists a base
map B : G Ñ pX, fq. Then, there exists a unique natural map ϕˇ : X Ñ Vˇ . We denote
Upvq :“ ϕˇ´1pvq for all v P V . We say that a point x P X follows a walk w “ e1e2 ¨ ¨ ¨ ek PW
if x P BEpe1q, and for all 1 ĺ i ă k, f
ři
j“1 lpejqpxq P BEpei`1q. By the definition of the
base map, it then follows that f
řk
j“1 lpejqpxq P BV prpekqq. For a weighted covering map
ϕ : G1 Ñ G2 and the base maps Bi : Gi Ñ pX, fq pi “ 1, 2q, we say that B1 is compatible
with B2 if, for every e P E1, all points x P B1Epeq follow the same walk ϕEpeq. Even if
B1 is compatible with B2, there may be multiple definitions of B1. In contrast, if B1 is
determined first, then there exists a unique B2 that is compatible with B1.
Notation 3.28. For a weighted graph G “ pV ,Eq and a base map pBV , BEq, we denote
Upvq :“ BV pvq for each v P V and Upeq :“ BEpeq for each e P E.
Lemma 3.29. Let pX, fq be an invertible zero-dimensional system. Let B : G Ñ pX, fq
be a base map with G “ pV ,Eq. We can choose an arbitrarily small ε ą 0 such that, for
every vertex v, v1 P V , every subset K Ă Upvq, and every n ľ 1 with fnpKq Ă Upv1q, the
following holds: if diampf ipKqq ĺ ε for all 0 ĺ i ĺ n, then all x P K follow the same
walk, regardless of the choice of x P K.
Proof. We omit the proof as it is trivial. 
Proposition 3.30. Let pX, fq be an invertible zero-dimensional system and let B : GÑ
pX, fq be a base map with G “ pV ,Eq. Let ε ą 0 be arbitrarily small so as to satisfy the
condition of Lemma 3.29. Let L ą 0 be a positive integer. There exist an integer r ľ 1, a
finite set tUpjq | 1 ĺ j ĺ r u of closed and open subsets, integers 0 ă hj p1 ĺ j ĺ rq, and
vj, v
1
j P V p1 ĺ j ĺ rq that satisfy the following:
(a) for each 1 ĺ j ĺ r, U¯pjq :“
Ť
0ĺiăhj
f ipUpjqq is a tower,
(b) diampf ipUpjqqq ĺ ε for all 0 ĺ i ĺ hj , 1 ĺ j ĺ r,
(c) U¯pjq p1 ĺ j ĺ rq are mutually disjoint,
(d) X “
Ť
1ĺjĺr U¯pjq,
(e) Upjq Ď Upvjq and f
hjpUpjqq Ď Upv1jq for each 1 ĺ j ĺ r, and
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(f) for each 1 ĺ j ĺ r with hj ĺ L, the tower U¯pjq contains a periodic point with least
period hj .
The above proposition is the main part of the (long) proof. Note that, if ε is suffi-
ciently small, then for each j (1 ĺ j ĺ rq there exist ej, e
1
j P E such that Upjq Ď Upejq
and fhjpUjq Ď Upe
1
jq. We continue our discussion while postponing the proof of Proposi-
tion 3.30 until the end of this subsection.
Remark 3.31. Let pX, fq be an invertible zero-dimensional system. Let Λ be a finite set,
tBλ | λ P Λ u be mutually disjoint closed and open sets of X, and hλ (λ P Λ) be positive
integers. Suppose that there exists a disjoint decomposition X “
Ť
λPΛ
Ťhλ´1
i“0 f
ipBλq. Let
x P
Ť
λPΛBλ and L be a positive integer such that x, fpxq, f
2pxq, . . . , fL´1pxq are mutually
distinct and fLpxq P
Ť
λPΛBλ. Then, we take a small closed and open neighborhood Ux Q x
such that for each 0 ĺ i ĺ L, f ipUxq are in some f
jpBλq (λ P Λ, 0 ĺ j ă hλ). By removing
all the f ipUxq (0 ĺ i ă Lq from the original decomposition and adding
ŤL´1
i“0 f
ipUxq, we
obtain a new decomposition. Suppose that x P X is positively transitive. Then, it is easy to
see that X does not have isolated points and fnpxq is positively transitive for every n P Z.
Take an arbitrarily small δ ą 0. We assume that x P
Ť
λPΛBλ and t f
ipxq | 0 ĺ i ă L u
is δ-dense in X. Then, by the above construction, we have a δ-dense tower
ŤL´1
i“0 f
ipUxq.
Thus, in Theorem 3.26, for an arbitrary sequence δn ą 0 (n ľ 1), we may assume that
the decomposition by towers caused by Gn or rGn contains a tower that is δn-dense in X.
Notation 3.32. For closed sets K,K 1 Ă X, we denote distpK,K 1q :“ mint dpx, x1q | x P
K,x1 P K 1 u.
Lemma 3.33. Let X be a compact zero-dimensional metrizable space with metric d. Let
U be a finite partition of X by closed and open sets. Then, there exists some ε ą 0
such that, for every set Aε of closed sets of X such that diampAq ĺ ε for all A P Aε, if
distpA,A1q ĺ ε pA,A1 P Aεq, then there exists a U P U such that AYA
1 Ă U .
Proof. We omit the proof as it is trivial. 
Here, we present the proof of Theorem 3.26 under the assumption that Proposition 3.30
holds.
Proof of Theorem 3.26. By Remark 3.12, it is sufficient to consider the case of weighted
graph covering models. Let G0 be the singleton graph with V :“ t v0 u, E :“ t e0 u, and
lpeq :“ 1. Then, it is obvious that we can obtain the unique base map B0 : G0 Ñ pX, fq.
Let l : l1 ă l2 ă ¨ ¨ ¨ be a sequence of positive integers. Suppose that we have constructed
weighted covering maps G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨
ϕn
ÐÝÝ Gn and base maps Bm : Gm Ñ
pX, fq for all 0 ĺ m ĺ n that are compatible such that, for each 0 ĺ m ĺ n and e P Em
with lpeq ĺ lm, there exists a periodic point p P Upeq with least period lpeq.
We write G “ Gn, V “ V n, E “ En, and B “ Bn. Then, we have mutually disjoint
towers U¯peq pe P Eq such that X “
Ť
ePE U¯peq. We have selected an arbitrary ln`1 ą ln.
Let L “ ln`1 and apply Proposition 3.30 with some ε “ εn`1 ą 0 that satisfies the
condition of Lemma 3.29 for G and B. Then, we have a finite set tUpjq | 1 ĺ j ĺ r u
of closed and open sets, integers 0 ă hj p1 ĺ j ĺ rq, and vj, v
1
j P V p1 ĺ j ĺ rq
that satisfies (a) to (f) of Proposition 3.30. On the set A :“ tUpjq | 1 ĺ j ĺ r u, we
construct the equivalence relation A „ A1 generated by the relation A „ A1 if and only
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if distpA,Aq ĺ ε. Let tKi | 1 ĺ i ĺ r
1 u be the set of equivalence classes. For each
1 ĺ i ĺ r1, we define UpKiq :“
Ť
APKi
A. Then, we have mutually disjoint closed and open
sets UpKiq p1 ĺ i ĺ r
1q. By Lemma 3.33, we have limεÑ0max1ĺiĺr1tdiampUpKiqq u “ 0.
In particular, we can choose ε such that for each 1 ĺ i ĺ r1, there exists some e P En with
UpKiq Ă Upeq. We construct Gn`1 and the base map Bn`1 : Gn`1 Ñ pX, fq as follows:
‚ V n`1 :“ tUpKiq | 1 ĺ i ĺ r
1 u,
‚ Bn`1V pUpKiqq :“ UpKiq Ď X for all 1 ĺ i ĺ r
1,
‚ En`1 :“ tUpjq | 1 ĺ j ĺ r u,
‚ Bn`1EpUpjqq :“ Upjq for all 1 ĺ i ĺ r,
‚ if e “ Upjq P En`1, we define lpeq :“ hj , and
‚ for each e “ Upjq P En`1, speq satisfies Upjq Ď Upspeqq and rpeq satisfies f
lpeqpUpjqq Ď
Uprpeqq.
The covering map ϕn`1 : Gn`1 Ñ Gn is defined as follows:
‚ ϕn`1,V : V n`1 Ñ V n is defined such that, if v “ UpKiq, then ϕn`1,V pvq is a unique
v P V n such that UpKiq Ă Upvq;
‚ because of the choice of ε ą 0 in Lemma 3.29 and Proposition 3.30, the definition
of ϕn`1,E is obvious. The compatibility of the base maps Bn, Bn`1 is evident.
The `directionality condition is derived from the condition that for each 1 ĺ i ĺ r1, there
exists some e P En with UpKiq Ă Upeq. In a similar way, by the definition of ε, we have
the ´directionality condition. We take εi pi ľ 1q such that it is strictly decreasing and
satisfies εi Ñ 0 as iÑ 8. We obtain a weighted graph covering model G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ
G2
ϕ3ÐÝ ¨ ¨ ¨ . From this, we have a basic graph covering model Gˇ : Gˇ0
ϕˇ1ÐÝ Gˇ1
ϕˇ2ÐÝ Gˇ2
ϕˇ3ÐÝ ¨ ¨ ¨
and its inverse limit limÐÝ Gˇ “ pY, gq. We wish to show that pY, gq is topologically conjugate
to pX, fq. For each n ľ 0, we have shown that there exists a partition X “
Ť
ePEn
U¯peq
formed by closed and open sets. Thus, for each x P X and each n ľ 0, there exists a
unique e P En and a unique 0 ĺ i ă lpeq such that x P f
ipUpeqq. This determines a
unique vertex vˇnpxq “ vˇe,i P Vˇn for each x P X and each n ľ 0. Evidently, the sequence
ψpxq :“ pvˇ0pxq, vˇ1pxq, vˇ2pxq, . . . q satisfies ϕˇn`1pvˇn`1pxqq “ vˇnpxq for all n ľ 0. Thus,
ψpxq P Y . We have defined a map ψ : X Ñ Y ; obviously, ψ is a continuous surjective
mapping. The injectivity is also obvious. Finally, it is obvious that pvˇnpxq, vˇnpfpxqqq P Eˇn
for all n ľ 0, which implies the commutativity. Thus, a weighted graph covering model
with l-periodicity-regulation has been constructed. By Lemma 3.25, V 8 is a basic set. 
At the end of this subsection, we present the proof of Proposition 3.30.
Proof of Proposition 3.30. For the base map B : pV ,Eq Ñ pX, fq, we denote closed and
open sets as Upvq :“ BV pvq (v P V ). Let U :“
Ť
vPV Upvq. Then, this is also closed and
open. For each positive integer p, we define
Kppq :“ tx P X | x is a periodic point with the least period p u.
Note that each periodic orbit crosses U at least once. We define the closed setsK1,K2, . . . ,KL,
non-negative integers ip1q, ip2q, . . . ipLq, and closed and open setsWp,i Ď U (1 ĺ p ĺ L, 1 ĺ
i ĺ ippq) that satisfy the following conditions. We state the convention that K0 “ H,
ip0q “ 1, and W0,1 “ H.
‚ Kp Ď Kppq for all 1 ĺ p ĺ L,
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‚ each W¯p,i :“
Ť
0ĺjăp f
jpWp,iq is a tower,
‚ diampf jpWp,iqq ĺ ε for all 1 ĺ p ĺ L, 1 ĺ i ĺ ippq, 1 ĺ j ĺ p,
‚ Kp Ď
Ť
1ĺiĺippq W¯p,i for all 1 ĺ p ĺ L,
‚
Ť
1ĺpĺp1`1Kppq Ď
´Ť
0ĺpĺp1,1ĺiĺippq W¯p,i
¯Ť
Kp1`1 for all 0 ĺ p
1 ă L,
‚ the towers W¯p,i (1 ĺ p ĺ L, 1 ĺ i ĺ ippq) are mutually disjoint.
These sequences are inductively obtained as follows. LetK1 :“ tx P X | fpxq “ x u. Then,
we have K1 Ď U . We decompose K1 into mutually disjoint closed sets K1,i (1 ĺ i ĺ ip1qq
such that diampK1,iq ĺ ε{2 for all (1 ĺ i ĺ ip1qq. We can take mutually disjoint closed
and open sets K1,i Ď W1,i Ď U (1 ĺ i ĺ ip1qq such that, for all 1 ĺ i ĺ ip1q, it follows
that diampW1,iq ĺ ε and diampfpW1,iqq ĺ ε. Thus, the sequences are obtained for L “ 1.
Suppose that the sequences are obtained for L “ l. Therefore, we have obtained the
sequences ippq (1 ĺ p ĺ l) and Wp,i (1 ĺ p ĺ l, 1 ĺ i ĺ ippq) that satisfy the above
conditions. In particular, if we define W :“
Ť
1ĺpĺl,1ĺiĺippq W¯p,i, then W contains all the
periodic orbits with least period ĺ l. We reorder Wp,i (1 ĺ p ĺ l, 1 ĺ i ĺ ippq) as
Vj p1 ĺ j ĺ tq. We define M :“ tx P X | f
l`1pxq “ x uzW . It is obvious that M is a
closed set consisting of periodic points with least period l ` 1. We define M 1 :“ M X U
as a closed set. For each x P M 1, let 0 ă i1 ă i2 ă ¨ ¨ ¨ ă inpxq ĺ l be the maximal
sequence such that f ikpxq enters some Vj p1 ĺ j ĺ tq. For each k with 1 ĺ k ĺ npxq, let jk
p1 ĺ jk ĺ tq be such that f
ikpxq P V pjkq. We construct a string spxq :“ ppik, jkqq1ĺkĺnpkq.
If f ipxq R V pjq for all 1 ĺ i ĺ t, then spxq :“ H. We define a set S :“ t spxq | x P M 1 u.
Let Mpsq :“ tx P M 1 | spxq “ s u for each s P S. Then, we have a disjoint union
M 1 “
Ť
tMpsq | s P S u of closed and open subsets of M 1. We decompose each Mpsq
as Mpsq “
Ť
1ĺiĺipsqMps, iq by mutually disjoint closed and open subsets of M
1 such
that diampf jpMps, iqqq ĺ ε{2 (s P S, 1 ĺ i ĺ ipsq, 0 ĺ j ĺ l). We reorder Mps, iq
(s P S, 1 ĺ i ĺ ipsq) as Mj (1 ĺ j ĺ J) that are mutually disjoint closed and open subsets
of M 1, and define M 1
1
:“ M1 and, for each 1 ă j ĺ J , M
1
j :“ Mjz
Ť
1ĺj1ăj,0ĺkĺl f
kpMj1q.
Then, all the fkpM 1jq (1 ĺ j ĺ J, 0 ĺ k ĺ l) are mutually disjoint. We remove any
empty sets M 1j if necessary. We then have closed and open sets Wl`1,j (1 ĺ j ĺ J)
such that M 1j Ď Wl`1,j (1 ĺ j ĺ J) and the towers W¯l`1,j (1 ĺ j ĺ J) are mutually
disjoint. It is evident that we can obtain Wl`1,j (1 ĺ j ĺ J) small enough such that
diampfkpWl`1,jqq ĺ ε for all 0 ĺ j ĺ J and 0 ĺ k ĺ l ` 1. It is also evident that there is
someWl`1,j (0 ĺ j ĺ J) small enough such that the towers W¯l`1,j (1 ĺ j ĺ J) accompany
the towers W¯ pp, iq p1 ĺ p ĺ l, 1 ĺ i ĺ ippq). Let W 1 “
Ť
1ĺiĺipl`1q W¯l`1,i. We must renew
the sets Wp,i (1 ĺ p ĺ l, 1 ĺ i ĺ ippq) by taking Wp,izW
1 instead. Finally, we define
ipl ` 1q :“ J and Kl`1 :“ tx P W
1 | f l`1pxq “ x u. This concludes the inductive step.
We reorder the sets Wp,i (1 ĺ p ĺ L, 1 ĺ i ĺ ippq) to obtain V pj, 0q (1 ĺ j ĺ
t0). If V pj, 0q “ Wp,i, we define hpj, 0q :“ p for all 1 ĺ j ĺ t0. Then, it follows that
V¯ pj, 0q :“
Ť
0ĺiăhpj,0q f
ipV pj, 0qq are mutually disjoint towers and for each 1 ĺ j ĺ t0,
diampf ipV pj, 0qq ĺ ε for 0 ĺ i ĺ hpj, 0q. We take vertices vpj, 0q P V (1 ĺ j ĺ t0) such
that V pj, 0q Ď Upvpj, 0qq (1 ĺ j ĺ t0). Let 1 ĺ j ĺ t0. Because all x P V pj, 0q follow
the same walk, in particular, we have fhpj,0qpV pj, 0qq Ď Upvpj, 0qq. Thus, we can take
v1pj, 0q “ vpj, 0q (1 ĺ j ĺ t0). We define a closed and open set X0 :“
Ť
1ĺjĺt0
V¯ pj, 0q. Let
Y :“
Ť
vPV UpvqzX0. Then, Y is a closed and open set. If Y “ H, then X “ X0, and the
proof is complete. Therefore, we assume that Y ‰ H.
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Let x P Y . Suppose that x is a periodic point with least period hpxq. Then, hpxq ą L.
Take a closed and open set Y Ě V pxq Q x such that V pxq Ď Upvq for some v P V ,
diampf ipV pxqqq ĺ ε for all 0 ĺ i ĺ hpxq, fhpxqpV pxqq Ď Upvq, and f ipV pxqq p0 ĺ i ă hpxqq
are mutually disjoint. Next, suppose that x is not periodic. Take an arbitrarily large
integer hpxq ą L such that fhpxqpxq P Upv1q for some v1 P V . We take a closed and open
set Y Ě V pxq Q x such that V pxq Ď Upvq for some v P V , diampf ipV pxqqq ĺ ε for all
0 ĺ i ĺ hpxq, fhpxqpV pxqq Ď Upv1q, and all f ipV pxqq p0 ĺ i ă hpxqq are mutually disjoint.
Take a finite set txj | 1 ĺ j ĺ n u such that
Ť
1ĺjĺn V pxjq “ Y . Then, it is easy to see
that
Ť
1ĺjĺn V¯ pjq YX0 “ X. We write hpjq :“ hpxjq ą 1 for each 1 ĺ j ĺ n. We define
V p1q :“ V px1q. When V pjq is defined for 1 ĺ j ă n, we define V¯ pjq :“
Ť
0ĺiăhpjq f
ipV pjqq
and
V pj ` 1q :“ V pxj`1qz
ď
1ĺj1ĺj
V¯ pj1q.
Finally, when V pnq is defined, we define V¯ pnq :“
Ť
0ĺiăhpnq f
ipV pnqq. Thus, we haveŤ
1ĺjĺn V¯ pjq Ě Y . Note that V¯ pjq may not be mutually disjoint. Moreover, each V¯ pjq
p1 ĺ j ĺ nq may not be disjoint with respect to some V pj1, 0q p1 ĺ j1 ĺ t0q.
We begin another inductive procedure for α “ 0, 1, 2, . . . , n. Suppose that, for 0 ĺ α ă
n, there exist tα ľ 0, bases V pj, αq p1 ĺ j ĺ tαq, heights hpj, αq p1 ĺ j ĺ tαq, and vertices
vpj, αq, v1pj, αq P V p1 ĺ j ĺ tαq such that
(a1) V¯ pj, αq :“
Ť
0ĺiăhpj,αq f
ipV pj, αqq is a tower for each 1 ĺ j ĺ tα,
(b1) diampf ipV pj, αqqq ĺ ε for all 0 ĺ i ĺ hpj, αq, 1 ĺ j ĺ tα,
(c1) the towers V¯ pj, αq p1 ĺ j ĺ tαq are mutually disjoint,
(d1) if we define Xα :“
Ť
1ĺjĺtα
V¯ pj, αq, then Xα “
Ť
0ĺjĺα V¯ pjq, with the convention
that V¯ p0q :“ X0,
(e1) V pj, αq Ď Upvpj, αqq and fhpj,αqpV pj, αqq Ď Upv1pj, αqq for each 1 ĺ j ĺ tα, and
(f1) if 1 ĺ α ĺ n, then hpj, αq ą L for all 1 ĺ j ĺ tα.
Note that we have already shown the case in which α “ 0. In addition, if the case in which
α “ n is true, then Xn “
Ť
0ĺjĺn V¯ pjq “ X, and the proof is complete.
To proceed with the inductive step, let β “ α ` 1. By the inductive hypothesis for
(d1), Xα X V pβq “ H. For each x P V pβq, let 0 ă i1 ă i2 ă ¨ ¨ ¨ ă inpxq ă hpβq be the
maximal sequence such that f ikpxq enters some V pj, αq p1 ĺ j ĺ tαq. For each k with
1 ĺ k ĺ npxq, let jk p1 ĺ jk ĺ tαq be such that f
ikpxq P V pjk, αq. We construct a string
spxq :“ ppik, jkqq1ĺkĺnpkq. If f
ipxq R V pj, αq for all 0 ă i ă hpβq and for all 1 ĺ j ĺ tα, then
spxq :“ H. We define a set S :“ t spxq | x P V pβq u. Let V psq :“ tx P V pβq | spxq “ s u
for each s P Spβq. Then, we have a disjoint union V pβq “
Ť
tV psq | s P S u of closed and
open sets. Moreover, V¯ psq :“
Ť
0ĺiăhpβq f
ipV psqq ps P Sq are mutually disjoint towers. It
is evident that the towers V¯ psq ps P Sq accompany the towers V¯ pj, αq p1 ĺ j ĺ tαq. For
each s P S, the accompaniment may not be proper, i.e. the following may occur:
(3.1) fhpβq´1pV psqq Ď f ipV pj, αqq with 1 ĺ j ĺ tα, 1 ĺ i ă hpj, αq ´ 1.
Therefore, roughly speaking, we extend the height of tower V¯ psq for each s P S. If (3.1)
does not occur for s P S, then we need not change the height hpβq of tower V¯ psq, i.e.
the base is V psq and the height is hpsq :“ hpβq. If (3.1) occurs for s P S, then we do
not change the base V psq, but we change the height to hpsq :“ hpβq ` hpj, αq ´ 1 ´ i.
Then, fhpsq´1pV psqq Ď fhpj,αq´1pV pj, αqq is satisfied. It follows that diampf ipV psqqq ĺ ε
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for all 0 ĺ i ă hpsq, because the extension is part of the tower with base V pj, αq. The
disjointness of f ipV psqq p0 ĺ i ă hpsqq is also obvious. Now, we remove the towers V¯ psq
from each V pj, αq. Precisely, for each 1 ĺ j ĺ tα, we define V
1pj, αq :“ V pj, αqz
Ť
sPS V¯ psq.
Thus, we obtain V¯ 1pj, αq :“
Ť
0ĺiăhpj,αq f
ipV 1pj, αqq “ V¯ pj, αqz
Ť
sPS V¯ psq. Now, we have
mutually disjoint towers t V¯ 1pj, αq | 1 ĺ j ĺ tα u Y t V¯ psq | s P S u. Note that, for all
s P S, it follows that hpsq ľ hpβq ą L. We reorder these towers and rewrite the bases
V pj, βq p1 ĺ j ĺ tβq, heights hpj, βq p1 ĺ j ĺ tβq, and towers V¯ pj, βq p1 ĺ j ĺ tβq. The
existence of vertices vpj, βq, v1pj, βq P V p1 ĺ j ĺ tβq that satisfy V pj, βq Ď Upvpj, βqq
and fhpj,βqpV pj, βqq Ď Upv1pj, βqq for each 1 ĺ j ĺ tβ is also obvious. If we define
Xβ :“
Ť
1ĺjĺtβ
V¯ pj, βq, then Xβ “ Xα Y V¯ pβq. This concludes the inductive step for α,
thus completing the proof. 
Remark 3.34. Suppose that there exists a closed and open set U Ď X and a positive integer
n such that
Ťn
i“0 f
ipUq “ X. Then, U intersects with each periodic orbit. According to
the construction of Upjq (1 ĺ j ĺ r) in terms of the proof of Proposition 3.30, which is
applied to the trivial base map, it is easy to see that we can take all of the Upjq as subsets
of U . Thus, we have that V 8 Ď UpV 1q Ď U .
4. Link to the Bratteli–Vershik models
In this section, we clarify the link to the Bratteli–Vershik models. The Bratteli–Vershik
models for zero-dimensional systems were extended to aperiodic cases in [Med06]. In this
section, we extend them to the case in which periodic points exist.
4.1. The Bratteli–Vershik models. In this subsection, we introduce the well-known
Bratteli diagrams. Vn pn ľ 0q denotes the set of vertices of a Bratteli diagram and En
p1 ĺ nq denotes the set of edges. These symbols are not used for the descriptions of basic
graphs discussed in § 2. Basic graphs are denoted by inverted hats, e.g. Gˇ, Vˇ , and vˇ P Vˇ .
Definition 4.1. A Bratteli diagram is an infinite directed graph pV,Eq, where V is the
vertex set and E is the edge set. These sets are partitioned into non-empty disjoint finite
sets V “ V0 Y V1 Y V2 Y ¨ ¨ ¨ and E “ E1 Y E2 Y ¨ ¨ ¨ , where V0 “ t v0 u is a one-point set.
Each En is a set of edges from Vn´1 to Vn. Therefore, there exist two maps r, s : E Ñ V
such that r : En Ñ Vn and s : En Ñ Vn´1 for all n ľ 1, i.e. the range map and the source
map, respectively. Moreover, s´1pvq ‰ H for all v P V and r´1pvq ‰ H for all v P V zV0.
We say that u P Vn´1 is connected to v P Vn if there exists an edge e P En such that
speq “ u and rpeq “ v.
Definition 4.2. Let pV,Eq be a Bratteli diagram. For each 0 ĺ n ă m, a sequence of
edges p “ pen`1, en`2, . . . , emq P
ś
năiĺmEi with rpeiq “ spei`1q for all n ă i ă m is called
a path. A path p “ pen`1, en`2, . . . , emq goes from one vertex v P Vn to another vertex
v1 P Vm if v “ spen`1q and v
1 “ rpemq. We write ppiq :“ ei for n ă i ĺ m. For each n ă m,
we define En,m :“ t p P
ś
năiĺmEi | p is a path. u. For p “ pen`1, en`2, . . . , emq P En,m,
the source map s : En,m Ñ En and the range map r : En,m Ñ Em are defined by
sppq “ spen`1q and rppq “ rpemq.
For each n ľ 0, an infinite path p “ pen`1, en`2, . . . q is also defined. For each n ľ 0,
En,8 denotes the set of all infinite paths from Vn. For p “ pen`1, en`2, . . . q P En,8, the
source map s : En,8 Ñ Vn is defined as sppq “ spen`1q. For p “ pen`1, en`2, . . . q P En,8,
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we denote ppiq :“ ei for n ă i. For 0 ĺ n ĺ n
1 ă m1 ĺ m and p P En,m, we denote
prn1,m1s :“ pppn1 ` 1q, ppn1 ` 2q, . . . , ppm1qq P En1,m1 . For 0 ĺ n ĺ n
1 and p P En,8,
prn1,8q is also defined.
In particular, we have defined the set E0,8. We consider E0,8 with the product topology.
Under this topology, it is a compact zero-dimensional space.
Definition 4.3. Let pV,Eq be a Bratteli diagram such that V “ V0 Y V1 Y V2 Y ¨ ¨ ¨ and
E “ E1YE2Y¨ ¨ ¨ are the partitions, where V0 “ t v0 u is a one-point set. Let r, s : E Ñ V
be the range map and the source map, respectively. We say that pV,E,ľq is an ordered
Bratteli diagram if a partial order ľ is defined on E such that e, e1 P E are comparable if
and only if rpeq “ rpe1q. Thus, we have a linear order on each set r´1pvq for each v P V zV0.
The edges r´1pvq are numbered from 1 to |r´1pvq|, and the maximal (resp. minimal) edge
is denoted by epv,maxq (resp. epv,minq). Let Emax and Emin denote the sets of maximal
and minimal edges, respectively.
Definition 4.4. Let pV,E,ľq be an ordered Bratteli diagram. For each 0 ă n ă m and
v P Vm, the set t p P En,m | rppq “ v u is linearly ordered by the lexicographic order, i.e.
for p ‰ q P En,m with rppq “ rpqq, p ă q if and only if ppkq ă qpkq with the maximal
k P rn`1,ms such that ppkq ‰ qpkq. For each n ľ 0, suppose that p, p1 P En,8 are distinct
cofinal paths, i.e. there exists a k ą n such that ppkq ‰ p1pkq, and for all l ą k, pplq “ p1plq.
We define the lexicographic order p ă p1 if and only if ppkq ă p1pkq. In particular, we
have defined the lexicographic order on E0,8. This is a partial order, and p, q P E0,8 is
comparable if and only if p and q are cofinal.
Let pV,E,ľq be an ordered Bratteli diagram. We define
E0,8,min :“ t p P E0,8 | ppkq P Emin for all k u, and
E0,8,max :“ t p P E0,8 | ppkq P Emax for all k u.
Definition 4.5. Let pV,E,ľq be an ordered Bratteli diagram. For each p P E0,8zE0,8,max,
there exists the least p1 ą p with respect to the lexicographic order. We say that pV,E,ľ
q admits a continuous Vershik map ψ : E0,8 Ñ E0,8 if ψ is continuous everywhere,
ψpE0,8,maxq “ E0,8,min, and for each p P E0,8zE0,8,max, it follows that ψppq is the least
path such that p ă ψppq. We note that ψ is surjective and if |ψ´1pxq| ‰ 1, then x P
E0,8,min.
Definition 4.6. Let pX, fq be a zero-dimensional system. Let pV,E,ľq be an ordered
Bratteli diagram with a continuous Vershik map ψ : E0,8 Ñ E0,8. Then, pV,E,ľ, ψq is a
Bratteli–Vershik model of pX, fq if pX, fq is topologically conjugate to pE0,8, ψq. We also
say that pV,E,ľ, ψq is a Bratteli–Vershik model if ψ is continuous and surjective.
Notation 4.7. Let pV,E,ľq be an ordered Bratteli diagram, n ą 0, and v P Vn. We
abbreviate P pvq :“ t p P E0,n | rppq “ v u. We define lpvq :“ |P pvq| and write P pvq “
t ppv, 0q ă ppv, 1q ă ¨ ¨ ¨ ă ppv, lpvq ´ 1q u. Let Upv, iq :“ tx “ pex,1, ex,2, . . . q P E0,8 |
pex,1, ex,2, . . . , ex,nq “ ppv, iq u for all 0 ĺ i ă lpvq. We denote U¯pvq :“
Ť
0ĺiălpvq Upv, iq.
Then, for any Vershik map ψ, U¯pvq is a tower, i.e. ψpUpv, iqq “ Upv, i ` 1q for all
0 ĺ i ă lpvq ´ 1.
By referring to Definitions 3.19 and 3.20, we will define analogies in the Bratteli–Vershik
models.
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Definition 4.8. Let pV,Eq be a Bratteli diagram and n ľ 0. We say that an infinite
path pen`1, en`2, . . . q P En,8 is constant if |r
´1prpeiqq| “ 1 for all i ą n. A vertex v P Vn
is infinitely constantly covered by the path p if there exists a constant path p P En,8 with
v “ sppq.
Definition 4.9. A Bratteli–Vershik model pV,E,ľ, ψq has the closing property if, for
every constant path pen`1, en`2, . . . q P En,8 with n ľ 0, the set
Ş
mąn U¯pspemqq is a
periodic orbit (of least period lpspen`1qq).
The theorem that corresponds to Theorem 3.21 also holds (see Theorem 4.20). The
next lemma clarifies the meaning of the above definitions.
Lemma 4.10. Let n ľ 0 and pV,E,ľ, ψq be a Bratteli–Vershik model that has the closing
property. Let v P Vn with some n ľ 0. If v is constantly covered by some infinite path,
then U¯pvq contains a periodic orbit of least period lpvq.
Proof. Let pen`1, en`2, . . . q P En,8 be an infinite path that covers v. Then, by the closing
property, the set
Ş
mľn U¯pspemqq is a periodic orbit. 
The periodicity-regulation is also obtained for the Bratteli–Vershik models.
Definition 4.11. Let l : l1 ă l2 ă ¨ ¨ ¨ be a sequence of positive integers. We say that a
Bratteli–Vershik model pV,E,ľ, ψq is l-periodicity-regulated if, for every n ą 0 and every
v P Vn with lpvq ĺ ln, U¯pvq has a periodic orbit of least period lpvq.
Lemma 4.12. Let l : l1 ă l2 ă ¨ ¨ ¨ be a sequence of positive integers. If a Bratteli–Vershik
model pV,E,ľ, ψq is l-periodicity-regulated, then it has the closing property.
Proof. Let v P Vn pn ľ 0q and a path pv “ pen`1, en`2, . . . q P En,8 with sppvq “ v be a
constant infinite path. Take some m ą n such that lm ľ lpvq. Let vm :“ spem`1q. It is
sufficient to show that
Ş
iąn U¯pviq is a periodic orbit. It follows that lpvmq “ lpvq ĺ lm.
By the l-periodicity-regulation property, for each j ľ m, U¯pvjq has a periodic orbit of
least period lpvjq “ lpvq. This implies that the set
Ş
iąn U¯pviq is a periodic orbit of least
period lpvq. 
4.2. Relation to weighted covering models. Let pX, fq be a general invertible zero-
dimensional system and l : l1 ă l2 ă ¨ ¨ ¨ be a sequence of positive integers. In §3,
we showed that there exists some l-periodicity-regulated weighted graph covering model
G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ with limÐÝG being topologically conjugate to pX, fq. The
base maps Bn : Gn Ñ X pn ľ 0q have been defined simultaneously. We are now ready to
show that G can be transformed to a Bratteli–Vershik model of pX, fq. Subsequently, to
show the converse, the following definitions are necessary.
Notation 4.13. Let pV,E,ľ, ψq be a Bratteli–Vershik model with the Vershik map ψ :
E0,8 Ñ E0,8. For each n ľ 1 and v P Vn, let ppv,minq P P pvq be the minimal path from
v0 to v and let ppv,maxq P P pvq be the maximal path from v0 to v. For each v P Vn,
denote the closed and open set Bpvq :“ t p P E0,8 | pr0, ns “ ppv,minq u and lpvq :“ |P pvq|.
Each Bpvq is said to be the base of v P Vn and lpvq is the height of v P Vn. We denote
B¯pvq :“
Ťlpvq´1
i“0 ψ
ipBpvqq and obtain a decomposition E0,8 “
Ť
vPVn
B¯pvq.
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Definition 4.14. Let pV,E,ľ, ψq be a Bratteli–Vershik model with the Vershik map ψ :
E0,8 Ñ E0,8. For the set tBpvq | v P Vn u of bases in level n, define an equivalence relation
» generated by Bpvq » Bpv1q if there exists some v2 P Vn such that BpvqXψ
lpv2qpBpv2qq ‰
H and, at the same time, Bpv1q X ψlpv
2qpBpv2qq ‰ H. Define An :“ tBpvq | v P Vn u{ ».
We write An “ t vn,1, . . . , vn,apnq u. Now, for each 1 ĺ i ĺ apnq, we have a closed and open
set Un,i :“
Ť
BPvn,i
B. We say that each Un,i (1 ĺ i ĺ apnq) is a cluster of bases of Vn.
Definition 4.15. Let pV,E,ľ, ψq be a Bratteli–Vershik model with the Vershik map
ψ : E0,8 Ñ E0,8. The Bratteli–Vershik model has the nesting property at level n if each
cluster of Vn`1 is a subset of a base Bpvq for some v P Vn. We say that a Bratteli–Vershik
model has the nesting property if it has the nesting property at all levels n ľ 0.
A Bratteli–Vershik model pV,E,ľ, ψq has the nesting property at level n if and only if,
for each v P Vn`1, there exists some v
1 P Vn such that ψ
lpvqpBpvqq Ď Bpv1q.
Notation 4.16. In the proof of the next theorem, using the term ‘edge’ for both G and a
Bratteli diagram may result in ambiguity, even if we use symbols such as e P E. Thus,
we use the symbol p for the elements of E and refer to them as ‘paths’ of G, i.e. a path
p P E of G. However, the term ‘path’ is also used for the paths of a Bratteli diagram. This
convention is applied to the cases in which both the Bratteli–Vershik model and weighted
(flexible) graph covering model are required in the proof.
Theorem 4.17 (From weighted covering model to BV model). Let G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ
G2
ϕ3ÐÝ ¨ ¨ ¨ be a weighted graph covering model and limÐÝG “ pX, fq. Then, we can construct
a Bratteli–Vershik model pV,E,ľ, ψq with the nesting property and a homeomorphism
φ : E0,8 Ñ X such that f ˝φ “ φ˝ψ and φpE0,8,minq “ V 8. If G has the closing property,
then the Bratteli–Vershik model has the closing property. If G is l-periodicity-regulated,
then the Bratteli–Vershik model is l-periodicity-regulated. The same is true for a flexible
graph covering model rG via the argument in Remark 3.12.
Proof. Let G : G0
ϕ1ÐÝ G1
ϕ2ÐÝ G2
ϕ3ÐÝ ¨ ¨ ¨ be a weighted graph covering model and
limÐÝG “ pX, fq. For each n ľ 0, Vn Ă V will be identified with En. Suppose that n ľ 0
and every p P En`1 “ Vn`1 is written as ϕn`1ppq “ p1p2 ¨ ¨ ¨ pkppq with pi P En “ Vn
p1 ĺ i ĺ kppqq. Then, En`1 Ă E will be identified with the set t pp, pi, iq | ϕppq “
p1p2 ¨ ¨ ¨ pkppq, p P Vn`1, pi P Vn p1 ĺ i ĺ kppqq u. The order of pp, pi, iq will be i.
As described above, to construct an ordered Bratteli diagram pV,E,ľq, for each n ľ 0,
let Vn :“ En. Further, let n ľ 0 and v P Vn`1. Then, v is a path v “ p P En`1 of Gn`1.
Therefore, ϕppq is a walk in Gn. We write ϕppq “ p1p2 ¨ ¨ ¨ pkppq with pi P En p1 ĺ i ĺ kq.
Let En`1 :“ t pv, pi, iq | ϕppq “ p1p2 ¨ ¨ ¨ pkppq, v “ p P Vn`1, pi P Vn p1 ĺ i ĺ kppqq u. We
define the source map sppv, u, iqq :“ u and the range map rppv, u, iqq :“ v. The order of
each edge e “ pv, u, iq is i, i.e. if e1 “ pv, u1, i1q and e2 “ pv, u2, i2q, then e1 ă e2 if and
only if i1 ă i2. Thus, we have constructed an ordered Bratteli diagram pV,E,ľq from a
weighted graph covering model.
Next, we will show that there exists a homeomorphism φ : E0,8 Ñ X that satisfies
f ˝ φ “ φ ˝ ψ. It is easy to check that, for each n ľ 0 and each p P En “ Vn, the value
of lppq coincides with both p P En and p P Vn. In Notation 3.8, for each n ľ 1 and each
p P En, we have formed the set Vˇ ppq of vertices of the basic graph Gˇn: Vˇ ppq :“ t vˇp,0 “
sppq, vˇp,1, vˇp,2, . . . , vˇp,lppq´1, vˇp,lppq “ rppq u. If we consider p P Vn (n ľ 1) in the ordered
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Bratteli diagram pV,E,ľq, then in Notation 4.7, we have defined P ppq “ t pe1, e2, . . . , enq P
E0,n | rpenq “ p u with the lexicographic order. Because |P ppq| “ lppq, we can write
P ppq “ txp,0 ă xp,1 ă xp,2 ă ¨ ¨ ¨ ă xp,lppq´1 u. We define a map φp : P ppq Ñ Vˇ ppq Ď Vˇn
by φppxp,iq :“ vˇp,i p0 ĺ i ă lppqq. Further, we define a map φn :
Ť
pPVn
P ppq Ñ Vˇn by
φn|P ppq :“ φp (p P Vn). For an arbitrarily fixed x P E0,n, let Cpxq :“ tx P E0,8 | xr0, ns “
x u. For an arbitrarily fixed x “ pe1, e2, ¨ ¨ ¨ q P E0,8, we define xn :“ pe1, e2, . . . , enq for
all n ľ 1. Then, for 0 ă n ă m, Cpxnq Ě Cpxmq. We obtain a commutativity condition
ϕˇm,npφmpxmqq “ φnpxnq. Thus, we have a continuous map φ : E0,8 Ñ X. Apparently,
this map is surjective. We have to show that it is injective. Suppose that the map is
not injective. Then, there exist x1 ‰ x2 P E0,8 such that φpx1q “ φpx2q. We write
xi :“ pei,1, ei,2, . . . q (i “ 1, 2). Further, we write xi,n :“ pei,1, ei,2, . . . , ei,nq (i “ 1, 2).
Suppose that one of xi (i “ 1, 2) is not minimal. Then, there exists an n ą 0 such that
one of xi,n (i “ 1, 2) is not minimal and x1,n ‰ x2,n. In this case, it is easy to see that
φpx1q ‰ φpx2q, which is a contradiction. Suppose that both xi (i “ 1, 2) are minimal.
In this case, if rpe1,nq “ rpe2,nq (in the Bratteli diagram) for infinitely many n, then we
have x1,n “ x2,n for such n. Thus, x1 “ x2, which is a contradiction. Therefore, in this
case, there exists an N ą 0 such that rpe1,nq ‰ rpe2,nq (in the Bratteli diagram) for all
n ľ N . Let pi,n :“ rpei,nq P En “ Vn for i “ 1, 2 and for all n ľ N . Recall that pi,n
(i “ 1, 2) are paths of Gn. Therefore, we have sppi,nq P V n for i “ 1, 2 and n ľ N . Because
φpx1q “ φpx2q, it follows that spp1,nq “ spp2,nq for all n ľ N . By the `directionality of
G, we have p1,n “ p2,n for all n ľ N , which is a contradiction. Thus, φ is bijective and it
is a homeomorphism.
Next, we check that the Vershik map ψ can be well defined and that f ˝ φ “ φ ˝ ψ
is satisfied. We can always uniquely define the Vershik map ψ on the set E0,8zE0,8,max
by the lexicographic order. From the construction, f ˝ φ “ φ ˝ ψ is satisfied on the set
E0,8zE0,8,max. Because φ : E0,8 Ñ X is a homeomorphism, we can extend the map
ψ uniquely on all of E0,8 such that f ˝ φ “ φ ˝ ψ is satisfied. It is easy to check that
φpE0,8,minq “ V 8; consequently, it is easy to check that ψpE0,8,maxq “ E0,8,min. We have
to check the nesting property. Let pe1, e2, . . . , en`1q P En`1 be a maximal path in the
ordered Bratteli diagram. Let v “ rpen`1q P Vn`1 in the Bratteli diagram. Then, v is a
path p P En`1. We can find a vertex v P V n`1 such that rppq “ v in the weighted graph.
Any paths p1, p2 P En`1 that start from v in the weighted graph satisfy pϕn`1pp1qqpminq “
pϕn`1pp2qqpminq. This implies the nesting property of the Bratteli–Vershik model.
Suppose that the weighted covering model has the closing property. Then, because
the conjugating homeomorphism preserves the periodic orbits, the closing property of the
Bratteli–Vershik model follows.
Finally, suppose that G is l-periodicity-regulated. Let n ľ 0 and v P Vn be such that
lpvq ĺ ln. Then, v P Vn “ En is a circuit that is infinitely constantly covered by circuits
of Em (m ľ n), i.e. a periodic orbit with least period lpvq is included in U¯pvq, as desired.
Thus, the Bratteli–Vershik model is l-periodicity-regulated. The last statement follows
via Remark 3.12. 
We now present the proof of Theorem 1.1:
Proof of Theorem 1.1. Let pX, fq be a homeomorphic (compact) zero-dimensional system.
Let l : l1 ă l2 ă ¨ ¨ ¨ be an arbitrary sequence of positive integers. In Theorem 3.26,
we constructed a weighted graph covering model G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ that is
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l-periodicity-regulated. Further, the inverse limit limÐÝG :“ limÐÝ Gˇ is topologically conjugate
to pX, fq. By Theorem 4.17 above, from G, we could have constructed a Bratteli–Vershik
model pV,E,ľ, ψq with the nesting property. Furthermore, because G could be constructed
to be l-periodicity-regulated, the Bratteli–Vershik model is l-periodicity-regulated. This
completes the proof. 
The nesting property need not be used to show Theorem 1.1. However, it is important
in the following Theorem 4.19.
Lemma 4.18. Let pV,E,ľ, ψq be a Bratteli–Vershik model with the Vershik map ψ :
E0,8 Ñ E0,8. After sufficient telescoping, we obtain a Bratteli–Vershik model with the
nesting property.
Proof. This proof requires the continuity of ψ. Fix a metric d on E0,8. Note that, after
telescoping, we have a canonical isomorphism on pE0,8, ψq and, thus, the identification of
the metric d. Fix n ľ 1. Note that the bases Bpvq (v P Vn) are mutually disjoint closed
sets. Thus, we can find some δ such that 0 ă δ ă mint dpx, yq | x P Bpvq, y P Bpv1q, v, v1 P
Vn, v ‰ v
1, u. Let ε ą 0 be such that, if dpx, yq ĺ ε, then dpfpxq, fpyqq ĺ δ. It is evident
that, for sufficiently large m ą n, each f ipBpvqq p1 ĺ i ă lpvq, v P Vmq has diameter
less than ε. Thus, by the continuity of ψ, for each base Bpvq of v P Vn, f
lpvqpBpvqq has
diameter less than δ. It follows that f lpvqpBpvqq is contained in some base Bpvq (v P Vn).
By telescoping from n to m, the new Bratteli–Vershik model has the nesting property at
level n. Because n ľ 0 is arbitrary, we have the desired result. 
Theorem 4.19 (From BV model to weighted covering model). Let pV,E,ľ, ψq be a
Bratteli–Vershik model with the nesting property. There exists a corresponding weighted
graph covering model G : G0
ϕ1ÐÝ G1
ϕ2ÐÝ G2
ϕ3ÐÝ ¨ ¨ ¨ such that, if limÐÝG “ pX, fq, there
exists a homeomorphism φ : X Ñ E0,8 with φ ˝ f “ ψ ˝ φ and φpV 8q “ E0,8,min. If
the Bratteli–Vershik model has the closing property, then G has the closing property. If
the Bratteli–Vershik model is l-periodicity-regulated, then G is l-periodicity-regulated. The
same is true for a flexible graph covering model rG via the argument in Remark 3.12.
Proof. Let pV,E,ľ, ψq be a Bratteli–Vershik model with the nesting property. For each
n ľ 0, Vn Ă V will be identified with En. Precisely, for each v P Vn, define the closed
and open set Bpvq :“ t p P E0,8 | pr0, ns “ ppv,minq u. Then, we define B¯pvq :“Ťlpvq´1
i“0 ψ
ipBpvqq, and obtain the decomposition E0,8 “
Ť
vPVn
B¯pvq. To construct the
set of vertices in the weighted graphs, for each n ľ 1, we define the set An “ tUn,i | 1 ĺ
i ĺ apnq u of clusters (see Definition 4.14). By the nesting property, for each n ľ 1 and
each cluster Un`1,i (1 ĺ i ĺ apn` 1q), there exists a base Bpvq (v P Vnq that contains the
cluster. We denote V n :“ An and En “ Vn for each n ľ 1. For each p “ v P En “ Vn,
the path p starts from the cluster that contains Bpvq and ends in the cluster that contains
ψpBpvqq. G0 is defined as the singleton graph such that E0 is identified with V0. Thus,
we obtain the weighted graphs pV n, Enq for each n ľ 1. The weight map l : En Ñ N
`
is defined as the height of the towers B¯pvq for each v P Vn. Fix n ľ 1 and v P Vn from
the ordered Bratteli diagram. We write r´1pvq “ t e1 ă e2 ă . . . ă ek u. Thus, we obtain
v1, v2, . . . , vk P Vn´1 “ En´1. We define ϕnpvq “ v1v2 . . . vk. This can be considered as the
map from v P Vn “ En to the walk v1v2 . . . vk P Wn´1. In this way, we obtain a covering
map ϕn : Gn Ñ Gn´1. By the nesting property in the Bratteli–Vershik model, it follows
that the covering maps ϕn are `directional.
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Thus, we have constructed a weighted graph covering model G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ
¨ ¨ ¨ . We write pX, fq “ limÐÝG. We need to define a homeomorphism φ : X Ñ E0,8. To ob-
tain pX, fq, we construct a basic graph covering model Gˇ : Gˇ0
ϕˇ1ÐÝ Gˇ1
ϕˇ2ÐÝ Gˇ2
ϕˇ3ÐÝ ¨ ¨ ¨ . Let
n ľ 0 and p P En “ Vn. Then, we write Vˇ ppq :“ t vˇp,0 “ sppq, vˇp,1, vˇp,2, . . . , vˇp,lppq´1, vˇp,lppq “
rppq u. Because p is identified with some v P Vn with lppq “ lpvq, for the case lppq ľ 2,
we can assign each vˇp,i (1 ĺ i ĺ lppq ´ 1) to ψ
ipBpvqq Ď E0,8. Including the case in
which lppq “ 1, vˇp,0 is assigned to the cluster Un,j that satisfies Bpvq Ď Un,j, and vˇp,lppq is
assigned to the cluster Un,j1 that satisfies ψ
lpvqpBpvqq Ď Un,j1. Thus, for all n ľ 0, each
vˇ P Vˇn in the basic graph Gˇn is assigned to a closed and open set of E0,8, which we denote
by E0,8pvˇq. It is clear that if ϕˇnpvˇq “ uˇ (n ľ 1), then E0,8pvˇq Ď E0,8puˇq. We recall that
each x P X is written as x “ pvˇ0, vˇ1, vˇ2, . . . q, with ϕˇnpvˇnq “ vˇn´1 for all n ľ 1. Thus,
each x P X defines a closed set E0,8pxq :“
Ş
nľ0Epvˇnq Ď E0,8. By the nesting prop-
erty, it follows that E0,8pxq consists of a single point. We define φpxq P E0,8 to satisfy
tφpxq u “ E0,8pxq. We have defined a map φ : X Ñ E0,8. Because E0,8 “
Ť
vˇPVˇn
E0,8pvˇq
is a disjoint union for each n ľ 0, φ is bijective. Because each E0,8pvˇq pvˇ P Vˇn, n ľ 0q
is compact, the continuity of φ follows. Thus, φ is a homeomorphism. It is easy to check
the commutativity. Finally, we need to check φpV 8q “ E0,8,min. From the definition, we
have φpV 8q Ď E0,8,min. Let x “ pvˇ0, vˇ1, vˇ2, . . . q R V 8. Then, there exists some n ľ 1
with vˇn R V n. Thus, it is easy to see that E0,8pvˇnq P E0,8zE0,8,min.
It is straightforward to check that the closing property of the Bratteli–Vershik models
brings about the closing property of weighted covering models. It is also straightforward
to check that the l-periodicity-regulation property of the Bratteli–Vershik models brings
about the l-periodicity-regulation property in weighted covering models. This completes
the proof. 
We note the construction of the clusters in Theorem 4.19. From the construction in
Theorems 4.17 and 4.19, a nested Bratteli–Vershik model can be translated to a weighted
covering model and reversely translated to the original Bratteli–Vershik model. However,
a weighted graph covering model may not be reversely translated to the original, i.e. some
portion of the elements in V n pn ľ 1q might be separated into multiple vertices.
Theorem 4.20. A Bratteli–Vershik model pV,E,ľ, ψq has the closing property if and only
if the set E0,8,min is a basic set.
Proof. Let pV,E,ľ, ψq be a Bratteli–Vershik model. Suppose that it has the closing prop-
erty. By Lemma 4.18, we obtain a Bratteli–Vershik model with the nesting property
through telescoping. It is easy to check that the new Bratteli–Vershik model also has the
closing property. Thus, Theorem 4.19 implies that the corresponding weighted covering
model has the closing property. By Theorem 3.21, it follows that V 8 is a basic set. Again,
Theorem 4.19 implies that E0,8,min is a basic set.
To show the converse, suppose that E0,8,min is a basic set. By Lemma 4.18, we obtain a
Bratteli–Vershik model pV 1, E1,ľ, ψ1q with the nesting property through telescoping. It is
obvious that both E0,8 and E0,8,min are identically preserved. Thus, Theorem 4.19 implies
that in the corresponding weighted covering model, V 8 is a basic set. By Theorem 3.21,
it follows that the weighted covering model has the closing property. By Theorem 4.17,
we can reconstruct a Bratteli–Vershik model with the closing property. By the proof
of Theorems 4.17 and 4.19, we have recovered pV 1, E1,ľ, ψ1q. Thus, this Bratteli–Vershik
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model has the closing property. Let pen`1, en`2, . . . q P En,8 be a constant path of pV,E,ľ
, ψq. By telescoping, we obtain a restricted constant path in pV 1, E1q. By the closing
property in pV 1, E1,ľ, ψ1q, we have a periodic point, as desired. Thus, pV,E,ľ, ψq has the
closing property. 
As we have seen in the two theorems above, in establishing a formal link between the
Bratteli–Vershik models and the three types of graph covering models discussed herein,
flexible graph covering models are natural. In § 5, we present an example in which links
are established between flexible graph covering models and the Bratteli–Vershik models
for the stationary case, where we define stationary flexible covering models and compare
them with the well-known stationary ordered Bratteli diagrams. In § 5.3, we examine the
possibility of constructing examples of stationary flexible covering models in relation with
the substitution subshifts. In general, canonically corresponding substitution subshifts
might not be topologically conjugate to either the stationary flexible covering models or
the related Bratteli–Vershik models. Nevertheless, there exist a number of cases in which
there exist canonical isomorphisms. In these discussions, we require the two-sided array
system introduced in [DM08]. Next, in § 4.3, we recall the array system approach for the
natural extension of flexible covering models, which is not restricted to stationary cases.
Nevertheless, the arguments are presented in terms of weighted covering models.
4.3. Array systems. In this subsection, following [DM08], we present the notion of the
array systems for a brief study of the stationary flexible covering models described in
§ 5. First, we translate flexible covering models into the corresponding weighted covering
models. Let G : G0
ϕ1ÐÝ G1
ϕ2ÐÝ G2
ϕ3ÐÝ ¨ ¨ ¨ be a weighted covering model. To construct
the inverse limit, recall that we translated the weighted covering model into the basic
covering model: Gˇ : Gˇ0
ϕ1ÐÝ Gˇ1
ϕ2ÐÝ Gˇ2
ϕ3ÐÝ ¨ ¨ ¨ . We denoted limÐÝG :“ limÐÝ Gˇ. Here, we write
limÐÝ Gˇ “ pX, fq. Recall that f : X Ñ X is continuous and surjective. The natural extension
of pX, fq denotes a zero-dimensional system pXˆ, fˆq with Xˆ :“ t pxiqiPZ P X
Z | fpxiq “
xi`1 for all i P Z u and a homeomorphism fˆ : Xˆ Ñ Xˆ defined by fˆppxiqiPZq “ pxi`1qiPZ.
For each xˆ “ pxiqiPZ P Xˆ and n ľ 0, there exists a unique vˇ P Vˇnq such that xi P Upvˇq.
We express this vˇ as vˇn,i. We define a sequence :x :“ pvˇn,iqnľ0,iPZ. Further, we define
:X :“ t :x | xˆ P Xˆ u Ă
ś
nľ0
`
Vˇ Zn
˘
and :xpn, iq :“ vˇn,i for n ľ 0 and i P Z. Then, :X
is the set of all y P
ś
nľ0
`
Vˇ Zn
˘
such that, if we write y “ ypn, iq with n ľ 0, i P Z,
the following are satisfied: ypn, iq P Vˇn, ϕˇn`1pypn ` 1, iqq “ ypn, iq for all n ľ 0, i P Z,
and pypn, iq, ypn, i ` 1qq P Eˇn for all n ľ 0 and i P Z. This is a closed condition, and
:X is thus a compact metrizable zero-dimensional space. Clearly, :f is bijective. Thus,
p :X, :fq is an invertible zero-dimensional system. We denote :xrns :“ pvn,iqiPZ, i.e. the
nth line. For an infinite walk :xrns and some integers a ă b, we denote a finite walk
p:xrnsqra, bs “ p:xpn, aq, :xpn, a ` 1q, . . . , :xpn, bqq of Gˇn. In this paper, the invertible zero-
dimensional system p :X, :fq is called an array system generated by Gˇ. Let xˆ P Xˆ, n ľ 0,
and i P Z. Now, we consider three cases.
Case 1: Suppose that there exists some e P En such that lpeq ą 1 and
p:xpn, iq, :xpn, i ` 1qq P Eˇpeq. In this case, such an e is unique and we can denote
x¯pn, iq :“ e. Once an e P En appears with lpeq ą 1, then this e continues at least lpeq
times.
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en,1 en,3 en,1 en,3 en,2 en,1
en`1,5 en`1,1 en`1,3
Figure 1. nth and pn ` 1qth rows of an array system with cuts.
e0 e0 e0 e0 e0 e0 e0 e0 e0 e0 e0 e0 e0 e0 e0 e0
e1,3 e1,3 e1,1 e1,3 e1,2 e1,1
e2,3 e2,1 e2,3
e3,3 e3,1
...
Figure 2. First four rows of an array system.
Case 2: Suppose that p:xpn, iq, :xpn, i ` 1qq P Eˇpeq for some e P En with lpeq “ 1 and
that p:xpn ` 1, iq, :xpn ` 1, i ` 1qq P Eˇpen`1q and lpen`1q ą 1. Then, by taking a factor
map ϕn`1,npen`1q in G, we can determine a unique e P En in a suitable position of the
walk ϕn`1,npen`1q. We can denote x¯pn, iq :“ e.
Case 3: Suppose that p:xpn ` 1, iq, :xpn ` 1, i ` 1qq P Eˇpen`1q and lpen`1q “ 1. We
note that en`1 are not identified uniquely. Nevertheless, :xpn ` 1, iq “ vn`1 P V n`1 is
identified uniquely. Thus, by the `directionality condition, e “ ϕn`1pen`1q is identified
uniquely. We denote x¯pn, iq :“ e.
Thus, we have defined x¯pn, iq for all n ľ 0 and all i P Z. We define a sequence x¯rns :“
p. . . , x¯pn,´1q, x¯pn, 0q, x¯pn, 1q, . . . q. For integers n ľ 0 and s ă t, we denote px¯rnsqrs, ts :“
px¯pn, sq, x¯pn, s`1q, x¯pn, s`2q, . . . , x¯pn, tqq. For each n ľ 0, the lines x¯rns are compiled (see
Figures 1 and 2). Following [DM08], we make an n-cut in each x¯rns just before each i with
:xpn, iq “ spx¯pn, iqq (see Figures 1 and 2). We recall the notation of the singleton weighted
graph G0 “ pt v0 u, t e0 uq. Thus, for each xˆ P Xˆ, x¯r0s “ p. . . , e0, e0, e0, . . . q that is cut
everywhere. We define X¯ :“ t x¯ | x P X u. Because there exists a bijective factoring map
from :X onto X¯, X¯ is also a compact metrizable zero-dimensional space. We define the
shift map f¯ : X¯ Ñ X¯ that shifts left. Thus, we have an invertible zero-dimensional system
pX¯, f¯q, which we call an array system generated by G. If it is necessary to distinguish the
beginning of the edge, this can be done by changing x¯pn, iq “ e to x¯pn, iq “ 9e for all i with
:xpn, iq “ spx¯pn, iqq. The next theorem is obvious.
Theorem 4.21. Let G : G0
ϕ1ÐÝ G1
ϕ2ÐÝ G2
ϕ3ÐÝ ¨ ¨ ¨ be a weighted covering model. We
write limÐÝG “ pX, fq. Then, the natural extension pXˆ, fˆq defined above is topologically
conjugate to the array systems p :X, :fq and pX¯, f¯q.
For an interval rn,ms with m ą n ľ 0, the combination of rows x¯rn1s with n ĺ n1 ĺ m
is denoted as x¯rn,ms. For each xˆ P Xˆ , we obtain an infinite combination x¯r0,8q P Xˆ of
rows x¯rns for all 0 ĺ n ă 8 (see Figures 1 and 2). Note that for m ą n ľ 0, if there exists
an m-cut at position i (i.e. just before position i), then there exists an n-cut at position i.
Notation 4.22. For each edge e P En, if we write ϕnpeq “ a1a2 ¨ ¨ ¨ awpeq with aj P En´1
(1 ĺ j ĺ wpeq) as a walk in Gn´1, then each aj similarly determines a walk of Gn´2.
Thus, we can determine a set of circuits arranged in a square form, as in Figure 3. This
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e0 e0 e0 e0 e0 e0 e0 e0
e1,1 e1,3 e1,2
e2,1
Figure 3. 2-symbol corresponding to the edge e2,1 of Figure 2.
form is said to be the n-symbol and is denoted by e. For 0 ĺ m ă n, the projection erms
that is a finite sequence of circuits of Gm is also defined.
It is clear that x¯rns “ x¯1rns implies x¯r0, ns “ x¯1r0, ns. If x ‰ x1 px, x1 P Xq, then
there exists some n ą 0 with xrns ‰ x1rns. For x, x1 P X, we say that the pair px, x1q is
n-compatible if xrns “ x1rns. If xrns ‰ x1rns, then we say that x and x1 are n-separated.
We recall that, if there exists an n-cut at position k, then there exists an m-cut at position
k for all 0 ĺ m ĺ n. The set X¯n :“ t x¯rns | x P X u is a two-sided subshift of a finite set
En Y t 9e | e P En u. The factoring map is denoted by πn : X¯ Ñ X¯n, and the shift map is
always denoted by T¯ : X¯n Ñ X¯n. For m ą n ľ 0, the factoring map πm,n : X¯m Ñ X¯n is
defined by πm,npx¯rmsq “ x¯rns for all x P X.
5. Stationary models and substitution subshifts
In this section, we present some examples of stationary graph covering models. In
[DHS99], Durand, Host, and Skau showed the relation between the stationary Bratteli di-
agrams and primitive substitution systems. Further, in [BKM09], Bezuglyi, Kwiatkowski,
and Medynets extended these results to aperiodic substitution systems. In this paper, we
will not conduct such a detailed investigation. Without thinking of topological conjuga-
cies, we treat only the formal relation between substitution subshifts and stationary graph
covering models. The resulting array systems have to be factored to the first lines pX¯1, T¯ q
to produce the intended substitution subshifts.
5.1. Stationary graph covering models. In this subsection, as an analogue of the
stationary Bratteli–Vershik models, we define stationary graph covering models. We say
that a flexible cover ϕ : rGÑ rG is a flexible self-cover.
Definition 5.1 (Stationary flexible graph covering). Suppose that there exists a flexible
graph rG “ prV , rEq and a flexible self-cover ϕ : rGÑ rG. Suppose that there exists a sequence
of positive integers npeq pe P rEq. Define rG0 to be the singleton graph pt v0 u, t e0 uq, rGn :“rG for all n ľ 1, ϕn :“ ϕ for all n ľ 2, and ϕ1 to be the unique natural homomorphism
such that, for each e P rG1, ϕ1peq “ enpeq0 :“ e0 e0 ¨ ¨ ¨ e0loooooomoooooon
npeq
. We say that rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ
rG2 ϕ3ÐÝ ¨ ¨ ¨ is a stationary flexible graph covering model generated by a flexible self-cover
ϕ : rGÑ rG and a sequence npeq pe P rEq.
Remark 5.2. We remark that the stationary ordered Bratteli diagrams might not have
continuous Vershik maps (see the example after [Med06, Proposition 2.5.]). However, by
the `directionality condition of a flexible cover ϕ : rG Ñ rG, stationary flexible graph
covering models always give continuous zero-dimensional systems.
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Let ϕ : rG Ñ rG be a flexible cover and rG “ prV , rEq. Because ϕ : rV Ñ rV is a map, for
each v P rV , there exists a positive integer Kpvq such that the sequence v, ϕpvq, ϕ2pvq, . . .
is eventually periodic with least period Kpvq. We write Kp rG,ϕq :“ lcmtKpvq | v P rV u.
Then, we have a flexible cover ϕ1 : rG Ñ rG defined by ϕ1 :“ ϕKp rG,ϕq. For each v P rV ,
the sequence v, ϕ1pvq, ϕ12pvq, . . . is eventually constant. Let lim v P rV be the constant
vertex, i.e. there exists some n such that ϕ1npvq “ lim v and ϕ1plim vq “ lim v. If we take
sufficiently large L ą 0, then for all v P rV , it follows that ϕ1Lpvq “ lim v. Thus, by taking
K :“ L ¨ Kp rG,ϕq and defining ϕ2 :“ ϕK , it follows that, for all v P rV , ϕ2pvq “ lim v
and ϕ2plim vq “ lim v. To simplify the formulation further, we assume that ϕpvq “ lim v
for all v P rV . Let e P rE and set v “ speq. By the `directionality of ϕ, we obtain a
unique ϕpeqpminq P s´1pϕpvqq “ s´1plim vq that is independent of the choice of e P s´1pvq.
With the condition ϕplim vq “ lim v, we apply ϕ onto all s´1plim vq, and we obtain a
unique limf e P s
´1plim vq, i.e. we denote limf e :“ ϕpϕpeqpminqqpminq. Thus, limf e
is uniquely determined by lim v P rV . Taking ϕ2 instead of ϕ, we assume that for each
e P rE, ϕpeqpminq “ limf e. In particular, we have that ϕplimf eqpminq “ limf e. Let
v P rV and e “ r´1pvq. If we consider only bidirectional flexible self-covers, then the
same argument is possible and we obtain lim l e as well. Suppose that the bidirectionality
condition does not hold. We define a map ρ : rE Ñ rE by ρpeq “ ϕpeqpmaxq for all e P rE.
Then, the sequence e, ρpeq, ρ2peq, . . . is eventually periodic and the periodic edges are in
r´1plim rpeqq. Let K 1peq ľ 1 be the least period. By defining K 1 :“ lcmtK 1peq | e P rE u
and taking sufficiently large L1 ľ 1, we define ϕ¯ :“ ϕL
1K 1 . We define ρ¯ : rE Ñ rE by
ρ¯peq :“ ϕ¯peqpmaxq for all e P rE. Then, for each e P rE, the sequence ρ¯peq, ρ¯2peq, . . . is
constant from the beginning. This constant edge is denoted as lim l e. For each e P rE, we
have that ϕpeqpmaxq “ lim l e and ϕplim l eqpmaxq “ lim l e. Note that, for each v P V, the
set t lim l e | e P rE and lim rpeq “ lim v u might have more than one element.
Definition 5.3. A flexible self-cover ϕ : rG Ñ rG is straight if, for each v P rV , there ex-
ists lim v P rV such that ϕpvq “ lim v and ϕplim vq “ lim v, and for each e P rE, there
exist limf e P s
´1plim speqq and lim l e P r
´1plim rpeqq such that ϕpeqpminq “ limf e,
ϕpeqpmaxq “ lim l e, ϕplimf eqpminq “ limf e, and ϕplim l eqpmaxq “ lim l e. We define
lim rV :“ t lim v | v P rV u, limf rE :“ t limf e | e P rE u, and lim l rE :“ t lim l e | e P rE u.
A stationary flexible graph covering model is straight if it is generated by a straight
flexible self-cover.
By the `directionality condition, for each v P lim rV , there exists a unique e P limf rE
with speq “ v.
Remark 5.4. Let rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ rG2 ϕ3ÐÝ ¨ ¨ ¨ be a stationary flexible covering model gen-
erated by a straight flexible self-cover ϕ : rG Ñ rG. Consider the corresponding weighted
covering model G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ . Suppose that e ‰ e1 P lim l rE sat-
isfy rpeq “ rpe1q and en, e
1
n P En are copies of them. Because e, e
1 P lim l rE, we have
ϕn`1pen`1qpmaxq “ en and ϕn`1pe
1
n`1qpmaxq “ e
1
n for all n ľ 1. If lpenq “ lpe
1
nq “ 1 for
all n ľ 1, then it is easy to see that spenq ‰ spe
1
nq for all n ľ 1.
5.2. Substitutions. In this subsection, similar to Durand, Host, and Skau [DHS99] and
Bezuglyi, Kwiatkowski, and Medynets [BKM09], we follow a standard method of introduc-
tion for the theory of substitution systems. Further, we make a link with the stationary
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flexible covering models. Denote a finite alphabet as A and let A` be the set of all non-
empty words over A. Let σ : A Ñ A` be a map. Let Al be the set of all letters a P A
such that |σnpaq|Ñ8 as nÑ8. Let As “ AzAl. We say that a map σ is a substitution
if Al ‰ H. We set A
˚ :“ A` Y t ǫ u, where ǫ is the empty word of length 0. Given a word
u “ u1u2 ¨ ¨ ¨ um and an interval ri, js Ď r1,ms, we write uri, js to denote the sub-word
uiui`1 ¨ ¨ ¨ uj. We extend this notation in the obvious way to infinite intervals. Suppose
that v “ v1v2 ¨ ¨ ¨ vm is a word. Then, a word u “ u1u2 ¨ ¨ ¨ un is a factor of v if there exists
ri, js Ď r1,ms such that u “ vri, js. If u is a factor of v, then we write u ă v.
It is natural to make a link with flexible self-covers.
Definition 5.5. Let rG “ prV , rEq be a flexible graph, and ϕ : rG Ñ rG be a flexible self-
cover. Let ι : A Ñ rE be a bijection. For each e P rE, we have a walk ϕpeq “ e1e2 ¨ ¨ ¨ ek
with ei P rE (1 ĺ i ĺ k). Let ιpaq “ e and ιpuiq “ ei. Then, we have σpaq “ u1u2 ¨ ¨ ¨ uk for
each a P A. If Al ‰ H, then we obtain a substitution σ called a substitution read on the
flexible self-cover ϕ : rGÑ rG.
Note that not all substitution maps are generated by flexible covers in this way.
Definition 5.6. Let σ : A Ñ A` be a substitution with a letter a P A such that the
length |σnpaq| Ñ 8 as n Ñ 8. Let L pσq denote the language of σ, i.e. L pσq is the
set of all words on A that are factors of σnpaq for some a P A and some n ľ 1. Let
Xσ denote the subshift of A
Z associated with this language, i.e. the set of all x P AZ in
which every finite factor belongs to L pσq. It follows that Xσ is a non-empty closed set
in AZ and is invariant under the shift. We denote the restriction of the shift to Xσ as T ,
i.e. pT pxqiq “ xi`1 (i P Z) for all x P Xσ Ď A
Z. The invertible zero-dimensional system
pXσ, T q is called the substitution subshift associated with σ.
Definition 5.7. Let ϕ : rGÑ rG be a flexible self-cover and σ : AÑ A` be the substitution
read on the flexible self-cover. We assume that Al ‰ H. Define the sequence npeq “ 1 pe PrEq. Suppose that the stationary flexible covering model rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ rG2 ϕ3ÐÝ ¨ ¨ ¨
generated by ϕ : rG Ñ rG and the sequence npeq “ 1 pe P rEq has the inverse limit limÐÝ rG “
pX, fq. Each walk w on rG1 or rG is considered to be a word by the identification ι, i.e. we
define ι´1pwq P A`. Further, for each x¯r1s P X¯1 and s ă t, we define ι
´1px¯r1srs, tsq P A`.
We also define ι´1px¯r1sq P AZ.
Lemma 5.8. Let ϕ : rG Ñ rG be a flexible self-cover and σ : A Ñ A` be the substitution
read on the flexible self-cover. We assume that Al ‰ H. Define the sequence npeq “ 1 pe PrEq. Suppose that the stationary flexible covering model rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ rG2 ϕ3ÐÝ ¨ ¨ ¨
generated by ϕ : rG Ñ rG and the sequence npeq “ 1 pe P rEq has the inverse limit limÐÝ rG “
pX, fq. Then, there exists a canonical injection pXσ , T q Ñ pX¯1, T¯ q.
Proof. We recall that there exists a corresponding weighted graph covering model G :
G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ . Because npeq “ 1 pe P rEq, each edge in G1 has length 1. Thus,
X¯1 is a sequence of elements of rE. We show that, for every word w P Lσ, there exists
some x¯r1s P X¯1 and s ă t such that w “ ι
´1px¯r1srs, tsq. Then, for every x P Xσ and s ă t,
there exists some x¯1 P X¯1 and s
1 ă t1 such that xrs, ts “ x¯1rs
1, t1s, implying that Xσ Ď X¯1.
Let w P Lσ. Then, there exists some a P A and n ľ 1 such that w is a factor of σ
npaq.
Take e “ ιpaq from rEn`1 “ rE. We have the corresponding en`1 P En`1. We consider
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en`1 as an pn` 1q-symbol. Then, we have that en`1r1s “ σ
npaq with the identification ι.
By the edge surjectivity of ϕi (i ľ 1), it is obvious that there exists some x¯ P X¯ such that
x¯rn` 1s contains an edge corresponding to ιpaq. Then, x¯r1s contains w, as desired. 
Notation 5.9. The injection that we have obtained by Lemma 5.8 is also denoted as
ι8 : pXσ, T q Ñ pX¯1, T¯ q.
Thus, to express the substitution subshifts by some stationary models, it is convenient
if ι8 is bijective. For this, we obtained Proposition 5.16. We begin by stating a lemma
that is somewhat trivial. Nevertheless, because we know the relations among three types
of graph covering models only abstractly, we describe this lemma in detail, concretely.
Lemma 5.10. Let rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ rG2 ϕ3ÐÝ ¨ ¨ ¨ be a straight stationary flexible graph
covering model generated by a straight flexible self-cover ϕ : rG Ñ rG and a sequence
npeq “ 1 for all e P rE. For every v P lim rV and for every pair pe1, e2q P plim l rEqˆplimf rEq
with rpe1q “ v “ spe2q, there exists some x¯r1s P X¯1 such that e1e2 is a factor of x¯r1s.
Proof. From the flexible graph covering model rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ rG2 ϕ3ÐÝ ¨ ¨ ¨ , we obtain
a weighted graph covering model G : G0
ϕ1ÐÝ G1
ϕ2ÐÝ G2
ϕ3ÐÝ ¨ ¨ ¨ . From the weighted
graph covering model G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ , we obtain a basic graph covering
model Gˇ : Gˇ0
ϕˇ1ÐÝ Gˇ1
ϕˇ2ÐÝ Gˇ2
ϕˇ3ÐÝ ¨ ¨ ¨ . We have defined limÐÝ
rG “ limÐÝG “ limÐÝ Gˇ, which
we denote as pX, fq. From pX, fq, we consider the natural extension pXˆ, fˆq. Finally,
from pXˆ, fˆq, Gˇ, and G (or rG), we construct pX¯, f¯q. Let us write Gn “ pV n, Enq for each
n ľ 0. For each n ľ 1, there exist vn P V n and en,1, en,2 P En, which are the copies of
v P lim rV , e1 P liml rE, and e2 P limf rE, respectively. Let ln,1 “ lpen,1q and ln,2 “ lpen,2q.
In Notations 3.8 and 3.10 and Lemma 3.9, we transformed G into Gˇ. We constructed
vertices of the basic graph Gˇn “ pVˇn, Eˇnq as follows: for each e P En, we construct
Vˇ peq :“ t vˇe,0 “ speq, vˇe,1, vˇe,2, . . . , vˇe,lpeq´1, vˇe,lpeq “ rpeq u. For each e P En, we produced
the edges of the basic graph as Eˇpeq :“ t pvˇe,i, vˇe,i`1q | 0 ĺ i ă lpeq u. Thus, each en,1, en,2
can be described as a walk pvˇn,i,0 “ spen,iq, vˇn,i,1, vˇn,i,2, . . . , vˇn,i,ln,i´1, vˇn,i,ln,i “ rpen,iqq
in Gˇn for i “ 1, 2. Because v P lim rV , pe1, e2q P plim l rEq ˆ plimf rEq and rpe1q “
v “ spe2q, we have ϕn`1pvn`1q “ vn, vˇn,1,ln,1 “ vn “ vˇn,2,0, pϕn`1pen`1,1qqpmaxq “
en,1, and pϕn`1pen`1,2qqpminq “ en,2. Thus, we can define three points p1, p2, p3 P
X as p1 “ pvˇ0, vˇ1,1,l1,1´1, vˇ2,1,l2,1´1, vˇ3,1,l3,1´1, . . . q, p2 “ pvˇ0, vˇ1, vˇ2, vˇ3, . . . q, and p3 “
pvˇ0, vˇ1,2,1, vˇ2,2,1, vˇ3,2,1, . . . q. Because pvˇn,1,ln,1´1, vnq and pvn, vˇn,2,1q are edges of Gˇn for
all n ľ 1, we have that fpp1q “ p2 and fpp2q “ p3. Because vn is also considered to
be a vertex in V n, at any level n, a unique tower of level n never passes all of p1, p2,
and p3 simultaneously. In the form of the array system p :X, :fq (see § 4.3), intuitively,
there seems to be an infinite cut between p1 and p2. Concretely, in :X, we can de-
fine :x P :X such that :xrnsr´ln,1, 0s “ pvˇn,1,0, vˇn,1,1, vˇn,1,2, . . . , vˇn,1,ln,iq and :xrnsr0, ln,2s “
pvˇn,2,0, vˇn,2,1, vˇn,2,2, . . . , vˇn,2,ln,2q. Even if ln,i “ 1 for some i “ 1, 2, by the definition of x¯, we
can conclude that x¯p1,´1q “ e1,1 and x¯p1, 0q “ e1,2. Thus, we obtain x¯r1sr´1, 0s “ e1e2
by the identification rG “ G1. 
Suppose that ι8 is surjective. Then, for every such v, e1, e2 as in the above lemma,
if we define ιpaiq “ ei pi “ 1, 2q, it follows that a1a2 P L pσq. In addition, if x¯p1, sq “
e1, x¯p1, s`1q “ e2, then for any L1 ą 0 and L2 ą 0, it follows that x¯r1srs´L1, s`1`L2s P
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L pσq by the identification with ι, i.e. there must exist a P A and n ľ 1 such that
ι´1px¯r1srs ´ L1, s` 1` L2sq ă σ
npaq. From this observation, we can state the following:
Lemma 5.11. Let ϕ : rG Ñ rG be a straight flexible self-cover, and σ : A Ñ A` be the
substitution read on the flexible self-cover. We assume that Al ‰ H. Suppose that ι8 is
surjective. It then follows that, for every v P lim rV , e1 P lim l rE, and e2 P limf rE with
rpe1q “ v “ spe2q, there exist some e P rE and n ą 0 such that e1e2 is a sub-walk of ϕnpeq.
Proof. We omit the proof because we have already seen the proof just before the statement
of the lemma. 
To obtain a sufficient condition for ι8 to be surjective, we need the following definition:
Definition 5.12. Let ϕ : rG Ñ rG be a straight flexible self-cover. A finite sequence
pv1, v2, . . . , vkq with vi P lim rV p1 ĺ i ĺ kq is constant if there exists a sequence e1, e2, . . . , ek´1 PrE such that vi “ speiq and rpeiq “ vi`1 for all 1 ĺ i ă k, and the walk w :“ pe1, e2, . . . , ek´1q
satisfies ϕpwq “ w. Note that these ei do not change length, even when they are realised
in Gn for n ą 1. Further, we establish a convention that a sequence pvq (of length 1) with
v P lim rV is constant in the above definition.
Remark 5.13. Let ϕ : rG Ñ rG be a straight flexible self-cover and pv1, v2, . . . , vkq be a
constant sequence. By definition, there exists a walk w “ pe1, e2, . . . , ek´1q on rG such that
vi “ speiq and rpeiq “ vi`1 for all 1 ĺ i ă k and ϕpwq “ w. Because of the `directionality
condition, the walk w has to be unique.
Definition 5.14. Let pv1, v2, . . . , vkq be a constant sequence. Let w “ pe1, e2, . . . , ek´1q
be the unique walk on rG with vi “ speiq and rpeiq “ vi`1 for all 1 ĺ i ă k and ϕpwq “ w.
Then, we say that pv1, v2, . . . , vkq is overlapped if, for every e0 P lim l rE with rpe0q “ v1
and unique ek P limf rE with spekq “ vk, there exists some e P rE and n ľ 1 such that
ϕnpeq has a sub-walk w1 “ pe0, e1, e2, . . . , ekq.
The next lemma provides a necessary condition for ι8 to be surjective.
Lemma 5.15. Let ϕ : rGÑ rG be a straight flexible self-cover. Suppose that ι8 is surjective.
Then, every constant sequence pv1, v2, . . . , vkq is overlapped.
Proof. Let pv1, v2, . . . , vkq be a constant sequence. In Lemma 5.11, we have already proved
the case in which k “ 1. We assume that k ľ 2. Let w “ pe1, e2, . . . , ek´1q be a unique
walk on rG such that vi “ speiq and rpeiq “ vi`1 for all 1 ĺ i ă k and fpwq “ w. Because
ϕpwq “ w, it follows that ϕpeiq “ ei for all 1 ĺ i ă k. Take an arbitrary e0 P lim l rE
and a unique ek P limf rE such that rpe0q “ v1 and spekq “ vk. Then, for all n ą 0,
there exist copies en,i of ei for all 0 ĺ i ĺ k. It follows that ϕn`1pen`1,iq “ en,i for all
1 ĺ i ĺ k ´ 1, ϕn`1pen`1,0qpmaxq “ en,0, and ϕn`1pen`1,kqpminq “ en,k. The sequence
pen`1,0, en`1,1, . . . , en`1,kq is realized in some x¯rns P X¯n. As for k “ 1, the surjectivity of
ι8 implies that all sub-blocks of x¯r1s are obtained in L pσq, as desired. 
Proposition 5.16. Let ϕ : rGÑ rG be a straight flexible self-cover. The map ι8 is bijective
if and only if all the constant sequences are overlapped.
Proof. By Lemmas 5.8 and 5.15 and Notation 5.9, we only need to show that ι8 is sur-
jective if every constant sequence pv1, v2, . . . , vkq is overlapped. Thus, suppose that ev-
ery constant sequence pv1, v2, . . . , vkq is overlapped. To show that ι8 is surjective, take
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an arbitrary x¯r1s P X¯1 and s ă t. We need to show that there exists some e P rE
and n ą 0 such that x¯r1srs, ts is a sub-walk of ϕnpeq. We consider an array system
x¯. We say that there exists an infinite cut at position i (i.e. just before position i) if,
for all n ľ 0, there exists an n-cut at position i. Suppose that there exists no infinite
cut in ps, ts. Then, there exists some n ą 0 such that there is no n-cut in ps, ts. We
find that pen, en, . . . , enq “ x¯rnsrs, ts for some en P rEn. Let en be a copy of e P rE.
Then, it is evident that ϕn´1peq contains x¯r1srs, ts as a sub-block. Suppose that there
exists only one infinite cut in ps, ts. Let i0 P ps, ts be the position of the infinite cut.
There exists some n ą 0 such that there is no n-cut in ps, i0 ´ 1s Y ri0 ` 1, ts. We
find that pen,1, en,1, . . . , en,1 ,
cut
en,2
i0
, en,2, . . . , en,2q “ x¯rnsrs, ts for some en,1, en,2 P rEn. Be-
cause rEn “ rE, we have that en,1, en,2 P rE. For every m with m ą n, it follows that
ϕpem,1qpmaxq “ em´1,1 and ϕpem,2qpminq “ em´1,2. Thus, by the straightness of the
flexible self-cover, there exist e1, e2 P rE such that the em,1 are copies of e1 P lim l rE and
the em,2 are copies of e2 P limf rE. Further, we have that v “ rpe1q “ spe2q P lim rV and
the sequence pvq of length 1 is a constant sequence. By the overlapping property, we find
that there exist some e P rE and n1 ą 0 such that ϕn1peq contains e1e2. Now, ϕn1`n´1peq
contains x¯r1srs, ts. Finally, suppose that there exist at least 2 positions of infinite cuts in
ps, ts. Let i1 be the first position and i2 be the last position of the infinite cut in ps, ts.
Let n ą 1 be such that, for all m ľ n, the positions of the m-cuts in ps, ts are equal to the
positions of the infinite cuts in ps, ts. Then, we find that there exist en,1, en,2 P rEn such
that pen,1, en,1, . . . , en,1, (first cut) x¯rnsri1, i2´1s, (last cut) en,2, en,2, . . . , en,2q “ x¯rnsrs, ts.
From x¯rmsri1, i2´ 1s with m ľ n, we obtain a walk that is denoted as wm. Thus, we have
ϕm,m1pwmq “ wm1 for all m ą m
1 ľ n and ϕm,1pwmq “ x¯r1sri1, i2´ 1s for all m ľ n. From
this, and using the assumption that the m-cuts do not change for m ľ n, each edge that
consists of wm is mapped to a single edge of wm1 for m ą m
1 ľ n. By the straightness of
the flexible self-cover, all wm pm ľ nq are identical copies of w for some fixed walk w on rG;
in particular, we have that ϕpwq “ w. Let en,i pi “ 1, 2q be copies of ei pi “ 1, 2q. Then, by
the straightness of the flexible self-cover, it follows that e1 P lim l rE and e2 P limf rE. Thus,
by the overlapping property, there exist some e P rE and n1 ą 0 such that ϕn1peq contains
a sub-walk e1 w e2. It follows that ϕ
n1`n´1peq has a sub-walk x¯r1srs, ts, as desired. 
5.3. Examples. In this subsection, we present two substitution subshifts that can be
expressed using stationary flexible covering models.
The Fibonacci sequence is formed by the substitution τpaq “ ab and τpbq “ a (cf. for
example [Fog02, Definition 2.6.1.]). To describe this by the flexible self-cover ϕ : rGÑ rG,
let rV :“ t v u, rE :“ t ea, eb u, and φ : rG Ñ rG be such that φpeaq “ eaeb, φpebq “ ea.
It is easy to check that φ is `directional. However, this is not straight. We consider
φ2peaq “ φpeaebq “ eaebea and φ
2pebq “ φpeaq “ eaeb, and define ϕ :“ φ
2. We then have
ϕpeaq “ eaebea and ϕpebq “ eaeb (see Figure 4). It is easy to check that ϕ : rG Ñ rG is
straight. It is evident that lim rV “ rV “ t v u, lim l rE “ t ea, eb u, and limf rE “ t ea u.
Because ϕnpexq ‰ ex for n ą 0 and x “ a, b, the only constant sequence is pvq. To
apply Proposition 5.16, we have to check that both eaea and ebea appear in ϕ
npeq for
some e P rE and n ą 0. Note that ebea has already appeared in ϕpeaq. We compute
ϕ2peaq “ ϕpeaebeaq “ eaeb eaea ebeaebea. Thus, eaea has also appeared. The related
substitution read is σpaq “ aba, σpbq “ ab. Thus, we have shown that ι8 : pXσ, T q Ñ
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v
ea “ ιpaq eb “ ιpbq
σpaq “ aba, σpbq “ ab
Figure 4. Self-cover for the Fibonacci sequence.
vl vm vrea
eb
ec
ed
ee
ef
σpaq “ a, σpbq “ abde σpcq “ deca,
σpdq “ dedf, σpeq “ fe, σpfq “ f
Figure 5. Self-cover with fixed points.
pX¯1, T¯ q is an isomorphism. Because the powers ϕ
i are not bidirectional, for the stationary
flexible graph covering model rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ rG2 ϕ3ÐÝ ¨ ¨ ¨ generated by ϕ and the
sequence npeaq “ npebq “ 1, the inverse limit limÐÝ
rG, which we denote by pX, fq, is not a
homeomorphism. Thus, pX, fq is topologically conjugate to neither pX¯, f¯q nor pX¯1, T¯ q,
though the latter is topologically conjugate to pXσ, T q by Proposition 5.16. We do not
investigate further, e.g. the coincidence of pX¯, f¯q with pX¯1, T¯ q or pXσ, T q is not studied
here. For topological conjugacy between substitution subshifts and stationary Bratteli
diagrams, we refer readers to [BKM09, DHS99, Yas09].
The next example is a straight flexible self-cover ϕ : rG Ñ rG that constructs a substi-
tution system with two fixed points (see Figure 5). The vertices of the graph rG “ prV , rEq
include the left vertex vl, middle vertex vm, and right vertex vr, i.e. rV “ t vl, vm, vr u.
There exist six edges: rE “ t ea, eb, ec, ed, ee, ef u. The substitution read on ϕ is written as
in Figure 5. Thus, ϕ is defined as ϕpeaq “ ea, ϕpebq “ eaebedee, ϕpecq “ edeeecea, ϕpedq “
edeeedef , ϕpeeq “ efee, and ϕpef q “ ef . It is easy to check the bidirectionality condi-
tion and the straightness condition, in which lim rV “ t vr, vm, vl u, liml rE “ t ea, ee, ef u,
and limf rE “ t ea, ed, ef u. Because of the bidirectionality condition, if we construct the
stationary flexible covering model rG : rG0 ϕ1ÐÝ rG1 ϕ2ÐÝ rG2 ϕ3ÐÝ ¨ ¨ ¨ and its inverse limit
limÐÝ
rG “ pX, fq, then pX, fq is isomorphic to the natural extension pXˆ, fˆq and to the array
system pX¯, f¯q.
The edges e P rE that satisfy ϕpeq “ e are ea, ef . It follows that the constant sequences
are only pvl, v1, . . . , v1q with length ľ 1, pvmq, and pvr, vr, . . . , vrq with length ľ 1. To
check the overlapping property, we only need to consider the following walks: eaea ¨ ¨ ¨ ealoooomoooon
ľ2
for
pvl, vl, . . . , vlq with length ľ 1, eeed for pvmq, and efef ¨ ¨ ¨ efloooomoooon
ľ2
for pvr, vr, . . . , vrq with length
ľ 1. To check eaea ¨ ¨ ¨ ea, we compute ϕ
2pebq “ eaeaeb ¨ ¨ ¨ , ϕ
4pebq “ eaeaϕ
2pebq ¨ ¨ ¨ “
eaeaeaeaeb ¨ ¨ ¨ , and so on. To check eeed, we can see that ϕpedq “ ed eeed ef . To
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check efef ¨ ¨ ¨ ef , we compute ϕ
npeeq “ efef ¨ ¨ ¨ efee. Thus, this straight flexible self-
cover satisfies the overlapping property. Therefore, pXσ , T q is isomorphic to pX¯1, T¯ q.
From the calculation of σnpaq and σnpfq, we can easily see that pXσ , T q has fixed points
p. . . , a, a, a, . . . q and p. . . , f, f, f, . . . q. If we construct G : G0
ϕ1
ÐÝ G1
ϕ2
ÐÝ G2
ϕ3
ÐÝ ¨ ¨ ¨ fromrG, then the copies en,b, en,c, en,d, en,e on Gn of eb, ec, ed, ee for n ą 0 have lengths Ñ8 for
nÑ 8.
For this example, it is possible to conclude that pX¯, f¯q is isomorphic to pX¯1, T¯ q, as
shown by the next lemma. Thus, we can conclude that limÐÝ
rG “ pX, fq is isomorphic to
pXσ, T q.
Lemma 5.17. According to the flexible self-cover in Figure 5, it follows that pXσ, T q is
isomorphic to pX¯, f¯q.
Proof. We establish the proof by showing that, for all n ľ 1, from any x¯rns P X¯n, we
can recover x¯rn ` 1s in a unique way. Because the method we use here is the same for
all n ľ 1, we only show the case in which n “ 1. Let x1 “ x¯r1s. First, suppose that
only ea appears in x1. Then, clearly, we can find a unique x¯ P X¯. The same holds in the
case that only ef appears in x1. We then exclude these two cases. Second, suppose that
eb appears in x1 at position i. Then, it follows that x1ri ´ 1, i ` 2s “ eaebedee, and so
x¯r2sri ´ 1, i ` 2s “ e2,be2,be2,be2,b. Again, we obtain an occurrence of a copy of eb in x¯r2s
in ri´ 1, i` 2s. Thus, we can clarify all the x¯r2sri´ 1´ 1, i` 2` 4` 2s “ x¯r2sri´ 2, i` 8s.
Further, we have that x¯r3sri´2, i`8s “ e3,b ¨ ¨ ¨ e3,b. This clarifies all the x1ri´2, i`8s. In
this way, we can identify all of x1, and all of x¯r2s, x¯r3s, . . . , thus all of x¯. Third, suppose
that ec appears in x1. Because it must be in the form edeeecea, with an identical argument,
we can identify the unique x¯ P X¯. Thus, we assume that x1 does not contain eb or ec. In
this case, ea does not appear either. Thus, we need to consider the case in which only ed,
ee, and ef appear. In this case, in x¯r2s, only e2,d, e2,e, and e2,f appear. In x1, the edge ee
appears in the form efee or edeeedef . This form can easily be identified by looking at the
left-hand side of ee. To decode this, we first decode all the edeeedef , to get edededed at
the same position in x¯r2s. All the other occurrences of ee remain in the form efee. Thus,
these occurrences are decoded in x¯r2s as eeee, which means that we could have decoded
into x¯r2s uniquely at the positions where ee appears. Now, it is easy to see that none of
the ed remains. The remaining ef in x¯r1s is decoded as ef in x¯r2s at the same position.
Thus, from x1, we could have recovered x¯r2s uniquely, as desired. 
5.4. Construction of transitive substitution subshifts. In this subsection, we discuss
a way of constructing some class of transitive substitution subshifts. Firstly, we show that
if there exist a vertex v P lim rV and an edge e P s´1pvq X limf rE such that ϕpeq passes
every element of rE at least once, then pX, fq “ lim rG has a positively transitive point. To
see this, let vn P V n (n ľ 1) be the copies of v. Then, the point p :“ pv0, v1, v2, . . . q is the
required positively transitive point. It is easy to see that if pX, fq is positively topologically
transitive, then the natural extension is also positively topologically transitive. Let ϕ1 :rG1 Ñ rG1 and ϕ2 : rG2 Ñ rG2 be straight flexible self-covers with the substitution reads
σ : A1 Ñ A1` and σ2 : A2 Ñ A2` on them. We consider the case in which the injections ι18 :
pX 1σ, T q Ñ pX¯
1
1
, T¯ q and ι28 : pX
2
σ, T q Ñ pX¯
2
1
, T¯ q are both bijective. Take and fix vertices
u1 P lim rV 1 and u2 P lim rV 2 and edges e11 P s´1pu1q X limf rE1 and e21 P s´1pu2q X limf rE2.
We assume that there exist finite walks w1 “ e1
1
. . . and w2 “ e2
1
. . . that satisfy rpw1q “ u1
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and rpw2q “ u2; w1 passes all of rE1 and w2 passes all of rE2. We make a new flexible self-
cover ϕ : rG Ñ rG that contains the above two. We take rV “ rV 1 Y rV 2 as a disjoint union
and make new edges e1 from u1 to u2 and e2 from u2 to u1. We take rE “ t e1, e2 uY rE1Y rE2
as a disjoint union. The covering maps restricted on rE1 and rE2 coincide with ϕ1 and ϕ2,
respectively. We define ϕpe1q :“ w1e1e2e1w2 and ϕpe2q :“ w2e2e1e2w1. It is easy to check
that ϕ is a self-cover. Evidently, both ϕpe1q, ϕpe2q pass all rE. Finally, we consider the
self-cover ϕ2 instead of ϕ itself. Then, it is straightforward to check that ϕ2 is straight
and lim rV “ lim rV 1 Y lim rV 2. It is easy to check that no new constant sequences arise.
Therefore, we have a bijection ι8 : pXσ, T q Ñ pX¯1, T¯ q. Because pX¯, f¯q is transitive and
the factor of a transitive dynamical system is transitive, pX¯1, T¯ q and pXσ , T q are transitive,
as desired.
Finally, at the end of this paper, we must note that the satisfactory regularity condition
on the Bratteli–Vershik models may not be the l-periodicity-regulation property. It may
be the case that the Bratteli–Vershikizability plays an important role in this. Many
substitutions that do not arise from flexible self-covers may exist (see Definition 5.1).
We could not clarify the substitution subshifts that are canonically identical to pX¯1, T¯ q
using a flexible self-cover. The topological rank that was determined for invertible Cantor
minimal systems by Downarowicz and Maass in [DM08] can be extended to all invertible
zero-dimensional systems. In this regard, we have yet to answer the following question:
Question. Does there exist an invertible minimal Cantor system whose topological ranks
differ?
Acknowledgments: The author would like to thank the anonymous referee(s) of our
previous submissions for their insightful advice, on the basis of which this paper has im-
proved considerably in comparison with the first version. We also would like to extend
our gratitude to Fumiaki Sugisaki and Masamichi Yoshida for valuable discussions during
the revision process. Finally, we would like to thank Editage (www.editage.jp) for provid-
ing English-language editing services during the total revision processes. This work was
partially supported by JSPS KAKENHI (Grant Number 16K05185).
References
[BD12] N. C. Bernardes and U. B. Darji, Graph theoretic structure of maps of the Cantor space, Adv.
Math. 231 (2012), 1655–1680.
[BKM09] S. Bezuglyi, J. Kwiatkowski, and K. Medynets, Aperiodic substitution systems and their Bratteli
diagrams, Ergod. Theory Dynam. Syst. 29 (2009), no. 01, 37–72.
[BKO17] J. P. Boron´ski, J. Kupka, and P. Oprocha, A mixing completely scrambled system exists, Ergod.
Theory Dynam. Syst. Published online: 04 May 2017.
[BKO18] , Edrei’s conjecture revisited, Annales Henri Poincare´ 19 (2018), no. 1, 267–281.
[BKY14] S. Bezuglyi, J. Kwiatkowski, and R. Yassawi, Perfect Orderings on Finite Rank Bratteli Dia-
grams, Canad. J. Math. 66 (2014), 57–101.
[Boy84] M. Boyle, Lower entropy factors of sofic systems, Ergod. Theory Dynam. Syst. 3 (1984), no. 04,
541–557.
[BY17] S. Bezuglyi and R. Yassawi, Orders that yield homeomorphisms on Bratteli diagrams, Dyn. Syst.
32 (2017), no. 2, 249–282.
[DHS99] F. Durand, B. Host, and C. Skau, Substitutional dynamical systems, Bratteli diagrams and
dimension groups, Ergod. Theory Dynam. Syst. 19 (1999), no. 4, 953–993.
36 TAKASHI SHIMOMURA
[DK16] T. Downarowicz and O. Karpel, Dynamics in dimension zero. A survey, arXiv:1610.02727v1
(2016).
[DK17] , Decisive Bratteli–Vershik models, arXiv:1704.04447v1 (2017).
[DM08] T. Downarowicz and A. Maass, Finite-rank Bratteli–Vershik diagrams are expansive, Ergod.
Theory Dynam. Syst. 28 (2008), 739–747.
[FGP17] L. Fern´andez, C. Good, and M. Puljiz, Almost minimal systems and periodicity in hyperspaces,
Ergod. Theory Dynam. Syst. Published online: 14 March 2017.
[Fog02] N. P. Fogg, Substitutions in dynamics, arithmetics and combinatorics, Lect. Notes Math., no.
1794, Springer Science & Business Media, 2002.
[HPS92] R. H. Herman, I. F. Putnam, and C. F. Skau, Ordered Bratteli diagrams, dimension groups and
topological dynamics, Internat. J. Math. 03 (1992), no. 06, 827–864.
[Med06] K. Medynets, Cantor aperiodic systems and Bratteli diagrams, C. R. Acad. Sci. Paris, Ser. I 342
(2006), no. 1, 43–46.
[S14] T. Shimomura, Special homeomorphisms and approximation for Cantor systems, Topology Appl.
161 (2014), 178–195.
[S16] , Graph covers and ergodicity for zero-dimensional systems, Ergod. Theory Dynam. Syst.
36 (2016), no. 02, 608–631.
[Yas09] R. Yassawi, Bratteli–Vershik representations of some one-sided substitution subshifts,
arXiv:0907.2876 (2009).
Nagoya University of Economics, Uchikubo 61-1, Inuyama 484-8504, Japan
E-mail address: tkshimo@nagoya-ku.ac.jp
