In this paper, we model dependence between operational risks by allowing risk profiles to evolve stochastically in time and to be dependent. This allows for a flexible correlation structure where the dependence between frequencies of different risk categories and between severities of different risk categories as well as within risk categories can be modeled. The model is estimated using Bayesian inference methodology, allowing for combination of internal data, external data and expert opinion in the estimation procedure. We use a specialized Markov chain Monte Carlo simulation methodology known as Slice sampling to obtain samples from the resulting posterior distribution and estimate the model parameters.
Introduction
Modelling dependence between different risk cells and factors is an important challenge in operational risk (OpRisk) management. The difficulties of correlation modelling are well known and, hence, regulators typically take a conservative approach when considering correlation in risk models. For example, the Basel II OpRisk regulatory requirements for the Advanced Measurement Approach, BIS (2006) The current risk measure specified by regulatory authorities is Value-at-Risk (VaR) at the 0.999 level for a one year holding period. In this case simple summation over VaRs corresponds to an assumption of perfect dependence between risks. This can be very conservative as it ignores any diversification effects. If the latter are allowed in the model, capital reduction can be significant providing a strong incentive to model dependence in the banking industry. At the same time, limited data does not allow for reliable estimates of correlations and there are attempts to estimate these using expert opinions. In such a setting a transparent dependence model is very important from the perspective of model interpretation, understanding of model sensitivity and with the aim of minimizing possible model risk. However, we would also like to mention that VaR is not a coherent risk measure, see Artzner, Delbaen, Eber and Heath (1999) . This means that in principal dependence modelling could also increase VaR, see Embrechts (1.1)
Here t = 1, 2, . . . , T, T + 1 in our framework is discrete time (in annual units) with T + 1 corresponding to the next year. The upper script j is used to identify the risk cell. The annual number of events N (j) t is a random variable distributed according to a frequency counting distribution P (j) (·|λ (j) t ), typically Poisson, which also depends on time dependent parameter(s) λ t . Note, the index j on the distributions P (j) and F (j) reflects that distribution type can be different for different risks, for simplicity of notation we shall omit this j, using P (·|λ generically represent distribution (model) parameters of the j th risk that we refer hereafter to as the risk profiles. Typically, it is assumed that given λ (j) t and ψ (j) t , the frequency and severities of the j th risk are independent and the severities within the j th risk are independent too. The total bank's loss in year t is calculated as
where formally for OpRisk under the Basel II requirements J = 56 (seven event types times eight business lines). However, this may differ depending on the financial institution and type of problem.
Conceptually under model (1.1), the dependence between the annual losses Z Powojowski, Reynolds and Tuenter (2002) . We note that the use of copula methods, in the case of discrete random variables, needs to be done with care. The approach of common shocks is proposed as a method to model events affecting many cells at the same time. Formally, this leads to dependence between frequencies of the risks if superimposed with cell internal events. One can introduce the dependence between event times of different risks, e.g. the 1 st event time of the j th risk correlated to the 1 st event time of the i th risk, etc., but it can be problematic to interpret such a model.
• Considering dependence between severities (e.g. the first loss amount of the j th risk is correlated to the first loss of the i th risk, second loss in the j th risk is correlated to second loss in the i th risk, etc), see e.g. Chavez-Demoulin, Embrechts and Nešlehová (2006) . This can be difficult to interpret especially when one considers high frequency versus low frequency risks.
• Modelling dependence between annual losses directly via copula methods, see Giacometti, Rachev, Chernobai and Bertocchi (2008), Böcker and Klüppelberg (2008) and Embrechts and Puccetti (2008) . However, this may create irreconcilable problems with modelling insurance for OpRisk that directly involves event times. Additionally, it will be problematic to quantify these correlations using historical data, and the LDA model (1.1) will loose its structure. Though one can consider dependence between losses aggregated over shorter periods.
In this paper, we assume that all risk profiles are stochastically evolving in time. That is we model risk profiles λ t = λ
, respectively. We introduce dependence between risks by allowing dependence between their risk profiles Λ t and Ψ t .
Note that, independence between frequencies and severities in (1.1) is conditional on risk profiles (Λ t , Ψ t ) only. Additionally we assume, for the sake of simplicity, that all risks are independent conditional on risk profiles.
Stochastic modelling of risk profiles may appeal to intuition. For example consider the annual number of events for the j th risk modelled as random variables from Poisson
t , the expected number of events per year is Λ (j) t . The latter is not only different for different banks and different risks but also changes from year to year for a risk in the same bank. In general, the evolution of Λ (j) t , can be modelled as having deterministic (trend, seasonality) and stochastic components.
In actuarial mathematics this is called a mixed Poisson model. For simplicity, in this paper, we assume that Λ (j) t is purely stochastic and distributed according to a Gamma distribution.
Now consider a sequence (Λ
It is naive to assume that risk profiles of all risks are independent. Intuitively these are dependent, for example, due to changes in politics, regulations, law, economy, technology (sometimes called drivers or external risk factors) that jointly impact on many risk cells at each time instant. In this paper we focus on dependence between risk profiles.
We begin by presenting the general model and then we perform analysis of relevant properties of this model in a bivariate risk setting. Next, we demonstrate how to perform inference under our model by adopting a Bayesian approach that allows one to combine internal data with expert opinions and external data. We consider both the single risk and multiple risk settings for the example of modelling claims frequencies. Then we present an advanced simulation procedure utilizing a class of Markov chain Monte Carlo (MCMC) algorithms which allow us to sample from the posterior distributions developed.
Finally, we demonstrate the performance of both the model and the simulation procedure in several examples, before finishing with a discussion and conclusions.
The main objective of the paper is to present the framework we develop for the multivariate problem and to demonstrate estimation in this setting. Application of real data is the subject of further research. To clarify notation, we shall use upper case symbols to represent random variables, lower case symbols for their realizations and bold for vectors. 
The vectors
3. Given Λ t = λ t and Ψ t = ψ t : the compound random variables Z
; and severities X (j)
Calibration of the above model requires estimation of θ. A thorough discussion about the interpretation and role of θ is provided in Section 4, where it will be treated within a Bayesian framework as a random variable Θ to incorporate expert opinions and external data into the estimation procedure. Also note that for simplicity of notation, we assumed one severity risk profile Ψ 
A well known theorem due to Sklar, published in 1959, says that one can always find a unique copula C(·) for a joint distribution with given continuous marginals. Note that in the case of discrete distributions this copula may not be unique. Given (2.1), the joint density can be written as
where c(·) is a copula density and f 1 (y 1 ), . . . , f d (y d ) are marginal densities. In this paper, for illustration purposes we consider the Gaussian, Clayton and Gumbel copulas (Clayton and Gumbel copulas belong to the so-called family of the Archimedean copulas):
• Gaussian copula: 3) where F N (·) and f N (·) are the standard Normal distribution and its density respectively and f Σ N (·) is a multivariate Normal density with zero means, unit variances and correlation matrix Σ.
• Clayton copula:
where ρ > 0 is a dependence parameter.
• Gumbel copula: 6) where ρ ≥ 1 is a dependence parameter.
In the bivariate case the explicit expression for Gumbel copula is given by
An important difference between these three copulas is that they each display different tail dependence properties. The Gaussian copula has no upper or lower tail dependence, the Clayton copula produces lower tail dependence, whereas the Gumbel copula produces upper tail dependence, see McNeil, Frey and Embrechts (2005) .
Common factor models. The use of common (systematic) factors is useful to identify dependent risks and to reduce the number of required correlation coefficients that must be estimated. For example, assuming a Gaussian copula between risk profiles, consider one common factor Ω t affecting all risk profiles as follows and Ω t are iid from the standard Normal distribution and all rvs are independent between different time steps t. Given Ω t , all risk profiles are independent but unconditionally the risk profiles are dependent if the corresponding ρ i are nonzero.
In this example, one should identify 2J correlation parameters ρ i only instead of J(J − 1)/2 parameters of the full correlation matrix. Often, common factors are unobservable and practitioners use generic intuitive definitions such as: changes in political, legal and regulatory environments, economy, technology, system security, system automation, etc.
Several external and internal factors are typically considered. The factors may affect the frequency risk profiles (e.g. system automation), the severity risk profiles (e.g. changes in legal environment) or both the frequency and severity risk profiles (e.g. system security).
For more details on the use and identification of the factor models, see In general, a copula can be introduced between all risk profiles. Though, for simplicity, in the simulation examples below, presented for two risks, we consider dependence between severities and frequencies separately. Also, in this paper, the estimation procedure is presented for frequencies only. The actual procedure can be extended in the same manner as presented to severities but it is the subject of further work.
Simulation Study -Bivariate Case
We start with a bivariate model, where we study the strength of dependence at the annual loss level obtained through dependence in risk profiles, as discussed above. We consider two scenarios. The first involves independent severity risk profiles and dependent frequency risk profiles. The second involves dependence between the severity risk profiles and independence between the frequency profiles. In both scenarios, we consider three bivariate copulas (Gaussian, Clayton and Gumbel copulas (2.3)-(2.6)) denoted as C(u 1 , u 2 |ρ) and parameterized by one parameter ρ which controls the degree of dependence. In the case of Gaussian copula, ρ is a non-diagonal element of correlation matrix Σ in (2.3).
Bivariate model for risk profiles. We assume that Model Assumptions 2.1 are fullfilled for the aggregated losses
s (t) .
As marginals, for j = 1, 2 we choose:
•
Here, Γ (α, β) is a Gamma distribution with mean α/β and variance α/β 2 , N (µ, σ) is a
Gaussian distribution with mean µ and standard deviation σ, and LN (µ, σ) is a lognormal distribution.
In analyzing the induced dependence between annual losses, we consider two scenarios:
• Scenario 2: Ψ Here, parameter ρ corresponds to θ ρ in Model Assumptions 2.1. The simulation of the annual losses when risk profiles are dependent via a copula can be accomplished as shown in Appendix A. Utilizing this procedure, we examine the strength of dependence between the annual losses if there is a dependence between the risk profiles. In the next sections we will demonstrate the Bayesian inference model and associated methodology to perform estimation of the model parameters. Here, we assume the parameters are known a priori with the following values used in our specific example:
These parameters correspond to θ Λ and θ Ψ in Model Assumptions 2.1. In Figure 1 , we present three cases where C (·|ρ) is a Gaussian, Clayton or Gumbel copula under both scenario 1 and scenario 2. In each of these examples we vary the parameter of the copula model ρ from weak to strong dependence. The annual losses are not Gaussian distributed and to measure the dependence between the annual losses we use a non-linear rank correlation measure, Spearman's rank correlation, denoted by ρ SR (Z
t ). The Spearman's rank correlation between the annual losses was estimated using 10, 000 simulated years for each value of ρ. In these and other numerical experiments we conducted, the range of possible dependence between the annual losses of different risks induced by the dependence between risk profiles is very wide and should be flexible enough to model dependence in practice. Note, the degree of induced correlation can be further extended by working with more flexible copula models at the expense of estimation of a larger number of model parameters.
Bayesian Inference: combining different data sources
In this section we estimate the model introduced in Section 2 using a Bayesian inference method. To achieve this we must consider that the requirements of Basel II AMA (see BIS, p.152) clearly state that: "Any operational risk measurement system must have certain key features to meet the supervisory soundness standard set out in this section.
These elements must include the use of internal data, relevant external data, scenario analysis and factors reflecting the business environment and internal control systems".
Hence, Basel II requires that OpRisk models include use of several different sources of information. We will demonstrate that to satisfy such requirements it is important that methodology such as the one we develop in this paper be considered in practice to ensure one can soundly combine these different data sources.
It is widely recognized that estimation of OpRisk frequency and severity distributions cannot be done solely using historical data. The reason is the limited ability to predict future losses in a banking environment which is constantly changing. Assume that a new policy was introduced in a financial institution with the intention of reducing an OpRisk loss. This cannot be captured in a model based solely on historical loss data.
For the above reasons, it is very important to include Scenario Analysis (SA) in OpRisk modelling. SA is a process undertaken by banks to identify risks; analyze past events experienced internally and jointly with other financial institutions including near miss losses; consider current and planned controls in the banks, etc. Usually, it involves surveying of experts through workshops. A template questionnaire is developed to identify weaknesses, strengths and other factors. As a result an imprecise, value driven quantitative assessment of risk frequency and severity distributions is obtained. On its own, SA is very subjective and we argue it should be combined (supported) by actual loss data analysis.
It is not unusual that correlations between risks are attempted to be specified by experts in the financial institution, typically via SA.
External loss data is also an important source of information which should be incorporated into modelling. There are several sources available to obtain external loss data, for a discussion on some of the data related issues associated with external data see Peters N 1 ) , . . . , (Λ T +1 , N T +1 ) are i.i.d. and the intensity of events of year t ∈ {1, . . . , T + 1} has conditional marginal distribution Λ t ∼ Γ(α, α/θ Λ ) for a given parameter α > 0.
Modelling frequencies for a single risk cell

Given
3. Given Θ = θ Λ and Λ t = λ t , the frequencies N t ∼ P oi(V λ t ).
The financial company has
are independent for all k and t, and
Remarks 4.2
• In items 1) and 2) we choose a gamma distribution for the underlying parameters.
Often, the available data is not sufficient to support such a choice. In such cases, in actuarial practice, one often chooses a gamma distribution. A gamma distribution is neither conservative nor aggressive and it has the advantage that it allows for transparent model interpretations. If other distributions are more appropriate then, of course, one should replace the gamma assumption. This can easily be done in our simulation methodology.
2 . These are the prior two moments of the underlying risk characteristics Θ Λ . The prior can be determined by external data (or regulator). In general, parameters a and b can be estimated by the maximum likelihood method using the data from all banks.
• Note that we have for the first moments
The second moments are given by
For model interpretation purposes, consider the results for the coefficient of variation (CV), a convenient dimensionless measure of uncertainty commonly used in the insurance industry:
That is, our model makes perfect sense from a practical perspective. Namely, as volume increases, V → ∞, there always remains a non-diversifiable element, see 
• Contrary to the developments in Lambrigger, , where the intensity Λ t was constant overtime, now Λ t is a stochastic process. From a practical point of view, it is not plausible that the intensity of the annual counts is constant over time. In such a setting parameter risks completely vanish if we have infinitely many observed years or infinitely many expert opinions, respectively (see Theorem 3.6 (a) and (c) in Lambrigger, Shevchenko and Wüthrich (2007)). This is because Λ t can then be perfectly forecasted. In the present model, parameter risks will also decrease with increasing information. As we gain information the posterior standard deviation of Θ Λ will converge to 0. However, since Λ T +1 viewed from time T is always random, the posterior standard deviation for Λ T +1 will be finite.
• Note that, conditionally given Θ Λ = θ Λ , N t has a negative binomial distribution with probability weights for n ≥ 0,
That is, at this stage we could directly work with a negative binomial distribution.
As we will see below, only in the marginal case can we work with (4.4) . In the multidimensional model we require Λ t .
• ∆ k denotes the expert opinion of expert k which predicts the true risk characteristics Θ Λ of his company. We have
That is, the relative uncertainty CV in the expert opinion does not depend on the value of Θ Λ . That means that ξ can be given externally, e.g. by the regulator, who is able to give a lower bound to the uncertainty. Moreover, we see that the expert predicts the average frequency for his company. Alternatively, ξ can be estimated using method of moments as presented in Lambrigger, Shevchenko and Wüthrich 
Here, the likelihood terms and the prior are made explicit,
Note that the intensities Λ 1 , . . . , Λ T are non-observable. Therefore we take the integral over their densities to obtain the posterior distribution of the random variable Θ Λ given
Given Θ Λ , the distribution of the number of losses N t is negative binomial. Hence, one could start with a negative binomial model for N t . The reason for the introduction of the random intensities Λ t is that we will utilize them to model dependence between 
Modelling frequencies for multiple risk cells
As in the previous section we will illustrate our methodology by presenting the frequency model construction. In this section we will extend the single risk cell frequency model to the general multiple risk cell setting. This will involve formulation of the multivariate posterior distribution.
Model Assumptions 4.3 (multiple risk cell frequency model) Consider J risk cells.
Assume that every risk cell j has a fixed, deterministic volume V (j) .
The risk characteristic
Λ , . . . , Θ
Λ ) has a J-dimensional prior density π(θ Λ ). The copula parameters θ ρ are modelled by a random vector Θ ρ with the prior density π (θ ρ ); Θ Λ and Θ ρ are independent.
Given
and the copula c(·|θ ρ ). Thus the joint density of Λ t is given by
where π ·|θ
denotes the marginal density.
3. Given Θ Λ = θ Λ and Λ t = λ t , the number of claims are independent with
There are expert opinions
For convenience of notation, define: 
t . If this is not appropriate then, of course, this can easily be changed by assuming dependence within Θ Λ .
In the simulation experiments below we consider cases when the copula is parameterized by a scalar θ ρ . Additionally, we are interested in obtaining inferences on θ ρ implied by the data only so we use an uninformative constant prior on the ranges [-1,1], (0, 30] and [1, 30] in the case of Gaussian, Clayton and Gumbel copulas respectively.
Posterior density. The marginal posterior density of random vector (Θ Λ , Θ ρ ) given data of counts N 1 = n 1 , . . . , N T = n T and expert opinions tensities for all risk profiles and years, excluding risk profile 1 from year 2;
3 , . . . , Λ
, . . . , Λ
T , . . . , Λ (J) T -Frequency intensities for all risk profiles and years, excluding all profiles for year 2;
Sampling from π (θ Λ , θ ρ , λ 1:T |n 1:T , δ 1:K ) or π (θ Λ , θ ρ |n 1:T , δ 1:K ) via closed form inversion sampling or via rejection sampling is not typically an option. There are many reasons for this. Firstly, only for specific copula models will closed form tractable expression for the marginal π (θ Λ , θ ρ |n 1:T , δ 1:K ) be attainable, certainly not for the models we consider in this paper. Secondly, even for the expression of the joint posterior π (θ Λ , θ ρ , λ 1:T |n 1:T , δ 1:K )
it is typically only possible to sample from the conditional distributions sequentially via numerical inversion sampling techniques which is highly computational and inefficient in high dimensions. Additionally, we would like a technique which is independent of the potentially arbitrary choice in specifying a copula function for the dependence between
t . Hence, we utilize an MCMC framework which we make general enough to work for any choice of copula model, developed next.
Bayesian Parameter Estimation
We separate the analysis into two parts. Firstly, we condition on knowledge of the copula parameters θ ρ = ρ, where ρ denotes the true copula parameters used to generate the data.
This allows us to demonstrate that if the copula parameters θ ρ are known, we can perform estimation of other parameters accurately under joint inference. The second part involves joint estimation of θ ρ and θ Λ to demonstrate the accuracy of the joint inference procedure developed. Note that, the model for this second part has not been formally introduced but is a simple extension of Model Assumptions 4.3.
Conditional on a priori knowledge of copula parameter
Here we assume the copula parameter has been estimated a priori and so estimation only involves model parameters. Such a setting may arise for example if the copula parameter is already estimated via a ML estimator. The proposed sampling procedure we develop is a particular class of algorithms in the toolbox of MCMC methods. It is an alternative to a Gibbs sampler known as a univariate Slice sampler. We note that to implement a Gibbs sampler or a univariate Slice sampler one needs to know the form of the full conditional distributions. However, unlike the basic Gibbs sampler the Slice sampler does not require sampling from these full conditional distributions. Derivations of the posterior full conditionals,
are presented in Appendix B.
Joint Inference of marginal and copula parameters
To include the estimation of the copula parameter θ ρ jointly with the parameters Θ Λ and latent intensities Λ 1:T in our Bayesian framework, we assume that it is constant in time and model it by a random variable Θ ρ with some prior density π(θ ρ ). The full conditional posterior of the copula parameter, denoted π (θ ρ |θ Λ , λ 1:T , n 1:T , δ 1:K ) , is given by
For the full derivation of the scalar case see, Appendix B.
In the following section we provide intuition for our choice of univariate Slice sampler as compared to alternative Markov chain algorithms. In particular we describe the advantages that the Slice sampler has compared to more standard Markov chain samplers, though we also point out the additional complexity involved. We verify the validity of the Slice sampling algorithm for those not familiar with this specialized algorithm and we then describe some intricacies associated with implementation of the algorithm. This is followed by a discussion of some extensions we developed when analyzing the OpRisk model. The technical details of the actual algorithm are provided in Appendix C.
Slice sampling
The full conditionals given in equations ( A single iteration of the Slice sampling distribution for a toy example is presented in Figure 2 . The intuition behind Slice sampling arises from the fact that sampling from a univariate distribution p (θ) can always be achieved by sampling uniformly from the region under the distribution p (θ) . Obtaining a Slice sample follows two steps: sample a value u l ∼ U [0, p (θ l−1 )] and then sample a value uniformly from
This procedure is repeated and by discarding the auxiliary variable sample u l one obtains correlated samples θ This can be achieved by sampling uniformly from the (n + 1)-dimensional region that lies under the plot of f (θ). This is formalised by introducing the auxiliary random variable U and defining a joint distribution over Θ and U which is uniform over the region {(Θ, U) : 0 < u < f (θ)} below the surface defined by f (θ), given by
where Z = f (θ) dθ . Then the target marginal density for Θ is given by
as required. There are many possible procedures to obtain samples of (Θ,U). The details of the implemented algorithm undertaken in this paper are provided in Appendix C.
Extensions
We note that in the Bayesian model we develop, in some cases strong correlation between the parameters of the model will be present in the posterior, see Figure 3 . In more ex- 
Results
In this section we demonstrate and compare the performance of our sampling methodology on several different copula models. We intend to demonstrate the appropriate behaviour of our Bayesian models as a function of the number of annual years, in the presence of highly biased expert opinions. This will be achieved through simulation studies using the sampling techniques detailed above to perform inference on model parameters. The
intention will be to demonstrate the appropriate convergence and accuracy as a function of data sample size. Hereafter, we study the case of dependence between intensities of two risks and set risk cell volumes V (1) = V (2) = 1.
Estimation of model if copula parameter is known
Here, we study the estimation of model parameters in two cases. The first case involves two low frequency risks. In the second case, one risk has low frequency while another risk has high frequency. In these two cases we present results for the univariate Slice sampler under scenarios involving: data generated independently for each risk profile and data generated using a Gaussian, Clayton and Gumbel copulas.
Only one expert opinion is assumed for each risk. We present the parameter estimates as a function of data size for each of the specified correlation levels. That is, we study the with the correct copula model and copula parameter used in the sampler. This is the procedure that should be performed in a real application.
• Marginal: Results are obtained by MCMC samples taken from
which is the posterior in the case of independence. This is equivalent to marginal estimation where single risk cell data is analyzed separately, see Section 4.1.
• Benchmark: To verify the results we also consider the case where we assume perfect knowledge of the realized random process for random vector Λ 1:T . We then perform inference on Θ Λ without the additional uncertainty arising from estimating Λ 1:T . In this regard this represents a benchmark for which we may compare the performance of our simulations. In particular, it is obtained by samples taken from π (θ Λ |λ 1:T , n 1:T , δ 1:K , θ ρ ) conditional on the true simulated realizations of random variables Λ 1:T .
Example 1: low frequency risk profiles. We set the true parameter values of Θ
Λ and Θ (2) Λ to be θ 
The results for this simulation study, presented in Tables 1 and 2 , show the appropriate convergence of the estimates of parameters Θ
Λ and Θ
Λ as a function of the data size, demonstrating how well this simulation procedure works under these models. In addition we note that as expected from credibility theory we observe that joint estimation is better than the marginal, i.e. the posterior standard deviations for Θ (1) Λ and Θ (2) Λ are less when joint estimation is used. In addition the rate of convergence of the posterior mean for Θ Λ to the true value is faster under the joint estimation. Note, the standard errors in the posterior mean and standard deviation were calculated and found to be strictly in the range of 1-5% for the simulations presented.
In Figure 3 , corresponding to Gaussian, Clayton and Gumbel copula models respectively, we demonstrate the estimated density π (θ Λ |λ 1:T , n 1:T , δ 1:K , θ ρ ) if we had perfect knowledge of the latent process parameters Λ 1:T . In this way we compare the exact posterior with perfect knowledge of the correlation structure as captured by the copula model which here we assume is known. Obtaining these plots involved a particular realized data set of length 20 years. For all copulas two values of θ ρ were considered: θ ρ = 0.9 and θ ρ = 0.1 for Gaussian copula; θ ρ = 10 and θ ρ = 1 for Clayton copula; and θ ρ = 3 and θ ρ = 1.1 for the Gumbel copula. These plots of the joint marginal posterior distribution of Θ Λ demonstrate clearly that the standard practice in the industry of performing marginal estimation of risk profiles will lead to incorrect results when estimating quantities based on the distribution of Θ Λ .
Example 2: one low frequency and one high frequency risk profile. We set the true values of Θ 
Joint estimation of marginal and copula parameters
Here we estimate Θ
Λ and Θ ρ jointly. For this example, the model settings from Example 1 were used and one data set of length 20 years randomly generated was utilized.
The simulation was performed by taking 150,000 iterations of the sampler and discarding the first 20,000 as burnin. Results for these simulations are contained in Table 5 .
These results demonstrate that our model and estimation methodology is successfully able to estimate jointly the risk profiles and the correlation parameter. This is seen to be the case for all the models we consider in this paper. It is also clear that with few observations, e.g. T ≤ 5, and a vague prior for the copula parameter, it will be difficult to accurately estimate the copula parameter. This is largely due to the fact that the posterior distribution in this case is diffuse. Additionally, with a small amount of data it appears that accurately estimating the copula parameter is most difficult in the Gumbel model. However, as the number of observations increases the accuracy of the estimate improves in all models and the estimates are reasonable in the case of 15 or 20 years of data. Additionally, we could further improve the accuracy of this prediction if we incorporated expert opinions into the prior specification of the copula parameter, instead of using a vague prior.
Overall, we have demonstrated that combination of all the relevant sources of data can be achieved under our model. Then with this study we show that our sampling methodology has the ability to estimate jointly all the model parameters including the copula parameter. This is a key step forward in model development and estimation for OpRisk models. We further envisage that one can extend this methodology to more sophisticated and flexible copula based models with more than one parameter. This should be relatively trivial since the methodology we developed applies directly. However, the challenge in the case of a more sophisticated copula model relates to finding a relevant choice of prior distribution on the correlation structure. Typically practitioners will take point estimates of all parameters and then condition on these point estimates to empirically construct the predictive distribution and then calculate risk measures to be reported such as VaR. Here we comment that a more robust approach to prediction can now be performed. Using our methodology, we can construct the full predictive distribution after removing the parameter uncertainty from the model considered, including the uncertainty arising from the correlation parameter. To achieve this we would consider the full predictive distribution:
Here, we used the model assumptions that given Θ Λ and Θ ρ we have that Z T +1 is in- Then for each iteration l one would use the state of the Markov chain (θ Λ,l , θ ρ,l ) in the simulation procedure detailed in Appendix A. We also note that it is trivial under our methodology to extend this full predictive distribution sampling to the case of frequency and severities.
Discussion
This paper introduced a dynamic OpRisk model which allows for significant flexibility in correlation structures introduced between risk profiles. Next a Bayesian framework was Additionally, simulations were performed in the models J = 5 and J = 10 for the Clayton copula model in which the copula parameter is also unknown. Though the simulation time was increased as a factor of the number of risk cells, the results and performance were as presented for the bivariate models, making this approach suitable for practical purposes.
Finally, the main objective of the paper is to preset the framework for the multivariate problem and to demonstrate estimation in this setting. Application of the framework to real data is the subject of further research. In this paper, the estimation procedure is presented for frequencies only but it can be extended in the same manner as presented to severities.
A Appendix: Simulation of annual losses
In general, given marginal and copula parameters (θ Λ , θ Ψ , θ ρ ), the simulation of the annual losses for year t = T +1, when risk profiles are dependent, can be done as described below.
2. Calculate λ
and ψ (j)
s (t) , j = 1, . . . , J.
6. Repeat Steps 1-5, K times to get K random samples of the annual losses z
Note, to simulate from the full predictive distribution of annual losses, add simulation of (θ Λ , θ Ψ , θ ρ ) from the posterior distribution (e.g. using Slice sampler methodology) as an extra step before Step 1. Simulation of the random variates from a copula in Step 1 in the case of Gaussian, Clayton and Gumbel copulas can be done as described below.
Gaussian copula:
, where Φ N (0, Σ) is a Normal distribution with zero means, unit variances and correlation matrix Σ.
Archimedean copulas: The Clayton and Gumbel copulas are members of the Archimedean family of copulas. The d-dimensional Archimedean copulas can be written as
with φ a decreasing function known as the generator for the given copula, see Frees and Valdez (1998) . The generator and inverse generator for the Clayton (φ C ) and Gumbel (φ G ) copulas are given by
where ρ is a copula parameter. Simulation from such a copula can be achieved following the algorithm provided in Melchiori (2006) π/ρ)) ρ and location δ = 0. In the Gumbel case, the density for D has no analytic form and the simulation from this distribution can be achieved using the algorithm from Nolan (2007) to efficiently generate the required samples from the univariate stable distribution.
B Appendix: Full conditional posterior distributions
Note, in Part 1 and Part 2 we are conditioning on the copula parameter θ ρ , this notation is dropped for simplicity. It is only explicitly introduced in Part 3. t from the full conditional posterior distribution π λ
(d) Sample new parameter value θ ρ from the full conditional posterior distribution
3. l = l + 1 and return to 2.
The sampling from the full conditional posteriors in stage 2 uses a univariate Slice sampler, see Figure 2 . We present the case where we wish to sample the next iteration of the Markov chain from π θ
Obtaining a sample using a univariate Slice sampler:
1.
Sample u from a uniform distribution
Sample θ (j)
Λ uniformly from the intervals (level set)
There are many approaches that could be used in determination of the level sets A of our density π θ 
Λ for 20 data sets. Data are generated using different copula models as specified. The true values are θ 
Λ for 20 data sets. The data are generated using different copula models as specified. The true values are θ 
Λ for 20 data sets. Data are generated using different copula models as specified. The true values are θ Posterior mean and standard deviation for Θ 
Λ , Θ
Λ and copula parameter Θ ρ . In this case a single data set is generated using different copula models as specified. Posterior standard deviations are given in brackets next to estimate. Joint estimation was used. 
