This paper considers model selection and forecasting issues in two closely related models for nonstationary periodic autoregressive time series [PAR]. Periodically integrated seasonal time series [PIAR] need a periodic differencing filter to remove the stochastic trend. On the other hand, when the nonperiodic first order differencing filter can be applied, one can have a periodic model with a nonseasonal unit root [PARI]. In this paper, we discuss and evaluate two testing strategies to select between these two models. Furthermore, we compare the relative forecasting performance of each model using Monte Carlo simulations and some U.K. macroeconomic seasonal time series. One result is that forecasting with PARI models while the data generating process is a PIAR process seems to be worse than vice versa.
Introduction
Periodic autoregressive [PAR] time series models have proved to be useful in describing seasonally observed times series in such areas as water resources, cf. Vecchia & Ballerini (1991) and McLeod (1993) and economics, cf. Osborn & Smith (1989) and Franses (1994) . The key feature of PAR models is that the autoregressive parameters take different values in different seasons. In order to use conventional identification techniques for univariate seasonal time series, it is necessary to remove one or more stochastic trends from the time series before any analysis. Typically, for quarterly observed times series one uses the first order (1 -B) filter or the fourth order (1 -B 4) filter for this purpose, where the backward shift operator B is defined by Bkyt = Yt-k, cf. Box & Jenkins (1970 have the same impact across seasons. In this paper we denote the latter model by PARI. In practice, it is found that for the PIAR model the as values in the periodic differencing filter take values that are typically close to unity. Additionally, PIAR models are somewhat more complicated since the periodic differencing filter has to be determined using a nonlinear estimation method. Therefore, we focus in this paper on the selection between PIAR and PARI models.
We compare two selection strategies for univariate quarterly observed times series, which differ with respect to the sequence of tests. The first strategy, which is applied in Franses &~ Pa~p (1994) starts with a test for periodic integration. Next, one proceeds with a test whether the periodic differencing filter reduces to the (1 -B) filter. The second strategy, advocated by Ghysels & Hall (1993) , tests whether the (1 -B) filter is applicable in a periodic model straightaway. The theoretical implications of both testing strategies are discussed in detail and their power and size properties are investigated using Monte Carlo experiments. We further study the effect on the forecasting performance in case the wrong differencing filter is applied using Monte Carlo experiments. Finally, both the test strategies and the forecast comparison are considered for a set of real life macroeconomic U.K. seasonal time series. The outline of the paper is as follows. In section 2 we discuss some properties of PAR models. Although we confine ourselves to quarterly time series in this paper, we wish to stress that all tests and methods can also be applied to e.g. monthly time series. In section 3 we analyse the two testing strategies to distinguish between PIAR and PARI and apply them to seven U.K. macroeconomic time series. Section 4 deals with a comparison in forecasting performance using Monte Carlo simulations and the same seven time series. The final section provides some concluding remarks.
Preliminaries
Periodic autoregressive models are characterised by periodically varying parameters in the autoregressive part of the model. In other words, the dynamic structure varies
