Exponential estimates of symplectic slow manifolds by Kristiansen, KU & Wulff, Claudia
ar
X
iv
:1
20
8.
42
19
v2
  [
ma
th.
DS
]  
30
 Se
p 2
01
5
EXPONENTIAL ESTIMATES OF SYMPLECTIC SLOW
MANIFOLDS
K. U. KRISTIANSEN AND C. WULFF
Department of Mathematics,
Technical University of Denmark,
2800 Kgs. Lyngby,
DK
and
Department of Mathematics,
University of Surrey,
Guildford, GU2 7XH
UK
Abstract. In this paper we prove the existence of an almost invariant sym-
plectic slow manifold for analytic Hamiltonian slow-fast systems with finitely
many slow degrees of freedom for which the error field is exponentially small.
We allow for infinitely many fast degrees of freedom. The method we use is
motivated by a paper of MacKay from 2004. The method does not notice res-
onances, and therefore we do not pose any restrictions on the motion normal
to the slow manifold other than it being fast and analytic. We also present a
stability result and obtain a generalization of a result of Gelfreich and Lerman
on an invariant slow manifold to (finitely) many fast degrees of freedom.
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1. Introduction
Singularly perturbed systems involving different time and/or space scales arise
in a wide variety of scientific problems. Important examples include: meteorology
and short-term weather forecasting [20, 21, 39], molecular physics and the Born-
Oppenheimer approximation [28], chemical enzyme kinetics and the Michaelis-
Menten mechanism [5, 29], combustion [23], and the evolution and stability of
the solar system [18, 19]. The main advantage of identifying slow and fast variables
is dimension reduction by which all the fast variables are “slaved” to the slow ones
through the slow manifold. In many dissipative systems, the rigorous foundation
for a reduction to an attracting, invariant, lower dimensional manifold is provided
by Fenichel’s theory [6, 7]. In contrast, the conservative cases, exemplified by mod-
els of nonlinear waves [2, 21, 20, 25, 40] and of tethered satellites [14, 15, 16], with
high frequency oscillations, do not support such a general theory. Nevertheless,
such systems may possess almost invariant slow manifolds, see [10, 22, 24, 32, 40],
on which the angle between the vector field and the tangent space is exponen-
tially small (with respect to the time-scale separation). Orbits of the system may
therefore spend a significant amount of time near such a slow manifold.
Dimension reduction is one of the main aims and tools for a dynamicist and the
elimination of fast variables is very useful in, for example, numerical computations.
In fact, since fast variables require more computational effort and evaluations, this
reduction often bridges the gap between tractable and intractable computations.
An example of this is the long time (Gyears) integration of the solar system, see
[18, 19]. See also [4, 9, 42] for a numerical treatment of slow-fast systems.
In this paper, we prove the existence of an exponentially accurate symplectic
slow manifold for a general class of analytic slow-fast Hamiltonian systems. Here
we allow the fast sub-system to be a semilinear evolution PDE. We also present a
stability result, and obtain a generalization of a result in [11] on an invariant slow
manifold to (finitely) many fast degrees of freedom.
1.1. Slow-fast systems. Consider the system
w˙ = ǫW (w, z), z˙ = Z(w, z), (1.1)
where (˙) = ddt and with ǫ a small parameter. The analytic vector-fieldsW and Z will
in general also depend upon ǫ, but we shall suppress this dependency throughout.
Taylor-expanding the second equation of (1.1) around z = 0 gives
w˙ = ǫW (w, z), z˙ = r(w) +A(w)z + F (w, z), (1.2)
where F is quadratic in z. Note that if r ≡ 0 then the manifold M = {z = 0} is
invariant. ThereforeM = {z = 0} is called a slow manifold in the sense of MacKay
[24, Definition 1] if ‖r‖ is small and ‖(∂Z/∂z)(w, 0)−1‖ = ‖A(w)−1‖ exists. This
ensures that M is close to being invariant, that the normal motion is truly fast,
and that we can solve the equation z˙ = 0 for z = ζ(w). The latter property allows
us to compute an approximately invariant slow manifold. In particular, if A(w) is
elliptic or hyperbolic thenM is said to be normally elliptic respectively hyperbolic.
One of the main tasks in singular perturbation theory is to determine the fate ofM
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for ǫ > 0 but small. WhenM is normally hyperbolic then there exists a perturbed,
invariant slow manifold M(ǫ) for ǫ 6= 0 nearby [6, 7]. The invariance condition is,
however, too much to aim for in the normally elliptic setting because normally ellip-
tic manifolds, are unlikely to persist under typical perturbations [24, 26]. However
the normally elliptic setting is an important case in Hamiltonian systems which are
our main point of interest in this paper. In this case, the important question is how
to improve the accuracy of approximately invariant slow manifolds and to deter-
mine how long orbits of the full system remain close to those of the approximate
dynamics on the slow manifold.
1.2. Improving a slow manifold. MacKay, still in [24], presented a method for
improving a given slow manifold and he sketched how, when applied successively
to an analytic system of differential equations, this could lead to an exponentially
accurate slow manifold M in the sense that the error field is ‖r‖ = O(e−c/ǫ).
The method of MacKay for improving a slow manifold does not separate normally
hyperbolic from normally elliptic slow manifolds. Moreover MacKay allowed for an
unbounded fast vector field and argued that one of the advantages of his method
is that the improved slow manifold contained all nearby equilibria and conjectured
that the error in fact behaved like O((ǫ‖W (w, ·)‖)n), for any n, for analytic systems
eventually leading to O(e−c/(ǫ‖W (w,·)‖)), with W vanishing on equilibria. In the
appendix we provide a simple counter example (Example A.4) to this last statement
for n > 1.
The method of MacKay was previously presented by Fraser and Roussel in [8, 37]
in a slightly different form. In the reduction method literature it is sometimes
therefore also referred to as the iterative method of Fraser and Roussel, see e.g.,
[13].
Moreover, it seems that it was unknown to MacKay that Neishtadt in [32, Lemma
1] had already proven exponential estimates of the form O(e−c/ǫ). Neishtadt did,
however, not address equilibria and the method he used is (slightly) different from
MacKay’s. Notably it does not contain all equilibria near the slow manifold. More-
over, Neishtadt considered finite dimensional systems and did not consider the
Hamiltonian case.
The method of MacKay can be sketched as follows: Setting z˙ = 0 in (1.1) gives,
by applying the implicit function theorem (bearing in mind that F is quadratic in
z), a solution z = ζ(w) close to −A(w)−1r(w) provided that r is sufficiently small.
The graph z = ζ(w) will be the improved slow manifold (see Lemma A.2 below for
details). To show that this is indeed an improved slow manifold, one straightens out
the new slow manifold by introducing z1 through z = z1 + ζ. Then the equations
become
w˙ = ǫW1(w, z1), z˙1 = Z1(w, z1) = r1(w) +A1(w)z1 + F1(w, z1),
with
r1(w) = −ǫ∂wζ(w)W (w, ζ(w)). (1.3)
Here ∂w is used to denote the (Frechet) partial derivatives
∂
∂w , and we will continue
to use this symbol regardless of what object is being differentiated. Since ζ =
O(‖r‖) the error vector field has been diminished by a factor O(ǫ). Hence M1 =
{z1 = 0} is an improved slow manifold. Note that M1 includes nearby equilibria,
c.f. (1.3). Neishtadt in [32, Lemma 1] based his transformations on z = z1 + ζ˜,
4 K. U. KRISTIANSEN AND C. WULFF
ζ˜(w) = −A(w)−1r(w), giving rise to the error
r˜1 = −ǫ∂wζ˜(w)W (w, ζ˜(w)) + F (w, ζ˜(w)).
Note that as opposed to (1.3), r˜1 does not vanish at all nearby equilibria as the
error now comes from two separate contributions.
MacKay conjectured that applying this procedure of constrained equilibria, set-
ting zi = zi+1+ ζi(w) with z = ζi(w) solving Zi(w, ζi) = 0, successively would lead
to a slow manifold with an error-field of O(e−c/ǫ). Note that w is never transformed
and that only the inverse of the possibly unbounded operator Ai occurs. Therefore
unbounded A(w) can also be accounted for. We prove this result in Appendix A.
Even though this result has to be attributed to Neishtadt, in contrast to Neishtadt’s
original result, we (i) follow MacKay and allow for an unbounded fast vector field
where the z˙ equation is a semilinear evolution equation, and (ii) using MacKay’s
method we obtain a slow manifold manifold that contains all nearby equilibria.
1.3. Symplectic slow manifolds. In this paper we focus on slow-fast Hamilton-
ian systems of the form (see also [10]):
H = H(w, z), w = (u, v) slow, z = (x, y) fast, J = diag (ǫJW , JZ),
where, as opposed to regular perturbation theory, the main contribution to the
perturbation comes from the symplectic structure operator J . This gives rise to
the following equations of motions
w˙ = ǫJW∇wH, z˙ = JZ∇zH.
We assume that the z˙ equation is a semilinear Hamiltonian evolution equation, as
detailed later. Normally elliptic slow manifolds are of particular interest in Hamil-
tonian systems as stability here is associated with oscillatory normal behavior. In
Hamiltonian systems there are also generically invariant manifolds that are not nor-
mally hyperbolic, for example families of linearly stable periodic orbits parametrized
by energy. Here we are interested in approximately invariant symplectic slow man-
ifolds on which we can define a “slow” Hamiltonian system.
The Hamiltonian case has previously been considered by Gelfreich and Lerman
in [10]. They restricted to one fast degree of freedom and also obtained an exponen-
tially accurate slow manifold using an averaging method, similar to the one used
by Neishtadt in [31].
For the Hamiltonian example
H =
1
2
x2 +
1
2
y2 + v + ǫyf(u), (1.4)
with analytic f(u) =
∑∞
n=1 e
−n sin(nu) and ω = dx ∧ dy + ǫ−1du ∧ dv, Neishtadt
showed that the slow manifold cannot be improved beyond such an estimate, see
[10]. The exponential estimate is therefore the best one can aim for in a general non-
hyperbolic setting. The method of averaging used in [10] does not extend to several
fast variables primarily due to the general lack of control of resonances between the
fast variables. On the other hand, it also aims at more than what MacKay and
Neishtadt did in [24] and [31]: the results of [10] do not only provide exponential
estimates of a slow manifold, they also provide an O(1)-foliation, parametrized by
the action variable, of almost invariant slow manifolds. The method therefore also
addresses stability, not only existence of an accurate slow manifold. The reference
[27] extends the results of [10] to infinite dimensional slow dynamics. The results
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of [27] hold true for spatially Gevrey smooth solutions, which allow for a Galerkin
approximation that separates the vector-field into a bounded one and an exponential
small remainder. The references [40, 41] also provide exponential estimates of
particular slow manifolds in geophysical models by obtaining optimal truncations
of the “super-balance equation” (invariance equation) of Lorenz [21].
1.4. Improving symplectic slow manifolds. MacKay, still in [24], suggested
a separate method for improving slow manifolds in Hamiltonian systems. The
proposed method was described as follows: Consider a Hamiltonian H = H(p)
with symplectic form ω and a slow manifold M0. Do the following:
• Compute an orthogonal symplectic foliation Fp so that for every p ∈ M0
ω(p1, p2) = 0, p1 ∈ TpFp, p2 ∈ TpM0.
Here TpM0 denotes the tangent space of M0 at p.
• Let Hp = H |Fp and solve this for a nearby critical point p1 = p1(p).
• Put M1 = {p1(p)} and ωM1 = ω|M1 .
Then (H |M1 , ωM1) is an improved slow system. For the further details see [24].
However, we believe that this method has some drawbacks. First of all, the method
requires the computation of a new slow symplectic form at each step. In fact, we
believe that the reason for suggesting an alternative to the general approach in
the first place, is that one wishes to introduce transformations that preserve the
symplectic structure. Moreover, MacKay’s method also requires the computation
of orthogonal symplectic foliations at each step.
We will therefore suggest an alternative method that circumvents these issues.
Our method is then a symplectic extension of MacKay’s general approach outlined
above. We will at each step straighten out the improved manifold given as the
solution z = ζ(w) of
J−1Z Z(w, z) = ∇zH(w, z) = 0,
ensuring that the transformation involved in this procedure is symplectic. The slow
symplectic form with symplectic structure matrix ǫ−1J−1W will therefore remain
constant throughout the iteration. For analytic Hamiltonian systems where the
fast system is a semilinear evolution equation we obtain a symplectic slow manifold
with exponentially small error field containing an initially nearby equilibrium, as
was also conjectured by MacKay. This is the main result of this paper. We will
present this formally in Theorem 2.1 which we prove in Section 3. In Section 2.3
we also state and prove a stability result, see Corollary 2.2. As opposed to the
general case in Appendix A, the symplectic nature of the problem requires us to
transform the slow variables. Note that Lu [22] modified our approach, presented in
a previous preprint version of this paper, and applied it to a more specific problem
where the dynamics on the fastest scale is linear, see Remark 3.11 for more details.
In Section 4 we present a dynamical consequence of this result on the persistence
of a one degree of freedom slow manifold with exponentially small gaps.
2. Exponential estimates for symplectic slow manifolds
In this section we first introduce some notation (Section 2.1). Then, in Section
2.2, we introduce the setting we work in, in particular our assumptions on the fast
Hamiltonian semilinear evolution equation. In Section 2.3 we present our main
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result and in Section 2.4 we consider two examples where the fast dynamics is a a
nonlinear Schro¨dinger equation and a semilinear wave equation respectively.
2.1. Some notation. Let (W , ‖ ·‖W) and let (Z, ‖ ·‖Z) be real Banach spaces and
WC =W ⊕ iW and let ZC = Z ⊕ iZ, respectively, be their complexifications with
norms ‖w1+iw2‖WC = (‖w1‖2W+‖w2‖2W)1/2 and ‖z1+iz2‖ZC = (‖z1‖2Z+‖z2‖2Z)1/2.
Then f : VC → ZC, with VC an open subset of WC, is analytic if it is continuously
differentiable, i.e., if there exists a continuous derivative ∂wf : VC → E(WC;ZC),
where E(WC;ZC) is the Banach space of complex linear operators from WC to ZC
equipped with the operator norm, satisfying the following condition
‖f(w + h)− f(w)− ∂wf(w)(h)‖ = O(‖h‖2).
For later purpose we define E(Z) := E(Z;Z). By a real analytic function we mean
an analytic function which is real valued when its arguments are real. The higher
order derivatives can be defined inductively and ∂nwf becomes a map
∂nwf : VC → En(WC;ZC),
from VC into the Banach space En(WC;ZC) of all bounded, n-linear maps from
WC×· · ·×WC (n times) into ZC. See, for example, [33, Appendix A] for a reference
on analytic function theory in Banach spaces. When V is an open subset of W and
ν > 0 then, as in [10], we define V + iν to be the open complex ν-neighborhood of
V :
V + iν = {w ∈ WC | distWC(w,V) < ν},
where distWC is the metric induced from the Banach norm ‖ · ‖WC . In the following
let BZCr (z) = {u ∈ ZC, ‖u− z‖ < r} denote a ZC-open ball of radius r > 0 around
z in the Banach space ZC.
2.2. Setting and assumptions. We consider a slow-fast Hamiltonian system with
possibly infinitely many fast degrees of freedom of the form
w˙0 = ǫJW∇w0H0(w0, z0), z˙0 = JZ∇z0H0(w0, z0) = JZLz0 +B0(w0, z0). (2.1)
Here w0 = (u0, v0)∈ W, dimW = 2dW , are the slow variables and z = (x, y)∈ Z are
the fast variables, Z is a real Hilbert space, dimZ = 2dZ and we allow for dZ =∞.
We use a subscript on H0 and B0 because we will transform this system into a
more desirable form in the main theorem (Theorem 2.1). The symplectic structure
operator is J = diag (ǫJW , JZ) where JW is the standard symplectic matrix on
W = R2dW , i.e.
JW =
(
0 id
−id 0
)
∈ R2dW×2dW
where id is the identity on RdW . We assume
(H0) JZ and JZL are densely defined, closed, skew-symmetric invertible linear
operators on Z and L is a bounded, self-adjoint operator.
Note that (H0) implies that JZ and L commute.
In the following let V ⊂ W be open and let S ⊆ Z be an open neighbourhood
of 0, and let w ∈ V + iν0, z ∈ S + iσ0 where ν0, σ0 > 0. We assume that Z is a real
Hilbert space with inner product 〈·, ·〉 and that B0 : (V + iν0) × (S + iσ0) → Z is
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analytic, as detailed in (H1) below. In this setting, by semigroup theory [35], the
flow of (2.1) is well-defined. The Hamiltonian of (2.1) is
H0(z0, w0) =
1
2
〈Lz0, z0〉+ V0(z0, w0), where B0 = JZ∇z0V0. (2.2)
Then H0 : (V + iν0) × (S + iσ0) → C is analytic. We also allow H0 to depend
continuously on ǫ, but this dependence will be suppressed in the notation.
We define Z1 := D(JZ). For initial data in Z1 the solution of (2.1) is differen-
tiable in time in Z and so a classical solution in Z, see [35]. The space Z1 is a real
Hilbert space with inner product
〈〈z1, z2〉〉 = 〈JZz1, JZz2〉
and norm |‖ · |‖ which is stronger than ‖ · ‖, i.e.,
‖z‖ ≤ |‖z|‖ ∀z ∈ Z1. (2.3)
Here we assume without loss of generality
cJ := ‖J−1Z ‖E(Z) ≤ 1.
(If cJ > 1 then we change the inner product on Z to cJ〈·, ·〉 and JZ to c−1J JZ , ∇z
to cJ∇z to achieve ‖J−1Z ‖E(Z) ≤ 1.) Moreover by definition J−1Z maps Z onto Z1.
Note that B0 :W ×Z → Z and ∇zV0 = J−1Z B0 imply that
∇zV0 :W ×Z → Z1. (2.4)
Taylor-expanding V0 around z = 0 then gives
H0(w0, z0) = h0(w0) + 〈r0(w0), z0〉+ 1
2
〈(L+ a0(w0))z0, z0〉+ f0(w0, z0), (2.5)
where f0 = O(‖z0‖3) and (w0, z0) ∈ W ×Z. Then (2.4) implies that
r0 :W → Z1, (2.6)
and
a0 :W → E(Z;Z1), F0 = ∇zf0 : W ×Z → Z1.
We then consider Hamiltonians of the form (2.5) and assume the following:
(H1) The Hamiltonian H0 is real analytic and uniformly bounded on (w0, z0) ∈
(V+iν0)×(S+iσ0), where V ⊂ W is open, S ⊂ Z is an open neighbourhood
of 0 in Z and σ0, ν0 > 0.
(H2) The map
a0 : V + iν0 → E(Z;Z1)
is real analytic. Moreover,
‖a0|‖ν0 := sup
w0∈V+iν0
‖a0(w0)‖E(Z;Z1) ≤ Ca0 ,
and
|‖A0(w0)−1|‖ν0 := sup
w0∈V+iν0
‖A0(w0)−1‖E(Z1) ≤ K0/2,
where
A0(w) := L+ a0(w).
8 K. U. KRISTIANSEN AND C. WULFF
(H3) The functions
r0 = ∇zH0|z0=0 : (V + iν0)→ ZC1 ,
h0 = H0|z0=0 : (V + iν0)→ C,
and f0 with
∇f0 = F0 : (V + iν0)× (S + iσ0)→ ZC1 ,
are real analytic and uniformly bounded:
|‖r0|‖ν0 ≤ δ0 <∞
‖h0‖ν0 ≤ Ch0 <∞,
‖F0|‖ν0,σ0 ≤ CF0 <∞,
‖f0‖ν0,σ0 ≤ Cf0 <∞.
‖∂wh0‖ν0 ≤ C′h0 <∞.
Here we denote by ‖·‖ν0,σ0 the sup-norm taking over the domain (V+iν0)×
(S + iσ0). Moreover we define ‖ · |‖ν0,σ0 to be the the sup-norm taking over
the domain (V + iν0)× (S + iσ0) ⊂ WC ×ZC in the ZC1 norm.
Note that r0 is measured in the Z1-norm |‖ · |‖ because of (2.6).
2.3. Main result. We are now ready to formulate our main result:
Theorem 2.1. Assume (H0)-(H3) and let ν0 > ν > 0, σ0 > σ > 0. Then
for δ0 > 0 and ǫ > 0 sufficiently small the following holds true: There exists a
symplectic transformation (w, z) 7→ (w0, z0), (w, z) ∈ (V + iν) × (S + iσ) with
|‖z − z0|‖ν,σ, ‖w − w0‖ν,σ = O(δ0) transforming (2.2) into
H(w, z) = H0(w0, z0) = h(w) + 〈r(w), z〉 + 1
2
〈(L + a(w))z, z〉+ f(w, z), (2.7)
with
‖h− h0‖ν , ‖a− a0|‖ν , ‖f − f0‖ν,σ, ‖F − F0|‖ν,σ = O(δ0)
and where
|‖r|‖ν ≤ C1e−C2/ǫ.
Here C1 and C2 are positive constants that depend solely on Ca0 , C
′
h0
, K0, CF0 ,
CS , CH , σ0, ν0, σ, ν, where CS = ‖z0‖σ0 .
In other words: {z = 0} is an almost invariant symplectic slow manifold. Note
that the flow corresponding to the transformed Hamiltonian H is well-defined be-
cause the z˙ equation is again a semlinear evolution equation of the form considered
in [35].
Next we address the stability of the slow manifold:
Corollary 2.2. Under the assumptions of Theorem 2.1 consider the transformed
Hamiltonian (2.7) on the real domain V × S. If A0(w) = L + a0(w) is positive
definite then
ℓ(w, z) =
1
2
〈z, A(w)z〉+ f(w, z),
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is an approximate Lyapunov function for ‖z‖ and ǫ sufficiently small, and there
exist constants c1 and c2 so that
‖z(t)‖ ≤ O(e−c1/ǫ) for 0 ≤ t ≤ c2ǫ−2,
when z(0) = 0, provided that w(t) ∈ V for 0 ≤ t ≤ c2ǫ−2.
Proof. By assumption A0(w) is positive definite and hence, since by Theorem 2.1
we have ‖a−a0|‖ν = O(δ0), so is A(w) for δ0 small. Therefore there exist constants
λ1> 0 and λ2> 0 so that
λ1‖z‖2 ≤ ℓ(w, z) ≤ λ2‖z‖2 (2.8)
for ‖z‖ small and all w ∈ V + iν. Differentiating ℓ(w, z) in t we then obtain
ℓ˙(w(t), z(t)) = ∂zℓJZ(r + Lz + az +∇zf) + ǫ∂wℓJW∇wH
= 〈z + a(w)z +∇zf, JZ(r + z + a(w)z +∇zf)〉+ ǫ∂wℓJW∇wH
= 〈z + a(w)z +∇zf, JZr〉+ ǫ∂wℓJW∇wH
≤ C3e−C2/ǫ + C4ǫ sup
w∈V+iν
ℓ(w, z(t)),
for some constants C3 and C4 as long as (w(t), z(t)) ∈ V × S. Here we have used
that 〈z1, JZz1〉 = 0 for all z1 and a Cauchy estimate on ∂wℓ and ∂wH . Note that
ℓ˙(w(t), z(t)) is defined at all z(t) ∈ S. Integrating this inequality from s = 0 to t
and using (2.8) we find that any initial data z(0) = 0
λ1‖z(t)‖2 ≤ ℓ(w(t), z(t)) ≤ C3te−C2/ǫ + C4ǫ
∫ t
0
sup
w∈V+iν
ℓ(w, z(s))ds
≤ C3te−C2/ǫ + C4λ2ǫ
∫ t
0
‖z(s)‖2ds.
We have here used that ℓ(w(t), z(t))|t=0 = 0 since z(0) = 0 by assumption. Then
by Gronwall’s inequality in integral form [3] we obtain
‖z(t)‖2 ≤ C3λ1−1te−C2/ǫeC4λ2λ1
−1ǫt,
and therefore while 0 ≤ t ≤ C2λ1/(2C4λ2ǫ2) = c2/ǫ2 we have
‖z(t)‖ ≤
√
C3C2
2C4λ2
e−C2/(4ǫ)/ǫ = O(e−c1/ǫ),
where c1 < C2/4, completing the proof. 
Note that this upper estimate O(ǫ−2) on the time interval is large, even on the fast
time scale τ = t/ǫ, where it is O(ǫ−1).
2.4. Examples. In this section we present our two main examples. We consider
PDEs with periodic boundary conditions, i.e., on the circle S1 ≃ R/(2πZ). We
frequently use the Hilbert space L2(S1;Cd) of square integrable functions with
inner product
〈x1, x2〉L2(S1,Cd) =
∫ 2π
0
x1(s) · x2(s)ds
and the Sobolev spacesHk(S1;Cd) as the spaces containing the L2(S1;Cd) functions
with k weak derivatives in the L2(S1;Cd) inner product
〈x1, x2〉Hk(S1;Cd) = 〈(1 − ∂2s )kx1, x2〉L2(S1;Cd).
10 K. U. KRISTIANSEN AND C. WULFF
The examples are also used later in Remark 3.6 to exemplify an abstract construc-
tion related to the introduction of an generating function.
2.4.1. Nonlinear Schro¨dinger equation. Consider the nonlinear Schro¨dinger equa-
tion
i ∂tz = ∂
2
sz − z + ∂zU(w, z, z), (2.9)
on the circle S1 coupled to a slow system
w˙ = ǫJ
(
∇wh(w) +
∫ 2π
0
∇wU(w, z, z)ds
)
,
where h : V + iν0 → C is real analytic with ν0 > 0 and V ⊂ W open. Furthermore,
using the real coordinates (x, y) ∈ C, where we identify R2 ≃ C via z = x + iy =
(x, y), we assume that U(w, x, y) = U(w, x + iy, x − iy) is analytic in w ∈ V + iν0
and x = ℜz and y = ℑz.
In the coordinates (x, y) the nonlinear Schro¨dinger equation (2.9) takes the form
x˙ = ∂2sy − y + 12∇yU(w, x, y), y˙ = −∂2sx+ x− 12∇xU(w, x, y). (2.10)
This follows from the fact that
∂z¯U(w, z, z¯) =
1
2∂xU(w, x, y) +
i
2∂yU(w, x, y).
We can rewrite (2.10) as (
x˙
y˙
)
= J∇H(w, x, y)
where ∇ = ∇L2(S1;R2) is the gradient w.r.t. the L2(S1;R2) pairing,
J = JL2(S1;R2) =
(
0 idL2
−idL2 0
)
,
is the standard symplectic structure matrix and
H(x, y, w) =
1
2
∫
S1
(|∂sx|2 + |∂sy|2 + x2 + y2 + U(w, x, y)) ds+ h(w). (2.11)
Note that the Hamiltonian H is well defined on Z := H1(S1;R2), but not on
L2(S1;R2). Defining
〈J−1Z z1, z2〉Z =
∫ 2π
0
(x1(s)y2(s)− y1(s)x2(s))ds = 〈J−1z1, z2〉L2(S1;R2) (2.12)
we see that JZ = (1− ∂2x)J so that J−1Z : H2(S1;R2)→ L2(S1;R2). The Laplacian
is diagonal in the Fourier representation with eigenvalues −k2. Hence, specJZ =
{±i(k2 + 1): k ∈ Z} so that JZ generates a unitary group on L2(S1;R2) and on
Z = H1(S1,R2). This shows that the Hamiltonian of the nonlinear Schro¨dinger
equation (2.9) takes the form (2.2) with
L = id, V (w, x, y) =
1
2
∫ 2π
0
U(w, x(s), y(s))ds
where z ∈ Z. The fact that H(w, z) is analytic for (w, z) ∈ (W + iν)× (S+ iσ) can
be deduced from the fact that B = J∇U is analytic as map from (W+iν)×(S+iσ)
to Z from the fact that H1(S1;R) is an algebra, see [1, Theorem 5.23]. Moreover
a0(w) = (1− ∂2s )−1∂2z U(w, 0).
If ∂2z U(w, 0) is small then A(w) = id + a0(w) is invertible on Z1 = H3(S1;R2)
as required in (H2). Under this assumption conditions (H0-H3) are satisfied. By
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choosing ∂zU(w, 0) sufficiently small we can make δ0 sufficiently small as required
in Theorem 2.1.
2.4.2. Semilinear wave equation. Consider a semilinear wave equation of the form
x˙ = y,
y˙ = (∂2s − 1)x−∇xU(u, x)
with z = (x, y) and where x = x(t, s), y = y(t, s) with s ∈ S1, for simplicity. This
system is coupled to a set of slow ordinary differential equations for the evolution
of (u, v) = (u, v)(t) ∈ R2dW of the form
u˙ = ǫv,
v˙ = −ǫ
(
∇uh(u) +
∫ 2π
0
∇uU(u, x)ds
)
.
This system is Hamiltonian with Hamiltonian and symplectic structure operator
given by
H(w, z) =
1
2
|v|2 + 1
2
〈z, z〉+ h(u) +
∫ 2π
0
U(u, x)ds,
JZz =
(
y
∂2sx− x
)
,
Also L = id and Z = H1(S1;R)× L2(S1;R), with
〈z1, z2〉 = 〈x1, x2〉H1(S1;R) + 〈y1, y2〉L2(S1;R), z1 =
(
x1
y1
)
, z2 =
(
x2
y2
)
.
We assume that U : RdW+1 → R is an analytic function. Then U is also analytic as a
function from RdW×H1(S1;R) to R, which follows from the theory of superposition
operators, see [1, Theorem 5.23], and so the system is well-posed on W × Z [35].
Finally
D(JZ) = H2(S1;R)×H1(S1;R).
Then we note that due by the definition of ∇zH we have for all z˜ ∈ Z that
∂zH(w, z)z˜ = 〈∇zH(w, z), z˜〉
and hence, due to
〈∇xU(u, x), x˜〉L2(S1;R) = 〈(1− ∂2x)−1 ∇xU(u, x), x˜〉H1(S1;R)
we get
∇zH =
(
x+ (1− ∂2x)−1∇xU
y
)
.
The assumptions on analyticity (H0-H3) are satisfied due to the analyticity as-
sumption on U provided that ∂2xU(u, 0) is sufficiently small.Note that the smooth-
ing property in (H2), (H3) is a consequence of the appearance of the isomorphism
(1 − ∂2s )−1 : L2(S1;R) → H2(S1;R) in the expression above. Moreover, A0(w0)−1
exists and is bounded as an operator from Z1 into Z1 as required in (H2) if ∂2xU(u, 0)
is small so that A0(w0) = id+a0(u0) is a small Z1-perturbation of the identity. By
choosing ∂xU(u, 0) sufficiently small we can make δ0 small as required in Theorem
2.1.
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3. Proof of main result
We start with some preliminary lemmas which will be needed in the proof. Then,
in Section 3.2 we introduce the generating functions for the symplectic transforma-
tions we consider. In Section 3.3 we prove that those symplectic transformations
are well-posed. We then set up an iterative lemma (Section 3.4) which we use to
prove the main theorem in Section 3.5.
3.1. Preliminary lemmas. We frequently need the following Cauchy estimate
[33]:
Lemma 3.1. Assume that WC and ZC are Banach spaces, let VC ⊆ WC be open
and assume that f : VC → ZC is analytic and that f is bounded on Bν(w0) ⊂ VC
for some ν > 0. Then for n ∈ N
‖∂nwf(w0)‖ ≤ n!
supw∈Bν(w0) ‖f(w)‖
νn
. (3.1)
Remark 3.2. Let f : V + iν → ZC be analytic and bounded and let ν > ξ > 0.
Then we can apply the estimate (3.1) to any w0 ∈ V + i(ν − ξ) to obtain:
sup
w0∈V+i(ν−ξ)
‖∂nwf(w0)‖ ≤ n!
supw∈V+iν ‖f(w)‖
ξn
,
which we will write compactly as
‖∂nwf‖ν−ξ ≤ n!
‖f‖ν
ξn
.
This is the form of Cauchy’s estimate that we will be using.
We will also use the following generalized version of Taylor’s theorem [33]:
Lemma 3.3. If f : VC → ZC is n times continuously differentiable, n ≥ 1, and if
the segment w + sh, 0 ≤ s ≤ 1, is contained in VC, then
f(w + h) = f(w) + ∂wf(w)(h) + · · ·+ 1
(n− 1)!∂
n−1
w f(w)h
n−1
+
∫ 1
0
(1− s)n−1
(n− 1)! ∂
n
wf(w + sh)(h, · · · , h)ds.
The integral remainder is bounded by ‖h‖
n
n! sup0≤s≤1 ‖∂nwf(w + sh)‖.
Here, we write for m ∈ N,
∂mw f(w)h
m = ∂mw f(w)(h, . . . , h).
To continue we introduce the following notation: Under assumption (H0-H3) for
R > 0 such that BZCR (0) ⊆ S + iσ0, define
C′′F0 [ν0, R] := sup
w0∈V+iν0,
‖z0‖≤R
‖∂2zF0(w0, z0)‖E(Z×Z;Z1). (3.2)
We need the following lemma, which deals with solutions of the equation z˙ = 0,
for the construction of improved slow manifolds:
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Lemma 3.4. Assume (H0-H3) with the subscripts dropped and assume that
δ < 2/(K2C′′F [ν,Kδ])), (3.3)
and that Kδ < σ. Then
0 = r(w) +A(w)z + F (w, z), (3.4)
has a locally unique solution z = ζ(w) ∈ ZC1 satisfying:
|‖ζ(w)|‖ ≤ K|‖r(w)|‖,
for every w ∈ V + iν. Moreover ζ(w) is analytic in w ∈ V + iν:
ζ ∈ Cω(V + iν;ZC1 ).
Proof. This is just a consequence of the uniform contraction theorem, see e.g.,
[12, Section 1.2.6], where (3.3) is the condition to ensure the contraction property.
We include the proof to verify the estimates. Re-arranging (3.4) and applying the
inverse A(w)−1 gives
ζ(w) = −A(w)−1(r(w) + F (w, ζ)). (3.5)
Put ζ˜(w) = −A(w)−1r(w) and write ζ = ζ˜(w) + z so that
z = Π(w, z) := −A(w)−1F (w, ζ˜(w) + z) = −(L+ a(w))−1F (w, ζ˜(w) + z)
for w ∈ W+iν. Note that |‖ζ˜(w)|‖ ≤ K2 |‖r(w)|‖ by (H2). We will denote this upper
bound by ρ(w) = K2 |‖r(w)|‖ and highlight that ρ(w) ≤ K2 δ. We will show that
Π(w, ·) is a contraction on BZ
C
1
ρ(w)(0) for each w ∈ W + iν. Note that B
ZC1
ρ(w)(ζ˜(w)) ⊂
S + iσ because σ > Kδ > 2ρ(w) by assumption. By Taylor’s formula we have for
‖z‖ ≤ Kδ that
|‖F (w, z)|‖ = ‖
∫ 1
0
(1− s)∂2zF (w, sz)z2ds|‖ ≤
1
2
C′′F [ν,Kδ]‖z‖2.
Therefore for z ∈ BZ
C
1
ρ (0) and w ∈ W + iν
|‖Π(w, z)|‖ ≤ K
4
C′′F [ν,Kδ]‖ζ˜(w) + z‖2 ≤
K
4
C′′F [ν,Kδ](2ρ)
2 ≤ K2C′′F [ν,Kδ]δρ/2 < ρ
using that 2ρ ≤ Kδ and assumption (3.3), and hence Π(w, ·) : BZC1ρ (0) → BZ
C
1
ρ (0).
Next, by Taylor’s formula
∂zF (w, z) =
∫ 1
0
∂2zF (w, tz)zdt,
from which we obtain that for z ∈ BZ
C
1
ρ (0)
|‖∂zF (w, ζ˜(w) + z)|‖ ≤ C′′F [ν,Kδ]‖ζ˜(w) + z‖ ≤ C′′F [ν,Kδ]Kδ.
Therefore for z ∈ BZC1ρ (0)
|‖∂zΠ(w, z)|‖ ≤ K2C′′F [ν,Kδ]δ/2 < 1,
using (3.3). This shows that Π(w, ·) is a contraction on the ball BZC1ρ (0) and therefore
there exists a unique fixed point z(w) of Π(w, ·). In particular, ζ(w) = ζ˜(w)+ z(w)
solves (3.5) and |‖ζ(w)|‖ ≤ 2ρ = K|‖r(w)|‖. By [12, Section 1.2.6] the map ζ :
V + iν → ZC1 is analytic. 
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3.2. Generating functions. The proof of Theorem 2.1 is based on successive
symplectic transformations. We will in the following consider the Hamiltonian
H(w, z) in place of H0(w0, z0) from (2.2), satisfying the assumptions (H0-H3), with
subscripts removed, on (w, z) ∈ (V+iν)×(S+iσ). As for the general case considered
in Appendix A and explained in the introduction we improve the manifold M0 =
{z = 0} by solving z˙ = 0 for z = ζ(w) using Lemma 3.4. We generate a symplectic
transformation Ψ from the non-canonical transformation z = ζ(w) + z+ through a
generating function introduced in the following lemma.
In this section we formally define Ψ and show that it is symplectic. In the next
section we will show that Ψ is well-defined.
Lemma 3.5. Assume (H0-H3) with subscript dropped. Then there are projectors
Px, Py on Z such that
Px + Py = id, PxPy = 0, PxZ⊥PyZ,
with the following property: Let z = (x, y) with x = Pxz, y = Pyz and let
g(u, v+, x, y+) = −〈J−1Z ζ(u, v+), (x, y+)〉Z .
Then (u+, v+, x+, y+) 7→ Ψ(u+, v+, x+, y+) = (u, v, x, y) formally defines a a sym-
plectic transformation given implicitly by the equations:
x+ = x− ζx(u, v+), y = y+ + ζy(u, v+),
u+ = u+ ǫ∇v+g(u, v+, x, y+), v = v+ + ǫ∇ug(u, v+, x, y+). (3.6)
Proof. To construct the generating function we first define a Hilbert space Z˜ =
X˜ ×X˜ such that (2.2) is Hamiltonian on Z˜ with respect to the standard symplectic
structure matrix
JZ˜ =
(
0 idX˜
−idX˜ 0
)
. (3.7)
We claim that Z˜ = Z−1/2 is the dual space of Z1/2 = D(|JZ |1/2) w.r.t. the Z
pairing, so that the inner products on Z˜ and Z are related as follows:
〈z1, z2〉Z = 〈|JZ |z1, z2〉Z˜ .
To define X˜ we proceed as follows: We write
JZ =
∫
λ∈spec(JZ)
λdPλ
where dP is the projection valued spectral measure of JZ , see e.g., [36, Theorem
VIII.8], noting that −iJZ is self-adjoint on ZC. Polar decomposition gives
JZ = JZ˜ |JZ |. (3.8)
Here
|JZ | =
∫
iω∈spec(JZ)
|ω|dPiω
is positive, self-adjoint and densely defined on Z and all three operators com-
mute. Note that JZ˜ is by construction both skew-symmetric and unitary. Hence,
spec(JZ˜) = {i,−i}.
We will now first find spaces X and Y ≃ X of Z = X ⊕ Y such that JZ˜ , when
restricted to Z ⊆ Z˜ takes the form (3.7). Then we define X˜ and Y˜ ≃ X˜ as dual
spaces of X1/2 = D(|JZ |1/2) ∩ X and Y1/2 = D(|JZ |1/2) ∩ Y w.r.t. the X and Y
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inner product respectively and conclude that (3.7) also holds on Z˜, the closure of
Z in the Z˜-norm.
To define X , let P± be the orthonormal spectral projectors onto the eigenspaces
Z± = P±Z of JZ˜ to its eigenvalues ±i. Then Z+ ≃ Z− and so there is an isomor-
phism ι : Z− → Z+ which we define as follows: let {ej, j ∈ I} be an orthonormal
basis for Z+. Then {e¯j, j ∈ I} is an orthonormal basis for Z− and we define
ι : Z → Z by
ιz =
∑
j∈I
〈z, ej〉e¯j + 〈z, e¯j〉ej . (3.9)
Note that ιek = e¯k, ιe¯k = ek so that ι
2 = id and ι∗ = ι. (Technically, the
isomorphism ι : Z− → Z+ above is the restriction of (3.9) to Z−.) We set Px =
1
2 (id + ι) and Py =
1
2 (id− ι). We then have Px + Py = id and PxPy = 0. Moreover
we readily check that X⊥Y, where X = PxZ and Y = PyZ. Finally X ≃ Y because
i(P+ − P−) is an isomorphism mapping X to Y and Y to X . This follows from the
fact that
Pxi(P+ − P−)Px = Pyi(P+ − P−)Py = 0
which is straightforward to check, using that ιP±ι = P∓ and that ιP± = P∓ι.
It remains to prove that the symplectic structure operator JZ transforms to the
operator JZ˜ on Z˜, i.e., that (2.2) is Hamiltonian on Z˜ with symplectic structure
operator JZ˜ . This holds true provided that
JZ˜∇Z˜z = JZ∇z
and this follows from
∇Z˜z = |JZ |∇Zz
which can be proved as follows: Let f : Z → R be differentiable so that
df(z)(δz) = 〈∇Zz f(z), δz〉Z .
Since 〈z1, z2〉Z = 〈|JZ |z1, z2〉Z˜ , we have
〈∇Zz f(z), δz〉Z = 〈|JZ |∇Zz f(z), δz〉Z˜ ,
and therefore
∇Z˜z f(z) = |JZ |∇Zz f(z).
The generating function we consider is then
G(u, v+, x, y+) = 〈x, y+〉X˜ + ǫ−1〈u, v+〉+ g(u, v+, x, y+),
with
g(u, v+, x, y+) = 〈JZ˜ζ(u, v+), (x, y+)〉Z˜ = 〈|JZ |−1JZ˜ζ(u, v+), (x, y+)〉Z
= −〈J−1Z ζ(u, v+), (x, y+)〉Z ,
using (3.8). The corresponding symplectic transformation defined as
x+ = ∇X˜y+G, y = ∇X˜x G, u+ = ǫ∇v+G, v = ǫ∇uG
then gives the desired result. 
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Remark 3.6. In the following we will illustrate the abstract construction used in
Lemma 3.5 by re-considering our two examples from Section 2.4.
In the case of the nonlinear Schro¨dinger equation, see Section 2.4.1, we have Z =
H1(S1;R2) and JZ = (1− ∂2s )J (with J the standard symplectic structure matrix)
so that Z1/2 = DH1(S1;R2)(|∂x|) = H2(S1;R2) and Z˜ = Z−1/2, the dual space of
Z1/2 w.r.t. the Z inner product is Z˜ = L2(S1;R2). In this case X = H1(S1;R) and
X˜ = L2(S1;R).
In the case of the semilinear wave equation, see Section 2.4.2, we have Z =
H1(S1;R) × L2(S1;R), Z1/2 = H1.5(S1;R) × H0.5(S1;R) and Z˜ = H0.5(S1;R) ×
H−0.5(S1;R). In this case let
e±k(s) =
eiks
2
√
π
( ±1√
k2+1
i
)
, k ∈ N0.
Then Z+ is spanned by ek and Z− by e−k, k ∈ N0. Moreover
erk(s) =
1√
2
ℜek(s) = 1√
2π
( cos ks√
k2+1
− sinks
)
, eik(s) =
1√
2
ℑek(s) = 1√
2π
( sin ks√
k2+1
cos ks
)
,
and so one copy of X has orthonormal basis {erk, k ∈ N0}, the other, corresponding
to Y, has orthonormal basis {eik, k ∈ N0}, both endowed with the Z inner prod-
uct. Moreover the two isomorphic copies of X˜ are again spanned by erk and eik,
k ∈ N0, respectively, but now endowed with the Z˜ inner product. Note that the
decomposition z = (x, y) for the semilinear wave equation used in the definition of
the symplectic transformation, see (3.6), is such that x ∈ X , y ∈ Y, and hence not
the natural decomposition where Z = H1(S1;R) × L2(S1;R) and x ∈ H1(S1;R),
y ∈ L2(S1;R). In this example we can identify X with the space of square summa-
ble sequences ℓ2(N0;R) by identifying each x ∈ X with its component vector with
respect to the orthonormal basis {erk, k ∈ N0}, and similarly for Y. We can then
identify X˜ with the space of sequences endowed with inner product with weight
1/(k2 + 1)1/4 for the kth component.
It is important to highlight that the space Z˜ is only used in the proof of the
above lemma for the construction of the generating function. We will not refer to
it further.
3.3. Symplectic transformations. In this section we prove that the symplectic
transformation (w+, z+) 7→ Ψ(w+, z+) = (w, z) defined implicitly by the equations
(3.6) is well-defined. We will write the transformation Ψ as
z = z+ + ψ
z(w+, z+) =z+ + ζ(u, v+), w = w+ + ǫψ
w(w+, z+), (3.10)
with z+ = (x+, y+) and w+ = (u+, v+). We also define ψ = (ǫψ
w, ψz). As before,
let ζ(w) = (ζx(w), ζy(w)) be the solution of (3.4). In the following we let ZC−1 be
the dual to ZC1 with respect to the ZC-inner product.
Lemma 3.7. Assume (H0-H3) for H(w, z). Let ξ > 0 be such that ν − ξ > 0 and
σ − ξ > 0 and assume
ξ ≥ max(2Kδ, 8ǫCS), 0 ≤ ǫ ≤ 1/4 (3.11)
where δ = |‖r|‖ν satisfies (3.3) and, as before, CS = ‖z‖σ0 . Then (w+, z+) 7→
Ψ(w+, z+) = (w, z) is an analytic symplectic transformation from (V + i(ν − ξ))×
(S + i(σ − ξ)) to (V + i(ν − ξ/2))× (S + i(σ − ξ/2)). Moreover ψz is analytic from
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(V + i(ν − ξ)) × (S + i(σ − ξ)) into ZC1 , ψw, ψz are also analytic in z ∈ B
ZC
−1
CS−ξ(0)
and
‖ψz|‖ν−ξ,σ−ξ ≤
ξ
2
, ǫ‖ψw‖ν−ξ,σ−ξ ≤ ξ
2
, (3.12)
where the norm ‖ · |‖ is defined in (H3).
Proof. The functions ψz = ψz(w+, z+), ψ
u = ψu(w+, z+) and ψv = ψv(w+, z+)
are defined via the equations
ψz = ζ(u+ + ǫψ
u, v+), (3.13a)
ψu = 〈J−1Z ∂vζ(u+ + ǫψu, v+),
(
x+ + ζ
x(u+ + ǫψ
u, v+)
y+
)
〉, (3.13b)
ψv = −〈J−1Z ∂uζ(u+ + ǫψu, v+),
(
x+ + ζ
x(u+ + ǫψ
u, v+)
y+
)
〉. (3.13c)
When ǫ 6= 0 the function ψu is implicitly defined via (3.13b). We rewrite this
equation as φ = Π(φ,w+, z+) where φ = ψ
u and show that Π is a contraction on
BRdη (0) where η = ξ2ǫ and d = dW . Note that Π(φ,w+, z+) takes the form
Π(φ,w+, z+) = Π0(φ,w+) + 〈Π1(φ,w+), z+〉
and hence is affine in z+. Moreover since J
−1
Z ∈ E(Z;Z1) we see that Π1(φ,w+, z+) ∈
ZC1 and hence that Π is affine in z+ ∈ ZC−1.
We estimate using Lemma 3.4, Cauchy estimates (Lemma 3.1) and (3.11) that
‖Π(φ, ·, ·)‖ν−ξ,σ−ξ ≤ ‖∂vζ‖ν−ξ/2CS ≤ 2CSKδ/ξ ≤ CS ≤
ξ
8ǫ
. (3.14)
Hence Π(·, w+, z+) maps BRdη (0) to itself for all w+ ∈ V + i(ν− ξ), z ∈ S + i(σ− ξ).
Moreover,
∂φΠ(φ,w+, z+) = ǫ〈J−1Z ∂2uvζ(u+ + ǫφ, v+),
(
x+ + ζ
x(u+ + ǫψ
u, v+)
y+
)
〉
+ ǫ〈J−1Z ∂vζ(u+ + ǫψu, v+),Px∂uζ(u+ + ǫφ, v+)〉
and so, again by Lemma 3.4, Cauchy estimates and (3.11)
‖∂φΠ(φ, ·, ·)‖ν−ξ,σ−ξ ≤ ǫ‖∂2uvζ‖ν−ξ/2CS + ǫ‖∂uζ‖ν−ξ/2‖∂vζ‖ν−ξ/2 (3.15)
≤ ǫ
(
8KδCS
ξ2
+
(
2Kδ
ξ
)2)
≤ 4ǫCS
ξ
+ ǫ ≤ 1
2
+ ǫ ≤ 3
4
. (3.16)
Hence Π is a contraction on BRdη (0), and so by the contraction mapping theorem it
has a unique fixed point ψu(w+, z+) := φ(w+, z+) which is analytic in (w+, z+) ∈
(V + i(ν − ξ)) × (S + i(σ − ξ)). Note that estimates (3.14), (3.16) also hold for
z+ ∈ BZ
C
−1
CS−ξ(0) which proves that ψ
u is also analytic in z+ ∈ BZ
C
−1
CS−ξ(0). By the
chain rule, the same applies for ψv and ψz. 
Corollary 3.8. The estimate for |‖ψz |‖ν−ξ,σ−ξ in (3.12) can be improved to
‖ψz|‖ν−ξ,σ−ξ ≤ |‖ζ|‖ν ≤ Kδ, (3.17a)
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and we also have
‖ψw‖ν−ξ,σ−ξ ≤ 4CSKδ/ξ. (3.17b)
Proof. From Lemma 3.7 we know that (u|V+i(ν−ξ),S+i(σ−ξ), v+) ⊂ V + i(ν − ξ/2).
Hence,
‖ψz|‖ν−ξ,σ−ξ = ‖ζ(u, v+)|‖ν−ξ,σ−ξ ≤ |‖ζ|‖ν−ξ/2 ≤ |‖ζ|‖ν .
The other estimate follows as in the proof of Lemma 3.7 for both ψu and ψv upon
replacing η by 2CSKδ/ξ. 
Let
ψ0 = ψ|z+=0, ψ1 = ∂zψ|z+=0, ψ2 = ∂2zψ|z+=0,
and ψi = (ψ
z
i , ψ
w
i ), i = 0, 1, 2. Then
ǫ‖ψw0 ‖ν−ξ = ‖w+ − w(w+, 0)‖ν−ξ ≤
ξ
2
. (3.18a)
In the next estimate we also interpret ψw1 and ψ
w
2 through the ZC-inner product
so that
〈ψw1 , z〉 = ∂z+ψw|z+=0z, 〈ψw2 z1, z2〉 = ∂2z+ψw|z+=0z1z2,
for all z1, z2 ∈ ZC. Using Cauchy-estimates on ψw1 = ∂zψw(w+, 0) and ψw2 =
∂2zψ
w(w+, 0), noting that ψ
w is analytic in z ∈ ZC−1 we obtain
|‖ψw1 |‖ν−ξ ≤ κ−1‖ψw‖ν−ξ,σ−ξ, ‖ψw2 |‖ν−ξ ≤ 2κ−2‖ψw‖ν−ξ,σ−ξ, (3.18b)
where 0 < κ ≤ σ − ξ. Moreover
‖ψz1 |‖ν−ξ ≤
Kδ
κ
≤ σ/κ, ‖ψz2 |‖ν−ξ ≤
2Kδ
κ2
. (3.18c)
The fact that (w+, z+) 7→ (w, z) is well-defined with domain (V+i(ν−ξ))× (S+
i(σ−ξ)) and co-domain (V+i(ν−ξ/2))×(S+i(σ−ξ/2)) was crucial here and will be
in the following. The ν−ξ/2 and σ−ξ/2 terms in the co-domains allow for a step of
ξ/2 to apply Lemma 3.1 to estimate derivatives on (V+i(ν−ξ/2))×(S+i(σ−ξ/2))
by function values on the larger domain (V+iν)×(S+iσ), c.f. the Cauchy estimate
(3.1). This introduces a factor of 2ξ−1.
3.4. Iterative lemma. We are now ready to state and prove an Iterative Lemma
which will is main ingredient of the proof of Theorem 2.1.
Lemma 3.9. (The Iterative Lemma for Hamiltonian systems) Assume (H0-
H3) for the Hamiltonian H, but relax the bounds on ∂wh and F slightly, so that h,
a, r, f and F satisfy
‖h‖ν ≤ Ch, ‖∂wh‖ν−ξ/2 ≤ C′h,
‖a|‖ν ≤ Ca, |‖(L+ a)−1|‖ν ≤ K/2,
‖f‖ν,σ ≤ Cf , ‖F |‖ν,σ−ξ/2 ≤ CF ,
|‖r|‖ν ≤ δ.
Here δ > 0 satisfies (3.3) and
min(ν, σ) > ξ ≥ max{8CSǫ, 2Kδ}, 0 ≤ ǫ ≤ 1
4
, (3.19a)
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where CS = ‖z‖σ as before. Then the symplectic transformation Ψ : (w+, z+) 7→
(w, z) from Lemma 3.7 mapping (V + i(ν − ξ)) × (S + i(σ − ξ)) into (V + i(ν −
ξ/2))× (S + i(σ − ξ/2)) transforms H = H(w, z) into
H+(w+, z+) = h+(w+) + 〈r+(w+), z+〉+ 1
2
〈(L + a+(w+))z+, z+〉+ f+(w+, z+).
(3.19b)
Here
a+ ∈ Cω(V + i(ν − ξ); E(ZC,ZC1 )),
and
F+ = ∇zf+ ∈ Cω((V + i(ν − ξ))× (S + i(σ − 3ξ/2);ZC1 ).
Moreover there is a constant c which is increasing in C′h, K, CF , Ca, δ, CH , CS
and 1/κ, with κ satisfying 0 < κ ≤ σ − ξ, and depends continuously on those
constants only such that
δ+ = |‖r+|‖ν−ξ ≤ c
ǫδ
ξ
, (3.19c)
and
‖h+ − h‖ν−ξ ≤ cδ, ‖∂w+(h+ − h)‖ν−3ξ/2 ≤ c
δ
ξ
,
‖f+ − f‖ν−ξ,σ−ξ ≤ cδ
ξ
, ‖F+ − F |‖ν−ξ,σ−3ξ/2 ≤ c
δ
ξ2
,
‖a+ − a|‖ν−ξ ≤ c
δ
ξ
. (3.19d)
Furthermore,
|‖(L+ a+)−1|‖ν−ξ ≤
K+
2
:=
K
2
+ c
δ
ξ
, (3.19e)
provided
cδ < ξ. (3.19f)
Proof. We Taylor expand the new Hamiltonian H+(w+, z+) = H(w, z) around
z+ = 0 to put it into the form (3.19b) with
h+(w+) = H+(w+, 0), r+(w+) = ∇z+H+(w+, 0),
with
a+(w+) = ∂z+∇z+H+(w+, 0)− L,
and
f+(w+, z+) = H+(w+, z+)− h+(w+)− 〈r+(w+), z+〉 − 1
2
〈(L+ a+)z+, z+〉.
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We have for w ∈ V + i(ν − ξ)
|h+(w+)− h(w+)| = |H+(w+, 0)−H(w+, 0)| = |H(w|z+=0, z|z+=0)−H(w+, 0)|
≤ |H(w+, 0)−H(w|z+=0, 0)|
+ |H(w|z+=0, 0)−H(w|z+=0, ψz|z+=0)|,
≤ ǫ max
s∈[0,1]
‖∂wh ◦ (w+ + sǫψw0 )‖ν−ξ‖ψ0w‖ν−ξ
+ max
s∈[0,1]
‖∂zH ◦ (w+ + ǫψw0 , sψz0)‖ν−ξ‖ψz0‖ν−ξ,
≤ ǫ‖∂wh‖ν−ξ/2‖ψw0 ‖ν−ξ + ‖∂zH‖ν−ξ/2,ξ/2‖ψz0‖ν−ξ,
≤ C′hǫ‖ψw0 ‖ν−ξ +
CH
κ
‖ψz0‖ν−ξ ≤ 4CSC′hK
ǫδ
ξ
+
CHK
κ
δ
≤
(
C′h +
CH
κ
)
Kδ. (3.20)
Here we used the mean value theorem, Lemma 3.7 and Corollary 3.8, and in the
last inequality we used that ξ ≥ 8CSǫ by (3.19a).
Moreover, note that (3.20) and a Cauchy estimate give
‖∂w(h+ − h)‖ν−3ξ/2 ≤
2
ξ
‖h+ − h‖ν−ξ ≤
(
C′h +
CH
κ
)
2Kδ
ξ
.
Let ψ0 = (ǫψ
w
0 , ψ
z
0). Then, using (3.10), (3.18b) we obtain
|‖r+(w+)|‖ = |‖∇z+H+(w+, 0)|‖ = |‖∇z+H(w|z+=0, z|z+=0)|‖
≤ ‖∂zH(w|z+=0, z|z+=0)
∂z
∂z+
|z+=0‖E(Z−1,C)
+ ‖∂wH(w|z+=0, z|z+=0)
∂w
∂z+
|z+=0‖E(Z−1,C)
≤ |‖∇zH(w|z+=0, ζ(u|z+=0, v+))|‖(1 + |‖ψz1 |‖ν−ξ)
+ ǫ‖∂wH(w|z+=0, ψz0)‖|‖ψw1 |‖ν−ξ. (3.21)
We estimate, with (3.12), that
‖(∂wH) ◦ (w|z+=0, ψz0)‖ν−ξ ≤ ‖∂wH‖ν−ξ/2,ξ/2.
Then, using the mean value theorem and Cauchy’s estimate, this gives
‖∂wH‖ν−ξ/2,ξ/2 ≤ ‖∂wh‖ν−ξ/2 + ‖∂2wzH‖ν−ξ/2,ξ/2 ·
ξ
2
≤ C′h +
‖∂wH‖ν−ξ/2,σ
κ
· ξ
2
≤ C′h + κ−1CH .
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Moreover, since ∂zH(w, ζ(w)) = 0, using Cauchy’s estimate and (3.17b) we obtain
|‖∇zH(w|z+=0, ζ(u|z+=0, v+))|‖
= |‖∇zH(w|z+=0, ζ(u|z+=0, v+))−∇zH(w|z+=0, ζ(w|z+=0))|‖
≤ max
s∈[0,1]
|‖z|‖≤ξ/2
‖∂z∇zH(w|z+=0, z)‖E(Z1,Z1) · |‖ζ(u|z+=0, v+)− ζ(w|z+=0)|‖
≤ |‖L+ ∂z∇zV |‖ν−ξ/2,ξ/2|‖∂vζ|‖ν−ξ/2ǫ‖ψv0‖ν−ξ
≤ (|‖L|‖+ ‖a|‖ν−ξ/2 + ‖∂zF |‖ν−ξ/2,ξ/2) ·
2Kδ
ξ
· 4CSKδǫ
ξ
≤ (|‖L|‖+ Ca + κ−1CF )4CSKδǫ
ξ
.
Here we denote
‖∂zF |‖ν,σ := sup
w∈V+iν,
z∈S+iσ
‖∂zF (w, z)‖E(Z;Z1),
and, defining ‖∂z∇zV |‖ν,σ, analogously we use that
|‖∂z∇zV |‖ν,σ ≤ ‖∂z∇zV |‖ν,σ ≤ ‖a|‖ν + ‖∂z∇zF |‖ν,σ.
Plugging these estimates into (3.21), using (3.18b) and (3.18c), we obtain
|‖r+|‖ν−ξ ≤ (|‖L|‖+ Ca + κ−1CF )
4CSKδǫ
ξ
· (1 + |‖ψz1 |‖ν−ξ) + ǫ(C′h + κ−1CH)|‖ψw1 |‖ν−ξ
≤ (|‖L|‖+ Ca + κ−1CF )4CSKδǫ
ξ
· (1 + σκ−1) + (C′h + κ−1CH)
4ǫCSKδ
ξκ
≤ cǫKδ
ξ
.
For A+ = L + a+ we have using (3.19b), that 〈A+z1, z2〉 = ∂2z+H+(w+, 0)z1z2
where
∂2z+H+(w+, 0) = ∂z+(∂zH(w, z)∂z+z + ∂wH(w, z)∂z+w)|z+=0
= ∂2zH(∂z+z)
2 + ∂zH∂
2
z+z + ∂
2
wH(∂z+w)
2 + ∂wH∂
2
z+w
+ 2(∂2zwH∂z+z∂z+w)sym
= ∂2zH(id + ψ
z
1)
2 + ∂zHψ
z
2 + ǫ
2∂2wH(ψ
w
1 )
2 + ǫ∂wHψ
w
2
+ 2ǫ(∂2zwH(id + ψ
z
1)ψ
w
1 )sym
= (L + ∂2zV )(id + ψ
z
1)
2 + ∂zHψ
z
2 + ǫ
2∂2wH(ψ
w
1 )
2 + ǫ∂wHψ
w
2
+ 2ǫ(∂2zwV (id + ψ
z
1)ψ
w
1 )sym.
Here we have used (3.10) and for any bilinear form M : ZC × ZC → C we define
Msym to be its symmetrization:
Msym(z1, z2) =
1
2
(M(z1, z2) +M(z2, z1));
all derivatives of H and V are evaluated at (w|z+=0, z|z+=0) and all derivatives
w.r.t. z+ of z and w are evaluated at z+ = 0. Hence
〈·, (a+(w+)− a(w+))·〉 = ∂2zV − ∂2zV (w+, 0) + (∂2zV + L)(2 + ψz1)ψz1 + ∂zHψz2
+ ǫ2∂2wH(ψ
w
1 )
2 + ǫ∂wHψ
w
2 + 2ǫ(∂
2
zwV (id + ψ
z
1)ψ
w
1 )sym.
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Therefore, using Lemma 3.4, (3.17b), (3.18a), (3.18b), and (3.18c) we obtain
‖a+(w+)− a(w+)|‖ν−ξ = ‖∂z∇zV (w|z+=0, z|z+=0)− ∂z∇zV (w+, 0)|‖ν−ξ
+ (|‖∂z∇zV |‖ν−ξ/2,ξ/2 + |‖L|‖)(|‖ψz1 |‖ν−ξ + 2)|‖ψz1 |‖ν−ξ
+ ‖∂zHψz2 |‖ν−ξ + ǫ2‖∂2wH‖ν−ξ/2,ξ/2|‖ψw1 |‖2ν−ξ
+ ǫ‖∂wH‖ν−ξ/2,ξ/2|‖ψw2 |‖ν−ξ
+ 2ǫ‖∂w∇zV |‖ν−ξ/2,ξ/2(1 + ‖ψz1 |‖ν−ξ)|‖ψw1 |‖ν−ξ
≤ ‖∂z∇zV (w|z+=0, z|z+=0)− ∂z∇zV (w+, 0)|‖ν−ξ
+ (Ca + CFκ
−1 + |‖L|‖) · (2 + σκ−1)Kδ
κ
+
CH
κ
· 2Kδ
κ2
+ ‖∂2wH‖ν−ξ/2,ξ/2
(
4ǫKCSδ
ξκ
)2
+ ‖∂wH‖ν−ξ/2,ξ/2
8ǫKCSδ
ξκ2
+ ‖∂w∇zV |‖ν−ξ/2,ξ/2(1 + σκ−1)
4ǫKCSδ
ξκ
. (3.22)
Using Cauchy’s estimate we get
‖∂w∇zV |‖ν−ξ/2,ξ/2 ≤ ‖∂waz + ∂wr + ∂wF |‖ν−ξ/2,ξ/2 ≤
2(CSCa + δ + CF )
ξ
and
‖∂wH‖ν−ξ/2,σ ≤
2CH
ξ
, ‖∂2wH‖ν−ξ/2,ξ/2 ≤
4CH
ξ2
.
Furthermore, using the mean value theorem, Cauchy’s estimate and (3.17a), (3.17b)
we obtain for w ∈ V + i(ν − ξ)
‖∂z∇zV (w|z+=0, z|z+=0)− ∂z∇zV (w+, 0)|‖
≤ ‖∂zF (w|z+=0, z|z+=0)− ∂zF (w|z+=0, 0)|‖
+ ‖a(w|z+=0)− a(w+)|‖
≤ ‖∂2zF |‖ν−ξ/2,ξ/2‖ψz0‖ν−ξ + ‖∂wa|‖ν−ξ/2ǫ‖ψw0 ‖ν−ξ
≤ 2CF
κ2
·Kδ + 2Ca
ξ
· 4ǫCSKδ
ξ
.
Plugging these into (3.22) the estimate for a+ − a in (3.19d) then follows upon use
of the conditions in (3.19a). Moreover for A+(w) = L+ a+(w) we have
2
K
|‖z|‖ ≤ |‖A(w+)z|‖ ≤ |‖|(a(w+)− a+(w+))z|‖+ |‖A+(w+)z|‖
and so
|‖A+(w+)z|‖ ≥
(
2
K
− |‖(a(w+)− a+(w+)|‖
)
|‖z|‖
and hence
|‖A+(w)−1|‖ ≤ K
2
(
1− Kcδ
2ξ
)−1
≤ K
2
(
1 +
cKδ
ξ
)
for Kcδ < ξ. Here we have used that (1 − x)−1 = 1 + x1−x ≤ 1 + 2x if x ∈ [0, 12 ],
with x = cδK2ξ . Redefining c to max(1,K
2)c then verifies (3.19e) if (3.19f) holds
true.
EXPONENTIAL ESTIMATES OF SYMPLECTIC SLOW MANIFOLDS 23
Finally
‖F+ − F |‖ν−ξ,σ−3ξ/2 ≤‖∇z+H+ −∇z+H |‖ν−ξ,σ−3ξ/2 + |‖r+ − r|‖ν−ξ
+ ‖a+ − a|‖ν−ξCS
Using the estimates for |‖r+−r|‖ν−ξ and ‖a+−a|‖ν−ξ obtained above we only need
to estimate the following
‖∇z+H+ −∇z+H |‖ν−ξ,σ−3ξ/2 ≤ ‖(id + ∂z+ψz)∗∇zH ◦Ψ−∇z+H |‖ν−ξ,σ−3ξ/2
+ ǫ‖(∂z+ψw)∗(∂wH ◦Ψ)∗|‖ν−ξ,σ−3ξ/2
≤ ‖(∇zH) ◦Ψ−∇z+H |‖ν−ξ,σ−3ξ/2 + ‖(∂z+ψz)∗(∇zH ◦Ψ)|‖ν−ξ,σ−3ξ/2
+ ǫ‖∂z+ψw|‖ν−ξ,σ−3ξ/2‖∂wH‖ν−ξ/2,σ−ξ
≤ ‖∇z∂wH |‖ν−ξ/2,σ−ξǫ‖ψw‖ν−ξ,σ−3ξ/2
+ |‖∇z∂zH |‖ν−ξ/2,σ−ξ‖ψz|‖ν−ξ,σ−3ξ/3 + ‖∇zH‖ν−ξ/2,σ−ξ‖∂z+ψz |‖ν−ξ,σ−3ξ/2
+ ǫ‖∂z+ψw|‖ν−ξ,σ−3ξ/2‖∂wH‖ν−ξ/2,σ−ξ
≤ ‖∂wr + ∂waz + ∂wF |‖ν−ξ/2,σ−ξ
4ǫCSKδ
ξ
+ |‖a+ L+ ∂zF |‖ν−ξ/2,σ−ξKδ
+ ‖r + Lz + az + F‖ν−ξ/2,σ−ξ‖∂z+ψz|‖ν−ξ,σ−3ξ/2 +
2CH
ξ
4ǫCSKδ
ξ
2
ξ
≤ (Cr + CaCS + CF )2
ξ
4ǫCSKδ
ξ
+ (Ca + ‖L‖+ 2CF /ξ)Kδ
+ (Cr + (Ca + ‖L‖)CS + CF )2Kδ
ξ
+
2CHKδ
ξ2
≤ cδ/ξ2,
where we used that H ◦ Ψ = H+ in the first inequality and the definition ψ :=
(ψz, ǫψw) in the third and fourth inequality. In the third inequality we use the
mean value theorem and in the fourth inequality and final inequality Cauchy’s
estimate together with (3.17a) and (3.17b) and (3.19a). A similar estimate shows
that ‖f+ − f‖ν−ξ,σ−ξ ≤ cδ/ξ. 
3.5. Proof of Theorem 2.1. To finish the proof of the theorem we successively
apply the Iterative Lemma 3.9 as follows: We first apply the symplectic transforma-
tion from the iterative Lemma 3.9 three times to introduce (w3, z3) 7→ (w2, z2) 7→
(w1, z1) 7→ (w0, z0) taking
ξ = ξ0 = ξ1 = ξ2 =
1
6
min (ν0 − ν, σ0 − σ).
We choose δ0 > 0 and ǫ > 0 sufficiently small to satisfy (3.3) and the conditions
(3.19a) and (3.19f) of Lemma 3.9 for the above choice of ξ0. Applying this lemma
once we obtain δ1 = O(ǫ). For all successive iterations we use the following bound
for C′′Fn [νn,Knδn] from (3.2) where Kn, δn etc. denote the constants of Lemma 3.9
after n iterations: We set
C′′Fn [νn,Knδn] =
2CFn [νn,Knδn + κ]
κ2
, (3.23)
by applying the Cauchy estimate (3.1). Here κ > 0,Knδn+κ ≤ σn and CF [νn,Knδn+
κ] is such that |‖Fn|‖νn,Knδn+κ ≤ CFn [νn,Knδn + κ]. We let σn − ξn ≥ σ for all n
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so that we can choose κ = σ (noting that Knδn ≤ ξn/2 by (3.19a)). We then use
the condition
δn <
κ2
K2nCFn [νn,Knδn + κ]
(3.24)
instead of (3.3) in the following.
Since δ1 = O(ǫ) we can satisfy (3.24) and the other conditions (3.19a) and (3.19f)
of Lemma 3.9 for sufficiently small ǫ and therefore apply Lemma 3.9 twice to obtain
δ2 = O(ǫ2) and δ3 = O(ǫ3) . We can then ensure that δ3 is small enough so that
for n ≥ 3 the conditions of Lemma 3.9, (3.24), (3.19a) and (3.19f), are satisfied
for the choice ξn = O(ǫ). We now apply Lemma 3.9 successively starting from
(V + iν3)× (S + iσ3) with
ν3 − ν ≥ 1
2
(ν0 − ν), σ3 − σ ≥ 1
2
(σ0 − σ). (3.25)
Note that
‖h3 − h0‖ν3 , ‖a3 − a0|‖ν3 , ‖f3 − f0‖ν3,σ3 , ‖F3 − F0|‖ν3,σ3−ξ0/2 = O(δ0).
We then apply the transformations
Ψn :(V + iνn+1)× (S + iσn+1)→ (V + i(νn − ξn/2))× (S + i(σn − ξn/2)),
(wn+1, zn+1) 7→ (wn, zn),
iteratively, with
ξn = 2c∗ǫ ≥ 2ǫmax(4CS , cn), (3.26)
with νn = ν3−
∑n−1
i=3 ξi ≥ ν, σn = σ3 −
∑n−1
i=3 ξi ≥ σ and with c∗ to be determined
later. Here we choose ǫ > 0 small enough such that ξn ≤ 1. This choice of ξn
ensures that
δn+1 ≤ 1
2
δn,
cf. (3.19c), and that
Kn+1 −Kn, Cfn+1 − Cfn , Can+1 − Can , Chn+1 − Chn , C′hn+1 − C′hn ≤
cnδn
ξn
≤ δn
ǫ
,
and
CFn+1 − CFn ≤
cnδn
ξ2n
≤ δn
ǫξn
≤ δn
8CSǫ2
,
c.f. (3.19d), (3.19e), (3.26), where we take ǫ small enough such that ξn < min(νn−
ν, σn − σ) for n ≤ N , with N to be determined later. Then
δn+1 ≤ 2−n+2δ3,
where δ3 = O(ǫ3). This proves that the constants from the Iterative Lemma 3.9
are bounded uniformly with respect to 3 ≤ n ≤ N with
Kn −K3, CFn − CF3 , Can − Ca3 , Chn − Ch3 , C′hn − C′h3 = O(ǫ). (3.27)
Since the constant c from Lemma 3.9 is increasing and continuous in K, CF , Ca,
Ch and C
′
h there is c∗ such that cn ≤ c∗ for all n ≤ N . We choose c∗ ≥ 4CS and
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set ξn = 2c∗ǫ, see (3.26). Because of the inequalities
ν ≤ ν3 − 2c∗ǫ(N − 2) ≤ νN+1 = ν3 −
N∑
i=3
ξi,
σ ≤ σ3 − 2c∗ǫ(N − 2) ≤ σN+1 = σ3 −
N∑
i=3
ξi, (3.28)
noting that we want to define the transformed Hamiltonian on V + iν ×S + iσ and
using (3.25), we take N to be
N =
⌈
M
4c∗ǫ
⌉
, M = min (ν0 − ν, σ0 − σ). (3.29)
Here we denote by ⌈x⌉ the smallest integer ≥ x. This completes the proof of
Theorem 2.1.
3.6. Remarks on the proof of Theorem 2.1. The following remark shows that
we can construct the slow manifold such that it contains a given equilibrium of the
Hamiltonian slow-fast system (2.1).
Remark 3.10. Assume (H0-H3) and let δ0 > 0 and ǫ > 0 be sufficiently small. In
addition assume that there exists a locally unique equilibrium of (2.1) which in the
(w0, z0)-coordinates takes the form (w
e, 0) ∈ V ×S. Then the equilibrium (we, 0) is
a fixed point of Ψ.
Proof. Let (we+, z
e
+) be such that (w
e, 0) = Ψ(we+, z
e
+) where Ψ is the symplectic
transformation from (3.6), (3.10) used in the Iterative Lemma 3.9. First note that
ze = 0 implies that ζ(we) = 0. Moreover from the definition of Ψ we have
ze+ = z
e − ζ(ue, ve+) = −ζ(ue, ve+),
ue+ = u
e − ǫ〈J−1Z ∂v+ζ(u, v+), (x, y+)〉,
ve+ = v
e + ǫ〈J−1Z ∂uζ(u, v+), (x, y+)〉.
Insertion then proves the result. 
Also note that we can assume that the equilibrium (we, ze) in the above remark
is at ze = 0 without loss of generality, by introducing the affine symplectic transfor-
mation (w0, z0) 7→ (w0, z0− ze). It is important to start our iteration from ze = 0 -
we can then ensure that slow manifolds, that we defined iteratively in the proof of
Theorem 2.1, contain this equilibrium. Obviously we could also transform we = 0
but this is not necessary.
Remark 3.11. Lu [22] uses our method for obtaining a symplectic slow manifold
as presented in an earlier preprint version of this paper to study breathers in a
semilinear wave equation
utt = uxx − u+ f(u) (3.30)
where f(u) is odd, holomorphic and f ′(0) = 0. He studies (3.30) on 2π/ω odd
periodic functions where the lowest Fourier mode sinx corresponds to the slow dy-
namics (after rescaling x→ x/ω). He transforms v = ut such that the transformed
system becomes well-posed on the subspace Z of odd functions in H1 × H1. The
resulting fast system (in the slow time) takes the form
z˙ = JZLz + ǫ2B(w, z). (3.31)
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So compared to (2.1) the nonlinearity is of order ǫ2. Instead of solving z˙ = 0
in Lemma 3.4, Lu just solves Lz = ǫ2r(w), where B(w, z) = JZr(w) + O(z), for
ζˆ(w) = ǫ2L−1r(w) and defines the symplectic transformation Ψ from Lemma 3.7
used in the iterative Lemma 3.9, with ζˆ(w) instead of ζ(w). For the special case
(3.31) the error δ of his construction of the slow manifold still shrinks by an order
of ǫ in each step, and this simplifies the proof considerably.
4. An invariant two-dimensional slow manifold
In this section we prove the existence of a two dimensional normally elliptic slow
manifold with exponentially small gaps under the following assumptions: Consider
again a real analytic slow-fast Hamiltonian system with Hamiltonian H0(w0, z0),
but now with a single slow degree of freedom, which in addition to (H0-H3) satisfies
the following assumptions:
(I1) dW = 1, and z0 = 0 is invariant for ǫ = 0 for w0 ∈ V + iν. Moreover
{z0 = 0, ǫ = 0} is filled with a family of non-degenerate periodic orbits
parametrized by energy E ∈ (E1, E2) + ie0. Their frequency ωE as a func-
tion of energy satisfies ∂ω
E
∂E 6= 0 for E ∈ (E1, E2) + ie0, e0 > 0.
(I2) dimZ = 2dZ <∞, JZ is standard, and A0(w) is of the form
A0(w) = L+ a0(w) = L+ ǫM0(w), (4.1)
suppressing the ǫ-dependency in M0(w), with
L = diag (ω1, . . . , ωdZ , ω1, . . . , ωdZ ).
Moreover, δ0 = O(ǫ).
(I3) We have ωi 6= 0 for all i and the following non-resonance condition holds:
∀ℓ 6= m ωℓ 6= ωm. (4.2)
Then cf. Theorem 2.1 there exists a symplectic map (w, z) 7→ (w0, z0) that
transforms the Hamiltonian into
H = h(w) + r(w) · z + 1
2
A(w)z · z + f(w, z), (4.3)
with r = O(e−C/ǫ) provided ǫ is sufficiently small. Here, as before, f = O(z3), and
from δ0 = O(ǫ), we conclude that A(w) = L+ ǫM(w) has the same form as A0(w).
Note that if both (4.1) and (4.2) are not satisfied then “Takens chaos” can occur,
see [38]. In this section we consider (2.1) on the fast time scale τ = t/ǫ.
In words, the result of this section is then the following: A periodic orbit for
h = h(w) can be continued into the full system given by (4.3) provided that there is
no resonance with the fast system. If there is a resonance, then this only excludes
exponentially small bands in the w-plane of periodic orbits. This result can be
viewed as an extension of a result of Gelfreich and Lerman in [11] to several fast
variables.
Remark 4.1. The setting considered in this section applies to the LK model in
[40, Eqs. 2.7-2.10] and the generalized conservative versions [40, Eqs. 6.1-6.2]
with s ∈ R2, and the main result (Theorem 4.6, below) therefore applies to these
examples.
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Before stating the result (Theorem 4.6 below), we perform a sequence of simpli-
fications serving to bring the system into a form appropriate for application of the
contraction mapping theorem. It is important to note that we are not connecting
with ǫ = 0. Instead we are introducing an artificial perturbation parameter µ.
First we transform h = h(w) into action-angle variables (I, φ). We have
Lemma 4.2. Assume (H0-3) and (I1-I3). Let (I, φ) 7→ w be the symplectic change
of coordinates which transforms h(w) to h(w) = h˘(I). This transformation is
analytic from w ∈ V + iν to (φ, I) ∈ ([0, 2π] + iψ)× ((I1, I2) + iι) for some ψ, ι > 0.
Here [0, 2π]+iψ is a complex neighbourhood of length ψ around [0, 2π] and (I1, I2)+iι
a complex neighbourhood of length ι around (I1, I2) ⊆ R+. This map transforms
(4.3) into
H(w, z) = H˘(φ, I, z) = h˘(I) + 〈r˘(φ, I), z〉+ 1
2
〈A˘(φ, I)z, z〉+ f˘(φ, I, z), (4.4)
where h˘(I) = h(w), r˘(φ, I) = r(w), A˘(φ, I) = L+ ǫM˘(φ, I), M˘(φ, I) = M(w), and
f˘(φ, I, z) = f(w, z).
Proof. The Hamiltonian system h = h(w) is integrable since it is a one-degree of
freedom system. This transformation does not depend upon the fast variables and
can therefore directly be lifted to the full space. 
Next we reduce to an energy level: Since ∂ω
E
∂E 6= 0 by (I1) we have ω(I) :=
∂I h˘(I) 6= 0, and so we can solve the equation H = E for I = IE(φ, z) when
z ∈ BZCσ (0) by potentially decreasing σ > 0, and we may introduce the angle φ as
new time.
Lemma 4.3. Under the above assumptions z = z(φ) solves the following non-
autonomous Hamiltonian system of equations:
ǫz′(φ) = −JZ∇zIE(φ, z). (4.5)
Proof. By definition
ǫz˙ = ǫ
dz
dφ
∂IH˘ = JZ∇zH˘.
Next, we differentiate
H˘(φ, IE(φ, z), z) = E, (4.6)
with respect to z to obtain
∂IH˘∇zIE = −∇zH˘. (4.7)
This completes the result. 
Lemma 4.4. Under the above assumption IE = IE(φ, z) takes the following form
IE(φ, z) = h˘−1(E)− 1
2
〈AE(φ)z, z〉 − 〈rE(φ), z〉 − fE(φ, z), (4.8)
with
rE(φ) = r˘(φ, h˘−1(E))/ωE , fE(φ, z) = O(‖z‖3)
and
AE(φ) := A˘(φ, h˘−1(E))/ωE +O(e−C/ǫ) = LE + ǫME(φ),
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where
ωE = ω(h˘−1(E)) (4.9)
and
LE = L/ωE, ME = M˘(φ, h˘−1(E))/ωE +O(e−C/ǫ).
Here IE, fE, ME and LE are analytic in φ ∈ [0, 2π] + iψ, E ∈ (E0, E1) + ie0 and
z ∈ BZCσ (0). Finally
‖rE‖ψ := max
φ∈[0,2π]+iψ
‖rE(φ)‖ = O(e−C/ǫ) (4.10)
uniformly for E ∈ (E0, E1) + ie0.
Proof. Equation (4.6) with z = 0 gives
IE(φ, 0) = h˘−1(E),
cf. (4.4). Setting z = 0 in (4.7) then gives
∇zIE |z=0 = −r˘(φ, h˘−1(E))/ωE = −rE(φ) = O(e−C/ǫ). (4.11)
If we differentiate (4.6) again with respect to z we get
0 = ∂2zH˘ |z=0 + ∂2I H˘|z=0(∂zIE |z=0)2 + 2(∂I∂zH˘ |z=0∂zIE |z=0)sym
+ ∂IH˘ |z=0∂2zIE |z=0,
and so we find that
∂z∇zIE |z=0 = −(A˘(φ, h˘−1(E)) + ∂2I h˘(I)∇zIE |z=0∂zIE |z=0)/ωE ,
− (∂I r˘(φ, I)∂zIE |z=0 + (∂I r˘(φ, I)∂zIE |z=0)T )/ωE
where I = h˘−1(E). Using (4.11) this gives the result. 
Now we fix ǫ small and introduce ‖rE‖ψ ≤ µ2 = O(e−C/ǫ) as a measure of the
remainder in (4.8). Setting z = µzˆ then transforms (4.5) into
ǫzˆ′ = JZ(AE(φ)zˆ + rˆE(φ) + FˆE(φ, zˆ)) (4.12)
where
rˆE(φ) := rE(φ)/µ, FˆE(φ, zˆ) := FE(φ, µzˆ)/µ = ∇zfE(φ, µzˆ)/µ
Choosing ǫ > 0 small enough such that µ < 1/2 we see that FˆE(φ, ·) is analytic on
BZ2σ(0). Then due to (4.10) and due to the fact that FE(φ, z) = O(‖z‖2) we obtain
‖rˆE‖ψ := sup
φ∈[0,2π]+iψ
‖rˆE(φ)‖ = O(µ), ‖FˆE‖ψ,2σ := sup
φ∈[0,2π]+iψ,
z∈BZ2σ(0)
‖FˆE(φ, zˆ)‖ = O(µ)
(4.13)
uniformly in E ∈ (E1, E2). In the notation ‖FˆE‖ψ,2σ, and in what follows we adapt
the definition from (H3), with S = {0}.
Let
Πµ,E : {φ = 0} → {φ = 2π}
be the stroboscopic mapping obtained from (4.12). It is symplectic since the system
is Hamiltonian. Note that Π0,E(0) = 0 due to (I1). The persistence of this fixed
point for µ 6= 0 provides the persistence of the periodic orbits, which we have
parametrized by E. To study this mapping we consider the monodromy matrix
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ΨE(2π, 0) associated with the linear problem (obtained from (4.12) by setting µ =
0)
ǫzˆ′ = JZAE(φ)zˆ = JZ
(
LE + ǫME(φ)
)
zˆ. (4.14)
The eigenvalues of ΨE(2π, 0), λE1 , . . . , λ
E
2dZ
, are the characteristic multipliers of
Πµ,E at z = 0. Exploiting the form of A
E(φ) = LE+ǫME(φ) and the non-resonance
condition (4.2) we can approximate those very accurately using the following lemma:
Lemma 4.5. Under the above assumptions for all sufficiently small ǫ > 0 there
exist C˜ > 0 and a linear change of variables zˆ 7→ z˜ = zˆ + ǫTE(φ)zˆ, which is 2π-
periodic in φ, and is analytic in (φ,E) ∈ [0, 2π]× (E1, E2) which transforms (4.14)
into
ǫz˜′j = (ωj + ǫb
E
j (φ))z˜j+dZ /ω
E + (RE(φ)z)j ,
ǫz˜′j+dZ = −(ωj + ǫbEj (φ))z˜j/ωE + (RE(φ)z)dZ+j . (4.15)
Here bEj (φ), j = 1, . . . dZ , are scalar analytic functions and R
E(φ) is a (2dZ , 2dZ)
symmetric matrix which is analytic in (φ,E) ∈ [0, 2π]× (E1, E2) and satisfies
‖RE‖ := max
φ∈[0,2π]
‖RE(φ)‖ = O(e−Cˆ/ǫ) (4.16)
uniformly in E ∈ (E1, E2).
Proof. Consider the system
z˙ = JZ(L(φ) + ǫM(φ))z (4.17)
where
L(φ) = diag(λ1(φ), . . . , λdZ (φ), λ1(φ), . . . , λdZ (φ))
is diagonal, M(φ) is symmetric and L(φ) and M(φ) are analytic in φ ∈ [0, 2π] + iψ
and also depend on ǫ and E. Note that (4.14) is of the form (4.17), see Lemma 4.4,
and we will use (4.17) to set up an iterative lemma.
For ǫ > 0 small enough let id + ǫT (φ) be the linear coordinate transformation
such that
(id + ǫT (φ))JZ(L(φ) + ǫM(φ))(id + ǫT (φ))−1 = JZL+(φ)
where L+(φ) has the same form as L(φ). Then z+ := (id + ǫT (φ))z defines a
symplectic change of coordinates. Moreover there are matrix valued functions G
and F with G(L, 0) = 0, F (L, 0) = 0 such that
L+ = L+G(L, ǫM), T+ = F (L, ǫM).
Both G and F are analytic as functions on B1×B2. Here B1 is ball of radius r1 > 0
around L0 := L
E from (4.14) in the dZ dimensional space of complex diagonal
(n, n) matrices, where n = 2dZ , B2 a ball of radius r2 > 0 around 0 in the space
of hermitian (n, n) matrices, and r1, r2 are small enough such that JZ(L + S)
has disjoint eigenvalues for L ∈ B1, S ∈ B2. Therefore there are some smooth
non-decreasing functions f and g mapping a neighbourhood of 0 in R2 into R such
that
‖F (L,M)‖ψ ≤ ‖M‖ψf(‖L− L0‖ψ, ‖M‖ψ),
‖G(L,M)‖ψ ≤ ‖M‖ψg(‖L− L0‖ψ, ‖M‖ψ).
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Now z+ = (id + ǫT (φ))z satisfies
ǫz′+ = (id + ǫT (φ))ǫz
′ + ǫ2T ′(φ)z
= (id + ǫT (φ))JZ (L(φ) + ǫM(φ)) z + ǫ2T ′(φ)z
= JZL+(φ)z+ + ǫ2T ′(φ)(id + ǫT (φ))−1z+
= JZL+(φ)z+ + ǫM+(φ)z+
where
M+(φ) = ǫT
′(φ)(id + ǫT (φ))−1.
Using Cauchy’s estimate we get, with B = L− L0,
‖M+‖ψ−ξ ≤ ǫ ‖T ‖ψ
ξ(1− ǫ‖T ‖ψ) ≤
ǫ‖M‖ψf(‖B‖ψ, ǫ‖M‖ψ)
ξ(1− ǫ‖M‖ψf(‖B‖ψ, ǫ‖M‖ψ)) ≤ ‖M‖ψ/2
if
ξ = 2ǫc, where c ≥ C(‖B‖ψ , ‖M‖ψ) := max
(
1,
1− ǫ‖M‖ψf(‖B‖ψ, ǫ‖M‖ψ)
f(‖B‖ψ, ǫ‖M‖ψ)
)
.
When iterating this procedure we need to ensure that cn = C(‖Bn‖ψn , ǫ‖Mn‖ψn)
is bounded independent of n. For this we first show that CBn := ‖Bn‖ψn where
Bn = Ln − L0, is sufficiently small and and CMn := ‖Mn‖ψn bounded, so that
Ln ∈ B1 and ǫMn ∈ B2 for all n ≤ N (with N to be determined later) provided
ǫ > 0 is sufficiently small. Here L0 and M0 are as in (4.14) and ψn = ψ−
∑n−1
j=1 ξj .
This follows from the following estimates:
CMn ≤ CMn−1/2 ≤ 2−nCM0 ,
CBn ≤
n∑
j=1
‖Lj − Lj−1‖ψj ≤ ǫ
n−1∑
j=0
CMjgj ≤ 2ǫCM0 max
j=0,...n−1
gj ,
where gj := g(CBj , ǫCMj ). This shows that cn is bounded for all n if ǫ is small
enough. Let c∗ = supn=0,...N−1 cn, define ξn = 2c∗ǫ and letN be the largest number
such that
ψ −Nξ = ψ − 2Nc∗ǫ > 0,
so N := ⌊ ψ2c∗ǫ⌋, the largest integer ≤
ψ
2c∗ǫ
. Then the norm of RE(φ) := ǫMN(φ) is
bounded by ǫCMN ≤ ǫ2−⌊
ψ
2c∗ǫ
⌋CM0 . We then set T
E(φ) = (TN ◦ . . . ◦ T1)(φ) and
bEj = ω
E(LN − L0)j/ǫ, j = 1, . . . dZ . 
We can solve (4.15) to obtain
z˜(2π) = Ψ˜E(2π, 0)z˜(0) = Φ˜E(2π, 0)z˜(0) +O(ǫ−1e−C˜/ǫ)z˜(0), (4.18)
where
Φ˜E(2π, 0) =
(
cos
(
αE/ǫ
)
sin
(
αE/ǫ
)
− sin (αE/ǫ) cos (αE/ǫ)
)
,
where
αE = diag
(
αE1 , . . . , α
E
ℓ , . . . , α
E
dZ
)
:=
∫ 2π
0
diag(ω + ǫbE(s))ds/ωE . (4.19)
The eigenvalues of Ψ˜E(2π, 0) are therefore
λEℓ = exp
(
iǫ−1αEℓ
)
+O(ǫ−1e−C˜/ǫ), λEℓ+dZ = λ¯Eℓ , (4.20)
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for ℓ = 1, . . . , dZ . We write Πµ,E(zˆ) = Π˜µ,E(z˜) in the coordinates zˆ → z˜ =
zˆ + ǫTE(φ)zˆ from Lemma 4.5 using variations of constants in (4.12):
Π˜µ,E(z˜) = Φ˜E(2π, 0)z˜ + ρ˜E(2π, z˜),
where
ρ˜E(φ, z˜0) =
∫ φ
0
Φ˜E(φ, s)(JZ r˜E(s) + ǫ−1RE(s)z˜(s) + JZ F˜E(s, z˜(s))ds
with z˜(0) = z˜0 and
r˜E(φ) = (id+ǫTE(φ))rˆE(φ)/ǫ, F˜E(φ, z˜) = (id+ǫTE(φ))FˆE(φ, (id+ǫTE(φ))−1 zˆ)/ǫ.
Choosing ǫ > 0 small enough such that ǫ‖TE‖ ≤ 1/2 we obtain that F˜E(φ, ·) is
analytic on BZσ (0). Due to (4.13) we have
‖F˜E‖σ := sup
‖z‖≤σ
φ∈[0,2π]
‖F˜E(φ, z)‖ = O(ǫ−1µ), ‖r˜E‖ = sup
φ∈[0,2π]
‖r˜E(φ)‖ = O(ǫ−1µ),
uniformly for E ∈ (E1, E2). and therefore also
‖ρ˜E‖σ˜ = O(ǫ−1µ) (4.21)
uniformly in E ∈ (E1, E2), where we redefine µ2 = e−C/ǫ, with C ≤ 2C˜ and set
0 < σ˜ < σ such that σ − σ˜ > O(ǫ−1µ). Whenever (id − ΦE(2π, 0))−1 exists the
fixed points of Π˜µ,E satisfy
z˜ = πµ,E(z˜) := (id− Φ˜E(2π, 0))−1ρ˜E(φ, z˜). (4.22)
Then we have:
Theorem 4.6. Under assumptions (H0-H3), (I1-I3) for any ǫ > 0 sufficiently
small there is a two-dimensional manifold Mǫ of non-degenerate periodic orbits
parametrized by energy E ∈ (E1, E2) \ I where I is a union of O(ǫ−1)-many in-
tervals, and the measure |I| of I is exponentially small: |I| = O(e−c/ǫ) for some
c > 0.
Proof. Let E = E0 be a bifurcation value, i.e., Φ
E0(2π, 0) has at least two eigenval-
ues which are 1 (they come in pairs). Then, for ǫ > 0 sufficiently small the following
condition is satisfied:
∂Eα
E
ℓ |E=E0 6= 0, (4.23)
for all ℓ with λE0ℓ = 1. Note that (4.23) follows from
∂Eω
E |E=E0 6= 0,
cf. (4.9), for ǫ small which is guaranteed by the condition τ ′(E) 6= 0 on the family
of periodic orbits from (I1). Let Pℓ be the projection to the space spanned by eℓ
and eℓ+dZ . Then Pℓ(Ψ˜
E0(2π, 0)− id) = 0, by assumption, and with (4.18) we get
Pℓ(Φ˜
E(2π, 0)− id) =
(
cos
(
αEℓ /ǫ
)
sin
(
αEℓ /ǫ
)
− sin (αEℓ /ǫ) cos (αEℓ /ǫ)
)
− idR2
= ǫ−1∂EαEℓ |E=E0(E − E0)J +O((E − E0)2/ǫ) +O(ǫ−1µ),
where J is the standard (2, 2) symplectic matrix. Due to (4.23) this implies that
there is some cΦ,ℓ > 0 such that for
√
µ ≤ |E − E0| ≪ ǫ
‖Pℓ(Φ˜E(2π, 0)− idR2)‖ ≥ cΦ,ℓ|E − E0|/ǫ.
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Therefore for such E we get
‖(Φ˜E(2π, 0)− id)−1‖ = O(|E − E0|−1ǫ).
Let us, for example, assume that
|E − E0| ≥ √µ. (4.24)
Then
‖(Φ˜E(2π, 0)− id)−1‖ = O(ǫ/√µ).
Due to (4.21) and (4.22) we see that π˜µ,E from (4.22) maps BZσ˜−κ(0) to itself where
0 < κ < σ˜ provided ǫ > 0 is small enough such that O(√µ) < σ˜ − κ. We use a
Cauchy estimate to obtain
‖∂z˜ρ˜E‖σ−κ ≤ ‖∂z˜ρ˜E‖σ/κ = O(ǫ−1µ)
uniformly in E ∈ (E1, E2). We therefore conclude that the contraction mapping
theorem applies to (4.22) for energy values E near E0 satisfying (4.24). Next note
that due to (4.23) for any fixed ǫ > 0 and every ℓ = 1, . . . , dZ there are O(ǫ−1)
many E values such that λℓ(E) = 1. Therefore, since dZ < ∞, there are O(ǫ−1)
many critical E values; if we exclude an interval of length
√
µ around each of them
then we can guarantee the persistence of periodic orbits for energy values on a
complement of this set. 
Appendix A. Exponential accurate slow manifolds in general systems
In this appendix we consider the following system
w˙ = ǫW0(w, z0), z˙0 = Z0(w, z0) = r0(w) + Lz0 + a0(w)z0 + F0(w, z0). (A.1)
with (w, z0) ∈ (V + iν0) × (S + iσ0) and where V and S are bounded and open
sets in W = RnW and the Banach space Z respectively, and, as before, S is a
neighbourhood of 0. Here the z equation is a semilinear evolution equation and the
slow vector field W0 is bounded as detailed below. We assume the following:
(G0) L is a densely defined closed operator which either generates a strongly
continuous semigroup or an analytic semigroup.
In the following we set α = 0 in case L generates a strongly continuous semigroup
and assume α ∈ [0, 1) otherwise. If L generates an analytical semigroup let λ0 ∈ R
be in the resolvent set of L and let λ0 such that ‖(λ0 + L)−1‖ ≤ 1. Note that this
is possible because −L is sectorial and so there is some ML > 0, λ0 ∈ R and a
sector S = {λ ∈ C; |arg(λ−λ0)| < φ}, where φ < π/2 such that any λ ∈ C \S is in
the resolvent set of −L and satisfies ‖(λ + L)−1‖ ≤ ML/|λ + λ0| [12]. Define the
Banach space Zα := D((λ0 + L)α) with norm
|‖z|‖ := ‖z‖Zα := ‖(λ0 + L)αz‖.
Then by construction |‖z|‖ ≤ ‖z‖. We assume that S + iσ0 ⊆ Zα. Similarly
as before for a map A ∈ E(Z;Zα) we define ‖A|‖ := ‖A‖E(Z;Zα) and for a map
F : (W + iν0)× (S + iσ0)→ Z we define
|‖F‖ν0,σ0 = sup
w∈W+iν0
w∈S+iσ0
‖F (w, z)‖.
Similarly we define |‖W0‖ν0,σ0 for a map W : (W + iν0)× (S + iσ0)→W .
EXPONENTIAL ESTIMATES OF SYMPLECTIC SLOW MANIFOLDS 33
(G1) The functions r0 : (V + iν0) → ZC, a0 : (V + iν0) → E(ZCα ;ZC), F0 : (V +
iν0)×(S+iσ0)→ ZC andW0 : (V+iν0)×(S+iσ0)→WC are real analytic
and uniformly bounded by δ0 = ‖r0‖ν0 , Ca0 = |‖a0‖ν0 , CF0 = |‖F0‖ν0,σ0 ,
and CW0 = |‖W0‖ν0,σ0 . Here, as before, F0(z0) = O(|‖z0|‖2). Moreover,
C′W0 = |‖∂zW0‖ν0,σ0 , C′′W0 = |‖∂2zW0‖ν0,σ0 .
(G2) The operator (L+ a0(·))−1 : (V + iν0)→ E(ZC,ZCα ) is real analytic with
‖(L+ a0(·))−1|‖ν0 ≤
K0
2
.
Note that (G2) is true for some K0 > 0 if if |‖a0 − λ0‖ν0 is sufficiently small. We
then have the following result:
Theorem A.1. Assume (G0-G2). Let σ0 > σ > 0, ν0 > ν > 0. Then for δ0 ≥ 0
and ǫ > 0 sufficiently small the following holds true: There exists a transformation
of the fast variables z0 = ζ(w) + z, (w, z) ∈ (V + iν)× (S + iσ), z0 ∈ S + iσ0, with
|‖ζ|‖ν = O(ǫ) so that
z˙ = r(w) +O(z),
where
‖r(w)‖ ≤ C1‖W0(w, ζ(w))‖e−C2/ǫ.
Here C1 and C2 are positive constants which depend solely on Ca0 , K0, CF0 , CS ,
σ0, σ, ν0, ν, CW0 , C
′
W0
and C′′W0 .
In other words: {z = 0} is an almost invariant slow manifold that contains all
equilibria of (A.1) near {z0 = 0}. This result was proved by Neishtadt in the case
that dZ < ∞ and that L is bounded, using a slighly different iterative step, as
outlined in the introduction, Section 1. The advantage of MacKay’s method which
we use in the proof is that the slow manifold we construct contains all nearby
equilibria.
For the proof of the Theorem A.1 we need the following notion: For R > 0 such
that BZ
C
α
R (0) ⊆ S + iσ0 we define C′′F [ν0, R] as bound of
sup
w∈W+iν0
|‖z|‖≤R
‖∂2zF (w, z)‖E(Zα×Zα;Z) ≤ C′′F [ν0, R].
We need the following modification of Lemma 3.4 which is straightforward to prove:
Lemma A.2. Assume (G0-G2), with the subscript dropped. Moreover assume that
δ < min(Kσ, 2/(K2C′′F [ν,Kδ]). (A.2)
Then
0 = r(w) + Lz + a(w)z + F (z, w) (A.3)
has a locally unique solution z = ζ(w) ∈ ZCα satisfying:
|‖ζ(w)|‖ ≤ K‖r(w)‖, (A.4)
for every w ∈ V + iν. Moreover ζ ∈ Cω(V + iν;ZCα ).
Next we set up an iterative lemma.
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Lemma A.3. (The Iterative Lemma) Assume (G0-G2) with the subscript dropped
and assume (A.2). Let ζ = ζ(w) be the solution from Lemma A.2. Let ν+ = ν−ξ >
0 and σ+ = σ − ξ ≥ κ > 0. If
2Kmax(ǫC′W , δ) ≤ ξ ≤ σ (A.5)
the map z = ζ(w)+z+, (w, z+) ∈ (V+iν+)×(S+iσ+) from Lemma 3.4 transforms
(A.1) into
w˙ = ǫW+(w, z+), z˙+ = r+(w) + Lz + a+(w)z+ + F+(w, z+), (A.6)
and there is a constant c which is continuous and increasing in 1/κ, CW , C
′
W , C
′′
W ,
K, CF and CS = |‖z|‖σ and depends on those constants only such that
‖r+(w)‖ ≤ Kǫ
ξ
‖W+(w, 0)‖δ ≤ ǫcδ
ξ
for w ∈ V + iν+, (A.7a)
|‖a+ − a‖ν+ ≤ cδ, (A.7b)
‖(L+ a+(w))−1|‖ν+ ≤
K+
2
:=
K
2
+ cδ, (A.7c)
|‖F+ − F‖ν+,σ+ ≤
cδ
ξ
(A.7d)
provided that cδ < 1.
Proof. The existence of ζ(w) follows from Lemma A.2 and yields
W+(w, z+) = W (w, ζ + z+),
r+(w) = −ǫ∂wζ(w)W (w, ζ(w)), (A.8)
a+(w) = a(w)− ǫ∂wζ(w)∂zW (w, ζ(w)) + ∂zF (w, ζ(w)),
and
F+(w, z+) = −ǫ∂wζ(w)
∫ 1
0
(1− s)∂2zW (w, ζ(w) + sz+)dsz2+ + F˜ (w, z+), (A.9)
where
F˜ (w, z+) = F (w, ζ(w) + z+)− F (w, ζ(w)) − ∂zF (w, ζ(w))z+. (A.10)
Using Lemma A.2 and a Cauchy estimate give
|‖∂wζ|‖ν−ξ ≤
|‖ζ|‖ν
ξ
≤ Kδ
ξ
, (A.11)
for ν − ξ > 0 and ξ > 0. Hence (A.8) directly gives (A.7a). To estimate a+ − a we
first note that by (A.11)
‖∂wζ∂zW (w, ζ)‖E(Zα) ≤ C′W
|‖ζ|‖ν
ξ
for w ∈ V + i(ν − ξ). Moreover, since F is quadratic, by a Cauchy estimate,
|‖∂zF (w, ζ)‖ = |‖
∫ 1
0
∂2zF (w, sζ)ζds‖ ≤ 2CFκ−2|‖ζ|‖ν ,
for all w ∈ V+i(ν− ξ), and therefore for all such w, as |‖ζ|‖ν ≤ Kδ by Lemma A.2,
|‖a+ − a‖ν−ξ ≤ C′W
ǫK
ξ
δ + 2CFκ
−2Kδ ≤
(
1
2
+ 2CFκ
−2K
)
δ = cδ,
where we have used (A.5). This proves (A.7b).
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From
(L+ a+)
−1 = (L + a)−1(id + (a+ − a)(L+ a)−1)−1
we get
‖(L+ a+(w))−1|‖ ≤ ‖(L+ a)−1|‖(1 − ‖(a+ − a)(L+ a)−1‖)−1
≤ K
2
(
1− K
2
cδ
)−1
≤ K
2
(1 + cKδ).
for Kcδ < 1. Here we have used that (1−x)−1 ≤ 1+2x if 0 ≤ x ≤ 12 with x = K2 cδ.
Redefining c to max(1,K2)c proves (A.7c) for cδ < 1.
For F+−F , with F+ from (A.9) we first estimate F˜ −F from (A.10). This gives:
|‖F˜ − F‖ν−ξ,σ−ξ ≤ |‖F (w, ζ + z+)− F (w, z+)‖ν−ξ,σ−ξ + |‖F (w, ζ)‖ν−ξ,σ−ξ
+ |‖∂zF (w, ζ)z+‖ν−ξ,σ−ξ
≤ |‖∂zF‖ν,σ−ξ/2|‖ζ|‖ν + ‖
∫ 1
0
(1 − t)∂2zF (w, tζ(w))ζ2(w)dt‖ν−ξ
+ |‖
∫ 1
0
∂2zF (w, tζ(w))ζ(w)z+dt‖ν−ξ,σ−ξ
≤ |‖∂zF‖ν,σ−ξ/2|‖ζ|‖ν +
1
2
|‖∂2zF‖ν,κ|‖ζ|‖2ν + |‖∂2zF‖ν,κ|‖ζ|‖νCS
≤ CF
(
2Kδ
ξ
+ κ−2Kδ (Kδ + 2CS)
)
.
Here we have used that |‖ζ|‖ν ≤ Kδ by Lemma A.2 and that ξ ≥ 2Kδ, see (A.5).
Therefore
|‖F+ − F‖ν−ξ,σ−ξ ≤ 1
2
ǫ‖∂wζ‖ν−ξ‖∂2zW‖ν,σ−ξ/2C2S + |‖F˜ − F‖ν−ξ,σ−ξ
≤ ǫKC
2
SδC
′′
W
2ξ
+ CF
(
2Kδ
ξ
+ κ−2Kδ (Kδ + 2CS)
)
≤ cδ
ξ
for a suitable choice of c with the given properties. Here we used (A.5). 
Proof of Theorem A.1. Let ξ0 = ξ1 =
1
4 min{ν0 − ν, σ0 − σ}. For sufficiently
small δ0 and ǫ we can satisfy the conditions (A.5) and (A.2) of the iterative Lemma
A.3 applied to (A.1) with ξ0 as above to obtain that δ1 = O(ǫ). For all successive
iterations we use the bound C′′Fn [νn,Knδn] = 2CFn/κ
2 for σn − κ > Knδn with
κ ≥ σ > 0 which changes (A.2) to the condition
δn < min(Knσn, κ
2K−2n C
−1
Fn
). (A.12)
Here, as before Kn, δn etc. denote the constants of Lemma A.3 after n iterations,
i.e., Kn/2 is the upper bound in (A.7c) of the operator (L+an)
−1 on V+iνn where
νn = ν2−
∑n−1
k=1 ξk > 0. Furthermore CFn is the norm of Fn on (V+iνn)×(S+iσn)
and σn = σ2 −
∑n−1
k=1 ξk > 0 and Can is defined analogously.
Since δ1 = O(ǫ) we can satisfy (A.5) and (A.2) by choosing for sufficiently small
ǫ and therefore can apply Lemma A.3 again to obtain δ2 = O(ǫ2), cf. (A.7a).
Applying the Iterative Lemma A.3 successively we have
max(Can+1 − Can , 12 (Kn+1 −Kn), CFn+1 − CFn) ≤ cnδn/ξn, (A.13)
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and
δn+1 ≤ cnδnǫ/ξn,
where we choose ξn ≤ 1. Taking ξn = 2cnǫ > 0 we get
δn+1 ≤ 2−1δn ≤ 2−nδ2 ≤ 2−nCǫ2.
Then from (A.13) we get
max(12 (Kn −K2), Can − Ca2 , CFn − CF2) ≤
N∑
n=2
δn/ǫ ≤ 2Cǫ.
by the geometric series formula. Since cn is a continuous and increasing function
of CFn , Can , Kn and 1/κ and these are bounded in n, there is some c∗ such that
cn ≤ c∗ for all n = 1, . . . , N . From the requirement
σ ≤ σ2 − 2c∗(N − 1) = σN+1
we can take N to be as N = ⌈σ0−σ4c∗ǫ ⌉ which concludes the proof. 
The following example shows that the error ‖rn(w)‖ in the slow manifold after n
steps does not behave like O((ǫ‖W (w, ·)‖)n) in general, as conjectured by MacKay
[24], see the discussion in the introduction.
Example A.4. We consider the simple linear, two-dimensional example:
w˙ = ǫW (w, z) =ǫw, z˙ = Z(w, z) =ǫw − z. (A.14)
Here z = 0 is actually normally hyperbolic and there is an invariant slow manifold
nearby:
z =
ǫ
1 + ǫ
w. (A.15)
Notice that (w, z) = (0, 0) is an equilibrium (saddle for ǫ > 0). Applying MacKay’s
method n times to this example gives
zn = 0 where z = zn +
n∑
k=0
ζk(w) =
n∑
k=1
(−1)kǫk+1w, (A.16)
as an approximately invariant slow manifold. In this case the approximation (A.16)
also coincide with the nth degree Taylor polynomial of (A.15). The error field is
rn(w) = ζn(w) = (−1)nǫn+1w which directly illustrates why MacKay’s conjecture
is incorrect. For a nonlinear example, one may replace W (w, z) = w by W(w)
satisfying W(0) = 0, W′(0) 6= 0. Then (w, z) = (0, 0) is still a hyperbolic equilib-
rium, and we have r1(w) = −ǫ2W(w) and r2(w) = ǫ3W′(w)W(w) which cannot be
bounded above from above by an expression with |W(w)|2 as a factor.
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