The infection of cells by multiple copies of a given virus can impact virus evolution in a 25 variety of ways, for example through recombination and reassortment, or through intra-26 cellular interactions among the viruses in a cell, such as complementation or interfer-27 ence. Surprisingly, multiple infection of cells can also influence some of the most basic 28 evolutionary processes, which has not been studied so far. Here, we use computational 29 models to explore how infection multiplicity affects the fixation probability of mutants, the 30 rate of mutant generation, and the timing of mutant invasion. This is investigated for 31 neutral, disadvantageous, and advantageous mutants. Among the results, we note sur-32 prising growth dynamics for neutral and disadvantageous mutants: Starting from a sin-33 gle mutant-infected cell, an initial growth phase is observed which is more characteristic 34 of an advantageous mutant and is not observed in the absence of multiple infection.
Introduction 56 RNA viruses are characterized by very high mutation rates that are orders of magnitude 57 faster than DNA viruses, due to the lack of proof-reading ability in RNA templated poly-
The average dynamics of this system can be captured by ordinary differential 120 equations. Denoting uninfected cells by y 0 and cells infected by i viruses by y i , the equa-121 tions are given as follows:
where
The variable v denotes the sum of all infected cells, which is proportional to the number 124 of free viruses if free virus is in a quasi-steady state [26] . For numerical integration, this 125 ODE formulation requires truncation at a maximum multiplicity, n, which needs to be 126 large enough in computer simulations such that the population y n remains negligible When a mutant virus is considered, there are two virus strains in the system that 136 need to be tracked. The model follows cell populations that contain i copies of the wild-137 type virus, and j copies of the mutant virus. If a coinfected cell is chosen for infection, 138 the virus strain to be transmitted is chosen randomly based on the fraction of the virus in 139 the cell. Thus, the wild-type virus is chosen with a probability given by i/(i+j), and the 140 mutant virus is chosen with probability j/(i+j) [25] . Again, the average dynamics of this 141 system can be captured by ordinary differential equations. Denoting uninfected cells by 142 y 00 and cells infected with i copies of the wild-type virus and j copies of the mutant virus 143 by y ij , the equations are given as follows:
where v 1 
The variables v 1 and v 2 represent the sum of the fractions of the respective virus strains 146 in the cell. This is proportional to the free virus populations if the rate of virus production 147 is independent of multiplicity and if the virus is assumed to be in a quasi-steady state. 148 The relative fitness of the two virus strains is determined by differences in the infection 149 rates, β 1 and β 2 . If these two rates are identical, the two virus strains are competitively 150 neutral. For numerical integration, the system is truncated by only retaining the equa-151 tions with i+j≤n, where n is sufficiently large. Varying the infection multiplicity 154 The goal of this work is to compare the evolutionary dynamics in settings where the 155 multiplicity of infected cells is varied. This is achieved by increasing the infection proba-156 bility B, because higher infection probabilities correlate with larger infection multiplicities 157 at equilibrium, as shown in Figure 1C . Evolutionary dynamics of neutral mutants 161 We first consider the evolutionary spread of neutral mutants, i.e. the model parameters 162 of the wild-type and mutant are identical. Different evolutionary endpoints will be con-163 sidered in turn.
165
Mutant fixation probability: We initialize the agent-based simulation by placing one 166 cell with a single copy of the mutant virus (and no wild-type virus) into a population 167 where the wild-type virus is present at equilibrium levels. The computer simulation was 168 run repeatedly, and the fraction of simulations were determined that resulted in the fixa-169 tion of the mutant. This is defined by the presence of the mutant virus, while the wild-170 type virus has gone extinct; realizations of the simulation in which both populations went 171 extinct were not observed, and the simulation was set up to not count such events 172 should they occur. The mutant fixation probability was determined for increasing infec-173 tions rates, which correlate with higher infection multiplicities ( Figure 1C ). Systems with and without multiple infection were compared. In particular, to simulate the absence of 175 multiple infection, infection events were aborted if the target cell was already infected 176 with a virus. In the absence of multiple infection, the fixation probability of a neutral mu-177 tant is given by 1/N cells , where N cells denotes the number of wt-infected cells at equilibri-178 um before mutant introduction [27] [28] [29] (blue line, Figure 2A ). This was verified by numer- The reason for this discrepancy is that there are two phases in the virus dynam-191 ics that contribute to this result. The average mutant dynamics are shown in Figure 2B , 192 based on simulations of ordinary differential equation model (2). We observe that the 193 population of mutant infected cells (which includes all cells that contain at least one mu-194 tant) initially grows, as if it were advantageous. This is followed by convergence towards 195 a neutrally stable equilibrium (denoted by N neut , which depends on the initial mutant 196 population size, Figure 2B ). The initial growth phase, and hence, the initial advantage of the mutant, derives from the fact that in addition to uninfected cells, wt-infected cells al-198 so provide a target for new mutant infections. In contrast, new wt-infected cells can ini-199 tially only be generated by viral entry into uninfected cells, since superinfection of wt-200 infected cells by more wt-virus does not result in the spread of the wild-type virus popu-201 lation. As the mutant spreads, this advantage diminishes and the dynamics enter the 202 long-term neutral phase. This is because the mutant viruses become distributed among 203 cells also containing wild-type virus and the initial asymmetry in growth dynamics van-204 ishes. The initial advantageous phase of the dynamics accounts for the observed fixa-205 tion probability that is higher than expected from the straightforward application of the 206 neutral evolution argument. In fact, the number of mutant viruses (across all cells) at 207 this neutral equilibrium, N neut , predicts the fixation probability, which is given by 208 N neut /N viruses , where N viruses is the total number of viruses before introduction of the mu-209 tant. This is shown in Figure 2C In Figure 2A , the line with open circles depicts the results of additional simula-214 tions, which started from different initial conditions. Instead of introducing one cell that 215 contains a single mutant virus, the mutant was placed into a randomly chosen (possibly 216 infected) cell after the wild-type population had equilibrated. The fraction of runs in 217 which mutants reached fixation was recorded. This corresponds to a scenario where the ment into a cell was probabilistic, in each simulation, the mutant virus was introduced 221 into a different configuration, co-resident with different numbers of wild-type viruses 222 within the cell. As seen in Figure 2A , the decline of the observed fixation probability of 223 the neutral mutant with higher infection multiplicities is more pronounced in this case, 224 and the fixation probability is closer to the value of 1/N viruses , but still higher. This makes 225 intuitive sense, because the initial "advantageous" phase of the mutant dynamics is now 226 less pronounced, due to intracellular competition of the first mutant virus with the wild-227 type.
229
Time to appearance of first mutant: Another important evolutionary observable is the 230 rate with which mutants are generated. This is explored here by quantifying the time it 231 takes until the first mutant has been generated. To do this, we used a model that in-232 cluded mutational processes. When a wild-type virus was chosen for transmission to a 233 new cell, it was assumed that a mutation occurred with a rate p mut . Biologically, this can 234 correspond to mutations that occur upon production of the offspring virus, or that occur 235 during the subsequent infection event (such as in retroviruses). For practical purposes, 236 we chose a relatively high rate of p mut =3.5x10 -5 per bp per generation, which is the mu-237 tation rate characteristic of HIV [30] . The dependence on infection multiplicity was ex-238 plored in the same way as described above, by varying the infection probability. We 239 found that for all infection rates, the time to first mutant generation is always faster in the which the first mutant was generated ( Figure 3A ). This makes intuitive sense. A higher infection rate / multiplicity corresponds to more infection events, which in turn corre-244 sponds to more mutation events in this model. to wild-type giving rise to mutant viruses, however, we also need to account for back-253 mutations, since this counteracts the mutant expansion dynamics. In these simulations, 254 the mutants are repeatedly generated (and eliminated at the same rate) and drift sto-255 chastically. Because of the occurrence of back-mutations, mutant fixation is not an ab-256 sorbing state. To capture the effect of the tradeoff between increased mutant production 257 and reduced invasion potential, we therefore recorded the time until the mutant reached 258 90% of the whole virus population for the first time (we refer to this event as "mutant in-259 vasion"). The results are shown by black circles in Figure 3B as a function of infection 260 multiplicity. The corresponding results for simulations without multiple infection are 261 shown in the blue line ( Figure 3B ). We find that multiplicity influences the time to mutant Disadvantageous mutants 273 Next we studied the evolutionary dynamics of slightly disadvantageous (0.05% fitness 274 cost) mutants. The rules of the model are identical to those assumed for neutral mu-275 tants. In addition, once a virus was picked to infect a target cell, we assumed that this 276 process failed with a probability 0.05% if this virus was a mutant, while it always suc-277 ceeded if the selected virus was wild-type. In the absence of multiple infection, we nu-278 merically confirmed (not shown) that when one mutant-infected cell is introduced into a 279 wild-type virus population at equilibrium, the fixation probability of the mutant is given by
which is a formula derived from the Moran Process [31]. Here, r expresses the disad-282 vantage of the mutant relative to the wild type, and N cells denotes the number of wild-283 type infected cells at equilibrium before the mutant is introduced (see blue line, Figure   284 4A). In the context of multiple infection, the number of viruses rather than the number of 285 cells should be the relevant population size, and hence by extension, the equivalent fix-286 ation probability would be given by
where N viruses denotes the number of viruses across all infected cells (For reference, this 289 is plotted by the green line in Figure 4A ).
291
First, the simulations were started with one cell containing a single mutant virus being 292 placed into a wild-type virus population at equilibrium (black closed circles, Figure 4A ).
293
Similar trends are observed compared to neutral mutants. The fixation probability of the 294 disadvantageous mutant is found to be lower in the presence compared to the absence 295 of multiple infection ( Figure 4A , black closed circles and blue diamonds), and decreases 296 with higher infection multiplicities. This decrease of the fixation probability with higher 297 infection multiplicity is more pronounced than for neutral mutants. Nevertheless, the mu-298 tant fixation probability observed in the simulations is significantly higher than the one 299 predicted by formula (4) (green line, Figure 4A ). One reason for the higher fixation 300 probability is the same as for neutral mutants. Despite its replicative disadvantage, the 301 mutant initially enjoys an advantage over the wild-type virus, because in addition to un-302 infected cells it can also spread by entering wt-infected cells. Using the ODE model (2), 303 this is shown in Figure 4B . The mutant cell population first rises. This is followed by a 304 decline phase towards extinction, due to the assumed replicative disadvantage. The 305 peak of the mutant dynamics curve is approximately the same as the neutral equilibrium 306 that was observed for neutral mutants above (N neut ). Hence, we hypothesized that the 307 fixation probability of a disadvantageous mutant could be given by the Moran process 308 formula assuming that the initial number of mutant viruses is given by N neut , i.e. by 309 1−(1/r)
While this formula can predict the observed mutant fixation probability with reasonable 311 accuracy for relatively low infection multiplicities ( Figure 4C , grey diamonds), the ob-312 served fixation probability is significantly larger than this measure at higher multiplicities.
313
The reason for this discrepancy seems to be that in the context of our model formula-314 tion, there are two levels at which mutant and wild-type viruses compete with each oth-315 er: (i) Within a cell, a virus strain is picked for transmission with a probability given by 316 the fraction of this strain in the cell. Hence the mutant is neutral with respect to the wild-317 type at this level. (ii) Between cells, the mutant is disadvantageous compared to the 318 wild-type because it has a reduced probability to enter a new target cell (given by r<1).
319
Therefore, the extent of the mutant fitness disadvantage is actually less than expressed 320 by r, and the overall fitness of the mutant should be given by a value that lies between r fitness disadvantage of the mutant can thus be captured phenomenologically by an ex-327 pression that places it between r and 1, weighed by the average infection multiplicity:
The parameter m denotes the average multiplicity among infected cells. If mutant fitness 330 r' is used in formula (5), we obtain a prediction that matches the fixation probability ob- that could also contain wild-type viruses, the initial advantage of the mutant is less pro-338 nounced, as was the case for the neutral mutant. Hence, the mutant fixation probability 339 is lower compared to that starting with a single mutant virus alone in a cell (closed black 340 circles).
342
There is again a tradeoff between reduced fixation probabilities and the in-343 creased rates of mutant production with higher infection multiplicity (which is independ-344 ent of mutant fitness). Again we recorded the time it takes for the mutant to reach 90% 345 of the total virus population for the first time. The trend is similar to that for neutral mu- Advantageous mutants 357 Finally, we examined the evolutionary dynamics of advantageous mutants, assuming 358 different degrees of mutant advantages (0.05%, 0.1%, 1%, Figure 5 A, B, C, resp.). The
359
fitness advantage of the mutant was implemented similarly compared to the model for 360 disadvantageous mutants: We assumed an overall infection probability that was 0.05%, 361 0.1%, and 1% higher than the value of the parameter B. When a mutant virus was se-362 lected to enter a target cell, this process was assumed to always succeed. When the 363 wild-type virus was selected, there was a 0.05%, 0.1%, and 1% probability of failure. In 364 this way, the wild-type virus had infection probability B, while the mutant virus had an 365 overall higher infection probability. In the absence of multiple infection, the fixation 366 probability is again given by formula (3) (see the blue lines in Figure 5 (A-C)) derived 367 from the Moran process, which we verified numerically (not shown). The parameter r>1 368 now measures the relative advantage of the mutant virus. As before, the green line 369 shows formula (4), which is the Moran-process prediction for the fixation probability as-370 suming that virus population size is given by the total number of viruses across all cells 371 (rather than the number of infected cells).
373
We again start from a single cell containing one mutant virus paced into a wild-374 type virus population at equilibrium, and determine the mutant fixation probabilities 375 (shown with black closed circles in Figure 5 The insets in panels (A-C) show that the fixation probability of the advantageous 384 mutant is again accurately predicted by formula (5) derived from the Moran process, 385 where the overall mutant fitness r' is calculated by the empirical formula (6) (see red 386 crosses superimposed on black circles). As before, this assumes that the initial number 387 of mutant viruses is given by the neutral equilibrium (N neut , described in the context of 388 neutral mutants above). This makes sense because the initial phase of mutant spread 389 from the first cell (that only contains mutant virus) is similar for all mutant types as long 390 as the fitness difference is not too large. Only after this initial virus dissemination does 391 the competition between the two virus strains start to matter.
393
The open black circles show the results of simulations in which the mutant was 394 generated randomly in any of the available cells once the wild-type virus population had 395 equilibrated. Now, a drastically different trend is observed: the observed mutant fixation 396 probability declines monotonically with infection multiplicity, as is also the case in the 397 curve predicted by formula (4) ( Figure 5(A-C) , compare open circles and green line).
398
The larger the extent of the mutant advantage, the closer the observed fixation probabil-399 ity is compared to the green line. In addition, we note that for more pronounced mutant 400 advantages, the mutant fixation probability becomes largely independent of infection 401 rate and hence multiplicity ( Figure 5C ). This indicates that for advantageous mutants, As before, we also considered the physiologically more relevant scenario where 406 a wild-type population at equilibrium is allowed to mutate with a probability p mut per in-407 fection, thus repeatedly giving rise to the mutant virus. We find that the time to mutant 408 invasion is always lower in the presence compared to the absence of multiple infection, 409 and that an increase in multiplicity reduces the time until mutant invasion ( Figure 5D ).
410
This follows from the above observations that (i) the advantageous mutant fixation denotes the total number of viruses in a cell. The larger the constant ε, the more the 433 rate of virus production increases with multiplicity before converging to an asymptote. 434 Thus, ε =0 corresponds to the case where viral output is independent of the multiplicity 435 of infection, and ε è∞ corresponds to the output increasing in an unlimited fashion with 436 multiplicity. We investigated the fixation probability in the context of a neutral mutant. As 437 the initial condition, we placed a single cell with one mutant virus into a wild-type popu-438 lation at equilibrium and recorded the mutant fixation probability as a function of the sat- shows the reference value 1/N viruses . As before, the observed mutant fixation probability 446 is significantly higher than the one predicted by neutral evolutionary theory (green line), 447 for the same reason as given in the simpler versions of the model, where the rate of vi-448 rus production was independent of multiplicity: the mutant dynamics first display a 449 spread phase before the number of mutant viruses converges to a neutrally stable equi-450 librium (N neut ). As in the simpler model in the previous sections, the fixation probability is 451 again given by N neut /N viruses , as shown by the red crosses that are superimposed on the 452 black circles in Figure 2D . Therefore, results described in the previous sections are not 453 tied to the assumption that the rate of virus production is independent of multiplicity. Figure 6 . Figure 6A shows that if the number of mutant-infected 496 cells is compared, the number is larger in the presence compared to the absence of 497 multiple infection. In contrast, Figure 6B shows the opposite if a measure proportional to 498 the free virus population is compared. Even though more mutant-infected cells are pre-499 dicted in the presence of multiple infection, if the mutant virus is significantly diluted by 500 wild-type copies within those cells, fewer mutant free viruses will be observed with mul-501 tiple infection. The reason is the assumption that the rate of mutant virus production is 502 proportional to the fraction of the mutant in the cell.
504
In summary, the models have identified two factors that can impact whether mu- Following this initial spread, the dynamics of these mutants become more typical.
534
Hence, the neutral mutant enters the phase of neutral drift, and the disadvantageous 535 mutant experiences a selective disadvantage. In either case, multiple infection reduces 536 the probability that the mutant spreads stochastically through the virus population, and 537 makes virus extinction more likely. This leads to the counter-intuitive result that multiple 538 infection can promote the presence of neutral or disadvantageous mutants in the short 539 term, but reduces the chances to find those mutants in the longer term. As described 540 above, this can complicate the interpretation of experimental results.
542
While it is important to understand the spread dynamics of the mutants, the phys-543 iologically most relevant scenario assumes that mutant viruses are generated repeated-544 ly from the wild-type virus population by mutational processes, and that the newly creat-545 ed mutants attempt to spread. For advantageous mutants, the overall effect tends to be 546 that a higher infection multiplicity results in a faster invasion of the mutant: While the 547 probability of mutant fixation does not depend significantly on infection multiplicity, the 548 rate of mutant generation is faster for higher multiplicity. For neutral or disadvantageous 549 mutants, however, there is a tradeoff. While the rate of mutant generation is accelerated 550 at higher infection multiplicity, the fixation probability of the generated mutant declines 551 with higher multiplicity. The overall effect is a reduced rate of mutant invasion at high namics of neutral mutants following introduction into a system at equilibrium, given by 620 ODE model (2). The different lines depict simulations that start from different initial con-621 ditions. We observe first a phase of mutant spread, followed by convergence to a neu- ing to formula (6), as described in the text. 
