ABSTRACT: In this paper we propose a flexible model to capture nonlinearities and long-range dependence in time series dynamics. The new model is a multiple regime smooth transition extension of the Heterogenous Autoregressive (HAR) model, which is specifically designed to model the behavior of the volatility inherent in financial time series. The model is able to describe simultaneously long memory, as well as sign and size asymmetries. A sequence of tests is developed to determine the number of regimes, and an estimation and testing procedure is presented. Monte Carlo simulations evaluate the finite-sample properties of the proposed tests and estimation procedures. We apply the model to several Dow Jones Industrial Average index stocks using transaction level data from the Trades and Quotes database that covers ten years of data. We find strong support for long memory and both sign and size asymmetries. Furthermore, the new model, when combined with the linear HAR model, is viable and flexible for purposes of forecasting volatility.
INTRODUCTION
Given the rapid growth in financial markets and the continual development of new and more complex financial instruments, there is an ever-growing need to understand the theoretical and empirical processes underlying the volatility in financial time series. It is well known that the daily returns of financial assets, especially of stocks, can be extremely difficult to predict, although the volatility of the returns seems to be relatively more straightforward to forecast. Thus, it is hardly surprising that financial econometrics, and particularly the modelling of financial volatility, has played such a central role in modern pricing and risk management theories. Andersen, Bollerslev, Christoffersen, and Diebold (2007) provide a recent overview of the literature.
There is, however, an inherent problem in using models where the volatility measure plays a central role. The conditional variance is latent, and hence is not directly observable. Early classes of volatility models used squared daily returns as a measure of volatility. However, as this measure is very noisy, volatility was specified as a latent variable in different models. Useful and popular examples of such models are the (Generalized) Autoregressive Conditional Heteroskedasticity, or (G)ARCH, model of Engle (1982) and Bollerslev (1986) , various stochastic volatility models (see, for example, Taylor (1986) ), and the exponentially weighted moving averages (EWMA) approach, as advocated by the Riskmetrics methodology (J. P. Morgan 1996) . McAleer (2005) gives a recent exposition of a wide range of univariate and multivariate, conditional and stochastic, models of volatility, and Asai, McAleer, and Yu (2006) provide a review of the rapidly growing literature on multivariate stochastic volatility models. However, as observed by Bollerslev (1987) , Malmsten and Teräsvirta (2004) , and Carnero, Peña, and Ruiz (2004) , among others, most of the latent volatility models have been unable to capture simultaneously several important empirical features that are inherent in financial time series.
An empirical regularity which standard latent volatility models fail to describe adequately is the low, but slowly decreasing, autocorrelations in the squared returns that are associated with the high excess kurtosis of returns. In this sense, the assumption of Gaussian standardized returns has been refuted in many studies, and heavy-tailed distributions have been used instead. Furthermore, there is strong evidence of long-range dependence in the conditional volatility of financial time series. One possible explanation of long memory is aggregation. Volatility is modelled as a sum of different processes, each with low persistence. The aggregation induces long memory, as noted by Granger (1980) , LeBaron (2001) , Fouque, Papanicolaou, Sircar, and Sølna (2003) , Davidson and Sibbertsen (2005) , Hyung, Poon, and Granger (2007) , and Lieberman and Phillips (2007) .
On the other hand, the literature has also documented asymmetric effects in volatility. Starting with Black (1976) , it has been observed that there is an asymmetric response of the conditional variance of the series to unexpected news, as represented by shocks. Financial markets become more volatile in response to "bad news" (or negative shocks) than to "good news" (or positive shocks). Goetzmann, Ibbotson, and Peng (2001) found evidence of asymmetric sign effects in volatility as far back as 1857 for the NYSE. They report that unexpected negative shocks in monthly returns of the NYSE from 1857 to 1925 increase volatility almost twice as much as do equivalent positive shocks in returns of a similar magnitude. Similar results were also reported by Schwert (1990) . The above mentioned asymmetry has motivated a large number of different asymmetric latent volatility models.
However, most volatility models have been unable to describe simultaneously both nonlinear effects and long memory. The statistical consequences of neglecting or misspecifying nonlinearities have been discussed in the context of structural breaks in the GARCH literature by Diebold (1986) , Lamoureux and Lastrapes (1990) , Mikosch and Starica (2004) , and Hillebrand (2005) , and in the literature on long memory models by Lobato and Savin (1998) , Diebold and Inoue (2001) , Granger and Teräsvirta (2001) , Granger and Hyung (2004) , and Smith (2005) . Neglected changes in levels or persistence induce estimated high persistence, which has often been called "spurious" high persistence (see also Hillebrand and Medeiros (2007) for a recent application).
In the opposite direction, it is also possible to misinterpret data-generating high persistence (in the form of long memory or unit roots) for nonlinearity. Spuriously estimated structural breaks have been reported for unit root processes by Nunes, Kuan, and Newbold (1995) and Bai (1998) , and have been extended to long memory processes by Hsu (2001) .
The search for an adequate framework for the estimation and prediction of the conditional variance of financial asset returns has led to the analysis of high frequency intraday data. Merton (1980) noted that the variance over a fixed interval can be estimated arbitrarily, although accurately, as the sum of squared realizations, provided the data are available at a sufficiently high sampling frequency. More recently, Andersen and Bollerslev (1998) showed that ex post daily foreign exchange volatility is best measured by aggregating 288 squared five-minute returns. The five-minute frequency is a trade-off between accuracy, which is theoretically optimized using the highest possible frequency, and microstructure noise, which can arise through the bid-ask bounce, asynchronous trading, infrequent trading, and price discreteness, among other factors (see Madhavan (2000) and Biais, Glosten, and Spatt (2005) for recent reviews).
Ignoring the remaining measurement error, which can be problematic, the ex post volatility essentially becomes "observable". Andersen and Bollerslev (1998) , Hansen and Lunde (2005) , and Patton (2005) used the realized volatility to evaluate the out-of-sample forecasting performance of several latent volatility models. As volatility becomes "observable", it can be modelled directly, rather than being treated as a latent variable. Based on the theoretical results of Andersen, Bollerslev, Diebold, and Labys (2003) , Shephard (2002), and Meddahi (2002) , several recent studies have documented the properties of realized volatilities that are constructed from high frequency data.
In this paper, we propose a simple model that merges long memory and nonlinearities. The new specification is a multiple regime generalization of the Heterogeneous Autoregression (HAR) that was suggested by Corsi (2004) . The HAR model is inspired by the Heterogeneous Market Hypothesis and the asymmetric propagation of volatility between long and short time horizons. The HAR model has been applied with success in modelling and forecasting realized variance . The new model is called the Heterogeneous Autoregression with Multiple-Regime Smooth Transition (HARST) model, which combines ingredients from the HAR and the Smooth Transition Autoregressive (STAR) models (Chan and Tong 1986, Teräsvirta 1994 ). The HARST model has the main advantage of modelling simultaneously long-range dependence, as well as incorporating sign and size asymmetries in a simple manner. The choice of the variable that drives the regime switches makes it possible to describe interesting dynamics, such as general asymmetry and leverage. The number of regimes is determined by a simple and easily-implemented sequence of tests that circumvents the identification problem in the nonlinear time series literature, and the model estimation and testing procedure is analysed. A Monte Carlo simulation evaluates the finite-sample properties of the proposed modelling cycle. An empirical application with 16 stocks from the Dow Jones Industrial Average (DJIA) gives strong support in favor of the new model. In particular, evidence is shown of long-range dependence and both sign and size asymmetries in the realized volatility of the series. Finally, the combination of the linear and nonlinear HAR models produces superior one-day-ahead forecasts.
The paper is organized as follows. Section 2 introduces the theoretical foundations and describes the salient features of realized volatility. Section 3 presents the model and discusses estimation issues. A formal test for an additional regime is introduced in Section 4. Section 5 describes the model building procedure, in which the number of regimes is determined by a simple and easily-implemented sequence of tests. Monte Carlo simulations are presented in Section 6. The empirical results are discussed in Section 7. Section 8 gives some concluding comments.
REALIZED VOLATILITY
Suppose that at day t the logarithmic prices of a given asset follow a continuous time diffusion:
(1) dp
where p(t + τ ) is the logarithmic price at time (t + τ ), µ(t + τ ) is the drift component, σ(t + τ ) is the instantaneous volatility (or standard deviation), and dW (t + τ ) is standard Brownian motion. Andersen, Bollerslev, Diebold, and Labys (2003) and Barndorff-Nielsen and Shephard (2002) showed that the daily compound returns, defined as r t = p(t) − p(t − 1), are Gaussian conditionally on F t = σ(p(s), s ≤ t), the σ-algebra (information set) generated by the sample paths of p, such that
The term IV t = 1 0 σ 2 (t − 1 + τ )dτ is known as the integrated variance, which is a measure of the day-t ex post volatility. In this sense, the integrated variance is the object of interest.
In practical applications, prices are observed at discrete and irregularly spaced intervals. There are several ways of sampling the data. Suppose that at a given day t, we partition the interval [0,1] in subintervals, and define the grid of observation times G = {τ 1 , . . . , τ n }, 0 = τ 0 < τ 1 < · · · , τ n = 1. The length of the ith subinterval is given by δ i = τ i − τ i−1 . The most widely used sampling scheme is calendar time sampling (CTS), where the intervals are equidistant in calendar time, that is δ i = 1/n. Set p i,t , t = 1, . . . , n, to be the ith price observation during day t, such that r t,i = p t,i − p t,i−1 is the ith intra-period return of day t. Realized variance is defined as
Realized volatility is the square-root of RV t . The search for asymptotically unbiased, consistent and efficient methods for measuring realized volatility in the presence of microstructure noise has been one of the most active research topics in financial econometrics over the last few years. While early references in the literature, such as Andersen, Bollerslev, Diebold, and Ebens (2001) , advocated the simple selection of an arbitrary lower frequency (typically 5-15 minutes) to balance accuracy and the dissipation of microstructure bias, a procedure that is known as sparse sampling, some recent articles have developed estimators that dominate this procedure. These contributions fall in several categories: some examples are the selection of an optimal sampling frequency in sparse sampling, as in Bandi and Russell (2005a , 2005b , 2006 , the subsampling method, as in Zhang, Mykland, and Aït-Sahalia (2005) , the kernel-based estimators of Zhou (1996) , Barndorff-Nielsen, Shephard (2006a, 2006b) , and Hansen and Lunde (2006) and MA filtering, as in Hansen, Large, and Lunde (2007) . McAleer and Medeiros (2007) review these and other methods, and provide a comparison of the alternative methods.
Three consistent methods of estimation are presently available: the realized kernel estimators of Barndorff-Nielsen, Shephard (2006a, 2006b) , the modified MA filter of Hansen, Large, and Lunde (2007) , and the two time scales realized volatility estimator of Zhang, Mykland, and Aït-Sahalia (2005) , which is our choice for the empirical part of this paper. Aït-Sahalia, Mykland, and Zhang (2005) show that the estimator works well when the hypothesis of independent microstructure noise is violated, is stable with regard to the choice of grids, and yields estimates that are close to the more efficient but also more computationally-demanding Multi-Scale approach of Zhang (2005) .
Several salient features of realized volatility have been identified in the literature:
(1) the unconditional distribution of daily returns exhibits excess kurtosis; (2) daily returns are not autocorrelated (except for the first order, in some cases); (3) daily returns that are standardized by the realized variance measure are almost Gaussian; (4) the unconditional distribution of realized variance and volatility is distinctly non-normal, and is extremely right-skewed; (5) realized volatility does not seem to have a unit root, but there is strong evidence of fractional integration.
On the other hand, the natural logarithm of the volatility has the following empirical regularities:
(1) the logarithm of realized volatility is close to normal; (2) the logarithm of realized volatility displays long-range dependence.
The model described in Section 3 aims to model not only long-range dependence found in realized volatility but also describe risk-return asymmetries as documented in the latent volatility literature.
3. LONG MEMORY AND NONLINEARITY IN REALIZED VOLATILITY 3.1. A Brief Review of the Literature and Stylized Facts. As observed in the Introduction, several nonlinear conditional and stochastic volatility models have been proposed in the literature to describe asymmetries in volatility. In most of these models, volatility is a latent variable. Nelson (1991) proposed the Exponential GARCH (EGARCH) model, in which the natural logarithm of the conditional variance is modelled as a nonlinear ARMA model, with a term that introduces asymmetry in the dynamics of the conditional variance, according to the sign of the lagged returns. Glosten, Jagannathan, and Runkle (1993) proposed the GJR model, where the impact of the lagged squared returns on the current conditional variance changes according to the sign of the past return. A similar specification, known as the Threshold GARCH (TGARCH) model, was developed by Rabemanjara and Zakoian (1993) and Zakoian (1994) . Ding, Granger, and Engle (1993) discussed the Asymmetric Power ARCH model, which nests several GARCH specifications (see Ling and McAleer (2002) for a derivation of the necessary and sufficient moment conditions). Engle and Ng (1993) popularized the news impact curve (NIC) as a measure of how new information is incorporated into volatility estimates. The authors also developed formal statistical tests to check the presence of asymmetry in the volatility dynamics. More recently, Fornari and Mele (1997) generalized the GJR model by allowing all the parameters to change according to the sign of the past return. Their proposal is known as the Volatility Switching GARCH (VSGARCH) model. Based on the Smooth Transition AutoRegressive (STAR) model, Hagerud (1997) and Gonzalez-Rivera (1998) proposed the Smooth Transition GARCH (STGARCH) model. While the latter only considered the Logistic STGARCH (LSTGARCH) model, the former discussed both the Logistic and Exponential STGARCH (ESTGARCH) alternatives. In the logistic STGARCH specification, the dynamics of volatility are very similar to those of the GJR model and depends on the sign of the past returns. The difference is that the former allows for a smooth transition between regimes. In the EST-GARCH model, the sign of the past returns does not play any role in the dynamics of the conditional variance, but it is the magnitude of the lagged squared return that is the source of asymmetry. Anderson, Nam, and Vahid (1999) combined the ideas of Fornari and Mele (1997) , Hagerud (1997), and Gonzalez-Rivera (1998) and proposed the Asymmetric Nonlinear Smooth Transition GARCH (ANSTGARCH) model, and found evidence in support of their specification. Medeiros and Veiga (2004) proposed the Flexible Coefficient GARCH (FCGARCH) model, which is a multiple regime generalization of several models in the literature. The authors found strong support of sign and size asymmetries in volatility. Furthermore, an empirical example with ten stock indexes shows evidence of two regimes for six series and three regimes for other four series. Furthermore, for all series with three regimes, the GARCH model associated with the first regime, representing very negative returns ("very bad news"), is explosive. The model in the middle regime, related to tranquil periods, has a slightly lower persistence than the standard estimated GARCH(1,1) models in the literature. Finally, the third regime, representing large positive returns, has an associated GARCH(1,1) specification that is significantly less persistent than the others.
Inspired by the Threshold Autoregressive (TAR) model, Li and Li (1996) proposed the Double Threshold ARCH (DTARCH) model. Liu, Li, and Li (1997) generalized the model and proposed the Double Threshold GARCH (DTGARCH) process to model both the conditional mean and conditional variance as threshold processes. More recently, based on the regression tree literature, Audrino and Bühlmann (2001) proposed the Tree Structured GARCH model to describe multiple limiting regimes in volatility. Caporin and McAleer (2006) developed a dynamic asymmetric univariate GARCH model. When the regime switches are driven by a Markov Chain, the main references are Hamilton and Susmel (1994) , Cai (1994) , and Gray (1996) .
In the class of stochastic volatility (SV) models, several asymmetric models have been developed. One of the first references is Harvey and Shephard (1996) . So, Lam, and Li (1998) and Kalimipalli and Susmel (2007) discussed SV models with Markovian regime switches, while So, Li, and Lam (2002) considered a threshold SV specification. Asai and McAleer (2005) proposed a dynamic asymmetric leverage model that accommodates the direct correlation between returns and volatility as well as sign and size threshold effects, and Omori, Chib, Shephard, and Nakajima (2007) developed an SV model with leverage (see also Asai and McAleer (2006, 2007) for different asymmetric SV models). Yu (2005) also considered a SV model with leverage effects. Cappuccio, Lubian, and Davide (2006) provided empirical evidence on asymmetry in financial returns using a simple stochastic volatility model which allows a parsimonious yet flexible treatment of both skewness and heavy tails in the conditional distribution of returns.
With respect to long memory, Baillie, Bollerslev, and Mikkelsen (1996) is one of the main references. The authors proposed the Fractionally Integrated GARCH (FIGARCH) model as a viable alternative to model long range dependence in volatility. Giraitis, Robinson, and Surgailis (2004) considered the Leverage ARCH (LARCH) model and discussed both leverage and long memory effects in volatility. Breidt, Crato, and de Lima (1998), Hurvich and Ray (2003) , Jensen (2004) , and Deo, Hurvich, and Lu (2006) discussed the specification and estimation of SV models with long memory.
In the realized volatility literature, most of the early contributions considered only linear long memory models. Martens, van Dijk, and de Pooter (2004) were the first to introduce simultaneously longrange dependence, asymmetries and structural breaks into a realized volatility model. The authors also evaluated the relevance of the days of the week and presented a detailed and exhaustive empirical application. Their specification belongs to the class of nonlinear Autoregressive Fractionally Integrated (ARFI) models. However, they did not consider tests of linearity or the presence of more than two limiting regimes. More recently, Scharth and Medeiros (2006) proposed a multiple regime tree structure model to describe the behavior of realized volatility, where past cumulative returns drive the regime switches. Although a formal model building procedure was developed, the proposed specification did not take into account possible long memory that might be caused by aggregation, among other possibilities. The authors considered that the long range dependence is caused by regime switches. Hillebrand and Medeiros (2006) suggested a model that generalizes the approach developed in Martens, van Dijk, and de Pooter (2004) by merging fractionally integrated process with nonlinearity and asymmetry. The authors also considered a volatility-in-mean effect and developed a formal test of linearity following the ideas in van Dijk, Franses, and Paap (2002) . However, the estimation of the fractional integration parameter can prove very difficult and noisy.
In this paper we extend the ingredients of Martens, van Dijk, and de Pooter (2004) , Scharth and Medeiros (2006) , and Hillebrand and Medeiros (2006) , and propose a model that accommodates longrange dependence in a very simple manner for straightforward estimation. Asymmetries and nonlinearity are developed in a smooth transition environment. A formal sequence of tests is described in order to determine the number of limiting regimes. Furthermore, external exogenous variables can be incorporated into the model structure in a straightforward way.
3.2. Model Specification. The Heterogenous Autoregressive (HAR) model was proposed by Corsi (2004) as an alternative to model and forecast realized volatilities, and is inspired by the Heterogenous Market Hypothesis of Müller, Dacorogna, Dav, Olsen, Pictet, and Ward (1993) and the asymmetric propagation of volatility between long and short horizons. Corsi (2004) defines the partial volatility as the volatility generated by a certain market component, and the model is an additive cascade of different partial volatilities (generated by the actions of different types of market participants). At each level of the cascade (or time scale), the unobserved volatility process is assumed to be a function of the past volatility at the same time scale and the expectation of the next period values of the longer term partial volatilities (due to the asymmetric propagation of volatility). Corsi (2004) showed that by straightforward recursive substitutions of the partial volatilities, this additive volatility cascade leads to a simple restricted linear autoregressive model with the feature of considering volatilities realized over different time horizons. The heterogeneity of the model derives from the fact that at each time scale, the partial volatility is described by a different autoregressive structure.
In this paper, we generalize the HAR model by introducing multiple regime switching. The proposed model is defined as follows.
+ be a set of indexes where ι 1 < ι 2 < · · · < ι p , and
follows a Multiple-Regime Smooth Transition Heterogenous Autoregressive (HARST) model with M + 1 limiting regimes if
where G(x t , z t ; ψ) is a nonlinear function of the variables x t and z t , and is indexed by the vector of
is the logistic function given by
and ε t is a random noise.
Typical values for the hyper-parameter h in equation (5) are: one (daily volatility), five (weekly volatility), and 22 (monthly volatility). The main advantage of the HARST model is that it can capture both long-range dependence and regime switches (and hence asymmetric effects) in a very simple way. It is clear that f (z t ; γ m , c m ) is a monotonically increasing function, such that f (z t ; γ m , c m ) → 1 as z t → ∞ and f (z t ; γ m , c m ) → 0 as z t → −∞. The parameter γ m , m = 1, . . . , M , is called the slope parameter and determines the speed of the transition between two limiting regimes. When γ m → ∞, the logistic function becomes a step function, and the HARST model becomes a thresholdtype specification. The variable z t is known as the transition variable. There are several possible choices for z t . For example, suppose that y t is the logarithm of the realized volatility and set z t = r t−1 , where r t−1 is the return of a given asset at time t − 1. Hence, the differences in the dynamics of the conditional variance are modelled according to the sign and size of the shocks in previous returns, which represent previous "news".
The number of limiting regimes is defined by the hyper-parameter M . For example, suppose that in (5), M = 2, c 1 is highly negative, and c 2 is very positive, so that the resulting HARST model will have 3 limiting regimes that can be interpreted as follows. The first regime may be related to extremely low negative shocks (or "very bad news") and the dynamics of the volatility are driven by
In the the middle regime, which represents low absolute returns (or "tranquil periods"),
Finally, the third regime is related to high positive shocks (or "very good news") and
Another interesting choice is z t = y t−k or z t = y t−k,t−1 . In the case where y t is the logarithm of the realized volatility, this particular choice of transition variable means that regime switches are driven by past volatility. Past cumulated returns are also a suitable candidate for transition variables as discussed in Scharth and Medeiros (2006) . As the speed of the transitions between different limiting HAR models is determined by the parameter γ m , m = 1, 2, the multiple regime interpretation of the HARST specification will become clearer as the transitions (γ m ≫ 0) become more abrupt 1 .
The following examples illustrate interesting situations. The daily return of a given asset is given by r t , r 22,t is the cumulated return over the last 22 days, σ t is logarithm of the daily volatility, and {u t } is a sequence of independently and normally distributed random variables. Consider the following specifications.
1 If zt = t, the model accommodates smoothly changing parameters. In the limit γm → ∞, m = 1, . . . , M , we have an HAR model with M structural breaks. However, zt = t will not be considered in this paper as the asymptotic theory has to be changed.
(1) Example 1:
(2) Example 2:
In both cases above, current volatility depends on past daily volatility, as well as on weekly and monthly past volatilities. In the first example, when the returns are very negative, the logarithm of the volatility is given by a very persistent first-order autoregressive model and longer lags have no influence in the volatility dynamics, such that σ t = 0.010 + 0.95σ t−1 + ε t . During "tranquil periods", the logarithm of the volatility follows an HAR model, where weekly and monthly averages influence current values, namely σ t = 0.004 + 0.35σ t−1 + 0.25σ t−1,5 + 0.15σ t−1,22 + ε t . When the lagged return is very positive, the effects of the first lag are dominant, such that σ t = 0.008 + 0.65σ t−1 + 0.09σ t−1,5 + 0.06σ t−1,22 + ε t . In the second example, the monthly returns influence the dynamics of volatility and the regime switches are not as frequent as in Example 1.
Figures 1 and 2 show one realization with 3000 observations of the returns and the logarithm of the volatility when the data are generated as in Examples 1 and 2, respectively. It is clear from the graphs that the generated series have strong volatility clustering and extreme observations. Table 1 shows the descriptive statistics for 1000 replications of equations (7) and (8). The table shows the mean, median, standard deviation, minimum and maximum values of the following statistics: mean, standard deviation, kurtosis, and skewness of the simulated daily returns; sum of the first 500 autocorrelations of the absolute and squared daily returns; the GPH (Geweke and Porter-Hudak 1983) estimator of the fractional difference parameter for the absolute returns, squared returns, and log volatility; and the correlation coefficient between the volatility and the lagged return.
Several interesting facts emerge from Table 1 . First, in both examples the returns have excess kurtosis and positive skewness. Note that, even with Gaussian errors, the kurtosis coefficient can be much greater than three. In both cases, the volatility process displays long-range dependence. Note that the average estimate of the d parameter is close to the 0.4 usually documented in the empirical literature. In the first case, there is also a small negative correlation between the lagged return and the volatility process, which indicates the presence of leverage.
3.3. Probabilistic Properties. Deriving necessary and sufficient conditions for stationarity and geometric ergodicity of the HARST model is not trivial as it will depend on the particular choice of transition variables and the distribution of the errors. However, it is possible to find a set of sufficient conditions. The core idea is to analyse the HAR model as a restricted (AR) autoregressive model. First, consider the linear HAR specification as follows. (9) y t = β 00 + β 01 y t−1,ι 1 + β 01 y t−1,ι 2 + · · · + β 0p y t−1,ιp + ε t .
It is easy to show that (9) is a restricted AR model given as
where φ 0 = β 00 and φ j = p i=j β 0i , j = 1, . . . , p. THEOREM 1. Suppose that the process {y t } is generated by a HAR model as in (9), where the errors are formed by a sequence {ε t } of zero mean independent and identically distributed random variables with E(ε 2 t ) = E(ε 2 t |F t−1 ) = σ 2 < ∞. F t is the σ-algebra formed by the information available to 
are outside the unit circle.
Following the same reasoning as above, the HARST model can be written as a restricted version of the Functional-Coefficient Autoregressive (FAR) model proposed by Chen and Tsay (1993) given by
Direct application of Theorem 1.1 in Chen and Tsay (1993) enables us to state the following result. THEOREM 2. Suppose that the process {y t } is generated by a HARST model as in (5) where
Furthermore, assume that the errors are formed by a sequence {ε t } of zero mean independent and identically distributed random variables with E(ε 2 t ) = E(ε 2 t |F t−1 ) = σ 2 < ∞. F t is the σ-algebra formed by the information available to time t. The process {y t } is strictly stationary and geometric ergodic if the roots of the polynomial
It is clear that the condition of Theorem 2 is very strict. However, in order to relax this condition and the assumptions about the error term, it is important to make additional assumptions about the transition variable. Although important, this is beyond the scope of this paper and is left for future research. In practical applications, the estimated model can be checked for stationarity through simulation. In the following sections, we will assume that the process {y t } is stationary and ergodic.
3.4. Parameter Estimation. In this section we discuss parameter estimation of the HARST model and the corresponding asymptotic theory. Consider the following assumption about the data generating process (DGP). 
ASSUMPTION 1 (Data Generating Process
ε t ) = E(ε t |F t−1 ) = 0, E(ε 2 t ) = σ 2 < ∞ and E(ε 2 t |F t−1 ) = σ 2 t > 0, ∀ t. Furthermore, lim T →∞ 1 T T t=1 σ 2 t = σ 2 < ∞. F t
is the σ-algebra formed by the information available to time t.
Note that only mild restrictions are imposed on the error term, without assuming any particular distribution. However, it is assumed that the conditional mean can be adequately described by a HARST specification.
We make the following assumptions about the vector of parameters. 
3) The elements of the vector β m do not vanish jointly, for all m = 1, . . . , M .
Assumption 2 is standard and Assumption 3 guarantees that the HARST model is identified. More specifically, Restriction (R.1) eliminates identification problems caused by the fact that f (z t ; γ m , c m ) = 1 − f (z t ; −γ m , c m ), m = 1, . . . , M , and Restriction (R.2) avoids permutation of the M logistic functions in (5).
The vector of parameters ψ is estimated by nonlinear least squares, which is equivalent to the quasimaximum likelihood method. The estimator is given by
Define Q(ψ) = E[q t (ψ)]. In the following theorems, we state the existence, consistency and asymptotic normality of the estimator ψ. The existence result is based on Theorem 2.12 in White (1994) , which establishes that, under certain conditions of continuity and measurability of the least squares function, Q(ψ) exists.
THEOREM 3 (Existence). Under Assumptions 1 and 2, Q(ψ) exists, is finite, and is uniquely maximized at ψ 0 .
In White (1981) and White and Domowitz (1984) , the conditions that guarantee consistency of the nonlinear least squares estimator are established. In the context of stationary time series models, the conditions that ensure the consistency result are established in White (1994) and Wooldridge (1994) . In what follows, we state and prove the theorem of consistency of the estimators of the HARST model.
THEOREM 4 (Consistency). Under Assumptions 1-
The asymptotic normality result is also based on the results in White (1994) and Wooldridge (1994) .
THEOREM 5 (Asymptotic Normality). Under Assumptions 1-3, it follows that
where
DETERMINING THE NUMBER OF REGIMES
The number of regimes in the HARST model, as represented by the number of transition functions in (5), is not known in advance and should be determined from the data. In this paper we tackle the problem of determining the number of regimes of the HARST model with a "specific-to-general" modelling strategy, but circumvent the problem of identification in a way that controls the significance level of the tests in the sequence and computes an upper bound to the overall significance level.
The following is based on the assumption that the errors ε t are Gaussian, but the results will be made robust to non-normal errors.
Consider an HARST model as in (5) with M limiting regimes, defined as
The idea is to test the presence of an additional regime, as represented by an extra term in (12) of the form β (12) is not identified under the null hypothesis. In order to remedy this problem, we follow Teräsvirta (1994) and expand the logistic function f (z t ; γ M , c M ) into a third-order Taylor expansion around the null hypothesis γ M = 0. After merging terms, the resulting model is 2 (13)
where 
ASSUMPTION 4 (Moments
Under H 0 , R(z t ; γ M , c M ) = 0 and we can state the following result:
THEOREM 6. Under Assumptions 1-4, the LM statistic given by
asymptotically has a χ 2 distribution with 3(p + 1) degrees of freedom under the null hypothesis.
Under the normality assumption, the test can be performed in stages, as follows:
2 If zt is an element of xt = 1, yt−ι 1 ,t−1, . . . , yt−ι p,t−1 ¡ ′ , then the resulting model should be
where xt = yt−ι 1 ,t−1, . . . , yt−ι p,t−1 ¡ ′ .
(1) Estimate model (5) under H 0 and compute the sequence of residuals { ε t } T t=1 . When the sample size is small, numerical problems in applying the quasi-maximum likelihood algorithm may lead to a solution such that the residual vector is not orthogonal to the gradient matrix of G(x t , z t ; ψ). This has an adverse effect on the empirical size of the test. In order to circumvent this problem, we regress the residuals ε t on h t and compute the sum of squared residuals,
, are orthogonal to h t . (2) Regress ε t on h t and v t , and compute the sum of squared residuals, SSR 1 . (3) Compute the LM statistic:
or the F statistic:
.
Under H 0 , LM χ is asymptotically distributed as χ 2 with 3(p + 1) degrees of freedom and LM F has an asymptotic F distribution with 3(p + 1) and T − (3M − 5)(p + 1) degrees of freedom.
Although the test statistic is constructed under the assumption of normality, it is straightforward to follow Lundbergh and Teräsvirta (2002) and consider a robust version of the LM test against nonnormal errors. The robust version of the test statistic can be constructed following Procedure 4.1 in Wooldridge (1990) . The test statistic can be calculated as follows:
(1) As above.
(2) Regress v t on h t and compute the residual vectors, r t , t = 1, . . . , T . (3) Regress 1 on ε t r t and compute the residual sum of squares, SSR. The test statistic given by:
has an asymptotic χ 2 distribution with k x degrees of freedom under the null hypothesis.
MODEL SELECTION
The modelling cycle of the HARST model involves three steps, namely specification, estimation, and model evaluation. The specification consists of three decisions:
(1) choice of relevant variables; (2) selection of the transition variable; and (3) determination of the number of regimes.
In addition to the set of lagged variables as defined in (5), other possible candidate variables are sets of (weakly) exogenous variables. For example, in the context of volatility forecasting, these variables may be dummies for the days of the week and dates of macroeconomic announcements. The set of lags ι in the HARST model should be determined first. There are several ways of selecting the relevant variables. In the STAR literature, is common to select the set of relevant variables using information criteria, making use of a linear approximation to the true DGP. This is also a possibility for the HARST specification. However, as noted in Pitarakis (2006) , this method may have an adverse effect on the final model specification. An alternative approach, which is adopted here, is to consider a k-th order polynomial approximation to the nonlinear component of the DGP, as proposed in Rech, Teräsvirta, and Tschernig (2001) , and applied with success in Medeiros, Teräsvirta, and Rech (2006) , Medeiros and Veiga (2005) , and Suarez-Fariñas, Pedreira, and . As the logistic functions in (5) depend only on the scalar variable z t , the polynomial approximation can be simplified dramatically as follows 3 :
(18)
where ε * t = ε t + R(x t , z t ; ψ). In this paper we choose a third-order polynomial approximation. In equation (18), every product of variables involving at least one redundant variable in x t has the coefficient set equal to zero. The idea is to sort out the redundant variables by using this property of (18). In order to do so, we first regress y t on all the variables on the right-hand side of equation (18), assuming R(x t , z t ; ψ) = 0, and compute the value of a model selection criterion (MSC), such as AIC or BIC. This leads to the removal of one variable from the original vector, x t . Then regress y t on all the remaining terms in the corresponding polynomial, and again compute the value of the MSC. This procedure is repeated sequentially by omitting each variable in turn, and can be continued by simultaneously omitting two regressors in the original model, and proceeding until the vector x t is just a constant. The combination of variables is chosen to yield the lowest value of the MSC. Rech, Teräsvirta, and Tschernig (2001) showed that the procedure works well in small samples when compared with well known nonparametric techniques. Furthermore, the procedure can be applied successfully even in large samples when nonparametric model selection is not computationally feasible.
The selection of the transition variable is determined by testing linearity for different possible choices of z t 4 . We choose the transition variable that minimizes the p-value of the test. Finally, the number of regimes is determined by the sequence of LM tests, as described in Section 4.
We now combine the above procedure into a coherent modelling strategy that involves a sequence of LM tests. The idea is to test a linear HAR model against an alternative HARST model with more than one regime at a λ 1 level of significance. In the event that the null hypothesis is rejected, HARST with two regimes is estimated and than tested against an alternative with more than two regimes. The procedure continues testing J regimes against alternative models with J * ≥ J + 1 regimes at significance level λ J = λ 1 C J−1 for some arbitrary constant 0 < C < 1. The testing sequence is terminated at the first non-rejection outcome, and then the number of additional regimes, M , for the HARST specification is estimated by M =J − 1, whereJ refers to how many testing runs are necessary to lead to the first non-rejection result. By reducing the significance level at each step of the sequence, it is possible to control the overall level of significance, and hence to avoid excessively large models. The Bonferroni procedure ensures that such a sequence of LM tests is consistent, and that J J=1 λ J acts as an upper bound on the overall level of significance. As for the determination of the arbitrary constant C, it would be sensible practice to perform the sequential testing procedure with different values of C to avoid selecting models that are too parsimonious.
Estimation of the parameters of the model will be determined by nonlinear least squares, which is equivalent to quasi-maximum likelihood estimation, as discussed in Section 3.4.
What follows is evaluation of the final estimated model. Time series models are typically evaluated by their out-of-sample predictive performance. However, a sequence of neglected nonlinearity tests can also be interpreted as model evaluation tests. The construction of tests for serial correlation, in the spirit of Eitrheim and Teräsvirta (1996) and Medeiros and Veiga (2003) , is also possible.
MONTE CARLO SIMULATION
The goal of this section is to evaluate the finite sample performance of the modelling cycle, as described in the previous section. We simulated two different specifications as follows:
(1) Model 1: HARST (Asymmetric effects) 
The simulated models have been analyzed in Examples 1 and 2 in Section 3, and each has three regimes. In the first model the regime switches are more frequent as the transition variable is the past return, while in the second model the switches are less frequent and the model spends a larger fraction of time in each regime. We consider different sample sizes for each model: 300, 500, 1000, 1500, 3000 and 5000. It should be noted that, in financial applications, 300 and 500 observations comprise rather small samples. Most of the datasets, especially those dealing with high frequency data, have more than 2000 observations. We simulate each specification 1000 times, with two different values of the starting significance level of the sequence of tests, namely 0.05 and 0.10, and halve the level of significance at each step. It is important to mention that the tests for the third regime are conducted at the 0.025 and 0.05 levels, respectively. Table 2 presents the results concerning the determination of the number of regimes. The table shows the frequency of correctly selecting the number of regimes under the correct choice of explanatory variables in the model. The number in parentheses is the frequency of underfitting. Several facts emerge from the table. Both the robust and non-robust sequence of tests seem to be consistent, as the frequency of success increases with the sample size. Furthermore, as expected, the procedure is more accurate when the first model is considered, as the switches are far more frequent. It is also clear that the procedure is conservative as the frequency of underfitting is very high. Finally, the procedure works well for the typical sample sizes that are observed in financial applications. We start by removing non-standard quotes, computing mid-quote prices, filtering possible errors, and obtaining one second returns for the 9:30 am to 4:05 p.m. period. Following the results of Hansen and Lunde (2006) , we adopt the previous tick method for determining prices at precise time marks. Based on the results of Hasbrouck (1995) , who reports a median 92.7% information share at the NYSE for Dow stocks, and Blume and Goldstein (1997) , who conclude that NYSE quotes match or determine the best displayed quote most of the time, we use NYSE quotes (or NASDAQ, for Microsoft and Intel) if they are close enough to the time marks in relation to other updates.
In order to estimate our measure of the daily realized volatility, we use the two time scales estimator of Zhang, Mykland, and Aït-Sahalia (2005) with five-minute grids. The final dependent variable is the daily logarithm of the realized volatility. As in Martens, van Dijk, and de Pooter (2004) and Scharth and Medeiros (2006) we also consider dummies for the days of the week and dummies for the following macroeconomic announcements: Federal Open Market Committee meetings (FOM), The Employment Situation Report from the Bureau of Labor Statistics (ESR), CPI and PPI.
Data are used from 1993 to 1999 in order to estimate the models, and from 2000 to 2003 to evaluate the forecasting performance of the different specifications. The estimated models have the following structure.
where log(RV t ) is the logarithm of the daily realized volatility computed as described above, w t is a vector containing selected dummies for the days-of-the-week and announcement dates, x t = 1, log(RV t−1,ι 1 ), . . . , log(RV t−1,ιp ) ′ , f (·) is the logistic function as in (5), and z t is the past return (r t−1 ).
Model Specification and Estimation.
We start by selecting the relevant explanatory variables. All the variables are selected according to the procedure described in Section 5 using BIC. In order to keep interpretability of the selected lags and to avoid serious "data mining" problems, we consider the following set of possible lags: X = {1, 2, 5, 10, 15, 22}. Table 3 shows the selected variables. Several interesting facts emerge from the table. First, for ten of 16 series, the selected lags are 1, 5, and 22, meaning that daily, weekly, and monthly volatility are highly relevant. Second, announcement effects are selected as explanatory variables in seven cases. The most important announcement seems to be the Federal Open Market Committee meetings. Finally, there is not a clear pattern with respect to the presence of the days-of-the-week dummies in the model. After selecting the relevant variables, we continue estimating a linear HAR model. Table 4 shows several statistics for the estimated model. The table shows the p-values for the following tests: LM test for residual serial autocorrelation of orders 1, 5, and 10; LM test for ARCH effects of orders 1, 5, and 10; Jarque-Bera test for normality of the residuals; and finally the linearity test against the HARST alternative. As one of our main goals is to model asymmetries and leverage in the volatility dynamics, we fix the transition variable to be the past daily return, r t−1 . We report both robust and non-robust versions of the linearity test. We have also tested linearity choosing other transition variables, such as past daily, weekly, and monthly volatilities. However, the best and more significant results are obtained with the past daily return as the transition variable.
According to the results in Table 4 and at a 5% significance level, the linear HAR model fails to account for serial correlation in 8 of the 16 series. In addition, there is evidence of conditional heteroskedasticity in 12 of 16 series (which may be due to nonlinear effects). Furthermore, normality is strongly rejected in all cases. For this reason, we will use the robust sequence of LM tests to specify the HARST model.
Finally, we estimate the HARST model for each series. The dummies for the announcement dates and days-of-the week enter only in the linear part of the model. The results are shown in Table 5 , which presents the following diagnostic statistics: p-value of the test of remaining nonlinearity (additional regimes), p-value of the LM residual serial correlation test, p-value of the LM test for ARCH effects, and p-value of the Jarque-Bera test for normality. Only for ALCOA (AA) is there no evidence of more than a single regime. For all the other series there is strong evidence of two regimes, with the exception of Microsoft, where we find evidence of three regimes.
From the results presented in Table 5 , there is still some evidence of residual autocorrelation in some cases, although, for most of the series, the HARST model correctly describes the dynamics of the logarithm of the realized volatility. One interesting fact is that now 8 of 16 series do not have conditional heteroskedasticity. However, normality is still strongly rejected. Figure 3 displays the estimated transition functions. It is interesting to note that in all cases the asymmetry is not around zero returns, as is strongly advocated in the literature. The regime switches are associated with very negative past returns (or "very bad news"). The smoothness of the transition varies according to each series. In some cases, Caterpillar for example, the transition is abrupt. In others, such as General Electric, the transition is very smooth.
7.3. Forecasting Results. After estimating the HARST model for each series, the one-day ahead forecasts are computed. The forecasting performance of the HARST model is compared with the following competing specifications: Linear HAR, linear ARFIMA, GARCH, GJR, and EGARCH models. In addition, the forecast combination of a simple model average of the linear HAR and HARST models is examined. As the regime switches are associated with very negative returns, the benefits of using the nonlinear model should become apparent only in periods following very negative returns, such that a combination of forecasts will improve the performance of both models.
The results are reported in Tables 6 and 7 . Table 6 presents the mean absolute errors (MAE) and the root mean squared errors (RMSE) for the forecasts from the different models. It can be seen from the table that the forecasting performance of the HARST model is not significantly better than from the linear HAR model in most cases. However, this is likely for the reasons given previously. When the HAR and HARST models are combined, the forecasting performance improves. When compared with the alternative latent volatility models, the performance of both the HAR and HARST models is far superior.
In order to determine if the combination of the linear HAR and HARST models generates more accurate one-step-ahead forecasts than does the linear HAR model, we apply the modified Diebold and Mariano (1995) test of Harvey, Leybourne, and Newbold (1997) to these series of forecasts. In Table 7 , the p-values of the test are shown. We compare forecast differences using both the absolute value loss function (MAE) and the quadratic loss function (RMSE). Concerning the absolute errors, the combination of models delivers superior forecasts in six cases. In seven cases, the forecasts are not statistically different, and in only two cases does the linear HAR model perform the best. When squared errors are considered, the combination of models produces better forecasts in six cases, the forecasts are not statistically different in a further six cases, and in three cases the linear HAR has the best performance. In a direct comparison of the linear HAR and HARST models, the forecasts are not statistically different in 12 cases. tests to determine the number of regimes in the model. A modelling cycle was proposed, and simulations were used to evaluate the finite sample performance of the estimation and testing methods. The new model was used to describe and forecast realized volatility of high frequency financial time series, and the empirical results indicated strong practical support for the model. (Geweke and Porter-Hudak 1983) estimator of the fractional difference parameter for the absolute returns, squared returns, and log volatility, d(|rt|), d(r 2 t ), and d(σt), respectively; and the correlation coefficient between the volatility and the lagged return, ρ(exp(σt), rt−1). The number of ordinates in the GPH estimator is set as l = 3000 0.5 .
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