The Critical Assessment of Functional Annotation (CAFA) is an ongoing, global, community-driven effort to evaluate and improve the computational annotation of protein function. Here we report on the results of the third CAFA challenge, CAFA3, that featured an expanded analysis over the previous CAFA rounds, both in terms of volume of data analyzed and the types of analysis performed. In a novel and major new development, computational predictions and assessment goals drove some of the experimental assays, resulting in new functional annotations for more than 1000 genes. Specifically, we performed experimental whole-genome mutation screening in Candida albicans and Pseudomonas aureginosa genomes, which provided us with genome-wide experimental data for genes associated with biofilm formation and motility (P. aureginosa only). We further performed targeted assays on selected genes in Drosophila melanogaster, which we suspected of being involved in long-term memory. We conclude that, while predictions of the molecular function and biological process annotations have slightly improved over time, those of the cellular component have not. Term-centric prediction of experimental annotations remains equally challenging; although the performance of the top methods is significantly better than expectations set by baseline methods in C. albicans and D. melanogaster, it leaves considerable room and need for improvement. We finally report that the CAFA community now involves a broad range of participants with expertise in bioinformatics, biological experimentation, biocuration, and bioontologies, working together to improve functional annotation, computational function prediction, and our ability to manage big data in the era of large experimental screens. 157 project. Predicting GO terms for a protein (protein-centric) and predicting which proteins are associated 158 with a given function (term-centric) are related but different computational problems: the former is a 159 multi-label classification problem with a structured output, while the latter is a binary classification task.
1 Introduction 1 High-throughput nucleic acid sequencing (1) and mass-spectrometry proteomics (2) have provided us with 2 a deluge of data for DNA, RNA, and proteins in diverse species. However, extracting detailed functional 3 information from such data remains one of the recalcitrant challenges in the life sciences and biomedicine. 4 Low-throughput biological experiments often provide highly informative empirical data related to various 5 functional aspects of a gene product, but these experiments are limited by time and cost. At the same time, 6 high-throughput experiments, while providing large amounts of data, often provide information that is not 7 specific enough to be useful (3). For these reasons, it is important to explore computational strategies for 8 transferring functional information from the group of functionally characterized macromolecules to others 9 that have not been studied for particular activities (4, 5, 6, 7, 8, 9) . 10 To address the growing gap between high-throughput data and deep biological insight, a variety of 11 computational methods that predict protein function have been developed over the years (10, 11, 12, 13, 14, 12 15, 16, 17, 18, 19, 20, 21, 22, 23, 24) . This explosion in the number of methods is accompanied by the need 13 to understand how well they perform, and what improvements are needed to satisfy the needs of the life 14 sciences community. The Critical Assessment of Functional Annotation (CAFA) is a community challenge 15 that seeks to bridge the gap between the ever-expanding pool of molecular data and the limited resources available to understand protein function (25, 26, 27) . 17 The first two CAFA challenges were carried out in 2010-2011 (25) and 2013-2014 (26) . In CAFA1 we 18 adopted a time-delayed evaluation method, where protein sequences that lacked experimentally verified 19 annotations, or targets, were released for prediction. After the submission deadline for predictions, a subset 20 of these targets accumulated experimental annotations over time, either as a consequence of new publications 21 about these proteins or the biocuration work updating the annotation databases. The members of this set of 22 proteins were used as benchmarks for evaluating the participating computational methods, as the function 23 was revealed only after the prediction deadline.
24
CAFA2 expanded the challenge founded in CAFA1. The expansion included the number of ontologies 25 used for predictions, the number of target and benchmark proteins, and the introduction of new assessment 26 metrics that mitigate the problems with functional similarity calculation over concept hierarchies such as 27 Gene Ontology (28). Importantly, we provided evidence that the top-scoring methods in CAFA2 outper-28 formed the top scoring methods in CAFA1, highlighting that methods participating in CAFA improved over 29 the three year period. Much of this improvement came as a consequence of novel methodologies with some 30 effect of the expanded annotation databases (26). Both CAFA1 and CAFA2 have shown that computa-31 tional methods designed to perform function prediction outperform a conventional function transfer through 32 sequence similarity (25, 26) .
33
In CAFA3 (2016-2017) we continued with all types of evaluations from the first two challenges and 34 additionally performed experimental screens to identify genes associated with specific functions. This allowed 35 us to provide unbiased evaluation of the term-centric performance based on a unique set of benchmarks 36 obtained by assaying Candida albicans, Pseudomonas aeruginosa and Drosophila melanogaster. We also 37 held a challenge following CAFA3, dubbed CAFA-π, to provide the participating teams another opportunity 38 to develop or modify prediction models. The genome-wide screens on C. albicans identified 240 genes 39 previously not known to be involved in biofilm formation, whereas the screens on P. aeruginosa identified 40 532 new genes involved in biofilm formation and 403 genes involved in motility. Finally, we used CAFA 41 predictions to select genes from D. melanogaster and assay them for long-term memory involvement. This 42 experiment allowed us to both evaluate prediction methods and identify eleven new fly genes involved in this 43 6 biological process (29). Here we present the outcomes of the CAFA3 challenge, as well as the accompanying 44 challenge CAFA-π, and discusses further directions for the community interested in the function of biological 45 macromolecules. Figure S1 in the Supplemental Materials. 58 We first observe that, in effect, the performance of baseline methods (25, 26) has not improved since 59 CAFA2. The Naïve method, which uses the term frequency in the existing annotation database as prediction 60 score for every input protein, has the same F max performance using both annotation database in 2014 (when 61 CAFA2 was held) and in 2017 (when CAFA3 was held), which suggests little change in term frequencies in the 62 annotation database since 2014. On the other hand, BLAST-based annotation transfer, tells a contrasting 63 tale between ontologies. In MFO, the BLAST method based on the existing annotations in 2017 is slightly 64 but significantly better than the BLAST method based on 2014 training data. In BPO and CCO, however, 65 the BLAST based on the later database has not outperformed its earlier counterpart, although the changes 66 in effect size (absolute change in F max ) in both ontologies are small.
67
When surveying all three CAFA challenges, the performance of both baseline methods has been relatively 68 stable, with some fluctuations of BLAST. Such performance of direct sequence-based function transfer is 69 7 surprising, given the steady growth of annotations in UniProt-GOA (30); i.e., there were 259,785 experimental 70 annotations in 2011, 341,938 in 2014 and 434,973 in 2017, but there does not seem to be a definitive trend 71 with the BLAST method, as they go up and down in F max across ontologies. We conclude from these 72 observations on the baseline methods that first, the ontologies are in different annotation states and should 73 not be treated as a whole. Second, methods that perform direct function transfer based on sequence similarity 74 do not necessarily benefit from a larger training dataset. Although the performance observed in our work is 75 also dependent on the benchmark set, it appears that the annotation databases remain sparsely populated to 76 effectively exploit function transfer by sequence similarity, thus justifying the need for advanced methodology 77 development for this problem. the increase in database size, the majority of function prediction methods do not seem to have improved 85 in predicting protein function in MFO since 2014, except for one method that stood out. In BPO, the top 86 three methods in CAFA3 outperformed their CAFA2 counterparts, but with very small margins. Out of the 87 top 12 methods in BPO, eight are from CAFA3, four are from CAFA2 and none are from CAFA1. Finally, 88 in CCO, although 8 out of top 12 methods over all CAFA challenges come from CAFA3, the top method is 89 from CAFA2. The differences between the top performing methods are small, as in the case of BPO.
90
The performance of top methods in CAFA2 was significantly better than of those in CAFA1, and it is 91 interesting to note that this trend has not continued in CAFA3. This could be due to many reasons, such as 92 the quality of the benchmark sets, the overall quality of the annotation database, the quality of ontologies 93 or a relatively short period of time between challenges. We observe that all top methods outperform the baselines with the patterns of performance consistent 102 with CAFA1 and CAFA2 findings. Predictions of MFO terms achieved the highest F max compared with 103 predictions in the other two ontologies. BLAST outperforms Naïve in predictions in MFO, but not in BPO 104 or CCO. This is because sequence similarity based methods such as BLAST tend to perform best when 105 transferring basic biochemical annotations such as enzymatic activity. Functions in biological process, such 106 as pathways, may not be as preserved by sequence similarity, hence the poor BLAST performance in BPO.
107
The reasons behind the difference among the three ontologies include the structure and complexity of the 108 ontology as well as the state of the annotation database, as discussed previously (26, 31) . It is less clear why 109 the performance in CCO is weak, although it might be hypothesized that such performance is related to the 110 structure of the ontology itself (31).
111
The top performing method in MFO did not have as high an advantage over others when evaluated 112 using the S min metric. The S min metric weights GO terms by conditional information content, since the 113 prediction of more informative terms are more desirable than less informative, more general, terms. This 114 could potentially explain the smaller gap between the top predictor and the rest of the pack in S min . The The benchmarks in each species were evaluated individually as long as there were at least 15 proteins per 118 species. Here we present results on both eukaryotic and prokaryotic species ( Figure 6 ). We observed that 119 different methods could perform differently on different species. As shown in Figure 14 , bacterial proteins 120 9 make up a small portion of all benchmark sequences, so their effects on the performances of the methods Escherichia coli ( Figure S10 ) can be found in Supplemental Materials (Figures S6-S14 ). The top CAFA2 and CAFA3 methods are very similar in performance, but that could be a result of ag-137 gregating predictions of different proteins to one metric. When computing the similarity of each pair of 138 methods as the reciprocal of the Euclidean distance of prediction scores (Figure 7) , we are not interested 139 whether these predictions are correct according to the benchmarks, but simply whether they are similar to 140 one another. Top CAFA2 and CAFA3 methods are more similar than with CAFA1 models. It is clear that 141 some top methods are heavily based on the Naïve and BLAST baseline methods. It is interesting to note 142 that the top two best methods in BPO are not similar to any other top methods. The same pattern was 143 observed for CAFA2 methods. Participating teams also provided keywords that describe their approach to function prediction with their submissions. A list of keywords was given to the participants, listed in Page 24 of Supplementary Materials. 147 Figure 8 shows the frequency of each keyword. In addition, we have weighted the frequency of the keywords 148 with the prediction accuracy of the specific method. Machine learning and sequence alignment remain 149 the most-used approach by scientists predicting in all three ontologies. By raw count, machine learning is 150 more popular than sequence alignment, but once adjusted by performance, they are almost identical. This 151 indicates that methods that use sequence alignments are more helpful in predicting the correct function than 152 the popularity of their use suggests. In CAFA3, we adopted the same benchmark generation methods as CAFA1 and CAFA2, with a similar time-254 line ( Figure 13 ). The crux of a time-delayed challenge is the annotation growth period between time t 0 and 255 t 1 . All target proteins that have gained experimental annotation during this period are taken as benchmarks 256 in all three ontologies. "No-knowledge" (NK, no prior experimental annotations) and "Limited-knowledge" 257 (LK, partial prior experimental annotations) benchmarks were also distinguished based on whether the 258 newly-gained experimental annotation is in an ontology that already have experimental annotations or not. [ Figure 13 about here.]
After collecting these benchmarks, we performed two major deletions from the benchmark data. Upon inspecting the taxonomic distribution of the benchmarks, we noticed a large number of new experimental 266 annotations from Candida albicans. After consulting with UniProt-GOA, we determined these annotations 267 have already existed in the Candida Genome Database long before 2018, but were only recently migrated to 268 GOA. Since these annotations were already in the public domain before the CAFA3 submission deadline, we 269 have deleted any annotation from Candida albicans with an assigned date prior to our CAFA3 submission 270 deadline. Another major change is the deletion of any proteins with only a protein-binding (GO:0005515) 271 annotation. Protein-binding is a highly generalized function description, does not provide more specific 272 information about the actual function of a protein, and in many cases may indicate a non-functional, non-273 specific binding. If it is the only annotation that a protein has gained, then it is hardly an advance in our 274 understanding of that protein, therefore we deleted these annotations from our benchmark set. Annotations 275 with a depth of 3 make up almost half of all annotations in MFO before the removal ( Figure S15b ). After 276 the removal, the most frequent annotations became of depth 5 ( Figure S15a) . In BPO, the most frequent 277 annotations are of depth 5 or more, indicating a healthy increase of specific GO terms being added to our 278 annotation database. In CCO, however, most new annotations in our benchmark set are of depth 3, 4 and 279 5 ( Figure S15) . This difference could partially explain why the same computational methods perform very 280 differently in different ontologies, and benchmark sets. We have also calculated total information content 281 per protein for the benchmark sets shown in Figure S16 counters the high-throughput low-information annotations such as protein binding, but down-weighing these 293 terms according to their information content, as the ability to predict such non-specific functions are not as 294 desirable and useful and the ability to predict more specific functions.
295
The two assessment modes from CAFA2 were also used in CAFA3. In the partial mode, predictions were 296 evaluated only on those benchmarks for which a model made at least one prediction. The full evaluation 297 mode evaluates all benchmark proteins and methods were penalized for not making predictions. Evaluation 298 results in Figures 3, 4 , and 5 are made using the full evaluation mode. Evaluation results using the partial 299 mode are shown in Figure S2 in the Supplemental Materials.
300
Two baseline models were also computed for these evaluations. The Naïve method assigns the term 301 frequency as the prediction score for any protein, regardless of any protein-specific properties. BLAST 302 was based on results using the Basic Local Alignment Search Tool (BLAST) software against the training 303 database (52). A term will be predicted as the highest local alignment sequence identity among all BLAST 304 hits annotated from the training database. Both of these methods were trained on the experimentally 305 annotated proteins and their sequences in Swiss-Prot (53) at time t 0 . To assess matrix production, we used mutants from the PA14 NR collection (54). Mutants were transferred or smooth appearance were considered defective in colony biofilm formation. For biofilm formation on a 345 plastic surface, the presence of a ring of cell material in the well indicated normal biofilm formation, while 346 low or no ring formation mutants were considered defective. Genes whose mutations resulted defects in both 347 or either assay were considered True for biofilm function. A complete list of the mutants identified in the 348 screens is available in Table S1 . The evaluations of the CAFA-π methods were based on the experimental results in Section 3.3. We adopted 354 both F max based on precision-recall curves and area under ROC curves. There are a total of six baseline 355 methods, as described in Table 3 . Figure 2: Performance evaluation based on F max for top CAFA1, CAFA2 and CAFA3 methods. The top 12 methods are shown in this barplot ranked in descending order fro left to right. The baseline methods are appended to the right, they were trained on training data from 2017, 2014 and 2011 respectively. Coverage of the methods were shown as text inside the bars. Coverage is defined as percentage of proteins in the benchmark that are predicted by the methods. Color scheme: CAFA2: ivory; CAFA3: green; Naïve: red; BLAST: blue. Note that in MFO and BPO, CAFA1 methods were ranked but not displayed. CAFA1 challenge did not collect predictions for CCO. Figure 3 : Performance evaluation based on F max for the top-performing methods in three ontologies. The 95% confidence interval was estimated using 10, 000× bootstrap on the benchmark set. Coverage of the methods were shown as text inside the bars. Coverage is defined as percentage of proteins in the benchmark that are predicted by the methods. Figure 7 : Similarity networks of top 10 methods from CAFA1, CAFA2 and CAFA3. The team names are displayed together with which CAFA challenge they come from in parenthesis. Similarity is calculated as the reciprocal of the Euclidean distance of the prediction scores from each pair of methods. A 0.07 cutoff was applied to the Euclidean distances, i.e. an edge exists if the Euclidean distance is lower than the cutoff. Edge width is directly proportional to similarity, except at the three edges between the three Naïve methods, where the similarity is much larger than the rest. Vertex size is directly proportional to number of edges, or degree of a vertex. Singletons, or vertices without any edges are framed with black circles. The nodes are ranked counter-clockwise, starting after 'BLAST1', by F max performance in the intersection set of benchmarks in Section 2.1. Color scheme: CAFA1: orange; CAFA2: ivory; CAFA3: green; Naïve: red; BLAST: blue. Figure 8 : Keyword analysis of all CAFA3 participating methods. Both relative frequency of the keywords and weighted frequency are provided. The weighted frequencies accounts for the performance of the the particular model using the given keyword. If that model performs well (with high F max ) then it gives more weight to the calculation of the total weighted average of that keyword.
40
(a) (b) Figure 9 : AUROC of top 5 teams in CAFA-π. The best performing model from each team is picked for the top five teams, regardless of whether that model is submitted as model 1. Four baseline models all based on BLAST were computed for Candida, while six baseline models were computed for Pseudomonas, including two based on Expression profiles. Figure 10 : AUROC of top 5 teams in CAFA-π. The best performing model from each team is picked for the top five teams, regardless of whether that model is submitted as model 1. Figure 11 : AUROC of top five teams in CAFA3. The best performing model from each team is picked for the top five teams, regardless of whether that model is submitted as model 1. Figure 12 : CAFA participation has been growing. Each Principle Investigator is allowed to head multiple teams, but each member can only belong to one team. Each team can submit up to three models. 
