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Abstract
Natural disasters can have catastrophic impacts on the functionality of infrastructure systems and
cause severe physical and socio-economic losses. Given budget constraints, it is crucial to optimize
decisions regarding mitigation, preparedness, response, and recovery practices for these systems.
This requires accurate and efficient means to evaluate the infrastructure system reliability. While
numerous research efforts have addressed and quantified the impact of natural disasters on infras-
tructure systems, typically using the Monte Carlo approach, they still suffer from high computa-
tional cost and, thus, are of limited applicability to large systems. This paper presents a deep
learning framework for accelerating infrastructure system reliability analysis. In particular, two
distinct deep neural network surrogates are constructed and studied: (1) A classifier surrogate
which speeds up the connectivity determination of networks, and (2) An end-to-end surrogate that
replaces a number of components such as roadway status realization, connectivity determination,
and connectivity averaging. The proposed approach is applied to a simulation-based study of the
two-terminal connectivity of a California transportation network subject to extreme probabilistic
earthquake events. Numerical results highlight the effectiveness of the proposed approach in accel-
erating the transportation system two-terminal reliability analysis with extremely high prediction
accuracy.
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1. Introduction
The hazard reliability for an infrastructure system is defined to be the degree of assurance
that the system will continue to successfully operate at a desired level of performance during a
certain period of time and in a specified environment in the aftermath of a hazard [1]. Assessment
of the impact of natural disasters on infrastructure systems is of importance toward four main
objectives: (1) Planning for actions that eliminate or reduce the long-term risk to human life and
infrastructure systems (e.g.[2]); (2) Disaster preparation or adjustment, which aims to reduce the
risk of damages and injuries while enabling the capability to cope with the temporary disruption
of the infrastructure systems (e.g.[3]); (3) Development of effective emergency response strategies
(e.g.[4]); and (4) Post-disaster recovery planning (e.g.[5]). These four are, respectively, known as
the mitigation, preparedness, response, and recovery practices.
A variety of analytical [6], simulation [7–11], and optimization [12] approaches are proposed
in the literature for hazard reliability analysis of infrastructure systems. A comprehensive litera-
ture review on transportation infrastructure system performance in disasters is provided in [13].
Simulation-based reliability assessment of large infrastructure systems are often computationally
intractable or expensive due to the large number of network components, complex network topol-
ogy, statistical dependence between component failures, and uncertainties in the hazard models.
This will impose limitations on design optimization or sensitivity analysis of these systems. Alter-
natively, a more efficient response assessment for large infrastructure systems can be made possible
by using approximate surrogates [14].
Surrogates are fast models that approximately describe the relationship between the system
inputs and outputs and serve as a substitute for more expensive simulation tools. If the response
evaluated by the reference expensive model is denoted by f (x), a surrgate seeks to provide a global
approximate function f˜ (x). This is typically done by using a set of inputs xi ∈ Dd, i = {1, 2, ...,M},
and the corresponding ‘exact’ system outputs f (xi). There are several types of surrogate techniques
to choose from. Among the most popular ones are polynomial functions (e.g.[15]), radial basis
functions (e.g.[16]), Kriging (e.g.[17]), support vector machines (SVMs) (e.g.[7, 18]), and neural
network (e.g.[19]).
Universal approximation theorem in the mathematical theory of artificial neural networks rig-
orously proves that the standard multilayer, feed-forward, neural networks consist of one or more
hidden layers with sufficiently many hidden units and, with arbitrary non-constant activation func-
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tions, can approximate any Borel-measurable function in a finite-dimensional space up to any
arbitrary degree of accuracy [20, 21]. This signifies that any failure in function approximation with
sufficient accuracy by a multilayer network must be due to insufficient number of hidden units,
inadequate learning, or lack of a deterministic input-output map [20]. Although this theorem states
that single-hidden-layer neural networks are already universal approximations, implementation of
multiple layers will improve the performance of the neural network [22]. With the cutting-edge
neural network architectures and advanced training algorithms, deep learning has recently been
successfully used to solve elusive problems [22] and have won several machine learning contests [23].
Deep learning consists of the development of computational models using multiple processing layers
in order to learn data representations with multiple abstraction levels [22, 24, 25].
The goal of this paper is to propose a general framework to accelerate reliability analysis of
infrastructure systems. In this paper, we demonstrate how one can achieve this goal using deep
neural network surrogates in the context of two-terminal reliability assessment of transportation
networks subject to extreme earthquake events. Two distinct deep neural network surrogates are
constructed and studied: a classifier surrogate, which speeds up the two-terminal connectivity
evaluation for a given network topology, and an end-to-end surrogate that replaces the entire
Monte Carlo simulation and can be used to immediately calculate the average (expected) two-
terminal connectivity given the failure probability of network components. Although the idea of
using artificial neural networks in reliability analysis of structures and infrastructure systems has
been previously studied (e.g. [26–33]), the major contributions of this work are as follows: (1)
Neural network surrogates with multiple hidden layers were used to enhance the performance of
surrogate-based two-terminal reliability analysis; (2) An end-to-end surrogate was proposed, which
bypasses the sample-based calculations module that typically requires prohibitively large number
of Monte Carlo simulations; and (3) In training the end-to-end surrogate, instead of using exact
training data, we propose to use the predictions of the classifier surrogate to drastically reduce the
computational time. We will numerically show that the proposed end-to-end surrogate is capable
of accelerating the two-terminal reliability analysis of transportation networks by more than four
orders of magnitude, and how such acceleration can substantially facilitate sensitivity analysis and
potentially other planning procedures for large networks.
The remainder of this paper is organized as follows. A general simulation-based framework
for two-terminal reliability analysis of transportation networks subject to earthquake events is
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described in Section 2. Next, Section 3 presents the proposed surrogate-based analysis of two-
terminal reliability using deep neural networks. Finally, the accuracy and efficiency of the proposed
surrogate-based analysis is demonstrated through a case study for the San Jose-Mountain view
transportation network in Section 4.
2. Two-Terminal Reliability Analysis
This section explains a general framework for two-terminal reliability analysis. First, the two-
terminal connectivity of a network is introduced. Next, ground motion prediction equations are
introduced, which enable the prediction of ground motion intensity measures at the location of
network components. Given these predictions, it is then illustrated how one can evaluate the vul-
nerability of network components by the use of fragility analysis. Finally, a Monte Carlo simulation
procedure is described for the analysis of system-level response.
2.1. Two-Terminal Connectivity
Consider a transportation network represented by a graph G = (V ,E), where V is the set
of nodes and E is the set of links (i.e. roadways). In the aftermath of an earthquake, the links
connecting pairs of nodes eij ∈ E, may stop functioning primarily due to bridge failures. The
two-terminal connectivity is defined as follows. Given a source node vs ∈ V and a terminal node
vt ∈ V, the two-terminal connectivity is the condition where at least a connection exists between
the source and terminal nodes. A pair of adjacent nodes (vi, vj) are disconnected if there is at least
one failed bridge on the link eij . In this work, it is assumed that bridges are the only components
of the transportation network that are vulnerable to and get impacted by seismic hazards. This
assumption is very common in the literature (e.g. [8]). The two-terminal connectivity problem is
relevant when, for instance, the accessibility from a major attraction point to a major hospital, or
from a feedstock to demand zones, is to be maintained during an emergency [34].
2.2. Ground Motion Prediction
For engineering applications, the evaluation of earthquake ground motions is generally performed
using empirical Ground Motion Prediction Equations (GMPE) [35, 36]. GMPEs are statistical
models that provide a means to predict the ground motion intensity measures, such as peak ground
motions or response spectra, as a function of earthquake magnitude, source-to-site distance, fault
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mechanism, local site conditions, etc. GMPEs are generally constructed based on empirical data
and are empirical regression models of recorded data. A summary of all the empirical GMPEs for
estimation of earthquake Peak Ground Acceleration (PGA) and elastic response spectral ordinates
published between 1964 and 2016 is provided in [37].
In this work, to determine the ground motion (specifically its spectral acceleration Sa) at a
bridge site, the Graizer-Kalkan 2015 (GK15) GMPE [38, 39] is adopted. GK15 consists of predictive
equations for spectral acceleration and PGA that are derived based on physical simulations and
empirical data, which are applicable to earthquakes of moment magnitude M between 5.0 and 8.0,
at closest distances to fault rupture plane R ranging from 0 to 200 km, at sites having Vs30 in
the range of 200 to 1,300 m/s, and for spectral periods T of 0.01−5 s. In GK15, the PGA, herein
denoted by aPGA, is calculated as a multiplication of a series of functions, and in natural logarithmic
scale, is given by
ln (aPGA) = ln (G1) + ln (G2) + ln (G3) + ln (G4) + ln (G5) + σln(aPGA), (1)
where G1 represents a scaling function for magnitude and style faulting, G2 is a model for ground
motion attenuation, G3 is a model for adjustment to the attenuation rate in order to take into
account the regional anelastic attenuation, G4 represents the site amplification model, and G5 rep-
resents a model for basin scaling. σln(aPGA) is the residual variability, which accounts for unexplained
variability in the ground motion data used for the calibration of GMPE. In seismic hazard analysis,
reducing this residual variability is of a high priority, since at large values of aPGA, the probabilities
of exceedance go up rapidly with σln(aPGA). As will be shown in the numerical examples, the two-
terminal connectivity of San Jose-Mountain View transportation network is significantly affected
by this residual variability [38].
The form of GK15 for the 5% damped Sa response ordinates is
Sa = aPGA µ (M,R, Vs30, Bdepth) , (2)
where the spectral shape µ is parameterized by M , R, Vs30, and basin depth under the site Bdepth.
For the analysis of bridge fragility, as described in the next subsection, spectral accelerations at
0.3 s and 1.0 s are used.
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2.3. Bridge Fragility Analysis
There are several well-established ways for the analysis of structural response to natural haz-
ards. In this study, the HAZUS-MH fragility model [40], developed by the Federal Emergency
Management Agency (FEMA), is implemented for the calculation of transportation network bridge
response to earthquake ground shaking. HAZUS-MH is a standardized methodology for the esti-
mation of potential physical, economic, and social losses from earthquakes, hurricanes, and floods.
For a given level of ground motion, fragility curves or damage functions for bridges are modeled as
functions with log-normal distributions that yield the probability of reaching or exceeding different
damage states. Individual fragility curves are parametrized by a median value of ground motion or
ground failure, and an associated standard deviation.
The required inputs needed to estimate the damages to a bridge in HAZUS-MH fragility model
are geographical location of the bridge (latitude and longitude), spectral accelerations at 0.3 s and
1.0 s at the bridge location, peak ground acceleration, soil type, and bridge classification. Bridges are
classified into 28 primary types based on several structural characteristics, such as seismic design,
structure type, number of spans, and pier type. Five damage states are considered for bridges,
which are none, slight, moderate, extensive, and complete damage states. Extensive damage for
bridges is defined by shear failure, degradation of columns with no collapse, differential settlement
at connections, large residual movement at connections, and shear key failure at abutments. In this
study, it is assumed that the bridges will stop functioning at the onset of extensive damage state
immediately after an earthquake event.
For each of the bridge classes, a total of four different fragility curves are constructed from the
combination of two log-normal distributions for ground shaking and ground failure. Afterward,
specific fragility curves for individual bridges are constructed by updating the generic curves based
on the bridge characteristics. The output of fragility analysis for each bridge is four different curves
that represent the probability of that bridge exceeding a damage state for a given level of ground
motion. These fragility curves are then used, as illustrated in the next subsection, in order to
calculate the system-level response of transportation network to an earthquake via a simulation-
based study of two-terminal connectivity.
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2.4. Two-Terminal Reliability Analysis
In order to estimate the system-level network response to an earthquake affecting it components,
e.g. roadways, Monte Carlo Simulation (MCS) may be used. MCS is a straight-forward, easy
to implement, approach ideally suited to parallel computing. For calculation of the two-terminal
connectivity in this study, network realizations are drawn by randomly removing roadways according
to their survival probabilities, given by Equation 4. Specifically, the damage state for each roadway
is modeled as a Bernoulli random variable with the following distribution
xi =
1, with probability pi,0, with probability 1− pi, (3)
where {0, 1} denotes the survived and failed states, respectively, with a survival probability of pi.
A roadway with at least one failed bridge will be removed. Therefore, the survival probability pi
of roadway i with k bridges of IDs {i1, . . . , ik} is calculated in logarithmic scale as
ln (pi) =
k∑
j=1
[
ln
(
pij
)]
, (4)
where pij is the survival probability of bridge ij .
Let vs ∈ V and vt ∈ V denote, respectively, the source and terminal nodes predetermined by
the stakeholder. For a network realization using the jth MC sample, the two-terminal connectivity
is assessed by evaluating whether there is any connection between the source and terminal
gj
(
x
(j)
1 , x
(j)
2 , ..., x
(j)
`
)
=
1, if s,t are connected,0, otherwise, (5)
in which ` is the total number of roadways in the network. This procedure is repeated by drawing
more network realizations until convergence of the quantity of interest (QoI) is achieved. The Depth-
First Search (DFS) algorithm [41, 42] with a linear-time computational complexity of O (|V |+ |E|)
is utilized herein for the evaluation of two-terminal connectivity. For a given set of failure proba-
bilities for bridges, and for a given MCS with N network realizations, the expected two-terminal
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connectivity Pc is estimated by
Pc =
1
N
N∑
j=1
gj(x
(j)
1 , x
(j)
2 , ..., x
(j)
` ), (6)
In order to accelerate the two-terminal connectivity computations, the Monte Carlo calculations
are performed in parallel [43] where different processors evaluate the network connectivity for dif-
ferent network realizations. In the next section, we explain the approach to train and use fast and
accurate deep learning surrogates in place of Monte Carlo-based DFS (exact) calculations.
3. Surrogate Model for Two-Terminal Connectivity
3.1. Deep Neural Networks
For notation brevity, single hidden layer neural networks are introduced first, since its subse-
quent generalization to multiple hidden layers, which makes a neural network deep, will be straight-
forward. Given the d-dimensional row vector x ∈ Dd as model input, the k-dimensional output of
a standard single hidden layer neural network is in the form of
y = σ (xW1 + b1)W2 + b2, (7)
in which W1 and W2 are weight matrices of size d× q and q × k, respectively, b1 and b2 are biases
of size 1× q and 1× k, respectively. The function σ (·) is an element-wise non-linearity, commonly
known as the activation function. In deep neural networks, the output of each activation function is
transformed by a new weight matrix and a new bias, and is then fed to another activation function.
For each new set of weight matrix and bias that is added to (7), a new hidden layer is added to the
neural network. The capacity of neural networks can be easily increased by adding more hidden
layers or more units to each hidden layer.
Popular choices of activation functions are Sigmoid, hyperbolic tangent (Tanh), and rectified
linear unit (RELU). The RELU activation function has the form of f (θ) = max (0, θ). RELUs
are getting increasingly popular in deep learning applications as, compared to Sigmoid and Tanh
activations, they are faster and do not suffer from the vanishing gradient problem.
In order to calibrate the weight matrices and biases for a regression problem, we may use a
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Euclidean loss function as follows
EMSE (X,Y) =
1
2M
M∑
i=1
‖yi − yˆi‖2 , (8)
where EMSE is the mean squared error, X = {x1,x2, ...,xM} is the set of M observed inputs,
Y = {y1,y2, ...,yM} is the set of M observed outputs, and {yˆ1, yˆ2, ..., yˆM} is the set of neural
network output (model prediction) corresponding to the set of inputs X. For a binary classification
task, we may use a binary cross-entropy loss function in the form of
EBCE (X,Y) = −
M∑
i=1
{yi log (yˆi) + (1− yi) log (1− yˆi)}, (9)
where EBCE is the binary cross-entropy. Minimizing the loss function with respect to model pa-
rameters (W1,W2, · · · ,b1,b2) will yield the calibrated model parameters (W∗1,W∗2, · · · ,b∗1,b∗2).
For instance, for a binary cross-entropy loss function, we have
(W∗1,W
∗
2, · · · ,b∗1,b∗2, · · · ) = argmax
(W1,··· ,b1··· )
EBCE (X,Y) , (10)
Minimizing the loss function is usually performed using backpropagation [22, 44]. It consists of
a two-phase cycle; forward pass and backward pass. A forward pass takes the input to the network
and propagates it through the layers of the network, one by one, to calculate the network output.
A backward pass starts from the network output and propagates towards the input layer while
calculating the gradients, layer by layer, using the chain rule.
3.2. Deep Neural Networks for Two-Terminal Reliability Analysis
The step-by-step procedure for construction of DNN surrogates that can be used to accelerate
two-terminal reliability analysis of transportation systems is elaborated in this section. Two dif-
ferent surrogate models are developed in this study. The first model is hereinafter referred to as
the classifier surrogate. It replaces the DFS algorithm to determine whether a particular source-to-
terminal connection exists. It does so for each MC sample, i.e. for each realized roadway failure and
its corresponding topology. The input to this model is therefore a deterministic network topology
in the form of a binary vector, and the output is a binary variable indicating the connection.
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Figure 1: Workflow for calculation of the expected two-terminal connectivity, using exact (DFS) connectivity check
(top), classifier surrogate (middle), and end-to-end surrogate (bottom).
The second surrogate model, which we refer to as the end-to-end surrogate, is designed to
replace the topology realization, connectivity determination, and connectivity averaging modules
(see Figure 1). It is used to immediately evaluate the average (expected) two-terminal connectivity
given the roadway failure probabilities. It bypasses roadway status realizations from the failure
probabilities, and thus saves computational time. Figures 2 and 3 show the proposed frameworks
for constructing the classifier and end-to-end surrogates, respectively, and how these surrogates are
utilized in the evaluation of expected two-terminal connectivity.
3.3. Surrogate Performance Measures
In order to evaluate the accuracy of a DNN surrogate model, a number of performance measures
are used in this study. They include QoI prediction accuracy αQoI, binary classification accuracy
αbinary, sensitivity or True Positive Rate (TPR), and specificity or True Negative Rate (TNR) [45].
The last three measures are applicable to binary classification only.
The QoI prediction accuracy for connectivity is calculated as
αQoI = 1−
∣∣∣Pc − Pˆc∣∣∣
Pc
, (11)
where Pc and Pˆc are the two-terminal connectivity calculated respectively using exact (DFS) con-
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1
Figure 2: Framework for constructing the classifier surrogate and utilizing it for Monte Carlo-based two-terminal
reliability analysis. In this procedure, the classifier surrogate will replace the DFS algorithm.
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Figure 3: Framework for constructing the end-to-end surrogate and utilizing it for two-terminal reliability analysis
with end-to-end surrogate replacing Monte Carlo simulations.
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nectivity check and the surrogate. The binary classification accuracy is calculated as
αbinary =
TP + TN
TP + FP + TN + FN
, (12)
where TP (True Positive) is the number of times the surrogate correctly predicts network survival,
TN (True Negative) is the number of times the surrogate correctly predicts network failure, FP
(False Positive) is the number of times the surrogate incorrectly predicts network survival, and FN
(False Negative) is the number of times the surrogate incorrectly predicts network failure, satisfying
TP+TN+FP+FN = N . As more specific measures, True Positive Rate (TPR) and True Negative
Rate (TNR) are calculated as
TPR =
TP
TP + FN
, (13)
TNR =
TN
TN + FP
. (14)
4. Case Study for the San Jose-Mountain View Transportation Network
The surrogate-based two-terminal connectivity analysis procedure described in Section 3.2 is
applied to the transportation network that connects San Jose, CA to Mountain View, CA in the
United States. This network is located in a region of high seismic activity. A sketch of this
network is provided in Figure 4. The network consists of 39 bridges, 12 nodes, and 18 roadway
links (out of which 14 have at least one bridge). Throughout the numerical examples presented in
this section, the network is considered to be impacted by the 1989 Loma Prieta earthquake with
varying magnitudes. The geographical coordinates for the epicenter of Loma Prieta earthquake are
37.04◦N, 121.88◦W.
A number of assumptions and choices were made throughout this section. First, bridges are
assumed to be the only network components vulnerable to earthquakes, as commonly considered
in the literature (e.g. [8]). Second, the network is considered to be an undirected graph since the
adjacent bridges on two different sides of the road share the same or very similar properties. Also,
according to the HAZUS-MH soil classification, the soil for the study area is determined to be of
type D.
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Figure 4: Layout of the San Jose-Mountain View transportation network. Numbers near each bridge are the ID of
that bridge. Multiple IDs shows that there are multiple bridges there but only one is shown.
The NetworkX Python library [46] was used for network connectivity evaluation using DFS
algorithm, and the Keras deep learning library [47] was used for construction of classifier and end-
to-end surrogates. The Python source codes for all the simulations presented in this section are
made available on GitHub [48]. Computations in sections 4.1, 4.2 are conducted on a quad core 2.5
GHz MacBook Pro with 16 GB of RAM. Computations in sections 4.3, 4.4 are conducted on the
Comet cluster from XSEDE (Extreme Science and Engineering Discovery Environment) resources
[50], with 24 2.5 GHz CPU cores and 128 GB of DRAM.
4.1. Classifier Surrogate Training and Prediction
Following the framework represented in Figure 2, given a network realization, the classifier
surrogate indicates whether a source-to-terminal connection exists. The input and output to this
surrogate are a binary vector of roadway conditions (failed or survived) and a binary connectivity
indicator, respectively. In order to generate training and evaluation data sets, a total of 10,000
samples of earthquake magnitude M , denoted by {mi}10000i=1 are drawn according to
mi = 8.0− θi, (15)
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Figure 5: The probability density function used to draw samples from earthquake magnitude in order to generate
surrogate training and evaluation data sets.
where θi is a random sample drawn from a truncated exponential distribution with a shape param-
eter and lower and upper bounds of 15, 0, and 1.5, receptively. Ninety percent of the samples are
used for training, and the rest is left for surrogate evaluation. A sketch for the probability distribu-
tion of M is provided in Figure 5. Training and evaluation samples are preferred to be drawn from
an exponential distribution, and not a uniform distribution. This is due to the non-linear relation-
ship between earthquake moment magnitude and energy release [49], leading to larger sensitivity of
failure probabilities to magnitude perturbations when the nominal magnitude is larger; hence, the
exponentially increasing distribution of training samples.
The classifier surrogate consists of 7 hidden layers with different dimensionalities (see Figure 6).
RELU activation is adopted for hidden layers 1 through 6, while the Sigmoid activation is used in
the last hidden layer. The Adam optimization algorithm [50]is used to minimize the binary cross-
entropy loss function (Equation 9). For 150 epochs and a batch size of 64, it took 83.05 seconds to
train the classifier surrogate.
In order to evaluate the predictive performance of the trained classifier surrogate, we consider
five different scenarios with earthquake magnitudes 6.7, 7.0, 7.3, 7.6, and 7.9 Mw, and for each
we use the trained surrogate for two-terminal connectivity evaluation. The surrogate-based results
are compared versus exact connectivity results obtained using DFS algorithm. Figure 7 shows the
survival probabilities for the 39 bridges subject to the five earthquake scenarios. For each earthquake
event, given these survival probabilities and by using Equation 4 for calculating roadway failure
15
Input layer
Dimension=14
Hidden layer 1
Dimension=128
Activation: RELU
Hidden layer 2
Dimension=64
Activation: RELU
Hidden layer 3
Dimension=32
Activation: RELU
Hidden layer 4
Dimension=16
Activation: RELU
Hidden layer 5
Dimension=8
Activation: RELU
Hidden layer 6
Dimension=4
Activation: RELU
Hidden layer 7
Dimension=2
Activation:
Sigmoid
Output
Dimension=1
1Figure 6: Architecture of the classifier surrogate. This surrogate is to be used instead of the DFS algorithm in order
to accelerate network connectivity evaluation given a network realization. The model consists of 7 hidden layers with
different dimensionalities. The input and output to this model are, respectively, a binary vector of roadway failure
states and a scalar that represents the expected two-terminal connectivity.
Figure 7: Bridge survival probabilities for different earthquake events considered in example 1.
probabilities, a total of 100,000 network realizations are generated. The two-terminal connectivity
of each one of these network realizations is determined using the classifier surrogate and the DFS
algorithm, and the resulting expected connectivities are compared in Figure 8. It is evident from
the convergence plots that the surrogate and DFS results are in close agreement. The estimated
expected values for two-terminal connectivity, as well as computational times, are compared in Table
1, and surrogate performance measures are reported in Table 2. Compared to exact connectivity
check using DFS, the classifier surrogate predictions are about one order of magnitude faster, with
accuracies of more than 99.9%.
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(a) (b)
(c) (d)
(e)
Figure 8: Convergence plots for prediction of two-terminal connectivity for different earthquakes of magnitude (a)
6.7 Mw, (b) 7.0 Mw, (c) 7.3 Mw, (d) 7.6 Mw, (e) 7.9 Mw. The x-axis is in logarithmic scale.
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Table 1: Two-terminal connectivity predictions and computational times for different earthquake magnitudes using
DFS and classifier surrogate.
Magnitude Pc Pˆc DFS time (s)
Surrogate
time (s)
6.7 0.9769 0.9769 5.23 0.62
7.0 0.9256 0.9255 5.40 0.62
7.3 0.8635 0.8633 6.05 0.63
7.6 0.7679 0.7679 5.71 0.62
7.9 0.6263 0.6264 5.63 0.65
Table 2: Classifier surrogate accuracy indicators for different earthquake magnitudes
Magnitude αbinary TPR TNR
6.7 1.0000 1.0000 0.9996
7.0 0.9998 0.9998 0.9989
7.3 0.9995 0.9996 0.9990
7.6 0.9995 0.9997 0.9988
7.9 0.9995 0.9996 0.9993
Next, we investigate the performance of the classifier surrogate in network connectivity pre-
diction for a probabilistic earthquake event, i.e. for earthquakes with probabilistic magnitudes.
Following [34, 51], it is assumed that the earthquake magnitude follows a truncated exponential
distribution with the following pdf
fM (m) =

β exp [−β(m−mmin)]
1− exp [−β(mmax −mmin)] , m` 6 m 6 mu,
0, otherwise,
(16)
where mmin and mmax are the minimum and maximum of random magnitudes, which are set to 6.8
and 7.5, respectively. β is the shape parameter and is set to 0.76 [34] .
A total of 10,000,000 network realizations are generated, each corresponding to a random sample
from the probabilistic magnitude and a random sample from roadway failure states. For each of
these network realizations, the two-terminal connectivity is evaluated using DFS algorithm and the
classifier surrogate, and the resulting expected connectivities are compared in Figure 9. Expected
two-terminal connectivity using DFS and classifier surrogate is, respectively, 0.9002 and 0.9001. The
DFS and surrogate computational time are, respectively, 603.97 and 53.89 seconds, and αbinary,
TPR, and TNR are 0.9997, 0.9998, and 0.9989, respectively. Once again, classifier surrogate results
are in close agreement with DFS results with accuracies of more than 99.9%, however, are achieved
18
Figure 9: Convergence plot for prediction of two-terminal connectivity for a probabilistic earthquake event. The
x-axis is in logarithmic scale.
one order of magnitude faster.
4.2. Uncertainty-Aware Two-Terminal Reliability Analysis Using Classifier Surrogate
In this section, we investigate an additional layer of uncertainty in two-terminal reliability
assessment. Specifically, we consider the residual variability in GMPE, which is due to the model
fitting error. To quantify the impact of this residual variability, we start off by the probabilistic
earthquake event defined in Equation 16, and then consider aPGA and Sa at each bridge location
to be normally distributed random variables with mean values calculated using equations 1 and 2,
and standard deviations reported in [38]. To study the classifier surrogate performance in this case,
following the procedure represented in Figure 2, 10,000,000 network realizations are generated by
consecutive sampling from earthquake magnitudes, aPGA and Sa at bridge locations, and roadway
failure states according to their failure probabilities. Figure 10 shows good agreement between
expected two-terminal connectivities using DFS and the classifier surrogate. This is while the
surrogate evaluation, compared to DFS, is about one order of magnitude faster, i.e. 574.48 vs.
53.08 seconds. The estimated expected two-terminal connectivity using DFS and classifier surrogate
are, respectively, 0.6853 and 0.6853, and αbinary, TPR, and TNR are 0.9990, 0.9993, and 0.9985,
respectively.
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Figure 10: Convergence plot for prediction of two-terminal connectivity for a probabilistic earthquake event. The
residual variability in GMPE is taken into account. The x-axis is in logarithmic scale.
It should be noted that the evaluated two-terminal reliability in this section (0.69) is smaller than
the one evaluated in the previous section (0.90). This highlights the importance of the additional
uncertainties in ground motion intensity measures (e.g. aPGA and Sa), which is usually ignored in
reliability studies (e.g. [7, 8]) and can lead to overestimation of the network reliability.
4.3. End-to-End Surrogate Training and Prediction
As mentioned earlier, two terminal connectivity calculations can be substantially accelerated
by using an end-to-end surrogate, which replaces the entire MCS as outlined in Figure 3. To
numerically demonstrate this, we need to first train the end-to-end surrogate. The training data
can be generated using the DFS algorithm. Alternatively, we will use the previously-developed
classifier surrogate to produce the training data. It should be noted that this training data set is
not exact, but according to the results in the previous sections the error is expected to be negligible
and the computational speed up is expected to be substantial.
Figure 11 shows the architecture of the end-to-end surrogate, with the input being the vector of
roadway failure probabilities and the output the expected two-terminal connectivity. The surrogate
consists of 5 hidden layers with different dimensionalities. Sigmoid activation is adopted for hidden
layers. The Adam optimizer is used to minimize the Euclidean loss function (Equation 8). To
generate training and evaluation data, a total of 3,000 magnitude samples are drawn, and for each
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1Figure 11: Architecture of the end-to-end surrogate. This surrogate is to be used instead of the MCS in order to
accelerate the evaluation of expected two-terminal connectivity given the bridge failure probabilities. The model
consists of 5 hidden layers with different dimensionalities. The input and output to this model are, respectively, a
vector of roadway failure probabilities and a scalar that represents the expected two-terminal connectivity.
magnitude sample, 100,000 topology samples are drawn whose two-terminal connectivities were
evaluated using the classifier surrogate. For a batch size of 64 and 2,000 epochs, the end-to-end
surrogate training time (including generation of training and evaluation data and model calibration)
was 351.99 seconds.
Using the trained end-to-end surrogate, we study the two-terminal connectivity of the San Jose-
Mountain View transportation network subject to a probabilistic earthquake event. Similar to
Section 4.1, it is assumed that the earthquake magnitude follows a truncated exponential distribu-
tion. The lower and upper bounds for the magnitude variability are set to 6.8 and 7.5, respectively.
Without loss of generality, the GMPE residual variabilities were ignored for simplicity. To test the
surrogate, 10,000 magnitude samples are drawn and for each sample, the expected two-terminal
connectivity is calculated using the end-to-end surrogate. As the reference case, for each earthquake
realization, a total of 100,000 topology realizations are drawn and their connectivity is evaluated
using DFS algorithm, and the results are compared in Figure 12. As another way of demonstrating
the surrogate accuracy, Figure 13 compares the DFS and surrogate predictions of connectivity for
each earthquake realization. The expected two-terminal connectivity was estimated to be 0.9001
using both approaches while the computational times for DFS and end-to-end surrogate were found
to be 7,857.92 and 0.71 seconds, respectively.
4.4. One-at-a-time Sensitivity Analysis Using End-to-End Surrogate
In this section, we demonstrate the application of the proposed end-to-end surrogate in main-
tenance planning. In particular, we consider the optimal seismic retrofitting of bridges [52] where
decision makers seek to improve the two-terminal reliability of the network. In this case, typically
in the face of budget constraints, it is crucial to identify the bridges that are most influential on two-
terminal reliability and prioritize them for repair. To this end, a one-at-a-time (OAT) sensitivity
analysis can be performed [53]. It involves considering amplifications on the survival probabili-
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Figure 12: Convergence plot for prediction of two-terminal connectivity for a probabilistic earthquake event. The
end-to-end surrogate estimates are calculated with no MCS.
Figure 13: A comparison between the DFS and end-to-end surrogate predictions of the two-terminal connectivity for
each earthquake realization. The surrogate predictions are calculated with no Monte Carlo simulation.
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ties, one bridge at a time, while keeping the other bridges’ survival probabilities at their nominal
values. These amplifications should reflect the expected outcomes of repair plans for each bridge.
We assume that these retrofit plans will result in an amplification rate of 10% for every bridge.
Considering this rate, the expected two-terminal connectivities are then calculated using the DFS
algorithm and end-to-end surrogate, for the nominal and “retrofitted” networks. Here we consider
a probabilistic earthquake event as defined in Equation 16 with a magnitude ranging between 7.3
and 7.9 Mw. Table 3 shows the OAT sensitivity analysis results. For brevity, only the results for
the three most and least sensitive components are shown. For the DFS results, for each earthquake
realization, a total of 100,000 topology realizations are drawn. With no amplification, the expected
two-terminal connectivity probability of the network subject to this probabilistic earthquake event
is found to be 0.7641 using DFS and 0.7643 using the end-to-end surrogate. This table also high-
lights the substantial computational savings that the end-to-end surrogate can offer in repetitive
processes, e.g. optimization, sensitivity analysis, or real-time risk-informed decision making.
Table 3: Sensitivity analysis summary for selected bridges
Rank
Bridge
ID
Improvement in
connectivity (%)
(DFS estimate)
Improvement in
connectivity (%)
(surrogate estimate)
DFS time
(s)
Surrogate
time (s)
1 0 8.22 8.19 8361.22 0.75
2 13 7.80 7.78 7855.76 0.72
3 25 2.17 2.14 8334.18 0.74
...
...
...
...
...
...
37 14 0.07 0.06 8089.66 0.75
38 10 0.01 0.01 8131.76 0.74
39 26 0.00 0.00 8079.06 0.75
5. Conclusion
Approximations and uncertainties inherent in infrastructure systems reliability analysis on one
hand and the associated computational challenge on the other hand motivate the utilization of
fast and sufficiently accurate surrogates that can replace one or more computational modules in
the analysis pipeline. The resulting surrogate-based reliability analysis can then facilitate optimal
planning and management of infrastructure systems subject to natural hazards. In this paper, we
studied the surrogates that are trained based on deep learning, and using a case study, highlighted
how they can offer fast computation of infrastructure response with high accuracy. An important
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advantage of using deep learning in building surrogates for nonlinear system responses is its capa-
bility for automatic feature engineering/detection. This will remove the need to manually identify
features for a given data, and make the approach broadly applicable to various nonlinear responses.
The proposed surrogate-based reliability analysis framework can be further extended by aug-
menting the training data to improve the prediction accuracy. An example of data augmentation for
improving TNR can be created as follows. For each topology realization with no source-to-terminal
connectivity, we can generate multiple additional topology realizations by randomly (according to
roadway failure probabilities) letting the survived roadways fail. These additional network realiza-
tions will not incur extra computational burden, as they are already known to be corresponding to
a “no-connectivity” condition. Another extension to further improve the computational efficiency
is to make use of graphic processing units (GPUs) in deep neural network surrogate training and
prediction. Deep learning generally involves large matrix multiplications that are substantially
parallelizable using GPUs, leading to significant acceleration.
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