Abstract. The problem of determining the interface separating regions of constant density from boundary data of a solution of the corresponding potential equation is considered. An equivalent formulation as a nonlinear integral equation is obtained. Fourier methods are used to analyze and implement the problem. Numerical experiments based on a regularized least-squares method are presented.
1. Introduction. Suppose (r; ') denote polar coordinates in the plane and r = a(') is a continuous function, with graph of a contained in some domain R 
.
The subject of this work is the following problem:
Determine the interface r = a(') in u = f a (r; ') = ( 1 for 0 r < a(') 2 for a(') r on R 2 from known boundary data z 1 = uj @ and z 2 = @u @n j @ .
(
We consider only the situation where = U, the open unit disk in R 2 . The following introductory remarks, however, do not only apply to U, but to any simply connected open subset of the plane with smooth boundary. Problem (1) occurs in the context of recovering an unknown mass distribution inside a planar body from measurements of the potential at the boundary. Suppose a mass distribution consisting of two layers is given on : a region of constant density 1 inside (a core) and an annular region (a mantle) of constant density 2 enclosing the core, and suppose that the interface between the two regions is given by the curve r = a('). The gravitational potential u generated by this mass distribution is then a solution of the Poisson equation u = f a . Therefore (1) can be interpreted as the problem of nding the curve which separates the regions of constant density from measurements of the potential at the boundary of .
Closely related to (1) is the inverse domain recognition problem in potential theory:
Find the domain~ in Z~ E(x; ) d = g(x); x 2 @ , from known g : @ ! R. (2) Here~ denotes some open subset of and E(x; ) = 1 4 log jx ? j 2 :
This work was supported by Fonds zur F orderung der Wissenschaftlichen Forschung, Austria, under P 7869-Phy and Bundesministerium f ur Wissenschaft und Forschung, under project`Mathematische Optimierung und Inverse Prozesse' y Institut f ur Mathematik, Technische Universit at Graz, Kopernikusgasse 24, A-8010 Graz, Austria 1 In fact, (1) and (2) are equivalent in the following sense. Suppose (1) holds for a, z 1 and z 2 . Using Green's formula and well known identities from the theory of boundary integral equations (c.f. Chen (2) with g given by the right hand side of (4) . On the other hand, the Newtonian potential w(x) = R a E(x; ) d satis es w = f a for 1 = 1, 2 = 0. We set z 1 := g = wj @ and z 2 := @w @n j @ . Starting with (2), only z 1 but not z 2 is known. However, if we apply Green's formula and well known integral identities 4, p 223, (6.43) and p 224, (6.45)] to w( ) and E(x; ), we obtain the integral equation from which the constant c can be uniquely determined. Hence, we arrive at (1) with known boundary data z 1 and z 2 and unknown a.
The domain recognition problem (2) was studied extensively in the past. We mention Novikov 14 ], Prilepko 15] 16], Cabayan and Belford 3], Brodsky 2] , Strakhov and Brodsky 19] , the book by Isakov 9] and the literature cited there.
The starting point of yet another equivalent formulation is the boundary value problem ( u = f a on uj @ = z 1 :
With u = u(a; z 1 ) denoting the solution of (6), we can de ne the operator G(a; z 1 ) = @ @n u(a; z 1 ) @ and we could solve G(a; z 1 ) = z 2
for a. A disadvantage of (7) arises if we have to deal with noisy data. Suppose z 1 and z 2 are replaced by inaccurate measurements z i 1 and z i 2 . Then (7) becomes G(a; z i 1 ) = z i 2 :
This means that we have to deal not only with perturbed data on the right-hand side but also with a perturbed operator G i = G( ; z i 1 ), which makes the analysis of the problem rather complicated.
A completely di erent, optimization theoretic approach to a problem similar to (1) is presented in Kunisch and Pan 11] . There the augmented Lagrangian method was used to obtain a formulation of the identi cation problem as a constrained minimization problem.
In this paper we present an approach to (1) which is very similar to the considerations which led to (4) , with the di erence that we use the Green's function for the Dirichlet problem on U instead of the fundamental solution E(x; ). As in (4) we obtain a nonlinear operator equation F(a) = z (8) where F is an integral operator over the variable domain a and z = z(z 1 ; z 2 ). This method is restricted to those domains for which a Green's function is known. The loss of generality is however rewarded by a very compact form of the resulting integral equation for a. Moreover the choices = U and a = a(') make it possible to use Fourier analysis, which will turn out to be a very powerful tool for analyzing and implementing the problem. We show that (8) can be reduced to an in nite system of nonlinear functionals of a, attaining prescribed values which depend on the data z 1 and z 2 . We derive results on smoothness, di erentiability, injectivity and ill-posedness for (8) . To deal with the ill-posedness of the problem, we approximate (8) by a regularized least-squares problem, and we check conditions which ensure stability and convergence for the approximating problem. Finally we present numerical results for di erent interfaces and di erent choices of the regularization term.
2. Preliminaries. We now x the terminology for the subsequent sections and we provide some basic technicalities which are needed henceforth. The notation (r; ') and ( ; ) is used for polar coordinates of points x 2 R 2 and 2 R 2 respectively. U = B(0; 1) (10) Points on the boundary of U are identi ed with the corresponding angle in polar coordinates, i.e. we set @U = f' + 2 Z : ' 2 Rg = R=2 Z =: T. For l 0, the Sobolev space H l (T) is de ned by
(1 + n 2 ) l jf(n)j 2 < 1g; (11) wheref (n) = 1 2 inf(n) e in' : (16) It is a bounded linear operator with ker D given by the constant functions on T. The space C 1 (T) of all in nitely di erentiable functions on T is characterized by C 1 (T) = ff : T ! C : jnj k jf(n)j ! 0 as n ! 1 for all k 2 Ng:
(17) The preceding facts follow as a simple special case from theorems on Sobolev spaces on smooth compact manifolds as presented e.g. in Wloka 20] . The Poisson kernel P : U ! C is de ned by P(r; ') = X n2Z r jnj e in' : (18) The solution u 2 H 1 (U) of the Dirichlet problem
is given by the Poisson integral u(r; ') = 1 
where D is the (tangential) derivative operator de ned in (16) . With this notation we can write the conclusion of Proposition 2.1 in the form
3. An Alternative Approach. Let us return to problem (1) with = U and given data z 1 2 H 1 2 (T) and z 2 2 H ? 1 2 (T). We assume that i > 0 for i = 1; 2, 1 6 = 2 and a 2 H 1 (T) with 0 a(') 1 for all ' 2 T. Our goal is to formulate the identi cation problem for a as an inverse problem F(a) = z; where z is a function on T depending on the data z 1 and z 2 . However, this cannot be done in a naive way since we have to take care of the fact that there is an in nite variety of possible boundary values (z 1 ; z 2 ) for a solution u(a) of u = f a , for one and the same a. Hence a mapping a 7 ! u(a) 7 ! ? 0 u(a); 1 u(a) would be, without additional assumptions, a multivalued function. We therefore seek to construct an invariant z depending on z 1 and z 2 which is the same function for all pairs (z 1 ; z 2 ) within the set of all possible boundary values of u(a), i.e. z should not depend on the special choice of z 1 and z 2 but only on the interface a, and we must be able to construct z from any given pair (z 1 ; z 2 ). This can be done by means of the following 
for all n 2 Z, where 0;n = 1 if n = 0 and 0;n = 0 else. This is a system of in nitely many (nonlinear) functionals which we have to solve simultaneously for a.
Remark 3.2. In view of generalization to domains of arbitrary geometry we shall now give a brief explanation of the above formula (30) from a di erent perspective.
Let G(x; ) denote the Green's function for the Dirichlet problem (6) on U, i.e. assume that the solution of (6) can be written in the form
for all x 2 U. We (formally) take now rst order traces on both sides of (34), where we di erentiate under the integrals on the right-hand side and evaluate at x 2 @U. A rigorous justi cation of these operations will be given at some other place. We obtain
for all x 
For the last equality we refer to Rudin 17, p 233, (2) 2 ; we have derived (30) from the relation (35). Obviously (35) also makes sense if U is replaced by some arbitrary R 2 , hence we can consider (35) as a generalization of (30) to domains di erent from the unit disk, provided that the Green's function for the Dirichlet problem on is known. 4 . Smoothness, Di erentiability and Uniqueness. In this section we consider certain properties of the operator F as de ned in (29). We investigate smoothness properties of F(a) (') and calculate the Fr echet derivative F 0 (a). The domain for F is de ned as the set dom F = fa 2 H 1 (T) : 0 a(') 1 for all ' 2 Tg:
(38)
Frequently we shall consider the interior (dom F) of dom F in H 1 (T), given by (dom F) = fa 2 H 1 (T) : 0 < a(') < 1 for all ' 
is Lipschitz continuous for every l 2 R, with Lipschitz constant given by k = j 1 ? 2 jc, wherec is some constant depending on U(a) and l.
Proof. From (14) and (29) Let us now suppose that a 2 (dom F) . Since a 2 H 1 (T) C(T), it follows that sup '2T ja(')j = kak 1 < 1. We have as jnj ! 1 since kak 1 < 1, and hence F(a) 2 C 1 (T), due to (17) . The boundedness of the embedding H 1 (T) , ! C(T) implies that we can nd a neighbourhood U(a) of a 2 (dom F) in H 1 (T) such that m := supf kbk 1 : b 2 U(a) g < 1. We consider (25) imply that although each of the boundary data z 2 and (Dz 2 ) is only in H ? 1 2 (T) (and, in general, will not be in any space H l (T) with l > ? 1
2 ) their di erence is in
We also point out that in Proposition 4.1 we have also proved the Lipschitz continuity of F with respect to the C(T)-norm on (dom F) . Proof. First of all we show that the Fourier transform of (44) We now address the problem of uniqueness of a solution a 2 dom F of F(a) = z for z 2 rg F. In Section 1. we proved that every solution a 2 C(T) with 0 a(') 1 is also a solution of the equivalent inverse potential problem (3). Hence, to prove injectivity of the operator F, it is su cient to prove unique solvability of (3). The Next we shall prove the injectivity of F 0 . 
We shall rst prove that (49) implies
for all functions h which are harmonic on some neighbourhood V of a = (r; ') : r a(') . For this purpose x h harmonic on V and let h c : V ! R be a harmonic conjugate of h, i.e. suppose h c is chosen such that the function H(x + iy) = h(x; y) + ih c (x; y) is analytic on V . Here we have changed for the moment from the usual polar coordinates (r; ') to Cartesian coordinates (x; y). For a proof of the existence of a harmonic conjugate to a given harmonic function see Kellogg 10 uniformly on a . Hence we obtain
The second term on the right-hand side of (53) is 0 due to (49) and the rst one tends to 0 since p n ! h uniformly on @ a . Hence the left-hand side of (53) must be 0
and (50) and hence a n 6 ! a for n ! 1 in L 2 (T for n ! 1 and consequently F(a n ) ! F(a) in H l (T). Since the k th derivative D k is a continuous operator from H k+1 (T) into H 1 (T) it follows that D k F(a n ) ! D k F(a) in H 1 (T) and due to the compact embedding H 1 (T) , ! C(T) we have D k F(a n ) ! D k F(a) uniformly on T for all k 2 N. From this we can conclude that F(a n ) ! F(a) even in the topology on C 1 (T).
The lack of continuous dependence of the interface a on the observation z in (55) is the reason why we consider the inverse problem of determining a from z as`ill- we consider only the case where l = ? 1 2 . This is motivated by the fact that the data on the right-hand side of (55) ; (57) where we suppose that a 0 2 (dom F) exists, satisfying F(a 0 ) = z 0 . By Theorem 4.4, a 0 is then uniquely determined by z 0 .
In 12] conditions were obtained which ensure solvability, stability with respect to noisy data, and convergence of solutions of (56) | with a certain convergence rate | towards a solution of (55) if the noise level and the parameter go to 0. Applying the results 12] leads to the following (29) and (38) respectively, and a 2 H 1 (T), z 2 H ? 1 2 (T) and > 0. Then there exists a solution a = a( ; z) 2 dom F of (56). Solutions of (56) are stable in the sense that for z n ! z in H ? 1 2 (T), the sequence a n = a( ; z n ) has a H 1 (T)-convergent subsequence, and the limit of every weakly convergent subsequence of fa n g is solution of where F e = 1 F, z e = 1 z and e = 2 are independent of . Therefore, if 6 = 0, the optimization problem (56) depends on only as a scaling factor. This justi es to x 1 = 2 and 2 = 1 for all numerical examples.
In order to obtain numerical data for the right-hand side of (33) from some known interface function a, we also used the numerical integration (60). We set z(n) The rst thing to come to mind is perhaps to choose M = N in (61). With this choice it was observed in the numerical computations that large values of M increased the computation time considerably. We were therefore bound to x M somewhere below 100. However, it turned out that (for xed M) the value of N (the number of interpolation points) could be increased beyond M without increasing the computational error and without loosing too much computation time. This may be due to the fact that F(a)]b(n) decreases exponentially as jnj ! 1 (c.f. (42) with k = 0), and hence the in uence of the terms for large values of jnj to the minimum of (61) is optimal. Note that the optimal regularization parameter increases for growing noiselevel. It is also worth mentioning that the di erence between the L 2 (T)-error and the H 1 (T)-error is very small which can be attributed to the fact that the representation of a c as a Fourier series has only two modes (a c 2 S 3 ). An error in the higher modes is therefore not likely to occur since in (62) they are penalized by the regularization term with comparably large . The four plots in Figure 3 show numerical experiments with the interface function a h (') = 
We called this function`Hole' and we investigated the behaviour of solutions of (62) for di erent noise-levels = 0; = 0:0005; = 0:005 and = 0:05. According to Theorem 5.1 the regularization parameter was chosen of order ; i.e. we choose = 10 ?8 ; = 10 ?7 and = 10 ?6 for the values 6 = 0, where the value = 10 ?6 for = 0:05 is optimal. For this interface the optimal parameter is considerably smaller than for Cosine (with the same noise level), which is due to the fact that higher frequencies are needed to represent a h , hence it is not good to suppress them by a strong regularization term. In Table 1 and Table 2 Table 2 Error Rates for Hole 
for noise-levels = 0 and = 0:05 with optimal regularization parameter . (1 + n 2 ) jâ N (n)j 2 :
The corresponding results are represented by the dashed line in Figure 8 . Moreover we considered regularization with a seminorm which penalizes only frequencies n 4
This regularization is indicated by the dotted line.
The fourth curve is generated by the`L 2 (T)-seminorm' The advantage of the seminorms (66), (68) and (69) is apparent since the error does not blow up for large values of as the full norm regularization (67) does. Figure 9 shows a typical situation for full-norm regularization with chosen too large. In this case not only the edges vanish in Zigzag but also (due to the unfortunate choice a = 0) the whole curve is shifted downward.
A comparison of the seminorms (66) and (69) shows that the optimal error is almost the same in both cases, the major di erence lies in the location of the optimum ( 7 10 ?5 for (66) and 3 10 ?3 for (69) ). Hence (69) generates highly oscillating solutions, as in Figure 6 , for (small) values of for which (66) still gives good results, while the`overregularizing e ect', as in Figure 7 , occurs with (66) for parameter values for which (69) is still close to the optimum. We note that the at left end of the curves for regularization terms (66){(68) and (much more) (69) in Figure 8 is due to the regularizing e ect of the Levenberg-Marquard algorithm which dominates the regularization term for small . ( = 10 ?5 is already too small to have a signi cant e ect for (69)! )
Finally the regularization term (68) (`H 1 (T)-seminorm with large kernel') exhibits the same behaviour as (66) and (67) for small values of . For large values of however it produces considerably better results than for instance (66) since, due to the lack of the rst three frequencies in the regularization term, the overregularization phenomenon is not as strong as for (66).
Appendix A. Appendix. (n) a 0 ( ) jnj+1 e in :
Hence (R4) reads as: There exists ! 2 H 
