The multiconfiguration time-dependent Hartree ͑MCTDH͒ method is combined with the optimal control theory ͑OCT͒ to study femtosecond laser pulse control of multidimensional vibrational dynamics. Simulations are presented for the widely discussed three-electronic-level vibronic coupling model of pyrazine either in a three or four vibrational coordinate version. Thus, for the first time OCT is applied to a four-coordinate system. Different control tasks are investigated and also some general aspects of the OCT-MCTDH method combination are analyzed.
I. INTRODUCTION
It is of ongoing interest to explore molecular dynamics by special tailored femtosecond laser pulses ͑see, for example, Refs. 1 and 2͒. While multidimensional wave packet dynamics in polyatomic and condensed phase systems have been studied in closed loop control experiments, [3] [4] [5] [6] [7] simulations based on the optimal control theory ͑OCT͒ are restricted to models with at most two nuclear coordinates ͑for example, Refs. 8-10͒. However, to understand the molecular dynamics underlying the particular control mechanism realized in the experiment, more sophisticated models are often necessary.
One efficient way to treat multidimensional vibrational dynamics in molecular systems is offered by the multiconfiguration time-dependent Hartree ͑MCTDH͒ method. [11] [12] [13] In this method the wave function is expanded in a basis of time-dependent product states ͑Hartree products͒ with also time-dependent expansion coefficients. In the most basic form every wave function forming the product basis belongs to a single vibrational coordinate defining the so-called single particle functions ͑SPFs͒. This basis adapts itself to the evolving wave packet and remains optimally small, allowing larger systems to be treated efficiently.
Here, we will apply the combination of the MCTDH method with the OCT to carry out simulations for the widely studied pyrazine molecule. [14] [15] [16] [17] [18] For our purposes an electronic three-state model complemented by three or four vibrational modes is sufficient. Besides the S 0 ground state, it covers the excited S 1 ͑ , * ͒ and S 2 ͑n , * ͒ states, where the latter are vibrationally coupled and exhibit a conical intersection.
The respective Hamiltonian used for our simulations is shortly recalled in Sec. II. Afterwards, the combination of the MCTDH method with the OCT is introduced in Sec. III. In Sec. IV numerous numerical results are presented, and the paper ends with some concluding remarks in Sec. V.
II. THE MODEL
The three-electronic-state vibronic coupling model of pyrazine has been described at various places in literature ͑see, e.g., Refs. 14-18͒. Here, we only recall some basic features. The overall pyrazine Hamiltonian including the coupling to the radiation field is written as H͑t͒ = H mol + H field ͑t͒. ͑1͒
The molecular part expanded in a diabatic basis reads 19, 20 H mol = H vib ͉ S 0 ͗͘ S 0 ͉ + ͚ a=S 1 ,S 2
where a denotes the electronic wave function of state a ͑a = S 1 , S 2 ͒, the E a are the vertical electronic excitation energies ͑note that E S 0 has been set equal to zero͒, and the vibrational Hamiltonian is given by
͑3͒
In H mol , Eq. ͑2͒, ⌫ 1 indicates the set of totally symmetric modes and ⌫ 3 corresponds to the set of asymmetric ones which provide a linear coupling between the two excited states. 14, 17, [19] [20] [21] In the following we use a description with the single nontotally symmetric coupling mode j =10a ͑out of plane vibration͒ and two or three totally symmetric tuning modes j =1,6a or j =1,6a ,9a ͑ring stretching and bending vibrations͒, respectively. All parameters for the three-and four-mode models of pyrazine are listed in Table I . For fur-ther use it also contains the oscillation periods T j of the vibrational modes and their equilibrium positions Q j ͑a͒ in the two excited states.
In pyrazine the S 0 − S 1 ͑ * ͒ and S 0 -S 2 ͑n * ͒ transitions are dipole allowed, whereas the S 1 -S 2 transition is dipole forbidden. The oscillator strength of the S 0 -S 1 transition, however, is approximately ten times smaller than that of the S 0 − S 2 transition and, therefore, will be neglected in what follows ͑some test calculations confirmed this decision͒. Consequently, the coupling to the radiation field is written as
The transition-dipole matrix element is denoted by d and is assumed to be independent of the nuclear coordinates ͑Con-don approximation͒. The electric field strength E should be linearly polarized ͑the polarization unit vector is n͒. In the following we will restrict the discussion to intramolecular electronic and vibrational dynamics. Thus, any coupling of the excited molecules to an environment ͑in the condensed phase͒ or to their rotational motion ͑in the gas phase͒ has been neglected. The effect of a possible random spatial orientation of the molecules is also suppressed ͑the product of d and of the field polarization n is fixed and identical for all molecules͒. And a low temperature situation is considered. Consequently, the ensemble of molecules can be represented by a pure state before excitation, i.e., by the vibrational ground state of the electronic ground state and a fixed spatial orientation.
III. OPTIMAL CONTROL SCHEME COMBINED WITH THE MCTDH METHOD
In its standard version laser pulse control of molecular dynamics is formulated as the task to maximize an observable O at a particular final time t f by radiation field excitation. [22] [23] [24] [25] In the present case of pure-state dynamics the observable is obtained as
where Ô is the operator corresponding to the observable and ⌿͑t f ͒ denotes the laser pulse driven system wave function at final time t f ͑for simplicity, the notation neglects the dependence of all wave functions on E͒. This so-called control functional contains a constraint to guarantee finite field intensity, where the respective Lagrange parameter ͑t͒ includes a time dependence ͑t͒ = 0 / sin 2 ͑t / t f ͒ to switch the laser field on and off smoothly. 8 In searching for the extremum of J͑t f ; E͒ the laser pulse can be calculated which solves the control task. It is usually named optimal pulse and the respective value of O͑t f ; E͒ is known as the control yield. The optimal pulse has to be deduced from the following functional equation:
where the wave function ⌿͑t͒ obeys the standard timedependent Schrödinger equation ͑including the laser pulse and with the initial value
The function ⌰͑t͒ results from a similar equation,
but propagated backwards in time starting at t f and ending at t 0 . The respective "initial" value reads
In Refs. 26 and 27 an iteration scheme to determine the optimal pulse has been suggested which combines these forward and backward propagations iteratively. The key point in this connection is the replacement of the field strength in Eqs. ͑8͒ and ͑9͒ by the right-hand side of Eq. ͑7͒, resulting in coupled nonlinear Schrödinger equations for forward and backward propagations. When iterating these equations one guesses an initial pulse E ͑0͒ ͑t͒ to compute the zeroth-order wave function ⌿ ͑0͒ ͑t͒ using directly Eq. ͑8͒. For the subse- and j in eV, T j in fs͒. The vertical electronic excitation energies amount to E S 1 = 3.94 eV and E S 2 = 4.84 eV. quent backward propagation ͑calculation of ⌰ ͑0͒ ͒ one replaces E͑t͒ in Eq. ͑9͒ by −2 Im͗⌰ ͑0͒ ͑t͉͒ ͉⌿ ͑0͒ ͑t͒͘ / ͑ប͑t͒͒ according to Eq. ͑7͒. The nonlinear Schrödinger equation for ⌰ ͑0͒ can be solved and the whole procedure is extended up to the case that convergence is obtained. The nth forward iteration uses the result of the ͑n −1͒th backward iteration and the nth backward iteration uses the result of the nth forward iteration. Within every iteration step ͑finalized after the computation of ⌿ ͑n͒ ͒ an approximate optimal pulse E ͑n͒ ͑t͒ can be calculated from the right-hand side of Eq. ͑7͒. Different authors demonstrated that this iteration scheme exhibits quadratic and monotonic convergence ͑see Refs.
27-29 ͒. It is the specialty of the approach presented here that the time dependence of the state vectors ͉⌿͘ as well as ͉⌰͘ are determined by the MCTDH method. [11] [12] [13] In order to apply the MCTDH method one introduces an expansion with respect to the diabatic electronic states ͑a = S 0 , S 1 , S 2 ͒:
and
resulting in vibrational wave functions a ͑Q , t͒ and a ͑Q , t͒ for the forward and the backward propagation, respectively. As already mentioned the initial wave function for the forward propagation is given by the vibrational ground state of the S 0 level. The initial values for the functions follow from Eq. ͑10͒ as
The expansion with respect to the electronic states transforms Eq. ͑7͒ for the optimal pulse into the following form ͓see also Eq. ͑4͔͒:
The expression is written using the Rabi energy dE͑t͒ the introduction of which is appropriate for the numerical calculations. Moreover, 1 / 0 has been replaced by the effective parameter ⌳ 0 =2͉d͉ 2 / ͑ប 2 0 ͒ ͑notice that ប⌳ 0 has the dimension of energy͒. Although the functions S 1 and S 1 do not appear in the expression determining the optimal pulse, of course, they enter the set of coupled wave equations.
The time-dependent Schrödinger equations for the vibrational wave functions a and b are solved within the MCTDH method 13 by introducing the following expansion ͑shown here for a ͒:
The quantity M j is the number of single particle functions j ͑a͒ ͑Q j , t͒ for mode j ͑=1, ... ,N͒ and the A 1 2¯N ͑a͒ ͑t͒ are the time-dependent expansion coefficients for the particular Hartree products ͟ j j ͑a͒ ͑Q j , t͒. The expansion coefficients as well as the Hartree products additionally depend on the electronic quantum number a = S 0 , S 1 , S 2 . The wave functions a ͑Q , t͒ of the backward propagation have to be expanded in the same way. As detailed, for example, in Ref. 13 the ansatz ͓Eq. ͑15͔͒ on which the MCTDH method is based on, results in coupled nonlinear equations of motion for the single particle functions and the expansion coefficients. At the moment it cannot be proven if these equations of motion also result in a quadratic and monotonic convergence as it is the case for the iteration scheme mention beforehand to determine the optimal pulse. Such an iteration scheme, however, is also not applicable within the existing MCTDH code. 30 This is because the code does not allow for the solution of timedependent Schrödinger equations which become nonlinear like those obtained via a replacement of the field strength by the expression given in Eq. ͑7͒. Therefore, it only remains to prove convergence within the course of the numerical calculations.
To remain sufficiently close to the original iteration we did not approximate the field strength E ͑n͒ ͑t͒ of the actual iteration ͑which enters the equations for the a ͑n͒ and b ͑n͒ ͒ by the field strength of the foregoing iteration. Instead, values calculated at earlier times but within the same iteration are used to obtain E ͑n͒ ͑t͒ via a quadratic extrapolation. Consequently, to get the nth iteration of the field at times t and t + ⌬t, first, the field at the preceding time t − ⌬t is computed according to
This expression uses the function ⌰ ͑or the functions b ͒ of the foregoing iteration and the function ⌿ ͑or the functions a ͒ of the present iteration but determined in the foregoing time step. To carry out the extrapolation two auxiliary fields have to be introduced, namely,
͑17͒
͑18͒
resulting in extrapolated field strengths
Note that these two extrapolated field strengths together with E ͑n͒ ͑t − ⌬t͒ are necessary for the whole application of the MCTDH code. Some illustrative examples indicating the numerically stable convergence behavior of this iteration scheme can be found in Appendix B.
IV. NUMERICAL RESULTS
To present data on the application of the combined OCT-MCTDH method we first concentrate on the control yield which is given by O͑t f ; E͒, Eq. ͑5͒, calculated with the optimal pulse. But we will also analyze the overall electronic state populations obtained as
where Q abbreviates the whole set of coordinates and ͐dQ the respective integration. Furthermore, to characterize the laser pulse driven vibrational dynamics in more detail reduced single-coordinate probability distribution functions referring to a particular electronic state are introduced. When focused on the vibrational coordinate Q j they read
where ͐dQ indicates that the integration has to be taken with respect to all coordinates except Q j . In Appendix A we present both quantities, Eqs. ͑21͒ and ͑22͒, for a wave packet moving freely ͑without external field control͒ between the S 2 and S 1 states after an impulsive excitation into the S 2 state. This should serve as a reference case for all subsequent studies on laser pulse driven dynamics.
As a third observable we will compute the coordinate expectation value referring to electronic state a which is defined as
Details on the performance of the combined OCT-MCTDH method are given in Appendix B. Notice that for all data presented in the following 15 iterations have been sufficient to arrive at rather well converged results ͑see also Appendix B͒.
A. Reference calculations: Neglect of the S 1 State
We start our considerations in neglecting the vibronic coupling among the two excited electronic states just considering the excitation of the S 2 state only. This will be done in exclusively using the three-mode model of pyrazine. Although somewhat artificial when considering pyrazine these computations serve as a reference case for later investigations. In particular, they will demonstrate to what extent a vibrational wave packet in the excited S 2 -state potential energy surface ͑PES͒ may be prepared.
First, for the sake of simplicity, let us assume that the target state is the whole electronic state S 2 , without any dependency on a particular vibrational state. Then, we have to set Ô = ͉ S 2 ͗͘ S 2 ͉ and the control yield follows as O͑t f ; E͒ = P S 2 ͑t f ͒, Eq. ͑21͒, with t f = 100 fs. It can be seen in Fig. 1 that the optimal laser pulse covers about one-half of the whole time interval, it starts to excite the system at about 20 fs; the amplitude of the-field increases with time, gets its maximum at about 60 fs, and switches off at about 80 fs. The shape of the field differs from a simple Gaussian, and the control yield can become as large as 0.95 ͑here we use ប⌳ 0 =2 eV͒.
Since the vibronic coupling is switched off in this example, the coordinate probability distribution, Eq. ͑22͒, of the coupling mode Q 10a does not display any oscillation ͑not shown͒. On the contrary, the probability distributions of both tuning modes oscillate around their S 2 -state equilibrium positions ͑see Table I͒. Although the described control task is a simple attempt to maximize the population of a parabolic PES in a three-dimensional coordinate space details of the dynamics appear less trivial. In particular, the optimal pulse deviates from a simple Gaussian one. Apparently, this is caused by the motion of a wave packet accompanying the excitation of the electronic state. But the results also indicate the complex behavior of the wave function defined versus three coordinates in a rather simple control task.
The foregoing considerations are continued by using a particular vibrational wave packet in the S 2 state as the target, i.e., we set ͉⌿ tar ͘ = ͑tar͒ ͑Q͉͒ S 2 ͘. The vibrational target wave function ͑tar͒ ͑Q͒ is chosen as the wave function of the vibrational ground state in the electronic ground-state PES, given by ͟ j S 0 ,0 ͑Q j ͒, but displaced by Q j ͑tar͒ fixing the posi- figure: temporal behavior of the optimal pulse field strength. The target state of the control task is given by the complete S 2 state to be reached at t f = 100 fs ͑the unit 0.1 at the axis corresponds to an electric field strength of about 2 ϫ 10 7 V/cm͒.
tion of the target wave packet in the excited-state PES. The related control yield reads O͑t f ; E͒ = ͉͗ ͑tar͒ ͉ S 2 ͑t f ͉͒͘ 2 . The approach described so far aims at a complete match of the target state. However, for target vibrational states positioned in an excited electronic state it would be also reasonable to maximize the overlap of the driven wave function with the target wave function but at an overall excited state population much less than 1. This is typical for a weak-field situation where the excited wave function solves the control task but with a very small overall excitation. Arriving at lower control yields in the following is such a possibility that has to be taken into consideration. Therefore the renormalized control yield O ͑ren͒ ͑t f ; E͒ = O͑t f ; E͒ / P S 2 ͑t f ͒ is introduced. The reference example among such target states is the one where ͑tar͒ ͑Q͒ is centered at the equilibrium position of the S 2 state, i.e., it is described by the displaced vibrational ground states ͟ j S 0 ,0 ͑Q j − Q j ͑tar͒ ͒, where the Q j ͑tar͒ specify the displacement, here taken as Q j ͑tar͒ = Q j ͑S 2 ͒ ͑see Table I͒ . In order to ensure that the laser pulse induced vibrational wave packet excitation and driving becomes efficient enough we put t f at 200 fs. Figure 2 shows the electronic state populations P S 0 and P S 2 , together with the optimal pulse. The much higher specialty of the target state compared with the case shown in Fig. 1 leads to a decrease of the control yield ͑0.85 instead of 0.95͒. In a further step we place the target wave packet to a position where one tuning mode is displaced from its vibrational equilibrium position. Figure 3 shows the related overall electronic state populations and the optimal pulse covering five well separated subpulses. They result in a stepwise change of the level populations and are in phase with the oscillating excited state vibrational wave packet. The behavior of the latter is displayed in Fig. 4 . However, while a strong oscillation can be observed with respect to the Q 1 -probability distribution resulting in the maximal value at Q 1 =0 at t f , the other tuning mode starts to oscillate but later its motion is damped to arrive at Q 6a = Q 6a ͑tar͒ at t = t f . In contrast, the Q 10a probability monotonously increases up to the final time t f ͑not shown͒. The computations presented so far are finalized by an investigation of similar control tasks with a series of systematically displaced vibrational target states in the electronic excited state. The upper panel of Fig. 5 shows the control yield versus the location of the target wave packet at the Q 1 coordinate. The center of the wave packet with respect to the 6a and 10a modes is fixed at their equilibrium position. Similar results but now with the control yield versus the location of the target wave packet at the Q 6a coordinate are shown in the lower panel of Fig. 5 . To make the results of this series of OCT solutions comparable we also present the renormalized control yield O ͑ren͒ obtained by taking the ratio of the control yield and the overall population of the S 2 state. The latter quantity gets its maximum value of 1 at the respective equilibrium position of the S 2 -state PES. While the control yield versus the Q 1 -coordinate wave packet location is rather symmetric with respect to the equilibrium position this is not the case when drawing similar data versus the Q 6a -coordinate ͑see lower panel of Fig. 5͒ . Moreover, one notices that the control yield is more influenced by a displacement with respect to the Q 1 coordinate than with respect to the Q 6a coordinate, which is caused by the smaller vibrational frequency of the latter mode.
B. The coupling between the S 1 and the S 2 state: Acceleration versus suppression of S 2 -S 1 internal conversion According to the computations of Refs. 16 and 31 the S 2 -S 1 state conical intersection is located close to the minimum of the S 2 -state PES. As a result optical excitation of the S 2 state is followed by ultrafast internal conversion ͑IC͒ into the S 1 state. Since the vibrational states of the S 2 state have a short lifetime, we can expect that laser pulse control of vibrational wave packet motion in the S 1 -state PES is easy to be achieved, which, however, should be not the case for a positioning of the vibrational wave packet at the S 2 state. To compare such types of control tasks the whole S 1 or S 2 state is used to construct the target operator, i.e., we will set Ô = ͉ S 1 ͗͘ S 1 ͉ or Ô = ͉ S 2 ͗͘ S 2 ͉. The final time t f at which the target state should be reached is taken as 100 fs as well as 30 fs where the latter value is dictated by the fast S 2 -S 1 transition taking place within some 10 fs; moreover, we set ប⌳ 0 = 2 eV. ͑ren͒ ͑t f ; E͒ obtained within the control tasks described in Sec. IV C. The results are ordered with respect to the target state specified by the electronic level and the localization of the coupling mode vibrational wave packet. A second set of results, where the position of the target state on the coupling mode has been changed, are also tabularized and are listed in parentheses. The wave packets in the tuning modes are localized at the equilibrium position in their respective electronic states. The final time t f and the parameter ⌳ 0 are also given ͑for details see text͒. A comparison of the S 0 -, S 1 -, and S 2 -level populations as well as the shape of the optimal pulse are presented in Fig. 6 . The upper panel of Fig. 6 demonstrates the temporal behavior of all electronic level populations if the target states are given by the S 1 level. The necessary intermediate S 2 -level population and the fast IC result in a rather high control yield. For the reverse case with the S 2 state as the target state ͑lower panel of Fig. 6͒ we reduced t f to 30 fs. Otherwise, OCT would displace the optimal pulse to start to act at about 85 fs and to reach the target at 100 fs. Now, the S 2 -state ͑the target state͒ population reaches the value of 0.65, i.e., a short intermediate stabilization of the S 2 -state population would be possible. But it is immediately followed by IC into the S 1 state. A neglect of the control pulse envelope function sin −2 ͑t / t f ͒ introduced in Eq. ͑14͒ allows the optimal pulse to reach larger values in the close vicinity of t f with a larger control yield. However, a somewhat longer laser pulse driven stabilization of S 2 -state population becomes impossible. This all indicates that within the given scheme of OCT a pronounced suppression of IC is impossible.
Additionally, this conclusion is illustrated in Fig. 7 showing the temporal behavior of the three reduced coordinate probability distributions, Eq. ͑22͒, projected on the S 1 electronic target state. As shown in Fig. 7 the probability distributions of the two tuning modes Q 1 and Q 6a indicate an opposite oscillation of the respective wave packets. At the same time the coupling mode wave packet disperses symmetrically around its equilibrium position at Q 10a ͑S 1 ͒ = 0 with the related coordinate expectation value ϽQ 10a ͑S 1 ͒ ͑t͒Ͼ ͓see Eq. ͑23͔͒ also remaining at 0. This behavior gives an interesting insight into the manner the coupling mode supports the IC process. If the whole S 2 state is taken as the target state, however, the wave packet motion differs strongly from the foregoing case. At the end of the 30 fs control pulse a wave packet is excited which remains rather localized in all the vibrational coordinates ͑since the respective shape of the probability distributions is quite simple and looks similar in each coordinate, we did not present them here͒. In particular, the probability distribution related to the coupling mode does not show the broad dispersion indicating the way the optimal pulse suppresses IC. Again, this only becomes possible on a very short time interval.
To judge the obtained effect of laser pulse control we compare the presented data with the wave packet dynamics after an impulse S 2 -state excitation ͑instantaneous vertical placement of the ground-state vibrational wave function from the S 0 into the S 2 state͒. The wave packet dynamics are known from literature ͑see Ref. 32 and references therein͒, but for convenience they are presented again in Appendix A. While in the undriven case the wave packet moves between the S 2 and S 1 states with a period of about 80 fs including some overtones ͑shorter modulations of the electronic state populations͒ these overtones are absent in the case of field driven dynamics of Fig. 6 . And the driven dynamics avoid large S 2 -state population ͑upper panel of Fig. 6͒ as well as suppress S 1 -state population over a period of about 15 fs ͑note also the different shapes of the coordinate probability distributions͒. Nevertheless, for the present choice of the control task the ability of a flexible control in comparison with a free evolution of the wave packet is not so large. A more specific target state, however, will overcome this somewhat disappointing result.
C. Acceleration of the S 2 -S 1 internal conversion: Choice of different vibrational target states at the S 1 electronic state PES
To investigate laser pulse control of the IC process into the S 1 electronic state in more detail we proceed as in Sec. IV A and introduce target states as displaced vibrational ground states ͟ j S 0 ,0 ͑Q j − Q j ͑tar͒ ͒, where Q j ͑tar͒ specifies the displacement of the vibrational wave function with respect to the particular coordinate. Noting the results displayed in Fig.  7 we realize that the wave packets of the two tuning modes move to their equilibrium position at final time. Table II lists the results of simulations where the target wave packet was set at the tuning modes' equilibrium posi- tion in the S 1 or S 2 state ͑see Table I͒ and with respect to the coupling mode located either at 1.0 or 2.0. Additionally, our simulations indicate that a lower value of ⌳ 0 does not lead to a stable solution of the control task. Choosing a larger value and increasing the control pulse length via an increase of t f increases somewhat the yield. The effect on the renormalized control yield O͑t f ͒ / P a ͑t f ͒, however, is less pronounced. But the respective numbers somewhat below 0.4 show that the driven wave packet matches the target state to a sufficient extent. The related level populations are shown in Fig. 8 . If one compares the coordinate probability distributions ͑not shown͒ with the behavior shown in Fig. 7 pronounced differences become obvious. There are no large oscillations with respect to the tuning modes. The wave packet gets its maximal value at the target state at the final time t f . The coupling mode disperses symmetrically ͑formation of a hump shaped wave packet͒. It can be also seen in Fig. 8 that the optimal pulse covers the whole time interval. Although directly addressed in the optical excitation the population of the S 2 state is suppressed in the whole time interval. Notice that although ⌳ 0 has been taken five times larger than the value used in Fig. 6 the field strength does not change considerably.
To highlight the effect of IC in a somewhat different way we consider a control task where the target wave packet is located at the S 0 -state PES ͑consideration of a pump-dump process͒ and at the S 1 -state equilibrium position of the tuning modes ͑as listed in the fourth line of Table II͒. Figure 9 shows the level populations of this pump-dump process. Interestingly, the optimal pulse covers eight subpulses depopulating and repopulating the electronic ground state. In the whole excitation process the population of the S 2 state is small compared with that of the S 1 state. And the latter is depopulated at the end of the laser pulse, too, although not directly coupled to the ground state.
A population of the S 2 state can only be achieved when removing the time dependence of the control parameter ͑t͒ ͓see Eq. ͑14͔͒. The respective data are also given in Table II and have been computed with the target wave packet to be located at the equilibrium position of the two tuning modes in the S 2 state ͑Q 1 ͑tar͒ , Q 6a ͑tar͒ , Q 10a ͑tar͒ ͒ = ͑2.02, −2.01, 1.0͒. Related state populations and coordinate probability distributions are presented in Figs. 10 and 11 , respectively. Compared with the control task where the whole S 2 state has been taken as a target state the wave packet propagation is much more structured. The optimal pulse populates, depopulates, and repopulates the S 2 state to finally reach the target state at time t f .
D. Application of the four-mode pyrazine model
In this last section we confront the computations presented so far with results obtained for a four-mode model of pyrazine. 16, 33 Besides the two totally symmetric tuning modes j =1,6a and the coupling mode j =10a it further includes the additional totally symmetric tuning mode j =9a. ͑As in the preceding considerations the remaining totally symmetric modes which couple only weakly to the S 1 and S 2 states are omitted.͒ In the four-mode model the modes j =6a and j =9a are the Condon-active modes in the n → * excitation, while the modes j = 1 and j =6a are primarily Condon active in the → * excitation. Note that the introduction of the additional tuning mode changes all parameters used within the three-mode model ͑see Table I͒ but, apparently, improves the simulation of the electron-vibrational dynamics of pyrazine. 16, 33 To be comparable to the computations discussed so far in the framework of the three-mode model we repeat the control tasks based on the target state which is either the overall S 1 or the S 2 state ͑see Figs. 12 and 13͒. When confronting the electronic level populations of the three-mode model ͑Fig. 6͒ with that of the four-mode model ͑Fig. 12͒ and the respective reduced coordinate probability distributions ͑Figs. 7 and 13͒, they are all rather similar. Also the shapes of the optimal pulses do not differ so much. There is a similar oscillation in the j = 1 and j =6a modes while the j =9a mode does not show such pronounced oscillations. In the four-mode model, additionally, the dispersion of the coupling mode is less strong.
In order to clearly demonstrate the wave packet motion in each coordinate, we also calculated the expectation values, Eq. ͑23͒, of the various vibrational coordinates related to a particular electronic state ͑not shown͒. It is found that in the three-mode model the expectation values of Q 1 and Q 9a reach ͑after several oscillations͒ at final time their equilibrium positions ͑Q 1 ͑S 1 ͒ = −0.37, Q 9a ͑S 1 ͒ = −1.02, see Table I͒ . In contrast, that of the coordinate Q 6a stays at a value of about 1.7, which is somewhat away from its equilibrium position Q 6a ͑S 1 ͒ = 1.3. As already mentioned before the expectation value of the coupling mode remains at zero because of the symmetry of the whole IC process. For the four-mode model and in the considered time interval of 30 fs the tuning modes 1 and 9a get their equilibrium position, while the 6a mode just reaches Q 6a = −0.5 at the final time.
V. CONCLUSIONS
We demonstrated possible laser pulse control of molecular dynamics in multimode systems by combining optimal control theory ͑OCT͒ with the multiconfiguration timedependent Hartree ͑MCTDH͒ method. This OCT-MCTDH approach has been exemplified for the well-established threeand four-mode three-electronic-level models of pyrazine. To explain the performance of the OCT-MCTDH approach we restricted our considerations on rather basic control tasks. They either aimed at a population maximization of one of the two excited states ͑showing vibronic coupling͒ or they tried to hit a particular wave packet in these states. In any case the control target should be reached at a particular time, which of course, represents an idealization of respective experiments. Nevertheless, differences of the driven dynamics to a free wave packet motion after ultrafast ͑impulsive͒ excitation into the S 2 state have been found mainly for the case where the target state is specified by a particular wave packet.
The strong vibronic coupling, however, introduces particular restrictions for the choice of the target state. It might be only useful to control wave packet formation in the lower lying S 1 excited state or to deform the electronic ground-state vibrational wave function within a pump-dump scheme.
The results obtained within the described application of the combined OCT-MCTDH technique to the three-and four-mode vibronic coupling models of pyrazine with rather regular potential energy surfaces have to be considered as reference data. Laser pulse control of more involved dynamics is under work.
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APPENDIX A: UNDRIVEN WAVE PACKET DYNAMICS IN THE COUPLED S 2 -S 1 STATES
The electron-vibrational dynamics in the excited states of pyrazine showing the S 2 -S 1 conical intersection have been already studied in Refs. 15 and 18. In order to compare the laser pulse driven dynamics, as discussed in the main text, with the freely moving wave packet after impulsive excitation, the respective data are presented here using the threemode and the four-mode vibronic coupling model and focusing on a time interval of 100 fs. Therefore, we assume a preparation of the S 2 diabatic state at t = 0 in moving the ground-state vibrational wave function of the S 0 state vertically to the S 2 state PES. The time-dependent populations of the S 2 state as well as of the S 1 state are displayed in Fig. 14 . The population of S 2 state exhibits an initial decay within the first 40 fs, indicating strong internal conversion. Afterwards, the ͑quasiperiodic͒ recurrences of the population continue up to few hundred femtoseconds. 15, 18 It is also instructive to demonstrate the temporal evolution of the reduced coordinate probability distributions in each coordinate. Figures 15 and 16 show the S 1 -state probability distributions in the three-mode and four-mode models. It is seen that all the tuning modes oscillate around their equilibrium positions, followed by large irregular fluctuations. In contrast, the reduced probability of the coupling mode shows a broad and symmetric dispersion.
APPENDIX B: PERFORMANCE OF THE MCTDH METHOD
The subsequent discussion mainly concentrates on the achieved precision and on the convergence behavior of the combined OCT-MCTDH method. An important check in this respect is the determination of the appropriate number of single particle function ͓see Eq. ͑15͔͒ which can be measured by the related so-called natural populations. Unfortunately, different quantities to be calculated have a different sensitivity to changes with respect to the particular MCTDH wave function representation. Hence, the natural populations do not provide a unique measure of the convergence. 13 We took a closer look on a series of representative simulations using various sets of single particle functions as given in Table III . The corresponding control yields versus the number of iterations of the OCT equations are shown in Fig.  17 . All the results demonstrate how sensitive the control yield depends on the used number of single particle functions. Because of the strong S 1 -S 2 state coupling one needs more single particle functions when populating the S 1 state. And since the tuning mode 6a shows the strongest oscilla-TABLE III. Performance of OCT-MCTDH approach ͑the control task refers to the maximization of the S 1 -state population at t f = 100 fs and described in the three-mode pyrazine model͒. Listed are = 5 different sets of calculations ͑see text͒. Every one is ordered with respect to the vibrational modes j and characterized by a certain number M of single particle functions as well as particular natural populations ͑NP͒. Both numbers are ordered with respect to their electronic state contributions ͑S 0 , S 1 , and S 2 states-from the left to the right͒. The basic time step ⌬t ͑in fs͒ of the propagation as well as the performance ͑for the machine see text͒ given by the overall computational time T ͑in h͒ are also presented. tions its simulation required the largest number of single particle functions. But enlarging their number increases the computational effort drastically, which is accumulated within the OCT iteration scheme. The difference with respect to the control yield between the sets 2 and 3 of computations represented in Table III is around 2%, but the computational time necessary for set 3 is about 1.5 times larger than that for set 2. Therefore, we consider the number of single particle functions used in set 2 to be sufficient. This set has been taken for all calculations discussed in the main part of the paper.
To find the appropriate step ⌬t in the time propagation the necessary precision has to be related to the available computer memory, since in the OCT scheme the complete coordinate dependence of the wave function ͑propagated forward as well as backward in time͒ has to be stored after each time step. For the calculations we chose ⌬t = 0.02, 0.04, and 0.08 fs. The calculations using ⌬t = 0.04 fs and 0.02 fs behave identically ͑convergence is reached after the 15th iteration͒. In the case of ⌬t = 0.08 fs, however, the obtained optimal pulse is characterized by a number of abrupt changes indicating numerical instabilities. So we consider ⌬t = 0.04 fs as the appropriate value for our simulations. The convergence of the control yield displayed in Fig. 17 also indicates the usefulness of the OCT iteration scheme suggested in Sec. III, although a strict proof of its behavior is not available.
It would be also of interest to test the necessary time needed for the computations ͑carried out with a 1 Gbyte memory and 1670 MHz frequency machine͒. We compared the MCTDH propagation done with a field of given time dependence and with a propagation which includes the computation of the field. Using ⌬t = 0.04 fs and t f = 100 fs the first type of computations just needs 6 min for the threemode model and 22 min for the four-mode model. Within the combination of the MCTDH propagation with the iteration scheme mentioned in Sec. III the program needs to read the forward and backward propagated wave functions at every time step and has to carry out the extrapolation for the field strength. Here, a single propagation up to t = t f needs 28 min when using the three-mode model and 80 min in the fourmode case.
