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V delu predstavite metodo modeliranja verjetnosti neplačila s kopulami. Metodo
uporabite tudi na konkretnih podatkih.
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Modeliranje verjetnosti neplačila s kopulami
Povzetek
Modeliranje verjetnosti neplačila za podjetja je zelo pomembno na področju
upravljanja tveganj. V delu je opisana metoda za ocenjevanje te verjetnosti z uporabo
trtnih kopul in simulacij lastnega kapitala, ki je predstavljena v [19]. Posebnost
te metode je, da temelji na javno dostopnih podatkih iz bilance stanja, saj kot
vhodne podatke potrebujemo le kratkoročne in dolgoročne obveznosti ter sredstva.
Hkrati se izognemo nekaterim predpostavkam Mertonovega modela, kar omogoča
uporabo tudi za srednje velika in manjša podjetja, ki predstavljajo pomemben del
slovenskega gospodarstva. Ker so velikokrat poleg verjetnosti neplačila v trenutnem
času pomembne tudi verjetnosti v prihodnosti pod določenimi pogoji, smo razširili
model z uporabo pogojnih trtnih kopul. To omogoča napovedovanje verjetnosti
glede na dodatne parametre, ki jih je možno šokirati za primer stresnih testov. Obe
metodi smo uporabili na realnih podatkih podjetja Petrol d.d. za zadnjih deset let,
kjer smo pri razširjeni metodi za dodatno spremenljivko uporabili letno spremembo
BDP Slovenije. Izkazalo se je, da razširjena metoda deluje kot pričakovano, saj je bil
ocenjeni lastni kapital manjši v primeru zmanjšanja BDP. Dodatno smo pokazali,
da je za pravilnejšo metodo in boljše delovanje metode pametno uporabiti relativne
razlike realnih podatkov v nekem obdobju namesto absolutnih podatkov.
Modeling probability of default using copulas
Abstract
Modelling Probability of default of companies is of the utmost importance in
the area of risk management. In this thesis, we describe a method for estimating
the probability of default via the usage of vine copulas and the companies’ capital
simulation, as presented in [19]. The stand out feature of this method is that it uses
only balance sheet data, as it needs only short and long term assets and liabilities.
Additionally, some of the Merton model assumptions can be discarded, which enables
its usage for small and medium enterprises, which comprise a significant part of
Slovenia’s economy. As forecasting the probability of default under certain conditions
is sometimes as important as estimating it in the present, we expanded the model
with conditional vine copulas. This expansion enables forecasting with additional
parameters, which can be shocked for the usage in stress testing. We used both
methods on ten years of real data for the company Petrol d.d. For the expanded
method, we used the yearly change of GDP for Slovenia as an additional variable.
It turns out that it works as expected, as the simulated own funds were smaller in
the case of lowered GDP. Additionally, we have shown that the performance of the
method improves, and the method becomes theoretically sounder if we use relative
changes of real data over some timeframe instead of absolute valued data.
Math. Subj. Class. (2020): 91G40
Ključne besede: kopule, verjetnost neplačila, parne konstrukcije kopul, trtne
kopule, Monte Carlo metode
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Verjetnost neplačila (angl. probability of default) je pomemben kazalnik pri ocenjeva-
nju kreditnega tveganja in tveganja poslovanja s podjetjem na splošno. Predstavlja
verjetnost neplačila v določenem časovnem obdobju, torej poda oceno verjetnosti, da
dolžnik ne bo mogel pokriti svojega dolga. Obstajajo točne zakonodajne definicije,
za namen našega modela pa bomo uporabili posplošeno definicijo iz Mertonovega
modela, ki verjetnost neplačila določi kot verjetnost, da obveznosti presežejo sredstva.
Je sestavni del kreditnega tveganja.
Namen članka [19], v katerem je bil predstavljen model, ki je predstavljen, upora-
bljen in razširjen v tem delu, je bil predstavitev novega načina za izračun verjetnosti
neplačila, ki ne temelji na Mertonovem modelu. Cilj avtorjev članka [19] je bil
izračun verjetnosti neplačila za velika podjetja z uporabo podatkov iz bilance stanja.
V članku uporabijo kratkoročna in dolgoročna sredstva ter obveznosti, vrednost
podjetja modelirajo s kopulami, kar omogoča fleksibilnost pri modeliranju in uporabo
porazdelitev, ki niso nujno normalne.
Zaradi narave podatkov je metoda uporabna tudi za majhna in srednja podjetja, ki
ne kotirajo nujno na borzi, kar naredi metodo zanimivo tudi za Slovenijo. Posledično
je namen te naloge naslednji:
1. predstaviti osnove teorije kopul in kako se z njimi modelira,
2. predstaviti osnovni model iz teoretičnega vidika,
3. preizkusiti model na slovenskih podatkih,
4. poskusiti razširiti model, da bi omogočal napovedovanje verjetnosti neplačila
glede na eksogene dejavnike, kot je npr. BDP.
Pravilnost modela je težko preizkusiti, razen, če izberemo taka podjetja, za katera
vemo, da so kasneje postala nesolventna, kot je bilo storjeno v članku. Podobno lahko
preizkusimo tudi razširitev modela. V tem delu se ne bomo osredotočili na testiranje
modela, saj je težko pridobiti zadostno količino podatkov za dovoljšno obdobje, razen
če imamo dostop do plačljivih okolij, zato bomo primerjali le rezultate med osnovnim
in razširjenim modelom, ko bomo predpostavili določene šoke, ki delujejo na BDP.
Če se model izkaže za obetavnega v tem smislu, bi se lahko uporabljal kot interni
model v Banki Slovenije, komercialnih bankah in zavarovalnicah.
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2 Kopule
2.1 Definicija kopul in Sklarov izrek
Obstajata dve ekvivalentnii definiciji kopule, njuna uporaba pa je odvisna od situacije.
Velikokrat se izkaže, da je analitična definicija uporabnejša za dokazovanje, da je
neka funkcija kopula.
Definicija 2.1 (Kopula in gostota kopule)
Definiramo kopulo in njeno gostoto.
1. Kopula C je d-dimenzionalna porazdelitvena funkcija na prostoru [0, 1]d katere
robne porazdelitvene funkcije so porazdeljene enakomerno zvezno na intervalu
[0, 1]
2. Kopula C je absolutno zvezna, če je d−krat odvedljiva. Pripadajočo gostota





Definicija 2.2 (Prizemljenost in d-naraščanje)
Naj bo C : [0, 1]d → [0, 1] funkcija.
1. Funkcija C je prizemljena, če velja, da je C(u1, ...ud) = 0 kadarkoli je ui = 0
za vsaj en i ∈ {1, ..., d}.
2. Funkcija C je d-naraščajoča, če, za u = (u1, ..., ud) ∈ [0, 1]d in
v = (v1, ..., vd) ∈ [0, 1]d, ui < vi za vsak i ∈ {1, ..., d}, velja:∑︂
(w1,...,wd)∈{u1,v1}×...×{ud,vd}
(−1)|{i:wi=ui}|C(w1, ..., wd) ≥ 0 (2.2)
Izrek 2.3 (Analitična definicija kopule)
Definiciji 2.1 ekvivalentna definicija kopule je sledeča:
Funkcija C ∈ [0, 1]d → [0, 1] je kopula, če in samo če:
• je prizemljena,
• je d-naraščajoča,
• zadošča C(1, ..., ui, ..., 1) = ui za vsak i ∈ {1, ..., d} in ui ∈ [0, 1].
Ekvivalenca definicij je dokazana v [18].
Dokazovanje, da je funkcija kopula, je zamudno opravilo. Lahko se ga lotimo na
dva načina.
1. Poskušamo skonstruirati verjetnostni prostor, na katerem obstaja slučajni
vektor (U1, ..., Ud), katerega porazdelitvena funkcija ustreza dani kopuli. V
primeru, da najdemo primeren slučajni vektor, imamo takoj na voljo tudi
možnosti simuliranja kopule. Negativna lastnost te metode je, da primeren
verjetnostni prostor težko najti.
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2. Lastnosti dokažemo analitično. Ta metoda je lahko zamudna, hkrati pa nam
samo pove, ali je funkcija dejansko kopula.
Primer uporabe obeh načinov dokazovanja najdemo v [18, Primer 1.8].
Sledi najpomembnejši izrek, ki je temelj simuliranja s kopulami in uporabe kopul
na splošno. Podali ga bomo v verjetnosti obliki.
Izrek 2.4 (Sklarov izrek)
Naj bo X d-dimenzionalni slučajni vektor z skupno porazdelitveno funkcijo F , robnimi
porazdelitvami Fi, i ∈ {1, ..., d} in robnimi gostotami fi, i ∈ {1, ..., d}. Potem lahko
skupno porazdeliteveno funkcijo izrazimo kot
F (x1, ..., xd) = C(F1(x1), ..., Fd(xd)), (2.3)
kjer je C neka d-dimenzionalna kopula.
Porazdelitveno gostoto izrazimo kot
f(x1, ..., xd) = c(F1(x1), ..., Fd(xd))f1(x1)...fd(xd), (2.4)
kjer je c gostota kopule. Za absolutno zvezne porazdelitve je kopula C ena sama.
Drži tudi obrat: kopulo, ki pripada d-dimezionalni porazdelitveni funkciji F z robnimi
porazdelitvenimi funkcijami Fi, i ∈ {1, ..., d}, lahko izrazimo kot
C(u1, ..., ud) = F (F
−1




c(u1, ..., ud) =









Dokaz. Dokazali bomo za primer absolutno zvezne porazdelitve.
Uporabimo zvezo, da za absolutno zvezne spremenljivke X velja F (X) ∼ U [0, 1],
kjer je F porazdelitvena funkcija X. Izpeljemo lahko naslednje:
F (x1, ...xd) = P (X1 ≤ x1, ..., Xd ≤ xd)
= P (F−11 (F1(X1)) ≤ x1, ..., F−1d (Fd(Xd)) ≤ xd)
= P (F1(X1) ≤ F1(x1), ..., Fd(Xd) ≤ F (xd))
= P (U1 ≤ F1(x1), ..., Ud ≤ Fd(xd))
= C(F1(x1), ..., Fd(xd)),
kjer s C označimo kopulo. To je kopula, saj iz konstrukcije sledi, da so robne poraz-
delitve enakomerno porazdeljene in da je funkcija definirana na prostoru [0, 1]d. Eno-
ličnost za absolutno zvezne porazdelitve sledi iz zveznosti, saj za vse u1, ..., ud ∈ (0, 1)
obstajajo taki x1, ..., xd ∈ R, da velja ui = F (xi) za i ∈ {1, ..., d}. Predpostavimo,
da kopuli C1 in C2 zadoščata zgornji enačbi. Torej velja
C1(u1, ..., ud) = C1(F1(x1), ..., Fd(xd)) = F (x1, ..., Fd)
= C2(F1(x1), ..., Fd(xd)) = C2(u1, ..., ud)
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Sledi enoličnost.
Obrat sledi iz dejstva, da F−1(U) ∼ F , pri čemer je F porazdelitvena funkcija X.
Definiramo slučajni vektor (U1, ..., Ud), nato pa za vsak element še Xi := F−1i (Ui),
za i ∈ {1, ..., d}. Sledi
C(u1, ..., ud) = P (U1 ≤ u1, ..., Ud ≤ Ud)
= P (F−11 (U1) ≤ F−11 (u1), ..., F−1d (Ud) ≤ F
−1
d (ud)
= P (X1 ≤ F−11 (u1), ..., Xd ≤ F−1d (ud)) = F (F
−1
1 (u1), ..., F
−1
d (ud))
Dokaz za splošni primer najdemo v [18, str. 16]
2.2 Mere skladnosti
Najpogostejše uporabljena mera skladnosti je Pearsonova korelacija, ki ji ponavadi
rečemo kar korelacija.
Definicija 2.5 (Pearsonova korelacija)
Pearsonov korelacijski koeficient meri linearno povezanost med dvema slučajnima
spremenljivkama. Naj bosta X1 in X2 slučajni spremenljivki, za kateri velja E[X21 ] <





Opazimo lahko, korelacija ni invariantna glede na monotono naraščajočo trans-
formacijo robnih porazdelitev. Želimo imeti mero, ki je invariantna glede na trans-
formacije robnih porazdelitev.
Tej lastnosti ustrezata Spearmanov ρ in Kendallov τ .
Definicija 2.6 (Kendallov τ )
Če sta X1 in X2 zvezni slučajni spremenljivki, potem je Kendallov τ definiran
τ(X1, X2) :=P ((X11 −X21)(X12 −X22) > 0)−
P ((X11 −X21)(X12 −X22) < 0),
(2.8)
kjer sta (X11, X12) in (X21, X22) n.e.p kot (X1, X2).
Empirično lahko izračunamo Kendallov τ na dva načina, odvisno ali dopustimo
izenačenja ali ne. Imamo vzorec slučajnih parov (xi1, xi2), i ∈ {1, ..., n}, n predstavlja








• Nc: število primerov, kjer velja xi1 < xj1 in xi2 < xj2 ali xi1 > xj1 in xi2 > xj2
za dva para,
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• Nd: število primerov, kjer velja xi1 < xj1 in xi2 > xj2 ali xi1 > xj1 in xi2 < xj2
za dva para,
• N1: število primerov, kjer imamo xi1 = xj1,
• N2: število primerov, kjer imamo xi2 = xj2.






Kot lahko opazimo, Kendallov τ zavzame vrednosti na intervalu [−1, 1]. Za
testiranje neodvisnosti dveh spremenljivk uporabimo asimptotične lastnosti τ in
potrebne izpeljave variance, ki so na voljo v [12], tukaj pa zapišemo le test.
Test neodvisnosti s Kendallovim τ
H0 : X1 in X2 sta neodvisni.
HA : X1 in X2 nista neodvisni.√︄
9n(n− 1)
2(2n+ 5)
|τ̃ | > z1−α/2, (2.11)
kjer je zα α kvantil standarne normalne porazdelitve, n pa velikost vzorca.
Uporabna lastnost Kendallovega τ je tudi to, da ga lahko izrazimo s kopulo
slučajnih spremenljivk.
Izrek 2.7 (Kendallov τ izražen s kopulo)





C(u1, u2)dC(u1, u2)− 1 (2.12)
Dokaz lahko najdemo v [4].
2.3 Kopule dveh spremenljivk (angl. bivariate copulas)
V tem delu smo se osredotočili na kopule samo dveh spremenljivk, saj je to razred
kopul, ki ga bomo potrebovali za modeliranje.
Obstajajo trije razširjeni načini za grajenje kopul - vsi so uporabni tudi za grajenje
kopul dveh spremenljivk.
• Uporaba transformacije z verjetnostno funkcijo (angl. probability integral
transform (PIT)) na vsaki robni porazdelitvi znanih multivariatnih porazdelitev,
• Uporaba rodovnih funkcij,
• Razširitev teorije ekstremnih vrednosti na več dimenzij.
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2.3.1 Osnovni primeri kopul dveh spremenljivk
Pred opisom širših razredov kopul si poglejmo tri osnovne kopule.
Definicija 2.8 (Neodvisna kopula dveh spremenljivk)
Verjetnostno lahko to kopulo predstavimo na naslednji način. Predpostavimo neodvi-
sni slučajni spremenljivki U1, U2, porazdeljeni enakomerno zvezno na intervalu [0, 1].
Skupna porazdelitvena funkcija je torej
P (U1 ≤ u1, U2 ≤ u2) = P (U1 ≤ u1)P (U2 ≤ u2) = u1u2 =: Π(u1, u2). (2.13)
Funkciji Π(u1, u2) rečemo neodvisna kopula dveh spremenljivk.
Vsako kopulo lahk omejimo z Fréchet-Hoeffdingovo mejo, iz katere dobimo še
drugi dve osnovni kopuli (ena izmed njih je kopula le za dve spremenljivki).
Izrek 2.9 (Zgornja Fréchet-Hoeffdingove meje)
Vsako kopulo C : [0, 1]d → [0, 1] lahko omejimo z Fréchet-Hoeffdingovo mejo. Najprej
definiramo
M(u1, ..., ud) := min{u1, ..., ud} (2.14)
in





− (d− 1), 0
}︂
, (2.15)
kjer {u1, ..., ud} ∈ [0, 1]d. Za vsak (u1, ..., ud) ∈ [0, 1]d velja
W (u1, ..., ud) ≤ C(u1, ..., ud) ≤M(u1, ..., ud), (2.16)
kjer je W (u1, ..., ud) spodnja Fréchet-Hoeffdingova meja, M(u1, ..., ud) pa zgornja.
Dodatno je M(u1, ..., ud) vedno kopula, W (u1, ..., ud) pa samo za dve spremenljivki.
Dokaz izreka 2.9 lahko najdemo v [18].
2.3.2 Eliptične kopule dveh spremenljivk
Ime izhaja iz razreda eliptičnih porazdelitev, ki so naslednje oblike.
Definicija 2.10 (Eliptične porazdelitve)
Da ima d−dimezionalni slučajni vektor X eliptično porazdelitev je ekvivalentno
temu, da je njegova gostota oblike
f(x) = kd|Σ|−
1
2 g((x− µ)TΣ−1(x− µ)) (2.17)
za neko konstanto kd ∈ R, vektor povprečij µ ∈ Rd, simetrično pozitivno definitno
matriko Σ ∈ Rd×d in funkcijo g : R+0 → R+0 .
Primera takih porazdelitev sta normalna in Studentova. Eliptične kopule so
izpeljane iz eliptičnih porazdelitev, npr. Gaussova kopula in Studentova t kopula.
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Primer 2.11 (Dvorazsežna Gaussova kopula)
Dobimo jo z uporabo dvorazsežne normalne porazdelitve z upanjem [0, 0] in korelacijo
ρ. Z inverzom Sklarovega izreka dobimo
C(u1, u2) = Φ2(Φ
−1(u1),Φ
−1(u2)), (2.18)
kjer je Φ(·) porazdelitvena funkcija enorazsežne standarne normalne porazdelitve,
Φ2(·, ·) pa porazdelitvena funkcija dvorazsežne normalne porazdelitve z upanjem
[0, 0], variancami 1 in korelacijskim koeficientom ρ.
Primer 2.12 (Dvorazsežna Studentova t kopula)
Dobimo jo z uporabo Studentove t porazdelitve z ν stopnjami prostosti, ničelnim







kjer je t gostota Studentove t porazdelitve s pričakovano vrednostjo [0, 0], stopnjo
prostosti ν in korelacijo ρ, T pa porazdelitvena funkcija enorazsežne Studentove t
porazdelitve z ν stopnjami prostosti.
2.3.3 Arhimedske kopule dveh spremenljivk
Podroben opis arhimedskih kopul lahko najdemo v [16] in [18], kjer so opisane v
splošnem, tukaj pa se bomo osredotočili na kopule samo dveh spremenljivk.
Definicija 2.13 (Arhimedske kopule dveh spremenljivk)
Naj Ω predstavlja množico zveznih, strogo monotono padajočih konveksnih funkcij.
Naj bo φ funkcija φ ∈ Ω : I → [0,∞], kjer φ(1) = 0. Arhimedska kopula dveh
spremenljivk z generatorjem φ je zapisana kot
C(u1, u2) = φ
[−1](φ(u1) + φ(u2)). (2.20)
V zgornji enačbi je z φ[−1] označen psevdo-inverz φ. Definiramo ga kot
φ[−1](u) :=
{︄
φ−1(u), 0 ≤ u ≤ φ(0)
0, drugače.
(2.21)
Velja φ[−1](φ(x)) = x, ko x ∈ [0, 1].
V primeru φ(0) =∞ rečemo, da je generator močan. V tem primeru je φ[−1](u) =
φ−1(u),∀u ∈ [0,∞].
Splošno gostoto zveznih arhimedskih kopul dveh spremenljivk lahko zapišemo na
naslednji način.
Lema 2.14 (Gostota arhimedskih kopul dveh spremenljivk)












Sedaj naštejemo nekaj primerov arhimedskih kopul dveh spremenljivk z enim
parametrom, ki bodo kasneje uporabljene za modeliranje.
Primer 2.15 (Claytonova kopula dveh spremenljivk)
V tem primeru je generator
φ(u) = uδ − 1.
Kopulo zato zapišemo kot







Parameter 0 < δ <∞ predstavlja stopnjo odvisnosti. Popolna odvisnost je dosežena
ko δ →∞, neodvisnost pa ko δ → 0.
Primer 2.16 (Frankova kopula dveh spremenljivk)
V tem primeru je generator
φ(u) = −1
δ
ln(e−u(e−δ − 1) + 1).
Kopulo zato zapišemo kot








(1− e−δ)− (1− e−δu1)(1− e−δu2)
)︁)︃
, (2.24)
kjer je δ ∈ [−∞,∞]\{0} parameter. Ko δ → 0+ dobimo neodvisnost.
Primer 2.17 (Joejeva kopula dveh spremenljivk)
V tem primeru je generator
φ(u) = 1− (1− e−u)
1
δ .
Kopulo zato zapišemo kot
C(u1, u2) = 1−
(︁
(1− u1)δ + (1− u2)δ − (1− u1)δ(1− u2)δ
)︁ 1
δ , (2.25)
kjer je δ ≥ 1 parameter. V primeru δ = 1 imamo dobimo neodvisno kopulo.
Primer 2.18 (Neodvisna kopula dveh spremenljivk)
Izhaja iz Joejeve kopule, ko je δ = 1. Zaradi njene uporabe jo vseeno napišemo
posebej. Njen generator je
φ(u) = e−u.
Kopulo zato zapišemo kot
C(u1, u2) = u1u2. (2.26)
Obstajajo tudi arhimedske kopule z dvema parametroma.
Primer 2.19 (BB1 kopula dveh spremenljivk)











kjer sta θ > 0 in δ ≥ 1 parametra. Ko θ → 0+ in δ → 1+, dobimo neodvisnost.
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Primer 2.20 (BB7 kopula dveh spremenljivk)
Kopulo zato zapišemo kot










kjer sta θ ≥ 1 in δ > 0 parametra. Ko sta θ = 1 in δ = 0, dobimo neodvisnost.
2.3.4 Kopule ekstremnih vrednosti dveh spremenljivk
Pri teoriji ekstremnih vrednosti nas zanima, kako so korelirani ekstremni dogodki,
torej dogodki z majhno verjetnostjo pojava. Že spet se osredotočimo samo na primere
z dvema spremenljivkama. Ideja izgradnje kopule je naslednja. Predpostavimo n
neodvisnih, enako porazdeljenih slučajnih vektorjev Xi = (Xi1, Xi2), i ∈ {1, ..., n},




(Xij), j ∈ 1, 2,
ki je predmet zanimanja teorije ekstremnih vrednosti. Definiramo Mn := (Mn1,Mn2)












Dokaz za to najdemo v [16]. Limita te kopule nas pripelje do definicije kopule
ekstremnih vrednosti.
Definicija 2.21 (Kopula ekstremnih vrednosti dveh spremenljivk)
Kopuli C rečemo kopula ekstremnih vrednosti, če obstaja kopula dveh spremenljivk








)︁n → C(u1, u2), ∀(u1, u2) ∈ [0, 1]2. (2.29)
Kopuli CX rečemo domena privlačnosti (angl. domain of attraction) kopule C.
V primeru dveh spremenljivk lahko te kopule karakteriziramo s Pickandovo
funkcijo odvisnosti A.
Izrek 2.22 (Karakterizacija kopule ekstremnih vrednosti dveh spremenljivk s
Pickandovo funkcijo odvisnosti)
Kopula dveh spremenljivk je kopula ekstremnih vrednosti, če in samo če








kjer je funkcija A : [0, 1]→ [1
2
, 1] konveksna in zadošča max{1− t, t} ≤ A(t) ≤ 1 za
vse t ∈ [0, 1]. Funkciji A rečemo Pickandova funkcija odvisnosti.
Dokaz lahko najdemo v [4].
Primer 2.23 (BB8 kopula dveh spremenljivk)










kjer za parametre velja 0 ≤ α1, α2 ≤ 1 in δ > 0.
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2.4 Parametri kopul in Kendallov τ
Kot že omenjeno, je Kendallov τ uporabna mera odvisnosti pri uporabi kopul, saj je
invarianten glede na monotono naraščajoče transformacije spremenljivk. Omogoča
pa nam tudi določanje parametrov kopul glede na neko njegovo vrednost, kar je v
veliko pomoč pri simuliranju spremenljivk z določeno odvisnostjo.
Primer 2.24 (Kendallov τ za eliptične kopule dveh spremenljivk)





Primer 2.25 (Kendallov τ za arhimedske kopule dveh spremenljivk)
Pri arhimedskih kopulah obstaja naslednja zveza med τ in generatorjem φ






Primer 2.26 (Kendallov τ za kopule ekstremnih vrednosti dveh spremenljivk)








2.5 Simuliranje vrednosti iz kopul
Vrednosti iz kopul lahko simuliramo na več različnih načinov. Uporabimo lahko
verjetnostne lastnosti, ki so motivirale izgradnjo kopule, da iz te kopule simuliramo
nove vrednosti. Primeri tega so prikazani v [18]. Lahko pa simuliramo postopoma s
pogojnimi kopulami. V tem delu se osredotočamo na kopule dveh spremenljivk, zato
predstavimo način za generiranje vrednosti iz kopul dveh spremenljivk s pogojnimi
kopulami.
Najprej pokažemo, kako se pogojne porazdelitve in gostote izražajo s pripadajočimi
kopulami.
Izrek 2.27 (Pogojne porazdelitve in gostote, izražene s kopulami)
Naj bo F porazdelitvena funkcija dvorazsežnega zveznega slučajnega vektor, f njena
gostota, F1 in F2 ter f1 in f2 pripadajoči robni porazdelitvi in gostoti. Pripadajočo
kopulo označimo s C12, njeno gostoto pa s c12.





pogojno gostoto pa kot
f1|2(x1|x2) = c12(F1(x1), F2(x2))f2(x2). (2.32)
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Dokaz z izpeljavo je preprost, sledi iz Bayesove formule za pogojno upanje in
uporabe formule za gostoto v definiciji izračuna kumulativne porazdelitvene funkcije.
Zgornjo formulo lahko uporabimo tudi na kopuli in tako dobimo izraz za pogojno




C12(u1, u2), ∀u1 ∈ [0, 1]. (2.33)
Iz tega sledi, da bi lahko zgornjo pogojno porazdelitveno funkcijo lahko zapisali
tudi kot
F1|2(x1|x2) = C1|2(F1(x1)|F2(x2)). (2.34)
Če lahko izračunamo inverzno porazdelitveno funkcijo je generiranje vrednosti iz
porazdelitve enostavno. Zato je uporabno poznati tudi zvezo





izpeljano iz enačbe (2.34).
Uvedemo notacijo h−funkcije, kot je predstavljena v [1], saj bo kasneje upora-
bljena.
Definicija 2.28 (h−funkcije kopul dveh spremenljivk)









kjer sta (u1, u2) ∈ [0, 1]2, θ pa so parametri pripadajoči kopulam.
V [18] lahko najdemo nekaj primerov izračunanih h−funkcij in njihovih inverzov.
Simuliranje iz kopul dveh spremenljivk
Če hočemo simulirati n neodvisnih enako porazdeljenih parov (ui1, ui2), i ∈
{1, ..., n} iz kopule dveh spremenljivk, uporabimo naslednji algoritem.
1. Simuliramo n ui1 vrednosti iz enakomerne porazdelitve na [0, 1].





kjer je vi za i ∈ {1, ..., n} neodvisna realizacija iz enakomerne porazdelitve
na [0, 1].
To deluje takrat, ko lahko izračunamo inverz h−funkcije.
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V primeru, da ne želimo imeti enakomernih robnih porazdelitev, radi pa bi
ohranili strukturo odvisnosti, določeno s kopulo, najprej zgeneriramo enakomerno
porazdeljene vrednosti, kot je opisano zgoraj, nato pa na vsaki uporabimo željeno
inverzno kumulativno porazdelitveno funkcijo. Te nove porazdelitve imajo še vedno
enako strukturo odvisnosti kot vrednosti zgenerirane iz kopul.
2.6 Parne konstrukcije kopul (angl. pairwise copula construc-
tion (PCC))
Cilj parnih konstrukcij kopul je zgraditi večrazsežno porazdelitev z uporabo dvoraz-
sežnih komponent. To naredimo s pogojevanjem porazdelitev in gostot. Podrobnejši
opis najdemo v [1] ali [4], spodaj pa sledi hitri oris ideje.
Recimo, da imamo slučajni vektor X = (X1, ..., Xn) s skupno gostoto f(x1, ..., xn).
To gostoto je možno faktorizirati s pogojevanjem na naslednji način
f(x1, ..., xn) = fn(xn)f(xn−1|xn)f(xn−2|xn−1, xn)...f(x1|x2, ..., xn). (2.37)






Tretji člen lahko podobno izpeljemo v
f(xn−2|xn−1, xn) = c(n−2)n|(n−1)
(︁














Vidimo, da je celotna izpeljava enolična do vrstnega reda, torej oznake oz vrstni
red spremenljivk se lahko zamenja, oblika pa ostane enaka. To velja tudi na vsakem
vmesnem koraku pogojevanja, npr. v zvezi (2.38).
V splošnem lahko torej napišemo pogojno gostoto kot
f(xj|v) = cxj ,vl|v−l
(︁
F (xj|v−l), F (vl|v−l)
)︁
f(xj|v−l), (2.39)
kjer je Xj element slučajnega vektorja, v vektor, na katerega pogojujemo, vl neka
spremenljivka iz v, v−l pa vektor v brez komponente vl. To zvezo lahko rekurzivno
uporabljamo na (2.37), tako da dobimo zmnožek kopul dveh komponent in robnih
porazdelitev. Takemu razcepu rečemo parna konstrukcija kopul. V konstrukciji smo
uporabili posplošitev, da so pogojne kopule odvisne od pogojevalnih spremenljivk le
preko porazdelitve, ne pa preko njihovih vrednosti.
Pogojne kumulativne porazdelitvene funkcije v zvezi (2.39) lahko izrazimo s








kjer je v vektor, na katerega pogojujemo, xl nek element v in xj /∈ v.
Pokažimo parno konstrukcijo kopul na primeru v petih dimenzijah.
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Primer 2.29
Podano imamo skupno porazdelitev slučajnega vektorja petih slučajnih spremenljivk
(X1, X2, X3, X4, X5) F in njeno gostoto f . Za lažjo berljivost uvedemo naslednje
oznake
Fi|i1,...,ir := Fi|i1,...,ir(xi|xi1 , ..., xir),
fi|i1,...,ir := fi|i1,...,ir(xi|xi1 , ..., xir),
ci|i1,...,ir := ci|i1,...,ir(Fi|i1,...,ir , Fj|i1,...,ir),
kjer i ̸= j in so i1, ..., ir dodatni indeksi, različni od i in j. Gostoto f lahko s
pogojevanjem faktoriziramo na
f = f5f4|5f3|4,5f2|3,4,5f1|2,3,4,5. (2.41)


















Z zvezo (2.43) je podana parna konstrukcija kopul petih spremenljivk. Poudarimo,
da je to le ena izmed možnih faktorizacij, saj lahko poljubno zamenjamo iste indekse
med sabo.
V primeru visoko razsežnih porazdelitev je število različnih možnih parnih kon-
strukcij kopul veliko. Zato rabimo primeren način za njihovo reprezentacijo in
izgradnjo, kar omogočajo trtne kopule.
2.7 Trtne kopule (angl. Vine-copulas)
Trtne kopule so predstavljene z drevesi. Uporabljajo se za reprezentacijo parnih
konstrukcij kopul.
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Definicija 2.30 (Zaporedje splošnih trtnih dreves (ali R-trtnih dreves oz. trt))
Množica dreves ν = (T1, ..., Td−1) je zaporedje splošnih trt na d elementih, če
1. T1 je drevo z vozlišči N1 = {1, ..., d} in robovi E1.
2. Za j ≥ 2 je Tj drevo z vozlišči Nj = Ej−1 in robovi Ej.
3. Za j = 2, ..., d− 1 in {a, b} ∈ Ej velja |a ∩ b| = 1.
Zadnja lastnost pove, da, če rob povezuje vozlišči a in b v Tj, j ≥ 2, potem morata
imeti v Tj−1 robova a in b skupno vozlišče.
Za lažje označevanje robov v kopulah definiramo polno unijo in pogojene množice
roba e ∈ Ei.
Definicija 2.31 (Polna unija roba e)
Polna unija roba e ∈ Ei je
Ae :=
{︁
j ∈ N1|∃e1 ∈ E1, ..., ei−1 ∈ Ei−1; j ∈ e1 ∈ ... ∈ ei−1 ∈ e
}︁
, (2.44)
kjer so N1 vozlišča.
Definicija 2.32 (Pogojene množice)
Pogojevalna množica roba e = {a, b} je
De := Aa ∩ Ab, (2.45)
kjer sta Aa in Ab polni uniji kot v (2.44). Pogojene množice pa so dane s
Sra := Aa\De, Se,b := Ab\De, Se := Se,a ∪ Se,b. (2.46)
Z zgornjimi definicijami lahko sedaj definiramo, kaj pomeni, da ima vektor
slučajnih spremenljivk R-trtno porazdelitev.
Definicija 2.33 (R-trtna porazdelitev)
Skupna d−dimenzionalna porazdelitev F slučajnih spremenljivk X1, ..., Xd je R-trtna
porazdelitev če obstaja trojica (F, ν,B), kjer:
1. Vektor F = (F1, ..., Fd) je vektor zveznih, obrnljivih, robnih porazdelitvenih
funkcij slučajnih spremenljivk Xi, i = 1, ..., d.
2. Množica ν predstavlja R-trtno zaporedje dreves na d elementih.
3. Množica
B = {Be|i = i, ..., d− 1; e ∈ Ei},
kjer je Be simetrična kopula (Be(u1, u2) = Be(u2, u1), u1, u2 ∈ [0, 1]) dveh
spremenljivk z gostoto in Ei je množica robov drevesa Ti ∈ ν za i ∈ {1, ..., d−1}.
4. Za vsak rob e ∈ Ei, i = 1, ..., d− 1, e = {a, b}, je Be pripadajoča kopula robni
porazdelitvi spremenljivk XSe,a in XSe,b , pogojenih na XDe = xDe . Zaradi
posplošitvenega pogoja kopula Be(., .) ni odvisna od xDe direktno, le preko
svojih argumentov.
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Kar zadnji pogoj v Definiciji 2.33 pove, lahko pokažemo na primeru.
Primer 2.34
Imamo spremenljivke {X1, X2, X3, X4, X5}, za katere zgradimo zaporedje R-trtnih
dreves ν = (T1, T2, T3, T4),ki je predstavljeno na sliki 1. Vozlišča prvega drevesa so
N1 = {1, 2, 3, 4, 5}, robovi pa E1 = {{1, 5}, {3, 5}, {4, 5}, {3, 2}}. Iz tega sledi, da so
vozlišča v drugem drevesu
N2 =
{︁



















{2, 3}, {3, 5}
}︁
∈ E2, ki ga lahko označimo tudi z 2, 5|3, v R-trtnem
drevesu T2 pripada kopula Be. To pomeni, da je pogojna porazdelitvena funkcija
(X2, X5|X3) podana z
F2,5|3(x2, x5|X3 = x3) = Be
(︁
F2|3(x2|X3 = x3), F5|3(x5|X3 = x3)
)︁
, (2.47)




Izrek 2.35 (Obstoj R-trtne porazdelitve)







cSe,a,Se,b|De(FSe,a|De , FSe,b|De), (2.50)
tako da imamo za vsak e = {a, b} ∈ Ei, i ∈ {1, ..., d− 1} kumulativno porazdelitveno
funkcijo





in da so robne porazdelitve enake tistim v F za i ∈ {1, ..., d}.
Definicija 2.36 (Trtna kopula)
Trtni porazdelitvi rečemo trtna kopula, če so vse njene robne porazdelitve porazdeljene
enakomerno zvezno na [0, 1].
Več o trtnih porazdelitvah najdemo v [18], tukaj bomo le napisali dve v praksi
največkrat uporabljeni podzvrsti, D-trtne kopule in C-trtne kopule.
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Slika 1: Primer grafičnega prikaza R-trtnega zaporedja dreves. Trte so zgrajene kot
v primeru 2.29. Okrajšana oznaka na povezavah predstavlja indekse v kopulah pri
gostoti iz primera.
Definicija 2.37 (D-trtna porazdelitev)
R-trtnemu zaporedju dreves ν = (T1, ..., Td−1) rečemo D-trtno zaporedje dreves, če za
vsako vozlišče n ∈ Ni velja
|{e ∈ Ei|n ∈ e}| ≤ 2. (2.52)
To pomeni, da je D-trtna porazdelitev enolično določena s prvim drevesom.










F (xi|xi+1, ..., xi+j−1), F (xi+j|xi+1, ..., xi+j−1)
)︁
(2.53)





Če kot v primeru 2.29 vzamemo pet slučajnih spremenljivk, je ena možna gostota








(a) D-trtna kopula (b) C-trtna kopula
Slika 2: Skici izgleda D-trtne in C-trtne kopule. Podani sta brez oznak, saj sta
enolični do vrstnega reda spremenljivk, torej je njuna oblika za pet spremenljivk
vedno taka.
Zaporedje trt za ta primer smo narisali na sliki 3.
Definicija 2.39 (C-trtna porazdelitev)
R-trtnemu zaporedju dreves ν = (T1, ..., Td−1) rečemo C-trtno zaporedje dreves, če v
vsakem drevesu Ti obstaja eno vozlišče n ∈ Ni, tako da
|{e ∈ Ei|n ∈ e}| = d− i. (2.55)
Tako vozlišče je eno samo.










F (xj|x1, ..., xj−1), F (xi+j|xi+1, ..., xj−1)
)︁
(2.56)





Če kot v primeru 2.29 vzamemo pet slučajnih spremenljivk, je ena možna gostota







Zaporedje trt za ta primer smo narisali na sliki 4.
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Slika 3: Grafični prikaz D-trtnega zaporedja dreves. Trte so oblike kot v primeru
2.38.
Slika 4: Grafični prikaz C-trtnega zaporedja dreves. Trte so oblike kot v primeru
2.40.
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2.8 Vzorčenje vrednosti iz parnih konstrukcij kopul
Podali bomo le osnove vzorčenja iz porazdelitev in trtnih porazdelitev. V tem
delu podamo le primer generiranja iz C-trtnih porazdelitev. Algoritmi temeljijo na
algoritmih vzorčenja iz inverznih kumulativnih porazdelitvenih funkcij.
Algoritem za vzorčenje iz d-dimenzionalne porazdelitve
Za simuliranje vzorca x1, ..., xd iz d-dimenzionalne porazdelitve F uporabimo
naslednji algoritem












3. Vrnemo x1, ..., xn, ki je naključni vzorec iz porazdelitve F .
Z uporabo istega principa vzorčimo iz trtnih porazdelitev. Kot že zgoraj omenjeno
bomo podali primer le za C-trtno porazdelitev, za D-trtno pa se lahko več informacij
najde v [4].
Najprej definirajmo splošno h-funkcijo, ki bo uporabljena pri simuliranju. Defini-
rana je podobno kot v 2.28, le da tukaj vpeljemo še pogojevanje.
Definicija 2.41 (Splošna h−funkcija kopul dveh spremenljivk)









Ci,j(ui, uj; θi,j). (2.59)
Za kopulo dveh spremenljivk iz R-trte CSe,a,Se,b|De(u1, u2|θSe,a,Se,b|De), ki pripada robu









Preden zapišemo algoritem si na primeru poglejmo, kako lahko simuliramo iz
preproste tridimezionalne R-trtne kopule.
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Primer 2.42
Imamo R-trtno kopulo s tremi spremenljivkami, kot je predstavljena na Sliki 5, iz
katere bi radi vzorčili. Označimo njeno kumulativno porazdelitveno funkcijo s F .
Iščemo torej vrednosti U1, U2, U3, ki so porazdeljene s porazdelitveno funkcijo F .
Slika 5: R-trtno zaporedje treh spremenljivk, iz katerega v primeru 2.42 simuliramo.
Najprej neodvisno iz enakomerno zvezne porazdelitve na intervalu [0, 1] vzorčimo tri
vrednosti W1,W2,W3. Neposredno lahko zapišemo U1 := W1. Za W2 in W3 sledimo





Torej lahko zapišemo, da je
U2 := h
−1(W2|U1, θ1,2).





= h(h(u3|u2, θ3,2)|h(u1|u2, θ1,2), θ1,3|2).
Izrazimo lahko inverzno porazdelitveno funkcijo
F−13|2,1(w3|u1, u2) = h
−1(h−1(w3|h(u2|u1, θ1,2), θ1,3|2)|u1, θ1,3),
iz česar sledi, da velja
U3 := h
−1(h−1(W3|h(U2|U1, θ1,2), θ1,3|2)|U1, θ1,3).
Iz primera 2.42 dobimo idejo, kako vzorčiti iz R-trtne kopule. Kar nam preostane
za posplošitev je algoritmično najti pravilno izbiro vrstnega reda računanja. Za
C-trtne kopule je to preprosteje, zato kot primer navedemo le ta algoritem.
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Vzorčenje iz C-trtne kopule
Naj bo Θ zgornjetrikotna matrika parametrov kopul iz C-trtne kopule. En
vzorec iz C-trtne kopule zgeneriramo na naslednji način:
Vzorčimo d neodvisnih U [0, 1] porazdeljenih vrednosti wi, i ∈ {1, ..., d}
v1,1 ← w1
for i = 2, ..., d do
vi,i ← wi
for k = i− 1, ..., 1 do
vk,i ← h−1i|k (vk+1,i|vk,k; θk,i)
end for
end for
Vrni ui := v1,i, i = 1, ..., d
Vse vrednosti, ki smo jih vzorčili, porazdeljene enakomerno zvezno na intervalu
[0, 1]. Poudarimo še, da indeksi v zgornjem algoritmu predpostavljajo, da je pri
drevesu Ti centralno vozlišče i.
O simuliranju iz pogojne C-trtne in D-trtne kopule si lahko več preberemo v [3].
Glavna razlika je, da že prej simuliramo vrednosti, na katere pogojujemo, tako da
jih vzamemo za dane. Ostale vrednosti simuliramo po istem principu kot zgoraj.
Dodatno omenimo, da je predpogoj takega simuliranja izbira drevesne strukture, pri
kateri so ostale vrednosti pogojene na pogojevane vrednosti, saj drugače izvedba
algoritma ni mogoča.
2.9 Empirično iskanje parametrov trtnih kopul
V tem podpoglavju si bomo pogledali, kako se ocenjuje parametre kopul na trtnem
drevesu v primeru, ko je že podana trta z določenimi kopulami. V nadaljevanju pred-
postavimo posplošitev, da so pogojne kopule odvisne od pogojevalnih spremenljivk
le preko porazdelitve, ne pa preko njihovih vrednosti.
V statistiki je standardna metoda za ocenjevanje parametrov metoda največjega
verjetja. Spodaj zapišimo največje verjetje za splošno R-trtno porazdelitev. Za
oznako kopul, ki pripadajo robu e ∈ E, kjer je E množica robov R-trtnega zaporedja
dreves, uporabimo iste oznake kot v definiciji 2.33. Ko v tem podpoglavju govorimo
o vzorcu u := (u1, u2, ..., un) velikosti n, kjer je ui := (ui,1, ui,2, ..., ui,d), i ∈ {1, ..., n},
zanj predpostavljamo, da je generiran iz ocenjevane trtne kopule ter da so posamezni
vzorci v u med sabo neodvisni.
Definicija 2.43 (Verjetje R-trtne kopule)













kjer je u vzorec velikosti n, podan v n × d matriki. V zapisu nismo eksplicitno
napisali odvisnosti od parametrov, saj so odvisnosti posredne. To pomeni, da je
gostota cSe,a,Se,b|De direktno odvisna od parametra θSe,a,Se,b|De , medtem ko je preko
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argumentov gostota posredno odvisna tudi od parametrov argumentov in parametrov
kopul, ki so bile uporabljene za rekurzivno določanje kopul v argumentu.
Iskanja parametrov bi se lahko z metodo največjega vejretja. Vendar, ker je že v
splošni R-trtni kopuli z enoparameterskimi parnimi kopulami število parametrov, po
katerih moramo optimizirati, d(d−1)
2
, kjer je d število slučajnih spremenljivk, je ta
metoda časovno zahtevna. V članku [9] je predstavljeno tudi nekaj drugih metod
za ocenjevanje parametrov, mi pa si izberemo metodo zaporednega ocenjevanja
parametrov, saj je ta naravna posledica oblike izgradnje trtnih kopul. Ta metoda je
tudi uporabljena v R paketu VineCopula [15].
Spodaj predstavimo algoritem za zaporedno ocenjevanje parametrov v R-trtnih
kopulah, ki je povzet po algoritmu v [4].
Zaporedno ocenjevanje parametrov v R-trtnih kopulah
Najprej razložimo uporabljene oznake.
• Naj θe označuje parametre kopule, pripadajoče robu e drevesa Ti iz
R-trtnega zaporedja trt.
• S θ(Ti) označimo vse parametre kopul, ki pripadajo robom v drevesu Ti.
Njihove ocene označimo s θ̂(Ti).
• Parametre, ki pripadajo kopulam dreves T1 do Ti−1, označimo s
θ(T1,...,i−1). Če so ti parametri že ocenjeni, jih označimo s θ̂(T1,...,i−1).
Ocenjevanje se premika po zaporedju dreves navzdol, torej začnemo z i = 1
in izračunamo vse parametre za kopule v trti T1, nato izračunamo za i = 2
in vse parametre za kopule v trti T2 in tako naprej po vseh trtah R-trtnega
zaporedja dreves. Zaporedna ocena parametra θe za rob e = (Se,a, Se,b, De) iz
trte Ti temelji na psevdo-opaženih vrednostih
uk,Se,a|De,θ̂(T1,...,i−1) := CSe,a|De(uk,Se,a |uk,De , θ̂(T1,...,i−1)),
uk,Se,b|De,θ̂(T1,...,i−1) := CSe,b|De(uk,Se,b|uk,De , θ̂(T1,...,i−1)),
(2.63)




kjer je cSe,a,Se,b|De gostota kopule, pripadajoče robu e. Zgornji zmnožek pred-
stavlja največje verjetje kopule CSe,a,Se,b|De .
Zgornji algoritem pokažimo na primeru.
Primer 2.44
Predpostavimo, da imamo gostoto kopule treh spremenljivk
c(u1, u2, u3|θ) = c23|1(C2|1(u2|u1), C3|1(u3|u1)|θ23|1)c13(u1, u3|θ13)c12(u1, u2|θ12),
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Ocenjevanja parametrov se lotimo na naslednji način.
• Najdemo ocene parametrov θ12 in θ13 z uporabo dvorazsežnih podvzorcev podat-
kov (uk,1, uk,2) in (uk,1, uk,3) za k ∈ 1, ..., n. Za oceno lahko uporabimo največje
verjetje ali oceno z inverzom Kendallovega τ , če so uporabljene dvorazsežne
kopule z enim parametrom. Ocene označimo z θ̂12 in θ̂13.
• V drugem koraku določimo psevdo-opažene vrednosti
uk,2|1,θ̂12 := C2|1(uk,2|uk,1, θ̂12),
uk,3|1,θ̂13 := C3|1(uk,3|uk,1, θ̂23),
(2.64)
za k ∈ {1, ...n}.
• Sedaj te vrednosti vzamemo kot nove vrednosti podatkov in znova po metodi






Za ocenjevanje parametrov bi lahko uporabili tudi katero drugo metodo, ali kar
metodo največjega verjetja direktno. Vendar je zaradi velikega števila parametrov ta
lahko počasna in težko izračunljiva. Kot je bilo pokazano v [9], metoda zaporednega
ocenjevanja parametrov na D-trtnih in C-trtnih kopulah ne da bistveno slabših
rezultatov kot metoda največjega verjetja, predvsem pri parametrih kasnejših trt v
zaporedju trtnih dreves. Hkrati so zaradi svoje konstrukcije parne konstrukcije kopul
oz. trtne kopule naravno primerne za tak način ocenjevanja.
2.10 Empirično določanje trtne kopule
Pred ocenjevanjem parametrov rabimo izbrati primerno vrsto trte, nato pa znotraj
te še strukturo dreves in uporabljene parne kopule. Za lažji zapis določimo trojico
(ν,B(ν),Θ(B(ν))), ki definira R-trto. Tu ν določa strukturo trte, B(ν) vse kopule
dveh spremenljivk, ki so določene robovom v ν in Θ(Bν) predstavlja nabor parametrov
kopul iz B(ν).
V nadaljevanu bomo zapisali dva algoritma, enega za izbiro kopul pri že zgrajenem
drevesu in enega, s katerim zgradimo drevo, hkrati pa že izberemo primerne kopule.
Najprej pogledamo primer, ko imamo že podano strukturo trt ν za d spremenljivk,
radi pa bi določili primerne kopule dveh spremenljivk, ki pripadajo podatkom u, ki
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so definirani kot v poglavju 2.9, prav tako pa enake ohranimo tudi oznake za robove.
Za kriterij po katerem izbiramo kopule izberemo AIC, ki je opisan kasneje. Postopek
povzamemo po [4].
Izbira parametričnih družin kopul za podano R-trto
Podano imamo strukturo trt ν, z drevesi T1, T2, ..., Td−1 in podatke u :=
(u1, u2, ..., un). Vsakemu robu e = (Se,a, Se,b|De) iz Ti, i ∈ {1, ..., d− 1} želimo
določiti kopulo.
Najprej izberemo kopule in pripadajoče parametre na drevesu T1. Naj bo Be
množica vseh možnih družin kopul dveh spremenljivk za rob e iz drevesa T1
in naj z ue označimo podatke, ki pripadajo tej kopuli. Za vsako kopulo CB ∈
Be ocenimo parametre θB z uporabo metode največjega verjetja. Ocenjene
parametre označimo z θ̂
B














kjer je kB dimenzija vektorja parametrov θB. Na podlagi izračunanih vrednosti
izberemo kopulo CB z najmanjšim AIC.
Sedaj za vsak i = 2, ..., d−1 uporabimo zaporedni pristop, kot je bil uporabljen
za ocenjevanje parametrov v podpoglavju 2.9.
• Za drevo Ti določimo psevdo-opažene vrednosti, kot so definirane v enačbi
(2.63). Spodnji postopek ponovimo za vsak rob e ∈ Ti.
– Že spet naj bo Be množica vseh možnih družin kopul, pripadajočih
robu e ∈ Ti. Za rob e določimo množico psevdo-opaženih vrednosti
ue := {uk,Se,a|De,θ̂(T1,...,Ti−1 , uk,Se,b|De,θ̂(T1,...,Ti−1 , k = 1, ..., n}.
– To množico psevdo-opaženih vrednosti uporabimo za oceno para-
metrov θB kopul CB ∈ Be po metodi največjega verjetja.
– Za vsako kopulo določimo AIC kot v enačbi 2.65 z uporabo psevdo-
opaženih vrednosti.




Opomnimo, da lahko na vsakem koraku preverjamo tudi neodvisnost podatkov
ali psevdo-podatkov. Neodvisnost lahko preverjamo po več različnih metodah,
ena izmed njih je preverjanje neodvisnost preko Kendallovega τ . V primeru
preverjanja neodvisnosti pred začetkom izbire kopul preverimo, ali je možno,
da so podatki oz. procesi, iz katerih so zgenerirani podatki, neodvisni. Če so,
uporabimo neodvisno kopulo.
Zgornji algoritem predvideva, da že imamo izbrano obliko zaporedja trt. Sedaj
pokažimo še algoritem za izbiro primerne oblike trt. Ker je število možnih R-trtnih
24
dreves veliko, ne moremo preizkusiti vseh možnih kombinacij (ν,B(ν), θ(B(ν))) in
izbrati najboljšo, kot smo to naredili pri izbiri kopul pri že zgrajenih trtah. Izgradnjo
trt zato izvedemo zaporedoma z aproksimativnim algoritmom. Izgradnje se lahko
lotimo po principu iz vrha proti koncu ali iz konca proti vrhu. V tem delu bomo
opisali Dißmannov algoritem za izgradnjo od zgoraj nazvdol [5]. Algoritem se malo
razlikuje za R-trtne kopule in D-trtne ter C-trtne kopule, imata zadnji dve posebno
obliko, ki olajša iskanje primerne trte.
Algoritem formuliramo s splošnimi utežmi ω, ki jih priredimo vsakemo možnemu
paru, kot je opisano v algoritmu. Ena izmed možnih izbir uteži je izračunan empirični
Kendallov τ za vsak par.
Dißmannov algoritem
Izračunamo uteži ωi,j za vsak možen indeksni par {i, j}, kjer 1 ≤ i < j ≤ n,
torej za vsako kombinacijo spremenljivk, ki jih predstavljajo i in j.






for vsak rob e ∈ E1 do
Izberemo primerno kopulo CSe,a,Se,b in njene parametre θ̂Se,a,Se,b z uporabo
AIC, kot je opisano v prejšnjem algoritmu.
for k = 1, ...n do
Za vsak uk zgeneriramo psevdo-opažene vrednosti kot v enačbi (2.63).
end for
end for
for m = 2, ..., d do
Določimo uteži ωSe,a,Se,b|De za vse robove e, ki so lahko del drevesa Tm.
Množico robov, ki ustrezajo 3. pogoju definicije (2.30) za drevo Tm
označimo z EP,m.
Določimo maksimalno vpeto drevo na robovih EP,m, torej
T1 = argmax




for vsak rob e ∈ E do
Izberemo primerno kopulo CSe,a,Se,b|De in njene parametre θ̂Se,a,Se,b|De
z uporabo AIC, kot je opisano v prejšnjem algoritmu.
for k = 1, ...n do





Opazimo lahko, da je optimizacija le lokalna za vsak korak, saj ignoriramo vpliv
izbire na prejšnja in kasnejša drevesa. Kot je omenjeno v [4], je algoritem zadostno
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dober.
Kot omenjeno lahko algoritem prilagodimo za C-trtne in D-trtne kopule. Za
C-trtne kopule lahko pri vsaki izbiri drevesa kot centralno vozlišče preprosto izberemo
tistega z največjo vsoto uteži glede na ostale. V primeru D-trtne kopule pa moramo
izbrati le prvo drevo, saj so ostala določena z njim. To storimo tako, da prevedemo
problem iskanja največjega vpetega drevesa na problem trgovskega potnika. To
naredimo na naslednji način:
• Zgradimo graf, v katerem so vsa začetna vozlišča povezana. Na povezava damo
uteži, ki so enake 1 − ωi,j za vsak 1 ≤ i < j ≤ n, ki predstavljata začetna
vozlišča. Dobimo torej polno povezani graf z uteženimi povezavami.
• Dodamo novo vozlišče v, ki ga povežemo z vsemi že obstoječimi, na nove
povezave damo utež 0.
• Iskanje maksimalnega vpetega drevesa, ki ustreza pogojem D-trtnega zaporedja
dreves, je enako iskanju najkrajše Hamiltonove poti z začetkom v v, torej
"najlažjegažaporedja povezav. To z zgornjo uvedbo novega vozlišča prevedemo
na iskanje najkrajšega Hamiltonovega cikla .
• Za rešitev problema uporabimo algoritem za reševanje problema trgovskega po-
tnika, ker pa je problem NP-težek, ne obstaja znan učinkovit, torej polinomski,
algoritem.




Ko dobimo podatke in želimo oceniti najboljšo porazdelitev, se moramo tega lotiti
postopoma. Najprej moramo definirati prostor možnih porazdelitev. Nato za vsako
porazdelitev določimo parametre. Ocenjevanja parametrov porazdelitev se je možno
lotiti na več načinov. Če že imamo izbrano porazdelitev, je najenostavnejša metoda
največjega verjetja. Če bomo iz porazdelitve generirali, bi radi preverili, ali je verjetno,
da so dani podatki zgenerirani iz izbrane porazdelitve. Za to lahko uporabimo test
Kolmogorov-Smirnov. Med možnimi porazdelitvami oz. modeli lahko izbiramo glede
na Kolmogorov-Smirnovo statistiko, lahko pa uporabimo AIC vrednost, odvisno od
željene uporabe.
3.1.1 Test Kolmogorov-Smirnov
Test Kolmogorov-Smirnov je neparametrični test enakosti zveznih enodimenzionalnih
porazdelitev. Uporablja se za primerjavo vzorca z referenčno porazdelitvijo. Za po
velikosti naraščujoč vzorec X(i), i ∈ {1, ..., n}, kjer so Xi neodvisne enako porazdeljene







Osnovni test Kolmogorov-Smirnov izgleda takole:
Test Kolmogorov-Smirnov za porazdelitveno funkcijo F .
H0 : Podatki sledijo porazdelitvi F




kjer je F zvezna porazdelitvena funkcija porazdelitve, s katero primerjamo
podatke, n število danih podatkov, Xi pa dani vzorec.
Ničelno hipotezo zavrnemo ko velja
√
nDn > Kα,
kjer definiramo Kα s
P (K ≤ Kα) = 1− α.
K je porazdeljena po Kolmogorovi porazdelitvi, ki ima kumulativno porazdeli-
tveno funkcijo oblike











Akaikov informacijski kriterij (AIC) ocenjuje napako napovedovanja in ponuja pri-
merjavo kvalitete statističnih modelov. Ob podanih več modelih, AIC za vsakega
določi kvaliteto glede na ostale modele, kar omogoča izbiro modela. Izvira iz teorije
informacij in predstavlja kompromis med kvaliteto prileganja in enostavnostjo mo-
dela. Kriterij nagradi dobro prileganje, kaznuje pa kompleksnost modela, izraženo s
številom parametrov.
Definicija 3.1 (AIC)
Predpostavimo, da imamo nek statistični model, zgrajen na podatkih. AIC modela
je
AIC = 2k − 2 ln(L̂), (3.2)
kjer s k označimo število ocenjenih parametrov v modelu, z L̂ pa največje verjetje
modela.
Med možnimi modeli izberemo tistega, ki ima najnižji AIC, saj tako dobimo
kompromis med dobrim prileganjem in preprileganjem.
3.2 Normalne mešanice dveh komponent
Definicija 3.2 (Normalna mešanica)
Slučajna spremenljivka X je normalna mešanica dveh komponent, če je njena kumu-
lativna porazdelitvena funkcija
FX(x) = η1F1(x) + η2F2(x), (3.3)
kjer velja η1 + η2 = 1 in Fi predstavlja kumulativno porazdelitveno funkcijo za
N(µi, σi), za i ∈ {1, 2}.








i=1 ηi = 1 in Fi je porazdelitvena funkcija za N(µi, σi), za i ∈ {1, ..., n}.
Ocenjevanje parametrov normalne mešanice je računsko naporno. Klasičen pri-
stom ocenjevanja je taki imenovani EM algoritem. To je numerična optimizacijska
metoda, ki omogoča izračun največjega verjetja. Druga možnost je uporaba Baye-
sovega pristopa. Ta omogoča dobro oceno parametrov tudi v primerih, ko imamo
manj podatkov
Algoritem maksimizacije pričakovanja oz. EM algoritem je optimizacijska me-
toda, ki je velikokrat uporabljena pri iskanju največjega verjetja v primeru, ko je
težko maksimizirati verjetje za opažene podatke, če pa jih dopolnimo z dodatnimi
latentnimi spremenljivkami, to postane lažje. Več podrobnosti lahko najdemo v [11].
V programskem jeziku R je bila uporabljena implementacija za končne normalne
mešanice iz paketa nor1mix [13].
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Ideja Bayesovega pristopa za ocenjevanje normalnih mešanic je opisana v [19]. V
programskem jeziku R je metoda implementirana v paketu bayesmix [8].
Generiranje vrednosti iz normalne mešanice je preprosto v primeru, ko nimamo
odvisnosti od drugih slučajnih spremenljivk. Simuliranje je dvostopenjsko, saj najprej
z verjetnostjo ηi izberemo komponentno i, nato pa generiramo vrednost glede na
porazdelitev N(µi, σi). Če pa imamo odvisnosti kot v primeru generiranja s kopulami,
pa potrebujemo inverz kumulativne porazdelitvene funkcije, saj vrednost generiramo
z uporabo inverznih kumulativnih funkcij, kot je opisano v podpoglavju 2.8. Zaradi
zapletene oblike porazdelitvene funkcije, inverza ne moremo izračunati analitično,
zato moramo uporabiti numerični inverz.
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4 Model za ocenjevanje verjetnosti neplačila
4.1 Motivacija modela
Mertonov model [14] je osnovni model, na katerem temelji velik del modelov finančne
matematike. V njem so vsa sredstva podjetja At odvisna od kapitala Et in vrednosti
obveznosti Bt,
At = Et +Bt.
Pogosta predpostavka, ki izhaja iz Black-Scholesovega modela je, da vrednost sred-
stev At sledi geometričnemu Brownovemu gibanju, kar lahko izrazimo s stohastično
diferencialno enačbo
dAt = µAAtdt+ σAAtdWt,
kjer je µA pričakovani takojšnji donos instrumenta, σA volatilnost in Wt Wienerjev
process oz. Brownovo gibanje. Vrednost sredstev At in njihova volatilnost σA ne
morejo biti neposredno opažene, lahko pa jih izrazimo iz spodnjih enačb za Et in σE.
Pod predpostavko, da je trg učinkovit, da ne obstajajo arbitražne priložnosti, da
obstajajo kratke prodaje in da obstaja zvezna zaščita naložbe. Potem tržna vrednost
lastniškega kapitala zadošča enačbi
Et = AtΦ(d1)− e−rTDΦ(d2),
kjer je r netvegana obrestna mera, Φ kumulativna porazdelitvena funkcija standarne











in d2 = d1 − σA ∗
√





Na podlagi tega lahko izračunamo verjetnost neplačila PD, ki je v Mertonovem
modelu definirana kot verjetnost, da obveznosti presežejo sredstva v določenem
obdobju, torej
PD = P (AT ≤ BT ) = Φ(−d2) (4.1)
Model ima nekaj slabih lastnosti, najbolj očitna, sploh za Slovenijo je, da za
srednje velika in mala podjetja velikokrat ne obstajajo tržne cene, saj ta večinoma
ne kotirajo na borzi. Pokazano je bilo tudi, da ta model lahko podcenjuje verjetnost
neplačila, kar lahko vidimo npr. v [7].
4.2 Opis modela za ocenjevanje verjetnosti neplačila
Zaradi tega je bil predstavljen naslednji model, ki temelji na modelu iz [19]. Glavna
razlika med že obstoječim modelom in predstavljenim je razširitev s podatki o BDP,
na podlagi katerih bomo preizkusili modelirati stresna obdobja.
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Vrednost firme modeliramo iz računovodskih podatkov, ki jih najdemo v bilanci
stanja. Ker imajo ti drugačno dinamiko kot tržni podatki, jih modeliramo z modelom,
ki temelji na parnih konstrukcijah kopul.
Vrednost obveznosti ob zapadlosti T lahko napišemo v splošni obliki
G(S1(T ), S2(T )), kjer je G(·) funkcija izplačila, S1(T ) in S2(T ) pa finančna instru-
menta oz njuni vrednosti ob zapadlosti T . V takem zapisu lahko zgoraj definirano
vrednost podjetja zapišemo kot AT = GT (ET , BT ), kjer je z ET označen kapital
ob času T , z BT pa vrednost dolga ob času T . S podobnim zapisom kot vrednost
podjetja lahko zapišemo tudi kapital, in sicer
ET = G1,T (AT , BT ) = (AT −BT ), (4.2)
kjer G1,t(·) označuje funkcijo izplačila ob času t z gostoto g1,t. Vrednost kapitala ob
času t zato izračunamo z
Et = G1,t(At, Bt)





G1,T (AT , BT )g1(AT , BT )dATdBT ,
(4.3)
kjer je D(t, T ) netvegani diskontni faktor, ki vrednost prenese v čas t.
Ker, kot že omenjeno, vrednost podjetja in njena volatilnost nista neposredno
opazovani, uporabimo računovodske podatke iz bilance stanja. Sedaj bomo z AT
označili sredstva, z LT pa obveznosti oz. dolg ob času T . Pokazano je bilo [6], da so
računovodski podatki dober nadomestek za tržne podatke pri modeliranju.
Sredstva predstavljajo, kaj ima podjetje v lasti oz. računovodsko vrednost tega,
obveznosti pa predstavljajo dolg podjetja, ki je prišel iz obratovanja. Sredstva in
obveznosti razdelimo na dolgoročna in kratkoročna ob času T , kot je določeno v
bilanci stanja. Podrobnejša razdelitev je opisana v podpoglavju 4.4. V našem modelu
torej dobimo
AT = AST + ALT
in
LT = LST + LLT ,
kjer so AST kratkoročna sredstva, ALT dolgoročna sredstva, LST kratkoročne obvezno-
sti in LLT dolgoročne obveznosti. Primerjava dolgoročnih in kratkoročnih obveznosti
in sredstev lahko služi kot hitra ocena finančnega stanja podjetja. Tudi finančni
kazalci ponavadi temeljijo na teh vrednostih. V našem modelu pa bomo na njih
temeljili tudi ocene verjetnosti neplačila.
Enačbo (4.3) lahko prilagodimo z računovodskimi podatki. Sedaj dobimo
Et = G2,t(ASt , ALt , LSt , LLt)









G2,T (AST , ALT , LST , LLT )·
g2,T (AST , ALT , LST , LLT )dAST dALT dLST dLLT ,
(4.4)
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kjer je G2,t(·) izplačilna funkcija, g2,t(·) pa je gostota porazdelitve podatkov.
Ker skupne porazdelitve podatkov ne poznamo, uporabimo kopule za modelira-
nje. Z uporabo Sklarovega izreka zapišemo gostoto g2,t(ASt , ALt , LSt , LLt) s kopulo.
Enačbo (4.4) prepišemo v
Et = G2,t(ASt , ALt , LSt , LLt)









G2,T (AST , ALT , LST , LLT )·
c(FAS , FAL , FLS , FLL)fASfALfLSfLLdAST dALT dLST dLLT ,
(4.5)
kjer je c(·) skupni porazdelitvi pripadajoča gostota štiridimezionalne kopule. S
FAS , FAL , FLS , FLL so označene robne kumulativne porazdelitvene funkcije podatkov
in s fAS , fAL , fLS , fLL so označene pripadajoče gostote.
Iskanje primerne kopule za štiri spremenljivke je težko, hkrati pa imamo večjo
fleksibilnost, če odvisnost vsakega para spremenljivk modeliramo s svojo kopulo.
Zato se odločimo, da prejšnjo enačbo in kopulo izrazimo z parnimi konstrukcijami
kopul. Štiridimenzionalno gostoto zgornje kopule razčlenimo v zaporedje kopul dveh
spremenljivk preko D-trtne dekompozicije. Točna oblika zaporedja je odvisna od
podatkov, saj imamo določen način, kako izberemo pare, glede na velikost odvisnosti
med njimi.
Za oceno verjetnosti neplačila uporabimo simulacije z metodo Monte Carlo. To
pomeni, da simuliramo N posameznih vrednosti, nato pa rezultat povprečimo. Če






G2,t(ÃST,k , ÃLT,k , L̃ST,k , L̃LT,k),
kjer N kot že omenjeno predstavlja število simulacij, ÃST,k , ÃLT,k , L̃ST,k in L̃LT,k pa
simulirane vrednosti kratkoročnih in dolgoročnih sredstev ter obveznosti. Vrednosti
simuliramo iz D-trtne konstrukcije kopul, kot je opisano zgoraj. Nas zanima verjetnost
neplačila ob času t, kar pomeni, da nas zanima
PDt = P (Et ≤ 0).
Funkcija G2,t(·) je pri našem modelu definirana kot
G2,t(ASt , ALt , LSt , LLt) = (ASt + ALt)− (LSt + LLt) (4.6)
Z zgoraj opisanimi simulacijami lahko ocenimo verjetnost neplačila, in sicer
PDt = P (Ẽt ≤ 0). (4.7)







1{(ASt+ALt )−(LSt+LLt )≤0}. (4.8)
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Ocenjena verjetnost neplačila je izračunana na določen datum, in se ne spreminja
drastično iz enega leta v drugo, razen v primeru ekstremnih dogodkov v prejšnjem
letu. Zaradi tega v magistrski nalogi naredimo razširitev modela, s katero vpeljemo
v model eksogene dejavnike.
4.3 Razširitev modela z BDP
Eksogeni dejavniki so lahko dani z veliko različnimi spremenljivkami. Razširitev je
narejena na osnovi podatkov o rasti oz. padcu BDP glede na prejšnje leto. Model
ustrezno prilagodimo, da uporabimo nove podatke in odvisnosti. Označimo podatke
o BDP v času t z GDPt, računovodske podatke pa pustimo takšne, kot so bili prej.
Verjetnost neplačila je še vedno definirana s
PDt = P (Et ≤ 0),
kjer Et še vedno predstavlja kapital. Ker pa imamo nov podatek, je enačba zanj
razširjena z novim podatkom
Et = G3,t(ASt , ALt , LSt , LLt ,GDPt)











G3,T (AST , ALT , LST , LLT ,GDPT )·
g3,T (AST , ALT , LST , LLT ,GDPT )dAST dALT dLST dLLT dGDPT ,
(4.9)
kjer je G3,t(·) izplačilna funkcija, g3,t(·) pa je gostota porazdelitve podatkov.
Skupne porazdelitve še vedno ne poznamo, zato kot v enačbi (4.5) uporabimo
Sklarov izrek in dobimo
Et = G3,t(ASt , ALt , LSt , LLt ,GDPt)











G3,T (AST , ALT , LST , LLT ,GDPT )·
c(FAS , FAL , FLS , FLL , FGDP)fASfALfLSfLLfGDPdAST , dALT dLST dLLT dGDPT ,
(4.10)
kjer je c(·) skupni porazdelitvi pripadajoča gostota petdimenzionalne kopule. Poleg
že prej definiranih porazdelitvenih funkcij in gostot imamo še dodatno porazdelitveno
funkcijo za BDP FGDP in njeno gostoto fGDP.
Kot prej uporabimo parne konstrukcije kopul, tokrat pare določimo z uporabo
C-trtne konstrukcije.
Oceno verjetnosti neplačila že spet izračunamo z metodo Monte Carlo. Približek






G3,t(ÃST,k , ÃLT,k , L̃ST,k , L̃LT,k ,GDP˜ T,k), (4.11)
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kjer so ÃST,k , ÃLT,k , L̃ST,k , L̃LT,k in GDP˜ T,k simulirane vrednosti kratkoročnih in dol-
goročnih sredstev ter obveznosti in BDP. Vrednosti simuliramo iz C-trtne konstrukcije
kopul.
Funkcija G3,t(·) je še vedno definirana enako kot zgoraj, torej
G3,t(ASt , ALt , LSt , LLt ,GDPt) = (ASt + ALt)− (LSt + LLt). (4.12)
Model z izplačilno funkcijo (4.12) da sicer malo drugačne rezultate, saj je upora-
bljena nova slučajna spremenljivka, ki spremeni odvisnosti med ostalimi in posledično
tudi parno konstrukcijo kopul. A kot je razvidno v enačbi (4.12), v funkciji sami
nikjer ne uporabimo vrednosti BDP pri izračunu, torej to pomeni, da moramo zgor-
nje enačbe pogojiti na vrednosti BDP, saj tako postanejo porazdelitve odvisne od
vrednosti BDP. To torej pomeni, da nas zanima
PDt|GDPt = P (Et ≤ 0|GDPt),






G3,t(ÃST,k , ÃLT,k , L̃ST,k , L̃LT,k ,GDP˜ T,k|GDPt). (4.13)
To pomeni, da vrednosti iz bilance stanja simuliramo iz pogojne trtne kopule,
kjer vrednost BDP določimo predhodno. Če jo določimo nižjo, kot bi pričakovali,
potem s tem simuliramo stresni scenarij, saj predvidevamo, da odvisnosti ostanejo
enake, le pogojna porazdelitev se spremeni.
Model bi seveda lahko razširili s kakšnimi drugimi podatki, odvisno od razpo-
ložljivosti in smiselnosti. Podatki so lahko tudi specifični za nek sektor, razlike v
izgradnji modela pa načeloma ni.
4.4 Opis uporabljenih podatkov
Uporabili smo računovodske podatke, ki so javno dostopni v bilanci stanja. Te
podatke lahko dobimo tudi za majhna in srednja podjetja, ki ne kotirajo na borzi.
Model uporablja kratkoročna in dolgoročna sredstva ter obveznosti za modeliranje
verjetnosti neplačila.
Pod kratkoročna sredstva spadajo 1:
• Sredstva (skupine za odtujitev) za prodajo
• Zaloge
• Kratkoročne finančne naložbe
• Kratkoročne poslovne terjatve
• Denarna sredstva
1Razdelitev po slovenskih računovodskih standardih (2016), Ur. l. RS, št. 95/2015 z dne 10. 12.
2015
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Pod dolgoročna sredstva spadajo:
• Neopredmetena sredstva in dolgoročne aktivne časovne razmejitve
• Opredmetena osnovna sredstva
• Naložbene nepremičnine
• Dolgoročne finančne naložbe
• Dolgoročne poslovne terjatve
• Odložene terjatve za davek
Kratkoročne obveznosti so:
• Obveznosti, vključene v skupine za odtujitev
• Kratkoročne finančne obveznosti
• Kratkoročne poslovne obveznosti
• Druge kratkoročne poslovne obveznosti
Dolgoročne obveznosti so:
• Dolgoročne finančne obveznosti
• Dolgoročne poslovne obveznosti
Razširitev že obstoječega modela uporablja podatke o BDP rasti v državi podjetja.
V tej nalogi so ti podatki mišljeni kot sprememba BDP glede na prejšnje leto.
Za izgradnjo in preizkus modela v tej nalogi so bili uporabljeni podatki družbe
Petrol d.d. Izbrani so bili predvsem zaradi njihove dostopnosti in pogostosti, saj so
bila na spletni strani podjetja 2 objavljena četrtletna poročila od leta 2010 naprej,
do prvega četrtletja leta 2020. Problem teh podatkov, poleg kratkega obdobja, za
katerega jih imamo, je, da je bilo v teh letih gospodarstvo dobro oz. je rastlo, kar se
pozna tudi pri Petrolu. To pomeni, da so podatki in porazdelitve zgrajene iz njih v
tem obdobju premaknjene na desno, torej podcenjujejo slabe čase. To pripelje do
nižje ocene verjetnosti neplačila. To se bo poznalo tudi pri napovedovanju na podlagi
BDP, saj je v tem obdobju bila na splošno rast, torej nimamo dobre odvisnosti za
čas, ko BDP pade glede na prejšnje leto.
Ker v tej nalogi uporabljamo slovenske podatke za slovenske firme, smo podatke
o rasti BDP pridobili iz statističnega urada Republike Slovenije. Podatki so na voljo
od leta 1996 naprej do prvega četrletja leta 2020, podani so četrtletno.
2https://www.petrol.eu/sl/za-vlagatelje/porocila
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4.5 Potek ocenjevanja verjetnosti neplačila
1. Ocenjevanje verjetnosti neplačila poteka v večih fazah. Kot že omenjeno, dobro
je imeti več podatkov, saj tako lahko zgradimo boljši model in dobimo več
občutka o odvisnosti. V primeru manjšega števila podatkov, torej če nimamo
mesečnih podatkov, jih lahko za vmesno obdobje linearno interpoliramo. S
tem izgubimo nekaj točnosti podatkov in možne odvisnosti, saj predvidevamo,
da se v vmesnem času ni zgodil noben pozitiven ali negativen šok, ki bi se
do naslednjega podatka že izgladil. Dobra stran tega pristopa pa je, da lahko
z večimi podatki lažje izgradimo porazdelitev, ki je v primeru, da ni bilo
vmesnejših šokov in je bilo gibanje vrednosti res zglajeno, točnejša. Za dobro
oceno je pomembno tudi, da imamo podatke za celoten cikel gospodarstva, saj
drugače precenimo ali podcenimo uspešnost poslovanja podjetja.
2. Ko imamo podatke za dolgoročne in kratkoročne obveznosti ter sredstva in
BDP, moramo oceniti robne porazdelitve. Te so v simuliranju pomembne
predvsem pri končnem generiranju vrednosti. Ocenjevanje robnih porazdelitev
je odvisno od vsakega posameznega primera podjetja, vendar v splošnem za
grobo oceno vidimo, kot je bilo pokazano že v [19], da normalne mešanice
z dvema komponentama ustrezajo temu tipu podatkov V splošnem na tem
koraku izberemo porazdelitve, ki ustrezajo robnim porazdelitvam podatkov. Če
se odločamo med večimi porazdelitvami, lahko uporabimo Kolmogorov-Smirnov
test za odločanje med najboljšimi. Na tem mestu je uporabno tudi strokovno
mnenje, ki pride iz izkušenj ali ekonomske teorije.
3. Ko ocenimo robne porazdelitve, transformiramo podatke za uporabo v kopu-
lah. To lahko storimo preko empirične porazdelitvene funkcije, ali pa preko
prej ocenjenih robnih porazdelitev. Oba pristopa vrneta podobne rezultate,
predvsem če je robna porazdelitev dobro ocenjena. Vendar je v primeru malo
podatkov ali nesigurnosti v ocenjeno robno porazdelitev boljše, če uporabimo
empirično porazdelitveno funkcijo, saj so zadnjo preoblikovani podatki vedno
porazdeljeni enakomerno. Na tako preoblikovanih podatkih sedaj prilagodimo
kopule. Prileganje se razlikuje glede na model, torej ali gradimo splošni model
ali pa razširjenega.
• V primeru splošnega modela prilagodimo podatkom D-trtno kopulo. Vr-
stni red v začetnem drevesu določimo glede na Kendallov τ vseh parov
spremenljivk in algoritma za rešitev problema trgovskega potnika, kjer
hočemo v prvem drevesu zajeti največjo odvisnost glede na τ .. Vsa ostala
drevesa so določena z začetnim drevesom.
• V primeru razširjenega modela prilagodimo podatkom C-trtno kopulo,
kjer so vse kopule odvisne od podatkov napovedne spremenljivke, v našem
primeru BDP. Izberemo najbolj primerno C-trtno kopulo, katere pogoj
je odvisnost od napovedne spremenljivke, saj C-trtna kopula ni enolično
določena z začetnim drevesom. Edino drevo za katerega vemo, kako
izgleda, je prvo, centralno vozlišče BDP.
4. Ko zgradimo modele za kopule lahko simuliramo verjetnost neplačila. V primeru
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osnovnega in razširjenega modela je razlika le v tem, da v razširjenem modelu
podamo vrednost BDP kot dano. Ta je lahko enolična za vse primere, ali
zgenerirana iz premaknjene porazdelitve. V obeh primerih iz kopul zgeneriramo
odvisne vrednosti, katerih robne porazdelitve so enakomerno porazdeljene. S
pomočjo inverznih kumulativnih porazdelitvenih funkcij porazdelitev, ki smo
jih ocenili v drugem koraku, iz zgeneriranih vrednosti dobimo nove vrednosti na
originalni skali podatkov. To ponovimo 10000 in izračunamo delež, kolikokrat so
obveznosti presegle sredstva. Iz simulacije lahko dobimo tudi graf porazdelitve
lastniškega kapitala, kot ga dobimo v simulaciji. Iz simuliranih podatkov lahko
ocenimo tudi kvantile porazdelitve lastniškega kapitala.
4.6 Ocenjevanje parametrov modela
Ocenjevanje parametrov za osnovni in razširjeni model je podobno, ne pa čisto isto.
Robne porazdelitve in njihovi parametri so za oba modela ocenjeni enako, le da za
osnovni model ne potrebujemo podatkov o BDP.
Model temelji na kopulah in njihovih parametrih ter robnih porazdelitvah in
njihovih parametrih. Parametri za oboje bodo ocenjeni posamezno. S Θ označimo
vse parametre za kopulo C(AS, AL, LS, LL), z δr pa vektor parametrov za robno
porazdelitev r, kjer je r ∈ {AS, AL, LS, LL}. Vektor ∆ vsebuje vse parametre za
robne porazdelitve, torej ∆ = (δAS , δAL , δLS , δLL). Vse parametre združimo v vektor
Ψ = (∆,Θ), ki sedaj vsebuje vse parametre modela. Ocenjevanje parametrov ločimo
na dva dela, in sicer na ocenjevanje parametrov robnih porazdelitev in ocenjevanje
parametrov kopul.
4.6.1 Ocenjevanje robnih porazdelitev
Pri korak pri modeliranju je izbira robnih porazdelitev in pripadajočih parametrov
∆. Zgledujemo se po članku [19], kjer so za robne porazdelitve uporabili normalne
mešanice dveh komponent. Razlog za bi-modalnost verjetno izhaja iz vedenjske
ekonomije, saj managerji ob letnih ali polletnih poročilih poskušajo izboljšati status
podjetja. Te odločitve vplivajo na dinamiko dolgoročnih in kratkoročnih sredstev
in obveznosti, kot se kažejo na bilanci stanja. Tudi ob pogledu naših podatkov na
histogramu vidimo, da imajo bi-modalno porazdelitev, kar se sklada s podatki iz
članka, torej je uporaba iste družine porazdelitev smiselna.
Za ocenjevanje parametrov normalne mešanice se lahko poslužimo dveh algorit-
mov:
• klasičnega EM,
• algoritma, ki temelji na Bayesovi statistiki.
V članku je uporabljen algoritem, ki temelji na Bayesovem pristopu, saj EM
algoritem lahko kdaj ne konvergira. Hkrati pa lahko pri Bayesovem pristopu vključimo
apriorna mnenja in zanesljivo deluje tudi v primeru, ko imamo manj podatkov, pod
pogojem, da je bilo naše apriorno mnenje pravilno. V primeru, da EM algoritem
skonvergira, je zaradi hitrosti smiselna tudi njegova uporaba.
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Ali je izbrana porazdelitev primerna za vzorec, preverimo s Kolmogorov-Smirnov
testom. Na podlagi statistike, ki je posledica testa pa lahko tudi primerjamo
porazdelitve med samo, če izbiramo med večimi različnimi porazdelitvami za iste
podatke. Poudariti moramo, da je za izbiro med porazdelitvami smiselno uporabiti
tudi kak drug kriterij, kot naprimer BIC ali AIC, saj zaradi manjše količine podatkov
ni priporočljiva izbira porazdelitev z veliko parametri.
4.6.2 Ocenjevanje parametrov kopul splošnega modela
Ocenjevanje parametrov Θ za kopulo opravimo v večih fazah.
1. Podatke najprej transformiramo na enakomerno porazdeljene, saj na takih lahko
gradimo kopule. Transformacijo za vsak podatek lahko naredimo z empirično
porazdelitveno funkcijo ali zgoraj najdeno robno porazdelitvijo. Če o ocenjeni
porazdelitveni funkciji nismo prepričani, je smiselno narediti transformacijo
z empirično porazdelitveno funkcijo. Ne glede na uporabljeno porazdelitveno
funkcijo, je transformacija narejena z ûi,r = Fr̂(xi,r) kjer je i ∈ {1, ..., n},
r ∈ {AS, AL, LS, LL} in kjer je F̂ uporabljena porazdelitvena funkcija, n pa
število podatkov. Vse nadaljne operacije, ki zahtevajo uporabo podatkov, so
izvedene na transformiranih podatkih.
2. Najprej se odločimo za obliko uporabljenih trtnih kopul za modeliranje kopule
C(AS, AL, LS, LL). V članku je priporočena uporaba D-trtnih kopul, kar
pomeni, da prvo drevo določa vsa ostala. Za splošni model se držimo te
konvencije.
3. Kot že omenjeno, prvo drevo določa vsa ostala. Tega zgradimo tako, da maksi-
mizira parno odvisnost med izbranimi spremenljivkami. Za mero odvisnosti
uporabimo empirični Kendallov τ . Izračunamo ga za vse pare spremenljivk. To
pomeni, da na začetku izračunamo Kendallov τ za vse možne kombinacije spre-
menljivk. Problem iskanja takega največjega vpetega drevesa lahko prevedemo
na problem potujočega potnika, kjer so uteži na povezavah enake 1− τi,j , kjer i
in j predstavljata dve vozlišči oz. spremenljivki, τi,j pa Kendallov τ le teh. Ko
najdemo primerno zaporedje so ostala drevesa zaradi strukture D-trtne kopule
že definirana. Tak način izgradnje pomeni, da so najmočnejše odvisnosti ujete
že v prvem drevesu. Za reševanje problema trgovskega potnika v programskem
jeziku R uporabimo paket TSP [10].
4. V splošnem je za izbiro kopul in pripadajočih parametrov uporabljen algoritem,
opisan v poglavju 2.10 oz. prilagojen Dißmannov algoritem za D-trtne kopule.
(a) Ko imamo strukturo trtne kopule, rabimo določiti še pripadajoče kopule
dveh spremenljivk. Najprej za vsak par spremenljivk v trtni kopuli
preverimo neodvisnost po testu (2.11). V primeru neodvisnosti se trtna
kopula primerno poenostavi. Za vsak par spremenljivk v trtni kopuli, ki ni
neodvisen, izberemo primerno kopulo z uporabo AIC. Lahko bi uporabili
tudi druge kriterije kot sta test Vuonga in Clarka ali BIC kriterij, vendar
se je AIC v simulacijah izkazal za najprimernejšega.
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(b) Ko imamo izbrane kopule jim moramo določiti še parametre. Uporabimo
algoritem zaporednega ocenjevanje parametrov.
• Z metodo največjega verjetja ocenimo vse parametre kopul v prvem
drevesu.
• S parametri, dobljenimi v prejšnjem drevesu, določimo nova psevdo-
opažanja. Ta predstavljajo pogojne porazdelitve oz kopule, kjer so
parametri iz prejšnjih dreves že določeni. Sedaj določimo parametre
v tem drevesu, že spet z metodo največjega verjetja.
• Ponavljamo postopek za vsa drevesa.
5. Dobimo zgrajeno D-trtno strukturo kopul, z prilagojenimi kopulami in parame-
tri.
V programskem jeziku R-u za iskanje ocenjevanje uporabimo paket VineCopula
[15].
4.6.3 Ocenjevanje parametrov razširjenega modela
Ocenjevanje robnih porazdelitev poteka enako kot pri osnovnem modelu, le da imamo
tu še dodatno podatke za BDP. Tudi te lahko aproksimiramo z normalno mešanico,
na enak način kot zgoraj.
Ker pogojujemo na BDP, moramo tudi trtne konstrukcije kopul zgraditi na tak
način, da bodo odvisne od BDP in bodo omogočale simuliranje, pogojno nanj.
Ocenjevanje parametrov pri razširjenem modelu poteka podobno kot pri osnovnem.
Tukaj imamo dodatne podatke za BDP, ki jih vključimo v model. Odločimo se, da
za ta primer uporabimo C-trtno konstrukcijo kopul, saj je naravna izbira v primeru,
ko morajo biti vse spremenljivke odvisne od ene vrednosti. Najboljšo konstrukcijo
kopul izbiramo med tistimi, ki ustrezajo pogojem v [3]. Za te kopule velja, da so
spremenljivke, na katere pogojujemo, vzorčene prve, torej da vse odvisnosti sledijo
iz njih. Med možnimi kopulami se odločamo glede na AIC kriterij, kot zgoraj. Za
implementacijo v programskem jeziku R uporabimo paket CDVineCopulaConditional
[2]. Ta paket je bil osnovan za potrebe pogojnega modeliranja s kopulami v [3].
Kopule in pripadajoče parametre ocenjujemo na isti način kot zgoraj, po tem ko
je izbrana najprimernejša konstrukcija kopul. V primeru, da je izbrana pogojevalna
spremenljivka neodvisna od preostalih spremenljivk, bomo imeli v prvem drevesu
neodvisne kopule.
4.7 Ocenjevanje verjetnosti neplačila s simuliranjem
Po tem, ko ocenimo robne porazdelitve in trtne kopule, lahko iz njih simuliramo
vrednosti in izračunamo verjetnost neplačila. Za oba modela poteka simulacija
podobno, le da v razširjenem modelu kot vhodni podatek že podamo vrednosti, ki jih
v simulaciji doseže BDP. Naredimo M > 0 simulacij, kjer je M čim večji. V našem
primeru smo izbrali M = 10000.
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Ocena verjetnosti neplačila v osnovnem modelu
1. Iz zgoraj zgrajene D-trtne kopule zgeneriramo M vrednosti za vsak
parameter. Te vrednosti ohranjajo odvisnost, kot je določena s kopulo,
porazdeljene pa so enakomerno na intervalu [0, 1]. Za generiranje iz trtne
kopule je uporabljena funkcija RVineSim iz paketa VineCopula.
2. Zgenerirane vrednosti z uporabo inverznih porazdelitvenih funkcij robnih
porazdelitev pretvorimo v vrednosti, ki so zgenerirane po porazdelitvah,
kot so določene za robne porazdelitve. Ker so za robne porazdelitve
izbrane normalne mešanice je inverz porazdelitvene funkcije numeričen.
3. Za vsako četverico zgeneriranih vrednosti izračunamo vrednost lastni-
škega kapitala ET po formuli 4.2.
4. Določimo delež primerov, kjer je ET ≤ 0, kar je verjetnost neplačila.
V primeru razširjenega modela imamo kot vhodni podatek vrednosti BDP. Te
lahko dobimo tako, da se odločimo za eno vrednost, ki jo ponovimo M−krat, ki je
konstantna ali pa M vrednosti zgeneriramo ali iz premaknjene robne porazdelitve za
BDP ali iz nove porazdelitve za BDP . Primer uporabe konstantne vrednosti je, ko
imamo podano napoved za BDP in hočemo generirati na podlagi le te. Premaknjeno
porazdelitev za BDP pa uporabimo takrat, ko nimamo točne napovedi za prihodnost,
imamo pa idejo o smeri gibanja BDP, torej večja rast BDP ali manjša rast BDP kot
je bila v ocenjeni porazdelitvi.
Ocena verjetnosti neplačila v razširjenem modelu
1. Iz C-trtne kopule zgeneriramo M vrednosti za vsak parameter, pogojno na
vrednosti BDP. Te vrednosti ohranjajo pogojno odvisnost, kot je določena
v kopuli, porazdeljene pa so enakomerno na intervalu [0, 1]. Za pogojno
generiranje iz trtne kopule je uporabljena funkcija CDVineCondSim iz
paketa CDVineCopulaConditional.
2. Zgenerirane vrednosti z uporabo inverznih porazdelitvenih funkcij robnih
porazdelitev pretvorimo v vrednosti, ki so zgenerirane po porazdelitvah,
kot so določene za robne porazdelitve. Tudi tukaj je zaradi uporabe
normalnih mešanic inverz numeričen.
3. Za vsako četverico zgeneriranih vrednosti izračunamo vrednost lastni-
škega kapitala ET po formuli 4.2.
4. Določimo delež primerov, kjer je ET ≤ 0, kar je verjetnost neplačila.
4.8 Primer uporabe modela na podatkih
Primer uporabe modela izvedemo na podatkih Petrol d.d. Algoritem je implementiran
v programskem jeziku R [17]. Spremenljivke so poimenovane naslednje:
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• STA = kratkoročna sredstva
• LTA = dolgoročna sredstva
• STL = kratkoročne obveznosti
• LTL = dolgoročne obveznosti
• GDP = sprememba BDP-ja Slovenije glede na prejšnje leto
Pogledamo si histograme dolgoročnih in kratkoročnih obveznosti in sredstev na
Sliki 13. Iz slike je razvidno, da lahko na porazdelitvah najdemo dva vrhova na vseh
porazdelitvah, razen pri kratkoročnih sredstvih, kjer je to manj razvidno. Vendar
za namene te naloge vseeno uporabimo normalno mešanico za ocenjevanje robnih
porazdelitev. Odločimo se, da bomo vse robne porazdelitve uporabili normalne
mešanice dveh komponent, ocenili pa jih bomo z EM algoritmom, saj ta pri naših
podatkih konvergira. Za ocenjevanje parametrov uporabimo paket nor1mix [13].
Razlog, da ne izberemo več komponent je ta, ker ob omejenih podatkih hočemo čim
manj kompleksen model, saj drugače pride do problemov pri ocenjevanju parametrov
Ko dobimo ocene parametrov normalnih mešanic za dane podatke, s testom
Kolmogorov-Smirnov preverimo ali so naše ocenjene porazdelitve primerne. V Tabeli
1 vidimo, da pri stopnji zaupanja 0.05 ne moremo zavrniti primernosti ocenjenih
porazdelitev, torej lahko za modeliranje uporabljamo dobljene porazdelitve. Tudi na
Sliki 13 vidimo prileganje ocenjenih porazdelitev s podatki.







V Tabeli 2 so predstavljeni parameri ocenjenih normalnih mešanic za naš primer.
Tabela 2: Vrednosti parametrov normalne mešanice dveh komponent, ocenjenih na
robnih porazdelitvah.
Spremenljivka µ1 µ2 σ1 σ2 η1 η2
STA 400294828 464916693 25335906 61072916 0.2208 0.7792
LTA 858400949 937638869 32055107 51027218 0.6096 0.3904
STL 479914959 597028306 25556984 78910157 0.3416 0.6584
LTL 152643676 336158521 3274345 60708517 0.0552 0.9448
BDP -0.01702 0.03051 0.01698 0.01090 0.2971 0.7029
Ko imamo ocenjene robne porazdelitve, nam preostane še modeliranje odvisnosti
med komponentami s trtnimi kopulami. Najprej moramo pretvoriti dane podatke na
41
podatke, ki se nahajajo na intervalu [0, 1] in so enakomerno porazdeljeni, saj te upo-
rabi za izgradnjo D-trtne kopule. Pretvorimo jih z empirično porazdelitveno funkcijo,
definirano v enačbi (3.1). Izračunamo jo za vsak vsako slučajno spremenljivko oz.
spremenljivko, ki določa podatke, posebej, nato pa jo uporabimo na pripadajočih
vrednostih. Pogledamo si odvisost med pari spremenljivk na sliki 7.
Pri narisani odvisnosti lahko dobimo ideje, kakšne kopule bi bilo dobro uporabiti.
V našem primeru izbiramo med vsemi družinami kopul, ki so implementirane v
R paketu VineCopula [15]. To je tudi paket, katerega uporabimo za izgradnjo
D-trtnih kopul. Kot zgoraj opisano, izgradimo prvo drevo tako, da maksimiziramo
vrednost Kendallovega τ med vsemi pari v drevesu. To storimo tako, da najprej za
vsak par spremenljivk izračunamo τ , nato pa izgradimo poln graf z utežmi 1 − τ ,
kjer je τ pripadajoč vsakemu paru vozlišč. Dodamo novo vozlišče in z algoritmom,
implementiranim v paketu TSP, rešimo problem trgovskega potnika z začetkom v
tem novem vozlišču. Če najdeni poti odstranimo dodano vozlišče dobimo iskano
drevo. Ker D-trtno porazdelitev določa začetno drevo, lahko na podagi najdenega
zgradimo D-trtno zaporedje dreves. Preostane nam iskanje najboljših družin kopul in
parametrov za vsak par. Za vsak par preverimo neodvisnost glede na Kendallov τ z
0.05 stopnjo zaupanja, če jo zavrnemo, po kriteriju AIC izbiramo za najprimernejšo
družino. Parametre izbranih kopul ocenimo po principu največjega verjetja.
Na Sliki 8 najdemo grafični prikaz zgrajene D-trtne kopule, v tabeli 3 pa podrob-
nejše informacije o zgrajenih kopula, predvsem uporabljene parametre.
Tabela 3: V tabeli so podani podatki o ocenjeni D-trtni kopuli. Drevesa so taka, kot
na Sliki 8. Kopule imajo lahko enega ali dva parametra, v našem primeru ima dva
parametra samo BB8 kopula.
Drevo Povezava Kopula Param. 1 Param. 2 τ
1 LTL,STL BB8_90 -1.79 -1.00 -0.30
1 STL,STA F 6.05 / 0.51
1 STA,LTA SC 14.35 / 0.88
2 LTL,STA;STL SG 1.79 / 0.44
2 STL,LTA;STA I / / 0.00
3 LTL,LTA;STL,STA F 1.95 / 0.20
Ocenjene kopule lahko tudi grafično primerjamo z vhodnimi podatki, kar vidimo
na Sliki 9. Vidimo, da so vrednosti podobnih oblik in da je odvisnost načeloma zajeta.
Seveda se vrednosti razlikujejo, saj ni bilo veliko vhodnih podatkov, na katerih smo
zgradili trtno kopulo in ocenili njene parametre. Ker je D-trtna kopula zgrajena za
osnovni model, nimamo ocenjene odvisnosti od BDP.
Sedaj, ko imamo izbrane in ocenjene kopule, iz njih simuliramo. Odločili smo
se za 10000 simulacij vrednosti, nato pa smo ocenili verjetnost neplačila. To smo
storili tako, da smo iz ocenjene D-trtne kopule vzorčili 10000 vrednosti za vsako
spremenljivko. Med sabo so vzorčenja neodvisna, v enem vzorčenju pa so vrednosti
pri različnih spremenljivkah odvisne. Vrednosti transformiramo na pravilno skalo z
uporabo inverznih porazdelitvenih funkcij prej ocenjenih robnih porazdelitev. Po
transformiranju zgeneriranih vrednosti smo za vsako vzorčenje izračunali vrednost
lastniškega kapitala po formuli 4.2. Verjetnost neplačila ocenimo z deležem primerov,
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ko je bil lastniški kapital negativen.
Pred predstavitvijo rezultatov gre poudariti, da so bili podatki opazovani samo v
dobrem obdobju, hkrati pa smo izbrali dobro stoječe podjetje, ki je v opazovanem
obdobju rastlo. Posledično podcenimo verjetnost neplačila, saj ga dobimo 0, kar je v
praksi nerealno. Porazdelitev simuliranega lastniškega kapitala vidimo na Sliki 10.
Ta verjetnost je sicer nerealna, a vseeno dobimo občutek o stabilnosti podjetja, vsaj
v zadnjem desetletju. Dodatno vidimo tudi obliko porazdelitve lastniškega kapitala.
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Slika 6: Na sliki so histogrami robnih porazdelitev Petrola, torej kratkoročnih in
dolgoročnih sredstev ter obveznosti. Narisana je tudi porazdelitev BDP. Z rdečo je na-
risana gostota ocenjenih normalnih mešanic dveh spremenljivk za vsako spremenljivko
Petrola.
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Slika 7: Na sliki so grafično prikazane odvisnosti med spremenljivkami podjetja Petrol.
V zgornjem trikotniku pa je empirično izračunan Kendallov τ za vsak par. Zvezdice
ob številki ponazarjajo statistično značilnost; torej zavračanje hipoteze neodvisnosti.
Po diagonali so prikazane gostote podatkov, ki so enakomerno porazdeljeni zaradi
transformacije.
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(a) Graf prvega drevesa D-trtne kopule.
(b) Graf drugega drevesa D-trtne kopule. (c) Graf tretjega drevesa D-trtne kopule.
Slika 8: Grafični prikaz D-trtne konstrukcije kopul. Na vozliščih so uporabljene
spremenljivke za parne kopule, na povezavah pa je podana družina kopule in vrednost
Kendallovega τ med kopulami, s katerimi modeliramo
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Slika 9: Na sliki je prikazana odvisnost med spremenljivkami, kot je ocenjena z
D-trtnimi kopulami. Številke nad diagonalo predstavljajo korelacijo, podano s
Kendallovim τ . Odvisnosti smo ocenili tako, da smo generirali 10000 vrednosti iz
ocenjene D-trtne kopule ter nato izračunali zgornje vrednosti.
Slika 10: Na sliki vidimo porazdelitev simuliranega lastniškega kapitala Petrola.
Opazimo, da nikoli ni negativen, kar pomeni, da bo ocenjena verjetnost neplačila
enako 0.
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Poglejmo si še razširjeni model. Robne porazdelitve so tukaj iste kot za osnovni
model. Razlika v konstrukciji je, da tukaj sestavimo glede na BDP pogojno C-trtno
kopulo. To pomeni, da je v drevesu T1 BDP tista spremenljivka, ki ima stopnjo 4,
kot vidimo na Sliki 11a. Med možnimi drevesi, ki ustrezajo pogojevanju na BDP,
izberemo najboljšega po kriteriju AIC. To v programskem jeziku R storimo z funkcijo
CDVineCondFit iz paketa CDVineCopulaConditional. Za vsak par spremenljivk
najprej preverimo neodvisnost z 0.05 stopnjo zaupanja po testu neodvisnosti s
Kendallovim τ . Za kopule, ki niso neodvisne, je izbira kopul ista kot zgoraj, z
uporabo AIC, parametre kopul pa določimo po principu največjega verjetja. Izbira
kopul in pripadajočih parametrov je podana v Tabeli 4, drevesa pa so narisana na
Sliki 11.
(a) Graf prvega drevesa C-trtne kopule. (b) Graf drugega drevesa C-trtne kopule.
(c) Graf tretjega drevesa C-trtne kopule. (d) Graf četrtega drevesa C-trtne kopule.
Slika 11: Grafični prikaz C-trtne konstrukcije kopul. Na vozliščih so uporabljene
spremenljivke za parne kopule, na povezavah pa je podana družina kopule in vrednost
Kendallovega τ med kopulami, s katerimi modeliramo
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Tabela 4: V tabeli so podani podatki o ocenjeni C-trtni kopuli. Drevesa so taka, kot
na Sliki 11.
Drevo Povezava Kopula Param. 1 Param. 2 Tau
1 GDP,LTA I / / 0.00
1 GDP,STL I / / 0.00
1 GDP,LTL Tawn2_270 -1.64 0.29 -0.17
1 GDP,STA I / / 0.00
2 LTA,STL;GDP F 4.20 / 0.40
2 LTA,LTL;GDP Tawn2_180 3.65 0.26 0.23
2 LTA,STA;GDP SC 14.35 / 0.88
3 STL,LTL;LTA,GDP BB8_270 -2.59 -0.99 -0.46
3 STL,STA;LTA,GDP SC 0.08 / 0.04
4 LTL,STA;STL,LTA,GDP BB1 0.04 1.01 0.03
Razvidno je, da je za primer Petrola večino njegove bilance stanje v zadnjih
10-ih letih bilo neodvisne od rasti BDP-ja. To nam ponazarjajo neodvisne kopule,
označene z I. To je kot omenjeno verjetno posledica rasti podjetja v zadnjih desetih
letih, ne glede na spremembe BDP. Kljub temu pa obstaja razlika, glede na BDP,
med simuliranimi lastniškimi deleži, kot je razvidno na Sliki 12. Simulacija je v
primeru razširjenega modela zelo podobna kot v osnovnem modelu. Razlika je le, da
tukaj pred simuliranjem sredstev in obveznosti, najprej določimo vrednost BDP.
Predpostavljamo, da imamo podane vrednosti BDP, pri katerih nas zanima
verjetnost neplačila, torej bo pri vseh vzorcih BDP isti. Vzorčimo za dve vrednosti
spremenljivke GDP, za GDP = 0.05 in GDP = −0.05, kar predstavlja 5% rast
in padec BDP. Te vrednosti BDP pretvorimo na skalo [0, 1] z uporabo inverza
ocenjene porazdelitvene funkcije za BDP, nato pa pogojno vzorčimo 10000 vrednosti
za vsako robno porazdelitev iz C-trtne kopule, za obe vrednosti BDP. Nato kot za
osnovni model z uporabo inverzov ocenjenih porazdelitvenih funkcij transformiramo
zgenerirane vrednosti na pravilno skalo. Z uporabo formule 4.2 za vsako vzorčenje
izračunamo vrednost lastniškega kapitala. Verjetnost neplačila za posamezen BDP
izračunamo kot delež primerov, kjer je bil lastniški kapital negativen.
Iz rezultatov vidimo, da je tudi v primeru padca BDP verjetnost neplačila še
vedno enako nič. Kljub temu pa vidimo, da pogojevanje na BDP deluje, saj po
simuliranih vrednostih na Sliki 12 vidimo, da so zgenerirani lastniški deleži manjši v
primeru padca BDP. To potrjuje željeno delovanje razširitve metode glede na osnovni
model.
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Slika 12: Na sliki vidimo porazdelitev simuliranega lastniškega kapitala Petrola v
primeru, ko napovedujemo 5% rast BDP (oranžna barva) in ko napovedujemo 5%
padec BDP (modra barva). Opazimo, da lastniški kapital ni v nobenem izmed
scenarijev negativen, kar pomeni, da bo ocenjena verjetnost neplačila enako 0.
4.9 Razširitev z uporabo relativnih letnih sprememb in pri-
mer uporabe
V podpoglavju 4.8 smo pri računovodskih podatkih uporabili absolutne vrednosti, za
katere smo zgradili robne porazdelitve in odvisnostno strukturo in smo na podlagi
njih modelirali. Pri tem pride do problema, da lahko postanejo starejši podatki
nekoristni oz neinformativni, celo škodljivi. To lahko hitro vidimo na primeru, kjer
začnemo z kratkoročnimi sredstvi, katerih vrednost je 100 enot. Če predpostavljamo
letno rast 5%, dobimo po desetih letih 162.89 enot. Če na teh podatkih zgradimo
porazdelitev, bomo začetni in končni vrednosti dali podobno težo, saj ne upoštevamo
časovne strukture. Zato se odločimo namesto na absolutnih podatkih zgraditi osnovni
in razširjeni model še na podatkih, kjer gledamo letne rasti in padce sredstev ter
obveznosti.
Primer še vedno izvajamo na podatkih podjetja Petrol. Potek ocenjevanja
parametrov, izgradnja modela in ocenjevanje verjetnosti neplačila poteka po enakem
principu kot v podpoglavju 4.9, zato ne bomo podrobno opisovali postopka. Največja
sprememba se pojavi pri izračunu lastniškega kapitala, kjer moramo najprej izračunati
absolutne vrednosti sredstev in obveznosti, šele nato pa lastniški kapital. To storimo
z enačbami (4.14).
Imena spremenljivk ohranimo ista, spremenimo pa njihov pomen:
• STA = relativna sprememba kratkoročnih sredstev glede na prejšnje leto
• LTA = relativna sprememba dolgoročnih sredstev glede na prejšnje leto
• STL = relativna sprememba kratkoročnih obveznosti glede na prejšnje leto
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• LTL = relativna sprememba dolgoročnih obveznosti glede na prejšnje leto
• GDP = sprememba BDP-ja Slovenije glede na prejšnje leto
Vrednosti tudi v tem primeru ocenimo z normalno porazdelitvijo dveh kompo-
nent. Seveda bi lahko preizkusili tudi kakšno drugo porazdelitev in potem izbrali
najprimernejšo. Kot vidimo v Tabeli 5 je dovolj primerna tudi normalna mešanica
dveh komponent, tako da drugih porazdelitev ne bomo preizkušali.
Slika 13: Na sliki so histogrami robnih porazdelitev relativnih sprememb kratkoročnih
in dolgoročnih sredstev ter obveznost Petrola glede na prejšnje leto. Narisana je tudi
porazdelitev BDP. Z rdečo je narisana gostota ocenjenih normalnih mešanic dveh
spremenljivk za vsako spremenljivko.
V Tabeli 6 so predstavljeni parametri ocenjenih normalnih mešanic za naš primer.
Pred začetkom modeliranja s kopulami si poglejmo odvisnosti med danimi po-
datki. Vidimo jih lahko na Sliki 14. Podatki so transformirani glede na empirično
porazdelitveno funkcijo, vendar ker za merjenje odvisnosti uporabljamo Kendallov τ ,
se ta ohrani.
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Tabela 6: Vrednosti parametrov normalne mešanice dveh komponent, ocenjenih na
robnih porazdelitvah relativnih vrednosti.
Spremenljivka µ1 µ2 σ1 σ2 η1 η2
STA 0.00945 0.19587 0.12569 0.06091 0.76200 0.23800
LTA 0.01635 0.09925 0.04744 0.01020 0.89322 0.10678
STL 0.00157 0.53500 0.16631 0.05001 0.91514 0.08486
LTL 0.00328 1.31618 0.30845 0.09378 0.91081 0.08919
BDP -0.01616 0.03169 0.01656 0.01042 0.28503 0.71497
Sedaj zgradimo D-trtno kopulo na podatkih, transformiranih z empirično po-
razdelitveno funkcijo. Obliko zaporedja trt vidimo na Sliki 15, v Tabeli 7 pa so
predstavljeni ocenjeni parametri.
Tabela 7: V tabeli so podani podatki o ocenjeni D-trtni kopuli. Drevesa so taka, kot
na Sliki 8. Kopule imajo lahko enega ali dva parametra, v našem primeru ima dva
parametra samo BB8 kopula.
Drevo Povezava Kopula Param. 1 Param. 2 τ
1 4,3 BB8_90 -3.27 -0.98 -0.53
1 3,1 Tawn180 2.13 0.34 0.24
1 1,2 C 0.60 0.00 0.23
2 4,1;3 SJ 2.84 0.00 0.50
2 3,2;1 I 0.00 0.00 0.00
3 4,2;3,1 BB8 2.00 0.98 0.33
Na sliki 16 vidimo modelirane odvisnosti med kopulami. Že spet vidimo podobnost
med obliko odvisnosti na Sliki 14 in Sliki 16. Kot že zgoraj omenjeno je seveda
pričakovano, da oblike nisto iste, prav tako da tudi Kendallov τ . Vidimo pa, da so
pozitivne in negativne odvisnosti ohranjene.
Preostane nam izračunati verjetnost neplačila. Ta izračun se delno razlikuje od
zgornjega. Ker simuliramo letne relativne spremembe, moramo za izračun lastniškega
kapitala na vsakem koraku podati tudi začetno vrednost kratkoročnih in dolgoročnih
sredstev ter obveznosti, na podlagi katerih izračunamo vrednosti v naslednjem letu.
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To storimo z
STA1 = (1 + STA)STAI,
LTA1 = (1 + LTA)LTAI,
STL1 = (1 + STL)STLI,
LTL1 = (1 + LTL)LTLI,
(4.14)
kjer z STA, LTA, STL, LTL predstavljajo simulirane relativne spremembe, STAI,
LTAI, STLI in LTLI začetne vrednosti ter STA1, LTA1, STL1 in LTL1 izračunane
vrednosti čez eno leto. Kot začetne vrednosti bomo vzeli stanje kratkoročnih in
dolgoročnih sredstev in obveznosti v prvemu četrtletju leta 2020. Napovedana verje-
tnost neplačila bo torej za prvo četrtletje 2021. Na podlagi teh na novo izračunanih
vrednosti lahko kot zgoraj izračunamo lastniški kapital, na podlagi katerega z deležem
negativnih primerov izračunamo verjetnost neplačila. V našem primeru je enoletna
verjetnost neplačila 0, 027%. Ta je višja kot v primeru z absolutnimi vrednostmi,
posledično pa tudi bolj realna. Porazdelitev lastniškega kapitala predstavimo na Sliki
17.
53
Slika 14: Na sliki so grafično prikazane odvisnosti med relativnimi spremenljivkami
podjetja Petrol. V zgornjem trikotniku pa je empirično izračunan Kendallov τ za
vsak par. Zvezdice ob številki ponazarjajo statistično značilnost; torej zavračanje
hipoteze neodvisnosti. Po diagonali so prikazane gostote podatkov, ki so enakomerno
porazdeljeni zaradi transformacije.
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(a) Graf prvega drevesa D-trtne kopule relativnih podatkov.
(b) Graf drugega drevesa D-trtne kopule relativ-
nih podatkov.
(c) Graf tretjega drevesa D-trtne kopule relativ-
nih podatkov.
Slika 15: Grafični prikaz D-trtne konstrukcije kopul za relativne podatke. Na vozliščih
so uporabljene spremenljivke za parne kopule, na povezavah pa je podana družina
kopule in vrednost Kendallovega τ med kopulami, s katerimi modeliramo
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Slika 16: Na sliki je prikazana odvisnost med spremenljivkami relativnih podatkov,
kot je ocenjena z D-trtnimi kopulami. Številke nad diagonalo predstavljajo korelacijo,
podano s Kendallovim τ .
Slika 17: Na sliki vidimo porazdelitev simuliranega lastniškega kapitala Petrola na
relativnih podatkih. Opazimo, da je v večini pozitiven, vendar je v nekaj primerih
tudi negativen, kar privede do enoletne verjetnosti neplačila 0, 027%.
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Sedaj na istih podatkih zgradimo še razširjeni model. Že spet odvisnosti mode-
liramo s pogojno C-trtno kopulo. Parametri izbrane C-trtne kopule so v Tabeli 8,
izgled pa najdemo na grafu 18.
(a) Graf prvega drevesa C-trtne kopule. (b) Graf drugega drevesa C-trtne kopule.
(c) Graf tretjega drevesa C-trtne kopule. (d) Graf četrtega drevesa C-trtne kopule.
Slika 18: Grafični prikaz C-trtne konstrukcije kopul na relativnih podatkih. Na
vozliščih so uporabljene spremenljivke za parne kopule, na povezavah pa je podana
družina kopule in vrednost Kendallovega τ med kopulami, s katerimi modeliramo
Vidimo lahko, da odvisnosti med BDP in računovodskimi kazalniki sedaj obstajajo
tudi za LTA in STA, kar v primeru absolutnih vrednosti niso. Ta večja odvisnost
pomeni tudi večji vpliv BDP pri modeliranju verjetnosti neplačila. Izračunamo
enoletno verjetnost neplačila za dve stanji BDP, enkrat, ko se ta poveča za 5%,
drugič, pa ko se zmanjša za 5%, enkrat pa ko ni rasti BDP. Kot pri osnovnem
modelu bomo za začetne vrednosti vzeli stanje kratkoročnih in dolgoročnih sredstev
in obveznosti v prvemu četrtletju leta 2020.
Dobljeni rezultati so vidni v Tabeli 9 in Sliki 19. Tudi sedaj opazimo vpliv BDP
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Tabela 8: V tabeli so podani podatki o ocenjeni C-trtni kopuli na relativnih podatkih.
Drevesa so taka, kot na Sliki 18.
Drevo Povezava Kopula Param. 1 Param. 2 Tau
1 GDP,STL I / / 0.00
1 GDP,LTA F -1.38 / -0.15
1 GDP,LTL Tawn2_270 -2.36 0.29 -0.22
1 GDP,STA BB8 2.32 0.74 0.22
2 STL,LTA;GDP Tawn180 2.15 0.36 0.25
2 STL,LTL;GDP F -5.84 / -0.50
2 STL,STA;GDP F 3.07 / 0.31
3 LTA,LTL;STL,GDP BB8 2.05 0.97 0.33
3 LTA,STA;STL,GDP SJ 1.58 / 0.25
4 LTL,STA;LTA,STL,GDP F 3.71 / 0.36
Tabela 9: V tabeli so podane enoletne verjetnosti neplačila pri razširjenem modelu
in relativnih podatkih. Vidimo, da se njihovo gibanje sklada s predpostavkami, da
slabšanje rasti BDP vodi do večje verjetnosti neplačila. Porazdelitve lastniškega
kapitala, iz katerih sledijo te verjetnosti so predstavljene na Sliki 19.




na enoletno verjetnost neplačila, saj se ta s padanjem BDP veča. Za razliko od
primera na absolutnih podatkih tukaj dobimo neničelno verjetnost neplačila, kar je v
skladu z realnimi pričakovanji. Vrednosti so v pričakovanih mejah.
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Slika 19: Na sliki vidimo porazdelitev simuliranega lastniškega kapitala Petrola na
relativnih podatkih v primeru, ko napovedujemo 5% rast BDP (oranžna barva), 5%
padec BDP (modra barva) in nespreminjanje BDP (zelena barva). Opazimo, da
je lastniški kapital vezan na spremembe BDP, ter da je v nekaterih primerih tudi
negativen. Verjetnosti neplačila so napisane v Tabeli 9.
Metoda, ki temelji na relativnih spremembah v nekem obdobju, v našem primeru
letu, je zelo občutljiva na podane začetne vrednosti. Zato se lahko uporabi le za
napovedovanje za izbrano časovno obdobje. V našem primeru je napoved verjetnosti
neplačila torej za naslednje leto. Če bi želeli napoved za npr. dve leti, torej verjetnost
neplačila čez dve leti, bi morali najprej izračunati relativne spremembe podatkov
za dve leti, nato na njih izgraditi model ter šele nato računati verjetnost neplačila.
To pomeni, da daljše časovno obdobje izberemo, več podatkov rabimo oz. na manj
vrednosti lahko zgradimo model.
Klub temu pa je uporaba metode na relativnih spremembah boljša tako iz teo-
retičnega vidika kot iz primera. Za nadaljni razvoj metode, in možno uporabo, bi
priporočal uporabo razširjenega modela in relativnih podatkov, saj je zmožnost pra-
vilnega napovedovanja te metode veliko višja, hkrati pa intuitivna razlaga pravilnosti
metode.
4.10 Možne izboljšave
Namen prikazane uporabe modela je predvsem ta, da prikažemo njegovo delovanje
in uporabo na realnih podatkih. V primeru uporabe na večji količini podatkov, npr.
za vsako podjetje v portfelju poslovne banke, je potrebno postopek avtomatizirati.
To je pri tem postopku možno, saj med vsemi različnimi porazdelitvami in kopulami
izbiramo avtomatično. Tudi za robne porazdelitve bi lahko določili več različnih
porazdelitev, ki bi jih med sabo primerjali. Izbrali bi lahko tudi drugo odvisno
spremenljivko v razširjenem modelu, če bi ta bila bolj ekonomsko relevantna, lahko
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pa bi jih uporabili tudi več.
To, da imamo za vsako podjetje verjetnost neplačila, je koristno za izračun pričakovane
izgube, saj ob podani stopnji izgube ob neplačilu lahko izračunamo pričakovano izgubo
za vsako podjetje, kar pa nam da posledično pričakovano izgubo za cel portfelj. Z
razširjenim modelom torej lahko šokiramo cel portfelj in dobimo bolj natančne ocene
kreditnega tveganja.
Metoda je zelo občutljiva na vhodne podatke, saj v primeru, da v podanih
podatkih nimamo dobrega ali slabega obdobja, podcenimo ali precenimo verjetnost
neplačila. Hkrati pa ni nujno, da so odvisnosti med spremenljivkami, zajete v
posameznem obdobju, reprezentativne za ostala obdobja. Potrebnih je tudi veliko
podatkov v časovni komponenti, saj hočemo zajeti cel cikel. Javno dostopnih
podatkov velikokrat ni na voljo za ustrezno obdobje ali z ustrezno frekvenco, saj je
velikokrat poročanje le letno. Možna izboljšava bi bilo empirično testiranje v teoriji
primernih dodatnih spremenljivk, poleg ali namesto BDP, za boljše za napovedovanje
in šokiranje dobljene verjetnosti. Dodatna možna razširitev bi bila upoštevanje
časovne komponente sredstev in obveznosti, torej obravnavati podatke kot časovne
vrste.
Dobljena številka je lahko zavajujoča, saj si verjetnost neplačila npr. 0.1 lahko
razlagamo hkrati kot sprejemljivo verjetnost in kot visoko verjetnost. Zavedati se
moramo tudi, da je to le verjetnost in tudi v primeru popolne točnosti metode
se lahko zgodi nasprotni dogodek od pričakovanega. Zato je boljše kombinirati to
metodo s stopnjo izgube ob neplačilu, saj tako dobimo pričakovano izgubo, ki je v
splošnem boljša metrika in tudi bolj uporabljena.
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5 Zaključek
V delu smo predstavili način ocenjevanja verjetnosti neplačila z uporabo trtnih
kopul. Najprej smo definirali, kaj je to kopula, katere vrste kopul obstajajo, nato
pa smo predstavili parno konstrukcijo kopul in R-trt. Pokazali smo, kako lahko
porazdelitev razcepimo na kopule, ki jih sistematično predstavimo s trtnimi kopulami,
če uporabimo posplošitveni pogoj. Povedali smo, kako lahko argumente in obliko trt
empirično ocenimo iz podatkov ter kako lahko iz njih generiramo nove vrednosti, ki
ohranjajo strukturo odvisnosti.
Za ocenjevanje verjetnosti neplačila smo najprej predstavili model, opisan v članku
[19]. Članek temelji na uporabi računovodskih podatkov, in sicer dolgoročnih in krat-
koročnih sredstev ter obveznosti. Povedali smo, kako lahko ocenimo porazdelitve teh
parametrov, katere porazdelitve so bile priporočene ter katero trtno kopulo uporabiti
za izgradnjo odvisne strukture. Pokazali smo, kako v tem modelu simuliramo in iz
generiranih vrednosti ocenimo lastniški kapital. Na podlagi simulirane porazdelitve
kapitala lahko z deležem negativnih vrednosti ocenimo verjetnost neplačila.
Zgornji model smo razširili z dodatno spremenljivko, v našem primeru letno
spremembo BDP, ki se uporabi za pogojno napovedovanje in izvedbo stresnih testov.
Model je poleg dodatne spremenljivke podoben osnovnemu, le da so tu vrednosti
simulirane pogojno na BDP, ki je lahko določen prej, ali pa je generiran iz premaknjene
porazdelitve. Za ta namen je bil v delu predstavljen tudi koncep pogojne trtne kopule
z navedbo virov, kjer lahko preberemo več o točni izgradnji in simuliranju iz nje.
Izgradnjo smo prikazali na desetletnih podatkih podjetja Petrol. Ker je bilo
zadnjih deset let gospodarstvo naraščajoče, opazovano obdobje ni zajelo vseh ciklov
gospodarstva, in ker je podjetje zelo dobro poslovalo, je bila naša dobljena verjetnost
neplačila enaka nič. Ta je seveda podcenjena, a namen tega dela ni bil optimizacija
spremenljivk in iskanje dodatnih podatkov, ampak predstavitev modeliranja s kopu-
lami in na tem konceptu zgrajenih modelov za ocenjevanje verjetnost neplačila, nismo
razširjali modela. Pokazalo pa se je tudi pravilno delovanje razširjenega modela, saj
smo na primeru videli, da se porazdelitev lastniškega kapitala spreminja glede na
preddoločen BDP, kot je vidno na Sliki 12.
Model smo dodatno razširili z uporabo na podatkih letne relativne spremembe
kratkoročnih in dolgoročnih sredstev ter obveznosti. Taka uporaba ima večji ekonom-
ski in matematični smisel. Na teh podatkih sta se tako osnovni, kot razširjeni model
izkazala za boljša kot na absolutnih podatkih. Za nadaljno uporabo in raziskovanje
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