Abstract-Offset-quadratic-amplitude-modulation-based filterbank multicarrier (FBMC-OQAM) has been shown to be a promising alternative to cyclic prefix-orthogonal frequency division multiplexing. More recently, the use of FBMC-OQAM has been proposed in combination with massive MIMO communications. In this context, it is interesting to study the overall effect of massive MIMO on the FBMC-OQAM intrinsic interference and its interaction with channel frequency selectivity. In this paper, the performance of an FBMC-OQAM uplink massive MIMO system is theoretically characterized in terms of the output mean squared error (MSE) of the estimated transmitted symbols and for three types of linear receivers, namely, zero forcer, linear minimum mean squared error, and matched filter. Using random matrix theory, the output MSE of these receivers is asymptotically characterized as the number of base station antennas N and the number of users K grow large, while keeping a finite ratio N/K. The obtained expressions allow to draw many conclusions, some of which were already noticed in the literature but not yet theoretically proven. First, the MSE becomes uniform across the frequency band as a result of the channel hardening effect. Second, it is shown that a good synchronization of the users is crucial in a massive MIMO scenario. Finally, if the users are well synchronized, the different terms that compose the MSE, such as noise, interuser interference, and the distortion caused by the channel frequency selectivity, become negligible for large values of the ratio N/K. This effect was previously referred to as "self-equalization" in the literature.
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These architectures are able to achieve the high data rate requirements targeted by 5G communication networks in terms of capacity and energy efficiency [1] [2] [3] . By using a very large number of antennas at the base station, these systems are able to simultaneously serve multiple users occupying the same timefrequency resources and separated using space division multiple access (SDMA). FBMC-OQAM modulations in combination with massive MIMO communications was first analyzed in [4] . FBMC-OQAM technologies inherently have significant advantages compared to CP-OFDM modulations [5] . First, the absence of cyclic prefix increases the spectral efficiency. Furthermore, the very good time-frequency localization of the prototype filter provides a lot of flexibility for spectrum allocation, as well as a high robustness to synchronization errors [6] . One should note that, to achieve a higher spectral selectivity, the prototype pulse needs to be more spread out in the time domain, which induces more latency and might be detrimental for short burst transmissions. Pre-loading techniques and tail shortening algorithms were proposed to compensate for this effect [7] [8] [9] [10] .
In general, the FBMC-OQAM orthogonality is well known to be progressively destroyed as the channel frequency selectivity becomes large [11] , i.e., when the channel cannot be approximated as flat at the subcarrier level. This is due to the generation of inter-symbol interference (ISI) and inter-carrier interference (ICI). However, in massive MIMO, it appears that this interference decreases as the number of BS antennas increases, even in the case of strong channel selectivity and for simple single-tap per-subcarrier receivers [4] , leading to a low implementation complexity. It is stated in [4] that, thanks to this so called "selfequalization effect", the subcarrier spacing can be increased in massive MIMO FBMC systems, reducing the number of subcarriers and leading to a lower sensitivity to carrier frequency offset and peak-to-average-power-ratio. In [12] , the same authors propose to use the frequency spreading implementation of FBMC [13] , [14] in the massive MIMO setting. This would allow for a more accurate channel equalization, which would result in a further reduction of the number of subcarriers. In [15] , [16] , it is shown that a distortion floor remains even if the number of BS antennas grow without bounds, meaning that ICI and ISI are not completely removed. To get rid of this performance floor, the authors propose an efficient equalization method.
As explained above, the combination of FBMC and massive MIMO has been studied in several previous works. However, to the best of our knowledge, there does not exist a theoretical analysis of the FBMC performance in a massive MIMO scenario. In [15] , [16] , bounds for the signal-to-interference-plusnoise ratio (SINR) are derived. However, these bounds only hold when the number of BS antennas N grows to infinity, for a fixed number of users K. In practice however, N is finite and may not be sufficiently large with respect to K, such that the derived bounds are very far from the actual SINR value for practical K and N . Furthermore, the work of [15] assumes a common power delay profile (PDP) per-user, equal channel gains for each user and does not consider spatial channel correlation at the BS.
In this paper, the performance of an FBMC-OQAM uplink massive MIMO system is theoretically characterized in terms of the mean squared error (MSE) of the estimated transmitted symbols and at the output of ZF, LMMSE and MF linear receivers. Using random matrix theory, the MSE approximation derived in [11] is asymptotically analyzed as N and K grow to infinity, while keeping a finite ratio N/K, for each type of receiver. Even if the results are only asymptotically true, it is shown that for practical values of N and K, the MSE is very close to its asymptotic equivalent, so that the approximations are very accurate and useful in practice. The obtained asymptotic MSE expressions are very compact and give a lot of insight on how the different scenario parameters affect the MSE, i.e., the number of BS antennas N , the number of users K, the spatial correlation between the BS antennas, the small-scale and large-scale fading and the different PDP of each user. More specifically, we draw the following conclusions:
r For each type of receiver under study, the asymptotic MSE almost surely converges to a deterministic quantity that does not depend on the subcarrier index, meaning that the MSE becomes flat across the frequency band.
r A good synchronization of the users and the BS is crucial in the considered SDMA uplink massive MIMO scenario. Indeed, it is shown here that a sizable part of the distortion is related to the average delay of the channel or in other words, the timing synchronization. This part of the output distortion does not go to zero as N/K grows large. This performance floor was earlier noticed in [4] , [15] , though its relationship with timing synchronization was not established.
r It is shown that, if users are well synchronized, the different terms that compose the MSE, such as noise, inter-user interference (IUI) and the distortion caused by the channel frequency selectivity, are inversely proportional to the ratio N/K and hence can be made arbitrarily small for large N/K. This effect was previously referred to as "selfequalization" in [4] , [15] . The rest of this paper is structured as follows. Section II provides details on the system model of the considered uplink massive MIMO scenario. A per-subcarrier MSE approximation previously derived in the literature is recalled, which holds for general types of linear receivers. Furthermore, the channel model under study in the current massive MIMO scenario is described. In Section III, the asymptotic performance of FBMC is studied for the three types of linear receivers. Section IV validates the theoretical study of the self-equalization effect in massive MIMO FBMC systems in practical situations. Finally, Section V concludes the paper.
A. Notations
Vectors and matrices are denoted by bold lowercase and uppercase letters, respectively (resp.). Superscripts * , T and H stand for conjugate, transpose and Hermitian transpose operators. The symbols tr, E, and denote the trace, expectation, imaginary and real parts, respectively. j is the imaginary unit. I N denotes the identity matrix of order N . ⊗ stands for the Kronecker product and δ[n] is the Kronecker delta. The diag(.) operator applied to a vector returns a diagonal matrix whose k−th diagonal entry is equal to the k−th entry of the argument vector. The diag(.) operator applied to a square matrix returns the same matrix with off-diagonal elements set to zero.
II. SYSTEM MODEL

A. Massive MIMO FBMC-OQAM Transmission Model
Let us consider a massive MIMO uplink transmission with one BS, equipped with N antennas, and K single-antenna users. The transmission chain considered in the following is depicted in Fig. 1 . Each user simultaneously transmits one data stream to the the BS at the same frequency resources, using SDMA. It is assumed that the BS has knowledge of the channel response of all the users in the system. The number of subcarriers is denoted by 2M . The vector d m ,l ∈ R K ×1 is made of the real-valued symbols transmitted at subcarrier m and multicarrier symbol l by each user. The symbols d m ,l ∈ R K ×1 are assumed bounded, independent and identically distributed random variables with zero mean and variance 1 P s /2. The symbols d m ,l are FBMC-OQAM modulated using a prototype pulse p[n] with unit energy and of length 2Mκ, where κ is the overlapping factor. The aggregated transmitted signal s[n] ∈ C K ×1 can be written as
N ×K the taps of the channel impulse response, which is assumed to be finite of length 2 L. The aggregated received signal at the BS antennas, denoted by r[n] ∈ C N ×1 , is given by
where w[n] represents zero mean additive circularly white Gaussian noise samples with variance σ 2 w . The received signal r[n] is FBMC-OQAM demodulated using a prototype pulse 1 The factor 1/2 comes from the fact that P s is the variance of the complex QAM symbol while P s /2 is the variance of the related real PAM symbol. Furthermore, in practice, users may have a different transmit power. This can be taken into account by the channel gain of each user, that is specified in the channel model presented in the next section. 2 Note that the channel of each user may have a different length. L would then be the supremum of all the channel lengths, which we assume bounded. g [n] of length 2Mκ and of unit energy. The signal after demodulation, at subcarrier m 0 and multicarrier symbol l 0 , is denoted by z m 0 ,l 0 ∈ C N ×1 , and can be written as
where
) . In the following, we first describe the classical approximation of z m 0 ,l 0 made in most of the FBMC literature. In Section II-B, we will propose an MSE expression that does not make this assumption.
In classical FBMC approaches, the channel is assumed to remain constant over the frame duration and frequency flat at the subcarrier level. Under these conditions and if the pulses p[n] and g [n] are well localized in time and frequency, a good approximation of z m 0 ,l 0 is given by
2 M bm 0 is the channel frequency response evaluated at the subcarrier of interest and w m 0 ,l 0 is the filtered noise. Commonly, the channel is then equalized by applying a one-tap matrix multiplication B m 0 ∈ C K ×N , i.e.,
The pulses p[n] and g[n]
are assumed to be perfect reconstruction (bi-orthogonal) pulses. In this situation, one has 
B. MSE Approximation Under High Channel Frequency Selectivity
In practice, the presence of channel frequency selectivity will deteriorate the symbol estimate, which will be affected by IUI, ICI and ISI. Moreover if the channel is not perfectly inverted at the receiver, i.e., B m 0 H m 0 = I K , IUI coming from the other users will impact the symbol estimate. We define the aggregated MSE of all streams at subcarrier m as
where the expectation is taken over transmitted symbols and noise samples. The exact expression of the MSE is an intricate function of the channel impulse response. An MSE approximation was first derived in [17] and later extended to any form of linear receivers in [11] . For the approximation to hold, it should be assumed that the transmit and receive prototype pulses p [n] and g [n] are either symmetric or anti-symmetric and real-valued.
Moreover, g[n]
is assumed to be obtained by the discretization of a smooth real-valued analog waveform g(t), which is only non zero for t ∈ [−κ/2, κ/2] and with bounded derivatives, so that,
for n = 0, . . . , 2Mκ − 1 and zero elsewhere. Under these assumptions and when no pre-equalizer is used at the transmitter side, 3 an approximation of the MSE is given by [11] 
where P T = KP s is the total transmit power, η is a pulse-related quantity properly defined in Appendix A. For an integer r, H (r ) m denotes the r-th order derivative of the channel in the frequency domain and evaluated at subcarrier m, i.e.,
Note that
The MSE approximation is obtained by a Taylor approximation of the demodulated signal, truncated to its first order terms [11] . The term is an error contribution that depends on the degree of frequency selectivity of the channel, which can be characterized by the ratio L 2M . As 2M → +∞ and if the number of subcarriers is large with respect to the number of antennas N and users K, the approximation can be shown to be asymptotically exact [11] . As will be shown in the simulations, for practical channel lengths and number of subcarriers, the approximation is very accurate. Therefore, we will neglect the error term . Note that the approximation takes into account the effect of IUI, ICI, ISI and additive noise. The first term is for instance due to intrinsic interference and IUI, leaking on the symbol of interest, if the channel is not perfectly inverted at the receiver. The fourth term is related to the additive noise while the second and third ones are caused by the channel frequency selectivity. As the channel becomes more frequency selective, its derivatives H (r ) m are amplified, progressively destroying the FBMC-OQAM orthogonality.
C. Channel Model
To study the MSE behavior when the number of antennas grows large, we first need to define a channel model that is relevant in the considered uplink massive MIMO scenario. We denote by 
BS correlation
Small-scale fading
The positive matrix C BS ∈ C N ×N models the spatial correlation between the BS antennas, normalized such that tr[
. zero mean and unit variance Gaussian entries that accounts for the small-scale fading. The coefficient √ β k accounts for the channel gain related to user k, 4 normalized such that N ×K can be formulated as
where the diagonal matrix D
β ,b is diagonal comes from the fact that users are assumed to be located at different positions in the cell and we assume no correlation among them. Inserting (6) in (4), the r-th derivative of the channel frequency response at subcarrier m can be expressed as
where we defined
and matrix Φ 0 is defined as the identity I LK . Furthermore, we define key channel statistics that will help characterize the distortion induced by the channel frequency selectivity. The average delay τ k,av and the delay spread τ k,rms associated to user k are defined as
Note that the average delay of each user τ k,av depends on the BS synchronization. By changing the demodulation window, a delay is added or removed to the PDP of each user p k [b] . However, the delay spread τ k,rms is an intrinsic property of the channel of each user and does not depend on the BS synchronization. Further, we define the three following diagonal matrices of
which respectively contain on their diagonal the channel gain, the average delay and the delay spread of each user.
III. FBMC PERFORMANCE IN MASSIVE MIMO SYSTEMS
In this section, we aim at characterizing the performance of FBMC in an uplink massive MIMO scenario for three types of classical linear receivers, namely, the ZF, the LMMSE and the MF receivers. These are designed based on the assumption of a frequency flat channel at the subcarrier level, i.e., H (1) m ≈ 0 and H (2) m ≈ 0. In practice, it will not be the case and this simple design will lead to ICI, ISI and IUI, which is taken into account by the second and third terms of (3). In the following, we study the asymptotic behavior of the MSE in (3) for each type of linear receiver. We will show that (3) converges in each case almost surely to an asymptotic equivalent as N and K grow infinitely large, for a finite ratio N/K. Of course, in a massive MIMO scenario, the number of BS antennas N and the number of users K are finite but they are sufficiently large so that the actual MSE becomes very close to its asymptotic equivalent, as will be shown via simulations.
In the sequel, as N and K grow large, we will assume that (As1): 0 < lim inf
One should note that (As2) and (As3) practically make sense since it is unlikely that one channel gain grows infinitely large.
A. ZF and LMMSE Receivers
We will here study the performance of two particular receivers. The first one, the ZF receiver, is obtained by minimizing (3) under a channel inversion constraint and assuming a frequency flat channel at the subcarrier level (H are not optimal anymore, as was shown in [11] , [18] . Still, in the massive MIMO setting, we will show further that classical linear receivers, designed for the frequency flat case, such as B ZF m and B LMMSE m , can lead to very small MSE values for large values of the ratio N/K, even for highly frequency selective channels. In the following, we will more generally study a linear receiver of the form
Note that if λ = 0, we retrieve the expression of the ZF receiver whereas if we choose λ = , we find the LMMSE receiver. Inserting the expression of this receiver in (3), the MSE becomes
The MSE expression can be rewritten as a function of the matrix of Gaussian entries G defined in (8) .
The following theorem shows that the expression of MSE m (λ) given in (10), almost surely (a.s.) behaves as a deterministic equivalent in a massive MIMO scenario.
Theorem 1: Under (As1)-(As3), as N and K grow infinitely large, for the receiver in (9) and if λ ∈ C\(R − ∪ {0}), we have
−→ 0, and the expression of MSE(λ) is given by
whereδ(λ) and δ(λ) are the unique positive solutions of the following system of equations in (δ(λ), δ(λ)),
Furthermore, we have defined,
The above properties also hold for λ = 0 when inf
The proof is given in Appendix B. The expression of MSE(λ) in (11) is not trivial to interpret due to the dependence in the variablesδ(λ) and δ(λ). A first remark is that it does not depend on the subcarrier index m, meaning that the MSE becomes flat over frequency. Moreover, the two first terms proportional to σ 2 w and P T are terms of additive noise and IUI. The terms proportional toη, are ICI and ISI caused by the channel frequency selectivity, related to the average delay and the delay spread of the channel. By making further assumptions on the channel statistics, the next corollary will give a better intuition of the different terms of MSE(λ).
1) ZF Receiver: Theorem 1 can be particularized to the ZF receiver case by setting λ = 0 and ensuring that inf 
Corollary 1:
If we assume that the channel is spatially uncorrelated at the receiver side, i.e., C BS = I N , the expression of MSE ZF simplifies to 
where we defined τ av = τ av,k , which does not depend on k. Proof: The proof is given by particularizing the result of Theorem 1 to the special cases mentioned above. First, if C BS = I N , the solution of the system of equations (12) and (13) By adding some assumptions, Corollary 1 provides additional insights into the physical meaning of the different terms of the MSE. The first term is simply related to the additive noise power after equalization and goes to zero as N/K becomes large. This makes sense since with a larger N/K, the channel inversion will be better conditioned and leads to lower noise amplification. As explained before, the two other terms are related to the channel frequency selectivity. Note that the term related to the delay spread of the channel τ rms also goes to zero as N/K grows large. This is part of the so-called "self-equalization" effect, previously noticed in [4] . Surprisingly, the term related to the delay average of the channel τ av is independent of N and K. Hence, this corresponds to the remaining error floor as N/K grows to infinity, previously noticed in [15] . The presence of this term motivates the need for a strict synchronization of the users at the transmit side in the considered SDMA uplink scenario. In practice, if the users and the BS are well synchronized, this term is negligible relatively to the other terms. Further, it can even be made very close to zero. This can be done by redefining the channel C[b] as being not causal and having a τ av ≈ 0. In other words, the BS can re-center the demodulation window to minimize the average channel delay.
2) LMMSE Receiver: Theorem 1 can also be particularized to the LMMSE receiver case by setting λ = . Unfortunately, the asymptotic expression MSE LMMSE is not trivial to interpret due to the dependence in the variables δ(λ) andδ(λ). Even by making more assumptions as in Corollary 1, the expression does not simplify a lot. However, we will see via simulations that the performance of the LMMSE receiver gets very close to the one of the ZF for relatively high values of N/K and/or high SNR. Hence, in these regimes, the conclusions that were drawn for the ZF receiver, approximately hold for the LMMSE receiver.
B. MF Receiver
A disadvantage of the ZF and LMMSE receivers is that they require one matrix inversion, which significantly increases their implementation complexity. To overcome this, an alternative receiver known as MF or maximum-ratio combining, has received a lot of attention in the massive MIMO literature. If we denote by h j,m ∈ C N ×1 the channel frequency response at subcarrier m between user j and the BS antennas, the BS simply processes this stream by a multiplication by its Hermitian trans-
2 . The normalization factor h j,m 2 ensures a unit gain for the channel of interest. We can write the matrix form of this receiver as,
where the operator diag(.) applied to a square matrix A returns a diagonal matrix with diagonal entries equal to the diagonal entries of A and diag r (A) is the r-th power of matrix diag(A). Inserting the expression of B MF m into (3), the MSE expression for the MF receiver becomes
which can be written as a function of G using ( 
Proof:
The proof is given in Appendix C. 
Corollary 2:
If we assume that the channel is spatially uncorrelated at the receiver side, i.e., C BS = I N , the expression of MSE MF simplifies to
If further, we assume a common PDP for all users, as in Corollary 1, MSE MF becomes,
where τ av and τ rms are defined as in Corollary 1. By making some additional assumptions, Corollary 2 allows for a very intuitive understanding of the behavior of the different terms. As mentioned earlier, the first term is related to IUI. As in the ZF and LMMSE cases, we notice the self-equalization impact of massive MIMO on FBMC: for large values of the ratio N/K, the first and third terms will go to zero. The only term that does not go to zero, is the second one, proportional tõ η and τ 2 av , similarly as in the ZF and LMMSE cases. This again emphasizes the fact that in an SDMA situation, the BS and the different users should be well synchronized. If this is the case, this term is negligible compared to the other two.
IV. SIMULATION RESULTS
This section aims at assessing the accuracy of the approximations through simulations. Furthermore, the performance of an uplink massive MIMO FBMC-OQAM system is characterized as a function of different parameters.
In the simulations, the subcarrier spacing is fixed to 15 kHz. The number of subcarriers is 2M = 128. The prototype filter used in all simulations is the PHYDYAS pulse [19] with overlapping factor κ = 4. To characterize the PDP's p k [b] and the channel gains β k of each user, we will assume that the users are clustered in four groups of equal number K/4. The PDP of the users of each cluster follow the same channel model, which is given by an ITU -Veh. A, an ITU -Veh. B, a 3GPP -Typical Urban or a 3GPP -Hilly Terrain channel model. Note that these models correspond to both mildly and highly frequency selective channels. Moreover, the users inside a same cluster have an equal channel gain β k which takes one of the following four values [0.4, 0.8, 1.2, 1.6]. The spatial correlation matrix at the BS C BS was fixed using the exponential model [20] , i.e., its m, n entry is given by [C BS ] m ,n = ρ |m −n | , which models a linear array of antennas. The parameter ρ will be referred to Fig. 2 shows the MSE of the three types of linear receivers as a function of the subcarrier index for an SNR of 15 dB. One can first check that the crosses, which corresponds to the MSE approximation of (3), perfectly match the simulated MSE. As it could be expected, the LMMSE is the best receiver closely followed by the ZF, while the MF has a poorer performance. Note that both Figs. 2 (a) and (b) are plotted for the same ratio N/K = 1.5, while in (a), N = 6 and in (b), N = 30. One can clearly see in (b) that, as expected by Theorems 1-2, when N and K grow, the MSE gets flat across frequency and converges to the asymptotic expressions of the MSE derived in Theorems 1-3.
A. Accuracy of the MSE Approximations and Frequency Flattening Effect
Figs. 3 (a) and (b) plot the MSE as a function of the SNR for the same antenna configuration as in the previous figure. The dashed lines correspond to the asymptotic approximation of the MSE of Theorems 1-3 while the circles correspond to the MSE averaged over the subcarriers and the channel realizations. The vertical bars indicate the 90% confidence interval of the measured MSE across the spectrum and channel realizations. In other words, 90% of the subcarriers and channel realizations resulted in a simulated MSE within these vertical intervals. Observe that the asymptotic formulas of the MSE provide a very accurate description of the average MSE, even for relatively low values of N and K (in Fig. 3(a) ). Further, observe in Fig. 3(b) that, as N and K grow, the variance of the simulated MSE is drastically reduced, confirming the convergence predicted by Theorems 1-3. Finally, note that at high SNR, the MSE begins to saturate due to the distortion induced by the channel selectivity, i.e., the terms related to the delay average and delay spread of the channel in Theorems 1-3. We will see in the following figure that these terms may go to zero as well. Fig. 4 plots the asymptotic MSE as a function of the ratio N/K for the three receivers and two SNR values, i.e., 5 dB and 15 dB. One can clearly observe the self-equalization effect. As N/K increases, the MSE decreases and the different terms of the MSE progressively go to zero, except for the term related to the average delay of the channel. The curve denoted by MSE ∞ corresponds to the performance floor observed for the ZF and MF receivers and is defined as
B. On the Self-Equalization Effect
The value of MSE ∞ could be diminished by a better synchronization of the users and the BS, which would decrease the value of tr[D 2 av ]. Furthermore, one can note that the performance of the LMMSE and ZF receivers rapidly converge as N/K increases. Moreover, note that increasing the SNR is beneficial for the ZF and LMMSE receivers while it does not help the MF a lot. Indeed, as predicted by Theorem 3, the MF is especially limited by IUI, which does not depend on the SNR. Fig. 5 plots the asymptotic MSE of the three linear receivers as a function of the correlation coefficient ρ for an SNR of 10 dB and two ratios N/K. Note that ρ models the degree of correlation between the BS antennas. One can see that the ZF and LMMSE receivers are relatively robust to the correlation between BS antennas except for high values of ρ, especially for the ZF receiver with a low ratio N/K. On the other hand, the MF appears to be more sensitive to the BS inter-antenna correlation. Again, this makes sense since, following Theorem 3, the MF is especially limited by IUI, which becomes stronger as the channels of the different users get more correlated.
V. CONCLUSION
We have investigated the performance of FBMC-OQAM systems in an uplink massive MIMO scenario. The performance of three types of linear receivers was analyzed as the number of BS antennas and the number of users grow large. For each receiver, the MSE was shown to converge to a deterministic quantity that does not depend on the subcarrier index. Further, it was shown that a good synchronization of the user is of crucial importance. Finally, the "self-equalization" effect of FBMC-OQAM was verified by theory and simulations. This shows that, under a good synchronization, having a large ratio N/K allows for a low value of the MSE, even in the case of highly selective channels and classical low complexity receivers.
APPENDIX A DEFINITION OF PULSE-RELATED QUANTITY η
Let us define q[n] as
for n = 0, . . . , 2Mκ − 1 and where g (1) 
dt . Given the two pulses p[n] and q[n], let P and Q denote two 2M × κ matrices obtained by arranging the samples of the respective pulses in columns from left to right. We will define,
where I N (resp. J N ) is the identity (resp. exchange) matrices of order N . Symbol denotes row-wise convolution, i.e., for three matrices A ∈ C N ×M , C ∈ B N ×L and C ∈ C N ×M +L −1 , the i, j-th element of matrix C = A B is given by
APPENDIX B PROOF OF THEOREM 1
For the sake of the compactness of the expressions, we define 
Theorem 3: Let G consist of i.i.d. standardized complex Gaussian entries, and assume that both C BS and D β = F H m F m be matrices of appropriate dimensions with uniformly bounded spectral norm. Assume that K, N → ∞ with
Then, for each sequence of deterministic matrices A of size K × K with uniformly bounded spectral norm and assuming λ > 0, we have
and where (δ(λ), δ(λ)) are the only positive pair of solutions to the system of equations
Furthermore, the above convergence can be extended to the case λ = 0 assuming that inf N K > 1. The result is well known in the random matrix theory literature, see e.g. [21] , [22] for some early studies of this random matrix model. We here follow the formulation established in [23] , [24] . In particular, it follows from [24] and [25] Convergence of (19) has been usually proven for λ ∈ C\(R − ∪ {0}), but it can trivially be extended to all the region of interest according to the following reasoning. Observe that the spectral norm of Q(λ) and T(λ) is upperbounded by (dist(−λ, S)) −1 , because they are Stieljes transforms of positive matrix valued measures (see further [26] ). Furthermore these matrices are holomorphic functions on all the region of interest. Therefore, by a standard application of Montel's theorem, one can establish almost convergence in all the region of interest.
Next, we present a result that can trivially be established using the same approach as in [23] (details are therefore omitted).
Proposition 1: Let λ ∈ C\(R − ∪ {0}). Under the above set of assumptions, and assuming that A, B and Υ are sequences of rectangular deterministic matrices of appropriate dimensions with uniformly bounded spectral norm, and define
It holds that
where P We now have all the ingredients to prove Theorems 1 and 2, which we summarize in the following proposition. Proposition 2: Let λ ∈ C\(R − ∪ {0}). Consider two sequences of N × N deterministic matrices Γ 1 , Γ 2 with uniformly bounded spectral norm, and define Before presenting the proof of this result, let us reason why the above two propositions directly prove almost sure convergence of the MSE quantities in Theorems 1 and 2. To see this, observe that, using (7) , all the terms in the expression of MSE λ m can be expressed in the form of Ψ 0 (λ), Ψ 1 (λ) and Ψ 2 (λ) together with their derivatives with respect to λ, 5 for different choices of the deterministic matrices A, B, Υ, Γ 1 , Γ 2 (all of which have bounded spectral norm). Hence, almost sure convergence of all these quantities and their derivatives will ultimately establish 5 Note that the derivative with respect to λ of Q(λ) is the result. Now, from Propositions 1 and 2, we obtain that
A direct application of the Markov inequality and the Borel Cantelli lemma shows that Ψ i (λ) − Ψ i (λ) → 0 almost surely to zero for every fixed λ ∈ C\(R − ∪ {0}) (or λ = 0 when inf N K > 1). Indeed, all the terms in the MSE expression are analytic and almost surely bounded for all λ ∈ C\(R − ∪ {0}) (or λ = 0 when inf N K > 1). Hence, Montel's theorem shows that convergence holds uniformly in compact sets in the same region, which additionally implies convergence of the corresponding complex derivatives.
We devote the rest of the appendix to the proof of Proposition 2. We first establish the bound of the variance by using the Nash-Poincaré inequality [27] , which establishes that (if g ij denotes the (i, j)-th entry of G)
for any continuously differentiable Ψ(G, G * ) such that both itself and its derivatives are polynomially bounded functions of G. One can readily see that Next, we prove the identity in (22) . We will be using the integration by parts formula [27] , which establishes that for any continuously differentiable Ψ(G, G * ) such that both itself and its derivatives are polynomically bounded functions of G, we have
More specifically, we consider the decomposition of G as
g ij e i e T j .
Using this decomposition in the definition of Ψ 2 (λ), we directly obtain
