Abstract-We introduce a new learning rule for fully recurrent neural networks which we call Backpropagnfion-Decorrelnh'on rule (BPDC). It combines important principles: one-step hackpropagation of errors and the usage of temporal memory in the network dynamics by means of decorrelation of activations. The BPDC rule is derived and theoretically justified from regarding learning as a constraint optimization problem and applies uniformly in discrete and continuous time. It is very easy to implement, and has a minimal complexity of 2N multiplications per time-step in the single output case. Nevertheless we obtain fast tracking and excellent performance in some benchmark problems including the Mackey-Glass time-series.
I. INTRODUCTION
In recent years, recurrent neural networks have become a fundamental tool for trajectory learning, in time-series prediction and generation, speech recognition, adaptive control, or biological modeling. Despite encouraging practical success, one of the main drawbacks for their application is the known high complexity of training algorithms. Thus reduction of training complexity bas always been one of the main issues in recurrent learning research (see for a review [l] ). In the field of gradient based algorithms, some milestones were the reduction of the O(N4) real-time recurrent learning [2] to O ( N 3 ) in [3] , and the introduction of backpropagation through time (BF'TT) in its online version [4] , which has O ( N 2 ) but is storage demanding. There is ongoing research to devise other efficient recurrent learning schemes, in particular employing regularization techniques and partially recurrent networks (see the recent review in [SI). But most of the efficient existing algorithms are quite complex and in particular the online techniques typically need proper adjustment of leaming rates and time-constants. A technique as simple and easy to use as standard backpropagation for feedforward networks, which could attract a wider audience to the usage of recurrent networks, is still lacking.
Recently two fruitful new ideas have appeared. In [6] , Atiya and Parlos have derived a new O(N2)-efficient algorithm, which is based on the idea to differentiate the error function with respect to the states in order to obtain a "virtual teacher" target, with respect to which the weight changes are computed. It has been claimed that this new technique outperforms the B P l T approach significantly [6] . We refer to this approach, which can be applied in continuous and discrete time and for different formulations of the recurrent dynamics, as APRL (Atiya-Parlos recurrent learning). A second, seemingly very different source of ideas has been developed in [7] under the notion "echo state network" and [8] as "liquid state machine". Both approaches use recurrent networks as a kind of dynamic reservoir, which stores information about the temporal behavior of the inputs and allows to leam a linear readout function. There is, however, an interesting connection between these ideas: for the -most common and most important -case of a single output neuron it was shown in [9] that APRL also leads to a functional decomposition of the trained networks into a fast adapting readout layer and a slowly changing dynamic reservoir. In the reservoir weight changes are highly coupled, such that the network develops with much less independent degrees of freedom than usual.
In this contribution, we devise a new and very simple learning rule which combines these two aforementioned ideas with the attempt to optimize information processing by means of decorrelation. While decorrelation learning rules are well known for sparse coding and blind source separation [IO] , [ I I ] and have also been proposed in biological modeling [121, the combination of decorrelation with backpropagtion of teacher induced errors is not common for recurrent trajectory learning. Our new learning rule uses three important principles: (i) one-step back propagation of errors by means of the virtual teacher forcing like in APRL, (ii) the usage of the temporal memory in the network dynamics which is adapted based on decorrelation of the activations, and (iii) the employment of a non-adaptive reservoir of inner neurons to reduce complexity. The output weights then implement an linear readout function while, however, still give full feedback into the reservoir. We therefore call the new learning scheme backpmpagationdecorrelation rule (BPDC).
The third principle implies that the BPDC-rule is applied only to the output weights, such that we obtain a recurrent online-leaming scheme with linear complexity 2 N . It applies uniformly in discrete and continuous time, is simple to implement, and proves to he very robust against parameter variations in simulations. starting from the virtual teacher forcing approach of APRL learning, which it approximates in some loose sense. In Section 4, we give simulation results for some benchmark problems and discuss the results in the final Section 5.
BACKPROPAGATION-DECORRELATION LEARNING
We consider fully connected recurrent networks How can the architecture shown in Fig. 1 he trained ? Assuming that all but the output weights are fixed, we can regard the inner neurons as dynamical reservoir, which is triggered by the input signal and provides a dynamical memory. Its information processing capacity is maximal, if the states are maximally decorrelated with respect to the given input. Then the output layer can optimally combine these states to read out the desired output. We will show helow that a compromise between error propagation and decorrelation is implemented 
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Here 1) is the learning rate, r a regularization constant (e = 0.002 throughout), and e,(k) are the non-zero error components for s E 0 at time k : e,(k) = xg (k) -y,(k) with respect to the teaching signal y,(k). We show below that the term 
. N).
The discussion below and the simulation results will show that it is in most cases reasonable to restrict adaptation to the output weights. Then for the most common case of a single output neuron we obtain
This update can he computed with complexity 2N only.
The method as presented here is a fast online algorithm and needs to store only the N activations of the last time step. Its derivation in the next section shows that it coarsely approximates hatch and online algorithms introduced in [61, which in turn can also he interpreted as hackpropagationdecorrelation rules.
DERIVATION OF THE LEARNING RULE
A. Recurrent learning as constraint optimization constraint optimization problem Let X I he the output neuron, then we have to solve the minimize E with respect to g = 0.
(5)
where the error function E with respect to the target output y for K time-steps is given by and the constraint equation obtained from the original recur-
It has been shown in [6] that many of the common training algorithms for recurrent networks (including RTRL and BYIT) can be derived from this starting point. Additionally a number of approaches using classical quadratic optimization methods to solve (6), (7) have been introduced, for instance conjugate gradients [I31 and Newton methods, mostly under the term second order learning (see [I41 and the references therein).
B. Wrtual Teacher Forcing
To minimize (3, we follow a new approach introduced in [6] . The idea is to use the constraint equation to compute weight changes to approach a virtual target state, which is obtained by differentiating the error E with respcci to the state (instead of the weights as in the usual gradient methods like RTRL or BTTP). To get a compact notation, we collect the relevant quantities in vectors ( U ' are the rows of W )
We obtain a targets and compute weight updates Aw to drive the network towards qAx by using the constraint (7):
ag ag -Aw x -1)-Ax aw ax We call this approach virtual teacher forcing because the targeted teacher states x -Ax are never actually fed into the network but nevertheless enforce the weight changes. We refer to the approach to solve the equation (8) using a pseudoinverse for ag/aw as Atiya-Parlos recurrent learning (APRL).
It yields the training rule
It is worth noting that this update direction Aw does not follow the conventional gradient direction as for real time recurrent learning [6] , [I51 and therefore leads to different weight dynamics, which show a larger sensitivity to transient behavior for online-learning [ 151. The batch update (9) can be computed for one output and (K > N) with 3N2 + 3N multiplications per time-step [6] . It is straightforward to derive the respective online algorithm [6], [9] , [I51 by recursively computing the pseudo-inverse in (9).
C. AtiyaParIos recurrent Ieaming revisited
We now directly compute the terms in (9) 
T=O
If we assume that all activations f(xi) are approximately centered at zero, for instance that the activation function f = t a n h ' , then c k is the correlation matrix of activations regularized by adding c l . Thus the term [ C L 1 f k I j decorrelates the vector of activations which then is multiplied by the one-step error backpropagation of the virtual teacher forcing rule. The second term in (IO) collects all previous errors, which are multiplied by the increment of the decorrelation matrix, such that over time these terms exactly sum up to 'Note that any system with a common sigmoid activation function can be represented by a dynamically equivalenl system with tanh as activation and appropriately Scaled inputs [16l. 
2N
the full decorrelation matrix. Here the term backpmpagationdecorrelation leaming originates. We find in the experiments that indeed APRL as well as the new BPDC rule tend to center activations at zero (except the output neuron) and to decorrelate them. The update complexity depends on the recursive computation of Ck -+ C&1 and adds to a total of 7N' + 4N [17] . We refer to this algorithm as APRL-online.
We can rewrite (IO) also as
which shows that APRL in fact employs a mixture of the instantaneous error and a momentum term, which decays to zero. Thus, though not following the gradient, APRL suffers from fading memory like gradient algorithms from the vanishing gradient (cf.
[IS]) and cannot preserve information for long times like for instance Long-Short term memory networks [19] . For more discussion of the APRL strategy see [15] .
D. Backpropagarion-decorrelation learning
The considerations above motivate an approximation which does not try to accumulate a full correlation matrix and consequently also skips the accumulation of previous errors. We rather use only the instantaneous correlation at time step k : C ( k ) = c l + f , f : to get
We compute C(k)-'fi, using the small rank adjustment matrix inversion lemma
The denominator can be computed with N multiplications and therefore the vector C(k)-'fk with 2N. We obtain This update needs just N2+3N multiplications per data point k and is BPDC leaming applied to all weights.
E. Adaptation of the output weights only
The final step is to apply ( I I ) only to the output weights to obtain (4) . It is motivated by the fact that these change at much higher rates than the internal weights because the instantaneous error e l ( k + l ) is backpropagated only to the output weights. Further motivation provides that in the one neuron case for APRL the rates of change of the intemal weights are coupled by constant scaling factors which are fully determined by the initialization [9] . We therefore consider only i = 1 in (1 1) and obtain the BPDC rule (4) introduced above. Table I 
Iv. SIMULATIONS AND RESULTS
The new learning rule has been tested on a number of problems in discrete as well as in continuous time and some of the results are given below. In all cases we use the normalized mean square error NMSE defined as E [ ( z l ( k ) -y(k))']/u2, where U' is the variance of the teacher signal. For comparison with APRL we use the same network parameters E = 0.002 and 7 = 0.2 as in [6] . All results are averages over twenty runs. We omit further comparisons to other online-schemes and refer to [6] for a comparison of APRL with BF'lT.
Example I (Roessler dynamics): Consider the task to implement a mapping between the coordinate functions zl(t), zZ(t), q ( t ) of the chaotic Roessler dynamics
where z~( t ) , z~( t ) are inputs and zz(t) reference output. This is a mildly complex trajectory leaming task in continuous time with no closed form for its solution [20] . Training proceeds on 1200 time steps with A t = 0.1 integrated by a 4-th order Runge-Kutta scheme starting from initial conditions [0.495, -0.116., -0.31. The first 200 steps are disregarded for the error. Generalization is measured for the next IO00 steps, starting at the end of training, such that there occur no transients.
Example 2 (second order system): The following second order example is taken from [6] , it is given in discrete time as predicting the next output for 2 2 = zlf0.222, The network receives input u(k) and the teacher signal y(k+l).
Example 3 (Mackey-Glass): As higher order benchmark we use the well known Mackey-Glass system with standard Example 4 (Tenth-order system) The following very hard problem in discrete time has also been considered in [6] Roessler/20/. 
Here we supply u(k),u(k -9) as input to the network to predict the next output y(k+l).
In examples 2 and 4 we supply 500 points for relaxation of the system, followed by 500 points for training, and further 500 for generalization. For the Mackey-Glass system it tums out that 500 points for training are already too many, such that overfitting occurs. Wc thcrefore reduce the training sequence to 200 points. The comparative results in Table 2 show that it is better to adapt only the output weights sometimes even for APRL, for which we were able to roughly reproduce the results from [6] . The proposed BPDC rule shows very good performance at extremely low computational costs and generalizes very well for the simpler tasks and reasonable for Mackey-Glass. The results for the tenth-order system are less satisfactory and we suspect that the rigid cut off of the error backpropagation is too strict in this case.
In Table 3 were disregarded. The results show typical overfitting: for decreasing training error the test error increases, regardless to whether we supply more training data or use more neurons. In Fig. 2 a further interesting feature of BPDC is highlited: it is able to adapt extremely fast to the main characteristics of the task in a sort of one-shot online-leaming. The results shown were obtained with a single epoch of training and a relatively small number of 500 training points.
In general we encountered no stability problems, neither of the leaming process, nor did divergence of the resulting network occur. It is worth noting that the leaming rate has to increase with the size of the network and for performance gain. Though not reflected in the averages in Tables 2 and   3 , we sometimes observed large fluctuations in the results, and for all parameter choices there were networks with excellent performance (with respect to Table 3 , line 1, a best performance of 0.024/.161 was reached at least once for all configurations).
As the initialization fixes with the reservoir a large portion of the system it can be expected to be crucial for the success. However, the very small variance obtained for the results in Table 2 (< in all cases) disprove this claim and the performance is not very sensitive to the initialization interval. The strong robustness of the results against initialization changes or different leaming rates can he explained from the self-stablelizing effect of the resulting increasddecrement of the denominator in the decorrelation factor.
V. CONCLUSION
We have introduced a new effective and simple leaming rule for online adaptation of recurrent networks, which combines backpropagation, virtual teacher forcing, and decorrelation.
Applied only to the output weights, it yields a minimal O ( N ) complexity at very good performance. The resulting network structure resembles the "echo state networks" [7] , which also use a dynamical reservoir and optimize a linear readout function, but need a prescaling of the weight matrix to obtain a suitable spectral radius and rely on a special local random connectivity. In some control experiments, we found no dependence of the performance of our method on the spectral radius of the randomly initialized weight matrices. The online version of echo state further uses recursive least squares algorithms, which themselves introduce new parameters and computational complexity though the results reported in [7] yield a better generalization. In comparison, our approach yields very good performance at maximal simplicity and minimal complexity. It can be well interpreted and be derived from the standard error function and a constraint optimization approach. It relies on a rigid error cutoff and therefore may have more difficulties with long term dependencies. However, the extremely fast adaptation allows to use and train large networks up to several hundred neurons. The encouraging results, which indicate that a fast online one-shot learning is possible, make the networks feasible in particular for identification and adaptive control tasks. Next steps in the investigation of this algorithm are a theoretical analysis of the network stability with the methods proposed in [20], [21] . Of further interest also is a characterization of the generalization ability with respect to properties of the reservoir or the information transmission rate of the reservoir. We believe that the decorrelation of network states is optimal for generalization, however, a theoretic and quantitative account could provide further insights, also with respect to an optimized initialization. Thouah these and other
