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INTRODUCTION
T HE CONTROL of steam pressure in boiling water reactor (BWR) nuclear power stations is one of the critical plant automatic control functions. In typical units, during normal load following, pressure is regulated by manipulation of the turbine admission valves [I] . Power output is controlled over a limited range (about 25-35 percent) by adjustment of the reactor recirculation flow. Control rod adjustments are made when larger power changes are required. An increased generation requirement would cause the recirculation flow to increase resulting in an increased steaming rate. The turbine admission valves would then open in response to the consequent increase in reactor pressure. For faster response a feedforward signal is frequently used to temporarily adjust (lower, in the case of a load increase) the pressure regulator set point.
Pressure is regulated by the use of turbine bypass valves during start-up as well as during and following rapid closure of the turbine admission valves. The latter would take place in a variety of abnormal situations calling for full or partial load rejection. The bypass valves admit steam directly into the condenser as illustrated in Fig. 1 .
A major control loop which can significantly interact with pressure regulation is the feedwater control loop which adjusts feedwater flow in order to maintain reactor water level within prescribed limits. Incoming feedwater is directed into the recirculation flow stream thus causing the water entering the core to be subcooled. The degree of subcooling affects the core energy balance in a fairly complex manner thus affecting reactor steaming rate and ultimately pressure. Lightly damped oscillations between the pressure and feedwater control loops can be troublesome particularly at low power levels.
The principal mechanisms through which the dynamics of these control loops interact are associated with core reactivity phenomena [2] , [3]. Roughly speaking, the time rate of change of power level is proportional to the product of power level and the core power coefficient of reactivity. Reactivity can be affected by a number of factors, the most significant from a control point of view being control rod position and coolant void fraction. The reactivity coefficient represents the fractional net excess neutron production over that necessary to maintain the existing neutron density or power level. At equilibrium the coefficient of reactivity is zero. A positive coefficient indicates that, on the average, each neutron produced during the fission process in turn produces more than one fission destined neutron, hence causing the neutron density, and consequently power, to increase. Insertion of control rods removes neutrons by absorption thus lowering the coefficient.
Since the energy range where the highest probability of fission exists is lower than that of newly produced neutrons, the coefficient of reactivity will be increased by moderating (slowing down) the high energy neutrons. A decrease in core steam voids increases the fluid density in the core thus improving the fluid moderating efficiency and consequently giving rise to an increasing power level. The void fraction of the coolant depends upon the heat transferred from the fuel, the coolant flow rate (recirculation rate), the coolant core inlet temperature (or, equivalently, subcooling) and the reactor pressure. Heat flux depends principally on power level and gives rise to a relatively high-gain negative feedback of power level through the void fraction mechanism. This is referred to as the void reactivity feedback loop.
Increasing the recirculation rate or the subcooling results in a decreased coolant void fraction and consequently increased power level. Recirculation rate is a primary means for regulating power level in modem BWR direct cycle power plants as described above. Pressure effects on power level through the. void fraction mechanism are of three types: direct compression or expansion of steam voids; change of the saturation enthalpy and therefore the subcooling; condensation of saturated steam or flashing of saturated water. The last is by far the most significant. At rated Dresden conditions, for example, a sudden 20 lb/in2 increase in pressure would cause about a 10 percent decrease in core void fraction As a result of this sensitivity, high quality pressure regulation is an essential ingredient of all aspects of BWR power plant operation. Fortunately, because of its importance in all forms of steam power production, the technology of pressure control in such applications has developed to a fairly sophisticated state. Heretofore, the essential process dynamics of concern have been associated with the valve actuator and pressure vessel mass storage. Although a simple process on the surface, a number of subtleties do arise as described in [4] . In modem, large scale BWR applications a new complication has been recognized. Because of the necessary long length of steam leads from the reactor vessel to the turbine admission valves and bypass valves the piping dynamics can become significant. Field experience has indicated that otherwise desirable high-loop gains can cause sustained oscillations at frequencies near the acoustic resonant frequencies of the main steam piping.
In this paper a model is developed for the analysis of such pressure control systems and which includes a representation of steam pipe acoustic phenomena. It is shown how pipe dynamics interact with other relevent process dynamics and how, under certain conditions, instabilities can be introduced by attempts to tightly regulate reactor pressure without suitable compensation for acoustic behavior. Current procedures for dealing with this problem are reviewed and the limitations of these solutions are noted.
The application of state variable techniques to compensator design for this process is shown to lead to a class of compensators fundamentally different from those developed from classical considerations. It is observed that in certain situations there is the potential for very substantial performance improvement; however, there is also the danger of !imit cycling in the presence of excessive deadbands.
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MODEL DEVELOPMENT
In this section a model is developed for use in the analysis of BWR pressure control systems. The overall configuration is illustrated in Fig. 2 .
For the purposes of presenting a reasonably compact and useful analysis of the essentials of pressure regulation a number of simplifying assumptions are made. These include the following. 1) Pressure is uniform throughout the reactor steam dome and the contents are saturated vapor at the reactor pressure.
2) Reactor evaporation rate is constant.
3) Steam dome volume is constant. 4) There is negligible energy loss in piping either 5) A linear model is desired and suitable. The development proceeds by first considering an individual pipe section, then the overall pipe configuration (consisting of three pipe sections), and finally adding the reactor and valve equations. After completing the general model, advantage is taken of the existence of a natural division of time constants so that a simplified model is obtained which can be subjected to detailed analysis.
Pipe Section
through heat transfer or friction.
Consider a section of pipe of length L and let x (0 < x < L ) denote displacement along the length of the pipe.
Each fluid particle is identified by its position x = X at time to. The displacement function x = X ( X , t ) denotes the location of a fluid particle at time t which occupied the position x = X at time tO. Similarly, the density and pressure of that particle are represented by the functions p ( X , r ) , p ( X , t ) . The relative displacement function is defined as <(X,[)= X ( X , t ) -X , and the relative velocity function is c ( X , t ) = a ((X3 t ) / at. For the purposes of providing a reasonably simplified analysis, the following assumptions are made.
1) The flow is isentropic.
2) Density variations are small (acoustic approximation)
In this case, the relevent physical equations are 
Pipe Configuration
The velocity and acoustic parameter distributions throughout the piping arrangement illustrated in At the pipe junction, the appropriate boundary conditions
which is subject to the following boundary conditions. specified according to tion and continuity of mass.
1) Pressure is specified at the inlet, or equivalantly + is which, respectively, represent equal pressure at the junc-
The relations
are obtained from (2) by differentiation with respect to t .
so that
2) Relative velocity is specified at the outlet boundary
(12) can be resolved to yield the acoustic parameter at the so that a t _ - 
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Steam Valces
For small perturbations in valve area and upstream pressure, fluctuation of flow through the valve will depend These equations allow computation of the velocity and acoustic parameter distributions throughout the system if the inlet acoustic parameter and exit velocity are given as functions of time.
All that is actually required as outputs for interfacing with other system elements and for further analysis, however, are the inlet velocity and exit acoustic parameters. Thus, a suitable description of the system is given by (18) above along with The reactor is modeled by a mass balance applied to the steam space d dt (27) where V is the steam space volume, 11. the evaporation rate, and C, the absolute reactor exit velocity. It is assumed that V and M' are constant and that steam thermodynamic conditions are uniform throughout the steam space corresponding to saturated vapor at the reactor pressure P,(t). The constitutive relation to be used is
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The process model can now be organized in the form of a block diagram as shown in Fig. 3 . The transer relations n, Z, and r can be identified by comparing 
Simplified Process Model
A meaningful and far less cumbersome analysis can be conducted in a somewhat restricted scenario. It will be assumed that the main turbine valves are shut so that In addition, it will be assumed that the reactor time constant is sufficiently large relative to the piping response times that nu, IILc and l l o A will be subjected only to (relatively) slowly varying inputs and can thus be approximated by their dc values. Similarly, only the slowly varying outputs of roA need be accurately reproduced since high frequency terms will be filtered out by the reactor transfer function. Consequently, the following low frequency approximations are made roAxl, nu=1, nLcxl, noAxo. The plant zeros are defined by
Since Nr is a small constant, the plant zeros can also be approximately located with the aid of a root locus plot as shown in Fig. 6 .
ANALYSIS OF THE CLASSICAL COMPENSATOR
Reactor pressure is controlled by regulating the measured throttle pressure @A (LA,s) via manipulation of steam flow through bypass valves. The typical feedback control arrangement is illustrated in Fig. 7 . Note that dynamics of the valve drive are included. The control problem is to design a compensator which will provide an adequate stability margin and small steady-state pressure errors.
Pressure control systems which vary flow through a valve in order to regulate an upstream pressure have been termed initial pressure control systems by Callan and Eggenberger in a paper [4] in which they present a detailed analysis of several different types of pressure control systems in common use on large steam turbines. The analysis given in [4] assumes a very short steam lead from the primary storage vessel (the reactor in the present case) to the regulating valve. In this case the valve inlet pressure and the vessel pressure are the same, and the principal plant dynamics are simply the storage capacitance of the vessel itself and the valve drive dynamics.
Callan and Eggenberger provide an analysis of proportional, proportional plus reset, and proportional plus partial reset (lag-lead compensation) compensators. They conclude that lag-lead compensation is the most suitable. With the simple proportional system, sufficiently high gain cannot be achieved to satisfy steady-state error requirements without the system becoming unstable. The proportional plus integral controller is rejected because it is unstable for sufficiently low gain (as well as sufficiently high gain) and results in limit cycling in the presence of significant valve drive dead-zone.
Proportional plus integral and lag-lead compensation, with some modification, are in common use today [6], [7] even when the steam leads are quite long. Fig. 8 illustrates the application of lag-lead compensation. If sufficient open-loop gain cannot be achieved while maintaining a satisfactory stability margin a band rejection filter can be added, as shown in Fig. 9 , to compensate for the first steam line acoustic resonance. In this way the open-loop gain can be increased while maintaining the desired stability margin. For the example system, an improvement of a factor of about three can be achieved.
COMPENSATION BASED ON STATE VARIABLE METHODOLOGY
pipe dynamics. Whether or not this constitutes a problem depends on the source of potential disturbances. A downstream valve closure may not directly excite these modes because of the cancelling effects of the pipe zeros, if the loop gain is sufficiently high. On the other hand, if the loop gain must be limited to avoid introducing acoustic instabilities such cancellation will not take place. In either case disturbances at the reactor end will excite these modes. Pressure variations in the reactor vessel can be initiated by changes in reactor power level or changes in feedwater flow. The quenching effect of increased feedwater flow and the simultaneous sensitivity of flow to reactor pressure particularly at low power levels, in addi- As a result, there is considerable motivation for further refinement of the compensator in order to increase the speed of the dominant closed-loop modes while maintaining the stability margins and steady-state error coefficients already achieved. Clearly, if further performance improvement is to be attained by additional trial and error modification of the compensator, even more ingenuity will be required than has been applied heretofore. Alternatively, a fresh approach will be attempted in which a compensator is designed from scratch using an approach based on state variable methodology. a . dimensional output vector, u is an m-dimensional input vector and w is a q-dimensional random bias vector specifically introduced to characterize external disturbances or model inaccuracies. The bias noise Y is a white noise process having zero mean and covariance V,,(t).The limiting case as V, vanishes is of particular interest.
-
The design proceeds in three distinct steps: I) determination of the nominal (or ultimate state) trajectory, 2) design of the state variable feedback controller, and 3) design of the state and bias variable observer. Each step employs a subset of the output equations as follows. The first step employs the output equations
with r = dim(y,) < dim(u). Under appropriate conditions the outputs y , will be driven to desired values '7, in ultimate state. In the second step, a (possibly) different set of outputs is employed The Design Process y 2 = C2x + F2w + D,u.
(35)
The general approach to compensator design taken herein is to make use of the concepts of state variable feedback and dynamic observers. A number of specific techniques for doing so have been proposed. The particular procedure used is described in [SI, [9] and will only be briefly summarized below. Reset action and higher order control modes are included in this method via the artifice of augmenting the system with random bias variables.
The controller design is based on the model: 
The outputs included as elements of the s-dimensional vector y3 are, of course, only the outputs to be measured. It will be assumed that C3 and F, are of full rank.
The objective is to steer the system so that Y , tracks the 
Since F, is of full rank there is no loss in generality in assuming H , to be nonsingular. Define P,, to 
Important Properties of the Compensator
Consider the special case where n1= q = s and Z = Oqxq. As shown in [8] , the matrix will contain s zero eigenvalues. Thus, the compensator includes s zero poles and these, in fact, correspond to reset action and the steady-state error in response to a step change in set point or a step disturbance will be zero.
If E = O and the specified degree of stability of the observer is less than the natural degree of stability of the open-loop system, then Po will be zero and
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In this case, A A ,e2 reduces to A and A ,H* = 0. Consequently, the zeros of the compensator will be the poles of the open-loop system so that the compensator attempts to precisely cancel the dynamics of the system. If a degree of stability is specified greater than the natural degree of stability of the system such cancellation will occur only for those open-loop poles satisfying the stability constraint.
If, in the single input-single output case there is no attempt to alter the natural dynamics of the system, then the state feedback matrix, K, is zero and 
(53)
Observe that the numerator polynomial is the numerator polynomial of the open-loop system transfer and the denominator is the characteristic polynominal of the openloop system. Moreover, since U, is a positive scalar (53) can be thought of as defining the compensator poles via a negative gain root locus. Moreover, as one of the compensator poles is at the origin, one of the root loci must pass through the origin and will define the appropriate and can be interpreted as a positive gain "undoing" of the results of the negative gain process of (53). The proper vaiue of U, in (54) will result in the closed-loop poles located exactly in the positions of the original open-loop poles.
The special case considered above is of interest for two reasons. First, it provides insight into the mechanisms at work in the design of compensators via the state variable formulation. Second, it provides a solution to a very practical problem: how to design a feedback control system which will precisely steer the system output to any constant desired set-point without causing deterioration of already acceptable, natural dynamics of the process.
The Pressure Regulator
It is instructive to consider the case where no attempt is made to alter the natural dynamics of the process. Since, all the conditions prescribed in the previous section are satisfied, the compensator zeros are the process poles and the compensator poles are defined by the negative gain root locus of (53), as illustrated in Fig. 10 . The importance of this plot is that it provides an indication of the significance of accounting for the various components of the dynamics of the process. Specifically, the piping dynamics can be approximated by a first, third, fifth, or higher odd order dynamic model by progressively adding representations of higher order acoustic resonance effects. The compensator will attempt to cancel each natural resonant pole with a compensator zero and replace it by a neighboring pole as shown, thus introducing a band rejection filter for each harmonic. As would be expected, the higher the order of the resonance the closer the compensator pole is to the natural pole. The figure clearly suggests that representation of the fourth and higher harmonics is unnecessary and that representation of the first and second is essential.
Of critical importance is the placement of the four compensator poles along the real axis. Essentially, these compensate for the dynamics of the valve drive, reactor storage and the principal mode of the piping. Although the higher order piping dynamics influence the precise positioning of these poles they do not contribute to determination of the general configuration. The pole at the origin is a result of the design requirement of zero steadystate error with respect to constant disturbances. Undoubtedly, the presence of a compensator pole in the right-half plane warrants deeper consideration and will be discussed below. In the closed-loop, with the ideal gain setting, the poles will be restored to their original position, as shown in Fig.   11 . Note that there are now two sets of poles corresponding to the original process poles? These are the closedloop poles and also the poles cancelled by the compensator and which can be associated with the dynamic observer. Suppose now that it is desired to constrain the closedloop system to have time constants no longer than two seconds. This is easily accomplished by selecting a state variable feedback gain matrix which moves the reactor possibly large, dimensional approximate process.
'This discussion should be interpreted in terms of a finite, although pole only (this is the only violator of the 2 s constraint) to -0.5 and by specifiying a degree of stability of 0.5 for the observer. Taking this approach leads to a compensator pole-zero pattern and a closed-loop root locus as shown in Fig. 12 . These diagrams illustrate the fact that it is principally the lag-lead dipole introduced by the controller which compensates for the reactor storage volume, at least in the range of speed requirements specified for the example.
Some Practical Considerations for Implementation
The essential novelty of the compensator described above is the presence of a pole in the right-half plane. Through this mechanism complete rejection of constant disturbances can be achieved without forcing a pole to be trapped near the origin by a piping zero. On the other hand, such a device would probably not become a candidate for consideration if the problem were approached classically since the designer would anticipate the need to construct a direct physical realization of the compensator. Although the closed-loop system would be stable, the existence of an unstable element in the open-loop configuration would cause obvious problems.
From the state variable viewpoint, the natural configuration of the controller embodies all of the controller dynamics in a stable observer. The compensator represents only an interpretation of the controller which may be useful for certain types of analysis. Thus, it is the well-behaved observer which. needs to be constructed and, consequently, a major contribution of modern state variable control theory is that it expands the class of compensators available for consideration. A reasonable configuration for implementation is illustrated in Fig.  13 . Note that with the loop open (manual control) the controller dynamics are those of the stable observer. Since the observer is continuously tracking the plant state and bias variables, a smooth transfer from manual to automatic control can be achieved.
Although the use of an observer, as discussed above, avoids the major obstacle to the application of unstable compensators there are other important considerations. It has been suggested, by way of example, [ 101 that unstable compensation can be partner to undesirable sensitivity characteristics. This has not been demonstrated to be generally true. However, unstable compensation does imply that the closed-loop will be unstable for sufficiently low gain. Consequently, the possibility of limit cycling induced by dead bands in the sensor or valve drive becomes a factor of significance. It should be noted that in many existing ''classically'' compensated systems. dead band induced limit cycles exist and are tolerated so long as they are acceptably small.
CONCLUSIONS
A model has been developed for the analysis of the effects of pipe acoustic phenomena on initial pressure regulators of the type commonly used on BWR nuclear power plants. It has been shown how such pipe dynamics can induce regulator instability for sufficiently high-loop gain. Moreover, it was noted that compensation of the first resonant mode may permit a sizeable increase in loop gain for a given stability margin and can result in satisfactory steady-state and transient performance.
However, it was also observed that a pair of poles are trapped near the origin by pipe zeros when lag-lead compensation is used, with or without compensation for acoustic resonance. The significance of this observation is that interaction between the feedwater control loop and pressure control loop are very undesirable and such a condition is enhanced by the presence of these sluggish modes. With the intent of improving this situation the design of a compensator based on state variable methodology has been considered. It was shown that such a compensator does, indeed, provide the flexibility for improving the closed-loop speed of response while providing zero steady-state error. However, the compensator itself is unstable thus raising questions of its practical suitability.
It has been pointed out that the compensator, in actuality, need not be built, but, alternatively, the appropriate configuration requires construction of a very well-behaved dynamic observer. Moreover, in this configuration, the observer is always active and provides "bumpless" transfer from manual to automatic control. There does remain the problem of limit cycling in the presence of deadband. Application requires that actuator and sensor deadbands be sufficiently small that limit cycle amplitudes will be acceptable. Again, it should be noted that such limit cycling, although undesirable, is frequently tolerated in practice.
Finally, the appearance of a compensator pole in the right half plane is a consequence of the unusual process dynamics which places the dominant zeroes to the right of the dominant poles and the implicit control objectives which are: 1) to place the closed-loop poles in desireable positions. and 2) to maintain a reasonable tolerance on steady-state error. It is not fundamentally a question of state variable versus classical design nor is it a result of the specific requirement of zero steady-state error used herein. tion for near-earth orbits. At high altitudes, defined here as altitudes in the range of 5000 to about 60 000 nautical miles, considerably fewer results are available. These are contained principally in [8] and [lo] and they also suffer from some of the limitations mentioned above.
At high altitudes the geometric scale, the dynamic rates of change, and the relative importance of several phenomenological problem variables are significantly different from those at low altitudes. It has never been demonstrated that low altitude results can be reliably extrapolated to high altitudes. This paper summarizes an extensive study of high altitude navigation systems. The purpose of this study is to determine what types of navigation sensors are feasible for use in high altitude missions which are planned or projected out to the year 1985. Realistic estimates of system performance, defined in terms of navigation accuracy and initial convergence time, are the principal components used in determining feasibility.
Of necessity, this study considers an extensive set of candidate navigation systems, a wide range of orbit geometry (altitude, eccentricity, inclination), realistic models for sensor errors and phenomenology effects, and several complementary methods of obtaining measures of performance. From the wide spectrum of simulation results, only representative examples and summary results are presented because of space limitations. A more extensive presentation of detailed results is contained in [ 111.
STUDY METHODOLOGY
The method of evaluating system performance is direct Monte Carlo simulation. The philosophy which underlies all simulations in this study is illustrated in Fig. 1 , which is adapted from [3] . The diagram divides into two parts. One part, sometimes called the message and observation
