I. INTRODUCTION
Numerical simulations of motion of particles through a suspending fluid provide valuable insight into the complex interrelationship between the microscale physics, the microstructure, and the macroscopic behavior of suspensions. However, the problem of determining hydrodynamic interactions among many particles is computationally intensive with most of the existing methods for simulations suitable only for a relatively small number of interacting particles, typically of O(100). While this is adequate for many problems, there are also large numbers of problems for which it is desirable to simulate systems containing much greater number of particles. For example, the uniform state of small Reynolds number, finite Stokes number, gas-solid fluidized bed is known to be unstable for certain ranges of its parameters ͑the volume fraction of the particles and the Stokes number͒ resulting in the formation of large bubbles or regions devoid of particles. Large-scale simulations are needed to understand in detail the mechanisms responsible for these macroscopic instabilities. Similarly, problems involving concentrated fiber suspensions with nl 3 of O(10 2 Ϫ10 3 ) require large-scale simulations involving thousands of fibers in order that the box size used in the simulations does not significantly affect the behavior of such suspensions. Here, n is the number density of fibers and l is the length of fibers. Moreover, recent experimental and numerical work on sedimenting fibers suggest that the uniform state of such suspensions is unstable resulting in the formation of clusters. 1 Large-scale simulations are needed to determine the cluster size distribution and the resulting properties of the sedimenting fiber suspensions. Large-scale simulations are also needed in the study of suspensions with significant wall effects, polydisperse suspensions, or for suspensions in which the hydrodynamic interactions are expected to be screened at distances large compared to the size of the particles.
Two major difficulties in computing hydrodynamic interactions among particles in Stokes ͑small Reynolds number͒ flow are: ͑i͒ the long-range, multiparticle nature of interactions; and ͑ii͒ the lubrication effects arising from a relative motion of particles in close proximity to each other. These are explained in more detail below.
The velocity disturbance caused by a particle with a net nonzero force acting on it decays only as 1/r, r being the distance from the center of the particle, and therefore it is not possible to use an arbitrary cut-off radius for truncating the hydrodynamic interactions among particles. In other words, one must compute the interactions among all the particles in the suspension. The velocity induced by a particle is generally expressed in terms of a distribution of hydrodynamic force density acting along its surface. The multiparticle nature of the interaction arises due to the fact that this force density is unknown and is to be determined as a part of the solution by solving for the force density on all the particles simultaneously. This is different, for example, from the problem of computing Coulombic interactions among species with known charges for which the interactions are also longranged but, because the charge on the individual species is known, the interactions are pair-additive. As a consequence, no simple pair-additive approximation can be made in computing hydrodynamic interactions.
When two particles in close proximity approach toward each other with an O(1) relative velocity, the fluid in the gap between the particles must squeeze out radially from the narrow gap between the particles. This results in a radial velocity of O(⑀ Ϫ1/2 ) in the gap region of thickness ⑀ and a force density of O(⑀ Ϫ2 ) localized to an O(⑀) surface area of each particle. This is known as the lubrication effect. ͑See, for a͒ Electronic mail: asangani@mailbox.syr.edu example, Happel and Brenner 2 or Kim and Karrila 3 for details.͒ Since the lubrication force density is highly localized to a relatively small area of the the surface of the particles, the conventional numerical techniques, such as the boundary integral technique in which the surface of the particles is discretized into a number of surface elements ͑see Pozrikidis 4 for details͒, become impractical for large systems as the number of discretized elements needed for resolving the lubrication effects become prohibitively large as the two particles approach each other.
To overcome the above two difficulties, Brady and Bossis 5 devised an ingenious scheme in which the manyparticle resistivity matrix, which gives the force density on the particles given their velocities, is expressed as a sum of far-field approximation to the many-particle mobility matrix inverse and the pair resistivity tensors. The former accounts for the long-range, multiparticle nature of the interactions while the latter accounts for the lubrication forces between pairs of particles which contribute in a pair-additive manner to the resistivity tensor. This method is also used by Ladd 6 who showed that the approximation devised by Brady and Bossis can be systematically improved by including higherorder approximations to the far-field mobility matrix. The main advantage of the method over the conventional boundary integral method is that relatively few unknowns ͑typi-cally 11 to 26͒ per particle are needed for determining manyparticle interactions with an accuracy that is adequate for many dynamic simulation problems. 5, 6 Unfortunately, the method requires inverting a far-field mobility matrix with at least (11N) 2 elements, the computational effort for which grows as N 2 as the system size increases, N being the number of particles in the system. This limits the computations to N of no more than few hundreds.
Alternate methods that do not require inverting the mobility matrix have been proposed by Mo and Sangani, 7 Sangani and Mo, 8 and Cichoki et al. 9 Cichoki et al. employed the same idea as Brady and Bossis to account for the lubrication effects but avoided the matrix inversion with the help of a suitable transformation of the equations governing the multipoles. In the present study we use the method proposed by Sangani and Mo. According to this method, the force density on the particles is decomposed first into a lubrication force density which is localized to the gap region between the closely spaced particles and a regular force density which is distributed on the entire surface of the particles. The velocity due to the latter is expressed in terms of force multipoles at the center of the particles while that due to the former is approximated in terms of a force dipole at the center of the gap between the particles. This method thus accounts for both the long-range, multiparticle nature of the interactions and the lubrication effects. Application of the boundary conditions on the surface of the particles leads to a system of linear equations of the form A•xϭb, where x is a vector of translational and rotational velocity of the particles and the induced force multipoles, A is an O(NϫN) matrix and b is a vector that depends on the imposed flow. In Sangani and Mo, 8 each element of the matrix A was evaluated separately and the resulting equations were solved subsequently to determine the force multipoles and the velocities of the particles. The accuracy of the method was shown to be comparable to that of the method of Brady and Bossis. 5 However, since each element of A was evaluated separately, the method also required O(N 2 ) computations, and, consequently, no significant computational savings resulted even though it avoided the computation of the mobility matrix inverse.
For large systems, it will be advantageous to devise schemes in which the computational effort increases much more slowly with N. The solution of the set of linear equations A•xϭb is typically obtained by iterative methods when N is large. In order that this can be accomplished with only an O(N) computational effort, one must be able to compute A•x for a given x in an O(N) time. This is the main objective of the present investigation. Our method is based on a fast summation technique based on hierarchial grouping of particles developed for computing Coulombic and gravitational interactions. There are several ways of doing this ͑see, for example, Apple, 10 Barnes and Hut, 11 and Greengard and Rokhlin. 12 ͒ Here, we shall follow the approach outlined by Greengard and Rokhlin. 12 These investigators ͑and the other co-workers of Greengard͒ have developed an algorithm for computing Laplace and Coulombic interactions in the twoas well as three-dimensional space 13, 14 and for the elastic interactions in the two-dimensional space. 15 The field created by a group of particles far from a given particle is expressed in terms of multipoles at the center of the group as described in more detail later in this paper. Since the field represented by a group of particles with a fixed number of multipoles becomes accurate when the distance from the center of the group is large compared with the linear dimension of the group size, we need a hierarchy of groups in which the field felt by a given particle is evaluated by using smaller groups of particles that are relatively close to the particle and larger groups of particles that are further away from it.
The method described by Greengard and Rokhlin for solving Laplace equation starts with a discretization of the boundary integrals and this makes it somewhat inefficient for treating suspension problems in which the lubrication forces are significant. Although the computational effort scales linearly with N, the number of discretization elements per particles will be prohibitively large when the lubrication effects are significant. However, by combining their technique of rapidly summing the interactions with the method of Sangani and Mo, 8 in which the number of unknowns per particle is small due to explicit treatment of the lubrication effect, it should be possible to decrease the overall computational effort significantly. Also, as we shall see, the extension of the method to sum Stokesian interactions is nontrivial. The method requires developing appropriate expressions for the far-field and near-field representations of the field induced by a group of particles. Greengard and Rokhlin gave these expressions for the Laplace equation and the present study derives similar relations for the Stokes equations. The method is applied to several problems to assess the efficiency and the potential usefulness of the algorithm.
We should perhaps mention here about an O(N) algorithm based on the lattice-Boltzmann gas technique that already exists for the study of hydrodynamic interactions in suspensions. The fluid continuum in Stokes interactions is replaced by a lattice-Boltzmann gas with appropriate rules for its molecules to exchange their positions and momentum. It is found that with suitable rules for this exchange in the bulk and at the interface between the particles and the molecules of the lattice-Boltzmann gas, it is possible to mimic the behavior of rigid particles suspended in a Navier-Stokes flow. A method based on this idea has been extensively tested in two recent papers by Ladd. 16, 17 Ladd has been able to carry out Stokesian dynamic simulations of suspensions with N of O(10 4 ) using this technique. In addition to being O(N) in computations, the method has the advantage of being able to treat both the nonzero Reynolds number flows past fixed particles and the suspensions of submicron sized particles for which the Brownian forces are significant. This method, however, is still in its early stages of development with its accuracy and efficiency for large N systems untested and unchallenged by the other direct approaches based on solving partial differential equations arising from the continuum approximation. It is hoped that in the least the method developed here may serve as a check and an alternate to the lattice-Boltzmann gas based algorithms for monodisperse suspensions of rigid particles. Furthermore, since the size of the lattice is typically governed by the smallest dimension of the particles, it appears that the method of summing interactions by hierarchial grouping will be far more efficient in dealing with the suspensions of slender fibers or polydisperse suspensions. Also, since in general, it is a nontrivial task to determine the appropriate rules for the exchange of momentum at the interface to mimic boundary conditions other than the no-slip condition, it is expected that the method described in this paper will be more readily adapted to the suspensions of charged particles, 18 drops or bubbles. 7 Note that for highly deformable particles and slender fibers, the interactions can be computed using the integral equation representation for the Stokes flow instead of the multipole representation. The lubrication effect mentioned earlier is likely to play less important a role for these cases, and consequently the straightforward integral equation coupled with the fast summation method described here is expected to be adequate for the study of such suspensions.
The basic method is outlined in Sec. II where we consider a simple case of Laplace interactions. We have chosen to treat these interactions first since the method is much easier to understand for this case and because of its application to the simulations of bubbly liquids at large Reynolds and small Weber numbers ͑see Sangani and Didwania
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͒.
Although the general principles are the same as in the method outlined by Greengard and Rokhlin, the details are quite different. In Sec. III we describe the method for computing Stokes interactions. In Sec. IV we assess the efficiency of the algorithm by applying it to a number of problems. First we consider two Laplace interaction problems: ͑i͒ determination of the effective reaction rate constant in a diffusion-limited reacting medium; and ͑ii͒ determination of the added mass coefficient for particles in inviscid suspensions. Next, we consider three Stokes flow interaction problems: ͑i͒ a uniform flow through fixed beds of particles; ͑ii͒ effective viscosity of suspensions; and ͑iii͒ sedimentation velocity and hydrodynamic fluctuations in suspensions.
II. THE METHOD FOR LAPLACE INTERACTIONS
As mentioned in Sec. I, we shall first consider a simpler problem of determining Laplace interactions of spherical particles. We shall explain the method in reference to a problem of diffusion-controlled reactions. This will be applicable with minor modifications to the other problems of Laplace interactions.
When the size of one of the reactant species is much greater than the other, the larger species may essentially be regarded as immobile and the rate of reaction then depends on the rate at which the smaller species diffuses through the medium and arrives at the surface of the larger, immobile species. To model this situation, we consider a suspension consisting of N spherical particles each of radius a placed within a unit cell of a periodic array. The suspending fluid contains a species with a linear dimension much smaller than a which diffuses through the fluid with a constant diffusivity D. The species reacts very rapidly with the spheres such that its concentration at the surface of the spheres may be taken to be vanishingly small. We shall assume that the species is continuously produced in the fluid at a constant rate throughout the fluid medium. At steady state the average concentration ͗C͘ of the species in the suspension is determined by the balance between the rate at which it is produced in the bulk and the rate at which it is consumed by the reaction. The problem then is to determine the non-dimensional reaction rate constant R s defined by ͗Q͘ϭ4aDR s ͗C͘.
͑1͒
Here, ͗Q͘ is the average quantity of the species reacting per unit time on a single sphere. When , the volume fraction of the spheres, is small, the interactions among spheres can be neglected, and R s ϭ1-a result first given by Smoluchowski. 20 An estimate of the first correction for small but finite was given by Felderhof and Deutch, 21 and, more recently, numerical simulations have been used to compute R s as a function of for dense suspensions ͑see, for example, Felderhof 22 ͒. Our goal will be to calculate R s for a few selected configurations of N spheres. The fluid is assumed to be at rest so that the species concentration C satisfies the Poisson equation
with the boundary condition Cϭ0 on the surface of the spheres. Here, DS is the net rate at which the species is produced per unit volume of the fluid and is related to ͗Q͘ 
A. A review of an O(N 2 ) algorithm
Before describing the O(N) algorithm in detail, it is useful to present a more conventional method of multipole expansion in which the computations grow as N 2 as the system size is increased. The method has a close connection to the boundary integral method but enjoys an advantage of a faster convergence for simple particle shapes such as spheres considered in the present study. This method was outlined in reference to the problem of determining the effective thermal conductivity and the added mass coefficient for a given configuration of spheres in our earlier studies. 23, 24 The concentration C of the diffusing species can be expressed in terms of the Green's function ͑or the fundamental singular solution͒ S 1 of the Poisson equation as
where C ϱ is to be chosen such that the average concentration equals ͗C͘, G ␣ is a differential operator that will be defined more precisely later in the section, x ␣ is the center of the particle ␣, and S 1 is the spatially periodic Green's function satisfying
͑4͒
Here, x L represents the lattice points of the periodic array, is the volume of the unit cell of the periodic array, and ␦ is the Dirac's delta function. The constant sink term Ϫ1 in the above expression is needed to balance the source term at the lattice points. An Ewald technique for evaluating S 1 is described in detail by Hasimoto. 25 More details including expressions for the derivatives of S 1 are given in Sangani et al. 24 and Cichoki and Felderhof. 26 As shown by Hasimoto, S 1 (x) has a singular, source-like, behavior near lattice points where it behaves as 1/͉x؊x L ͉.
The use of spatially periodic Green's function ensures that the field induced by each particle, i.e., G ␣ S 1 (xϪx ␣ ), is spatially periodic, and hence consistent with the imposed periodic boundary condition. Thus, we only need to satisfy the boundary condition at the surface of the particles. For the case of spherical particles it is convenient to express C near each particle in terms of spherical harmonics in a polar coordinate system with its origin at the center of that particle. Thus, near particle ␣, we express C as Here, ϭcos and the spherical polar angles and are defined by r 1 ϭrcos, r 2 ϭrsincos, and r 3 ϭrsinsin. Now the boundary condition of vanishing C at rϭa yields
where ␦ n0 is a Kronecker delta function whose value is unity for nϭ0 and zero otherwise. In order that Eq. ͑3͒ can be recast into Eq. ͑5͒, we define the differential operator G ␣ such that the singular terms at x ␣ in Eq. ͑3͒ are exactly the same as those in Eq. ͑5͒. Since the singular part of S 1 equals 1/r, we require that
where the summation over i,n,m is the same as that in Eq. ͑5͒. In Appendix A, we have compiled a number of useful results on the differentiation of 1/r and the other spherical harmonics. Using Eq. ͑A1͒, we see at once that
where nm is given by Eq. ͑A2͒ and D nm i is the differential operator defined by Eq. ͑A3͒. The constant A nm i,␣ will be referred to as the induced multipoles. Now the coefficients E nm i,␣ of the terms that are regular at rϭ0 in Eq. ͑5͒ are related to the nth order derivatives of the regular part of C at rϭ0 by ͓cf. Eqs. ͑A6͒-͑A8͔͒
where ⑀ nm is given by Eq. ͑A8͒ and C reg equals C minus the singular part at rϭ0, i.e. C reg ϭCϪG ␣ r Ϫ1 . Substituting for G ␣ from Eq. ͑9͒ into Eq. ͑3͒ and combining it with Eq. ͑10͒ yields
͑11͒
where the singular part 1/r must be removed from S 1 before differentiating it for ␥ϭ␣. For later reference, we note that S is related to the sum of monopoles by means of a simple relation 2 number of equations in an equal number of unknown multipoles A kl i,␥ . These equations are cast into a form A•xϭb where x is an N t -vector of unknown multipole strengths, A is an N t ϫN t matrix whose coefficients are the derivatives of S 1 (x ␣ Ϫx ␥ ), and b is an N t -vector that is related to C ϱ , or, equivalently, ͗C͘. The computational cost is typically governed by the calculation of N t 2 elements of the matrix A. This is computationally intensive since S 1 itself is to be computed using series in real and reciprocal space lattice vectors. 25 When high accuracy in numerical simulations is not critically required, it is possible to avoid the repeated calculations of S 1 for all pairs of particles by using a grid interpolation scheme in which the unit cell is first divided into a number of smaller cubes with the help of a grid and all the derivatives of S 1 needed in the calculations are evaluated at the grid points and stored for the interpolation purpose in the subsequent calculations. Although this reduces the computational effort considerably, the computations still grow quadratically with N t .
The set of linear algebraic equations is subsequently solved using an appropriate iterative solver and this requires computations of O(N t 2 ) times the number of iterations required for the convergence to within a desired accuracy. Thus, the overall computational effort and the memory storage ͑for the matrix A) scale as N t 2 . ͓In earlier calculations, 8, 24 we solved the system of equations using a Gaussian elimination algorithm which required an O(N t 3 ) effort, but for small N, the computational time was mostly governed by the time for computing the matrix elements and thus this step was not crucial.͔
B. Far-and near-field representations of the disturbances induced by a group of particles
In order that the overall computations for determining the multipoles scale linearly with N t , we must be able to determine E nm i,␣ with O(N t ) computations. The method described in Sec. II A is inefficient for large N t since it computes the disturbance created by each particle ␥ separately at the center of each particle ␣. Clearly, the field created by particles that are separated by a large distance from particle ␣ can be grouped together for the purpose of evaluating their effect on particle ␣. Similarly, all the particles near ␣ feel similar regular field (C reg ) from the group of particles far away from them and therefore the calculation of the regular fields for the particles could also be grouped together. If we simply create all the groups of particles with each group containing nearly an equal number P of particles, then we would require O((N/P)
2 ) group-group interaction computations. In addition, we must separately account for the interactions among particles that are neighbors and this would require O(NP) computations resulting in a total computational effort that scales roughly as N 2 / P 2 ϩNP. This has a minimum for PϭO(N 1/3 ), and the total computational time for this optimum P scales as N 4/3 . In order to further reduce the order of computations we must create a hierarchy among groups of particles and adopt a strategy in which the regular field near particle ␣ is evaluated by combining greater number of particles that are further away from it and fewer particles that are closer to it. This can be accomplished using the algorithm of Greengard and Rokhlin 12 which we shall present in more detail in Sec. II C. Here, we shall derive the expressions that are needed for combining the fields induced by a group of particles and the regular fields ''felt'' by a group of particles. In particular, we need to know ͑i͒ how to translate a field induced due to a singularity at x c to a field with singularity at another point x p such that both fields are identical at a point x sufficiently far away from both x c and x p ; and ͑ii͒ how to translate a field which is regular and expressed in solid spherical harmonics at one point to a regular field expanded around another point in its vicinity. The first one will be useful, for example, in combining the fields induced by a group of particles ␥ while the second one will be useful in determining C reg around a number of particles near ␣. Greengard and Rokhlin accomplished these two tasks through the use of addition theorems for Legendre functions. We shall use a different procedure here, one that we have found more suitable to treat the case of Stokes flow to be considered in Sec. III. Also, since the method presented here incorporates the periodic boundary conditions imposed by the presence of the unit cell at the outset, it has the advantage of dealing more easily with various kinds of non-absolutely convergent sums that otherwise arise in calculations involving the Green's function for infinite domains. The case of interactions among finite number of particles in an infinite medium can of course be trivially recovered by substituting 1/r in place of S 1 (r).
Translation of singularities
We wish to translate a field C c ϵG c S 1 (xϪx c ) with its singularities at x c to an equivalent field C p with its singularities at x p such that both C c and C p give the same value of C or its derivatives at a point x far from both x c and x p . We start with a Green's identity
where V is any volume enclosing points x c and x p , ‫ץ‬V is its surface, n is the unit outward normal on ‫ץ‬V, and rϭxϪx p . Now we choose f to equal Y nm j (r) ( jϭ0,1) and substitute in turn for C both C c and C p . Since C c ϭC p and ٌC c ϭٌC p on ‫ץ‬V, the surface integrals in both must be equal and therefore we obtain
where we have made use of the fact that
. ͑Note that this does not assume that C c and C p are equal at all points within V, only their equivalence on ‫ץ‬V.) Care must be taken in evaluating the above integrals since the Laplacian of C c or C p is a series in generalized functions
where r cp ϭx c Ϫx p . Here, we have used Eq. ͑9͒ to represent C c in terms of multipoles A kl i,c at x c and Eq. ͑4͒ for the Laplacian of S 1 , the points x c and x p being assumed to lie inside the basic unit cell with x L ϭ0. Now since C p must be spatially periodic, the most general form for it with singularities at x p is
where e p is a constant that may arise in translating the singularities from x c to x p , and A kl i,p are the multipoles at x p . Substituting Eqs. ͑15͒ and ͑16͒ into Eq. ͑14͒ we obtain
͑17͒
Here, we have used the result that D kl i Y nm j (r) at rϭ0 is nonzero only for iϭ j, nϭk, and mϭl, and that its value for this special case is 1/⑀ nm . Also, in deriving the above result we have assumed that the monopoles at x c and x p , are equal, i.e., A 00 0,c ϭA 00 0,p , a result that is verified a posteriori from Eq. ͑17͒. Thus, the term containing Ϫ1 in Eq. ͑4͒ made no contribution to Eq. ͑17͒. Finally, we also made use of the following result for the integration of generalized functions:
Expression ͑17͒ allows one to compute the multipoles at x p given their values at x c . A more convenient form that is useful for computing these multipoles can be obtained by using the results given in Appendix A where we have presented more detailed formulae for evaluating the derivatives of spherical harmonics.
It may be noted that the first few multipoles at x p could also be obtained by a straightforward Taylor series expansion of C c around x p . Thus, using
the relations among first few multipoles can be readily obtained A 00 0,p ϭA 00 0,c , A 10 0,p ϭA 10 0,c Ϫr 1 cp A 00 0,c ,
It is easy to verify that these are in agreement with the more general result given by Eq. ͑17͒. Calculations of higher-order multipoles using the Taylor series expansion, however, becomes cumbersome and the method presented here based on generalized functions proves more convenient.
To complete the translation, we need to determine the constant e p . For this purpose we start with the identity
and once again substitute for C in turn both C p and C c . The volume V is chosen to be the basic unit cell in which both x c and x p lie and ‫ץ‬V is the surface of the unit cell. Since both C p and C c are required to be equivalent at all points on the surface of the unit cell, the surface integral in both cases must be identical leading thereby to the equality of the volume integrals 
͑24͒
Equations ͑17͒ and ͑24͒ allow us to shift the multipole singularities at point x c to that at x p . These will be useful in combining the disturbance created a group of particles ␥ into an equivalent disturbance created at a single point x p .
Translation of regular solutions
We now consider the problem of translating a field C reg, p which is regular at both x p and x c ͑these are not to be confused with the singular points we used in the previous derivation͒ and for which a spherical harmonic expansion around x p is known to the corresponding field with its expansion around x c . Let
be the regular expansion around rϭxϪx p ϭ0. We then wish to determine the coefficients that appear in the expansion around
For this purpose we use the fact that E kl i is related to a kth order derivative of C reg,c evaluated at
Substituting for C reg from Eq. ͑25͒ we obtain the desired result
Once again, expressions for the first few coefficients E kl i,c could also be obtained using the Taylor series expansion, and the results obtained that way can be shown to be in agreement with the above more general result.
C. An O(N) algorithm
We now describe the O(N) algorithm for computing the Laplace interactions. This consists of the following steps:
͑1͒ Create a hierarchy tree. The first step is to create a hierarchy among groups of particles. For simplicity, we shall assume that our basic unit cell is cubic. We divide this into 8 equal-sized cubes each with its linear dimension half that of the basic cell. These are referred to as the level 0 boxes. Next, each box at level 0 is further subdivided into 8 smaller level 1 boxes leading to a total of 64 boxes at level 1. The process is continued to the finest level m lev at which the box size is such that on average there are P particles per finest level box, P being a constant of O(1) whose precise value must be determined by optimizing the total computational time. Note that there are a total of m lev ϩ1ϭlog 8 (N/P) levels. Finally, each particle is assigned the finest level ''parent'' box in which its center lies.
͑2͒ Upward pass. The second step is to determine the multipole representation of the fields induced by a group of particles that is valid at large distance from the group. It is assumed that we shall determine the multipoles of the particles by a suitable iterative procedure ͓cf.
Step ͑5͔͒. Thus, at the beginning of each iteration we start with the assumed values of the multipoles A nm j,␥ for each particle and compute the contribution from each particle's multipoles to its parent box multipoles and the constant e p at m lev level using Eqs. ͑17͒ and ͑24͒ with x p in that expression being the position vector of the center of the parent box and x c and A kl i,c , respectively, the center and the multipoles of particle ␥. Next, with the multipoles and the constant e for all the finest level boxes computed, we determine the multipoles and e for the next coarser m lev Ϫ1 level boxes with each parent box multipoles now determined from the multipoles of its eight ''children'' at level m lev . This procedure is repeated to larger size boxes to compute the constant e and the multipoles of all the boxes at all the levels.
͑3͒ Downward pass. The multipoles and the constant e determined in Step ͑2͒ give the far-field representation of the effects of particles whose center is located in a given box. We next want to compute f and E kl i , i.e., the coefficients that appear in describing the regular field, for all the boxes at all the levels. This is achieved by starting with the boxes at level 1 ͑or level 0 if the basic unit cell is not cubic but oblong instead, for example͒ and determining the contribution to the regular field expansion about the center of the boxes from the disturbance due to particles in the other boxes at the same level but the ones that are not its nearest neighbors. Here, and in the subsequent discussion, we shall refer to all the 26 nearest neighbors of a given box at a given level and the box itself as the nearest neighbor of the box for the sake of brevity. Thus, a given box has 27 nearest neighbors. At level 1, there are 4 3 Ϫ3 3 ϭ37 boxes that are further away from a given box and contributions to f and E kl of a given box from the particles in these 37 boxes can be determined using Eq. ͑11͒ with the summation over ␥ in that expression replaced by the summation over these 37 ''equal generation'' boxes. Of course, x ␣ must be replaced by the position vector of the center of the box whose regular coefficients are being computed and x ␥ by the center of the equal generation box from which the contribution is being computed. Also, S to be used equals the net sink S eq due to all the particles represented by the equal generation boxes. This can be determined from Eq. ͑12͒ with the summation over ␥ once again replaced by the summation over the equal generation boxes. Now comparing with the regular expansion given by Eq. ͑25͒, we see that at this level f for a given box is the sum of S eq over its 37 equal generation distant neighbors. Next, we compute f and E kl i of the boxes at the next finer level, i.e., level 2. Unlike level 1, in addition to the contribution from its equal generation level 2 boxes ͑there are 6 3 Ϫ3 3 ϭ189 equal generation boxes for each box at this level͒, we must also determine the contribution from the regular expansion of its parent box at level 1. Denoting the box at level 2 under consideration by a superscript c, the parent by p, and the equal generation box by eq, we write
and use Eq. ͑28͒ to determine the contribution from the parent ( p→c); the equal generation contribution to f and E kl is determined, as before, with the use of Eqs. ͑11͒ and ͑12͒. It should be noted that the parent of a box accounts for the field induced by all the particles lying in the distant boxes of level 1. Thus, for each level 2 box, we have now accounted for all the particles that are outside its nearest 27 level 2 boxes. The particles in these 27 boxes are too close to an arbitrarily selected particle in the box under consideration and therefore we must wait for the calculations of the coefficients for the finer level boxes to account for their effect. The above procedure of combining contributions from the equal generation boxes and the parent box is continued to levels 3,4, . . . ,m lev . At all these levels, the total number of equal generation boxes from which the contributions are computed equals 189, except for the finest m lev level, for which we sum over all the 216 boxes. This includes additional 27 nearest neighbor boxes with one small difference: the singular part 1/r is removed from S 1 before computing the contribution from these nearest 27 boxes. Physically, this accounts for all the particles that are lying in the periodic images of the nearest neighbor boxes at the finest m lev but not the particles in the nearest boxes themselves which are too close to permit the use of far-field representation in determining the regular field expansion. We shall account for these particles separately via Step ͑4͒.
Finally, we compute the contribution to f and E kl i of each particle ␣ from the finest level parent box. There is, of course, no contribution from the equal generation boxes at the particle level.
͑4͒ Particle to particle contribution. The contributions from the particles in the nearest 27 boxes are evaluated in the same way as for the contributions from the equal generation boxes in the previous step except that the function S 1 (r) is now replaced by 1/r because the regular part of S 1 has already been accounted for in Step ͑3͒.
͑5͒ Determine new guess for the multipoles. The Steps ͑2͒-͑4͒ constitute one iteration in solving for the multipoles of the particles. A suitable iterative procedure, such as the generalized moment residual ͑GMRES͒ method, is used to obtain the new guess for the multipoles.
Steps ͑2͒-͑5͒ must be repeated until the multipoles converge to within a specified accuracy. We now make several remarks regarding the procedure outlined above.
Remark 1. For problems in suspension mechanics, we typically use the periodic boundary conditions. For this special case, creating the hierarchy tree is a trivial matter. Once the basic unit cell is divided into a specified number of levels, this tree remains unchanged throughout the dynamic simulation. In order that this remains computationally efficient, the number of particles in any of the finest level boxes must not become much greater than its average value P. This will be true provided that no isolated cluster with a large number density develop as the simulation proceeds. This is an important consideration in stellar dynamics where the overall number density of particles ͑stars/planets͒ is very small and the cluster ͑galaxy͒ formation is an important phenomenon to be investigated through simulations. In such a case, m lev may have to be changed during the simulations and may not remain uniform throughout the basic cell. The computational effort for the determination of the tree for such highly nonuniform systems scales as N(logN) 4 as shown by Aluru and co-workers. 27, 28 The number density of particles in most suspension problems is typically large and the probability of developing a highly nonuniform suspension is generally small. In few exceptional cases, such as gas-solid fluidized bed where large voids devoid of any particles may form, creating tree with nonuniform m lev may prove useful.
Remark 2. If the multipole moments representing the effect of groups of particles are computed up to nϭN sp , the computational effort for the upward pass scales as (N sp ϩ1)
4 N: there are a total of (N sp ϩ1) 2 multipole coefficients to be evaluated and each depend linearly on the same number of multipoles of its children. The computational cost for computing the parent to child contribution to the coefficients E kl in the regular expansion is also O ((N sp ϩ1) 4 N), assuming that these coefficients are also computed up to kϭN sp . The cost of computing the contribution from the equal generation boxes is roughly 216/P times that for the parent to child calculation, P being the average number of particles per box. Finally, the particle to particle contribution requires an O (27P(N s ϩ1) 4 N) effort. Here, N s is the order of multipoles retained in describing the field induced by the particles. Thus, as a first approximation, the total computational cost per one iteration is controlled by the equal generation contribution and the particle to particle contribution. A rough estimate of the total operation count is therefore ͓216 (N sp ϩ1) 4 /Pϩ27P(N s ϩ1) 4 ͔N and this has a minimum for Pϭ3͓(N sp ϩ1)/(N s ϩ1)͔ 2 . Of course, this is to be used only as a rough guide to estimate how optimum P might depend on N s and N sp . More accurate estimate can be obtained through numerical experimentation.
The total operation count and the estimate of optimum P obtained here are different from that of Greengard and Rokhlin 12 who used a slightly more complex algorithm which scales as N sp 3 instead of the fourth power dependence obtained in the present algorithm. Similar reduction in the exponent of N sp is obtained in a related calculation by Zinchenko. 29 These investigators considered very high values of N sp for which the reduction is significant. As will be shown in Sec. IV, a very good accuracy is obtained even with N sp as small as 3 and therefore we have not implemented their method here.
Remark 3. If the dimension of the unit cell does not change in dynamic simulations, then it is possible to save considerable computational time by storing various matrices that are needed in computing the parent to child or child to parent contributions, and the contribution from the equal generation boxes. In particular, the only place where one needs to use Ewald's technique for determining S 1 and its derivatives is in the equal generation computations and these calculations need to be done only once, at the beginning of the simulations. Also the total number of derivatives to be evaluated is O (4N sp  2 logN) , which amounts to a negligible cost compared with a total derivatives of O(4N s 2 N 2 ) that one must evaluate at every time step in the O(N 2 ) algorithm described in the previous section.
III. THE METHOD FOR STOKES INTERACTIONS
Having described in detail the method for Laplace interactions, we now consider the method for Stokes interactions. The basic idea is same as before and we need to address only two important issues: ͑i͒ how to include the lubrication effects such that reasonably accurate particle trajectories are obtained with very few unknowns per particle; and ͑ii͒ how to translate the singular and regular solutions of Stokes equations. Of course, the lubrication effects could also be important in some problems involving Laplace interactions, e.g., the problem of determining the effective thermal conductivity of dense suspensions consisting of highly conducting inclusions, but we chose to defer the discussion of the issue ͑i͒ to the present section to explain the important aspects of the algorithm through a relatively simple problem for which the lubrication effects are absent.
We shall follow the method of Sangani and Mo 8 to account for the lubrication forces in Stokes flow. This method separates the force density on the surface of the particles into a singular distribution of the force density near the narrow gap between the particles and a regular distribution of force density over the entire surface of the particles. The singular force density gives asymptotically correct forces on the particles in terms of their velocities and the gap width while the regular distribution is expanded in the case of spherical particles in a series of multipoles at the center of the particles, and their values are determined by satisfying the boundary condition on the surface of the particles. In addition to giving correct lubrication forces and torques on the particles in close proximity, the method also accounts for the effect of the velocity induced by the lubrication forces on the other particles in the suspension. The velocity of the fluid is given by
where In particular, Ϫ(F j /4)v i j (r) is the velocity at r due to point forces F acting at the lattice points of the periodic array. As shown by Hasimoto,
where S 1 is the same function as introduced earlier in the Laplace interaction calculations, and S 2 satisfies ٌ
the well-known Oseen tensor for the flow induced due to a point force at origin in a fluid at rest at infinity. The actual expression for the differential operator M j ␣ is somewhat involved but, fortunately, will not be needed for our discussion. The only thing that we need to note is that it is defined such that, when operated on v i j s , it produces terms that coincide with the singular terms in the Lamb's general solution in terms of spherical harmonics. More specifically, let the velocity of the fluid near the surface of particle ␣ be expanded in the Lamb's solution as
͑33͒
with u s,␣ and u r,␣ being, respectively, the singular and regular parts of u at xϭx ␣ . These are defined by
and p n s , n s , and n s are spherical harmonics of degree ϪnϪ1. ͑For this section we temporarily suppress our previous notation according to which is the volume fraction of the particles.͒ We define the above spherical harmonics in terms of ''multipole'' coefficients P nm j , etc., by means of
where the summation over m is from 0 to n and for j from 0 to 1. Likewise, the regular part is written as 
where v i j s is the Oseen tensor ͓cf. Eq. ͑32͔͒. We also gave expressions for evaluating the coefficients that appear in the regular part of the velocity at x ␣ in terms of the singular coefficients P kl i,␥ , etc., of all the particles in the suspension. This is analogous to the expression we cited for the Laplace interactions ͓cf. Eq. ͑11͔͒ except that the corresponding expressions for the Stokes interactions are considerably more involved. The direct evaluation of these regular coefficients requires an O(N 2 ) computational effort. In the present section we shall derive the results for the translation of regular and singular solutions that will allow us to determine the regular coefficients with an O(N) effort.
A. Translation of Stokes singularities
We wish to translate u i c ϭM j c v i j (xϪx c ) with its singularities at x c to a velocity field with its singularities at x p such that both are equivalent at a point x sufficiently far away from both x c and x p . Since the field with singularities at x p must also be spatially periodic, the most general form for it is given by
where e i is a constant. Let p c and p p be the corresponding pressure fields. Substituting p for C in Eq. ͑14͒ we obtain
where rϭxϪx p . Now since the pressure satisfies the Laplace equation except at its singularities, the integrals in the above expression can be evaluated simply from the singular behavior of p which can be written as
where we have made use of Eq. ͑A1͒ in writing the last equality. Noting that ٌ 2 r Ϫ1 ϭϪ4␦(r), it is relatively easy to carry out integrations in Eq. ͑41͒ to obtain a relation similar to Eq. ͑17͒ 
͑46͒
Now substituting r• for C in Eq. ͑14͒, using the generalized function representation of Laplacians of p n s and n s , and simplifying the resulting integrals we obtain
͑47͒
This can be further simplified using the general results for differentiation of spherical harmonics given in Appendix A. A convenient set of formulas for computing all the multipoles at x p from those at x c is given in Appendix B. To compute the coefficients ⌽ nm j,p we start with the identity
where i j ϵϪp␦ i j ϩ(‫ץ‬u i /‫ץ‬x j ϩ‫ץ‬u j /‫ץ‬x i ) is the stress tensor corresponding to a field (u i , p) and i j Ј is the stress corresponding to a regular field (u i Ј , pЈ). (u i ,p) on the other hand, is allowed to be singular at some points in the space. We now choose the regular fields to be given by Since the divergence of stress and velocity are zero except at the singular points, only the singular part of the velocity and stress will contribute to the above integrals. Substituting the singular part of the velocity for u i a , where a stands for c or p, the integrands in the above expression reduce to
͑51͒
Using the generalized function representation of Laplacians of p k s , etc., and carrying out the integrations in Eq. ͑50͒ we obtain
A convenient formula for evaluating ⌽ nm j based on the above expression is given in Appendix B.
Finally, to complete the transformation of the singular solution at x c to that at x p , we need to determine the constant e i in Eq. ͑40͒. For this purpose we use the identity
͑53͒
where is the unit cell enclosing both x c and x p and n is a unit outward normal on its surface ‫.ץ‬ As before, we have used the equivalence of u c and u p on ‫.ץ‬ Since v i j and its derivatives are solenoidal, and since their integrals over the unit cell vanish, substituting for u c and u p ͓cf. Eq. ͑40͔͒ yields eϭ0. 
B. Translation of regular solutions of Stokes equations
We now consider a solution of Stokes equation which is regular⌽ kl ri,c ϭ ⑀ kl k ͫͭ D kl i Ϫ ͑kϪl͒͑kϪlϪ1͒ 4kϪ2 D kϪ2,l i ٌ 2 ͮ ͑ r•u r ͒ ͬ rϭr cp .
͑56͒
Once again, the detailed expressions for determining various coefficients of the regular part of the velocity are given in Appendix B.
C. The O(N) algorithm for Stokes interactions
The O(N) algorithm for Stokes interactions consists of the same steps as outlined in Sec. II. In addition to computing the contribution from the singularity at the center of particle ␥ to the regular field near particle ␣, we also calculate the flow induced by the lubrication forces between each pair of particles in close proximity. In Sangani and Mo, 8 we gave the expression for the flow due to lubrication forces in terms of a force dipole singularity situated at the center of the gap between the particles. The upward pass now determines the equivalent force multipoles of the finest level boxes from both the force multipoles of the particles and the lubrication singularities. The remainder of the upward pass calculations in which the multipoles are evaluated for the coarser level boxes remain unaffected by the lubrication singularities. In the downward pass calculations, the contribution from the equal generation boxes is evaluated by the expressions given in Mo and Sangani 7 with the center of particle ␥ in that study now replaced by the center of the equal generation box, and the center of particle ␣ replaced by the center of the box whose regular coefficients are being evaluated. Finally, in the particle to particle step, we evaluate the contribution from the particles and the lubrication singularities lying in the 27 nearest neighbor boxes. For this we need additional expressions for computing the contribution to coefficients in the regular part of the velocity near each particle from the singularities situated at the center of the particles and the lubrication gaps. These expressions are given in Appendix B.
IV. APPLICATION TO FEW SPECIFIC SUSPENSION PROBLEMS
In this section we apply the method described in the previous two sections to few specific problems with the aim of assessing the utility of the method in studying systems with large N. Since the computational effort increases as N sp 4 , we shall be particularly interested in determining the accuracy of the method for smaller N sp .
To validate the analytical results for computing the translation of singular and regular solutions of Laplace and Stokes equations, and to test the accuracy of the computer programs, we found it very useful to compare the results of the programs against O(N 2 ) programs which were extensively tested previously for their accuracy. 7, 8, 18, 24 Since the computational time required by these O(N 2 ) algorithms is very large, the accuracy for large N was tested by arranging the N particles within the basic unit cell in a periodic array with each sub-unit cell containing N 0 particles. Typically, the calculations were checked with N 0 ϭ1, which corresponds to a truly periodic array, and with N 0 ϭ16, the particles within the sub-unit cell arranged in the latter case in a random array. Since in the O(N 2 ) method we compute each element of the matrix A separately and then evaluate the product A•x, the most important test of the O(N) algorithm requires the direct evaluation of this product to match with the corresponding product evaluated by the O(N 2 ) method for any given x. Here, for example, for the case of Laplace interactions, x is the vector of A nm i,␥ while the product is the vector of E kl j␣ ͓cf. Eq. ͑11͔͒ plus a constant times the vector of A kl j,␣ , with the constant depending on the boundary condition at the surface of the particles. The elements of the matrix A being related to the derivatives of S 1 evaluated at xϭx ␣ Ϫx ␥ . Taking A nm i,␥ ϭ1 for all n,m,i, and ␥, we evaluate the mean value of E kl j,␣ over all the particles and its variance from the mean. For the special case of a periodic array with N 0 ϭ1, the variance must, of course, be zero. However, the O(N) algorithm with finite N sp introduces some fluctuations even in the case of a periodic array. These fluctuations were found to decrease rapidly with the increase in N sp . The mean value for each E kl was also found to agree well with that obtained from the O(N 2 ) algorithm as we shall show in more detail below. Similar tests were also made for the Stokes interactions code.
A. Laplace interactions
A few typical results for the relative errors for the special case of diffusion-controlled reactions are given in Table  I . The boundary condition on the surface of particles for this problem yields Eq. ͑7͒. Denoting the left-hand side ͑lhs͒ of this equation by r nm i,␣ we calculate two measures of the relative errors. The first is defined by
where the angular brackets denote the average over all the particles in the unit cell, r nm i,␣ is the lhs of Eq. ͑7͒ computed by the O(N) algorithm, r nm i,␣ is the corresponding value obtained from the O(N 2 ) algorithm, and n eq ϭ(N s ϩ1) 2 is the total number of unknowns per particle, N s being the highest order multipole used in describing the disturbance field due to each particle (nрN s ). The order of multipoles to which the disturbance created by groups of particles is represented in the O(N) algorithm is denoted by N sp .
The second measure of the relative error is
͑58͒
where E nm i,␣ is computed using the O(N) algorithm and Ē nm i,␣ by the O(N 2 ) algorithm. This error is a true representation of the error introduced by the grouping of particles and is relatively insensitive to the volume fraction of particles. The error E 1 on the other hand, depends on the specific boundary condition and is therefore dependent on the nature of problem to be solved. Also since the magnitude of E nm i,␣ decreases relative to the coefficient of the singular term A nm i,␣ as the volume fraction decreases, this error will decrease as is decreased.
As seen in Table I both relative errors are generally small in magnitude even though the errors do not decrease monotonically with N sp . For the special case of periodic arrays with N 0 ϭ1, only the multipoles A nm with n and m multiples of 4 are nonzero and therefore a significant reduction in the error is expected to occur only when N s and N sp are incremented by 4. This is found to be generally true even for random arrays. In most cases the errors for N sp ϭN s ϩ4 are seen to be very small, well within the accuracy of the O(N 2 ) algorithm. Table II shows the computing time for one iteration on a single IBM SP2 processor at the Cornell Theory Center. The times shown there are for an interactive calculation on the machine and thus represent approximate times. They are useful, however, for illustrating the dependence of computer time on N, N s , N sp , and P. We see that the computing time is essentially governed by the downward pass in which the evaluation of the contributions from the equal generation neighbors and the particle to particle interactions to the regular coefficients E kl i,␣ take up most of the computing time. As mentioned earlier, the operation count for the equal generation roughly scales as 216N(N sp ϩ1) 4 /P, and that for the particle to particle as 27NP (N s ϩ1) 4 . The scaling of these times with N sp , N s , and P can be verified approximately from the data presented in Table II . For example, the particle to particle time quadrupoled when N was increased from 512 to 1024 keeping N s ϭ1. Note that with m lev ϭ2, there are 512 boxes and hence P equals, respectively, 1 and 2 for Nϭ512 and 1024. Similarly, the particle to particle time changed roughly by a factor of 4 when N s was changed from 1 to 2 at Nϭ512. The ratio of particle to particle time to the equal generation time is somewhat variable. For N s ϭN sp the ratio of this time does approximately scale as P 2 , but the ratio appears to vary considerably with N s ranging from 0.07 for N s ϭ0 and Nϭ512 to 1.09 for N s ϭN sp ϭ3 and Nϭ1024. This variation may be partly due to inaccurate nature of the timing obtained from the interactive calculations. More importantly, however, the difference may arise because the particle to particle calculations require evaluation of spherical harmonics for each pair of particles whereas the calculation for the equal generation contribution uses precalculated derivatives of S 1 .
The set of equations given by Eq. ͑7͒ were solved iteratively using a subroutine based on the generalized minimum residual method for nonsymmetric matrices written at Lawrence Livermore. The routine determines the approximate solution x ap to A•xϭb and generates an estimate of the error defined as the square root of Euclidian norm of the difference bϪA-x ap divided by the norm of b. Since it is not known a priori what error estimate is acceptable for generating a satisfactory solution to a given problem, we must study the convergence properties for various problems separately.
Diffusion-controlled reactions
We begin with the diffusion-controlled reactions. Here, our primary interest is in determining the non-dimensional reaction rate R s . This is determined as follows.
It can be shown that the average concentration is related to C ϱ in Eq. ͑3͒ by
where the angular brackets denote average over all the particles, is the volume fraction of the particles, S is the strength of sink ͓cf. Eq. ͑2͔͒, and A 00 0,␣ is the strength of induced monopole due to the presence of particle ␣, the radius of the spheres being taken to be unity. The nondimensional reaction rate can be shown to be given by
ͪͬ .
͑60͒
For computing R s , we take C ϱ ϭ1 and first determine A 00 0,␣ . S is then determined from the overall heat balance which gives SϭϪ3͗A 00 0,␣ ͘. Finally, substituting for S in Eq. ͑60͒ yields R s .
An additional quantity that gives some measure of the convergence is the variance in the monopole strength from its average value. Table III gives both R s and the variance for various values of and N. In all cases the convergence is seen to be quite rapid, with the number of iterations for a given error estimate increasing slowly with N. Table IV shows a comparison between the results obtained by the O(N 2 ) and O(N) algorithms. First, we find that the convergence of R s with N s is very rapid. Thus, a reasonably high accuracy is achieved with N s less than or equal to 4 even at high volume fractions. For the special case of a periodic array (N 0 ϭ1), the results obtained here are in agreement with the results reported by Felderhof. 22 As mentioned earlier, we expect a very high accuracy from the O(N) algorithm when N sp ϭN s ϩ4. This is indeed the case. However, even the results obtained with lower values of N sp are seen to introduce only a modest error, typically less than 10%.
In studying large systems it will be desirable to carry out simulations with the lowest order approximation that keeps the essential physics of the problem. In the present case, this corresponds to N s ϭ1. The net reaction rate is related to the monopoles (nϭ0) and the effective diffusivity of the medium is governed by the induced dipoles (nϭ1). Since the concentration on the surface of the particles is specified ͑viz., Cϭ0), we expect a Brinkman-like screening of the conditionally averaged concentration. More specifically, it is easy to show that the average concentration ͗C͘ 1 at x given a sphere at x 1 satisfies ٌ 2 ͗C͘ 1 ϭ␣ 2 ͗C͘ 1 for large rϵxϪx 1 with ␣ 2 ϭ3R s D/(D*(1Ϫ)), D* being the effective diffusivity in reacting media and is analogous to the Brinkman viscosity used in describing the conditional averaged velocity in the analogous case of Stokes flow through an array of fixed particles. For large r, we therefore expect ͗C͘ 1 Ϫ͗C͘ to decay as e Ϫ␣r /r, the radius of the particles being taken to be unity. Thus, the conditional average concentration decays algebraically as 1/r for small r and exponentially for r larger than the screening length 1/␣. For small , this screening length is of O(
), and a question we would like to address is if such a screening can be observed clearly in simulations based on O(N) algorithms with small N sp or do the imposed lengths due to hierarchial division of the suspension interfere with the screening phenomenon. Figure 1 shows the conditionally averaged monopole as a function of r. The ordinate M is defined by 
where ͗A͘ is the average monopole (͗A 00 0,␣ ͘) and ͗A͘ 1 (r) is the average of the monopoles of particles separated by distance r. Is is easy to show that the conditionally averaged monopole is proportional to the conditionally averaged concentration ͗C͘ 1 and therefore we expect M to decay as e Ϫ␣r for distances large compared with unity but small compared with the size of the unit cell. The calculations were done for a single configuration of 512 randomly placed particles with ϭ0.01, N s ϭ1, and N sp ϭ1. The same configuration was used also for evaluating M using the O(N 2 ) algorithm so that a detailed comparison of the conditional averaged monopoles can be made. The agreement between the two is remarkably good for all values of rр30. The unit cell size was about 60 units and with the two hierarchial levels used in the O(N) calculations, the box sizes at the first and second levels were, respectively, 15 and 7.5 units. As seen in Fig. 1 , there appears to be no influence of these lengths on the results obtained with the O(N) method even for N sp as small as unity.
It is interesting to make a comparison of the computing times for the two algorithms. For the case mentioned above, the time per iteration was about 3 s and it took 10 iterations to converge. Thus the total time using the O(N) algorithm is about 30 s. The time required by the O(N 2 ) algorithm on the other hand, was about 4350 s. ͑Both these times are for interactive calculations on a single IBM SP2 processor.͒ This consisted of about 2880 s for evaluating various derivatives of S 1 . ͑There are 512ϫ511/2ϭ130,816 pairs of particles and for each pair we need to evaluate 9 derivatives of S 1 using the Ewald's technique, which in turn requires sums over a total of 400 real and reciprocal space lattice vectors.͒ The time for filling the coefficients of matrix took 77 s, and the time solving the system of 2048 equations using a Gaussian elimination method took 1388 s. Note that the total time is dominated by the time for evaluating the derivatives of S 1 , a step that is not required in the O(N) algorithm since the derivatives needed for this calculation are precalculated and stored for subsequent calculations. Moreover, as mentioned earlier one needs to evaluate only O(216 log N) number of derivatives as opposed to the O(N 2 ) derivatives required by the O(N 2 ) algorithm.
Added mass coefficient
We now consider another problem of Laplace interactions, viz., inviscid, irrotational flow past spheres. This has important applications in understanding the flows of bubbly liquids at large Reynolds numbers and small Weber numbers 19 as well as the acoustic behavior of suspensions. 24 Dynamic simulations for large systems will be needed for understanding the nature of instabilities in bubbly liquids. Here, we shall consider the problem of determining the added mass coefficient of suspended particles. Thus, we determine the resulting inviscid, irrotational flow when all the particles are given a velocity of unit magnitude along the x 1 -axis. The velocity of the liquid can be expressed in terms of a velocity potential by uϭٌ, with the continuity equation for the liquid requiring ٌ 2 ϭ0. The boundary condition on the surface of the particle ␣ gives n-ٌϭn-v ␣ , n being the unit outward normal on the surface of the particle ␣ and v ␣ its velocity. With near the particle ␣ expanded in spherical harmonics as in Eq. ͑6͒, the boundary condition yields
͑62͒
Finally, the velocity of the suspension averaged over the whole unit cell is specified to be zero. The added mass coefficient C a is related to the x 1 -component of the impulse I 1 by
where is the density of the liquid and m is the mass of liquid having the same volume as the particle, i.e., mϭ(4a 3 )/3. The results for the added mass coefficient are shown in Table V N s ϭ1 giving reasonably accurate estimates. The results obtained using the O(N) algorithm with N sp ϭ1 and N s ϭ1 also appear to be quite accurate. The accuracy in this case is better than the reaction-diffusion problem.
B. Stokes interactions
We now consider the applications to Stokes flows past spherical particles. For this case the no-slip boundary condition on the surface of the particles yields a set of relations among the coefficients of singular and regular terms given by 7 ⌽ nm ri,␣ ϩ ͑nϩ1͒a
where the quantities on the right-hand side of the above equations depend on the imposed flow and the translational and rotational velocities of the particles. In addition to the above, we have 6 additional equations per particle for the suspension problems for which the translational and rotational velocities are to be determined given the force and torque acting on the particles ͓cf. Eqs. ͑67͒-͑68͔͒. As pointed out by Cichoki et al. 9 and Cichoki and Hinsen, 30 the accuracy of the numerical results for dense suspensions depend critically on the manner in which the above set of equations is truncated. We follow the truncation scheme used by Mo and Sangani, 7 and solve only the set of equations obtained by truncating Eq. ͑64͒ to nрN s , Eq. ͑65͒ to nрN s Ϫ2, and Eq. ͑66͒ to nрN s Ϫ1. Likewise, the unknowns are truncated as follows: P nm i,␣ to nрN s , nm i,␣ to nрN s Ϫ2, and T nm i,␣ to N s Ϫ1. This truncation scheme is based on the asymptotic analysis of the resulting equations at small volume fraction of particles in flow through periodic arrays of spheres by Sangani and Acrivos. 31 Similarly, all the moments of groups of particles in the upward pass and all the coefficients of the regular terms in the Lamb's solution during the downward pass are evaluated in the same way as the above regular coefficients for the particles with N s replaced by N sp .
As in the case of Laplace equations, the code was tested by comparing the coefficients of all the regular terms obtained by the O(N) algorithm against that obtained from the O(N 2 ) algorithm developed earlier by Mo and Sangani 7 and a very good agreement between the two was found. We now present results for few specific cases with the primary aim of assessing the accuracy of the method for relatively small N s and N sp , and the efficiency of the GMRES method for solving the system of equations arising in suspension mechanics.
Permeability of fixed bed of particles
The results for the average non-dimensional drag Kϭ͗F͘/6aU on the spheres placed in a uniform flow with a superficial velocity U are given in Table VI . The Darcy permeability k of the fixed bed of spheres is related to K by kϭ2a 2 /(9K). We find that the results obtained by the two algorithms are in a reasonably good agreement with each other even with N sp ϭN s , an exception being the case of random array with ϭ0.25 for which N s ϭN sp ϭ2 gave an unphysical result.
The computing times we reported in Table II were for a single SP2 processor. In Table VII we give the computing times for both Laplace and Stokes interactions using multiple processors running in parallel. Since the GMRES code we used for solving the system of equations was written for a scalar computing, we employed a master-workers model. The updating of the unknown multipoles and the upward pass which takes relatively insignificant time were carried out by the master processor who also distributed to all the workers the downward pass ͑the equal generation and particle to particle͒ calculations. All the workers essentially used the same memory as the master processor and hence we were limited to systems smaller than about 10,000 particles for N s ϭN sp ϭ2. We see that the computing time for the downward pass roughly scales linearly with the number of workers W. Also we note that the computing time for the Stokes flow problem is greater than that for the Laplace interaction problem for same values of N s and N sp . The operation count for Stokes flow interactions for given N s and N sp can be shown to be slightly less than six times that required for Laplace interactions. This is consistent with the times shown in Table VI which shows the time for Stokes interactions to be roughly 4-5 times that for Laplace interactions. We should note that the computing times shown in Table VI correspond to the case of flow through fixed bed of particles for which the lubrication effects are absent. For the suspension problems to be discussed in the next subsection an additional time will be required for evaluating the contribution from the lubrication velocity field, the magnitude of which depends on the average number of pairs with their center to center distance less than a specified value. Figure 2 shows the convergence rate for the permeability problem for three different values of volume fraction for random arrays with Nϭ512. The error estimate is defined as before, i.e., the square root of the ratio of Euclidian norm of A-xϪb to that of b. The convergence rates for ϭ0.1 and 0.25 are nearly equal and much greater than for ϭ0.45. Thus, higher values of will require greater number of iterations. A suitable preconditioning of the matrix may therefore lead to considerable saving in the overall computational times for higher volume fractions. The further work in this direction is left to future work.
Effective viscosity and sedimentation
We now consider the problems of determining the effective viscosity of random suspensions of neutrally buoyant particles and the sedimentation velocity of negatively buoyant particles. The calculations for these two problems include the lubrication forces as outlined in Sangani and Mo 8 with two modifications: ͑i͒ an expression for the velocity field due to relative motion of two particles in the plane normal to the line joining their centers given in that paper was incomplete and hence needed a correction; and ͑ii͒ the torque due to lubrication flow induced by two spheres with unequal rotational velocities omitted in their study was included in the present study. At ϭ0.45 we found that this made no more than 5% change in the effective viscosity and thus their influence on the effective viscosity or the sedimentation velocity results presented in Sangani and Mo should be negligible.
For the suspension problems, Eqs. ͑64͒-͑66͒ for the multipoles are supplemented with the additional 6N equations given by
where F lub and L lub are the lubrication contributions to the force and torque, F ext is the external non-hydrodynamic force due to gravity or inter-particle potential, and F reg and L reg are related to the multipoles P 1m i and T 1m i , respectively ͓cf. Eqs. ͑70͒-͑71͒ in Mo and Sangani 7 ͔. The regular parts of the force and torque can be related to the velocity of the particles by considering nϭ1 terms in Eqs. ͑64͒ and ͑66͒. These are equivalent to the Faxen's laws
where u reg and reg are the regular parts of the velocity and vorticity evaluated at the center of the particle.
Initial guess for the velocity of the particles in the case of effective viscosity problem was obtained by solving first Eqs. ͑67͒-͑69͒ with u i reg ϭ␥ i j x j and reg ϭٌ؋u reg , ␥ i j being the imposed shear rate. The solution of these equations converges very quickly, and since only the short-range lubrication forces need to be evaluated, the computational effort is relatively insignificant. Figure 3 shows the error estimate as a function of the number of iterations using the GMRES code for solving the system of Eqs. ͑64͒-͑66͒ coupled with Eq. ͑67͒ and ͑68͒ for a random suspension of 512 particles per unit cell. We note that the convergence rates are slower than those obtained in the permeability problem, especially for ϭ0.1 and ϭ0.25. Thus, the inclusion of lubrication forces decreases the convergence rate. On the other hand, since a good initial guess can be obtained for the viscosity problem by first solving the simple set of equations given by Eqs. ͑67͒-͑69͒, the magnitude of the error is relatively small. Table VIII gives the effective viscosity and the variance in the particles' velocity from the mean as a function of number of iterations. We see that while the error is decreasing slowly with the number of iterations, the values of viscosity and variance obtained even with 40 iterations are reasonably accurate. The effective viscosity does not monotonically converge but oscillates around 5.6, the value reported by Ladd. 6 The convergence rates for the sedimentation problem are shown in Fig. 4 . These rates are very similar to those obtained for the effective viscosity problem. However, unlike the viscosity problem, a good initial guess is difficult to make in the present case, and, consequently, the magnitude of the error is relatively high. On the other hand, the lubrication forces are not very critical in the present problem. Two particles with same external forces sediment together, and the nonzero relative velocity between them can occur only due to the effect of the other particles on u reg felt by each particle. This relative velocity is typically small and consequently the lubrication forces play a relatively insignificant role. This can be seen from Table IX which give the results for the sedimentation velocity both with and without the inclusion of lubrication forces. These results were obtained with the O(N 2 ) algorithm with N 0 ϭ16. The corresponding results for Nϭ1024 particles with the O(N) algorithm were obtained by excluding the lubrication forces for which the error decreases with the number of iterations at a rate similar to that for the permeability problem. We see a generally good agreement between the results obtained by the two algorithms. In view of the fact that the lubrication forces are relatively unimportant, it may be possible to improve the convergence rate without loss of much accuracy by limiting the lubrication forces only between pairs of particles that are very close to each other. The calculations shown in Figs. 3 and 4 included lubrication forces for all pairs of particles with the center to center distance less than 2.6a. This distance, for example, could be reduced to 2.1a.
In both suspension problems discussed here the slower convergence rates arise probably due to the fact that some of the coefficients in the force equation ͑67͒ are O(⑀ Ϫ1 ) times the velocity difference between the pairs of particles. Perhaps iterative methods in which Eqs. ͑67͒-͑69͒ are solved separately from Eqs. ͑64͒-͑66͒ might lead to better convergence rates. This will be investigated further in a future work.
We close this section by considering sedimentation at a relatively low volume fraction, ϭ0.05. Our aim is to check how well the simulations with lower-order approximations, 32 that the velocity variance in random sedimenting suspensions diverge with the system size. In addition to using the lower-order approximations, we also wanted to test if there would be any serious consequences of not using enough iterations in obtaining the solution by the GMRES code. The results for the average sedimentation velocity and velocity variances in the direction of gravity and in the plane transverse to it are presented in Figs. 5 and 6. Each point was obtained by averaging over 15 independent random configurations. The standard error ͑i.e., standard deviation divided by the square root of the number of data͒ for the velocity variances computed with these configurations was generally smaller than the size of symbols used in Fig. 6 .
The simulations were carried out by requiring that the iterative scheme be terminated either when the error estimate decreases below 5EϪ4 or when the number of iterations exceeded 35. For Nϭ512 and Nϭ1024 the error estimate reached lower than the specified value with an average of 20 and 26 iterations whereas for Nϭ2048 and 4096 the truncation was due to number of iterations exceeding 35. The corresponding average error estimates were, respectively, 5.8EϪ4 and 2EϪ3. These calculations were done noninteractively using 8 SP2 processors. The average time per iteration for the downward pass for Nϭ4096 was 25 s, somewhat lower than one reported in Table VII .
In Fig. 5 we have plotted the sedimentation velocity as a function of N. In the limit of large N the sedimentation velocity approaches a constant value as given by ͑cf. , ͑70͒
where U 0 is the terminal velocity of an isolated particle, U ϱ is the velocity in an unbounded suspension with finite , and S(0) is the zero wave number structure factor. For ϭ0.05, using */ϭ1.13 and S(0)ϭ0.67 yields the coefficient of N Ϫ1/3 term in the above equation to equal 0.39. The above relation with U ϱ /U 0 ϭ0.74 is seen to be in a reasonably good agreement with the results of numerical simulations. Figure 6 shows the results for the velocity variance. Since the long-range interactions are dominated by the fields induced by point forces, one may estimate the variance based on a simple point force approximation. This was done by Ladd 33 who showed that the variance in the velocity component parallel to gravity is given by .
͑72͒
Thus the velocity fluctuations diverge with N and the fluctuations in the direction parallel to gravity are about 12.4 times that in the plane normal to it. Our simulations are seen to be in excellent agreement with these predictions.
V. CONCLUSIONS
In this paper we have described in detail a method of summing Laplace and Stokes interactions with a computational effort that scales only linearly with the number of particles. The method consists of combining the fields induced by a group of particles in a series of multipoles at the center of the group. The results from the method are in excellent agreement with the ones obtained from previous O(N 2 ) algorithms as N sp , the order to which the multipole series is expanded, is increased. Very good agreement is obtained in most cases even when N sp equals N s , the order to which the field induced by the individual particles is represented. The method is combined with the generalized minimum residual ͑GMRES͒ algorithm for solving iteratively the system of linear equations in the multipoles induced by the particles. A number of problems are studied with an aim of assessing the computational time requirements for solving problems in Stokes and Laplace interactions. The method appears to be extremely efficient for solving Laplace interactions. The GMRES algorithm, however, yields a relatively slow convergence rate for the Stokes interaction problems at large volume fractions and further work to improve the convergence rate is desirable. At any rate, the method offers very significant reduction in the overall computational effort over the existing O(N 2 ) algorithms and may be used for carrying out dynamic simulations of systems of O(500Ϫ10 3 ) particles at very high volume fractions to systems of O(10 4 ) at low volume fractions.
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APPENDIX A: SOME USEFUL FORMULAS FOR THE DIFFERENTIATION OF SPHERICAL HARMONICS
In this appendix, we present some frequently used results concerning differentiation of spherical harmonics. 
