Accurate solubility estimates are fundamental for (i) Earth-System models forecasting the climate change taking into consideration the atmosphere-ocean balances and trades of greenhouse gases, and (ii) using field data to calibrate and validate the algorithms simulating those trades. We found important differences between the formulation 5 generally accepted and a recently proposed alternative relying on a different chemistry background. First, we tested with field data from the Baltic Sea, which also enabled finding differences between using water temperatures measured at 0.5 or 4 m depths. Then, we used data simulated by atmospheric (Meteodata application of WRF) and oceanographic (WW3-NEMO) models of the European Coastal Ocean and Mediter-10 ranean to compare the use of the two solubility algorithms in Earth-System modelling. The mismatches between both formulations lead to a difference of millions of tons of CO 2 , and hundreds of tons of CH 4 and N 2 O, dissolved in the first meter below the sea surface of the whole modelled region.
Introduction

15
Atmosphere-ocean gas exchange is a relevant contemporary subject due to the role of the oceans in the global biogeochemical cycles and their potential as sinks for greenhouse gases, thus eventually acting as climate change mitigators. In the pole regions, the solubility pump retrieves large amounts of greenhouse gases from the atmosphere and transports them to the deep ocean. On the other hand, the coastal ocean and 20 upwelling zones are traditionally considered as spots of CO 2 outgassing. These fluxes of gases across the air-water interface are given by F = k w (C a /k H − C w ), in units of mol m −2 s −1 . C a and C w are the air and water gas concentrations in mol m −3 , k H is Henry's constant for the gas specific solubility, here in its scalar (C a /C w ) form, and k w the gas transfer velocity across the air-water infinitesimally thin surface layer, in m s
although usually plotted in cm h −1 . An alternative formulation estimates F = k w · k H cp Discussion Paper | Discussion Paper | Discussion Paper | Discussion Paper | ·∆p gas , with ∆p gas being the difference between air and water gas partial pressures (atm) and k H cp the Henry's constant in its equivalent C w /p a form (mol m −3 atm −1 ). Frequently, the difference between air and water gas concentrations measured in partsper-million (∆ ppm) is used as a proxy for ∆p gas . From these formulations can be seen that, similarly to electric currents or water streams, air-water gas fluxes have two com-5 ponents: (i) a potential difference (unbalance) between two compartments, in this case air and water concentrations, setting a strength and direction of a flux. To this matter, the world oceans, and particularly the coastal oceans, are very heterogenic in their greenhouse gas unbalance with the atmosphere, and with a fine resolution and intricacy of processes, associated to upwelling, plankton productivity and continental loads.
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This holds for CO 2 (Smith and Hollibaugh, 1993; Cole and Caraco, 2001; Takahashi et al., 2002 Takahashi et al., , 2009 Inoue et al., 2003; Duarte and Prairie, 2005; Borges et al., 2005; Rutgersson et al., 2008; Lohrenz et al., 2010; Torres et al., 2011; Oliveira et al.; Rödenbeck et al., 2013; Schuster et al., 2013; Landschützer et al., 2014; Arruda et al., 2015; Brown et al., 2015) for CH 4 (Harley et al., 2015) and for N 2 O (Bange et al., 1996; 15 Nevison et al., 1995 15 Nevison et al., , 2004 Walter et al., 2006; Barnes and Goddard, 2011; Sarmiento and Gruber, 2013) . But an unbalance can also occur within the open ocean at the fine resolution of mesoscale eddies depending on thermodynamic balance, primary productivity and the time the upwelled water has remained on the surface and departed its cold-core , or at the larger scale of the Weddell Gyre (Brown 20 et al., 2015) . The other component affecting the flux is (ii) the resistance the medium does to being crossed by a flow. The transfer velocity at which gases cross the infinitesimally thin air-water interface is highly dependent on turbulence upon it. This, in its turn is dependent on its forcings, namely wind drag, wave breaking, currents and rain, and its antagonizers, namely the sea-surface viscosity set by the water proper-25 ties and presence of surfactants. With all these sources of variability, transfer velocity assumes a vital role as mediator of atmosphere-ocean gas exchanges and the development of its estimator algorithms becomes a fundamental aspect. The literature has tens of such algorithms relying in different theoretical backgrounds and either fit-15927 Discussion Paper | Discussion Paper | Discussion Paper | Discussion Paper | ted to specific sea-surface conditions or rougher generalizations. In order to calibrate them, the transfer velocities can be estimated from field data reworking the flux equations as:
. The gas flux (F ) is measured in the field with a variety of techniques. The floating dome measures the change in the gas concentration inside a container whose only open side faces the sea-surface 5 (Frankignoulle, 1988) . One of the first that used the eddy-covariance method to study the atmosphere-ocean gas fluxes was the COARE experiment (Fairall et al., 1996) . Since then, the method has been applied in a growing number of studies (e.g. McGillis et al., 2001 McGillis et al., , 2004 Rutgersson et al., 2008; Ho et al., 2011) . Because the difference in air-water concentrations sets a positive flux downward whereas eddy-covariance methods, being originated from micro-meteorology, traditionally set positive fluxes upward, there must be a rectification by −F or −k w in the formulas above (Woolf, 2005; Zhang et al., 2006) . The dual-tracer method, vastly applied to wind tunnel experiments in the late 1970's-1980's, can only average a flux over a wide time interval (Watson et al., 1991) .
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Accurate k H estimates are of utmost importance for Earth-System modelling: (i) they report atmosphere-ocean greenhouse gas equilibrium against which unbalances are estimated, (ii) in dual-layer models, they weight air-side and water-side sea-surface thin layers through which gasses must be transferred, and (iii) they are essential to calibrate air-water gas transfer velocity formulations. Starting in the 1970's, several 20 authors developed solubility formulations for several gases including the greenhouse gases CO 2 , CH 4 and N 2 O. Sarmiento and Gruber (2013) compiled a general algorithm together with each gas' specific constants, to estimate solubility accounting for water temperature, salinity, non-ideal gas behaviour and moisture partial pressure. Recently, Johnson (2010) developed an alternative algorithm accounting for temperature, salinity, the molecular and thermodynamic properties of the water, its solutes and the specified gas, but disregarding the non-ideal behaviour of the gases and moisture. We compared the two formulations, as well as using the bulk or sea-surface water temperatures, by testing their solubility and transfer velocity estimates. All formulations were included in the Maretec model and software (http://www.maretec.org/en/publications/, <this publication>, <Download zip>) whose development started by Vieira et al. (2013 Vieira et al. ( , 2015 .
Methods
The two formulations were tested with field data from the atmospheric tower at Öster-5 garnsholm in the Baltic Sea (57
• 27 N, 18
• 59 E), a Submersible Autonomous Moored Instrument (SAMI-CO 2 ) 1 km away and a Directional Waverider (DWR) 3.5 km away, both south-eastward from the tower (e.g. Rutgersson et al., 2008 and Högström et al., 2008 for detailed description of the sites). The measurement period was from the 22 to the 26 May 2014. The air-water fluxes were measured by the eddy-covariance method, 10 calculated over 30 min bins and corrected according to the Webb-Pearman-Leuning (WPL) method (Webb et al., 1980) . Only the fluxes for which the wind direction set the SAMI-CO 2 and DWR in the footprint of the atmospheric tower (90
• < wind direction < 180
• ) were used. The SAMI-CO 2 measured temperature at a depth of 4 m, which we take as representative for the bulk water temperature. The DWR measured tem-peratures at a depth of 0.5 m, taken here as representative for a closer to sea-surface temperature. The solubility algorithms were tested for the effects of using either temperature measurements. Salinity was obtained from the Asko mooring data provided by the Baltic In Situ Near Real Time Observations available in the MyOcean catalogue.
The competing formulations were also tested with simulated data relative to the Euro- 
Sarmiento and Gruber (2013) compilation -"Sar13"
The algorithm for temperature and salinity dependence of k Hcp provided by Weiss (1974) and Weiss and Price (1980) has been extensively adapted and applied to other 5 gases. We converted its compilation by Sarmiento and Gruber (2013) 
is the molar volume of ideal gases. Solubility coefficients were estimated from the Virial expansion (Eq. 3), where B was β or β/V m , depending on 15 which gas it was applied to (see Table 3 .2.2 from Sarmiento and Gruber, 2013) . The software automatically detected it from the a i coefficient. When B = β the k H was estimated from Eq. (4). When B = β/V m the k H was estimated from Eq. (5). 
Johnson (2010) formulation -"Joh10"
An extensive list of Henry's constants in their C w /p a form was made available by Sander (1999) . These report the solubilities of many gases at 25
• C (298.15 K) and 0 ‰. We used its inverse k H pc (the p a /C w form), which for CO 2 is 29.4, for CH 4 is 5 714.3 and for N 2 O is 40 L atm mol −1 . Equation (6) converted k H pc to k H at a given temperature and 0 ‰ salinity. The term −∆ soln H/R reflected the temperature (in Kelvin) dependence of solubility (see Sander, 1999) , having a value of 2400 for CO 2 , 1700 for CH 4 and 2600 for N 2 O. The correction to a given salinity required a provisional k H# = 0.0409 · k H pc to estimate θ from Eq. (7). The liquid molar volume of the gas at its 10 boiling point (Vb) was estimated using the additive Schroeder method. Vb and θ were required to estimate the empirical Setschenow constant Ks = θ · log Vb. Finally, k H,0 ‰ was corrected for salinity as k H = k H,0 ‰ · 10 Ks·S .
Results
The wind direction set the SAMI-CO 2 and the DWR in the footprint of the atmospheric tower only for the first 1.5 days of the experiment, during which the atmospheric pressure and the water temperature vertical profile at the two depths varied (Fig. 1 ),
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while salinity was rather constant around 6.34 ± 0.02 ppt. The solubilities estimated 15931 Discussion Paper | Discussion Paper | Discussion Paper | Discussion Paper | using the algorithms by Johnson (2010) and by Sarmiento and Gruber (2013) fairly matched. Nevertheless, their divergence increased the more the solubility departed from 1 (Fig. 1 ). This resulted either from: (i) the insoluble nature of the gas, in the case of CH 4 , or (ii) the changes in water temperature, in the cases of CO 2 and N 2 O. Overall, their roughly 1 % solubility differences when applied to the fairly soluble CO 2 5 increased to roughly 3.2 % when applied to the rather insoluble CH 4 . Far worst mismatches occurred between solubilities estimated using water temperatures at the two different depths (Fig. 1) , which could go up to 6 % different in the CO 2 case. A more thorough perspective of how much both formulations diverge was obtained testing T w from 4 to 30 • C at 1 • C intervals and S from 0 to 36 ppt at 1 ppt intervals, while 10 preserving the remaining environmental conditions as observed during the t instances the wind blew from the footprint of the atmospheric tower. The formulations were compared by k H,Joh10 /k H,Sar13 , which being a ratio, was averaged over t using the geometric mean (Fig. 2) . In the cases of CO 2 and N 2 O, the two formulations diverge further with saline cooler waters, as occur in the polar regions, and with less-saline warmer waters, 15 as occur in the coastal ocean adjacent to big river estuaries, such as the Amazon, Orinoco, Mississipi, Missouri or Nile. In the case of CH 4 , the two formulations diverge more at both temperature extremes.
From the 24 to the 26 May, the water temperature at the first meter below the European coastal ocean surface changed significantly and there was a significant 20 fresh water input from the Black Sea and the Baltic Sea (Video 1). The widest divergences in CO 2 solubility estimates were up to 4.5 % of the solubility and associated to cooler waters, the widest divergences in the CH 4 solubility estimates were up to 5.8 % of the solubility and associated to both temperature extremes, and the widest divergences in the N 2 O solubility estimates were up to 2.1 % of the solubility and as-sociated to cooler and less saline waters (Fig. 2) . These mismatches between forecasted solubilities had an impact on the mass balances of the modelled biogeochemical cycles leading to wide differences in the quantities of greenhouse gas dissolved in the first meter below the ocean surface (Fig. 3) . This difference was estimated as ∆t m −1 121 km −2 = 11 2 · ∆s · p gas · P · 101 325 · M a /(10 9 · R · T ), where ∆s was the difference in the solubility estimated by either algorithm in its C w /C a form at each 11 km wide cells and averaged over the 66 h time interval, M a = 28.97 was the air molecular mass and p gas was the atmospheric partial pressure of CO 2 , CH 4 or N 2 O, respectively 390, 1.75 and 0.325 ppm (EPA, 2015) under the assumption they were approximately uni-5 form all over the atmospheric surface boundary layer. The differences alone summed to 3.86×10 6 t of CO 2 , 880.7 t of CH 4 and 401 t of N 2 O. Because the bias of N 2 O changed from positive to negative with location, the resulting bias integrated over the whole area was 163 t.
The transfer velocities estimated from the eddy-covariance data showed only small 10 differences. The worst mismatch was a difference (∆k 600 ) of 0.3 cm h −1 when the transfer velocity (k 600 ) was 36 cm h −1 . The measurements were from the Baltic Sea where the low surface salinity and temperature did not promote much of a difference between the k H estimated by either formulation, and hence did not propagate a mismatch to the k 600 estimates. However, simulating a situation with open ocean salinities (35 ppm), the 15 difference ∆k 600 between the two algorithms was around 4.5 % of the k 600 (Fig. 4) . This difference should increase with lower water temperatures. The effect of water temperatures measured from different depths was not perceptible.
Discussion
Both formulations diverge considerably in their form and background. The Weiss (1974) 20 and Weiss and Price (1980) algorithm, compiled by Sarmiento and Gruber (2013) , used the popular Virial equation for an estimation of the effects of temperature and salinity on the Bunsen solubility coefficients. Therefore, their process-oriented description of solubility relies on the ideal gas law. Then, fugacity is estimated to correct for non-ideal gas behaviour, important for gases like CO 2 , CH 4 and N 2 O (Weisenburg and Guinasso, 25 1979; Weis and Price, 1980; Sarmiento and Gruber, 2013) , and moisture effects correct 15933 Discussion Paper | Discussion Paper | Discussion Paper | Discussion Paper | the gas atmospheric partial pressure. The formulation by Johnson (2010) , an upgrade from Sander (1999) , bases its process-oriented description of solubility on the molecular structure and thermodynamic properties of the gases. It is remarkable how both algorithms can converge to rather similar results despite their mathematical dissimilarities. However, the more uneven are the atmosphere and ocean gas partial pressures 5 at steady state the more divergent are the solubilities estimated by both formulations. This happens either because the gas is rather insoluble or because the ocean surface temperature and/or salinity promote that unbalance. This mismatch points out that at least one of the algorithms systematically fails its forecasts, and it can well be both, although this work could not determine which one is it. Nevertheless, within the 10 spatial and time frame of the experiment, this error could lead to a bias of 0.045 mol of CO 2 in the ocean surface per mol of CO 2 in the atmosphere, 0.0015 mol mol −1 of CH 4 and 0.012 mol mol −1 of N 2 O. Furthermore, these biases occur in the most sensitive situations for Earth-System modelling: the cooler waters occur closer to the poles, where the solubility pump traps greenhouse gases and carries them to the deep ocean 15 (Sarmiento and Gruber, 2013) ; both the warmer waters and the less saline waters occur in the coastal ocean and seas, and there is strong evidence the N 2 O dissolved in the coastal ocean is unbalanced with the N 2 O in the atmosphere (Bange et al., 1996; Nevison et al., 1995 Nevison et al., , 2004 Walter et al., 2006; Barnes and Goddard, 2011; Sarmiento and Gruber, 2013) . Therefore, the biases of 3.86 × 10 6 t of CO 2 , 880.7 t of CH 4 and 20 163 t of N 2 O, estimated for the first meter depth of the European coastal ocean during late May 2014, may be an indicator of much higher global biases with stronger consequences. It would not be surprising that former simulations of greenhouse gas exchange between the atmosphere and the world oceans (Nevison et al., 1995 (Nevison et al., , 2004 Walter et al., 2006; Lohrenz et al., 2010; Barnes and Goddard, 2011; Torres et al., 25 2011; Vichi et al., 2011; Mattia et al., 2012; Oliveira et al., 2012; Rödenbeck et al., 2013; Schuster et al., 2013; Landschützer et al., 2014; Arruda et al., 2015) would arrive at quantitatively very different results if an alternative formulation was used. Presently, this 66 h averaged bias in the estimates of N 2 O dissolved in the European coastal ocean represents about 2.4 % of the N 2 O yearly discharged by European estuaries, as estimated by Barnes and Goddard (2011) . Significant bias in the estimation of the marine N 2 O dynamics has already been reported (Nevinson et al., 2004; Denman et al., 2007; Jiang et al., 2007; Barnes and Goddard, 2011) . Since marine systems contribute with 10 to 33 % of the tropospheric N 2 O (Denman et al., 2007; Jiang et al., 2007), solv-5 ing these potential sources of error is fundamental for a reliable Earth-System model forecasting the climate change. In Parallel, the current coarse resolution Earth-System models, by representing the Earth with approximately 1100 km wide cells, cannot possibly describe with accuracy the solubility heterogeneity that this work demonstrated to occur at the coastal ocean with a fine resolution and high impact in the mass balances 10 of greenhouse gases. Using the water temperature measured by the DWR at 0.5 m or by the SAMI-CO 2 at 4 m depths had a greater impact on the solubility estimates. Unfortunately, it is unknown how much of the temperature differences were due to the different depths or locations. Nevertheless, it is well known the SST steep vertical gradient originating 15 from the warm-layer and cool-skin effects (Fairall et al., 1996; Zeng and Beljaars, 2005; Brunke et al., 2008) . This work proved that a biased SST estimate may propagate to estimates of atmosphere-ocean greenhouse gas trades and balances, and thus the appropriate choices must be made. In order to estimate the atmosphere-ocean unbalanced gas partial pressures, the "warm layer" reporting the average temperature in 20 the first few meters of water seems the obvious choice. However, when weighting the air-side and water-side thin surface layer, the "cool skin" water temperature should be used instead (Fairall et al., 1996; Zeng and Beljaars, 2005; Brunke et al., 2008) . The many algorithms estimating the transfer velocity from the sea-surface state and the atmospheric surface boundary layer yield widely divergent results. Many factors con-25 tribute to it, like many of them having been calibrated under widely different ranges of environmental conditions. It has now been demonstrated that biased model calibrations based on biased estimates of solubility can also contribute to this error. 
Conclusions
For long the Geosciences and Earth-System modelling have accepted the Weiss (1974) and Weiss and Price (1980) formulation as the reliable estimator of solubility. However, its discrepancies with a recent alternative formulation by Johnson (2010) suggest this may not be true. Therefore, both formulations need be extensively tested and 5 validated in order to increase accuracy and confidence in the estimates of atmosphereocean greenhouse gas exchanges and in the results from Earth-System Models.
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