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Abstract 
In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 
Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge
of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 
On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 
Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract
Prio work has shown Convolutional Neural Networks (CNNs) train d on s rrogate Computer Aided Design (CAD) models are able to detect
and classify real-world artefacts from photographs. The applications of which support twinning of digital and physical assets in design, including
rapid extraction of part geometry from model repositories, information search & retrieval and identifying components in the field for maintenance,
repair, and recording. The performance of CNNs in classification tasks have been shown dependent on training data set size and number of
classes. Where prior works have used relatively small surrogate model data sets (< 100 models), the question remains as to the ability of a CNN
to differentiate between models in increasingly large model repositories.
This paper presents a method for generating synthetic image data sets from online CAD model repositories, and further investigates the capacity
of an off-the-shelf CNN architecture trained on synthetic data to classify models as class size increases. 1,000 CAD models were curated and
processed to generate large scal surrog te data sets, featuring model coverage at steps of 10◦, 30◦, 60◦, and 120◦ degre s.
The findings dem strate the capability of computer vision algorithms t classify artefacts in model repositories of up to 200, beyo d this point
the CNN’s perf rmance is observed to deteriorate significantly, limiti g its pr sent ability for aut mated twinning of physical t digital artefacts.
Al hough, a match is more often f und in the top-5 r sults showing potential for information search and retrieval on large positor es of surrogate
models.
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1. Introduction
Recent trends in digital design, such as Twinning [6] have
underlined the value of rapid, or fully integrated, synchronisa-
tion between physical and digital domains to accelerate pro-
cesses and enhance analytic capability.
The prototyping process comprises vital iteration between a
multitude of physical and digital models [5, 14, 16], in which
both physical and digital states must be captured, aligned, and
replicated across omains (i.e. updating of CAD models).
A key technical challenge thereby lies in creating a relation-
ship between physical and digit l states, such that each m y be
r cognised as a counterpart of the other, whilst maintaining this
alignment across multiple versions of a prototype. By automat-
ing the detectio of physical models and sear hing/aligning
against a digital counterpart, scope exists to reduce process time
an cost via physical/digital transition.
Detection has previously utilised physical tagging (e.g. QR
and barcodes) or direct scanning (e.g. photogrammetry), where
these methods typically require modification to the physical
prototype or generation of new digital models, recent works
have demonstrated the ability of Convolutional Neural Net-
works (CNNs) to extract and learn distinguishable features of
an artefact for classification. Thus, enabling rapid association
with existing data, such as retrieving CAD models by taking a
photograph of th ir real-world counterpart[4].
However, the performance of a CNN is dependent on quan-
tity and quality of training data [1], and the number of classes
bet een which it must distinguish [2]. Wher photographic
training data is often sparse in prototyping, implementing a
CNN becom s a significant chall nge [11], thus the real-world
viability of using CNNs for design twinning is not known.
This p per investigates (a) the performa ce a d implemen-
tation challenges associated with CNN use at increasing scal ,
and (b) the viability of ’off-the-shelf’ CNN architectures for2212-8271© 2021 The Authors. Published by Elsevier Ltd.
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0/)
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artefact classification. We consider an artefact to be a designed
object, whose form can be distinguished and classified.
The paper proceeds to present related works in the field of
CNN use in design (Section 2), followed by a methodology for
testing CNN scalability (Section 3). Results are then reported
(Section 5) and a discussion ensues with respect to CNN’s and
their ability to support twinning activities in design (Section 6).
The paper concludes by detailing the key findings from the
study.
2. Related work
CNNs in design: The application of CNNs to design is a
rapidly emerging field of inquiry with many potential impacts
across Engineering Design. For example, [17] trained a CNN
on multi-view renders of 3D geometry and used the resulting
CNN to classify other 3D geometry. A potential use case for
this is the matching of similar parts across product families
with a view to reduce the part variety in an organisations sup-
ply chain. [10] have sought to augment depth mapped images
with Neural Networks to develop voxel-based approximations
of objects within a scene, with potential application to design
via providing a means to describe the locations in which prod-
ucts are used and deployed. [4] is seeking to democratise design
by using a CNN as an information search and retrieval tool for
large model repositories, such as Thingiverse and MyMiniFac-
tory. The CNN enables users to simply take a photo of the item
that they wish to print and return the closest matching result in
the repositories dataset. [3] recently demonstrated CNN’s being
able to emulate mathematical and user perceptions on shape
and form. These could be used to check for conformation to
brand identity as well as potential infringements on others. It
could also twin user feedback into the design process where the
CNN will act as market feedback providing real-time assess-
ment of designs as a designer is working on their product’s de-
sign. While such examples demonstrate the exploration of value
of CNNs in design, there remain questions around their perfor-
mance, and challenges in their implementation.
Surrogate models for dataset generation: The challenge
of acquiring datasets, with thousands of images required per
artefact, has previously been a limiting factor in exploring the
utility of CNNs in large-scale classification tasks. With the con-
text of design prototyping requiring sufficient data to distin-
guish between 100s of prototype or component versions, this
presents a systemic obstacle of particular importance.
Recent work has shown the viability of synthetic image
dataset generation, whereby a surrogate CAD model is pro-
cessed and rendered with computer graphics software to gen-
erate two-dimensional artefact representations [13, 4]. Image
composition, for example lighting, surfaces, background, and
appearance can additionally be tuned to replicate real-world en-
vironmental features [18, 11, 12].
This method presents an opportunity to leverage existing vir-
tual models for large-scale classification, whereby a CNN is
trained on synthetic images from a surrogate model data set;
thus mitigating the need for ‘real-world’ photographs, and prior
restrictions in data acquisition [4]. To-date however, the effect
of model repository size on the efficacy of this approach has
not been investigated. Where CNN detection accuracy will typ-
ically decrease as repository size increases, the extensive train-
ing sets producible via surrogate models give scope to substan-
tially increase performance.
3. Methodology
The study followed a 5 step computational process to deter-
mine the scaling behaviour of a CNN, for the purposes of twin-
ning physical artefacts with their digital counterpart in large
repositories.
1. Dataset curation





The data set used consisted of 1,049 STL files collected from
the model sharing website MyMiniFactory.com 1. MyMiniFac-
tory is a website that allows users to upload, share and sell 3D
models, and also provide an API to programmatically interact
with the 3D model database. Between June 10th and June 15th
2020, the API was queried using a Python script with the search
terms ‘spare part’, ‘3d printer’, and ‘accessibility’. Addition-
ally, a filter was applied to restrict results to only those under
a Creative Commons free to re-use license. A total of 1,514
files were downloaded, consisting predominantly of STL files
(1,112 files) and a range of CAD files. A small number of those
1,112 STL files were corrupted and removed, leaving a data set
of 1,049 usable files.
3.2. Surrogate model curation
Where prior work has used relatively small datasets (< 100
models), this work leverages surrogate models based on exist-
ing CAD geometry to enable CNN use in the design scenario.
The open source 3D computer graphics software Blender
(version 2.8) was used to create photo-realistic renders of
the artefacts. Blender is widely used throughout the computer
games and film industry to create and render 3D graphics and
animation. It also provides a Python library, which in the case
of the work presented in this paper, allowed for scripted model
loading, creation of lighting, camera positions, and image ren-
dering. Fixed scene lighting was used for all models with two
lamps positioned (xyz) at (L1) 4.0, 4.0, 4.0 and (L2) -4.5, -4.5,
-4.5, illuminating models as per Fig. 2.
Model size was also normalised and scaled via re-scaling of
the bounding box, such that the artefact could be represented
1 URL: MyMiniFactory.com Last visited: 2020-11-25, Author: MyMini-
Factory
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Table 1: Rendering time per artefact (RTPA), and total dataset generation time
(TDGT) for a repository size of 1000 surrogate STL models, rendered at vary-
ing degree steps (DST).
DST Renders PA (Total) RTPA (mm:ss) TDGT(dd:hh:mm)
10◦ 684 (684,000) 06:00 04:04:00
30◦ 84 (84,000) 02:30 01:17:40
60◦ 24 (24,000) 00:12 00:03:20
90◦ 12 (12,000) 00:06 00:01:40






Fig. 1: Camera sphere (From: [4])
fully in a 540px x 540px rendered output. Camera positions
were set using longitude and latitude angles, allowing the cam-
era to be rotated around the model (see Fig. 1). To generate a
range of images the longitude and latitude angles were set at
10◦, 30◦, 60◦, and 120◦ degrees, resulting in four data sets of
684, 84, 24 and 6 renders/images per artefact respectfully. A
summary is provided in Table 1.
3.3. CNN selection
This study utilised an AlexNet ‘off-the-shelf’ CNN archi-
tecture. The network, designed for a 1000 category classifica-
tion capacity, established prominence in computer vision re-
search with a breakthrough Top-5 performance in the 2012
ILSVRC contest, significantly outperforming prior architec-
tures. Through its substantial documentation in literature and
relative ease of use, AlexNet remains a widely used CNN ar-
chitecture with diverse applications. Specifically to this context,
[4] showed AlexNet to outperform other top classification ar-
chitectures, GoogleNet, and ResNet, achieving 94.9% accuracy
with a six class surrogate model training data set when tested
against photographs of the physical artefact.
Fig. 2: Sample synthetic renders at 30 Degree view representations
AlexNet’s architecture consists of 62 million parameters and
a 1000-way output classifier [8]. It comprises eight layers; the
first five are convolutional and remaining three layers are fully
connected (Fig. 3). The final layer, a 1000-way softmax classi-
fier, outputs a probability distribution across 1000 class labels.
The network input is a 3 channel RGB image of dimensions
227 x 227 pixels. To reduce over-fitting, complexity measures
including dropout and data augmentation are introduced. The
CNN was recreated using TensorFlow 2.0 and Keras deep learn-
ing API. A Nvidia 8GB RTX 2060 GPU was used for training.
3.4. CNN preparation
Three steps were taken to prepare the CNN following guid-
ance in literature and early experimentation with the surrogate
data. These are:
• Forming the data pipeline and applying image augmenta-
tion prior to parsing through the CNN.
• Configuring the Hyperparameters.
• Training the CNN.
3.4.1. Data pipeline and Augmentation
From the Keras data preprocessing utilities a pipeline was
defined to generate batches of tensor image data with real-time
augmentation. The CNN was fed images from the surrogate
data set using flow from directory method, automatically in-
ferring class (artefact name) from the sub-directory structure.
30% of images per class were partitioned to a validation subset
for training. Additionally, parallel image data generators were
created for both training and validation data subsets, allowing
training data to be generated with augmentation and data shuf-
fling whilst preserving artefact representations in the validation
generator [15]. This process is shown in figure 4.
3
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Fig. 3: AlexNet network architecture, containing five convolutional and three fully-connected layers with a 1000-way SoftMax output.
Fig. 4: Synthetic Data generation pipeline, with generator (a) augmenting im-
age outputs.
3.4.2. Hyperparamaters
To improve training stability and CNN generalisation, a
mini-batch size of 32 was used to estimate the error gradi-
ent [9]. Respectively, a learning rate of 1e-06 was applied to
scale the value by which weights were updated in back propa-
gation. These values were found to be effective with batch size,
and the generated synthetic image data. An epoch count of 200
was defined to observe training performance over time and al-
low sufficient space for model convergence.
3.4.3. Training
CNN parameters are trained with weights and biases ini-
tialised on the active data set. ‘Adam’ is used as the optimisation
algorithm, and categorical cross entropy set as the loss func-
tion [7]. This approach is elected over transfer learning with
pre-trained networks to explore causality between our surro-
gate model data structures and the CNN’s performance. Addi-
tionally, hyperparameters are kept constant across data sets and
training iterations.
4. Evaluation
CNN performance was evaluated using Keras metrics on
three of five generated data sets (30◦, 60◦, 90◦), measuring clas-
sification accuracy and loss for training and validation steps,
Top-5 categorical accuracy, and training time. Initial test data
showed performance to be inconclusive for the 120◦ data set,
and the 10◦ data set to be computationally inefficient, therefore
these were omitted from the study. Results from the candidate
data sets were logged and graphed to visualise performance
across dimensions of interest; accuracy, number of classes,
model coverage (number of Images per class), and training
time.
5. Results
This section reports the results from our study into a CNN
trained on a CAD surrogate model dataset. These have been
reported with respect to training performance and classification
accuracy.
5.1. Training Performance
Training time (Table 2) shows that higher quantities of arte-
fact in a given training set correlate to longer CNN training
times. Time is observed to increase exponentially across data
sets, however the degree reached by training time is limited by
data set size.
A uniform transition exists from exponential to linear growth
in training time for each of the surrogate data sets. The 30◦ set
(featuring the highest number of training images) transitions to
more linear time scaling earlier in the class range (200 classes),
whilst this behaviour is observed later (400 classes) in the 60◦,
and 90◦ data sets; suggesting the experimental set-up to reach a
performance cap at between 16,000, and 4800 images.
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was defined to observe training performance over time and al-
low sufficient space for model convergence.
3.4.3. Training
CNN parameters are trained with weights and biases ini-
tialised on the active data set. ‘Adam’ is used as the optimisation
algorithm, and categorical cross entropy set as the loss func-
tion [7]. This approach is elected over transfer learning with
pre-trained networks to explore causality between our surro-
gate model data structures and the CNN’s performance. Addi-
tionally, hyperparameters are kept constant across data sets and
training iterations.
4. Evaluation
CNN performance was evaluated using Keras metrics on
three of five generated data sets (30◦, 60◦, 90◦), measuring clas-
sification accuracy and loss for training and validation steps,
Top-5 categorical accuracy, and training time. Initial test data
showed performance to be inconclusive for the 120◦ data set,
and the 10◦ data set to be computationally inefficient, therefore
these were omitted from the study. Results from the candidate
data sets were logged and graphed to visualise performance
across dimensions of interest; accuracy, number of classes,
model coverage (number of Images per class), and training
time.
5. Results
This section reports the results from our study into a CNN
trained on a CAD surrogate model dataset. These have been
reported with respect to training performance and classification
accuracy.
5.1. Training Performance
Training time (Table 2) shows that higher quantities of arte-
fact in a given training set correlate to longer CNN training
times. Time is observed to increase exponentially across data
sets, however the degree reached by training time is limited by
data set size.
A uniform transition exists from exponential to linear growth
in training time for each of the surrogate data sets. The 30◦ set
(featuring the highest number of training images) transitions to
more linear time scaling earlier in the class range (200 classes),
whilst this behaviour is observed later (400 classes) in the 60◦,
and 90◦ data sets; suggesting the experimental set-up to reach a
performance cap at between 16,000, and 4800 images.
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Table 2: Number of classes per data set and model training times
Training Time (hh:mm) Avg Epoch Time (mm:ss)
Number of Classes 30◦ 60◦ 90◦ 30◦ 60◦ 90◦
5 00:18 00:05 00:04 00:05 00:01 00:01
10 00:35 00:10 00:05 00:10 00:03 00:01
25 01:24 00:25 00:11 00:25 00:07 00:03
50 02:37 00:45 00:23 00:47 00:13 00:07
100 05:07 01:30 00:43 01:33 00:26 00:13
200 10:13 03:00 01:30 03:02 00:52 00:27
400 22:15 05:40 02:55 06:41 01:42 00:53
600 33:10 08:30 04:30 09:58 02:36 01:18
800 44:30 11:40 05:40 13:23 03:24 01:44
1000 55:07 14:20 07:20 16:33 04:12 02:06
5.2. Classification accuracy
In contrast to training time, classification accuracy decays
almost exponentially as the number of classes per data set in-
creases, showing a positive correlation between training image
quantity and classification accuracy. Thus, accurate classifica-
tion of physical artefacts can only be achieved with a small
number of classes.
Top-5 performance (by which the true artefact is named in
the top 5 predictions) displays an affinity to the slope of Top-1
accuracy, although its gradient indicates a slower decay in clas-
sification performance and is more linear in nature. At 1,000
classes, the CNN was still able to classify the matching model
in the Top-5 predictions 75% of the time. This is a promising in-
dication that CNNs could support design information search &
retrieval applications. It’s worth noting for illustrative purpose
that the average car features 30,000 components.
6. Discussion and future work
This study has explored the performance properties of CNNs
trained on surrogate models for future application to Engineer-
ing Design. Particularly, this work has shown the potential of
adapting existing ‘off-the-shelf’ CNN architectures to support
Design activities. This is of significance as it demonstrates
that engineering organisations can use existing, general purpose
AI/ML architectures rather than requiring expert consultancies
to develop bespoke solutions.
Results have shown that CNNs could be applied to auto-
mated twinning between digital-physical assets if the number
of artefacts to be classified remains low (< 10). However, CNN
performance can quickly deteriorate, this should therefore be
considered in selecting suitable applications for a CNN.
Top-5 results however show stronger performance, and sug-
gest potential for CNN use as a rapid Search & Retrieval tool
for design information. Implementation could occur in a Search
& Retrieval tool that does not require bespoke multi-faceted
search strategies as is typical in engineering due to the chal-
lenges in how one describes physical artefacts, their shape and
form. This could be significant in democratising and speeding
up information search processes as design engineers are a mere
photograph away from useful search results that can take them




Fig. 5: Training Results
With these promising results, future work could investigate
the development of bespoke CNN architectures for the activ-
ities described. In particular, it would be interesting to apply
Information Search & Retrieval’s F-score metric to the CNN
and compare it to existing engineering design search strategies.
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Optimisation in preparing and training the CNN is also an
area to explore, ensuring development of computationally ef-
ficient and sustainable architectures that support design activ-
ities. This would consider the number of renders required per
artefact and the development of a suitable scene with appropri-
ate lighting to accentuate artefact features as well as the appli-
cation of multiple scenes.
Further work into architecture performance drop-off could
yield some interesting insights into how CNNs confuse arte-
facts, with confusion matrices providing a means to explore
this. Is it the case that the confusion matrix of a CNN would be
comparable to a similarity matrix produced by humans? This
paper has shown that there remains a wealth of research to be
done to apply Machine Learning in the domain of Design, and
further assess how it supports, or even hinders design processes.
7. Conclusion
Where prior work has shown the potential of CNNs to sup-
port Engineering Design activities, this paper has taken the next
step in this journey by examining how CNNs scale with increas-
ing class sizes of surrogate CAD models. The results have im-
portant implications in determining whether CNNs can be de-
ployed for twinning and/or information search & retrieval ac-
tivities.
The results show that existing ‘off-the-shelf’ CNN architec-
tures could be re-trained and successfully deployed to twin be-
tween physical and digital domains if the number of models
is low (< 10). The results also demonstrate the potential for
CNNs to support Information Search & Retrieval activities with
the CNN being able to return a correct matching in the Top-5
for 1,000 model classes. This creates opportunity to use a sin-
gle photograph to effectively retrieve virtual models of physical
artefacts from large corpi.
Together, these results demonstrate the viability of CNN use
in a design context, the effectiveness of the novel surrogate
model training approach, and scope for future opportunities that
may be realised.
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