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ABSTRACT
I provide for Deletion under Identity, in the general
framework of Chomsky & Lasnik's (1977) theory of grammar, as
one rule of phonological interpretation. Identity Deletion
is a general, optional, bidirectional deletion rule, subject
to a notion of Recoverability of Deletion which guarantees
strict identity between the 'trigger' and 'target' of deletion,
as well as parallelism of syntactic environment. The output
of Identity Deletion must pass a universal well-formedness
filter, C-filter, which distinguishes good from bad deletion
patterns merely by -the position of the Conjunction C. Identity
Deletion, sUbject to C-filter, is able to collapse a variety
of sentence-bound coordination rules, including Gapping,
Peripheral Ellipsis, Primary Conjunction, respectively-
Conjunction, etc. It is unable to account for 'Verb Phrase
Deletion', which is neither sentence-bound nor coordinative.
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bo. Introduction
The description of coordination -- as found in English
sentences with and, or, bui -- has long been an important
and complex problem for syntactic theory. Although past
solutions within the transformational generative school have
been instrumental in developing crucial notions (such as
\constituent', 'generalized transformation', 'recoverability
of deletion', and the semantics of plurals and quantifiers),
these solutions fail, in my estimation, on the grounds of
complexity J vagueness, or narrow applicabilit/y. I hope here
to provide a transformational generative analysis without
such defects, by assuming that coordinate propositions and
noun phrases (as (1a) and (ib)) are directly generated by the
Base, and that a rule of Identity Deletion (which I place in
the deletion component of Chomsky & Lasnik's (1977) theory
of the organization of grammar) will give the cases of derived
coordination shown in (2)-(6), below.
John and Bill sing.
John likes rice, and -Bill likes beans.
I / "John sings today, and Bill dances
I I , ,
John likes rice, and Bill beans.
I I "?John likes ' and Bill hates, rice.
I ,
John sings, and Bill
dances.John sings and
(la)
(1b)
(2 )
(3 )
(4)
(5 )
(6 )
In sentences (2)-(6), the paired and contrastively
/ ,
accented categories are symbolized X and X, while the unac-
cented string (the 'trigger' for deletion) is paired only
with the deletion site,
/ \,.
If X and X are contiguous
(separated only by a conjunction), the contrastive accent
and its concomitant pause may be neutralized, as in the case
of 'Primary Conjunction' (5). In the examples of 'Gapping'
(2), 'Secondary Conjunction' (3), or 'Right Peripheral Ellip-
sis' (4,6), the paired categories are not contiguous; there-
fore, contrastive accent and obligatory pauses are among the
hallmarks of these ellipsis patterns.
Sentences such as (2)-(5) may be contrasted with (2b)-
(5b), which are all ungrammatical. 1 My goal, in this work,
is to provide an explanat'ion for these, and other, patterrlS
of coordination .
(2b)
(3b)
(4b)
(5b)
./ / " "
*John rice, and Bill likes beans.
/ / " ......
*JOhl1. lilces rice, and Bill hates
~ "
*John ,and Bill si.ngs.
I ,
* sings, and John dances.
The organization of this study is tripa.rti te. Chapter 1
presents the role of each compon t3nt of the grammar's synt'ac-
tic, semantic I and phonological l:)ranches in the descrip·tion
of coordination. Chapt"er 2 expla.ins, in a detailed study,
the permitted Gapping patterns, j.n various languages, and also
8(Section 2.2) includes an excursus on the verb phrase and
auxiliaries. (This analysis is important to the study of
Verb Phrase Deletion and other phenomena). Chapter 3 is
historical, comprising a critical account of three previous
representa-tive analyses of coordination. Such an order of
presentation facilitates a fuller and more coherent account
of syntactic coordination than would otherwise be possible.
91. Components
1.0. Introduction
The framework I am assuming is that of Chomsky & Lasnik
(1977), as sche~atized in (1), below. 1 In this grammar, the
syntactic branch generates surface strucures (SS's) which are
interpreted independently by the semantic branch (giving Logi-
cal Form) and the phonological branch (which interprets SS
into Universal Phonetics). Each of the components of the
grammar is reasonably simple and explicit, while their inter-
action permits a considerable depth of grammatical explanation.
In the syntactic branch, for example, the Base is couched in
X-bar notation2 (in figure (1) the initial symbol, S", notates
'proposition'); the X-bar notation greatly simplifies the Base,
as well as the transformational and filter components. The
transformational component (mapping Deep Structures onto S11r-
face Structures) avoids the relian.ce of previous analyses on
obligatoriness, ordering, and complex notions of analyzability,
by requiring that all output (SS) must pass through certain
universal or language-particular filters in the interpretive
(semantic and phonological) branches -- e.g., the Opacity
filter in t'he former, and the for-t'o filter in t'he latter.
Furthermore, because the transformational component does not
include deletion rules (but leaves these to a component in the
phonological branch), the semantic branch will accept some-
what fuller 88's than has been the case in other transforma-
10
tional generative analyses. In thi.s chapter, I will present
the details of each component insofar as they are important
to the description of coordination.
(1 ) SIt ~
~
Base
(j)
DS ~::s
I
c+
Transformations PJ><
SS
~
\.JJ Deletion Construal p
'""d 81-1 f\)
:::r Scrambling Scope
0
:3 [j)
0 Phonology
(I)
~ S
0 Pl
Q"q ~
~ c+
UP LF
l-Je
0
\ en81-2
meaning
Section 1.1 of this chapter discusses the role of the
syntactic branch Base and transformations. The Base's
cat'egorial component generates Phrase Markers (PM's), ·through
unordered context-free optional Phrase Structure Rules. The
PSR for coordination, in my analysis, is the optional and
recursive rule (2), where C can either yield a traditional
conjunction (and, or, but) or a distributive quantifier (both,
either, all, each), and where ( )* denotes unlimited itera-
tion.
11
(2) X--7(CX)*
PSR (2) is clearly recursive; I follow Chomsky & Lasnik's
example of restricting recursionJ in the Base to the two
categories proposition and noun phrase. Then (3) and (4)
are directly generated as Deep Structures; (5) and (6) must
hcve undergone some later rule of deletion, to delete initial
C (and) and some medial string (likes or John)
[Both rJohn] and LBill]] are here.
[Either [John is here] cr [Bill is herel] .
I I " "-John likes rice, and Bill beans.
(3 )
(4)
(5 )
(6 ) IJohn sings and
,
dances.
The transformational component (also in Section 1.1)
is restricted to optional rules of movement, adjunction, and
substitution, but not deletion. The deletion in (5) and (6),
above, has not yet been performed at the level of Surface
structure, but only arises in the deletion component of the
phonological branch. The most important topic in my dis-
cussion of transformations will be the claim that the A-over-A
principle, but not the Coordinate Structure Constraint, is
needed to restrict the application of transformations on
coordinate structures.
In Section 1.2 are presented the semantic rules needed
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for coordinate structures. Construal and Scope (in Semantic
Interpretation -1) are not as important to the semantics of
coordination as is an arithmetic component, in 81-2, which maps
Logical Form onto sense or meaning, and is thus actually exter-
nal to the grammar proper. This arithmetic component checks
discourses for proper number-matching -- e.g., couple, both,
and the dual number require a referent denoting two individ-
uals; trio and the trial number require a set of cardinality
three.
Section 1.J includes the three components of the phono-
logical branch -- deletion, scrambling, and phonology
which are all important to the description of coordination.
My deletion component contains Chomsky & Lasnik's minor rules
of deletion, but is extended to permit free deletion unjer
identity, in coordinate structures. This deletion rule is
called Identity Deletion (ID).
The second component of the phonological branch is, in
my analysis, scrambling, including various stylistic rules of
movement or permutation. In English, scrambling is often
assumed to include Heavy-Noun Phrase Shift; in languages other
than English, scrambling may be freer, optionally permuting
any major constituents within a clause. Chomsky & Lasnik
assumed, in their schema of the grammar, that scrambling
followed the rules of phonology and the filters in the phono-
logical branch, but this ordering is tentative and, so far as
I know, is not required by the data. In my analysis. scram-
13
bling immediately follows deletion, and is itself followed
by the rules of t,i\e phonological component', which include
the filters of the phonological branch.
The phonological filters (including trle for-to filter
and the doubly-filled COMP filter) are taken by Chomsky &
Lasnik as strictly preceding all phonological rules, which
interpret Phrase 1VIarkei..~s into Universal Phonetics. No argu-
ment for this strict ordering is given, not is there any
that I know uf. 4 In my analysis, phonological filters are
among the rules of phonological interpretat'ion; the for·-to
filt'er, for example, merely disallows the phonological inter-
pretation of 'for-to' in certain dialects. The doubly-filled
COMP filter disallows the phonological interpretation of a
wh-phrase in COMP, unless the COMP is otherwise empty. In
both these cases, the phonological filters effectively force
an earlier rule (free deletion inside COMP) to be obligatory
in its application. In the analysis below, I shall suggest
that a phonological filter, the C-filter, effectively blocks
certain cases of deletion via my optional Identity Deletion
rule, and I will also suggest certain filters which examine
the output of the scrambling rules to block or require the
application of these (formally) optional rules. The formu-
lation'of the deletion and scrambling rules can be greatly
simplified if t'heir output is ultimately subjected to iiIters,
positioned within the phonological component of the phono-
logical branch. These filters are written to disallow
14
phonological interpretation of specified categories or
lexical items, in specified contexts. In my analysis, then,
the filters are found among the phonological rules which
actually interpret lexical items into UP, and which apply
stress as a function of syntactic category or position. The
filters are, in effect, special rules for the interpretation
of certain categories or words.
15
1.1. Syntax
1.1.1. Base
In Chomsky's (1965:225) 'Standard Theory' of grammar,
the categorial component of the Base permits recursion only
on the level of the proposition. (The proposition is, as
well, the initial symbol and the locus of the cycle.) This
means that if category Ai dominates another, identically
labeled category A2 in Deep Structure, then Ai must dominate
some proposition category dominating A2 , An extension of
the St'andard Theory (Chomsky' 1970, Akmajian 1975, etc,)
captures certain similarities between propositions and noun
phrases -- both, £or example, may have a subject -- and takes
~roposition and noun phrase as the recursive, cyclic catego-
ries. Such an assumption is basic to Chomsky & Lasnik's
grammar, and I accept it in my framework,
Proposition and noun phrase may be 'indirectly' recur-
sive, as when a propositiorl includes a sent'ent'ial complement
or a relative ~l~use, or when a noun phrase includes a posses-
sive or prepositional phrase, dominating a lower noun phrase.
In my analysis, proposition and noun phrase may also be
'directly recursive', when rewritten by Phrase Structure Rule
(2), repeated below.
(2) X~ (CX)*
16
PSR (2) is the only directly recursive rule; the choice of
X in PSR (2) is naturally restricted to the recursive cat~-
gories proposition and noun phrase~ In this respect, my
analysis is midway between the 'derived conjunction' frame-
work (which would restrict X to proposition or sentence, or,
for analyses employing generalized transformations, might
disallow (2) altogether) and the 'phrasal' analysis of
coordination (which would not restrict X, but would permit
Base-generated coordinate adjectives, articles, verbs, etc.).
My intermediate position is a natural consequence of Chomsky
& Lasnik's restriction of recursion to proposition and noun
phrase, and will be shown in Chapter 3 to be preferable to
the abovementioned analyses.
The abbreviating convention that I will employ for
'proposition', 'noun phrase', etc., is an amended version
of Chomsky's (1970) X-Bar convention. Implicit in the 1970
version (and explicit· in Sag 1976) is the rest"rict'ion of
categories to three levels -- lexical X, intermediate X' ,
and major phrasal X". In X-bar feature notation, noun
phrase can be wrj.tten [+noun, -verb, +X"] , or N". I follow
Sag (1976: 263) in taking proposit'ion as major phrasal S",
rather than Chomsky & Lasnik's s. Proposition rewrites as
S"~ COMP S', while S' (sentence) dominates t'he sUbject
noun phrase and the verb phrase. There is no lexical cate-
gory in the ai family; hence, there is no S category.
The major phrasal categories are proposition SIt, noun
,17
phrase N", adjectival phrase A", adverbial phrase D", prepo-
sitional phrase P", quantifier phrase Q" (how many, e~tc.),
and verb phrase V" (have been being eaten by missionaries,
etc). Chomsky & Lasnik analyze Tns as falling outside of the
verb phrase. This is possible in my analysis, but I also fol-
low Jackendoff (1977:48) and Akmajian, Steele, & Wasow (1979:
21) in taking the modal auxiliary (can, may, etc.) as outside
of verb phrase, and the yield of a constituent medial between
its left sister, the sUbject, and its right sister, the verb
phrase. Jackendoff requires that this intermediate constituent
be a modal phrase; in my terms M". Then the PSR for rewrit"ing
sentence S' is S l----j N" M" V" . (Permitting firlal adverbials
would give S'~ N" M" V" (D") *) .
Employing the suggested notation, I have restricted X in
PSR (2) to SIt or N". I assume that the lexical component of
the Base may insert, as the yield of conjunctive C, either a
traditional conjunction (and, or, but) or a distributive quan-
tifier (both, either, all, each). And may cooccur with both,
all, each; or cooccurs with either; I propose that the former
conjunctives are each the yield of a C node bearing the fea-
ture [+plural], while eit'her, or are inserted under a [-pI] C.
(This choice of feature will affect the rule of Subject-Verb
Agreement, in Section 1.3.3). The iteration of ex, in PSR (2),
should repeat the [o<.pl] feature of C, so that all the C nodes
of a compound must· be [+plural] or be t-pI]. Then the Deep
Structure arising from PSR (2) will include (7)-(9), but not
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(10)-(11) .
(7) [Eit'her [John] or [Bill]] is here.
(8) lEither I John is here) or LBj_ll is t'here 1] .
(9) I Both (John] and [ Bill]] aI"e llere.
(10 ) *[Either tthe man] and I the woman]] are here.
(11 ) *lBoth tJohn) or [Bill]] are here.
Even with this cooccurrence restriction, there are a
number of details in which PSR (2) misgenerates. In all the
sentences of (12), the arithmetic requirements of the quan-ti-
fiers are not satisfied. I will employ an arithmetic compo-
nent (Section 1.2.1), in Semantics, to mark these sentences
with #, for numerical anomaly.
(12a) #[Both [John]] are here.
(b) # [Bot'h [Johnl and I BillJ and [ Tom]] are here.
(0) #LEither Ithe man]} is here.
(d) # LEither [John] or L Bill) or rTom1] is here.
Misgeneration occurs, as well, when the number on the verb is
not in agreement with the subject noun phrase. I will assume
that the number on Tns is free in Deep Structure and Surface
Structure, but that a concordance rule in the phonological
brancll throws out sentences where the surface subject does not'
match 'lrl1S in number. It is not till Section 1.3. 1 that (1)
19
is thrown out.
(13) *[Both [John] and [Bill]] is here.
Finally, the rules of the Base may insert conjunctives in
posi t'ions from which C must lat'er be moved or deleted, or else
violate certain filters in the phonological component. For
example, the Base allows and as the initial conjunctive of a
coordinate (e.g., the DS (14a», but in English (as opposed to
French) this initial and may not be interpreted -- a true con-
juntion may not end up initially in a coordination. I propose
a conjunction ,filter to disallow (14a), and thereby to make
the formally optional deletion rule effectively obligatory in
application.
(14a)
(b)
[and [John} and [Bill]] are here
John and Bill are here.
Similarly, all must' sometimes be moved by a Quantifier Move-
ment (QM) transformation. Although (15a) is Base-generable
(and interpretable by Semantics), it must undergo QM, because
my later quantifier filter will not allow all in this position.
(Both, however, is allowed in initial position). Thus QM is
made effectively obligatory in its application, giving (lSb).
(15a)
(b)
[All [John] and [Bill} and (Tom]1 are here.
John and Bill and Tom all are here.
20
In conclusion, my analysis of coordination holds that
X in PSR (2) is restricted to the recursive categories S" and
N", and tha.t C may yield the L+pl] conjunctives and, both,
all, each or the [-pI] or, either. Plurals are Base-generated
and only checked for syntactic concordance in the phonological
interpretation branch. The semantic interpretation rules
check that numerical requirements are met. Transformations,
deletions, and scrambling are formally optional, but can be
made effectively obligatory in that their output must pass the
filters of the phonological component.
We now turn to the transformational component, and then
(Sections·1.2, 1.3) to the interpretive branches.
21
1.1.2. Transformations
Each of the three classes of transformations -- cyclic,
root, and minor movement -- in Chomsky & Lasnik's grammar has
some importance in my description of coordination. The basic
cyclic rule, for example, is Move ~ (as suggested by Chomsky
1978 and class lectures to conflate Move NP and Move wh-
phrase); when Move ~ would apply inside a coordinate struc-
ture, the A-over-A principle prevents movement of a conjunct
at the expense of the coordinate structure. The A/A principle
is naturally invoked for coordination, because all coordination
iR ill the form of N" dominating N" conjuncts, or S" dominating
SIt conjuncts. Cyclic Move ex.. is thus prevented from ques-
tioning, passivizing, or relativizing a conjunct N" from out
of its coordinate N", as shown in the (a-b) examples of (16)-
(18). The (c) examples show that Move <X.. i.s perinitted to move
the whole coordinate N", which is the ma.ximal category ana-
lyzed.
(16a) *What sofai will he put the chair between
[some table and til?
(b) *What table i will he put the chair between
[ t'. and some sofa1?l
(c) [What table and sofa] i will he put the chair
bet'weeen t i ?
22
(17a) *Bill. was seen [John and t.1 by Mary.
1 l
(b) *John. was seen l t. and Bil11 by Mary.1 1
(c) LJohn and Bill] . were seen t. by Mary.
1 1
(18a) *Look at the woman who. T saw La man and t.l.
1 1
(b) *Look at the man who. I saw [t i and a woman} .1
(c ) Look at the man and woman who. I saw t ..
1 1
Although Ross (1967b:14,88) observes that (16a-c) and
the like "can be successfully accounted for by invoking the
A-over-A principle," he finds at'her coordinate sent'ences where
~A is inadequate. To prevent the movement rules of Question
and Relative Clause Formation from applying in just one con-
junct of a coordinate sentence, he suggests the Coordinate
Structure Constraint (eSC). esc, as stated in (19), subsumes
the effect of ~A on coordinates, and is further meant to pre-
vent questions and relative clauses, as in (20a-b).
(19) esc: In a coordinate structure, no conjunct
may be moved, nor may any element contained
in a conjunct be moved out of that conjunct.
(20a) *Which trombone did the nurse polish and the
plumber computed my tax?
(b) *The nurse who polished her trombone and the
plumber computed my tax was a blonde.
2J
There are several difficulties with Ross's esc, and T
will argue that in an analysis, like Chomsky & Lasnik's, which
retains A/A, the esc is not necessary. A correctible problem
is that Ross's Question and Relative Clause Formation rules,
(as they have been formalized (p.65) when he presents CSC)
do not in fact move an element out of the sentence, but merely
left-adjoin it to the sentence-initial variable; therefore,
esc is not applicable in starring (20a-b). However, a dozen
pages after presenting esc, and on the basis of separate data,
Ross suggests that Question and Relative Clause Formation do
prepose their elements to a position out of the sentence.
With this modification, esc will work to star Ross's (20a-b).
In my analysis, however, Question Formation and Relative
Clause Formation are subsumed under wh-movement, whereby the
wh-phrase is moved into the proposition's COMPlementizer posi-
tion. My PSR for coordination permits conjoined propositions,
and not conjoined sentences, so wh-movement, to give (20a-b),
wouldn't, in fact, be moving an element out of a conjunct. To
star (20a) I would need an independent constraint blocking the
conjunction of an interrogative and a declarative proposition.
I would be claiming, then, that (20a) does not violate a meta-
theoretical constraint on movement rules, but violates the per-
mitted patterns for conjoined propositions.
In fact Ross (1967b:104) gives just this constraint, which
in his work must supplement esc. He notes that there are non-
movement violations, like that in Japanese (21), when an inter-
24
rogative is conjoined ta a declarative, and that there are
similar non-movement violations in English.
(21) *Zyoozyi wa nani 0 mi, neko ga nete iru.
*George what see, ~n~ the cat is sleeping.
*What did George see, and the cat is sleeping.
Ross (1967h "04) assumes that some (unspecified) sem~~tic ccn-
s t"raint on t J~ined sentences will "provide the sol.utian in
universal grammar of ensuring that only the 'right kinds' of
sentences get conjoined." I also assume such a constraint, to
be discussed in slightly more detail in Section 1.2.2.
To recapitulate, Ross provides a Coordinate structure
Constraint on movement rules, which, under the proper formali-
zation of the movement rules, will star (20a-b), etc. He must
supplement this with a universal semantic constraint on con-
joinable sentences. In the analysis of movement rules that I
assume, esc could not block (20a-b), because there was no move-
ment outside of a conjunct proposition. I invoke Ross's seman-
tic constraint to prevent (20a), the conjunction of an inter-
rogative and declarative. It remains for me to block the rela-
tive clause in (20b), repeated below.
(20b) *The nurseSJ ~hO polished her tromboneJ and
~"'1pe plumber computed my tax]] was a blonde.
25
It seems likely to me that the semantic constraint block-
ing t'he conjunction of an interrogative (with[+WH} COMP) and
a declarative (with I-WH1 COMP) should also block the coordi-
nation, at the level of SS, of a relative clause (i.e., a
declarative with a wh-filled COMP) and a non-relative declara-
tive. Invoking such a semantic constraint would obviate the
need for esc in explaining (20b). An alternative solution,
also avoiding esc, would be the stipulation that each of the
two conjunct propositions of (2Gb) must be interpreted as a
relative clause, but that only [who polished her trombone] in
fact meets the (minimal) requirement of containing a relative
pronoun in the COMP. This alternative solution would claim
that (20b) is bad for the same reason as (22) -- some would-
be relative clause is uninterpretable as a relative.
(22) *The nurse S"[S"[John saw Bil11 and
S ilL the plumber comput ed my taJijwas a blonde.
For the purpose of this study, I will assume that the first
alternative is appropriate, and give a fuller description of
this semantic constraint in Section 1.2.2. In any case, I have
found no need to invoke the Coordinate structure Constraint, a
constraint on movement outside of a conjunct, in order to star
(20a) and (b). In an analysis, like Chomsky & Lasnik's, which
assumes the A-over-A principle and (I propose), Ross's univer-
sal constraint on conjoinable propositions, there is insuffi-
cient evidence for an additional Coordinate Structure Constraint.
26
It is appropriate at this point to discuss so-called
Across-The-Board violations of Ross's esc. In Ross's analysis,
sentences, and not propositions, are conjoined; Question for-
mation and Relative Clause Formation (in his pp. 101-103 ver-
sions) are blocked by esc from forming (20a) and (b), because
who is lilCJved out of t'he first conjunct sentence. But then how
are (23a) and (b) generated, under Ross's assumptions?
(23a) When did you get back and m1at did you bring me?
(b) Students who fail the final exam or who do net
do the reading will be executed.
Ross stipulates that a movement rule may violate esc if it
applies simultaneously to all conjuncts of a coordinate struc-
ture. Question forma·tion applies to prepose when and what in
in (2]a); Rela.tive Clause Forma'tien preposes who and who in
(23b). In my framework, of course, wh-movement could not be
subject to esc in the formation of (23a-b), benause there is no
movement outside of each conjunct proposition. There is, in
fact, no esc in my analysis, and hence no ATB violation of esc
in (2]a-b).
There has been some confusion in the literature about the
AT~ appli~ation of rules. Ross's formulation of ATB, as pro-
posed in hlS pp. 96-108, distinguishes impossible relatives,
like (2Gb), from possible relatives, l~ke (2)b). Ross does not
propose that one ATB application of Relative Clause Formation
should derive (24), b~y· preposing who and deleting it· "across-
27
the-board" in each conjunct sent"ence.
(24) Students who fail the exam or do not do the
reading will De executed.
In Ross's analysis, (24) is derived by applying hi,s
regrouping-deletion rule of Conjuntion Reduction to (23b),
which is the output of Relative Clause Formation. The only
effect of ATE, in deriving (23b), was to block the esc, which
otherwise would prevent (23b) just as it prevents (2Gb). In
what I consider a confusion of terminology, Williams (1978)
proposes to "develop and formalize Ross's (1967) principle of
Across-The-Board (ATB) rule application, and to support the
hypothesis that this principle governs the application of all
transformations," yet his "ATB" application of wh-movement
forms (26) from (25) in one step. Williams' ATB appl.ication
of relative clause formation thus dii-ers crucially from
Ross's.
(25) COMP [[ John saw whoJS a.nd [Bill saw who 1s]s
(26) Who ttJohn saw t1s and LBill saw t]s]S
In discussing this type of proposed 'ATB' application of
transformations, Cllomsky & Lasnik (1977: 491) claim that "[0] n
general grounds, it would be well to explore the possibility
that there is no dual extraction from conjoined clauses; rather,
the wh-word that appear's derives from the first clause while
28
some sort of deletion applies in the second" -- to delet"e the
second who in (27).
(27) someone who Mary called an idiot and who
June called a cretin.
This is the approach I take -- I do not extend the ·~heory, in
the direction Williams takes, to allow simultaneous extrac-
tion from each conjunct of a coordination. Rather, I make use
of my deletion rule for coordinates to reduce (27) into (28).
(28) someone who Mary called an idiot and
June called a cretin.
It should be noted that Williams' assumptions of 'ATB' applica-
tion of transformation does not allow him to avoid a coordina-
tion deletion rule, for he assumes at least three such rules,
as well as permitting the PSR for coordination to rewrite any
category X as a coordinate.
In my analysis, (27) is reduced to (28) by deletion of
obj9ctive who(m), under identity with the trigger for deletion.
In (29), deletion of nominal who is permitted under identity
with nominal who.
(29) someone [ [who i [ti saw John]]S II and
Iwhoi l t i heard Bill) ]S"]8"
(30) someone who saw John and he2rd Bill.
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It is an accident, of most dialects of English, that the dis-
tinction betweell subject and o'bject· who is lost at the level
of phonological interpretation. Some dialects retain the dis-
tinction, even in phonological representation, just as they
distinguish he from him. Since the realization of objective
who(m) as who is a late process, objective who(m) and nomina-
tive who are non-identical at an earlier level, for example,
the level of Deletion. Then who cannot be deleted in (31),
because there is no identical trigger.
(31) someone i [ twho (m) i I John saw t i ]]3" and
[ who i Lt i heard Bill]]S") 3"
(32) *someone who John saw and heard Bill.
It is my claim, then, that Deletion rules follow the
transformations; indeed, they are parts of different branches
of the grammar. (31) is a Surface Structure resulting from
the independent application of wh-movement in each of t'hc two
conjoined propositions. (31) can be interpreted by the rules
of Semantic Interpretation, which will find both relative pro-
nouns realized. (31) must be phonologically interpreted as is,
without any deletion, because objective who(m) does not equal
nominative who.
My explanation is similar, in some respect"s, to the one
Schachter (1973:322) presents for the badness of (33).
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(33) *The men and woman are here.
Both Schachter and I assume that (33) would have had to be
reduced from a fuller coordinate structure containing the men
and t'he woman, but that "the two occurrences of the ... are
only superficially identical, and hence cannot be treated by
the conjunction schema as repetitions of the same item." The
of the men is [+plura11; the of the woman is l-pl]; one cannot
trigger the deletion of the other.
Williams (1978:24-)8) adduces three types of data as
being difficult to handle in an account which does not permit
ATE application (on simultaneous. factor's) of transformations.
The first example is (34).
(34) I know the man who John likes and we hope will win.
Williams' derivation of (34) includes the simultaneous movement
of who from the object position (John likes who) of one con-
junct, and from a medial subject position in the second (we
hope [who will win. J ). His syntact'ic const'raints, on the ATE
application of transformations, reduce, in this case, to the
claim that if one who is non-initial in its conjunct" sentence,
then the other who must also be non-initial in its conjunct
sentence. (See Williams (1978:]2) on definition of 'factor'
"if the conjuncts are split, t'hen t"he left conjunct brackets
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must all belong to the same factor").
I believe there is a better explanation of ()4), without
invoking ATE -- or simultaneous multiple application of a
transformation. In my dialect, (34) is not as good as (35).
(35) I know a woman who can win and I hope will win.
Yet in (35), for Williams, who would have to be moved by an
ATB application of wh-movement applying to who initial in the
first conjunct (who can win) and non-initial in the second
(I hope [who will win]). This should be blocked b:,' Williams'
definition of factor, but should be allowed if the real require-
ment is that nominative who be identical to nominative who, in
a Surface Structure like ()6).
(36) I know a woman who can win and who I hope will win.
In my dialect, then, nominative who deletes nominative
who. But how does Williams permit (34), where objective who
apparently deletes nominative who? Certainly this is not gener-
ally true, for he stars ()2), above. I suggest t'hat WilJ.iams·
(,34) , derives from unredl1ced (37), and that for Williams, both
who's in (37) are objective, so that the second one may delete.
(37) I know the man who John likes and
who I hope will win.
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In Williams' dialect, it is true, neither who in (37) will
surface as whom, but there are dialects where both pronouns
would be whom. Long (1961 :370) notes that "tt] he use of whom
as subject of a verb from which it is separated by some such
adjunct as the you think of the following sentence can be
described as genteel nonstandard.
I am noting here qualifications for members and suggest
that you list for us any persons whom you think will
qualify."
I assume that, while Williams does not mark objective who
as whom, he does mark each who in (37) as in objective case.
Then, for his dialect, the first who can delete the second who,
and (34) will be better than (35). I will therefore not take
(34) as crucial evidence supporting ATB in the sense of
multiple application of transformations,
Williams' second case is also subject to an alternative
explanation. Given a rule of wh-movement which moves an X"
term [W wh-word Y] X" , should it apply simultaneously to the
whole coordinate Noun Phrase [who and whose friends}, to give
(38) ?5
(38) *John, [who and whose friends]t you saw tv is a fool.
Williams answers "No", because t'he factorizat'ion imposed by
wh-movement, into W-wh-word-Y, will be as in (39), where the
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wh-word factor contains tlle left arId right conjunct boundaries,
for twho1, but only the left con junct boundary} for I whose
friends}. This is a violation of his assumption on ATB factor-
ization: if some factor analyzes one complete conjunct, it
must analyze all conjuncts completely.
w
[
[who]
[ whose
wh-word
&
friends}
y
I agree that (38) is bad, but not for the reason Williams
suggest. Who and whose friends is bad just like I and my
friends, and is improved if the heavier constituent is first:
whose friends and who(m), my friends and lime. That is, (40)
is much better than (38).
(40) John, whose mother and whom lance met, is a fool.
But there is no explanation available in Williams' analysis,
for [whom] would be a complete factor, while [whose-friends]
would still be two factors.
Thus, while Williams claims it is the factorization of
[to whom and to whose friends] that allows (41), I claim that
it is mere phonological weight, or heaviness, allowing to whom
before to whose friends. Williams observes that his ATB
requirements are met, as shown in (42): one factor (W) ana-
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lyzes both left-conjunct boundaries, but neither right-conjunct
boundary.
(41) John, to whom and to whose friends that letter
is addressed, is a fool.
(42) whom]
whose
wh-word
friends]& J
y
But consider [to whose friends and whom], as in (43).
For some (including me), (43) is preferred to (41), even though
the factorization would be as in (44), strongly violating
Williams' restrictions.
(43) John, to whose friends and whom that letter
is addressed, is a fool.
(44) to
w
\[ whose
IIwhom]
wh-word
friends]
y
&
Williams' third case is meant to show that his rule of
Conjunction Reduction6 must apply to conjoined sentences, and
not to conjoined propositions, ~'s, etc. (Williams allows any
X to be rewritten as a coordinate). Conjunction Reduction
applies as in (45), with the restriction that the factorization
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not break up a proposition, in the following way:
..
...
_l· · · ... ] •s s
(4~' [ X y] S & l X y]S &
y'] ) [,0' y'] S[ X s
The avowed function of this restriction is to prevent such
derivations as *(47) from (46). Wiliams takes than as the
COMPlementizer of proposition, S, and his restriction prevents
the inclusion of than alone in X, while the rest of S is in Y.
(46) [John has more cows [than
~
[John has more cows [than
'3
x
Bill has dogsl_J &
S S
Pete wants to have1_1
S S
y
restriction.
(47) *John has more cows than Bill has dogs and
,0' Pete wants to have.
But" Williams is then claiming that (49) should be good, because
it derives from (48) without violation of his "'E... I ... ~ ...
s s
(48) [John has more cows than Bill has dogs]
S &
[John has more cows than Pete wants to have]
5
X Y
(49) John has more cows t'han Bi11 has dogs
and than Pete wants to have.
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I find no contrast between (47) and (49), and disallow the
'crossed' interpretations (_B_i_l_l__h_a_s__Q~P__d__og__sj Pete wants to
have W ) in both cases. Without going at all deeply into the
analysis of comparatives (which is orthogonal to my present
concern, since than, as are not coordinating conjunctions),
I assume Chomsky & Lasnik's analysis of Comparative Deletion
and Subdeletion as examples of wh-movement, and I block any
deletion of [wh-phrase1 " in (46) or (48) by Identi ty Dele·tion,
N
because the only possible trigger would be a non-identical
[wh-phrase'] Q" in the first conjunct.
In conclusion, I dispute Williams' claims that 'ATE'
application is permitted, and find insufficient counter-evi-
dence to Chomsky & Lasnik's assumption that "there is no dual
extract'ion from conjoined clauses; rather, the wh-word that
appears derives from the first clause while some sort of dele-
tion applies [to the moved wh-word] in the second~
I have found insufficient evidence, too, for Ross's ver-
sian of ATB violations of his Coordinate Structure Constraint,
because I judge the arguments for the esc uncompelling. Chomsky
& Lasnik's grammar, which I assume here, invokes the AlA prin-
ciple, and should include Ross's semantic prohibition of cer-
tain types of conjoined sentences. This semantic prohibition,
throwing out (50), is not a constraint on movement, for Japa-
nese and English sentences, with no movement history, may be
thrown out by it.
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(50) *Who did John see and Bill hit Mary~
Having examined the interaction of cyclic transformations
with coordinate structures, we turn now to root and minor
transformations.
Emonds (1970) restricts his root tr~nsformations to apply
"only in the highest proposition or in a proposition immedi-
aT,ely dominated by that node." To simplify and generalize this
definition, I observe that domination is reflexive, so that one
may define a 'root proposition' as any node dominated only by
SIt nodes. (The topmost S" is dominated only by itself; any of
its daughter propositions are dominated only by Sit). Subject-
Aux Inversion must apply t·o each conjunct S" of (51), yielding
(52) •
(51) [When you PST get back]S" and t what you PST
bring me t1s ,,1 S "
(52) When did you get back and what did you bring me?
But my definition is more general than Emonds' in that,
if one of the daughter propositions is itself a coordination,
all of the second generation SIt's will still be root proposi-
tions. Thus, my definition of root SIt allows SAl in the dis-
juncts S" SIt of (53) , while Emonds' would only allovl it in3' 4
S" because only SIt and SIt are immediately dominated by the1 ' 1 2
topmost node, but S" and SIt are not. The test case is (54) ,3 4
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where, as predicted by my definition, SAT applies in any S"
dominated only by 8" nodes.
(53 )
and
or seeJ or S"4
(54) l LWhen did you get back]S"
and l[did you bring me a prese~t lS"3
or [did you bring Bill a present]S")]?
1+
I conclude that the new definition ('only SIt dominates a root
proposition') is preferable to Emonds' definition, on grounds
of simplicity and adequacy.
In addition to the cyclic (structure-preserving) and root
transformations, Chomsky & Lasnik require some version of
Emonds' (1970, 1976) third class of 'local', 'minor movement',
or 'housekeeping' rules. The precise demarcation of these
rules is, however, quite problematic. For example, one local
transformation which Emonds assumes is Quantifier Postposition,
which moves all, both, or each from a W-initial position to
an immediately post-~positiQn. QP relates (55) and (56).
(55a)
(b)
(c)
(56a)
(b)
(c )
All (of) the boys are here.
Both of us can speak Russian.
Each of the boys is here.
The boys all are here.
We both can speak Russian.
The boys each are here.
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Should QP also relate (57a) to (57b)? Emonds (1976:239)
assumes that "it may be the same rule", and writes his QP to
apply to an If' in any position.
(57a)
(b)
John gave all (of) them some new clothes.
John gave them all some new clothes.
Emonds notes, but does not attempt to capture, examples like
(.58).7
(58a) *We have been dealing with the problems both.
(b) *She loved the men all.
Schachter's (1973:406,409) observation is that all and each
must not postpose over an rP if that Ii' is non-pronominal and
sentence-final. See (59).
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(59a) I gave John and Bill and Harry all presents.
(b) *1 gave presents to John and Bill and Harry all.
(c) I gave presents to them all.
I suggest, as a preliminary account of all's permitted envi-
ronments, that Quantifier Postposition applies freely to the
[+plural) distributive quantifiers all, each, both, but that
a phonological filter prevents the output of Q in the fol-
lowing environments:
(60) *Q I t+stress] _) S'
I claim that the distinction between *(59b) and (59c) is that
only the latter contains the unstressed word them. Thus (59c)
becomes bad if them is stressed, as in (61):8
(61) *No, that's not what I said; I said
"1 gave presents t·o th~m all."
The role of filter (60), in my analysis, is to allow a
very general statement of Q Postposition; in the formulation
I will give below, Q can postpose over pronominal or non-
pronominal If» 's, whether in sentence-final posj.tion or not.
Some speakers, according to OED, will accept (62) with both,
but apparently ncithe analogue with all; a reformulation of
(60), to make it inapplicable to both in such dialects, is a
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reasonable description of the dialectal split. (But see Sec-
tion 1.3.3 for an alternative explanation).
(62) I have seen your brother and your sister both.
Let us assume, in the hope of permitting a simple formu-
lation of QP, that QP moves Q to a post-Wposition, whether
the W is a subject or object. But then why, asks Baltin
(1978:184), can't the object W-- without its following Q
be preposed by Passivization? Compare (63) and (64).
(63) I gave the kids all some candy to keep them quiet.
(64) *The kids were given t all some candy to keep them
quiet.
One proposal might be to claim QP is a stylistic rule, and
therefore follows Move ~ , which gives passives. But sentences
like (65) (and similar examples in Baltin 1978:53) would seem
best accounted for by having the arithmetic rules of the seman-
tic component assume that Mgn is generic, in pre-copular con-
texts, unless it is determined by an extant quantifier (65b)).
Then the 'generic' men of (65c) is at odds with the dual cardi-
nality required by its postposed quantifier -- so (65c) is
marked as ari thmetically anomalous. If t'his explanation is
correct, then QP must precede semantic interpretation, and
hence QP could not be ,a sylistic rule. (The trace left by QP
will be discussed in Section 1.2.1).
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(65a) Men are featherless.
(b) Both men are featherless.
(c) #Men both are featherless.
A second explanation would be to order QP, as a minor
movement rule, as following the cyclic rules. But, even if
such an extrinsic ordering were allowed by the theory, strings
like (66) (Baltin (1978:52)) would be counterexamples.
(66) The women who I pretended were all from Boston ...
For if QP followed wh-movement, and wh-movement, in applying
to [all [whol1-p] N>' had to move the maximal N> by sUbjacency,
then a string will be generated where all is outside the lowest
clause Lt were from Boston]. But then a quantifier-lowering
rule would be required, violating restrictions on lexical
insertion held by Chomsky & Lasnik, Baltin, and myself. 9 I
conclude that QP and wh-movement are unordered, or, a-i; least.,
that ~ need not follow wh-movement. But there then seems
little justification in requiring QP to follow Move W
(Passj~ve) .
The appropriate explanation, I believe, is that the bad
sentence (64) violates Chomsky & Lasnik's (1977:479) output
filter (67).
(67) * V adjunct W
This filter throws out (68), where the tadjunc~ is an adverbial
modifier. 10
(68)* I believe sincerely John.
If the adjunct is taken as postposed Q (i.e., Q undominated by
IfJ ) J then (6~1) will be sts-rr·ed.
(69) *The kids were promised all some candy.
If this filter is t'he right approach , it is likely that the
rule of Quantifier Postposition shoulc be generalized to give
the cases Dougherty ascribes to Quantifier Movement (Dougherty
1970:877,fn.25), as in (70a)-(d).
(70a) The nlen all will have been eating steak.
(b) The IT.len will a,11 have been eating st"eak.
(c ) The IIlen will have all been eating steak.
(d) The m.en will ha.ve been all eat'ing steak.
(71) will be generated by ~, but won't pass the template of
output filter (67).
(71) *The men will have been eating all steak.
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No longer is QP a minor movement rule, in the s(~~se of
Emonds (1970, 1976), unless (70a)-(e) B.re t'aken as...it·erative
applications of QP, over one right-hand constituent l\ " l~monds
(1970 :241), considers the possibili t:y of col~apsing\ l'~.i':3 ,QI2. and
! I '1
I
a restricted Quantifier Movement int·o a somewhail' no,~·e\l'. type of
minor movement rule, but by 1976 he rejects thi'13 app:roa'ch. It
1 I I ,
I! I j
is possible that the definition of 'minor movem~~t rule' ~ust
be modified, even within Emonds' framework, for trJ.e de;r:i.vat'ion
, i
I
of (72b) from (a) lets bot'h jump over what· may be aria~lJrzed, as
a coordinat'e structure fP" , and not· over a single corls;tj.tue11t.
(72a) Both John and Bill are here.
(b) John and Bill both are here.
Indeed, Emonds (1976:19) accepts Dougherty's (1970:872) PSR
for coordination, (73).
(73) X -----7 (Q) xn (ADV)
But then both in (72a) would jump over [John1fP t Bill]N?' which
is not the single constituent required in Emonds' definition of
minor movement (local) transformations. Emonds ignores such
cases; it may be that he would claim the recursive Wnode is
found under a Prepositional Phrase under I'P, as is his us in
all of us. His evidence for such a PP, in the case of all of
us, includes the insertion of of into the PP ~ us] i and the
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non-subject case of us, even though it is in a subject N? .11
But no of is insertable before John and Bill in Both John and
Bill, and each of the Noun Phrases is marked nominat'ive, in t'h.e
coordinat'e subject She and I. If, from this, Emonds must con-·
elude that Dougherty's (73) is indeed relevant in generating
(72a) above, then (72b) must be derived by a new type of minor
movement rule.
In fact, I think (72b) is derived by Move Q, supplemented
by filters in the semantic and phonological components. I must
restrict Q to the distributive Q's, and only allow Q to be a [+pl)
distributive quantifier. Baltin (1978), in a more general
study of extraposed modifiers, suggests that their semantic
construal rule is (74)~2requiring that extraposition of X is
postposition over a variable Y.
[ ...
I'P
I eJ
X ···] y - X
If the category X is Q, then Move Q would have to postpose Q
to a posit'ion following Ii'. It will apparent'ly be necessary t'o
restrict Q to highest, initial distributive qualifiers each,
all, both; this restriction follows in part from the formulation
of the arithmetic component (Section 1.).1) and in part from an
ad hoc restriction on the Q' s interpret"able by (74) (e. g., John
or Bill either may not be interpreted). Phonological filters
«60) and (67)~ above), will prevent 'Y' in (74) from ending
with a verb or a stressed sentence-final word. Further work
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on this topic is, as always, urgent, but I believe (and will
assume) that an unconstrained Move Q rule, followed by filters
(as represented above) is t'he optimal explanat'ion for quanti-
fier movement. The dialectal or ad hoc restrictions are cap-
tured by varying the conditions on the semantic and phonologi-
cal filters (to allow~ say, sentence-final both, or to require
all to postpose in All John, Bill, and Tom). Such an analysis
follows the implicit lead of Chomsky & Lasnik (1977), and tends
toward the explanatory.
In the above description of one minor part of coordination,
I have attempted to apply Move 0<. to cover distributive quant'i-
fier movement, from a position inside Wto a following position.
But, in my analysis, distr'ibutive quantifiers may also be intro-
duced by the PSR giving coordinated propositions, as in (75).
Can these quantifiers also be moved?
(75) [ Either [I sent John rice) or LIsent Bill bectns 1 )
Sit SIt S"
I believe that they can be moved, and that this movement
underlies quantified primary and secondary coordination of non-
~strings. Move Q and later Deletion give (76a)-(c) and (77).
I / ",
(76a) [tQ ( I either sent John rice1, or t _ Bill beansl ]
/ / '"(b) [tQ [ I sent either John ri.ce1, or [_ Bill beans1]
(c) [tQ [ I either sang} or t __ danced]]
(77) Lt Q[ I both sang} and t_ danced] ]
The movement of Q in these sentences is from the position
marked by t Q, and into a position in the first conjunct propo-
sition. Deletion and later filters determine which output
strings are permitted: either, for example, has a wider range
of positions than both. Further discussion of this Move Q will
be given in Sections 1.2 and 1.3, where the semantics and fil-
ters proposed for I'P 's Q movement will be extended to account'
for propositional Q movement.
A second topic which will be deferred, until Section
1.].1, is Subject-Verb Agreement. Instead of classing it as
a housekeeping, or minor movement rule (of~pll from the sub-
ject to Tns), I treat it as a representative of the Concordance
rules in the phonological branch. SVA will not actually copy
roc pI] from one node to another; rather, it checks that the
rot pI] of the subject N? matches the [,'3 pI] feature which was
Base-gerlerated on Tns. SVA is t'hus a local filter, and not· a
transformat'ion ; it· stars strings t'hat do not pass its t'emplate.
The proposed ordering of SVA, as an 'anywhere' rule in the
phonological branch, is part of my explanation of 'Sloppy
Identity' which the deletion ,component superficially allows.
In conclusion, my analysis of coordination has required
but minimal machinery in the transformational component. The
independently needed AlA principle blocks certain cases of
misgeneration, and a proposed semantic constraint disallows the
'wrong kinds' of' compound proposit'ions: declarative+interrogative ,
and relative + non-relative. Root transformations apply t·o S"
dominated only by SIt, so (matrix) compound propositions may
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undergo root transformations. The housekeeping rules do not,
in my analysis, include SVAj I collapse various quantifier
movement rules into QP, supplemented by Baltin's construal
rule and various phonological filters. The transformational
component remains quite simple, as regards coordination. We
now examine the semantic and phonological branches, to verify
that these branches have not received a compensatory complexity.
1.2. Semantics
1.2.0. Introduction
At the level of Surface Structure, which is the input to
the rules of semantics, all coordination is in the form of
coordinate propositions and coordinate noun phrases. The
rules of 81-1 interpret SS into Logical Form (giving struc-
tures close to those of standard predicate calculus), while
largely ignoring the presence or absence of coordination.
Under this analysis, the construal and scope rules of 81-1
apply to singulars or plurals. Chomsky & Lasnik's rule of
reciprocal interpretation, for example, requires an antecedent
Nit t'Q be construed with each ot'her; in (78a), the antecedent
N" is the men; in (78b), i t is (and) John and Bill..
(78a)
(b)
[The men) saw each other.
I(And) ~ohn and Bill] saw each other.
If the construal and scope rules properly ~pply, a well-formed
Logical Form ensues, which must then be interpreted into
'sense' or 'meaning' by the extra-grammatical rules of 81-2.
There are three components of 81-2 which are pertinent to coor-
dination: the arithmetic component, which verifies tha~ couple,
both and the dual number have anaphors which refer to two indi-
viduals; a conversational component which disallows, e.g., a
coordination of an interrogative and a declarative proposition;
and a meta-linguistic component which treats the words of a
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sentence as orderable objects, to give the interpretations
required by sentences like (79) and (80).
(79) John sings and dances, in that order.
(80) John and Bill respectively sing and dance.
I will treat the numerical component in Section 1.2.1, and
then /(Sections 1.2.2-1.2.3) consider the requirement for the
'right kind' of conjunct SIt 's and the interpretation of
'ordering' phrases, like in that order and respectively. Lit-
tle special analysis is needed to account for the semantics of
coordination: the interpretation of both is similar to the
independently needed rules for couple; the interpretation of
respective(bY) is not tied exclusively to coordinate structures.
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1.2.1. Arithmetic
Since Gleitman (1965), it has been observed that a com-
plete description of 'number words' like couple and trio
"verges on arit'hmet-ic", and has Iit·tle t·o do wi th the grammar
proper. There is nothing grammatically ill-formed about (81a-
c); rather, the special arithmetic requirements of couple and
trio are not met, so the sentences should be assigned ,#' for
arithmetic anomaly. The examples of (81) are grammatical,
though nonsensical or meaningless.
(8la) #The Smiths and the Browns are a happy couple.
(b) #Brown, Smith, and Jones are a dubious pair.
(c) #Smith and Brown make a marvelous trio.
This analysis is naturally extended: to number words (two,
three); to the dual and trial number (in languages which dis-
tinguish more than just [+pl] versus t-pI] ); to the requirement
of the reciprocal each other for an antecedent denoting two or
more individuals; and to verbs o~ combination -- Vcmb ' in
Gleitman's (1969:102) terminology -- which must take a seman-
tically non-~ingular1J subject in their intransitive forms, as
in (82a-d):
(82a) Oxygen and hydrogen combine.
(b) The car and the bus collided.
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(c) John and Mary met.
(d) These two lines are parallel.
Such verbs also require more than one argument in their tran-
sitive forms:
(83a) Oxygen combines with hydrogen.
(b) The car collided with the bus.
(0) John met Mary.
(d) This line is parallel to that one.
The arithmetic requirement of these 'number' words may
sometimes be met solely on the basis of the conversational or
pragmatic context. For example, (84) is permitted only if two
men (but not only one or three) have been linguistically or
deictically distinguished as the possible members of the
couple.
(84) Those men make a nice couple.
The arithmetic component of S1-2 has been shown above to
be necessary to the description of a variety of number words.
This component may be naturally extended to analyze coordinate
constructions -- in particular, the conjunctions and, or and
t"he distributive quant'ifiers both , either, all., each. The N?
[(and) John and Bill)14 denotes a set of cardinality two, and
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is a possible subject for make a couple, but [(or) John or
Bill] refers to two sets of cardinality one (namely, the sin-
gleton {John} and the singleton [Billl), and is not a possible
subject for this predicate.
(85) [(And) John and Bill] make a nice couple.
(86) #'[(Or) John or Bill] make(s) a nice couple.
The arithmetic component of 81-2 must also be invoked to
capture the ari t'hmetical requirement·s of t'he dist'ributive quan-
tifiers both, either, all, each. These quantifiers may be
written under a C node introduced by PSR (2) : X~ (CX)*. In
Section 1.1.1, it was shown that the [+pl] distributive quan-
tifiers may cooccur with and, while the [-pI] quantifier either
may cooccur with or. Q may be moved (by Quantifier Postposi-
tion, which I treat as an application of Move ~ ), but in
moving, Q leaves a trace, so that·its original position is
always marked. A category Q, or else its trace, will only be
found as sist'er to the conjunct' 8"'s or !'P's introduced by PSR
(2) : X~ (CX)n. The arithmetic component of 81-2 must verify
that the distributive quantifiers are in an arithmetically
appropriate structure -- e.g., if both is introduced under
recursive Ii', then its sister N" s must' have just two referents
in total. Both is disallowed in #(87) and.#(88).
(87) # [Both [John]] came.
(88) # [Both [John] a.nd. t Bill] and [Tom] came ·
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Even~ (89) will be disallowed, unless there is sufficient lin-
guistic or pragmatic context to distinguish the necessary
referents of the mens
(89) [Both [the men]} are here.
Only if two referents of the men are available will (89) be
permitted. ((89) is a case where the PSR (2) : X --::, (CX)*
applies, but does not iterate; it generates only one occurrence
of ex under topmost X).
I am far from having available a complete semantics of
distributional quantifiers, but I will make a few points con-
cerning the construal of a moved Q with its trace. I have
assumed that Q is moved by Move ~ , and that this movement
leaves a t'race. Baltin (1978) proposes a special construal
rule for extraposed modifiers of ~, to require that the extra-
position is rightward. His rule, repeated as (90),15 requires
that Q movement is to the right, as only a postposed Q may be
bound to its trace, which I represent as leJ Q, or t Q.
(90) [w'" xL e ] ...J Y - X
It is an interesting fact that while Move ~ is permitted to
derive (91b) from (91a), the analogue (92b) is bad.
(91a)
(b)
(92a)
(b) #
Both the men are here.
t the men both are here.Q
Both men are here.
t men both are here.Q
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In earlier work I assumed that men, with no phonologically
extant article or quantifier, is interpreted as a generic, and
that this generic status is contradicted by the cardinality
two imposed by the quant'ifier bot·h. Baltin had independently
suggested a similar explanation for *men all three, and gave a
clear formulation of this analysis in Baltin (1978:54), in
terms of construal of Q's trace and of Carlson's (1977) treat-
rnent of 'bare plurals' as 'natural kinds'. Baltin's explana-
tion would apply to (92b), to disallow the two contradictory
quantifications.
If PSR (2) takes X as SIt, instead of N", the conjunctive
both must have exact'ly two S" sisters, and not· one or three.
This requirement is similar, but not identical, to the require-
ment that both have as sisters W 's with a total of two refer-
ents; there is no 'referent' of an Sit, but the requirement for
a cardinality of two is uniform in the various uses of both.
If Q is moved. from i t·s position as a sister t'o conjunct· S" •s,
its trace still remains as sister to conjunct propositions.
The interpretation of the trace ([~~ left by applying
Move ~ to a proposition-initial Q) will requj.re some modifi-
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cation to the construal rule. While X still analyzes Q (as in
the case of W -initial Q movement), and while the movement is
still a postposition, it is now no longer the case that the
trace is an element· of N?, as required by (90). NOVI t'he trace
is the daughter of S". Possibly (90) should be rewritten to
merely require that t-he trace be daughter to N" or S". Then Q
is postposible (i.e., its preceding trace is construable),
since Q was introduced as a daughter of N" or SU. Extraposed
relative clauses leave a trace which is daughter to the matrix
N" . - I have to assume that some such generalization of con-
strual rule (90) is in order, so that Q may be interpreted,
whether its trace is daughter t·o N" or S".
Consider now either as a sister to conjunct SIf'S. The
requirement for either in a N' was that- the !'PI shave referent·s
divisible into two singletons; the requirement for SItts is that
there be two. Either and. both differ, when Base-generated
under SIt, in that my phonological Q filters (Section 1.3.3)
effectively require Move ~ to postpose both, but permit either
to remain in its initial position. That is, while Surface
Structure (93a) and (b) may each be interpreted into Logical
Form, and each will pass the arithmet-ic component, still (93b)
may not pass the phonological Q filters.
(93a)
(b)
[Either [John sings~ or [John dances])
L Both tJohn sings1 and l.John dances11
These filt'ers require that Move fA. give a SS like (94a), and
that Deletian then apply to give (94b). Only (94b), and not
(93b) or (94a), may pass the phonological Q filters of Section
1.3.3.
(94a)
(b)
I t Q [John both sings) and LJohn dances)].
ttQ [John both sings1 and L da~ces11.
The ou1;put fil t'ers are much freer wi th either, for no
reason that I can explain. Not only can (93a) pass unchanged
through the phonological branch, but Move Q and Dalewtion are
independent, so that either may be postposed, with no deletion,
as in (95):
(9.5) [tQ [Mike will either write} or the'll phone11.
or either may allow deletion without postposing, as in (96)~
(96) [ Either l John will sing 1 or [ __ d;nce) 1.
(The goodnE!$ of sentences like (96) varies, but in any case is
better thaxl the path-analogues. Compare (97a) and (b».
/ ,
(97a) tt Q LlVli.ke either will write1 or [ _ phone}] .
I ,
(b) *ttQ tMike both will write] and [_ phone]1.
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I will make the pertinent" distinction between both and ei t'her
in Section 1.3.], but I assume that the filter is phonological,
and cannot be explained by the (minor) arithmetic differences
of Eoth and either.
In most respects both and either act identically -- as
mentioned above, they are introduced only under a C generated
by PSR (2), and each requires a set of cardinality two (or two
singlet'ons) . If generated under N", bot'h and eit'her require
that twv referents be ascertainable, so that (98a-d) are all
arithmetically anomalous.
(98a) #LBoth [the man]] are here.
(b) #[Either [t'he manJJ is here.
(c) #[Both [John} and [Bill} and [Tom]! are here.
(d) #[Either LJohn] or [Bill] or tTom11 is here.
(99a-d) are permitted only if just two men are understood,
from context, to be possible referents.
(99a)
(b)
(c)
(d)
[Both Lmenll are here.
LEit'her [man1) is here.
LBoth (of) [the men11 are here.
I Either of Lthe men1] is here.
In (99d), of-insertion is obligatory -- either the men is an
ill-formed Ii', ·but I don' t know why. Consider also *either
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the man, but either man. I assume the man does not allow for
the required two referents, but that man does. Move Q is dis-
allowed for either _man, presumably because the two quantifica-
tions for~Q[manJ)either are contradictory -- the first is
generic, the second, particular. Move Q is also disallowed
for either John or Bill, and it is unclear to me whether this
should be described by constraining Move Q, or by formalizing
the quantification rules to disallow construal of the [-pI]
quant-ifier , either , with a preceding trace inside N? I leave
this matter to await further work.
TJ1.e two other distributive quantifiers all and each --
-- ---
may only be interpreted if generated under N? (100a)- (b) are
ungrammatical, but I have no explanation for this.
(100a) *All John sang, Bill danced, and Tom played.
(b) *John all sang, danced, and played.
I mark (100a)-(b) as '*', but if it is the arithmetic component
which throws them out, the notation should be #. It is possi-
ble that (iOGa) is thrown out for the same reason as (101) --
i.e., I propose that the phonological Q-filter for all, each
disallow a coordination-initial all, each.
(101) *All John, Bill, and Tom are here.
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But this explanation does not account for *(100b), so I must
merely require -- ad hoc -- that all, each are uninterpretable
if they, or their traces, are sister to SIt. I do not know the
generality of this restriction, but I suspect that any 'univer-
sal'-like quantifiers, in any language, will be thus restricted.
All and each have arithmetic requirements, respectively,
for a set of three or more referent& and a set of two or more
referents. I will. discuss tl1e sYI1tactic [+pl} fea'Gure of "[,1lese
quantifiers in Section 1.3.1, under Concordance.
The conclusion I draw from the present section is that any
description of conjunctions and distributive quarltifiers must,
be through the joint application of the syntactic, semantic,
and phonological branches. The arithmetic component of SI-2
requires two referents for the antecedents of couple, either,
and both; two or more for each, each other, and collide; three
referents for trio and the trial member; and three or more for
all. These numerical requirements are part of the meaning of
a sentence, but are not pertinent to a judgment of its 'gram-
maticallty', when that term is differentiated from 'meaning-
fulness' .
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1.2.2. Coordinate 8"
Certain coordinate propostitions are not allowed: Gleitman
(1969 : 83) notes that "the con junction of an intelrerogative and
an imperative sentence is rejected:
... I (102 )] What are you doing and shut the door. I'
Ross extends the class of examples with (103), below:
(103a) *Sally's sick and what did you bring me?
(b) *(You) make yourself comfortable and I got sick.
(c) *What are you eating or did you play chess?
Ross adduces a Japanese example (disallowing a declarative
joined to an interrogative) to show that these sentences are
not violating a mere movement constraint (like Ross's Coordi-
nate Structure Constraint). I will assume that (102) and (103)
violate a semantj~c constrain·t, disallowing a coordinate S"
formed of different 'types' of propositions, where the 'types'
may be listed as: wh-interrogative, whether-eyes-no) interro-
gativef~elative clause, (non-relative) declarativef7and imper-
ative~8However, an imperative may be followed by a future
declarative, as in (104).
(104) Please make yourself comfortable and I'll wash the
d.ishes.
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I must follow Ross (1967:105) in stating t'hat: "Exactly what is
the nature of ... [these constraints on coordinate propositionsl
is an interesting topic which has been studied far too little
and which I can contribute nothing to at present." The impor-
tance of this constraint, in my analysis, is t'o thr'ow Qut
coordinates like (105) and (106), below, which include, respec-
tively, an interrogative + declarative, and a relative clause +
non-relative. By employing Ross' prohibition on compounds, I
avoid using his Coordinate Structure Constraint to disallow
(105); I extend his prohibition to disallow the conjunction of
Sill with a wh-word in its COMP, to 8"2 with no wh-word in its
COMP.
(105) *Which trombone did the nurse polish and
the plumber computed my tax?
(106) *The nurse ([who polished her trombone] and
lthe plumber computed my tax]]
was a blonde.
As shown in Section 1.1.2, the esc then becomes unnecessary.
Another explanation for *(106) was mentioned in Section 1.1.2;
it may be possible to clarify the notion 'possible relative
clause', so t'hat the plumber computed my tax j.n * (106) i.8
treated just like the same string in (107), and starred without
invoking a semantic constraint on permissible conjoined propo-
sitions. 19 (
I
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(107) *The nurse Lthe plumber computed my t'ax] was
a blonde.
I must leave for future research the determination of
which of these semantic filters is appropriate -- i.e., the
determination of whether (106) is bad like (105) or like (107).
In either case, it is not bad because of a esc violation of a
movement rule -- for in my analysis, there would be no movement
out of the conjunct propositions of (105), or (106). The
Japanese example of Section 1.1.2 showed, to my satisfaction,
that movement is not of main importance here.
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1.2.3. Respectively
The interpretation of respectively is, I take it, the
province o£ a metalinguistic component in SI-2 which treats
words as items to be arranged in a list. Respectively forces
an ordering in (108) which is similar to that forced by the
phrase in that order, or by the pair the former/the latter.
(108)
(109)
John and Bill will sing and dance, respectively.
John will sing and dance, in that order.
In (109), the linear order of sing and dance is interpl"eted as
identical to the temporal order of the actions, under the
influence o£ the phrase in that order. In (108), under the
influence of respectively, the first Nil (John) is taken as the
argument of the first predicate (X will sing), while the sec~
ond Nil is read as the argu"ment of the second predicate (X will
dance) .
Most analyses of coordination which treat respectively
derive (108) from a DS (110) by some Regrouping transformation,
but I claim that no such transformation exists.
(110) [John will sing1 and LBill will dance1.
I have no regrouping transformation, only a deletion transfor-
mation, and I must claim that (108) deriv·es from a DS (111),
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v/here respectively is a distributive quant"ifier cooccurring
wi t'h and.
(111) Lrespectively [LJohn1 and Bil~l will sing} and
tiJohn1 and Bil121 will dancell
I believe that respectively-interpretation requires the
presence of a non-singular ~, having n referents, uniformly
in n conjunct propositions. Respectively-in.terpretation takes
th ththe i N" referent as the argument' of t'he i conjunct S".
In (111), for example, John is the' argumerlt' of' X will sing;
ID1 is the argument of X will da,tlce.
Now consider (112), where the non-singular N" is an
object.
(112) Respectively [r saw [John1 and Bil12Il and[r heard lJohn1 and Bil1211.
John is the argument of' S"l: L.£aw X; Bill is the argument of'
I heard X.
In phonological form, respectively may not be output as
+eft-sister to SIt; like both, it must be postposed from such a
position. Wherever it goes, however, its trace t Q remains to
signal the rule of respectively-interpretation applying to n
conjoined propositions containing a N" with n referents.
The claim that respectively requires a non-singular N" is,
I believe, a novel one in transformational generative graramar J
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although this claim is supported by OED's def'inition,20 and by
the preponderance of examples cited in grammars treating res-
pectively. In Schachter (1973), for example, the only respec-
tively sentences not including a Nil with n referents are (112)
and (113), which I would class as ungrammatical.
(112) John gave, and Bill lent, Mary $5 and Susan
$10 respectively.
(113) John will, arld Bill won't, sing and dance
respectively.
Neither of these sentences could derive from a SS with a con-
joined, or plural, N"; neither, in my dialect at least, is
grammatical. I claim, too, that (114) is o~t:
(114) *John will and won't sing and dance, respectively.
because it would have to invoke a rule of Regrouping, and
derive from an underlying form like (115).
(115) John will sing and John won't dance, respectively.
In my analysis, with no rule of Regrouping, the claim that
respectively requires a SS non-singular W is identical to the
claim that these !'P's must exist in DS. How, then, are (l'16a-b)
to be derived?
(116a) John and Bill respectively sang and were sung to.
(b) Mary and her husband are easy to please and
eager to please respectively.
The answer is that in DS, John and Bill is the subject of
sang and the object of sung to. Application of Passive
(Move ()(.. ) in S"2 makes John and Bill a surface subject, so
that the two propositions are now parallel, as in (117).
(117) [tQLlJohn and Bill1respectively sang} and
[[John and Billl were sung to t J).
This parallelism is immaterial to the semantic interpretation
rules, which merely orders the referents of the identical W ,
so that John is the semantic argument of X sang and Bill is the
argument of X Pst be sung to. The parallelism is, however,
required to trigger Deletion, as will be required for respec-
tively to pass the Q filters of Section 1.3.3. (While either
could be output in a position lilt:e t"hat" in (117), both and res-
pectively cannot, but must trigger deletion to give a string
Iike (118 ) ) .
/(118) John and Bill respectively sang and
,
were sung to.
The interpretation of respective is comparable to that of
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respectively, but rather than forcing a correspondence between
n N" referents and n conjunct' s'" s, I believe respective forces
a correspondence between two noun phrases. The questicn is
whet'her (119)-(120) are grammatical; I believ'e they are not·,
at least in the desired interpretation.
(119)
(120)
We saw and heard our respective husbands.
Jane and Mary sat at the table.
Their respective husbands sang and danced.
To me, it seems that respective means nothing here; in (119),
each husband may have done both actions. If this is so, then
the usual use of respective is in fact its only use: to corre-
late the referents of two W' s, as in (121). The W's need not
be non-singular~las was the case with respectively.
(120a) Have you and John visi t'ed your respective mothers?
(b) Each number is smaller than its (respective)
square.
(0) Is either A or B smaller than its (respective)
squar·e?
There is further respective(~) data available for study;
but I defer this until Sections 1.3.3 and 3.2. I conclude,
from this section, that the inte0pretation of respectively is
not· uniqU(3, and does not force the adoption of a syntacti.c
regrouping transformation. Respectively-interpretation applies
to the coordinate structures available at the level of SS in
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my analysis coordinat'e S" and N" . Respective is like cor-
responding, in that order, or former/latter in forcing a seman-
tic ordering of words in a sentence, dependent upon their lin-
ear order (which is usually immaterial -- John and Bill usually
means the same as Bill and John, unless they are involved in a
respectively o~ former/latter construction). The interpreta-
tion of all these phrases is left, in my analysis, to an extra-
grammatical cOlnponent of SI-2.
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1.3. Phonology
1.).0. Introduction
The three components in this sect'ion greatly modify the
ultimate (UP) form of coordinate structures. The phonological
branch accepts SS as input (as does the other interpretive
branch, semantics), and subjects t'hese Phrase rJIarkers to dele-
tion, scrambling, and phonological rules. In my analysis, a
simple and powerful Identity Deletion a.pplies in coordinate
structures. Deletion is folJ.owed by scrambling; in English,
scrambling is minor, although in other languages it is much
freer. The application of the formally optional deletion and
scrambling rules can be made effectively obligatory, or else
disallowed, through the phonological filters. I take these
filters as rules of the phonological con~onent, which inter-
prets PM's into Universal Phonetics. The and/all filters, for
example, disallow and or all in specifi8q syntactic or phono-
logical environments; in this way, thA rules of deletion or
scrambling are made effectively obligatory or inapplicable,
without the use of conditions or rule features.
The most important filter (in this analysis) is my C-filter,
which, by requiring an extant conjunction in a specific envi-
ronment, is able to constrain both the directionality of the
Identity Deletion and the remnants it may leave behind. Also
in Section 1.J.3 are discussed the stress reduction rules,
which simplify the prosodic patterns assigned by each applica-
tion of the rule of Identity Deletion .
•
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1.3. 1. Delet-ion
TJle deletion comporlent consist's of opt'ional, unorderecl
deletion transformations, applying to Surface Structures gen-
erated by the movemertt, adjunction, and substitution rules of
the transformational component. Deletion rules delete catego-
ries along with their terminal elements, subject to some reCQV-
era.bj_lity principle which we will discuss below.
Deletion transformations are of four types: (1) free
deletion withi~ a 8pecified domain (e5g., deletion of anything
inside COMP in English); (2) deletion of a specified item --
i.e., of an item explicitly mentioned in the deletion rule --
(e.g., deletion of SELF); (3) deletion of a specified category
(e.g., sUbject deletion, in Spanish); and (4) a single, univer-
88.1 rule of Identit;v Deletion which applies in a coordinate
structure to delete one string under identity with another
string in a parallel syntactic environment. The first three
types of deletion are considered standard i~. Chomsky & Lasnik's
grammar; it is the fourth type, ~dentity Deletion (ID), with
whicll I am solely concerned in this study.
Several examples of the outpu·~ of ID aI~e listed in (122),
witL thG deletion sites marked •
/ I " "(122a) t _ [John likes rice}, and [Bill beans11.
I ,
(b) [ IJohn has left], and [Bill ]].
I I ' ,(c)?L- t John likes ---.J, and I Bill hates ricel1 .
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(d) L-l John c~me] and [_ l~ftD.
;" 1 "(e) L_L. The rice and [_ beans}] Nil are here .
The deletion sites are marked purely for expository purposes;
they are not marked in the output of lQ. I assume that dele-
tion rules erase a category along with its yield; this is
Chomsky & Lasnik's hypothesis for the minor deletion rules; I
have extended itto ID for reasons of uniformity, and certain
empirical consequences discussed below.
In (122a-e), the target of deletion has been deleted under
identity with the trigger for deletion in a sister conjunct;
the trigger for deletion is left unstressed, while the other
remnants are assigned heavy (contrastive) stress and a special
intonation marker -- rising pitch (acute, or/) in the non-final
conjunct of a series. I am following Gleitman (1969:93) in the
assumption that the application of the coordination rule
assigns a unique prosodic pattern. Gleitman's prosodic pattern
includes 'rising intonation .2 2on all but the final conjunct of
a coordination; she takes this intonation as phonologically
realized, unless removed by a later reduction rule. The reduc-
tion rule would be needed to give the non-contrastive intonation
commonly given to (122d) and (e) -- c'me and l~ft is reducible
to unstressed, non-contrastive came and left. Similarly for
(122e) .
In a trinary coordination like (123), Gleitman's coordina-
tion rule would assign rising intonation to the emphatically
73
stressed John and Bill, but would leave stressed Tom with no
special intonation.
/ I
(123) JOhr.l, Bill, and Tom are here.
/
Presumably the pitch level of Bill would fall regularly until
the end of the sentence. I believe this is an incorrect pro-
sadie contour, and that Tom is the locus of the pitch fall, so
that are here is pronounced identically in (123) and (124).
The normal sentence contour is reached by the end of the coor-
dination.
(124) The men are here.
That is, I will assume that Tom, as the last element of a
coordination, is marked with falling intonation, which I write
as irl (125).
/ I ,
(125) John, Bill, and Tom are here.
As mentioned above, these accents may be reduced; further-
more, there are various phonetj.c realizations, in different
dialects and languages, of the contrastive illtonation allowed
in a coordinate structure. I must therefore take the acute and
grave accents to be abstract phonological features. In English,
acute I may have the reflex of contrast"ive stress and rising
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intonat-ion, while grave' marks falling intonat-ion to t-he nor-
mal sentence contour.
The rule of Identity Deletion which I propose requires
identity of trigger Yl and. 'target ~ .in parallel syntactic envi-
ronments which are local to (in construction with) each other;
ID will mark these environments with contrastive accent, and
delete the target Y.. Many of these restrictions on ID can be
J
viewed as following from a (strengthened) notion of Recovera-
bility of Deletion.
Assume ID applies to a string Xl Yl Zl X2 Y2 Z2' as in
(126). (We ignore end variables until somewhat below). The
deletion is of either medial term Yl or Y2 ,
(126 ) x - y - Z -111
IDmust not violate Recoverability of Deletion -- in particular,
no lexical item may be deleted unless it is recoverable from
the output Phrase Marker. The minor deletion rules of Chomsky
& Lasnik are so restricted in their application that- the pre-
deletion PM may be recovered -- e.g., lexical items may be
deleted, but only if specifically mentioned by one of a
restricted set of deletion rules. In many previous analyses,
ROD is assumed to permit non-minor deletions -- i.e., deletion
of an unspecified string on~y if that string is identical
to, ornon-distinciJ from, another, 'triggering' string in
t-he PM. FUrther, to disallow deletion too give outputs like
(127 ) ,
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(127) Flying planes are dangerous and is fun.
some analyses require that the target of deletion be of the
same category as the trigger. My assumption is that ROD pre-
vents the application of ID unless the target sub-tree is
strictly identical to the trigger sub-tree. Since deletion
deletes a category along with its yield, this notion of ROD
will ensure that the complete deleted sub-tree is recoverable
in the output PM. In (122a), repeated below, likes is dele-
table because not only is the yield likes identical to the
trigger's yield, but because the sub-tree tlikes]y is identi-
cal to the trigger sub-tree [likes]y.23
«(122a)
I I ,
John likes rice and Bill
,
beans.
Thus far ROD has been extended to require that everything
deleted is recoverable in the output PM -- i.e., not only the
yield, but also the deleted dominating categories. But Iden-
tity Deletion, as in (122a), also leaves no clue, in the output
PM, as to where the deletion site was located. I propose that
this, too, must be recoverable from the output PM by invoking
simple parallelism of syntactic structure, for the left and
right contexts of Y1 and Y2· This notion of :ROD block.s ID
unless, in (126), above, the environments Xl and X2 are 'syntac-
tically parallel', and the environments of Zl and Z2 are pyn~
tactically parallel, in tIle sense that the Highest Proper
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Analysis of Xl is identical to that of X2 , and HPA(Zl)==HPA(Z2)'
(The Highest Proper Analysis of a structure is that proper
analysis, none of whose nodes is dominated by a node of any
alternative proper analysis. (v. Schachter (1973:350)). This
requirement for 'syntactic parallelism of environments pre-
vents ID from deleting Yi= llikesJ V to give (128).
(128)
I I ,
John likes rice, and Bill "to sleep late.
Here the right-hand environments, Zl and Z2' are respectively
N" and S", which are not identical.
The crucial point about such a notion of 'ROD is that it
constrains Identity Deletion to define identity at several
levels: not only must the target and trigger for deletion be
string-identical, but they must be strictly identical slb-
trees; the left-hand environments (Xl and X2 ), must be identi-
cal, too, at the level of HPA. Similarly with Zl and Z2;
there is no requirement that Zl =Z2' but only that HPA(Zl)=
HPA(Z2) ·
I repeat ID (in its preliminary formalization) below; the
Gtructural Change is to delete either Y1 or Y2 , and to assign
«126»
The derivation of (128), above, shows the repeated application
of ID. The first application analyzed the coordinate propositon
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as in (129a); it can be seen that, at the relevant level of
identity, Xl Yl Zl is in fact identical to X2 Y2 Z2. Thus
deletion is allowed, to give (129b)i wherein Y2 is deleted and
the HPA of Xi and Zi receive accen~ts I or" .
(129a) C N" - [likes] V - N" -
- C Nit - [likes] V - Nit
X Y Z
(129b)
, I I
C N" [likes] V N" , "C Nfl "Nit
The next deletion is the deletion of initial and (always obli-
gatory in English, though not in other languages; French, for
example, allows at Jean et Guillaume). The output (129b) is
reanalyzed as in (129c)i contexts Xl and X2 are null; terms Y1
and Y2 are [and]C i contexts Zl and Z2 are each a conjunct S",
at the level of HPA. The intoernal deletion in 8"2 will not
affect the second application of ID, because, in this applica-
tion, S"l and S"2 are taken as contexts, and are identical by
the relevant definition of (HPA) identity. ID does not 'look
down into' contexts, but merely requires identity of HPA.
(129c) %- [and] C - S" -
- %- tand:! C - S"
X Y Z
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Application of ID to the analysis (129c) may result in deletion
of either Y1 or Y2; a later C-filter, in the phonological com-
ponent, effectively constrains ID to delete Y1 in this case.
Then the output is (129d), with a structure like (130).
(129d)
(130 )
/ / "[John likes riceJ and [Bill beans].
SIt
"SIt
,/\
N If V"
I
""'-
N"
c
I
John likes rice and Bill beans
Another example of iterative application of ID is given
in (131). (131a) shows the Structural Description, and Struc-
tural Change, for deletion of Y1=lrice] N" ; (131b) is the SD
and SC for deletion of Y2= [John]N" ; (131c) is the final
application of ID~ deleting the intial conjunction and.
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(131a)
C N" V - [ rice] Nil - %-
~
- C N" V - [rice] Nil - %
X Y Z
I I , , \ ,
and John likes and John hates rice.
c - [John]N" - V" -
- C - [John] N" - V"~
X Y Z
I
"and John likes and hates rice.
(131c) tand c [John likes]SIl landlC [hates rice]S"
%- [and] c - S" -
%
- %- [and] c - S"
X Y Z
John likes and hates rice.
The PM for the final output is (132); the assumption that dele-
tion deletes categories as well as their yield gives a much
more reduced output than the original SSe
(132 )
N"
vohn
c
I
I
and
SIt
"-SIt
I,
V"
,~~
V N"
j
hates rice
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In my analysis, SS undergoes semantic interpretation and
phonological interpretation (including deletion) independently,
SO ·that semantic interpretation never applies to reduced struc-
tures like (132). Phonological interpret'ation does apply t·o
(132), to give the contrastive reading (133), or, after a
stress-reduction rule (Section i.).), the non-contrastive
(134 ) ,
/ ,
(133) John likes and hates rice.
(1)4) Jchn likes and hates rice.
The reduction of stress in (134) is permitted only because the
contrastively accented likes and hates are contiguous in (132).
In other sentences of (122a-c), above, the contrastive accent
may not be reduced.
In the . preceding pages I have given several examples of
the application of rD, sometimes as a forward-deleting rule and
81
so"metimes as a backward-deleting rule. I believe t"hat the
bidirectionality of Delete should not be built at cost into
its formalization (by mentioning both Y1 and Y2 , and their
contexts), but should follow from the principle of Recover-
ability of Deletion applied to a simpler formalization, such
as merely 'Delete'. Such a rule should be able to delete any
sub-tree, subject to ROD's requirement that t'here be an j~den­
tical sub-tree in a syntactically parallel environment. The
only condition which ROD does not give immediately is the
requirement that Xl Y1 Zl be contiguous to X2 Y2 Z2' Indeed,
in all the examples of ID cited above, Xl Y1 Zl is a conjunct
(S" or Nil) with its preceding conjunctive. Sometimes the con-
junctive C is part of X, sometimes it is analyzed as the term
Y1 and subject to deletion. But, in any case, Xl Y1 Zl is
'local' 'to X2 Y2 Z2' in the sense that Xl Y1 Zl and X2 Y2 Z2
are dominated by ad jacent" sist"ers which are daughters of N"
or S".
If this requirement for locality (comparable to the notion
of cojacency defi~ed by Koster in "Locality Principles in Syn-
tax") is taken as one of ROD's conditions on Identity Deletion,
then there would be no need to mention Xi' Yi , or Zi in the
Structural Description of ID. ID would be an example of
'Delete', applying to delete some string Yj under strict condi-
tions of identity with Yi , in a local and parallel context.
An additional benefit of this suggestion is to obviate
the need for end-variables, which would be needed in the 6-term
SD of Idel1tity Deletion, as in (126); Ident'ity Deletion, if a
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reflex of 'Delete', would no more have to mention end-variables
than WJuld 'Mo·ve ll. 1.
The suggestions given above for the definition of ROD are,
I believe, natural. Strict identity of trigger and context,
parallelism of contexts (at least at the highest level of ana-
lysis) and locality between the trigger string and the target
string are reasonable extensions, and largely required as con-
ditions on the identity-deletion rules of previous analyses
(see Schachter (1973), e.g., for HPA and strict identity).
There is, however, a second effect of my rule ID which
does not so naturally follow in the 'Delete'-type analysis.
This is the marking of Yl's context (at the level of HPA) with
acute I , and the marking of X2 and Z2 (at HPA) with grave" .
My assumption, following Gleitman (1969:93) is that the marking
of intonation is a concomitant of the identity-deletion rule
responsible for derived coordination. If this intonation is to
be captured (and in my analysis, this is crucial), then ID must
assign acute and grave to the parallel contexts of the trigger
and target of deletion. But if ID does not men~vion these con-
texts in its Structural Description (but merely requires, via
ROD, that the contexts be parallel in HPA), is it possible to
claim that bQ can properly assign accents? At present I can
merely hypothesize that this is so, and that 'Delete', when
applying to give identity-deletion, assigns, as a concomitant
of deletion, the contrastive accent on the HPA of the trigger's
and target's contexts. Since this accent assignment sets off
the (unstressed) trigger, it allows the determination of the
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target, which would otherwise be undiscernable in the output
PM. In this (functional) respect, the assignment of accent is
comparable to the coindexing left by an application of Move ~;
the effect is to so mark the PM that the site of application
of Move ""- can be determined at SS. It may be, t~len, that
contrastive accent is the 'trace' left by Identity Deletion.
I will assume, in this analysis, that Identity Deltion is an
example of the simple rule 'Delete', constrained by ROD and
concomitant accent assignment.
The principle of ROD, I have assumed, requires strict
identity of trigger and target, in all but the minor cases of
deletion listed earlier. But the phenomenon of 'sloppy iden-
tity', whereby concordance features are immaterial to ROD,
seems to belie this claim. For example, most analyses of Gap-
ping derive (136) from (135), allowing likes to delete like.
(135) John likes rice, and his brothers like beans.
(136) John likes rice, a7"d his brothers beans.
Chomsky, in Aspects 2,4 suggests that the trigger and tar-
get of dele~ion need not be strictly identical, but only 'non-
distinct', in that transfor':"1ationally assigned concordance
features are ignored. But I will assume that the rules of syn-
tactic concordance are not part of the transformational compo-
nent (hence concordance does not affect semantic interpreta-
tion), but, rather, are local output filters in the phonolo-
gical branch. Concordance rules merely ascertain that freely
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Base-generated features of plurality, gender, and person agree
between subject and verb, sUbject and predicate nominal, etc.
r am giving weight to Chomsky's (1970) observation that "agree-
ment rules ... have something of the character of phonological
rules of matching of feature matrices".
Consider Subject Verb Agreement (SVA) as an example. I
assume that a finite verb which is input to S"t'A must agree wj~th
its subject. Example (136), above, could be taken to suggest
tha~ Gapping precedes SVA, so that at the level of deletion,
(136) has the form of (137).
(137) John likes rice, and his brothers likes ~)eans.
(137) would certainly be starred by SVA, but if ID deletes the
second likes, to give (136), then there is no extant verb in
the second clause, and SVA is not violated. The conclusion
would be that SVA follows ID, perhaps as a filter in the phono-
logical component.
Similar to (137) is (138), which (by ROD) must derive
from (139).
(138) John is here, and his paren-ts
(139) and John is here, and his parents is here.
If SVA had ··to apply before ID, tr~en (139) would be starred and
could not underly (138).
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But now consider (140). In my analysis (and in all other
transformational a11alyses), (140) derives from a structure
including two propositions.
(14o) John sings and is sung to.
My rule of· ID deriv·es (140) from (141).
(141) and John sings and John is sung to.
Assume SVA follows ID. Then (142) i3 derived, but is sung to
has no subject, so its concordance cannot b~ ascertained within
i t·s sentence.
(142 ) John sirlgs and is sung too
(142) thus provides counterevidence to my tentative
ordering of III and SVA (or to the formulation of these rules).
But now assume that SVA is an anywhere rule in the phonological
branch, and that it must apply to any verb which receives pho-
.Llological form. That is, a verb which is deleted need il.Ot have
undergine SVA; thus (136) and (138) are OK. But an undeleted
verb must undergo SVA~ and it must, of course, undergo SVA when
its subject is extant. Thus, in (142), is sung to undergoes
concordance with John)before John is deleted (along with its ~
node) from the sentence.
It may be asked what happens to (139) if SVA applies, as
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it may, before ID. In such a case, (139) is starred on that
derivation, but there is another derivation, with the opposite
ordering (whereby ID bleeds SVA) which gives the desired (138).
Similarly, consider (143).
(143) John is here, and his parents are here.
(143) will indeed pass SVA, but cannot undergo ID, because
is here is not strictly identical to are here. All of the
desired SVA-ID interactions are thus accounted for, and ROD
need not be modified to allow 'sloppy identity' in these cases.
Such '8loppy identity' is actually the result of ID bleeding
SVA, so that a verb is deleted which otherwise would not pass
SVA.
There are further cases of 'sloppy identity', as in (144),
which will be considered in my discussion of Sag's analysis,
in Section 3.3.
, I ,
(144) 0118 man cut his hand yesterday~ and the other
,
man, today.
It may be relevant, at this point in my brief account of
SVA, to discuss concordance in questions and concordance with
coordinated WIS. Consider first (145).
(145) Is the man here?
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(145) is the output of Subject-Aux Inversion, in the transfor-
mational component, and hence preceding the rule SVA in the
phonological branch. It is unclear what exactly the s-tructure
of SAl's output may be, but I think it natural to assume that
the subject remains daughter to its sentence. Then agreement
between 'subject' and its verb will remain well defin8d, even
after SAl.
Clarification is also in ord8r to determine the plurality
of coordinate WiS. I assume that a noun phrase is L+plurall
if and only if (one of) its daughter is l+plura11; since N"
can be rewritten as (CN")*, or Det N', or N" S", this N" can
be [+pl] because it has as daughter a [+pl] C (and, both, all),
or a [+pl] N" (the men), or a [+pl] N' (men). Such examples
are given in (145).
(145a) [[John] and IBilJJ) are/*is here.
+
(b) ([John] or Ithe men]] are/*is here.
+
(c ) [[The men] or t John]) are/*is here. 25
+
(d) [[The men] (or) [John] or I Bill]l are/*is here. 25
+
(e ) [The men} are/*is here.
+
(f) Are/*Is [Wohn] and LBill]] here?
+
A N" is singular only if none of its daughters is (+plural]; a
coordinate structure must therefore include [-pI} or, and ea0l1
of the conjuncts must itself be [-plural].
88
(146a) [John]is/*are here.
(b) t[John1 or [BilD} is/*are here.
(c) Is/*Are LtJohnJ or [Billn here?
A final point is that, since either of the men is [-p11
and both of the men is l+pl], the ~ the men must not be a
daughter of topmost~. Perhaps, in such cases, of the men is
a PP complement to an empty nominal [~lN" as suggested by
Emonds (1976:240). In any case, it is the [±plural] feature
of either and both that is relevant in determining the concor-
dance in (147). Note also that the l+p11 of both correlates
with its cooccurrence with and, while [-pI] either cooccurs
with [-pI] or.
(147a) Both of the men are here.
(b) Either of the men is here.
Further work, on each and all for example, is needed; I
will mention some further distinctions among the quantifiers
in Section 1.J.J.
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1.3.2. Scrambling
The stylistic rules of Scrambling, which permute elements
within a clause, have been conslaered important' to the analysis
of coordination since Ross's "Gapping and the Order of Con-
stituents". Ross holds that Scrambling may increase the number
of distinct patterns which have undergone verb-deletion through
'Gapping'. In my analysis, Scrambling is a component of the
phonological branch which follows the deletion component; Iden-
tity Deletion may, for exa'mple, delete the first verb in (148)
to give (149), and subsequent Scrambling may give any of eleven
more patterns, inlcuding (150). (English does not have the
major Scrambling rule, which freely permutes major constituents
within a clause, but English does have minor Scrambling rules).
C Subject Object Verb C Subject Object Verb.
___ SUbject Object C Subject Object Verb.
Subject Object C Subject Verb Object.
One minor rule in the English Scrambling component j.s
often assumed to be Heavy Noun Phrase Shift; which postposes an
English verb's comp18ment if the following string is, in some
obscure sense, 'lighter' or 'less complex'. This 'heaviness'
involves, at least, syntactic heaviness: tN'S"] is heavier
t'han bare If>, no matter what i ts phonological length. This rule
is not important to the description of coordination, except
insofar as it clarifies the nature and ordering of the
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Scrambling component. I do not wish to mark a particular
stylistic Scrambling rule as obligatory, yet Heavy ~Shift ~
apply to a 'heavy' W followed by a 'lighter' constituent. I
suggest ~ollowing Fiengo's (1977:49) analysis), that Heavy W
Shift is an optional Scrambling rule which reorders strings,
and that it is followed by "a filter that evaluates the output
for relative heaviness." In the framework I am assuming, the
evaluation of phonological heaviness must be a function of the
phonological component, the last component of the phonological
branch (Section 1.).3). I assume that the phonology will not
interpret a Scrambled phonologically light W, or a phonologi-
cally heavy :rP which has not been Scrambled O~Ter a following
lighter string. The phonological component thus makes Scram-
bling ( in the case of Heavy ~Shift) an effectively obligatory
rule, and one which is (effectively) dependent on relative
heaviness. Shift remains, however, formally an optional sty-
listic rule, postposing Wwithout reference to weight.
The ordering of Scrambling before the phonological filters
permits Scrambling to (a) refer to structure which would appar-
ently be erased by the phonological interpretation rules, and
(b) be subjected to filters which can make the optional and
simple Scrambling rules effectively obligatory, or blocked, in
a baffling range of cases. Such an ordering will be important
t'o m~ analysis of Gapping, in various languages, j,n Section 2.1;
Gapping remains a simple, optional reflex of ID. Scrambling is
unconstrained and optional. but the subsequent application of
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a few independently needed filters permits the beginning of an
explanation for an otherwise baffling array of data.
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1.3.3. Phonology
In Chomsky & Lasnik's grammar, the filters of the phono-
logical branch26 are largely concerned with the S"-initial
COMPlementizer node. This is appropriate, the authors argue,
since filters play an important role in facili tat,ing the pro-
cessing of a string, by determining the 'boundaries of its com-
panent propositions. Inasmuch as conjunctions are only inserted
(in the Base) as sisters to propositions or noun phrases, it is
reason~bl~ that filters should also play a part in determining
the well-formednes.s., or processability, of coordinate struc-
tures. Chomsky & Lasnik have suggested that "filters seem to
be designed to permit grammatical outputs corresponding to
'reasonable' base structures. M In my analysis, the filterable
requirement for coordinate structures is that, after deletion,
the final (grave) conjunct in a compound still retains its
/ ,
conjunction C. (Hence, *and John _ Bill are here).
I propose a filter, the C-filter, to star much of th.e
overgeneration of Identity Deletion, according to the presence
or absence of C bei'ore a string of' grave accented nodes. Th:ls
"string I will call s. Following the normal format for filters,
as in Chomsky & Lasnik, I will state C-filter as starring a
stritlg s unless preceded by a conjtlnction C.
(151) C-filter:
*~ unless I c _
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C-filter has a variety of effects; the most obvious is to
throw out (152a-c), where the final conjunct's conjunction has
been deleted by ID, leaving the s string preceded by a node(N" or
S") marked /, instead of by a conjunct~.on.
/ l" 1(152a) *And [John cam~ Bil~ wentJ .
*c S s
./ /
(b) *[And [John] and [Bil11 LT'am]J left.s C ~ -- "*c s s
saw Land
,/ lBl111] .(c ) *1 [John]
*c
~
"s s
A second effect of C-filter is to disallow certain cases
of 'backward coordination -- such as 'backward Gapping' and
'backward Left Peripheral Ellipsis'. (153a-b) are disallowed
'" "because an s remnant, beans, has been stranded after a non-
v
conjunction -- in this'case, the unstressed verb likes.
/ / " "(15Ja) * John rice, and Bill likes beans.
/ ,
(b) * rice, and John likes beans.
"In (153a), one s string (Bill) is preceded by C, but a second,
, v
separa~e s string is preceded by likes, so (153) is starred.
It is now necessary to examine the permitted cases of for-
ward 'Gapping' and 'Right Peripheral Ellipsis', and make a
slight clarification of C-filter. Consider a standard 'Gapping'
output, like (154).
(154)
/ / ,
John likes rice, and Bill
"-
beans.
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The deletion sites in (154) are the initial site where and was
deleted, and the medial site, where likes was deleted. (154)
, ,
must pass the C-filter; therefore, Bill beans must be taken as
,
the maximal grave ~ string. These right-hand remnants (Bill,
,
beans) in a Gapped sentence must (as Sag 1976 has shown) be
restricted to major X" constituents. Similarly i'or 'Right \-
Peripheral Ellipsis'. Bad cases are given in (155a) and (b),
, "
where the right-hand remna11ts are V=hates and N"V=Bill hates,
respectively.
(155a) *
(b) *
/ ,
John likes rice, and hates
/ I , ,
John likes rice, and Bill hates
I propose a modification to C-filter (151), so that multiple
remnants must all be of category X", and so that Right Peri-
pheral Ellipsis (which gives outputs like " "sue s, where the
u is a maximal unaccented string) only allows X" remnants in s.
I now state C-fil~er as (156):
(156 ) *8 unless I u C
where .8=[ XL and u=~,.
(x")*
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Four examples should clarify this definition. So-called
/ "primary conjunction is always permit ted , giving ... s C s, v/here
I ,
sand s are single categories, but if some UF% precedes C,
~, ,
gi\ting sue S, then s must be composed of major constituents:
,
(X n )*. Both (155a) and (b) are thus disallowed, because in
these u is non-null (u=rice), but s is not composed of accented
X" categories. Right Peripheral Ellipsis is allowed in (157a)
"
and (b), because in (157a), the grave string s=Nn, and iTl
'" ,(157b), s=N"V".
I I , 27(157a) John likes rice, and Bill
/ /
"
"-
(b) John hit me on Sunday, and Bill kicked me
/ ~ .....
"Nil V" U C N" V"
Gapping, which leaves mUltiple grave remnants, is permitted if
"and only if all these remnants are X" • This follows because
,
multiple remnants are only allowed via the s=(X n )* provision;
"an accen-ted category other than X" is permitted only as t'he
/. , .
single remnant in the patterm Xl C Xl -- i. e ., in the pat-tern
of Primary Conjunction.
The condition on the analyzability of grave ~, in (156),
may well serve to aid prucessing of coordinate structures, in
that one need not go below the level of the major phrasal cate-
gories X" in determining the deletion site of a coordinate
structure. To process *(155b), one would have had to analyze
a remnant as~' X to determine the deletion site. C-filter
(156) permits one to work only with major remnants, in Gapping
and Right Peripheral Ellipsis patterns.
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'Gapping', as in (158), is permit't'ed when the maximal
, 'grave string s is composed of X" :cemnants. In each of the
" "sentences of (158), s is (X")*. In (158a), ,,' ,s=N" N".
/ I ,
Peter loves Betsy, and Betsy(158a)
c Nit
,
....
Nit
"In (158b), s=I'I" A".
/ /
(158b) Alan seemed mDre reluctant than Peter,
, ,
and Peter more reluctant than Betsy.
, ,
C Nil AU
,-" "-
In (158c), s==N" D".
/
/ /
(158c) Tom ran extremely quickly,
, '
and Alex more slowly -than anyone I'd ever seen.
, ,
C N" D"
In (158d) and (e), '- ....s=N"
....
S" .
(158d)
(1.58e )
/ /
Alan claimed that he was cheated,, ,
and Sandy that she was the one who cheated him.
" "C N" SIt
/ /
Alan prefers for Tom to do it,
"' "and Sandy for Bill to do it.
" ,C N" SIt
In (158f), '" " ,s=N" P".
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(158f)
/ /
Betsy stood in left field.
" "-
and S@-ndy in,rj.ght field.
C Nil pit
... '" ""In (158g), s=N"S'~or Nil Nil; three variants are permitted by
C-filter (156).
(158g)
/
John tried to begin to write a play,
, '
and Harry to begin to wrIte a novel.
, ,
c N" Set
"'-
to write a novel.
----
"-SIt
"-
a novel.
"N"
In (158h), there are three remnants: ,,""" " "-s=N" P" P".
./ / /
(158h) Peter t'alked to his boss on Tuesday,
.......
"-
,
and Betsy to her supervisor on Wednesday.
"
"-
,
C N" pIt pIt
These sent'ences are based on those of Sag (1976), -to
support the important conclusion that the multiple remnants of
Gapping must all be X". Further examples of good (and bad)
Gapping will be given in Section 3.), where it will be shown
that this pattern of multiple X" remnants can be generalized
to include 'Modal Gapping', 'N-Gapping', and other cases of
deletion, as well as standard 'Gapping', 'Right Peripheral
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Ellipsis', and 'Left Peripheral Ellipsis'. All of these result
,
from Id~nt"ity Deletion and C-filter, wi th s taken as (x u )*.
Three effects of C-filter have been described above: .to
disallow 'final conjunction deletion', while permitting 'ini-
tial conjunction deletion' and 'medial conjunction deletion'
/ ...... /"
(e .g., *and John _ Bill; OK _ John and Bill); to throw out
"backward Gapping in English, because a grave remnant, s, would
\I
be preceded by Verb instead of by C (also, other patterns, like
backward Left Peripheral Ellipsis, are disallowed): and to
require that the s string either be a single constituent (in
/
the environment I s C __ ) or else be composed of major phrasal
(Xu) categories. Gapping and Right Peripheral Ellipsis allow
,
this multiple X" pattern.
A fourth effect of C-filter is to automatically restrict
Identity Deletion to coordinate structures. Reference to (126)
shows that ID nowhere mentions conjuncts or conjunctions. But
if ID were to apply to a string which was not composed of con-
juncts, it would give as output a grave string ~ which is not
in the environment I c __' C-filter would throw out such a
string. Thu3 the fourth effect of C-filter is to permit a mini-
"mal statement of ID, and (importantly) to leave ID free to use
the conjunction, e.g., and, as either the target of deletion
(giving initial or medial conjunction deletion), or as part of
the left context for deletion (giving all cases of reduced coor-
dination). Therefore ID is a very general rule, and can replace
(as I will continu8 to show) Gapping, Left and Right Peripheral
Ellipsis, Node Raising, Primary Conjunction, etc., as well as
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Initial/l\qedial Conjunction Deletion. (Ttlese rules, which play
an important role in previous analyses, viill be studied further
in Chapters 2 and 3).
At this point, the major rules of coordination have been
presented: the recursive PSR (2) for coordination (Section
1.1.1); the bidirectional deletion rule Identity Deletion
(Section 1.2.1); and C-filter (156); the latter two are in the
phonological branch of the grammar. C-filter, in my analysis,
disallows phonological interpretation of a grave string sunless
it is in the proper phonological and syntactic environment --
/ u C There are other, minor filters which further deter-
mine the permitted patterns of coordination, by making earlier
movements or deletions effectively obligatory. These filters,
too, refer to the conjunctives C.
In English (but not, e.g., French) a true conjunction
(and, or) must be deleted if initial in a coordination. Only
the suppletive forms (both, either) are allowed in such a posi-
tion. There is perhaps a hierarchy of strength, or heaviness,
for conjunctives C, such that the suppletive forms are heavier
than the true conjunctions, and may introduce a coordination.
To disallow and s or as initial conjunctives, I will suggest that
the phonological rules interpreting the non-quantifier conjunc-
tives (i.e., and, or, but) may not apply in the environment
/ X"[_·
* c /[-Q]
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Environment (:1.59) arises by taking the first C in (CX)* as
and, or, but. Identity Deletion is then effectively obliga-
tory for initial conjunctions, so that (160) must give (161).
(Note, also, that independently of the semantics, filter (159)
would disallow I and l the men]] as a complete N?, while permit-
ting l both Lth.E! me~11 .)
(160) NJ .!\nd NIILJohn] and NJ Bill]] are here.
(161) N"[ 1\"'''[ John] and L Bill]] are here.
1",] Nil
Among the di.stributive quantifiers, similar apparently
ad hoc restrictions apply. Both may not conjoin two proposi-
tions, at the level of the phonological component, but must
either be inside a'.n N", or else have been scrambled into a
position immediately before an acute stressed string~: (163)
is derived from (162) by an effectively obligatory application
of Quantifier Postposition (Section 1.1.2). Since both
/(unlike either) must then be output preceding a string s, ID
is obligatory to give (164).
(162) SJBoth S"lJOhn sang] and S,[ John danced]] ·
(163) [tQ [John both sang] and [John danced]]
/ "(164) John both sang and danced.
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One proscription on both's environment may be stated as (165)
which is comparable in format to (159) above. Filter (165)
as perhaps all output filters (see Emonds 1976:242)-- must
be local, in that an intervening [N" bracket blocks the appli-
cation of filter (165). Thus (166) ·is permitted~
(166)
* both / s"[-
s"[s .t Nnl Both [the men1] are here]1.
The conjunctives prohibited in / S..l_- actually include all
conjunctives except the [-plj distributive quantifier either.
And and or are already prohibited by filter (159) (hote the
similarity to filter (165)), while all and each are never per-
mitted to conjoin propositions, whether at DS, SS, or the level
of the phonological component. Thus there is no sentence (167)
comparable to (164). This restriction on all, each was con-
sidered briefly in Section 1.2.1, as being semantic in nature.
1/'(167) *John all sang, danced, and played.
I have stated filter (165) to prevent both from coordina-
ting propositions in SS; only the trace t Q of both is allowed
in such a position. But t"he movement of both, by QP (or Move ex.. )
is problematic, in that while (168a) is permitted, (168b) is
apparently not.
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/ "(168a) John will both sing and dance.
I "(b) *John both will sing and dance.
Compare the position of either, which I believe is much freer
-- not only is either not sUbjcet to filter (165), but it need
I
not be moved to a position immediately preceding the string s.
/ '-
John will either sing or dance.
/ "-John either will sing or dance.
In what way should QP be (effectively) constrained by the later
filters? I believe either-movement should not be constrained
(other than to require, as is natural, that either may only be
postposed into the adjacent su, and not jump over that 8" to
gi've, e. g ., (170 )).
(170) l t Q LJohn will sing] or [_ either danceJ].
Let me suggest the derivations of (169a) and (b). Q~, or
Move ~ , postposes either to give (171a) or (b).
(171a) t Q [John will [either singo or lJohn will dance]
(b) t Q [John [ either will] sing1 or [John will dance].
In (171a), either is moved into the Verb Phrase; Identity Dele-
tion may apply to delete the second John will, whose left
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context is C and right context V". (172) is derived.
/
(172) John will either sing or "dance.
In (171b), the movement is into the Modal Phrase, preceding
the modal will. One application of ID deletes the second John,
with left context C and right context M" V"; the second appli-
cation of ID deletes the modal will, which has as left context
C (either / or) and right context V" (sing/dance). The double
deletion gives (173).
(173 )
;
John either will sing or "dance.
Although either-movement is rather free, both-movement is
more constrained; both outside of N" must immediately precede
/
s. Thus (168a) is permitted, but, the analogue (168b) to (173)
is starred. The particular filter for both may be something
like (174), to replace filter (165) and describe *(168b).
(174) * both , unless l{lN Il _
Ie's s
Either has no such restrictions; it is permitted in the envi-
ronment / [s "__, and may be separated from ~ by an intervening
unstressed string, as in (173), above. Both and either differ,
then, in respects ascribable to the both-filter, (174).28
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All, however, is probably the most problematic conjunc-
tive. As Schachter (1973: 406) notes: a "f1.lrther cons-traint
on all, at least when it [arises from) ... an NP involving
conjunction," is that it must be postposed, but that "the NP
of which it is a constituent cannot be sentence-final (or
clause-final) . " Thus.( 175) is per'Ini tted, but (176) is not.
(175) I gave John and Bill and Harry all presents.
(176) *1 gave presents to John and Bill and Harry all.
But "all does occur [arising froml ... a sentence-final NP
headed by a personal pronoun"; e.g.,
(177) I gave presents to them all.
A preliminary formulation of the proscribed environment for
all may be given as (178), which disallows sentence-final all
unless it follows a pronoun. I believe the relevant fact is
that them in (177) is unstressed,29 so that all is disallowed
in I [+stress] -1S' ·
(178) * all I [+stressJ ---]s'
This environment, in which all may not be realized, includes
syntactic as well as phonological features; some such level of
complexity is required. But why is all further proscribed
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inside a coordinate W? I can only suggest that the constraint
is semantic, and related to the fact that all may modify a
singular mass ~ (all the gold) as well as a non-singular
(all the men; [t Q John, Bill, and Tom] all) . Perhaps all, when
preceding a singular W, is sematically interpreted as giving
the mass Wreading, so that all John, Bill, and Tom would
require that all John be a well-formed string. This suggestion
is comparable to the explanation provided for the badness of
~Q Me~both are here; I have assumed the semantic component
errs in reading Men as a generic, and hence finds Men incom-
patible with the quantification imposed by bot~. If this ten-
tative suggestion for all can be developed, there will be no
need for providing a phonological filter to star all John, Bill,
and Harry -- and, indeed, I am not sure such a filter could be
formulated. The proper route, I assume, is to invoke a seman-
tic explanation, like that for #Men both.
There is one more interaction between the rules of the
phonological component and coordinate structures -- in addition
to the C-filter and the Q-filters -- for it is here that the
contrastive str~ss and intonation assigned by 1D will be pho-
netically realized. I follow Gleitffian (1969:93) and Schachter
/(1973) in assuming that the acute-accented string s may be read
with rising intonation; I have extended their analyses to pro-
. "-
vide a falling intonation on the symmetric grave strlng s. In
some cases of coordination (e.g., when there are only two con-
/ "juncts, sand s, each analyzed as a single category), the con-
trastive stress and intonation may be completely nullified, to
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give outputs like (179) and (180). Contrastive intonation is
possible for (179)-(180), but it is not necessary.
(179) Red and green men have arrived.
(180) John will sing and dance.
A formulation of the reduction rule may be as in (181);
if the output string includes § C ~, where ~ and s are the max-
imal stressed strings, and are each composed of a single cate-
gory, then reduction is permitted.
(181 ) / , is C s ~ s C S, where s=X
Then (179)-(180) may receive reduced accent, but John, Bill,
/ / /
and Tom will not, because s=John, Bill, which is not a single
category. This observation derives from Schachter's (1973:417)
claim that contrastive stress is obligatory in coordination.s
having undergone medial conjunction deletion (to give John
adjacent to Bill).
There is perhaps no need to assume that rule (181) actu-
~ , .
ally erases 'and'; rather, sand s may have non-cnntrastlve
reflexes in certain environments (see (181)) without requiring
erasure of the abstract accent markers. If erasure does in
fact exist, then such erasure must follow the C-filter (156)
and the both-filter (174), which crucially refer to sand s.
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2. Excursus
2.0. Introduction
The two topics in this chapter are in the nature of an
excursus, utilizing the resources of· Chapter 1, and analyzing
two phenomena that will be pertinent to the studies in Chapter
3. Section 2.1 is an attempt to explain the facts of Gapping
and word-order possibilities, within the present framework of
a free, bidirectional rule of Identity Deletion, followed by
later output filters. The independent application of two or
more necessary filters can have surprising effect on the per-
mitted range of output structures.
Section 2.2 describes the verb phrase, and the auxili-
aries, in an analysis largely avoiding special transformations
for the auxiliary. I attempt to show that auxiliary verbs can
be freely ordered in the V" (even under V', as the head verb),
and that independent ordering restrictions wiJ.l throw out tl18
disallowed structures. I avoid the use of an Aux node or a
recursive V' node; this matter is important to my analysis of
Verb Phrase Deletion, in Section 3.3.
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2.1.1. Gapping and Word Order
One basic effect of C-filter (*8 unless lu C ) was to
prevent Identity Deletion from deleting a final conjunct's
conjunction,! while permitting 'initial-conjunction deletion'
and 'medial-coiljunction deletion'. C-filter effectively con-
strains the application of the formally bidirectional and
optional Identity Deletion rule, making it inapplicable in
certain cases.
Consider now the deletion of a transitive verb1with its
auxiliary. Since Ross (1967a), the resultant pattern has been
ascribed to 'Gapping', and the relationship between Gapping
and word order has been the subject of extensive but inadequate
analysis. In this section, I will present a table of the per-
mitted (and disallowed) Gapping patterns, and explain them
within my framework of a bidirectional deletion rule, Identity
Deletion, and a following C-filter.
In an SVO language like English, ID may apply forward in
(1) to generate 'Gapped' (2), which will pass C-filter because
, ,
the maximal grave string, Bill beans, is preceded by C. (I'll
write this C as +, to simplify the notation in this section).
(1 ) and [John likes riceJ , and [Bill likes beans] .
+ S V 0 + S V 0
I I ,
"(2 ) J~hn likes rice, and B~ll beans., 0V 0 + S
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C-filter disallows backward 'Gapping' when the resultant
pattern has a maximal grave string not preceded by C. Backward
Gapping is starred in English, under my analysis, because grave
, ~
o is preceded by V, not by C, in (3).
(3) *
*
I
John
I
S
~
rice,
/
o
, ,
and Bill likes beans.
, ,
+ S V 0
In an SOY language like Hindi, both forward and backward
Gapping are allowed because both patterns pass C-filter (i.e.,
"in both, SO is in the environment /C ).
II '-'(4) SOY, + so
1/ , ,
(5) so ,+ SOV.
I now want to systematically discuss the permitted Gapping
patterns in languages with verb-initial, verb-medial, or verb-
final word order; with or without Scrambling; with or without
C-filter; and with or without additional filters such as Sub-
ject-Verb Agreement or a proscription of word order as. Ross
(1967a), Maling (1972), and Rosenbaum (1977) each present some
portion of the table in (6), p.l13 below, but their notations,
data, and framework differ from each other's and from mine.
Each uses an alphabetic notation to distinguish the Gapping
patterns, but the patterns which Ross symbolizes as A, B, C,
and D are called B, D, G, and F by Rosenbaum. I shall avoid
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this confusion by reverting to a notation suggested by
Greenberg's (1963) study of word order: a type I language is
verb-initial (VSO/VOS); a type II language is verb-medial
(SVO/OVS); and a type III language is verb-final (SOV/OSV).
If a language has forward (rightward) Gapping, I will put a
rightward arrow ~ on its roman number; similarly for backward
Gapping. Hindi, for example, is a type tIt language, with both
forward and backward Gapping «4)-(5»). English is a rt l~n­
guage, having forward Gapping only. In the table (6) below,
I list these Gapping types (and some of the non-occurring
types) in the first column; the second column gives an example
attested in the literature. (Discussion of each Gapping type
follows the table).
Column three states which Gapping patterns exist, for a
given language, after ID but before Scrambling and filters.
Since ID is bidirectional, any type 'J' language will have both
J' and :r (symbolized as 1) as outputs of ID. Not all of the
patterns listed in column three, however, may pass the subse-
quent filters. C-filter, for example, disallows 1 and ~
"(because, in both of these, some grave string is preceded by V,
not by C; 'r would be SO+YSO; n would be SO+SyQ). English has
both It and ~ in cloumn three, but ~ will be starred by C-
filter in column five, leaving only :rr (SVO+SO) .
Column four distinguishes freely Scrambling ('yes') from
non-Scrambling ('no') ~anguages. English does not have this
optional rule permuting major constituents within their clause,
but Russian does. If Scrambling obtains, it will generate all
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6 Gapping patterns. For example, Russian has a basic type II
word order, from which bidirectional Identity Deletion derives
IT and n (symbolized as ~). Scrambling can permute the for-
ward Gapped n: into r or I"TJ!; and can permute TI into Y or TIl.
Thus if Scrambling applies ('yes'), it must generate all 6
patterns. Subsequent filters may throw some of these patterns
out; otherwise, as in Tojolabal, all six patterns are trans-
lated into Universal Phonetics (UP).
The effect of C-filter is given in column five. In all
languages, except those of class (6f), C-filter throws out
~ and *!T. In \6~'), Tojolabal Mayan apparently has no coor-
dinating conjunction and, so C-filter may be assumed inopera-
tive (Does Not Apply) in that language; in ZaI'otec (another
(6r) language), C-filter is bled by a stress-readjustment rule.
Thus, in (6f), C-filter will pass ~ and~, although one or
both may be starred by some other detail filter. In English
(not a (6f) language), the input to C-filter from ID is~; C-
~ /.1 .... "filter stars~, leaving just ii' (SVO+SO). C-filter nominally
also stars ~ in English, but this pattern was never input to
the filter, so I place this vacuously starred pattern in paren-
theses for English -- (*Y).
Most lang;uages have some additional detail fil-ter. Turk-
ish and Cherokee (which have Scrambling to give all six Gapping
patterns) disallow verb-initial sentences. This proscription
will apply to the Gapping patterns to throw out any I sent8nce
-- in particular, -:& and ~. Chinese disallows a verb-less
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clause; thus Gapping is totally proscribed in Chinese, because
all 6 Gapping patterns include a verb-less clause. There are
more than a dozen attested paradigms; I discuss these in six
classes (a-f): the Chinese-type languages (6a) which filter
out verb-less clauses, hence disallowing all Gapping; the Mam
(6b), English (6c), and Hindi (6d) classes, which are represen-
tative, respectively, of type I, II, and II languages with no
Scrambling. Two classes «6e) and (6f)) have Scrambling; the
Russian. class (6e) invokes C-filter (disallowing ~ and ~); in
the Tojolabal class (6f), C-filter does not apply, either
because there are no C's, or because C-fllter is bled. Each
class includes some languages with further restrictive filt.ers;
the languages cited above have the most general patterns.
Pattern Language Scramble C-filter
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other Filter
(6a) none Chinese (~r.*~) *V-less clause
(6b) r Mam ¥ no *y (*n) no
fI * " " " "
~
* " "
It·
"
(6c) rl English tr no (*t) *t! no
~
* " " " "
tt' * " " " "
(6d) ~ Basque frrI} no (*!, *rr) SVA:*h"I
(m Japanese " " " V-final:*I'Tt'
~ Hindi " " " no
(6e) r rP hP Russian W yes *t,*n no
ti tr1 Turkish ~ " " *I
r rr rTF Kanobal ~ " " *os:*n,*fn
rl~ Cherokee ~ " " it I;*OS:*t!,m
(6r) ~ tt frt Tojolabal tr
~tl frl Zapotec "
r tl m Quiche "
yes
"
"
DNA
DNA
DNA
no
Focus:*t
*os:? ~
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Chinese, in (6a), is representative of a large class of
languages which allow neither verb deletion not object dele-
tion. The basic word order is immaterial, as are any effects
of Scrambling or C-filter, because any Gapping is disallowed
by a subsequent filter which requires a verb in each clause,
and an object for each transitive verb. These languages do
allow deletion of the subject N" to give conjoined predicates,
e.g., SVO+__VO, so it would be incorrect to disallow all appli-
cations of Identity Deletion. It is interesting that conjoined
I "
transitive verbs are disallowed -- as in Chinese *SV__+__VO --
because the first clause is missing its object. The list of
Chinese-type languages was compiled by Koutsoudas (1971) out
of a data sample of 32 as2 : Akuapan (Twi) , Chinese, Rausa,
Indonesian, Lebanese, Maninka, Susu, one dialect vi Swahili,
Tenne, Thai, Toba Batak, one dialect of Turkish, Wolof, and
Yoruba. Koutsoudas claims Mam as a Chinese-type language, but
Furbee (1973), in an extensive analysis of Mayan Gapping, lists
lVIam as a ~ ( 6b)) type language.
The classes (6b)-(6f) all allow Gapping -- i.e., these
languages do not have the Chinese verbless clause filter.
Classes (b), (c), and (d) do not allow Scrambling. Because
of C-filter, there can be no ~ or ~ patterns which pass the
filters, thus column £ive contains *~, *~ for each of these
classes.
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Mam (Furbee 1973)3 is a class (6b) language, an example
of type P: Mam only allows VSO+SO. Any language in class
(6b) will allow t, an:i not ~, becaus e <:r (S6+vSC)) is blocked by
C-filter. Arabic (KoutsQudas 1971) appears to fall with Mam
into type 'F. Types ~ and ¥ are unattested, since the pattern
~ would only surface in a language where C-filter does not
apply; such Scrambling languages are considered in (6f), and
shown to allow a wider range of patterns.
Class (6c) includes English, French, and German in main
clauses (according to Ross 1967a. Note that German main
clauses have the II word order). These are the type II lan-
guages without Scrambling, which therefore allow only rt (SVO+
~ I" " "SO). (~~ will be starred by C-filter, since SO+SVO contains
,
a stranded 0). See the examples cited in (2)-(3), above.
Koutsoudas gives a number of II languages which permit forward
Gapping (rr), but does not state if these are, or are not,
Scrambling languages. The list includesr Croatian, Estonian,
Finnish, Latvian, Norwegian, Rumanian, one dialect of Swahili,
Swedish, and Zulu. Type II languages which permit Scrambling
are consisdered in (6e); some examples appear to be Hungarian,
Latin, Modern Greek, Quechua, and Russian.
,.
Class (6d) is interesting in that the basic type is the
bidirectional~ exemplified by Hindi (see (~.) - (5) ); to
obtain the more restricted types ~ (Basque: SOV+SO) or~
(Japanese: SO+SQV), some additional filter must be added. Hindi
has basic, or dominant SOY order, or III~ ID will thus give ~,
and C-filter passes both patterns rrr and~, because, in each
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case, the maximal grave string, SO, is preceded by C (see dis-
cussion on p.109). Hindi (cited by Ross 1967a) is represen-
tative of a class containing Amharic (Bach 1970), German in
subordinate clauses (Ross 1967a; the word order is III in sub-
ordinate clauses), and perhaps Persian (Kuno 1971, 1973). An
example of German rIT is given .in (7a), and~ in (7b).
(7a) (Weil) ich das Fleisch aufass, und meine Mutter
(Because) I the meat ate-up (sg.) and my mother
den Salat, (wurden wir beide krank).
the salad, (we both got sick).
(7b) (Weil) ich das Fleisch, und meine Mutter den Salat
(Because) I the meat, and my mother the salad
aufass, (wurden wir beide krank).
ate-up (sg.), (we both got sick).
Ross gives Turkish as a~ language, but Koutsoudas (1971:371)
suggests that Turkish may also have Scrambled Gapping patterns,
to be considered in (6e).
Basque and Japanese (also in Class (6d)) have further res-
trictions. Both Basque and Japanese are basically Hindi-type
languages, wherein ID generates both (8a) and (b), but Basque
throws out (8b) ~tI! unless the final verb agrees with both
subjects, while Japanese throws out (8a) =~ because in Japa-
nese, and other 'strict SOY' languages, some verb must follow
each string of non-verbals. These languages are analyzed
below.
(8a)
(b)
J I ,\
SOV+SO
" "so +SOV
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Gastanaga (1975) shows that Basque allows pattern (8a) to
be derived from (9). The 'Gapped' output is given in (10).
(9) Lindak ardau edaten du ta Anderek esnea edaten dUe
S 0 V + S 0 V
Linda wine drink-]sg. and Ander milk drink-)sg.
(10) Lindak ardau edaten du ta Anderek esnea.
S 0 V + S 0
Linda wine drink-3sg. and Ander milk.
In (9) and (10), the Auxiliary (du) marks third-person singu-
lar (third plural would be dabez). Bas~ue allows 'forward
Gapping', t~o give IT'P, as in (8a) and (10), but disallows the
0ase of 'backward Gapping' given in (8b) and *(11).
(11) *Lindak ardau ta Anderek esnea edaten dUe
S 0 + S 0 V
Linda wine and Ander milk drink-)sg.
One would have expected backward Gapping to be able to d.elete
the singular verb edaten du from the first clause of (9), to
give (11), just as backward Gapping applies in Russian «12),
from Ross (1967a»), and in German subordinate clauses «13),
from Ross (1967a) and Kuno (1971, 1973)).
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(12) Ja vodu, i Anna vodku pila.
s o + S o v
I water and Anna vodka drank-3sg.feminine
(l]a) (Weil) ich das Fleisch,
S 0
(because) I the meat,
und meine Mutter den Salat aufass
+ s o v
and my mother the salad ate-up-Pst sg.
(b) (Wilhelm sagt, dass)
(William says that)
Johann Maria und Peter Anna schlug.
S 0 + S 0 V
John Mary and Peter Anna hit-Pst sg.
In Basque, the expected 'Gapping' output (11) is disal-
lowed, but another pattern is permitted: SO+SOV is permitted
in Basque when the verb agrees with both subjects, in the sense
of normal concord -- if the subjects are Lindak and Anderek,
the final verb must be third-person plural (dabez); if the two
subjects are nik (first person singular pronoun) and berak
(third person singular pronoun), the verb must be first person
plural. I suggest that Basque is a standard SOY (TIl) language,
allowing bidirectional ID but !10 Scrambling; the C-filtar
applies vacuously, but is followed by another filter, a concor-
dance .1'i1ter. which requires agreement between a verb and any
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preceding sUbjects (unless another verb intervenes). In the
'forward Gapping' pattern, SOV+SO, the verb will agree only
with the first subject, as in (10); in SO+SOV, the final verb
will agree with both subjects at once; i.e., with Lindak +
Anderek (to give third person plural) or with nik + berak (to
give first person singular). This number agreement filter in
Basque must be late, and follow 1D, and is not, as in English,
an anywhere filter in the phonological branch. It is intri-
guing that Basque's concordance rule, relating subject to verb,
must ignore the intervening Object when checking the agreement
in a simple clause SOY; perhaps an extension of this allows
the agreement rule to ignore both objects in SO+SOV, to force
agreement betweeen the verb and both preceding subjects.
Examples of the permitted SO+SOV (~) patterns are given below,
to be contrasted with *(11).
(14) Lindak ardau ta Anderek esnea edaten dabez.
S 0 + S 0 V
Linda wine and Ander milk drink-)pl.
(15) Nik ardau ta berak esnea edaten doguz.
S 0 + S 0 V
I wine and he milk drink-lpl.
In conclusion, Basque allows forward and backward deletion,
but the classical backward Gapping pattern (expected in (11))
is not extant, because of an unusual concordance rule. The
fact that (11) is starred would be enough, in some analyses) to
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disallow Basque as an example of backward Gapping, and to
require that (14) and (15) be derived from Right Node Raising,
or some other rule of coordination. In my analysis, the bidi-
rectional Identity Deletion rule gives (10), (11), (14), and
(15), while the subsequent concordance filter stars (11).
Basque is thus a Hindi-type language (~) with some examples
of~ (including the standard test case for Ross's 'Gapping'
rule) thrown out by concordance.
Bach (1970) also claims that there is a language (unspe-
cified) allowing SOV+SO, but starring SO+SOV. I assume that
this language is a Hindi-type language, but that some filter
throws out some or all of the SO+SOV patterns, to result in a
Basque-type language. Such a language could well fit within
my framework of ID followed by filters, of a type (e.g., con-
cordance) independently needed in the language.
In Japanese (also a member of class (6d), the expected
forward Gapping pattern SOV+SO is starred by a filter which is
needed in all 'strict Verb-final' languages, to disallow any
rule from postposing a non-verbal to a position following the
verb. In SOV+SO, the elements SO are not followed by any verb,
so this pattern must be starred, just as SVO would be starred
in Japanese. I assume a surface filter requiring that a maxi-
mal string of non-verbals be starred unless in the environment
I v. My requirement is similar to the one Kuno (1971, 1973)
suggests for Japanese (and Korean): "In Japanese, sentences
must end with a verb ... and ... the gapped pattern SOY SO,
which ends with an object, would violate this constraint.~\
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MY filter is preferable, however, because in both Kuno's analy-
sis4 and mine, there is a medial clausal boundary in the per-
mi tted TIT lsol+ [SOV]. SO is the total yield of a sentence,
and yet that' sent'ence does not end with a v"erb. Following
Kuno's constraint literally would disallow all Gapping in Japa-
nese, making Japanese a Chinese-type language. Following my
proposed filter Iit'erally will throw ollt' SOV+SO, but allov..
SO+SOV. (In the former, SO is not followed by V; in the latter,
the maximal string 80+80 is followed by V). Thus, in my frame-
work, Japanese is a type III, Hindi-like language, in which a
late filter, which constrains word-reorderings, also disallows
the forward Gapping pattern SOV+SO. Relevant examples taken
from Kuno (1971), are given below.
(16) *John ga
* S
John
Marya but-i, Tom ga Martha o.
o V-+ S 0
Mary . hit-and, Tom Martha
(17) John ga Mary 0, Tom ga Martha 0 butta.
S
John
o
Mary,
S
Tom
o
Martha
V
hi t'.
To recapitulate, Japanese and Korean are III languages;
ID gives TTIt; C-filter stars neither IT"P nor ~, but the
-
'strict verb-final' filter throws out any maximal string ~V]*
not followed by a verb. One such string would be ~: SOV+SO;
hence ~ is disallowed.
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Siouan was taken by Ross (1967a) as a Japanese-type lan-
guage, allowing 4J:TI bllt not rr-r: However, IVlaling (1972),
citing G.H. Matthews, claims that Siouan's imperative pattern
is OVS. In the imperative, the Japanese-type filter does not
hold true, since the S is not followed by a verb. How, then,
do we disallow SOV+SO in Siouan? One way would be to relax
the Japanese filter, and merely require that every Object be
followed by a Verb. Then OVS is permitted, but the forward
Gapping pat'tern SOV+SO is disallowed, becallse of the strarlded
Object. Backward Gapping SO+SOV is permitted each Object
has a verb in its right-hand environment. I do not know that
my proposal is the correct one for Siouan, but I assume that
some filter (as motivated as the Japanese filter is, for Japa-
nese and Korean) which is necessary for Siouan will also
explain why Siouan is TIT, and not ~.
We have considered, at some length, ten Gapping patterns.
These were the patterns of non-Scrambling languages. A lan-
guage which has Scrambling will generate, as input to the
filters, all 6 Gapping types: ¥, tr, and ~. After the
application of various filters, seven distinct patterns are
attested -- all Scrambling languages have forwar·d Gapping 1',
rt, and ~, except for some which disallow any verb-initial
clause (thus *t); most also have the backward Gapping type~
(because~ will pass C-filter); some langtl.ages (in which C-
filter does not apply, for various reasons) also allow'
<T and/or~. I will attempt to make sense of this plethora
12.3
of data in the discussion below.
Class (6e) includes the Scrambling languages wherein
C-filter stars ~ and~. We expect all the forward types
r, IF, and rTF, as well as backward~. This is the pattern
exemplified by Russian, Latin, and Quechua. Additional filters
(such as that" starring Verb-init"ial sentences) give the
Turkish, Kanobal, or Cherokee patterns.
Russian is an SVO language (type II), which Ross (1967a)
analyzed as a Scrambling language allowing merely rI', ~ and
~. Since, however, Russian (and Latin and Quechua) also
allow VSO in simplex clauses, we would expect VSO+SO, or type
r. That this is the case has been attested by Kuno (1971) for
Russian, Panhuis (1979) and Ross for Latin, and Pulte (1972)
for Quechua. I will cite the relevant data, since the tables
in Ross and Rosenbaum are at variance with th.e. 'e,mende"d facts.
The deletion facts in Russian (Kuno (1971), citing Mark
Pivovonsky as an informant, but also suggesting caution) are
given in (18), which tabulates results like those of (19).
(18 ) vso+ SO
,. SO+VSO
SVO+S 0
*S O+SVO
SOV+SO
SO +SOV
vos+ OS
,.. OS+VOS
OVS+O S
*0 S+OVS
osv+os
as +OSV
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(19) IT Masa cistila kartosku, a Ania ffi'1rkovku.
s v o + s o
Mary peeled potatoes, and Annie carrots
In Russian, C-filter stars ~ and~, because some maximal
"graave string is not' preceded by C, but rather by V. That is f
" .... " ""the patterns ~ and ~ include the strings +VSO, +VOS, +SVO, or
" "+OVS.
In Latin, Panhuis (1979) has examined certain classics for
Gapping patterns. (It may be noted that literary Chinese
(Sanders and Tai 1972) and literary Persian (Kuno 1971) have
freer deletion patterns than do the spoken languages). Ross
had claimed that Latin had the patterns rr: SVO+SO, rrP: SOV+SO,
and ~:SO+SOV. Panhuis examines Caesar's Gallic War (Books I
and II), Cicero's first Catiline, and the Aeneid,. Book I),
finding 9 examples of TI"T and 6 of' r:r in the prose, and an
example of 1: v· N" pIt + N" P" in the Aeneid (1:118-19).
(20) Apparent rari nantes in gurgite vasto,
V N" pIt
arma virum tabulaeque et Troia gaza per undas
N" p"
=(There). appea~ a few swimmers in the enormous swirl,
(as well as) their arms, planks, and Trojan treasures
allover the waves.
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To the extent that the literature can speak for a language, I
believe it is possible to conclude that Latin, an SVO language
with Scrambling, is of the Russian type, allowing P, TP, and
<ut.
A third language af the Russian-type has beon attested by
Fulte (1972), in a correction of Pulte (1971 and 1973). In
the latter works he claims that Bali'lian Quechua has free word
order (i.e., Scrambling in my terms) but only allows forward
Gapping (~, rt, and ~). He corrects this statement in Pulte
(1972) with: "It has been pointed out to me, however, that
for some speakers of Bolivian Quechua sentences of the form
SO+SOV [<-rTI] are at least ma.rginally acceptable." I therefore
take Quechua as a Russian-type T, rt, ~ language.
Turkish (6eii) may well be representative of a restriction
on Russian-type languages, which disallows verb-initial sen-
tences, thus giving rF and~. Ross (1967a) cites Turkish as
allowing tIt (i.e., SO+SOV and SQV+SO, just like Hindi), but
Koutsoudas (1971:371) notes that (at least one dialect of )
Turkish also allows a type II order SVO. I would expect Scram-
bling to :freely give ¥,~, and nt. Then, C-:filter throws out
t and n, leaving r, m and Trt. If Turkish does not allow
verb-initial sentences (as KoutsQudas implies), then the ~
type would be starred by filter, leaving ~and~. I assume
this is the pattern for Turkish, as well as Modern Greek and
Hungarian (see Koutsoudas (1971:371)). German may be said to
have this pattern as well, but type IIIis only permitted in
subordinate clauses, while type II is the pattern for main
126
clauses.
Rosenbaum cites Furbee (1973Pas claiming that Kanobal
(6eiil) is a VSO language, with Scrambling, which permits all
the forward Gapping types and none of the backward ones. Sup-
pose C-filter stars ~ and~; some additional filter would be
needed, in my analysis, to star the expected~; I do not know
enough about K~nobal to v6rify Furbee's claim or to suggest a
filter. I note, however, that Furbee (1974) lists KanobaJ_ as
similar to Tojolabal (which does allow~), and also I note
that some of -these Guatemalan Mayan languages have unexpect'ed
proscriptions of the order as (see Table 4 in Rosenbaum 1977).
I will e'mploy an independent"ly needed restrict"ion on as to star
~ in Cherokee; perhaps such a filter could also describe
Kanobal (which disallows expected ~), and Mayan Cakchiquel and
Ixil (see table 4 in Rosenbaum) which disallow OS in certain
environments. For the present, I will retain Kanobal as r;
~. rrP language, and leave the proscription of !II to an
assumed, but unformulated, filter.
The facts of Cherokee (6eiv) are rather more interesting,
both because it has been (incorrectly) claimed to behave like
Quechua and Kanobal (which, as I have shown, do not even behave
similarly), and because the facts of Cherokee are presented in
moderate detail in Pulte (1972). Pulte llotes that Cherokee
disallows verb-initial sentences. (*VSO, *VOS) , and also dis-
allows OSV. On the basis of these facts alone, I would Guggest
that Cherokee has Scrambling, and two phonological filters
r
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effectively constraining the application of Scrambling -- one
filter disallows t"ype I sent'ences, and t'he other fil t'er dis-
allows contiguous object and subject, in that order: *08. In
simplex sentences, such filters give the paradigm below.
(21) *VSO by *I-filter *uduliha asgaya adela
*VOS by *I-filter; by *OS foilter *uduliha adela asgaya
SVO asgaya uduliha adela
OVS adela uduliha asgaya
SOY asgaya adela uduliha
*osv by *08 filter *adela asgaya uduliha
money man wants
Clearly, there will not be any Gapping types P or ~,
because I is starred by filter~ this is indeed the case. (Also,
~ is starred by C-filter) . But' now consj.der t'he rt, 'II, m,
and~ Gapping patterns, while dist'inguishi11g between the
subject and object. If C-filter throws out~, and the *08-
filter disallows as wit'hin a clause, we expect the paradigm
(22), below.
(22) *r
~
IT: SVO+SO
*svo+os
ovs+so
*ovs+os
*h:*so+svo
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by *I-filter
by *I-filter, by C-filter
"asgaya uduliha adela, agehya-hno asano"
man wants money woman-and dress
by *OS-filter
"adela udvtliha asgaya, agehya-hno asano"
by *OS-filter
*by C-filter
*os+svo
*SO+OVS
*os+ovs
"
"
"
by *OS-filt"er
, by *OS-filter
*sov+os
*OSV+SO
*osv+os
~ SO+SOV
*os+sov
*SO+OSV
*os+osv
"asgaya adela uduliha, agehya-hno asano"
by *OS-filter
by *OS-filter
by *OS-filt"er
by *OS-filter
by *OS-filter
by *OS-filter
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The predictions, based on independently needed filters and
the application of C-filter, are almost exactly right. Pulte
does claim the patterns SVO+SO, OVS+SO, SOV+SO (with no
explanation for the pro8cribed patterns in types ~ or ~),
but he claims that sentences like nT, "with the reduced con-
junct to the left, are emphatically rejected by Cherokee
speakers ft. (He does not cite an example).
(23) * SO+SOV
My analysis re~uires some modification of a required filter,
to star frrr. One possibility is to claim that, as for Basque,
pattern (23) is permitted with a plural verb, and that Pulte
did not elicit it because he had no reason to try such a plural
verb. A second possibility is to modify the *08 filter (which
Pulte should have used, but did not consider, to disallow
Gapping remnants OS). If as need not be a clause-internal
string, then I could modify the as filter to star as unless 0
follows its verb. The same paradigm will obtain for simplex
sentences as was given in (21); the only difference is that
vas is not doubly starred, but is only·proscribed by the *Verb-
.t initial fil t·er-. The new *08 filter will have a distinct effect
on the patterns ot- (22), however, in that it will star every-
thing it did before, as well as starring SO+SOV. Phe medial
string in this pattern i~ as, in which the object ~is not pre-
ceded by ~its verb. (The conjunctiqn -hnQ is.cliticiz~d onto
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the following word, so ... 0+8 ... may be analyzed as
as ... , and hence subject to the *OS-filter).
I assume that my *CS-filter, or some version like it,
throws out the recalcitrant case in~ (SOtSOV). The *OS-
filter, in some form, was needed to throw out 8 of 12 other-
wise perrnitted Gappil1g patterns; extending it to a ninth does
no damage to the simplex sentence paradigm, ann neatly accounts
for the unusual pattern as being due to an unusual as filter.
Further work could show whether it is the OS-filter, or a con-
cordance filter briefly proposed above, which has the effect in
Cherokee of starring *SO+SOV.
The final class, (6f), contains Scrambling languages
which apparently do not invoke C-filter (therefore, all 6 Gap-
ping types are expected). All attested languages in this class
are type I languages; perhaps class (6f) can be restricted to
only Scrambling type I languages.
The Guatemalan Mayan languages Tojolabal, Tzeltal,
Tzotzil, Cakchiquel, and Ixil are cited by Furbee (1973, 1974)
as allowing~, ~, and.~. This would follow at once if there
were no C-filter in these Mayan languages. And, indeed, Furbee
(1974: 300) st'at'es tllat "To j olabal has 110 coordinating con junc-
t'ion equivalent" to and : sok [as in (24)J translates as
'with/and', but is a nominal acting as a stative verb." 6
--
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v
" "(24a) Y-i?-a b'ak'et Hwan, cenek' Cep, sok
he-took meat John beans Joe, with/and
t"ek' ul lVIa1Jwel.
frui t Marluel.
"
v(b) B'ak'et HVtian, cenek' Cep, s'ak y-ilJ-a
meat John, beans Joe wi t'h/and he-took
tek'ul IVIa1Jwel.
fruit Manuel.
Assume that Tojolabal introduces conjuncts without any coor-
dinating conjunction (though perhaps sok may be internal to a
conjunct), via the rule X -? (X)*, and assume that Tojolabal
allows ID to operate freely, to derive Forward and Backward
'Gapping' sentences as in (24), above, and (25), below.
(25a'} cenek' "Y-i?-a b'ak'et Hwan, Cep, tek'el lVlalJwel.
he-took meat John, beans Joe, fruit Manuel.
(b) cenek' v Ma1Jwel.B'ak'et Hwan, Cep, y-i?-a tek'ul
meat John, beans Joe, he-t'ook fruit ~llanuE!l.
A language without C should not invoke the C-filter, for
the function of C-filter was to mark certain conjuncts with
the C generated in place in the Base. Since Tojolabal appar-
ently has no C constituent, such a filter would be contradic-
tory. I will assume then, that while coordinating~PSR recur-
sion and ID are universal rules, the C-filter is merely uni-
versally available, and employed only if a language uses C in
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generating coordinate structures in the Base.
Tojolabal then, should Base generate I, and should give
<tp by ID. Scrambling expands this to ~, ~, and nt. No
filters apply, so all 6 Gapping types are output.
Rosenbaum (1977) discusses the Mayan cases briefly, with
no attempt at explanation; his primary interest is in Zapotec
as a counterexample to proposed analyses of Gapping. In my
analysis, in Zapotec, as in Tojolabal, C-filter does not apply.
This would appear to be an unpredictable fact, for Zapotec cer-
tainly has a coordinating conjunction, ne,which Rosenbaum trans-
lates as and. It may be that Zapotec's basic I pattern is
i'mportant here) for languages wherein C-filter does not' apply
seem (from my limited data) to be restricted to type-I Scram-
bling languages. (Somewhat below, however, I will show that C-
filter may be bled in Zapotec by a readjustment rule. Thus,
although C-filter does not apply, it will, as predicted, exist
in Zapotec). The analysis I will assume for Zapotec is that
it is a VSO langua~e (as Rosenbaum shows) which will therefore
give ~ as the output of I12.; i t freely Scrambles, to give ~ ~,
and~; it is not subject to C-filter (hence all 6 types are
expect'ed), but' it' is subject to two iXldependent'ly needed fil-
ters for simplex clauses, which throw out some of the gapping
.patterns.
There must be a filter (following Scrambling) to disallow
OS when commanded by a verb. as is thus starred in a clause
vas or OSV, but permitted as a Gapping remnant (when the verb
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has been deletedl With the added proviso that the subject and
object must be in the same order in the two clauses after
Scrambling, the output of Scrambling should be:
(26) r vso+so
*vos+os
so+vso
*os+vos
It svo+so
ovs+os.
ill sov+so
*osv+os
so+svo
os+ovs
ill so+sov
*os+osv
Remarkably J (26) is incorrect, in that one additional pat'tern
~) is thrown out: * SO+VSO. The only assumption I can offer
is that a needed 'focus' filter will incorrectly apply to star
so+vso. This focus filter is needed, it appears to me, to
account for Rosenbaum's (pp.381-1) restriction on Scrambling
of emphatic ([+focu~) constituents: focal scrambling is not
II II
permitted t·o give VSO or VSO as output: "the unmarked order in
Zapotec is VSO. By llnmarked, I mean that order of main consti-
tuents that requires a normal intonation pattern and does not
select out any constituent for focus, emphasis, etc.". But
suppose that the grave accent, assigned by ~, is read by the
focus filter as identical to Rosenbaum's feature ~focus], or
emphasis. " "HThen VSO will be starred just like VSO, or VSO,
wherein an emphatic (focused) subject or object is not preposed.
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(27) * gudo xwain biza
II
* gudo Jc'nain biza
gudo xwain biza
V S 0
eats John beans
My claim, then, is that to explain the exceptional
* SO+VSO, one may assume that the grave accent assigned by ID
is identical, at the level of the filters, to the focal, empha-
tic stress permitted as a non-normal intonation. If this is
so, one has an explanation for the other peculiarity of Zapotec
-- the inability of C-filter to apply. For if grave accent is
,
identical to focal, emphatic stress, the s may well not trigger
the application of C-filter. That is, assume that Zapotec
, P
rewrites s as merely e'mphatic s, perhaps by a stress read just-
ment rule like that given late in Section lc3.3 for English.
If s is rewritten as ~, before C-filter applies, then C-filter
will be bled; we can assume that Zapotec retains C-filter, but
"-that, by the time of its application, grave s has been rewritten
II
as s. Then the exceptionality of Zapotec reduces to a readjust-
" 1/ment rule, rewriting s as s. With the focus and *OS filters,
the correct patterns of (26) are generated.
The remaining language in Class (6f) is Quiche, which
Furbee (1974) claims to "behave similarly to Tojolabal with
respect to gapping," but which, according to Rosenbaum (citing
Furbee (1973)7) is distinct from Tojolabal Mayan in that Quiche
-
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does not allow the backward Gapping patterns Tand ~ (thus
Quiche would only allow r, ~ and rTF). I do not have enough
data about the as sequences permitted in Quiche, but I assume
that at least some of Quiche's otherwise allowed Gapping types
are thrown out on the basis of OS strings (just as Cakchiquel
and lxiI, which also "behave similarly to To jolabal wi th res-
pect to gapping", must' throw out certain patterns containing
vas or asv). Whether such an approach will work or not is to
be determined on the basis of much more data; it was shown, in
the discussion of Cherokee, Japanese, and Basque, that slight
modifications of standard filters can have surprising effects
on otherwise orthodox Gapping patterns. I will assume that
motivated filters of Quiche will also account for its Gappi~g
patterns.
The conclusion of this section on Gapping and word-order
is that the rules of Chapter 1 appear to be appropriate to an
initial characterization of the permitted Ga.pping patt'erns.
No single rule of Gapping (and no single rule of coordinat-ion)
can describe all restrictions on coordination available to
different languages. Rather, I have suggested a simple, bidi-
rectional, optional rule of Identity Deletion, to apply itera-
tively to co·ordinate N" or S", and permitted to feed variolls
filters (including C-filter), either universal or language-
paticular. As an example, the Gapping rule of Japanese is
identical to that of Hindi -- both are actually the unconstrained
application of ID to delete a verb. But the output filters for
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Japanese differ from those of Hindi, so Japanese disallows
rrr'SOV+SO.
The rule of ID, and the C-filter, remain quite simple,
while Scrambling adds greatly to the number of patterns; vari-
ous filters, of independently necessary types, will throw out
certain of the Gapping patterns. The resulting paradigm cannot
be ascribed to one single Gapping rule, or even to one compo-
nent of the grammar, but is the effect of the whole of the
grammar, as was analyzed in Chapter 1.
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2.2. Auxiliaries and Verb Phrase
The topic of this section is the internal structure of
the verb phrase, and, in particular, the position of the aux-
iliary verbs, like can, have, be, do. This topic is important
to my analysis of Gapping and Verb Phrase Deletion; Sag (1976),
for example, devotes his first 40 pages to a reanalysis of
Akmajian & Wasow's (1975) study of auxiliaries. I cannot
accept Sag's proposed solution for a number of reasons, the
most important being that he t"akes V" as recursive (\f'4 Aux V");
this is impossible in my framework, which assumes that the
only recursive categories are the cyclic N" and SIt, and that
the only directly recursive PSR is PSR (2) of p. 15, above.
In my analysis, I attempt to avoid transformational rules
of Affix Hop, do-Support (or do-Drop), and have/be-Raising, by
using subcategorization and filters, within the framework of
Chomsky & Lasnik' s grammar1l , t·o describe the auxiliary data.
In the following pages, I shall give the generalized structure
of an X" cat"egory, and then apply t"his st'ructure to verb
phrases, auxiliaries, and modals. I next restrict the per-
mitted orders of auxiliaries, based on suggestions by Emonds,
McCawley, Ross, and Schachter, and finally I present the trans-
formations of SUbject-Aux Inversion and Neg-Incorporation. I
defer examination of Verb-Phrase Deletion until Section 3.3, in
a discussion of Sag's (1976) analysis of this rule.
-138
The structure of an X" category (as assumed in Section
1.1.1), is that in Chomsky's (1970) "Remarks on Nominalization."
The highest-leve]. category (the major phrasal category) is X".
Chomsky's formulation of the X-bar convention rewrites X" by
PSR (28a), arld rewrites X' by PSR (28b). The lexical category
X (ranging over N, V, A, etc.) is the 'head' of X". The sub-
tree generated is as in (28c).
(28a)
(28b)
Xlt ---1 SpecX' X'
X' ----). X CompX
(28c) X"
Specx, X'
X CompX
Chomsky does not view CompX as a categor~ because no
transformation refers to CompX. Rather, CompX is a cover sym-
bol for the string of complements which follow X, as daughters
to X'. For example, N" and pIt are complement"s of the verb put;
the pertinent structure is (29), and not *(30). Note that
while a transformation might front V', or prepose N" or pIt, no
tra11sformation may refer to N" pIt as a single constituent.
V"
..~
V'
V Nil
r J
put John
pIt
I
to bed
*(30) V"
.A
v·
A
v Compv
/'\
N" pIt
I I
put John to bed
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A final point, before turning to SpecX" is that the com-
plements of X may well be restricted t·o X" categories -- per-
haps N", pIt, A", SIt. Furthermore, it should be remembered
that the insertion of lexical items into a pre-terminal Phrase
Marker is by the Lexical Insertion rule, which substitutes
lexical entries for the Complex Symbols (CS's) under lexical
nod.es (X), when the strict subcategorizat'ion and select'ional
restrictions of the lexical entry are met. This matter will
become crucial somewhat further on.
Specx' is taken by Chomsky as a category; SpecV' is the
traditiOll8,l Aux node; SpecN, is Determiner; etc. Jackendoff
(1977:37) suggests, however, that SpecX' is comparable to
CompX in being merely a cover symbol for a sLring n~ speci-
fiers, and in not being a category. To Jackendoff's knowledge
and to mine -- "there is ... no evidence that complement's
or specifiers function as constituents -- they do not move or
delete as units, and unlike normal constituents, no part can
140
be designated as a head." I assume) wi th Jackendoff, that·
there is no Aux node (i.e., no Specy ,) dominating the auxiliary
verbs. The auxiliary verbs [have}y and [been]y' in They have
been eating rice, are each sisters of y'=eating rice. [Have]y
and [been]y may each be called "specifiers" of y., but they are
not together the yield of a rutative SpecV' node. Rather,
[have]y and tbeen]y are -iaughters of Y", sisters of v'.
The structure I am a8suming is that of (31); I use ~
John to bed as the V", to show the parallelism between the com-
plements of V and the specifiers of V'. (See Section 1.1.1 for
sa as the symbol for clause; S' is right-sister to COMPlemen-
tizer, under sn). S' (clause) also may have an optional medial
daughter, Mn, which will be discussed somewhat below.
N"
They
(31 ) "/S~
V
ha~e b~en/ \-~
V N" P"
J I \
put'tlng John to bed
In (31), the specifiers of V' are classified simply as
verbs, arid not as auxiliaries. Since the auxiliaries are
optional, and the complements are not always needed (e.g., for
true int'ransitives ), I suggest t'ha-t the general form of V"
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should be as given in (32).
(32) V"
//\(v)* V'
/\
V (x")*
Here it· is clearly st'at'ed that· t'he l1ead of V" (i. e., the Verb
under VI) is obligatory, but that the specifiers (auxiliary
verbs) and complements (here written as Xu) are optional and
infinitely iterative. The fact that English allows only have
bee!}, and not have had been as auxiliaries in V.. is not part
of the generalized PSR's; nor is the fact that put requires
two complements, N" and P", while a t'rue intransit'ive has no
complements. The PSR's are rather free; the pertinent restric-
tions are determined by the lexical entries of the verbs them-
selves. I shall now examine these restrictions.
The first step is to position the modal auxiliaries. I
shall accept Jackendoff's claim (1972:100-107; 1977:47-50)
that modals are the yield of a medial modal phrasal category.
In my terms, this is M". I assume that M" is an optional
daughter to S'; that the Specifier to M' may include speaker-
oriented and subject-oriented adverbs (see Jackendoff for dis-
cussion), and that the Complement to M is null. Auxiliary
verbs may be inserted under M, but only if they are marked
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[+modal] in the lexicon. Can, may, shall, will, must are
[+modJ; have, be, do, leave, etc. are [-mod].
Taking the modals as generat"ed outside of V" permi ts
Jackendoff a unitary rule of semantic interpretation for the
speaker-oriented abverbs (probably, possibly, etc.) -- which
are crucially dominated by clause (S'), but not by Ve~b Phrase,
in Jackendoff's analysis as well as for the interpetation of
modals: John can go may be interpreted as POSSIBLE (John go).
Furthermore, in an analysis where Gapping remnants must be X",
t'akingmay as the yield of M", and out'side of V", allows the
derivation of (3)a) as well as ()4). In (33) (Fiengo's 1974:
.. ,
118: (20) ), may is deletable, because it leaves a complete V",
but may have is not deletable, because it leaves an incomplete
"V" J which is not analyzable int·o (X")*.
(33a) Jones may have been crying, and
Smit'h have been trying to st;op him.
(b) *John may have been crying, and
Smith been trying to stop him.
For me, (J3a) is not totally acceptable, perhaps because the
string of identical auxiliaries must receive contrastive stress.
I prefer (34), which is exactly as good as (35) for me; the
conclusion I draw from (33)-(35) is that modals may be gener-
ated outside of V".
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(34) On Tuesdays we could wash dishes, and
'·on Wednesdays, [play pokerl.
- - V"
(35) On Tuesdays we wash dishes, and
on Wednesdays __ [play poker],;.
And finally, the evidence that M is the yield of a phrasal
category M~ includes Gapped sentences like ()6), where won't
is a possible re"mnant -- and, therefore, an X".
/ I(36) On Tuesdays we will wash dishes, but
/ ,
on Wednesdays __ won't
Further discussion of Gapping and V" is continued in Section
3.3.
If modals are inserted under M (i.e., the [+ffiod] lexical
category), then we can prevent the insertion of non-modals by
si'mply specifying t'hem as [-modal]. In ffi:)r analysis, modals
are [+verb, +modalJ; they inflect" (in part) as other verbs do,
retaining a Present/Past morphological distinction, but having
lost ~(except in archaic usage) the special marking for the
second person singular. Modals are like other auxiliary verbs
in being subject to Subject-Aux Inversion (in questions and
other affective environments) and Neg-Incorporation (clitici-
zation of not, or nit, onto the auxiliary verb). I will now
attempt to characterize the auxiliaries.
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The auxiliary verbs are those verbs (categories which
can be inflected for tense, person, and number) to which the
rules SAl and NI can apply. In a root sentence with an affec-
tive 'trigger', SAl fronts the first auxiliary verb over the
subject N" . Similarly, Neg-Incorporatj.on elit'icizes not' onto
the first auxiliary verb. The' auxiliaries are the modals
(can, will, shall, may, must), do, and have, be. The non-
auxiliaries include eat, read, leave.
(37) Can John eat?
John can' teat·.
(38) Does John eat?
John doesn't eat.
(39) Has John eaten?
John hasn't eaten.
(40) Is John eating?
John isn't eating.
(41) *Eats John?
*John eat'sn' t
(42) *Reads John?
*John readsn't
(43) *Leaves John?
* John leavesn' t·.
Each of the auxiliary verbs in (38)-(40), either must or may
be specified in the lexicon as bearing a positive strict subca-
tegorization restriction [+__V]; each of the non-auxiliaries
«41)-(43)) is marked, by the redundancy convention of Chomsky
(1965:165), as (-__V]. It is for this reason that eat, read,
and leave cannot be inserted, in the Base, as specifiers to
V'. In such a position, they would have to precede the Verb
which is the obligatory head of V", and in so doing would vio-
late their strict sUbcategorization. Therefore we do not
generate (44).
(44) *John eats leave.
*John reads eat.
*John leaves leave.
I have tried to show that it is not necessary to mark the
specifiers of V" as [+auxiliary], in the Phrase Structure Rules;
leaving them as merely [+verb] is sufficient, because the non-
auxiliaries are prevented from being mis-inserted by the strict
sUbcategorization rules (The strictly local nature of these
rules would have prevented a similar argument if there existed
a SpecV' node dominating all the specifiers. I have assumed,
with Jackendoff, that there is no such node. See Chomsky
(1965:99-100,216». If possible, it would be a valuable move
to avoid ever referring to the putative feature [+aux]. Let
us consider [+__v] as the feature distinguishing auxiliaries
from non-auxiliaries, and as being the syntactic feature, in
the Complex Symbol for a verbal category, which triggers SAl
and NI.
One problem with such an approach is that be, and British
have, are auxiliaries even when not in the environment I__v.
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That· is, copular be and (Brit'ish ) possessive have are both
sUbject to SAl and NI.
(45a) Is John here?
(b) John isn't here.
(46a) Is John a fool?
(b) John isn't a fool.
(47a) Has John a quid?
(b) John hasn't a quid.
The various uses of be (progressive and copular (and
passive» are phonologically identical and syntactically dif-
ferentiated only in t"hat copular be takes X" complements
(adjectival phrase, noun phrase, locative prepositional phrase),
while progressive be is followed by a verb in t'he agreei.ng,
progressive form (V+ing). To the extent to which it is not
accidental that be is the verb used to form the progressive,
the two uses of be should share semantic features, also. I
suggest that be has a bifurcated lexical entry,8 in which the
two be's share all phonological and most syntactic entries, but
differ in certain subcategorization features. Progressive and
copular be are both auxiliaries, in that they are sUbject to
SAl and NI, and are hence marked [+__V]; copular be is also
[+_X"] , where X" can be a predicate noun phrase, adjective
phrase, or locative prepositional phrase. The interpretation
of be as a copula is dependent upon this argument position
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being filled by X". Copular be is marked l+__v] to allow an
economical statement of the unitary syntactic properties of pe,
but the argument following copula be must be X", to allow copu-
lar interpretation. Similarly, progressive be has restrictions
not shared by copula be: progressive be includes, in its par-
ticular fork of the lexical entry for be, a selectional res-
triction requiring that any verb immediately following be must
be in the progressive g~ade (e.g., eating, singing, coming),
as opposed to the perfect grade (eaten, sung, come) or the
base grade (eat/eats/ate, sing/sings/sang, come/comes/came).
Selectional restrictions are assumed (Chomsky (1965:165)) to
be negatively specified in the lexicon. Progressive be will
include the entry [- [+verb JJ which requires, by the
--- -progressiv '
conventions in Aspects, that the verb following be will be in
progressive form. This proposed application of selectional
restrictions is in keeping with Chomsky's (1965:92) illustra-
tive examples of seletional rules applying "somewhat in the
manner of ordinary rules of agreement in many languages." The
selectional restriction [----~;~~~JJ forces agreement between
be and the following verb -- so the interpretation of be as
progressive depends on the following verb being in the agreeing,
progressive grade.
The lexical entry for have is similar to that of b~; in
British English, the auxiliary feature [+__V] is common to
perfective· and possessive have; in American English, the two
haves share some features, but do not share [+__V]. Thus, in
American English, possessive have is not an auxiliary verb,
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while it is an auxiliary in British. The selectional restric-
tion on perfective have, in either dialect, is [---[~~:~~ecJ] ·
I have assumed that there are three grades of the verb
progressive, perfect, and base. The base is the unmarked
grade; unless some non-base form is required by a selectional
rule (like those listed above for be and have), I aSSllme that
the unmarked grade must be used. Modals and do don't select a
marked grade; hence the verb following these auxiliaries will
be in the base form. Similarly, a clause's first verb (whether
auxiliary or not) will not be in the marked perfective or pro-
gressive grades. ~he first verb of a sentence, in the base
grade, must bear inflection -- unless the sentence is infini-
tival or gerundive (with for or Poss in the Complementizer).
Inflection, in my analysis, is freely assigned in the Base
(except in infinitives or gerunds) to the sentenceVs first
[+verb]; the assignment of inflection does not, of course,
change the grade of the verb, from [-perfect) to L+perfect], or
[-prog] to L+prog]. The base form of the verb includes, there-
fore, all non-participial forms sing/sings!sa:qg.
The various restrict-ions I have suggest"ed, to this point,
on the ordering of verbs, are that (i), non-modals may not be
inserted under M, because they bear [-mod]; (ii), non-auxili-
aries may not· be inserted, in V", except" as the head verb under
VI, because they bear (by redundancy) the subcategorization
feature [-__V]; (iii), aspectual have and be must be followed
by the perfect and progressive grades of the verb, because of
their selectional restrictions; (iv), participles are only
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allowed when selected for by the aspectual verbs, because par-
ticiples, as marked grades, are disallowed unless required;
and (v), the first verb (and only the first verb) of a finite
clause is inflected for person, number, and tense. The Phrase
structure Rules for. V" and V' have been simplified, in that
the specifiers of V', and the head V, are merely written as
[+verb], and not as [+aux] or l-aux]. Auxiliaries are not
restricted to SpecV'; rather, an auxiliary is any verb per-
mitting [+ V], and may be an aspectual (have, be), copular be,
possessive have, semantically empty do, or even a modal. In
the last case, the subcategorization feature [+__V] must be
paired, by 'lexical redundancy'J with the feature [+ ] to
allOW a mod~l to be alone under M'. For note that the
strictly local nature of the strict 8ubcategorization features
disallows a search outside of MI, to look for the verb required
by a modal's [+__V]. Hence, if modals are to be characterized,
with other auxiliaries, as [+__VJ, then they must also bear the
feature [+__], to allow [ John] N"- Lcan ]1Vl,,-[ g£]V" · The relevant
mechanism would seem to be a lexical redundancy rule :
" [+ V ] ~ [+_]". 9 This rule would further entail that an;y
auxiliary can be final in its verb phrase, and precisely such
are the facts commonly ascribed to 'Verb Phrase Deletion",
which is said to apply to delete a string, leaving some auxili-
ary in V"-final position. My analysis (which agrees in several
respects with that of Schachter (1978)), views the rule of VPD
as an artefact, and generates such sentences in the Base, using
the [+--J feature of the auxiliary verbs (i.e., those verbs
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whose lexical entries also bear [+__vJ). This matter receives
further attention below and in Section 3.), under discussion
of Sag's analysis.
A further set of restrictions on the ordering of the aspec-
tual auxiliaries (perfective have and progressive be) combines
restrictions suggested by Emonds (1976:209-211), McCawley
(1971), and Ross (1972). Perfective have may be followed by
progressive be (as in have been eating), but the orders per-
fective + perfective (have had eaten) or progressive + perfec-
tive (be having eaten) or progressive + progressive (be being
eating) are ungrammatical.
Emonds (1976) observes t"hat verbs of temporal aspect
"take clause complements that (i) may not have expressed sub-
jects •.• and (ii) never begin with the perfective auxiliary
have." He cites the sentences of (48) as ungrammatical.
said something important
eaten dinner.
been examined.
began having
continued
stopped
*John
(48)
Emonds classifies the aspectuals perfective have and progres-
sive be with the verbs of temporal aspects, thereby predicting
that the sequences perfective + perfective (have had eaten) and
progressive + perfective (be having eaten) are just as bad as
(48). See (49)-(50) below.
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*John will have
had eaten dinner.
had overeaten.
had written a letter.
(5°)
*John was
having said something important
having eaten dinner.
having been examined.
Is Emond's prediction correct? Some speakers find (48)
marginally better, and more interpretable, than (49)-(50).
For me, this is not so, but I do agree with Emonds that (51)
provides an apparent counterexample to his claim, for it is
always better than (52a) or (b).
(51) ?John will begin to have finished his work
before it is time to leave.
(52a) *John will have had finished his work before
it is time to leave.
(b) *John had had been examined
before everyone else arrived.
Emonds claims that (51) is ungrammatical, though interpretable,
and he marks it as 'slightly unacceptable'. (52a) and (b),
however, have an apparently less complex temporal verb than
does (51), and "no interpretation can be imposed ... to reduce
152
their unaccept'ability. ~' Emonds' point, as I take it, is that
aspectual have and be are, in their specified semantic features,
simpler than is begin: "if we t'ake ... [the former] morphemes
... and consider the set of features that would be necessary
to uniquely specify their intrinsic lexical semantic context
and their deep structure distribution, I claim these features
would all play a role in th.e transformational component, il:lde-
pendent of any insertion rules. IIlO Whether this strong claim
is true or not, it does seem to me appropriate to distinguish
·t'he aspectuals t.ave and be as simpler than start or finish, and
to require the more complex temporals when an interpretation
of temporal + have ~is required. That is, while some sort of
interpretation may be given to (53), no interpretation exists
(53) ?John started having finished.
?John finished having started.
(54a)*John was having finished.
(b)*John h~s had finished.
I would say that the sequence temporal ',- have is semigrammati-
cal, and has reduced acceptability when no interpretation can
be assigned to it. Whether this reduced acceptability should
be correlated directly with reduced grammaticality is a moot
point, but I assume not. However, there is yet a third factor
reducing the acceptability (and, in this case, the gramrnatical-
ity) , of (49), (52b), and (54b). Emonds claims that if a
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sequence X-Y is semi-grammatical, "the unacceptability of the
combination will be greater if .. the combined morphemes are
identical". He cites the one one as worse than the two ones;
starting starting as worse than beginning starting; and for for
as a worse COMP-COMP sequence than for that. I think Emonds is
correct; I read tllese examples of x-x as if' t"hey were redupli-
cation, rather than attempting to give them an interpretation,
as I would do with the semi-grammatical X-Y sequences. If X-X
is worse than semi-grammatical X-Y, then the sequen0e perfect +
perfect should be worse than otherwise predicted. For three
reasons, then, perfect + perfect has reduced acceptability. I
assume that the simultaneous application of the three con-
straints throws out perfect + perfect as definitely ungramma-
tical. (For an analogy, see Kuno (1976) on Gapping).
Two constraints have been given, .also, to explain the
reduced acceptability of progressive + perfect -- the sequence
is one of temporal verb + perfective have (giving semi-gramma-
ticality), and the acceptability is reduced because of the
non-complex nature of the temporal verb (i.e., no interpreta-
tion can be given, as is given to start having finished).
McCawley (1971) has suggested a further constraint, which, in
conjunction with the factors cited above, may well suffice to
star progressive + perfective. It is well knowrl that stative
verbs are less than acceptab,l.e in imperatives and progressive
forms (as well as in do-something and do-~ constructions, and
in persuade-complements, remind-complements, etc.). Compare
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stative know with non-stative sli0e. (Data from Lakoff 1966,
cited in Lakoff & Peters 1966, with their jUdgments).
(55) *Know the answer!
Slice the salami!
(56) *1 am knowing the answer.
I am slicing the salami.
(57) *What I did was know the answer.
What I did was slice the salami.
(58) *1 knew the answer, and George did so, too.
I sliced the salami, and George did so, too.
(59) *1 persuaded John to know the ans,ver.
I persuaded John to slice the salami.
(Akmajian, Steele, & Wasow (1979:19) observe that the pro-
hibition of statives from the progressive environment may not
be as clear-cut as impJ.ied above. They cite t-he stative con-
tain in Our samples are containing more protein every day, and
claim acceptability for this sentence. Presumably they would
also accept John is knowing more answers every day as accept-
able. For me these are, to some degree, unacceptable; I shall
assume they have semi-grammatical status, with interpretation
permitted j.n some contexts.)' Consider now the porfect'ive have
in the progressive environment. McCawley claims that perfec-
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tive have is a stative verb (*Have leftl; Wh.at I did was have
left; etc.); thus (60) -- progressive + perfective -- should
be as ungrammatical as (61) -- progressive + stative.
(60) *John is having slept long.
(61) ??Our samples are containing more protein every day.
In fact, (60) is always starred, while (61) is somewhat
better. But there are, in fact, three constraints reducing
the acceptability of (60) -- (i), the seq~ence temporal verb +
perfective have (cf. (48»); (ii), the sequence progressive be +
stative have (cf. (56»; and (iii), the impossibility of finding
sufficient semantic complexity in the aspectual verbs to force
a reasonable semantic interpretation (cf. (53)-(54». No one
of these factors is sUfficient, but the three together are
sufficient to mark (60) ungrammatical and uninterpretable.
I would like to suggest, as an addendum to McCawley's
analysis of perfective have as a stative, that progressive be
is also stative. It is true that imperatives, like be studying,
are rather good in certain contxts; but a correct analysis of
statives should mark imperative statives merely as semi-gram-
matical, unless other factors intervene to make them worse.
For me, ??Be studying the answer I is as bad, in isolation, as
the true stative ??Know the answer! Both are more acceptable
in the contexts of (62) and (63).
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(62) Be studying the answer when I returnl
(63) Know t"he answer when I ret"urnl
The possibility of progressive imperatives, as in (62),
should not· prevent the assertion that both aspectual have ancl
aspectual be are statives, and are as bad in the test sentences
as in know the answer. Compare (64) to (55)-(59), above.
(64) ??Be studying I
*1 am being leaving.
*What I did was be leaving.
*1 was leaving, and George did so, too.
??I persuaded George to be leaving.
I conclude that progressive be is stative, and since statives
are somewhat or completely unacceptable in the progressive
environment f we should mark as '??' any progressive + pI'ogres-
sive (??1 am being leaving).
Yet such strings are complete~ unacceptable, and are not
improved by a context like more every day. Is there an inde-
pendent constraint blocking progressive + progressive (as there
was with perfect + perfect and progressive + perfect)? One
possibility is semantic simplicity versus complexity, but I
shall ignore this. I invoke Ross's (1972) Double-ing Constraint,
in the form given by Emonds (1976), whereby a surface filter
reduces the acceptability of any sequence [V+ing]v [V+ing]v '
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where no N" boundary intervenes (v. Emonds (1973)), and where
the node immediately dominating one-of the V's also dominates
the other (Emonds (1976:243)). (These restrictions prevent
the application of the Double-ing Constraint to nominals,
across relative clauses, or in reduced coordinate S'·'s). An
example of the Double-ing Constraint j.s given in (65) --
(v. Ross (1972)) -- where the only interpretation allowed for
stopping is as a transitive verb taking ·a Nil ob.ject; the inter-
pretation of stopping as a verb of temporal aspect is blocked
because drinking would then be [drirlk+ing] Y , with no N" bound-
ary separating stopping and drinking.
(65a) The police were stopping drinking on campus.
Compare the unambiguous (65a) with the ambiguous (65b); here,
drinking may be a N" object, or a progressive verb in the com-
plement of the tempor·al aspectual stopped (meaning that the
police's drinking stopped).
65b) The police stopped drinking on campus.
The strings [Y+ing)y [V+ing]y which are starred by the
output' cond.ition (Double-ing Constraint) cannot be character-
ized in Deep Structure as violating 8ubcategorization restric-
tions, for various reasons. Ross (1972) shows that a variety
of transformations which move one or the other [Y+ing]y block
158
the application of the Double-ing Constraint. Furthermore,
insertion (by Transformational movement rules, or perhaps
Scrambling) of particles, adverbs, or other constituents into
a position between the two verbs also blocks the constraint.
Finally, Ross claims that there are three (or more) sources of
[V+ing] [V+ing] -- (i), when a temporal aspectual (including
be) in the gerund or progressive form takes a complement
starting with a progressive verb (*trying startinK *being
starting); (ii), in an exclamation (like Him liking potatoes!),
where the sequence [V+ing]V[V+ing]V is blocked (*Him continuing;
/being liking potatoesl); and (iii), in certain reduced rela-
tive clauses (*The people being telling the story are tired;
*John, being studying French, would be the person to ask). I
agree with Emonds (1973,1976) that there is sufficient evidence
to take *Double-ing as an output filter (but not to follow Ross
in viewing it as a global constraint. Such a position is effec-
tively argued against in Emonds (1973)).
The Double-ing constraint was proposed to account for bad
sequences of verbs in the progressive (V+ing). In my notation,
such verbs are [:;~~~, and the restriction would be
(66)
* [
+verb1
+progJ [
+verb1
+progj
unless: some Nil boundary separates verb1
and verb2 or neither verb is in
construction with the other.
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(See p.1S7 and Emonds (1976:243) for this characterization of
output filters as local transformations, requiring 'in construc-
tion with' ) . Now perhaps this filter can be gerleralized, to
disallow any sequence of two verbs in the same grade -- i.e.,
to disallow two consecutive verbs in the perfect grade, or two
in the base (non-perfective, non-progressive) grade. I believe
that this is so. Consider the already unacceptable (67) --
which violates Temporal + have, the X--X Const'raint', and lacks
interpretability. (67) also has a sequence of two verbs in the
perfect grade -- had and eaten.
(67) *John has had eaten.
This may then be a fourth reason to throw out (67), independent
of the constraints already adduced.
The proposed generalization of the Double-ing constraint
which will now be termed the :x-grade2 Constraint -- must
not apply to star the perfective grade of be (been) when fol-
lowed by a passive verb (eaten), as in has been eaten. One may
perhaps try to distinguish been from eaten by claiming that the
former is in the perfect grade, while the latter is a verb in
a putative passive grade; an alternative, since the 'passive
grade' and perfect grade would then always 'accidenta.lly" have
identical forms, would be to develop the claim,11 that the pas-
sive consists of be followed by an adjective. ~ the Lexicalist
hypothesis (Chomsky 1970), the adjective eaten could select
and subcategorize its arguments just as the verb eat; in
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particular, the Deep Structure object of eaten may be subject
to Passivization (by Move Nn ), just as is the DS object of the
noun destruction (The Huns' destruction (of) the city
The city's destruction by the Huns). If this proposal is
tenable, then (68) is preferable to (67) because it violates
no constraints; in particular, it passes the 2et-grade Con-
straint because it contains a sequence V-A, not V-V.
(68) John has been eaten.
The proposal would then be that be in passives is the copular
be, followed by an XU complement, which is A". (The comple-
ments N", A", and pIt are available for copular be). I shall
not rely further on this proposal, being unable, in this work,
to give sufficient support to the copular analysis of (68).
Assume, as the alternative, that eaten is in the passive grade.
Having considered Double-ing and Double-en, we now turn
to the sequence of two verbs in the non-participial grade --
i.e., the base grade. I have assumed that there are three
grades of the verb -- the marked perfect and progressive, and
the unmarked base grade. The unmarked grade is employed where
no selectional restriction required a marked grade. I have
taken Inflection as free assignment of tense, person, and number
to the first [+verb] of a sentence; marking for inflection does
not, of course, change the grade from base to participial;
hence, the base grade includes sing, sings, sang. Consider
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now what sequences of base grade + base grade may result.
Since the auxiliaries have and be require that a non-base grade
follow them (in their aspectual uses), we restrict our atten-
tion to the auxiliaries modal and do. The modals, however,
will always have a possible position under M' which is not in
construction with any following verb in V". Emonds has res-
tricted the starred sequences [V-ing]v [V-ing]v to cases where
some node immediately dominates one verb, and dominates the
...
other verb. 12 The node M' immediately dominates the modal verb;
lVI' does not dominate any node in V". Such a M+V should always
be allowed, even though both M and V are both in their base
grades. This is, of course, correct.
(69) may
John go.
But now consider the [-modal] do. Do is followed by a base
grade of the verb. Do c~..n not be inserted inside of M",
because it is [-mad]. It must be inserted in V", as specifier
to V', but then the ~-grade2 constraint will star any sequence
do-V, because both do and V are in the base grade, and some
node (V") immediately dominates t dO] V ' and dominates the fol-
lowing verb. Therefore all of t"he following strings are th.rown
out (with unstressed do. See below).
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(70a) *John [does have left]VII
(b) *John [does be leaving] VII
(c) *John [does be here] V"
(d) *John [does leave] V"
(e ) *John [does read]v"
(f) *John [does eat]V II
All of the sentences of (70) include the string [~;:~~ [~;:~~,-pro~ -pro~
where no N" boundary intervenes, and where some
node (V") immediately dominates [doJV ' and also dominates the
the following verb.
It should be observed that the * ~-grade2 constraint was
adduced, above, to add to the unacceptability of *being drink~
ing. There were independent explanations, however, which con-
spired to reduce the acceptability of such sequences. Such has
been the nature of all the constraints of the preceding pages
-- two or more constraints conspire to make mis-orderings of
the auxiliaries ungrammatiaal, and the fact that the aspectual
auxiliaries are less complex semantically tha..n, say, begin,
implies that whereas (71) is interpretable to a degree, still,
"no interpretation can be imposed on [{72a-b)J ... to reduce their
unacceptability" (Emonds (1976:210)).
(71) ?John will begin to have finished his work
before it is time to leave.
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(72a) *John will have had finished his work
before it is time to leave.
(b) *John had had been examined
before anyone else arrived.
For some speakers, and for some verbs, the Double-ing Con-
straint does not give full unacceptability -- an interpreta-
tion can be assigned to (73), and its status may be termed
semi-grammatical.
(73) ?John was beginning trying to go.
I would argue, on analogy with Emonds (1976:210), that the
sentences of (70). above. are worse th2n the *a-grade2 viola-
tion of (73) J because do is semant"ically empty, so that "no
interpretation can be imposed on [(70a-f)] ... to reduce their
unacceptability."
Among Ross's arguments that the Double-ing Constraint
applies (at least) as an output filter are analyses of the
transformational insertion of particles, adverbs, etc., to a
position between the two verbs. Any such interposition blocks
the Double-ing Constraint. allowing [V+ing]V X tV+ing]v as a
well-formed output. Consider now the application of Subject-
Aux Inversion, or Neg-Incorporation, to the sentences of (70).
Between the two base forms of the verb there is now either a
sUbject N" or a negative adverb not. The examples (70d)-(70f)
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behave as predicted -- their analogs in (74) are well-formed.
(74 ) Does John leave?
John doesn't leave.
Does John read?
John doesn't read.
Does John eat?
John doesn't eat.
The same paradigm holds when emphasis is added to do. It
has been argued, since Chomsky (195.5), that empllasis on an
auxiliary13 acts like a particle Pos (comparable to Neg) to
separate it syntactically from the following constituent. In
Chomsky's analysis, emphasis (or Pas) on Tns triggers do-
Support, because Tns is separated from the following verb.
Hence the examples of (74) should be paralleled by the emphatic
sentences of (75).
IIJohn does leave.
IIJohn doe~ read.
IIJohn does eat·.
While, however, it is true that the transformations of SAl,
Neg-Incorporation, and Pas-Incorporation (Emphasis) do separate
Vi from V2 , and block the ~-grade2 constraint for (74)-(75),
it is a basic fact that these transformations do not improve
(70a)-(70c). In (76), the relevant cases are cited.
165
(76) *Does John have left'?
*John doesn't have left.
*John II have left.does
*Does John be leaving?
*John doesn't be leaving.
*John II be leaving.does
*Does John be here?
-I-John doesn' t' be here.
*John II be here.does
I have two, separate, proposals for (76). The first is
that do selects a following non-auxiliary verb (i.e., do is
[- _ [+aux]] , or, in my terms, [- -i+_Vl] ) in its lexical
entry. Then the possible specifiers of V' (do and aspectual
have, be) each have a particular negative selectional rest'ric-
tion: do is [- _l+_V]] ; perfective have is [- _[~;:~~]];
d · b· [ [+verb]] Th h-b-t- d- 1an progressl.ve ~ 1.8 - _ -prog. e pro J. 110n lsa-
lowing do have or do be would thus be specified in the base, and
would not be amenable to any improvement via transformations.
The cost o£ this is apparently the addition of a single selec-
tional restriction feature to the lexical entry for do, but
there is a problem, in that the previous function of the selec-
tional restrictions seems too have been to capture a generalized
notion of agreement -- e.g., between a verb and its animate
subject, or abstract object. These are agreement relations
that in some languages are realized by concordance features.
The proposed selectional restrictions on have and be fit within
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this framework -- the aspectuals require that the grade of the
following verb "agree" with the aspectual, in the sense that
perfective have takes a following perfective grade verb, while
progressive be takes a verb in the progressive. The selec-
tional restriction proposed for do, however, is of a different
type, being in effect a 'disgreement' restriction i.e., the
auxiliary do requires a following non-auxiliary. While such a
selectional feature doesn't violate the permitted formalization,
I believe it does violate the spirit of the restrictions. In
any case, marking do as [-__ [+__V] provides no explanation
for do's position, while the constraints presented above
sought to explain the ordering of the auxiliaries by the simul-
taneous applicat"ion of independently required restri.ctions.
I propose, as an alternative (tentative) solution, that
the ~-grade2 output filter may distinguish between doesn't
leave ((74)) and *doesn't be, etc. (76)). There are two rules
(SAl and Neg-Incorporation) which differentiate do X leave from
*do ~X· ,be. Do is effectively separated from a following non-
auxiliary ([-auxJ, or, better, [- _VJ) by movement over sub-
ject N" or cliticization of not; but" do is not so separated
from a following auxiliary (a verb marked [+aux], or, better,
[+__V]). It is intriguing, to m~} that both of the rules of
SAl and NI crucially refer to the feature [+_VJ, ([+aux]), in
their structural description, for SAl only inverts the first
auxiliary verb, and NI only incorporates Neg (or, I assume,
Pos) onto the first auxiliary verb. If the empty node, which
SAl leaves after movement of the first auxiliary, is marked
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only- [+_V] (or [+aux]) and not [+V], etc., then there will
result a sequence [+_v1t+_v] (or [+auxJ [+aux] ), where both
categories will be in the same grade (neither bears [+perf] ~r
\
[+pro~). Similarly, if NI builds any structure when clitici
zing not onto the first [+_VJ, ([+auxl) , it is reasonable to
assume that this structure is only labeled [+_V] ([+auxl),
since [+_v] , and not [+V], is the only fe8.ture mentj.oned in
" .the SD of Neg-Incorporation. Then doesn't or does wlll be the
yield of a node labeled [+_vJ ([+aux]), and not of l+V]
i.e., t'he new category is an auxiliary, but not a verb. If the
Double-ing Constraint can be extended to disallow consecutive
~-grade auxiliaries, then doesn't be will be thrown out,
because doesn't and be are both [+__V]. But doesn't leave
would be [+_v] [+vj i.e. an auxiliary non-verbal followed
by a non-auxiliary verbal, so doesn't leave will pass. The
proposed generalization of Double-ing is that two auxiliaries
or two verbs, in the same grade, are starred, unless there is
an intervening N" boundary, or unless they are not local (in
the sense that some node X immediately dominates one, and domi-
nates the other). So, structure-building transformations (or
movement transformat.ions) might only add (or leave) the fea-
tures explicitly mentioned in the Structu~al Description of the
transformation (e.g., Move Ii' leaves only an empty Ii' node, wi th
no lower structure. This has often been assumed). If this
proposal is workable, it provides an explanation of~oesn't be,
*Does John be?, while allowing doesn't leave and Does John
leave? SAl and NI refer only to [+_V] (ot' [+aux]); hence,
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the structure left, or built, by SAl and NI should only be
labeled l+_v] (or [+aux]) -- and not L+V}. The Double-ing
constraint will then differentiate Does John leave and John
doesn't leave from *Does John be and *John doesn't be. If
this explanatory proposal should prove unworkable, I retreat
to the more ~onservative, and purely descriptive, selectional
restriction: do = [- _ [+_V]], or do = [--_ [+aux]], to be
operable in th8 Base.
I:f some version of t'he generalized Dou'ble-ing Constraint
is accepted, I have provided an ordering for the modals, do,
have, and be. One minor point remains, under the topic of the
head verb of V". Since this position is not negat'ively speci-
fied for auxiliaries or modals, we expect be, have, do, and
can to surface as main verbs. Following Schachter's (1978)
and Fiengo's (1974) sug5estions, I will assume that this is so.
Not only can copular be and British possessive have be the
head verbs of V", but the sentences used to exemplify VPD are,
in my analysis, merely examples of an auxiliary as the head of
V". There is an additional restriction, however -- modals, and
in American English auxiliary do, can only be the head verb in
V" when there is no l;receding auxiliary ao the specifi.er of V'.
This can be captured merely be noting that the lexical entries
for the modals and auxiliary do are defective, having no
en\,ries for perfective and progressive grad,es. Thus modals
and do cannot be preceded by have or be. In fact (as McCawley
(1971) points out), modals can only be phonologically realized
in their inflected forms -- i.e., in the position of the first
verb of a finite clause. Thus any string [+verb] - L+mod] will
be disallowed, because the modal, in a position as the second
verb, cannot- receive inflection. Thus t'he insertion of a
modal can be free, but· if it is placed inside of V", certain
restrictions may prevent its realization in well-formed sen-
tences.
The auxiliary do, in American English, is similarly res-
tricted -- do can only be interpreted in its inflected base
form. Thus i t cannot be preceded by [+verb], for i11 that
position it cannot receive inflectionc In Bri~ish English,
however,14 auxiliary do appears after modals, to, and perfec-
tive have (though not, it seems, after progressive be).
(77a) and John can do, also.
(b) and John wants to do t also.
(0 ) and John has done, also.
(d) * and John is doing, also.
The lexical entry for Briotish auxiliary do allows. full base and
perfective forms, but not the progressive doing, it would
appear. (In both Ame"rican a.nd British dialects, of course t non-
auxiliary do appears in all grades).
Having thus formulated a simple, general structure for X",
and applied it to V", and having attempted to provide for the
ordering restrictions among the auxiliaries, I shall now give
a brief account of two transformations affecting the auxiliary
entries. As described above, Subject-Aux Inversion and Neg-
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Incorporation (including Pos incorporation) refer 'to the first
auxiliary verb ([+_V]) in a sentence.
SAl is a root transformation (see Emonds 1976:22) which
preposes the first auxiliary verb in 'an affective environment
(i.e., when the COMP contains wh or Neg, or, ,according to
Emonds' analysis of tag questions, so). One possible formula-
tion is:
[+_VJ(78) COMP
[+affect]
1
x
2 3 --.......~ 1 3 2
I am not sure that the medial term in (78) should not merely be
the subject N"; the answer will depend on the analysis of sen-
tential adverbs. But X must be restricted so as not to contain
1
the sentence's first [+_V] -- for this ~uxiliary verb must be
i
I
term J. The major effect of (78) is to s\,eparate COMP and sub-
I
I
ject Nit, so that root sentences which have a filled COMP (which
can not 'be emptied by free deletion in COMP) will no longer
include the string COMP-N". Chomsky & Lasnik (1977:486) sug-
gest that SAl (like all transformations) i~ optional, but that
\
root sentences must pass an output filter (79), making SAl
effectively obligatory in root sentences wh,ich have an affec-
tive constituent (wh-phrase t NEG, so) in thf'ir COMP position.
I,
(79) * _[ COlVlP Nil .. .J
s
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SAl, in (78), is only preliminary in its characterization
of terms 1 and 2, but it suffices for the purposes of this
analysis. Note that root wh-questions (and, I assume, yes-no
questions) require that the head verb (under VI) be either an
auxiliary, or preceded by an auxiliary, so that SAl may apply
and bleed the output filter (79).
If, along with SAI and other transformations, Neg-Incor-
poration is to be optional, then the obligatory placement of
not as an enclitic on the first auxiliary must be captured by
an output filter. prohibiting not unless dominated by an aux-
iliary node [+__V]. Thus, again, the head verb must be auxil-
iary or preceded by an auxiliary, to allow the cliticization of
not onto an auxiliary, Thus John leaves is paired with John
doesn't leave. Semantically empty do bears the concordance
features and the clitic nit; do is required by the output fil~
t'er on not.
In Section 3.], the primary topic will be Verb Phrase
Deletion; I defer discussion until then. My claim will be that
there is no general rule of VPD (aithough V" can certoainly be
deleted in some patterns, byID), Rather, Base generation of
auxiliary verbs in V"-final posit"ion accounts for much of the
data. The interpetation of these auxiliaries is. dependent upon
a pragmatic. discourse, or sentential context which allows
'sufficient disambiguation', as studied by Schachter (1978).
In conclusion, in this section I have presented a simple
structure for V", wherein the features [+alL",<] and SpecV' are
not mentioned by the Phrase Structure Rules. Auxiliaries and
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non-Auxiliaries are freely irlsert'ed under any [+verbJ category,
while various ordering restrictions (inclUding su.bcategoriza-
tion restrictions, semantic constraints, and output filters)
give a possible output like may have been being undermined,
where may is a modal in lVl", have is a (temporal, stative)
aspectual, the first be is a (temporal, stative) progressive,
and the second be (t'he head of V") is passive be, which may
perhaps be analyzed as C opular be t'aking an A" complement.
I have not invoked transformations of Affix-Hop, do-Support
(or do-Drop), or Have/Be-Raising. The necessary transformations
of SAl and NI can thus be simple, and merely refer to the first
auxiliary verb. Finally, the patterns purportedly due to VPD
are now (largely) Base-generated structures. A comparison of
some aspects of my analysis to a more transformationally-
oriented one will be given in Section 3.3, below.
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3. Past Analyses
3.0. Introduction
In this final chapter, I try to further support and
clarify my analysis of coordination, by comparing it with
three alternatives within the transformational generative
framework. Consider PSR (1).
Two opposed approaches to (1) are to take X as symbolizing a
major category, or to restrict X to Sentence. The former is
the phrasal analysis of coordination (e.g., Dougherty), the
latter is derived conjunction (e.g., Schachter).
In Sections 3.1 and 3.2, I show that my analysis both
meets Dougherty's requirement for Base-generated coordinated
I'P 's (missing in Schachter), and has a clear- statement of the
deletion rule(s) needed for coordination (missing in Dougherty).
Quantifiers and respectively are also treated, continuing the
analysis of Chapter 1.
In Section 3.3, I analyze Sag's rule of English Gapping,
and show that the restrictions Sag imposes on Gapping serve to
obfuscate its basic similarity to Gapping in other languages,
and to the many other reflexes of Identity Deletion. Output
filters (Sag's and my own) playa major role in this last sec-
tion. Also at the end of Section 3.3, I argue that Verb
Phrase Deletion should not be taken as a case of Identity Dele-
tion.
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3 •1. Dough.erty
Dougher·ty's (1967, 1968, 1970-71) works on coordination
may be viewed as exterlsions of Chomsky's (1965) 'phrasal'
analysis of coordination; such an analysis contains both a rule
schema for BaSA generation of coordinate structures (like (2),
below) and certain transformational devices to account for a
wider range of data not characterizable at Deep Structure.
(2) X~ C(X)*
Chomsky's (1965:212,224) suggestions for cool'dination
allow X, in a schema like (2), to be any major category (i.e.,
categories which are lexical or dominate lexical categories).
Sentences ()a) and (b) derive from DS's containing a VP
rewritten by (2) into a coordinate VP.
()a) John [[hunts lions] and [frightens them]) .
(b) John [hunts lions] and lis frightened by snakes]],
Sentence (3b), however, has required the application of
certain transformations. The passive VP (the second conjunct
VP) is not Base-generable, but derives from a VP wherein John
is the object. Chomsky (1965:224) proposes: "wherever we have
coordination, some [major] category is coordinated n times in
the matrix sentence, and n occurrences of matched sentences are
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independently generated by the base rules." One natural
reading1 of Chomsky·s suggestion is to allow the DS coordinate
VP, in (4), to contain one empty conjunct, and to require, via
"the filtering effect of transformations, ,,2 that the second
sentence undergo Passivization and then transformational sub-
stitution of the passive VP is frightened by snakes t'or t'he A
of the DS. The stranded remnants (here, John of S2) must be
deleted. The DS (4) is presented in the notational framework
of Chomsky (1965); it is unclear where C should be positioned
in DS.
(4)
Sl/,,,,
N? VP
~
VP VP
A '\I ,
John hunts lions A
A
r A
V \
Snakes frighten John
Chomsky's analysis is a very interesting blend of 'phrasal'
and 'derived', in that he provides a PSR schema for any major
category's co .~rdination, but through the use of the transfor-
mational substitution operation, avoids the DS interpretation
of any coordinations except coordinate propositions. For
observe that even (3a) will undergo the substitution transfor-
mation, if indeed "wherever we have coordination, ... n occur-
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rences of matched sentences are independently generated by the
base" .
An analysis true to Chomsky's suggestions may, however,
have serious difficulty with predicates or number words
requiring that their arguments have a plurality of referents.
Consider scatter. If, wherever we have coordination, we must
have n conjunct sentences, then what are the conjuncts in the
DS of (5)? In a theory of DS interpetation (and of selectional
restrictions stated in the Base), there has been no proposed
method of allowing the putative DS (6), but of also disallowing
John and Bill scattered.
s
__________0_________
S S~1 /2~
W ~p W VP
~ I IW W V V
1 I I I
John A scattered Bill scattered
(5 )
(6)
(7) *Bill scattered.
Dougherty (1968, 1970-71) suggests that coordinat€: rP 's can
be lexically filled in ns, and need not be Subject to a trans-
formational substitution. In Dougherty's formulation, the DS
of (5) is (8).
(8)
A
I'P If>
I I
John Bill
s
VP
I
V
I
scattered
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Dougherty's analysis. then, counters Chomsky's assumption that
compound SiS underlie every case of surface coordination, for
Dougherty has allowed coordinate W 's to surface with no trans-
formational interference. Dougherty must, hO\ffiVer, retain
Chomsky's rule of transformational substitution for cases like
the passive conj°'-lnct of (.3)-(4); hence, some coordinate !'P' '8
may in fact be ambiguously derived. In Dougherty's formulation,
John and Bill will come may derive fr·om a single DS sentence
wi th a filled coordinate IP, or from a coordinate sentence wi th
a structure like (6), above, requiring the substitution trans-
formation.
Thus it would appear that both Wand proposition (or per-
haps sentence ) occur in coordinations which need not undergo
the substitution trans~ormation. Is there evidence that other
categories, like Verb Phrase and Adjective Phrase, occur as
completely filled coordinations in DS? If not, then perhaps
PSR (2) should be restricted to proposition and N?, and all
other coordination (like ()a) and (b)) should be derived by
regrouping and/or deletion.
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Dougherty in fact suggests that PSR (2) should be res-
tricted, but his proposed restrictions vary throughout the
versions of his work, and it is unclear, at any point, what
restriction should hold. For example, Dougherty (1968:93)
quotes Chomsky (1965:212):
The general rule for conjunction seems to be roughly
this: if XZYand XZ'Y are two strings such that for
some category A, Z is an A and Z' is an A, then we may
form the string ~Z~nd~Zt'y, where Z~and~Z' is an A ...
But, c]_early, A must be a category of a special type;
in fact, we come much closer to characterizing the
actual range of possibilities if we limit A to major
categories.
and Dougherty claims that his Phrase Structure Rule Schema
«9), below) and his substitution transformation (196~:93)
"provide an explicit formulation for the general rule for con-
junct",ion suggest"ed by Chomsky."
However, even though Dougherty uniformly states that X, in (9),
symbolizes "the major categories"), a "major category,,4, or
"a major category,,5, yet he always lists these as just S, JiP,
and VP. With such a restriction, of course, Dougherty is not
providing "an explicit formulation for the general rule for
conj?nction suggested by Chomsky". For example, Chomsky would
derive (10) and (11) by Base-generation of a coordinate Det or
coordinate M, and later substitution into the ~ of one of the
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conjuncts.
(10) Both these and those men may enter.
(11) JOhL either will or won't go to New York.
But since, in Dougherty's framework, Det and M are not pos-
sible coordinate structures, (10) (and presumably (11)) must
be derived
by a deletion transformation lwhich]will be discusGed
in Dougherty, (forthcoming). The Appendix on recoverable
deletion, at the end of this [1968] thesis, discusses a
general fact relev6ant to the formulation of deletiontransformations.
Dougherty's 'forthcoming' work ("The Structure of the Base")
has never appeared; his appendix waG not included in his
thesiA.
Thus Dougherty's "formulat-ion for the general rule for
conjunction suggested by Chomsky" actually involves a number
of crucial changes rather than permitt"illg coordination of
any major category in the Base, Dougherty restricts X to S,
IP, and VP; he claims that these coordinations may be completely
filled in DS (i.e., that the substitution transformation need
not always apply); he suggests that coordinate I'P 's may be
interpreted (at DS) in environments (like: scatter.) where
singular W 's would be disallowed; and he requires deletion
transformation(s) to generate coordinations other than S, W,
and VP.
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Beside this unnecessary confusion, involving his novel
use of 'major category', Dougherty ran into a partly unavoid-
able dilemma in attempting to formulate his analysis within
the X-bar convention. This notation was being formulated even
as he wrote, so that his initial assumption of four levels,
X, X, X, and X) is later modified (1971:335) to the three
levels of Chomsky (1970) -- x, X, and X. As stated earlier
(Section 1.1 and 2.2), and as discussed in Jackendoff (1977),
Chomsky's "Remarks on Nominalization" proposes PSR schemata
expanding the major phrasal categories X" to give structures
like (12).
X"
~~
X'
x Compx
The notation Comp"r is a cover symbol for the various
A
complements available to tlle various X' s (N, V, A, and. perhaps
others). I foll~w Jacke~off (1977:37) in viewing Spec X' in
like manner. The important point, however, is that Chomsky
t'akes Spec as a sister to X'I, and Camp as a sister to X (this
is noted in the subscripts on the terms). But nowrere does
Chomsky mention coordination; it may be expected (Jackendoff
(1977) and I make this assumption) that an Aspects type recur-
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siva rule (13) or (14) must be added, for coordination.
Throughout his work, Dougher-ty uses a recursive PSR like
(13) (his version is (9), above), but, in an attempt to trans-
late (9) into the X-bar notation, he claims? that, in "Remarks
on Nominalization",
Chomsky's proposals can be interpreted to mean that
the phrase-structure rules of the base may con±~orm
to these schemata:
(358) - ([ SP, X]) -n (lCPL,X))X --7 X
(359) X~ ([ SP. X] ) X ( [CPL, x] )
... X represents all and only the features common to
the major categories S, Ii? , and 'IP. If a distributive
quantifier, g in rule 147 (9i) above), is considered
to be_a [SP, X], arld a distribu·tive C;dverb ... to be a
[CPL,X], then we can see -that 147 Ll9)], the rule in
the PSR hypothesi.s which expands rnajor cate6ories, is
a special case of (358), the one which represents the
generalized expansion of major categories.
But there are clearly several differences between (9) and
(358), and between (358) and Chomsky's PSR's (to give the struc-
tures (12)). The crucial notion of the X-bar convention is
that when Xi is introduced under xi +1 , Xi is the head 01' xi +1 ,
But a coo~dinate structure has no head; the basic attempt to
force (9) into a mold like (35,g) (rather than a recursive rule)
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seems to me misguided. Secondly, (9) wa~ by Dougherty
to apply to S, r'P, VP; Chomsky's PSR for expanding X" was
assumed to apply to N?, VP, and AP; a separ·ate rttle was required
for reWi~iting S into N" V"; Dougherty does not note this
chang8. Thirdly, Chomsky's proposal takes Specifier as sister
\
to X' J and Complement as sister to X; Dougherty generaliZJ8s ,'the
\
rule, \apparently just to pusition the distributive quantifier
\
\
(both, \each, all, etc.) and distributive adv-erb (together,
--- \ .-
separat'ely, etc.) J In a N" like both_ the men, he assumes
\
both th~ is the Specifier to the Nt men. But how can he derive
a true coordinate N?? It has been almost universally assumed
that a c()ordinate N? contains two If> •s, yet Dougherty's trans-
lation of (9) into (358) prevents the generation of such a
simple coordinate I'P as [Both [t.h8 man] Nil and [the woman IN) ,
becallse l1is rule (358) is not recursive on 1'P •
I b~lieve the proper approach to Dougherty (1968, 1970-71)
I
is to laud his intent to provide a general schema for coordin-
ation, but to note his incorrectness in claiming that his X-bar
rules ~.n fact generate the recursive structures required by
PSR (9). His analysis of 1970-71 refers to a fuller treatment
in Dougherty 1968; we turn now to this. His PSR rules ~re:
(15a) X ----7 «(Sr,X]) nX
(b) X~ ([ Sp, X] ) -nX
(c ) X~ ( (Sp, xl ) xn
([Cpl,X))
( [Cpl,Xl)
( lCpl, X])
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The apparent ~3ymmetry of (15a) - (c) is illusory, for a
number of reasons. For exarnpJ-e, [Sp,N] is rewrit'ten as co-,
fellow, etc., but Dougherty (1968:194,307) later claims that
coworker is a Noun (not a string [Sp,N}N) , and that "~Jompound
nouns and nominal prefixes are outside of the scope of this
-thesis." But then there is l~ittle evidence to support the
[Sp,N] category. There is also little evidence for the coor-
dinate verbs generated by (15c), for there are alternative deri-
vations of sentences like (16).
(16) John saw and heard Bill.
PSR (15e) may not, in fact, be needed to generate (16), for
Dougherty (1968:116) has required a deletion rule to reduce
coordinate VP's, as in (17b), from (17a).
(17a) John either will go to New York or
won't go to New Yorlc.
(b) ,Tohn either will or won't go to New York.
But such a rule may well apply inside the coordinate VP of (18),
to derive (16), without having used the iterative Vn provided
by (15c).
(18) John saw Bill and heard Bill.
184
There is, I believe, little justification for the [Sp,X] node
in (15c), nor for the iterative Xn . (15c) should be replaced
by the (now) standard PSR (19), perhaps as modified in Section
1.1.1.
(19) X~X [Cpl,X]
- ..
Now consider the X category, and iterative xn of PSR (15a).
While xn is justified (as in coordinate propositions, or the
coordinate W both [the women] and [the men], the only justi-
fication for the X is to avoid a recursive rule. But the rule
introducing coordination in DS should be recursive; certainly
a new level should not be introduced merely to av'oid a PSR
like Dougherty's (9), above, which would rewrite X-.;(Q»)Cn (Adv).
Dougherty (1968), by restricting Specifiers a.nd Comple-
-
ments, requires that X be rewritten as (Q) xn (Ad'LL, and X to
be rewritten as (Q Det) Nn (Adv) or (AuxQ) Vn ~Advl. Permit-
ting Q to be the Specifier of X as well as X is apparently used,
by Dougherty, only to describe data like (20) and (21),
(20 ) _(each of -Lall of t11e _[men]]]
N N N
(21a) =[each of _lthe men] and -lthe women11 will put on
N N N a play.
(b) ==:[=[each of the [men1 and [womenJ]] will put on
N N N N a play.
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Bllt such phrases are problematic for Dougherty, in any case;
for example, the higher quantifier of (20) must obligatorily
postpose (contrary to the ususal optionality of Quantifier
Movement), and (20) violates Dougherty's (1968:146) 'Feature
Percolation' mechanisrn, whereby each could not cooccur w5.th
all. Dougherty uses (21) to give (22), but he could avoid the
problems cited here (and other's in Fiengo & Lasnik (1973)) by
Base-generating each other. I will assume that there are suf-
ficient problems with (20) to opt for the alternative analysis.
(22) All of the men saw each other.
Consider now (21). Dougherty claims a semantic distinc-
tion between (21a) and (21b), but he observes that his rule of
Specifier Deletion may apply to [the women]= of (21a), to
N
derive [women]=. Thus the output of DS (21a) may be either
N
(23a) or (b); while DS (21b) will underlie only (23b),
(23a)
(b)
Each of the men and the women will put on a play.
Each of the men and women will put on a play.
According to Dougherty, (21a) (with the women) means that only
two plays will be put on; (21b), interpreted at DS, means that
many plays will be put on. Since (21a) can surface either as
(23a) or (23b), (23b) will be ambiguous between the two play
reading (due to (21a») and the many play readj.ng (due to (21b).
Thus Base-conjoined N's are needed by Dougherty, as well as
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Base-conjoined N's, to account fo~ the difference in seman-
tics.
I find this evidence extremely tenuous and hardly suf-
ficient support (given the problems with (20)) for ·~he claim
that the base allows Xn as well as Xn , with Specifier Deletion
giving possibly identical output strings. For me, (23a) (Each
of the men and the women) will undergo Quantifier Postposition,
to give (24), on the reading where one play is associated with
the conjunct the men, and a second play with the women. (2)a),
when each is meant to quantify a duple, is no better than (25).
(24) The men and the women each will put on a play.
(25) #Each of John and Bill will put on a play.
Other speakers I have questioned agree that (23a) is difficult
to construe in the 'two plays' reading, and thav the purport-
edly ambiguous (23b) does not, in fact, allow the 'two plays'
reading, either. I do not, therefore, find sufficient evidence
in (21a)-(b) for requiring both (15a) and (1Sb), and will
merely assume that Chomsky's (1970) X-bar PSR's should be sup-
plemented with some recursive PSR for coordination, restricted
(as in Dougherty's PSR (9), above) to proposition, ~, and
(perhaps) VP.
The first two classes, proposition and noun phrase, form
a natural class in Chomsky (1970) and later work, as the
recursive, cyclic nodes. These categories are taken as the
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only ones rewritten by the PSR for coordination. My analysis
accepts the assumption that propositions be conjoinable at DS
(avoiding this assumption means allowing generalized transfor-
mations, which apply to two PM's to form one). My analysis
also meets the requirement, which is well argued for through-
out Dougherty's work, that the Base be able to generate coor-
dinate and plural ~ 's in comparable manner. Dougherty shows
that, at least at the level of semantic interpretation, there
must be plurals and ~-coordination. In my framework, Seman-
tic Interpreta-tion is at SS; since I assume no regrouping
transformation which might derive plurals or coordinate W's,
I must permit such SS ~ 's to be Base-generated in essentially
their SS forms.
For coordinate VP's, however, Dougherty has given no real
justification. His semantic arguments for DS coordination
deal exclusively with coordinate ~ 's; the scatter-type argu-
ment , whereby a non-singular W does not always correlate
with a coordination of sentences, has no obvious analogue with
coordinate VP's -- for (26) means the same as (27).
(26)
(27)
John. sang and danced.
1
Johni sang and Johni danced.
If he were to state it, Do~gherty's independently needed Dele-
tion transformations, (sometimes supplemented by some Qu~nti­
fier Movement) may well be sufficient to derive (26) from (27),
obviating the need for VP-coordination in the Base. This is
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the approach I take, in restricting the PSR for coordination
to proposition (S") and Nil. and deriving (26) from a DS (and
SS) coordination of propositions.
Beside his arguments for PSR (9), especially as it applies
to rewrite W, Dougherty's work is valuable in its clarifica-
tion of cooccurrence restrictions among distributive quanti-
fiers, conjunctions, various non-singular W's, certain predi-
cates (like Gleitman's (1965) Vcmb ) , and the distributive
adverbs. Much of this analysis is devoted to distinguishing
among the distributive quantifiers, as in table (28). (1
have added the plurality feature to his analysis.) I can
merely mention some aspects of his analys~s here, and compare
it to my own.
(28) each (n)eitrIer all all/both pJ
totality + +
individual + + +
disjunctive +
negative +
exhaustive + + + + +
plural + + + +
In my analysis, I have only distinguished distributive quanti-
fiers as being the [+Q] conjunctives (C), and I've differenti-
ated the [+pl] qu~ntifj.ers (which can be postposed) from the
~pl] Q's (which do not postpose, and allow singular verb con-
cordance). Assume that Dougherty's [+exhaustive), which is a
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special mark of ciistributive ql1antifiers, is equivalent to my
L+Q]; another possibility is to differentiate all, both, each,
(n)either in the lexicon as permitting insertion befoI'e r~"
(i. e., [+__N"J); other quantifier·s (degree and amount quanti-
fiers, like some, few, many, two, several, etc.) do not have
this sUbcategorization feature, so they may not be inserted
before Nil. Only the distributive quantifiers (marked L+__N"J )
will then be inserted under matrix N" :In a coordination of
Nil J s . Whatever the feature, [+Q], [+exhaust'ive 1, or [+__N"] ,
distributive quantifiers must be differentiated from other
quantif~grs, in the lexicon. It is not clear, however, that
syntactic rules, like Quantifier Postposition, and the phono-
logical filters, need to refer to this feature, for the fact
that distributive Q's are uniformly inserted pre-Nit may permit
a clear delineation of their position, sufficient for the pur-
poses of QP and Q-filters. For example, I have suggested
(Section 1.2.1) that the moved Q must be daughter to N" (or Sft).
Only a distributive Q could be in such a positionj therefore,
only a distributive quantifier could be moved. I will not
require a syntactic feature (+exhaustiveJ; all that need be
specified is that the distributive quantifiers are quantifiers
inserted as daughter of a recursive Sft or Nit category.
While [+exhaustive] may not have syntactic justification,
[±p~ certainly does. However, Dougherty only once mentions
this feature. He observes (1968:74) that concordance follows
Quantifier Movement, since (29) is singular, and (30) is
plural.
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(29) Each of the men was sick.
[-pI] [-pI]
(30) The men were each sick.
[+pl] [+pl]
Dougherty does not mention i.f the quantifiers are to be marked
l±P~ in the lexicon, but I assume that they must, for com~are
(31) to (32).
(31) Both of the men were sick.
(32) Either of the men was sick.
In my analysis, either is [-pI), both is [+pl), while each and
all may be [-pI], (when not postposible, (29), and when modi-
fying a singular or mass noun), or each/all may be l+p11 (the
[+pll Q is postposible, and modifies a coordination or plural,
(30)). For me, then, [±pI] is a syntactically necessary fea-
ture; a Q marked [+pll will undergo concordance differ'ently
than a [-pI] Q, and may be subject to Quantifier Postposition
I
where the [-pl) Q (e.g., either) is not. (Alternatively, there
may be a semantic explanation for *John or Bill either, see
Section 1.2.1).
Dougherty's other features, t+totalityj, [+individual),
[+disjunctiveJs and [+negative], may well be semantic features
but not syntactic features. For example, a large part of their
• • • '" • ...: _ ,'.. • • • • • • : '. ' 4., .' '. • "., • • • _ - - ..' " _ .' ", ..' • .:~ '. ~ • • • • .....:.. ~ T ..;:",
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function, in Dougherty's analysis, is to capture cooccurrence
restrictions between predicates and their arguments. Consider
disperse; Dougherty claims this needs a [-totality, -individual]
subject; Table (28) shows that every realizable Q is either
~totality) or ~individual]. Thus no quantifier is allowed on
the subject of disperse (or of be heterogeneous, scatter, be a
motely crew, etc.). Even after Quantifier Movement, (33) will
be disallowed. ~
(J3a) *John, Bill, and T')m each scattered.
(b) *John, Bill, and Tom all scattered.
(c ) *John, Bill, and Tom are all a motely crew.
However, it might be that the crucial point about (33) is not
the presence of the quantifiers each/all, but that scattered
requires a crowd as subject, and not merely several indivi-
duals, individually named. Dougherty notes (1968:301-2) that
even with no quantifier, disperse and scatter require a large
number of conjuncts in a coordinate subject; certain other
(-totality, -individual] predicates (be numerous) seem to dis-
allow a coordinate subject to enumerate the individual refer-
ents, and require a subject with undetermined cardinality.
Disperse and scatter are exemplified in (34) -- the (e)-(f)
cases "sound better" than the "peculiar" (a)-(b) cases
(Dougherty's terminology. Dougherty claims that (a), though
strange, is gl~arnmatical. ., It is a semantic fact yt that dispersal
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requires more than two individuals. I would agree, but I
would attempt to capture all the relevant arithmetic require-
ments in the semantic component, and not in the Base, via
putative selectional restrictions referring to [±totality,
+individual] ) .
(34a) #John and Bill dispersed/scattered.
(b) #John, Bill, and Tom d5.spersed/scattered .
...
(e) John, Bill, Tom, Harry, Joe, and Sgt. Shriver
dispersed/scattered.
(f) John, Bill, Tom, Harry, Joe, Sgt. Shriver, and
King Kong dispersed/scattered.
I suggest that in an analysis of Surface structure inter-
pretation, such as the one I provide, the cooccurrence res-
trictions with predicates like ~ollide, disperse, be a
couple, etc., should all be treated by the arithmetic compo-
nent. I have claimed that (35) is bad for the same reason ap
(36) -- i.e., they are both arithmetically anomalous. (35)
requires a subject with two referents; (36) requires a subject
with two (or more) referents.
(35) #John is a nice couple.
(36) #John collided.
Although Dougherty's feature analysis is important in distin-
guishing the various arithmetic classes of verbs, I believe
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that in an analysis where interpretation is at SS, there is
insufficient justification for claiming that features like
[+totality] and [±individual] are syntactic, and could there-
fore be referred to. by the syntactic selectional restriction
rules. I take Dougherty's analysis of features as an impor-
tant step toward clarifying the arithmetic component, but not
as a clear-cut justification for increasing the number of fea-
tures to which the selectional rules can refer.
In conclusion, w'e have examined Dougherty's various sche-
mata for the PSR's of coordination, and attempted to clarify
his claims. I remain satisfied that restricting recursion to
SIt and N" is sufficient to account for the data; SIt and N"
have the additional virtue of falling together as a natural
class (recursive nodes) in Chomsky & Lasnik's framework.
Dougherty's feature analysis is mainly valuable for the dis-
tinction of semantic classes, each with a different arithmetic
requirement. ~ix, collide, etc., are thus functionally similar
to coupJ.e al1d trio, as discussed in Section 1.2. While I
require a syntactic feature [±pI], I do not utilize [+totality
+individualJ ,as syntactic features.
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3.2. Schachter
Certain aspects of my work may be clarified by compari-
son with Schachter's (1973) 'derived conjunction' analysis.
Such a~ analysis requires that (DS) semantic interpretation of
coordinates be restricted to coordinate sentences (via the
restriction of X in PSR (37) to Sentence), and that semantic
interpretation be ordered before any required transformations
of regrouping and deletion applying to coordinate structures.
In a derived conjunction analysis, one of the primary
justifications for regrouping is that simple deletion cannot
derive respectively-structures, like (38b), from an assumed DS
(38a) •
...
(38a)
(b)
John sang and Bill danced.
John and Bill sang and danced, respectively.
Schachter's assumption is that all sentences in Deep Structure
contain only singular, unquantified and non-coordinated W's,
so that coordinate W 's must be derived by regrouping (giving
lJohn and Bill] in (38b)), and so that plurals must be derived,
after~regrouping, by collapsing certain coordinate rP 's (e.g.,
I and you is collapsed into we; that man~and that manjis col-
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lapsed into ·those men).
Such assumptions differ crucially from those of Dougherty
and myself; Dougherty argues convincingly (see Section 3.1 ~nd
references cited there) that plurals and at least some coordi-
nate W 's must be Base-generated. If plurals are Base-gener-
ated, then respective (ly) sentences like (39) are not the
result of regrouping applied to coordinate sentences, but are,
in fact, Base-generated.
(39a)
(b)
Those two men visited their respective wives.
Those men visited their respective wives.
The interpretation rules for respective must be able to corre-
late the referents of one non-singular W with the referents
of a second rP. In (3 9a) and (b), two plural l'P 's are carre-
lated., while in (40), the (two) ~eferents of a coordirlate W
are correlated with the (two or more) referents of a plural
rP.
(40) John and Bill visted their respective wives.
The interpretation of respectively, as analyzed in Section
1.2.3, is somewhat freer, since resp~ctively (unlike respec-'
tive), is not the Deter'miner of a I'P. While respective corre-
lates the r8ferents of one non-singular W with those of
another (hence requiring two N? •s) , respectively talces each
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referent of a non-singular W as the argument for one conjunct
proposition of a coordinate S". Hence, at the level of SS,
respectively requires one non-singular W in each conjunct of
a conjoined proposition. At the level of SS, in my analysis,
coordinate S"'s may exist, containing a coordinate (or plural)
W, but there are no other coordinations. Hence (41) is the
SS underlying the output (42).
(41) Those two men sing and those two men dance
respectively.
'(42 ) ,Those two men sing and "-dance, respectively.
If, as I have assumed, respective(ly) coordination is
crucially concerned with non-singular W 's then Schachter's
denial of DS non-singulars leads to his need of regrouping, in
deriving (J8b). My analysis requires a deletion rule (like
the one Schachter also needs) but no regrouping; in my analy-
sis, the SS underlying (J8b) is (43); semantic interpretation
takes John as the argument in S"l' and Bill as the argument in
[[John and BilD sang] and [[John and Bill] danced] resp.(43 )
(44) /[John and Bill] sing and dance respectively.
In _.my analysis, respective (ly) -interpretation requires a
conjoined or plural W, because at the level where respectively
is interpreted, the only coordinate structures are W 's and
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propositions. Virtually all of the examples cited by Schachter
include a plural or coordinate N', but two sentences do not
8Schachter claims that (45)-(46) should be generated by his
rule of regrouping.
(45) John gave, and Bill lent, Mary $5 and Susan $10
respectively.
(46) John will, and Bill won't, sing and dance
respectively.
My analysis does not derive such sentences, because there is
no non-singular W in the possible underlying forms for (45)-
(46). The problem is not one of secondary conjunction (coor-
dination of non-constituents), because where secondary con-
junction is permitted, as with (47), so is 'secondary' respec-/
I
i
tively-coordination, as in (48), when there is a non-singular!:
(fJohn and Bill]) available at SSe
f
rj
I I "- "
/
(47) [John J gave Mary $5, and Susan $10.
[John and Bi111
I I
" "(48) gave Mary $5, and Susan $10,
respectively.
The requirement that a non-singular W exist at SS in
respectively-constructions will throw out (49)-(53), as well
as (45) - (4'6). ,.'
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(49) *John will and won't sing and dance, respectively.
(50) *John sings and dances well and badly, respectively.
(51) *John walks and runs slowly and quickly,
respectively.
(52) *A horse walks and canters respectively
slowly and quickly.
(53) *John walked and ran respectively
into and out of the theater.
I believe all of these are bad, like (45) - (4·6) • My claim is
that, to be interpreted, respectively-constructions must only
involve coordination of W 's and propositions. In my analysis,
the restriction of X, in the PSR for coordination, to N" and
SIt gives this requirement on respectively as a natural result.
In conclusion, (38b), repeated below as (55), does not
constitute evidence in my analysis for a rule of regrolJ.ping,
but derives, via ID, from (54).
(54) t Q[[and John and Bill] sang] and[~nd John and Billl danced1 respectively
. /[John and Bill1 sang and "_____ danced, respectively.
It is important to ;clarify why ID must apply to (54), to
.
obligatorily generate (55). The answer, I assume, is that tIle .
quantifier respectively is obligatorily moved by Quantifier,
Postposition. (Schachter (1973:412) makes a similar assumptio~;
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his rule of Quantifier Movement is obligatory for respectively,
and for both, all, each in coor4inate structures). Since the
framework I am assuming has no means to mark a rule as formally
obligatory, I will employ t~~ same mechanism for respectively
as was used to prevent bot~/from being output as a S"-initial
Q. That is, I will extend' the both-filter, of Section 1.,3.),
to respectively (indeed, .... the both-filter was said there to
apply to all r..pI] Q' S .J-- those which cooccur, like respec-
tively, with and). Because of this filter, respect,ively must
be postposed (by Mov~! ~ ) to a position before an acutely-
accenteds. In some i dialects (the one des~ribed by Schachter,
!
for example), both! (56) and (57) are permitted.
i
I 'i
John sang 2nd danced both. "
~ "-John and Bill sang and danried, respectively.
i
/"
,
For such dialects, the both-filter/(extended to include all
-- ,f
[+plJ Q's) must permit both in th~' environments /~Cs , as
well as / SCSI Such a requir~ment allows a somewhat freer
....-.-
i
positioning of both (and respec!iively) than described in Sec-
tion 1 . .3.3, but still requires/that both and respectively be
moved from an S"-initial position to a position inside a con-
/ ,junct proposition, to a position before or after SCSI These
filters on the quantifiers force the formally optional rules
of Move ~ and rD, to become effectively obligatory in their
application to both or respectively in S" cooI'dinations.
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I have argued, in discussing respective(ly), that
Schachter has been forced to use a regrouping analysis, as
opposed to a deletion analysis, largely because he does not
Base-generate non-singular W's. Thus (58) will be evidence,
for him, of regrouping.
(58) John and Bill sang and danced, respectively.
His assumptions about W also give further need for a
regrouping rule, for if (60) must be derived from (59),
syntactic concordance (at least) will require that John and
Bill have been regrouped into a coordinate W .
(59) John is h~re and Bill is here.
(60) Both John and Bill are here.
However, in my analysis (60) is Base-generated, with Q and
conjunction in place inside a coordinate W. The facts of
syntactic concordance then follow readily, as analyzed in Sec-
tion 1.3.1.
Schachter's assumption (that W 's in DS are singular,
unquantified, and non-conjoined) requlres that he propose
syntactic transformations of regrouping, quantifier formation,
plural-formation, etc., as well as a deletion rule applying
inside coordinate structures. In my analysis, there are no
rules of regrouping, plural formation or quantifier formation.
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(Schachter's transformations of Q-formation help derive (60)
and (59) by actually counting the conjuncts. I have argued
that this function is properly extra-grammatical, and part of
semantic interpretation). I do have a deletion rule, to gerler-
ate secondary conjllnctio!l (as in (61 )), Primary Conjunction (as
in (62 )), Gapping (as in (63 )), Right Peripheral Ellipsis, (as
in (64)), etc.
/ ~ " "(61) Mary loaned John $5 and Bill $10.
(62 ) John sang and danced.
/ ~
"
"-(63 ) John likes rice, and Bill beans.
/ "-(64) John likes rice, and Bill.. (too).
Schachter (1973:)21,332) has considered proposals (e.g.,
Schane 1·966) for a deletion rule (much less general than my own)
to derive (61) by deletion of Mary loaned in the second con-
junct proposition (or sentence). He concludes, however, that
a treatment of constructions involving secondary con-
junction as products of simple deletion transformations
is deficient in two important repects: (a) failure to
generate derived structures that correctly predict into-
nation; and (b) failure to provide an account of the
occurrence of such quantifiers as respectively in certain
constructions involving "secondary" conjunction: e.g.,
[Schachter's] (118) John bougllt', and Mary sold,
a house and a car respectively.
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I have already considered the respectively data 1 above,
and have provided an analysis which allows respectiv"ely to be
properly positioned, and interpreted, in an analysis with no
regrouping transformation~ For Schachter's (118), I agree
with his claim (p.JJ2) that a house and a car bear the 'is a'
relationship to some node -- in my analysis, it is a DS coor-
dinate N? -- but would deny that "there is a node to which John
bought, and Mary sold has an 'is a' relationshipu. What could
such a node be? In Schachter's analysis, that node is S: he
suggests that John bought is a sentence, and Mary sold is a
sentence. His regrouping rule extends grammatical theory to
permit improper analyses : it can analyze [[ lVIary]w [sold-
[a car]W] ypl s into two terms: [[lVIarY]N? [sold]Vp]S and
U[a car]N?1yp]S' The first term is conjoined to[[John}W-
[bought JVp] s ; the second to ell a house 1wJypJs ' Pruning is
assumed to apply, to convert U.ua house 1N?] VP 3s and
LUa carJ w JypJs1s into the simpler [La houselw and ta car]f,p1 N?'
While I have no deep objection to Pruning (but believe
its need has never been justified), I do have a methodological
objection to the node-splitting capability of Scha~hter's
regrouping rule, whicll has analyzed the nodes Sand VP 2.8 simul-
taneously belonging to the term Mary sold and to the term
a house. The regrouping rule actually splits these nodes,
moving the S node (with its daughter VP node) simultaneously
to the left and to the right. Some-of the yield of S (and VP)
is moved to the left, as [~ry [soldJypJ S ; some of the yield
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of S (and YP) is moved to the right, as [[[the house JwJypJS
The justification for such an extreme extension of the
theory of grammar (which could no longer require all transfor-
mational rules (or schemata) to make 'proper analyses'), is
based in part on the intonation in secondary conjunction, like
Schachter's (118) (this will be discussed below), and in part
on the position of both and respectively in (65) and (66),
below. We'll discuss the quantifiers first.
(65)
(66)
I gave both a nickel to the boy and
a dime to the girl.
John ~ave, and Bill lent,
Mary ~5 and Susan $10 respectively.
Schachter notices that both may not conjoin sentences on
the surface; he assumes that both may only conjoin single con-
stituents. Then a nickel to the boy would have to be a single
constituent; Schachter has allowed his regrouping rule to ana-
lyze a nickel to the boy as a VP, the VP that is split to also
give [r [gavelypls,' He does not observe that, for many
speakers, (65) is sta:'red -- presumably just because it con-
joins a nickel to the boy, which is, in fact, a non-constituent.
In my analysis, both may be Base-generated conjoining proposi-
tions, but postposed by Move Q to the left of a nickel to the
boy. Dialects allowing (65) have the both-filter discussed in
I ,Section 1.3.3; both must merely surface before sCs. More res-
trictive dialects ~equire that the conjuncts following both be
single constituents. One possible restriction on the both-
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I ' I 'filter would be to require that the 8CS in both ses has had its
contrastive accent reduced by the accent reduction rule for
'Primary Conjunction' of Section 1.3.3, which gives sing and
, "dance from Blng and dance (but does not reduce accent on non-
constituents). Then, in the restrictive dialect, both would
cooccur with 'Primary Conjunction' in output, but would allow
neither 'Secondary Conjunction', nor proposition coordination.
Once again, a dialectal filter has been proposed, allowing
Move Q to remain unitary and optional.
The second sentence, (66), to me is qtli te ungrammatical.
I have claimed (Section 1.2.3 and above) that respective(ly)
requires a non-singular I'P; there is no such N' in (66). 'rhus
while (66) is starred, (67a) and (67b) are permitted, to
exactly the same extent as (68a) and (68b) would be.
(67a) [John and Bill]gave Mary $5 and Susan $10,
respectively.
(67b) John bought, and Mary sold, a house and a car,
respectively.
(68a) [John] gave Mary $5 and Susan $10.
(68b) John bought, and Mary sold, a house.
To my ear, the (a)'s are better than the (b)'s; my analysis
predicts this, in that the grave remnants in (67a)-(68a) are
'"
,
X" 's (Susan $10) while the grave remnants of (67b)-(68b) are
--. , (This matter of differentially acceptableX" X (Mary sold).
Secondary Conjunctions is discussed somewhat below).
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We turn now to the intonation of Secondary Conjunction.
Schachter accepts Chomsky's (1957:35-36) observations ou the
prosody of non-constituent conjunction, as in (69).
(69) John enjoyed and my friend liked the play.
Such sentences ... are ... marked by special phonemic
features such as extra long pauses (in our example,
between "liked" and "the"), contrastive stress and into-
nation, failure to reduce vowels and drop final conso-
nants in rapid speech, etc. Such features normaJ_ly
mark the reading of non-grammatical strings .... It is
immaterial to our discussion, however, whether we decid.e
to exclude such sentences ... as ungrammatical, or
whether we include them as semi-grammatical, or whether
we include them as fully grammatical but with special
phonemic features. In any event they form a class of
utterances distinct from "John enjoyed the play and
liked the book,"
Schachter (1973:321) claims (69) to be fully grammatical,
and that its special phonological characteristics are fully
predictable by assuming that John enjoyed and my friend liked
is the yield of a sentence (formed by conjoining the split
[John [ enjoyed Jyp] s to the split l my friend lliked )yp] S i this
sentence is followed by a non-sentence ([the ~lay)~).
Schachter claims that "lwJhenever there is a constituent break
between an S and some constituent'other than S, such character-
istics li.e., the 'special phonological characteristics noted
by Chomsky' J may be predicted."
But while such a constituent break could reasonably be
assume'd to give rise to extra long pause between liked and the,
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it is not clear how this constituent break could give rise to
the 'contrastive stress and intonation, failure to reduce
vowels and drop final consonants' inside the conjuncts them-
selves. Indeed, I claim that the contrastive accent, and the
pause of (69), is a concomitant of Identity Deletion, and is
not due to Schachter's regrouping rule splitting nodes to
separate a putative sentence (John enjoyed and my friend liked)
from the play. For consider a simple deletion case, like (70).
I /
John likes rice, and Bill beans.
In (70) no regrouping can have applied: Schachter accepts
Gapping (as in (70» as a deletion, but he ignores it in his
analysis. Yet I claim that (69)'8 long pause, contrastive
stress and intonation, and blocking of vowel and consonant
reduction are also evident in (70). Thus these phonemic fea-
tures must be a concomitant of some type of deletion, not of
regrouping.
I assume that Identity Deletion assigns contrastive
I ,
accent to the contexts of deletion, as sand s. There is usu-
/ ~ ,
ally pause between sand s, and always between s and the fol-
lowing unstressed string. (see (71)). The contrastive stress
blocks the reduction of vowels or loss of final consonants.
/ " ~That Alan played 1st base)and Betsy shortstop,
is very surprising.
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If pause is purely predictable as an S-non~S constituent
break, then (71) should have no long pause, in the same way
that it is missing in (72).
(72) That Alan played 1st base (i)s very surprising.
In my analysis, then, pause is a concomitant of ~ and 8,
which are the output of Identity Deletion; no (node-splitting)
regrouping rule is invoked to give the constituent break of
(69); such a rule would fail to account for contrastive accent
in (69), as well as the contrastive accent and pause of (70).
But certainly, in the cases of 'Primary Conjunction',
there is no phonetic contrastive stress and pause. This is
accounted for, in my analysis, only by a late-level rule of
reduction of BeS to sCs, where S is a single category. (See
Section 1.3.3 for discussion of this rule, deriving (74) from
(73), by optional application).
, "'-
John sang and danced.
John sang and danced.
Schachter (1973:322) claims that there are also examples
of secondary (i. e . non-constituent) cOl!junction which "do flot
show the phonological characteristics" discussed above. His
examples C75a)-Cd) are analyzed, by him, as not involving an
J
S-non-S constituent break; hence these should not have the
"special phonological characteristics" of (69).
(75a)
(b)
(c )
(d)
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I gave th.e boy a nickel and the girl a dime.
The Soviets rely on military and on political
indications of our intentions.
He took John home and Mary to the station.
The conjunction of an imperative and
an interrogative sentence is excluded.
But I believe that the sentences of (75a)-(d) are indeed
read with contrastive stress, as predicted by my rule of ID.
Take (75a) as a sentential subject. In Schachter's analysis,
I gave the boy a nickel and the girl a dime includes no S-non-S
break, for the boy a nickel and the girl a dime is, for him, a
coordinate VP. Thus tuere should be no more contrastive stress
and long pause before is of (76), than in (77); but there is.
(76) That I gave the boy a nickel and the girl a dime
is no surprise.
(77) That I can sing and dance is no surprise.
I believe that (75a) is intonationally marked( just like the
example of Gapping (78) which Gleitman gives as the fifth mem-
ber of the list of uniformly acceptable sentences; this is the
list from which Schachter has taken only four examples, to give
(75a) - (d) .
(78) The man was haggard and the girl sick with
exhaustion.
: .": '. , .',::, . , . " ,/, '.. "', :. ':', ,'," ' , :.. ' " :,.,/), ; .' . ,';"." :"':I . ,:.
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My claim is that all of (75a)-(d) and (78) have the con-
trastive accent assigned by rD. Thus such sentences are not
evidence for Schachter's correlation of a S-non-S constituent
break with special intonation.
My analysis does falter, though, on certain of the rem-
nants, in (75), left by deletion. "My C-filter excludes s
"unless it is a single constituent or a string of X"'s. While
this filter predicts that (75a), (c), and (77) are fully gram-
, "-
matical (because the remnants are (X") X") , it predicts that
" , "'''(75b), with ~ political=X X', and (75d), with an interrog~~
" .....tive=X X, should be disallowed. A partial solution, for (75b),
is suggested by Gleitman; she observes that while speakers
uniformly accept (75b), they usually repeat (75b) as (79),
"convinced that ... [this] was the sentence submitted to them."
(79) is a standard example of Primary Conjunction. Thus the
C-filter may not need to be modified to cover (75b).
(79) The soviets rely on military and political
indications of our intentions.
I also believe that (75d) may not be a case of Secondary
Conjunct5..Jn, for compare 1t to (80), which I believe is starred,
or, at least, certainly worse than (75d).
(80) *The memorization of an impossible and an invalid
theorem is not excluded.
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And indeed, compare (75d) to (81):
(81) The conjunction of an imperative sentence and
an interrogative is excluded.
(81) is not a possible case of Secondary Conjunction, but is
as good as (75d). I assume that in (75d) and (81), an inter-
rogative is a complete l'P, and is not reduced from an interro-
gative sentence. Thus C-filter may hold, in its assumed form,
even for (75)-(81).
But the C-filter would throw out (69), repeated as (82),
and (83), which Gleitman found "awkward by acceptable",
(82) ?John enjoyed, and my friend liked, the play.
(83) ?The man saw and the woman heard the shct fired.
I will distinguish the examples t'hat pass C-filter
(whether Primary, Secondary, Peripheral Elli.psis, or Gapping)
as completely grammatical, while violations of C-filter give a
marking of greater or lesser degrees of semi-grammaticality.
The C-filter only permitted a string s when (i) s=Xi in the
environment /sC__; or (ii) S=(X")* in the environment /uC__ ,
To my knowledge, there are no 'semi-grammatical' violations of
the second condition -- Gapping and Right Peripheral Ellipsis
,
remnants must be (X")' s , with no exceptions (see Section 3.3 for
futher analysis). This was reasonable, I claimed in Section
1.3.3, as. a perceptual strategy to simplify the task of pairing
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~ ,
the contrasted sand s, when there may be an intervening
unstressed u. The strategy requires that X" categories ax'e
the strings to be paired. But now consider the perceptually
simpler task of pairing contiguous ~ and s -- where the (maxi-
~ ,
mal) acute s remnant is only separated by C from the grave s
remnant. The fully grammatical cases are those where s is a
single constituent; this is the fully well formed Primary Con-
junction. '-But now take s as my friend liked. This grave
, "-
string is analyzed as X" X, and will not pass the C-filter as
stated. Suppose C-filter's condition (i ) be allowed to pass
any string s, but that the 'degree of grammaticality,10 lessens
as s deviates from the optimal single constituent xi, Then
(84)-(87) provides a 'squish' of grammaticality, each coordina-
tion being better than its successor.
A ,(84) John saw and heard the shot fired.
I ~ , ,(85) ?John saw and Mary heard, the shot fired.
I / I , , ,(86) *John saw this, and Mary heard that, shot fired.
~ ~ I / , , , ,
'(87 ) *John saw this big and Mary heard that loud,
shot fired.
Such a formalization of 'degree of grammaticality', as
being dependent upon the restriction on some term in an output
filter (C-filter), may well allow for dialectal variation. For
exaffip~e, Schachter cites (85) as fully grammatical; perhaps his
" , ' 'iC-filter should allow s, in condition (i~ to be s=(X") X .
Along with (85), he accepts (88); for me these are both semi-
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gramrnatical.
(88) Yesterday large, and this morning small,
flags were flying.
The study of the details of this dialectal variation lies
beyond the scope of my presen-c work, wherein I have tried to
give an analysis of fully grammatical constituent and non-
constituent coordination, on the basis of DS and SS coordina-
tion of N" and S", a deletion rule of Identity Deletion, and
a simple C-filter to simplify the perceptual task of pairing
contrasting strings ~ and s. Any relaxation of condition (i)
of C-filter will permit (85) as semi-grammatical, and (86)-(87)
as somewhat worse. I have suggested that slight relaxation of
condition (i) still permits the pairing of contrasted ~ and ~
to be a simple task, but that non-contiguous ~ and s are
inherently more difficult to pair, and retain their XU-hood
requirement. Thus, while (89) is semi-grammatical, or dialec-
, 'itally accepted (see above on ~=(X,,) X ), (90) is always out.
(8) · I / '". "..9 Phllosophers loathe, and myst'lc8 prefe'r, blbllomancy.
~ / "(90) *Philosophers loathe bibliomancy, and mystics prefer.
In Section ].], under the rubric of Gapping, violations like
(90) will be studied further.
In conclusion, I agree with Schachter's aim of providing
a unitary account for a wide range of coordination data, but
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our analyses differ crucially in his denial of DS plurals and
coordinate W 's, and his concomitant need for a (node-splitting)
regrouping rule. Similarly, his· denial of DS coordin'ate l'P • s
requires him to form the quantifiers (both, all, etc.) by ad
hoc syntactic transformations, which have the arithmetic pro-
perty of d5~st'inguishing two conjuncts (both) from three or more
(all). This, I have argued, is properly part of an arithmetic
component of semantic interpretation. I rely more heavily on
a deletion rule than does Schachter, and attempt to incorporate
data which he ignores (Gapping and Peripheral Ellipsis, for
example). Finally, while his dialect includes somewhat freer
cases of Secondary Conjunction than does mine, I can analyze
these as motivated extensions of condition (i) (the ~rimary
Conjunction' condition) of C-filter, and define a notion of
. . , " ..
'degree of grammatlcallty' of contiguous sCs coordlnatlon.
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3.3. Sag
In this final section, I compare Sag's (1976) analysis of
Gapping and Verb Phrase Deletion with my own. I will conclude
that restrictions which Sag writes into the Structural Descrip-
tion of his Gapping rule should be dropped, and relegated to
an output (C)filter ; such a move permits Gapping to be ana~
lyzed as one reflex of the general Identity Deletion rule.
But Verb Phrase Deletion has characteristics which disallow its
collapse into ID; I will present evidence (based on Fiengo
(1974) and Schachter (1978)) that Verb Phrase 'Deletion' is, in
fact, interpretation of a bare VP, containing only an auxiliary
verb. Thus, while ID accounts for Gapping, Right and Left
Peripheral Ellipsis, Primary and Secondary Conjunction, Respec-
tively Conjunction, etc., it cannot cover all cases of VPD --
cases like (91) and (92).
(91) The man who did yesterday will climb Mount
Tutte-Grothendiech again tomorrow.
(92) Sandy hit everyone that Bill did.
In (91) and (92), the 'empty' Verb Phrase did is not in a con-
junct; it is, in fact, found in a range of positions more
appropriate for a pronoun than for a remnant of Identity Dele-
tion. I give an account of VPD after studying Gapping, below. '
Sag presents Gapping as a deletion rule within a frame-
work like that of Chomsky & Lasnik, where deletions are part of
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the interpretive phonological branch. This deletion rule is
subject to output filters, permitting a description of variant
dialects without modifying the deletion r~lle itself. Sag's
Gapping rule, in (93) below, deletes string Wi (and W2 , if
this exists) under identity with string Wi (and W2 ) in the
preceding conjunct sentence (Actually, Sag requires that the
two conjuncts be alphabetic variants at the level of Logical
Form. See below for a discussion of this~ as it applies to
'Sloppy Identity').
(93) W-[ X2-W -(X2 )*-W ]_{an~ - [ x2-W -(X2)*-W ]-W43 s 1 2 or J S 1 2
1 2 3 4 5 6 7 8 9 10 11
~ 1 2 3 4 5 6 7 % 9 % 11
To my mind, Sag's most valuable contribution to the pro-
per formulation of Gapping is the requirement that Gapping
remnants be categories of the X", or X2 , level, and his obser-
vation (Sag:192,288) that these remnants bear contrastive into-
nation. The former requirement is written at cost i.nto his
Gapping rule; I have suggested, throughout my analysis, that
Gapping .;.3 an example of Identity Deletion, unconstrained as to
direction or remnants, but that its output must pass the C-
I
filter. My formulation allows me to collapse Gapping with a
nllmber of other coordination deletions. Sag claims that Gap-
ping should not be so collapsed, and his formulation in (93)
thus has many restrictions, which I must1argue against.
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We will consider some of the empirical distinctions
between Sag's rule (93) and my claim ~that Gapping is an example
" 'of ID,wherein C-filter takes the grave string s as (X")*. One
difference is that my Gapping rule can apply to languages
with vas or SOY order, but Sag's cannot. Not only is Sag's
rule (93) trivially restricted to English, by its listing of
the conjunctions and and or, but, also, his rule requires term
7 to be i 2 , not V (as required to delete initial V to give
vso+_so), nor (X2 )* (as required to delete final V to give
SOV+SO_). Furthermore, his Gapping rule is one of forward dele-
tion; he could not derive the SO_+SOV pattern which type III
languages generally permit (see Section 2.1).
What is Sag's evidence that term 7 should be a single
constituent? The only evidence stated (Sag:299) is that, by
(93) ,
Sentences like (i) cannot be generated, because only
one remnant to the left of the (first) Gap [term 8]
is allowed.
(i) *John certainly likes Sue, and Joan possibly ¢ George.
But an earlier (Sag:221) statement contradicts this generali-
zation.
Moreover, one example attributed by Stillings to Bach,
where the gapped claus e contains the sequence (N?-ADV-WJ,
is judged to be perfectly acceptable (though perhaps
awkward) by almost all of my informants:
(3.2.45) Monk probably enjoyed epistrophy, and
AlbertA~r, almost certainly, ghosts.
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If the adverb in (3. 2.45) is an X" (whether D" or an epist'emic
adverb introduced under Jackendoff's (1977) modal phrase cate-
gory), it should be allowed to surface as a Gapping remnant.
Such is Sag's claim, in adducing his ().2.45). I accept that
claim; the (still mysterious) fact that (3.2.45) is better
than Sag's (i) cannot be captured by his (93), which would star
both equally. I conclude that his term 7 should· not be restric-
ted to a singJ.e X" category, but should be (X") *.
Beside the single-constituent requirement which Sag
(apparently incorrectly) ascribes to term 7, he mentions (Sag:
26.5) a restriction that term 7, for many speakers, "cannot
analyze S's" (or, better, propositions S"), as in (dialectally)
starred (94).
(94) *That Harry is a fool bothers Dick,
and that Bill is a fool ~ Sam.
But even in my dialect, where (94) is only semi-grammatical,
it is improved if Dick and Sam are replaced by some people!
the rest, as in (95).
(95) That the world is flat might surprise some people,
and that there's no bottom, the rest.
As Kuno (1976) has shown, Gapped sentences with proper names
as remnant's do not provide a true test of syntactic constrai.nts
on Gapping, but involve perceptual constraints on 'old infor-
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mation' versus 'new information'. Although Sag quotes Kuno
with approval, certain of his examples, meant to show syntactic
violations, can be improved by merely observing Kuno's caveats,.
On the basis of further study it may prove necessary to mark
(94) as unacceptable to a dialectal output filter, but, at
present I find little evidence for so constraining the deletion
rule itself. I conclude that if Sag's rule (93) is tv he
retained, term 7 should be (X")*.
We turn now to term 8. Sag (p.299) notes: "[t]his rule
must be constrained somehow to prevent term 8 from being null
[Note that term 10, W2 ' usually is null]. Gapping must effect
right-peripheral ellipsis only when it is concomitant with
sentence-initial ellipsis." If term 8 were null, Gapping
would find its only deletion target (term 10) completely to the
right of terms 7-(8)-9, thus giving RPE.
We will examine Sag's evidence that Gapping and RPE are
distinct, but it may first be noted that Sag must not only con-
strain term 8 (W1 ) to be non-null, but must also replace term
9 «(X2)*) by (X2)+, to prevent term 9 its~lf from being taken
as null. For if term 9 were null, then here, too, Gapping
would effect RPE, deleting all terms to the right of the ini-
tial term 7, and therefore letting Sag's Gapping give the RPE
output (96).
/ '(96) John flew to Europe, or Bill.
Sag must therefore do more than merely constrain term 8, if he
wishes to separate Gapping from RPE.
Sag's requirement that Gapping, (93), be allowed to
delete two targets simultaneously, concerns sentences like
(97a) and (b)
(97a)
(b)
Betsy talked to Peter on Sunday, and
Alan %to Sandy %.
Betsy believed Peter to be sexy, and
Alan %Barbara %.
In my analysis, (97a) and (b) are differently affected by the
iterative application of Identity Deletion. The underlying SS
of (97a) is (98); I follow Sag (p.277) in analyzing on Sunday
as ("at' least' sometimes") a daughter of S', to the right· of
V". Then one application of ID could leave (99), which would
" ' "pass my C-filter t since s=N"V".
(98) and Betsy talked to Peter on Sunday and
Alan talked to Sandy on Sunday.
(99) and· Betsy talked to Peter on Sunday and
A~an talked to Sandy .
.'
Another possibility is to first delete talked inside the V",
and then, on a second application of ID, to delete on Sunday,
having t'he left context N"V". These two applications of ID
" ,
give (97a), which passes my C-filter because s=N"P"=Alan
,
to Sa.ndy.
Now consider (97b). As was stated, (97b) is differently
affected by my ID and C-filter, for to be sexy is not outside
of V", as was on Sunday. Thus if ID deletes to be sexy, (100)
will be left, which cannot pass the C-filter, since the cate-
, , , , "
gOl:ies marked wi th grave \ are N"V N", and not N"V", as in
I / I
(100) *Betsy believed Peter to be sexy, and
Alan believed B~rbara.
Before C-filter applies, however, a second application of ID
is permitted; [believed]v is the target (and trigger) of dele-
tion; the left context is the subject N"; the right context
for deletion is the complement proposition S". In the first
conjunct, this proposition is [Peter to be sexy]S~ in the
second conjunct it is merely [Barbara ---I
f
, but at the perti-
nent level (HPA) , the two contexts are identically SIt. Dele-
tion thus is permitted, to give (97b), above, which passes
" ' ,C-filter with s=N"N".
Therefore, RPE can feed Gapping, if each case of deletion
is taken as one application of ID. Only after all deletions
have applied must the output pass C-filter. In this way, a
structurl (like the 'RPE' example of (100), which would be
starred by C-filter), may be improved by a second application
of ID (to give 'Gapping'). My ID-C-filter analysis can cover
the desired cases (97a)-(b),11 without allowing simultaneous
deletion of two separate strings. Repeated application is
descriptively sufficient, and preferable for the economic
statement of the rule.
I have discussed the import of Sag's terms 7, 8, 9, a11d
10, and have concluded that left-context term 7 should be (X")*,
just as is right-context term 9, and that there is no need for
the second target term 10, if Gapping (or ID) is fed by RPE,
and the output checked only later, by an output filter. If my
conclusion is accurate, Sag's Gapping rule would then be almost
identical to my ID-C-filter analysis of Gapping.
We now turn to various arguments Sag has given to prevent
collapsing Gapping with other deletion rules. It is important,
however, that in Sag's framework (similar to my own), the out-
put of deletion rules must pass through certain filters, the
use of which allows a simpler statement of deletion. Further-
more, idiolectal variation may be covered by slightly differing
output filters. As an example of tris process, I would like
to consider a requirement Sag (p. 266) places on his rule:
"the second X2 [term 9 J ... must be restricted so that it can-
not· analyze V2 . This wo·uld presumably be done by means of
syntactic features, but we will llot pursue that matter here".
In (101), Sag's y2 (YII} dominates Aux (must have) and V'
(seemed sad), and, it is claimed, cannot be the right-hand rem-
nant.
(101) On Tuesdays, Sam must have seemed happy and
on Wednesdays %must have seemed sad.
Suppose that (101) is bad, for the reason Sag claims. Such a
condition on the rule of Gapping would serve to distinguish it
from other deletions, for I have claimed that V" is the right-
h-and X" remnant in (102).
(102) /John sings and ""dances.
But Sag (p.278) may provide a possible solution, in the
form of an output filter he independently needs. He wants to
give reduced acceptability to (103), at least in some idiolects:
(103)?*Willy put the flowers in a vase, and Charlie
the book on the table.
He proposes an output filter, (104), which can be modified to
suit the dialects.
, where C* stands for
any (non-null) sequence
of ~X,,) constituents.
Now, to throw out (101), a fi·ltrer comparable to (104) may
be proposed; a preliminary formulation is as in (105).
unless X2 is (or controls)
subject of SIt
(105) may be a perceptually motivated constraint, preventing
interpretation of (101), because Wednesdays is in the subject's
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pre-V" position, but is not the subject. In some such manner,
Sag's V"-condition on Gapping can be captured as an output
filter, similar to, and perhaps collapsible with, his filter
(104) .
If (101) should indeed be starred, I propose that this is
by a filter like (105). Such an approach leaves Gapping
largely uncol.Lstrained (and collapsible, therefore, wi th RPE),
and permits the capture of idiolectal var~ation. For many
(perhaps a]_l) speakers, (106) is fine, even though the second
remnant is V". (107) is similar.
(106) At our house, we wash dishes, and
at Betsy's house, play poker.
(107) At 10 mph, a horse canters, and at 5 mph, trots.
It is in fact likely, I believe, that (101) is only bad because
two strings of identical auxiliaries are contrastively stressed.
Thus (101) is improved by contrasting differing auxiliaries,
as in (108), which is better than the minimally different (101).
.' .... , "(In my analys1.s, s in (108)=P"lVI ff Vn ).
(108) I , IOn Tuesdays, Sam must have been happy, and
, , ,
on Wednesdays, might have been sad.
I conclude that the proper method of disallowing (101) cannot
be by a general prohibition on the rule of Gapping, to prevent
term 9 from analyzing V", for such an approach irlcorrectly
224
stars (106)-(108), and cannot capture idiolectal variation.
Sag presents other evidence which is initially (p.198)
viewed as part of the VP-prohibition, but later (p.265) he
notes that this data is subject to an alternative account. He
cites Ross's example (109) (with Ross's jUdgments) to show
that "VP is an unacceptable second remnant in a Gapped clau.se."
(109a)?*He may stay inside, and she ¢ go to the beach.
(b)?*He has taken the Star of Pittsburgh, and
she ¢ stolen the Moon of Altoona.
(c)??He was squeezinf a tennis ball, and
she ¢ greasing a shoe.
(d) ?He was driven to Aix, and she ¢ taken to Ghent.
But Sag does not, in fact, use this proposed restriction,
since in is analysis, none of the remnants in (109) is a V".
He (pp. 32, 264) treats. only "the I highest' vP' (the VP which
immediately dorllinates that AUX which expands to tense (M)
(have-en)) as V2 , and the other VP's as recursive V'." Thus
each of the remnants of (109) (g'o ~to the ·oeach, stolen the
Moon of Altoona, greasing a shoe, taken to Ghent) is a V', and
not a V". Such XI remnants are prohibited by Sag's formulation
of Gapping, which leaves only X" remnants.
Therefore (109a)-(d) do not provide evidence for or against
Sag's special V" -constraint, but" rat'her are part of his X"-
restriction. Note, however, that the X't-restriction was basic
to his formulation of Gapping, and apparently inviolable; why
aren't· all the exampl.es in (109) then simply starred? In some
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dialects (my own, included), (109a) is rather good (and better
if one man/the other man are substituted for he/she, which do
not bear cont'rastive intonation as well as do the longer N' 's) ,
while (110a)12 and (b) 13 are perfect.
(il0a) Harry may leave, and Fred stay.
(b) John will sing and Mary dance.
In my analysis, such sentences provide evidence that the modal
is outside of V", so that stay and dance are possible Gapping
remnants. In Sag's analysis, such sentences must be starred,
whether they are VI remnants (as he claims) or V" remnants
(perhaps dialectally) -- for in the latter case, his V"-prohi-
bition would star (110a)-(b).
I take (109a) to be grammatical, and may perhaps account
for dialectal variation (i.f it exists) by dialectally parmit-
ting modals to be inserted under V", as a specifier to V'.
S'uch a modal could not be deleted in (109a), for the remnant·
,
would not be a grave string (X")*. Next, my analysis of Verb
Phrase (Section 2.2) would predict (109b) to be starred, since
stolen the Moon of Altoona is neither a complete V", nor arla-
....
lyzable as a string (X")*. But (109d) should be fine (espe-
cially when one man/the other man are substituted for h§/she) ,
if the passive participle is indeed an adjectival phrase (as
suggested in Section 2.2). The ~ remnant in (109d) would be
.. \ ..
N" A"P" . Note, incident ally, that example (.11la) which should
be as good as (109d), is bad when taken as a Gapped sentence,
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and (llla) is bad for the same reason as (111b) is. As Chomsky
& Lasnik (1977:438) suggest, The horse raced (past the barn)
appears to be a tensed sentence; its true analysis is mistaken,
because of purely accidental morphological facts.
(lila) *The ball was thrown, and the horse
(111b) *The horse raced past the barn fell.
raced.
The final example is (109c), which Ross marks ??; it
would be marked * by my analysis of ID as leaving X" rem-
nants. But Ross's marking is, in fact, correct. Although I
have explained why (109c) is worse than (109d) (and, in my
dialect, (109a», I have not explained its being better than
(109b). An extremely tentative possibility is a-rule of be-
deletion, applying in a lower S", as in the relative clause
of (114), derived from (112) by Move ()( and COMP-deletion.
Be-deletion may optionally apply to (114), to give (115); if
it· does iib--t"~!:omsky& Lasnik's (1977:486) l'P-T-VP
filter will throw out (114).
(112) The man rwho is greasing a shoe] arrived.
(113 ) The man [who t· is greasing a shoe] arrived.
(t14) The man [ __ t is greasing a shoe] arrived.
(115) The man [t greasing a shoe] arrived.
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Such a rule may perhaps misapply, into a lower (conjunct) S",
to give the semi-grammatical (109c). I assume, in any case,
that some such explanation is available, so that the differ-
ential (and dialectal) acceptability of (109) may in fact fol-
low from -- and not be a counter to -- the requirement that
Gapping leaves X" remnants.
I have examined Sag's proposed restrictions on terms 7,
8, 9, and 10, and considered that each term should be so modi-
fied as to bring it more in line with my analysis, of ID
applying to coordinate l'P •s or propositions. We will now exa-
mine the domain of application of Sag's rule. As stated (93)),
it seems to apply to conjoined sentences, and not to proposi-
tions, but Sag apparently use'd,' a novel abbreviation, S, to
collapse Sl (his sentence) and S2 (his proposition), for on
p.265, he labels (116) as llS(S2)1l and (117) as "S(Sl)".
(116) On Wednesday, Sam must have seemed sad.
(117) Sam must have seemed sad.
Sag never mentions this abbreviation, so I may be wrong in
assuming that S in (93) is ambiguous. However, Sag must apply
Gapping to a Sit conjunct like (116) to derive (118) (his
(3.4.16)).
(118) On Tuesday, Sam must have seemed happy,
and on Wednesday, sad.
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And also, unless he applies Gapping to conjoined sentences
(S'), he cannot derive (119) (his (J.4.17b») by Gapping,
because that is not a possible term 7 for him.
(119) That Alan played 1st base and Betsy shortstop,
is not surprising.
In my analysis, the only conjuncts available to ID are
propositions and noun phrases. Since ID can apply repeatedlYf
(119) is the result of first deleting played in (120) (in the
cont€:xt COlVIP-N"-__-N"), and then deleting COlVlP (in ~he con-
text %-_-S").
(120) [[That Alan played 1st base] and
[that Betsy played shortstop]], is no·t surprising.
The deletion of COlVlP, in 8"2' is required by C-filter, because
"otherwise COlVlP would be an s remnant which is not X". Free,
repeated application of ~' followed by C-filter, permits the
derivat~on of both (118) and (119), without requiring that
Gapping's domain include conjoined sentences as well as con-
joined propositions.
A second example of rQ obligatorily deleting COMP is in
(121), which must give (123), not the intermediate *(122).
(121) Bill saidllthat Betsy played shortstop], and
(that Alan played 1st base]].
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" I(122) *Bill saidllthat Betsy played shortstop], and
[ ' \. \that Alan __ 1st base]]
I ~
Bill said [[ that Betsy played shortstop , and
, .L--- Alan 1st b~se]1 ·
We may expect Chomsky & Lasnik's free deletion in COMP to
interact with the patterns given, and to further permit dele-
tion of the 1st (unstressed) COMP, to give (124) as an alter-
nant:
I I '(124) Bill said Betsy played shortstop, and Alan,
,
1st base.
This is correct; (124) is as good as (123) (But see below, on
this matter).
We have considered the case where Gapping (ID) applies
inside two conjunct Sit's, and must delete !hat. Now consider
the case where one of the remnants of Gapping (ID) is itself
,
a proposition. C-filter requires that the remnant be X", for
"example S", so ~that (126) cannot be the output of ID, while
(125) may be.
(125) Sandy said that he was a fool, and Betsy,
that he was out of his mind.
(126) *Sandy said that he was a fool, and Betsy,
he was out of his mind.
Although ID is constrained, through C-filter, not to leave the
S' remnant [he was out of his mind), there is no such con-
straint on free deletion in COMP. Why, then, can't free dele-
tion remove the COMP of the 8" remnant, so that both (125) and
, \(126) pass C-filter with grave sting s=N"S"?
Chomsky & Lasnik suggest that COMP-deletion is effectively
constrained by their [~ tense VP] filter. They want to permit
~hat to delete after believes (as in (127), below), but not
after the second sub ject if> , Bill.
(127) John believes (that) Mary saw Sam, and Bill,
[that Sue saw Harry]
However, that may delete after the head N? of a relative clallse.
Chomsky & Lasnik (p.484) present their filter as (128), to
capture the fact that "finite declaratives are generally
restricted to the immediate domain of Verb or Adjective (i.e.
[+V]) or that; or Ii', as in relatives."
(128) * [IF tense VP] , unless at is ad jacent to and
~ in the domain· of f+V) , that,
or N?
In (127), they claim, that-deletion would give '[;ue saw Harr~
"adjacent to the IP but not in its domain." But this claim is
clearly incorreciJ.;4 by their definition of I domain I (p. 459) I
the domain of a subject W is its whole clause, including its
VP and any objects in that VP. Thus the string
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[[Bill] [Sue saw Harry]J should be permitted, just as is the
relative [[the man] [John saw]] .
I have an alternative explanation for *(126) -- a per-
ceptual constraint disallowing certain ~ W sequences in
Gapped sentences. The perceptual constraints proposed (or
discussed) by Kuno (1976) throw out a number of patterns that
are otherwise well-formed. These constraints are not condi-
tions on the application of Gapping (or ID), but perceptual
restrictions on the interpretability of the reduced and con-
trastively-stressed structures which deletion leaves behind.
For example, Kuno shows that Gapping sentences may be improved
by avoiding proper names as remnants, because Gapping remnants
are best interpreted as 'new information', while proper names
have the opposite interpretation, as 'old information'. Of
course J the deletion rule abstracts away from t"his requirement",
wh,ich should be: an independent, non-syntactic const"raint. A
second percep~ual phenomenon is that "[w]hen Gapping leaves an
IF and a VP behind, "... the N? [is readily int"erpreted as]
representi~g the subject of the VP". This Tendency for Subject
Predicate Interpretation (TSPI) is violated in Sag's (3.2.56),
repeated ~s (129):
(~29) *Jack asked Mike to wash himself, and
Sue to shave himself.
A third perceptual constraint is Kuno's Requirement for
Simplex-Sentential Relationship (RSSR), whereby the remnants
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are (almost exclusively) interpreted as constituents of a
simplex sentence. Thus (130) is~in the desired interpretation,
because Martha is not in the same.-simplex sentence as Bill.
(Sag's ().2.62)).
(130) * John persuaded Dr. Thomas to examine Jane,
and Bill Martha.
I woul~ ~ike to suggest a fourth perceptual constraint15
on the'~interpretationGapping remnants, much in the line of
Kuno's ,constraints. My Tendency for SUbject Object Interpre-
tation (TSOr) holds that "when Gapping leaves initial l'P-rP
behind, they are most readily interpreted as subject and
direct object." Tsor lis readily viewed as an extension of
RSSR, whereby t'he simplex-sent"erltial relationship of two rP
rerimants is the subject-object relationship. I will show first
that TSOr may b€ relevant to disallowing that-deletion j.n
* (126), and then provide justification for Tsor.
In *(126), the initial s remnants are B~tsy and he of
,
S"=lhe was out of his mind]. The lack of an intervening COMP
permits Tsor to attempt to interpret he as object of Betsy.
Such an attempt fails, because of the following Verb Phrase
and resulting lack of parallelism with the stressed ~ remnants,
in S;'. TSOr wOltld als 0 be invoked in interpreting (127), if
that is deleted in the second COMP, for then Bill and Sue are
contiguous Ii' 's, readily interpreted as subject and object by
TSOr. Such a strategy faiJ-s • 'so that (127) must surface wi th
2JJ
filled COMP separating Bill and Sue.
Other evidence for TSOr includes the restricted range of
interpretation for (131):
(131) A gave B to C, and D, E.
D and E are interpreted as subject and direct object, but not
as subject and prepositional object, or direct and preposi-
tional object.
As Sag has noted, Gapping does not delete the preposition
of a Prepositional Phrase, leaving an ~ stranded. But TSOr
may explain this fact. 16 (132) is disallowed because his Ford,
according to TSOr, should be interpreted as a direct object.
(132) *Mary is happy with her Porsche, and Bill, his Ford.
Similarly, (133-134), where t"he second act" would be Ii1isinter-
preted as object.
(133) *Beth left after the first act, and
Norma the second act.
(134) *Jim was hassled on Winthrop Street, and
Norma, Hooker Street.
The requirement that the second Ii' be a direct object and
not an indirect (or prepositional) object will account for the
different acceptability of (135a) and (b).17
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I I "(135a) We'll send roses to Tom, and you tulips
I / "(b) *We'll send Tom roses, and you Janet '
Th~ cases above show that the second W must be the
direct object; the requirement that the first W be the sub-
ject would be violated in (136), so (136) is disallowed.
(136) At our house, we play poker, and
Betsy's house, bridge.
I assume that the perceptual constraints mentioned above
are only invoked to solve the difficult problem of parsing
non-contiguous coordination -- i.e., coordination wherein an
unstressed string u separates the paired s and ~ strings.
Then TSOr, in particular, need not be invoked for Left Periph-
eral Ellipsis, as in (137), because the pairing of contig-
~ d'·uous s an S 18 perceptually easier than the pairing involved
in Gapped sentences.
~ ~ "(137) I gave John $5, and Bill $10.
In (137), there is no tendency for Bill and ~ to be read as
subject and object; I assume TSOI is not invoked, because the
# , I "
s and s strings are contiguous, across C: SCSI The fact that
Tsor is not invoked for (137) should not, I claim, argue against
a collapsing of LPE and Gapping into ID, for the application of
Tsor should be made dependent upon output structure. The
proper form of t'hese perceptual constraints is as superficial
filters, and not as conditions on rule application.
Sag examines comparable sentences -- as in (138a) and (b)
and concludes that Left Peripheral Ellipsis, but not
Gapping, Thay delete a preposition, leaving a W remnant.
(138a) *John spuke to Harry, and Bill lVIike./
(b) John spoke to Mrs. Wj.mble on Friday and
the dean onDaturday.
That this is true is ascribed, in my analysis, to the ~SOI's
I
forcing interpretation of Mike, in (1)8a), as direct obJect and
i
not prepositional object. I do not view (137)-(138) as evi-
dence for distinguishing the deletion rules giving Gapping and
LPE, but suggest t'hat TSOr, like otllers of Kuno' s constraints,
be restricted to Gapping outputs.
Sag (pp.204-210) suggests four further differences between
Gapping and LPE; examination of these will be among the last
points in my clarification of Gapping as an example of ID.
First, "most people seem to find [Gapping1 ... wi th but to be
unacceptable 11 18 Sag gives the example (139).
(139) (%)*John likes Richard, but Betsy ¢ Peter.
However, (139) also violates Kuno's constraint on new informa-
tion; (139) is improved, and more generally acceptable, when
fewer proper names are included. Compare (139) to Neijt's
(1979:59) example (140), adduced by her to argue a similar
point.
(140) Some people like bagels, but others cream
cheese.
That the constraint on new information versus old may be per-
tinent is supported by (141); contrastive accent on the four
proper names leads to unacceptability, even in a LPE outputs
(ll~l )1__ Mike introduced Joan to Richard, but
Betsy to Peter.
I assume that the badness of (139) does not support a differen-
tiation of LPE from Gapping, but suggests further study of but.
Secondly, Sag claims (p.206) that Gapping's first remnant
may not be a sentential subject, and uses this to s~parate
Gapping from LPE, whose first remnant may be Set. But the Set
left by LPE is not a sentential subject, and Sag (p.265) notes
that the restriction on Gapping may follow from independent
constraints on sentential subjects; in any case, the badness
of s~ch sentences (as (94) on p.217, above) varies among
speakers. From my discussion on p.217, I concluded that some
of the badness of Sag's example certainly was due to his exten-
sive use of proper names, and that, if· (95) is bad for some
speakers (it is good, in my speech), the badness should be
captured by output filters rather than a restriction on the
&.-.....J(
rule of deletion.
Sag t s third point is that Gapping remnants (t'he X" t s in
the second conjunct) must be separated by a pause; such pauses
are not requj.red, for most speakers, in cases of LPE. But·
suppose, as in Section 3.2, that the contrastive intonation
assigned by ID can be reduced, universally in cases of Primary
Conjunction, and also, for some speakers, on cases of Secondary
Conjunction (e.g. for sC~, where ~ and s are analyzed as (Xll)Xi .
See Section 3.2). Then the contrastive intonation would be
reducible, dialectally, in just such cases. I'll assume this
is the derivation of reduced accent in LPE, which in this
respect must differ from Gapping. or RPE, though all three are
cases of ID.
Sag's final argument is that as well as can conjoin the
paired strings of LPE, but not of Gapping. (See Sag (p.209)
for discussion). However, he cites Fiengo (1974:126) as
permitting Gapping with as well as, and the bad Gapping sen-
tences which Sag proposes have proper name remnants. Certainly
(142) is bad. Can it be improved by the standard change to
(143)? The answer is "no".
(142) *Peter is happy as well as Betsy %sad.
(143) *One man is happy, as well as the other sad.
I suspect that the semantic contrast required by Gapping disal-
lows as well as. For as well as means sometiling like in addi-
tion to, and seems (t·o me) inappr'opriat'e to capt'ure COllt'rast.
I have not considered such conjunctive phrases in my analysis,
and cannot, in this work; but I assume that some such expla-
nation is operating, perhaps as a semantic rule, and does not
distinguish the' formal rule of deletion for LPE from tllat of
Gapping.
I conclude, from the discussion of this section and Chap-
ters 1 and 2,' that no·t only must Gapping be collapsed with LPE
into Identity Deletion, but also Right Peripheral Ellipsis,
Primary/Secondary Conjunction, and quantified conjunction (as
analyzed in SectiollS 1.3. 3, 3. 2) . Gapping in English is merely
forward Identity Deletion, later subject to idiolectal/di~lectal
Qutptlt filters in addition to tlle general C-filt'er. Kuno ' s
perceptual constraints, and my additiona]. TSOr, furt'her delimi t'
the permitted Gapping patterns, though not at the cost of modi-
fying the Structural Description of the deletion rule (into a
form like Sag's (93», or of conditioning its application.
Gapping is one reflex of ID -- which remains an optional bi-
directional rule, constrained mainly in that its output must
pass C-filter.
The second and f'inal topic of this sect·ion is a brief
account of 'Verb Phrase Deletion'. My analysis of ID + C-
filter offers no description of the wide range of VPD data,
since, among basic differences: (i) ID requires a linguistic
trigger for deletion, in an environment 'local' to that of the
target of deletion (See Section 1.3.1). But VPD allows prag-
matic control (144)19 and discourse control (145).
(144) (A and B are competing in weight lifting.
A lifts 300 pounds)
B: If you can, so can I.
(145 ) A: Eat this banana.
B: I won't.
(ii) the output filter (C-filter) for ID disallows non-conti-
guou,s remnants unless of major phrasal category, X". Thus the
RPE in (146) is starred.
(146 ) I IPhilosophers loathe bibliomancy, and
" t· "mys les prefer I
But VPD in (147) is permitted:
(147) John loves Mary, and Peter does, too.
It may be noted, also, that the contraetive intonation obliga-
torily retained by non-contiguous remnants, s and ~, is not
necessary in VPDj (147) requires no contrastive stress.
(iii) VPD is not restricted to coordinate structures, ad are
Gapping, Peripheral Ellipsis, Primary and Secondary Conjunc-
tion, respectively-and quantifier-coordination, and all other
cases of ID, followed by C-filter. VPD may apply in a subor-
dinate clause, whether the antecedent precedes (as in 148) or
follows (as in 149) the 'e~pty' VP.
(148) Gwendolyn hit a single after Sandy did. _
(149) Anyone who can should go to this movie.
Indeed. VPD can apply, 'internally' to a trigger VP, as in
Sag •s (1 97 6 :68 ) (150) :
(150) Betsy grabbed whatever she could.
It is clear that ID will not account for VPD, which allows
its antecedent to be as free as the antecedent of a pronoun.
I follow Fiengo (1974) and Schachter (1977, 1978), in claiming
that the rule(s) giving identity deletion should not give VPD.
Fiengo's (1974:131) observation on this point is important:
"the interpretation of the VP in the relative clause" in (151),
below, is "as free as that of the VP in" (152). (Fiengo's
examples) .
(151) The man who did yesterday will climb
Mt. Tutte-Grothendieck again tomorrow.
(152) The man did yesterday.
The VP, in (151) and (152), is disambiguated by its context,
just as he of (153) is disambiguated.
(153 ) Before he came, John telephoned.
In the ultimate interpretation of (153), he may be anaphoric
to a W in its sentence (subject to the Backward Anaphora
Constraint20 ), or in preceding discourse (this directionality
may be a reflex of the BAC), or, as a deictic pronoun, he may
refer to some person in the pragmatic context.
So, too, for did. In isolation, (151) will be interpreted
as climbed Mt. Tutte-Grothendiech, just as (153), in complete
isolation, will interpret he and John as coreferential. In a
discourse context, did may be much freer -- perhaps to the
extent of allowing, as antecedent, any action which does not
contradict the requirement for the past time and adult male
actor in The man did yesterday. Finally, bare auxiliaries may
be interpreted solely on the basis of their pragmatic context
(Schachter (1977, 1978) ); (11.1,4), above, is an example. (Note
Hankamer (1978) has claimed that such cases of VPD are formu-
laic and stereotyped; but this may be a concomitant of
Schachter's requirement for VPD's very restrictive pragmatic
contexts) .
I view Schachter's account as only the preliminaries to
an'analysisof VPD as 'deep' (pronominal) anaphora, but I
believe it may well be the correct approach. Note that, in
my analysis of the Verb Phrase (Section 2.2), auxiliaries are
generated as head verbs (generalizing the case of copular be
and British possessive have), without any special restrictions.
The head verb of a V" is merely restricted to [+V]; thus any
verb, whether auxiliary or not, should be insertable into such
a position. It seems to me appropriate to take the semantic
component (and its extensions to Discourse Grammar) as the
locus for determination of the antecedent of an auxiliary
inserted under V', because that antecedent may be in V's sen-
tence, or discourse, or pragmatic context.
I conclude that VPD cannot, and should not, be collapsed
with Identity Deletion, which has been constrained to apply to
adjacent structures in a single PM, and not to allow deletion
in discourse or pragmatic control. 'VPD' should then be inter-
pretation of any ("vague") aux-filled V", on the basis of sen-
tence, discourse, or (necessarily restrictive) pragmatic con-
text. The 'trigger' and 'target' of VPD, as of pronominal
anaphora, are determined in the semantic branch; the 'trigger'
and 'target' of ID are determined in the phonological branch.
4. Conclusion
My goal in this work has been t~ show that a variety of
seemingly disparate coordinative phenomena should be collapsed
into one opt'ional bidirectional deletion rule, whose out'put
must pass the later C-filter. The interaction of Identity
Deletion (subject 'to C-filter) with the other components of
the grammar permits the description of such complex paradigms
as the permitted quantifier positions in English (Sections
1.2.1 and 1.3.3) or the permitted Gapping patterns available
to nat'ural languages (Secti'ons 2. 2 and 3. 3 ) . Some of the con-
straints on Gapping, for example, are properly perceptual or
semantic; some are syntactic; certain restrictions (e.g., C-
filter) are best captured in the phonological component. I
have atte~pted, in this work, to sketch out some examples of
these (co'mplex) interactions of the (relatively simple) compo-
nents, following the lead (and within the general framework)
of Chomsky & Lasnik (1977).
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FOOTNOTES
1 (p. 7) (6b) would be grammatical:
Chapter 1.
I (John slngs " "", and Bill dances today.
1
2
.3
4
5
6
(p. 9)
(p. 9)
(p. 11 )
(p. 13 )
(p. 32)
(p. 34)
I have changed Ch & L's (1977:431) tentative
ordering of the phonological components, as
described below.
v. Chomsky (1970)
in the sense of Chomsky (1965:225,fn. 11)
The filters may not follow the phonological
component, or else only counter-intuitive
language-particular filters, couched in terms
of phonetics, would be allowed. I take the
filters as part of the phonological component.
See below.
wh-movement could not, of course, move just one
conjunct, since such an applicatjwon violates AlA.
Movement of whose, out of whose friends, would
also violate sujacency.
or forward Deletion. This rule is comparable,
in some respects, to the forward application of
my bidirectional Identity Deletion rule. However,
Williams requires supplementary rules of Gapping
and Right Node Raising; in my analysis, ID covers
these.
7 (p.39) Emonds stars:
John gave the b"oys all some new clothes.
but I believe most studies would disagree
(Schachter (1973:406), Baltin (1978:183».
8
9
10
11
12
13
14
15
16
(p. 40)
(p. 42)
(p. 43)
(p. 45)
(p. 45)
(p •51 )
(p. 52)
(p. 54)
(p . 61 )
Dougherty (1970:877) provides examples ending in
... dollar each. See also Postal (1974:115) and
Emonds (1976:49) on inserted parentheticals and
all.
I will allow ( p.46 ) postposition of Q into
its sister SIt conjunct.
cf. Baltin (1978) for counter-examples and an
alternative account, invoking 'landing sites'
v. Emonds (1976:240; also 1970:234) for this
argument.
See p.54, below, and fn. i5
A syntactically non-singular sUbject, like
scissors, will not sUffice. Note that there also
exist verbs, not citee. in the text, which require
non-singular objects (contrast, shuffle).
at SS (as at LF) the and will be extant, being
only deleted in the phonological branch.
Baltin (1978:68) uses X instead of arbitrary
ca~egory X, but his restrict'ion is tentative; he
cites X with the disclaimer: "whatev-er t'he appro-
priate category symbol may be."
But Ross (personal communication) cites (without
marking) : .
Have you answered all questions, and what bank
are you routing payments through?
17 (p.61) Ross:
There are 2 spots here, and can you see a robin?
18
19
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(p.61) Ross:
Tune the piano, and by when can you fix the
hammock?
(p.62) A matter I ignore here is resumptive PRO in an
implied threat:
He's the mafioso who you say his name and
you end up in the East River.
20
21
22
23
· 23
25
26
27
(p. 66)
(p. 68)
(p •72 )
(p.74,
75)
(p. 83 )
(p. 87)
(p. 92)
OXford English Dictionary: URelat"ively to each of
several persons or things; individually, singly,
separately; each to each, severally"
The parenthesized (respective)s of (120) do not
add to the meaning, but Dougherty consistently
cites these as grammatical.
Possibly'is ultimately realizable as Bolinger's(1965) B accent (and ~ as Bolingers A accent), but
I will not collapse these accents at the level of
ID's appJ.ication.
v. Chomsky (1965:181) for 'non-distinctness'.
See below in text for my notion of strict identity.
v. Chomsky (1965:181)
I describe one common dialect; a second, which
finds concord with the conjunct subject nearer
the verb, is not treated here.
in my analysis, the filters are rules of the
phonological component, the final component of
the phonological interpretation branch
I accept this; for many speakers, Bill, too is a
better remnant.
28
29
(p .103) Dialectal variation exists 'here; see discussion
in Section 2.2.
(p.l04) Thus (177) is bad with stressed them.
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1
2
J
4
5
(p .100)
(p .114)
(p. 115)
(p. 121 )
(p. 126)
See Section 1.3.]. Asyndeton, whiCh is available
in some Gapping patterns, must arise after C-filter
applies. It can not be an example of rD, because
there can be no trigger for the deletion of a
unique string.
All are SVO except vas Toba Batak and SOY Maninka,
Susu, Turkish. The compound verb data for Indone-
sian, Susu, Swahili, and Thai are unclear
(KoutsQudas (1971:346).
unavaila.ble to me; I t'ake my information from
Rosenbaum 1977.
whether he derives SO+SOV by Gapping or by Right
Node Raising. (see Kuno 1971 & Ross (1967b) for
relevant structures)
unavailable to me (v. fn. 3 )
6 (p .130) The misspellings here (if any) are as in Furbee
(1974 )
7 (p.134) unavailable to me (v. fn. 3 )
8 (p. 146) cf. Dougherty (1968), citing Perlmutter and Chomsky
(1965)
9 cf. Chomsky (1965: 167) for [+_WMannerJ~[+_fP]
10 (p.152) Emonds (1976:212), discussing Lexical Insertion
of have, be.
11 (p.159) countered, perhaps, by the well-known uninhabited
data
12 (p.161) Emonds (1976:242-3). See also p.157 above.
13 (p.164)
14 (p.169)
semanticallytdistinct fromhemvhasishon a non- bauxl~lary; fie lat~er emp as~zes ~ e slng~e ver ,
the former, the whole proposition.
Pullum & Wilson (1977)
Chapter 3.
1
2
3
4
5
6
7
8
9
(p.175) but Chomsky may mean that there is a total of
n+l sentences, the matrix sentence containing
a-coordination of n empty conjuncts
(p.175) cf. Chomsky (1965:224)
(p.178) Dougherty (1968:38)
(p.178 ) Dougherty (1970:864)
(p.178) Dougherty (1971:315)
(p.179) Dougherty (1968:305)
(p .181 ) Dougherty" (1971: 335)
(p.197) his (123) and (lJ7b)
(p.208) see p.237, be~ow, for the dialectal possibility
of stress reduction for certain Left Peripheral
Ellipsis remnants; perhaps just those strings
see where both is possible dialectally.
10 (p.211) cf. Chomsky (1965:75-79)
11 (p.220) I am ignoring cases of Null Complement Anaphora
here,
... but Bill refused
and consider NCA to be Base-generated 'deep ana-
phora', therefore sUbject to discourse/pragmatic
control, and not bound by the requirements on ID
and C-filter. See the final pages of this section,
for similar thoughts on VPD.
12 (p.225) from Pullman & Wilson (1977:744). They call this
Modal-Gapping.
13 (p.225) from Hudson (1976)
14 (p.230)
15 (p.232)
16 (p.233)
17 (p.233)
18 (p.235)
19 (p. 239)
as observed by Iwakura (1979), for example,
who distinguishes, in filter (128),'head ~'
from 'N?'.
perhaps a sub-case of Kuno's RSSR
Sag (his Section 3.3) presents an Immediate
Domination Principle as the explanation for
*(132)-*(134) and *(136).
examples due to J.R. Ross (personal communication)
Sag (p .190)
cf. Schachter (1977, 1978), and, .for counter
arguments Hankamer (1978)
20 (p.241) BAC: cf. discussion in Sag (1976: Section 4.2)
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