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In this paper, we deal with the value distribution of difference products of entire functions,
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1. Introduction and main results
In the paper, we assume all the functions are nonconstant meromorphic functions in the complex plane C. We shall use
the following standard notations of value distribution theory: T (r, f ), m(r, f ), N(r, f ), N(r, f ), S(r, f ), . . . . See, e.g. [7,13].
We denote by S(r, f ) any function satisfying
S(r, f ) = o{T (r, f )},
as r → +∞, possibly outside of a set with ﬁnite measure.
We specify the notion of small functions as follows: Given a meromorphic function f , the family of all meromorphic
functions a(z) such that T (r,a) = S(r, f ) is denoted by S( f ). For convenience, we also include all constant functions in
S( f ). Moreover, Sˆ( f ) = S( f ) ∪ {∞}.
If for some a ∈ C ∪ {∞}, the zeros of f − a and g − a coincide in locations and multiplicity, we say that f and g share
the value a CM.
There has been an increasing interest in studying difference equations and difference product in the complex plane. Hal-
burd and Korhonen [5] established a version of Nevanlinna theory based on difference operators. Bergweiler and Langley [2]
considered the value distribution of zeros of difference operators that can be viewed as discrete analogues of zeros of f ′(z).
Ishizaki and Yanagihara [9] developed a version of Wiman–Valion theory for difference equations of entire functions of
small growth. Growth estimates for the difference analogue of the logarithmic derivative f (z+c)f (z) were given by Halburd and
Korhonen [4] and Chiang and Feng [3] independently.
Recently, Laine and Yang [10] investigated the value distribution of difference products of entire functions, and obtained
the following result.
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f (z)n f (z + c) assumes every nonzero value a ∈ C inﬁnitely often.
The restriction in Theorem A to the ﬁnite order case is essential. As an example, take f (z) = exp(−ez) and ec = −n, then
f is of inﬁnite order such that f (z)n f (z+ c) ≡ 1. Theorem A does not remain valid if n = 1. Indeed, take f (z) = 1+ ez , then
f (z) f (z +π i) − 1 = −e2z .
Afterwards, Liu and Yang [11] improved Theorem A, and proved the following result.
Theorem B. Let f (z) be a transcendental entire function of ﬁnite order, and c be a nonzero complex constant. Then for n  2,
f (z)n f (z + c) − p(z) has inﬁnitely many zeros, where P (z) 	≡ 0 is a polynomial in z.
In this paper, we will establish an improvement of Theorem A and Theorem B, which is stated as follows.
Theorem 1. Let f be a transcendental entire function of ﬁnite order σ and c be a ﬁxed nonzero complex constant, let P (z) = anzn +
an−1zn−1 + · · · + a1z + a0 be a nonzero polynomial, where a0,a1, . . . ,an (	= 0) are complex constants, and m is the number of the
distinct zeros of P (z). Then for n >m, P ( f ) f (z + c) = a(z) has inﬁnitely many solutions, where a(z) ∈ S( f )\{0}.
We shall give a much simple proof of Theorem 1 in Section 3, which is different from Refs. [10,11].
Remark 1. The following examples show that Theorem A, Theorem B and Theorem 1 may fail to occur for meromorphic
functions of ﬁnite order.
Example. Let P (z) = z3(z2 + 2), f = tan z, c = π2 . We get P ( f ) f (z + π2 ) = − 1cos4z + 1 	= 1. Clearly, Theorem 1 fails to occur
for this example.
Example. Let P (z) = z2, f (z) = √3 tan z+1, c = 2π3 . We get P ( f ) f (z+ 2π3 ) = 6cos2z −8 	= −8. Clearly, Theorem A, Theorem B
and Theorem 1 fail to occur for this example.
Corresponding to the above result, we investigate the uniqueness of difference products of entire functions, and obtain
the next result. For the sake of simplicity, we use the deﬁnition as follows.
Deﬁnition 1. Let P (z) = anzn + an−1zn−1 + · · · + a1z + a0 (an 	= 0), we denote Γ0 = m1 + 2m2, where m1 is the number of
the simple zero of P (z), and m2 is the number of multiple zeros of P (z). We denote d = GCD{λ0, λ1, . . . , λn}, where
λi =
{
i + 1, ai 	= 0,
n + 1, ai = 0, i = 0,1,2, . . . ,n.
Theorem 2. Let f and g be transcendental entire functions of ﬁnite order, c be a nonzero complex constant, P (z) = anzn +an−1zn−1 +
· · · + a1z + a0 be a nonzero polynomial, where a0,a1, . . . ,an (	= 0) are complex constants, and let n > 2Γ0 + 1 be an integer. If
P ( f ) f (z + c) and P (g)g(z + c) share 1 CM, then one of the following results holds:
(1) f ≡ tg for a constant t such that td = 1, where d is deﬁned above;
(2) f and g satisfy the algebraic equation R( f , g) ≡ 0, where R(w1,w2) = P (w1)w1(z + c) − P (w2)w2(z + c);
(3) f (z) = eα(z) , g(z) = eβ(z) , where α(z) and β(z) are two polynomials, b is a constant satisfying α + β ≡ b and a2ne(n+1)b = 1.
Remark 2. The following example shows that the second case of Theorem 2 may occur. Let P (z) = (z − 1)6(z + 1)6z11,
f (z) = sin z, g(z) = cos z and c = 2π . It is easy to see that n > 2Γ0 + 1 and P ( f ) f (z + c) ≡ P (g)g(z + c), so P ( f ) f (z + c)
and P (g)g(z + c) share 1 CM.
Clearly, we get f 	≡ tg for a constant t such that tm = 1, where m ∈ Z+ , but f and g satisfy the algebraic equation
R( f , g) ≡ 0, where R(w1,w2) = P (w1)w1(z + c) − P (w2)w2(z + c).
However, when P (z) is a nonzero monomial, the second case of Theorem 2 may be deleted. Indeed, for instance, let
P (z) = zn , n > 2, then from the algebraic equation R( f , g) ≡ 0, we have
(
f
g
)n
= g(z + c)
f (z + c) .
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(n − 1)T
(
r,
f
g
)
= S
(
r,
f
g
)
.
It follows that fg is a constant, that is, f ≡ tg for a constant t such that tn+1 = 1. Therefore, we obtain the following result.
Corollary 1. Let f and g be transcendental entire functions of ﬁnite order, c be a nonzero complex constant. Suppose that f n f (z + c)
and gng(z + c) share 1 CM, and n > 5 is an integer, then one of the following results holds:
(1) f ≡ tg for a constant t such that tn+1 = 1;
(2) f g ≡ t1 , where tn+11 = 1.
We continue to our study in this paper by establishing shared value problems related to a meromorphic function f (z)
and its shift f (z + c), where c ∈ C. Currently, J. Heittokangas, R. Korhonen, I. Laine, J. Rieppo and J. Zhang [8] obtained that
if f (z) is of ﬁnite order and shares two values CM and one value IM (Ignoring multiplicities) with its shift f (z + c), then
f is a periodic function with period c. It is natural to investigate whether there exist uniqueness theorems under reducing
the number of the shared small periodic functions. However, the following two counterexamples show that f may not be a
periodic function if f (z) and f (z + c) only have two shared values.
Example. Let
f = ez sin z + 1, c = 2π.
Clearly, we get f and f (z + c) share 1 CM, but f is not periodic functions.
Example. Let
f = e
z sin z
sin z − 1 + 1, c = 2π.
Clearly, we get f and f (z + c) share 1,∞ CM, but f is not periodic functions.
However, from the above examples, we ﬁnd that the two functions satisfy f (z)−1f (z+c)−1 = τ for some constant τ . The such
result can be named as a shift analogue of Brück’s conjecture [1]. The following result is due to Heittokangas et al., see [8,
Theorem 1].
Theorem C. Let f be a meromorphic function of order of growth
ρ( f ) := limsup
r→∞
log T (r, f )
log r
< 2,
and let c ∈ C. If f (z) and f (z + C) shared the values a ∈ C and ∞ CM, then
f (z) − a
f (z + c) − a = τ
for some constant τ .
Here, we also study the shift analogue of Brück’s conjecture by relaxing the growth condition, and obtain the result as
follows.
Theorem3. Let f be a nonconstantmeromorphic function of ﬁnite order, n 6 be an integer. If f n and f n(z+c) share a(z) ∈ S( f )\{0}
and ∞ CM, then f ≡ wf (z + c), for a constant w satisfying wn = 1.
2. Some lemmas
Next, for the proof of our theorems, we still need the following lemmas.
Lemma 1. (See [12].) Let f and g be two nonconstant meromorphic function. If f and g share 1 CM, one of the following three cases
holds:
444 X. Luo, W.-C. Lin / J. Math. Anal. Appl. 377 (2011) 441–449(1) T (r, f ) N2(r, f ) + N2(r, g) + N2(r, 1f ) + N2(r, 1g ) + S(r, f ) + S(r, g), the same inequality holding for T (r, g);
(2) f ≡ g;
(3) f g ≡ 1.
Lemma 2. (See [4,5].) Let f (z) be a meromorphic function of ﬁnite order σ , and let c be a ﬁxed nonzero complex constant. Then for
each ε > 0, we have
m
(
r,
f (z + c)
f (z)
)
+m
(
r,
f (z)
f (z + c)
)
= O (rσ−1+ε).
Lemma 3. (See [3].) Let f be a meromorphic function of ﬁnite order σ , c 	= 0 be ﬁxed. Then for each ε > 0, we have
T
(
r, f (z + c))= T (r, f ) + O (rσ−1+ε)+ O (log r).
Lemma 4. (See [6].) Let T : (0,+∞) → (0,+∞) be a non-decreasing continuous function, s > 0, α < 1, and let F ⊂ R+ be the set of
all r such that T (r) αT (r + s). If the logarithmic of F is inﬁnite, then
limsup
r→∞
log+ T (r, f )
log r
= ∞.
Lemma 5. Let f be an entire function of ﬁnite order σ , c be a ﬁxed nonzero complex constant, and let P (z) = anzn +an−1zn−1 +· · ·+
a1z + a0 be a nonzero polynomial, where a0,a1, . . . ,an (	= 0) are complex constants. Then for each ε > 0, we have
T
(
r, P ( f ) f (z + c))= T (r, P ( f ) f (z))+ O (rσ−1+ε).
Proof. Since f has ﬁnite order σ , from Lemma 2, we deduce that
T
(
r, P ( f ) f (z + c))=m(r, P ( f ) f (z + c))
m
(
r, P ( f ) f
)+m
(
r,
f (z + c)
f
)
m
(
r, P ( f ) f
)+ O (rσ−1+ε)
= T (r, P ( f ) f )+ O (rσ−1+ε).
Similarly, we deduce
T
(
r, P ( f ) f
)=m(r, P ( f ) f )
m
(
r, P ( f ) f (z + c))+m
(
r,
f
f (z + c)
)
m
(
r, P ( f ) f (z + c))+ O (rσ−1+ε)
= T (r, P ( f ) f (z + c))+ O (rσ−1+ε).
Therefore, T (r, P ( f ) f (z + c)) = T (r, P ( f ) f (z)) + O (rσ−1+ε). 
Remark 3. Under the condition of Lemma 5, we have S(r, P ( f ) f (z + c)) = S(r, f ) and S(r, f ) = S(r, P ( f ) f (z + c)).
Remark 4. The following example shows Lemma 5 may fail to occur for meromorphic functions of ﬁnite order.
Example. Let P (z) = zn , n ∈ Z+ , f = z tan z, c = π2 . We get P ( f ) f (z + π2 ) = −zn(z + π2 ) tann−1 z and P ( f ) f (z) =
zn+1 tann+1 z. Clearly, Lemma 5 fails to occur for this example.
Lemma 6. (See [13].) Let f and g be two nonconstant meromorphic functions such that f and g share 1,∞ CM. If
N2
(
r,
1
f
)
+ N2
(
r,
1
g
)
+ 2N(r, f ) < λT (r) + S(r),
where λ < 1, T (r) = max{T (r, f ), T (r, g)}, S(r) = 0{T (r)} (r → ∞, r /∈ E), and E has ﬁnite linear measure. Then f ≡ g or f g ≡ 1.
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Then
T
(
r,an f
n + an−1 f n−1 + · · · + a0
)= nT (r, f ) + S(r, f ).
Lemma 8. Let f be an meromorphic function of ﬁnite order, c 	= 0 be ﬁxed. Then
N
(
r,
1
f (z + c)
)
 N
(
r,
1
f
)
+ S(r, f ),
N
(
r, f (z + c)) N(r, f ) + S(r, f ),
N
(
r,
1
f (z + c)
)
 N
(
r,
1
f
)
+ S(r, f ),
N
(
r, f (z + c)) N(r, f ) + S(r, f ),
outside of a possible exceptional set with ﬁnite logarithmic measure.
Proof. We will use the method of proof of Ref. [8, Theorems 6, 7] to prove this lemma.
By a simple geometric observation, we have
N
(
r,
1
f (z + c)
)
 N
(
r + |c|, 1
f
)
.
Since the order of f is ﬁnite, by Lemma 4, we obtain
N
(
r + |c|, 1
f
)
 N
(
r,
1
f
)
+ S(r, f ),
outside of a possible exceptional set with ﬁnite logarithmic measure.
On the other hand, we have N(r, 1f ) N(r + |c|, 1f ).
Therefore, N(r + |c|, 1f ) = N(r, 1f ) + S(r, f ).
From above, we get
N
(
r,
1
f (z + c)
)
 N
(
r,
1
f
)
+ S(r, f ).
Similarly, we obtain that
N
(
r, f (z + c)) N(r, f ) + S(r, f ),
N
(
r,
1
f (z + c)
)
 N
(
r,
1
f
)
+ S(r, f ),
N
(
r, f (z + c)) N(r, f ) + S(r, f ),
outside of a possible exceptional set with ﬁnite logarithmic measure. 
3. Proof of Theorem 1
Contrary to the assertion, suppose that P ( f ) f (z + c) = a(z) has ﬁnitely solutions, then by the Second Fundamental
Theorem, Lemma 5 and Lemma 8, we have
T
(
r, P ( f ) f (z + c)) N
(
r,
1
P ( f ) f (z + c)
)
+ N
(
r,
1
P ( f ) f (z + c) − a(z)
)
+ S(r, f )
 N
(
r,
1
P ( f )
)
+ N
(
r,
1
f (z + c)
)
+ S(r, f )
 N
(
r,
1
P ( f )
)
+ N
(
r,
1
f
)
+ S(r, f )
 (m + 1)T (r, f ) + S(r, f ).
From Lemma 5, we get
T
(
r, P ( f ) f
)
 (m + 1)T (r, f ) + S(r, f ),
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(n + 1)T (r, f ) (m + 1)T (r, f ) + S(r, f ),
which contradicts with n >m. Thus, we have completed the proof of Theorem 1.
4. Proof of Theorem 2
Let F = p( f ) f (z + c), G = p(g)g(z + c), then F and G share 1 CM. Applying Lemma 1 to F and G , we get that one of
the following three cases holds.
Case 1. If T (r, F ) N2(r, 1F ) + N2(r, 1G ) + S(r, F ) + S(r,G), by Lemma 5 and Lemma 8, we have
T (r, F ) N2
(
r,
1
F
)
+ N2
(
r,
1
G
)
+ S(r, f ) + S(r, g)
= N2
(
r,
1
p( f ) f (z + c)
)
+ N2
(
r,
1
p(g)g(z + c)
)
+ S(r, f ) + S(r, g)
 N2
(
r,
1
p( f )
)
+ N2
(
r,
1
f (z + c)
)
+ N2
(
r,
1
p(g)
)
+ N2
(
r,
1
g(z + c)
)
+ S(r, f ) + S(r, g)
 Γ0T (r, f ) + Γ0T (r, g) + N
(
r,
1
f (z + c)
)
+ N
(
r,
1
g(z + c)
)
+ S(r, f ) + S(r, g)
 Γ0T (r, f ) + Γ0T (r, g) + N
(
r,
1
f
)
+ N
(
r,
1
g
)
+ S(r, f ) + S(r, g)
 (Γ0 + 1)T (r, f ) + (Γ0 + 1)T (r, g) + S(r, f ) + S(r, g).
From Lemma 5, we have
T
(
r, P ( f ) f
)
 (Γ0 + 1)T (r, f ) + (Γ0 + 1)T (r, g) + S(r, f ) + S(r, g).
By Lemma 7, we deduce
(n + 1)T (r, f ) (Γ0 + 1)T (r, f ) + (Γ0 + 1)T (r, g) + S(r, f ) + S(r, g). (4.1)
Similarly, we obtain
(n + 1)T (r, g) (Γ0 + 1)T (r, f ) + (Γ0 + 1)T (r, g) + S(r, f ) + S(r, g). (4.2)
Combining (4.1) and (4.2), we have
(n + 1)[T (r, f ) + T (r, g)] (2Γ0 + 2)[T (r, f ) + T (r, g)]+ S(r, f ) + S(r, g),
which contradicts with n > 2Γ0 + 1.
Case 2. If F ≡ G , that is
P ( f ) f (z + c) ≡ P (g)g(z + c). (4.3)
Set h = fg , if h is a constant, then substituting f = gh into (4.3), we deduce that
g(z + c)[angn(hn+1 − 1)+ an−1gn−1(hn − 1)+ · · · + a0(h − 1)]≡ 0,
where a0,a1, . . . ,an (	= 0) are complex constants.
Since g is transcendental entire function, hence g(z + c) 	≡ 0. From above, we get
ang
n(hn+1 − 1)+ an−1gn−1(hn − 1)+ · · · + a0(h − 1) ≡ 0. (4.4)
We claim that hd = 1, where d is deﬁned as in Deﬁnition 1. Thus, f ≡ tg for a constant t such that td = 1. In fact, we
discuss the following subcases.
Subcase 1. Suppose that an is the only nonzero coeﬃcient. Since g is transcendental entire function, we have hn+1 = 1.
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S(r, g), which is a contradiction. Hence, hn+1 = 1. According to the similar discussion, we obtain that hk+1 = 1 when ak 	= 0
for some k = 0, . . . ,n.
Therefore, we get f ≡ tg for a constant t such that td = 1, where d = GCD(λ0, λ1, . . . , λn).
If h is not a constant,then we know by (4.3) that f and g satisfy the algebraic equation R( f , g) ≡ 0, where R(w1,w2) =
P (w1)w1(z + c) − P (w2)w2(z + c).
Case 3. If FG ≡ 1, that is
P ( f ) f (z + c)P (g)g(z + c) ≡ 1. (4.5)
From the assumption that f and g are two nonconstant entire functions, we deduce by (4.5) that P ( f ) 	= 0, P (g) 	= 0.
By Picard’s theorem, we claim that P ( f ) = an( f − a)n , P (g) = an(g − a)n , where a is a complex constant. Otherwise, the
Picard’s exceptional values are at least three, which is a contradiction.
Hence, from the assumption that f and g be transcendental entire functions of ﬁnite order, we obtain that f (z) =
eα(z) + a, g(z) = eβ(z) + a, where α(z) and β(z) are two nonconstant polynomials.
By (4.5), we also get f (z + c) 	= 0, g(z + c) 	= 0. So a = 0, i.e. f (z) = eα(z) , g(z) = eβ(z) , P (z) = anzn , and
a2ne
n(α(z)+β(z))+α(z+c)+β(z+c) ≡ 1.
Differentiating this yields
n
(
α′(z) + β ′(z))+ α′(z + c) + β ′(z + c) ≡ 0. (4.6)
Let ω(z) = α′(z) + β ′(z), we deduce by (4.6) that
nω(z) +ω(z + c) ≡ 0. (4.7)
Since ω(z) is a polynomial, we suppose deg(ω(z)) =m, and z1, . . . , zm are the zeros of ω(z). Thus, z1 + c, . . . , zm + c are
also the zeros of ω(z). Therefore, ω ≡ 0, α + β ≡ b, where b is a constant.
From this we can easily obtain that f (z) = eα(z) , g(z) = eβ(z) , where α(z) and β(z) are two polynomials, b is a constant
satisfying α + β ≡ b and a2ne(n+1)b = 1.
This completes the proof of Theorem 2.
5. Proof of Theorem 3
Let F = f na(z) , G = f
n(z+c)
a(z) , then F and G share 1,∞ CM. By Lemma 3, we have S(r,G) = S(r, f ).
Set
H = F
′
F (F − 1) −
G ′
G(G − 1) . (5.1)
We distinguish two cases as follows.
Case 1. If H ≡ 0, we get
1− 1
F
≡ B − B
G
,
where B is a nonzero constant.
We claim that F ≡ G , that is, f n ≡ f n(z + c), which implies that f ≡ wf (z + c), for a constant w satisfying wn = 1. In
fact, we discuss the following subcases.
Subcase 1. Suppose that N(r, f ) 	= S(r, f ), then there exists z1 which is not a zero or pole of a(z) such that 1f (z1) = 0. Since
F and F (z + c) share ∞ CM, so 1F (z1) = 1G(z1) = 0. We get from (5.1) that B = 1, so F ≡ G .
Subcase 2. Suppose that N(r, f ) = S(r, f ). If B 	= 1, then we have
N
(
r,
1
F − 11−B
)
= N(r,G) = S(r, f ).
Hence,
T (r, F ) N(r, F ) + N
(
r,
1
F
)
+ N
(
r,
1
F − 11−B
)
+ S(r, F ) N
(
r,
1
f
)
+ S(r, f ),
which contradicts with n 6. Therefore, B = 1. Thus, F ≡ G .
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N(r, H) N
(
r,
1
f
)
+ N
(
r,
1
f (z + c)
)
+ S(r, f )
 2N
(
r,
1
f
)
+ S(r, f )
 2T (r, f ) + S(r, f ). (5.2)
Therefore, by a logarithmic derivative theorem and (5.2), we get
T (r, H) 2T (r, f ) + S(r, f ). (5.3)
Suppose that z0 is a pole of f with multiplicity p, then an elementary calculation gives that z0 is the zero of H with
multiplicity at least np − 1.
From this and (5.3), we have
(n − 1)N(r, f ) N
(
r,
1
H
)
 2T (r, f ) + S(r, f ).
Hence,
N(r, f ) 2
n − 1 T (r, f ) + S(r, f ). (5.4)
By (5.4) and Lemma 8, we obtain that
N2
(
r,
1
F
)
+ N2
(
r,
1
G
)
+ 2N(r, F ) 2N
(
r,
1
f
)
+ 2N
(
r,
1
f (z + c)
)
+ 2N(r, f ) + S(r, f )
 4N
(
r,
1
f
)
+ 2N(r, f ) + S(r, f )

(
4+ 4
n − 1
)
T (r, f ) + S(r, f ). (5.5)
Set T (r) = max{T (r, F ), T (r,G)} = nT (r, f ) + S(r, f ). From (5.5), we have
N2
(
r,
1
F
)
+ N2
(
r,
1
G
)
+ 2N(r, F ) 4+
4
n−1
n
T (r) + S(r, f ),
which contradicts with n 6.
Using Lemma 6, we get F ≡ G or FG ≡ 1.
If F ≡ G , that is, f n ≡ f n(z + c), which implies that f ≡ wf (z + c), for a constant w satisfying wn = 1.
If FG ≡ 1, that is F (z)F (z + c) ≡ a2(z), which implies N(r, 1F ) = N(r, 1F (z+c) ) = S(r, f ).
Since F 2(z) = a2(z)F (z)F (z+c) , F (z)F (z+c) = a
2(z)
F 2(z)F (z+c) , we have
m(r, F ) = S(r, f ), N
(
r,
F (z)
F (z + c)
)
= S(r, f ).
Hence, T (r. f ) = S(r, f ), which is a contradiction.
This completes the proof of Theorem 3.
6. Discussion
We ﬁrstly denote M( f ) by the set of meromorphic functions f in complex plane such that N(r, f ) = S(r, f ).
In ﬁrst section, we have discussed the value distribution of difference products of entire functions, and presented the ex-
amples to show that Theorem 1 is not valid for meromorphic functions. It remains an open question under what conditions
Theorem 1 holds for meromorphic functions of ﬁnite order. Here, we show that this problem is valid for the meromorphic
function f ∈ M( f ) with ﬁnite order.
Theorem 4. Let f ∈ M( f ) be a meromorphic function of ﬁnite order σ and c be a ﬁxed nonzero complex constant, let P (z) = anzn +
an−1zn−1 + · · · + a1z + a0 be a nonzero polynomial, where a0,a1, . . . ,an (	= 0) are complex constants, and m is the number of the
distinct zeros of P (z). Then for n >m, P ( f ) f (z + c) = a(z) has inﬁnitely many solutions, where a(z) ∈ S( f )\{0}.
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