ABSTRACT
INTRODUCTION
The wireless sensor networks are employed in various monitoring applications. The main optimization aspect of the sensor network is to minimize the energy consumption by choosing an energy efficient data dissemination strategy. These routing strategies normally consider the communication energy consumption and ignore the computation energy consumption. This is true for sensor devices such as MICA2/MICAz/TelosB as they normally have a micro controller that operates at the lower frequency which minimizes the computation energy consumption.
However, the multimedia sensor network applications have to do a lot of computation before sending the data on the wireless networks. Thus, in this case we cannot ignore this energy consumption while making a decision at the routing layer. The strategies that significantly effect the computation energy consumption include the video compression in the multimedia transmission that consumes a considerable amount of energy.
The article is organized as follows; section 2 describes the context of the presented work with respect to the related work in the field of energy efficient routing and node level optimizations in wireless sensor networks. Then, the chosen platform and proposed routing solution is explained in sections 3 and 4. Finally, the experimental results are explained in section 5.
CONTEXT
A large volume of sensor network research is focussed on applications where the processor is only capable of dealing with low data rate applications such as temperature and pressure monitoring. However, there is a new paradigm in research where there are sensor network applications which have to process a large amount of data. Here, the existing techniques can not be directly applied [1] . In general, the sensor networks are deployed in regions where it is difficult to replace the battery. Thus, it is necessary to have power efficient algorithms at the system as well as network layer. In this case, we need to consider the local optimizations such as data compression, dynamic voltage and frequency scaling (DVFS) and dynamic power management (DPM) while making a routing decision. Thus, we need to find an interrelation between node level and network level design techniques in order to optimize the overall design. There are some techniques where authors have developed the power consumption model of a specific device and used it to make the energy efficient algorithms [2] .
There is a lot of work that has been done using DVFS in the wireless sensor networks. These include [3] which propose an energy efficient task scheduling for structural health monitoring by considering dynamic voltage and frequency scaling. [4] explains the design of a low power video monitoring application on wireless sensor network using 802.15.4 protocol. They also explain the power consumption strategy by using the DVFS strategy at the system level. Now we describe how this type of routing can be used inside a wireless sensor network deployed using imote2 or TelosB. The energy consumption profile for these nodes is listed in table 1 for different data compression techniques such as lossless, lossy and raw technique. The raw technique sends the data without any compression, lossless compression ratio reduces the size of data by 3 and lossy compression reduces the size of data 10 times. For raw data transmission, the energy consumption on imote2 platform is 1242J while this energy consumption is 374.4J on the TelosB platform. The energy consumption for the lossless compression is 835.5J for imote2 platform while it is 4618J for the TelosB platform. This shows that local optimizations such as compression can significantly reduce the device's overall energy consumption by reducing the size of transmitted data. This energy consumption is computed for the network diagram shown in figure 1 . The results are listed in table 2 and it shows that iMote2 has higher energy consumption for the transmission, but we can efficiently compress the data using this platform to decrease the global energy consumption.
In this article, we shall discuss first the local optimizations which are possible and then we shall explain their relation with the network layer design. [1] . Table 2 . Analytical Evaluation on Example Network (Figure 1 ) . 
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PLATFORM
We have chosen two platforms for evaluating the proposed idea. The first chosen platform is PXA27x processor is an integrated microprocessor which has dynamic voltage and frequency scaling. The available frequencies are in the range from 13 to 416 MHz. The tables III and IV shows the operating points and corresponding power consumption that is possible in the PXA27x processors [2] . We take these operating points in order to find out an optimal frequency for the processor that is involved in mild or higher processing activity. This will help in finding out the optimal operating point for a processor in an offline manner.
The second platform chosen for this purpose is OMAP3530 (beagleboard) and table V provides measures of the OMAP 3530 processor power consumption at different operating frequencies. It is taken from [5] . Also [4] gives the following observation about the beagleboard. Typically,
• If the bit rate is less than 2KB/sec, CPU should run at maximum 125MHz.
• If the bit rate is less than 4KB/sec, CPU should run at maximum 250MHz.
• If the bit rate is less than 8KB/sec, CPU should run at maximum 500MHz.
ROUTING PROPOSAL
The network architecture consists of different nodes that can operate at different frequency levels. If a node operates at the higher frequency then it will be able to process the task fastly, consume more energy and this will be helpful in determining the optimal operating frequency.
The problem is modelled in subsection 4.1 and the routing solution is proposed in the subsections 4.2 and 4.3 for PXA27x and Beagleboard respectively.
Model
The network consists of N nodes n=1,2,...,N and each node can be operated on M discrete frequency levels m = 1,2,...,M. The processor activity level is shown with the help of a variable a=1,2,...,A. We have to map this processor activity level to a certain frequency level m so that the node n can operate on that frequency. This will help in determining the optimal processing frequency for a certain processor that meets the data reporting deadline and also helps in optimizing the overall network energy consumption. The processor activity level depends whether this node is located close to the sink or not. In that case, it will have a large processor activity otherwise it will have a low processor activity level. This will help in determining the voltage on which we want the device to operate.
Frequency Selection for PXA27x
The mapping function will map the node to a certain frequency in an offline manner. The processor activity level is determined with the help of the position of node with respect to the sink. The node which is located near the sink has the higher activity level as it has to gather the packets that have been generated from the far-off node. Thus, we choose:
a α (1 / Distance of node from the sink)
Where, the sink is the node in the wireless sensor network which is responsible for collecting all the data. Thus, we choose: h = Number of hops from the sink
In order to choose a frequency for the processor, we map the variable a to the frequency such that,
And we try to choose the minimal frequency as well to minimize the energy consumption. As we have selected various operating points and each point has specific power consumption. We choose the frequency of a processor based on its activity level, a.
Frequency Selection for Beagleboard
The mapping function for beagle board depends on the processor activity which depends on the data rate that can be supported. For a certain processing activity, we can use the supported data rate listed in the previous section. This gives the maximum frequency that can be assigned to a node w.r.t its distance from the sink (in number of hops) from the sink. If distance from sink is larger, a lower frequency will be selected and higher frequency will be chosen for a node located near to the sink.
EXPERIMENTAL ANALYSIS
We choose the network shown in figure 2 for evaluation and the simulation parameters are described in table 3. The ideal MAC is considered in this case and we use a C++ based simulator to perform the experiments. The proposed DVFS approaches are implemented on the chosen multimedia wireless sensor nodes. The experiments and the results are described in the following sub-sections. Figure 2 . Simulated Network Table 3 . Simulation Parameters.
Parameter Value
Network size 17
Routing Technique Geographical
Traffic Generation Model Constant Bit Rate
PXA27x
The properties for PXA27x are shown in tables 4 and 5. We use these properties to select the frequency based on the frequency selection function described in section 4.2. If we consider three processing frequencies such as 125, 250 and 500 MHz for sending the data from source to sink, then the processing results are described in table 6 considering that the transmission rate is not a bottleneck to the transmission rate. These results show that for processing an application, we can use the proposed design approach for data reporting. As its end-to-end delay lies between the approaches where either all the nodes are operating at the minimum or the maximum frequencies. Choosing lower frequency will decrease the processor power consumption but it will increase the end-to-end packet reporting delay where each application will take 5 micro seconds to process on the processor for the lowest frequency. Choosing maximum frequency for all the nodes increases the power consumption but decreases the endto-end delay. 
Min. Energy
228 mW 228 mW 20 micro sec.
Max. Energy
303 mW 303 mW 5 micro sec.
Beagleboard
The power consumption versus frequency for a particular application executing on Beagleboard is listed in table 7. The frequency for this board is selected based on the processor activity level described in section 4.3. Here, we know the data rate that can be achieved for a particular frequency and we use this value to calculate the bottleneck data rate supported. This is shown in table 8 where we can select the processor frequency to minimize the processor power consumption by increasing the data rate. The proposed approach for frequency selection and the maximum frequency selection approach have the best data rate at the network bottleneck and the energy consumption of the proposed approach is comparable to the minimum frequency selection approach. 
CONCLUSIONS
In this article, we have coupled various node level optimizations with the global optimizations to help in further optimizing the global power consumption in the wireless sensor networks. The local node level optimizations that have been considered include data compression and DVFS and these techniques were coupled and compared with the routing energy consumption for different network scenarios. The results show that we can achieve better end-to-end data reporting delay and minimize the overall network energy consumption by considering the node level optimizations while making a routing decision.
