In discriminating target materials from background clutter in hyperspectral imagery, one must contend with variability in both. Most algorithms focus on the clutter variability, but for some materials there is considerable variability in the spectral signatures of the target. This is especially the case for solid target materials, whose signatures depend on morphological properties (particle size, packing density, etc.) that are rarely known a priori. In this paper, we investigate detection algorithms that explicitly take into account the diversity of signatures for a given target. In particular, we investigate variable target detectors when applied to new representations of the hyperspectral data: a manifold learning based approach, and a residual based approach. The graph theory and manifold learning based approach incorporates multiple spectral signatures of the target material of interest; this is built upon previous work that used a single target spectrum. In this approach, we first build an adaptive nearest neighbors (ANN) graph on the data and target spectra, and use a biased locally linear embedding (LLE) transformation to perform nonlinear dimensionality reduction. This biased transformation results in a lower-dimensional representation of the data that better separates the targets from the background. The residual approach uses an annulus based computation to represent each pixel after an estimate of the local background is removed, which suppresses local backgrounds and emphasizes the target-containing pixels. We will show detection results in the original spectral space, the dimensionality-reduced space, and the residual space, all using subspace detectors: ranked spectral angle mapper (rSAM), subspace adaptive matched filter (ssAMF), and subspace adaptive cosine/coherence estimator (ssACE). Results of this exploratory study will be shown on a ground-truthed hyperspectral image with variable target spectra and both full and mixed pixel targets.
INTRODUCTION
The high spectral resolution in hyperspectral imagery allows for pixel-level material discrimination, and in particular the detection of specific materials with known representative spectra. For targets with relatively stable spectra, such as chemical plumes, these signal detection processes are more straightforward. [1] [2] [3] [4] [5] However, when the specific target material of interest cannot be well-represented by a single spectrum, and instead has highly variable spectra (e.g., see [6] ), the detection process is more complicated. Contending with this target variability has led to the use of subspace target detection algorithms, where the target is represented by a subspace, rather than a single spectrum. These are typically applied to spectral imagery in the spectral space, but a challenge with subspace detectors is that as the size of the subspace grows, so does the number of false detections. Here, we present an exploratory study on the performance of variable target detection algorithms across three different initial data spaces: (1) the typical spectral space, (2) the dimensionality-reduced data after nonlinear manifold learning is performed, and (3) the residual data after a regression-based transformation is applied. We also use two sets of variable target spectra in real, ground-truthed hyperspectral data. The paper is organized as follows. Section 2 describes the variable target detectors used in this study. Then, Section 3 presents the initial data spaces used to represent the hyperspectral image. The ground-truthed hyperspectral data and the experiment are presented in Section 4, with the results following in Section 5. Lastly, the conclusions and future work are discussed in Section 6.
VARIABLE TARGET DETECTION
In traditional target detection approaches, where only a single input spectrum is used, commonly used techniques include spectral angle mapper (SAM), 7 the adaptive matched filter (AMF), [8] [9] [10] [11] [12] and the adaptive cosine/coherence estimator (ACE). 13, 14 Here, we use the variable target versions of each of these. For SAM, the variable implementation is ranked SAM, or rSAM (Eq. 1). Both AMF and ACE can be adapted to use a target subspace, leading to subspace AMF (ssAMF) shown in Eq. 2 and subspace ACE (ssACE) shown in Eq. 3. In the equations below, ∆ is the detection score, x is the mean-centered pixel under test, Σ is the covariance matrix of the image pixels (i.e., the "background"), and S is the mean-centered target subspace (with target pixels as columns).
DATA SPACES
In addition to the traditional spectral space, the data spaces used in this study are a manifold coordinate representation of the data after nonlinear manifold learning is performed, and a residual space representation of the data after a regression-based local-mean subtraction is performed. The manifold learning technique used here uses a graph-based model along with an adaptive locally linear embedding (LLE) based methodology, and has shown success in hyperspectral target detection when a single input spectrum is used. [15] [16] [17] The residual technique uses an annulus-based approach to obtain a "background-less" estimation of each pixel, and has shown success in hyperspectral anomaly detection. [18] [19] [20] These are described in more detail below, and illustrations are given in Figure 1 .
Manifold Space
Many of the processes that drive spectral variability, both in the target and in the background, are nonlinear, and one way to build models that can adapt to this nonlinearity is through the use of manifold learning. In recent years, this has led to an increase in the use of nonlinear manifold learning in hyperspectral image analysis 16, 17, [21] [22] [23] [24] [25] which aims to"unfold" the data into a lower number of dimensions. In target detection, the goal of manifold learning is to leverage nonlinear dimensionality reduction in order to better separate the targetcontaining pixels from background pixels (see Figure 1(b) ). The technique investigated here is based on locally linear embedding (LLE), [26] [27] [28] which uses a graph model on the data and assumes that each local neighborhood is linear. The algorithm preserves this locally linear property in the lower-dimensional embedded space, maintaining invariance to rotation, translation, and scale. The adaptation of LLE for target detection uses a biased graph structure in order to pull the target pixels away from the background pixels in the embedded manifold space, where target detection algorithms may then be applied.
16, 17

Residual Space
Although anomaly detection traditionally employs a local moving annulus-shaped window 29 (see Figure 1 (c)) to estimate a different background level for each pixel, most target detection algorithms 8-10, 13, 14 employ a mean that is computed globally from the whole image. This makes sense if the target is of unknown spatial extent (e.g., chemical plumes can often cover a large fraction of an image), but for small targets, local means have recently been employed. [30] [31] [32] [33] [34] The idea of local means was extended to include more general local estimators based on functions of the pixels in the annulus. 
EXPERIMENT
The hyperspectral image used in this experiment is from Rochester Institute of Technology's SHARE 2012 experimental campaign. 36 This image, shown in Figure 2 (a), was collected by the ProSpecTIR VS sensor across the VNIR-SWIR spectral range 0.4-2.45µm, and had 229 out of 360 bands after bad band removal. The ground sampling distance (GSD) is ∼ 1m, and the image was collected over Avon Driving Park outside of Rochester, NY in September 2012. As part of this multi-modal, multi-experimental campaign, a target detection experiment was conducted, involving the placement of red and blue cotton felt panels throughout the scene. 37 These target panels were both 2m × 2m and 3m × 3m on a side, and placed in varying states of illumination and occlusion, resulting in a highly variable image target set of both full pixel and subpixel targets. In this experiment, the input spectra were obtained from spectrometer measurements of the red and blue felt that were made of the fully illuminated targets in the field at the time of the data collection. These are shown in Figure 2 (b).
For this experiment, we varied (1) the data spaces: spectral, manifold, and residual; (2) the targets: multiple red, multiple blue, multiple red + blue together; and (3) the detectors: rSAM, ssAMF, and ssACE. The motivation for including the manifold space and the residual space in this experiment is demonstrated in Figure 3 , which highlights how these data transformations separate the targets from the background data. The chart in Figure 4 illustrates all of the aspects of this exploratory experiment. Note that, in addition to considering the variable red and variable blue targets separately, we also considered the red and blue targets together because it is representative of a target set (felt cotton) with even higher variability (color). 
RESULTS
We illustrate the results in this experiment through detection maps and receiver operating characteristic (ROC) curves. The detection maps are all showing a linear stretch on the top 5% of scores, and the maps for the red targets are shown in Figure 5 , for the blue targets are shown in Figure 6 , and for the red + blue targets are shown in Figure 7 . The ROC curves for the red targets are presented in Figure 8(a,c,e) , for the blue targets in Figure 8(b,d,f) , and for the red + blue targets in Figure 9(a,c,e) . For the red + blue targets, we also looked at the detector performances exclusively on the subpixel targets, and those ROC curves are shown in Figure 9(b,d,f) . In contrast to what we expected, the spectral space domain typically had better detection results (at low false alarm rates) than the manifold space and residual space for these three detection algorithms. Additionally, ssAMF in the spectral space consistently out-performed ssACE in the spectral space, which was surprising considering that ACE is typically used as the industry benchmark.
CONCLUSIONS AND FUTURE WORK
The manifold space "bands" that are seen after the biased nonlinear dimensionality reduction used here, as were shown in Figure 3 (a), demonstrate the separation between target and background after the transformation is applied. However, the mediocre results shown here suggest that this target/background separation in the lower dimensions is not able to be properly exploited by current detection techniques. That is, the distribution of the targets and background in manifold space does not fit the target/background models used in rSAM, ssAMF, and ssACE. Future work for this manifold space approach includes using a two-class classification approach for separating targets from background, which may be more appropriate for this data space.
Although we have seen gains in anomaly detection performance using the residual space, 18-20 we did not see that for the target detection problem investigated here. A fuller understanding of this difference will be sought in future investigations, but one speculation is that the implicit assumption of an "additive model" may be a culprit.
38 By "subtracting off" the background, which is what the residual approach attempts to do, there is an implicit assumption that what remains is the target. But if, for instance, the pixel under test is pure target, then subtracting an estimated background (based on the surrounding annulus) will make the pixel less targetlike. This is a problem that arises specifically for solid targets; the additive model is typically more appropriate 't 4t'' : 7-ir.,;(:;%;
for gas-phase chemical plume detection. [1] [2] [3] [4] [5] We are developing a modification of this approach that employs a "replacement model" instead of an additive model. That is, instead of modeling a pixel spectrum as x = b + αs, where b indicates the background spectrum and α indicates the strength of the target whose signature is s, we use x = (1 − α)b + αs, where α corresponds to the fraction of the pixel that is covered by the solid whose spectrum is given by s.
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(e) (f) Figure 9 . Red+Blue target ROC curves, using all targets (a,c,e) and using only subpixel targets (b,d,f).
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