In medical studies, the longitudinal data sets obtained from more than one response variables and covariates are mostly analyzed to investigate the change in repeated measurements of each subject at different time points. In this study, the usability of multivariate models in the analysis of these kind of data sets is investigated, because it provides the joint analysis of multiple response variables over time and enables researchers to examine both the correlations of response variables and autocorrelation between measurements from each response variable over time. It has been shown that different parameter estimation methods affect the results in the analysis of multivariate unbalanced longitudinal data. We investigated that autocorrelation structure over time between measurements from same response variable should be truly specified. We also illustrated and compared the simpler, more standard models for fixed effects with multivariate models provided by SAS on a real-life data set in the joint analysis of two response variables. Results show that misspecification of autocorrelation structures has a negative impact on the parameter estimates and parameter estimation method should become of interest.
INTRODUCTION
A longitudinal study is a long-term observational study performed over a period of time to study measurements gathered for the same subjects repeatedly. In many medical and epidemiological trials, longitudinal studies have repeated measurements for more than one response variables and covariates over time. As an example, longitudinal studies of Alzheimer's disease investigate different predictors and different response variables likely to be affected by these different predictors over time in the decline of disease [1] .
Life course researches are interested in the individual development over time by analyzing several longitudinal covariates and responses related to the growth, health and lifestyle of subjects over time [2] .
These longitudinal multivariate studies require special statistical methods in order to take into account 1) errors likely to be correlated for each response variable over time, 2) errors correlated among response variables measured at the same time point and 3) variances likely to be different for different response variables.
Multivariate repeated measurements model with a Kronecker product covariance, random coefficient mixed model and structural equation models can provide an opportunity to study this kind of longitudinal *Address correspondence to this author at the Department of Statistics, Faculty of Science, Hacettepe University, Ankara, Turkey; Tel: +90 312 297 79 30; Fax: +90 312 297 79 13; E-mail: spxl@hacettepe.edu.tr data sets under the consideration of the joint evaluation of multiple response variables over time [3] [4] [5] . Gao et al. (2006) [6] compared three approaches by using balanced longitudinal data with equally spaced time points. However, under the joint analysis of multivariate longitudinal data, some points such as the case that the sequence of time points is no longer common for all subjects, the misspecification of autocorrelation structure for errors within subject over time and parameter estimation methods (maximum likelihood (ML), restricted maximum likelihood (REML), minimum variance quadratic unbiased estimation (MIVQUE0)) should become of interest.
In this study we investigate multivariate repeated measurements model with a Kronecker product covariance for multiple responses measured uncommon set of time points under the consideration of first-order autoregressive (AR1), compound symmetry (CS) and unstructured (UN) autocorrelated errors within subject over time. Because variance components are estimated from unbalanced data, research was directed herein toward estimation methods (ML, REML and MIVQUE0) whose properties do not depend on balanced data in SAS version 9.2. We consider bivariate repeated measurements model with a Kronecker product covariance as the special case of multivariate models for two response variables. We also compared these models with the simpler and more standard fixed effects models in SAS PROC REG and PROC GENMOD procedures [15] . 
where Y i is the qx1 vector of outcomes for i th subject, [7, 8] .
We used bivariate repeated measurements model using a Kronecker product covariance which allows researchers to analyze bivariate longitudinal data sets under three alternative variance-covariance structures of the measurement error within each subject by the REPEATED statement in the PROC MIXED procedure in SAS: UN@AR(1), UN@CS and UN@UN [6] . The Kronecker products specifying the covariance of UN@AR (1) 
PARAMETER ESTIMATION METHODS
Two frequently used approaches for estimating all variance and covariance parameters are maximum likelihood (ML) and residual/restricted maximum likelihood (REML) estimation methods [10] . Both methods simplifies many common statistical analyses involving repeated measures [4] . In particular, REML is used as a method for fitting linear models. In contrast to ML estimation, REML can produce unbiased estimates of variance and covariance parameters.
Minimum variance quadratic unbiased estimator (MIVQUE) [11] available in SAS PROC MIXED for estimating variance components is an alternative method which does not require a normality assumption as in ML and REML and may be used when ML does not converge. Instead of ML or REML, the non-iterative MIVQUE method can be used to estimate variance components [12] Newton Raphson (NR) or Expectation Maximization (EM) can be carried out as an optimization technique in PROC MIXED for the maximization of the likelihood functions [13, 14] . Lindstrom and Bates (1988) [14] showed that NR algorithm is preferred to the EM algorithm. PROC MIXED uses NR algorithm to optimize either a full (ML) or residual (REML) likelihood function. In this study, we first analyzed this multivariate longitudinal data in SAS by both simple linear regression in PROC REG procedure and longitudinal data analysis in PROC GENMOD procedure. In all analysis, two different presentations for specifying visits of subjects, fist one is VISIT which indicates that all assessments are equally spaced and the other is UNEQVISIT which indicates real visits of subjects. Because subjects are measured four times during the study, the variable VISIT used in the MODEL statement takes 1, 2, 3 and 4 values. However, the variable UNEQVISIT takes values from 1 to 16. The illustration of some raw data from GAW 19 is given in Table 1 .
NUMERICAL EXAMPLE
The following commands invoke the PROC REG procedure. We fit a linear regression model, with SBP or DBP as the Y (outcome) variable and VISIT or UNEQVISIT as the X (independent or predictor) variable. We analyzed four linear regression models to predict the relationship between time and SBP/DBP outcomes. Information concerning model fits were obtained. The F-statistics for the overall models for SBP and DBP were found to be highly significant. Table 2 , each parameter was found to be significantly different from zero (p<.0001). Table 2 shows that there is a positive relationship between these two variables. When VISIT increases by one, SBP is predicted to increase by 3.56 units, and this is a significant relationship (t-value = 6.45, p<.0001). In the regression analysis of unequally time points, it is found that when UNEQVISIT increases by one, SBP is predicted to increase by 0.82 units, and this is a significant relationship (t-value = 6.81, p<.0001). The R-square values for each model which are the square of the correlation between the two variables are given in Table 3. proc reg data=gen; model SBP DBP = VISIT; run; proc reg data=gen; model SBP DBP = UNEQVISIT; run;
In order to take into account errors likely to be autocorrelated over time, we also analyzed this data set with SAS PROC GENMOD [15] . The main advantage of PROC GENMOD is that it can handle general linear models as well as more complex ones. It can analyze correlated data in repeated measures 
. study when measures are assumed to be multivariate normal. Tables 2, 4 and 5, it can be seen that in PROC GENMOD procedure, the change in both SBP and DBP over time can be analyzed separately. In PROC GENMOD, the examination of time points in the format of unequally time points change the results. When time points are assigned as equally time points, for all autocorrelation structures the change in both DBP and SBP over time was found to be significant (p<.0001). PROC GENMOD under consideration of unbalanced data and UN autocorrelation structure found the change over time in DBP responses insignificant (p=0.5703).
PROG REG and PROC GENMOD give merely simpler solution and these approaches do not correspond to joint analysis. For the joint analysis of this multivariate longitudinal data set, the following SAS Results are shown in Tables 6-8 . Model 5 and Model 6 represent the multivariate repeated measurement models with a Kronecker product covariance under equally and unequally spaced time intervals, respectively. For Model 6, results cannot be computed for the structure UN@UN because of the inequality of the time intervals under ML and REML estimation methods. Table 8 . In Tables 6 and 7 , the results under ML and REML methods also reveal a strong positive correlation between DBP and SBP.
PROC GENMOD and PROC MIXED procedures find all parameter estimates significant for equally time points. Besides PROC MIXED, for unequally time points, in the presence of UN autocorrelated errors the change in DBP is insignificant (p=0.5703) in PROC GENMOD.
CONCLUSION
Multivariate repeated models are useful approaches for multiple responses over time and can be computed using standard statistical package like the SAS system. SAS PROC MIXED is easily extendable to multivariate response in longitudinal studies. In this study, we point out that in the analysis of bivariate longitudinal data set, the indication of time points for unbalanced longitudinal study as equally or unequally paced time points differ the parameter estimations. We consider three different autocorrelation structures for errors (UN, CS and AR1) over time in this paper. Data are also analyzed by PROC REG and PROC GENMOD procedures. Bivariate repeated measurements model with a Kronecker product covariance is analyzed by PROC MIXED. Besides PROC REG and PROC GENMOD, multivariate analysis approach in PROC MIXED give the change in responses over time together with the possible correlation of two response variables. We also remark the effect of maximum likelihood, restricted maximum likelihood and minimum variance quadratic unbiased estimation on multivariate joint analysis of unbalanced longitudinal data. In accordance with the coding equally spaced time points, under all autocorrelation structures over time, the model works well. However, ML and REML parameter estimates are non-available for UN@UN Kronecker covariance, when time points were coded as unequally. If we code as unequally space, the parameter estimation method and the specification of errors likely to be autocorrelated should be noticed in the analysis of unbalanced multivariate longitudinal data sets. 
