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Optimal Designs for Linear Regression
By FRIEDRICH PUKELSHEIM, Freiburg im Breisgau
Abstract. A brief survey is given of characterizations of 
optimal experimental designs in the approximate design theory. 
These may be useful also for the exact design theory, as is 
demonstrated with some new results for two-way block designs.
1. Introduction.
In experimental design theory a design £ is taken to be a 
probability measure with finite support on a design space X ,  
with the interpretation that a proportion £(x) of all observa­
tions is to be drawn under experimental conditions x £ £ . 
In the exact theory, the weights £, (x) are restricted to be 
of the form 0 , 1/n, ..., (n-l)/n, 1, and this leads to designs 
which are realizable for sample sizes n, 2n, etc. In the 
approximate theory, C (x) may attain any value between 0 and
1 and thus, in general, only provides an approximation to 
a design which is realizable. But many problems are discussed 
more easily in the approximate, rather than the exact theory.
Traditionally, the examples to the theory are subdivided into 
two main classes, one where the design space £ is discrete, 
and one where X is a continuum. However, the discreteness 
of a design space, and the discreteness inherent in the exact 
theory approach are of a quite different nature. Therefore 
both, a discrete and a continuous design space may be analyzed 
in either the exact or the approximate theory, as Section 3 
illustrates by example. In Section 2 we first give an appropri­
ate characterization of optimal designs for linear regression.
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2. Optimality characterization.
The objective of optimal design theory is to find designs £ 
which provide a maximum of information on the unknown model 
parameters. We shall now specify the assumptions which allow to 
make this objective more precise.
Suppose that under every experimental condition x in the design 
space x  we can make a real observation Yx which follows a 
normal distribution with mean f(x)'B and variance a 2. Here
the regression function f on x is assumed known, taking values
k k in R such that its image f(J) is compact, while B e |R and
cr2 > 0  form the unknown parameters. All observations are inde­
pendent, regardless of whether they are drawn under identical 
or under distinct experimental conditions.
Standard linear model considerations, as detailed in Krafft 
(1978) or Silvey (1980), justify to compare two designs £ 
and n by means of their information matrices M(£) and M(n), 
defined by
M(£ ) = / f (x)f (x)' d£ .
X
More generally, when K is a prescribed k by s matrix of full 
column rank s, the information matrix for K'B is given by
C(M) = (K 1M~K)-1
provided K'B is identifiable (estimable, testable) under M. 
A formal criterion for identifiability is that the range of 
the matrix M contains the range of K, and in this case the 
s by s matrix C(M) is well defined and positive definite; 
otherwise we simply set C(M) = 0.
Only in rare cases will it be possible to maximize information 
matrices in the partial ordering of non-negative definite 
matrices. In general, we must further specify a real optimality 
criterion j(C) in order to make the problem amenable to a
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solution. We shall take j to be one of the functions
j (C) = (trace Cp /s)1/,p , j Q (C ) = (det C)1/,s ,
i.e., j <C) is the generalized mean of order p £ (-“ ,1] of 
the (positive) eigenvalues of C.
Now let '01 be a convex compact set of non-negative definite 
k by k matrices, a subset of all information matrices. The 
optimal design problem then reads:
Maximize j (C(M) ) , subject to M £'0!.
A matrix M £ M  which solves this problem will be said to have
W-maximal j -information for K 1 IB. Notice that this maximization 
P
problem is in terms of, not designs 5 , but information matrices 
M. And it is a problem of maximizing information, rather than 
one of minimizing risk.
Theorem 1. Let M £ 3R be an information matrix under which
K'S is identifiable. Then M has W-maximal j -information
P
for K'B if and only if there exists some k by k matrix G 
with MGM = M such that, with B = G'KCP+1K'G and C = C(M),
trace AB S trace Cp , for all A £ 9JI .
The key feature of this optimality characterization is that the 
competing information matrices A enter it linearly, and that 
inversions are required of the optimality candidate M, only.
When M is non-singular, then M  ^ is the unique choice for G and 
Theorem 1 may be derived by differential calculus (Kiefer 1974, 
p. 865). The general proof is based on duality theory of convex 
analysis (Pukelsheim 1980, p. 356); the generalized inverse G 
of M which appears in the characterization is constructed via 
the dual of the optimal design problem. Alternative proofs use 
subdifferential calculus, the Strong Lagrangian Principle, or 
directional derivatives (Pukelsheim & Titterington 1982).
3. Two-way block designs.
We now turn to an application of the approximate theory to a 
discrete design space. Suppose the experimental conditions are 
reflected by a triplet (i,j,k), where i is one of v varieties, 
j is one of b blocks of a first factor, and k is one of c 
blocks of a second factor. The design space then is
X = {1,...,v} x {1,...,b} x {1, . ..,c) ,
and a design £ may be taken to be a stochastic vector of vbc 
dimensions, with entries 5 (i,j,k) in lexicographic order.
In the model for the elimination of two-way heterogeneity, the
are assumed




Given a design £, let r £ Rv be the variety marginals, i.e.,
r. = £. Z, £(i,j,k), and let s £ R *3 and t £ R c be the block l 3 k
marginals of the first and the second factor, respectively. 
Further denote by W^, , and W ^  the two-dimensional marginals 
of varieties with blocks of the first factor, of varieties 
with blocks of the second factor, and of blocks of the first 
with blocks of the second factor. Writing A for a diagonal 
matrix with r on the diagonal, the information matrix M of 5 
then is completely determined by the two-dimensional marginals, 
according to
variety effects a., and the block effects Y. and <5.1  j K
non-random and additive:
Y i,j,k,l “i + Y j + 6k + £i,j,k,l *
The error terms are independent and identically 
according to a normal distribution with mean 0 . 
parameter 3 and the regression function f thus are
6 =( y ) £ R v+b+c , f(i,j,k) = | e.
where e. etc. is the i-th Euclidean unit vector of x
order.
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_ W 1 E .
, say.
As usual, the parameters of interest are the variety contrasts
(a.-a., ..., a - a.) ' = [I -J /v • 0]B, with J the v by v1 v v v  v
matrix each entry of which is unity. Denote by A the Moore- 
Penrose inverse of the matrix A.
Lemma 1. Let M be an information matrix under which the
variety contrasts are identifiable, and choose a symmetric
generalized inverse F of F = A -W' A+W 10. Then the infor- 3 t 12 s 12
mation matrix C = C(M) for the variety contrasts is
C = A - W .A +w ' - (W_-W1A +W 1_ )F(W.-W1A +W 1.)' . r 1 s 1 2 1 s 12 2 I s  12
Thus C may be read as a Schur complement of F in
where F as well as G = W 0-W..A+W ,0 and H = A -W1A +W' tlTemselves2 1 s 12 r l s l
are Schur complements. The proof of Lemma 1 parallels the
argument in Krafft (1978, p. 220) who considers a special
case. For block-block product designs, i.e., when = st1,
the matrix C simplifies to C = A - w. A+w' - + r r 1 ,^ r 1 s 1 2 t 2 '
since F = A^-tt1 allows the choice F = A
It is now easy to establish optimality of variety-block product
designs, by definition these designs have = r s 1 and W ^ =
r t 1 . A design with uniform variety marginals will be said to
be equi-replicated. Denote by H the set of all two-way block
designs E,, and by S(rQ ) its subclass with positive variety
marginals rQ given. Our next result also follows from the
general theory (cf., Pukelsheim 1982, Thm. 4), but we here
give a simpler direct proof. Recall that uniform optimality
requires an information matrix which is maximal in the partial
matrix ordering, while universal optimality (Kiefer 1975,
p. 334) means maximal trace as well as C being positively
proportional to K = I -J /v.v v v
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Theorem 2. (a) Variety-block product designs with variety 
marginals rQ are the only uniformly optimal designs in 
~(r ) for the variety contrasts, their common C-matrix is 
&r - ror^. (b) Equi-replicated variety-block product 
designs are the only designs which are universally optimal 
in H for the variety contrasts, with C = K /v.
Proof, (a) The product design g = rQ ® s ® t has C-matrix 
C(5) = -ror^. For every other design with variety 
marginals rQ we may choose F in Lemma 1 to be non-negative 
definite. Then
C(n) ^ A -W,A+W ’ = A -r r' - (W,-r s')A+ (W1-r s')' v ' r l s l  r o o  l o  s l oo o
S A - r r ' = C(£ ) . r o oo
Thus 5 is optimal. Equality holds in the second inequality
if and only if = rQs 1 and, by symmetry, = r0‘t'* In
this case W 2~W^A^W^2 = 0 , and this forces equality in the
first inequality, (b) The Cauchy Inequality immediately
gives tracefA -r r ') = l-r'r § 1-1/v. a r o o o oo
As an example, consider the variety contrasts for 4 varieties 
in 6 by 6 blocks. Krafft (1978, p. 371f.) quotes a generalized 
Youden design GYD, exact for sample size 36, with determinant 
information jQ (GYD) = 0.23148, and another exact design OED* 
with information jQ (OED) = 0 .23175.„By^Theorem 2(b), an optimal
approximate design is OAD = 1^ ®^3^J ® j^3j/36, with information 
jQ (OAD) = 0.25 = 1/v. And OAD is exact for 36 observations!
Variety-block block-block product designs are j^-optimal even 
for a certain maximal system of parameters. The proof of this 
makes use of Theorem 1 and parallels that for one-way block 
designs (cf., Pukelsheim 1982, Thm. 5). This parallelism breaks 
down as soon as incomplete designs are considered.
♦Recently shown to be optimal for size 36 among all designs 
with uniform block-block marginals. (Personal communication 
from 0. Krafft)
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Indeed, suppose GYD is a generalized Youden design and let
3E ^  ={!,.. ,v}x{l, . . ,b} and S 2 <= I 2
the sets of points which support the variety-block marginals W^ 
and , respectively. Denote by S(S^,S2 ) the set of all two-way 
designs whose variety-block marginals have a support contained 
in S^ and S2 , respectively. As far as variety contrasts are 
concerned, GYD may fail to be optimal in H(S^,S2 ). This is a 
marked difference to the behaviour of balanced incomplete block 
designs in one-way models (cf., Pukelsheim 1982, Thm. 7).
Non-optimality of generalized Youden designs. We choose a 
model for 3 varieties in 6 by 6 blocks. Let D(£ ) be a 6 by 6 
array whose (j,k)-entry is the set of varieties to be observed
with block--block combination (j,k). Consider the designs :
3 3 2 2 3 2 3 + 2 3 2 2 + 3 3 2
3 1 1 3 3 1 3 1 + 3 1 3 3 + 1 1
D(GYD) = 2 1 2 2 1 1 D( BAD) = 2 1 2 + 1 2 1 1 + 2
2 3 2 3 3 2 2 + 3 3 2 3 + 2 3 2
3 3 1 3 1 1 3 3 + 1 1 3 1 + 3 1
2 1 1 2 1 2 2 1 1 + 2 2 1 2 + 1
3 + 2 
0
D(OAD) = 0
2 + 3 
0 
0
0 0 2 + 3
1 + 3 0 0
0 2 + 1 0
0 0 3 + 2
3 + 1 0 0
0 1 + 2 0
0 0
3 + 1 0
0 1 + 2
0 0
1 + 3 0
0 2 + 1
GYD is a generalized Youden design, BAD is a better and OAD is 
an optimal design; their C-matrices are of the form with
P (GYD) = 1/6 < P (BAD) = 1/5 < p(OAD) = 1/4 .
Theorem 1 may be used to prove that OAD is universally optimal 
for the variety contrasts in E(J£^,S2 ), and in E(S^,I2 ). The 
above designs are exact for size 36, 48, and 24; and the ranks 
of their information matrices are 13, 13, and 11; respectively.
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