Abstract. Let G be a quasi simple algebraic group over an algebraically closed field k whose characteristic is not very bad for G, and let B be a Borel subgroup of G with Lie algebra b. Given a B-stable abelian subalgebra a of [b, b], we parametrize the B-orbits in a and we describe their closure relations.
Introduction
Let G be a quasi simple algebraic group over an algebraically closed field k whose characteristic is not very bad for G (see Section 1.1 for the definition). Fix a Borel subgroup B ⊂ G and a maximal torus T ⊂ B. We denote the Lie algebras of G and B respectively by g and b.
Let a be a B-stable abelian subalgebra of [b, b] . Then B acts on a with finitely many orbits: this was noticed by G. Röhrle [18] (when the characteristic is good for G), and then reproved more conceptually by the same author together with D.I. Panyushev [15] (when the characteristic is zero) and together with R. Fowler [4] (when the characteristic is good for G), by showing a connection between the B-stable abelian subalgebras of [b, b] and the spherical nilpotent orbits in g. If the characteristic of k is zero, the B-stable abelian subalgebras of [b, b] are nothing but the abelian ideals of b. In this case, a combinatorial parametrization of the B-orbits was recently given by Panyushev [14] , by exhibiting canonical base points and establishing a parametrization in terms of the combinatorics of the root system of G.
The aim of this paper is to extend Panyushev's combinatorial parametrization of the B-orbits in a to the case of positive characteristic, and to give a combinatorial description of the corresponding Bruhat order (that is, the partial order among the B-orbits given by the closure relations). This generalizes to arbitrary B-stable abelian subalgebras of [b, b] a conjecture of Panyushev [14] recently proved by the first two authors [5] , devoted to the case of the abelian ideals of b which arise as the nilradicals of standard parabolic subalgebras of g.
The main ingredient which makes this generalization possible is the combinatorics of the affine Weyl group. More precisely, let Φ be the root system of G associated to T , let ∆ ⊂ Φ + ⊂ Φ be the base and the set of positive roots determined by B, and set Φ − = −Φ + . Let Φ = Φ ± Zδ be the corresponding affine root system (δ being the fundamental imaginary root), let Φ + = (Φ + +Nδ)∪(Φ − +N >0 δ) be a set of positive roots in Φ compatibly chosen with Φ + , and set Φ − = − Φ + . Let W and W be respectively the Weyl group and the affine Weyl group of G. Our choices determine sets of Coxeter generators, length functions, and Bruhat orders for both W and W .
Let g = g[z, z −1 ] ⊕ kC ⊕ kd be the affinization of g. For any real root α ∈ Φ, we fix a root vector e α ∈ g and denote by s α ∈ W the associated reflection. More generally, if S ⊂ Φ is a finite set of pairwise orthogonal real roots (for short, an orthogonal set of roots) we define
Let a be a B-stable abelian subalgebra of [b, b] . Then a is a sum of root spaces of b, and we denote by Ψ(a) ⊂ Φ + its set of T -weights. Panyushev [14] proved that the assignment S → Be S gives a bijection between the orthogonal subsets of Ψ(a) and the B-orbits in a. This bijection carries over when the characteristic of k is not very bad for G (see Corollary 4.4) , and our main result is the following. Notice that the previous theorem provides some sort of an affine formulation of the description conjectured by Panyushev in [14] and proved by the first two authors in [5] . Suppose indeed that a = p u is the nilradical of a parabolic subalgebra p, and let W P ⊂ W be the parabolic subgroup defined by p and w P ∈ W P its longest element. Given orthogonal subsets S, S ′ ⊂ Ψ(p u ), Panyushev conjectured in this case that e S ′ ∈ Be S if and only if σ wP (S ′ ) σ wP (S) ,
and that dim Be S = 1 2 (ℓ(σ wP (S) ) + card(S)). To explain the equivalence of the two formulations, recall that the nilradical of a standard parabolic subalgebra p of g is abelian if and only if p is a maximal standard parabolic subalgebra, corresponding to a simple root α P ∈ ∆ which occurs with multiplicity one in the highest root θ of Φ. If α 0 = δ − θ denotes the affine simple root, we can thus define an involution of the extended Dynkin diagram ∆ = ∆ ∪ {α 0 } by setting ϕ(α P ) = α 0 and ϕ(α) = −w P (α) for all α ∈ ∆ {α P }. The map ϕ induces an involution of W (still denoted by ϕ), which preserves the Bruhat order and the length function. Notice that w P (α P ) = θ, and that α P occurs with multiplicity one in every root in Ψ(p u ). If moreover β ∈ Ψ(p u ), then ϕ(β) = δ − w P (β), yielding ϕ(S) = δ − S and ϕ(σ wP (S) ) = σ S , which shows the equivalence of the two formulations.
The idea to use the affine root system in the study of abelian ideals dates back to Peterson (see [8] ) and it has been systematically used by many authors ( [2] , [3] , [12] , [13] , [20] , [21] ). Let us recall the key points in our setting. If a is a B-stable abelian subalgebra of [b, b] , then a = z −1 a ⊂ g is a B-module isomorphic to a. Strictly speaking, all along the paper we will study the B-orbits in a: this is of course equivalent to the original problem. The set of T -weights of this B-module is the set of negative roots Ψ(a) := Ψ(a) − δ, and it has the fundamental property of being biclosed : that is, both Ψ(a) and Φ − Ψ(a) are closed under root addition. This property implies the existence of an element w a ∈ W such that
The assignment a → w a gives a bijective correspondence between the set of the B-stable abelian subalgebras of [b, b] and a remarkable class of elements of W . Set Ψ := Φ + − δ. We say that an element w ∈ W is minuscule if
and we denote by W ab ⊂ W the set of minuscule elements. Given w ∈ W ab , we define
Correspondingly, we define two (isomorphic) B-stable subspaces of g as follows
The space a w is easily seen to be a B-stable abelian subalgebra of [b, b] , and the assignment w → a w gives a bijection between the minuscule elements of W and the B-stable abelian subalgebras of [b, b] . We note that usually one encodes minuscule elements by means of their positive inversions, namely by − Ψ(w). However this would lead to a B − -stable subspace of g (where B − denotes the opposite Borel subgroup of B in G with respect to T ), and since we are presently interested in the orbit structure of the B-stable abelian subalgebras of [b, b] , our choice seems preferable in this context.
The general strategy of the proof of our main theorem is similar to the one given in [5] in the case of the abelian nilradicals. As in that case, the most difficult part is to prove that the relations among the involutions implies the relations among the associated orbits closures. To deal with this problem, we consider a family of extensions of B parametrised by W ab . More precisely, for v ∈ W ab , set B v = B ⋉ a v . These extensions have the following properties: if v, w ∈ W ab , then B v ⊂ B w if and only if v w, and B v acts on a w if and only if v w (see Proposition 2.3 and formulas (4.1) -(4.2)). This allows us to argue by decreasing induction on the length of v w in order to study of the B v -orbit structure of a w .
In particular, we analyse some basic relations among orbits whose dimensions differ by one. This analysis will be controlled by the descents of the involutions σ S , where S varies among the orthogonal subsets of Ψ(w). In the case of the abelian nilradicals, this part of the analysis was performed by considering the action of the minimal parabolic subgroups of G in the Hermitian symmetric variety associated to the abelian nilradical. This is no more possible in the more general context of the B-stable abelian subalgebras of [b, b], however we are still able to perform our analysis by distinguishing the descents of the involutions σ S into two families, the finite descents and the affine descents (see Definition 3.12), and adopting different strategies in the two cases.
The paper is organised as follows. In Section 2 we recall and prove some properties of the minuscule elements. In Section 3 we prove some properties of the involutions that we consider, and in particular we introduce the notions of finite and affine descents. In Section 4 we introduce the extensions B v and we give a classification of B v -orbits which is slightly different from the one given in [14] and which allows to prove the formula for the dimension of an orbit. Finally in Section 5 we describe the Bruhat order.
1.1. Further notation and preliminaries. We expand here on the notation already set in the Introduction. Recall first of all that a prime p > 0 is said to be very bad for G if it divides a structure constant in the Chevalley commutation relations for G: this means that p = 2 and G is of type B r , C r , F 4 or G 2 , or that p = 3 and G is of type G 2 . Algebraic groups will be always denoted by capital letters, whereas their Lie algebras will be denoted by the corresponding fraktur letters.
Recall that G is a quasi simple algebraic group, and that B ⊂ G is a fixed Borel subgroup with maximal torus T ⊂ B. The unipotent radical of B is denoted by U , so that B = T U .
Let g = g[z, z −1 ] ⊕ kC ⊕ kd be the affine Kac-Moody algebra defined by g, where C is a central element and d acts on g by z(d/dz). We denote by G the associated Kac-Moody group, and by T = T × k * C × k * d the maximal torus of G containing T whose Lie algebra contains C and d.
Let Λ be the character lattice of T , which carries a W -invariant nondegenerate bilinear form. Then the sets of roots Φ ⊂ Φ ⊂ Λ are respectively the set of Tweights in g and in g. We regard the root lattice as a partially ordered set with the dominance order, defined by λ µ if µ − λ is a sum of simple roots with nonnegative coefficients.
Given α ∈ Φ, let g α ⊂ g be the corresponding root space and, if α is real, let u α be the corresponding one parameter subgroup of G. In particular, if α ∈ Φ and n ∈ Z, we have g α+nδ = z n g α and u α+nδ (x) = u α (z n x). Given a real root α, recall that we can construct representatives of the reflections in the Weyl group as follows
We will denote by α ∨ the coroot associated to α and by ., . the bilinear pairing between roots and coroots, which we will also extend to their linear span. In particular, we have α + nδ, (β + mδ) ∨ = α, β ∨ for all α, β ∈ Φ. We finally make some remarks about our assumptions on the characteristic of k. In positive characteristic, quasi simple groups with the same isogeny type could have different Lie algebras. However the Lie algebra u of the unipotent radical of B is independent from the isogeny type of G, and the action of B on u always factors through the adjoint form of the group.
As already recalled, our assumption on the characteristic implies that, if α, β ∈ Φ and α + β ∈ Φ, then [e α , e β ] = 0. Since a B-stable abelian subalgebra of [b, b] is a sum of root spaces, it follows that the classification of these ideals is equivalent to that of the corresponding sets of roots. On the other hand, a subset Ψ 0 ⊂ Φ + is the set of roots of a B-stable abelian subalgebra of [b, b] if and only if it has the following two properties:
A subset Ψ 0 ⊂ Φ + which satisfies i) is usually called a combinatorial ideal in Φ + ; if it also satisfies ii) we will call it a combinatorial abelian ideal. The previous discussion immediately implies that the classification of the B-stable abelian subalgebra of [b, b] over k is the same as over C. In particular, under our assumption on the characteristic, all the properties of a B-stable abelian subalgebra of [b, b] which can be encoded in terms of the corresponding combinatorial abelian ideal do not depend on the characteristic of k.
If the characteristic of k is zero or if G is adjoint, notice that every abelian ideal of b is necessarily B-stable and contained in [b, b] : thus in these cases the B-stable abelian subalgebras of [b, b] are precisely the abelian ideals of b. If more generally the characteristic of k is good for G (i.e., it does not divide any coefficient of the highest root of Φ, or more explicitly: it is different from 2 if G is not of type A r , from 3 if G is of type E r , F 4 or G 2 , and from 5 if G is of type Notice also that our assumption on the characteristic of k implies that, if α, β ∈ Φ are not proportional and if m ∈ N is maximal such that α + mβ is a root, then there exist nonzero constants c 1 , . . . , c m ∈ k * such that
for all t ∈ k (see for example the construction of Chevalley groups in [19, Sections 1, 2, 3] ).
Note that in positive characteristic we do not always have a exponential map. However such a map can be defined in special cases. Suppose for instance that X ⊂ Φ is a finite set of real roots such that α + β ∈ Φ ∪ {0} for all α, β ∈ X, then we can define an exponential map
which is well defined since the elements u α commute by hypothesis. Notice that the previous assumption is satisfied when X = Ψ(w) for some w ∈ W ab , or more generally if X is conjugated to such a subset by the action of W . Moreover, in this case we can normalise the elements e α so that the map exp Ψ(w) : a w → G becomes equivariant for the adjoint action of B on a w and on G: again this follows from the construction of Chevalley groups given in [19] . In what follows we will usually drop the subscript X, which will be clear from the context.
Minuscule elements in the affine Weyl group
In this section we will study some combinatorial properties of the minuscule elements and their sets of inversions Ψ(w), which closely generalize similar properties of the minimal length coset representatives W P ⊂ W associated to a parabolic subgroup P ⊂ G with abelian unipotent radical (see [5, Section 2] ).
Let w ∈ W ab . Since Ψ(w) + δ is a combinatorial ideal in Φ + , the set of inversions Ψ(w) has the following property, that we will use very often:
if α ∈ Ψ(w) and β ∈ Ψ satisfy α β, then β ∈ Ψ(w).
Indeed in this case β − α is a sum of simple roots in ∆, which by definition are transformed into positive roots by w, thus w(β) w(α) > 0.
In particular, it follows that two roots α, β ∈ Ψ(w) are orthogonal if and only if they are strongly orthogonal (that is, α ± β ∈ Φ ∪ {0}). Indeed, since Ψ(w) is a subset of Ψ closed under root addiction, the sum of two roots in Ψ(w) is never a root. On the other hand, if α, β ∈ Φ are orthogonal and α − β ∈ Φ, then α + β = s β (α − β) is a root as well.
The following useful property was noticed by Panyushev [14, Lemma 1.2]. We provide a proof in a slightly different language.
Lemma 2.1. Let w ∈ W ab . Let α, β ∈ Ψ(w) be orthogonal roots and let γ ∈ Φ be such that α + γ ∈ Ψ(w), then β + γ ∈ Ψ(w). In particular, if S ⊂ Ψ(w) is orthogonal and γ ∈ Φ + , then there is at most one root α ∈ S such that α + γ ∈ Φ.
Proof. Assume that α + γ, β + γ are both in Ψ(w). Since w ∈ W ab , we have that
By the orthogonality of α and β, the last equality implies that either α, γ ∨ < 0 or β, γ ∨ < 0. Suppose that α, γ ∨ < 0: then β + γ, α ∨ < 0, thus α + β + γ ∈ Ψ(w), contradicting w ∈ W ab . Similarly, it cannot be β, γ ∨ < 0. Suppose now that S ⊂ Ψ(w) is orthogonal, and let α ∈ S and γ ∈ Φ + , α ∈ S be such that α + γ ∈ Φ. Then α + γ ∈ Ψ(w), thus β + γ ∈ Φ for all β ∈ S {α}.
We now recall some facts about the correspondence between minuscule elements and B-stable abelian subalgebras of [b, b] . By [2] , we have the following important characterization:
where A denotes the fundamental alcove for W in the vector space generated by Φ ∨ .
The following theorem, due to Panyushev, shows how to describe the normalizer of a B-stable abelian subalgebra of [b, b] (which is by definition a standard parabolic subgroup) in terms of the corresponding minuscule element. A remarkable property of W ab is that the restriction of the Bruhat order coincide with that of the right weak order.
In particular, w 1 w 2 if and only if a w1 ⊂ a w2 .
Proof. If Ψ(w 1 ) ⊂ Ψ(w 2 ), then w 1 is less or equal than w 2 in the right weak Bruhat order on W , thus w 1 w 2 .
Assume viceversa that w 1 < w 2 . Recall that every minuscule element is a minimal length representative for its coset in W /W . By the chain property (see [ Therefore, to show that v i ∈ W ab , by (2.2) it only remains to prove that θ, x < 2 for all x ∈ v −1 i A, where θ ∈ Φ + denotes the highest root. Proceeding inductively,
In the vector space generated by the coroots, write s β (x) = x − ( α, x − 1) α ∨ and let H β be the affine hyperplane defined by s β . Since v i+1 s β < v i+1 , the hyperplane H β separates the alcoves A and v −1 i+1 A (see [6, Theorem 4.5] ). On the other hand H β is defined by the equation α, x = 1, thus α, x > 1 for all
which shows that v i ∈ W ab . It remains to prove that Ψ(w 1 ) ⊂ Ψ(w 2 ). Thanks to the argument above, we can assume that ℓ(w 2 ) = ℓ(w 1 ) + 1. Thus they exist v ∈ W and simple roots α 1 , . . . , α i+1 ∈ ∆ such that w 1 = s α1 · · · s αi v and w 2 = s α1 · · · s αi+1 v, with ℓ(w 1 ) = ℓ(v) + i and ℓ(w 2 ) = ℓ(v) + i + 1. Since w 1 , w 2 are minuscule, the roots v −1 (α i ),
On the other hand, the equality
= 0: this shows that s αi and s αi+1 commute, and repeating the argument we see that w 2 = s i+1 w 1 .
Remark 2.4. Notice that the previous proof also shows that W ab is downward closed in the set of the minimal length coset representatives for W /W with the Bruhat order: that is, if w 1 ∈ W has minimal length in its coset w 1 W and if w 1 w 2 for some w 2 ∈ W ab , then w 1 ∈ W ab as well (see [9, Lemma 2.4 
]).
Notice also that the statement of the previous proposition needs not to be true if we consider more generally minimal length coset representatives for W /W . Take for instance Φ of type A 2 , w 1 = s 1 s 0 and w 2 = s 1 s 2 s 0 .
The following proposition describes the left descents of a minuscule element.
+ be such that s α w < w and assume that s α w ∈ W ab and ℓ(s α w) = ℓ(w) − 1. Then α ∈ ∆. ii) Let α ∈ ∆ be such that s α w < w, then s α w ∈ W ab . If moreover β = w −1 (α), then β is minimal in Ψ(w) and maximal in Ψ Ψ(s α w), and we have the equality Ψ(w) = Ψ(s α w) ∪ {β}. iii) If β is a minimal element in Ψ(w) and α = w(β), then α ∈ ∆ and s α w < w. ii) Since α ∈ ∆, it follows that s α w is smaller than w with respect to the left weak Bruhat order. Thus s α w ∈ W ab because w ∈ W ab , and Ψ(w) = Ψ(s α w)∪{β}. The other claims follow from (2.1).
iii) If β is minimal in Ψ(w), then Ψ(w) {β} is also biclosed, thus it must be equal to Ψ(w ′ ) for some w ′ ∈ W ab . By Proposition 2.3 we have w ′ < w. On the other hand ℓ(w ′ ) = ℓ(w) − 1, thus it must be w ′ = s α w for some α ∈ Φ + and we conclude thanks to i) and ii).
Remark 2.6. Let w ∈ W ab and let β ∈ Ψ Ψ(w) be a maximal element, then w(β) is not necessarily the opposite of a simple root. Take for instance Φ =
On the other hand, if there exists v ∈ W ab such that w < v and β is maximal in Ψ(v) Ψ(w), then α = −w(β) is a simple root and s α w > w. Indeed, it is enough to prove that L = Ψ(w) ∪ {β} is biclosed. Since L ⊂ Ψ(v), It is clear that L is closed under root addition. To check that Φ − L is also closed under root addition, it is enough to check that, if β = γ + η for some negative roots γ, η, then either γ or η belongs to Ψ(w). We may assume that γ = γ 0 − δ and η ∈ Φ − , thus γ ∈ Ψ(v) since Ψ(v) is biclosed and η ∈ Ψ(v). Since β = γ + η we get then β < γ, hence γ ∈ Ψ(w) by the maximality of β in Ψ(v) Ψ(w). Recall that for all finite set of pairwise orthogonal real roots S ⊂ Φ we defined an involution in W by setting σ S = α∈S s α .
Proposition 3.1. Let w ∈ W ab and let S ⊂ Ψ(w) be an orthogonal subset. Let α ∈ Φ be such that σ S (α) = −α, then α = 1 2 (±β ± β ′ ) with β, β ′ ∈ S. In particular:
Proof. Since σ S (α) = −α, we have
Thus the claim follows if we show that β∈S | α, β ∨ | 2. Since the statement is purely combinatorial, we can assume that the characteristic of k is zero. Consider the sl 2 -triple {e, h, f } in g defined by the elements
Since e ∈ a w , by a result of Let m be the height of e, namely the maximum n ∈ N such that ad(e) n = 0. By a result of Panyushev [10, Corollary 2.2] m coincides with the greatest eigenvalue of ad(h) on g. Thus η, h 3 for all η ∈ Φ.
On the other hand, by (3.1) we have
is an even number, and the first claim is proved.
Suppose now that α = 1 2 (±β ± β ′ ) with β, β ′ ∈ S, and assume that α ∈ Ψ: then
Remark 3.2. Proposition 3.1 is in general false if we do not assume S ⊂ Ψ(w) for some w ∈ W ab . Take for example Φ = D 4 , S = {ε 1 + ε 3 − δ, ε 1 − ε 3 − δ, ε 2 + ε 4 − δ, ε 2 − ε 4 − δ} and α = ε 1 + ε 2 − 2δ = 1 2 β∈S β.
Proposition 3.3. Let w ∈ W ab and let S ⊂ Ψ(w) be an orthogonal subset. If S ′ ⊂ Ψ is an orthogonal subset such that σ S ′ = σ S , then S ′ = S.
Proof. If α ∈ S ′ , then σ S ′ (α) = σ S (α) = −α, hence 2α = β∈S α, β ∨ β and α ∈ span Q S. Therefore S ′ ⊂ span Q S, and switching the role of S and S ′ we get span Q S ′ = span Q S. Assume now that S ′ = S and set S = {β 1 , . . . , β k }. Let α ∈ S ′ S, then by Proposition 3.1 we can write α = 1 2 (β + β ′ ) with β, β ′ in S. Without loss of generality we can assume that α = 1 2 (β 1 + β 2 ). Let α ′ ∈ S ′ {α}, and write α ′ = a i β i . Since α and α ′ are orthogonal, it follows that
On the other hand, by Proposition 3.1 we can write α ′ = 1 2 (β i + β j ) for some β i , β j ∈ S, and since α ′ = α we get a 1 = a 2 = 0. It follows that S ′ {α} ⊂ span Q (S {β 1 , β 2 }), against the fact that S and S ′ span the same space.
Remark 3.4. Notice that the claim of Proposition 3.3 is false if we consider any pair of strongly orthogonal subsets S, S ′ ⊂ Ψ. Take for example Φ = D 4 , S as in Remark 3.2 and
The following definitions are adapted from Richardson and Springer [16] .
Definition 3.5. Let σ ∈ W be an involution and α ∈ ∆. We say that α is a descent for σ if σ(α) < 0. If moreover σ(α) = −α, then we say that α is a real descent, otherwise we say that α is a complex descent.
We also define
Finally we define the length of σ as
Notice that the length of an involution is a natural number. Indeed rk(id − σ) equals the multiplicity of −1 as an eigenvalue for σ, thus det(σ) = (−1)
rk(id−σ) , and the parity of ℓ(σ) equals that of rk(id − σ). If σ is an involution, notice that s α •σ is an involution as well, and that s α •σ = τ if and only if s α • τ = σ. If moreover σ = σ S for some finite orthogonal set of real roots S, then L(σ S ) = 1 2 (ℓ(σ S ) + card S). In the next two lemmas we recall some simple results of Richardson and Springer from [16, 17] , see also [5] for more direct proofs. First we characterize the descents of an involution, and in particular we show that the length of an involution is a natural number. Lemma 3.6. Let σ ∈ W be an involution and let α ∈ ∆, then the following statements are equivalent: i) α is a descent for σ;
If moreover α is a descent for σ, then it is real if and only if s α σ = σ s α , and it is complex if and only if s α σ s α < s α σ and s α σ s α < σ s α .
Proof. The only thing that it is not proved in [5, Section 3] is that, if α is a descent for σ, then it is real if and only if s α and σ commute. On the other hand, if they commute, then s α = σs α σ = s σ(α) , and being σ(α) < 0 we deduce σ(α) = −α. We now study the descents of the involutions of the form σ S , with S an orthogonal set of roots contained in Ψ(w) for some w ∈ W ab . Proposition 3.8. Let w ∈ W ab , let S ⊂ Ψ(w) be an orthogonal subset and let α ∈ ∆ be a descent for σ S . Then s α (S) ⊂ Ψ(w), and s α (S) = S if and only if α is a real descent.
Proof. We first prove the second claim, which is easier. Suppose that σ S (α) = −α, then by Proposition 3.1 we have α = 1 2 (β 1 − β 2 ) for some β 1 , β 2 ∈ S, thus β 1 and β 2 are switched by s α , and s α (β) = β for all β ∈ S different from β 1 , β 2 .
Suppose conversely that s α (S) = S for some α ∈ ∆ with σ S (α) < 0. Then s α and σ S commute, hence α is a real descent by Lemma 3.6.
Assume now that σ S (α) = −α. Since σ S (α) = α− β∈S α, β ∨ β is negative and since the elements in S are also negative, there exists β 0 ∈ S such that α, β ∨ 0 < 0. Thus β 0 +α ∈ Ψ(w), and β 0 is unique thanks to Lemma 2.1. Notice that s α (β 0 ) > β 0 and that s α (β 0 ), d = −1, thus s α (β 0 ) ∈ Ψ(w) as claimed. Let now β 1 ∈ S {β 0 }. If β 1 is orthogonal to α, then s α (β 1 ) = β 1 and the claim is trivial. Otherwise, it must be α, β
In particular we can assume that S = {β 0 , β 1 }. Notice also that γ, d = n 1 − n 0 , thus n 0 n 1 . If Φ is of type G 2 , then there are no combinatorial abelian ideals in Φ + containing two orthogonal roots, so we are not in this case.
If n 0 = n 1 and β 1 , α ∨ = 1, then γ, d = 0. Therefore α+n 0 β 0 −n 0 β 1 = γ ∈ Φ − , and since α is simple we deduce s α (β 1 ) = β 1 − α > β 0 . Thus we get s α (β 1 ) ∈ Ψ(w) by (2.1).
If n 0 > n 1 , then n 0 = 2, n 1 = 1. In this case α and β 1 are long roots, whereas β 0 is a short root, and s α (β 1 ) = β 1 − α. Notice that α − β 1 and γ = α − β 1 + 2β 0 are both roots, hence α − β 1 + β 0 is either a root or zero. Denote γ ′ = α − β 1 + β 0 . If γ ′ 0 then we can conclude as in the previous case. Otherwise γ ′ ∈ Φ + , and we get a contradiction because γ ′ + β 1 = α + β 0 = s α (β 0 ) and γ ′ + β 0 = γ are both roots, which is impossible by Lemma 2.1.
If n 0 = n 1 and β 1 , α ∨ = 2, then n 0 = n 1 = 1. Moreover, β 0 and β 1 are long roots, whereas α and γ are short roots, and β 0 , α ∨ = −2. Thus γ, α ∨ = −2 and γ, d = 0, and it follows α + β 0 − β 1 = γ ∈ Φ − . Since α is simple and γ + 2α ∈ Φ, we have γ + α ∈ Φ − ∪ {0}. If γ = −α, then s α (β 1 ) = β 0 ∈ Ψ(w). Otherwise 2α + β 0 − β 1 = α + γ ∈ Φ − , and it follows s α (β 1 ) = β 1 − 2α > β 0 , thus s α (β 1 ) ∈ Ψ(w) by (2.1).
Admissible pairs and their associated involutions.
Definition 3.9. Let v ∈ W ab and S ⊂ Ψ an orthogonal subset. Given w ∈ W ab , the pair (v, S) is called w-admissible if v w and S ⊂ Ψ(w) Ψ(v). The pair (v, S) is called admissible if it is w-admissible for some w ∈ W ab .
Given and admissible pair (v, S) we will sometime refer to σ v(S) as the involution associated to (v, S), and will denote it also by σ(v, S). Definition 3.10. Given α ∈ ∆, we say that α is a descent for (v, S) if σ v(S) (α) < 0.
We will make use of the terminology introduced in Definition 3.5 also in this context: we will say that a descent α for an admissible pair (v, S) is real (resp. complex ) if it is so as a descent for σ v(S) , and we will write L(v, S) for L(σ(v, S)).
The goal of this subsection is to study the descents associated to admissible pairs. The geometrical meaning of the admissible pairs and of their descents, which will play a major role in our inductions, will become clear in the next sections, when we will give an interpretation of the admissible pairs in terms of B-orbits in B-stable abelian subalgebras of [b, b] .
The next proposition shows that a descent of an admissible pair is of two possible types.
Proposition 3.11. Let w ∈ W ab , let (v, S) be a w-admissible pair and let α ∈ ∆ be a descent for (v, S). Set β = v −1 (α). Then β > 0, and either β ∈ − Ψ(w) or β ∈ ∆. If moreover β ∈ ∆, then σ S (β) < 0.
Proof. By the orthogonality of S we have
Since by assumption σ v(S) (α) and v(γ) are both negative when γ ∈ S, there is at least one root γ 0 ∈ S such that β, γ ∨ 0 < 0. In particular γ 0 + β is a root. Suppose that β < 0. Then β ∈ Ψ(v), hence β ∈ Ψ(w) thanks to Proposition 2.3. Since w ∈ W ab , this yields a contradiction because γ 0 + β cannot be a root by (2.1).
Therefore β > 0. Thus β+γ 0 is either zero or a root. If it is zero, then β ∈ − Ψ(w) proving our claim, so we can assume that it is a root. Since α ∈ ∆ and
If β + γ 0 > 0, then β + γ 0 ∈ − Ψ(v), thus β + γ 0 ∈ − Ψ(w) as well, and w(β) = w(β + γ 0 ) − w(γ 0 ) ∈ Φ − proving β ∈ − Ψ(w). Otherwise we have β + γ 0 < 0. Since γ 0 ∈ Ψ and β > 0, it follows that either β + γ 0 ∈ Φ − or β ∈ Φ + . If β + γ 0 ∈ Φ − , then w(β + γ 0 ) < 0, hence w(β) = w(β + γ 0 ) − w(γ 0 ) < 0, and again we get β ∈ − Ψ(w).
Suppose finally that β ∈ Φ + . Then it must be β ∈ ∆: if indeed β = β 1 + β 2 for some β 1 , β 2 ∈ Φ + , then α = v(β 1 ) + v(β 2 ), which is absurd since α is simple and v(Φ + ) ⊂ Φ + . This proves the first claim. Suppose now that β ∈ ∆. Since vσ S (β) = σ v(S) (α) < 0, it must be either σ S (β) ∈ − Ψ(v) or σ S (β) < 0. Suppose that σ S (β) ∈ − Ψ(v) and
> 0, and because σ S (β) > 0 it follows that σ S (β) − γ 0 is a root, against the fact that both σ S (β) and −γ 0 are in − Ψ(w) and w ∈ W ab . Therefore σ S (β) < 0, and the second claim is proved.
Thus we give the following definition. Definition 3.12. Let (v, S) be an admissible pair and let α ∈ ∆ be a descent for (v, S). We say that α is of finite type if v −1 (α) ∈ ∆, and we say that it is of affine
Remark 3.13. Let α ∈ ∆ be a descent of finite type for an admissible pair (v, S), and denote β = v −1 (α). Then β is a descent for σ S , and it is real if and only if α is a real descent for σ v(S) .
We now characterize the affine descents of an admissible pair (v, S) among the simple roots α ∈ ∆ such that v −1 (α) ∈ − Ψ.
Proposition 3.14. Let w ∈ W ab , let (v, S) be a w-admissible pair and let α ∈ ∆ be such that β = v −1 (α) ∈ − Ψ(w). Then α is a descent for (v, S) if and only if β is not orthogonal to S, and it is real if and only if β ∈ −S.
Proof. If β is orthogonal to S, then α is orthogonal to v(S) and σ v(S) (α) = α. Therefore, if α is a descent, β is not orthogonal to S. Suppose conversely that β ∈ − Ψ(w) is not orthogonal to S. Since β − γ is never a root for γ ∈ S, we have β, γ ∨ 0 for all γ ∈ S. On the other hand v(γ) < 0 for all γ ∈ S, thus by (3.2) we see that α is a descent for (v, S).
We now show that α is real if and only if β ∈ −S. Clearly, α is real if β ∈ −S. Suppose conversely that α is real, that is σ S (β) = −β. Since β ∈ − Ψ, by Proposition 3.1 we have then β = −(γ 1 + γ 2 )/2 and α = −(v(γ 1 ) + v(γ 2 ))/2, with γ 1 , γ 2 ∈ S. Since α is simple and v(γ 1 ), v(γ 2 ) are both negative, these roots must be equal, thus β = −γ 1 ∈ −S.
The extended action, and dimension formulas
For v ∈ W ab , let B v be the split extension of B defined by B v = B ⋉ a v , with product given by
If w ∈ W ab and v w, then B v acts on a w by (4.2) (p, x).y = Ad p (x + y).
Notice that B = B e (where e ∈ W denotes the neutral element), and that a w is homogeneous under B w . Moreover, by Proposition 2.3 we have B v ⊂ B v ′ if and only if v v ′ : thus we can study the B-action on a w by studying inductively the action of B v on a w , where v w. Proceeding in this way, in this section we will show that B acts with finitely many orbits on a w , and we will give a parametrisation of the B v -orbits in a w in terms of the w-admissible pairs introduced in the previous section, as well as a formula for their dimension. On the other hand, a w and a w are isomorphic B-modules, thus the previous discussion applies to a w as well.
Recall from the Introduction that, if S is an orthogonal set of real roots, then e S = γ∈S e γ . Moreover, we define f S = e −S , and we set the convention that e ∅ = f ∅ = 0. Since e ±α and e ±β commute for all α, β ∈ S, we have
Let F = G/ B be the affine flag variety, where B ⊂ G is the Iwahori subgroup defined by Φ + , and let x 0 ∈ F be the base point defined by B.
In particular, if (v, S) and (v, S ′ ) are admissible pairs and B v e S = B v e S ′ , then S = S ′ .
Proof. The first claim follows immediately from the inclusion v(Φ + ) ⊂ Φ + together with the definition of Ψ(v). To prove te second claim, notice that
On the other hand, the right hand side of the previous equation equals
thus by the first claim of the lemma together with the fact that v(β) < 0 for all β ∈ S we get
Suppose now that (v, S) and (v, S ′ ) are admissible pairs such that B v e S = B v e S ′ . Then by the previous equality we get Bσ v(S) x 0 = Bσ v(S ′ ) x 0 , hence σ v(S) = σ v(S ′ ) , and S = S ′ by Proposition 3.3.
Proposition 4.2. Let v ∈ W ab and let α ∈ ∆ be such that s α v ∈ W ab and v < s α v. Denote β = −v −1 (α) and suppose that (s α v, S) is an admissible pair, then the following hold.
i) If β is not orthogonal to S, then (v, S) is admissible and
If β is orthogonal to S, then (v, S) and (v, S ∪ {β}) are both admissible and
Moreover, e S ∈ B v e S∪{β} and dim B sαv e S = dim B v e S∪{β} = dim B v e S + 1.
Proof. Let w ∈ W ab be such that v w and S ⊂ Ψ(w) Ψ(s α v). Denote v ′ = s α v and S ′ = S ∪ β, and notice that Ψ(v
i) Suppose that β is not orthogonal to S. Let γ 0 ∈ S be such that β, γ ∨ 0 = 0. Since the sum of two elements in Ψ(w) is never a root, it follows that β, γ ∨ 0 > 0, hence β − γ 0 ∈ Φ. Denote ε = β − γ 0 . By Proposition 2.5, the root β is maximal in Ψ(w) Ψ(v), thus ε ∈ Φ + and by Lemma 2.1 γ 0 is the unique root in S such that γ 0 + ε is a root. Hence u ε (t)(e S + a v ) = e S + te β + a v , and it follows B v ′ e S = B v e S .To show the last claim, since v(γ) < 0 and β, γ ∨ 0 for all γ ∈ S, notice that
Since α is simple, it follows that α is a descent for σ(v, S), and by Proposition 3.14 it is a complex descent. Thus
and we conclude by Lemma 3.6. ii) Suppose now that β is orthogonal to S. Then (v, S) and (v, S ′ ) are both admissible, and by Lemma 4.1 the orbits B v e S and B v e S ′ are different. Since S is orthogonal, we have e S +k * e β ⊂ T ·e S ′ , thus B v e S ′ = B v (e S +k * e β ) and e S ∈ B v e S ′ . It follows that B v ′ e S = B v e S ⊔ B v e S ′ and that B v e S ′ is dense. In particular, B v e S ′ has the same dimension of B v ′ e S . On the other hand dim B v ′ = dim B v + 1 and dim B v ′ e S is strictly bigger than dim B v e S , which yields the last dimension equality. The last staments about the involutions follow trivially, since s α and σ v(S) commute and σ v(S∪{β}) (α) = −α.
We can now classify the B v -orbits in the B v -stable ad-nilpotent abelian ideals of b, and compute their dimensions. Proof. We have already proved in Lemma 4.1 that B v -orbits defined by different orhogonal subsets are different. We show the remaining claims by decreasing induction on ℓ(v). If v = w, then a w = B v e ∅ and both statements hold trivially since dim a w = ℓ(w). Suppose that ℓ(v) < ℓ(w), and let α ∈ ∆ be such that s α v ∈ W ab and v < s α v w (notice that such a simple root exists by Proposition 2.3). Denote β = −v −1 (α), then Ψ(s α v) = Ψ(v) ⊔ {β} ⊂ Ψ(w). By the inductive assumption, every B sαv -orbit in a w has a base point of the form e S , with S ⊂ Ψ(w) Ψ(s α v) orthogonal. On the other hand, given such a subset S, by Proposition 4.2 we have
thus every B v -orbit in a w has a base point of the form e S ′ with S ′ ⊂ Ψ(w) Ψ(v) orthogonal.
To show the dimension formula, assume first that β ⊥ S. Then by the inductive assumption together with Proposition 4.2 we have
Similar computations for the orbits B v e S and B v e S∪{β} show the dimension formula in the case β ⊥ S. In this section we will study the Bruhat order among the B v -orbits in a w , where v, w ∈ W ab and v w. The description of the Bruhat order will be based on Lemma 4.1 and on the description of some basic relations among orbit closures, which will allow us to proceed by induction. Such basic relations are those described in Proposition 4.2, plus another one coming from the action of the minimal parabolic subgroups of G which will be described in the following proposition.
Let v ∈ W ab and let β ∈ ∆ be such that v(β) ∈ ∆. Then by Theorem 2.2 we have s β ( Ψ(v)) ⊂ Ψ(v), and the minimal parabolic subgroup P β ⊂ G normalizes a v . In particular we can define a group P β,v = P β ⋉ a v by equation (4.1), and if v w ∈ W ab then P β,v acts on a w by formula (4.2). Notice that by construction dim P β,v = dim B v + 1.
Proposition 5.1. Let w ∈ W ab and let (v, S) be a w-admissible pair. Let α ∈ ∆ be a descent for (v, S) of finite type and denote β = v −1 (α) ∈ ∆. Then B v e S = P β,v e S , and the following hold.
i) If α is complex, then (v, s β (S)) is w-admissible and e s β (S) ∈ P β,v e S . ii) If α is real, write β = 1 2 (γ 1 − γ 2 ) as in Proposition 3.1 with γ 1 , γ 2 ∈ S and denote
Proof. Recall from Proposition 3.11 that β is a descent for σ S , hence s β (S) ⊂ Ψ(w) by Proposition 3.8. Moreover it follows from Theorem 2.2 that s β ( Ψ(v)) ⊂ Ψ(v), therefore (v, s β (S)) is w-admissible. We distinguish two cases, depending on whether α is complex or real.
i) Suppose that α is a complex descent, then by Lemma 3.6 we have σ(v, S) > s α • σ(v, S) = σ(v, s β (S)) and L(v, s β (S)) = L(v, S) − 1. Hence s β (S) = S and dim B v e s β (S) = dim B v e S − 1 by Theorem 4.3. Notice that both e S and e s β (S) belong to P β,v e S , therefore dim B v e S dim P β,v e S dim B v e s β (S) + 1 = dim B v e S and B v e S is dense in P β,v e S .
ii) Suppose now that α is a real descent for (v, S). Since by definition γ 1 − β = γ 2 +β and since (v, S) is w-admissible, it follows that (v, S β ) is w-admissible as well. Notice that {β, γ 2 } is the base of a root subsystem of type C 2 : thus γ 2 = s β (γ 1 ) and
We now prove that e S β ∈ P β,v e S . Let G β ⊂ P β be the subgroup generated by U β , U −β and let H be the subgroup generated by G β , U γ2 , U −γ2 . Then H is either isomorphic to SO 5 or to Sp 4 , G β is isomorphic to SL 2 and the action of G β on the space generated by e γ2 , e γ2+β , e γ1 is equivalent to the action of SL 2 on the space of symmetric matrices. In particular, we can normalise e γ2 , e γ2+β , e γ1 so that the action of an element ∈ SL 2 . Then g · (e γ1 + e γ2 ) = e γ2+β , hence g · e S = e S β and we can conclude as in the previous case.
Let (v, S) be an admissible pair, let α ∈ ∆ be a descent for (v, S), and denote β = v −1 (α). Then we define We are now ready to prove our main theorem. To prove the other implication we proceed by induction both on L(v, S) and on ℓ(σ v(S) ) − ℓ(σ v(R) ).
Suppose that σ v(R) = σ v(S) (in particular, this is the case if L(v, S) = 0): then σ R = σ S , and by Proposition 3.3 we get R = S. Therefore we can assume that L(v, S) > 0 and σ v(R) < σ v(S) . Let α ∈ ∆ be a descent for (v, S) and denote (v ′ , S ′ ) = F α (v, S).
Case 1. Suppose that α is a descent for (v, R) as well. Notice that being a descent of finite or affine type depends only on v and α. In particular F α (v, R) and F α (v, S) share the same first component, and we can write F α (v, R) = (v ′ , R ′ ) for some R ′ . By Remark 5.2 ii) and by Lemma 3.7 we get σ(F α (v, R)) σ(F α (v, S)), and by induction it follows B v ′ e R ′ ⊂ B v ′ e S ′ . If α is of affine type, then we conclude by Remark 5.2 iv). Suppose that α is of finite type. Then by (5.1) we have v ′ = v, hence B v e R ′ ⊂ B v e S ′ and in particular P β,v e R ′ ⊂ P β,v e S ′ . Thus we conclude Remark 5.2 iii).
Case 2. Suppose now that α is a descent of finite type for (v, S), and that it is not a descent for (v, R). Then by (5.1) we have v ′ = v, and by Remark 5.2 ii) and Lemma 3.7 we have σ v(R) σ v(S ′ ) . Notice that ℓ(σ v(S ′ ) ) − ℓ(σ v(R) ) = ℓ(σ v(S) ) − ℓ(σ v(R) ) − 1, thus we can argue by induction and by Remark 5.2 iii) we obtain B v e R ⊂ B v e S ′ ⊂ B v e S , which proves the claim. 
