Abstract-In this paper, algorithms for automatic albuming of consumer photographs are described. Specifically, two core algorithms namely event clustering and screening of low-quality images, are introduced and their performance is evaluated. Event clustering and image quality screening have many applications including albuming services, image management and organization, and digital photofinishing. These are difficult tasks because there is, in general, none (or very limited) contextual information about picture content, and the final interpretation could be subjective. A novel event-clustering algorithm is created to automatically segment pictures into events and subevents for albuming, based on date/time metadata information, as well as color content of the pictures. A block-based color histogram correlation technique is developed for image content comparison of general consumer pictures. A new quality-screening algorithm is developed based on object quality measures, to detect problematic images caused by underexposure, low contrast, and camera defocus or movement. Performance testing of these algorithms was conducted using a database of real consumer photos and showed that these functions provide a useful first-cut album layout for typical rolls of consumer pictures. The proposed techniques and system represent a major step toward automatic albuming of consumer pictures. Automatic albuming application software which, based on the above image event clustering and quality screening algorithms, has been successfully tested and validated through a recent consumer trial in the United States.
I. INTRODUCTION
P LACING pictures in albums is an activity that many people enjoy, yet the vast majority of pictures are never placed in albums because of the time and effort required to complete the albuming process. With the proliferation of digital cameras, scanners, and Internet imaging, the volume of digitized photographs steadily increases and it is desirable to automatically generate albums for people that do not have the time or inclination to do it on their own. In this paper, albuming is defined as a collection of processes for segmenting pictures into events and subevents and generating an album page layout after screening low-quality and duplicate images. The main goal of automatic albuming is to help people organize their pictures so that they will be able to convey their story effectively. A story can be defined as the retelling of an event using pictures, including actual and fictional pieces, conveying the perspectives, meanings, and importance intended by the author to a receiver [1] , [2] . Fig. 1 depicts the story pyramid, which illustrates the hierarchy of a story. According to Fig. 1 , a story is the resultant of an organized collection of pictures and the appropriate context information, i.e., . Context in this case is the information used to focus or narrow the interpretation of a picture or a set of pictures to that intended by the author. The value of pictures includes the simulation of the storytelling recall, conveying the emotional impact of an event, and making the story more vivid and real for the listeners. Pictures will include any visual material such as stills, motion videos, and animations, etc. Likewise, context brings focus on the interpretation of the pictures to the meaning intended by the author, brings out the feeling of the storyteller, and stimulates more detailed recall.
There are many ways people organize pictures for storytelling. One popular approach is to sort pictures in chronological order and to organize them by events [1] , [3] - [5] . Another way is to sort pictures by content, i.e., by a particular person, indoor vs. outdoor, image captions, etc. [6] - [8] , [19] , [20] . In this paper, the main area of focus is how to automatically classify events in consumer pictures. This is a difficult task because there is very limited or no contextual information about the picture content, and the final interpretation could be subjective. Our approach to this task is to combine one important piece of contextual data, the date and time information, with correlation between pictures content through image understanding, for event classification. Various techniques have been reported on similarity detection for image retrieval in the research community. These include color histograms, shape and texture analysis, segmentation approach, statistical approach, and relevance feedback [6] - [15] .
The work in [5] addresses the particular problem of clustering consumer photographs into albums. Although [5] was developed independently of the work in this paper and past work ( [3] and [4] ), there are some similarities and differences that are worth mentioning. Both approaches use time information and content-based clustering, however, the particular algorithms employed are different. Time clustering in [5] is based on a fixed time difference between consecutive pictures. This allows a simple implementation, but reduces the overall effectiveness of the method. The time clustering approach presented here is more sophisticated, based on the k-means clustering algorithm, and can be effective with a wide variety of data. The content-based clustering approach in [5] is using best-first model merging, while the approach in this paper uses a block-based color histogram correlation technique. Content-based clustering that utilizes image analysis operations could be computationally intensive and may be used selectively when date and time information is not available.
In multimedia systems that automatically generate albums, the detection and screening of low-quality images is an important function to ensure the overall quality of the final photo album. Additionally, such screening can eliminate undesired pictures from final printing, thus reducing costs for the consumer. Undesirable images may need to be screened because of low overall image quality, poor subject matter, or rendering problems. The screening of low-quality images is addressed here via an efficient method based on objective quality measures such as sharpness, contrast, and exposure.
In this paper, we detail the techniques and the performance of an overall system for automatic clustering of events for consumer albuming applications. The paper is organized as follows. Section II describes the image event segmentation algorithm using K-means clustering and a block-based color histogram correlation technique. Section III describes the process of screening low-quality images based on objective quality metrics. Section IV describes the system evaluation and implementation aspects of the algorithms. Section V discusses the performance of these techniques using a first-party ground-truth database of real consumer pictures. Finally, Section VI gives some concluding remarks and suggestions for future work.
II. IMAGE EVENT CLUSTERING
A system block diagram illustrating our approach is depicted in Fig. 2 . The input set of pictures is first ranked in chronological order. A first-level clustering of events is carried out using a date/time clustering algorithm. Following this, the set of pictures is clustered using a new block-based histogram correlation technique. Finally, the clusters are refined by a split and merge process to arrive at the final output. The proposed classification system will also produce a list of the multiples found in the input pictures. Information about multiples is used in the quality sorting stage to identify the best ones.
The goal of event segmentation is to automatically sort and cluster images from sets/rolls of pictures into separate events, and, within each event, into separate groups of relevant content called subevents. Images in an event are associated with same setting or activity while images in a subevent have similar image content within an event. The event-clustering algorithm organizes pictures into events and subevents, based on two types of information: date and time of picture capture, and content similarity between pictures. If date and time information is not available, as is the case with 35 mm film, the algorithm relies on image content information. The basis of using time information for clustering is the assumption that most people arrange their photos in roughly chronological order. Moreover, time differences between pictures in an event (or a subevent) are typically smaller than time differences between pictures from different events. In the event segmentation algorithm, -means clustering [4] , [16] is used based on date and time information. In addition, image content information is extracted to determine similarity between consecutive pictures using a block-based color histogram correlation method. The following steps are carried out according to Fig. 2. 1) Screen low-quality images.
2) Determine event boundaries based on the date/time clustering algorithm. 3) Check for color similarity between images at event boundaries to verify that they indeed differ. 4) Within each event cluster, perform comparisons using the block-based histogram algorithm, so that each cluster is divided into several groups of pictures. 5) Check, using the date and time information, whether the separations between the groups are "time logical," i.e., if there are meaningful separations in time. If not, the groups are merged. 6) Check the subject arrangement within an event to group similar pictures together. 7) Finally, refinement is carried out to check if there are too many groups with an isolated picture, and whether some of them can be merged.
A. Date/Time Clustering
In this paper, it is assumed that date and time information is available for each picture, as is the case for pictures obtained from advanced photo system (APS) and digital cameras. Indeed, date and time information is very useful for event classification, because most people would arrange their pictures in some kind of chronological order. For example, if several people are taking pictures at the same time with different cameras and then want to create an album with all the pictures taken, the date and time information is necessary to arrange them in chronological order. Hence, the chronological order is the starting point of our algorithm. Moreover, time differences between pictures within an event (or a subevent) are typically smaller than time differences between pictures from different events. Thus, it becomes possible to have functions that create clusters based on date and time information.
The goal here is to group pictures based on their time stamp. The main difficulty is the large variance of the captured time because the total duration of a roll can range from a few hours to a few months. To solve this problem the following algorithm is proposed.
1) Extract the date and time information from the picture metadata. Convert them into minutes, which will be the base unit of our algorithm.
2) Compute the time difference histogram, and perform appropriate scaling of the time difference axis. 3) Divide the histogram in two parts using a -means clustering algorithm . The cluster with higher values contains the time differences corresponding to separations between events. 4) Identify the clusters based on these separations. The above four steps are summarized in Fig. 3 , which shows the overall date and time clustering algorithm. These steps are described in more detail below.
1) Date and Time Extraction: When extracting date and time information from digital pictures, it is essential to deal with different encoding formats among different APS and digital cameras, and to be able to synchronize pictures that come from different cameras. A function that extracts the date and time from one picture and converts them into minutes was implemented. Note that the minute is the smallest unit that is possible on APS films. Specifically, the following formula is used:
where represents the average number of days per month in the first month of the year , and is the number of leap years from 1900 to . This formula deals with all the irregularity that can be found in a date.
2) The Time Difference Histogram: Most of the time, the time differences between pictures within an event (or a subevent) are smaller than the time differences between pictures from different events. The proposed clustering method is based on this observation and exploits large time differences between sets of pictures. This can be done via a time difference histogram, a typical example of which is depicted in Fig. 4 . As seen in Fig. 4 , once the histogram is computed, the separation line between the two time difference clusters is determined. This im- plies that if two consecutive pictures have a time difference larger than the separation time difference (illustrated by the dotted line in Fig. 4 ) then they belong to different events; on the other hand, if the difference is smaller they belong to the same event. 3) 2-Means Clustering Algorithm: A 2-Means algorithm is a K-Means algorithm [16] where and is used to divide the time difference histogram into two clusters. During the clustering process, we are confronted with the time scaling problem. If a linear scale is used for the time difference axis, then a large time difference among events is interpreted as the only point in the cluster corresponding to event separations. For example, consider a roll containing three events, where the first two events are separated by two weeks and the second and third events are separated by three months. As the difference between two weeks and zero is much smaller than the difference between three months and two weeks, the algorithm will only detect two events instead of three. To remedy this problem, a time scaling function is proposed based on the following criteria.
• The function and its derivative are continuous.
• The function is invertible, so that real-time differences are recovered after clustering.
• The function slope is positive but decreasing.
• Some static human constraints are satisfied: When there are differences of one month and one week, while other differences are less than one day, the algorithm groups the larger differences (one month and one week) into the same cluster and the smaller differences in another cluster. According to the distance used in the K-Means algorithm the relation is -A similar reasoning gives the relation:
The first function is . These are approximate constraints and it is possible to modify them. This function is divided into five subfunctions as follows (see Fig. 5 ):
For the calculation of , the square root function is more suitable than the log function for small differences ( 1 day), because it does not decrease as fast as the log function. Thus, is To find and the continuity of the function and its derivative is used:
In general, the functions are computed as follows:
. Various forms for were considered to satisfy the criteria and the following worked well: Thus, One advantage of this scaling function is its flexibility. It is possible to adjust this function based on statistical data obtained from consumer pictures (i.e., mean time between events, mean duration of an event, etc.) so that the overall performance of the algorithm is improved. Now the 2-Means clustering algorithm can be used. However, there is still a critical step in the algorithm concerning the initialization of the means. To avoid convergence to a local minimum, the first mean should be initialized to the smallest difference (usually zero) and the second mean to the biggest difference. The 2-Means algorithm determines two clusters and the points of the right cluster are the separations between events. The number of events is equal to the number of points in the right cluster plus one. To find these clusters the pictures are examined chronologically, and a new cluster (or event) is indicated by the fact that the time difference between two pictures is larger than or equal to the smallest point of the right cluster of the histogram (the separation points).
The effect of scaling is illustrated in Figs. 6 and 7. In Fig. 6 , the 2-Means algorithm is applied to the linear time difference histogram resulting in a separation that may not be ideal. In this case, a one-week separation is considered insufficient for an event break. In Fig. 7 , the 2-Means algorithm is applied to the scaled time difference histogram according to the scaling functions described above (see Fig. 5 ). The resulting clusters in this case are more appropriate-a 24-h separation is considered to indicate a potential event break as indicated in Fig. 7 .
B. Block-Based Histogram Correlation
Content similarity of images is determined using a blockbased histogram correlation technique. Each image is divided into a number of blocks, and a color histogram for each block is computed. An image similarity value between two pictures is obtained by comparing the set of block histograms of a reference picture to that of a candidate picture and the histogram intersection value is used as a similarity measure [9] . For each block of the reference image, the intersection value that provides the best match is selected, and then the average is computed. The average value gives an estimate of global similarity between the two pictures. If the average intersection is below (a low threshold), the two pictures are sufficiently different and may not be part of the same event. If the average intersection is above (a high threshold), the two pictures are considered similar enough to be in the same event. If the average intersection is between these two thresholds, more analysis is needed to determine whether the pictures belong to the same event.
Sometimes two pictures are very similar, e.g., they contain the same background and the same subject, but the subject is not exactly at the same location in both pictures. To detect such differences between images, the best intersection values for the reference block and the coordinates of the corresponding candidate blocks are selected, which gives the predominant direction for the closest match. Then the "common window" between the two images is translated in that direction and the block comparison is repeated to check whether the new results are better. "Common window" refers to the common overlapping central areas when two images of different sizes are compared, e.g., comparing the C (Classic) and P (Panorama) types of pictures from an APS camera. We assume that the relevant information, i.e. the main subject, is likely to be located at the center.
As mentioned above, it may be helpful to determine whether two pictures have similar subject matter. The approach taken is to create a "best intersections mapping" containing intersection values instead of blocks of pixels. For each block comparison, the -best intersections and the coordinates of the corresponding blocks are selected and are placed in the map. The map also contains the average of the n-best intersections. These best intersections mapping will have the size of the "common window" between the two pictures. Then the image is divided into three parts: left, center, and right. Thus, if the histogram comparison between two images gives no decision, but the center average intersection of the "best intersections mapping" is very close, it is inferred that the two images have the same subject.
1) Color Histogram Computation:
Color histogram difference between pictures of the same roll provides a way of measuring similarity among pictures. However, a histogram is a coarse characterization of an image, and so images with very different appearances can have similar histograms. In the automatic albuming application, the date and time information is available, and the goal is not to determine global similarity between images, but to find out if the images contain the same subject or the same background (i.e., same location). By using the block-based histogram approach, the images are divided in regions by grouping blocks together. In addition, it is possible to detect a shift between two images. The color space for the histogram computations is the one defined by Ballard and Brown [17] :
where , , and represent red, green, and blue signals. The , , and axes are analogous to the opponent color axes used by the human visual system. They are used to allow the intensity axis to be more finely sampled than the other two, because the intensity axis is more sensitive to lighting variation from shadows and distance from the light source. The , , and axis are divided into eight sections, for 512 bins.
2) The Algorithm Phases: When two images are compared, there are three possible outcomes: the images are similar enough to be part of the same event, the images are too different to be part of the same event, or the results are inconclusive. The aim of the block-based histogram correlation algorithm is to obtain a maximum comparison in the first two cases. Of course in the global decision function, the date and time information is used to help making the decision. The algorithm has three phases: the computation phase, the comparison phase, and the analysis phase.
a) The computation phase: The first step is the computation of the block histograms. Each image is divided into blocks of a given size and then for each block the color histogram is computed. b) The comparison phase: Pictures from APS film come in different sizes: Classic, High resolution, and Panorama. As a first approach, the two images are centered when performing the comparison. This assumes that the relevant piece of information, i.e., the subject, is likely to be in the center. Then common parts of the two pictures are compared. In the following classification, this common part between pictures will be called the common window.
After the block histograms of the pictures have been computed the reference image and the candidate image are compared in the following manner: Each block of the reference image is compared to the corresponding block of the candidate image and to the adjacent blocks, which may be 8 or 24, depending on the block size. The color distance used for the comparison between two blocks is the normalized histogram intersection [9] :
where is the reference image histogram, is the candidate image histogram, and is the number of histogram bins. The result of the histogram intersection is the number of pixels in the reference image that have corresponding pixels of the same color in the candidate image. Normalization is based on the number of pixels in the model histogram to obtain a fractional match value between 0 and 1 , are used to determine event similarity. If the average intersection is under , the two pictures are different and may not be part of the same event. If the average intersection is above , the two pictures may be similar enough to be in the same event. If the average intersection is between these two thresholds, more analysis is needed. Shift detection: Sometimes two pictures are very similar with almost identical backgrounds and subjects, but the subject is not at the same location in both pictures. To identify the similarity in these pictures, it is necessary to detect subject shifts between images. When the best intersection values for the reference block are selected, the coordinates of the corresponding candidate blocks are also selected. Thus, the predominant direction of translation is determined (North, East, South, or West). Then the common window between the two images moves in that direction and the block comparison is repeated. Three-segment analysis: The objective is not to determine whether two pictures are identical, but to determine whether the subjects are the same. For example, it is desirable to group together two pictures of the same subject (e.g., a dog), that appears in two different places. This is accomplished by creating a best intersections mapping (as explained above, see example in Table I ), which contains intersection values instead of blocks of pixels. This map is built as follows: for each block comparison the best intersections and the coordinates of the corresponding blocks are selected and stored in the map. Table I represents a 9 6 block image as an example. The numbers in the map are the average of the best intersection values in the cor- responding block in the image. The best intersections mapping will have the size of the "common window" between the two pictures. Next, that image is divided into three parts: left, center, and right. The data is used as follows: if the comparison between two images gives inconclusive results, but the center average intersection of the "best intersections mapping" is very high, it is inferred that the same subject is present the two images.
In the above example, the computation of the average intersections results in 0.47 for the center, 0.20 for the left segment, and 0.31 for the right segment. The value of the center average intersection is the highest, which indicates that the center areas of the two images have the same color content. Thus, it is concluded that the two images have very similar subject. Note that the threshold for high correlation is different in the intersection map(i.e., a value such as 0.47 is considered high). Two methods of comparison: It should be noted that the comparison technique is not symmetric, because one block from the reference image is compared with several blocks from the candidate image. Performing the reverse comparison does not generate the exact same results. Moreover, we can use these differences to get some information about the two pictures. This comparison technique becomes symmetric when the pictures are identical, so the intersection values resulting from the comparison of two similar images are almost the same. On the contrary, two different pictures with similar global histograms, can have very different average intersection values between the two methods of comparison. The procedure of the event clustering algorithm using blockbased histogram correlation is summarized in Fig. 8 . Note that the first part of Fig. 8 corresponds to a preanalysis step of computing the global histograms, which helps speed up the computation time. The possibilities resulting from the comparison of two images with using one color histogram for the whole image are
• the two histograms are similar and the images are similar, so they belong to the same event;
• the two histograms are similar but the images are not and do not belong to the same event; • the two histograms are different and the images are different. The global histogram step is computationally efficient and can detect the third case and most of the time the first case and thus avoid the processing of the rest of the algorithm for some images.
III. SCREENING OF LOW QUALITY IMAGES
One of the first operations that needs to be performed in an albuming system is to exclude low-quality images that are not worth viewing. Such images may be degraded because of low quality (e.g., underexposure), or problematic content, e.g., the main subject with eyes closed. Screening images of the latter type involves image understanding methods that are computationally expensive and not fully reliable, so they will not be considered in this paper. Methods for image screening caused by low quality, traditionally rely on sharpness and contrast [18] . In this paper, sharpness and contrast measures are derived from the edge histogram of the image. First, the image is cropped at 20% level along the border and converted to grayscale. The image edges are detected using the Sobel operator after running a 3 3 averaging filter to reduce noise. The edge histogram is formed and the regions that contain the strongest edges, i.e., above the 90th percentile of the edge histogram, are identified. These regions are refined through median filtering, and their edge statistics are computed. The average of the strongest edges provides a sharpness estimate of sharpness, and the standard deviation provides a contrast estimate.
There are cases where low edge strength is not caused by low image quality. In a number of landscape images showing the open horizon, the overall edge strength is low, but the image should not be excluded. To retain these types of images, the following blueness measure was used:
where is a threshold value to ensure that the Blueness color is not black. Blueness is turned on for either green or blue pixels that may occur due to sky, water, or foliage in a landscape. If blueness is on for the majority of the image pixels, the image is not screened, unless its sharpness or contrast is extremely low. The Blueness exception works well for landscape images without strong edges due to atmospheric conditions, shooting distance, and lack of a dominant subject.
An estimate of underexposure or overexposure is obtained by introducing a darkness parameter computed as follows:
A picture is eliminated if the darkness measure is on for 95% of the cropped image. Many of the underexposed images have low sharpness and contrast and are often screened based on their contrast or sharpness. The screening process with the Blueness and Darkness parameters is shown in Fig. 9 . 
IV. SYSTEM EVALUATION AND IMPLEMENTATION
An interface in Tcl/Tk was implemented to facilitate the performance testing and analysis of the proposed event clustering method (Fig. 2) . This interface proved to be very useful in determining the parameters involved in the block-based histogram technique. In this section, a short description of the interface is given and some relevant results of the tests are presented in Section V. All the tests were done using a Kodak database that contains 100 rolls with about 2500 pictures. The Tcl/Tk interface was implemented to test the block-based histogram technique and the date/time clustering algorithm separately. It enables the user to change the parameters such as the size of the blocks, and the different thresholds, etc. There is also a navigation window to select the pictures to be tested, or to select an entire directory containing a roll of pictures. In addition, a menu has been added to the interface so that the user can save, load, or delete sets of parameters. For each technique/algorithm a frame containing the classification is displayed, and a click on a picture opens a new frame that displays all the results concerning the analysis of this image.
The Image Events Classification System is implemented using C++ on a Unix platform. The overall algorithm is composed of four C++ classes: the Main Class, the Block-based Histograms Class, the Date and Time Class, and the Linked_list Class. The Block-based Histograms Class and the Date and Time Class contain the functions for the block-based histogram and the date/time clustering algorithms.
The first step of the algorithm is the computation of the block histograms. Each image is divided into blocks of a given size and then for each block the color histogram is computed. This is realized by the functions compute_hist and block_segmenta-tion. The function block_segmentation divides a given image into blocks of a given size, and for each block calls the function compute_hist. The function that deals with the size of the pictures is called different_size. Histogram normalization is based on the number of pixels in the model histogram to obtain a fractional match value between 0 and 1. This step is realized by the functions compare_hist and block_compare. 
V. PERFORMANCE ANALYSIS

A. Performance of Quality Screening Algorithm
The screening of low quality images was applied to a Kodak database of 2500 images obtained by scanning 100 rolls of consumer APS film. The detailed results of the screening are shown in Table II . The results show that the algorithm is able to screen low-quality images caused by defocus, low contrast, underexposure, and large camera motion, but it fails for small motion, which is a result of jitter. Examples of images that were processed are shown in Fig. 10 . In general, low-quality images caused by underexposure, defocus, and motion blur were detected. Images that were not detected were degraded by small camera motion. The use of the Blueness parameter was effective and avoided screening pictures of sky and landscapes that had low contrast and should be kept.
B. Performance of Event Clustering Algorithm
The event clustering algorithm was tested on the Kodak database of 2500 images. The ground truth for event boundary of these images was obtained by first-party evaluation-event breaks in each roll(s) of pictures were marked by each of the first-party subjects themselves. The benchmarking resulted in a recall of 80% and a precision of 79% for detecting event boundaries using the event clustering algorithm for pictures that contain date/time information. The block-based histogram matching algorithm is the basis for subevent detection, and for cases where date/time information is not available. In cases where date/time information is not available, the current performance is 62.4% recall and 52% precision in detecting subevent breaks against a subset (21 rolls that have both first-party event and subevent ground truth) of the database. The recall and precision are defined as follows:
In the following example, two classification results are presented in more detail. Fig. 11 shows the index print of a typical consumer roll. The classification results are shown in Fig. 12 . In this case, there are two events found, with each window representing one event. This roll shows a weekend to New York City. Note that pictures 1 to 10 are from the same day and pictures 11 to 25 are from the other day. These two events may also be interpreted as subevents, i.e., the only event is the trip. We can see that the classification within each event for subject grouping is correct. In the first event (the first day), the first group contains six pictures: the Empire State Building, Broadway, and the Marriott Hotel. These three places are close to one another. The second and third subject groups include one picture at the Rockefeller Center and three pictures of Saint Patrick's Cathedral. In the second event (the second day), the first group consists of pictures of the Chrysler Building, followed by another group of pictures taken in the afternoon around Central Park. Finally, the third group presents some pictures of a helicopter tour. All these groups have almost ideal number of pictures for practical page layout: six pictures which can be divided into two pages (3-3), one picture for an entire page or put together with the new three picture for a four-picture page. The next 11 pictures can be divided into three pages with four, four, and three pictures each per page. Finally, the last four pictures can form another page.
The algorithm also indicates that pictures 13 and 14 are multiples, and these pictures are the only multiples of the roll. Again, detecting multiples is very useful for quality sorting as these usually are pictures that are important. Fig. 13 shows another example of the type of consumer pictures we are dealing with. In this figure, the first-party event ground truth was indicated using a marker (done by the actual subject who took the pictures). In this case, the subject indicated that there were four events (pictures 1-8, 9-21, 22-24, and 25) in this set of pictures. The output of the event-clustering algorithm detected three events with subgroupings within each event, based on image content similarity (see Fig. 14) . The output was very reasonable even though we missed one event.
The last picture was indicated as a separate event with a single picture. The algorithm grouped this last picture with the preceding three pictures. The subgrouping in the second event was indeed very good separating the pictures with different image content.
It should be noted that the intention of event clustering is to provide a good first cut on event segmentation. The user is able to quickly validate and make changes through an interactive GUI, which is part of the auto-albuming application. Using a Pentium II workstation, the event clustering algorithm, including both date/time clustering and block-based histogram matching, takes 7.7 sec for a roll of 25 pictures. Without date/time clustering, i.e., using only block-based histogram matching, it takes 6.7 s for the same roll of 25 pictures. The distribution of the intersection values of the global histograms is almost a Gaussian with a mean of 0.48 and a variance of 0.037. The standard deviation is equal to 0.19, which is high, and the Gaussian is "flat." Nevertheless, most of the intersections are between 0.2 and 0.65. The tests reveal that the decision thresholds should be very high and very low to give reliable results, i.e., 0.21 and 0.68. However, in that case there are too many undecided comparisons to classify the pictures properly. On the other hand, the distribution of the block-based histogram average intersections has a lot more low points while the low decision threshold will be the same, around 0.21. In the high intersection values, the global histogram seems to be better but it is not the case, indeed the high threshold for the block-based histogram technique is lower, around 0.56 instead of 0.68. Furthermore, with block-based histograms, there are other means besides the average intersection to make a decision. These include the shift and the three-segments analysis mentioned in the previous section. Thus, using the block-based histogram technique it is possible to make significantly more decisions and achieve much better classification results.
2) Two Methods of Comparison:
In Section II-B we explain why there is a difference between the two ways of comparison and what kind of implication that they could have on the results. To be able to use that particularity of the block-based histogram technique, one must know more precisely what is the correlation between that difference and the decision. For this purpose, a ground truth of our database was established based only on similarity between pictures. If everything had been done in chronological order, an exhaustive ground truth would have taken too much time (about 230 000 comparisons!) and we know that the minimum number of comparisons in the overall system corresponds to the chronological pair-wise comparisons. The test that has been carried out is described as follows. For each comparison, the difference in percentage (i.e., difference/the biggest intersection value) between the two ways has been computed and put in one of the three following categories: the difference is less than 5%, between 5% and 20%, or more than 20%. Then for each category we count, according to the ground truth, the number of comparisons that should be similar, different, and undecided. For each category, a distribution of the decisions is obtained. When the difference is less than 5%, the pictures have 71% of chance to be similar and 18% of chance to be different. When the difference is more than 20%, the pictures have 61% of chance to be different and 23% of chance to be similar. When the difference is between 5 and 20%, the chance that the pictures are similar or different is about the same. As a result, of this test, a negative coefficient is introduced, which is proportional to the difference when it is more than 20%. Thus, this kind of picture turns out to be different or undecided, but rarely similar because of this coefficient.
3) Other Block-Based Histogram Parameters: One of the first parameters to determine was the size of the blocks. The sizes that have been tested are the following: 16 16, 32 32, 64 64, and 128 128 for pictures at a resolution of 600 336. Comparing the results of each with the ground truth, the 16 16 block turned out to be too small and the processing took too long. The 128 128 block was too big (only a few blocks). Finally, the 64 64 and 32 32 blocks are close and give similar results for the average intersection. Nevertheless, 64 64 gives 9 5 number of blocks, which is too small to have good efficiency for the shift detection, the difference between the two ways of comparisons and the three-segments average intersections. Finally, the 32 32 block was selected. The main idea is to have around 20 10 number of blocks for each picture. This means that the size of the blocks could be different for each picture, but the number of blocks would be the same. In addition, the number of block comparisons needed to build the "best intersections mapping" for each picture comparison needs to be determined (see Section II-B for more details). Tests revealed that three is the best choice.
VI. CONCLUSIONS
This paper introduced algorithms for event clustering and image screening that are successfully used in an albuming application environment. With date/time information, the eventclustering algorithm gives good recall and precision against a first-party ground truth database. Future work in event segmentation involves the development of robust methods that may be used without knowledge of day/time information. This may require the extraction of semantic information such as faces for the description of image content, and other meta-data information such as voice annotations. The quality-screening algorithm may be improved by developing methods that detect small camera motion and subject-dependent quality problems. The proposed techniques and system represent a major step toward automatic albuming of consumer pictures. An automatic albuming application software that based on the above image event-clustering and quality-screening algorithms has been successfully tested and validated through a recent consumer trial in the United States.
