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With the growing prevalence of AI algorithms and 
their use to prepare and even execute decisions, there 
is increasing debate about whether the results of 
machine learning systems tend to be fairer or more 
unfair. When faced with engineering a fair machine 
learning solution in practice, trade-offs arise between 
conflicting fairness notions. We conduct a literature 
review on this topic. The results of our review indicate 
that a slight consensus exists that the human concept 
of fairness is much broader than what lies in the scope 
of current fairness metrics. We discuss the context of 
judging fairness metrics. We also find that, albeit 
much research already has been done, there is room 
for improvement when seeking to generalize the 
findings across different scenarios.  
 
 
1. Introduction  
Because of documented misbehavior in machine 
learning algorithms, the topic of algorithmic fairness 
has attracted much attention in recent years. For 
example, in healthcare applications [1], crime 
prediction [2], or ad-delivery [3]. All these cases have 
raised a significant debate about algorithmic fairness 
in research. For example, research was conducted on 
synthesizing the causes of unfairness in machine 
learning [4], algorithmic measurement of fairness [5], 
or optimization methods to achieve a certain notion of 
algorithmic fairness [6].  
2. Background 
2.1. Machine learning  
For clarification, the concept of machine learning 
systems should first be formally specified to be able to 
define the various fairness specifications on this basis 
precisely. The machine learning system ℎ(∙) will 
allocate a benefit to an individual instance 𝑥 if ℎ(𝑥) =
1. Additional information is carried by the real class 
label 𝑦 where 𝑦(𝑥) = 0 is ineligible and 𝑦(𝑥) = 1 is 
eligible. If the machine learning system 
predicts ℎ(𝑥) = 1, but  𝑦(𝑥) = 0, then the system 
produces a false positive (FP), whereas ℎ(𝑥) = 0, but 
y(x)=1, is a false negative (FN). In the remaining 
cases, the prediction is correct. Often, the predictions 
that the machine learning system takes are defined on 
a probability domain, i.e., ℎ(𝑥) ∈ (0,1), which can be 
interpreted as a score. In such cases, instances are 
classified as belonging to the eligible outcome if the 
score exceeds a predefined threshold, i.e., ℎ(𝑥) > 𝜏. 
2.2. Gateway and selection decisions 
We classify two types of decision-making that 
one can find in problems where machine learning may 
be applied, and fairness is a concern: (1) gateway 
decisions (2) selection decisions. A gateway decision 
would be characterized by having to decide about the 
treatment of a particular instance. Depending on the 
decision at the gateway, the instance would experience 
completely different treatments (e.g., bail or no bail 
decision). In such applications, we are primarily 
concerned with the quality and the costs and harms of 
a wrong decision. The costs of an FP and FN are 
determined by the wrong submission to a certain 
branch of a treatment process. Selection problems are 
due to limited resources, such that even when ℎ(𝑥) =
1 not every instance receives the benefit (e.g., resume 
selection for job interviews). If there were infinite 
resources, there would be no classification costs (and 
no selection problem). Thus, in selection problems, the 
cost of an FP is mainly defined by the fact that an FN 
cannot receive the benefit. Distinguishing between 
those two types of decision problems may help to 
understand situations of unfairness. 





2.3. Fairness metrics 
Fairness can be defined either at the individual 
level or at the group level [7]. We are concerned with 
fairness at the group level. Technical fairness 
measures can quantify systematic biases in machine 
learning systems that lead to disproportionately 
harming one group. Different fairness models can be 
defined with this configuration: 
• Demographic parity (also known as statistical 
parity): equal allocation of the benefit, e.g. [8] 
• Equalized odds: equal true positive rate and equal 
false-positive rate across groups [9] 
• Equal opportunity requires an equal true positive 
rate across groups [9] 
The precise mathematical definitions of these 
metrics and their components are given in Table 6. An 
example of the meaning of a fairness metric is 
𝑃(ℎ(𝑥) = 1| 𝑥 ∈ 𝑔i), which is the probability of how 
often the machine learning system will allocate a 
benefit to the group 𝑖. 
2.4. Case study 
The case study illustrates practical problems when 
engineering a fair machine learning solution, which 
motivated the following literature review. We used the 
German credit dataset from the UCI machine learning 
repository for the case study. The task of the case study 
is to predict failed/non-failed credits according to a set 
of input attributes. This problem is modeled using 
logistic regression. Suppose there is only enough 
capacity 𝜙 at the bank to process 100 credits. The bank 
would decrease the score predicted by the machine 
learning model and grant credits to the 100 top 
applicants. The resulting threshold is then 𝜏 (e.g., 
0.93). Suppose that there are two groups 𝑔1 =
{𝑥: 𝑥𝐴𝑔𝑒 ≤ 25} and 𝑔2 = {𝑥: 𝑥𝐴𝑔𝑒 > 25}. The 
corresponding fairness metrics are given in Table 1. 
 
Table 1. Equal group threshold 
Fairness metric Groups  
𝑔1 𝑔2 
𝑃( ℎ(𝑥) = 1 ∣ 𝑥 ∈ 𝑔𝑖 ) 0.02 0.12 
𝑃( ℎ(𝑥) = 1 ∣ 𝑦(𝑥) = 1,  𝑥 ∈ 𝑔𝑖 ) 0.04 0.16 
𝑃( ℎ(𝑥) = 1 ∣ 𝑦(𝑥) = 0,  𝑥 ∈ 𝑔𝑖 ) 0.00 0.02 
 
The result of this procedure is very unfair for the 
younger group of credit applicants. The reason for this 
lies in the distribution of the score across groups 
(Figure 1). The distribution of scores for younger 
people is shifted to the left. 
A problem here is, of course, that the loan default 
yes/no plays a role as well as the loan amount. The 
defaulted loans of the young are only 82% of the loan 
amount of defaulted loans of the old on average.  
This could justify a group-specific threshold 
because the financial risk for the bank is lower for the 
young (to make things easier without considering 
repayment/interest rates). Also, equal access to 
financing is a concern in society because younger 
people may not have had so much opportunity in their 
lives yet to develop the financial strength necessary to 
withstand a credit application check and are otherwise 
left out. Addressing this issue, we set a group-specific 
threshold 𝜏𝑔
′   where we spread the resources 
proportionally according to a convex combination of 
the group "eligibility"-rate 𝜙 ∗ 𝑃(𝑥 ∈ 𝑔𝑖|𝑦(𝑥) = 1). 
Note that this also meant that 𝜏2
′ > 𝜏 and 𝜏1
′ < 𝜏. The 
corresponding fairness metrics are reported in Table 2. 
While the situation for the young has improved, the 
older are now slightly worse off than before.  
 
 
Figure 1. Distribution of scores 
 
Table 2. Unequal group threshold 
Fairness metric Groups  
𝑔1 𝑔2 
𝑃( ℎ(𝑥) = 1 ∣ 𝑥 ∈ 𝑔𝑖 ) 0.06 0.11 
𝑃( ℎ(𝑥) = 1 ∣ 𝑦(𝑥) = 1,  𝑥 ∈ 𝑔𝑖 ) 0.09 0.14 
𝑃( ℎ(𝑥) = 1 ∣ 𝑦(𝑥) = 0,  𝑥 ∈ 𝑔𝑖 ) 0.01 0.02 
 
A third suggestion would be to skip the age 
attribute from the machine learning model. Indeed, the 
overall fairness situation improves, but overall 
performance goes down because more ultimately 
defaulting credits will be classified as non-defaulting 
credits. Similar considerations can also be done for 
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different machine learning algorithms, yielding 
different fairness and overall predictive performance. 
Since there the fairness metrics pose a trade-off, 
and we ask which fairness metric does correlate most 
with layman perception of fairness. We formulate our 
research questions (RQ):  
RQ1: What is the current state on which fairness 
metrics will be regarded as the fairest by the public? 
RQ2: What contextual factors are important for 
implementing human notions of fairness into fairness 
metrics? 
To investigate this subject, we conducted a review 
of the related literature. 
3. Research methodology 
3.1. Search query 
We employ a variety of compositions of search 
strings [("fairness" OR "justice") AND "judg*" OR 
"perce*") AND ("machine learning" OR "artificial 
intelligence" OR "algorithmic decision making")]. 
The search was conducted for the database fields 
abstract and title. 
3.2. Time period and other search criteria 
We chose the years from 2016 to 2021 as the time 
period for this research. This is because the topic of 
algorithmic decision-making would not have been 
generally understood in the general public population. 
If the database offered the option only to include peer-
reviewed research, we chose that option; otherwise, 
we used peer review as an inclusion criterion for the 
search results. 
3.2. Inclusion criteria 
As inclusion criteria for all search results from the 
primary search query, we choose: 
• The title, abstract, or introduction of a paper must 
be related to the perception of algorithmic 
fairness. 
• The paper is a peer-reviewed research article 
(including conference proceedings). 
• The paper is about empirical research, not a 
technological artifact, algorithm, method, or 
philosophical discussion. 
 































ACM 17 11 4 8 23 
IEEE/AIS 0 - - - - 
Total 17 11 4 8 23 
 
All those inclusion criteria must hold for a paper 
to be included in the primary database. On selected 
papers, we conducted a forward and backward search. 
The result of this whole process is given in Table 3. 
The databases we have chosen reflect the 
associations related to the community of information 
systems. 
4. Results  
4.1. Overview 
We identify the following meta topics in the 
literature as summarized in Table 4: 
 
Table 4. Meta-topics in literature 
  
Fairness Metrics [10–15] 
Transparency [16–19] 
Use of sensitive attributes [14, 20–22] 
Human vs. ADM [10, 12, 19, 23–
28] 
Methodology [29, 30] 
 
The studies also differed in the scenarios that were 
considered. However, most studies dealt with 
problems in legal justice (esp. risk of reoffence 
prediction), as shown in Table 5.  
Most studies considered gateway decisions; only 
a few studies concerned resource allocation and 
selection: [13, 27, 28].  
In the following, we present more detailed results: 
 
Table 5. Overview of scenarios 
Work  
Hiring (resume selection) [26, 27] 
Evaluation, promotion [17, 27] 
Task scheduling [27] 
Training [10, 26] 
Justice  
Small offences (parking tickets) [25] 
Starting prosecution/lawsuit [25] 
Page 4967
Risk of re-offense (Granting 
parole/bail) 
[11, 12, 15, 20, 
22, 31] 
Child protection  [14, 22] 
Education [23, 30] 
Health  
Diagnosis and Treatment [11, 22, 24, 25, 
30] 
Fitness recommendations [25] 
Autonomous driving [32] 
Media (News recommendation) [25] 
Account blocking (banking, 
social platforms) 
[17, 25] 
Banking Loan  [13, 17, 22] 
Social welfare [22, 30] 
None/not-classified [33, 34]/[28] 
4.2. Fairness metrics 
First, we matched the fairness metrics in each 
study to the closest fairness metric according to our 
classification. The aggregated result is depicted in 
Table 6.  
Table 6. Overview of fairness metrics 
Fairness Metric Freq-
uency 
Demographic Parity (=DP) 
𝑃( ℎ(𝑥) = 1 ∣ 𝑥 ∈ 𝑔𝑖 ) = 𝜗 
4 
[11–14] 
Equal error rates (=EER) 
𝑃( ℎ(𝑥) = 1 ∣ 𝑦 = 0, 𝑥 ∈ 𝑔𝑖 ) = 𝜗𝑒𝑟𝑟𝑜𝑟,0 




Equal false positive rate (=FPR) 




Equal false negative rate (=FNR) 
𝑃( ℎ(𝑥) = 0 ∣ 𝑦 = 1, 𝑥 ∈ 𝑔𝑖 ) = 𝜗1   
1 
[11] 
Equalized odds (EO) 2 [13, 
14] 
Equal accuracy (=Acc) 
Equal error rates imply equal accuracy  
4 
 
The matching of the studies to the corresponding 
fairness metrics was carried out as depicted in Table 6. 
We matched demographic parity with the following 
denominations in the papers =DP [11], equal outcomes 
[12], equal resource allocation [13], statistical parity 
[14]. We matched =ERR with the following 
definitions in the corresponding papers: equal error 
rates [10], EP [11], equalized odds (equal FPR and 
FNR) [14]. The term accuracy was used in [12]. Equal 
error rates imply equal accuracy and vice versa; hence, 
this implies equal accuracy if one favors equal error 
rates. Therefore, the matching of equal accuracy and 
equal error rates is the same. = FPR and =FNR, we 
matched FNP and FPP [13]. For equalized odds, we 
matched the equalized odds from [14] and equal rates 
from [13]. The latter considers a decision in which a 
limited number of resources is split proportionally to 
repayment ability [13]. This implies that the decision 
is independent of group membership but conditioned 
on the true outcome and. In our view, this closely 
matched the equal opportunity and equalized odd 
definition of fairness, which measure meritocratic and 
non- meritocratic allocation. Although it should be 
bearded that [13] studied a problem for allocating a 
continuous benefit, equalized odds were initially 
proposed for binary outcomes. Further, they consider 
individualized instead of group fairness [13]. It may be 
that fairness at the individual level is considered 
differently than at the group level; but this may also 
depend on the amount of information given. The way 
in which the study is conducted, there was no 
difference between the two compared individuals 
except their ethnicity (group membership) and 
repayment ability. Concerning our research questions, 
we looked at each study, comparing pairwise the 
metrics under consideration and counted how often 
they performed better (i.e., preferred by a higher 
number of people) against the remaining metrics. 
Demographic parity was in 57% (4/7) pairwise 
comparison the most preferred metric [11–14]. ERR 
was in 33% of the pairwise comparisons (3/9), the 
most preferred metric [11, 12]. =FPR was in 83% (5/6) 
cases the most preferred metric [11, 12]. =FNR was in 
25% (1/4) of the cases preferred [11], but this could be 
due to the framing (see also Section 4.3). Finally, 
considering the comparison of equalized odds with 
DP, the former was always preferred [13, 14]. One 
study contained metrics that we did not find in other 
studies [11], and they were also the least preferred; 
those metrics were excluded. We also checked the 
qualitative results of the studies we reviewed. In 
qualitative interviews, experimental subjects were not 
always willing to sacrifice overall accuracy for 
increased fairness (exceptions include if a larger or 
more disadvantaged group would benefit) [14]. A 
slight preference for favoring the disadvantaged group 
(affirmative action) was also found in other contexts 
[13]. Hence, one should also take such aspects as 
group size and disadvantage level into account. Such 
aspects may be helpful when developing new fairness 
metrics. How can these results be interpreted? First, 
EO and =FPR appear in conjunction to be the most 
favored metrics. The next most favored is DP. Albeit 
DP would imply that we would not have a decision and 
thus a machine learning problem. So, one needs to be 
wary of overinterpreting that result. Also, the way of 
aggregation can affect the ranking. We aggregated 
over pairwise comparison within a separate analysis in 
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the literature we examined. A caveat is that this could 
give a single study much weight if this study 
conducted many comparisons. 
4.3. Experimental procedures 
After having reviewed the experimental 
procedures, we identified four criteria that could 
contribute to the further comparability and futility of 
such studies in the future: 
• Framing costs of wrong decisions. 
• Visualization of scenarios.  
• Availability of no-choice option. 
• Defining the target population 
The framing of the costs of a wrong decision 
might explain two seemingly contradictory results 
concerning the preference for equalizing FP. For 
instance, in [11] the costs of FP and FN were 
disproportionate in the two scenarios examined 
(granting parole vs. diagnostic analysis in healthcare). 
The cost of a FP and FN are difficult to compare when 
predicting the risk of reoffence for the purpose of 
granting parole, because in the case of a FP, the cost 
of inaccuracy is borne by the convict, but the cost of 
an FN is wholly borne by the society. The description 
of the scenario given "[…] A defendant falsely 
predicted to reoffend can unjustly face longer 
sentences, while a defendant falsely predicted not to 
reoffend may commit a crime that was preventable" 
[11] also (over-)emphasized this aspect in comparison 
to the case of health risk prediction where "[…] a 
patient falsely diagnosed with high risk of cancer may 
unnecessarily undergo high-risk and costly medical 
treatments, while a patient falsely labeled as low-risk 
for cancer may face a lower chance of survival" [11]. 
We expect non-medical specialists to struggle to 
balance FN and FP costs in the healthcare scenario, 
whereas in the scenario related to crime, they may 
regard FN worse than FP as they may be affected 
firsthand by an FN. Other research related to machine 
learning applied to justice administration sought to 
frame FN and FP more comparable by considering 
bail/no-bail decisions for non-violent crimes and not 
mentioning the possibility of committing further 
crimes for FN [12]. Differences may exist due to the 
samples' differing compositions. Healthcare scenarios 
are also sensitive towards institutional cross-country 
differences, such as the existence/coverage of public 
insurances. Apart from institutional differences, there 
are also cross-cultural differences [32]. However, 
most studies have been conducted with samples 
obtained from Amazon Mechanical Turk (MTurk) 
possessing a similar composition in the studies under 
consideration.  
Visualization of scenarios might be another point 
to consider when designing experiments. 
Visualizations in the reviewed literature can be 
divided into instance-based and aggregated depictions. 
Instance-based representation can be, for example, 
binary, in which a single instance received or did not 
receive the benefit [10], or pairwise, in which the 
classification of two individuals are compared [13], or 
depict multiple instances [11], or be supported by 
pictorial depiction [11, 14], including the use of 
confusion matrices [14]. Aggregated depiction can be 
based on a multi-metric [12] or supported by a diagram 
[12]. In sum, many visualization types have been used 
in experimental studies. Some researchers, however, 
pointed out that the cognitive load incurred by 
complicated visualization practices, e.g., multiple 
instances, could affect comparability because 
experimental subjects do not fully grasp the actual 
situation [12]. Detailed pictorial depictions of multi-
instance situations require the experimental subjects to 
mentally calculate fairness metrics, whereas, in 
single/multi-metric representations, the aggregation 
has already been done.  
Furthermore, photographs, when presenting the 
experimental vignettes, influenced how female 
experimental subjects judged fairness [35]. This is 
actually of importance because of the plenty of results 
about how perceived fairness can be affected by 
demographics (e.g., age), and the domain of decision 
can also affect the effect of demographics [30] At the 
same time, the demographics of the experimental 
participants themselves did not affect the unfairness 
perception of using a demographic attribute [20]. 
Another question is which visual best aids 
comprehension. First, when using a confusion matrix, 
it seems better to use a contextualized one (i.e., giving 
actual names to positive and negative outcomes) [36]. 
Second, for the task of comparing situations, 
contextualized confusion matrices are understood as 
well as bar charts [36]. Visualization improves 
experimental participants' comprehension but 
employing pictures should be carefully considered as 
it impacts the ratings. 
We discovered only one study that included a no-
choice option [11]; the majority of studies forced a 
choice between a predefined list of fairness metrics. 
On the one hand, it makes sense from a practical 
standpoint to evaluate "established" fairness metrics 
and then choose the one that best correlates with the 
human judgment of fairness. But, since we do not (yet) 
know which fairness metric is most suitable for human 
perceptions of fairness, one cannot know beforehand 
if the list of fairness metrics is exhaustive. This is a 
striking point because, in the study that included the 
"no option preferred"/"do not know" category, it was 
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a relatively often chosen category [11]. For example, 
research on survey methodology points out that the 
"do not know" option for attitudes is attributed to 
ambivalence and ambiguity [37]. Hence, the omission 
of the "no option preferred"/"do not know" category 
could seriously affect results. Nonetheless, careful 
consideration is required because "do not know" was 
also found increasing satisficing behavior [37]. 
All studies either measured fairness preference 
elicitation either by using a Likert scale, e.g. [10, 12], 
or binary choice between two alternatives, e.g. [11]. In 
terms of responses, there seems no substantial 
difference between the two measurement scales [30]. 
A general question is if crowdsourcing of fairness 
perceptions is desirable. First, many research studies 
use platforms like AMT and obtain skewed samples of 
the general population (e.g., age [11, 22]). However, 
the impact of such samples can be reduced statistically 
[38] or with in-experiment stimuli. Such in-
experiment stimuli can be used before conducting the 
fairness perception measurement by providing 
deliberate exposure to varied viewpoints and diversity; 
this shifts a small group's vote to more closely 
representing the majority vote [20, 31]. Hence, 
crowdsourcing results can be applied to a larger 
population, given that one stimulates diversity in 
thinking. However, prior literature also points out that 
algorithmic fairness is all about that algorithms, 
machine learning, and AI work well for minorities and 
disadvantaged groups in society [15]. It may be 
questioned if majority votes are the best course of 
action for future research on fairness perceptions. 
Henceforth, more research into the perceptions of 
fairness among marginalized populations may be 
critical, e.g. [24]. For example, we may employ 
student populations because they are more likely to 
understand the implications of algorithms used in the 
recruitment process as they are affected firsthand. 
Though, one must remember that students make up 
most prospective hires and that people still change 
careers at a later age. Prior studies of in-sample 
differences in demographic effects are also mixed [10, 
22]. Hence, an important question is who the target 
population is when doing crowdsourced design of 
ethical AI systems. 
4.4. The context of judging fairness metrics 
We discussed the fairness perceptions of fairness 
metrics in the preceding sections, but the context of 
fairness judgment also needs to be considered for 
understanding the limits and potential future avenues 
for research. Since all experiments usually involve 
asking an experimental subject to judge a situation 
affecting a group of individuals, it seems natural to 
consider the contextual effects of who you ask to judge 
whose allocation.  
First, the recipient's attributes should be 
considered (e.g., age, gender, or ethnicity). Overall, 
some demographic attributes such as age [14, 20, 30], 
health status [30], criminal history [30], having 
children [30] seem more fair or acceptable for model 
inclusion than ethnicity and gender [14, 20]. This can 
be situation-specific but primarily not dependent on 
the relationship between the recipient and the fairness 
judger (except political partisanship) [30].  
Prior experience with AI-based ADM increases 
its fairness perception [19]. In division tasks, the 
subject's outcome compared to the outcome is seen to 
be less fair as compared to human decision-making as 
a group; the more the subject knows about the 
algorithm (computer programming) and the greater 
their interpersonal power [28]). The latter aligns with 
another finding that revealed that mathematics and 
natural science majors were less inclined towards 
protesting against ADM [23]. These findings imply 
that education in machine learning and ADM makes 
humans believe more in technology. This is not 
necessarily a good thing, given the documented AI 
misbehavior [3, 39] and that ML educated are also the 
ones that typically are the ones that apply ML. 
On the other hand, self-perceived marginalization 
reduces the fairness perception [10]. In addition, 
differences depend on prior expectations concerning 
the outcome. Individuals who do not receive a benefit 
allocated by ADM but anticipate qualifying for it have 
a more pronounced perception of unfairness [10]. The 
management of (unwarranted) expectations seems 
therefore also crucial in ADM. Also, prior distrust in 
the domain where ADM is deployed may reduce 
fairness perception of ADM in comparison to human 
decision-making [24]. Hence, that is a similar 
phenomenon as self-perceived marginalization, which 
can reduce fairness perceptions [10].  
Another approach to fairness is considering 
several dimensions at the same time. Such a multi-
dimensional study was proposed to evaluate 
characteristics of a person (circumstances) that should 
not affect the amount of benefit (utility) they receive 
given the same level of meritocracy [22]. This 
augments the EO metric to include affiliation with 
several groups and an individualized utility 
quantification of the received benefit. They found 
augmented EO increases utility perceptions. Another 
vein of literature looked at the used features and 
studies if properties of these features explain fairness 
judgment [22]. Interestingly, a set of features 
collectively is predictive of fairness perception of ML 
decision outcomes across situations, suggesting that 
feature properties explain situational fairness 
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perception [22]. Secondly, looking at the single most 
predictive property, humans mainly evaluate the 
relevance and truthfulness of a feature [22]. Other 
literature found unrelated demographic attributes were 
not acceptable, even if they increased accuracy [21]. 
This suggests that the situational relevance of 
demographic attributes is critical for experiments on 
the perception of fairness, including those on metrics. 
A contextual factor affecting the ratings of the 
fairness metrics could be the domain in which 
algorithmic decision-making (ADM) is applied. 
Human decisions are considered fairer even in tasks 
that usually require human skills and allow for human 
biases (work assignment/scheduling, hiring, work 
evaluation), as found in survey experiments [27]. 
Qualitative results from the previous study hint that 
humans perceive human decision-making as more fair 
because it may consider nuanced contextual factors 
(e.g., holiday plans) and be less sensitive to errors [27]. 
Similar results were also obtained in laboratory 
experiments on division tasks (e.g., sharing rent, good 
division) where ADM was perceived as less fair than 
human decisions, where a group discussion achieved 
the latter. It was noted that humans' perception of 
fairness is often rather holistic and comprises 
altruism/pro-social behavior. However, the capability 
of holistic perspective-taking was not attributed to 
ADM, possibly explaining why they were perceived as 
not fair [28]. ADM is also perceived as less fair if 
ADM is done too extensively (as compared to partial 
ADM) [26] or done in high stake situations such as 
criminal justice [12, 25] and resume screening [26]. 
In contrast, for the scenario of university 
admission, ADM was perceived to be fairer than 
human decision-making [23]. This could be because 
the decision-making attributes employed were 
perceived as relevant properties [22]. Similarly, ADM 
was preferred when asked about the general fairness of 
ADM vs. human decision-making [34]. Those studies 
were non-MTurk samples conducted in Germany and 
Netherlands [23, 34]. Another factor for ADM's 
perceived fairness here may be that algorithmic 
unfairness problems have received less attention in 
Europe than in the US, where most research has been 
done. 
Research on other than the before-mentioned 
scenarios did not find a significant difference between 
humans and ADM in health-related issues and the 
media [25]. An explanation may be that those 
scenarios are inherently different from work-related 
scenarios, or that the scenario description was overall 
shorter (4-10 words [25]) than in other studies (33-76 
words [27]), or the experiment was not facilitated by 
support staff [28].  
Concerning the experimental procedures, we 
noted there are also some problems with scenario 
settings. As revealed by answers to open-ended 
questions, humans could misinterpret judging the 
fairness of the overall situation instead of comparing 
the outcome as produced by either a machine (e.g., 
judging short notice, or that a process is fair because 
everybody is subject to the process, or the 
transparency of the process) [27].  
In sum, there seems to be some evidence that 
humans perceive ADM as less fair because it does not 
comprise all aspects perceived as necessary. The case 
of algorithmic discrimination was not raised, while the 
problem of algorithmic sensitivity towards errors was. 
Interestingly, while ADM is praised for its capability 
of procedural fairness and treating everyone the same, 
this was not necessarily what most experimental 
subjects perceived as fair. Instead, there seems to be a 
preference for exceptions to the general rule, even 
though humans agree that this would constitute a 
deviation from the principle of procedural fairness 
treating everyone the same. An absence of concerns 
that machines could be discriminatory was also noted 
in previous qualitative work [33]. 
In finding a fairness metric that best matches 
human notions of fairness, a perceived less fairness of 
ADM could affect the ratings because humans distrust 
algorithms in general. So, based on our findings thus 
far, the answer to the question of whether ADM is 
regarded to be more fair by experimental participants 
than human decision making is best summarized 
informally by "Yes, ADM is fair according to what 
you mean by fairness, but it is not really what I mean 
by fairness". Hellberger and Araujo put this as 
"fairness is not justice" referring to many other aspects 
that humans find just just [34].  
But the broader concept of fairness as understood 
by humans that emerged from the review also benefits 
from the perspective of IS and management 
researchers. The wish for the availability of human 
intervention fits into the picture of what is known in IS 
and management science from the literature on 
algorithm aversion [40]. Human intervention on ADM 
by single actors was also documented in the public 
sector, what they denominated as upstreaming done by 
"street-level bureaucrats" [41]. To this related is the 
issue of employees' fairness perceptions in hiring 
(which was not included in our initial literature 
search). An ethnographic study accompanying a 
rollout of an AI hiring system at a large company and 
documented many examples where human 
interventions on the "neutral" algorithm were 
requested: lowering the threshold for the previous 
intern, letting applicants pass that were just on par off 
with the critical threshold, or allowing for different 
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thresholds across countries because application 
numbers were different [42]. All these interventions 
result in an unequal process because the threshold was 
different for different instances and did occur through 
human intervention and not the algorithm. So, while 
the availability of human control over algorithms 
might increase the adoption of algorithmic decision-
making, there also might be a risk for manipulation by 
single agents from what they perceive as fair. This 
problem is also related to "fairwashing" of machine 
learning models due to their intransparency [43]. 
Another topic is the role of ML and software 
developers in ensuring fairness [41, 44, 45]  
To summarize, the seemingly innocent question 
of "Human or AI" involves many future research 
opportunities, such as developing a conceptualization 
of fairness and system design. 
6. Findings from our review  
Humans have very complicated perceptions about 
what constitutes fairness in a particular situation. 
Moreover, these perceptions include considerations 
that are not covered by the fairness metrics. 
Fairness perception can be improved if the 
possibility of human intervention or overwriting of 
ADM is included in the process. However, there are 
risks of (involuntarily) manipulation of the ADM 
through human actors.  
7. Implications for research  
We list the implications for future research: 
• Current fairness metrics may not be 
exhaustive.  
• Scenarios are sensitive to many factors. 
Therefore, there may be a need for a scenario 
bank containing calibrated and parametrized 
situations (e.g., similarly as the information 
systems community already uses the Inter-
Nomological Network for identifying 
construct identity [46]). 
• There is a need for a better conceptualization 
of fairness preferences in algorithmic 
decision-making. 
• Enhancing fairness also means thinking 
about the costs of wrong decisions carefully. 
Our taxonomy of gateway and selection 
decisions may be helpful. 
• There are few studies on fairness perceptions 
in algorithmic hiring, even though this is a 
topic of interest for the broader IS community 
[39, 42]. 
8. Conclusion  
Recently, the concept of algorithmic fairness has 
gained traction. However, what is the most preferred 
metric of fairness? A few studies have been 
undertaken to crowdsource fairness perceptions to 
determine the statistic with the highest association 
with layperson fairness perceptions. We summarized 
the current literature on that topic. We aimed to 
provide an overview that other researchers might 
utilize to perform similar crowdsourcing experiments. 
For this, we also reviewed the experimental 
procedures because, to the best of our knowledge, as 
the topic is relatively new, not so much is known yet 
about how to do research intersecting machine 
learning and human perceptions.  
Additionally, we explored some of the drawbacks 
to such undertakings. That is, we discussed the ethical 
implications of crowdsourcing fairness perceptions. 
Here, it is essential to address the target population to 
ensure algorithmic fairness. Furthermore, we also 
discussed the circumstances and possible dangers of 
human intervention in ethical machine learning. 
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