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Resumo
A visão da Internet das Coisas possibilitou o desenvolvimento de uma diversidade de
aplicações e serviços que antes não era possível devido a uma série de limitações. Apesar
de algumas dificuldades ainda existentes no hardware, como poder de processamento
limitado e utilizações de baterias, pesquisas indicam que no ano de 2016 mais de 6,4
bilhões de dispositivos estarão conectados. A alta diversidade destes aparelhos cria a
necessidade de infraestruturas capazes de lidar com dispositivos altamente heterogêneos e
suas limitações de hardware. Neste trabalho propõe-se uma arquitetura orientada a serviços
para integrar dispositivos na Internet das Coisas e resolver grande parte dos problemas
que essa integração ocasiona. A partir desta arquitetura, serviços e aplicações poderão
acessar sensores e atuadores através da web utilizando modelos de dados definidos a
partir de padrões na Internet. O gerenciamento dos nós conectados a esta infraestrutura é
realizado a partir de um middleware conectado a dispositivos ou gateways para a tradução
de informações na tecnologia de comunicação utilizada (ie. Bluetooth, ZigBee, entre
outros). Esta proposta foi avaliada com o desenvolvimento de um middleware baseado
na especificação UPnP e uma aplicação Android para simulação dos dados de sensores.
Resultados do experimento demonstram a viabilidade de utilização da arquitetura proposta
na Integração com aplicações, serviços e outras arquiteturas disponíveis na Internet através
da web e modelos de dados padronizados.
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The vision of Internet of Things enabled the development of a diverse range of applications
and service not possible before due to a number of limitations. Despite some remaining
problems still exists on hardware, such as limited processing power and battery usage,
researches indicates that in 2016, more than 6.4 billion devices will be connected. The high
diversity of these devices creates the need of a infrastructure capable of managing highly he-
terogeneous devices and their hardware limitations. This work proposes an service-oriented
architecture to integrate IoT devices and solve most issues that this integration brings. Using
this architecture, services and applications will be able to access sensors and actuators from
the web using data models from repositories on the Internet. The management of connected
devices is performed by a middleware that can be connected directly to the devices or
through gateways that can translate information to the communication technology used (ie.
Bluetooth, ZigBee, and others). This proposal was evaluated with the development of a
middleware based on the UPnP specification and an Android application to simulate sensor
data. Results from this evaluation shows the feasibility of the solution with the integration
with applications, services and other architectures available on the Internet through the web
using the same data model.
Keywords: Internet of Things; Wireless Sensor Networks; Service-Oriented Architecture;
Data Models; Infrastructure for Internet of Things; Pervasive Services.
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Com uma quantidade cada vez maior de dispositivos coletando dados de maneira autônoma,
surgem novos serviços capazes de utilizar esses dados afim de extrair informações úteis
para tomada de decisões. Na visão da Internet das Coisas, estes dispositivos são capazes
de se interconectarem e estarem disponíveis em uma rede mundial tal como a Internet. Tais
aparelhos são dispostos nos mais diversos lugares, podendo enviar informações do mundo
físico para o meio virtual, bem como também realizar atividades mecânicas e elétricas, como
ativar uma trava de porta, a partir de dados recebidos por meios de comunicação [1].
Um grupo de dispositivos que atuam em conjunto e podem fazer parte da Internet das
Coisas são as Redes de Sensores sem Fio (do inglês, Wireless Sensor Network - WSN),
que são redes formadas por nós capazes de captar informações do ambiente em que estão
dispostos [2]. Esses sensores, usualmente, são dispositivos que possuem uma capacidade
de processamento, memória e bateria bastante limitados, fazendo com que a eficiência do
software executado seja de extrema importância. Dessa forma, tais redes podem ser utiliza-
das em diversas aplicações, tais como a verificação e detecção de incêndios [3], nas áreas
de saúde pessoal ou sistemas médicos [4, 5] e automação doméstica. Na área de saúde, por
exemplo, existe um grande avanço na idade média da população mundial, a qual irá trazer
um aumento no número de pacientes mais velhos que sofrem de doenças crônicas, e com
isso, cria-se a necessidade de um monitoramento remoto em tempo real para o controle de
enfermidades [5].
Devido às limitações de processamento, memória e energia, que os dispositivos inte-
grantes da rede de sensores possuem, os dados gerados por esses aparelhos são comumente
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enviados para outras entidades no sistema, para análise e processamento. Nesse sentido, co-
mumente um dos nós da rede de sensores atua como um receptor de dados, e faz o envio
dos dados para um dispositivo com maior poder de processamento em uma rede externa.
Tais entidades podem ser chamadas de Gateway ou Sink Node [6]. Na literatura, vemos
diversas soluções que utilizam Sink Nodes [3, 7, 8] para expor os dados para a Internet das
Coisas e também para repassá-los a outras entidades responsáveis pelo processamento, como
servidores na nuvem [9].
O gerenciamento de dados da Internet das Coisas é extremamente complexo devido às
mais diferentes propriedades que cada dispositivo possui. Dados da IoT são provenientes de
uma grande variedade de objetos e sensores, cada um com sua própria representação. Além
disso, o aumento da quantidade de dispositivos conectados na rede irá trazer uma rápida
explosão na escala dos dados coletados [10].
Os dados extraídos da Internet das Coisas, se isolados, não possuem valor algum. Eles
precisam ser analisados, exibidos e utilizados por terceiros para terem valor. A agregação
desses dados gera informações úteis para usuários, podendo originar estatísticas e previsões
nas mais diferentes áreas. Machine Learning e Big Data são grandes exemplos, onde uma gi-
gantesca quantidade de dados é necessária para que inferências possam ser realizadas. Uma
Arquitetura Orientada a Serviços é promissora para resolver a complexidade de escalabili-
dade da troca de informações na IoT e ainda de fornecer acesso aos dados de dispositivos de
maneira uniforme e padronizada para agentes externos.
1.1 Problemática
Dispositivos IoT podem ser classificados em dois grandes tipos: os sensores, que têm por
característica principal transformar informações do mundo físico em um dado digital, e os
atuadores que, através de instruções recebidas, transformam o meio físico em que estão
dispostos, através de partes mecânicas atreladas aos mesmos. Estes dispositivos, comumente,
não possuem interface direta com o usuário e, por isso, é necessária uma arquitetura que faça
uso destes aparelhos de forma eficiente e exponha seus dados para aplicações e serviços
externos, para que possa existir o agregamento, processamento de dados e exposição para
usuários [11].
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Para utilização dos dados provenientes dos dispositivos, uma das maiores dificuldades é
o formato em que seus dados estão organizados. Muitos aparelhos que possuem o mesmo
propósito, como sensores de temperatura ou batimentos cardíacos, capturam as mesmas in-
formações, mas devido a diferenças e falta de padronização entre fabricantes, a estrutura
dessas informações torna extremamente difícil a integração com serviços na Internet. Essa
heterogeneidade faz com que interessados tenham que se adaptar a cada novo dispositivo ou
fabricante lançado no mercado, aumentando o custo de desenvolvimento de suas aplicações.
Gateways para intermediar informações entre dispositivos e serviços são comumente uti-
lizadas para transcrever pacotes e estruturá-los no formato utilizado por serviços. Os ga-
teways têm por característica serem aparelhos com poder de processamento mais robusto, e
podem se conectar a diversos outros nós simultaneamente [12].
Um exemplo do uso de gateways são os aparelhos que utilizam o protocolo ZigBee1. A
grande maioria destes utilizam um ponto de controle para os atuadores e sensores conectados,
tornando-os mais simples e diminuindo seu custo para produção em larga escala.
A IoT tem a característica de envolver uma quantidade massiva de “coisas” conectadas.
Estas, por sua vez, possuem uma grande probabilidade de falha, devido, muitas vezes, à
mobilidade e limitações de hardware, como uso de bateria e conectividade simples. Disposi-
tivos podem entrar e sair da rede a qualquer momento devido a mudanças em sua disposição,
ou interferências no seu ambiente. Este aspecto traz a necessidade de um mecanismo para
gerenciamento eficiente e escalável que leve em conta suas características extremamente di-
nâmicas [13].
Segurança é outro fator de extrema importância no âmbito da IoT. As informações pro-
venientes de sensores geralmente possuem um valor significativo e devem ser tratadas com
o mais alto cuidado. Todas as principais arquiteturas em IoT possuem maneiras de lidar com
a privacidade das informações a fim de proteger a segurança de seus usuários.
Como enunciado no início desta seção, dispositivos IoT, normalmente, não possuem in-
terface direta com o usuário, e por isso a integração com outros serviços e aplicações é de
extrema importância, do contrário, seus dados não poderão ser utilizados.
Sensores possuem a característica de enviar eventos extraídos do mundo real para o âm-
bito digital. Em diversas aplicações o tempo de reação entre uma leitura de um sensor e uma
1http://www.zigbee.org/
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ação tomada é de extrema importância, como nas áreas de saúde [5]. Por esta peculiaridade,
arquiteturas IoT devem possuir mecanismos para a extração destas informações de maneira
eficiente e rápida, visto que os sensores possuem limitações em seus hardwares.
Com as informações descritas neste Capítulo, podemos enumerar os principais problemas
encontrados em arquiteturas IoT: limitações de hardware; heterogeneidade de tecnologias;
gerenciamento de dispositivos; segurança; integração com serviços externos; controle de
dados baseado em eventos; e endereçamento único. Estes são os problemas abordados neste
trabalho.
1.2 Objetivos
Neste trabalho, tem-se como objetivo a concepção de uma infraestrutura para Internet das
Coisas que considera os seguintes requisitos: limitações de hardware; heterogeneidade de
tecnologias; gerenciamento de dispositivos; segurança e privacidade; integração com servi-
ços externos; controle de dados baseado em eventos; e endereçamento único. Com base nos
7 problemas anteriores, os seguintes objetivos específicos são elencados:
1. Elaborar uma arquitetura de integração para dispositivos IoT, onde são definidos com-
ponentes responsáveis por tratar cada um dos problemas mencionados anteriormente.
2. Desenvolver um middleware para intermédio da comunicação dos dispositivos IoT e
da arquitetura criada.
3. Criação de uma API para expor os dispositivos da plataforma de maneira uniforme,
através de um modelo de dados, para serviços na Internet.
4. Definição de um modelo de dados único, a fim de possibilitar a integração desta infra-
estrutura com aplicações, serviços e outras infraestruturas dispostas na Internet.
Por fim, este trabalho visa possibilitar que serviços pervasivos possam utilizar esta infra-
estrutura como base, e assim permitir que clientes tenham acesso a dispositivos em qualquer
lugar e a qualquer momento.
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1.3 Relevância
A partir da infraestrutura proposta neste trabalho, novas aplicações e serviços podem rea-
lizar a integração de dispositivos de diferentes tecnologias. O modelo de dados utilizado
servirá também como base para integração e desenvolvimento de futuros arcabouços que se
comunicam e integram diferentes protocolos de comunicação.
Diversos outros trabalhos na literatura visam cumprir estes objetivos, mas não encontra-
mos um que tenha a meta de cumprir todos estes objetivos de integração de dispositivos e
exposição de dados de maneira padronizada, facilitando a integração com outras arquiteturas.
Considerando os objetivos dessa proposta, temos as principais contribuições:
1. Utilização de um modelo de dados para diferentes dispositivos IoT. A definição
proposta auxilia desenvolvedores na integração de dispositivos IoT de diferentes tec-
nologias de comunicação para uso de maneira homogênea para serem utilizados por
serviços externos.
2. Infraestrutura que virtualiza dispositivos através de modelos de dados para nu-
vem, possibilitando a sua utilização por aplicações e serviços dispostos na Internet.
3. Modelo de referência para implementação de serviços para dispositivos IoT na
nuvem utilizando o modelo de dados definido. Desta forma, facilita-se a construção
de serviços que utilizam a mesma interface definida para comunicação com diferentes
dispositivos.
4. Implementação de uma API para utilização de recursos provenientes da infra-
estrutura. Desta forma, desenvolvedores de aplicações poderão utilizar os recursos
provenientes de dispositivos IoT, sem a necessidade de modificações em código por
mudanças na infraestrutura.
Este trabalho contribui para os avanços das pesquisas no Laboratório de Sistemas Em-
barcados e Computação Pervasiva (Embedded) da Universidade Federal de Campina Grande
(UFCG), mais especificamente na área de Internet das Coisas.
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1.4 Organização do Documento
O restante do documento se organiza da seguinte forma:
• no Capítulo 2 apresenta-se a fundamentação teórica, abrangendo assuntos como a In-
ternet das Coisas, Serviços Pervasivos e Redes de Sensores sem Fio;
• no Capítulo 3, apresentam-se os trabalhos relacionados, onde é apresentado pesquisas
que se assemelham a este trabalho e procuram resolver parcialmente ou precisamente
o mesmo problema;
• o Capítulo 4 e o Capítulo 5 tratam da arquitetura proposta e a avaliação realizada na
mesma;
• Por fim, no Capítulo 6, apresentam-se as conclusões e trabalhos futuros.
Capítulo 2
Fundamentação Teórica
Neste Capítulo apresentam-se os principais conceitos relacionados ao trabalho. No início,
temos a apresentação do tema principal da Internet das Coisas. Em seguida serão expostas
as principais noções sobre Serviços Pervasivos incluindo um caso de uso para os mesmos.
Depois, nas Seções 2.3 e 2.4, encontram-se informações sobre uma classe de dispositivos
que faz parte da Internet das Coisas, as Redes de Sensores sem Fio (do inglês - Wireless
Sensor Networks - WSN), seus diversos tipos, limitações, características e protocolos usu-
almente utilizados com as mesmas. Em seguida, são apresentados conceitos relacionados a
infraestruturas da Internet das Coisas e iniciativa UPnP+. Por fim, apresentam-se Arquite-
tura Orientada a Serviços e Modelos de Dados, definições importantes para composição da
arquitetura proposta neste trabalho.
2.1 Internet das Coisas
Com uma quantidade cada vez maior de sensores coletando dados de maneira autônoma,
surgem novos tipos de serviços, como o monitoramento de entidades, e quando essas infor-
mações se tornam disponíveis na Internet, traz-se à realidade a visão da Internet das Coisas.
Sua definição evoluiu bastante nos últimos anos desde sua origem, em meados dos anos 2000,
nos laboratórios do Massachusetts Institute of Technology (MIT), quando cientistas desen-
volviam uma maneira de identificação única através de rádio frequência, o também chamado
de Radio-Frequency ID (RFID). Hoje em dia, o conceito tornou-se muito mais abrangente,
e consiste de um grande número de objetos físicos e virtuais, unicamente endereçáveis, que
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se comunicam uns com os outros através de uma rede mundial dinâmica, tal como a Internet
[10].
Esses dispositivos se conectam com o mundo real de forma transparente, podendo en-
viar informações do mundo físico para o meio virtual e também realizar outras atividades
mecânicas a partir de dados recebidos por meios de comunicação.
2.2 Serviços Pervasivos
A visão de computação pervasiva objetiva criar ambientes computacionais integrados ao
dia-a-dia das pessoas de uma maneira imperceptível, utilizando-se de objetos familiares e
utilizados por todos, em qualquer lugar [14].
Serviços são amplamente utilizados na área de Tecnologia da Informação. Os chamados
Web Services são um exemplo que tem ganhado bastante popularidade nos últimos anos com
o avanço da Web 2.0 e das aplicações móveis. O termo serviço se refere a uma entidade que
provê um conjunto de funcionalidades e que possui uma interface para comunicação com
clientes e o envio de possíveis parâmetros [14].
O conceito de computação pervasiva baseada em serviços surgiu inicialmente no trabalho
de Zhou [15], que utilizava serviços web como uma solução para o paradigma da computação
pervasiva. Porém, serviços pervasivos possuem grandes diferenças, apesar da similaridade
com serviços web. Em um ambiente pervasivo, dispositivos devem identificar serviços exis-
tentes no ambiente e comunicar-se com os mesmos através de mínima ou nenhuma interação
por parte do usuário, trazendo assim o princípio da invisibilidade da computação pervasiva.
Um caso de uso bastante comum para serviços pervasivos, nos dias de hoje, é a casa
inteligente. O usuário, ao entrar em sua casa, tem a presença reconhecida e recebe uma
notificação com as principais informações relativas ao ambiente doméstico. Se o sistema
perceber uma diferença muito grande na temperatura média do ambiente, o mesmo questiona
o usuário para ativar o condicionador de ar ou outros dispositivos que alterem a temperatura
do ambiente para tornar-se mais confortável. Desta forma, o exemplo anterior evidencia o
uso de serviços pervasivos que utilizam o contexto do usuário sobre seu ambiente para alterar
a temperatura.
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2.3 Redes de Sensores sem Fio
As Redes de Sensores sem Fio (do inglês, Wireless Sensor Network - WSN) são conjuntos de
dispositivos que capturam informações do meio em que estão dispostos e podem vir a fazer
parte da Internet das Coisas. Esses sensores, usualmente, são dispositivos que possuem um
poder de processamento, memória e bateria bastante limitados, fazendo com que a eficiência
do software executado seja de extrema importância.
Tais redes podem ser utilizadas em diversas aplicações, como para a verificação e de-
tecção de incêndios [3], nas áreas de saúde pessoal ou sistemas médicos [4][5], automação
doméstica, entre outros. Elas também podem ser dispostas em diversos lugares, como por
exemplo, de maneira subaquática, para monitoramento da temperatura da água, e também
subterrâneas, para monitoramento da umidade do solo [2]. Cada uma dessas redes pos-
suem propriedades e restrições diferentes, por exemplo, redes subterrâneas necessitam de
um tempo de vida muito maior que as WSNs terrestres, devido às dificuldades para troca de
bateria dos sensores.
A necessidade das WSNs cresce em áreas como a de saúde, tendo em vista que o avanço
na idade média da população mundial irá trazer um aumento no número de pacientes mais
velhos que sofrem de doenças crônicas, e com isso, cria-se a necessidade de um monitora-
mento remoto em tempo real para o controle de enfermidades [5].
Devido às limitações de processamento, memória e energia, que os dispositivos inte-
grantes da Rede de Sensores sem Fio possuem, os dados gerados por esses aparelhos são
comumente enviados para outras entidades no sistema, para análise. Para que isso ocorra,
comumente um dos nós da WSN atua como um receptor de dados, e faz o envio dos mes-
mos a um dispositivo com maior poder de processamento em uma rede externa, os quais
podem ser chamados de Gateways [6]. Na literatura, vemos diversas soluções que utilizam
Gateways [3, 7, 8] para expor os dados para a Internet e também para repassá-los a outras
entidades responsáveis pelo processamento, como servidores na nuvem [9].
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2.4 Protocolos das Redes de Sensores sem Fio
Os protocolos de comunicação utilizados pelas Redes de Sensores sem Fio têm um papel
importante para suprir as limitações de hardware que as redes possuem. Na literatura, di-
versos protocolos vêm sendo utilizados para várias aplicações e em todas as camadas do
modelo OSI 1 [16, 17, 18, 19]. Considerando o objetivo deste trabalho, apenas alguns desses
protocolos são apresentados.
2.4.1 Message Queue Telemetry Transport (MQTT)
Um dos mais famosos protocolos de pouca sobrecarga, o MQTT2, teve sua primeira versão
criada pela IBM3 em 1999. Ele executa sobre o protocolo TCP/IP4 e foi completamente
projetado para dispositivos que possuem memória e capacidade de banda de transmissão
limitados. Baseado em uma arquitetura publisher/subscriber, o MQTT é hoje utilizado em
diversas aplicações, tais como o Facebook Messenger5.
A tecnologia também possui suporte a 3 níveis de QoS (Quality of Service). No primeiro
nível, a mensagem é enviada sem nenhuma garantia de entrega, no segundo, a mensagem
é enviada e o destinatário responde com uma mensagem ACK, para confirmação de recebi-
mento. Finalmente, no último nível QoS, é realizado um 4-way handshake para garantir que
a mensagem chegue apenas uma vez no destinatário [19].
2.4.2 Constrained Application Protocol (CoAP)
O CoAP [20] é um protocolo que reside na camada de aplicação do modelo OSI, executa
sobre o UDP, e foi desenhado para comunicação máquina-para-máquina de dispositivos da
Internet das Coisas. A tecnologia é uma versão altamente simplificada do popular HTTP
(Hypertext Transfer Protocol), possuindo mecanismos para cache, serviços REST (Repre-
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2.5 Infraestrutura para Internet das Coisas
Para o monitoramento remoto e rastreamento de entidades utilizando as WSN, o uso de uma
infraestrutura para Internet é necessária [5]. Essas infraestruturas têm como papel principal
agir como ponte entre as Redes de Sensores sem Fio e aplicações. Na literatura, encontra-
mos diversas soluções tecnológicas para criar-se essa infraestrutura [21]. Além disso, outras
soluções foram desenvolvidas para preencher a lacuna entre dispositivos e aplicações. Entre
estas, temos as mais populares como o Weave6, do Google, o AllJoyn7, da AllSeen Alliance
e também o IoTivity8 da Open Connectivity Foundation.
2.5.1 Universal Plug and Play (UPnP)
A iniciativa do UPnP especifica uma infraestrutura de comunicação e tem como objetivo
principal permitir que aparelhos se conectem e enviem dados entre si de maneira uniforme
e independente de fabricantes. A especificação é baseada em protocolos tais como TCP/IP,
UDP, HTTP, XML e vários outros. A arquitetura do UPnP define dispositivos que proveem
serviços para aplicações de controle (Control Points) que podem ser aparelhos como video-
games, smartphones e computadores, entre outros.
A pilha tecnológica do UPnP consiste de 6 camadas sendo a última opcional, são elas:
descoberta, descrição, controle, eventos, apresentação e endereçamento. A camada de des-
coberta permite que novos dispositivos UPnP encontrem outros aparelhos na rede através
do envio de uma mensagem multicast UDP para todos os endereços ativos da rede na porta
1900. Os destinatários que recebem a mensagem e têm suporte UPnP, respondem a men-
sagem com uma descrição em XML dos serviços que possuem disponíveis. Exemplos de
serviços UPnP podem ser, iluminação de ambientes, controle de televisão entre outros. Para
endereçar unicamente seus dispositivos, a especificação define o uso dos Universally Unique
Identifiers (UUIDs), os quais possuem regras específicas para sua geração [22].
A comunidade do UPnP é bastante ativa e está sempre discutindo novas especificações.
Em uma destas discussões, surgiu o UPnP+, uma expansão da já existente especificação
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neste trabalho por possuir uma grande quantidade de bibliotecas disponíveis na Internet nas
mais variadas tecnologias, facilitando a integração com outros sistemas e possuir milhões de
dispositivos existentes.
A iniciativa do UPnP+ visa exportar os dispositivos UPnP, acessíveis previamente apenas
por rede local, para a Internet. Quaisquer aparelhos com certificação UPnP conseguem se
comunicar entre si em uma rede local, e aqueles do tipo Cloud Device, conseguem além
disso, se comunicar com a UPnP Cloud, que é um mediador, na nuvem, entre os mesmos.
No diagrama ilustrado na Figura 2.1, podemos ver os diversos ambientes em que o UPnP
Cloud pode se comunicar.
Figura 2.1: Diagrama com uma visão geral de uso do UPnP Cloud.
Primeiro, indicados pelo número 1, temos as interfaces LAN, que participam da defini-
ção original do UPnP, e seus dispositivos têm por característica a comunicação em uma rede
local. A extensão do UPnP+ trouxe a definição da comunicação através da Nuvem UPnP, in-
dicada pelo número 2, permitindo assim que todos os aparelhos conectados na infraestrutura
possam trocar mensagens entre si. Indicados pelo número 3, os UPnP Cloud Devices pos-
suem um endereçamento único dentro da rede local, através do UUID, e também na Nuvem
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UPnP, utilizando os Jabber Identifiers (JIDs). Estes identificadores fazem parte do Exten-
sible Messaging and Presence Protocol (XMPP) para endereçar clientes conectados através
do protocolo, e por isso também são utilizados para endereçar todas as interfaces conectadas
ao UPnP Cloud.
2.5.2 Extensible Messaging and Presence Protocol (XMPP)
O Extensible Messaging and Presence Protocol (XMPP) [23] é uma família de protocolos
padronizada pela IETF9 e bastante utilizada na Internet. Seu conjunto de protocolos está dis-
ponível nas principais linguagens de programação e sistemas operacionais, como Android,
iOS e Java.
O XMPP foi projetado para ser um protocolo de comunicação em tempo-real, com baixo
custo na sua troca de mensagens e latência mínima. JIDs proveem um mecanismo para iden-
tificação global, tal como endereços de e-mail. Diferentes tipos de mensagens, chamadas de
stanzas, permitem uma comunicação bidirecional baseada no padrão PubSub permitindo o
envio de dados em tempo-real. Sua arquitetura é descentralizada, permitindo alta escalabi-
lidade. Infraestruturas XMPP podem ser compostas por um simples servidor e podendo ser
escalado até múltiplos servidores.
2.6 Arquitetura Orientada a Serviços
Softwares desenvolvidos nos últimos anos estão cada vez mais complexos e integrados uns
com os outros. Um aplicativo móvel pode se comunicar com outro aplicativo para extrair
uma informação, que pode em seguida enviá-la para um servidor em nuvem para depois
então mostrar uma resposta ao usuário final. Para diminuir essa complexidade, uma série
de abordagens foram propostas, a fim de facilitar a integração e manutenção desses sistemas
[24].
Uma Arquitetura Orientada a Serviços (do inglês, Service-oriented Architecture, ou
SOA), é uma arquitetura de software que modulariza serviços, trazendo a flexibilidade de
localização e escolha das tecnologias utilizadas na implementação para os provedores e con-
sumidores destes serviços [24].
9https://www.ietf.org/
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Infraestruturas que fazem uso desta técnica proveem uma interface única e padronizada
para realizar a comunicação de provedores (como objetos da Internet das Coisas) e consumi-
dores (sistemas externos, como redes de hospitais), escondendo toda a camada de hardware
e sua heterogeneidade [25].
2.7 Modelos de Informação e Modelos de Dados
Atualmente, existe uma diversidade enorme de linguagens para definir objetos gerenciados
por sistemas. Dentre estas estão a Structure of Management Information (SMI) [26], a Struc-
ture of Policy Provisioning Information (SPPI) [27] e a Managed Object Format (MOF) [28].
Dentro destas linguagens de definição, temos duas grandes categorias principais: os Modelos
de Informação e os Modelos de Dados.
Modelos de Informação são utilizados principalmente para descrever o ambiente do ob-
jeto que será gerenciado, para que pessoas entendam os objetos modelados e serve como
guia para a descrever suas funcionalidade em um Modelo de Dados. Estes modelos podem
ser comumente descritos informalmente em linguagem natural [29].
Algumas características importantes dos Modelos de Informação é que os mesmos geral-
mente especificam os relacionamentos entre objetos. Além disso, organizações que queiram
criar Modelos de Dados baseados nos mesmos podem decidir utilizar apenas um subcon-
junto das funcionalidades de um Modelo de Informação [29]. Na Figura 2.2 podemos ver a
hierarquia em que diversos modelos de dados podem surgir a partir de um único modelo de
informação.
Figura 2.2: Hierarquia entre um Modelo de Informação e seus Modelos de Dados
Modelos de Dados definem seus objetos em um nível menor de abstração. Eles incluem
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especificidades de protocolos e implementação em suas descrições, como por exemplo, re-
gras de mapeamento do objeto para protocolos de baixo nível. A maior parte dos modelos
padronizados atualmente são modelos de dados, incluindo o SMI, SPPI e MOF.
2.8 Considerações Finais do Capítulo
Neste capítulo foram apresentados conceitos e tecnologias importantes e que foram utiliza-
dos durante o desenvolvimento deste trabalho. Inicialmente, foi apresentado o paradigma da
Internet das Coisas, área na qual este trabalho se enquadra. Em seguida, os conceitos de Ser-
viços Pervasivos e Redes de Sensores sem Fio foram introduzidos, estes são importantes para
o entendimento do funcionamento da arquitetura apresentada nos próximos capítulos. Poste-
riormente, algumas tecnologias utilizadas nos experimentos deste trabalho são apresentadas,
o UPnP e XMPP.
Por fim, foram apresentados os conceitos de Arquitetura Orientada a Serviços, Modelos
de Informação e Modelos de Dados, os quais também são necessários para a compreensão
da arquitetura que será apresentada.
Capítulo 3
Trabalhos Relacionados
Neste capítulo serão apresentados trabalhos que definem o estado da arte, suas limitações e
semelhanças com a solução proposta. Middlewares para IoT são uma área bastante ativa com
diversas soluções sendo propostas e implementadas, em vista dos vários problemas em aberto
que ainda existem na área [30]. Essas soluções se diversificam bastante baseada em seus
objetivos, níveis de abstração e projeto da infraestrutura. Razzaque [30] classificam estas
soluções nos seguintes tipos: event-based, VM-based, agent-based, tuple-spaces, database-
oriented e service-oriented. Serão apresentados a seguir uma pequena descrição do design
destas soluções e em seguida, os mais similares a proposta deste trabalho.
Soluções baseadas em eventos (do inglês, event-based) [31, 32, 33], são aquelas que as
iterações entre os principais atores acontecem por meio de eventos. Geralmente é utilizado
o padrão Publish/Subscribe devido a sua eficiência no gerenciamento de mensagens. Os
atores envolvidos nesta solução são classificados entre produtores e consumidores e suas
mensagens podem possuir informações extras relacionadas ao contexto da informação que
está sendo enviada. Soluções deste tipo são geralmente utilizadas por sistemas que levam em
consideração requisitos de disponibilidade, informações em tempo real e escalabilidade.
A virtualização de nós também é bastante popular, e soluções deste tipo podem ser cha-
madas de VM-based [34, 35]. Arquiteturas deste tipo se caracterizam por possuir uma ca-
mada de virtualização em cada nó da rede, fornecendo assim um maior nível de abstração
para ser utilizado por aplicações clientes. A maior vantagem destas soluções é a adaptativi-
dade mesmo em dispositivos heterogêneos.
Além das anteriores, existem os trabalhos baseados em agentes móveis (do inglês agent-
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based) [36, 37]. Dispositivos são utilizados como recursos para execução de programas
modulares. Estes fragmentos de software podem ter seu estado de execução transferido entre
agentes e também utilizar outros dispositivos para executar suas tarefas. Geralmente, um
middleware na nuvem é utilizado para mediar e gerenciar os agentes envolvidos.
Adiante, existem soluções tuple-spaces [38, 39], onde nós da rede guardam uma estrutura
de dados chamadas de tuplas-espaciais como repositório de dados. Gateways entre disposi-
tivos e clientes possuem uma tupla-espacial formada pela estrutura de dados dos dispositivos
conectados a ele, facilitando o acesso externo dos dados.
Trabalhos orientados a bancos de dados (do inglês, database-oriented) [40, 41] são aque-
les que tratam a arquitetura como um gigantesco banco de dados relacional, onde as requisi-
ções são divididas para os diversos dispositivos conectados ao middleware possibilitando a
formulação de consultas altamente complexas.
Finalmente, existem também as soluções orientadas a serviços (do inglês, service-
oriented) [42, 43, 44], que utilizam os mesmos princípios da arquitetura mostrada na se-
ção 2.6. A utilização da SOA na IoT é caracterizada por utilizar os dispositivos na forma
de serviços para aplicações, fornecendo uma interface padronizada e escondendo detalhes
intrínsecos dos aparelhos.
Além destes, existem os trabalhos que utilizam soluções híbridas, que trazem as vanta-
gens de dois ou mais tipos apresentados anteriormente.
3.1 Trabalhos Relacionados baseados em Serviços
A seguir serão apresentados trabalhos que fazem uso de arquiteturas baseadas em serviços,
pois são os projetos que mais se assimilam a arquitetura proposta neste trabalho.
3.1.1 Uma arquitetura baseada em micro-serviços
O trabalho projetado por Vresk [45] utiliza uma arquitetura baseada em micro-serviços. Cada
micro-serviço é responsável por gerenciar um conjunto de dispositivos em seu protocolo
proprietário (ZigBee, Bluetooth, etc) e cada um destes pode comunicar-se entre si para troca
de informações. No exemplo dado pelo autor, um conjunto de dispositivo envia dados para
outro micro-serviço responsável por executar tarefas relacionadas a Machine Learning. A
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solução é bastante modularizada através da implementação dos micro-serviços que podem
integrar diferentes sistemas de domínios variados.
A Figura 3.1 desenvolvida pelo autor, mostra na Network A, um conjunto de sensores,
que se comunica com o serviço ModbusTCP, que por sua vez, troca informações com outros
micro-serviços que estão conectados a outros sistemas, como é o caso do SOAP Web Ser-
vice. Essa troca de mensagens em um canal único de comunicação facilita o consumo das
mensagens por interessados, possibilitando uma maior integração com outros serviços.
Figura 3.1: Diagrama ilustrando a arquitetura apresentada por Vresk [45].
Algumas limitações ainda existem, como a necessidade da implementação de um
micro-serviço para cada diferente dispositivo utilizado, e os autores também não deixam
claro qual o formato das mensagens utilizado na arquitetura, fator que influencia diretamente
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no modelo de dados que seria utilizado por consumidores.
3.1.2 Uma arquitetura composta por um IoT Hub para integração de
objetos inteligentes heterogêneos
Para lidar com os problemas de grande volume de dispositivos e sua alta heterogeneidade,
os autores Cirani [46] propõem a adição de um elemento de rede na borda das WSANs, que
age como um intermediador entre dispositivos e serviços na Internet.
O IoT Hub, com sua arquitetura ilustrada no diagrama da Figura 3.2, age como um nó
central e nos experimentos do autor, foi implementado utilizando CoAP.
Figura 3.2: Diagrama com a arquitetura desenvolvida por Cirani [46].
Ele possui dois elementos para gerenciar os dispositivos, os quais são chamados de Re-
source Directory, que expõe os recursos conectado a clientes, e o Service Discovery, que
recebe notificações de novos objetos conectados. Além disso, o middleware utiliza proxys
com sistemas de cache para intermediar as requisições de clientes a dispositivos, reduzindo
o tráfego de informações quando existir solicitações repetidas.
Para a comunicação com aparelhos mais limitados e que não possuem suporte ao CoAP,
a arquitetura faz o uso do Origin Server, que faz a tradução de dados na comunicação com
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estes dispositivos.
O CoAP é um protocolo bastante utilizado em IoT e a solução proposta pelos autores
age como uma ponte para que aplicações consigam acessar os dispositivos por meio do
CoAP, solucionando problemas de descoberta. Apesar disso, os autores não detalham e nem
mesmo utilizam em seus experimentos o Origin Server, criando uma lacuna entre a solução
proposta e uma grande parcela de dispositivos que não utilizam o CoAP como protocolo de
comunicação.
3.1.3 Uma proposta para integração de WSNs com a Web
Em [6], os autores utilizam o protocolo CoAP para comunicação entre as diferentes WSNs.
Para exposição dos dados, é utilizado um gateway conectado a Internet que possui um servi-
dor web e um cliente CoAP, que se comunica com as Redes de Sensores sem Fio para captura
dos dados, como mostrado na Figura 3.3. O gateway, armazena os dados das redes em um
banco de dados não relacional. Esses dados podem ser visualizados através do protocolo
HTTP, utilizando o formato JSON, mas o modelo de dados utilizado não foi especificado
pelo autor. A maior limitação deste trabalho está na maneira simplificada do gerenciamento
de dados, além disso, não foi avaliado seu uso com grande volume dados, e nem especificado
o modelo de dados utilizado para expor as informações das redes.
Figura 3.3: Diagrama ilustrando a arquitetura apresentada por Colitti [6].
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3.1.4 Uma infraestrutura de serviço para a Internet das Coisas baseada
em XMPP
Outro trabalho similar é o de Bendel [21], onde uma infraestrutura baseada em XMPP é pro-
posta para a comunicação com dispositivos IoT. A arquitetura é baseada em uma Plataforma
de Serviço (do inglês Service Platform), que age na rede como uma central de gerenciamento
de dados. Dispositivos conectados na rede enviam pacotes já no formato XMPP e caso não
seja possível, conversores são utilizados, como no caso de dispositivos Bluetooth que podem
fazer uso do Bluetooth-2-XMPP Converter, mostrado no exemplo da Figura 3.4. Para tor-
nar a visão de IoT possível, os dispositivos da infraestrutura são unicamente identificáveis
através de um endereço JID, o qual provê uma maneira de identificação única para clientes
XMPP.
Figura 3.4: Diagrama ilustrando a arquitetura apresentada por Bendel [21].
Uma infraestrutura baseada em XMPP se torna bastante eficiente para integração de no-
vos serviços, visto que é uma tecnologia difundida, e existem diversas bibliotecas para re-
alizar a conversão em diversas tecnologias. Além disso, é possível o acesso e controle dos
dispositivos na rede local através da Internet, permitindo que os mesmos façam parte da vi-
são IoT. A maior limitação dessa plataforma está na integração com outras plataformas e
dispositivos já existentes. Para utilizar aparelhos já presentes no mercado, seria necessário a
criação de conversores, e um novo elemento provavelmente seria preciso para expor os dados
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da plataforma em modelos de dados padrões.
3.1.5 Uma arquitetura para integrar WSNs heterogêneas em um ambi-
ente de monitoramento para saúde
O trabalho que mais se assimila a solução proposta no Capítulo 4 é o projeto apresentado
por Corchado [47]. O autores propõem a utilização de uma infraestrutura chamada SYLPH,
baseada em uma Arquitetura Orientada a Serviços (do inglês, Service-Oriented Architecture
- SOA) para a integração de Redes de Sensores sem Fio Heterogêneas em Ambientes Inteli-
gentes e realização de um monitoramento remoto de pacientes. Um caso de uso na área de
saúde foi evidenciada pelo autor e pode ser notada na Figura 3.5, mostrando como funciona
a comunicação de dispositivos com serviços na Internet.
Dentro da plataforma SYLPH, WSANs de diferentes tecnologias tem seus pacotes con-
vertidos para um protocolo comum chamado SSP (SYLPH Services Protocol). Estes permi-
tem que pacotes sejam enviados de um nó da plataforma para outro, independente da rede a
qual pertencem. A mensagem deste protocolo especifica um nó origem, um nó alvo e uma
invocação de serviço, definido por uma linguagem chamada SSDL (SYLPH Services Defini-
tion Language). A arquitetura é distribuída e possui um ou mais nós da rede sendo SDNs
(SYLPH Directory Nodes), onde estes contem uma listagem dos nós da rede e seus serviços
disponíveis. Além disso, gateways SYLPH são necessários para a interconexão de WSANs
de diferentes tecnologias de comunicação.
A proposição de arquitetura feita por [47] cobre diversos objetivos abordados no Capítulo
4. A mesma possui uma arquitetura baseada em serviços, o que facilita a integração com
terceiros. Existe uma integração de Redes de Sensores e Atuadores sem Fio Heterogêneas e
a solução é baseada em uma infraestrutura distribuída, onde não é necessário um nó central
na rede para gerenciar os outros componentes. As maiores limitações desta arquitetura em
relação a solução proposta neste trabalho é que o sistema SYLPH utiliza padrões novos
a comunidade, o que se faz necessário o desenvolvimento novas ferramentas, tais como
bibliotecas, para a integração de serviços existentes com o SSP.
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Figura 3.5: Diagrama ilustrando a arquitetura apresentada por Corchado [47].
3.2 Análise Comparativa e Discussão dos Trabalhos
Todos os trabalhos relacionados enunciados visam solucionar o problema de interoperabili-
dade de acesso a dispositivos por serviços externos na IoT. Visando uma análise comparativa
entre os mesmos, a Tabela 3.1 foi criada tomando como parâmetros objetivos comumente
utilizados em middlewares IoT e descritos em mais detalhes a seguir:
Descoberta e Gerenciamento
Remete a capacidade de suportar a descoberta de novos dispositivos, antes não parti-
cipantes da rede, e gerenciar de maneira eficiente a alta mobilidade das WSANs.
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Abstração de Dados
Visando a utilização de dispositivos por serviços e aplicações, a abstração de dados
é necessária para que não seja necessário implementações especificas para cada tipo
diferente de dispositivo, quando estes forem utilizados para o mesmo fim (ie. sensor
de temperatura).
Interoperabilidade
Refere-se ao suporte na utilização e integração de dispositivos que utilizam tecnologias
de comunicação diferente da empregada pelo middleware. Isso significa, por exemplo,
na capacidade de incorporar aparelhos de tecnologias Bluetooth, CoAP, ZigBee para
utilização na mesma arquitetura.
Volume de Dados e Eventing
Um fator importante relacionado as arquiteturas avaliadas é a questão da sua eficiên-
cia em lidar com um grande volume de dados. Essa é uma característica inerente as
WSANs e deve ser tratado com efetividade. Além disso, a atualização de eventos em
tempo real, chamado aqui de Eventing, é outro fator importante, em vista aplicações
relacionadas a sistemas de monitoramento.
Integração Externa
Finalmente, o parâmetro de integração com outras arquiteturas e sistemas é avaliado
entre soluções. Diversas soluções existem e outras ainda estão em desenvolvimento,
então a facilidade de integração com outras arquiteturas por parte de aplicações e ser-
viços é importante. Essa medida avaliada se remete a capacidade de se comunicar por
um padrão já existente em outras arquiteturas.
O trabalho de Vrest [45], primeiro avaliado, possui o gerenciamento de dispositivos feito
por micro-serviços, o que deixa os elementos de descoberta e gerencia a cargo da implemen-
tação do micro-serviço. O funcionamento da abstração de dados não foi detalhada pelo autor
e sua interoperabilidade pode ser atingida através da implementação de micro-serviços. O
tratamento de volume de dados e eventos existe através do canal único de comunicação, cha-
mado de Messasing Channels, apesar de que o volume de dados não foi avaliado pelo autor.
A integração externa não foi referenciada em momento algum do texto, porém, suspeita-se
que isso é alcançado através de um micro-serviço especifico para este fim.














































































Tabela 3.1: Tabela comparativa de trabalhos relacionados.
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Cirani [46] trata o gerenciamento com o Resource Directory e Service Discovery. Sua
abstração de dados e interoperabilidade acontece por meio do CoAP, dificultando a comuni-
cação apenas de dispositivos que não possuem suporte ao protocolo. Para amenizar isso, é
utilizado o Origin Server, o qual não tem seu funcionamento detalhado pelo autor. A ques-
tão de eventos e dados é gerenciada pelo protocolo CoAP, e sua integração externa acontece
utilizando a CoRE Link Format1.
O gateway sugerido por Colitti [6] possui características semelhantes a solução anterior,
visto que ambos utilizam o protocolo CoAP como base de comunicação. O principal diferen-
cial está exposição para serviços na Internet através do protocolo HTTP. Seu gerenciamento
acontece no próprio gateway, enquanto a descoberta é feita através do CoAP. A abstração de
dados é feita através do formato JSON, mas não teve seu modelo de dados detalhado. Assim
como na solução anterior, a interoperabilidade acontece por meio do CoAP, possuindo as
mesmas limitações. Em seguida, temos o volume de dados e eventing, que é tratado também
com o protocolo, mas não foi avaliado no trabalho do autor. Finalmente, a integração externa
acontece através do HTTP, mas não tem modelo de dados especificado.
Em seguida, temos a Service Platform proposta por Bendel [21]. Seu gerenciamento e
descoberta acontece pelo protocolo XMPP, em conjunto do modulo App Registration and De-
vice Management. A abstração de dados e interoperabilidade acontece por meio do XMPP,
exigindo o uso de conversores. O autor não entra em detalhes de como funciona a abstração
de dados para dispositivos de mesma finalidade. Devido ao uso do XMPP, o Eventing e o
fator de grande volume de dados são tratados. E finalmente, a integração externa acontece
utilizando o próprio protocolo, mas sendo necessário um conversor para abstrair dados da
mesma maneira que em outras plataformas, visto que o XMPP é apenas uma tecnologia de
comunicação e não possui modelo de dados definido para modelagem de entidades.
O trabalho de Corchado [47] aparenta o mais completo dentre os outros, sendo limitado
principalmente pelo fator de ter uma aplicação especifica de monitoramento. A solução
possui o gerenciamento e descoberta, abstração de dados e interoperabilidade através de
um protocolo especifico, o SSP, lida com grandes volumes de dados e eventos em tempo
real, inclusive avaliados pelo autor, mas sua integração externa é limitada devido ao uso de
protocolos e abstrações definidos apenas pelo autor.
1https://tools.ietf.org/html/rfc6690
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Finalmente, temos a arquitetura proposta neste trabalho, que será mais detalhada no Ca-
pítulo 4. A descoberta, gerenciamento e abstração de dados é feita através da utilização do
UPnP+. A interoperabilidade acontece através de gateways para transcrever dados de dis-
positivos que utilizam outras tecnologias de comunicação. O volume de dados e eventing
é suportado pela arquitetura, mas não foi avaliado neste trabalho, a análise mais detalhada
pode ser vista no Capítulo 5. Finalmente, a adoção dos modelo de dados padrões faz com
que a integração com outras plataformas aconteça de maneira homogênea e simplificada.
A segurança é outro parâmetro importante, mas que não foi mencionado nesta compa-
ração. Todas as soluções apresentadas neste trabalho possuem suporte para comunicação
segura, mesmo que esse seja realizado de maneira mais simples, apenas utilizando o pro-
tocolo de comunicação, como é o caso das soluções CoAP, ou uma forma mais complexa,
como as soluções utilizando XMPP.
3.3 Considerações Finais do Capítulo
Neste capítulo foram apresentados detalhes das diferentes classificações de middlewares para
Internet das Coisas. De forma mais aprofundada, foi exposto cinco trabalhos que utilizam
arquiteturas service-oriented. Ao final, uma tabela comparativa entre os trabalhos foi exposta
com uma discussão comparando as soluções com a infraestrutura proposta neste trabalho.




Neste capítulo será apresenta uma arquitetura orientada a serviços para expor dispositivos
para a Internet das Coisas e possibilitar sua utilização de maneira uniforme por aplicações e
serviços na Internet. Inicialmente, serão mostrados os principais objetivos desta arquitetura
e as lacunas que ela visa preencher. Posteriormente, apresenta-se uma visão geral da arqui-
tetura, os principais atores envolvidos, dispositivos, redes IoT e a comunicação entre eles.
Em seguida, será mostrado o funcionamento do middleware que faz a intermediação de in-
formações entre aplicações ou serviços com dispositivos. Adiante, serão descritos modelos
de dados e sua utilização dentro da arquitetura. Por fim, os fluxos mais utilizados dentro da
arquitetura serão detalhados para exemplificar seu funcionamento.
4.1 Objetivos da Arquitetura
Para a construção de uma aplicação que utiliza dispositivos provenientes da IoT, desenvol-
vedores têm de atacar uma série de problemas na construção do software. Portanto, a arqui-
tetura apresentada neste trabalho tem como principal objetivo facilitar o desenvolvimento de
novas aplicações, otimizando o uso de tempo dedicado a lógica principal e não na integração
de novos dispositivos IoT.
Um exemplo de caso de uso em que esta arquitetura é necessária é quando são dispos-
tos múltiplos sensores, de diferentes fabricantes para capturar um mesmo dado, como por
exemplo a temperatura. Todos os sensores captam a mesma informação, mas por possuírem
fabricantes diferentes, ou até mesmo modelos diferentes, o formato em que seus dados estão
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estruturados é diferente. Para contornar este problema, é necessário que o desenvolvedor do
aplicativo tenha conhecimento prévio de todos os aparelhos utilizados e realize a comunica-
ção com os mesmos. Utilizando uma arquitetura que exponha os dispositivos para a Internet
e utilize um modelo de dados padronizado, todo o fardo de conectar-se com os aparelhos e
considerar suas diferentes características, provenientes dos fabricantes, serão removidos.
Para que esta arquitetura realize o caso de uso, uma série de metas devem ser satisfeitas:
1. Suportar a descoberta e uso de dispositivos aos consumidores de serviços
A arquitetura deve possibilitar que aplicações clientes utilizem e descubram os dispo-
sitivos registrados na plataforma. A mesma também deve viabilizar a integração dos
dispositivos com aplicações.
2. Oferecer transparência de serviços a aplicações clientes
O acesso aos recursos de dispositivos por aplicações deve acontecer de maneira trans-
parente, sem que sejam expostos detalhes de implementação.
3. Abstrair camadas inferiores das redes de dispositivos
Todos os detalhes de heterogeneidade e hardware devem estar escondidos de apli-
cações. A arquitetura deve oferecer interfaces de alto nível para utilizar os recursos
dos dispositivos cadastrados sem que as aplicações tenham de lidar diretamente com a
heterogeneidade e mudanças na organização da rede.
4. Oferecer suporte a mecanismos de auto-organização
Mecanismos de auto-organização remetem à autonomia da arquitetura para lidar com
problemas relacionados à dinamicidade. Dispositivos IoT podem entrar e sair da rede
a qualquer momento devido a suas limitações de hardware e até mesmo interferências
no meio em que estão. Devido a estas características, existe a possibilidade que alguns
aparelhos estejam disponíveis apenas por um período limitado, e por isso, a arquite-
tura deve possuir mecanismos para lidar com a descoberta e gerência de dispositivos.
Isso inclui notificar aplicações clientes caso o nó procurado não esteja disponível para
utilização.
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5. Interoperabilidade com uma variedade de dispositivos
A arquitetura deve oferecer suporte independente do tipo de dispositivo e de tecnologia
de comunicação utilizada.
6. Lidar eficientemente com grande volume de dados e altas cargas de comunicação
As redes de sensores sem fio frequentemente possuem um grande volume de dados
gerados e por isso a arquitetura deve ser eficiente na comunicação entre elas, levando
em consideração a capacidade de banda de transmissão, atrasos, consumo de energia
e a confiança que a informação trocada é a mesma gerada por suas fontes.
7. Auxiliar na integração com outros sistemas
A arquitetura deve viabilizar a integração destes dispositivos com outros sistemas ou
serviços, possibilitando o uso das informações por terceiros. Um exemplo seria a
utilização dos dados das WSN para o monitoramento de pacientes. Neste caso, a
arquitetura deve possibilitar que aplicações médicas utilizem os dados provenientes
das redes de sensores sem fio para mostrar informações do usuário sendo monitorado.
4.2 Arquitetura de Integração
Nesta seção, será apresentada uma visão geral da arquitetura que satisfaz os objetivos men-
cionados anteriormente.
A arquitetura ilustrada na Figura 4.1 utiliza o protocolo IP para se comunicar com as
redes de sensores e atuadores sem fio. O IoT Device Intermediator conectado às WSANs,
tem por objetivo gerenciá-las e ser o principal ponto de acesso para sua comunicação. Para
uniformizar o uso dos dispositivos, o Device Manager é responsável por encapsular suas
informações em Modelos de Dados disponíveis em bancos de dados na Internet. Além disto,
o Device Manager também possui um banco de dados interno para monitorar o estado de
cada aparelho, a fim de que não haja a necessidade de novas requisições aos dispositivos
quando receber de aplicações e serviços externos, evidenciados na parte inferior esquerda da
Figura 4.1.
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Figura 4.1: Diagrama com uma visão geral da arquitetura
4.2.1 Comunicação com WSANs
Devido à heterogeneidade de tecnologias e limitações de hardware, nem todos os dispositi-
vos podem se comunicar através do protocolo IP, sendo necessário o uso de gateways para
tradução e envio de informações.
Este fragmento da arquitetura, ilustrado na parte superior da Figura 4.2, é responsável
por todo o tráfego entre os recursos utilizados pelas aplicações e o arcabouço proposto. Se
necessário, os dados nativos de cada dispositivo são traduzidos para um formato padrão atra-
vés dos gateways. Quando acontecem eventos de conexão, desconexão e captura de dados,
pacotes são enviados para o IoT Device Intermediator que em seguida envia as informações
para interessados. Caso aplicações ou serviços queiram executar ações em atuadores, a men-
sagem também é enviada pelo mesmo intermediador, que encaminha a mensagem para a
WSN alvo, e caso seja necessário, o gateway traduz a mensagem para o formato nativo do
atuador.
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Figura 4.2: Comunicação de diferentes redes de sensores sem fio.
Na Figura 4.2 pode-se observar três tipos de WSANs que podem fazer parte da infra-
estrutura. A WSAN 1 é formada por Cloud Devices, aparelhos capazes de comunicar-se
diretamente com o servidor em nuvem, estes já possuem suporte próprio para comunicação
e abstração de suas informações no formato apropriado, sem a necessidade de intermédio por
terceiros. Geralmente, Cloud Devices são aparelhos com uma capacidade de processamento
maior e mais modernos. Já na WSAN 2, temos uma disposição de dispositivos associados
a gateways, que agem como canal de comunicação. Nesta organização, toda a lógica de
envio e abstração de dados pertencem ao gateway, permitindo assim a utilização de dispo-
sitivos mais limitados em hardware. Esta disposição é comumente associada a redes que
utilizam tecnologias como Bluetooth, ZigBee, entre outras. Por fim, temos a WSAN 3 que
possui aparelhos limitados associados a um gateway e também Cloud Devices. Apesar dos
dispositivos possuírem características diferentes, eles podem fazer parte da mesma rede na
infraestrutura.
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4.2.2 Middleware para Internet das Coisas
O middleware a ser descrito a seguir é a principal contribuição deste trabalho. Ele é res-
ponsável por solucionar os problemas enunciados anteriormente, e está dividido em dois
componentes principais, ilustrado na Figura 4.3.
Figura 4.3: Diagrama com componentes envolvidos na integração.
Primeiro, temos o IoT Device Intermediator, que atua como um intermediário dentro
do padrão Publish/Subscribe. Ele é responsável pela comunicação direta com as diferentes
WSANs, e com isso, fica encarregado de gerenciar o tráfego de dados e dispositivos conecta-
dos. Este componente é agnóstico às informações trocadas e não armazena o estado de cada
dispositivo. Sua eficiência vem justamente do padrão PubSub, no qual dispositivos inte-
ressados inscrevem-se para receber eventos de dispositivos que publicam suas informações.
Este mecanismo torna a troca de dados mais eficiente, em vista das limitações de hardware
e grande volume de dados. Além disso, o mesmo deve possuir maneiras de endereçamento
único para os dispositivos conectados e habilitar a troca segura dos dados com as WSANs.
O segundo componente importante do middleware é o Device Manager. Este é conectado
diretamente ao IoT Device Intermediator e se inscreve para obter informações de atualização
(descoberta e desconexão), dos dispositivos conectados. Ele é responsável pela integração
com agentes externos (por exemplo, serviços pervasivos), e abstração em modelos de dados.
O banco de dados conectado é utilizado para manter o estado de dispositivos conectados,
evitando assim requisições extras para obter informações frequentemente utilizadas. Mais
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detalhes desse componente serão mostrados na próxima seção.
4.2.3 Integração Externa
Para facilitar a integração com serviços na Internet e aplicações externas, uma API de acesso
é oferecida a desenvolvedores. Os principais componentes envolvidos nessa integração são
apresentados no diagrama da Figura 4.4.
Figura 4.4: Diagrama com componentes envolvidos na integração externa.
O Device Manager atua como uma camada de abstração e acesso para aplicações e ser-
viços na Internet. Ele é responsável por encapsular os dados dos dispositivos em modelos de
dados, disponíveis na Internet. Este encapsulamento é importante para uniformizar a maneira
em que os dispositivos IoT são acessados e assim abstrair seu hardware e especifidades de
cada fabricante. Mais detalhes sobre os modelos de dados serão dados nas próximas seções.
Esta funcionalidade de abstração de dados em um formato único e padronizado é também
necessária para facilitar a integração com aplicações e serviços que já utilizam os modelos de
dados disponíveis na Internet com arcabouços diferentes, como IoTivity1, AllJoyn2, Weave3
entre outras. Esta conveniência otimiza o tempo que desenvolvedores levam para integrar
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4.2.4 Serviços de Integração
A flexibilidade desta infraestrutura possibilita a adição de outros serviços que utilizam os
dados provenientes das WSANs e são necessários para tipos diferentes de aplicações. A
agregação e extração de informações semântica dos dados é um dos principais serviços uti-
lizados com os dados de redes IoT. Como mostrado na Figura 4.5, utilizando a agregação de
dados podemos adicionar um novo componente em nossa infraestrutura, que se inscreve para
receber dados de dispositivos interessados, e extrai informações dos mesmos, deixando-as
disponíveis para aplicações.
Figura 4.5: Arquitetura contendo um novo serviço de agregação de dados.
Os campos de Machine Learning e Big Data podem fazer uso desta funcionalidade para
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alimentar seus sistemas com informações em tempo real, e assim garantir sempre uma infe-
rência mais precisa para usuários.
4.2.5 Modelos de Dados
Para solucionar a dificuldade na comunicação de dispositivos que possuem características
semelhantes, mas enviam seus dados em estruturas diferentes, são utilizados os Modelos de
Dados (MD).
Os MD auxiliam na padronização da comunicação com serviços e aplicações interessadas
em consumir as informações de sensores e executar ações em atuadores em redes IoT.
Grandes empresas já notaram o grande problema que esta falta de uniformidade causa, e
assim surgiram iniciativas como a Open Connectivity Foundation4. Esta é uma das maiores
iniciativas para padronização da informação, possuindo um banco de dados em versão inicial
já disponível na Internet, o oneIoTa5. Outras iniciativas também já tentam padronizar seus
modelos de dados, como o AllJoyn da Allseen Alliance6, que utiliza formatos em XML para
especificar seus DMs, um exemplo pode ser visualizado no Código 4.1. Neste trabalho, foi
utilizado o banco de dados da OCF em virtude da sua facilidade de integração, popularidade
da iniciativa, e acervo já existente de DMs disponíveis. Trabalhos que utilizam o oneIoTa
ainda são escassos na literatura, visto que o mesmo teve suas versões iniciais divulgadas
apenas no ano de 2016.
Código Fonte 4.1: Modelo de Dados do AllJoyn para uma porta inteligente.
<node >
< i n t e r f a c e name=" org . a l l s e e n a l l i a n c e . door ">
< p r o p e r t y name=" L o c a t i o n " t y p e =" s " / >
< p r o p e r t y name="Open " t y p e =" b " / >
< s i g n a l name=" Pe r so nP a s s ed T hr ou g h ">
< a r g name="Who" t y p e =" s " / >
</ s i g n a l >
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< a r g name="Open " t y p e =" b " / >
</ method >
</ i n t e r f a c e >
</ node >
O Modelo de Dados é utilizado para padronizar dispositivos que possuem características
semelhantes. Na Figura 4.6 podemos notar três lâmpadas diferentes, onde duas delas são do
mesmo modelo, mas uma terceira, possivelmente de outra fabricante, utiliza uma outra ma-
neira de estruturar os mesmos dados que são compartilhados entre os 3 modelos de lâmpadas.
O modelo de Lâmpada Regulável, surge para generalizar as características semelhantes as
3 lâmpadas e organizar as informações para que serviços e aplicações que desejam utilizar
lâmpadas deste modelo, consigam se comunicar com elas sem o conhecimento prévio das
características intrínsecas de cada uma delas.
Figura 4.6: Categoria de modelos de dados para um mesmo dispositivo
No Código 4.2 é mostrada a definição simplificada de um modelo para sensores de tem-
peratura feita pela Open Connectivity Foundation7. No inicio, é evidenciado o título do
modelo, no campo title, em formato legível a usuários finais. Em seguida, temos a definição
do modelo de dados caracterizado pela sua identificação única, oic.r.temperature. Dentro
dela, é possível visualizar que se trata de um objeto, que possui a propriedade temperature
de um tipo simples numérico. Mais detalhes do formato dos modelos de dados da OCF
7https://openconnectivity.org/
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podem ser encontrados no site do oneIoTa8.
Código Fonte 4.2: Definição de um modelo de dados simplificado da Open Connectivity
Foundation.
{
" schema " : " h t t p : / / j son−schema . o rg / d r a f t −04/ schema # " ,
" d e s c r i p t i o n " : " C o p y r i g h t ( c ) 2016 Open C o n n e c t i v i t y Founda t ion , I n c .
A l l r i g h t s r e s e r v e d . " ,
" t i t l e " : " Tempera tu r e " ,
" d e f i n i t i o n s " : {
" o i c . r . t e m p e r a t u r e " : {
" t y p e " : " o b j e c t " ,
" p r o p e r t i e s " : {
" t e m p e r a t u r e " : {
" t y p e " : " number " ,





" t y p e " : " o b j e c t " ,
" a l l O f " : [
{" $ r e f " : " o i c . c o r e . j s o n # / d e f i n i t i o n s / o i c . c o r e " } ,
{" $ r e f " : " o i c . b a s e R e s o u r c e . j s o n # / d e f i n i t i o n s / o i c . r . b a s e r e s o u r c e " } ,
{" $ r e f " : " # / d e f i n i t i o n s / o i c . r . t e m p e r a t u r e "}
] ,
" r e q u i r e d " : [ " t e m p e r a t u r e " ]
}
Além disso, aplicações que possuam conhecimento mais específico, podem também fazer
uso de propriedades e funcionalidades únicas do fabricante que podem não ser características
genéricas da categoria do aparelho, graças a hierarquização e multiplicidade dos modelos de
dados que um único dispositivo pode ter. Por exemplo, um sensor que captura temperatura




Código Fonte 4.3: Utilização do modelo de temperatura no formato JSON.
{
" i d " : " u n i q u e _ e x a m p l e _ i d " ,
" t e m p e r a t u r e " : 1 8 . 0
}
A definição mostrada no Código 4.2 se trata de uma descrição de como os serviços in-
teressados devem processar os dados que se enquadram naquele modelo de dados. Já no
Código 4.3 é possível visualizar um exemplo da utilização de dados de temperatura, estrutu-
rados de maneira que se encaixe na definição mostrada anteriormente.
As abstrações nestes formatos podem ser facilmente processadas e utilizadas por siste-
mas, mesmo que novos dispositivos sejam incorporados no mercado com o passar do tempo.
4.3 Funcionamento
Nesta seção, iremos descrever alguns fluxos de dados comumente utilizados dentro da infra-
estrutura proposta neste trabalho.
4.3.1 Descoberta, Desconexão e Eventos Sensoriais
Para ilustrar o fluxo de descoberta, a Figura 4.7 apresenta a sequência de passos necessários
para que o sistema reconheça um novo dispositivo conectado. No passo 1, quando um novo
sensor conecta-se na WSAN, o gateway recebe a requisição na tecnologia de comunicação
utilizada (por exemplo, ZigBee ou Bluetooth) e encapsula a informação em um formato pa-
dronizado. No passo 2, o gateway envia o novo pacote, em conjunto com as características
do nó conectado, para o IoT Device Intermediator via TCP/IP. Cloud Devices possuem a
capacidade de encapsular seus dados no formato apropriado e enviar diretamente suas infor-
mações, sem a necessidade de dois passos nesta etapa inicial.
Finalmente, no passo 3, o IoT Device Intermediator encaminha o evento para serviços
interessados, no caso da nossa infraestrutura básica, a mensagem é reenviada para o Device
Manager. Ao chegar neste último componente, ele pode guardar o estado deste novo dis-
positivo em seu banco de dados, para assim evitar novas requisições ao receber chamadas
REST.
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Figura 4.7: Fluxo de mensagens para descoberta de novos dispositivos.
O fluxo para a desconexão e eventos sensoriais é bastante semelhante, as únicas mudan-
ças ficam em sua semântica e no conteúdo das mensagens trocadas.
4.3.2 Ativação de um Atuador
A Figura 4.8 ilustra o fluxo para aplicações ou serviços invocarem uma ação de um atuador.
Assim como no fluxo anterior, o middleware age como um intermediador para tradução de
informações e controle do fluxo de mensagens.
Inicialmente, a aplicação deve estruturar suas informações baseadas no Modelo de Dados
utilizado pelo middleware. Em seguida, no passo 2, o serviço ou aplicação envia a ação atra-
vés de uma API Web para o Device Manager, que transcreve a mensagem para um formato
interno padrão. No passo 3, as informações da ação são encaminhadas para o IoT Device
Intermediator via TCP/IP, que já no passo 4, encaminha a ação para o gateway, ou Cloud
Device. Caso o dispositivo final se encontre em uma rede interna, o gateway faz a tradução
de informações para o formato apropriado (ie. Bluetooth), e a envia para o receptor final.
Cloud Devices que recebem o pacote diretamente do IoT Device Intermediator, são capazes
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de processar as informações e executar a ação final.
Figura 4.8: Fluxo de mensagens para execução de ação em um atuador.
4.4 Considerações Finais do Capítulo
No início deste capítulo, os objetivos da arquitetura foram apresentados. Em seguida, foram
expostos os detalhes da arquitetura que satisfaz os objetivos mencionados anteriormente,
seus principais atores e a comunicação entre eles. Por fim, é especificado o funcionamento de
alguns dos fluxos mais utilizados na arquitetura, com o objetivo de exemplificar, em detalhes,
cada uma das etapas que a arquitetura executa para realizar fluxos comuns de middlewares
para a Internet das Coisas, como o de descoberta, envio de eventos, entre outros.
Ao final deste Capítulo, pode-se observar uma arquitetura que planeja satisfazer os ob-
jetivos citados anteriormente. A utilização do IoT Device Intermediator em conjunto com
outros componentes pretende lidar com o grande volume de dados que as WSANs enviam,
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oferecer suporte a mecanismos de auto-organização e também auxiliar no suporte a desco-
berta e uso de dispositivos. Modelos de Dados são utilizados para oferecer oferecer transpa-
rência, abstrair camadas inferiores e auxiliar na integração com outros sistemas que utilizam
os mesmos modelos de dados padrões. Finalmente, a interoperabilidade com vários dispo-
sitivos é atingida através do uso de gateways na borda das WSANs, fazendo o intermedio
e tradução de suas informações, quando necessário, para comunicação com o IoT Device
Intermediator.
Baseado na proposta para atingir os requisitos citados, foi realizada uma avaliação, a fim
de verificar se a arquitetura consegue de fato cumprir os objetivos elencados no inicio do
Capítulo. Está avaliação será apresentada na próxima sessão.
Capítulo 5
Avaliação da Arquitetura
Nas próximas seções será descrita a concretização da infraestrutura proposta. Primeiro, serão
enunciadas as tecnologias utilizadas e como elas foram integradas para formar o middleware.
Em seguida, será descrito o fluxo de mensagens utilizando as tecnologias empregadas. Por
fim, os experimentos executados para avaliar a arquitetura são discutidos.
5.1 Avaliação do Middleware
Para concretizar a infraestrutura proposta, foi empregado em sua base o UPnP (Universal
Plug and Play) [22]. O UPnP possui hoje um grande número de dispositivos já prontos para
serem utilizados, entre eles, sensores, settop boxes e stereo systems. Além disso, a tecnologia
está sendo cada vez mais incorporado dentro do meio IoT. Desde 2016, o UPnP foi integrado
a uma das iniciativas mais promissoras para a padronização da comunicação na IoT, a OCF1
(Open Connectivity Foundation).
Tendo na sua lista de membros empresas como Intel, Samsung, Cisco, Microsoft, Qual-
comm entre outras, a OCF é um dos maiores projetos com o objetivo de projetar uma especi-
ficação para possibilitar a comunicação entre bilhões de dispositivos que estarão conectados
a Internet das Coisas. Apesar de ainda estar em fase de desenvolvimento, já é possível notar
em parte de sua padronização, especificações provenientes do UPnP2. Além disso, a inici-
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utilizam as especificações do UPnP.
O UPnP foi escolhido neste trabalho devido a sua capacidade de integração com dispo-
sitivos no mercado que já possuem suporte à certificação, além de possuir comunidade ativa
em seu desenvolvimento.
Com as informações do UPnP/UPnP+ introduzidas no Capítulo 2, é possível realizar um
mapeamento entre a arquitetura proposta nesse trabalho e o UPnP+, como apresentado na
Tabela 5.1.
O Intermediator da arquitetura apresentada no Capítulo 4 fica mapeado a um servidor
UPnP Cloud, que é um servidor que utiliza o XMPP4 (Extensible Messaging and Presence
Protocol). Já os Cloud Devices e Gateways do Capítulo 4, podem ser vistos como UPnP
Cloud Devices, que são dispositivos capazes de comunicar-se diretamente com o servidor
XMPP, e por isso devem ser mais robustos.
Componente da Infraestrutura Mapeamento para UPnP+
Intermediator UPnP Cloud (XMPP)
Cloud Device UPnP Cloud Device
Gateway UPnP Cloud Device
Device Manager UPnP Cloud Service
Tabela 5.1: Tabela de mapeamento para UPnP+.
Para a avaliação da nossa arquitetura utilizando UPnP e UPnP+, foi utilizado o ejabberd
16.165 para o servidor XMPP definido para a UPnP Cloud. Já para o desenvolvimento da
API Web, foi utilizado um servidor em Java, utilizando as bibliotecas Jersey6 para a API
REST, e Smack 4.1.57 para a comunicação com o servidor XMPP.
5.1.1 Caso de Uso
Com o objetivo de demonstrar o uso da arquitetura, um caso de uso foi definido para exem-
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O caso de uso definido neste trabalho envolve o monitoramento de temperatura corporal.
Para isso, foram simulados sensores com especificações diferentes, que capturam tempera-
tura do corpo humano. O sensor mais simples captura apenas informações da temperatura,
enquanto um sensor mais complexo consegue capturar tanto as informações do sensor mais
simples mas também a localização de onde a temperatura foi medida. Ambos os sensores
são utilizados para calcular uma temperatura mais precisa do corpo humano, baseada em
múltiplas fontes de dados.
Para a demonstração do caso de uso definido foi implementada a Nuvem UPnP+, que se
comunica com dispositivos através do protocolo XMPP e os expõe através de uma interface
REST. Os sensores foram simulados através de uma aplicação Android que atua como um
Cloud Device trocando dados tal como os dispositivos UPnP. A seguir são apresentados mais
detalhes das implementações.
5.1.2 Nuvem UPnP+
Esta implementação teve como base o exemplo criado pela TP Vision8 para Android9. A
empresa criou aplicativos Android que utilizavam UPnP+ na nuvem para intermédio da co-
municação. Um dos aplicativos funciona como simulador de uma lâmpada, e outro como
um controlador da lâmpada.
Como os exemplos foram criados no final de 2013, algumas bibliotecas estavam desatu-
alizadas, e por isso uma migração foi necessária para utilizar suas novas versões e também a
conversão para utilizar serviços baseados inteiramente em Java SE, em vez de Android.
A implementação do UPnP+ foi dividida em 3 módulos principais:
• Módulo REST;
• Módulo de Comunicação XMPP;
• Módulo de Modelagem.
O módulo XMPP utiliza a biblioteca Smack 4.1.5 para comunicar-se com o servidor
XMPP. O mesmo é composto em sua grande maioria por objetos que tem por objetivo con-
verter, processar e encapsular objetos para o formato XMPP.
8http://www.tpvision.com/
9https://bitbucket.org/gmekenkamp/upnp-smgt
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Os modelos do sistema são criados e gerenciados pelo módulo de modelagem. Seus
gerenciadores são responsáveis por encapsular os dispositivos UPnP em objetos Java.
Por fim, o módulo REST é responsável por manter o serviço Web disponível para aplica-
ções externas. Um outro componente importante deste módulo é o de transcrição de dados
para o oneIoTa. Quando visualizados pela API REST, os dispositivos tem suas informações
estruturadas seguindo os modelos de dados padrões em formato JSON (JavaScript Object
Notation).
Sequência de ações ao encontrar novo dispositivo
Para exemplificar o funcionamento da Nuvem UPnP+, a Figura 5.1 ilustra um exemplo da
troca de informações entre o módulo XMPP, o UPnP Manager, que é utilizado pelo mó-
dulo REST, e o Device Description Fetcher, parte do módulo de Modelagem. As entidades
envolvidas no fluxo apresentado fazem parte da implementação do Device Manager neste
trabalho.
Figura 5.1: Diagrama de sequência de um novo dispositivo.
No passo 1, o sistema recebe uma mensagem de presença XMPP com a disponibilidade
de um novo dispositivo na rede. Em seguida, no passo 2, o UPnP Manager requisita ao De-
vice Description Fetcher para obter mais informações do dispositivo. Este, por sua vez, cria
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um modelo básico do dispositivo, apenas com as informações disponíveis naquele momento,
mostrado no passo 3. Em seguida, na quarta etapa, requisita ao dispositivo sua descrição
detalhada por meio do módulo XMPP. Ao receber a resposta, no passo 5, ele preenche a
entidade criada previamente com os novos detalhes, na etapa 6, e finalmente no passo 7, a
envia ao UPnP Manager, entidade que gerencia os dispositivos UPnP, e tem contato direto
com o módulo REST.
Captação de dados de sensores
Para seguir a especificação definida pelo IoT Management and Control do UPnP, sensores
devem possuir na sua descrição XML a ação ReadSensor, que realiza a leitura de dados ao
ser invocada [48]. Esta ação recebe como parâmetros o sensor específico do dispositivo e
retorna os valores mais atuais que foram capturados pelo aparelho. O fluxo de dentro do
Device Manager, implementado neste trabalho, pode ser visualizado na Figura 5.2 e tem o
envolvimento do Módulo XMPP, o UPnP Manager e o BaseSensorPooling, parte do módulo
de Modelagem.
Figura 5.2: Diagrama de sequência da requisição de dados de um sensor.
Primeiro, assim que um novo sensor é registrado, o módulo UPnP Manager envia uma
mensagem ao BaseSensorPooling para que ele faça a atualização dos dados. O BaseSensor-
Pooling tem por objetivo fazer as requisições dos dados de sensores e as manter sempre no
estado mais atualizado. Para isso, ele utiliza o mecanismo de Pooling, que faz requisições
durante um período fixo de tempo para que os dados não fiquem desatualizados por muito
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tempo. Quando chega o momento de requisitar novos dados, o BaseSensorPooling cria uma
requisição de invocação da ação ReadSensor, mostrado no passo 2, com as informações do
sensor registrado pelo UPnP Manager. Essa mensagem é encaminhada via XMPP para o
dispositivo através do servidor XMPP. Quando o aparelho recebe a mensagem, ele processa
as informações e envia como resposta os dados mais recentes do sensor, como mostrado no
passo 3, que então é recebido no BaseSensorPooling, e finalmente no passo 4, é enviado ao
UPnP Manager para atualização dos dados disponíveis a aplicações e serviços na Internet.
No passo 5, é mostrado como funciona a etapa de Pooling, que faz repetir a sequência de
passos anteriores.
Uma oportunidade para trabalhos futuros será avaliar a utilização do UPnP com GENA10
(General Event Notification Architecture), que retira a necessidade de requisições da nuvem
para cada dispositivo. Utilizando este princípio, os dispositivos enviam seus novos valores
no momento em que eles forem capturados, evitando assim tráfego desnecessário na rede
quando não existirem dados novos.
API REST
Com o objetivo de expor os dispositivos na Internet, foi criada uma interface Web para utili-
zação dos aparelhos por serviços externos.
A interface foi desenvolvida seguindo os padrões REST (Representational State Trans-
fer), com um modelo de representação no formato JSON, para uma melhor adequação aos
padrões Web atuais e a modelagem feita pelo oneIoTa.
Endpoint Descrição simples
/devices/all Lista dispositivos conectados na rede.
/devices?id=XID Mostra detalhes do dispositivo com ID=XID
Tabela 5.2: Tabela mostrando os endpoints da API REST desenvolvida.
A Tabela 5.2 evidencia a descrição dos endpoints mais importantes da API. O primeiro
endpoint lista todos os dispositivos conectados para que serviços externos possam tomar
conhecimento dos recursos disponíveis naquele momento. Um exemplo de resposta para
10https://tools.ietf.org/html/draft-cohen-gena-p-base-01
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este endpoint pode ser visto no Código Fonte 5.1. As informações mais relevantes apre-
sentadas para cada dispositivo são seu código de referência único, chamado de ID, e o
modelo de dados que ele se enquadra. Para o exemplo da requisição, temos sensor de
ID “382a2eec8f2f3efbb2981db382ebff4c” que se enquadra no modelo de dados oneIoTa
“oic.r.temperature.json”. Os identificadores gerados por este middleware são funções MD5
dos metadados dos dispositivos, como UUID, e outros. Estas informações quando colocadas
em conjunto, podem identificar unicamente um sensor UPnP, mesmo que o mesmo esteja
sendo utilizado em conjunto com outros em um mesmo dispositivo físico.
Código Fonte 5.1: Exemplo de requisição para endpoint /devices/all
1 Reques t :
2 GET / d e v i c e s / a l l HTTP / 1 . 1
3 Host : l o c a l h o s t :8080
4 C o n n e c t i o n : c l o s e
5 User−Agent : Paw / 3 . 0 . 6 ( Mac in tosh ; OS X/ 1 0 . 1 1 . 6 ) GCDHTTPRequest
6
7 Response :
8 HTTP / 1 . 1 200 OK
9 Conten t−Type : a p p l i c a t i o n / j s o n
10 C o n n e c t i o n : c l o s e
11 Conten t−Length : 87
12
13 {
14 " d e v i c e s " : [
15 {
16 " i d " : "382 a 2 e e c 8 f 2 f 3 e f b b 2 9 8 1 d b 3 8 2 e b f f 4 c " ,




O segundo endpoint descreve em detalhes um dispositivo a partir do seu modelo de dados.
Neste método da API, é necessário o envio do identificador único do aparelho a ser descrito.
Um exemplo de requisição é descrita no Código Fonte 5.2. É mostrado o identificador do
dispositivo, um identificador do modelo de dados utilizado para estruturar suas informações,
e finalmente, os dados do aparelho. Neste exemplo, temos um aparelho que segue o modelo
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de dados de um sensor de temperatura simples. A definição deste modelo de dados é descrita
no Código Fonte 4.2.
Código Fonte 5.2: Exemplo de requisição para endpoint /devices?id=XID
1 Reques t :
2 GET / d e v i c e s ? i d =382 a 2 e e c 8 f 2 f 3 e f b b 2 9 8 1 d b 3 8 2 e b f f 4 c HTTP / 1 . 1
3 Host : l o c a l h o s t :8080
4 C o n n e c t i o n : c l o s e
5 User−Agent : Paw / 3 . 0 . 6 ( Mac in tosh ; OS X/ 1 0 . 1 1 . 6 ) GCDHTTPRequest
6
7 Response :
8 HTTP / 1 . 1 200 OK
9 Conten t−Type : a p p l i c a t i o n / j s o n
10 C o n n e c t i o n : c l o s e
11 Conten t−Length : 104
12
13 {
14 " i d " : "382 a 2 e e c 8 f 2 f 3 e f b b 2 9 8 1 d b 3 8 2 e b f f 4 c " ,
15 " t y p e " : " o i c . r . t e m p e r a t u r e . j s o n " ,
16 " body " : {
17 " t e m p e r a t u r e " : "−20.9"
18 }
19 }
5.1.3 Simulação de Dispositivos
Como sensores que possuem suporte ao UPnP Cloud ainda não estão disponíveis no mer-
cado, este trabalho utiliza a simulação através de um aplicativo Android para gerar dados tal
como um sensor UPnP.
Para o desenvolvimento do simulador, foi tomado como base os exemplos contidos no
repositório da comunidade UPnP11. Os dispositivos simulados no código da comunidade fo-
ram feitos utilizando o framework Qt12, que utiliza C++ como linguagem base, e por isso
foi necessária uma ampla migração para utilizar serviços Android, em Java, e bibliotecas
11https://github.com/upnpforum
12https://www.qt.io/
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semelhantes. Além disso, módulos do código criado pela TP Vision, mencionados no desen-
volvimento do middleware, também foram utilizados para modelagem dos sensores.
Figura 5.3: Tela de seleção do aplicativo para simular sensores.
O aplicativo foi criado para simular dois dispositivos, os quais podem ser ilustrados atra-
vés da captura de tela apresentada na Figura 5.3. Para isso, foram selecionados os sensores
de temperatura simples e temperatura corporal. O primeiro gera, em intervalos fixos, valores
aleatórios para temperatura. O segundo, além de gerar dados tal como o primeiro, também
gera um valor de localização no corpo humano para identificar onde o valor de temperatura
foi capturado. Para o simulador construído, as localizações de exemplo definidas foram:
boca, testa e orelhas.
Os valores gerados são colocados dentro de DataItems, que são elementos dentro de
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arquivos de descrição detalhados na especificação IoT Management and Control do UPnP
[48], que são posteriormente enviados para o middleware, que verifica o tipo de dispositivo
e converte os valores dos DataItems para o modelo de dados oneIoTa. Na Figura 5.4 é
apresentada uma captura de tela do aplicativo com um sensor de temperatura conectado ao
servidor XMPP.
Figura 5.4: Captura de tela exibindo o sensor simulado conectado e seu valor atual.
A partir do momento que o simulador está conectado, os fluxos de descoberta, descritos
a seguir, acontecem e os dados gerados se tornam disponíveis para serem acessados.
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5.1.4 Fluxo de Mensagens
Nesta seção serão apresentados os fluxos de mensagens mais utilizados na arquitetura desen-
volvida. Os testes foram executados em um computador com OS X 10.11, processador Intel
i7 3GHz e 8GB de memória RAM, os pacotes foram capturados utilizando o Wireshark13
2.0.5. Toda a comunicação é feita sobre o protocolo TCP/IP. Para fins explicativos, apenas
mensagens que contêm conteúdo XMPP em seu corpo foram analisadas a seguir.
Descoberta e Desconexão
A descoberta é definida como a ação do dispositivo em entrar na lista de aparelhos no mid-
dleware, ficando disponível para utilização. Este fluxo envolve uma autenticação inicial com
o servidor XMPP, o envio da presença para o Device Manager, a requisição da descrição e
finalmente, sua resposta.
Logo depois do servidor XMPP registrar um novo dispositivo, uma notificação de pre-
sença é enviada ao Device Manager. O corpo desta requisição é apresentada no Código Fonte
5.3: na linha 1 é possível ver o tipo da requisição presence, enquanto na linha 2 é possível
ver o nome do sensor. Na resposta, é feita uma requisição de sua descrição, que finalmente
é respondida com mais detalhes sobre o sensor. Um exemplo de requisição utilizada nos
testes pode ser visualizada no Código Fonte 5.4: a tag GetValuesResponse na linha 5 indica
a resposta para a requisição, e no seu corpo, na linha 7, temos a descrição do dispositivo, que
foi omitida do Código Fonte 5.4 por questões de simplicidade.
Código Fonte 5.3: Requisição de presença de um novo dispositivo para Device Manager.
1 < p r e s e n c e from=’test@brigadeiro.local/urn:schemas-upnp-
org:device:SensorManagement:1:uuid:6e151c45-1b2a-4c29-aad2-27
e342e0885b’ t o =’test@brigadeiro.local/WebAPI’ i d =’UuVoH-4’>
2 < s t a t u s > Tempera tu r e Se nso r < / s t a t u s >
3 < p r i o r i t y >42< / p r i o r i t y >
4 < / p r e s e n c e >
Ao final deste fluxo, o dispositivo fica disponível na listagem feita através da API Web.
As informações relacionadas aos dados capturados ainda não se tornam acessíveis neste
momento, apenas após uma leitura de dados estes dados se tornam disponíveis.
13https://www.wireshark.org/
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Código Fonte 5.4: Resposta de requisição de detalhes proveniente de sensor.
1 <? xml v e r s i o n ="1.0" e n c o d i n g ="UTF-8"?>
2 < i q i d ="FALi4-15" t o ="test@brigadeiro.local/WebAPI" from="test@brigadeiro
.local/urn:schemas-upnp-org:device:SensorManagement:1:uuid:6e151c45-1
b2a-4c29-aad2-27e342e0885b" t y p e ="result">
3 < s : E n v e l o p e x m l n s : s ="http://schemas.xmlsoap.org/soap/envelope/" xmlns=
"upnpcloud" s : e n c o d i n g S t y l e ="http://schemas.xmlsoap.org/soap/
encoding/">
4 <s:Body >
5 < u : G e t V a l u e s R e s p o n s e xmlns :u ="GetValues">
6 < P a r a m e t e r V a l u e L i s t >
7 . . . Device D e s c r i p t i o n XML Encoded . . .
8 < / P a r a m e t e r V a l u e L i s t >
9 < / u : G e t V a l u e s R e s p o n s e >
10 < / s :Body >
11 < / s : E n v e l o p e >
12 < / i q >
O fluxo de desconexão é bastante similar, sendo necessária apenas uma mensagem no
formato XMPP mudando o estado de presença do dispositivo. O Código Fonte 5.5 apresenta
um exemplo do corpo da mensagem.
Código Fonte 5.5: Requisição de desconexão.
1 < p r e s e n c e i d ="0 JPzG−15" t y p e =" u n a v a i l a b l e " > </ p r e s e n c e >
Após o informe do dispositivo, a mensagem é encaminhada pelo servidor XMPP para
todos os dispositivos interessados. O Device Manager ao receber a mensagem, retira da lista
o dispositivo para que ele não possa mais ser acessado por aplicações ou serviços.
Leitura de dados do sensor
Para que as informações capturadas pelo sensor estejam disponíveis à usuários finais, elas
precisam ser lidas previamente. Para que isso aconteça, uma leitura dos dados deve ser
realizada pelo Device Manager.
O fluxo de mensagens para leitura não envolve requisições de autenticação, visto que as
entidades envolvidas já estão conectadas com o servidor XMPP. Seguindo a especificação
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IoT Management and Control do UPnP [48], é necessária a realização de uma invocação de
método chamado ReadSensor e como parâmetro, devem ser especificados os dados relacio-
nados à informação capturada pelo sensor. Um exemplo desta requisição é evidenciada no
Código Fonte 5.6. Pode-se observar na linha 5, a descrição da ação ReadSensor, e nas linhas
6 a 11, os parâmetros de descrição do sensor.
Código Fonte 5.6: Invocação da ação ReadSensor para temperatura.
1 <?xml v e r s i o n = " 1 . 0 " e n c o d i n g ="UTF−8"?>
2 < i q from =" t e s t @ b r i g a d e i r o . l o c a l / WebAPI" t o =" t e s t @ b r i g a d e i r o . l o c a l / u rn :
schemas−upnp−org : d e v i c e : SensorManagement : 1 : uu id : c18b693b−14dd−4107−
a04e−36e823d51f28 " xml : l a n g =" en " i d ="Tq2nF−29" t y p e =" s e t ">
3 <s : Enve lope xmlns : s =" h t t p : / / schemas . xmlsoap . o rg / soap / e n v e l o p e / " xmlns
=" upnpc loud " s : e n c o d i n g S t y l e =" h t t p : / / schemas . xmlsoap . o rg / soap /
e n c o d i n g /" >
4 <s : Body>
5 <u : ReadSensor xmlns : u =" urn : schemas−upnp−org : s e r v i c e :
S e n s o r T r a n s p o r t G e n e r i c :1" >
6 <SensorID >Sensor0001 </ SensorID >
7 < S e n s o r R e c o r d I n f o >& l t ; ? xml v e r s i o n = " 1 . 0 " e n c o d i n g ="UTF
−8"?& g t ;& l t ; S e n s o r R e c o r d I n f o xmlns =" urn : schemas−upnp−
org : smgt : s r e c i n f o " xmlns : x s i =" h t t p : / / www. w3 . org / 2 0 0 1 /
XMLSchema−i n s t a n c e " x s i : s chemaLoca t ion =" urn : schemas−
upnp−org : smgt : s r e c i n f o h t t p : / / www. upnp . o rg / schemas /
smgt / s r e c i n f o . xsd " &g t ;& l t ; s e n s o r r e c o r d&g t ;& l t ; f i e l d
name=" t e m p e r a t u r e " /& g t ;& l t ; / s e n s o r r e c o r d&g t ;& l t ; /
S e n s o r R e c o r d I n f o&g t ; < / S e n s o r R e c o r d I n f o >
8 <SensorURN> urn : upnp−org : smgt−s u r n : t e m p e r a t u r e :
AcmeSensorsCorp−com : A c m e I n t e g r a t e d C o n t r o l l e r :
Tempera tu reCorp : r f 2 1 7 a c r s : moni to r < / SensorURN>
9 <DataRecordCount >1 </ DataRecordCount >
10 < S e n s o r C l i e n t I D > S e n s o r C l i e n t I D S e n s o r 0 0 0 1 </ S e n s o r C l i e n t I D >
11 < SensorDataTypeEnab le >0 </ SensorDataTypeEnab le >
12 </ u : ReadSensor >
13 </ s : Body>
14 </ s : Envelope >
15 </ iq >
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A resposta da requisição é apresentada no Código Fonte 5.7. Na linha 6 é possível ver
o número 20.3, que indica o valor da temperatura para esta leitura. O conteúdo da tag
DataRecords é a resposta da invocação da ação ReadSensor.
Código Fonte 5.7: Resposta da ação ReadSensor para temperatura
1 <?xml v e r s i o n = " 1 . 0 " e n c o d i n g ="UTF−8"?>
2 < i q i d ="Tq2nF−29" t o =" t e s t @ b r i g a d e i r o . l o c a l / WebAPI" from =" t e s t @ b r i g a d e i r o
. l o c a l / u rn : schemas−upnp−org : d e v i c e : SensorManagement : 1 : uu id : c18b693b−14
dd−4107−a04e−36e823d51f28 " t y p e =" r e s u l t ">
3 <s : Enve lope xmlns : s =" h t t p : / / schemas . xmlsoap . o rg / soap / e n v e l o p e / " xmlns
=" upnpc loud " s : e n c o d i n g S t y l e =" h t t p : / / schemas . xmlsoap . o rg / soap /
e n c o d i n g /" >
4 <s : Body>
5 <u : ReadSensorResponse xmlns : u =" ReadSensor ">
6 <DataRecords >& l t ; ? xml v e r s i o n = ’1 .0 ’ e n c o d i n g = ’UTF−8’
s t a n d a l o n e = ’ no ’ ?& g t ;& l t ; Da taRecords x s i :
s chemaLoca t ion =" urn : schemas−upnp−org : ds : d r e c s h t t p : / /
www. upnp . o rg / schemas / ds / d r e c s−v1 . xsd " xmlns : x s i =" h t t p
: / / www. w3 . org / 2 0 0 1 / XMLSchema−i n s t a n c e " xmlns =" urn :
schemas−upnp−org : ds : d r e c s "& g t ;& l t ; d a t a r e c o r d&g t ;& l t ;
f i e l d name=" t e m p e r a t u r e " e n c o d i n g =" a s c i i "& g t ;20 .3& l t ; /
f i e l d&g t ;& l t ; / d a t a r e c o r d&g t ;& l t ; / Da taRecords&g t ; < /
DataRecords >
7 </ u : ReadSensorResponse >
8 </ s : Body>
9 </ s : Envelope >
10 </ iq >
5.1.5 Avaliação de Desempenho
Uma análise de desempenho foi executada para averiguar se a arquitetura proposta pode ter
fins práticos para casos de uso reais. O caso de uso base, para a análise de desempenho,
foi de um monitoramento remoto em tempo real, onde as métricas de atualização e captura
de novos dados são de extrema importância. Um exemplo deste uso é no monitoramento
de pacientes, onde os eventos, como medidas fora das faixas de seguranças, precisam ser
recebidas com velocidade, para que médicos e profissionais da saúde sejam notificados. As
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métricas abordadas por este trabalho foram as mesmas utilizadas em outros trabalhos da
literatura, como o de Bendel [21]. Estas foram: o tempo de atualização, que envolve conexão
e desconexão, e o tempo de captura de novos dados feitos por um sensor.
Em todos os experimentos executados, foi utilizado o middleware desenvolvido e des-
crito neste Capítulo, em conjunto com o aplicativo Android para simulação de sensores. O
ambiente foi simulado em uma única máquina com sistema operacional Ubuntu 15.10, pro-
cessador Intel i7-4790 de 3.60GHz e 32 GB de memória RAM. Um emulador Android foi
utilizado com 1.5GB de RAM disponíveis e a versão Lollipop14 do sistema operacional.
Para simular ambientes reais, a ferramenta NETEM15 versão 1.0.0-2 foi utilizada. O NE-
TEM é um software desenvolvido pela Linux Foundation16 para realizar simulações de redes
reais com o objetivo de testar protocolos de comunicação. Baseado nos valores de referência
contidos nos exemplos da ferramenta, este trabalho utilizou 3 diferentes configurações de
perda de pacotes e atraso, utilizando variações aleatórias e uma pequena correlação na perda
de pacotes para simular packet bursts, que são vários pacotes perdidos sequencialmente.
Foram definidos três cenários diferentes para testar diferentes configurações de redes:
Ambiente sem ruído
Experimentos com esta configuração não tiveram o uso do NETEM.
Ambiente com baixo ruído
Visando simular uma rede real, esta configuração utilizou um atraso de 100ms com
variações de ±30ms com uma perda de pacotes de 1% e correlação de 25%, que
significa que o próximo pacote tem um quarto de probabilidade de perda dado que o
pacote anterior foi perdido.
Ambiente com alto ruído
Para simular uma rede com problemas de conexão, foram utilizados valores de atraso
ainda maiores, com 300ms e variações 100ms, com uma perda de pacotes de 10% e




5.1 Avaliação do Middleware 58
Tempo de Atualização
Para avaliar o tempo de atualização foi realizado um experimento com uma amostra de 70
pontos. O fluxo executado pelo sensor foi de uma simples conexão, uma espera de 20 segun-
dos e em seguida a desconexão com o middleware. Dentro do simulador de sensores foram
capturados timestamps no momento em que é enviada a requisição de conexão e desconexão,
enquanto no middleware, os timestamps foram registrados no momento em que o sensor se
torna disponível e indisponível na API Web.
A Figura 5.5 apresenta um boxplot com todos os 70 pontos capturados, em ambiente sem
ruído, para a duração em que o dispositivo leva para iniciar o processo de conexão e estar
disponível para aplicações e serviços. Pode-se notar uma baixa variação dos dados no valor
mediano de 0,723 segundos.
Figura 5.5: Boxplot com valores para tempo de descoberta de um sensor simulado em ambi-
ente sem ruído.
A faixa da duração ficou entre 0,717 e 0,736 segundos, enquanto o 1o quartil e 3o quartil
entre 0,721 e 0,726 segundos, o que significa que metade dos valores capturados se encon-
tram dentro dessa faixa. O histograma da Figura 5.6, mostra por uma outra perspectiva a
distribuição de frequência dos valores capturados. Pode-se ver que os valores na faixa de
0,720 e 0,727 possuem uma frequência maior.
A duração de desconexão foi realizada no mesmo experimento, e por isso foi capturada
a mesma quantidade de 70 pontos. O boxplot dos dados é evidenciado na Figura 5.7. Nele,
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Figura 5.6: Histograma com valores para tempo de descoberta de um sensor simulado em
ambiente sem ruído.
é possível notar uma maior frequência dos dados em torno da média de 0,076 segundos.
A faixa de duração teve seus valores entre o mínimo de 0,074 e 0,087 segundos. A maior
concentração dos dados ficou entre o 1o e 3o quartil, de valores 0,075 e 0,077.
Figura 5.7: Boxplot com valores para tempo de desconexão de um sensor simulado em am-
biente sem ruído.
No histograma evidenciado na Figura 5.8 é possível visualizar a frequência dos dados em
torno da média. Pouquíssimos valores se afastam do centro de concentração, com frequên-
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cias abaixo até mesmo dos 5 pontos.
Figura 5.8: Histograma com valores para tempo de desconexão de um sensor simulado em
ambiente sem ruído.
A fim de simular ambientes reais, também foram executados testes no ambiente simulado
com baixo ruído. Neste experimento, houve a captura de 70 pontos. A Figura 5.9 apresenta
um boxplot com os valores capturados.
Figura 5.9: Boxplot com valores para tempo de descoberta de um sensor simulado em um
ambiente com pouco ruído.
A média neste experimento teve o valor de 2,418 segundos, e faixas de valores entre
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2,218 e 2,595. O 1o quartil foi de 2,380 e 3o quartil de 2,460.
Um boxplot com o resultado do experimento, utilizando a configuração de alto ruído, é
exposto pela Figura 5.10.
Figura 5.10: Boxplot com valores para tempo de descoberta de um sensor simulado em um
ambiente com alto ruído.
É possível notar que os valores estiveram entre a faixa de 4,977 e 8,061, na média de
6,045, 1o quartil de 5,570 e 3o quartil de 6,528, todos os valores são dados em segundos.
Finalmente, temos a simulação de ambientes para o tempo de desconexão. Primeiro,
é apresentado pelo boxplot da Figura 5.11, os resultados da captura de 70 pontos em um
ambiente de baixo ruído.
Para a desconexão em ambiente de baixo ruído, os valores tiveram uma média de 0,740
segundos, valor mínimo de 0,685, máximo de 0,787, 1o quartil em 0,725 e 3o quartil em
0,757.
Já para o ambiente com alto ruido, a faixa ficou entre 0,666 e 0,984, com média de 0,807,
1o quartil de 0,752 e 3o quartil de 0,851.
A partir dos dados apresentados, pode-se notar que o tempo de atualização, para ambi-
entes sem ruídos, em ambos os casos se encontram abaixo dos 1000ms. Já para a simulação
de ambientes reais com pouco ruído, que pode ser considerado um caso mais comum para
redes WAN (Wide Area Network), encontramos valores abaixo dos 3000ms, indicando que o
sistema pode ser utilizado por aplicações de monitoramento remoto de pacientes em tempo
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Figura 5.11: Boxplot com valores para tempo de desconexão de um sensor simulado em um
ambiente com pouco ruído.
Figura 5.12: Boxplot com valores para tempo de desconexão de um sensor simulado em um
ambiente com alto ruído.
real [49]. Estas informações evidenciam que não existe grande atraso por influência do mid-
dleware intermediário.
Nos experimentos de simulação de um ambiente com alto ruído, que são considerados
casos extremos, o middleware foi capaz de completar todas as requisições, indicando que o
experimento conseguiu lidar bem com as perdas em bursts.
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Leitura de Dados
Para a avaliação do desempenho da leitura dos dados, foi utilizado o fluxo de invocação da
ação ReadSensor que é executada pelo Device Manager no padrão Pooling. Este padrão faz
com que este fluxo seja executado repetidamente em um tempo definido, para que os dados
sejam atualizados.
O fluxo avaliado a seguir também é o mesmo utilizado para invocar ações em atuadores,
visto que os mesmos também utilizam o mesmo mecanismo de Invoke para receber instru-
ções.
Nos três ambientes simulados, a sequência a seguir obteve 119 valores capturados para a
duração do momento em que a ação é invocada, e da chegada de sua resposta, contendo os
valores requisitados. A Figura 5.13 apresenta um boxplot com o experimento no ambiente
simulado sem ruído. É possível notar uma variação baixa dos valores em torno da média de
0,007 segundos. O 1o e o 3o quartil tiveram valores de 0,005 e 0,008 respectivamente.
Figura 5.13: Boxplot com valores para tempo de invocação da ação ReadSensor em ambiente
sem ruído.
O histograma da Figura 5.14 apresenta a frequência dos valores, entre as faixas do valor
máximo de 0,029 e mínimo de 0,004 segundos. Poucos valores se distanciaram da média e
teve sua maior concentração nos valores mais próximos do mínimo.
Na Figura 5.15 é apresentado o boxplot dos resultados em ambiente com pouco ruído.
A média teve um valor de 0,402 segundos, o valor máximo de 0,478, mínimo de 0,318, 1o
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Figura 5.14: Histograma com valores para tempo de invocação da ação ReadSensor em
ambiente sem ruído.
quartil em 0,376 e 3o quartil em 0,429.
Figura 5.15: Boxplot com valores para tempo de invocação da ação ReadSensor em ambiente
com pouco ruído.
Nos experimentos utilizando a configuração do ambiente com alto ruído, a média ficou
em 1,286, entre as faixas de 0,950 e 2,373, 1o quartil de 1,138 e 3o quartil 1,312. Estes
resultados podem ser visualizados no boxplot da Figura 5.16.
Como apresentado nos dados anteriores, a leitura e invocação de ações em ambiente
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Figura 5.16: Boxplot com valores para tempo de invocação da ação ReadSensor em ambiente
com alto ruído.
sem ruído é realizada abaixo dos 50ms, destacando ainda mais sua utilização por aplicações
de tempo-real e facilitando para aplicações que exijam que comandos de execução sejam
tomados rapidamente por atuadores e também a rápida atualização dos dados provenientes
de sensores.
Os resultados para ambientes simulados de baixo ruído ainda obtiveram uma duração
abaixo dos 1000ms, com uma baixa variação de valores em torno da média. Os ambientes
simulados de alto ruído, tiveram a grande maioria dos seus resultados abaixo dos 2000ms,
apresentando alguns valores mais elevados podendo chegar próximos dos 2400ms, provavel-
mente em casos de packet bursts, em que se foi necessário o reenvio do mesmo pacote mais
de uma vez. Em todos os casos apresentados, o sistema conseguiu completar todas as requi-
sições em tempo abaixo de 3000ms, valor indicado para mudanças no estado do paciente na
especificação IEEE 11073:00101 [49].
Análise de Resultados
A partir dos dados apresentados na seção anterior, é possível notar com facilidade que o
evento de descoberta teve valores bem maiores que os eventos de desconexão e invocação de
ação. Isso é devido ao fluxo de autenticação realizado pelo protocolo XMPP, que pode ser
ainda mais elevado caso seja utilizado encriptação por SSL. Porém, como eventos deste tipo
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são realizados de maneira menos frequente, esses valores mais elevados se tornam viáveis
em implementações com dispositivos reais.
Já os eventos de desconexão e leitura de dados possuem valores bem mais baixos com-
parados a descoberta. Na análise de pacotes realizada em ambientes sem ruídos, é possível
ver que invocações de ações possuem uma troca de apenas 2 pacotes, não sendo necessária
a realização de autenticação ou outros fluxos que acarretam no atraso da ação. O objetivo
primordial desta arquitetura é a utilização destes dispositivos, e por isso possuir o mínimo
esforço na realização do evento de invocação de ação é imprescindível.
Ao final desta análise, podemos concluir que os valores de desempenho estão apropri-
ados para utilização em aplicações de tempo real, mesmo em ambientes de alto ruído. A
especificação IEEE 11073:00101 define até 3000ms para leitura de parâmetros fisiológicos,
que indicam alteração no estado do paciente [49]. Além disso, outros trabalhos como o de
Bendel et tal [21], detalhado no Capítulo 3, obteve um valor médio de 108 ms para leitura de
dados em um ambiente controlado e sem ruído, sugerindo que este trabalho possa obter uma
melhor eficiência se comparado a outras soluções na literatura.
Uma métrica não avaliada nessa análise foi o volume de dados e eventing, apresentado
no Capítulo 3. Para executar está avaliação, bastaria a execução de uma grande quantidade
de dispositivos simulados, afim de estressar o sistema e detectar possíveis falhas e atrasos na
troca de informações.
5.2 Considerações Finais do Capítulo
Neste capítulo foram apresentados detalhes do desenvolvimento do middleware que con-
cretiza a infraestrutura proposta. Inicialmente, foram expostos os detalhes das tecnologias
utilizadas e como elas foram empregadas no desenvolvimento. Em seguida, foi definido um
caso de uso real para a utilização da arquitetura e logo após, foi apresentado o funcionamento
da arquitetura para o exemplo concebido. Posteriormente, o desenvolvimento do simulador
de dispositivos foi apresentado com detalhes do fluxo de mensagens gerados pelo simulador
desenvolvimento. Por fim, foi realizada uma avaliação experimental para analisar o uso do
middleware em ambientes reais e sua influência no tempo de envio da informação transmi-
tida. Uma análise dos resultados do experimento foi apresentada ao final, como fechamento
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do capítulo.
A partir desta análise, pode-se elencar algumas conclusões da arquitetura apresentada




O middleware apresentado neste trabalho tem por objetivo solucionar alguns dos principais
problemas encontrados na integração de dispositivos heterogêneos na IoT. Para isso, foi pro-
posta uma arquitetura que visa integrar aparelhos de diferentes fabricantes, gerenciá-los e
virtualizá-los para que possam ser utilizados por aplicações e serviços na Internet.
A fim de avaliar a proposta, foi implementado um middleware utilizando a especificação
UPnP/UPnP+ com um servidor Java. Para simular os dispositivos, foi criado um aplicativo
Android que simula dois tipos diferentes de sensores de temperatura, para avaliar a abstração
dos dados na plataforma. O modelo de dados oneIoTa foi utilizado para integração com
outras arquiteturas em desenvolvimento como a IoTivity da OCF.
Ao final da avaliação realizada e a partir dos objetivos estipulados no início do Capítulo
4, pode-se concluir, para cada um deles:
Suportar a descoberta e uso de dispositivos aos consumidores de serviços
Este objetivo foi atingido através da execução do caso de uso definido, onde se verifica
a descoberta de novos dispositivos através da interface REST, disponível a consumi-
dores de serviços.
Oferecer transparência de serviços e abstrair camadas inferiores
O middleware implementado neste trabalho trata destas metas por meio da utilização
e exposição de dispositivos através de modelos de dados que utilizam apenas infor-
mações comuns aos mesmos, oferecendo assim a transparência e abstraindo camadas
inferiores. A avaliação também foi realizada através do caso de uso definido, que faz
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a verificação deste requisito.
Oferecer suporte a mecanismos de auto-organização
O componente Iot Device Intermediator, responsável por intermediar a comunicação
com as WSANs, recebe os eventos de conexão e desconexão, e em seguida atualiza
o Device Manager, responsável por prover a interface REST a clientes. Apesar da
arquitetura possuir o suporte a mecanismos de auto-organização, casos de uso mais
complexos são necessários para melhor avaliar este requisito.
Interoperabilidade com uma variedade de dispositivos
Para atingir este objetivo, a arquitetura utiliza a proposta de gateways para a tradução
de informações em um modelo de dados únicos interno a plataforma. Tal como o
requisito anterior, casos de uso utilizando dispositivos reais ainda se fazem necessários
para uma melhor avaliação, apesar do suporte existir na arquitetura.
Lidar eficientemente com grande volume de dados e altas cargas de comunicação
A utilização da tecnologia XMPP no componente IoT Device Intermediator trás uma
proposta de grande eficiência no controle de volumes de dados e altas cargas de co-
municação, tal eficiência também utilizada por grandes empresas, como apresentado
no Capítulo 2. A avaliação feita neste trabalho ainda não foi suficiente para cobrir
este requisito, fazendo-se necessário a execução de novos experimentos contendo uma
maior quantidade de dispositivos gerenciados pelo middleware.
Auxiliar na integração com outros sistemas
Finalmente, o requisito de integração com outros sistemas foi realizado através do
uso de modelos de dados padrões, disponíveis em bancos de dados na Internet. O
caso de uso avaliado verifica a utilização destes modelos de dados. Uma avaliação
mais profunda poderá ser realizada quando novas arquiteturas que utilizem os mesmos
MDs se tornarem disponíveis, tal como o IoTivity1.
O desenvolvimento de soluções para resolver os problemas atacados neste trabalho é




em termos de API para serviços. O diferencial com este trabalho está na tecnologia utilizada
(UPnP), e a maior integração com outras plataformas, como a já mencionada IoTivity.
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6.1 Contribuições
Baseado nos objetivos citados no Capítulo 4, a proposta deste trabalho e seu desenvolvi-
mento, podemos citar as principais contribuições:
Uma arquitetura para virtualizar dispositivos na IoT
A primeira contribuição desse trabalho é a proposta da arquitetura apresentada no Ca-
pítulo 3. A infraestrutura é capaz de lidar com os principais problemas na utilização
de dispositivos IoT: descoberta, oferecer abstração e transparência, ser interoperável,
lidar com grande volume de dados e altas cargas de comunicação, e oferecer suporte
na integração com outras plataformas.
Oferecer uma implementação base para utilização de modelos de dados padrões
Uma das maiores limitações das arquiteturas propostas em outros trabalhos está na
dificuldade de integração com outras arquiteturas. Modelos de dados padrões, como
o oneIoTa, trazem o beneficio de padronizar a comunicação entre as plataformas e fa-
cilitar o desenvolvimento de aplicações e serviços que utilizem múltiplas plataformas.
Este trabalho oferece uma implementação base para que futuros middlewares utilizem
o banco de modelos de dados oneIoTa.
Criação de simuladores para Cloud Devices UPnP+
Uma contribuição indireta deste trabalho foi a criação de simuladores para Cloud Devi-
ces UPnP+. A pequena quantidade de dispositivos com esta característica disponíveis
no mercado ainda é bastante limitada, e por isso simuladores como o desenvolvido
neste trabalho poderão auxiliar desenvolvedores na criação de novas soluções que fa-
çam utilização dos Cloud Devices.
6.2 Trabalhos Futuros
Apesar das contribuições realizadas neste trabalho, promover uma arquitetura para resolver
os problemas enunciados no Capítulo 1 ainda é uma tarefa que exige respostas para questões
em diversas áreas e diferentes testes para comprovar a eficácia da solução. Por este motivo,
como trabalhos futuros propõem-se:
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Casos de uso mais complexos
Middlewares IoT são softwares extremamente complexos que envolvem diversos com-
ponentes e que visam resolver vários problemas. Os casos de uso abordados neste tra-
balho, apesar de cobrirem as funcionalidades mais básicas de middlewares IoT, ainda
não abrangem todos os problemas que foram propostos, como a métrica de volume de
dados e eventing. Para isso, é necessário a concepção de casos de uso mais complexos,
com uma simulação maior de dispositivos diferentes.
Testes em Ambientes Reais
Apesar da simulação feita com perda de pacotes e atrasos, ainda é necessária uma
realização de testes com dispositivos e gateways reais, e o middleware sendo executado
na nuvem, para que possamos ter conclusões ainda mais próximas de um caso de uso
em condições reais.
Integração com outras plataformas
A proposta de integração com outras plataformas que utilizam o banco de modelos
de dados oneIoTa é suportada, mas devido à novidade na tecnologia, ainda não foi
possível realizar testes em aplicativos que integram múltiplas plataformas que façam
uso do oneIoTa.
Segurança
Apesar da plataforma ter em sua base a segurança dos protocolos que ela utiliza, como
SSL, XMPP e outros, testes em segurança não foram realizados, o que pode indicar
que ainda existem vulnerabilidades expostas por esta solução.
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