Abstract. Finite difference schemes in the spatial variable for degenerate stochastic parabolic PDEs are investigated. Sharp results on the rate of Lp and almost sure convergence of the finite difference approximations are presented and results on Richardson extrapolation are established for stochastic parabolic schemes under smoothness assumptions.
Introduction
We consider finite difference schemes to stochastic partial differential equations (SPDEs). The stochastic PDEs we are interested in are linear second order stochastic parabolic equations in the whole R d in the spatial variable. They may degenerate and become first order stochastic or deterministic PDEs. The finite difference schemes which we investigate are spatial discretizations of such SPDEs. One can view them as (possibly degenerate) infinite systems of stochastic differential equations, whose components describe the time evolution of approximate values at the grid points of the solutions to SPDEs. Adapting the approach of [13] we view stochastic finite difference schemes, like in [7] and [3] , as stochastic equations for random fields on the whole R d not only on grids.
Our aim is to investigate the rate of convergence in the supremum norm of the finite difference approximations. We show that under the stochastic parabolicity condition, if the coefficients and the data are sufficiently smooth, then the solutions to the finite difference schemes admit power series expansions in terms of h, the mesh-size of the grid. The coefficients in these power series are random fields, independent of h, and for any p > 0 the p-th moments of the sup norm of the remainder term is estimated by a power of h. This is Theorem 2.2. Hence for h → 0 we get the convergence (and the sharp rate) of the solutions of the finite difference schemes to a random field which is the solution to the corresponding SPDE. Moreover, by Richardson extrapolation we get that the rate of convergence can be accelerated to any high order if one takes appropriate mixtures of approximations corresponding to different grid sizes. In Theorem 2.4 we obtain convergence estimates for any (high) p-th moments of the sup norm of the approximation error. Hence in Theorem 2.5 we get almost sure rate of convergence of the finite difference approximations and of the accelerated approximations in sup norms. Theorems 2.2 and 2.4 are generalisations of the main results, Theorems 2.3 and 2.5 of [3] , which besides the conditions on the smoothness of the coefficients and of the data require also a smooth factorisation condition to be satisfied. Namely, in [3] it is assumed that the matrixã =ã(ω, t, x) from the stochastic parabolicity condition can be written as the product of a sufficiently smooth matrix and its transpose. This assumption, however, may not hold even ifã is an infinitely differentiable nonnegative matrix, and therefore it strongly restricts the applicability of the results of [3] .
The main challenge in the present paper is to estimate the spatial derivatives of the solutions to stochastic finite difference schemes without assuming the smooth factorisation condition. This is achieved by Theorem 4.4.
The method of finite differences is one of the basic methods of solving numerically partial differential equations. The rate of convergence of various finite difference schemes for elliptic and parabolic PDEs have been studied extensively in the literature when the equations are non degenerate, but there are only a few publications dedicated to the numerical analysis of finite difference schemes for degenerate equations. Sharp rate of convergence in sup norm are obtained in [2] for fully discretized degenerate elliptic and parabolic PDEs. The finite difference schemes investigated in [2] are monotone schemes. In [6] for a large class of monotone finite difference schemes (in the spatial variables) power series expansions are obtained and Richardson extrapolation is used to get accelerated schemes for degenerate elliptic and parabolic PDEs. We note that the finite difference schemes we study in the present paper are not necessarily monotone, and our main theorems extend some of the results of [6] to non monotone finite difference schemes for degenerate parabolic PDEs.
About a century ago L.F. Richardson had the idea that the order of accuracy of an approximation method, which depends on a parameter can be dramatically improved if the approximation calculated by the method admits a power series expansion in the parameter. One need only take appropriate linear combinations of approximations corresponding to different proportions of the parameter values to eliminate the lower order terms in the power series to get approximations with accuracy of higher order. Richardson used this idea to solve numerically some PDEs by finite difference methods (see [18] and [19] ). He called his method a deferred approach to the limit. It is often called Richardson extrapolation in numerical analysis. Richardson extrapolation is applied by W. Romberg to the trapezium rule to obtain high order approximations of definite integrals (see [20] ). Since then Richardson extrapolation has been applied to a wide range of numerical approximations. (See, for example, the textbook [17] , the monograph [22] and the survey papers [1] and [12] ). To show that it is applicable to an approximation method to solve numerically a problem under certain conditions one has to show the existence of a suitable power series expansion, which can be quite difficult in some situations. A series expansion for the weak convergence of Euler approximations of SDEs was obtained in [23] and then in a more general setting in [16] . The applicability of Richardson extrapolation to accelerate the convergence of finite difference schemes in the spatial variable for stochastic PDEs was shown in [8] , under the strong stochastic parabolicity condition, and then it was shown in [3] for degenerate SPDEs under the smooth factorisation condition mentioned above. The results from [8] and [3] have been generalised to finite difference schemes in temporal and spatial variables in [10] and [11] .
The paper is organised as follows. In the next section we formulate our main result, Theorem 2.2 on power series expansions for stochastic finite difference schemes. Hence our results on the L p and almost sure rate of convergence of the accelerated schemes, Theorems 2.4 and 2.5, follow easily. In Section 2 we formulate also an existence and uniqueness theorem, Theorem 2.1, for stochastic parabolic (possibly degenerate) equations. Though this result is known from [15] and [8] , we give a new proof of it in Section 4 by construction the solutions to SPDEs via finite difference approximations. In Section 3 we present the technical tools to prove our key estimate, Theorem 4.4 on stochastic finite difference schemes. In Section 5 we prove an existence and uniqueness theorem, Theorem 5.1 for a system of SPDEs by the help of Theorem 2.1. Theorem 5.1 plays a crucial role in identifying the coefficients of the expansion in Theorem 2.2. We prove Theorem 2.2 in Section 6, adapting a method from [7] .
We conclude by introducing some notation. We fix a complete probability space (Ω, F, P ) and an increasing family F = (F t ) t≥0 of σ-algebras F t ⊂ F throughout the paper. We assume that F is right continuous and that F 0 contains all P -zero sets. The σ-algebra of the predictable subsets of Ω × [0, ∞) is denoted by P, and the σ-algebra of the Borel subsets of R d is denoted by B(R d ). The notation |v| means the Euclidean norm of v for vectors v ∈ R d , and it stands for the Hilbert-Schmidt norm of v for matrices v ∈ R d×m . For the standard basis e 1 ,...,e d in R d we use the notation
.., d}, and we use D α = ∂ eα for the identity operator when α = 0. For vectors
For an integer k > 0 the notation |D k ϕ| is used for the Euclidean norm of the vector whose components are (in some ordering) the partial derivatives of ϕ of order k, and |D k ϕ| means |ϕ| for k = 0. For an integer m ≥ 0 we use the notation H m = W m 2 for the Sobolev space defined as the completion of C ∞ 0 = C ∞ 0 (R d ), the smooth functions ϕ with compact support on R d , in the norm |ϕ| m defined by
The Sobolev spaces H m (l 2 ) = W m 2 (l 2 ) of functions with values in l 2 = {(c n ) ∞ n=1 ∈ R ∞ : j |c j | 2 < ∞} are defined analogously, and the notation |ϕ| m = |ϕ| H m (l 2 ) is used for the norm of ϕ in H m (l 2 ). The inner product of functions ψ and ϕ in H 0 = L 2 (R d ) is denoted by (ψ, ϕ). The summation convention with respect to repeated indices with values in discrete sets is used thorough the paper, unless it is otherwise indicated at some expressions.
Formulation of the main results
We consider the stochastic PDE
where (w r ) ∞ r=1 is a sequence of independent Wiener martingales with respect to F. The coefficients, a αβ = a βα and b α = (b α,r ) ∞ r=1 , are P ⊗ B(R d )-measurable bounded functions on Ω × H T , with values in R and in l 2 respectively, for every α, β ∈ {0, 1, ..., d}. The free terms, f = f t (·) and g = (g r t (·)) ∞ r=1 are H 1 -valued and H 2 (l 2 )-valued adapted processes for t ≥ 0, respectively, such that almost surely
For a F 0 -measurable H 1 -valued initial value ψ the solution to (2.1)-(2.2) is defined as follows.
for t ∈ [0, τ ] and ϕ ∈ C ∞ 0 , where the summation convention is in force with respect to the repeated indices α, β ∈ {0, 1, ..., d} and r ∈ {0, 1, ...}.
We approximate equation (2.1) with finite difference schemes in the spatial variable. To describe these schemes let Λ 1 ⊂ R d be a finite set, containing the zero vector, and set Λ 0 = Λ 1 \ {0}. For h ∈ R \ {0} define the grid
for λ ∈ Λ 0 ∪ {−Λ 0 }, and let δ h,λ and δ h λ be the identity operator for λ = 0. For h = 0 we consider the equation
for t ∈ [0, T ] and x ∈ G h , with initial condition
where 6) with real valued P ⊗ B(R d )-measurable bounded functions, a λµ = a µλ , p γ , q γ , and
on Ω × H T , for all λ, µ ∈ Λ 1 and γ ∈ Λ 0 . Equation (2.3) is an infinite system of stochastic differential equations. We look for its solutions in the space of adapted stochastic processes with values in l h,2 , the space of real functions φ on G h with the norm |φ| l h,2 defined by
Remark 2.1. Due to the boundedness of a λµ and b λ for λ, µ ∈ Λ 1 , it is easy to see that for each h = 0 there is a constant C such that for all φ ∈ l h,2
. 
where |g t | 2
Clearly, for h → 0
for smooth functions ϕ on R d . Thus in order L h and M h,r approximate the differential operators
respectively, we make the following assumption. 
Example 2.1. Set Λ = {e 0 , e 1 , ..., e d }, where e 0 = 0 and e i is the ith basis vector, and let
Example 2.2. Take Λ = {e 0 , e 1 , ..., e d } with e 0 = 0 as before, and define
To formulate our main results we make further assumptions. Let m ≥ 0 be an integer, and let K ≥ 0 be a constant. Set |Λ 0 | 2 = λ∈Λ 0 |λ| 2 and
for t ≥ 0 and integers l ≥ 0.
Assumption 2.2. The functions a λµ , b λ , Db λ and their partial derivatives in x ∈ R d up to order m are continuous in x and they are bounded in magnitude by K for all λ and µ ∈ Λ 1 . Moreover, for λ, µ ∈ Λ 0 the partial derivatives in x of a λµ up to order max(m, 2), of b λ up to order max(m+1, 2), and of a λ0 , p λ , q λ up to order max(m, 1) are continuous in x and in magnitude are bounded by K. 
for every integer l ∈ [0, m], where N is a constant depending only on K, T , m, d, p and |Λ 0 |.
This theorem is a special case of Theorem 3.1 from [8] , which improves Theorem 3.1 from [15] . As a by-product of our results on finite difference approximations, we give a new proof of it in Section 4.
Our aim is to establish an expansion of u h in the form
for integers k ≥ 0, where u (0) is the solution of (2.1)-(2.2), u (1) ,...,u (k) are random fields on H T , independent of h, and r h is a random field on H T such that
holds for any p > 0, for sufficiently large m, with a constant N independent of h. 
Then there are continuous random fields u (1) , u (2) ,..., u (k) on H T , independent of h, such for each h > 0 (2.10) holds almost surely for t ∈ [0, T ] and x ∈ G h with a continuous random field (r h t (x)) (t,x)∈H T satisfying (2.11) with N = N (K, T, k, d, |Λ 0 |). If k is odd and p λ = q λ = 0 for all λ ∈ Λ 0 , then it is sufficient that Assumptions 2.1 through 2.4 hold only with
to have the same conclusion. Moreover, in this case (2.10) and (2.11) hold for each h = 0, and u (l) = 0 for all odd l ≤ k. This is our main theorem which is proved in Section 6. It clearly implies the following result.
If Assumptions 2.1 through 2.4 hold with m > 4 + (d/2), and
In these estimates N is a constant depending only on K, T , p, d and |Λ 0 |. 
holds with a constant N = N (K, T, k, p, |Λ|). Let k ≥ 1 be an odd number an let Assumptions 2.1 through 2.4 hold with m > 2k + 2 + d/2 Then estimate (2.12) holds for all h > 0 withṽ h in place of v h .
Proof. By definition of the coefficients c i andc i , from Theorem 2.2 we have that for each h almost surely
Hence the theorem follows from Theorem 2.2 by virtue of estimate (2.11). 
Remark 2.5. If in addition to the conditions of Theorem 2.4 ψ ≥ 0, f t ≥ 0 and g r t = 0 are also satisfied for t ∈ [0, T ], x ∈ R d and r ≥ 1, then u, the solution of (2.1)-(2.2), is nonnegative. Such situation arises, for example in the case of the Zakai equation in nonlinear filtering, where f = 0, g = 0 and ψ is the conditional density of the initial value of the signal, given the initial value of the observation. Notice, however that even in such cases, in general, v h andṽ h take negative values. If we want our approximations to be also non-negative then we may take, for example, (v h ) + and (ṽ h ) + in place of v h andṽ h , respectively. Since |z − w + | ≤ |z − w| for any z ∈ [0, ∞) and w ∈ R, for u t (x) ≥ 0 we have
Consequently, if u is a nonnegative random field, then Theorem 2.4 holds also with (v h ) + and (ṽ h ) + in place of v h andṽ h , respectively. Theorem 2.4 implies the following results on almost sure rate of convergence.
Theorem 2.5. Let (h n ) ∞ n=1 be a nonnegative sequence from l q for some q ≥ 1. Let Assumptions 2.1 through 2.4 hold with m > 2k + 1 + d/2 for some integer k ≥ 0. Then for each ε > 0 there is a finite random variable ξ ε such that almost surely
holds for h = h n , for integers n ≥ 1. Let k ≥ 1 be an odd number such that Assumptions 2.1 through 2.4 hold with m > 2k − 1 + d/2. Then for every ε > 0 there is a finite random variable ξ ε such that almost surely (2.13) holds withṽ h in place of v h for h = h n for all n ≥ 1.
Proof. We prove only the statement concerning v h , since the assertion for v h can be proved in the same way. Set Ω r = {ω ∈ Ω : |ψ(ω)| m | ≤ r} for integers r ≥ 1. Then Ω r ∈ F 0 and ∪ ∞ r=1 Ω r has full probability. If for each r we have (2.13) on Ω r , with some almost surely finite random variable ξ εr instead of ξ ε , then clearly we have (2.13) almost surely with some finite random variable ξ ε . Thus we may additionally assume that |ψ| m is bounded by a constant. Define
Then τ r is a stopping time for each r, and due to Assumption 2.3, τ r → ∞ as r → ∞. Thus if for each r we have a finite random variable ξ εr such that (2.13) holds almost surely with u t∧τr , v h t∧τr and ξ εr in place of u t , v h t and ξ ε , respectively for every h = h n , then there is a finite random variable ξ ε such that (2.13) holds almost surely for all h = h n , n ≥ 1. Therefore in addition to the assumptions of the theorem we may assume that |ψ| m + K m (T ) is bounded by a constant, say c. Let η h denote the left-hand side of inequality (2.13), and set ζ n = h −k−1+ε n η hn . Then under the additional assumption that |Ψ| m + K m (T ) ≤ c, by Theorem 2.4 we obtain
where the constants N and c are independent of n. Taking here p so large that pε ≥ q, we get
Hence for
we obtain that almost surely ξ ε < ∞ and η hn ≤ ξ ε h k+1−ε n for all n, which completes the proof of the theorem.
Example 2.4. Consider the degenerate parabolic SPDE
with initial condition u 0 (x) = cos x, and approximate it by the finite difference equation
The unique bounded solution of the SPDE problem is u t (x) = cos(x + 2w t ), and the unique bounded solution to the finite difference equation (with initial condition u h 0 (x) = cos x) is u h t (x) = cos(x + 2φ h w t ), where φ h = sin h/h. For t = 1, h = 0.1, and w t = 1 we have
Such level of accuracy by uh 1 (0) is achieved withh = 0.0008, which is more than 60 times smaller than h/2.
Note that since cos x is not square integrable over R, the above example does not fit into our setting, but using suitable Sobolev spaces we can extend our setting so that this example can be included.
Preliminaries
We introduce some notation. For λ ∈ Λ 1 ∪ {−Λ 1 } and for h = 0 we use T h,λ and T h λ for the operators defined by
for functions ϕ given on R d , where I denotes the identity operator. For the sake of uniformity of notation we take a set of unit vectors, Λ 2 = {ℓ 1 , ...., ℓ d }, which is disjoint from Λ 0 ∪ {−Λ 0 }, and use the notation
∂ ∂x i for the partial derivative in the direction of the i-th basis vector e i for i = 1, ..., d and h = 0. We use also the notation I h λ for T h λ when λ ∈ Λ 1 and for the identity when λ ∈ Λ 2 . Set T h,λ = I for λ ∈ Λ 2 . It is easy to see that
for all h = 0 and λ ∈ Λ := Λ 0 ∪ Λ 2 , where h λ = h if λ ∈ Λ 0 and h λ = 0 if λ ∈ Λ 2 . Hence we get
Indeed, this is the classical Leibniz rule when λ ∈ Λ 2 , and for λ ∈ Λ 0 by virtue of (3.1) we have
λ , symmetrizing the last equality in h we get (3.3). To extend this Leibniz rule to higher order finite differences and derivatives we introduce further notation.
Let Λ n denote the set of sequences λ 1 ....λ n of length n of elements of Λ. We use the notation |α| := n for the length of α ∈ Λ n . We introduce a 'sequence' of 'length zero', which we denote by ǫ. It is considered a subsequence of any λ ∈ Λ n for each n ≥ 1. For µ ∈ Λ m and λ ∈ Λ n , m ≤ n we write µ ≤ λ if µ is a sub-sequence of λ, and λ \ µ denotes the sequence we obtain from λ by removing µ from it. In particular,
, and for ǫ we set δ ε = I ǫ = I.
Now a generalization of (3.1) reads as follows.
where the summation is taken over all sub-sequences of λ, including ǫ.
Proof. The lemma can be proved by a straightforward induction on n, the length of the multi-sequence λ.
Notice that for λ ∈ Λ
where
, and ∆ h λ = P λ = 0 for λ ∈ Λ 2 and h = 0. Hence for α = α 1 α 2 ...α m ∈ Λ m , m ≥ 1 we get
and notice that for any functions a and u on R d we have
for all µ ∈ Λ and h = 0. Indeed, if µ ∈ Λ 2 , then P µ = R µ = 0, and these equalities hold by definition. If µ ∈ Λ 0 then
and symmetryzing the right-hand side of the last equality in µ and −µ, we obtain (3.6). Hence we get equality (3.7) by using (3.4). We will often make use of the fact that for λ ∈ Λ k
where N is a constant depending only on d, k and |Λ|. More precisely, the following lemma holds. 
Proof. The second inequality clearly follows from the first one. It is sufficient to prove the first inequality for smooth functions v with compact support. For λ ∈ Λ letλ denote λ if λ ∈ Λ 0 , and letλ = e i if λ = l i ∈ Λ 2 . Then
for every x ∈ R d , where ∂λ is the directional derivative alongλ, h λ = h for λ ∈ Λ 0 and h λ = 0 for λ ∈ Λ 2 . Hence for λ ∈ Λ k and smooth v we get by induction on k that
for every x ∈ R d , which by Minkowski's inequality and by the shift invariance of the Lebesgue measure yields
We can finish the proof by noting that
Lemma 3.3. Let a be a bounded function on R d . Assume that the first order partial derivatives of a are functions, which together with a are bounded in magnitude by a constant K. Then for all h = 0 and u ∈ H 1 we have
for λ, µ ∈ Λ, where N is a constant depending only on K, d, |λ| and |µ|.
Proof. Notice that δ * λ = −δ λ , I * λ = I λ for λ ∈ Λ for the adjoints δ * λ and I * λ of δ λ and I λ in L 2 (R d ), respectively. Using this, the Leibniz rule (3.3), and taking into account that δ λ and I µ commute, we have
Using (3.4) we get
and using (3.6) we obtain
which gives (3.8). To prove (3.9) notice that
where |Da| is the length of the gradient of a. Notice also that due to the shift invariance of the Lebesgue measure, the linear operators I µ and R λ are contractions on H 0 . Hence it is easy to see that (3.8) implies (3.9). 
for λ ∈ Λ 0 , µ ∈ Λ, and α ∈ Λ m , where N is a constant depending only on K, d, m and |Λ|.
Proof. Consider the case m = 0. Then by definition δ α is the identity, and by (3.8) we have
where N is a constant depending only on m, d, K and |Λ|. This proves (3.11) when m = 0. Assume now m ≥ 1. Then
Using that (3.11) holds when m = 0, we have
with a constant N ′ = N ′ (m, d, K, |Λ|). Using Lemma 3.1 and Lemma 3.2 we get
with a constant N = N (m, d, K, |Λ|), and the proof is complete.
Lemma 3.5. Let m ≥ 0 be an integer and let p be a nonnegative function on R d such that its partial derivatives up to order max(m, 1) are functions, which together with p are bounded in magnitude by a constant K. Then for every α ∈ Λ m , λ ∈ Λ 0 and for all h ∈ (0, ∞) we have
for all u ∈ H m , where N is a constant depending only on K, d, |Λ| and m.
Proof. Clearly
with a constant N = N (m, K, d, Λ). By the Leibniz rule (3.2) we have
Consequently,
Due to I α p ≥ 0 and h λ ≥ 0 we have
and by taking the adjoint δ * h,λ = δ h,−λ in L 2 , we have
with a constant N = N (K, m, d, |Λ|). Thus the lemma follows from (3.12).
Lemma 3.6. The following statements hold for all h > 0 and λ, µ ∈ Λ 0 . (i) For v, ϕ ∈ H 1 we have
(ii) Let b = (b r (x)) ∞ r=1 be an l 2 -valued function on R d , with l 2 norm bounded by a constant K. Assume that its first order derivatives in x are l 2 -valued functions, which are in l 2 norm bounded by K. Then there is a constant
(iii) Let a = a(x) be a real function on R d , bounded by a constant K, such that its derivatives up to second order are functions, bounded by K. Then for all v ∈ H 1 and ϕ ∈ H 2 we have
with a constant N = N (K, d, |λ|, |µ|).
Proof. It is sufficient to prove the lemma for v, ϕ ∈ C ∞ 0 (R d ). For such v and ϕ we have
Hence by integration by parts, using the Bunyakovsky-Cauchy-Schwarz inequality and the shift invariance of the Lebesgue measure, we obtain
which proves (3.13). Hence we can easily obtain (ii) by substituting b r ϕ in place of ϕ in (3.13), and then by taking the square and summing up the inequalities over r ∈ {1, 2, ...}. To prove (iii) notice that
By virtue of (i) we have
and by adding up these estimates we get (3.14).
Next we formulate a generalization of a well-known lemma from [24] .
Let V be a symmetric d × d matrix. Then the following estimates hold.
(ii) for every λ ∈ Λ 0 , h = 0 , ε > 0 and x ∈ R d we have
(iii) for every λ ∈ Λ, h = 0 and x ∈ R d we have
Proof. Part (i) is well-known from [24] , and (iii) obviously follows from (ii).
To prove (ii) we use the discrete Leibniz rule to get δ h,λ (σσ * ) = σ λ σ * + σσ * λ + hσ λ σ * λ , where σ λ := δ h,λ σ. Hence using the Cauchy inequality and the simple inequality (a + b)
we have
and obtain (ii) by taking into account |σ λ | ≤ Lλ.
Finally we present a stochastic Gronwall lemma from [4] , which improves Lemma 3.7 from [9] . 
where N is a constant. Assume that d m t ≤ N (y 2 t + G t y t ) dt for a nonnegative stochastic process G = (G t ) t∈[0,T ] and a constant N . Then for every p > 0
where C is a constant depending only on p, N and T .
For the proof we refer to [4] .
Solvability of the finite difference scheme
In this section we study the finite difference scheme (2.3)-(2.4) in the whole R d instead of G h , i.e., we consider
with initial condition
where L h and M h,r are defined in (2.5) and (2.6).
Let, as before, m be a nonnegative integer, K ≥ 0 be a constant, and make the following assumptions, which are somewhat weaker than those of 2.2 and 2.3. 
where N is a constant depending only on d.
Proof. This lemma is a straightforward consequence of Sobolev's theorem on embedding W m 2 functions on the unit ball B 1 of R d into C(B 1 ), the space of continuous functions on B 1 . (See, e.g., [7] Proof. Except of the last statement we have already proved this proposition. To prove the last statement assume m > d/2. Fix a point x of G h and take a nonnegative smooth function ϕ with compact support in R d whose integral over R d is one. Define for each integer n ≥ 1 the function ϕ n by ϕ n (y) = n d ϕ(n(y − x)) for y ∈ R d . Then by virtue of Definition 4.1 we have almost surely
for all t ∈ [0, T ] and for all n ≥ 1. Letting here n → ∞ we obtain
almost surely for each t ∈ [0, T ], where almost surely the right-hand side is continuous in t ∈ [0, T ]. Sinceû h t (x) is also continuous in t, we have this equality almost surely for all t ∈ [0, T ] and all x ∈ G h . Moreover, we know that (û h ) t∈[0,T ] is a continuous and adapted l 2 -valued process, and that the l 2 -valued solution u h of (2.3)-(2.4) is unique. Henceû h = u h .
Our aim now is to obtain an estimate for the solutionū h to (4.1)-(4.2) independently of h. To this end first for u ∈ H m , f ∈ H m and g = (g r ) ∞ r=1 ∈ H m+1 (l 2 ) we set 8) and prove the following lemma. 
for all u, f ∈ H m and g ∈ H m+1 (l 2 ), where N is a constant depending only on d, m, K and |Λ|. If in addition to the above assumptions p λ = q λ = 0 for all λ ∈ Λ 0 , then (4.9) holds for each h ∈ R \ {0} for P ⊗ dt-almost every (ω, t).
Proof. For real functions v and w on R d we write v ∼ w if their integrals over R d are equal. We write v w if v = w + F for a function F on R d such that the integral of F over R d can be estimated by the right-hand side of (4.9). We use the notation v λ = δ λ v for functions v on R d and for λ ∈ Λ k , k ≥ 1. To simplify the notation we often write δ α , ∆ λ and I α in place of δ h α , δ h λ and I h α , respectively. Moreover, we often use the convention that if there is no parenthesis to indicate the order of operations in a formula then operators act only on the first function written after them. For example, aδ µ uI λ f u means a(δ µ u)(I λ f )u.
Assume first that p λ = q λ = 0 for all λ ∈ Λ 0 . Consider the case m = 0. Notice that for λ, µ ∈ Λ 0 we have
By Lemma 3.3 we get −I λ ua λµ λ u µ 0, and using
Using Lemma 3.3 for λ ∈ Λ 0 we have ua λ0 u λ 0. Hence we have
Notice that by Lemma 3.3 we have b λr u λ b 0r u 0, and
which together with (4.10) gives
by virtue of Assumption 2.4. This proves Lemma 4.3 for m = 0. Consider now the case m ≥ 1. Let α ∈ Λ m . Then by Lemmas 3.1 and 3.3 for λ ∈ Λ 0 we have
Let λ, µ ∈ Λ 0 . Then using Lemma 3.1 we have
By virtue of (3.5) we get
Thus, using also Lemma 3.3, we obtain
For |γ| = 1 and |β| ≤ m − 1 due to (3.5) and (3.6) we have
.11) with
where the summation convention is used with respect to repeated λ, µ from Λ 0 . By Lemma 3.5 for h > 0 we have
where repeated indices µ mean summation over µ ∈ Λ 1 and repeated indices λ mean summation over λ ∈ Λ 0 . It is easy to see that
Using the Lemmas 3.1 and 3.3 we get
It is easy to notice that B 0 0, (4.14)
where γ in B 2 denotes summation over all sub-sequences γ of α which have length 1, and β denotes α \ γ. Here, and later on in the proof, λ and µ are from Λ 0 . By (3.5) we have
By virtue of (3.5) we have
for λ, µ ∈ Λ 0 . Thus from (4.15) we obtain
I. GYÖNGY
Hence using that by (3.4)
Taking the adjoint δ * µ = −δ µ , using the Leibniz rule (3.3) and then using (3.4), we have
Taking the adjoint I * γ = I γ and using (3.6) we get
Using this, from (4.18) we get
Thus from (4.17) we have
Then from (4.16) and (4.19) we obtain
λµ u αλ u αµ , (4.20)
By the simple inequality 2yz ≤ εy 2 + ε −1 z 2 and by using Lemma 3.7 with V = (V λµ ) = (u βλµ ), we have 2 λ,µ∈Λ 0
λµ u βηλ u βηµ for each ε > 0, where N is a constant depending only on d, K, m and |Λ|.
Choosing here ε sufficiently small, by virtue of (4.11), (4.13), (4.14), (4.20) and (4.21) we have for each h = 0
4.4 implies the weak convergence ofū h in H 1 p to someū, which is the unique solution of Proof. If u (1) and u (2) are solutions to of (4.25) on [0, τ ] for a stopping time τ , then using Itô's formula for y t = |u
t∧τ | 2 0 , due to Assumptions 2.2 through 2.4, by simple calculations one obtains that almost surely
for a continuous local martingale m starting from 0. Hence the uniqueness of the solution to (4.25) on [0, τ ] follows immediately for stopping times τ , in particular, for τ = T . Thus to show that for 0 < h n → 0 we haveū h → u weakly in H l p for l = 1, ..., m, where u is the solution to (4.25), we need only prove that for every sequence 0 < h n → 0 there is a subsequence h ′ n such thatū h → u converges weakly in H l p , for l = 1, ..., m, to the solution u of (4.25) as h = h ′ n → 0. To this end let us consider a sequence 0 < h n → 0. Then, since by virtue of Theorem 4.4 we have
there is a subsequence of h n , for simplicity we denote it also by h n , such thatū hn → u weakly in H l for l = 0, 1, ..., m, for some u ∈ H m . Fix a function ϕ ∈ C ∞ 0 (R d ) and an adapted real valued process (η t ) t∈[0,T ] which is bounded by some constant c. Define the functionals Φ, Φ h , Ψ and Ψ h over H 1 p by
for v ∈ H 1 p and h > 0, where ∂ λ is the identity for λ = 0. By the Bunyakovsky-Cauchy-Schwarz and the Davis-Burkholder-Gundy inequalities we have
Consequently, Φ and Ψ are continuous linear functionals over H 1 p , and therefore
Using the Bunyakovsky-Cauchy-Schwarz and the Davis-Burkholder-Gundy inequalities by Lemma 3.6 we get 
Taking here the limit h = h n → 0, by virtue of (4.31) we get
for every bounded predictable process (η t ) t∈[0,T ] . Hence (4.26) holds for
, which by virtue of the theorem on Itô's formula from [14] or [21] implies that in the equivalence class of u there is an H 0 -valued continuous process, denoted also by u, such that almost surely (4.26) holds for all t ∈ [0, T ] and
is an H m−2 -valued process and
is an H m−1 -valued continuous local martingale, such that
, and almost surely
Hence by considering the continuous and dense embedding H m−2 ֒→ H m−1 and the identification of H m−2 with its adjoint by the help of the inner product in H m−1 , using the theorem on Itô's formula from [14] or [21] again we see that the equivalence class of u ∈ H m p contains an H m−1 -valued continuous process. It remains to prove that this H m−1 -valued continuous process, which we keep denoting also by u, is almost surely an H m -valued weakly continuous process, and that (4.27) holds. To this end we follow an argument from [15] . By the Banach-Saks theorem there is a sequence v n of finite convex combinations of elements of (u hn ) ∞ n=1 such that v n → u strongly in H m as n → ∞. Hence for a subsequence n k → ∞ we have
Thus there is a dense set
for all integers i, j ≥ 1. 
Hence by Fatou's lemma
which together with (4.22) yield
Using this, from (4.33) we get that almost surely u, as an H m -valued process, is weakly continuous in t ∈ [0, T ], which completes the proof.
Proof of Theorem 2.1. Note first that due to Assumption 2.1, equations (2.1) and (4.25) are equivalent. Set
and define
is a nondecreasing sequence of stopping times such that P (τ n ≥ T ) → 1 for n → ∞, and the process R m with ψ (n) , f (n) and g (n) in place of ψ, f and g, respectively, is bounded by n. Then by virtue of Theorem 4.5 for each n the Cauchy problem (4.25) with 1 A ψ (n) , 1 A 1 (0,τ ] f (n) and 1 A 1 (0,τ ] g (n) in place of ψ, f and g, respectively, admits a solution u (n) on [0, T ], and because of the uniqueness of the solution on any stochastic = 0 for v (n) , n = 1, ..., k, where v (0) = u is the solution of (2.1)-(2.2), Proof. It suffices to prove the lemma for φ, ψ ∈ C ∞ 0 (R d ). Formulas (5.8) and (5.9) for n = 0 can be obtained by applying the Newton-Leibniz formula to the function φ(x + θhλ), for θ ∈ [0, 1] and θ ∈ [−1, 1], respectively. We get (5.10) for n = 0 by applying (5.9) with n = 0 twice. After that we obtain (5.8)-(5.10) for n ≥ 1 by differentiating these equations written with n = 1. ∂ λ φ(x + hθλ) dθ with remainder terms given in integral form, whose H l -norm (in x) we estimate by Minkowski's inequality. For more details we refer to [3] . Corollary 5.3. Let l be a non-negative integer. Let a λµ , b λ , p κ , q κ and their derivatives in x up to order l be functions and be bounded by a constant C for all λ, µ ∈ Λ 1 and κ ∈ Λ 0 . Then for every n ≥ 0 17) where N stands for constants depending only on n, d, l, C and |Λ 0 |.
Introduce the operators
Proof. This corollary follows immediately from (5.13) through (5.15).
Proof of Theorem 2.2
Assume that the conditions of Theorem 5.1 hold and set Proof. We have v (h) ∈ C l (T ) and v (j) ∈ C l (T ), for j ≤ k by Theorems 2.1 and 5.1. Hence r h ∈ C l (T ). Using the equations for v h and v (n) for n = 0, ..., k, we can easily see that (6.2) holds withF h andĜ h in place of F h and G h , respectively, wherê
where, as usual, summations over empty sets mean zero. Notice that
and similarly, t (x) + h k+1 δ h,λ r h t (x), (6.10) for all t ∈ [0, T ] and x ∈ G h , and (6.8)-(6.9) hold for any λ ∈ Λ n , for integers n ≥ 0 such that l > n + d/2. Moreover, by Theorem 6.2 we have that u (j) = 0 for odd j ≤ k provided p λ = q λ = 0 for λ ∈ Λ 0 , and in this case for odd k it is sufficient to assume that Assumptions 2.1 through 2.4 hold with m ≥ l + k + 2 and l > n + d/2, to have (6.4) and estimates for all h = 0. Hence Theorem 2.2 follows immediately.
