Abstract. A correlation dimension analysis of the AE index indicates that the magnetosphere behaves as a lowdimensional chaotic system with a dimension close to 4. Similar techniques are used to determine if the system's behavior is due to an intrinsic sensitivity to initial conditions and thus is truly chaotic. The quantity used to measure the sensitivity to initial conditions is the Lyapunov exponent. Its calculation for AL shows that it is nonzero (0.11_+0.05 min --1). This gives the exponential rate at which initially similar configurations of the magnetosphere evolve into completely different states. Also predictions of deterministic nonlinear models are expected to deviate from the observed behavior at the same rate.
Introduction
Recent studies [Vassiliadis et al., 1990 ] of the correlation dimension of the magnetosphere based on the analysis of auroral geomagnetic indices have suggested that it behaves as a self-organized system that may be described by a small number of degrees of freedom. Given these findings about global magnetospheric activity two questions arise: first, how strong is the evidence for the small number of variables (or dimensions of the system's state space). Second, given a low number of degrees of freedom, why and when is the behavior of the magnetospheric system irregular, rather than periodic or quasiperiodic?
The low correlation dimension based on analysis of AE and AL data has been recenfiy confirmed by [Roberts, 1991; Shan et al., 1991] . The geomagnetic indices AL, AU, and AE quantify the response of the magnetosphere to solar wind variations as observed in the auroral zone. The currents along field lines that connect the magnetotail to the auroral zone are closed by the ionospheric electrojets. Fluctuations in the westward (eastward) electrojet yield AL (AU), while AE is a measure of both electrojets. The "dimension" of magnetospheric activity is a lower estimate for the system's number of degrees of freedom. More practically the same number of variables and equations would be sufficient to develop a deterministic model of the system. Furthermore, if the number is not an integer it suggests that the evolution of the system in its state space (the space of the variables) is tracing out a fractal pattern of that noninteger dimension. This letter addresses the second question which is related to the nature of the magnetospheric irregularity. For example the solar wind's erratic variation will affect the activity. Additional to external disturbances though, irregular and unpredictable behavior can be due to intrinsic deterministic dynamics. Even systems with a few degrees of freedom (lowdimensional) may exhibit such behavior, apart from the more well-known periodic or quasiperiodic regimes. Because most of these deterministic chaotic systems create fractal shapes in their state space, a low, fractional dimension obtained from a space reconstructed from an irregular signal has often indicated that the underlying dynamics is chaotic. However, a fractional dimension does not necessarily imply a chaotic behavior; for instance, colored noise (random phased fluctuations of a power law spectrum) is shown to have low dimension [Osborne and Provenzale, 1989] . The identifying characteristic of a chaotic system, even one of a small number of equations, is related to its "unstable" behavior: a small difference in the initial conditions of two nearby states is exponentially amplified by the strong nonlinear coupling of the variables. For this mason predictions based on a small initial uncertainty (such as an observational error) fail after a finite time, since errors grow rapidly. Computations of the amplification time scale, namely of the Lyapunov exponent which distinguishes between chaotic and random systems, have been made for AL and are presented below.
Lyapunov Exponents from Time Series
Consider a deterministic dynamical system and the time evolution of its n variables given by x'= F(x), where x is an n-dimensional vector. In the case of the magnetosphere x would contain the global variables that are enough to describe a distinct state or configuran'on, such as the geomagnetic indices, the cross-tail electric field, the size of the magnetosphere, etc. The variables define a state space where the system is represented at each instant by a point and traces out a trajectory, or orbit, during its time evolution. Then the concept of orbit stability can be introduced, quantified by Lyapunov exponents and related quantities. An orbit is called stable if small variations in initial conditions produce (generally differen0 orbits which remain in the neighborhood of the original one and asymptotically approach it, while an unstable orbit is one from which initially nearby trajectories diverge. The divergence will be limited by the maximum length of the state space, but, as soon as the trajectories are close by again, they will "repel" each other. For a globally unstable system this property will characterize almost all of its orbits, any two of which will have a typical behavior as shown in Figure 
Application to Magnetospheric Activity Time Series
The first (highes0 LE from AL time series was computed using the above algorithm. The use of that index rather than AE is based on physical as well as dynamical-systems criteria (e.g. independence of AL from the AU index which enters in calculating AE=AU-AL, smaller sensitivity to magnetospheric currents otherwise unrelated to auroral phenomena; smoother scaling properties of AL with distance in state space [Roberts, 1991] As the algorithm seeks to determine a dynamical quantity (the LE) from geometrical features of the state space, the radius Rmax of the sphere used in the search for a nearest neighbor plays an important role. In early runs this variable was set to 35 or 50 nT: when the activity was low (<500 nT) this value was adequate since there were enough points (nearest neighbors) in the sphere. At higher activity levels the sphere was not large enough and contained few neighboring points; statistical fluctuations in the sum (1) were large and the LE was seen to vanish as 1/t. At the next low-activity interval the sum would grow again; in fact plotting it versus 1/t one cotfid obtain its asymptotic value by extrapolation. As To see if the agreement was only for the cases of high activity of the solar wind (strong driving) a second data set compiled by Bargatze et al. [1985] was used. In this set intervals of AL 2.5-min-averages from the years 1973-74 were arranged in order of increasing activity with quiet periods of two hours separating them. The LE was measured for each one of the two halves of the 40-k-long database. It was found that the differences are small (<10%) and the LE appears independent of the activity level.
The nonzero-LE result is in contrast to what would be obtained from a random process. In fact this is why the sum (1) tends to zero for too low Rmax: then a point's neighborhood becomes undersampled and nearby points appear to be "randomly" placed. To show that this would be the case with a random signal the following test was performed: the AL time series was Fourier-analyzed, its phases were randomized as would be the case with a random signal of the same spectrum, and then they were Fourier-composed. The random-phased time series had the same autocorrelation time, but its LE was at least three orders of magnitude lower than the original indicating the slower than exponential average separation of nearby points. Increasing the number of points in this randomized time series rapidly decreased the estimate. The diagnostic reached its asymptotic value much faster, sometimes after the first few (50-100) points, in contrast to fluctuations to the dynamical properties of the system is currently under study. Another important question has to do with the physical mechanism responsible for the exponential divergence and several scenarios based on global models have been proposed [Goertz, 1990; Klimas et al., 1991] . The pictm'e that emerges for the magnetosphere is that of an intrinsical!y unstable system with an irregular input from its environment.
