Abstract-We present a novel action recognition method which is based on combining detecting 2D informative feature points and coding their local changes in motion directions by Local Trinary Patterns. The resulting method is extremely efficient, and thus is suitable for real-time uses of simultaneous recovery of human action of several lengths and starting points. Tested on some publicity available datasets in the literature known to us, our method can make good performance both on accuracy and efficiency for recognition.
I. INTRODUCTION
Human action recognition from video is an area of immense importance to visual surveillance, video indexing, and several other computer-vision domains. Despite of extensive research, fueled by the ongoing advancements in object recognition, the gap between the current capabilities and the applications' needs remains large.
Subjects under observation can vary in posture, appearance and size. Occlusions and complex backgrounds can impede observation, and variations in the environment, such as in illumination, can further make observations difficult. Moreover, there are variations in the behaviors themselves. Many of the problems described above have counterparts in object recognition. The inspiration for our approach comes from approaches to object recognition that rely on sparsely detected features in a particular arrangement to characterize an object, e.g. [6, 1, 18] . Such approaches tend to be robust to pose, image clutter, occlusion, object variation, and the imprecise nature of the feature detectors. In short they can provide a robust descriptor for objects without relying on too many assumptions.
Beyond recognition accuracy, there are other constraints on the design of action recognition methods. Ideally for several applications, such methods would work efficiently in an online manner, and require simultaneous detection of action at several possible time scales (different action lengths) and for every possible starting point.
LTP [4] method for action recognition is a efficient method. It can capture time-varying "dynamic textures" of motion at every pixel at every frame. But most region of an image does not have motion information. This has directly led two bad results: (a) large amount of operations in no motion regions; (b) informative cues for recognition drowned in the whole coding information.
We proposed a method combining detecting 2D interest points and coding them by a reduced Local Binary Patterns. It only encodes LTP at some small patches centered at interest points. This method highlights the useful motion information in the feature of the whole video. It makes more distinguishing between different samples.
What's more, The LTP code itself has redundant information. So a reduced LTP is proposed in this paper.
II. RELATED WORK
Two popular trends can be identified in the action recognition literature, obtaining top-level performance on existing benchmarks. First, there are contributions which compute representations for nearby frames (either motion centric or to the entire frame) [4, 5] . Such approaches usually rely on optical-flow, on appearance, or on a combination of the two. Second, there are contributions which focus on identifying space-time interest points and on representing those local entities [6, 7] .
The Local Binary Patterns (LBP) [8] , for example, use short binary strings to encode the micro-texture centered around each pixel. A whole 2D image is represented by the frequencies of these binary strings. In [9] the LBP descriptor was extended to 3D video data and successfully applied to facial expression recognition tasks. These methods evolved from techniques originally designed for recognizing textures in 2D images, by extending them to time-varying "dynamic textures" (e.g., [9] ). Another LBP extension to videos, related to our own work here, is the Local Trinary Patterns (LTP) descriptor of [3] .
Tracking and behavior recognition are closely related problems, and in fact many traditional approaches to behavior recognition are based on tracking models of varying sophistication, from paradigms that use explicit shape models in either 2D or 3D to those that rely on tracked features; for a broad overview see [9] . The basic idea is that given a tracked feature or object, its time series provides a descriptor that can be used in a general recognition framework.
III. PROPOSED ALGORITHM
We proposed a method combining detecting 2D interest points and coding them by a reduced Local Binary Patterns. In the following sections we describe our algorithm in detail.
In Section A we talk about detection of spatial interest points. We describe a reduced LTP in Section B . The effect of coding using our method can be seen in Figure1. 
A. Feature Detection
This step was to extract the interest points from 2D images. There are contributions which focus on Feature detection, such as [10, 12] .
We choose Harris corner detector to extract the interest points. The Harris corner detector is a popular interest point detector due to its strong invariance to [11] : rotation, scale, illumination variation and image noise. The Harris corner detector is based on the local auto-correlation function of a signal. The effect of Harris corner detecting is shown in Figure 2 . 
Where ∧ denotes smooth performed by Gaussian function
2).Then define the corner response to be
B. A reduced LTP
The LTP [3] encoding is described in Figure 3 . An illustration of the encoding process of LTP.
In the system, due to its computational simplicity, the SSD (sum of square differences) score as the basic distance between the patches. The lower the SSD score, the larger the similarity. For each pixel ( , ) p x y ，the code can be decided as follows:
Where TH is a threshold set to 1000. A value of 1 indicates that the former motion is more likely, 1 indicates that the latter is more likely. A value of 0 indicates that both are compatible in approximately the same degree.
In this way, the walk motion is coded in Figure 4 It is easy to find out that the two LTP figures in each group are complementary. Further to say, the red pixels in one LTP figure roughly correspond to the green pixels in the other LTP figure in each group. In each group, the code of one LTP figure is redundant. Therefore, a reduced LTP coding method is proposed. We just do LTP code on 4 locations of (-3; 3), (0; 4), (3; 3), (-4; 0). The computational complexity is reduced by half when the improved coding mode is adopted. A more intuitive description shows in figure4. We just do LTP code on location of （ (-3; 3), (0; 4), (3; 3), (-4; 0) ）shown in Figure 5 .
Then one trit is assigned for each of four comparisons that are made between pairs of similarities that share the same spatial shifts. Thus 4 trits are used to represent each pixel in the video. The entire frame is coded by this reduced LTP, and the histograms of the 4-digit trinary strings are measured in each. The string of all zeros indicate that there is no motion and is disregarded (not counted in any bin). The rest of the strings are mapped to bins in an unconventional manner, which reduces the number of possible bins from 
IV. RECOGNIZING ACTIONS
If the boundaries of the video are given, we divide the video to k equal time slices, and compute the accumulated histograms for each region among the frames of each timeslice. In practice we find it accurate enough to skip frames, and compute the histograms of no more than 10 frames per time slice. The histograms for the k time slices are accumulated to one vector of length 32 k which is used to represent the entire video. In order to recognize an action, we apply a classifier to those vectors. Specifically we use linear SVM, on the square-root values of the vectors. The square root operation to the values of histogram is meant to approximate the Bhattacharyya coefficients between probability distributions. A crucial question in motion recognition is the detection of the starting point and length of motion in video. In most existing benchmarks, the part of the video where the motion to be recognized reside is given. This is unrealistic for most applications, and results in an optimistic performance expectation.
We suggest to tackle the two additional unknowns (time shift and scale) by running several detectors in parallel, each observing different starting points and different scales of action length. This system can be built efficiently by reusing previous computations. Since our encoding is very efficient, and since we employ straight-forward linear classification, multiple detections can be achieved at better than real-time rates, our system applied to the recognition of 4 actions at 3 time scales runs at 25 frames-per-second on a modest dual core Intel processor 2.80 GH, 2 GB RAM desktop computer， without using the GPU or other special purpose hardware.
V. EXPERIMENTS
We ran our system on some existing benchmarks. Our method can make good performance both on accuracy and efficiency for recognition.
A. Parameters
There are few parameters for our system. Gauss spatial scale of Harris detector is set to 0.5 when extract the interest points. Centered of the interest points, all patches are chosen to have a size of 3 × 3, and are spread around the central patch at the integer approximations of a circle of radius 4.
Also fixed are the value of t Δ which is 3, and the threshold on the difference between the two SSD scores, which is set to 1, 000. The number of time slices for each dataset is 2 ≤ k ≤ 4.
B. Weizmann
The Weizmann action recognition dataset consists of nine subjects performing nine different actions: bending down, jumping jack, jumping, jumping in place, galloping sideways, running, walking, waving one hand, and waving both hands. The evaluation is done in a leave-one-person-out manner: 8 subjects are used for training, and the remaining one for testing. The experiment is repeated for all 9 persons, and the results are averaged. As Table 1 indicates, our method achieves maximal performance on this dataset. C. The UCF sports dataset The UCF sports dataset have collected a large set of action clips from various broadcast sport videos. The actions in this dataset include diving, golf swinging, kicking, lifting, horseback riding, running, skating, swinging a baseball bat, and pole vaulting. The full dataset contains over 200 video sequences. The actions are featured in a wide range of scenes and view points. Testing for this dataset is performed using the leave-one-out framework. The confusion matrix we obtain for this set of experiments is depicted in Table 2 . The overall mean accuracy we obtain for this dataset is 82.2%, compared to 79.2% reported in [3] . 
VI. CONCLUSION
We present an effective real-time system for action recognition. The system is based on combining detecting 2D informative feature points and coding their local changes in motion directions by Local Trinary Patterns. LTP is also improved in this paper. In this way, encoding computation is reduced by a certain extent compared with the original LTP. The dimension of the extracted feature vector is greatly reduced. The resulting method is more efficient than traditional LTP. Tested on some publicity available datasets for human action recognition, our method can make good performance both on accuracy and efficiency for recognition.
