Department of Electrical Engineering (Affiliated member), Columbia University, USA Neural network models can now recognise images, understand text, translate languages, and play many human games at human or superhuman levels. These systems are highly abstracted, but are inspired by biological brains and use only biologically plausible computations. In the coming years, neural networks are likely to become less reliant on learning from massive labelled datasets, and more robust and generalisable in their task performance. From their successes and failures, we can learn about the computational requirements of the different tasks at which brains excel. Deep learning also provides the tools for testing cognitive theories. In order to test a theory, we need to realise the proposed information-processing system at scale, so as to be able to assess its feasibility and emergent behaviours. Deep learning allows us to scale up from principles and circuit models to end-to-end trainable models capable of performing complex tasks. There are many levels at which cognitive neuroscientists can use deep learning in their work, from inspiring theories to serving as full computational models. Ongoing advances in deep learning bring us closer to understanding how cognition and perception may be implemented in the brainthe grand challenge at the core of cognitive neuroscience.
We can also compare each model's internal representations to human perceptual judgements. The similarity of stimuli or conditions in the model's internal activation patterns should predict perceived similarity to humans (Kubilius, Bracci & Op de Beeck, 2016) . Stimuli that elicit identical responses within the model should appear identical to humans (Wallis et al., 2017) . As stimuli are degraded or distorted, the model's performance should decline in a quantitatively similar way to human performance (contrary to this, Geirhos et al. (2018) found that CNNs were far less robust to image noise than humans). Models should be able to predict patterns of confusions and errors, ideally at the single-stimulus level. For example, in one study CNN classifications accurately predicted object-matching confusions in monkeys and humans at the object-category level, but failed to predict which specific images were confused (Rajalingham et al., 2018) .
At the level of the internal representation, a model should go through the same sequences of representational transformations across space (brain regions) and time (sequence of processing). Comparing the internal representations between model and brain is complicated by the fact that we may not know the detailed spatial and temporal correspondence mapping between model activity patterns and brain activity patterns. Diedrichsen (2018) introduces the framework of representational models, which can be used to test neural network models, by comparing their internal representations with brain-activity measurements.
Briefly, encoding models predict each measured response channel as a linear combination of the units of the neural network (Kay et al., 2008; Dumoulin et al., 2008; Mitchell et al., 2008; Naselaris & Gallant, 2011) . Representational similarity analysis (Kriegeskorte et al., 2008; Nili et al., 2014; Kriegeskorte & Diedrichsen, 2016) and pattern component modelling (Diedrichsen et al., 2011 ) use a stimulus-by-stimulus matrix of dissimilarities or similarities to characterise the representational space and compare model layers to brain regions. These approaches have complementary pros and cons. For example, encoding models lend themselves to analysing responses in each voxel separately and mapping these out over the cortex (Güçlü & van Gerven 2015; Eickenberg et al., 2017; Wen et al., 2017) ; representational similarity analysis and pattern component modeling obviate the need for fitting thousands of parameters of a linear encoding model, while still allowing the flexibility of estimating weights to model the relative prevalence of different features in a brain representation (e.g. Khaligh-Razavi & Kriegeskorte, 2014; Khaligh-Razavi, Henriksson, Kay & Kriegeskorte, 2017) . Encoding models, representational similarity analysis, and pattern component modelling are best thought of as part of a toolbox of representational modelling techniques that can be combined as appropriate to the goals of a study (Diedrichsen & Kriegeskorte, 2016) . Khaligh-Razavi & Kriegeskorte (2014) found that the later layers of a categorisation-trained CNN outperformed any of 27 shallow computer vision models in predicting the representation of natural object images in inferior temporal cortex. Categorisation-trained CNNs also best predict visual cortical activity whether measured via electrophysiology (Cadieu et al., 2014) , fMRI (Güçlü & van Gerven 2015; Eickenberg et al., 2017; Wen et al., 2017) , MEG (Cichy et al., 2016; Cichy et al., 2017) or EEG (Greene & Hansen, 2018) , and a DNN trained on speech and music best predicted auditory cortical activity (Kell et al., 2018 ).
Variants of this approach which focus on decoding or reconstructing stimuli from neural activity likewise find that CNNs provide excellent feature spaces for decoding activity in visual areas (Wen et al., 2017; Horiwaka & Kamitani, 2017) .
Whatever method is used to evaluate a DNN model, it is crucial to include comparisons to control models, and/or to test multiple DNNs that instantiate alternative theories of computation or learning. Even trivial models of stimulus processing explain small but significant variance in sensory brain regions (e.g. the pixel-based control models in Khaligh-Razavi & Kriegeskorte, 2014) , as do randomly-weighted untrained DNNs (e.g. Cichy et al., 2016) .
Interpreting neural network models: doing cognitive neuroscience in silico
Once we have a DNN that can perform some task and explain brain and behavioural data (up to the limit determined by noise and intersubject variability), we have reached an important milestone. However, our job is not done. Because the model has been trained on the task and has many parameters, we may not understand its computational mechanism. We therefore need to analyse the representations and dynamics in the model. Like brains, DNNs can be studied at many different levels of resolution and abstraction. Unlike brains, they permit perfect access to the entire system. We can stop and restart a network, have it re-learn under different environments or task demands, gather data from it continuously without fatigue or damage, lesion and reinstate any combination of its components, use stimulus optimisation techniques to see what features it has learned, and even analytically prove some of its properties 1 .
Because of our unfettered access, DNNs are far more amenable to "electrophysiological" methods than real brains are. To analyse the feature preferences learned by individual units in a network, experimenters can present thousands or millions of stimuli and record each unit's activation (e.g. Yosinski et al., 2015) , or complementarily, occlude different regions of an image stimulus to find which features are most crucial for each unit's activation (Zhou et al., 2014) . Figure 2c shows how the activation of a single LSTM unit inside a recurrent text-prediction network trained on movie reviews changes as the passage the network is predicting unfolds (Radford, Jozefowicz & Sutskever, 2018) . In this striking example, the visualised unit appears to have learned to represent whether the movie review is expressing a positive or negative sentiment.
DNNs are also amenable to novel interrogation techniques that could never be applied to a brain. Because neural network models are differentiable, it is possible to use gradient-descent optimisation to create stimuli that elicit specific patterns of network activation, including generating optimal stimuli for individual units (e.g. Yosinski et al., 2015) . Several techniques exist for doing this, as beautifully summarised and illustrated by Olah (2017) . Figure 2a shows a noise image which has been iteratively optimised to strongly activate each of four different layers in two category-trained CNNs using Google's "DeepDream" algorithm (Mordvintsev, Olah & Tyka, 2015) . The flow of information can be traced through networks to reveal where or when in the stimulus evidence was drawn in order to support a certain output decision (again beautifully illustrated by Olah (2018) ), or to which part of the stimulus a network with dynamic "attention" is currently devoting its resources (Figure 2b ).
Direct optimisation methods have revealed that the hierarchy of features learned by deep visual networks bears a striking similarity to that in the mammalian ventral stream (see e.g. Yamins & DiCarlo, 2016) .
They also allow us to explore how feature preferences develop over the course of training, suggesting tantalising similarities with human perceptual learning (Wenliang & Seitz, 2018) . Task The accessibility of neural network models raises new possibilities for efficient model search and falsification that could substantially change how we design experiments. Currently experimental conditions are usually chosen "by hand" to differentiate among hypotheses suggested by verbal theories. In the future, conditions could be optimised algorithmically to best differentiate between explicit computational models (e.g. Wang & Simoncelli, 2008) .
Neural networks as models of diverse cognitive functions
Visual object and face recognition have received a great deal of attention from engineers and cognitive neuroscientists because DCNNs have been able to reach near-human-level performance using static stimuli and a single feedforward sweep of processing (He et al., 2015; Taigman et al., 2014) . However, the deep learning revolution has touched almost all domains in cognition and perception, including our higher-level abilities such as language and reasoning.
Language in neural networks
Language-processing DNNs are widely used in automatic translation, for example of websites and online search results. Such high-level tasks tend to be achieved by more complex compositional network The backpropagation algorithm used to train networks can also be used to visualise features in trained networks. Here, a noise image has been iteratively optimised to increase how strongly it activates units in each of four layers in a 16-layer DCNN, which has been trained either to categorise objects and animals (top row) or identify faces (bottom row).
Training has a striking impact on the features learned. (b) "Attention networks" have a spatial attention mask (a multiplicative weighting of the input) which they learn to allocate in ways that improve performance at their training task. Here, the white patches show which regions of this image were attended to at each time step by a recurrent network trained to generate text captions of images, outputting one word per time step (reproduced with permission from Xu et al., 2015) . (c) Visualisation of the output activation of a single LSTM unit in a recurrent network trained to predict text one character at a time, for an example passage the network has never seen before. High activation is indicated by green, and low by red. Responses of this unit, when analysed across a large sample of reviews, predicted whether a review was positive or negative in sentiment (reproduced with permission from Radford, Jozefowicz & Sutskever, 2018) .
architectures than we have yet encountered. The state-of-the-art Google Neural Machine Translation system (Wu et al., 2016) consists of two eight-layer recurrent neural networks, one which encodes the text from its original language to a latent representation within the network, and another which takes the latent representation and decodes it into the target language, using "attentional" weights to change which parts of the encoded representation it processes at each time step. The entire dynamic process is learned through backpropagation by training on tens of millions of human-translated sentences, including the form of the latent representation and the allocation of attention during decoding (Wu et al., 2016) . A similar approach has been used to generate verbal descriptions of images (Xu et al., 2016) . There, an image-processing convolutional network is used to transform the image into a latent representation of high-level image features, and a recurrent network is trained to output a sequence of words based on those features, using spatial attention to modulate which parts of the image most guide word choice at each time step ( Figure   2b ).
Although these networks are engineering solutions, it is striking how the composition of multiple pattern-recognition DNNs, coupled with attentional guidance (a psychologically inspired feature), can enable such uniquely human skills as language translation and image description. Cognitive neuroscientists are just beginning to bring such principles into neural network models of human cognition and language.
Devereux, Clarke and Tyler (2018) used a modular visual-semantic model to predict fMRI activation patterns as human observers named objects in images. In the model, images were first processed by a feedforward image CNN trained on object classification, and the penultimate-layer features from the CNN were then fed into a single-layer recurrent network, which was trained to encode the presence or absence of a large number of semantic properties of the pictured objects ("is a fruit", "grows on trees", etc.). Similarity of representations within the CNN better predicted similarity in human visual cortex, while similarity within the recurrent semantic network better predicted similarity in human perirhinal cortex, an area associated with semantic processing.
Reasoning in neural networks
Artificial general intelligence may not yet be in sight, but some deep networks display impressively flexible reasoning. Relation Networks (Santoro et al., 2017) and delayed match-to-sample. The authors were then able to analyse which units were involved in which tasks. They found that the network had learned a compositional representation of the twenty tasks, in that clusters of units specialised in the components of the tasks (e.g. "remember the direction of the cue" or "respond in the direction opposite to the cue" ), and any given task was performed by a coalition of clusters, according to the composition of its sub-tasks.
Embodied neural networks
DNNs are not necessarily disembodied. For example, a recurrent network trained to simulate the muscle movements made by monkeys reaching towards targets in an experiment learned internal representations that predicted the firing patterns of motor neurons recorded while the monkeys were reaching (Sussilo, Churchland, Kaufman & Shenoy, 2015) . Neural networks trained to navigate in a simulated environment developed units with similar tuning properties to place, grid, border, and head-direction cells found in rat entorhinal cortex (Cueva & Wei, 2018; Banino et al., 2018) . Embodied models, whether with physical or virtual bodies, may be able to learn more efficiently than disembodied ones by using active learning methods to seek out informative training data (e.g. Haber, Mrowca, Fei-Fei & Yamins, 2018) .
Current challenges for deep neural networks in cognitive neuroscience
Cognitive neuroscientists have much work to do. Any particular current instance of a deep neural network, presented in the machine learning literature for a particular practical application, will almost certainly not prove to be a fully satisfying model of how similar functions are performed by human brains. We must seek out ways to make cognition in DNNs more flexible and generalisable, learning more ecologically plausible, and turn the predictive power of neural network models into theoretical understanding. Happily, many of these goals align at least in part with those of industrial AI researchers.
Modelling more robust and flexible cognition and perception
Although DNNs are architecturally deep, they can seem conceptually shallow. Their intelligence is more fragile than that of humans, apparently failing to develop the causal and conceptual understanding that allows us to generalise performance across tasks and environments (Marcus, 2017; Lake, Ullman, Tenenbaum & Gershman, 2017) . Visual object-recognition DNNs can be tricked into drastic misclassifications using minute image perturbations imperceptible to humans (Szegedy et al., 2013) . Reading comprehension networks able to answer questions based on passages of text can be similarly tricked by small changes to the text which do not distract human readers (Jia & Liang, 2017) . Standard DNNs are poor at estimating the confidence of their decisions, and may confidently return seemingly nonsense classifications when shown stimuli with different statistics than those in their training dataset (Nguyen, Yosinski & Clune, 2015; Gharamanhi, 2015) . Reinforcement-learning networks can outcompete humans at playing arcade video games (Mnih et al., 2015) , but appear to depend on features which humans would consider superficial or irrelevant -changing the shape or position of the player's paddle by just a few pixels can disastrously undermine the network's performance (Kansky et al., 2017) .
It is worth bearing in mind that current DNNs are still very limited in computational scale compared to biological brains. A modern DNN might contain hundreds of thousands or millions of units, on the same order as the number of cortical neurons in a handful of fMRI voxels 2 . Importantly, the units in neural network models cannot be equated to biological neurons, which are more complex in structure and dynamics, and thus potentially more computationally powerful. As a result, DNNs likely fall short by a larger factor than counting units and neurons would suggest. The numbers of units and neurons simply cannot meaningfully be compared.
To compound their disadvantage in scale, DNNs so far have tended to live exclusively within a single modality and task. At best this makes them models of specific sensory processing areas, but even these areas in human brains have extensive interaction with other modalities, executive control, and action. The examples described in the section "Reasoning in neural networks" above hint at some of the possible solutions, involving compositional architectures (Santoro et al., 2017; Xu et al., 2015) , as well as hybrid solutions which combine neural networks with symbolic reasoning models (e.g. Battaglia et al., 2016; Evans & Grefenstette, 2018) .
Cognitive neuroscience is well placed to devise benchmark tasks that capture important hallmarks of human cognition. Many existing experimental paradigms may be ideal, for example "violation of expectation" tasks used to measure the development of intuitive physics concepts in children can be applied to assess models' reasoning about physical interactions (Piloto, 2018) . Lake and Baroni (2017) and Marcus (2017) suggest a number of other tasks to evaluate the profundity and generality of machine cognition.
Formalising these as benchmarks would provide concrete goals for the modelling community and drive progress (Kriegeskorte & Douglas 2018), as object recognition benchmarks have done in computer vision (Russakovsky et al., 2015) .
Building networks that learn in more ecologically and biologically plausible ways
Both supervised and unsupervised learning depend on the backpropagation algorithm, which is traditionally considered biologically implausible (Glaser, Benjamin, Farhoodi & Kording, 2018) . Recent theoretical work suggests that deep learning with an algorithm similar to backpropagation might be biologically feasible (Lillicrap et al., 2016; Guerguiev, Lillicrap, and Richards, 2017; Kording & König 2001; Scellier & Bengio, 2016; Hinton and McClelland 1988) . However, supervised training on millions of labelled stimuli is still an ecologically unrealistic requirement. Animal brains are capable learning far more data-efficiently, often without explicit supervision, and sometimes even from single examples.
Unsupervised, weakly-supervised and one-shot learning are current focuses of the machine learning community (Hassabis et al., 2017), and we can expect advances in these areas over the next few years.
Cognitive neuroscientists may be able to draw from brain theory and data for creative and biologically feasible solutions. One influential idea within neuroscience is that prediction may be fundamentally important to how brains learn and perceive (Hawkins & Blakeslee, 2007) . Predictive coding theories, in particular,
propose that, during perception, neural activity primarily encodes the differences between predicted and actual sensory information (Srinivasan, Laughlin & Dubs, 1982) . Explicit computational models of predictive coding have previously been formulated at the neuronal-circuit level (Rao & Ballard, 1999) , and have received some support from electrophysiological (Rao & Ballard, 1999) and fMRI data (Muckli et al., 2015) .
In machine learning, prediction offers a rich unsupervised training signal requiring no additional reward or label information. When implemented in a modern deep learning framework, a predictive coding network was capable of predicting future frames in video of natural environments (Lotter, Kreiman & Cox, 2017; 2018) . Furthermore, the network spontaneously discovered, in its deeper layers, higher-level properties of the objects depicted in videos, such as facial identity and pose (Lotter, Kreiman & Cox, 2017) , and its individual units reproduced certain temporal dynamics of primate visual neurons (Lotter, Kreiman & Cox, 2018) .
"Curiosity-based" learning is another tantalising method motivated by animal learning, in which networks embodied in simulated environments actively seek out the most informative parts of those environments during learning (Haber, Mrowca, Fei-Fei & Yamins, 2018) .
Illuminating the black box: from prediction to explanation
A criticism levelled at neural networks as cognitive models is that success at predicting brain and behavioural data, which DNNs have unarguably enjoyed (Khaligh-Razavi et al. 2014; Cadieu et al. 2014; Güçlü & van Gerven 2015; Cichy et al., 2016; Eickenberg et al., 2017; Kubilius et al., 2016; Wen et al., 2017) , does not constitute success at explaining or understanding the brain or mind (Kay, 2017) . If a model exhaustively predicted neural and behavioural data with generalisation to new instances of the task, we might be convinced that it is an accurate model of a certain cognitive function. But unless we can express more concisely how it performs that function, we are unlikely to be fully satisfied as scientists.
We have described some techniques of in silico electrophysiology and visualisation of internal representations for illuminating the black box above. An even more satisfying approach is to go from a neural network model to a concise mathematical description. Gonçalves and Welchmann (2017) trained a convolutional neural network to judge the relative depth of objects in scenes from pairs of stereo images, requiring it to solve the classic "correspondence problem" (which points in the two retinal images correspond to the same point on an external object?). By tracing the strength and sign of connection weights in the trained network, they discovered a surprising computational strategy: rather than using positive weights to find positive matches between points in the two images, the network primarily used negative weights to suppress incorrect matches. The authors distilled this strategy into a succinct mathematical image-filtering model.
The model displayed several unusual and previously unexplained phenomena in human depth perception, and substantially changes our understanding of the correspondency problem, which has stood as a computational puzzle for at least 100 years (Gonçalves & Welchmann, 2017) . Deep neural network models do not replace intuitive explanations, verbal theories, and concise mathematical descriptions. Instead they make complex hypotheses testable and help us bridge the levels of description between verbally communicable theory and neural implementation.
Conclusion
Deep neural networks are currently at the cutting edge of artificial intelligence, and are the most powerful predictive models yet discovered for many aspects of behaviour (Gonçalves & Welchmann, 2017; Kubilius, Bracci & Op de Beeck, 2016; Wallis et al., 2017) , single-neuron activity (e.g. Cadieu et al., 2014) , and large-scale cortical activity (Khaligh-Razavi & Kriegeskorte, 2014; Cichy et al., 2016; Cichy et al., 2017; Wen et al., 2017; Güçlü & van Gerven 2015; Eickenberg et al., 2017; Greene & Hansen, 2018; Kell et al., 2018; Horiwaka & Kamitani, 2017) . With biologically plausible components and structures, they are the closest we have yet come to explicit end-to-end models of how perception and cognition might be performed in brains.
Deep learning, therefore, is relevant to everyone interested in how perception and cognition arise from neural activity. There are many levels at which cognitive neuroscientists can use deep learning in their work, from considering the modelling literature in theoretical discussions, through testing models build by others, and on to building new models based on cognitive and neuroscientific theories. Conversely, the cognitive neuroscience community may help drive engineering progress, bringing DNNs that learn in more ecologically feasible ways, learn more profound conceptual representations, and display more robust and generalisable task performance. Machine learning of computations capable of real-world tasks in biologically plausible systems will play a major role in understanding how intelligent behaviour arises from brains.
Appendix: resources for getting started with deep learning Articles
There are many excellent review articles on cognitive neuroscientific applications of deep neural network models. For a recent overview of the complementary exchanges between neuroscience and artificial intelligence, see Hassabis et al. (2017) . For a more extensive treatment of neural network architectures, principles, and their application as models of brain function, see Kriegeskorte (2015) and Kietzmann, McClure & Kriegeskorte (2017) . For reviews of neural network models in sensory and systems neuroscience, see Yamins & DiCarlo (2016) and Glaser, Benjamin, Farhoodi & Kording (2018) .
Tutorials, courses and books
For accessible introductions to machine learning and deep neural networks, the free online courses currently offered by Geoff Hinton (https://www.coursera.org/learn/neural-networks) and Andrew Ng (https://www.coursera.org/learn/machine-learning) are invaluable, as is the online book by Michael Nielsen (http://neuralnetworksanddeeplearning.com/). Deep Learning (Goodfellow, Bengio & Courville, 2016) is a comprehensive book written by some of the leaders in the field.
Software
Software frameworks to implement deep neural network models are rapidly evolving. At the time of writing, the leading frameworks are free and Python-based: Tensorflow (developed by Google), PyTorch (developed by Facebook) and Caffe (developed by Berkeley University). Keras and Sonnet are higher-level packages which work atop Tensorflow to provide readier access to many advanced features. MATLAB (MathWorks, Inc.) is less widely supported or used by machine learning teams in industry, but is worth mentioning due to its popularity in psychology labs. The Neural Network Toolbox in versions of MATLAB from 2017 onward allows all core deep learning operations such as defining and training feedforward and recurrent models on CPUs or GPUs, loading pre-trained models, importing models defined in other frameworks (currently Keras and Caffe are supported), and visualising units within trained networks.
