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Abstract
As far as we know, the exterior product with any norm has not been studied for Banach spaces. Especially,
no studies have been done on Grassmann manifolds in Banach spaces. We think it is important to study these
because simple m-vectors can be thought of as m-dimensional subspaces scaled in some way according to
our work. We hope Banach space norms of simple m-vectors will yield metric information about their
associated subspaces. In fact, this is the case with m-uniform convexity and m-uniform rotundity which are
associated with area (in Banach spaces).
© 2006 Elsevier Masson SAS. All rights reserved.
We study the exterior algebra, Λ∗X = ⊕∞m=0 ΛmX, of a Banach space X. We define two
different, and in some sense dual, norms on ΛmX and the full algebra Λ∗X. They are very
similar in spirit to the injective and projective norms of Grothendieck. It is shown that if X is
a subspace of Y , then Λ∗X is a subspace of Λ∗Y under the norm similar to the injective norm.
Also, it is shown that if X is a quotient of Y , then Λ∗X is a quotient of Λ∗Y under the norm
similar to the projective norm. We show Λ∗X is a Banach algebra with an identity under the
projective norm.
1. Introduction
The object of this paper is to study the exterior (Grassmann) algebra, Λ∗X =⊕∞m=0 ΛmX
of a Banach space X. We define two different, and in some sense dual, norms on ΛmX and
the full algebra Λ∗X. They are very similar in spirit to the injective and projective norms of
Grothendieck [5]. The injective norm ‖.‖∨ is defined on ΛmX∗ simply by considering this linear
space as a subspace of Ba,m(X), the continuous alternating m-linear forms of X. For the full al-
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⊕∞
m=0 ΛmX∗)∞, the l∞-sum of the sequence {ΛmX∗}∞m=0. The projective
norm ‖.‖∧ is defined on ΛmX. This is the norm induced on it by duality with Ba,m(X). For the
full algebra Λ∗X we put (
⊕∞
m=0 ΛmX)1, the l1-sum of the sequence {ΛmX}∞m=0. We show that
(Λ∗X)∧ is a Banach algebra with an identity.
It is shown that if X is a subspace of Y , then (ΛmX)∨ is a subspace of (ΛmY)∨ and (Λ∗X)∨
is a subspace of (Λ∗Y)∨. Also, it is shown that if X is a quotient of Y , then (ΛmX)∧ is a quotient
of (ΛmY)∧ and (Λ∗X)∧ is a quotient of (Λ∗Y)∧.
Our projective norm is not only very similar in spirit, but also a quotient of that of
Grothendieck’s. So, we have an alternative definition for our projective norm as it is the case
with that of Grothendieck’s. In addition we show that dual of (ΛmX)∨ is Ba,m(X). As in the
case of Grothendieck’s injective norm, we have necessary and sufficient conditions for a bounded
m-linear alternating functional to be a member of (ΛmX)∗∨.
Local reflexivity of ΛmX∗∗ in both norms, specially, the injective norm is important for the
development of this work. We do have some partial results on it.
We show that the two norms mass and comass studied in the exterior algebra of finite-
dimensional inner product spaces are our projective and injective norms. Also, if X is a Hilbert
space, we have extreme points of the ball of (ΛmX)∧.
In the remainder of this section, we recall some of the definitions and notation which will be
used in the sequel.
Now let X be a linear space. Recall that the associative tensor algebra of X is ⊗∗X =⊕∞
m=0 ⊗mX where ⊗0X = R and ⊗1X = X and ⊗mX is the m fold tensor product with all
factors equal to X. The multiplication in ⊗∗X is defined so that its restriction to ⊗mX ×⊗nX is
simply the bilinear composition
⊗mX × ⊗nX → ⊗mX ⊗ ⊗nX 	 ⊗m+nX.
It is clear that multiplication in ⊗∗X is associative, and that 1 ∈ R = ⊗0X is a unit element
in the ring.
In the associative tensor algebra ⊗∗X, consider the two sided ideal UX generated by all the
elements x ⊗ x in ⊗2X. The exterior (Grassmann) algebra of the linear space X is the quotient
algebra
Λ∗X = ⊗∗X/UX.
Since UX =⊕∞m=2(⊗mX ∩ UX),Λ∗X =⊕∞m=0 ΛmX where ΛmX = ⊗mX/(⊗mX ∩ UX),
in particular, Λ0X = R and Λ1X = X. The multiplication in Λ∗X is called the exterior multipli-
cation and denoted by the symbol ∧.
It follows that if x1, . . . , xm ∈ X, then the canonical homomorphism maps the product x1 ⊗
· · · ⊗ xm ∈ ⊗mX onto the product x1 ∧ · · · ∧ xm ∈ ΛmX. Clearly, ΛmX is the vector space
generated by all such products. Therefore, any element in ΛmX has the form
∑
j x1j ∧ · · · ∧ xmj
where each xij ∈ X and sum over j is finite.
If x1, x2 ∈ X, then x1 ⊗ x2 + x2 ⊗ x1 = (x1 + x2) ⊗ (x1 + x2) − x1 ⊗ x1 − x2 ⊗ x2 ∈ UX,
hence x1 ∧ x2 = −x2 ∧ x1.
Thus,
(xp+1 ∧ · · · ∧ xp+q)∧ (x1 ∧ · · · ∧ xp) = (−1)pq(x1 ∧ · · · ∧ xp)∧ (xp+1 ∧ · · · ∧ xp+q)
for each x1, . . . , xp+q ∈ X.
Now consider the case where ∞ > dim(X) = n. Let {e1, . . . , en} be a basis of X. For each
integer m  n, put Λ(n,m) = {λ: λ is an increasing map of {1, . . . ,m} into {1, . . . , n}}. Then
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(
n
m
)
and
dim(Λ∗X) = 2n.
In the case of dim(X) = ∞, let {ei}i∈I be a Hamel basis of X. Let  be a well ordering on I .
Put Λ(I,m) = {λ: λ is an increasing map of {1, . . . ,m} into I }. Then {eλ: λ ∈ Λ(I,m)} is a
basis of ΛmX as in the previous case. Of course, in this case dim(ΛmX) = ∞ for each integer
m 1.
An element u of ΛmX is called a simple m-vector if and only if it equals the exterior product
of m elements of X, that is u = x1∧· · ·∧xm for some x1, . . . , xm ∈ X. There is a close connection
between simple m-vectors and m-dimensional linear subspaces of X, as stated in the following.
With each ξ ∈ ΛmX, we associate the linear subspace
Y = {x ∈ X: ξ ∧ x = 0}.
In [4], it is shown that if ξ = 0, then k = dim(Y )m and for any base vectors e1, . . . , ek of
Y there exists a
ξ ′ ∈ Λm−kX such that ξ = e1 ∧ · · · ∧ ek ∧ ξ ′.
Furthermore, it is shown in [4] that
(i) A nonzero vector ξ ∈ ΛmX is simple if and only if its associated subspace Y has dimen-
sion m; in this case ξ equals the exterior product of m suitable base vectors of Y .
In other words; if ξ is simple, ξ = e1 ∧ · · · ∧ em for some suitably chosen basis {e1, . . . , em}
of Y , so ξ may be thought of as the span of {e1, . . . , em} scaled in some way.
(ii) The associated subspaces of two nonzero simple m-vectors ξ and η are equal if and only if
ξ = cη with 0 = c ∈ R.
(iii) If ξ is a non-zero simple m-vector and η is a non-zero simple n-vector, then ξ ∧η = 0 if and
only if the subspace associated with ξ ∧ η is the direct sum of the two subspaces associated
with ξ and η.
(iv) The subspace associated with a non-zero simple m-vector ξ is contained in the subspace
associated with a non-zero simple n-vector η if and only if η = ξ ∧ς for some ς ∈ Λn−mX.
The above association maps the set of all non-zero simple m-vectors of X onto the Grassmann
manifold G(X,m) of all m-dimensional subspaces of X. The procedure simply factors out the
scaling. In case X is Hilbertian, one also gets a Riemannian metric on G(X,m) from the structure
below.
If X and Y are linear spaces and f :X → Y is a linear map by definition Λmf :ΛmX → ΛmY
is given by Λmf (x1 ∧ · · · ∧ xm) = f (x1) ∧ · · · ∧ f (xm) for each x1, . . . , xm ∈ X. It is shown in
[4] that if f :X → X is linear and dim(X) = m, then
Λmf (x1 ∧ · · · ∧ xm) = f (x1)∧ · · · ∧ f (xm) = (detf )(x1 ∧ · · · ∧ xm)
for each x1, . . . , xm ∈ X.
Now let X be a finite-dimensional Hilbert space with dim(X) = n. Let {e1, . . . , en} be an or-
thonormal basis of X. We have already seen that {eλ: λ ∈ Λ(n,m)} is a basis for ΛmX for m n.
Now let ξ, η ∈ ΛmX. Then ξ =∑λ∈∧(n,m) ξλeλ and η =∑λ∈∧(n,m) ηλeλ for some ξλ, ηλ ∈ R.
Define 〈, 〉 :ΛmX ×ΛmX → R by
〈ξ, η〉 =
∑
ξληλ.λ∈∧(n,m)
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basis of ΛmX. Induced norm on ΛmX is denoted by |.| and, of course,
|ξ | = 〈ξ, ξ 〉1/2 =
{ ∑
λ∈∧(n,m)
|ξλ|2
}1/2
for each ξ ∈ ΛmX.
Also, it is shown in [4] that if f :X → Y is a linear map where X,Y are finite-dimensional
Hilbert spaces, then Λmf :ΛmX → ΛmY satisfies ‖Λmf ‖  ‖f ‖m for each m. Here, ‖.‖ de-
notes the operator norm induced by the inner products.
Also, in the case of finite-dimensional Hilbert spaces, in addition to the |.|on ΛmX another
pair of dual norms called mass and comass denoted by ‖.‖ on ΛmX and ΛmX∗ have been studied.
Before we introduce these norms let {e1, . . . , en} be an orthonormal basis of X and
{w1, . . . ,wn} be an orthonormal basis of X∗ such that
〈ei,wj 〉 =
{
1 if i = j,
0 otherwise.
Define 〈, 〉 :ΛmX ×ΛmX∗ → R by〈 ∑
λ∈∧(n,m)
ξλeλ,
∑
η∈∧(n,m)
ςηwη
〉
=
∑
λ∈∧(n,m)
∑
η∈∧(n,m)
ξλςη〈eλ,wη〉,
where
〈eλ,wη〉 =
{
1 if λ = η,
0 otherwise.
For each φ ∈ ΛmX∗, the comass of φ,‖φ‖∨ = sup{〈ξ,φ〉: ξ ∈ ΛmX,ξ is simple, |ξ | 1}.
For each ξ ∈ ΛmX, the mass of ξ is ‖ξ‖∧ = sup{〈ξ,φ〉: φ ∈ ΛmX∗,‖φ‖ 1}.
In case of Banach spaces, Grothendieck [6] introduced norms on the tensor product induced
by the multilinear forms. This study has grown over the years into the area of research known as
operator ideal theory [9]. Since our work is somewhat parallel to the early work of Grothendieck,
we review a bit of that study now.
Reasonable cross norms are a broader class of norms studied on tensor products of Banach
spaces. Let us recall that a norm α on X ⊗ Y where X and Y are Banach spaces is called a
reasonable cross norm whenever α satisfies
(i) α(x ⊗ y) ‖x‖‖y‖ for each x ∈ X and y ∈ Y and
(ii) If x∗ ∈ X∗ and y∗ ∈ Y ∗, then x∗ ⊗ y∗ ∈ (X ⊗ Y,α)∗ and has functional norm  ‖x∗‖‖y∗‖.
It can be shown, for instance see [2], that if α is a reasonable cross norm on X ⊗ Y , then
(i) α(x ⊗ y) = ‖x‖‖y‖ for each x ∈ X and y ∈ Y .
(ii) If x∗ ∈ X∗ and y∗ ∈ Y ∗, then the norm of x∗ ⊗ y∗ as a member of (X⊗Y,α)∗ is ‖x∗‖‖y∗‖.
(iii) If α∗ is the norm induced on X∗ ⊗ Y ∗ by considering X∗ ⊗ Y ∗ as a linear subspace of
(X ⊗ Y,α)∗, then α∗ is a reasonable cross norm on X∗ ⊗ Y ∗.
Even though the theory of reasonable cross norms is much wider as well as much deeper, still
we would like to recall one more fact for now, that is the existence of a least reasonable cross
norm denoted by ‖.‖∨ and the existence of a greatest reasonable cross norm denoted by ‖.‖∧.
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u ∈ X ⊗ Y . ‖.‖∨ is called the injective norm and ‖.‖∧ is called the projective norm [2].
However, as far as we know, the exterior product with any norm has not been studied in
case of Banach spaces. Especially, no studies have been done on Grassmann manifolds in Ba-
nach spaces. We think it is important to study these because simple m-vectors can be thought
of as m-dimensional subspaces scaled in some way, as we mentioned earlier. We hope Banach
space norms of simple vectors will yield metric information about their associated subspaces.
For instance, this is the case with m-uniform convexity and m-uniform rotundity which are asso-
ciated with area [10]. Recall that if x1, . . . , xm+1 ∈ X then the m-dimensional area enclosed by
x1, x2, . . . , xm+1 is
A(x1, x2, . . . , xm+1) = sup
⎧⎪⎪⎨
⎪⎪⎩
∣∣∣∣∣∣∣∣
1 . . . 1
x∗1 (x1) . . . x∗1 (xm+1)
...
...
x∗m(x1) . . . x∗m(xm+1)
∣∣∣∣∣∣∣∣
: x∗1 , . . . , x∗m ∈ BX∗
⎫⎪⎪⎬
⎪⎪⎭ .
2. Preliminaries
Certainly, what we do here is rather unusual as far as Banach spaces are concerned. So it is
needless to say that our definitions, notation, etc. are things we are not familiar with a priori.
First recall that for two Banach spaces X and Y Grothendieck’s injective norm on X ⊗ Y
is induced by viewing X ⊗ Y as a subspace of B(X∗, Y ∗), the Banach space of all continuous
bilinear functionals on X∗ × Y ∗ with the norm defined for φ ∈ B(X∗, Y ∗) by
‖φ‖ = sup{∣∣φ(x∗, y∗)∣∣: x∗ ∈ X∗, y∗ ∈ Y ∗, ‖x∗‖,‖y∗‖ 1},
that is, for
∑n
i=1 xi ⊗ yi ∈ X ⊗ Y ,∥∥∥∥∥
n∑
i=1
xi ⊗ yi
∥∥∥∥∥∨ = sup
{∣∣∣∣∣
n∑
i=1
xi ⊗ yi(x∗, y∗)
∣∣∣∣∣: x∗ ∈ X∗, y∗ ∈ Y ∗, ‖x∗‖,‖y∗‖ 1
}
.
We will define two different, and in some sense dual, norms on ΛmX and full algebra, Λ∗X.
They are very similar in spirit to the injective and projective norms of Grothendieck. The first is
the injective norm ‖.‖∨. On Λ2X∗, this is defined simply by considering this space as a (linear)
subspace of B(X,X) the bounded linear functionals on X×X. In fact, as we shall see, this is the
same norm we would get by considering Λ2X∗ as a subspace of Ba,2(X), the alternating bilinear
forms on X ×X.
Before we define our ‖.‖∨ on ΛmX∗ we need to recall the following.
An m-linear function f which maps m-fold cartesian product X×· · ·×X of a linear space X
into a linear space Y is called alternating if and only if f (x1, . . . , xm) = 0 whenever x1, . . . , xm ∈
X and xi = xj for some i = j . We let Λm(X,Y ) be the vector space of all m linear alternating
functions from X × · · · × X (m factors) in to Y . If f ∈ Λm(X,Y ) by definition of m fold tensor
product ⊗mX, there exists a corresponding linear map g :⊗mX → Y . Since UX ∩⊗mX ⊂ kerg
there exists a unique linear function h :ΛmX → Y such that f (x1, . . . , xm) = h(x1 ∧ · · · ∧ xm)
whenever x1, . . . , xm ∈ X. Hence, associating h with f , we obtain the linear isomorphism
Λm(X,Y ) 	 Hom(ΛmX,Y ).
We begin with some definitions on a linear space X.
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〈x1 ∧ · · · ∧ xm,x∗1 ∧ · · · ∧ x∗m〉 =
∣∣∣∣∣∣
x∗1 (x1) . . . x∗1 (xm)
...
...
x∗m(x1) . . . x∗m(xm)
∣∣∣∣∣∣= det
(
x∗i (xj )
)
for each x1 ∧ · · · ∧ xm ∈ ΛmX and x∗1 ∧ · · · ∧ x∗m ∈ ΛmX∗ and linearly extend to the full product.
Furthermore, for p < q , we define the following linear maps which will be used in the sequel.
 :ΛpX ×ΛqX∗ → Λq−pX∗ and
 :ΛqX ×ΛpX∗ → Λq−pX by
〈x1 ∧ · · · ∧ xq−p, xq−p+1 ∧ · · · ∧ xq  x∗1 ∧ · · · ∧ x∗p ∧ x∗p+1 ∧ · · · ∧ x∗q 〉
= 〈x1 ∧ · · · ∧ xq−p ∧ xq−p+1 ∧ · · · ∧ xq, x∗1 ∧ · · · ∧ x∗p ∧ x∗p+1 ∧ · · · ∧ x∗q 〉
for each x1 ∧· · ·∧xq−p ∈ Λq−pX, for each xq−p+1 ∧· · ·∧xq ∈ ΛpX and for each x∗1 ∧· · ·∧x∗q ∈
ΛqX
∗ and linearly extend to the full product, and
〈x1 ∧ · · · ∧ xq  x∗1 ∧ · · · ∧ x∗p, x∗p+1 ∧ · · · ∧ x∗q 〉 = 〈x1 ∧ · · · ∧ xq, x∗1 ∧ · · · ∧ x∗q 〉
for each x1 ∧ · · · ∧ xq ∈ ΛqX, for each x∗1 ∧ · · · ∧ x∗p ∈ ΛpX∗ and for each x∗p+1 ∧ · · · ∧ x∗q ∈
Λq−pX∗.
There are observations, which will be important in the sequel, we need to make about
Λmf :ΛmX → ΛmY for a linear map f from a linear space X into a linear space Y . The
first one is that if f is one–one then Λmf is one–one, too. For this, let {ei}i∈I be a basis
of X and assume Λmf (
∑
ai1...imei1 ∧ · · · ∧ eim) = 0. Then Λmf (
∑
ai1...imei1 ∧ · · · ∧ eim) =∑
ai1...imf (ei1) ∧ · · · ∧ f (eim) = 0. Since f is one–one, {f (ei)i∈I } is linearly independent and
hence {f (ei1) ∧ · · · ∧ f (eim): ip = iq for each p and q, i1, . . . , im ∈ I } is a basis for Λmf (X).
Thus, ai1...im = 0 for every choice of ij ’s and
∑
ai1...imei1 ∧ · · · ∧ eim = 0. The second fact that if
f is surjective, then Λmf is surjective follows immediately from the definition.
However, if fi :X → Y , i = 1, . . . ,m, are linear operators from X into Y , then
(f1 ∧ f2 ∧ · · · ∧ fm)(x1 ∧ x2 ∧ · · · ∧ xm) = f (x1)∧ f (x2)∧ · · · ∧ f (xm)
is not a well defined map clearly because for each x ∈ X, 0 = (f1 ∧f2 ∧· · ·∧fm)(x∧x∧· · ·∧x)
will lead to a contradiction.
The natural definition of f1 ∧ · · · ∧ fm :ΛmX → ΛmY must be
(f1 ∧ · · · ∧ fm)(x1 ∧ · · · ∧ xm) = 1
m!
∑
σ∈Πm
(−1)sgnσ f1(xσ(1))∧ · · · ∧ fm(xσ(m)).
We have already seen that 〈, 〉 :ΛmX ×ΛmX∗ → R defined as
〈x1 ∧ · · · ∧ xm,x∗1 ∧ · · · ∧ x∗m〉 = det
(
x∗i (xj )
)
is a linear map. In fact, we would like to show that ΛmX∗ can be viewed as a subspace of
Λm(X,R). Let
∑
i x
∗
1i ∧ · · · ∧ x∗mi ∈ ΛmX∗ and let (x1, . . . , xm) ∈ X × · · · ×X. Define∑
i
x∗1i ∧ · · · ∧ x∗mi(x1, . . . , xm) =
〈
x1 ∧ · · · ∧ xm,
∑
i
x∗1i ∧ · · · ∧ x∗mi
〉
.
It is easy to see this is m-linear and alternating.
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Now we define ‖.‖∨ on ΛmX∗, in an analogous way to Grothendieck’s injective norm ‖.‖∨.
That is, as we have seen, by viewing ΛmX∗ as a subspace of the Banach space, Ba,m(X), of all
alterating continuous m-linear functionals on X×· · ·×X (m factors) under the norm defined by
‖φ‖ = sup{φ(x1, . . . , xm): xi ∈ BX, i = 1, . . . ,m} for φ alternating continuous m-linear func-
tional on X × · · · ×X. Thus for ∑i x∗1i ∧ · · · ∧ x∗mi ∈ ΛmX∗ we define∥∥∥∥∑
i
x∗1i ∧ · · · ∧ x∗mi
∥∥∥∥∨
= sup
{∑
i
x∗1i ∧ · · · ∧ x∗mi(x1, x2, . . . , xm): xi ∈ BX, i = 1, . . . ,m
}
.
Claim. ‖.‖∨ is a norm on ΛmX∗.
Proof. The proof will be given for m = 2. The general case is very similar.
Assume ‖∑i x∗1i ∧ x∗2i‖∨ = 0. Then 〈x1 ∧ x2,∑i x∗1i ∧ x∗2i〉 = 0 for each x1, x2 ∈ BX .
Therefore,∑
i
∣∣∣∣x∗1i (x1) x∗1i (x2)x∗2i (x1) x∗2i (x2)
∣∣∣∣= 0 for each x1, x2 ∈ X.
So we have,(∑
i
x∗1i ⊗ x∗2i − x∗2i ⊗ x∗1i
)
(x1 ⊗ x2) = 0.
By linearity
∑
i x
∗
1i ⊗ x∗2i − x∗2i ⊗ x∗1i = 0 in X∗ ⊗X∗. Hence, we have
0 =
∑
i
x∗1i ∧ x∗2i − x∗2i ∧ x∗1i = 2
∑
i
x∗1i ∧ x∗2i .
So ∑
i
x∗1i ∧ x∗2i = 0.
Other requirements follow readily. 
Before we define the norm on ΛmX, we will show that our norm on ΛmX∗ is the same if we
consider it to be a linear subspace of Ba,m(X∗∗).
Lemma 3.1. For each
∑
i x
∗
1i ∧ · · · ∧ x∗mi ∈ ΛmX∗,∥∥∥∥∑
i
x∗1i ∧ · · · ∧ x∗mi
∥∥∥∥∨
= sup
{〈∑
i
x∗1i ∧ · · · ∧ x∗mi, x∗∗1 ∧ · · · ∧ x∗∗m
〉
: x∗∗1 , . . . , x∗∗m ∈ BX∗∗
}
.
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x∗ ∈ X∗ is an isometry. This clearly gives us∥∥∥∥∑
i
x∗1i ∧ · · · ∧ x∗mi
∥∥∥∥∨
 sup
{〈∑
i
x∗1i ∧ · · · ∧ x∗mi, x∗∗1 ∧ · · · ∧ x∗∗m
〉
: x∗∗1 , . . . , x∗∗m ∈ BX∗∗
}
for each
∑
i x
∗
1i ∧ · · · ∧ x∗mi ∈ ΛmX∗.
Now let ε > 0 be arbitrary. Choose y∗∗1 , . . . , y∗∗m ∈ BX∗ such that
sup
{〈∑
i
x∗1i ∧ · · · ∧ x∗mi, x∗∗1 ∧ · · · ∧ x∗∗mi
〉
: x∗∗1 , . . . , x∗∗m ∈ BX∗∗
}
− ε
<
〈∑
i
x∗1i ∧ · · · ∧ x∗mi, y∗∗1 ∧ · · · ∧ y∗∗m
〉
.
By Helley’s theorem [1], there are y1, . . . , ym ∈ X such that ‖yj‖ ‖y∗∗j ‖ + ε < 1 + ε for each
j = 1, . . . ,m and 〈x∗ki , y∗∗j 〉 = 〈yj , x∗ki〉 for each k, j = 1, . . . ,m and for each i.
Observe that
sup
{〈∑
i
x∗1i ∧ · · · ∧ x∗mi, x∗∗1 ∧ · · · ∧ x∗∗m
〉
: x∗∗1 , . . . , x∗∗m ∈ BX∗∗
}
− ε
< (1 + ε)m sup
{〈
x1 ∧ · · · ∧ xm,
∑
i
x∗1i ∧ · · · ∧ x∗mi
〉
: x1, . . . , xm ∈ Bx
}
. 
Now we can define ‖.‖∨ on ΛmX consistent with ‖.‖∨ on ΛmX∗.
Definition 3.2.∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥∨ = sup
{〈∑
i
x1i ∧ · · · ∧ xmi, x∗1 ∧ · · · ∧ x∗m
〉
: x∗1 , . . . , x∗m ∈ BX∗
}
.
We denote the completion of ΛmX under the norm ‖.‖∨ by (ΛmX)∨. Also, we define
(Λ∗X)∨ ≡
( ∞∑
m=0
⊕(ΛmX)∨
)
∞
.
Recall that a sequence of Banach spaces (Xn), the l∞ product (
∑⊕
Xn)∞ is the space of all
sequences (xn), where for each n,xn ∈ Xn and supn ‖xn‖ < ∞. The norm is given by∥∥(x1, x2, . . . , xn, . . .)∥∥= sup
n
‖xn‖.
Remark 3.3. Observe that
‖x1 ∧ · · · ∧ xm‖∨ = sup
{〈x1 ∧ · · · ∧ xm,x∗1 ∧ · · · ∧ x∗m〉: x∗1 , . . . , x∗m ∈ BX∗}
= sup{det〈xi, x∗j 〉: x∗1 , . . . , x∗m ∈ BX∗}
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⎧⎪⎪⎨
⎪⎪⎩
∣∣∣∣∣∣∣∣
1 1 . . . 1
0 x∗1 (x1) . . . x∗1 (xm)
...
...
...
0 x∗m(x1) . . . x∗m(xm)
∣∣∣∣∣∣∣∣
: x∗1 , . . . , x∗m ∈ BX∗
⎫⎪⎪⎬
⎪⎪⎭
= A(0, x1, . . . , xm).
This is one of the reasons we think that ‖.‖∨ will help us to understand geometric properties
of X.
If X and Y are Banach spaces and T :X → Y is a bounded linear operator, then ΛmT :ΛmX →
ΛmY has a unique extension from (ΛmX)∨ into (ΛmY)∨. This unique extension is also denoted
by ΛmT .
The following proposition is important to what comes later. First, though, we recall that if α
is a reasonable tensor norm, then S :X → U and T :Y → V , the operator S ⊗ T :X ⊗α Y →
U ⊗α V defined by S ⊗ T (x ⊗ y) = S(x) ⊗ T (y) has norm  ‖S‖‖T ‖. The analogous results
hold in our situation as well. The first proposition gives the result for T ∧ T defined by (T ∧
T )(x1 ∧ x2) = T (x1)∧ T (x2) = Λ2T (x1 ∧ x2).
Proposition 3.4. Let T :X → Y be a bounded linear operator. Then Λ2T : (Λ2X)∨ → (Λ2Y)∨
satisfies ‖Λ2T ‖∨  ‖T ‖2.
Proof. Let
∑
i x1i ∧ x2i ∈ (Λ2X)∨. Then∥∥∥∥Λ2T
(∑
i
x1i ∧ x2i
)∥∥∥∥∨ = sup
{〈∑
i
T (x1i )∧ T (x2i ), y∗1 ∧ y∗2
〉
: y∗1 , y∗2 ∈ BY ∗
}
 ‖T ‖2 sup
{〈∑
i
x1i ∧ x2i : x∗1 ∧ x∗2
〉
: x∗1 , x∗2 ∈ BX∗
}
= ‖T ‖2
∥∥∥∥∑
i
x1i ∧ x2i
∥∥∥∥∨. 
If we are given two different maps T1 and T2 :X → Y as we mentioned before
(T1 ∧ T2)(x1 ∧ x2) = 12
{
T1(x1)∧ T2(x2)− T1(x2)∧ T2(x1)
}
.
Proposition 3.5. ‖T1 ∧T2‖∨  ‖T1‖‖T2‖ where ‖T1 ∧T2‖∨ denotes the operator norm of T1 ∧T2
from (Λ2X)∨ into (Λ2Y)∨.
Proof. Let
∑
i x1i ∧ x2i ∈ (Λ2X)∨ and y∗1 , y∗2 ∈ BY ∗ . Then
(T1 ∧ T2)
(∑
i
x1i ∧ x2i
)
=
∑
i
T1 ∧ T2(x1i ∧ x2i )
= 1
2
∑
T1(x1i )∧ T2(x2i )− T1(x2i )∧ T2(x1i )
i
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T1 ∧ T2
(∑
i
x1i ∧ x2i
)
, y∗1 ∧ y∗2
〉
=
〈∑
i
x1i ∧ x2i , T ∗1 ∧ T ∗2 (y∗1 ∧ y∗2 )
〉
.
Thus,∥∥∥∥T1 ∧ T2
(∑
i
x1i ∧ x2i
)∥∥∥∥∨ 
∥∥∥∥∑
i
x1i ∧ x2i
∥∥∥∥∨‖T ∗1 ‖‖T ∗2 ‖. 
Corollary 3.6. If T :X → Y is a linear operator, then ‖ΛmT ‖∨  ‖T ‖m for each m 1.
Proof. This follows from,〈
ΛmT
(∑
i
x1i ∧ · · · ∧ xmi
)
, y∗1 ∧ · · · ∧ y∗m
〉
=
〈∑
i
x1i ∧ · · · ∧ xmi, T ∗ (y∗1 )∧ · · · ∧ T ∗ (y∗m)
〉
for each
∑
i x1i ∧ · · · ∧ xmi ∈ (ΛmX)∨ and y∗1 , . . . , y∗m ∈ BY ∗ . 
Corollary 3.7. If T1, . . . , Tm :X → Y are linear operators, then ‖T1 ∧ · · · ∧ Tm‖∨ ∏mi=1 ‖Ti‖.
Proof. This follows from,〈
T1 ∧ · · · ∧ Tm
(∑
i
x1i ∧ · · · ∧ xmi
)
, y∗1 ∧ · · · ∧ y∗m
〉
=
〈∑
i
x1i ∧ · · · ∧ xmi, (T ∗1 ∧ · · · ∧ T ∗m)(y∗1 ∧ · · · ∧ y∗m)
〉
. 
Corollary 3.8. If X ∼= Y (that is there is an isometric isomorphism from X onto Y ) then
(ΛmX)∨ ∼= (ΛmY)∨.
Proof. If T :X → Y is an onto isometric isomorphism, then T ∗ :Y ∗ → X∗ is an onto isometric
isomorphism. Also,∥∥∥∥ΛmT
(∑
i
x1i ∧ · · · ∧ xmi
)∥∥∥∥∨
= sup
{〈∑
i
x1i ∧ · · · ∧ xmi, x∗1 ∧ · · · ∧ x∗m
〉
: x∗1 , . . . , x∗m ∈ BX∗
}
.
Thus ∥∥∥∥ΛmT
(∑
i
x1i ∧ · · · ∧ xmi
)∥∥∥∥∨ =
∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥∨.
Since {∑i x1i ∧· · ·∧xmi : x1i , . . . , xmi ∈ X for each i} is dense in (ΛmX)∨, we have ‖ΛmT ‖∨ =
1. 
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J (x)(x∗) = x∗(x) for each x ∈ X and x∗ ∈ X∗. It turns out that we have the following.
Theorem 3.9. (ΛmX)∨ is isometric to a subspace of (ΛmX∗∗)∨. In fact, ΛmJ : (ΛmX)∨ →
(ΛmX
∗∗)∨ is an isometric isomorphism.
Proof. For
∑
i x1i ∧ · · · ∧ xmi ∈ (ΛmX)∨,∥∥∥∥ΛmJ
(∑
i
x1i ∧ · · · ∧ xmi
)∥∥∥∥∨
= sup
{〈
x∗1 ∧ · · · ∧ x∗m,
∑
i
J (x1i )∧ · · · ∧ J (xmi)
〉
: x∗1 , . . . , x∗m ∈ BX∗
}
=
∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥∨. 
In fact, we shall see later that this is generally true. That is, if X is subspace of Y then (ΛmX)∨
is a subspace of (ΛmY)∨, the injective property of ‖.‖∨.
The natural operations in the algebra, Λ∗X, and in the paired algebras Λ∗X and Λ∗X∗ are
exterior multiplication, ∧, and contraction,  and . We want to estimate the norms of these
operators. The next result is our first estimate.
Proposition 3.10. Let X be a Banach space. Then∥∥∥∥
(∑
i
x1i ∧ · · · ∧ xmi
)
∧
(∑
j
x(m+1)j ∧ · · · ∧ xnj
)∥∥∥∥∨

(
n
m
)∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥∨
∥∥∥∥∑
j
x(m+1)j ∧ · · · ∧ xnj
∥∥∥∥∨
where xpq ∈ X for each p and for each q .
Proof. First, observe that(∑
i
x1i ∧ · · · ∧ xmi
)
∧
(∑
j
x(m+1)j ∧ · · · ∧ xnj
)
=
∑
i
∑
j
x1i ∧ · · · ∧ xmi ∧ x(m+1)j ∧ · · · ∧ xnj .
Thus,∥∥∥∥
(∑
i
x1i ∧ · · · ∧ xmi
)
∧
(∑
j
x(m+1)j ∧ · · · ∧ xnj
)∥∥∥∥∨
= sup
⎧⎨
⎩
∑
i
∑
j
∣∣∣∣∣∣
x∗1 (x1i ) . . . x∗1 (xmi) . . . x∗1 (xnj )
...
...
...
∗ ∗ ∗
∣∣∣∣∣∣ : x∗1 , . . . , x∗n ∈ BX∗
⎫⎬
⎭ .xn(x1i ) . . . xn(xmi) . . . xn(xnj )
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Hence,∥∥∥∥
(∑
i
x1i ∧ · · · ∧ xmi
)
∧
(∑
j
x(m+1)j ∧ · · · ∧ xnj
)∥∥∥∥∨
= sup
x∗1 ,...,x∗n∈X∗
∑
±
∑
i
∣∣∣∣∣∣∣∣
x∗i1(x1i ) . . . x
∗
i1
(xmi)
...
...
x∗im(x1i ) . . . x
∗
im
(xmi)
∣∣∣∣∣∣∣∣
×
∑
j
∣∣∣∣∣∣∣
x∗
i′m+1
(x(m+1)j ) . . . x∗i′m+1(xnj )
...
...
x∗
i′n
(x(m+1)j ) . . . x∗i′n(xnj )
∣∣∣∣∣∣∣ .
Thus,∥∥∥∥
(∑
i
x1i ∧ · · · ∧ xmi
)
∧
(∑
j
x(m+1)j ∧ · · · ∧ xnj
)∥∥∥∥∨

(
n
m
)∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥∨
∥∥∥∥∑
j
x(m+1)j ∧ · · · ∧ xnj
∥∥∥∥∨. 
If ξ ∈ (ΛmX)∨, η ∈ (ΛnX)∨, we define
ξ ∧ η ≡ lim
k→∞
(∑
i
xk1i ∧ · · · ∧ xkmi
)
∧
(∑
j
xk1j ∧ · · · ∧ xknj
)
where {∑i xk1i ∧ · · · ∧ xkmi}∞k=1 converges to ξ and {∑j xk1j ∧ · · · ∧ xknj }∞k=1 converges to η.
Then we have the following.
Corollary 3.11. If ξ ∈ (ΛmX)∨ and η ∈ (Λn−mX)∨ then
‖ξ ∧ η‖∨ 
(
n
m
)
‖ξ‖∨‖η‖∨.
We cannot expect to do better than this. In particular, we can’t hope to have exterior multipli-
cation bounded on (Λ∗X)∨, as this example indicates.
Let X = l21 . Then X∗ = l2∞. Let {e1, e2} be the basis of l21 and {w1,w2} be the basis for l2∞
such that
〈ei,wj 〉 =
{
1 if i = j,
0 otherwise.
Consider ‖e1 ∧ e2‖∨ = sup{〈e1 ∧ e2, x∗ ∧ y∗〉: x∗, y∗ ∈ Bl2∞}. Put x∗ = x1w1 + x2w2, y∗ =
y1w1 + y2w2.
So,
‖e1 ∧ e2‖∨ = sup
{∣∣∣∣x1 x2y y
∣∣∣∣ : |x1|, |x2| 1, |y1|, |y2| 1
}
 2.1 2
W. Ramasinghe / Bull. Sci. math. 131 (2007) 291–324 303Now, let x∗0 = w1 +w2, y∗0 = −w1 +w2. Then ‖x∗0‖∞ = ‖y∗0‖∞ = 1 and
〈e1 ∧ e2, x∗0 ∧ y∗0 〉 =
∣∣∣∣ 1 1−1 1
∣∣∣∣= 2.
Thus, ‖e1 ∧ e2‖∨ = 2. So 2 = ‖e1 ∧ e2‖∨  ‖e1‖.‖e2‖ = 1.
Thus, if we are to get an algebra norm on Λ∗X, the one we have on (ΛmX)∨ won’t help.
4. Projective type norm ‖.‖∧
In ‘duality’ with the definition of ‖.‖∨, and in analogy with Grothendieck’s projective norm,
we are now ready to define the strong norm on ΛmX and the whole algebra Λ∗X which will give
us a Banach algebra.
First, let us review the definition of Grothendieck’s projective norm ‖.‖∧ on X ⊗ Y . This,
‖.‖∧ is the norm induced on X ⊗ Y by duality with B(X,Y ), that is, if u =∑i xi ⊗ yi ∈ X ⊗ Y ,
then ‖u‖∧ = sup{υ(u): υ ∈ B(X,Y ),‖υ‖ 1}.
We define ‖.‖∧ on ΛmX as the norm induced on ΛmX by duality with Ba,m(X) the alternating
m-linear forms on X × · · · ×X, that is, if u =∑i x1i ∧ · · · ∧ xmi ∈ ΛmX, then∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥∧
= sup
{〈∑
i
x1i ∧ · · · ∧ xmi,
∑
j
x∗1j ∧ · · · ∧ x∗mj
〉
:
∥∥∥∥∑
j
x∗1j ∧ · · · ∧ x∗mj
∥∥∥∥∨  1
}
.
The proof that ‖.‖∧ is a norm on ΛmX is very similar to the proof that ‖.‖∨ is a norm on ΛmX∗.
We denote the completion of ΛmX under the norm ‖.‖∧ by (ΛmX)∧.
Also, we define (Λ∗X)∧ ≡ (∑∞k=0 ⊕(ΛkX)∧)1.
Recall that for a sequence of Banach spaces (Xn), and 1 p < ∞, the lp product (∑⊕Xn)p
is the space of all sequences (xn), where for each n,xn ∈ Xn and ∑‖xn‖p < ∞. The norm is
given by∥∥(x1, . . . , xn, . . .)∥∥= (∑‖xn‖p)1/p.
The principle of local reflexivity, inherent in the work of Grothendieck, but made explicit only in
Lindenstrauss and Rosenthal’s work [7], states that if G is a finite-dimensional subspace of X∗∗,
and if F is a finite-dimensional subspace of X∗ then for each ε > 0, there exists a one–one linear
operator T :G → X satisfying
(i) T (x) = x for all x ∈ X ∩G.
(ii) ‖T ‖‖T −1‖ < 1 + ε.
(iii) 〈T x∗∗, x∗〉 = 〈x∗, x∗∗〉 for all x∗∗ ∈ G and all x∗ ∈ F .
Even though (ΛmX∗∗)∨ is not (ΛmX)∗∗∨ , and, as we believe, (ΛmX∗)∧ is not always
(ΛmX)
∗∨, we do have a version of the principle in this situation.
Theorem 4.1. Let X be a Banach space and G be a finite-dimensional subspace of (ΛmX∗∗)∨
which is generated by finitely many elements of the form ∑i x∗∗1i ∧ · · · ∧ x∗∗mi and F be a finite-
dimensional subspace of (ΛmX∗)∧ which is generated by finitely many elements of the form
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j x
∗
1j ∧ · · · ∧ x∗mj . Then, given any ε > 0, there exists a one-to-one linear operator Tm :G →
(ΛmX)∨ such that
(i) Tm(η) = η for each η ∈ (ΛmX)∨ ∩G.
(ii) ‖Tm‖‖T −1m ‖ < 1 + ε.
(iii) 〈
Tm
(∑
i
x∗∗1i ∧ · · · ∧ x∗∗mi
)
,
∑
j
x∗1j ∧ · · · ∧ x∗mj
〉
=
〈∑
j
x∗1j ∧ · · · ∧ x∗mj ,
∑
i
x∗∗1i ∧ · · · ∧ x∗∗mi
〉
for each ∑i x∗∗1i ∧ · · · ∧ x∗∗mi ∈ G and ∑j x∗1j ∧ · · · ∧ x∗mj ∈ F .
First we need a lemma.
Lemma 4.2. Let G be as in Theorem 4.1 and ε > 0. Then there are finitely many {x∗ik: i =
1, . . . ,m, k = 1, . . . ,N} ⊆ SX∗ such that
max
k=1,..,N
∣∣∣∣
〈
x∗1k ∧ · · · ∧ x∗mk,
∑
i
x∗∗1i ∧ · · · ∧ x∗∗mi
〉∣∣∣∣ (1 − ε)
∥∥∥∥∑
i
x∗∗1i ∧ · · · ∧ x∗∗mi
∥∥∥∥∨
for each ∑i x∗∗1i ∧ · · · ∧ x∗∗mi ∈ G.
Proof. Since SG is compact, it has a finite ε2 -net {
∑
i x
∗∗
1ik ∧ x∗∗2ik ∧ · · · ∧ x∗∗mik }Nk=1. For each k in{1, . . . ,N}, choose x∗1k, . . . , x∗mk in SX∗ such that |〈x∗1k ∧· · ·∧x∗mk,
∑
i x
∗∗
1ik ∧· · ·∧x∗∗mik 〉| > 1− ε2 .
It is easy to see that {x∗ik: i = 1, . . . ,m, k = 1, . . . ,N} satisfies the inequality. 
Proof of Theorem 4.1. Our assumption, G is generated by finitely many elements of the form∑
i x
∗∗
1i ∧ · · · ∧ x∗∗mi , and each generating element
∑
i x
∗∗
1i ∧ · · · ∧ x∗∗mi has finitely many elements
such as x∗∗1i ∧ · · · ∧ x∗∗mi will lead us to assume without loss of generality, G = linear span {x∗∗i1 ∧· · · ∧ x∗∗im : 1 i1 < i2 < · · · < im  n where {x∗∗j }nj=1 is linearly independent}.
Put ε′ = ε1+ε . Then by Lemma 4.2, choose {x∗ik: i = 1, . . . ,m, k = 1, . . . ,N} ⊆ SX∗ such that
max
k=1,...,N
∣∣∣〈x∗1k ∧ · · · ∧ x∗mk,∑ai1...imx∗∗i1 ∧ · · · ∧ x∗∗im
〉∣∣∣
 (1 − ε′)
∥∥∥∑ai1...imx∗∗i1 ∧ · · · ∧ x∗∗im
∥∥∥∨
for each
∑
ai1...imx
∗∗
i1
∧ · · · ∧ x∗∗im ⊆ G where ai1...im ∈ R.
As for G, without loss of generality, assume F = linear span {x∗r1 ∧ · · · ∧ x∗rm : 1 r1 < r2 <
· · · < rm M where {x∗r }Mr=1 is linearly independent}. Now let G1 = linear span {x∗∗j }nj=1 and
F1 = linear span ({x∗r }Mr=1 ∪ {x∗ik}mi=1Nk=1).
Then by principle of local reflexivity [7], there is a bounded linear operator T :G1 → X such
that
(i) T (x) = x for each x ∈ G1 ∩X.
(ii) ‖T ‖‖T −1‖ < 1 + ε′.
(iii) 〈T (x∗∗), x∗〉 = 〈x∗, x∗∗〉 for each x∗∗ ∈ G1 and for each x∗ ∈ F1.
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Then by Proposition 3.5, ‖Tm‖ 1. Also,∥∥∥Tm(∑ai1...imx∗∗i1 ∧ · · · ∧ x∗∗im
)∥∥∥∨  (1 − ε′)
∥∥∥∑ai1...imx∗∗i1 ∧ · · · ∧ x∗∗im
∥∥∥∨.
Hence, ‖Tm‖‖T −1m ‖ 1 + ε.
Clearly, Tm(η) = η for each η ∈ (ΛmX)∨ ∩G. Also,〈
Tm
(∑
ai1...imx
∗∗
i1
∧ · · · ∧ x∗∗im
)
,
∑
br1...rmx
∗
r1 ∧ · · · ∧ x∗rm
〉
=
〈∑
br1...rmx
∗
r1 ∧ · · · ∧ x∗rm,
∑
ai1...imx
∗∗
i1
∧ · · · ∧ x∗∗im
〉
for each
∑
ai1...imx
∗∗
i1
∧ · · · ∧ x∗∗im in G and for each
∑
br1...rmx
∗
r1 ∧ · · · ∧ x∗rm in F . 
Thanks to Theorems 3.9 and 4.1, as we expected, we have the following.
Proposition 4.3.∥∥∥∥∑
i
x∗1i ∧ · · · ∧ x∗mi
∥∥∥∥∧
= sup
{〈∑
j
x1j ∧ · · · ∧ xmj ,
∑
i
x∗1i ∧ · · · ∧ x∗mi
〉
:
∥∥∥∥∑
j
x1j ∧ · · · ∧ xmj
∥∥∥∥∨  1
}
.
Proof. By definition of ‖.‖∧,∥∥∥∥∑
i
x∗1i ∧ · · · ∧ x∗mi
∥∥∥∥∧
= sup
{∣∣∣∣
〈∑
i
x∗1i ∧ · · · ∧ x∗mi,
∑
j
x∗∗1j ∧ · · · ∧ x∗∗mj
〉∣∣∣∣:
∥∥∥∥∑
j
x∗∗1j ∧ · · · ∧ x∗∗mj
∥∥∥∥∨  1
}
.
By Theorem 3.9, (ΛmX)∨ is isometric to a subspace of (ΛmX∗∗)∨. Hence,
sup
{∣∣∣∣
〈∑
j
x1j ∧ · · · ∧ xmj ,
∑
i
x∗1i ∧ · · · ∧ x∗mi
〉∣∣∣∣:
∥∥∥∥∑
j
x1j ∧ · · · ∧ xmj
∥∥∥∥∨  1
}

∥∥∥∥∑
i
x∗1i ∧ · · · ∧ x∗mi
∥∥∥∥∧.
Now let ε > 0 be arbitrary. Then there is
∑
j x
∗∗
1j ∧ · · · ∧ x∗∗mj in (ΛmX∗∗)∨ such that ‖
∑
j x
∗∗
1j ∧
· · · ∧ x∗∗mj‖∨  1 and∥∥∥∥∑
i
x∗1i ∧ · · · ∧ x∗mi
∥∥∥∥∧ − ε <
∣∣∣∣
〈∑
i
x∗1i ∧ · · · ∧ x∗mi,
∑
j
x∗∗1j ∧ · · · ∧ x∗∗mj
〉∣∣∣∣.
Put G = linear span {∑j x∗∗1j ∧ · · · ∧ x∗∗mj } and F = linear span {∑i x∗1i ∧ · · · ∧ x∗mi}. Then there
is a linear operator Tm :G → ΛmX which satisfies (i), (ii), (iii) of Theorem 4.1 with ‖Tm‖ = 1.
Thus, ‖Tm(∑j x∗∗ ∧ · · · ∧ x∗∗ )‖∨  1 and1j mj
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Tm
(∑
j
x∗∗1j ∧ · · · ∧ x∗∗mj
)
,
∑
i
x∗1i ∧ · · · ∧ x∗mi
〉
=
〈∑
i
x∗1i ∧ · · · ∧ x∗mi,
∑
j
x∗∗1j ∧ · · · ∧ x∗∗mj
〉
.
So, ∥∥∥∥∑
i
x∗1i ∧ · · · ∧ x∗mi
∥∥∥∥∧ − ε
< sup
{∣∣∣∣
〈∑
j
x1j ∧ · · · ∧ xmj ,
∑
i
x∗1i ∧ · · · ∧ x∗mi
〉∣∣∣∣:
∥∥∥∥∑
j
x1j ∧ · · · ∧ xmj
∥∥∥∥∨  1
}
.
Hence,∥∥∥∥∑
i
x∗1i ∧ · · · ∧ x∗mi
∥∥∥∥∧ = sup
{∣∣∣∣
〈∑
j
x1j ∧ · · · ∧ xmj ,
∑
i
x∗1i ∧ · · · ∧ x∗mi
〉∣∣∣∣:∥∥∥∥∑
j
x1j ∧ · · · ∧ xmj
∥∥∥∥∨  1
}
. 
If X and Y are Banach spaces and T :X → Y is a bounded linear operator, then ΛmT :ΛmX →
ΛmY has a unique extension from (ΛmX)∧ into (ΛmY)∧. This unique extension is also denoted
by ΛmT .
Just as with ΛmT as an operator from (ΛmX)∨ into (ΛmY)∨ we have the “reasonable” prop-
erty of this “strong” norm.
Proposition 4.4. Let T :X → Y be a bounded linear operator. Then ΛmT : (ΛmX)∧ → (ΛmY)∧
satisfies ‖ΛmT ‖∧  ‖T ‖m.
Proof. Let
∑
i x1i ∧ · · · ∧ xmi ∈ (ΛmX)∧.
Then∥∥∥∥ΛmT
(∑
i
x1i ∧ · · · ∧ xmi
)∥∥∥∥
(ΛmY)∧
= sup
{〈∑
i
x1i ∧ · · · ∧ xmi,
∑
j
T ∗(y∗1j )∧ · · · ∧ T ∗(y∗mj )
〉
:
∥∥∥∥∑
j
y∗1j ∧ · · · ∧ y∗mj
∥∥∥∥∨  1
}
.
Now, by Proposition 3.4,∥∥∥∥ΛmT
(∑
i
x1i ∧ · · · ∧ xmi
)∥∥∥∥
(ΛmY)∧
 ‖T ‖m
∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥
(ΛmX)∧
.
Thus, we have ‖ΛmT ‖∧  ‖T ‖m. 
Corollary 4.5. If X ∼= Y then (ΛmX)∧ ∼= (ΛmY)∧.
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ΛmT
∗ : (ΛmY ∗)∨ → (ΛmX∗)∨ is an onto isometric isomorphism. Now, proceeding as in the
proof of Proposition 4.4, we see that∥∥∥∥ΛmT
(∑
i
x1i ∧ · · · ∧ xmi
)∥∥∥∥
(ΛmY)∧
=
∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥
(ΛmX)∧
. 
If T1, . . . , Tm are operators from X into Y already we have seen that T1 ∧ · · · ∧ Tm :ΛmX →
ΛmY defined by
(T1 ∧ · · · ∧ Tm)(x1 ∧ · · · ∧ xm) = 1
m!
∑
σ∈∏m
(−1)sgnσ T1(xσ(1))∧ · · · ∧ Tm(xσ(m))
as an operator from (ΛmX)∨ → (ΛmY)∨ satisfies ‖T1 ∧ · · · ∧ Tm‖∨ ∏mi=1 ‖Ti‖. Even with
“strong” norm we have this “reasonable” property.
Proposition 4.6. If T ′i s are as above then as an operator from (ΛmX)∧ into (ΛmY)∧, T1 ∧ · · · ∧
Tm satisfies the “reasonable” property. That is ‖T1 ∧ · · · ∧ Tm‖∧ ∏mi=1 ‖Ti‖.
Proof. As in the proof Corollary 3.7,∥∥∥∥T1 ∧ · · · ∧ Tm
(∑
i
x1i ∧ · · · ∧ xmi
)∥∥∥∥∧ 
m∏
i=1
‖T ∗i ‖
∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥∧. 
The next theorem is special to the embedding of X into its second dual. We shall see that in
general, even if X embeds into Y, (Λ2X)∧ won’t embed into (Λ2Y)∧.
Theorem 4.7. (ΛmX)∧ is isometric to a subspace of (ΛmX∗∗)∧. In fact, ΛmJ : (ΛmX)∧ →
(ΛmX
∗∗)∧ is an isometric isomorphism.
Proof. Clearly〈∑
k
x∗1k ∧ · · · ∧ x∗mk, (ΛmJ )
(∑
i
x1i ∧ · · · ∧ xmi
)〉
=
〈∑
i
x1i ∧ · · · ∧ xmi,
∑
k
x∗1k ∧ · · · ∧ x∗mk
〉
.
Then by Proposition 4.3, and definition of ‖.‖∧∥∥∥∥ΛmJ
(∑
i
x1i ∧ · · · ∧ xmi
)∥∥∥∥
(ΛmX∗∗)∧
=
∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥
(ΛmX)∧
.
This completes the proof since {∑i x1i ∧ · · · ∧ xmi} is dense in (ΛmX)∧. 
Now we are in the position to prove that the natural internal operations, exterior multiplication
and contraction, are well bounded under the strong norm. First, we have a lemma which we need,
of course, and it will clearly be useful in further study of the algebra.
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∑
i x
∗
1i ∧ · · · ∧ x∗ni ∈ (ΛnX∗)∨ and m n. Then∥∥∥∥∑
i
x∗1i ∧ · · · ∧ x∗ni
∥∥∥∥
(ΛnX∗)∨
= sup
{∥∥∥∥x1 ∧ · · · ∧ xm ∑
i
x∗1i ∧ · · · ∧ x∗ni
∥∥∥∥
(Λn−mX∗)∨
: x1, . . . , xm ∈ BX
}
.
Proof. Follows from the definition of ‖.‖∨. 
Now we will prove the reasonableness of the strong norm for our product.
Proposition 4.9. Let X be a Banach space. Then, for m < n we have∥∥∥∥
(∑
i
x1i ∧ · · · ∧ xmi
)
∧
(∑
j
x(m+1)j ∧ · · · ∧ xnj
)∥∥∥∥∧

∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥∧
∥∥∥∥∑
j
x(m+1)j ∧ · · · ∧ xnj
∥∥∥∥∧
where xpq ∈ X for each p and for each q .
Proof. Observe that∥∥∥∥
(∑
i
x1i ∧ · · · ∧ xmi
)
∧
(∑
j
x(m+1)j ∧ · · · ∧ xnj
)∥∥∥∥∧

∥∥∥∥
(∑
i
x1i ∧ · · · ∧ xmi
)∥∥∥∥∧ sup
{∥∥∥∥
(∑
j
x(m+1)j ∧ · · · ∧ xnj
)

∑
k
x∗1k ∧ · · · ∧ x∗nk
∥∥∥∥∨:∥∥∥∥∑
k
x∗1k ∧ · · · ∧ x∗nk
∥∥∥∥∨  1
}
.
Now,∥∥∥∥∑
j
x(m+1)j ∧ · · · ∧ xnj 
∑
k
x∗1k ∧ · · · ∧ x∗nk
∥∥∥∥∨
= sup
{〈
x1 ∧ · · · ∧ xm ∧
∑
j
x(m+1)j ∧ · · · ∧ xnj ,
∑
k
x∗1k ∧ · · · ∧ x∗nk
〉
: x1, . . . , xm ∈ BX
}
and ∣∣∣∣
〈
x1 ∧ · · · ∧ xm ∧
∑
j
x(m+1)j ∧ · · · ∧ xnj ,
∑
k
x∗1k ∧ · · · ∧ x∗nk
〉∣∣∣∣

∥∥∥∥∑
j
x(m+1)j ∧ · · · ∧ xnj
∥∥∥∥∧
∥∥∥∥(x1 ∧ · · · ∧ xm) ∑
k
x∗1k ∧ · · · ∧ x∗nk
∥∥∥∥∨.
Hence,
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∥∥∥∥
(∑
i
x1i ∧ · · · ∧ xmi
)
∧
(∑
j
x(m+1)j ∧ · · · ∧ xnj
)∥∥∥∥∧

∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥∧
∥∥∥∥∑
j
x(m+1)j ∧ · · · ∧ xnj
∥∥∥∥∧. 
We have an immediate corollary from Proposition 4.9.
Corollary 4.10. For each ξ ∈ (ΛmX)∧ and η ∈ (Λn−mX)∧ we have ‖ξ ∧ η‖∧  ‖ξ‖∧‖η‖∧ for
n > m.
As we promised, one of our main results is:
Theorem 4.11. (Λ∗X)∧ is a Banach algebra with identity.
Proof. Let ξ = (ξ0, ξ1, ξ2, . . .) and η = (η0, η1, η2, . . .) be elements of (Λ∗X)∧ where ξm,ηm ∈
(ΛmX)∧. Then
ξ ∧ η = (ξ0 ∧ η0, ξ0 ∧ η1 + ξ1 ∧ η0, ξ0 ∧ η2 + ξ1 ∧ η1 + ξ2 ∧ η0, . . .).
Thus,
‖ξ ∧ η‖∧ = ‖ξ0 ∧ η0‖∧ + ‖ξ0 ∧ η1 + ξ1 ∧ η0‖∧ + ‖ξ0 ∧ η2 + ξ1 ∧ η1 + ξ2 ∧ η0‖∧ + · · · .
By appealing to Corollary 4.10,
‖ξ ∧ η‖∧  ‖ξ0‖∧‖η0‖∧ + ‖ξ0‖∧‖η1‖∧ + ‖ξ1‖∧‖η0‖∧ + ‖ξ0‖∧‖η2‖∧ + ‖ξ1‖∧‖η1‖∧
+ ‖ξ2‖∧‖η0‖∧ + · · ·
= (‖ξ0‖∧ + ‖ξ1‖∧ + ‖ξ2‖∧ + · · ·)(‖η0‖∧ + ‖η1‖∧ + ‖η2‖∧ + · · ·)
= ‖ξ‖∧‖η‖∧.
Clearly, (1,0,0,0, . . .) ∈ (Λ∗X)∧ and
(1,0,0,0, . . .)∧ (ξ0, ξ1, ξ2, ξ3, . . .) = (ξ0, ξ1, ξ2, ξ3, . . .)
for each (ξ0, ξ1, ξ2, ξ3, . . .) ∈ (Λ∗X)∧. Hence, (Λ∗X)∧ is a Banach algebra with an identity. 
5. The duals of (ΛmX)∧ and (ΛmX)∨
In the case of projective norm on tensor products it is well known [2], that for any two Banach
spaces X and Y , we have
(X
∧⊗Y)∗ ∼= B(X,Y ).
In our situation, as one expects, we have the following.
Theorem 5.1. (ΛmX)∗∧ ∼= Ba,m(X).
Proof. It is easy to show that
B(ΛmX)∧ = co
{
x1 ∧ · · · ∧ xm: ‖x1‖ = ‖x2‖ = · · · = ‖xm‖ = 1, x1, . . . , xm ∈ X
}
.
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x1, . . . , xm ∈ X, and for each φ ∈ (ΛmX)∗∧. Observe that ‖T (φ)‖ = sup{φ(ξ): ξ ∈ B(ΛmX)∧} =‖φ‖ and T is onto. 
We now derive an alternative definition for the norm ‖.‖∧ based on full-characterization of
the dual of (ΛmX)∧. We show that this object is, in a very natural way, a quotient of the full
tensor product of Grothendieck.
Theorem 5.2. (ΛmX)∧ ∼= X
∧⊗· · · ∧⊗X/Im ≡
∧⊗mX/Im where Im is the closure of{
x1 ⊗ · · · ⊗ xm: x1, . . . , xm ∈ X and xi = xj
for some i and j such that i = j
}
.
Proof. (X
∧⊗· · · ∧⊗X)∗ ∼= B(X,X,X, . . . ,X) and (X ∧⊗· · · ∧⊗X/Im)∗ ∼= I⊥m = Ba,m(X).
Also, (ΛmX)∗∧ = Ba,m(X). So (ΛmX)∗∧ = (X
∧⊗· · · ∧⊗X/Im)∗.
Let
∑
i x1i ∧ · · · ∧ xmi ∈ (ΛmX)∧.
Then,∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥∧ = sup
{
φ
(∑
i
x1i ∧ · · · ∧ xmi
)
: φ ∈ Ba,m(X) and ‖φ‖ 1
}
= inf
xi ,x∈X
{
sup
{
φ
(∑
i
x1i ⊗ · · · ⊗ xmi − x ⊗ x ⊗ x3 ⊗ · · · ⊗ xm
)
:
φ ∈ Bm(X),‖φ‖ 1
}}
=
∥∥∥∥∑
i
x1i ⊗ · · · ⊗ xmi + Im
∥∥∥∥.
Since (ΛmX)∧ and
∧⊗mX/Im have same dual Ba,m(X), they can be regarded as subspaces of
Ba,m(X)
∗
. Both are generated by the same elements with same norm.
Thus,
(ΛmX)∧ ∼=
∧⊗mX/Im. 
Hence, our alternative definition of ‖.‖∧ is if u ∈ (ΛmX)∧, then
‖u‖∧ = inf
{∑
i
∥∥∥∥x1i ∧ · · · ∧ xmi
∥∥∥∥∧: u =
∑
i
x1i ∧ · · · ∧ xmi
}
.
We have already seen similarities between Grothendieck’s injective norm and our ‖.‖∨. We are
now in a position to identify (Λ2X)∗∨ in an analogous way to that of (X
∨⊗X)∗. Hence, let us
recall the theorem of Grothendieck which states that a continuous bilinear functional ψ on X×Y
defines a member of (X
∨⊗Y)∗ if and only if there exists a regular Borel measure μ on BX∗ ×BY ∗
such that, for each x ∈ X and for each y ∈ Y ,
ψ(x, y) =
∫
B ∗×B ∗
x∗(x)y∗(y) dμ(x∗, y∗).X Y
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∨⊗Y)∗ is precisely |μ|(BX∗ × BY ∗) of μ.
In our situation, keeping analogy as we said, we have the following.
Theorem 5.3. A continuous alternating bilinear functional ψ on X × X defines a member of
(Λ2X)∗∨ if and only if there exists a regular Borel measure μ on BX∗ × BX∗ such that for each
x1, x2 ∈ X
ψ(x1, x2) =
∫
BX∗×BX∗
〈x1 ∧ x2, x∗1 ∧ x∗2 〉dμ(x∗1 , x∗2 ).
In this case, the norm of ψ as a member of (Λ2X)∗∨ is precisely |μ|(BX∗ ×BX∗) of μ.
Proof. Consider the compact Hausdorff product space BX∗ × BX∗ with the help of Alaoglu’s
theorem. Define φ : (Λ2X)∨ → C(BX∗ ×BX∗) by
φ
(∑
i
x1i ∧ x2i
)
(x∗1 , x∗2 ) =
〈∑
i
x1i ∧ x2i , x∗1 ∧ x∗2
〉
.
Then φ is an isometric embedding of (Λ2X)∗∨ into C(BX∗ × BX∗). Now let ψ ∈ (Λ2X)∗∨ and
observe that ψ ◦ φ−1 is a bounded linear functional on the closed subspace φ((Λ2X)∨) of
C(BX∗ × BX∗). Using the Hahn–Banach Theorem choose a norm preserving extension T of
ψ ◦ φ−1 to all of C(BX∗ × BX∗). By the Riesz Representation theorem, there is a regular Borel
measure μ on BX∗ ×BX∗ such that
T (f ) =
∫
BX∗×BX∗
f (x∗1 , x∗2 ) dμ(x∗1 , x∗2 )
for each f ∈ C(BX∗ ×BX∗) with |μ|(BX∗ ×BX∗) = ‖T ‖ = ‖ψ ◦φ−1‖ ‖ψ‖. Also for x1, x2 ∈
X, we have
ψ(x1, x2) =
(
ψ ◦ φ−1 ◦ φ)(x1 ∧ x2) =
∫
BX∗×BX∗
〈x1 ∧ x2, x∗1 ∧ x∗2 〉dμ(x∗1 , x∗2 ).
Conversely, if ψ is representable in the form ψ(x1, x2) =
∫
BX∗×BX∗ 〈x1 ∧x2, x∗1 ∧x∗2 〉dμ(x∗1 , x∗2 )
for some regular Borel measure μ on BX∗ ×BX∗ , then the functional ψ∗ induced by ψ on Λ2X
defined by ψ∗(
∑n
i=1 x1i ∧ x2i ) =
∑n
i=1 ψ(x1i , x2i ) satisfies
ψ∗
(∑
i
x1i ∧ x2i
)
=
∫
BX∗×BX∗
〈∑
i
x1i ∧ x2i , x∗1 ∧ x∗2
〉
dμ(x∗1 , x∗2 )
for each
∑
i x1i ∧ x2i ∈ (Λ2X)∨.
Thus we have∣∣∣∣ψ∗
(∑
i
x1i ∧ x2i
)∣∣∣∣
∥∥∥∥∑
i
x1i ∧ x2i
∥∥∥∥∨|μ|(BX∗ ×BX∗).
Thus, ψ∗ extends to a continuous linear functional on (Λ2X)∨ with ‖ψ∗‖  |μ|(BX∗ ×
BX∗). 
A similar statement (to Theorem 5.3) is true for (ΛmX)∨.
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for (ΛmX∗∗)∧ and (ΛmX)∧. As before, we do have a version of the principle in this situation.
Theorem 5.4. Let X be a Banach space and G be a finite-dimensional subspace of (ΛmX∗∗)∧
which is generated by finitely many elements of the form ∑i x∗∗1i ∧ · · · ∧ x∗∗mi and F be a finite-
dimensional subspace of (ΛmX∗)∨ which is generated by finitely many elements of the form∑
j x
∗
1j ∧· · ·∧x∗mj . Then given any ε > 0, there is a one–one linear operator Tm :G → (ΛmX)∧
such that
(i) Tm(η) = η for each η ∈ (ΛmX)∧ ∩G.
(ii) ‖Tm‖‖T −1m ‖ < 1 + ε.
(iii) 〈
Tm
(∑
i
x∗∗1i ∧ · · · ∧ x∗∗mi
)
,
∑
j
x∗1j ∧ · · · ∧ x∗mj
〉
=
〈∑
j
x∗1j ∧ · · · ∧ x∗mj ,
∑
i
x∗∗1i ∧ · · · ∧ x∗∗mi
〉
for each ∑i x∗∗1i ∧ · · · ∧ x∗∗mi ∈ G and ∑j x∗1j ∧ · · · ∧ x∗mj ∈ F .
First we need a lemma.
Lemma 5.5. Let G be a finite-dimensional as in Theorem 5.4, and ε > 0. Then there are finitely
many {∑nki x∗1ik ∧ · · · ∧ x∗mik }Nk=1 ⊆ S(ΛmX∗)∧ such that
max
k=1,...,N
∣∣∣∣
〈∑
i
x∗1ik ∧ · · · ∧ x∗mik ,
∑
j
x∗∗1j ∧ · · · ∧ x∗∗mj
〉∣∣∣∣ (1 − ε)
∥∥∥∥∑
j
x∗∗1j ∧ · · · ∧ x∗∗mj
∥∥∥∥∧
for each ∑j x∗∗1j ∧ · · · ∧ x∗∗mj in G.
Proof. Since SG is compact, it has a finite ε2 -net {
∑
x∗∗1jk ∧ · · · ∧ x∗∗mjk }Nk=1. For each k ∈{1, . . . ,N} there is ∑x∗1ik ∧ · · · ∧ x∗mik ∈ S(ΛmX∗)∨ such that∣∣∣∣
〈∑
i
x∗1ik ∧ · · · ∧ x∗mik ,
∑
j
x∗∗1jk ∧ · · · ∧ x∗∗mjk
〉∣∣∣∣> 1 − ε2 .
It can be shown that {∑x∗1ik ∧ · · · ∧ x∗mik }Nk=1 satisfies the inequality. 
Now we give the proof of Theorem 5.4.
Proof. As in Theorem 4.1, without loss of generality, assume G = linear span {x∗∗i1 ∧ · · · ∧
x∗∗im : 1  i1 < · · · < im  n where {x∗∗j }nj=1 is linearly independent} and put ε′ = ε1+ε . Then by
Lemma 5.5, choose {∑x∗1ik ∧ · · · ∧ x∗mik }Nk=1 ⊆ S(ΛmX∗)∨ such that
max
k=1,...,N
∣∣∣∣
〈∑
x∗1ik ∧ · · · ∧ x∗mik ,
∑
j
x∗∗1j ∧ · · · ∧ x∗∗mj
〉∣∣∣∣ (1 − ε′)
∥∥∥∥∑
j
x∗∗1j ∧ · · · ∧ x∗∗mj
∥∥∥∥∧
for each
∑
j x
∗∗ ∧ · · · ∧ x∗∗ in G.1j mj
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· · · < rm M where {x∗r }Mr=1 is linearly independent}. Now let G1 = linear span {x∗∗j }nj=1 and
F1 = linear span ({x∗r }Mr=1 ∪ {x∗pik : p = 1, . . . ,M,k = 1, . . . ,N, i = 1, . . . , nk}). Then define
Tm :G → (ΛmX)∧ as in Theorem 4.1. Thus, by Proposition 4.4, ‖Tm‖ 1, and∥∥∥Tm(∑ai1...imx∗∗i1 ∧ · · · ∧ x∗∗im
)∥∥∥∧  (1 − ε′)
∥∥∥∑ai1...imx∗∗i1 ∧ · · · ∧ x∗∗im
∥∥∥∧.
Hence, ‖Tm‖‖T −1m ‖ < 1 + ε.
The rest of the proof is the same as that of Theorem 4.1. 
We have already mentioned that the norms ‖.‖∨ and ‖.‖∧ are in some sense, dual. In fact, we
have the following.
Proposition 5.6. wk∗cl(ΛmX∗)∧ = (ΛmX∗)∗∨.
Proof. By the definition of (ΛmX∗)∧ and (ΛmX)∨ it is clear that (ΛmX∗)∧ ⊆ (ΛmX)∗∨. There-
fore, wk∗cl(ΛmX∗)∧ ⊆ (ΛmX)∗∨. Assume there is a φ ∈ (ΛmX)∗∨ − wk∗cl(ΛmX∗)∧. Then there
is a wk*-continuous linear functional γ such that 〈γ,φ〉 = 1 and 〈γ,wk∗cl(ΛmX∗)∧〉 = 0. If
ε > 0, then there is
∑
i x1i ∧ · · · ∧ xmi ∈ (ΛmX)∨ such that ‖γ −
∑
i x1i ∧ · · · ∧ xmi‖∨ < ε2 . So,
ε
2 > ‖γ −
∑
i x1i ∧ · · · ∧ xmi‖∨ = ‖
∑
i x1i ∧ · · · ∧ xmi‖∨.
Therefore, γ = 0 in (ΛmX)∨. This contradicts 〈γ,φ〉 = 1. 
Furthermore, wk∗cl(ΛmX∗)∨ = (ΛmX)∗∧ follows from similar reasons.
Also, it is nice to remember by the definition of ‖.‖∨, (ΛmX∗∗) ↪→ Ba,m(X∗) and by
Lemma 3.1, (ΛmX)∨ ↪→ Ba,m(X∗). Therefore, we have the following:
(ΛmX)∨
(ΛmX
∗∗)∨
}
↪→ Ba,m(X∗) = (ΛmX∗)∗∧.
6. Remarks and examples
Remark 6.1. (
∑⊕(ΛkX)∧)p,p > 1 is not a Banach algebra. In case of ∞ > p > 1, let ξ =
η = (1, x,0,0,0, . . .) with x ∈ X such that 0 < ‖x‖ < (2p − 2)1/p . Then ‖ξ‖ = ‖η‖ = (1 +
‖x‖p)1/p as elements of (∑⊕(ΛkX)∧)p . Clearly ξ ∧ η = (1,2x,0,0, ...) and hence ‖ξ ∧ η‖ =
(1 + 2p‖x‖p)1/p as a member of above.
Then,
‖ξ‖‖η‖ = (1 + ‖x‖p)2/p < (1 + 2p‖x‖p)1/p = ‖ξ ∧ η‖.
In case of p = ∞, let ξ = (2, x,0,0, . . .), η = (1, x,0,0, . . .) with x ∈ X such that ‖x‖ = 1.
Then ‖ξ‖ = 2 and ‖η‖ = 1 as elements (∑⊕(ΛkX)∧)∞. Clearly, ξ ∧ η = (2,3x,0,0, . . .) and
hence ‖ξ ∧ η‖ = 3 as a member of (∑⊕(ΛkX)∧)∞.
Remark 6.2. The mass and comass studied in exterior algebra of finite-dimensional Hilbert
spaces [4] are nothing but ‖.‖∧ and ‖.‖∨ respectively. To begin, let X be a Hilbert space of
dim(X) = n, with an orthonormal basis {e1, . . . , en}. Also, let X∗ be its dual with the orthonor-
mal basis {w1, . . . ,wn} be such that
〈ei,wj 〉 =
{
1 if i = j,
0 if i = j.
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∑
αi1...imwi1 ∧ · · · ∧ wim ∈ ΛmX∗. Since |ξ ∧ η|  |ξ ||η| when both ξ and η are
simple [4], we have |x1 ∧ x2 ∧ · · · ∧ xm| 1 for each x1, . . . , xm ∈ BX . Thus,∥∥∥∑αi1...imwi1 ∧ · · · ∧wim∥∥∥∨ 
∥∥∥∑αi1...imwi1 ∧ · · · ∧wim∥∥∥-comass.
Now let ε > 0. Then there is a simple m vector x1 ∧· · ·∧xm ∈ ΛmX such that |x1 ∧· · ·∧xm| = 1
and ∥∥∥∑αi1...imwi1 ∧ · · · ∧wim∥∥∥− ε < 〈x1 ∧ · · · ∧ xm,∑αi1...imwi1 ∧ · · · ∧wim〉.
This leads to∥∥∥∑αi1...imwi1 ∧ · · · ∧wim∥∥∥= ∥∥∥∑αi1...imwi1 ∧ · · · ∧wim∥∥∥∨.
That is comass is nothing but ‖.‖∨ and thus mass is nothing but ‖.‖∧.
Example 6.3. (Λ∗ln1 )∧ ∼= l2
n
1 . Let {e1, . . . , en} and {w1, . . . ,wn} be basis of ln∞ and ln1 respec-
tively such that
〈wi, ej 〉 =
{
1 if i = j,
0 if i = j.
First we will show that (Λkln∞)∨ ∼= l(
n
k )∞ by induction on k, for 1  k  n. By definition
(Λ1ln∞)∨ = ln∞. Let k = 2 and
∑
αij ei ∧ ej ∈ (Λ2ln∞)∨.
Define T : ln1 → R by T (x) = ‖x 
∑
αij ei ∧ ej‖∞ for each x ∈ ln1 . Then T is convex.
Notice that∥∥∥∑αij ei ∧ ej∥∥∥∨ = sup‖x‖11
∥∥∥x ∑αij ei ∧ ej∥∥∥∞ = T (x0)
for some x0 ∈ Bln1 . Convexity of T implies that x0 is an extreme point of Bln1 .
Hence,∥∥∥∑αij ei ∧ ej∥∥∥∨ = sup
{∥∥∥wp ∑αij ei ∧ ej∥∥∥∞: p = 1, . . . , n
}
= sup{|αij |: 1 i < j  n}.
So, (Λ2ln∞)∨ ∼= l(
n
2)∞ .
Now assume (Λkln∞)∨ ∼= l(
n
k)∞ for some k,2  k < n and let
∑
αi1...ik+1ei1 ∧ · · · ∧ eik+1 ∈
(Λk+1ln∞)∨.
Define T : ln1 → R by T (x) = ‖x 
∑
αi1...ik+1ei1 ∧ · · · ∧ eik+1‖(Λkln∞)∨ for each x ∈ ln1 . Then
T is convex. By Lemma 4.8 we have∥∥∥∑αi1...ik+1ei1 ∧ · · · ∧ eik+1∥∥∥∨ = sup
{∥∥∥x ∑αi1...ik+1ei1 ∧ · · · ∧ eik+1∥∥∥
(Λkl
n∞)∨
: x ∈ Bln1
}
= T (x0) for some x0 an extreme point of Bln1 .
Since (Λkln∞)∧ = l(
n
k)∞ by assumption, ‖∑αi1...ik+1ei1 ∧ · · · ∧ eik+1‖∨ = sup{|αi1...ik+1 |}. So,
(Λk+1ln∞)∨ ∼= l(
n
k+1)∞ . Thus, by induction (Λkln∞)∨ ∼= l(
n
k)∞ for each k,1  k  n. So, for each k,
1 k  n, (Λkln1 )∧ ∼= l(
n
k)
1 and hence (Λ∗l
n
1 )∧ ∼= l2
n
1 .
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(Λ1l∞)∨ ∼= l∞. Let {ei}∞i=1 and {wi}∞i=1 be bases for l∞ and l1 respectively, such that
〈wi, ej 〉 =
{
1 if i = j,
0 if i = j.
Let
∑n
k<j αkj ek ∧ ej ∈ (Λ2l∞)∨. Define T : l1 → l∞ by T (x) = x 
∑n
k<j αkj ek ∧ ej for each
x ∈ l1.
Let Pi : l∞ → R be the ith projection for each i. Then PiT : l1 → R is a bounded linear
functional on l1 for each i. Since l∗1 = l∞, let yi ∈ l∞ be the element corresponding to PiT .
Observe that if yi = (y1i , y2i , . . . , ymi , . . .), then ymi = 0 for each m n + 1. Thus, yi and hence
PiT are in C0.
Hence, PiT : (C∗0 ,wk
∗) → R is continuous. Clearly, BC∗0 is wk∗-compact. Hence, there is a
x∗i in BC∗0 such that max{|PiT (x∗)|: x∗ ∈ BC∗0 } = |PiT (x∗i )|. Observe that BC∗0 is wk* metrizable(C0 is separable) and convex. Also, (C∗0 ,wk∗) is a locally convex Hausdorff space. Hence, by
Choquet’s Integral Representation Theorem [1], there is a regular Borel Probability measure μ
defined on BC∗0 for which μ (extreme points of BC∗0 ) = 1 and
PiT (x
∗
i ) =
∫
BC∗0
PiT (x
∗) dμ(x∗).
Clearly, the extreme points of BC∗0 = {±wk: k = 1,2, . . .}. So,
PiT (x
∗
i ) =
∑
k
PiT (±wk)μ(±wk).
If |PiT (±wk)| < |PiT (x∗i )| for each k, then we have∑
k
∣∣PiT (±wk)∣∣μ(±wk) < ∣∣PiT (x∗i )∣∣∑
k
∣∣PiT (±wk)∣∣μ(±wk)
which is a contradiction. Thus, there is an integer ki  n such that |PiT (wki )| = |PiT (x∗i )|.
Therefore, max{|PiT (x∗)|: x∗ ∈ BC∗0 } = |PiT (wki )| and ‖T ‖ = sup{|P1T (x∗)|, . . . , |PnT (x∗)|:
x∗ ∈ BC∗0 }. Hence, ‖T ‖ occurs at an extreme point. Clearly, T (wp) =
∑n
p<j αpj ej −∑n
k<p αkpek . Thus, ‖T ‖. = ‖
∑n
k<j αkj ek ∧ej‖∨. Since {
∑n
k<j αkj ek ∧ej } is dense in (Λ2l∞)∨,
we have (Λ2l∞)∧ ∼= l∞.
Now assume (Λnl∞)∨ ∼= l∞. Consider, ∑αi1···in+1ei1 ∧ · · · ∧ ein+1 ∈ (Λn+1l∞)∨. Now define
T : l1 → (Λnl∞)∨ such that T (x) = x ∑αi1···in+1ei1 ∧ · · · ∧ ein+1 . Since (Λnl∞)∨ ∼= l∞ as
before we have∥∥∥∑αi1...in+1ei1 ∧ · · · ∧ ein+1∥∥∥∨ = max{|αi1···in+1 |}.
Thus, (Λn+1l∞)∨ ∼= l∞. So by induction (Λnl∞)∨ ∼= l∞ for each n. Therefore, (Λnl1)∧ ∼= l1
for each n and hence (Λ∗l1)∧ = (∑⊕(Λnl1)∧) ∼= l1.
Example 6.5. (Λ2l32)∨ ∼= (Λ2l32)∧ ∼= l32 . We will show any vector ξ in (Λ2l32) is a simple vector.
That is ξ = x1 ∧ x2 for some x1, x2 ∈ l32 . Let {w1,w2,w3} be a basis of l32 . Then {w1 ∧w2,w1 ∧
w3,w2 ∧ w3} is a basis for (Λ2l32). Consider ξ = aw1 ∧ w2 + bw1 ∧ w3 + cw2 ∧ w3 ∈ Λ2l32 . If
a = 0, let x1 = w1 + w2 + b−ca w3 and x2 = w1 + (a + 1)w2 + (b + b−ca )w3. If a = b = 0, let
x1 = 0w1 + cw2 + 0w3 and x2 = 0w1 + 0w2 +w3. If a = 0 and b = 0, let x1 = w1 + cw2 + 0w3b
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φ ∈ (Λ2l32)∨, comass of φ,‖φ‖ = |φ|, and for a simple vector ξ ∈ (Λ2l32)∧, mass of ξ,‖ξ‖ = |ξ |.
Hence,
‖aw1 ∧w2 + bw1 ∧w3 + cw2 ∧w3‖∨ =
√
a2 + b2 + c2
and
‖aw1 ∧w2 + bw1 ∧w3 + cw2 ∧w3‖∧ =
√
a2 + b2 + c2.
So we have, (Λ2l32)∨ ∼= (Λ2l32)∧ ∼= l32 .
Remark 6.6. However, (Λ2ln2 )∨  l
(n2)
2 and (Λ2l
n
2 )∧  l
(n2)
2 for n 4. This is because there are
vectors in Λ2ln2 which are not simple. For instance, when n = 4, let {w1,w2,w3,w4} be a basis
of l42 . Consider
ξ = w1 ∧w2 +w1 ∧w3 +w1 ∧w4 +w2 ∧w3 +w2 ∧w4 +w3 ∧w4 ∈ Λ2l42 .
If ξ is a simple vector, then there are vectors x = x1w2 + x2w2 + x3w3 + x4w4 and y = y1w1 +
y2w2 + y3w3 + y4w4 in l42 such that x ∧ y = ξ . Thus,
ξ = (x1y2 − x2y1)w1 ∧w2 + · · · + (x3y4 − x4y3)w3 ∧w4.
So we have 1 = x1y2 −x2y1 = x1y3 −x3y1 = · · · = x3y4 −x4y3. Observe that 1 = x2y4 −x4y2 =
x3y4 − x4y3 and hence y3 − y2 = y4(x2y3 − x3y2) = y4 since x2y3 − x3y2 = 1. If y1 = 0, then
1 = x1y2 = x1y3 and hence 0 = x1y3 −x1y2 = x1y4 = 1 is a contradiction. Similarly, x1 = 0 will
lead to a contradiction. If y1 = 0 see the following(
y1 x1
0 y1
)(
x1 x2 x3 x4
y1 y2 y3 y4
)
=
(
0 y1x2 − x1y2 y1x3 − x1y3 y1x4 − x1y4
y21 y1y2 y1y3 y1y4
)
which will lead to a contradiction. Thus, ξ is not a simple vector.
Remark 6.7. Even though (Λ2ln2 )∨  l
(n2)
2 for n 4, we observe the following which would help
to calculate the norm of an element of (Λ2ln2 )∨. To begin, let {w1, . . . ,wn} be a basis of ln2 . For
each ξ =∑ni=1∑nj=i+1 αijwi ∧wj ∈ (Λ2ln2 )∨ consider the skew systematic matrix A associated
with ξ ,
A =
⎡
⎢⎢⎢⎢⎣
0 −a12 . . . −a1n
a12 0 . . . −a2n
a13
. . .
...
. . . −a(n−1)n
a1n . . . a(n−1)n 0
⎤
⎥⎥⎥⎥⎦ .
Now, consider the induced operator A : ln2 → ln2 . Then,
‖A‖ = sup{‖Ax‖: ‖x‖ 1}= sup{‖x  ξ‖∨: ‖x‖ 1}= ‖ξ‖.
We know that∥∥−A2∥∥= ‖A ∗A‖ = max{|λ|: λ is an eigenvalue of A∗A = −A2}.
Thus,
‖A‖ = max{|λ|: λ is an eigenvalue of A}=
∥∥∥∥∥
n∑
i<j
αijwi ∧wj
∥∥∥∥∥∨.
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Due to the striking analogy up to now, between the Grothendieck metric theory of tensor
products and this metric theory of exterior products, it is most natural to ask whether or not two
of the most useful features of his theory have analogies here:
Grothendieck showed that if E is a subspace of F , and if G is any Banach space, then E
∨⊗G
is a subspace of F
∨⊗G in the natural way (the injective property). Further, if F is a quotient space
of E, then F
∧⊗G is a quotient space of E ∧⊗G(the projective property). As promised above, this
part of the analogy is precisely correct.
Theorem 7.1. If X is a subspace of Y then (Λ∗X)∨ is a subspace of (Λ∗Y)∨.
Proof. It is enough to show (ΛmX)∨ is a subspace of (Λ∗Y)∨ for each m > 1.
Consider
∑
i x1i ∧ · · · ∧ xmi ∈ (ΛmX)∨. For each x∗i ∈ BX∗ there is a y∗i ∈ BY ∗ such that
y∗i |X = x∗i by Hahn–Banach theorem.
Thus,∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥
(ΛmX)∨

∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥
(ΛmY)∨
.
For the other inequality, let’s begin with an arbitrary ε > 0. Then there are y∗1 , . . . , y∗m ∈ BY ∗ such
that ∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥
(ΛmY)∨
− ε <
〈∑
i
x1i ∧ · · · ∧ xmi, y∗1 ∧ · · · ∧ y∗m
〉
.
Let x∗i = y∗i |X for each i = 1, . . . ,m. Then x∗i ∈ BX∗ for each i = 1, . . . ,m and∥∥∥∥∑
i
x1i ∧ · · · ∧ xmi
∥∥∥∥
(ΛmY)∨
− ε <
〈∑
i
x1i ∧ · · · ∧ xmi, x∗1 ∧ · · · ∧ x∗m
〉
.
Thus, ‖∑i x1i ∧ · · · ∧ xmi‖(ΛmY)∨  ‖∑i x1i ∧ · · · ∧ xmi‖(ΛmX)∨ . 
We will show that X is a subspace of Y does not imply that (ΛmX)∧ is a subspace of (ΛmY)∧
in the canonical way.
Put X = l2n2 and Y = l2
2n
1 and ri be the ith Rademacher function on {1, . . . ,22n}. Let us recall
that the definition of Rademacher functions is, for i = 1, . . . ,2n, ri(k) = sign sin(2πk/22n) for
each k = 1, . . . ,22n. Put {e1, . . . , e2n} and {e∗1, . . . , e∗2n} for the basis of X and X∗ respectively
which satisfy
〈ei, e∗j 〉 =
{
1 if i = j,
0 if i = j.
Also, put {u1, . . . , u22n}, {u∗1, . . . , u∗22n} for the basis of Y and Y ∗ respectively which satisfy
〈ui, u∗j 〉 =
{
1 if i = j,
0 if i = j.
Define linear map T :X → Y by T (ei) = ri . Then, by Khintchine’s inequality [8], we have
A1
( 2n∑
|ai |2
)1/2

∥∥∥∥∥
2n∑
airi
∥∥∥∥∥  B1
( 2n∑
|ai |2
)1/2i=1 i=1 1 i=1
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Now, let ξ = ∑ni=1 e2i−1 ∧ e2i and φ = ∑ni=1 e∗2i−1 ∧ e∗2i . Then 〈ξ,φ〉 = ∑ni=1〈e2i−1 ∧
e2i , e
∗
2i−1 ∧ e∗2i〉 = n.
Observe that
‖φ‖∨  sup
{(
n∑
i=1
|x2i−1|2 +
n∑
i=1
|x2i |2
)1/2
+
(
n∑
i=1
|y2i−1|2 +
n∑
i=1
|y2i |2
)1/2
: x, y ∈ BX
}
 1.
Also, 〈e1 ∧ e2, φ〉 = 〈e1 ∧ e2, e∗1 ∧ e∗2〉 = 1. Hence, ‖φ‖∨ = 1 and ‖ξ‖∧ = n.
Clearly Λ2T (ξ) =∑ni=1 r2i−1 ∧ r2i . It is easy to show
n∑
i=1
r2i−1 ∧ r2i  u∗l = ±
1
22n
2n∑
i=1
±ri .
Hence,∥∥∥∥∥
n∑
i=1
r2i−1 ∧ r2i  u∗l
∥∥∥∥∥
1

√
2n
22n
by Khintchine’s inequality. Since,∣∣∣∣∣
〈
n∑
i=1
r2i−1 ∧ r2i ,
22n∑
l=1
22n∑
k=l+1
βlku
∗
l ∧ u∗k
〉∣∣∣∣∣
√
2n
∥∥∥∥∥
22n∑
l=1
22n∑
k=l+1
βlku
∗
l ∧ u∗k
∥∥∥∥∥∨,
we get ‖∑ni=1 r2i−1 ∧ r2i‖∧ √2n. So we have∥∥∥∥∥
n∑
i=1
r2i−1 ∧ r2i
∥∥∥∥∥∧ 
√
2n < n =
∥∥∥∥∥
n∑
i=1
e2i−1 ∧ e2i
∥∥∥∥∥∧.
Therefore, when n is large, T (ξ) has much smaller norm than that of ξ . This completes the proof
of the fact that X is a subspace of Y does not imply (Λ2X)∧ is a subspace of (Λ2Y)∧ in the
canonical way.
For the case of (ΛmX)∧, let X = lmn2 and Y = l2
mn
1 . Let {ei}mni=1, {e∗i }mni=1, {ui}2
mn
i=1, {u∗i }2
mn
i=1 be
as before bases for X, X∗, Y and Y ∗ respectively. Put
ξ =
n∑
i=1
emi−(m−1) ∧ · · · ∧ emi and φ =
n∑
i=1
e∗mi−(m−1) ∧ · · · ∧ e∗mi.
Then 〈ξ,φ〉 = n. Also,
‖φ‖∨ = sup
{〈
x1 ∧ · · · ∧ xm,
n∑
i=1
e∗mi−(m−1) ∧ · · · ∧ e∗mi
〉
: x1, . . . , xm ∈ BX
}
 1.
Also, 〈e1 ∧ · · · ∧ em,φ〉 = 1. Thus, ‖φ‖∨ = 1 and ‖ξ‖∧ = n.
As before, let T :X → Y be the linear function defined by T (ei) = ri where ri is the corre-
sponding Rademacher function.
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n∑
i=1
rmi−(m−1) ∧ · · · ∧ rmi  u∗1 ∧ · · · ∧ u∗m−1
∥∥∥∥∥
1
 m− 1
2(m−1)mn
√
mn.
This leads to∥∥∥∥∥
n∑
i=1
rmi−(m−1) ∧ · · · ∧ rmi
∥∥∥∥∥∧  (m− 1)!
√
mn. 
Theorem 7.2. Let T :X → Y be a quotient map. Then ΛmT : (ΛmX)∧ → (ΛmY)∧ is a quotient
map.
We begin with a couple of lemmas.
Lemma 7.3. Let T :X → Y be a quotient map. Then ΛmT ∗ : (ΛmY ∗)∨ → (ΛmX∗)∨ is an isom-
etry.
Proof. Let T :X → Y be a quotient map. Then T ∗ :Y ∗ → X∗ is an isometry. Then as in Corol-
lary 3.8, ΛmT ∗ : (ΛmY ∗)∨ → (ΛmX∗)∨ is an isometry. 
Lemma 7.4. Let T :X → Y be a quotient map. Then (ΛmT ∗)∗ : (ΛmX∗)∗∨ → (ΛmY ∗)∗∨ is a
quotient map.
Proof. Proof follows from Lemma 7.3 and the fact that s :E → F is an isometry implies
s∗ :F ∗ → E∗ is a quotient map. 
Proof of Theorem 7.2. Let (ΛmX∗)∗∨ = ((ΛmX∗)∗∨, αm) and (ΛmY ∗)∗∨ = ((ΛmY ∗)∗∨, βm). That
is αm,βm are the induced dual norms in (ΛmX∗)∗∨, (ΛmY ∗)∗∨ respectively. Let
∑
i x
∗∗
1i ∧ · · · ∧
x∗∗mi ∈ (ΛmX∗)∗∨. Then
αm
(∑
i
x∗∗1i ∧ · · · ∧ x∗∗mi
)
= sup
{〈∑
i
x∗1j ∧ · · · ∧ x∗mj ,
∑
i
x∗∗1i ∧ · · · ∧ x∗∗mi
〉
:
∥∥∥∥∑
j
x∗1j ∧ · · · ∧ x∗mj
∥∥∥∥∨  1
}
=
∥∥∥∥∑
i
x∗∗1i ∧ · · · ∧ x∗∗mi
∥∥∥∥∧.
Hence, (ΛmX∗∗)∧ is a subspace of (ΛmX∗)∗∨. Thus, by Theorem 4.7, (ΛmX)∧ is a subspace of
(ΛmX
∗)∗∨.
Hence, the ball of (ΛmX)∧ is wk∗-dense in ball of (ΛmX∗)∗ [3]. Similarly the ball of (ΛmY)∧
is wk∗-dense in the ball of (ΛmY ∗)∗.
Now, we will show that wkcl((ΛmT ))(B(ΛmX)∧) = B(ΛmY)∧ .
Clearly, (ΛmT )(B(ΛmX)∧) ⊆ B(ΛmY)∧ . So,
wkcl(ΛmT )(B(ΛmX)∧) ⊆ wkcl(B(ΛmY)∧) = clB(ΛmY)∧ ,
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Then, ξ ∈ (ΛmY ∗)∗∨. Now by Lemma 7.4, there is a η ∈ B(ΛmX∗)∗∨ such that βm((ΛmT ∗)∗(η) −
ξ) < ε/2. Choose a net {ηs}s∈S in B(ΛmX)∧ such that ηs wk
∗−→ η. Without loss of generality, assume
ηs =∑in xs1i ∧ · · · ∧ xsmi where xski ∈ X. Then,
(ΛmT
∗)∗
(∑
in
xs1i ∧ · · · ∧ xsmi
)
wk∗−→ (ΛmT ∗)∗(η).
Let
∑
k y
∗
1k ∧ · · · ∧ y∗mk ∈ (ΛmY ∗)∨ of norm 1. Then〈
(ΛmT
∗)∗
(∑
in
xs1i ∧ · · · ∧ xsmi
)
,
∑
k
y∗1k ∧ · · · ∧ y∗mk
〉
→
〈
(ΛmT
∗)∗(η),
∑
k
y∗1k ∧ · · · ∧ y∗mk
〉
.
Also, we have∣∣∣∣
〈
(ΛmT
∗)∗(η),
∑
k
y∗1k ∧ · · · ∧ y∗mk)
〉
−
〈
ξ,
∑
k
y∗1k ∧ · · · ∧ y∗mk)
〉∣∣∣∣< ε/2.
Thus, 〈
(ΛmT
∗)∗
(∑
i
xs1i ∧ · · · ∧ xsmi
)
,
∑
k
y∗1k ∧ · · · ∧ y∗mk
〉
→
〈
ξ,
∑
k
y∗1k ∧ · · · ∧ y∗mk
〉
.
Hence,
(ΛmT
∗)∗
(∑
i
xs1i ∧ · · · ∧ xsmi
)
= (ΛmT )
(∑
i
xs1i ∧ · · · ∧ xsmi
)
wk→ ξ.
Hence, ξ ∈ wkcl((ΛmT )(B(ΛmX)∧) = B(ΛmY)∧ . Since, (ΛmT )(B(ΛmX)∧) is convex, we have
cl(ΛmT )(B(ΛmX)∧) = B(ΛmY)∧ . 
Corollary 7.5. Let T :X → Y be a quotient map. Then ΛT : (Λ∗X)∧ → (Λ∗Y)∧ is a quotient
map.
Proof. Let ξ = (ξi)∞i=0 be in B(Λ∗Y)∧ and ε > 0. Put ri = ‖ξi‖∧ for each i. By Theorem 7.2,
choose ηm ∈ (ΛmX)∧ with ‖ηm‖ rm and ‖(ΛmT )(η)− ξm‖∧ < ε2m for each m 1. Of course,
let η0 = ξ0, and η = (ηi)∞i=0. Then ‖η‖∧  1 and ‖(ΛT )(η)− ξ‖∧  ε. 
8. Finite-dimensional Schauder decomposition property of (ΛmX)∨, (ΛmX)∧ and
extreme points of the ball of (ΛmX)∧
It is well known in the metric theory of tensor products that if E and F both have Schauder
bases, (ei) and (fj ), respectively, then the tensor products E ⊗α F have Schauder basis (ei ⊗
fj )(in some order). This ordering is more of a problem in our situation, so we do not yet know
whether or not the complete basis result transfers to the alternating tensor product case. We do,
though, have a partial result for each of our norms.
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for X. {xn}∞n=1 is monotone if ‖
∑n
i=1 aixi‖ ‖
∑n+1
i=1 aixi‖ for every choice of scalars {ai}∞i=1
and for each integer n. {xn}∞n=1 is shrinking if the biorthogonal functionals {x∗n}∞n=1 form a basis
for X∗. A sequence {Xn}∞n=1 of closed subspaces of X is called a Schauder decomposition of X
if every x ∈ X has a unique representation of the form x =∑∞n=1 xn with xn ∈ Xn for every n. If
dim (Xn) < ∞ for all n, then {Xn}∞n=1 is called a finite-dimensional Schauder decomposition.
Theorem 8.1. Let X be a Banach space with monotone shrinking basis {en}∞n=1. Then {Xn}∞n=2,
where Xn = linear span {ei1 ∧ ei2 ∧ · · · ∧ eim−1 ∧ en: i1 < i2 < · · · < im−1 < n}, is a finite-
dimensional Schauder decomposition for (ΛmX)∨.
Proof. We will prove the result for m = 2, the general case is very similar.
Let {wn}∞n=1 be biorthogonal functionals in X∗. Then {wn}∞n=1 is a monotone basis of X∗.
First we will show that for each integer k,∥∥∥∥∥
k∑
n=2
xn
∥∥∥∥∥∨ 
∥∥∥∥∥
k+1∑
n=2
xn
∥∥∥∥∥∨, xn ∈ Xn.
Put xn =∑n−1i=1 αinei ∧ en and ε > 0. Then there are x∗, y∗ ∈ BX∗ such that∥∥∥∥∥
k∑
n=2
n−1∑
i=1
αinei ∧ en
∥∥∥∥∥∨ − ε <
〈
k∑
n=2
n−1∑
i=1
αinei ∧ en, x∗ ∧ y∗
〉
.
Let x∗ =∑∞n=1 xnwn and y∗ =∑∞n=1 ynwn. Then〈
k∑
n=2
n−1∑
i=1
αinei ∧ en, x∗ ∧ y∗
〉
=
k∑
n=2
n−1∑
i=1
αin(xiyn − xnyi).
Now put x∗1 =
∑k
n=1 xnwn, y∗1 =
∑k
n=1 ynwn. Since {wn} is a monotone basis ‖x∗1‖,‖y∗1‖ 1.
Observe that,∥∥∥∥∥
k∑
n=2
n−1∑
i=1
αinei ∧ en
∥∥∥∥∥∨ − ε <
∥∥∥∥∥
k+1∑
n=2
n−1∑
i=1
αinei ∧ en
∥∥∥∥∥∨.
Hence,∥∥∥∥∥
k∑
n=2
xn
∥∥∥∥∥∨ 
∥∥∥∥∥
k+1∑
n=2
xn
∥∥∥∥∥∨, xn ∈ Xn.
Now assume,
∑∞
n=2 xn = 0, where xn ∈ Xn. Then, ‖x1‖ ‖
∑∞
n=2 xn‖∨ = 0. Thus, x1 = 0. Now
suppose x1 = · · · = xk = 0 for some k  2. Now
‖xk+1‖∨ =
∥∥∥∥∥
k+1∑
n=2
xn
∥∥∥∥∥∨ 
∥∥∥∥∥
∞∑
n=2
xn
∥∥∥∥∥∨ = 0,
so xk+1 = 0 and by induction xk = 0 for each k  2.
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(Λ2X)∨. Let {∑∞n=2∑n−1i=1 αkinei ∧ en}∞k=1 be a Cauchy sequence in (Λ2X)∨ and ε > 0. Then
there is a k0 ∈ N such that∥∥∥∥∥
∞∑
n=2
n−1∑
i=1
α
k2
inei ∧ en −
∞∑
n=2
n−1∑
i=1
α
k1
inei ∧ en
∥∥∥∥∥∨ < ε
for integers k2 > k1  k0.
It will be shown that αkin → αin as k tends to ∞ for each i and for each n. We have also
‖(αk212 − αk112)e1 ∧ e2‖∨ < ε for k2 > k1  k0. Thus αk12 → α12 for some α12. Also we have∥∥(αk212 − αk112)e1 ∧ e2 + (αk213 − αk113)e1 ∧ e3 + (αk223 − αk123)e2 ∧ e3∥∥∨ < ε.
Consequently,〈(
α
k2
13 − αk113
)
ei ∧ e3 +
(
α
k2
23 − αk123
)
e2 ∧ e3,wi ∧w3
〉
< 2ε, i = 1,2,
i.e., |αk2i3 − αk1i3 | < 2ε, i = 1,2.
Thus, αki3 → αi3 for some αi3, i = 1,2. Now, suppose it has already been shown that αkin →
αin for n = 1, . . . ,m and i = 1, . . . , n− 1. As before,∥∥∥∥∥
m+1∑
n=2
n−1∑
i=1
(
α
k2
in − αkin
)
ei ∧ en
∥∥∥∥∥∨  ε.
So we have∥∥∥∥∥
m∑
i=1
(
α
k2
i(m+1) − αk1i(m+1)
)
ei ∧ em+1
∥∥∥∥∥∨ < 2ε.
Then, by considering,
∣∣αk2j (m+1) − αk1j (m+1)∣∣
∥∥∥∥∥
m∑
i=1
(
α
k2
i(m+1) − αk1i(m+1)
)
e1 ∧ em+1
∥∥∥∥∥∨ < 2ε
for each j = 1, . . . ,m, we have αki(m+1) → αj(m+1) for j = 1, . . . ,m.
Thus, αkin → αin for every possible choice of i and n, hence
∑∞
n=2
∑n−1
i=1 αkinei ∧en converges
to
∑∞
n=2
∑n−1
i=1 αinei ∧ en. Therefore, {ξ : ξ =
∑∞
n=2
∑n−1
i=1 αinei ∧ en} is a closed subspace of
(Λ2X)∨. Hence, (Λ2X)∨ = {ξ : ξ =∑∞n=2∑n−1i=1 αinei ∧ en}. 
Theorem 8.2. Let X and Xn be as in Theorem 8.1. Then {Xn}∞n=2 is a finite-dimensional
Schauder decomposition for (Λ2X)∧.
Proof. As in Theorem 8.1, we prove for m = 2. First we will show for each integer k,∥∥∥∥∥
k∑
n=2
xn
∥∥∥∥∥∧ 
∥∥∥∥∥
k+1∑
n=2
xn
∥∥∥∥∥∧, xn ∈ Xn.
Let ε > 0 be arbitrary. Then there is ξ =∑mn=2∑n−1i=1 αinwi ∧wn ∈ B(Λ2X∗)∨ such that∥∥∥∥∥
k∑
xn
∥∥∥∥∥ − ε <
∣∣∣∣∣
〈
k∑
xn,
m∑ n−1∑
αinwi ∧wn
〉∣∣∣∣∣.
n=2 ∧ n=2 n=2 i=1
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rem 8.1. Hence, ‖∑kn=2 xn‖∧  ‖∑k+1n=2 xn‖∧.
The rest of the proof is very similar to that of Theorem 8.1. 
We know that the unit ball of (Λ2X)∧ (resp. (ΛmX)∧) is the closed convex hull of the set
{x ∧ y: ‖x‖ = ‖y‖ = 1}. This, together with the fact that the extreme points of the ball of E ∧⊗F
are all those points e ⊗ f with e and f extreme in BE and BF , respectively, indicate that the
extreme points of the ball (Λ2X)∧ are those points x ∧y with x and y extreme in BX and having
‖x ∧ y‖∧ = 1. We have only been able to prove this in the case that X is a Hilbert space, as
follows.
Corollary 8.3. Let X be a Hilbert space and x1, . . . , xm ∈ BX such that
〈xi, xj 〉 =
{
1 if i = j,
0 if i = j.
Then x1 ∧ · · · ∧ xm ∈ ext(B(ΛmX)∧).
Proof. Let {xi}∞i=1 be an othonormal basis of X. Then ‖x1 ∧ · · · ∧ xm‖∧  1 and linear span
of {x1 ∧ · · · ∧ xm} is a quotient of (ΛmX)∧. As an element of linear span of {x1 ∧ · · · ∧ xm},
|x1 ∧· · ·∧xm| = 1 [4]. Hence, ‖x1 ∧· · ·∧xm‖∧ = 1. Now assume x1 ∧· · ·∧xm = aξ1 +(1−a)ξ2
for some ξ1, ξ2 ∈ B(ΛmX)∧ and 0 < a < 1. By triangle inequality ‖ξ1‖∧ = ‖ξ2‖∧ = 1. Then
ξ1 =
∞∑
n=m
∑
i1<···<n
αi1...im−1nxi1 ∧ · · · ∧ xim−1 ∧ xn
and
ξ2 =
∞∑
n=m
∑
i1<···<n
βi1...im−1nxi1 ∧ · · · ∧ xim−1 ∧ xn.
By the proof of Theorem 8.2, ‖α1....mx1 ∧ · · · ∧ xm‖∧  ‖ξ1‖ = 1. Thus, we have α1...m =
β1...m = 1.
All the other constants are equal to zero follows from Theorem 8.2 and in a finite-dimensional
Hilbert space ‖ξ‖∧  |ξ | [4]. Hence, ξ1 = ξ2 = x1 ∧ · · · ∧ xm. 
Now let us pay some attention to the separability of (ΛmX)∨, (ΛmX)∧, and their duals. First
we show the following.
Lemma 8.4. If X is separable, then (ΛmX)∧, (ΛmX)∨ and (Λ∗X)∧ are separable.
Proof. Let {xn}∞n=1 be a countable dense set in X. Then {
∑
finite xi1 ∧ · · · ∧ xim : i1 < i2 < · · · <
im} is a countable dense set in both (ΛmX)∧ and (ΛmX)∨ and hence (ΛmX)∧, (ΛmX)∨ and
(Λ∗X)∧ are separable. 
However, their duals do not have this property in general. We show this just for X =
l2 and for (Λ2X)∗∨. Let {ei}∞i=1 be an orthonormal basis for l2.
Clearly, ‖∑Nk=1 ξke2k ∧ e2k+1‖∧  1 for every ξk = ±1 for every N . Thus, (Λ2X)∗∧ contains
a copy of l∞. So Ba,2(l2) is not separable.
324 W. Ramasinghe / Bull. Sci. math. 131 (2007) 291–324Remark 8.5. Since (Λ∗X)∧ is an l1-sum, it contains a copy of l1. In particular, (Λ∗X)∧ is not
reflexive. Similarly, (Λ∗X)∨ contains a copy of l∞ and hence (Λ∗X)∨ is not reflexive, either.
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