The 0-1 knapsack problem is a typical discrete combinatorial optimization problem with numerous applications. In this paper, a binary multi-scale quantum harmonic oscillator algorithm (BMQHOA) with genetic operator is proposed for solving 0-1 knapsack problem. The framework of BMQHOA is consisted of three nested phases including energy level stablization, energy level decline and scale adjustment. In BMQHOA, the number of different bits between solutions is defined as the distance between solutions to map the continuous search space into the discrete search space. Repair operator with greedy strategy is adopted in BMQHOA to guarantee the knapsack capacity constraint. The current best solution is used to perform a random mutation with the origin solutions, making solutions evolve towards the current optimal solution. The performance of BMQHOA is evaluated on two low-dimensional and three high-dimensional KP01 data sets, and computational results are compared with several state-of-art 0-1 knapsack algorithms. Experimental results demonstrate that the proposed BMQHOA can get the best solutions of most knapsack data sets, and performs well on convergence and stability.
I. INTRODUCTION
Knapsack problem is a well known discrete combinatorial optimization problem [1] , which has numerous applications in resource allocation [2] , decision support [3] , project selection [4] . It can be classified into 0-1 knapsack problem (KP01), bounded knapsack problem, multiple choice knapsack problem, and multidimensional knapsack problem [5] . Among the knapsack problem family, KP01 is the most respective subset, which has been widely studied in the last few decades [6] - [8] .
Numerous approaches have been proposed to solve KP01, which can be classified into two categories: deterministic algorithms and metaheuristic algorithms. Deterministic algorithms follow a rigorous procedure, and its path The associate editor coordinating the review of this manuscript and approving it for publication was Hao Ji. and values of both design variables and the functions are repeated [9] . Branch and bound algorithm (B&B) [10] , dynamic programming (DP) [11] and Lagrangian decomposition algorithm [12] are the typical deterministic algorithms for KP01. Deterministic algorithms perform well on the low-dimensional KP data set. However, with the increase of the number of items, the search space increases quickly (exponentially for B&B, e.g.), and the performance of deterministic algorithms degrade significantly. So deterministic algorithms are not suitable for optimizing large scale KP01.
Metaheuristic optimization algorithm is a kind of stochastic algorithm which can accelerate the optimization process and find solutions in reasonable time, not guaranteeing to find the optimal solution. Metaheuristic optimization algorithm can be classified into population-based and trajectory-based algorithms. SA [13] is a trajectory-based algorithm, which is VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the earliest and popular metaheuristic optimization algorithm. SA is inspired by the annealing process in material processing. Due to the similarity between the annealing process in material processing and the combined optimization problem, SA can be used to solve KP01. SA is a trajectory-based algorithm, which uses a single solution to move through the search space in a piecewise style. A better solution in SA is always accepted, while a not-so-good solution can be accepted with a certain probability. The iteration between individuals in a swarm can make the optimization algorithms more intelligent. In recent years, a large number of swarm intelligence inspired metaheuristic optimization algorithms are proposed. Genetic algorithm (GA) is a population-based algorithm as it uses a set of strings. In GA, the crossover, recombination, mutation, and selection are firstly used in the field of optimization algorithm. Other population-based algorithms include genetic algorithm [14] , differential evolution (DE) [15] , artificial bee colony (ABC) [16] algorithm, bat algorithm (BA) [17] , dragonfly algorithm (DA) [18] , fireworks algorithm (FA) [19] , brain storm optimization algorithm (BSO) [20] , particle swarm optimization (PSO) [21] , harmony search algorithm (HS) [22] , moth search algorithm (MS) [23] , etc. These algorithms and variant algorithms perform well on optimizing high-dimensional optimization problems, and can be used to solve problems with continuous real search space. But they can not be directly used to solve optimization problems with discrete binary search space such as knapsack problem and feature selection [24] . Most of these algorithms have corresponding binary versions to solve binary optimization problems, such as binary bat algorithm (BBA) [25] , binary dragonfly algorithm (BDA) [26] , binary particle swarm optimization (BPSO) [27] , binary artificial bee colony algorithms (BABC) [16] , binary harmony search algorithm (BHS) [28] , binary moth search algorithm (BMS) [29] , etc.
Various methods have been adopted to transfer these algorithms from continuous search space into discrete search space. In BPSO, a new transfer function and a different position updating procedure are adopted to map the continuous search space into discrete search space [30] . In [30] , a set of v-shaped transfer functions for BPSO are proposed which are proved to be superior to s-shaped transfer function. Harmony search considerations and pitch adjustment rules are utilized to construct BHS. At the same time, some hybrid algorithms are proposed to optimize KP01, such as hybrid cuckoo search algorithm with global harmony search [31] , hybrid BPSO-GA algorithm [32] , hybrid TLBO-GA algorithm [33] , hybrid BPSOGSA [34] , etc.
Crossover/mutation operations in GA can make solutions exchange fully and improve the diversity of solutions. So genetic operators have often been adopted by binary algorithms for solving knapsack problems. A random crossover/mutation genetic operator is introduced into BPSO for solving multidimensional knapsack problem [35] . The mutation and crossover operations are applied to personal and global best individuals. Two-point crossover and swap operators have been integrated into ABC [36] . Similar operations can also be found in [37] , [38] .
Multi-scale quantum harmonic oscillator algorithm (MQHOA) is a newly proposed optimization algorithm based on the quantum theory [39] . MQHOA has attained good performance on high-dimensional optimization and has been applied to practical problems [40] . The inspiration of MQHOA is the probability interpretation of quantum wave function, which provides MQHOA the quantum tunnel effect to jump out of local optimal. The conventional MQHOA is designed for solving continuous optimization problems, and cannot address discrete optimization problems directly. Solving KP01 with MQHOA has not yet been reported.
In this paper, a binary version of MQHOA (BMQHOA) for solving KP01 with genetic operator is proposed. BMQHOA is a population-based metaheuristic optimization algorithm, which is different from trajectory-based SA. Genetic operator is adopted to increase the diversity of solutions. The main contributions of this paper are illustrated as follows.
(1) Firstly, by defining the number of different bits between solutions as the distance between solutions, the continuous search space of MQHOA is mapped into the discrete search space of BMQHOA. Candidate solutions are generated according to the Gaussian distribution around the current sampling points based on this definition.
(2) Secondly, by corresponding the three-layer loops of BMQHOA to energy level stablization, energy level decline and scale adjustment respectively, the framework of BMQHOA is in compliance with its physical model. This framework makes BMQHOA gradually transits from global search to local search, and guarantees the convergence of BMQHOA.
(3) Thirdly, repair operator with greedy strategy is used to make the guarantee of the knapsack capacity constraint satisfied. Genetic operator mutation is introduced into BMQHOA. Mutation operator has the ability to make current candidate solutions iterate towards current optimal solution and make solutions more diversity.
(4) Finally, the performance of the proposed BMQHOA is compared to several state-of-art KP01 algorithms. Extensive experiments are carried out on two low-dimensional and three high-dimensional KP01 data sets. The comparative results demonstrate the superiority of BMQHOA in most KP01 data sets.
The rest of this paper is organized as follows. Section II introduces related work. Section III introduces the proposed BMQHOA in detail. Experimental results and discussion on BMQHOA are presented in Section IV. Finally, Section V concludes the work.
II. RELATED WORK
A. 0-1 KNAPSACK PROBLEM KP01 is a typical combinatorial optimization problem, which can be defined as follows.
Suppose there are a set of items K = {k 1 , k 2 , . . . , k n }. The weight of each item is w i and the value is p i . The capacity of the knapsack is C (the total weight constraint of the knapsack). The goal of 0-1 knapsack problem is to find a subset S of D to maxmize the profit, while guaranteeing the capacity constraint. If the item i is put into S, the status x i of the item is set to 1, else x i is set to 0. The mathematical model of 0-1 knapsack problem is as follows [41] .
where x i is a binary value defined as follows.
B. DETERMINISTIC ALGORITHMS FOR KP01
In this subsection, DP and B&B for KP01 are introduced as the typical deterministic algorithms for KP01.
1) DYNAMIC PROGRAMMING FOR KP01
The core idea of DP is to divide big computation problem into small ones, which is the same as divide-and-conquer strategy. The answer of DP's sub problem is written in the form, which makes DP has memory. The main steps DP for KP01 consists of seven steps: problem abstraction, problem modeling, finding constraints, determining whether the principle of optimality is satisfied, looking for the recursive relationship between big problem and small problem, filling in the form, looking for solutions.
The fundamental equation of dynamic programming is as formula (2) . P(i, j) is the maximum value of top i items with the capacity of j.
The time complexity of dynamic programming is O(C ×n). DP algorithm will not end until the state form is filled out. For large scale KP01 data set with numerous items and large capacity, the performance of DP degrades.
For example, n = 4, C = 8, the weight and value of each item is as shown in Table 1 . The state form of DP for KP01 should be filled out to achieve good results, as shown in Table 2 . The number of fitness function evaluation is 4×8=32. If the the scale of DP increases to n = 40, C = 8E + 05, the number of fitness function evaluation will increase to 32E + 06. With the increase of scale, the availability of DP reduces dramatically.
2) BRANCH AND BOUND ALGORITHM FOR KP01
Similar with DP, B&B algorithm for KP01 repeatedly partitions all feasible solutions into small subclasses. A full binary tree data structure is used to present 2 n solutions. The depth of the binary tree is the same as the number of items in the knapsack. The path from root node to leaf node is the candidate solution of KP01. The goal of B&B algorithm is to find a leaf node to maxmize the profit while guaranteeing the capacity constraint.
In the preprocessing stage, items in knapsack should be descending ordered by density, corresponding to the layers from top to bottom(root node excluded). Each item corresponds to a layer of the binary tree. The most common search strategy of B&B algorithm is the breadth-first strategy. Time complexity of B&B algorithm is O(2 n ), the execution time grows exponentially with the increase of knapsack's scale. For large scale KP01, B&B algorithm is rarely used.
C. METAHEURISTIC ALGORITHMS FOR KP01
Metaheuristic algorithm is named as a kind of stochastic algorithm with randomization and local search [9] . Solutions can be found in a reasonable mount of time. Metaheuristic algorithm is a good choice when we want to get good solutions in an acceptable time. It can be used to speed up the process of finding a satisfactory solution. But there is no guarantee that optimal solution can be found. In this section BA and BPSO are introduced in brief as the typical metaheuristic algorithms for KP01
1) BINARY BAT ALGORITHM FOR KP01
Bat algorithm (BA) is a typical metaheuristic algorithm inspired by the echolocative behavior of bats. BA is inspired by the echolocative behavior of bats that bats tend to decrease the loudness and increase the rate of emitted ultrasonic sound when they chase prey. The position vector, velocity vector, and frequency vector of the artificial bat updated during the process of iteration. BA can only be used to solve problems with continuous real search space.
BBA is proposed to optimize problems with discrete binary search space. In discrete binary space, position update means switching between 0 and 1. The main problem is to redefine the velocity to update the positions. Transfer function is proposed to map the process of search in a continuous search space to a binary search space. The transfer function and position updating rule of BBA is presented as formula (3), (4) . v k i (t) is the velocity of particle i in k − th dimension at iteration t.
Similar to BBA, BPSO is the binary version of PSO. The transfer function of BPSO is shown in formula (5) . The position updating rule of BPSO is shown in formula (6) .
The shapes of transfer function are different between BBA and BPSO, as shown in Fig.1 . V-shape transfer function can significantly improve the performance of algorithm [25] . 
D. CONVENTIONAL MQHOA 1) THE PHYSICAL MODEL
In quantum theory, the Schrödinger equation is used to describe the motions of microscopic particles under the constraints of the potential well. Objective function f (x) in optimization problem is considered as potential well in the Schrödinger equation, V (x) = f (x). Based on such consideration, the optimization problem can be translated into solving particle's ground state wave function under the constraint V (x) = f (x) of the potential well. The probability distribution of ground state wave function is the same as the distribution of the objective function's global optimal solution.
The Schrödinger equation is the differential equation of wave function ψ(x) which is difficult to obtain by solving the Schrödinger equation. The approximate method can be used to simplify the objective function. The objective function can be approached by harmonic oscillator potential in the condition of Taylor's second order approximation. Then f (x) can be approximated as 1 2 kx 2 . Searching for the minimum value of f (x) can be translated into solving particle's ground state wave function under the harmonic oscillator potential well.
According to quantum theory, wave function constraint by the harmonic oscillator potential well can be accurately obtained. The normalized wave function of MQHOA is as follows [42] :
2) THE MAIN STEPS MQHOA consists of three nested phases: energy level stabilization, energy level decline, and scale adjustment. These three phases are the three nested loops of conventional MQHOA.
a: ENERGY LEVEL STABLIZATION
In this step, the algorithm generates new solutions based on current sampling points. The adjacent space of current sampling points is explored to detect better solutions. For every sampling point, a new position will be generated by Gaussian sampling based on current scale in each iteration. The variance of sampling points is calculated for each iteration. Energy level stabilization step will not stop until the difference of adjacent variances is less than the current scale. When the difference of adjacent variances is less than the current scale, it is believed that sampling points are in a stable state at the current energy level. This step is the basic operation of MQHOA and occupies most of the computation time of MQHOA.
b: ENERGY LEVEL DECLINE
After energy level stabilization, a new sampling point is generated based on current sampling points in the energy level decline step. This newly generated sampling point has global information. The existing sampling point with the worst fitness is replaced by this newly generated sampling point. By this approach, the current worst sampling point is eliminated, and the newly generated sampling point introduces new information into the current system. This step makes the diversity of sampling areas increase, and is consistent with the physical model of MQHOA. Energy level decline will not end until the variance of sampling point is less than the current scale.
c: SCALE ADJUSTMENT
When energy level decline stops, it is the scale adjustment stage. The current scale is cut to half, to perform a detailed search in a smaller area. Then MQHOA goes to energy level stabilization to continue. With the declination of scale, MQHOA gradually transits from global search to local search. Details of conventional MQHOA can be found in [43] .
III. A BINARY MQHOA FOR 0-1 KNAPSACK
In this section, a binary MQHOA with genetic operator is proposed for solving 0-1 knapsack problem. The algorithm flow of BMQHOA is given, and the key operators are introduced in detail. The schematic diagram of BMQHOA's workflow and critical operators are as shown in Fig.2 . There are four quadrants in Fig.2 , representing the framework of BMQHOA, solution generation, greedy repair, and mutation respectively.
A. PREPARATION
A set of n items' status value A i is a solution of KP01, A i = (a i [1] , a i [2] , . . . , a i [n]). Suppose k solutions (A 1 , A 2 , . . . , A k ) are generated. The number of different bits between solutions reflects the degree of difference between solutions. In this paper, the distance between solution A i and A j in discrete search spaces is interpreted as the number of different bits between solutions, which is defined as follows.
Definition 2: Distance between solutions
In conventional MQHOA, candidate solutions are generated according to the Gaussian distribution around current sampling points within a certain distance. By defining the number of different bits between solutions as the distance between solutions, the continuous search space can be mapped into the discrete search space.
B. THE ALGORITHM FLOW
The overall structure of BMQHOA is the same as that of conventional MQHOA. Energy level stabilization, energy level decline, and scale adjustment are executed iteratively after initialization. Repair operator and mutation operator are used in BMQHOA. Solutions which violate capacity constraint may appear after generation operation. Repair operator is executed to fix this problem.
The framework of BMQHOA is shown in Fig.2(I) . The pseudo code of BMQHOA is listed in Algorithm 1. Table 3 presents the notations in this paper. 
Solution generation is the essential operation in both conventional and binary MQHOA. In conventional MQHOA, new solutions are generated in a normal distribution as formula (9) . New solutions will appear in the range of [x i − 3σ s , x i + 3σ s ] with a probability of 99.73%.
In BMQHOA, new solutions are generated in a similar way. As the solution space of BMQHOA is discontinuous, new solutions are generated by flipping several bits of the current solution. A new solution a i [n] is generated by flipping m bits of current solution a i [n] . m is the nearest integer greater than or equal to m as formula (11) . m obeys a normal distribution as formula (11) .
The schematic diagram of solution generation is shown in Fig.2(II) , and the pseudo code of solution generation is listed in Algorithm 2. New solutions are generated in the initialization stage, solution generation stage and mutation operation. These solutions have the probability to violate the knapsack capacity constraint. If the solution does not meet the capacity constraint, it should be repaired before using. The simplest way to repair is to discard some items by flipping the status value of corresponding items from 1 to 0. Intuitively, the item with smaller weight and higher value has greater possibility to be kept in the knapsack. The profit density proposed by Dantzig [1] can be considered as the criteria to select items, as shown in formula (12) .
Algorithm 2 Pseudo Code of Solution Generation
Profit density strategy has been used in some optimization algorithms to sort the data. In B&B for KP01, the items are descending ordered by profit density, corresponding to the layers of binary tree from top to bottom. In ACO for KP01, the probability of items been chosen by ants is also decided by profit density.
In this paper, repair operator is executed once the capacity constraint is violated. We firstly put the item with largest density into knapsack iteratively until the capacity constraint is violated. To utilize the remaining space in the knapsack, then we put the item with minimum weight into knapsack iteratively until the capacity constraint is violated. So repair operator with greedy strategy can be divided into two main stages: profit density first stage and minimum weight first stage.
Stage 1: profit density first stage. In this stage, the items are put into the knapsack with the constraint of capacity, we descending sort the n items a i [1] , a i [2] , . . . , a i [n] in solution A i whose value is 1 by density p i /w i . Q 1 [1, 2, . . . , n] is the index of items in the origin vector. The item with the largest density is picked out and put into the knapsack. This operation repeats iteratively until the total weight exceeds the capacity constraint. For the left items which cannot be put into the knapsack, such as item j, let a i [j] = 0.
Stage 2: minimum weight first stage. After stage 1, there may still exist some remaining space in the knapsack. We sort the left items by weight. Q 2 [1, 2, . . . , q] is the index of left items in the origin vector. The left items with minimum weight are picked out and put into the knapsack until the total weight exceeds the capacity constraint.
The pseudo code of the greedy repair algorithm (GRA) is listed in Algorithm 3.
Algorithm 3 Pseudo Code of Repair Operator
The schematic diagram of repair operator is shown in Fig.2(III) .
E. MUTATION OPERATOR
The object of mutation operator is to make current candidate solutions change with the influence of the current optimal solution. Mutation operation begins immediately after solution generation in the energy level stabilization phase of BMQHOA.
Current k candidate solutions communicate with each other to find out current optimal solution A opt and its profit F opt . k − 1 candidate solutions except for A opt mutate by flipping p bits.
The value of parameter p reflects the degree that candidate solutions are mutating towards the current optimal solution, which has an important influence on the computational process of solving 0-1 knapsack problem. A low-dimensional KP data set is used to verify the influence of p on BMQHOA. This data set contains five instances, and is taken from http://www.math.mtu.edu/∼kreher/cages/Data.html. It has been widely used in [5] , [44] , [45] .
The program is coded in Matlab R2013a and executed on a Microsoft surface pro4 (Intel Core(TM) i5-7300U CPU @2.60GHz, 6GB RAM and operating system is Windows 10). Experimental results are obtained based on 30 independent trials. p is set as p1 = σ 0 , p2 = 0.8σ 0 , p3 = 0.6σ 0 , p4 = 0.4σ 0 , p5 = 0.2σ 0 and p6 = 1. The best solution, the worst solution, the average solution and standard deviation( SD) of all solutions are presented in Table 4 . As can be seen from Table 4 , when p is large, candidate solutions mutate fast towards the current optimal solution, which may lead to premature. When p is small, candidate solutions mutate slowly towards the current optimal solution. In this case, the diversity of solutions are better, and BMQHOA has more opportunity to discover new solutions. In this paper, we set p = 1 to make BMQHOA fully iterated.
IV. EXPERIMENTAL ANALYSIS A. INTRODUCTION OF COMPARISON ALGORITHM
We compare BMQHOA with four metaheuristic algorithms: BBA [25] , BDA [18] , BPSO [30] and BPSOGSA [34] . The initialization of essential parameters for these algorithms are listed in Table 5 . In order to make a fair comparison, three measures are taken as follows. VOLUME 7, 2019 (1) The comparative algorithms adopt the same greedy strategy in repair operator as in subsection III-D.
(2) For all these algorithms, the initial statuses of the sampling points are set to be the same value by the method as below.
Firstly, the initial sampling points of BPSOGSA are generated and recorded. Secondly, BBA, BDA, BPSO, and BMQHOA use the same initial sampling points.
(3) In Section IV, for all these algorithms, the maximum number of fitness function evaluation (MFFE) is set to 1000.
B. EXPERIMENTS ON LOW-DIMENSIONAL KP DATA SETS
In this section, two low-dimensional KP data sets are used to test the performance of BMQHOA.
The first low-dimensional KP data set contains ten instances. It is taken from [41] and is widely used in [28] , [45] , [46] . Since the optimal solutions of this data set are known, we only test BMQHOA on this data set. The known optimal solutions, and the best, worst, agerage values achieved under 30 independent runs are shown in Table 6 . Experimental data shows that BMQHOA can obtain the known optimal solutions in all runs for all the 10 instances in this data set.
The second low-dimensional KP data set contains 10 instances. It is taken from http://www.math.mtu.edu/ kreher/cages/Data.html, and is studied in [5] , [44] , [45] . The original data set contains 5 subdata sets, each subdata set contains 5 instances. In this subsection, two subdata sets are picked out for experiments. Since the optimal solutions of the subdata sets are unknown, comparison experiments are conducted on all of the five algorithms. The best, worst, average values, and std are presented in Table 7 .
As can be seen from Table 7 , the best solutions obtained by all of the five algorithms are the same. BMQHOA can obtain the best values of instances for all runs except for KP18. The best values of KP20 and KP25 can be obtained only by BMQHOA. For KP18, the best value can only be obtained by BDA. The best values of 8 instances can be obtained by BDA for all runs. Statistics at the bottom of Table 7 show that BMQHOA outperforms opponent algorithms in max, min, average, and std on the first low-dimensional KP data set.
C. EXPERIMENTS ON HIGH-DIMENSIONAL KP INSTANCES
In this subsection, an experimental study on the performance of BMQHOA is executed on three types of high dimensional subdata sets: uncorrelated subdata set, weakly correlated subdata set and strongly correlated subdata set. Each subdata set contains five instances where the number of items is 100, 200, 500, 1000 and 2000. The generation rule of this data set is as shown in Table 8 [47] . For the uncorrelated instances, weight (w i ) is uncorrelated with profit (p i ). For the weakly correlated instances, weight (w i ) is quite near profit (p i ). For the strongly correlated instances, weight (w i ) is linear with profit (p i ). Resource capacity is limited to 0.75* Dim i=1 x i . The experimental results and statistics of the five algorithms on the three subdata sets in 30 independent runs are shown in Table 9 , 10 and 11 respectively.
For the uncorrelated high-dimensional KP data set, as can be seen from Table 9 , BMQHOA can obtain the highest best, worst and average compared to other algorithms. For KP27∼KP29, the worst value obtained by BMQHOA is higher than the best values obtained by other algorithms, which shows the prominent performance of BMQHOA on these instances. In terms of stability, BBA ranks first and obtains the minimum std of KP26∼KP30. Unfortunately, the performance of best, worst and average of BBA are not prominent for KP27∼KP30. The statical results at the bottom of Table 9 shows that BMQHOA ranks first for the best, worst and average solutions. Table 10 shows the comparison results of all the algorithms on the weakly correlated high-dimensional KP data set. Similar to Table 9 , the best, worst and average of KP32∼KP33 obtained by BMQHOA is the best of all algorithms. BMQHOA also shows excellent stability since the minimum std of KP32 and KP35 are achieved by BMQHOA. Compared to Table 9 , the stability of BBA decreases. The std of BBA ranks first only for KP31 and KP33. As can be seen from the statistical results at the bottom of Table 10 , BMQHOA performs best on the weakly correlated high-dimensional KP data set among all the algorithms. Table 11 displays the experimental results of the five algorithms on the strongly correlated high-dimensional KP data set. For KP36∼KP38, BMQHOA achieves the highest Table 11 that the profits obtained by BMQHOA are superior to the other algorithms on the whole.
From the above analysis, we can get the conclusion that BMQHOA outperforms the other four algorithms on the high-dimensional KP subdata set. The performance of BPSOGSA is worst when compared with other algorithms.
For better illustrate the performance of these algorithms, the comparison of best values obtained in each run are presented. The best values obtained by BBA, BDA, BPSO, and BMQHOA on the 500-dimensional uncorrelated KP28 in 30 runs are as shown in Fig.3 . Since BPSOGSA has very poor performance on KP28 compared with BBA, BDA, BPSO, and BMQHOA, the curve of BPSOGSA is not included in Fig.3 . It can be found from Fig.3 that the best values obtained by BMQHOA are clearly superior to that of the other algorithms, although there still exist several best values obtained by BPSO that is similar to or slightly better than BMQHOA. Fig.4 shows the best profits obtained by the algorithms on 500-dimensional weakly correlated KP33 in 30 runs. The curve of BPSOGSA is also not included due to its relatively poor performance on KP33. Although the performance advantage of BMQHOA is not as obvious as that in Fig.3 , the best values obtained by BMQHOA are still larger than that of BPSO in most runs. From Fig.4 , we can also find that the best result in 30 runs is obtained by BPSO, and the gaps between the algorithms are more narrow. The reason for this phenomenon is that the impact of density first strategy in repair operator decreases on the weakly correlated KP instances.
In Fig.5 , we displays the best values obtained by the algorithms on 500-dimensional strongly correlated KP38 in 30 runs. Same as above, the curve of BPSOGSA is still not included. The gaps between the algorithms are more narrow compared to Fig.4 . Similar to Fig.3, Fig.4 , BMQHOA performs best in most runs. The best solution in 30 runs by these algorithms is also obtained by BMQHOA.
Based on the analysis of Fig.3, Fig.4, Fig.5 , we can get the following observations:
(1) The performance gap between algorithms narrows as the correlation increases;
(2) The performance of BMQHOA outperforms other algorithms on uncorrelated subdata set, weakly correlated subdata set and strongly correlated subdata set.
To better display the best profits obtained by these algorithms, we exhibit the experimental data on KP26∼KP40 into box plot diagram, as shown in Fig.6 . For most KP instances, the mean best profit of BMQHOA is larger than that of other algorithms.
D. ANALYSIS AND DISCUSSION 1) COMPLEXITY ANALYSIS
In this subsection we will analyze the time complexity of BMQHOA for KP01. There are three-layer nested while loops in the pseudo code of BMQHOA, covering the three main stages of BMQHOA. The loops from the inner to the outer correspond to energy level stabilization, energy level decline and scale adjustment respectively. Let L o , L m , L i be the number of execution of the outer loop, the middle loop and the inner loop. Without consideration of MaxFE, σ s gradually reduces from n to 1, so the outer loop executes n times. The numbers of execution of the middle loop and inner loop are not fixed. The middle loop will not end until σ s > d, and the inner loop will not end until Flag stable = 1. Therefore, the complexity of BMQHOA is O(L m * L i * n).
2) CONVERGENCE ANALYSIS
1 Mathematical proof Suppose f (X ) has q local and global optimal solutions with different values (solutions with the same value should be merged). These solutions are ascended according to the value of f (X ):f (X 1 ) < f (X 2 ) < · · · f (X i ) < · · · f (X j ) < · · · < f (X q ). Suppose the current status of BMQHOA is X i , we define:
The number of states of X + i is , is a monotonically decreasing function of i. The search space can be traversed within limited time of mutation for every solution, so
That is to say if current optimal solution is not the global optimal solution, BMQHOA can evolve towards better optimal solution in finite steps. From formula (14) , the unidirectional reachability of state(X i → X j ) is the sufficient realization condition of BMQHOA. So, the unidirectional reachability of global optimal solution is the sufficient realization condition of BMQHOA. For KP01, the number of knapsack's states is finite. The number of local optimal solutions is constantly less than the number of states, so BMQHOA can find the global optimal of KP01 in finite steps. 2 Experimental analysis In this subsection, the convergence ability of BBA, BDA, BPSO, and BMQHOA are analyzed for KP16∼KP40. Same as above, the convergence curves of BPSOGSA are not presented in this subsection. It should be noticed that the convergence curves present the changing profits values of the four algorithms for 30 independent runs. Experimental results are shown in Fig.7 .
Since the initial solutions of these algorithms are identical to each other, the comparison of the curves can reflect their convergence accurately.
For KP16, KP17, KP19, and KP23, the converge curves all of these algorithms completely overlap each other, which means that these KP01 instances are relatively easy to solve and all of these algorithms converge fast to the optimal solution. For KP21, KP22, KP24, and KP24, BPSO converges faster at the beginning, after a few iterations, the convergence speed of BMQHOA exceeds other algorithms. For high-dimensional data set KP26∼KP40, the convergence speed of BMQHOA is the slowest among these algorithms at the beginning of the iteration. After about a hundred iterations, BMQHOA converges faster, and average best fitness exceeds other algorithms. From the above analysis of Fig.7 , we can conclude that the iterations at the beginning are of the great importance of KP01, which can avoid falling into the local optimal solution and keep the diversity of the feasible solutions. BMQHOA iterates fully and converges slowly at the beginning, but it converges better than others in the follow-up iterations.
3) SIGNIFICANCE ANALYSIS
In order to make a comparison between BMQHOA and opponent algorithms, pair-wise Wilcoxon rank sum tests with confidence level 95% are conducted in this subsection. p-values are calculated and the best results each algorithm are recorded. This experiment can evaluate statistical significance between these algorithms. If p < 0.05, and the best result of BMQHOA is larger than the result of other algorithms, the test will be considered as significant. The experimental results are shown in Fig. 8 . The numbers of items on which BMQHOA performs significantly better on KP26∼KP40 are shown as ''win'', and the numbers of significantly worse results are shown as ''lose''. In all these comparisons, BMQHOA outperforms its opponents, which proves that BQMHOA is a powerful algorithm in solving 0-1 knapsack problem.
4) EXPERIMENTAL ANALYSIS OF DETERMINISTIC APPROACHES ON KP01 DATASETS
For KP1∼KP25, DP can find the known optimal solution, which is the same as BMQHOA. For KP26∼KP40, DP can find better solution than BMQHOA. But DP can achieve good results when the whole table is filled out. There is no comparability at all between DP and metaheuristic algorithms. In order to make a fair comparison, for BBA, BDA, BPSO, BPSOGSA and BMQHOA, the maximum number of fitness function evaluation is set to 1000. The fitness function evaluation numbers of DP are as shown in Table 3 . The fitness function evaluation number of DP can be much higher than 1000, such as KP1 KP5, KP16∼KP40. Some up to 105 times higher than the fitness function evaluation number in this paper. DP even canąŕt complete an inner loop in 1000 iterations. Metaheuristic algorithms can achieve relatively good results quickly in reasonable iteration times, though metaheuristic algorithms do not guarantee that a globally optimal solution can be found on some class of problems. 
V. CONCLUSION
In this paper, a binary version of multi-scale quantum harmonic oscillator algorithm (BMQHOA) with genetic operator is proposed for solving KP01. The key point of the population based BMQHOA is that by defining the number of different bits between solutions as the distance of solutions in binary search space, the continuous search space is mapped into binary search space. In order to evaluate the performance of BMQHOA, two low-dimensional and three high-dimensional KP data sets are employed. Comparative experiments with several state-to-art KP01 algorithms such as BBA, BDA, BPSOGSA, and BPSO are conducted. Pairwise Wilcoxon rank sum tests with confidence level 95% are conducted to make a comparison between BMQHOA and opponent algorithms. The experimental results demonstrate that the proposed BMQHOA is superior to the contrast algorithms on computational accuracy, convergence capability, and stability.
For future studies, we will apply BMQHOA to solve other complex KP, such as bounded knapsack problem, multiple choice knapsack problem, multidimensional knapsack problem. We will also research on the application of BMQHOA in real industry application, e.g. load distribution of data center.
