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Speech is conveyed through a richly detailed acoustic signal, and each spoken instance of 
a word varies. Yet humans recognize words quickly, with few errors and typically with no 
conscious effort. Linguists hypothesize that abstract categories aid the process of speech 
comprehension because complex details can be mapped to a category, after which the detail of an 
instance can be forgotten. At the same time, research shows acoustic detail guides 
comprehension in real time and is retained in implicit memory. This dissertation addresses 
language processing for speech prosody. This study consists of five perception experiments that 
test the representation of pitch accents in memory, and directly compares memory for pitch 
accents to memory for phonemes. Results show that (1) explicit memory for prosody is more 
accurate for categorical differences, rather than equivalently large within-category differences, 
and (2) that, unlike phoneme categories, listeners are able to explicitly remember within-category 
detail for pitch accents, but that this memory decays quickly. Based on these results, I propose a 
hybrid model of comprehension of prosody that involves activating both previously proposed 
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1 LITERATURE REVEIW 
1.1 INTRODUCTION 
 
Theories of language processing at the sub-lexical, lexical, and sentence levels can be 
classified into two types. Abstractionist models argue that abstract categories such as the 
phonological form of a word, consisting of a string of phonemes, are necessary for speech 
comprehension. Episodic models argue that no abstractions are necessary, and instead, the 
representation of a word involves many representations of phonetically detailed instances of 
unique utterances. The extent to which processing segments, words, and sentences involves 
abstract categories or detailed past instances, and how these two sources of information are used 
together, remains a central question in language comprehension.  
Most recent models of language processing include both abstractions and details—they 
are so-called “hybrid models” (Ernestus, 2014). Prosody is an exception. The leading theory of 
speech prosody focuses on the phonological specification of intonation in terms of categorical, 
abstract features (Pierrehumbert & Hirschberg, 1990). Phonetic detail arises only in the phonetic 
implementation,  and is not claimed to be part of the linguistic representation stored in memory. 
Yet, experimental evidence shows that listeners are sensitive to details of how prosody is 
pronounced (Kimball & Cole, 2016), and how details of prosody are encoded in memory 
(Kimball & Cole 2016).  
In this chapter, I review the use of abstractions in speech processing in general, episodic 
models of memory for details of speech, and hybrid models that combine categories and details. I 
then turn to speech prosody specifically, outlining the state of prosodic theory and the motivation 
for a hybrid model of speech prosody.  
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1.2 ABSTRACTIONIST MODELS 
A central difficulty of speech perception is the “lack of invariance” in the speech stream. 
Lexically contrastive units, such as phonemes, as well as positionally-determined allophones, 
have a wide range of acoustic realizations depending on: factors that index speaker identity 
(vocal tract length, dialect/accent), phonological factors (assimilation to adjacent sounds), 
semantic and pragmatic factors signaled by prosody (focus, certainty), or affective factors (anger, 
surprise). Speech perception involves mapping this acoustically variable, continuous signal to 
lexical meaning (e.g. identifying the referents of words and phrases and their grammatical 
relations).  
One way to address rapid, accurate processing in the face of densely detailed information 
is to call on generalization or categorization. If a novel stimulus can be categorized as one of a 
small group of abstract categories, comprehension can be robust to a noisy, detailed signal and 
allow for adaptation to novel stimuli and generation of novel words. Furthermore, a small 
number of abstractions, arranged hierarchically, can be combined and recombined to 
comprehend infinitely varying language (see Lakoff, 1993 for an example of how three levels of 
abstraction can explain a complex system). By generalizing details and creating patterns, human 
comprehension is streamlined.  
1.2.1 Sub-lexical abstractionist models 
 Under abstractionist models, perception of speech segments and recognition of words 
consist of filtering out phonetic detail that relates to the speaker or situation, and mapping the 
filtered speech signal onto abstract units. Thus, sub-categorical phonetic details are considered 
noise that interferes with veridical perception of the speech signal. In this section I outline the 
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most widespread abstractionist theories of perception, which maintain that speech perception 
involves mapping speech to one of the following discrete abstractions: 
1. (phoneme) categories 
2. articulatory gestures  
3. (phoneme) prototypes  
4. feature bundles 
Traditional approaches to speech perception assume that instances of phones are mapped 
to abstract phoneme categories (e.g. Halle & Mohanan, 1985; Peterson & Barney, 1952). 
Phonemes are defined as language-specific contrastive phones. In an extreme version of 
abstractionist views, these categories are established during language acquisition and then serve 
as unchanging discrete abstractions throughout the lifespan. These categories aid speech 
perception in the face of variable input due to speakers and coarticulation. For example, Cole et 
al. (2010a) show anticipatory vowel-to-vowel coarticulation across word boundaries, such that 
the vowel /ɛ/ in “bed” is pronounced differently if it is spoken before the vowel /i/ (''bed eagle'') 
as compared with when it is spoken before the vowel /æ/ (''bed actor”). Specifically, F1 and F2 
values of the first vowel approach the F1 and F2 of following vowels, meaning that the vowel in 
''bed'' is pronounced either higher or lower, or more front or back, in becoming more similar to 
the vowel that follows it (see Figure 1 below).  
 
Figure 1. Schematic of variability in vowels, as produced in Cole et al. (2010). 
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In an abstractionist model, listeners map all of these differing instances of /ɛ/ onto the 
same underlying representation. More generally, under an abstractionist model the process of 
speech perception involves three steps: (1) listeners hear an instance of speech, (2) listeners map  
noisy instances of  sounds to abstract categories (in this case, segments), and (3) listeners map 
those abstract categories to an entry in the mental lexicon.  
Experimental evidence for abstract categories in the mental representation of speech 
sounds comes from discrimination and categorization experiments. In classic categorical 
perception experiments, listeners hear a series of sounds that vary along an acoustic continuum 
(e.g. CV syllables with initial plosive consonants that vary in voice onset time (VOT) along a 
continuum from voiced /b/ to voiceless /p/). Listeners are asked to discriminate pairs of sounds 
from the series (e.g. Are these two sounds different?) or perform a two-alternative forced choice 
identification task (e.g. Is this a ba or a pa?). Crucially, in categorical perception, any example 
that falls within a category will be processed as a member of that category. This results in 
listeners' identification responses revealing a sudden shift at some point along the continuum 
with a characteristic sigmoid response function, rather than a gradual shift in response frequency 
from /ba/ to /pa/ (See  Figure 2). 
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Figure 2. Schematized discrimination and identification curves for a categorical perception task. For the identification task, each 
number on the x-axis represents a step on a continuum from /pa/ to /ba/. For the discrimination task, each point on the x-axis 
represents the comparison of a pair of steps on the continuum.  
Speakers' responses are fairly uniform across a continuous range of stimuli that fall 
within the region of either the /ba/ or /pa/ category, including stimuli that are both close to and 
distant from the VOT category boundary (Abramson, Lisker, Lisker, 1970; A. M. Liberman, 
Harris, Hoffman, & Griffith, 1957). Additionally, listeners' discrimination shows better 
performance for pairs of sounds that cross a category boundary, when compared to pairs of 
sounds that are equivalently different acoustically, but fall within the same category. These 
results are consistent with a broadly abstractionist view: listeners hear acoustic detail, map it to a 
meaningful category, and then base identification or similarity judgments on only the category.  
Another class of abstractionist theories holds that rather than segments, the abstract 
primitives that are perceived by listeners are articulatory gestures. The best known of these are 
the Motor Theory of speech perception (A. M. Liberman, Cooper, Shankweiler, & Studdert-

























Kennedy, 1967) and Direct Realism (Fowler, 1996); (for a recent review see Galantucci, Fowler, 
& Turvey, 2006) In both cases, these models approach the problem of variation in the signal by 
arguing that rather than acoustically defined categories, listeners map variable acoustics onto 
articulatory gestures, and in this way, the listeners overcome the lack of invariance in the signal. 
If listeners map their perceptions to an articulatory gesture, then no matter the acoustic coloring 
from neighboring sounds or indexical features, the listener will be able to perceive the correct 
segment. These models are supported by recent findings that the motor system is engaged during 
speech perception (Pulvermüller et al., 2006) and that mirror neurons are activated in perception 
(Rizzolatti & Craighero, 2004).  
Still other models conceive of abstractions in the form of features. (Stevens, 2002) argues 
that words in the lexicon are stored as sequences of feature bundles. In comprehension, the 
listener detects segments in the speech stream by detecting landmarks and mapping them to 
distinctive features (i.e. [vowel],[continuant]) and articulator-bound features (i.e. [lips],[high]). 
In essence, rather than having word-level or phoneme level categories, Stevens' model breaks 
words into smaller features, which can be mapped to both articulation and symbolic features. 
Lastly, perception can be modeled as comparing an instance to a prototype of an 
idealized exemplar of a category. Under prototype models, the closer an instance is to a 
prototype, the more quickly and easily it is matched. The linear acoustic distance between the 
prototype and the instance has a non-linear effect on ease of matching, with items that are nearer 
in acoustic space being exponentially more likely to be understood. For example, Kuhl's Native 
Language Magnet Theory, or NLM (Kuhl, 1991), argues that prototypes exist as "ideal 
members" of a category, and that the perceptual space around these prototypes warps. In 
summary, any variant of a prototype is more likely to be heard as the prototype than another 
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sound, even if it is close to the other sound in perceptual space. Prototype models have been 
advanced for many areas of cognitive science (i.e. gestalt and compositional models of visual 
perception, as reviewed by Wagemans et al.(2012).  Kuhl’s model differs from strictly 
abstractionist views in that she argues that prototypes are built up over time, but nonetheless 
prototype models are an example of abstraction in language processing.  
1.2.2 Sentence-level abstractionist models  
The models I have outlined thus far have focused on phones, but abstractions are not 
exclusive to models of phone-level perception. Rather, they are also built into models of 
language comprehension at the sentence and message level. For example, Marslen-Wilsons 
Cohort Model (1987) and McClelland and Elman’s TRACE (1986) are often contrasted for their 
differences (Cohort is serial, while TRACE is interactive), but they share a use of abstract 
segments as a fundamental element of comprehension. The TRACE model maps the acoustic 
signal to features and abstract segments, and these segments in turn map to words in the mental 
lexicon. This model is interactive: it uses information at the level of features, phonemes, and 
words, and abstractions at all of these levels interact and are used throughout the process of word 
recognition. The Cohort model uses recognition of abstract segments as a way to define an ever-
smaller cohort of words, moving towards a recognition point. As each segment unfolds in the 
speech stream, listeners consider all words that begin with that segment, eventually narrowing 
the competitors down to one option. In sum, these two influential models both use abstract 
representations.  
1.2.3 Motivation for abstract models 
Abstractionist models as a group have remained dominant because there is a range of 
research findings that are best modeled in terms of abstract linguistic representations. 
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First, abstraction is indicated in memory studies that show that listeners are better able to 
remember the meaning of an utterance rather than its specific form (Begg, 1971; Glenberg, 
Meyer, & Lindem, 1987; Potter & Lombardi, 1990; Sachs, 1967). For example, research shows 
that when listeners hear a sentence and are later asked if a new sentence matches the one they 
heard previously, they remember the message of the sentence, but may not remember the order 
of the words or even which words were used. These findings are taken in support of the notion 
that memory for spoken language privileges the meaning associated with an utterance over the 
detailed form of the utterance. Extending this idea to speech comprehension at the word level 
leads to the prediction that memory for spoken words privileges abstract units (such as phonemes 
or words) that play a role in encoding lexical contrast, over the non-contrastive, variable details 
of a specific token. 
Second, it has been shown that it is easier to adapt an instance to an old category, rather 
than create a new category (Sankoff & Blondeau, 2007; Cutler et al., 2010; German et al., 2013). 
In other words, stimuli that are close to the boundary of a category are quick to be understood as 
members of the category, rather than members of a new category. This is an important finding 
because it is not predicted by models that lack categories. If instances of spoken words are not 
organized into categories of abstract sound units, then all new instances of speech should be 
equally easy to understand, regardless of how they compare to already heard instances. Instead, 
experimental evidence suggests that a new instance is defined in relation to abstract categories or 
prototypes, and instances that are near a previously formed category in acoustic space are dealt 
with more easily than instances that are not near a previous category, even if they are not close to 
previous instances in acoustic space (Kuhl, 1991). 
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 Third, it is well established that the phonetic implementation of a given sound may 
overlap in acoustic space between speakers (e.g. Peterson & Barney, 1952). In the face of 
overlapping distributions, abstract categories allow a listener to understand an instance relative to 
a particular speaker’s vowel space by stripping away indexical features before processing (Joos, 
1948; Syrdal & Gopal, 1998; Verbrugge, Strange, Shankweiler, & Edman, 1976), or by building 
a speaker-specific abstract category. Any speech perception system must be robust to individual 
and dialectal variation, and abstractions are one way to model how speakers adapt to new talkers 
or new dialects. (n.b. they are only one way, see  for example (Johnson, 1997a) argument against 
speaker normalization)  
Fourth, at the lexical level, the productivity of lexical patterns has been shown to be 
predicted by type frequency. Type frequency is an inherently abstractionist concept, as words 
must be grouped into abstract “types” based on their phonological properties (e.g. their metrical 
pattern). The fact that type frequencies are predictive above and beyond token frequency shows 
evidence that abstraction is present in the lexicon (Hay, Pierrehumbert, & Beckman, 2004; 
Richtsmeier, 2011). 
Las, another piece of evidence supporting abstraction is sound change. Sound changes 
happen across the lexicon—all instances of a phoneme are found to change, despite the fact that 
some words are more or less frequent.  Additionally, it is the case that low frequency words have 
been attested as leading sound change (Hay, Pierrehumbert, Walker, & LaShell, 2015).  Under a 
model which had no abstract categories for phonemes, this would not be the case. Instead, a low-
frequency word with a low neighborhood density would be expected to be slower to change, as 
compared to a high-frequency word with high neighborhood density. Evidence from regular 
sound changes upholds the abstractionist viewpoint, in that it shows that phonemes may change 
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regardless of frequency or neighborhood density (Hay et al., 2015; Pierrehumbert, 2016) Without 
abstract categories, this result cannot be modeled.  
1.3 EPISODIC MODELS 
The previous section outlined the advantages of abstractions, which allow the listener to 
strip away or not remember details. However, there is growing evidence that listeners are 
sensitive to details, and that detail is crucial in speech perception. While abstractionist views 
argue that details are noise to be normalized for, episodic1 views argue that details provide 
important information and are present in the mental representation of speech. The strongest 
versions of these models go further to argue that no abstractions are necessary to represent words 
in the lexicon or to activate sub-lexical information in language comprehension. Instead, episodic 
theories argue that all perceived acoustic details of an instance of speech are recorded, and 
collectively, these trace details form the representation of a linguistic unit such as a word. Each 
instance of speech leaves a trace in memory and over time, many instances form a cloud of 
exemplars. Under this model, the process of speech comprehension is inextricably combined 
with memory, because listeners will activate all the memory traces that are similar to the instance 
at hand when perceiving a sound (Goldinger, 2007; Pufahl & Samuel, 2014). 
                                               
1 For the purposes of this dissertation, I will use the term episodic to refer to models, and the term exemplar to refer 




Figure 3. Schematic of an episodic model. 
Several models have been proposed that are strictly episodic in nature. For example, 
Johnson (2007) argues that listeners learn phonological categories over time by remembering 
many instances. Johnson’s episodic model is specifically designed to incorporate findings from 
usage-based models that suggest that over time, detailed instances shape representations (Bybee, 
2006).  
Collectively, episodic models of speech perception make three predictions: 
1. Previously heard instances will be processed more easily than novel instances, 
because they are already represented in the distribution of exemplars. 
2. Distributions of exemplars are built up of past instances, and therefore will 
change over time. 
3. All members of a category/distribution will not be processed similarly. Those 
instances that are similar to more frequent past instances (e.g. denser parts of a 
distribution), will have a processing advantage.  
 
Experimental findings uphold all three of these predictions, as I will outline below. 
Firstly, implicit memory tasks show that previously heard instances are privileged in memory 
(Goldinger, 1998; Johnson, 1997b; Pierrehumbert, 2001) For example, priming is observed when 
a listener is presented with an instance of speech they have heard before, suggesting that they 
In an episodic model the current 
instance is compared to a 
“cloud” of all previous 
instances, and mapped to 
meaning. No abstract categories 
are involved, and all details is 
used (and stored, at least to 
some extent). 
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make an acoustically detailed representation of speech in memory that includes even non-
linguistic information, such as unattended background noise (Pufahl & Samuel, 2014). When 
listeners are presented with a word repeated in the same voice as an earlier instance, they are 
more accurate at reporting whether they have heard the word before than if they hear the word in 
a new voice (Goldinger, 1996; McMichael, 1999; Pilotti, Bergman, Gallo, Sommers, & 
Roediger, 2000; Sheffert, 1998). Additionally, word identification under ''challenging 
conditions'' (e.g. low-pass filtered speech or in noise) is better if the word is presented in the 
same voice across repeated presentations (Church & Schacter, 1994; Goldinger, 1996; Nygaard 
& Pisoni, 1998; Nygaard, Sommers, & Pisoni, 1994; Pilotti et al., 2000; Sheffert, 1998). These 
results indicate that indexical information is not stripped away before processing occurs, but 
rather is retained in memory and can aid further processing. 
Additionally, listeners have been shown to adjust their representations to include speaker-
specific pronunciations of phonemes. For example, in a visual world eyetracking task that 
introduced speakers of two different dialects, listeners ruled out competitors online based on the 
pronunciation of words in the speakers’ dialect (Trude & Brown-Schmidt, 2012). Similarly, 
listeners have been shown to imitate their interlocutors at the level of phonetic detail. For 
example, Giles (1991) found that partners who did a single word shadowing task were judged to 
have more similar imitations at the end of their interaction when compared to the beginning of 
their interaction, showing that listeners are sensitive to phonetic detail and subtly change their 
productions in response to their interlocutors (Pardo, 2006). The results reviewed above show 
evidence that details, including speaker identity, are included in the representation of speech in 
comprehension. 
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Secondly, experimental evidence shows that distributions that have been modeled as 
fixed "categories" can change over time. For example, (Kleinschmidt & Jaeger, 2011) showed 
that if listeners in a categorical perception task are exposed to a segment with ambiguous VOT 
that lies between a /b/ and a /p/ but is presented in a word where the segment must be a /b/, 
listeners' /b/ category will move to respond to this new input. In other words, if listeners hear 
many labeled /b/s with an ambiguous VOT, they will be more likely to label future ambiguous 
sounds as a /b/. Kleinschmidt and Jaeger model this process with a belief-updating model: 
listeners begin comprehension with an expectation based on prior experience, then update this 
expectation based on new input  
This result that listeners update their categories shows that categories should not be 
modeled as immutable, discrete features. These results are echoed in constraint-based models of 
sentence processing, which consider sentence processing (and all of comprehension) to involve 
satisfying probabilistic constraints (Garnsey, Pearlmutter, Myers, & Lotocky, 1997; Pearlmutter 
& MacDonald, 1995; Spivey-Knowlton & Sedivy, 1995). Under a constraint-based model, 
listeners are sensitive to past sentences that they have heard and make expectations about the 
sentence as it unfolds based on what is most likely to follow. For example, if a verb is more 
frequently used with high attachment, listeners will expect this and be measurably slower at 
understanding sentences that do not meet their expectation. Experimental evidence shows both 
that listeners have these expectations and that expectations may change over time according to 
the frequency of exposure to certain structures.  
Thirdly, while categorical perception was initially taken as evidence that all members of a 
category are processed similarly, subsequent results show that instances near the edge of a 
category boundary are not processed similarly to those near the center of a category. Under an 
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episodic model, this is ascribed to the fact that the center of a distribution is more densely 
populated by past exemplars. Both eyetracking and Event Related Potential results show that 
listeners are sensitive to how close to a category boundary a token is, despite the fact that they 
report only the general category label. For example, in a categorical perception task implemented 
in a visual world eyetracking paradigm, listeners had to click on an object in response to auditory 
directions. When presented with competitors that differed in VOT such as bear/pear, listeners' 
clicks showed the classical categorical perception curve, but their eye movements revealed that 
they were more likely to consider the competitor when nearer to the category boundary 
(Apfelbaum, Bullock-Rest, Rhone, Jongman, & McMurray, 2014; McMurray, Aslin, Tanenhaus, 
Spivey, & Subik, 2008; McMurray, Tanenhaus, & Aslin, 2002)  
Effects of density and frequency are also seen at the word level. For instance, word 
frequency has been shown to have an effect on word recognition (Hale, 2001; Jurafsky, 1996; 
Levy, 2008) in that more frequent words are processed more quickly and easily. There is robust 
evidence that listeners track past mentions of a referent and the frequency of collocations, in that 
measures of surprisal (i.e. how likely a word is in a specific context) have been shown to affect 
perception and sentence processing online (Levy, 2008). This sensitivity to probabilistic 
differences extends to small details: listener's expectation of the ending of a word is affected by 
duration differences of individual phonemes (e.g. vowels tend to be longer before voiced 
consonants) (Levy, 2008).  
Overall, the results reviewed in this section indicate that listeners are sensitive to within-
category details, as well as the frequency with which they have heard these details in the past. 
Additionally, they update these frequencies over time. Taken together, these experimental results 
indicate that a strictly abstractionist view of speech perception is not sufficient to model speech 
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perception and language comprehension, and that instead listeners are sensitive to the details of 
heard utterances and store them in memory.    
1.4 HYBRID MODELS 
In light of the motivation for abstract categories and the evidence for sensitivity for 
detail, hybrid models of speech perception have been developed that include both abstractions 
and detail. These models present arguments as to how or in what order details and abstractions 
are combined. For example, Adaptive Resonance Theory (ART McLennan, Luce, & Charles-
Luce, 2003) and the Complementary Learning System (Goldinger, 2007) include abstractions at 
the lexical and sublexical level and also include exemplars. In both models, abstract processing 
occurs first, and then sounds are matched to exemplars. Under ART, abstract representation and 
details both establish “resonance” with the acoustic signal. Because abstract representations 
encompass many instances they are activated more frequently and are quicker to establish 
resonance. Due to this, this model involves first activating abstract representations, and then 
detail. CLS models its processing on neural anatomy and argues that abstract categories are dealt 
with first because the acoustic signal must pass through the cortex, where abstract 
representations are assigned, before continuing to the hippocampus, where traces are stored. 
Another model, Polysp (Polysystemic Speech Perception), developed by Hawkins and Smith 
(Hawkins, 2003; Hawkins & Smith, 2001) involves both abstractions and exemplars, but unlike 
ART and CLS, Polysp does not argue abstract processing is necessary, or necessarily first, 
merely that it is one option that is available. 
Sumner et al. (2014) propose a hybrid dual-route model with yet more abstractions: in 
their model, the variable speech signal is mapped to abstract lexical and social representations. 
Their model is designed to encompass the finding that socially idealized but infrequent forms are 
remembered better than more common but less idealized forms. They point out that variations on 
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pronunciation are processed equally well in immediate processing, but “idealized” forms are held 
better in long-term memory. What sets Sumner et al.’s (2014) work apart is the incorporation of 
the very indexical effects that previous abstractionist models sought to filter out, and specific 
predictions about infrequent but socially salient variants in immediate processing and in 
memory. 
Hybrid models are important because they provide a way to reconcile conflicting 
evidence that both abstraction and exemplars are important in processing by positing a model of 
how exactly both sources of information could be used during processing. These models as a 
group have the advantage of combining the generalization power of abstractions with the 
sensitivity to detail of episodic models. However, there are two areas of potential weakness in 
current hybrid models. Firstly, the currently available hybrid models of speech perception are 
under-specified when it comes to precisely what abstractions are necessary. They specify where 
in the brain processing might happen (Goldinger 2007), what types of representations might exist 
(e.g. Sumner et al.’s (2014) lexical and indexical abstractions), and in what order abstractions 
and details are involved (Goldinger 2007 & McLennan 2003: first; Hawkins, 2003: optional and 
not ordered). However, the models cited here do not specify how many abstract representations 
exist or what those abstractions are. If the number of abstractions approaches the number of 
utterances heard, these “hybrid” models will turn into strictly episodic ones. Therefore, the 
number of abstractions must be finite and much smaller than the number of utterances heard. 
More detail on types of abstractions that exist and how many of them exist will make more 
specific predictions and pave the way for future research.  
The second area for improvement that this dissertation aims to address is the lack of 
reference to speech prosody in models of speech processing generally, and hybrid models 
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specifically. Prosody is just one part of a noisy, variable speech signal, and has its source in both 
linguistic and extra-linguistic factors. It is not clear whether prosody should be modeled like 
other linguistic units, such as words or phonemes, or if instead prosody comprises a separate 
channel of information, akin to Sumner (2014)’s social representations. The experiments 
completed in this study are designed to inform a new model of prosodic processing  
1.5 MODELS OF SPEECH PROSODY 
In English, speech prosody is conveyed over the sequence of words within an utterance 
through local variation in pitch, intensity, tempo, phonation, and spectral energy. The dominant 
prosodic theories posit abstract, categorical features in the phonological representation, marking 
prominence and phonological phrasing and culminating in a moment of greatest emphasis at the 
phrasal nucleus. The phonetic properties that express prosody do not inform lexical meaning but 
can contribute to semantic meaning and to pragmatic meaning at the level of the sentence or 
discourse unit. Like segmental information, the phonetic expression of prosody is variable from 
speaker to speaker and instance to instance, and like segmental information it is context-
dependent. However, prosodic theories say little or nothing about how categorical prosodic 
features are perceived on the basis of variable acoustic cues. In this section I first review current 
models of prosody, and then argue that processing of prosody is analogous to processing of 
segments, words, and sentences, and is best modeled as a hybrid process using both abstract 
categories and within-category details. 
1.5.1 Abstractionist models of speech prosody  
As segmental information is hypothesized to map to phonemes and to lexical meaning, 
prosodic information is hypothesized to map to abstract units, and these units to semantic or 
pragmatic meaning. In phonological theory, these units have been modeled as either a finite 
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number of prototypical contours (rising=question, falling=declarative, etc.) or combinations of 
abstract level tones.  
 Initial description of prosody in western European languages described prototypical 
pitch contours, with the idea that prosody as encountered in speech is a noisy implementation of 
one of these contours. In the British School, these contours included a nuclear prominence and a 
phrase-final tone (Halliday, 1967; O'Conner & Arnold, 1973). Lists of example contours were 
suggested, with associated meanings (Brazil, 1985; Delattre, 1966; Gussenhoven, 1983; 1984). 
For example, Wells (2006) specifies ''tones'' (his term, which encompasses changes in f0 over 
time, e.g. falls, rises) and connects them to a discourse function. Wells presents a list of tones 
and argues that for each tone there is a corresponding discourse function (i.e. interjection, 
command, tag question) (p. 91). However, there has never been wide agreement on the number 
of contours, how closely to specify the shape of the contours, or what meanings these contours 
map to. This is in stark contrast to phonemes, which typically have a widely agreed upon 
inventory for a given dialect. Building an abstractionist model for phonemes can proceed in a 
straightforward manner—given a widely agreed-upon inventory, we can posit that these 
categories exist as abstractions. Development of an abstractionist model for prosody is 
problematic because despite many advances in the field, there remains a lack of agreement as to 
what categories exist, and therefore what abstractions should be posited.  
The most widely used current model for English intonation is the Autosegmental-
Metrical model (AM; Pierrehumbert, 1980).  Under AM, local prominences in acoustic-prosodic 
measures that signal non-lexical meaning are called pitch accents. Pitch accents are theorized to 
be discrete units of phonological form, and under this model combinations of high, low, or 
bitonal pitch accents combined with high and low boundary tones underlie all meaningfully 
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distinct differences in intonation. Pitch accents are realized on words in connected speech, and 
are characterized by changes in pitch, co-occuring with changes in tempo and intensity that mark 
phrasal prominence. Pitch accents are assigned to words at the phrase level based on a complex 
set of semantic, pragmatic, and phonological factors, and their distribution in phrasal phonology 
across speakers and utterances is highly variable (for a review see references in (Cole, 2015)) 
Like phonological features that encode lexical contrast, pitch accents are also highly variable in 
their phonetic expression as measured by acoustic values. Because pitch accents are modeled in 
AM as either high (H) or low tone (L), or a combination, in theory each contour should be able 
to be straightforwardly mapped to acoustic measures by identifying turning points in the f0 
contour. In practice, both expert and naïve annotators show disagreement on the location and/or 
type of accent (Breen, Dilley, Kraemer, & Gibson, 2012; Dilley, Breen, Bolivar, Kraemer, & 
Gibson, 2006; Pitrelli, Beckman, & Hirschberg, 1994; Yoon, Chavarria, & Cole, 2004)  
The use of abstract, categorical tones is plausible for at least some aspects of prosody. 
For example, prosody can be used to signal contrastive focus:  
1. Did John total the car? 
2. No, MARY totaled the car.  
The meaning being signaled with this focal prominence is contrastive: Mary is the culprit, 
not John. Furthermore, this meaning is discrete, in the sense that in this instance either John or 
Mary could have totaled the car, but not some combination of the two or something in between 
John and Mary. In this instance, and indeed often in speech, pitch accents can be clear cut 
(occurring on one referent) and signal meaning that is discrete (either this one or that, not in 
between). Categorical tone features are appropriate to encode categorically contrastive meaning.  
There is some experimental evidence that supports abstract categories for prosody, in the 
form of categorical perception of pitch accents, analogous to categorical perception of phonemes. 
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In Catalan there is a distinction between a high peaked accent, which indicates a question, and a 
low peaked accent, which does not. Results of an ERP study by Borràs-Comes and colleagues 
suggest that when played steps on a continuum from low to high peak, participants respond 
differently to pairs of stimuli that bridge the category boundary as compared to equivalently 
large steps within the boundary (Borràs-Comes, Vanrell, & Prieto, 2014). This clearly shows 
sensitivity to a category boundary. Further evidence comes from Pisa Italian, where gradient 
goodness in categories was established, though the characteristic discrimination function was not 
observed (Gili Fivela, 2012). Additionally, German boundary tones have been shown to have 
some evidence of a perceptual magnet effect (for PME see Kuhl, 1991; for German study see 
Schneider, Dogil, & Möbius, 2009) and peak alignment in German has been shown to be 
categorical (Köhler, 1987). However, little experimental evidence shows support for categorical 
perception of pitch accents in English, and some evidence shows continuous perception. For 
example, when given a continuum of f0 peaks with varying heights and asked to imitate, 
participants imitate the continuous differences, rather than responding categorically, as would be 
predicted in AM theory (Dilley, 2010).  
One important difference between pitch accents and other linguistic categories is that 
pitch accents, and prominence which is correlated with them, are defined relationally.  That is, a 
word is only accented or prominent in comparison with neighboring words, and an isolated word 
with no context cannot be designated as accented or unaccented a priori. (Ladd, 2008) The 
specific acoustic manifestation of neighboring words, as well as the preceeding discourse context 
has been found to have measureable differences on the perception of an accent (Cole, Mo, & 
Hasegawa-Johnson, 2010b; Turnbull, Royer, Ito, & Speer, 2017)and the same recording may be 
reported as more or less prominent/accented depending on the discourse context (Bishop, 2012). 
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There remains, however, a fundamental difference between pitch accents and other 
linguistic entities in that a phone, a word, or a morpheme can be pronounced in isolation and 
perceived without previous context, while a pitch accent, by definition, cannot. In the words of 
Bolinger (1958): 
“[…It] is impossible to isolate a pitch as one can isolate a segmental phoneme: an 
untrained listener can identify a prolonged English /s/ without benefit of context; no 
amount of training will enable him to distinguish one linguistically significant pitch from 
another, however much prolonged, unless it occurs in context.”  
 
This relational difference in prominence is reflected in gradient productions of pitch 
accents, but is modeled with discrete, abstract entities.  Autosegmental-Metrical Phonology 
adopts the framework of Metrical Phonology, which suggests that prominence and pitch accent 
location are determined by a phonological structure built up hierarchically.  This structure has 
been envisioned as a tree (Hammond, 1992; Hayes, 1982) or a grid (Prince, 1983; Selkirk, 
1984),or both (Halle & Vergnaud, 1987; Hayes, 1984; 1995; M. Liberman & Prince, 1977). The 
tree or grid systems of Metrical Phonology have the advantage of modeling not only an 
individual syllable but also the way in which prominence of preceding and following syllables 
affects the prominence of a given syllable. In other words, the grid or tree hierarchy creates an 
explicit rendering in the phonology of the dependencies of context on prominence. While earlier 
work concluded no such hierarchy was necessary (Chomsky & Halle, 1968) and some current 
accounts return to this view with an entirely new formulation (Gussenhoven, 2015), Metrical 
phonology and AM  have the advantage of creating a clear visual model of the intuition that 
Bolinger (1958) and others pointed out: that prominence cannot be evaluated without context.  
In short, pitch accents are theorized to be like other linguistic categories in that they are 
modeled in linguistics as discrete abstractions with gradient implementation in performance, but 
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they differ from other categories in that they cannot be interpreted in a vacuum and must involve 
previous context.  
 It should be noted, that in the literature there is a long tradition of modeling pitch accents 
as analogous to morphemes, as well as phonemes.  A phoneme by itself confers no meaning, it is 
only a part which may be combined to create meaningful morphemes and words.  A morpheme 
is comprised of one or more phonemes and by definition carries meaning.  By this reasoning, 
Bolinger (1958)and others (see Gussenhoven, 2015)make the point that if the unit of pitch accent 
is mapped to some meaning, it is by definition a morpheme.  This idea is widely agreed upon, in 
the sense that many theories of prosody attempt to connect pitch accents or other intonational 
features to meaning (Arvaniti & Ladd, 2017; Pierrehumbert, 2017; Yi Xu, 2014).Yet many 
experimental investigations of prosody, including this dissertation, focus on comparing pitch 
accents to phonemes, even while asserting that pitch accents hold meaning as morphemes do.  
 There are several reasons why this comparison of pitch accents to phonemes remains a 
fruitful one.  First of all, the experiments contained herein are designed to test the prediction, laid 
out in Pierrehumbert and Hirschberg (1990)and repeated in Pierrehumbert (2017) that pitch 
accents are categorical in the same way that phonemes are, and in order to make this test they 
must directly compare the two.  Second, this dissertation is fundamentally about perception and 
memory, and investigates whether pitch accents are perceived as phonemes are.   This allows me 
to connect my findings and prosodic models to a rich theoretical and experimental literature in 
which the phoneme, rather than the morpheme, is the relevant unit of perception as well as to 
past experiments that make this same comparison In other words, I compare pitch accents to 
phonemes because phonemes are evoked as relevant abstract categories in perceptual models, 
and because previous literature in prosody does the same(Borràs-Comes et al., 2014; Gili Fivela, 
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2012; Köhler, 1987; Schneider et al., 2009).  However, I simultaneously agree that pitch accents 
provide lexical meaning, and in that way are similar to morphemes.  
1.5.2 Evidence for sensitivity to within-category detail of speech prosody  
Despite the widespread use of the AM model, and the evidence for abstractions reviewed 
above, there is evidence from three areas that indicates that categorical abstractions may not be 
sufficient to model intonational features: evidence for gradient meaning, effects of contour 
shape, and evidence that gradient differences signal processing difficulty, and therefore 
predictability.  
Unlike lexical meaning, the dimensions of information status encoded by pitch accent 
(i.e. referential accessibility) are potentially or inherently gradient. In the example above, I 
showed that a contrastive pitch accent can signal a categorical difference in focus: MARY, not 
John, totaled the car. However, many other things that can be signaled with prosody are less 
intuitively categorical. For example, questioning, incredulity, or sarcasm are affective qualities 
that may occur to a greater or lesser degree, and which may be expressed using prosody. In the 
work of (Ohala, 1994), this is seen as a continuation of the frequency code: to signal dominance 
and certainty, lower tone is used (mimicking the longer vocal tract and more massive vocal folds 
of a larger animal), while to signal questioning or uncertainty, higher pitch is used (mimicking 
the shorter vocal tract and less massive vocal folds of a smaller animal). Using prosody, humans 
can signal not just certainty, but also the level of certainty that they feel for a statement. This has 
no corollary in segmental information: we cannot use a value of VOT that is on the boundary 
between /b/ and /p/ to signal ''somewhere between a /b/ and a /p/'' for the simple reason that 
values between phonemes are, by definition, not meaningful. Not so with the affective meaning 
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signaled by prosody: partial certainty is as valuable in terms of information for an interlocutor as 
absolute certainty or lack of certainty.  
A major function of prosody in English is to signal whether a piece of information is 
given in the discourse or is new. Though givenness/newness can be defined as mutually 
exclusive, binary categories, research suggests that there are shades of givenness depending on 
the structure in which the referent has been mentioned (Terken & Hirschberg, 1994), whether it 
is predicable in context (Jurafsky, Bell, & Gregory, 2001) and whether a referent with similar 
sound or meaning has been mentioned (Baumann & Grice, 2006).  Baumann and Grice (2006) 
provide evidence for the continuous nature of givenness with their RefLex scheme, which 
includes different levels of givenness. The pitch accent selected for a given level of the ref-lex 
scheme is probabilistic, not deterministic, with certain accents being more likely, but multiple 
accents being possible and felicitous. Their work suggests that there is no one-to-one mapping 
between discrete levels of givenness and discrete pitch accents.  
When considering f0 specifically as one of the dynamic cues that signal pitch accents, a 
disadvantage of modeling complex contours as combinations level tones is that information 
about f0 contour shape is lost. Under AM, f0 contours are represented by combinations of low 
and high level tone features, meaning the direction of the contour (high, low, rising, falling) is 
specified in the phonological representation of pitch accent, through detail of the shape (e.g. 
sharp peak vs. plateau). For example, the two contours in Figure 4 (below) are both considered a 
H* pitch accent.  
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Figure 4 . Two instances of the word “beetles.”  The plateau contour (dashed line) and the peaked contour (solid line) were 
resynthesized from the same utterance. 
The advantage of this system is clear: the distinction between a peaked shaped accent and 
a plateau shaped accent is not known to be contrastive in any language (Barnes, Brugos, 
Shattuck-Hufnagel, & Veilleux, 2012) and so by modeling both of these contours with a H* 
pitch accent, meaningfully contrastive detail is retained, while non-contrastive information about 
contour shape is lost. However, contour shape may in fact be important for the perception of 
intonation. It is known that contour shape affects the perception of pitch height and timing, in 
that plateau shapes are heard as higher and/or later-timed than peak shapes with the same 
maximum value (D'imperio, 2003; Niebuhr, 2007; t Hart, 1991). Furthermore, in discrimination 
experiments, listeners are able to discriminate small differences in peak height, and this 
discrimination ability varies with contour shape—listeners are better at discriminating plateau 
shapes than peak shapes (Kimball & Cole, 2016). If listeners are able to make these same 
detailed discriminations in everyday language processing, a strictly abstractionist view of pitch 
accent is not consistent with this data, because there are measurable differences in perception 
between different instances of the same category.   
Lastly, processing-based approaches to prosody maintain that variations in the acoustic 
realization of prosody are based not only on categorical differences in  information status but 
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also on continuous facilitation within the production system. Information that is given in the 
discourse is primed, leading to greater ease of processing for frequent, predictable, or previously 
mentioned referents (see (Pickering, Pickering, Garrod, & Garrod, 2013) for discussion).  
Indeed, there is abundant evidence that predictability affects prosodic variation. 
Measurements of speech corpora and experimental production studies show that more frequent 
words are pronounced in a more reduced form with shorter duration (Bell, Brenier, Gregory, 
Girand, & Jurafsky, 2009; Bybee, 2006; Jurafsky et al., 2001). This effect extends to the duration 
of syntactic phrases (Gahl & Garnsey, 2004) and prosodic phrases, so much so that theories of 
uniform information density argue that differences in duration reflect predictability and therefore 
by pronouncing predictable information in a reduced way, a speaker can send a uniform amount 
of information throughout speech (Aylett & Turk, 2004; Jaeger, 2006; 2010; Jaeger & Levy, 
2006). These effects even extend to when a referent is not just previously mentioned but 
probable in context. For example, when participants in a game of verbal Tic Tac Toe give 
directions to make an obvious move that will allow them to win, they pronounce the instructions 
with a shorter duration than when directing unpredictable moves in early moments of the game 
(Kahn & Arnold, 2012; Lam & Watson, 2010; Watson, Arnold, & Tanenhaus, 2008). Overall, 
there is clear evidence of gradience in production.  
If these effects were found only in production, this would not provide counter evidence 
for an abstractionist model, because phonological categories are expected to be implemented 
variably in the phonetics. However, these gradient effects are not limited to production. Many 
studies have investigated the perception of prominence, and have shown that continuous acoustic 
cues affect how listeners perceive prominence (Cole et al., 2010b; Fry, 1955; Gussenhoven, 
Repp, Rietveld, Rump, & Terken, 1997; Kochanski, Grabe, Coleman, & Rosner, 2005). 
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Additionally, in a map task with follow-up recall task, there is a relation between how relatively 
prominent a word is and how consistently it is recalled across participants (Fraundorf, Watson, & 
Benjamin, 2015), suggesting that, as Watson (2010) puts it “listeners are sensitive to prominence 
cues that correlate with marking importance” (p.180). It seems then, that the meaning signaled 
by prosody is gradient, listeners produce it variably, and this has measureable, gradient effects on 
comprehension. Not only that, but (Salverda, 2005) finds that the variation in prosodic structure 
is relevant for lexical processing and can aid the recognition of spoken words. Overall, evidence 
suggests that small variations in prosody can signal detailed, gradient information about 
predictability and givenness. Furthermore, the correlation between information status and 
processing facilitation means that details of word duration provide meaningful information to 
listeners.  
These results indicate that listeners are sensitive to continuous detail of prosody, and these 
cues can affect comprehension.  This leads me to question the status of variable acoustic 
prosodic detail in the representation of words and sentences that are stored in memory. Are the 
observed effects due to representation in memory that is enriched with detail, or is detail used in 
the moment in comprehension, but not recorded in memory? 
1.6 CURRENT STUDY 
The motivation for this study is two-fold. First, hybrid models are well-suited for 
expansion to include prosody, in that prosody has been modeled with abstract, discrete entities, 
yet newer evidence suggests listeners are sensitive to sub-categorical detail of prosody. Second, 
there is an opportunity to refine hybrid models by adding a more specific architecture which will 
provide clear direction for future work.  
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This dissertation addresses two questions: (1) To what extent does the mental 
representation of pitch accent include within-category detail? And (2) Is the representation of 
pitch accent similar in its status as abstract and categorical to that of phonemes?  The study 
consists of five experiments that measure short-term memory for fine detail in pitch accents and 
in phonemes. I predict that (1) listeners will show explicit short-term memory for within-
category differences in acoustic cues to pitch accents and (2) the representation of pitch accents 
as measured by an explicit memory task will differ from the representation of phonemes 
measured by the same task. Results of these experiments inform a hybrid model of speech 





2 EXPLICIT MEMORY FOR WITHIN- VS. ACROSS- CATEGORY 
DETAIL OF PITCH ACCENT 
2.1 MOTIVATION 
The goal of Experiment 1 is to test the phonological representation of pitch accent by 
testing memory for heard pitch accents. Specifically, Experiment 1 tests whether memory for an 
across-category difference is stronger than for a within-category difference. The theoretical 
viewpoints outlined in the introduction to this paper make three separate predictions for the 
storage of heard instances of pitch accent in memory. Under an abstractionist model, listeners 
encode the pitch accent category associated with a heard instance, but do not encode or retain 
information about the phonetic detail of that instance. Under an episodic model, memory 
representation of the detail will be equally robust as the memory representation of the pitch 
accent category, and listeners should be able to recall both in making subsequent comparisons to 
a new utterance. Under a hybrid model, listeners store information about the abstract category 
that identifies a heard prosodic event such as a pitch accent, and the phonetic detail specific to 
the heard instance, and will be able to retrieve both sources of information from memory, 
although their relative strength may differ.  
Experiment 1 seeks to provide empirical evidence to support or refute these models by 
answering the question “Do listeners retain explicit memory of within-category acoustic cues to 
pitch accent?”  The experiment involves listeners hearing a speech sample (the study item), and 
then hearing a second sample (the test item), after a variable amount of delay. They must judge 
whether or not the test sample is the same recording as the study sample. When the sample is not 
the same, it can differ in pitch accent category, or with respect to a subcategorical change in a 
cue to pitch accent. If listeners attend to sub-categorical detail, this will provide evidence that the 
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phonetic detail of pitch accents is not discarded when its category status is identified, but rather 
that the phonetic detail is processed and retained. In this experiment, I test duration and pitch. 
 Before detailing the materials used in the pitch accent experiments, it is necessary to 
return to an idea which I outlined in the introduction: pitch accents are relational, and cannot be 
evaluated without context.  This becomes important when designing an experiment with lab 
speech, as it has been shown that listeners’ interpretation of prosody (as measured by ratings of 
prominence) change when listeners are listening to lab speech, as compared to when they rate “a 
genuine dialogue with real illocutionary goals” ((Turnbull et al., 2017). The studies in this 
dissertation involve making judgements on words in isolation, which I have called “accented” 
and “unaccented.” Given the work cited above, this would clearly be problematic if listeners 
were asked to judge prominence or accentedness (relational measures) with no context. 
However, I argue that this method is valid for the questions I am investigating for several reasons 
 First of all, while the words are presented in isolation, they were recorded in full 
sentences designed by the research team; the model speaker was never asked to perform an 
accent in isolation.  Second, all participants hear trials with accented words and trials with 
unaccented words, in randomized order, and all words are from the recording session. In this 
way, previous trials provide context for future trials. Third, participants are never asked to 
evaluate whether or to what extent a word is prominent or accented. Instead, they only make 
same/different discrimination judgments. In sum, because the experiment is designed to measure 
discrimination and memory for subcategorical differences, it does not matter how listeners might 
interpret these pitch accents in relation to other words.  Instead, this paradigm detects memory 
for the small differences in acoustic cues that cue relational differences, without asking what 





Experiment 1 consists of a task in which listeners are asked to discriminate between two 
audio recordings—a so-called AX task in which one sample (A) is compared to another sample 
(X), when the second sample is either the same or different as the first sample. In Experiment 1, 
the audio recordings are either the same (half of the recordings) or they differ, as explained 
below.  
2.2.1 Stimuli 
Stimuli for Experiment 1 consist of words excised from natural productions of short 
sentences of American English (e.g. “Beavers love building”). Twelve nouns consisting of 
voiced segments were used (e.g., “beavers” and “building”). Each sentence was recorded with 
the nuclear phrasal prominence on the first content word, or on the last content word. See Figure 
5 below.  
 
Beavers love building  
Vegans eat veggies 
Those women wear leggings 
Those runners never win medals 
The movies were boring  
The beetles were moving 
Beavers love building  
Vegans eat veggies 
Those women wear leggings 
Those runners never win medals 
The movies were boring  
The beetles were moving 
Figure 5 the same sentences were recorded twice with different pitch accent placement. Bold words above indicate pitch accent 
location. 
Target nouns in the sentences were spliced out in their accented and unaccented form. Each 
accented word was resynthesized using Praat (Weenink & Boersma, 2013) to create a large, 
perceptually salient phonetic difference that stayed within the accent category of the original 
production (i.e. the manipulated word was within the model speaker’s distribution of the source 
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file—either unaccented or accented token—for that acoustic measure).  Based on previous 
research that suggests that duration and f0 are acoustic correlates of pitch accent (Breen, 
Fedorenko, Wagner, & Gibson, 2010; Cole et al., 2010b; Cutler, Dahan, & van Donselaar, 1997; 
Turnbull et al., 2017). I chose to manipulate duration and f0 (Kochanski et al., 2005; Sluijter & 
van Heuven, 1996)  
 To manipulate pitch, I  stylized the f0 contour into a peak shape using Praat (Boersma & 
Weenink, 2013), manually adjusted the f0 peak up 25 Hz or down 25 Hz, and resynthesized the 
recording using PSOLA (Pitch Synchronous Overlapp and Add) resynthesis. PSOLA resynthesis 
allows the researcher to change only one acoustic parameter (for example, f0), while keeping 
other acoustic parameters (for example, duration and intensity) constant. To manipulate duration, 
I used PSOLA to decrease or increase the duration of the entire word by 10%. These phonetic 
differences were found in my pilot studies to be detected in an AX task at the same rate as the 
accented/unaccented difference for our materials. Thus, the within-category phonetic differences 
were chosen to be above the threshold for detection to the same degree as the across-category 
differences were. Experiment 1 tests recognition memory for stimuli that differ in three 
conditions: (1) naturally produced with/without pitch accent, (2) within-category difference in 
pitch, and (3) within-category difference in duration. More details are included in the procedure 
section below. 
2.2.2 Participants  
There were 193 total subjects that participated in six separate conditions. Subjects were 
recruited on Amazon Mechanical Turk (AMT) using built-in online bulletin boards provided by 
AMT. All subjects were self-reported native English speakers located in the United States. Their 
ages ranged from 19-59 (mean=31, s.d. 8.4). Results reported here do not include subjects who 
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did not finish the task (8) or self-reported bilinguals (5), leaving 30 subjects in each of the six 
conditions. To ensure maximal participation from native speakers of American English, only 
participants located within the United States were allowed to participate. 
2.2.3 Procedure  
All experiments were conducted online using Amazon Mechanical Turk. First, 
participants gave informed consent (see Appendix A) and answered a short demographic 
questionnaire about their age, gender, language background, languages studied, and musical 
training (see Appendix A). 
Experiment 1 is a 2 by 3 design (see Figure 6 below for a schematic). Two tasks were 
completed (an AX task and a Delayed AX task). Three differences were tested: an across-
category difference of naturally produced accented vs. unaccented accents, a pitch difference, 
and a duration difference. Each participant heard only one difference, and completed only one 
task, in order to ensure that listeners did not become attuned to one type of difference in a way 
that would affect performance in a later task. 
 Across category Within category 
 Accent Duration Pitch 
AX Accent AX Duration AX Pitch AX 
Delayed AX Accent Delay Duration Delay Pitch Delay 
Figure 6 All  conditions, Experiment 1 
In the AX task, participants heard two words with one second of noise between. They 
were asked to click either a button labeled “same” or a button labeled “different” using their 
computer mouse. They were instructed to report “same” if the first word was perceived as 
“exactly the same recording” as the second word. They were instructed to report “different” if 
the two words were perceived as “different recordings.” The pairs of words were either the same 
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recording (half of the trials), or they differed in one of three ways: an across-category difference 
in accent pattern (accented vs. unaccented), or a within-category difference in duration or pitch. 
Subjects were never asked to distinguish between a naturally produced token and a resynthesized 
token: both tokens were naturally produced in the accent condition, while both tokens were 
resynthesized in the pitch and duration conditions. Each of the 12 words was repeated eight times 
for a total of 96 trials per subject. 
In the delayed AX task, listeners heard the same stimuli as listeners in the AX task, but a 
delay and interference were added to make the memory task more difficult. Listeners heard four 
different words from the set of original recordings (the exposure phase), then a tone, and then 
another presentation of one of the four words (the test phase). They were asked to click either a 
button labeled “same” or a button labeled “different” using their computer mouse. They were 
instructed to report “same” if test word was perceived as “exactly the same recording” as the 
exposure version. They were instructed to report “different” if the two words were perceived as 
“different recordings.” This task is more difficult than the AX task because listeners hear words 
and a beep in between the exposure and test word. Also, because participants are listening to a 
list of four words there is a time delay between encoding and retrieval. Additionally, there is an 
increased working memory load because the subject must hold all four words in memory until 
they hear the test word, whose match could be any of the four words from the exposure phase. 
















Only data from self-reported native speakers of English was analyzed. Statistical tests 
(see results) were done on accuracy scores (percent correct), and also on individual data points 
using mixed effects logistic models.  
2.3 PREDICTED RESULTS 
 The three models outlined in the introduction make specific predictions for this 
experimental paradigm. Under an abstractionist model, we would expect to see high 
discrimination accuracy scores for across-category distinctions, and no memory (i.e. chance 
discrimination) for within-category distinctions, especially in the delayed task. 
Under an episodic model, we would expect to see no evidence of a category boundary, 
and therefore “within-” category distinctions would be discriminated in both the AX task and the 
delay task2. Additionally, we would expect “across” and “within-“ category distinctions that are 
discriminated equally well in the AX task to decay in memory at the same rate and therefore for 
                                               
2 Note that an episodic model does not necessarily argue that across- and within- category 
differences would be equally well discriminated, since under such a model an instance that is 
similar to memories of  frequent past instances would be better understood.   











Same or different 
Figure 7 Procedure for Delayed AX task 
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discrimination to again be equal in the delayed AX task (though with lower accuracy, because 
the task is more difficult). 
Under a hybrid model, like the episodic model, both within- and across- category 
distinctions would be discriminated at a rate above chance in the AX task. Unlike the episodic 
model, however, the hybrid model does not predict that both within- and across-category 
information will be equally well discriminated, meaning that across-category information may 
show higher discrimination accuracy indicating the presence of a category, while within-category 
details are still recalled, but less accurately so. These two distinctions may also fade in memory 
at different rates, leading to differing accuracy levels in the delayed AX task.  
2.4 RESULTS 
I measure performance in Experiment 1 in proportion of accurate responses. A participant 
is accurate if they correctly mark two different files as different, or two files that are the same as 
“same.”  Values range from .5  to 1. Results of the AX task show that listeners are well above 
chance at discriminating all three contrasts, (Pitch accent=.77, Within-category pitch 
difference=.85, Within-category duration difference 3= .75) meaning they correctly marked pairs 
of stimuli that were the same as “Same” (hits) and pairs of stimuli that differed as “Different” 
(correct rejections) above and beyond the rate that would be expected if they were guessing. 
Critically, listeners did not differ significantly in their ability to hear accent status differences 
compared with duration or pitch changes. This suggests that the three differences I presented are 
equivalently salient and easy to differentiate in the AX task with a very short time lag between. 
In Figure 9 below, this is show by the bars for the AX task, on the left,which are of similar 
height. 
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When a longer time delay and interference are added, listeners are still accurate at 
remembering accent differences: listeners did not differ significantly in their recognition 
accuracy for accent between the immediate response task (AX) and the delayed response task 
(77% AX vs. 83% with delay). For the phonetic differences, listeners were still significantly 
above chance in the delay condition, but were significantly worse at recognizing phonetic 
differences after delay and interference than in the AX task. This was true both for pitch 
differences (75% AX vs. 54% with delay) and duration differences (85% AX vs. 67% with 
delay). In Figure 8 below, lower accuracy for within-category information can be seen in the 
righthand bars, which are significantly lower for the within category duration and pitch 
differences. 
 
Figure 8 results of all six conditions, Experiment 1 
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Overall, these results show that the accent difference, which was equally as salient as the 
pitch and duration differences, is still remembered after a time lag and in the presence of 
interference. Additionally, duration and pitch differences are detectable at a rate above chance, 
but are much less accurately remembered.  
Group effects hold when analyzed with a mixed effect logistic model with random slopes 
and intercepts to account for individual variability3. However, examining individual performance 
in the AX task shows that listeners’ memory for prosodic features is variable. The standard 
deviation of scores in the AX pitch task was significantly higher than the standard deviation of 
scores in the AX duration task (F(29,29) =2.7492, p<.01) or AX accent task (F(29,29) =3.1501, 
p<.01), meaning performance varied more from listener to listener in the pitch task than in the 
duration or accent task. This holds despite the fact that these same listeners were excellent at 
discriminating a pure tone difference of the same magnitude pitch in a post-test (mean=91% 
correct, s.d. =.133%). 
2.5 DISCUSSION 
Results of the AX task across three conditions show that pitch accent status and the 
phonetic cues that express pitch accent are perceived, encoded, and available for immediate 
access. In contrast, results of the delayed AX task provide evidence that after a delay and 
interference, some information about pitch and duration is accessible, but phonological accent 
status is much more reliably accessed in memory. This evidence is consistent with a hybrid 
model of memory, in which listeners encode detailed instances of pitch accents, but that phonetic 
detail related to pitch accent quickly becomes less accessible in memory compared to the 
                                               
3 Statistical significance holds when results are converted to d’. Values were as follows: AX task: 
accent= 0.79, duration=1.09, pitch =0.78. Delay task: accent=1.14, duration=0.51, pitch=0.15 
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categorical accent distinction.  This is consistent with results in the memory literature that says 
that detailed information of speech decays quickly in memory in the absence of rehearsal 
(Gathercole & Baddeley, 2014). Critically, the results of this experiment are not consistent with a 
strictly abstractionist theory, because they show evidence for memory for within-category detail. 
Nor are they consistent with an episodic model, because the across-category differences are 
discriminated more accurately than the within category differences.  
I also found that listeners varied in their accuracy rates across the different tasks, and 
particularly in the pitch manipulation. This is, perhaps, surprising given that the f0 difference I 
tested is well above the just noticeable difference (JND) in this range (Jongman, Qin, Zhang, & 
Sereno, 2017) and in light of wide agreement that f0 patterns are one way that speakers signal 
pitch accent in American English (e.g. Breen et al., 2010). This study provides evidence that 
listeners as a group have poor memory for within-category pitch differences, but does not 
provide answers as to why within this group of subjects some listeners are better able to report 
pitch differences in both pure tones and speech. I speculate that musical and linguistic experience 
could have an effect on accuracy of pitch memory, and that an in-depth investigation of these 
traits this merits further study.  
Taken together, results of Experiment 1 suggest that (1) listeners encode both categorical 
distinctions and phonetic detail in memory, but categorical distinctions are more accessible at 
retrieval in an explicit judgment task and (2) listeners may vary in the degree to which they 
remember or can access prosodic detail. These results make a contribution to theory of 
intonation, because as Ladd (2008) put it “whether we should adopt a ‘phonological’ approach to 
intonation is not primarily a matter of taste, but an empirical question” (p. 20). That is, we must 
rigorously test the implications of our phonological theories of speech prosody. This study is, to 
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my knowledge, the first test designed to differentiate between abstractionist, episodic, and hybrid 
models of prosody, and the first direct evidence for hybrid processing of speech prosody. 
The conclusions of Experiment 1 leave two questions that are important for establishing 
the status of intonation in phonological representation: First, how does the evidence of 
categorical effects from this experiment compare to other linguistic features that are theorized to 
be categorical, such as phonemes? Second, will the same advantage for across-category 
distinctions in pitch accent be present when a continuum of a single cue is tested? Experiments 
2-5 address these two questions.   
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3 EXPLICIT MEMORY FOR A PHONEME CONTINUUM 
3.1 MOTIVATION 
Experiment 1 used two different explicit memory tasks to test within- and across-
category distinctions of pitch accents.  It showed memory for both within- and across- category 
differences in the AX task, but much stronger memory for across-category differences in the AX 
delay task.  Experiment 2 is designed to provide context for the findings of Experiment 1 by 
moving the focus away from my first research question “To what extent does the mental 
representation of pitch accent include within-category detail?” toward my second research 
question: “ Is the representation of pitch accent similar in its status as abstract and categorical to 
that of phonemes?”  Results of Experiment 1 showing evidence for an advantage for categories 
in memory cannot be directly compare to previous experimental results regarding phonemes due 
to methodological differences, and so in order to provide experimental evidence from phonemes 
which can be compared to pitch accents (in experiments 3,4, and 5), Experiment 2 differs from 
Experiment 1 in three ways: category investigated, task, and the cue manipulation.  The goal of 
Experiment 2 is to replicate earlier findings of memory for across-and within-category 
differences of phonemes. 
Because categorical perception is a widely replicated task that has been shown to be 
sensitive to specific choices in experimental design, it is necessary to explain why an explicit 
memory task is appropriate for my research purposes.  
In Experiment 1, the strongest evidence for a category was found in the delayed AX task, 
in which the listener hear one word, and then heard intervening information , and then one of a 
group of words presented. This task has the advantage of increasing the memory load, but it also 
introduces questions: is it only after intervening acoustic information that there is an advantage 
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in memory for categories?  Experiment 2 replicates only the AX discrimination task used in 
experiment 1—listeners hear a speech sample, and then hear a second sample after a short delay. 
This task is chosen because it is the most sensitive of the two tasks when it comes to 
discrimination of within-category detail. By asking listeners to make an explicit metalinguistic 
judgement about fine-grained differences between two words (“Are the two words exactly the 
same recording or are they different recordings?”), the paradigm detects whether listeners are 
able to encode acoustic detail specific to a heard token in their memory and then retrieve that 
detail after a short time lag. The paradigm also has the advantage of being a similar to many  
previous categorical perception studies (Fujisaki and Kawashima 1970, Pisoni 1971, Pisoni 
1975, etc.)  discussed further in this chapter and in the literature review.  
Despite the fact that categorical perception of consonants is already well-established, this 
paradigm remains relevant for two reasons.  First, the overall goal of this study is to test the 
categorical representation of pitch accent categories.  In order to test memory for across-category 
distinctions in pitch accent, I must first show that the precise method that I use would replicate 
the expected categorical perception results for phonemes.  Experiment 2 is designed to replicate 
categorical perception of consonants in order to provide a basis of comparison for pitch accents 
(Experiments 3, 4, and 5).   
The second reason why this paradigm is relevant is that the finding of categorical 
perception for speech sounds have been challenged by more recent evidence showing listener 
sensitivity for fine phonetic detail that does not contribute to marking a phonemic contrast (e.g. 
Goldinger, 1996); (e.g. Toscano, McMurray, Dennhardt, & Luck, 2010). However, this evidence 
has primarily come from physiological measurements, such as eye movements or EEG (that is, 
measurements of electrical potential on the scalp during language processing.)  or from implicit 
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memory tasks. Implicit memory tasks involve the use of memory, but do not explicitly ask about 
memory for a particular item.  For example, listener’s memory for a previously heard word can 
be measure implicitly by asking them to perform a lexical decision task (LDT) (e.g. Goldinger, 
1998; Pufahl & Samuel, 2014).  They will be quicker to perform an LDT if they have heard a 
word before, thus allowing researcher to measure their memory without explicitly asking “have 
you heard this word before?”  While an implicit task has benefits in terms of ecological validity, 
an explicit task is ideal for my purposes precisely because it has been shown that within-category 
detail is difficult to remember in an explicit paradigm. An explicit task is easy to implement, and 
it is also the conservative choice. If memory for within-category detail is present even in an 
explicit task, this is powerful evidence that memory for subcategorical detail is strong.    
Lastly the third difference between Experiment 1 and 2 is in the acoustic manipulation of 
cues to category. In Experiment 1, one within-category difference was chosen for each cue, to be 
compared to the naturally occurring across- category difference. The acoustic size of the within-
category difference was chosen based on performance in the AX task, and a large, within-
category difference was needed in order to provide a difference that was equivalently salient as 
the across- category difference in the AX task.  In Experiment 2, instead of comparing one large 
within-category difference to an across-category difference, a continuum of files was made from 
accented to unaccented (and vice versa), and the differences which were tested in the task are all 
the same size acoustically: a difference of three steps on the continuum.  Whether a pair of 
sounds is within-  or across- a category depends on where this three-step difference is located on 
the continuum. This has the advantage of ensuring that both the across- and within- category 
differences are of the same acoustic size.  Also, this continuum style experiment is the typical 
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paradigm used in the categorical perception literature, and so it makes my results comparable to 
former studies.  
Different outcomes of this experiment will confirm or rule out the theoretical accounts 
presented in the literature review. Under an abstractionist model, we would see higher 
discrimination accuracy for across-category differences, and no discrimination for within-
category differences. With a longer delay, this advantage would still be evident. Under an 
episodic model, we would expect all equivalently large acoustic differences to be discriminated 
equally well, regardless of where they fall on a continuum between two phoneme endpoints. 
With a longer delay, we would expect discrimination ability to lower evenly across all 
comparisons.   Under a hybrid model, we expect that both across- and within- category 
differences will be encoded, though one may be stronger than the other, and each may fade at a 
different rate across the time delay.  
3.2 METHOD 
3.2.1 Experimental Design  
Many studies have investigated perception of certain sounds and found the characteristic 
phoneme boundary effect, that is, a sigmoidal function in identification response, and better 
discrimination for across-category pairs of stimuli than within-category pairs of stimuli.  The 
goal of this study is to reproduce this classic result in a paradigm that can be directly applied to 
pitch accents.     
In order to do this, it was necessary to select an experimental design that would reliably 
replicate the classic result, be representative of previous phoneme research, and be directly 
applicable to a prosodic contrast.  Previous work has shown that segment choice, task, and time 
lag between stimuli affect the strength of a categorical response (Gerrits & Schouten, 2004; 
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Repp, 1984). Below, I provide explication for the phoneme, task, and time lag choices for this 
experiment.   
Natural classes of phonemes have been reported to have different degrees of categorical 
perception, with stop consonants typically reported as the most categorical (i.e. having a steep 
identification curve and a high discrimination peak), and with vowels being the least categorical.  
However, in a traditional paradigm all of these classes of phonemes have been shown to have 
discrimination peak (Repp, 1984),  which is taken as evidence that the phoneme categories 
influence perception, and even for vowels “the finding of a discrimination peak at the boundary 
is the rule rather than the exception.” (Repp  1984, p. 287) In this experiment, the phoneme 
contrast is /s/ and / ʃ/, a phoneme distinction that is perceived as highly categorical. (Fujisaki & 
Kawashima, 1970)   I chose /s/ and / ʃ/ over the more common VOT different in stop consonants, 
because fricatives may be blended in a stepwise fashion, creating a continuum that preserves all 
the cues to the phoneme distinction.  In a typical categorical perception experiment, a continuum 
is made of a single phonetic cue that signals a phoneme contrast.  All linguistic contrasts, 
however,  are signaled by many cues, and listeners are sensitive to multiple cues at once 
(Toscano & McMurray, 2010). Choosing cues adds a variable to the experiment, and 
manipulating many cues can cause stimuli to sound unnatural. While manipulating individual 
cues is a useful tool to understand speech perception, which I pursue in experiment 3,4, and 5, in 
this experiment it was important to have a single experiment that was representative of a 
phoneme distinction,  and so I use fricative phonemes, /s/ and /ʃ /, which can be blended through 
resynthesis while preserving the gestalt.  
For the task itself, I chose an AX discrimination task, in which two stimuli are presented 
and the listener responds “same” or “different.” When the samples are not the same, they differ 
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by a fixed interval along an acoustic continuum and may both lie within the distribution of a 
single phoneme category, or they may lie on either side of a boundary between two phoneme 
categories. The length of the delay between samples ranges from 250ms to 1500ms.  There is an 
extensive literature on task choice that indicates that task has an effect on the observed 
categoricity of a result. (for a comprehensive overview of early work on this topic, see Repp, 
(1984); for a recent outline of individual and task differences see  (Kapnoula, Winn, Kong, & 
Edwards, 2017)). This AX task is ideal for implementation in an online paradigm because it is 
simple, it requires no knowledge of linguistic categories or potential bias from experimenter-
defined categories, and it is reported to have a high sensitivity for naïve raters (Crowder, 1982a). 
While it is less common than an AXB task, it is considered to be more sensitive, meaning that 
any bias introduced by this task would promote sub-categorical perception by listeners. In other 
words, the AX task is a conservative choice because it biases the study against the hypothesized 
outcome. 
In a discrimination task, phonetic detail that specifies within-category distinctions has 
been shown to fade quickly in memory, particularly for consonants. Seminal work by Pisoni 
(1971; 1973) showed that at time lags from 0-2 seconds, there is little change in memory for 
subcategorical detail of stop consonants, since even with no time lag, little subcategorical 
information is reported in an explicit memory task. Crowder (1982b) showed that within-
category detail for vowels is more reliably reported than detail for consonants, but fades within 
three seconds. However, (Werker & Logan, 1985) showed that at shorter inter-stimulus intervals 
or “ISI” of <500ms and with practice listeners are able to discriminate differences that are not 
contrastive in their language.  In short, the few results that showed sensitivity to within-category 
distinctions found it at short time lags, and found that sensitivity fades within a few seconds. For 
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the purposes of this experiment, time lags of 250ms, 500ms, 1000ms, and 1500ms were chosen 
to span the time window in which detection of subcategorical material might be possible.  
3.2.2 Task 
 
As in the first part of Experiment 1, in Experiment 2, listeners are asked to discriminate 
between two audio recordings—an AX task in which one sample (A) is compared to another 
sample (X), and the second sample is either the same or different as the first sample. In 
Experiment 2, the audio recordings are either the same (half of the recordings) or they differ, as 
explained below (see Figure 9).  
3.2.3 Stimuli 
 
Stimuli for Experiment 2 consist of a pairs of fricative sounds taken from a continuum of 
/s/ to /S/. The endpoints of this continuum are taken from naturally produced recordings of the 
words “sun” and “shun”, with initial phonemes /s/ and /ʃ/. Each word was recorded in the carrier 
sentence “Say ____ again,” such that both words were pronounced with the same surrounding 
phonemes. Recordings were made by a native English speaker who was part of the research 
team.  
Say “shun” again 
Say “sun” again 
Figure 9  Recording context for words in the phoneme task. 
 
The target nouns were spliced out of the carrier sentences. Each initial, naturally 
produced fricative was time normalized, and then blended with the other fricative in Praat, to 
create a ten step continuum (i.e. 0% ./s/, 100% /ʃ/; 10% /s/, 90%/ʃ/, etc.), resulting in two 
continua: one made from the source file of /s/, and the other made from the source file of /S/ 
Each step of the continuum was spliced back into the corresponding source recordings, creating 




















Figure 10 Schematic of stimuli creation for Experiment 2. 
3.2.4   Participants  
 
51 total subjects participated using an online interface. Subjects were recruited on 
Amazon Mechanical Turk (AMT) using built-in online bulletin boards provided by AMT. All 
subjects were self-reported native English speakers located in the United States. Results reported 
here do not include subjects who did not finish the task (1), leaving 50 subjects total. All subjects 
reported that English was the first language they learned. 
3.2.5 Procedure 
All experiments were conducted online using Amazon Mechanical Turk and the 
Language Markup and Experiment Design Software (Mahrt, 2016). First, participants gave 
informed consent (see Appendix A) and answered a short demographic questionnaire about their 
”un” from “shun” 
”un” from “sun” 
Each step of the fricative continuum is 
spliced onto the rest of each member of the 
minimal pair 
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age, gender, language background, languages studied, and musical training (see Appendix A). 
Next, participants heard two recordings and were asked to click either a button labeled “same” or 
a button labeled “different” using their computer mouse. In between the two recordings was a 
time lag of either 250ms., 500ms, 1000ms, or 1500 ms of silence. Participants were instructed to 
report “same” if the word from the second recording was “exactly the same recording” as the 
first recording. They were instructed to report “different” if the two words were “different 
recordings.” After answering, participants were automatically moved on to the next trial. An 
image of the user interface is below: 
 
Figure 11 The User interface for experiments 2,3, 4, and 5. 
The pairs of words were either the same recording (half of the trials), or they were 
recordings that differed in the initial fricative, with the two fricatives differing by three steps in 
the continuum. Because the continuum spans two phonemes of English, a three-step difference 
could be either within a category (ex: step 1 compared to step 4) or could cross the category 
boundary between the two phonemes (ex: step 4 compared to step 7, see Figure 12  
below). All recordings were spliced, including the endpoint of the continuum which was re-
spliced from its original form. Subjects were never asked to distinguish between a naturally 
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produced token and a spliced token.  The endpoint file for each continuum was not 
resynthesized, and so any comparisons that included this file (step 0), involved comparing a 





S s/ ʃ s/ ʃ s/ ʃ s/ ʃ s/ ʃ s/ ʃ s/ ʃ s/ ʃ s/ ʃ ʃ 
100% s 90% s 80% s 70% s 60% s 50% s 40% s 30% s 20% s 10%s 0% s 
0% ʃ 10% ʃ 20% ʃ 30% ʃ 40% ʃ 50% ʃ 60% ʃ 70% ʃ 80% ʃ 90% ʃ 100% ʃ 
 
Figure 12 Each same trial consisted of two identical recordings.  Each different trial involved a difference of three steps. 
 
Stimuli were counterbalanced in a Latin square design such that each participant heard 
equal numbers of the following conditions:  
• Fricatives from each of 2 different source files (shun/sun) 
• 8 different comparisons (step 1 vs. step 4; step 2 vs. step 5, etc.)  
• 4 different time lags (250ms, 500ms, 1000ms, 1500ms) 
 
Subjects heard 96 trials. Because there was a large bias towards “same” responses in 
Experiment 1 and because more step comparisons on the continuum are within rather than across 
categories, it was expected that subjects would have the experience of hearing relatively few files 
in which they could confidently say “different”. In order to counterbalance this effect, the 
experiment included 2/3 “different” trials and 1/3 “same” trials (64 and 32 trials respectively). 
order was randomized for each participant. Though the experimenters could not control or 
observe participant behavior, participants were asked to complete the experiment all in one 
Each different trial 
compared a three-step 
difference 
Each same trial 
repeated the same 
recording 
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sitting, to use headphones, and to close all other browser windows. Participants were given a 
window of two hours to complete the task with the average time for completion being 25 
minutes, which was on par with pilots of this study performed in the lab.  
3.3 PREDICTED RESULTS 
Discrimination in a categorical perception task is traditionally shown visually by a graph 
indicating discrimination performance for pairs of stimuli.  For experiments 2,3,4, and 5, there 
are trials that compare eight pairs of stimuli from a continuum (step 1 vs. step 4, step 2 vs. step 5, 
etc.), each pair having a three-step difference on the continuum.  There are three possible 
patterns of results for these experiments that will shed light on the theoretical inquiry outlined in 
the literature review.   
When the data is collapsed across time lags and I examine accuracy for each of the step 
comparisons tested, there are three response patterns that I may see. First, I may see a classic 
discrimination peak, consistent with abstractionist theories of speech perception (blue line in the 
graph below), with discrimination on either side of the peak at chance.  This pattern indicates 
that pairs that cross the category boundary are easier to discriminate, and pairs that are within a 
category are not discriminated.  
Another possible outcome is that there will be no sensitivity to the category boundary, 
with listeners judging the “different” stimuli pairs in a uniform manner regardless of where the 
stimuli fall along the continuum. In that case the graph of the response would display as flat 
across the entire continuum (orange line, in the graph below) 
A third possible outcome is that listeners will be sensitive to within-category differences 
between the stimuli, but these differences will not be as accurately perceived as a difference of 
the same magnitude that crosses a category boundary. In other words, responses will reveal 
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memory for both across-and within- category differences, and the graph will show a peak in the 
discrimination curve indicating a category boundary, as well as evidence of memory for within-
category details, demonstrated by linear tails to either side of this peak that are above chance 
(yellow line in the graph below, with chance shown by gray dashed line).   
 
 
Figure 13 Predicted discrimination based on memory theories.   
 
When data is collapsed across step comparisons and compared across time lags, there is a 
clear prediction of how information will fade based on previous experiments. Specifically, as in 
studies by Pisoni (1973) Crowder (1982b) and Werker and Logan (1985) summarized above, we 
can predict the following:  across-category information will be discriminated more accurately 
than within-category information, and if within-category information is accurately discriminated 
at any point, it will be at short time lags, and will decay quickly.  
 












Predicted results, discrimination task
abstractionist episodic hybrid (chance)
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3.4 RESULTS 
3.4.1 Sensitivity  
Results of all experiments are presented graphically in three ways: sensitivity (on the y-
axis) plotted against step comparison (x-axis), sensitivity plotted against time lag, and sensitivity 
plotted against time lag within and across categories.  For all results graphs, the vertical axis 
displays d’(Macmillan & Creelman, 2004), a measure of sensitivity that indicates a listeners’ 
ability to discriminate between two stimuli, taking into account their response bias.  d’ is 
bounded from 0 to 4, with 0 meaning chance and 4 meaning perfect detection. For discrimination 
in categorical perception experiments, the phoneme boundary effect is shown with a peak in 
discrimination of “different” trials.  In past work, researchers often reported the percent or 
proportion correct of just these different trials.  However, in the experiments reported here 
participants showed a strong bias to answer “same”, making their “different” response 
proportions lower than chance. I use d’ in lieu of proportion correct in order to accurately show 
listener’s responses while taking into account their biases.    d’ is given by the z score of the 
proportion of hits (that is, correctly responding “different” when the two files are different) 
minus the proportion of answers that are false alarms (that is, responding “different” when in fact 
the files are the same), as in the equation below: 
 
d’= z(proportion of hits)- z(proportion of false alarms) 
Equation 1 Calculation of d' 
 
To use d’ for this experiment, two adjustments were needed.  First, d’ calculations require 
analysis of trials with a correct answer of “same” and of trials with a correct answer of 
“different”.  The step comparisons typically graphed in categorical perception research to test for 
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a discrimination peak involve only trials with “different” stimuli.  To provide a d’ value for  the 
discrimination of trials with different steps, I averaged the value of the “same” trials whose step 
value matched the “different” trials of interest. For example, to calculate d’ for the comparison of 
step 1 and step 4, I used the total number of hits and misses from the trials comparing steps 1 and 
4 and the number of false alarms and correct rejections from same trials that repeated either step 
1 or step 4.  In graphs and future analyses, I will use an underscore as a shorthand meaning 
“comparison between.” For example, I will use notation of 1_4 to mean step 1 compared to step 
4, in that order, and 4_1 to mean step 4 compared to step 1, in that order.  Additionally, I will use 
1_4_4_1 to mean comparisons of steps 1_4 and steps 4_1 pooled together. 
d’ calculations require non-zero numbers for both Hits and False alarms.  However, in 
this study participants across experiments were more likely to respond “same” than “different”, 
no matter what the comparison.  Because of this large bias toward responding “same”, for a 
small number of comparisons there were no false alarms (in which the subject replied “different” 
when in fact the files were the same).  To adjust for this, I used the loglinear approach (Hautus, 
1995),which involves adding .5 to the number of hits and the number of false alarms, and adding 
1 to both the number of “different” trials and the number of “same” trials.  d’ values were 
calculated following this method for all experiments in all chapters. 
3.4.2 Statistical Analysis 
Results were analyzed  in a mixed effects logistic regression using the lme4 software 
package in R (Bates, Mächler, Bolker, & Walker, 2015). The dependent variable was 
discrimination accuracy (correct/incorrect). Only “different” trials were analyzed, meaning that 
correct/ incorrect corresponded to hits (replying “different” when files were different) and misses 
(replying “same” when files were different). Time lag (ISI) and step comparison (which pair of 
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steps were compared) were the fixed effects of interest.  For my research question, it is important 
to determine whether different levels of time lag and step comparison increase accuracy.  Both 
time lag and step comparison were treated as categorical variables, and both were forward 
difference coded, meaning each level was compared to the step following it. Forward difference 
coding is appropriate for this analysis because I am specifically interested in abrupt changes in 
discrimination, which would be shown by a significant difference from one step to the next.   
The random effects structure was determined by backwards model selection starting with 
the maximal random effects structure justified by the design (Barr, Levy, Scheepers, & Tily, 
2013). The maximally converging random effects structure included fixed effects of time lag and 
step comparison, random intercepts for subjects only, and no random slopes. The R code is 














Regression Results, Phoneme Experiment 
Variable    Estimate (s.e.)    p value      
========================================================= 
Comparison 1 vs. comparison 2        0.920 (0.140)       p = 0.000***         
Comparison 2 vs. comparison 3        1.164 (0.122)       p = 0.000***         
Comparison 3 vs. comparison 4        0.951 (0.131)       p = 0.000***         
Comparison 4 vs. comparison 5        0.158 (0.144)       p = 0.273          
Comparison 5 vs. comparison 6       -1.038 (0.135)       p = 0.000***         
Comparison 6 vs. comparison 7       -1.089 (0.122)       p = 0.000***         
Comparison 7 vs. comparison 8       -1.143 (0.141)       p = 0.000***         
250ms vs 500ms                                0.104 (0.094)       p = 0.273          
500ms vs 1000ms                              0.068 (0.094)       p = 0.473          
1000 vs 1500 ms                              -0.043 (0.094)       p = 0.651          
Constant                                        0.143 (0.085)       p = 0.094*          
--------------------------------------------------------- 
Observations                             5,042            
========================================================= 
Note:                         *p<0.1; **p<0.05; ***p<0.01 
Results of the statistical model show an effect of step comparison. Each of the first three 
comparisons show a significant increase in the log likelihood of an accurate response (p<.001 for 
all comparisons). At the peak, there was no difference between comparisons 3_6 and 4_7 
(p=.273). For each of the last three comparisons accuracy falls statistically significantly (p<.001 
for all comparisons). When data from the experiment is collapsed across time lags and divided 
between step comparisons, we see a clear discrimination peak, indicating that pairs that cross a 
category boundary are more accurately discriminated than those that do not cross a boundary 
(see Figure 14 below). Data below is collapsed across participants.  Note that while graphs for all 
of the continuum experiments display sensitivity (d’), statistical analyses were done on 




Figure 14  Discrimination of “different” trials, for each step comparison, collapsed across all time lags. Recall that the label 
0_3_3_0 signifies the combined data from both  the comparison of step 0 and step 3 (0_3) and the comparison of step 3 and 0 
(3_0) 
Results of the statistical model show no effect of time lag.   The log likelihood of an 
accurate response did not differ statistically significantly when comparing any time lag to the 
following time lag (p>.2 for all comparisons).  Figure 15 displays this result using sensitivity 
(d’).  This suggests that there was no difference at any of the time lags investigated in the length 
of time. Note that although the line is flat across the time lags, the d’ value is consistently above 
zero, indicating that listeners were above chance at discriminating the three continuum step 
differences presented in the experiments. When interpreting this result, it is important to note that 
the time lag does not include the initial word.  So in fact, the lag between the fricative of interest, 
which was word-initial, and the fricative of the next word included both the time lag indicated in 




























The results of this experiment show a difference in discrimination accuracy for between- 
vs. across- category differences. As a group, participants were more likely to accurately 
discriminate two samples with a three-step difference when that difference spanned the midpoint 
of the continuum. This shows that, as in classical categorical perception experiments, acoustic 
differences of the same magnitude may be remembered differently depending on whether the 
acoustic difference falls within or across a phoneme category boundary. It also confirms that this 
specific experimental paradigm methodology with this consonant contrast is sensitive to category 
boundaries. The results from this consonant perception experiment establishes a baseline of 
expected results for this AX task for a well-studied contrast.   
When collapsed across all positions, it was expected based on Werker and Logan 



















Accuracy vs. time lag
Phoneme Experiment 
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when there was a longer time lag between samples. Instead, results of this experiment showed 
similarity in accuracy level across time lags, mirroring earlier work by Pisoni (1973).  A 
previous pilot version of this experiment, following the same method and items and including 20 
subjects suggest that the lack of decline extends through time lags of 1, 2, 4, and 6 seconds (see  
Figure 16).  
 
Figure 16 Accuracy by time lag, in an earlier pilot. 
Overall, these results suggest that there is only a gradual decline in discrimination 
accuracy between 250ms and 6 seconds in an explicit memory task, when there is intervening 
information in the form of the rest of the first word and a period of silence. This is surprising, 
because it is well known that detailed auditory information fades quickly for explicit memory 
(Winkler & Cowan, 2006), and therefore in a dual-process model  (Fujisaki & Kawashima 1970; 
Pisoni, 1973) where within-category “auditory” information fades quickly and across-category 
“phonetic” information fades more slowly, we would expect to see a decline in accuracy based 
on the fading of auditory memory over the time period of this experiment.  
The fact that there is no statistically significant effect of time lag suggests that auditory 
memory is not available in an explicit memory task, even at a short time lag, as was shown in the 
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work of Pisoni (1971; 1973; 1975) Pisoni’s (1973) finding was that  d’ scores for within-
category distinctions for consonants start low, bordering on chance, and remain low, while scores 
for across-category differences start high and decline slightly (see p. 13, Pisoni 1973).   Within-
category comparisons for vowels were better discriminated than within-category comparisons for 
consonants. In all of the graphs, there is initially an increase in accuracy as we move from a 0ms 
ISI to a 250ms ISI.  All four reach a peak, in the case of bilabial stops as late as 1.0, and then 
shown decay. Figure 17 below gives a graphical display of the d’ scores at similar time intervals  
from the current study, with sensitivity on the y-axis and time lag on the x-axis.  
 
Figure 17 d’  scores at four tested time lags, comparing within-category differences (step 0_3, step 7_10) and across category 
differences (step 3_6, steps4_7) 
In this study, within category information is consistently poorly discriminated across time 
lags, while across-category distinctions are consistently more accurate across time lags. This is a 
partial replication of Pisoni’s findings, in the sense that there is a large gap in performance 
between within vs. across category information.  Though the across-category d’ levels are not as 
























work have been shown to have a stronger and  more reliable  phoneme boundary effect compared 
to other consonant types (see Repp, 1984). When compared to Pisoni’s result, this experiment 
shows a less stark difference between across- and within-category information, in that the across-
category scores are lower and the within-category scores are higher than the stops investigated 
by Pisoni.  However, there is still a clear and consistent gap between the two, showing an 
advantage for across-category information.    
One striking difference between the current results and Pisoni’s result is that over the 
time lags indicated, the current experiment shows a flat trend, and no statistically significant 
difference between discrimination accuracy at any of the time lags investigated. This is different 
from Pisoni’s finding, which showed a rise from 0ms lag to 250ms, and then consistent declines 
from 250ms to 2000ms. This flat finding is puzzling and was not predicted based on any of the 
results reviewed in this dissertation.  A possible explanation is found in earlier categorical 
perception literature, reviewed in Repp (1984), which postulates that acoustic details of vowels 
are better remembered because steady-state vowels have a longer duration than stops, which by 
definition have a large acoustic change relatively quickly.  In this experiment, it is possible that 
because fricatives are longer in relative duration when compared to stop consonants, they are 
more salient, and therefore slower to decay in the time period investigated.  
Overall, while this experiment does not replicate the decay rate of stop consonants in 
memory, it does give the expected result of more accurate discrimination for across-category 
differences.  Results indicate that participants are hard pressed to discriminate within-category 
information for phonemes at any time lag in this explicit memory paradigm, and are much better 
able to accurately discriminate across-category information.  This result suggests that categorical 
perception for consonants is both immediate and lasting, and that this experimental paradigm is 
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4 EXPLICIT MEMORY FOR A PITCH ACCENT CONTINUUM 
4.1 OVERVIEW  
The focus of this dissertation is to test the extent to which the representation of pitch 
accent includes within-category detail, and to directly compare the perceptual processing of pitch 
accents to phonemes.  Experiment 1 (chapter 2) tests memory for pitch accent, and pitch and 
durational cues to pitch accent, in an A<B>X task with a varying number of words between the 
stimuli to be compared (A, X). Experiment 2 replicates the classical AX discrimination test for 
categorical perception with a phoneme contrast, under varying time lags. Experiment 1 showed 
evidence for categorical perception in that the categorical contrast between the presence and 
absence of pitch accent was distinguished more accurately than within-category pitch and 
duration distinctions, but within-category distinctions were nonetheless distinguished with above 
chance accuracy. Experiment 2 replicated classic results of categorical perception experiments, 
showing evidence that a three-step difference on a continuum from /s/ to /ʃ/ is better 
discriminated when it crosses a category boundary than when it is within the bounds of a 
category.  However, because Experiment 2 used a continuum while Experiment 1 tested only a 
few selected distinctions, we cannot directly compare their results.  
This chapter presents three experiments that replicate the design of Experiment 2, testing 
memory for acoustic distinctions related to pitch accent. The findings will allow us to directly 
compare listeners’ perception of acoustic distinctions that signal prosodic and phonemic 
contrasts.  The experiments use the same task and experimental design as experiment 2, but they 
test two cues to pitch accent: pitch, and duration, both separately and in tandem variation.     
Each experiment is presented separately; results of all experiments are summarized and 
compared in the general discussion.   
 64 
There are two difficulties in applying a classic categorical paradigm to pitch accents as 
opposed to phonological categories. Firstly, a typical categorical perception experiment includes 
both identification and discrimination. Unlike phonemes, which have orthographic labels known 
to all literate speakers, we cannot assume that participants will have explicit knowledge of pitch 
accent categories. Experiments 3, 4, and 5 avoid the labeling/identification problem by using 
only a discrimination task. This will show whether listeners hear and report sub-categorical detail 
without asking them to label specific pitch accents.  
Secondly, studies of ToBI annotation agreement (e.g. Breen et al., 2012) and prominence 
rating (e.g. Cole et al., 2010b) suggest that listeners may vary in how they hear and report pitch 
accents. However, in these same studies annotators agree much more reliably on presence vs. 
absence of a pitch accent. I test the contrast between H* pitch accent and an unaccented word in 
order to maximize the chance that listeners will hear a categorical distinction, if pitch accent 
exists as a category distinct from unaccented.  
 
4.2 EXPERIMENT 3: PITCH 
4.2.1  Motivation 
Experiment 3 is designed to test memory for f0 as a sub-categorical detail of pitch accent. 
Experiment 3 is a replication of Experiment 2, but with a continuum based on pitch accent status 
(e.g. accented vs. unaccented) rather than phoneme categories. Pitch is an important aspect of 
pitch accent status, as evidenced by the fact that f0 contour, skew, kurtosis, and excursion size 
have been shown to affect perception of prominence and information structure as marked by 
pitch accent (Breen et al., 2010; Cole et al., 2010b; Sluijter & van Heuven, 1996). Furthermore, 
results of Experiment 1 showed that listeners are sensitive to within-category changes in the f0 
contour of an accent, although with increased memory load these details were harder to access 
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than across-category distinctions that differed in many acoustic cues.  By testing f0 contour in a 
traditional categorical perception paradigm with an added time lag, I will be able to make an 
apples-to-apples comparison of within- and across-category differences in f0 contour, and 
directly compare these results to Experiment 2.  
4.2.2 Method 
 
Stimuli. In Experiment 1, a sharp peak shape was stylized, and then the height of the 
peak was manipulated, which also changed the slope of the f0 excursion. This had the advantage 
of allowing very specific and accurate values for peak height. However, it abstracted away from 
the natural form of the f0 contour.  The method used in this experiment improves upon the 
method of Experiment 1 in two ways. First, it uses the original shape of the utterance, and 
secondly it changes the entire contour, rather than moving one point.  
The same source recordings (words, e.g. “beavers”) that were used for Experiment 1 were 
used for Experiment 3. Each word was recorded within a sentence. For each word, I extracted the 
naturally produced unaccented f0 contour and the naturally produced accented f0 contour using 
Praat. Using the Prosody Morphing, or “ProMo” python library (Mahrt,2017), each unaccented 




Figure 18 f0 morph; figure from Mahrt (2016) 
In this figure, the blue line represents the original accented f0 contour in an utterance. 
The stimuli formed a continuum of contours that go from the unaccented contour (red line) to the 
accented contour (gray line). Note that duration remains constant, meaning the final step on the 
continuum (gray line) follows the same contour as the original accented utterance (blue line), 
while preserving the length of the original unaccented utterance (red line). ProMo uses python to 
call Praat, and the resynthesis was accomplished in Praat using Pitch Synchronous Overlap and 
Add (PSOLA). ProMo operates over a certain domain labled in a textgrid.  For these 
experiments, the domain was the full word, and so the contour of the unaccented recording of a 
word was aligned with and morphed into the contour of the accented recording (and vice versa) 
Pitch differences in the naturally produced stimuli showed a ~70 Hz difference between the peak 
height of accented vs. unaccented syllables, meaning that each step on the continuum was 
approximately 7 Hz.  A 7-Hz  difference is approximately a just noticeable difference (Jongman 
et al., 2017) so the three-step difference used in this experiment is expected to be well above that 
threshold. The endpoint file for each continuum was not resynthesized, and so any comparisons 
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that included this file (step 0), involved comparing a naturally produced file with a resynthesized 
file.   
 
Figure 19 Maximum f0 for accented vs. unaccented syllables (i.e., the stressed syllable of the word at each endpoint) 
Participants. A new group of participants was recruited in the same manner and from the 
same population as Experiment 2 (see section f3.2.4).   No participants who had participated in 
earlier studies were eligible for Experiment 3.  
54 participated using an online interface. Results reported here do not include subjects 
who did not finish the task (4), leaving 50 subjects in the analysis. All subjects reported that 
English was the first language they learned.  
Procedure. Procedure was the same as Experiment 2, ( see section 3.2.5)Unlike a classic 
VOT continuum, the category status (within- or across-) of any pair of stimuli separated by three 
steps on the continuum is difficult to determine, for several reasons.  Firstly, while there is a 
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difference between no f0 excursion and a pitch accent f0 excursion, there is no easy way of 
determining where the critical excursion value may lie, and it could be in different locations 
depending on the speech style (animated, bored), and speaker affect, etc. Second, recent research 
suggests that the category boundary may in fact be very close to the continuum endpoint (Mahrt, 
personal communication). By following the typical phoneme continuum paradigm and 
comparing all step differences, we make no assertion as to where the boundary might be.   
4.2.3 Predicted Results  
 
If there is a categorical contrast between accented and unaccented syllables (or words) in 
English such that between the two there is a category boundary in acoustic space, analogous to 
phoneme categories, results of Experiment 3 will mirror Experiment 2.  Discrimination accuracy 
will show a peak for pairs of stimuli that cross a category boundary, with lower accuracy for 
pairs of stimuli that are within a category.  
However, considering the results from Experiment 1 showing evidence for a categorically 
perceived pitch accent contrast in addition to perception of within-category detail, I predict that 
the phonetic detail related to the f0 contour that defines the stimulus continuum in Experiment 
will also be encoded in and retrievable from memory for pitch accents.  If this is the case, then 
we would expect accurate discrimination across the category boundary, and also discrimination 
above chance within the category, consistent with a hybrid model.    
4.2.4 Results 
Statistical Analysis. Results were analyzed in the same manner as Experiment 2. (see 
section 3.4.2) The maximally converging random effects structure included fixed effects of time 
lag and step comparison, random intercepts for subjects only, and no random slopes. The R code 
is provided in Appendix B.  
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Regression Results, Pitch Experiment 
========================================================= 
                                  Dependent variable:    Accuracy       
Variable    Estimate (s.e.)    p value        
--------------------------------------------------------- 
Comparison 1 vs. comparison 2       -1.418 (0.149)    p = 0.000***         
Comparison 2 vs. comparison 3       -0.293 (0.135)       p = 0.030**         
Comparison 3 vs. comparison 4       -0.084 (0.135)       p = 0.532          
Comparison 4 vs. comparison 5        0.137 (0.135)       p = 0.308          
Comparison 5 vs. comparison 6        0.118 (0.135)       p = 0.379          
Comparison 6 vs. comparison 7       -0.064 (0.135)       p = 0.635          
Comparison 7 vs. comparison 8       -0.142 (0.135)       p = 0.291          
250ms vs 500ms                        0.279 (0.097)      p = 0.005***         
500ms vs 1000ms                     0.282 (0.096)      p = 0.004***         
1000 vs 1500 ms                       0.188 (0.097)      p = 0.053*          
Constant                                        -0.386 (0.221)      p = 0.081*          
--------------------------------------------------------- 
Observations                             4,808            
========================================================= 
Note:                         *p<0.1; **p<0.05; ***p<0.01 
Results of the statistical model show an effect of step comparison. The first two levels 
show a significant increase in the log likelihood of an accurate response (p<.001 for both 
comparisons), meaning that each of  the first two comparisons were discriminated statistically 
significantly better than the comparisons that followed immediately after them. The rest of the 
comparisons show no significant difference (p>.2 for all comparisons). When data from the 
experiment is collapsed across time lags and divided between step comparisons, we see no clear 
discrimination peak, (see Figure 20 below). Data below is collapsed across participants.  Note 
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that while the graph displays sensitivity (d’), statistical analyses were done on individual data 
points, and accuracy, not  d’, was the dependent variable.  
 
Figure 20  Discrimination accuracy vs. step comparison. 
Overall, the trend is flat, indicating that most step comparisons are similar.  There is no 
evidence of a discrimination peak in any middle portion of the continuum. However, the leftmost 
comparison (step 0 vs. step 3) is higher than all others, as confirmed by the statistical model. 
This may be due to the experimental design. Because files were resynthesized from naturally 
occurring stimuli, the 0th step represented the naturally occurring stimulus itself.  In the 
comparison between steps 0 and 3, participants were asked to discriminate between a naturally 
occurring stimulus and a resynthesized stimulus.  As such, there is a confound in the data.  The 
increased performance may be due an increased ability to compare between a natural and 
resynthesized token, as compared to two resynthesized tokens.   
A second possible account is that the increase in performance could be due to a very 





















were resynthesized from both endpoints,  so two qualitatively different f0 comparisons  are 
included in the 0-3 step set. One is a comparison between a naturally produced unaccented word 
(with low f0) and a resynthesized version of that word with a slight f0 rise contour, and the other 
is a comparison between a naturally produced accented word (with high f0) and a resynthesized 
version of that word with a dampened f0 rise contour. Acoustically, these two distinctions are 
quite different. What they have in common is having one member of the stimulus pair as 
naturally produced and the other member as resynthesized. If the discrimination peak for this 
comparison reflects a category boundary, it would be in effect two very narrow categories 
centered on the naturally produced accented and unaccented f0 contours.  Therefore, this result 
could only be due to having two category boundaries, one near the low end of the continuum and 
one near the high end.  While I postulate that this second account is less likely than the result 
being due to comparing a natural contour to a resynthesized one, there is no way to discriminate 
between these accounts with only the present data.  Future studies would do well to avoid this 
confound by leaving out the naturally produced endpoints and performing the experiment only 
on resynthesized files. 
Results of the statistical model show an effect of time lag.   The log likelihood of an 
accurate response showed a statistically significant difference across the first three time lags. 
Figure 21 displays this result using sensitivity (d’), actually increasing by approximately .2 in log 
odds.  While the effect was significant, the overall trend in discrimination is flat, matching the 
phoneme findings from the previous chapter, but again different from the decay rate presented by 
Pisoni (1975) Again, as in the past experiment, the time lag does not include the initial word.  So 
in fact, the lag between the first f0 contour and the f0 contour of the next word included both the 
time lag indicated in the graph below and the time elapsed over the course of the first word.  It is 
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possible that duration of the stimulus as a whole affected this result.  In this experiment, the 
difference between the two files unfolds over the whole word, and so the duration of the contour 
is longer than the phonemes investigated in experiment 2. Longer vowels have been shown to be 
more accurately discriminated than short vowels (Pisoni 1971, 1975, also see a review in Repp 




Figure 21 Sensitivity (d') vs. time lag (seconds) 
In the case of the phoneme results, the lack of decay over the observed time lag was due 
to the lack of discrimination within a category, which was low even at the shortest time lags 
(Figure 17).   To make the same comparison of within- vs. across-category discrimination in the 
current experiment is difficult, because we find no evidence for a category boundary. In order to 
compare with previous phoneme results, I place the category boundary at the middle of the 
continuum (roughly, between steps 4 and 7) and compare steps 0_3 and 7_10  as within-category 



















Accuracy vs. time lag,
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higher accuracy in steps 0_3, which could in theory be due to a narrow category.  Below I graph 
the across category distinction vs. the within category distinction.  Unlike the phoneme results, 
which showed a clear difference between within- and across-category differences, for the f0 
manipulation there was a much smaller difference between within- and across- category 
information, and this result followed across all time lags. This result seems to be driven primarily 
by the increased sensitivity at step comparison 0_3. Overall, this is simply another way of 
visualizing the same result: the ends of the continuum do not show different sensitivity from the 
middle of the continuum, and this result is stable across time lags.    
 
Figure 22 Sensitivity within categories (orange line) vs.  across categories (blue line). Note that the "within categories" value is 
higher, mostlikely driven by the peak in discrimination at steps 0_3. 
4.2.5 Discussion 
In the same experimental paradigm that showed clear evidence for a phoneme boundary 
effect in Experiment 2, Experiment 3 showed no evidence of a category boundary marking a 























accented/unaccented distinction is categorical, then within-category detail is more accurately 
perceived along a pitch continuum that spans the accented/unaccented distinction, compared to 
within-category acoustic detail for the fricative phoneme contrast tested in Experiment 2.  These 
results suggest that pitch accents do not have the same kind of category structure as observed for 
phonemes.  
In terms of my theoretical predictions, these data provide little evidence for a category 
boundary. Instead, they suggest that that the same, fixed degree of acoustic difference in f0 
between paired stimuli is remembered similarly, even for stimuli pairs that cross a presumed 
category boundary. These data are inconsistent with an abstractionist or hybrid model, both of 
which predict a discrimination advantage for pairs of sounds that differ in acoustic detail and 
cross a category boundary. Instead, these results are consistent with an episodic model wherein 
all details of speech are encoded in memory, with no advantage for details that are between two 
categories in acoustic space.   
Of course, one reason that prosodic elements and consonantal phonemes perform 
differently in this task may be that the two phenomena are very different acoustically. It is 
possible that the spectral distinctions that define the fricative continuum are more salient or 
easier to categorize, as compared to the f0 contour distinction that defines the pitch accent 
continuum, which unfolds over the course of a word.  Results from experiments on the 
categorical perception of lexical tone provide a point of comparison that is more similar 
acoustically.   
Research on categorical perception of lexical tones yields a mixed picture: Abramson 
(1979) found that discrimination for Thai level tones was consistent across a continuum, while 
(Wang, 1976) found categorical discrimination between Mandarin tone 2 (high rising) and tone 1 
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(high level).  In a replication of Abramson’s study, Francis (2003) compared level tones and 
contour tones of Cantonese, and found that level tones tend to be perceived more continuously, 
like vowels, while contour tones are more similar to consonants in their perception. However, it 
is important to note that Francis and colleagues found no discrimination peak when examining 
monotonic f0 excursions (i.e., contour tones that do not switch direction, as in rising tones), and 
concluded that a change in direction of f0 may be perceived categorically, while tones that do not 
involve a change in the direction of the f0 excursion are not.  In the case of the pitch accents used 
in this experiment, a peaked rise-fall shape occurred, and so all accented pitch accents included 
both a rise and a fall.  This underscores the surprising nature of the findings of this experiment: 
results of this experiment are at odds with their closest corollary, categorical perception of 
lexical tones. This suggests that lexical tones are more similar to phonemes in their category 
structure than they are to pitch accents. This finding invites future studies comparing the two; 
future work should be careful in selecting pitch accents or boundary tones,  and may find that 
those that do not switch direction are particularly unlikely to show evidence of a category 
boundary.  
It is also possible that cue choice itself affected these results. For example, it is possible 
the contour shape manipulation used here is not the strongest cue to H* accent status. 
Experiment 4, which tests duration rather than f0 as a cue to pitch accent, will shed light on 
whether other cues are perceived continuously or if pitch is perceptually different from other 
cues.  Overall, the key findings of Experiment 3 are that discrimination of pairs of stimuli that 
differ in an f0 contour show no evidence of a category boundary, and that memory for details of 
prosody differs from memory for details of phoneme categories, suggesting a difference in 
category structure between the two.  
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4.3 EXPERIMENT 4: DURATION  
4.3.1 Motivation 
Experiment 3 showed that sub-categorical details signaling f0 contour are remembered 
equally well across steps of a continuum. However, f0 is only one of a large group of cues that 
have been found to signal pitch accent. Experiment 4 is a replication of Experiment 3, and like 
Experiment 3 it includes a continuum based on pitch accent status (from accented to 
unaccented). In Experiment 4, the continuum is made with differences in duration rather than in 
pitch. While f0 is, arguably, one of the most reliable cues to prominence, (Breen et al., 2010; 
Turnbull et al., 2017) the finding from Experiment 3 that pitch as a cue for pitch accent is not 
perceived categorically does not rule out categorical perception of other cues. Furthermore, while 
many report that f0 is a strong cue to pitch accent, recent results including Kochanski et all 
(2005) and Cole (2010) counter this, showing that f0 has relatively little effect on perceived 
prominence or on the assignment of ToBI pitch accent labels.  
Duration is an ideal choice for a cue to test for several reasons. Most importantly, it is 
widely reported as a correlate of pitch accent.  Additionally, while equally sized f0 differences 
are more discriminable at lower pitches than at higher pitches (Jongman et al., 2017),  there is no 
prediction that duration differences should have such a discrepancy at different points in a 
continuum.  Furthermore, duration can be manipulated easily and accurately in Praat using 
PSOLA, while holding pitch constant. Experiment 4 is designed to isolate the effect of duration 
specifically, and to test whether listeners remember sub-categorical details of duration as a cue to 
pitch accent.  
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4.3.2 Method 
Stimuli. The same source recordings (words, e.g. “beavers”) and protocol that were used 
for Experiment 2 (see section 3.2.5 ) were used for Experiment 4.  
On initial listen, the duration differences did not appear to be highly salient. 
Measurements of the stimuli bore this intuition out. The distribution of stressed syllables in both 
the accented and unaccented recordings (Figure 23,below) showed overlapping distributions with 
no reliable difference in duration between accented and unaccented syllables.  
 
Figure 23 Duration of unaccented vs. accented syllables in seconds.  The distributions are highly overlapping and show no 
reliable different between legnth of accented and unaccented syllables. 
To test if the overlap in duration values for accented and unaccented syllables was an 
artifact of the specific recording session, the same speaker was asked to re-record the stimuli, 
with new prompts that encouraged an even larger, contrastive (L+H*) accent, as below:  
Written context:  Did he say that beavers love building?  
Spoken by the speaker: “No, he said that BEETLES love building.” 
Figure 24 Recording context for duration stimuli, with the accented word in capital letters.  
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The re-recorded stimuli showed similar overlapping distributions, and so in order to 
compare to previous experiments, the original recordings (used in Experiment 3 and 1) were 
used for Experiment 4. We attribute this lack of duration cue to the chosen talker.  Literature on 
prosody production has shown that while all speakers use multiple cues, the extent to which each 
cue is evident in their productions may vary, and some speakers may consistently use or perceive 
one cue more than another. (Cole & Shattuck-Hufnagel, 2011)  
These overlapping distributions of duration are problematic on two levels. Firstly, they 
show no evidence of separate categories.  Secondly, with only a very small difference in the 
mean duration of accented and unaccented syllables, a duration continuum between the two 
yields very small duration differences between steps. I tested detection ability for these 
differences in an initial pilot. Following the same procedure as Experiment 2, I tested 
discrimination of these initial soundfiles, and found that  listeners were only barely above chance 
at discriminating three-step differences across all points of the continuum. (Figure 25 below)  
 



















Accuracy vs. step comparison 
Duration Pilot 
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Presumably due to the small overall difference in duration, subjects were inaccurate, 
getting fewer than 50% correct across the continuum, with very low (<.5) d’ scores. In order to 
test whether any points on this continuum were discriminable in this paradigm, I tested all step 
differences of three steps or more (i.e. comparing step 1 vs. steps 4,5,6,7,8,9, and 10 in turn). 
Tests showed that differences smaller than five steps were not reliably discriminated, while step 
sizes larger than 5 steps were reliably discriminated, as shown in the graph below.  
 
Figure 26, Proportion Correct vs. step size. Horizonal axis indicates the step comparison, where 3_3 means a same trial in which 
step 3 is repeated, and 3_6 is a different trial  comparing step 3 to step 6 
While this initial pilot did show sensitivity to some level of the duration cue, a five-step 
difference will not shed light on my research question, as it is large enough to potentially cross a 
category boundary at any place on the continuum. In order to create a difference that was both 
typical of natural speech and perceivable to listeners, I lengthened the accented recording and 
shortened the unaccented recordings, and then created a continuum between these exaggerated 
lengthened and shortened stimuli.  To avoid creating a difference that would sound unnatural or 



















































































Duration accuracy at varying step sizes 
PROP_CORR Chance
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difference of 60 percent, by shortening the unaccented files by 30% and lengthening the accented 
files by 30% using PSOLA in Praat.  I then proceeded to create the stimuli in the same fashion as 
Experiment 3, as described above.  An advantage of this extra step in stimulus creation is that the 
endpoints of the continuum are now resynthesized, and not original recordings as in the pitch 
continuum. 
Participants. A new group of participants was recruited in the same manner and from the 
same population as Experiment 2 (see section 3.2.4).   No participants who had participated in 
earlier studies were eligible for Experiment 4.  
56 total subjects participated using an online interface. Results reported here do not 
include subjects who did not finish the task (6), leaving 50 subjects in the analysis. All subjects 
reported that English was the first language they learned. 
Procedure. Procedure was the same as Experiment 2 (see 3.2.5)  
4.3.3 Predicted results 
As in all of the experiments in this study, there are three possible patterns of outcomes for 
this experiment based on the three theoretical viewpoints outlined in the introduction:  
abstractionist (higher memory for distinctions at one point in the continuum, chance 
discrimination  otherwise), episodic (equal discrimination of distinctions at all points of the 
continuum), and hybrid (higher memory for distinctions at one point in the continuum, above- 
chance discrimination  otherwise).   
Results of Experiment 1 showed above-chance discrimination of within-category 
duration distinctions, but much more accurate discrimination of across-category differences 
signaled by many cues.  Results of Experiment 3 showed accurate discrimination of pitch 
distinctions both within-and across categories.   Based on these results, it is likely that listeners 
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will be able to detect within-category duration distinctions, but it remains to be seen whether 
across-category duration cues are more accurately discriminated, or if like pitch distinctions 
duration distinctions are equally well discriminated at all points on a continuum.    
4.3.4 Results 
Results were analyzed in the same manner as Experiment 2. The maximally converging 
random effects structure included fixed effects of time lag and step comparison, random 
intercepts for subjects only, and no random slopes. The  R code is provided in Appendix B.   
Regression Results, Duration Experiment 
========================================================= 
                                  Dependent variable:    Accuracy           
Variable    Estimate (s.e.)    p value    
--------------------------------------------------------- 
Comparison 1 vs. comparison 2       -0.035 (0.135)       p = 0.796          
Comparison 2 vs. comparison 3       -0.185 (0.137)       p = 0.176          
Comparison 3 vs. comparison 4        0.081 (0.138)       p = 0.560          
Comparison 4 vs. comparison 5        0.386 (0.135)       p = 0.005***         
Comparison 5 vs. comparison 6       -0.532 (0.136)       p = 0.0001***        
Comparison 6 vs. comparison 7       -0.024 (0.141)       p = 0.862          
Comparison 7 vs. comparison 8        0.449 (0.137)       p = 0.002***         
250ms vs 500ms                                0.337 (0.099)       p = 0.001***         
500ms vs 1000ms                              0.023 (0.096)       p = 0.815          
1000 vs 1500 ms                                0.261 (0.095)       p = 0.006***         
Constant                                         0.938 (0.154)       p = 0.000***         
--------------------------------------------------------- 
Observations                             4,689            
========================================================= 
Note:                         *p<0.1; **p<0.05; ***p<0.01 
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Results of the statistical model show an effect of step comparison. The fifth step 
comparison showed significantly higher accuracy than the step before it or the step comparison 
after it. (p<.05 for both comparisons). While the statistical model indicates that not all step 
comparisons were equivalent, the sensitivity results show an overall flat trend, with little 
difference between the step comparisons.  These discrimination results do not match those found 
for the phoneme boundary in Experiment 2: when data from the experiment is collapsed across 
time lags and divided between comparisons, the sensitivity values are essentially flat across the 
continuum, with no peak indicating a category boundary. Additionally, values for duration 
discrimination are much lower than values for pitch or phoneme discrimination, though they are 
still above chance. Data below is collapsed across participants.  Note that while graphs for all of 
the continuum experiments display sensitivity (d’), statistical analyses were done on individual 
data points, and accuracy, not  d’ , was the dependent variable.  
 



















Sensitivity vs. Step comparison, 
Duration Experiment
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Results of the statistical model show an effect of time lag.   The log likelihood of an 
accurate response was statistically significantly higher at 500ms than at 250ms, and at 1500 than 
at 1000ms. Figure 28 displays this result using sensitivity (d’).  While the model shows 
statistically significant differences, again the overall trend in sensitivity is flat. As in other 
experiments, the time lag does not include the initial word.  So in fact, the lag between the pitch 
accent of one word and the next word includes both the time lag indicated in the graph below 
and the time elapsed over the course of the first word.  Unlike in the phoneme experiment, the 
difference between the two files is not relegated to one part of the word, but rather unfolds over 
the whole word. 
 
 



















Sensitivity vs. time lag,
Duration Experiment
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Again, as was true for the pitch results, discrimination accuracy within and across- 
categories was similar at all four time lags.  Memory for fine-grain distinctions in duration was 
consistently low, with little decay over the time period investigated. 
 As with Experiment 3, because there was no clear category boundary, it cannot be 
known what steps are within or across a category.  For the purpose of visualization, I have again 
plotted “within” and “across” differences by comparing (steps 0_3 and step 7_10) with (steps 
4_7 and 3_6). These groups of steps are clearly overlapping, with no difference between 
“within” and “across” category differences.  While there was much lower accuracy for duration 
overall when compared to pitch differences or within-category phoneme differences, there 
nonetheless was a consistent memory for within category differences- there is no memory 
advantage for any one area on the continuum.    
 

























Overall, listeners show a similar level of discrimination between all step differences in 
duration, indicating that, as in Experiment 3, there is no clear evidence of category boundary. 
Results of Experiment 3 and 4 taken together suggest two important insights.  
Firstly, these results cannot be accounted for in a strictly abstractionist theory of 
intonation.  This result conflicts with assumptions of the Autosegmental Metrical model of 
intonation, and calls for a reassessment of the phonological theory of speech prosody.  I address 
this in detail in the general discussion. 
  Secondly, Experiments 3 and 4 show that listeners are sensitive to acoustic detail of pitch 
accents, and more than that, they are able to explicitly remember within-category detail. The fact 
that within-category information can be consciously accessed in an explicit task, suggests it is 
strongly encoded, and presumably would be evidenced in an implicit memory task as well. 
Moreover, this indicates that the category structure of pitch accents is not the same as the 
category structure of phonemes. I explore the consequences of these findings in the general 
discussion.  
Experiments 3 and 4 followed categorical perception experiments from phonemes by 
isolating individual cues to test their representation in memory.  However, one criticism of this 
paradigm is that in everyday speech, cues vary in relation to one another (they are co-variates). 
For example, accented syllables are both longer and higher in pitch, meaning that lengthening a 
word without also raising the pitch risks creating unnatural stimuli.  In the next experiment, I 
change both cues simultaneously to mimic dynamic changes and to test whether the contribution 
these two cues is additive. 
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4.4 EXPERIMENT 5: COMBINED CUES: PITCH + DURATION 
 
4.4.1 Motivation 
Phonological contrasts are typically signaled by more than one acoustic cue, and past 
research has shown that certain cues may more powerfully signal a boundary between two 
contrastive categories in acoustic space. For example, the acoustic VOT dimension provides a 
strong boundary for the voicing contrast among plosives in English. In this experiment, we 
explore the combination of duration and f0 as acoustic cues to pitch accent, in order to more 
closely replicate the multiple acoustic dimensions that differentiate accented and unaccented 
syllables, and to see whether either of these two cues is redundant in the presence of the other, or 
whether their effects are additive.   
4.4.2 Method 
Stimuli. An eleven-step continuum was created.  For this experiment, each step consisted 
of a one step difference in f0, and a one step difference in duration.  Files were resynthesized in 
the same manner as Experiment 2 (see section 3.2.3)  
Participants. A new group of participants was recruited in the same manner and from the 
same population as Experiment 2 (see section 3.2.4).   No participants who had participated in 
earlier studies were eligible for Experiment 3.  
52 participated using an online interface. Their ages ranged from 19-59 (mean=31, s.d. 
8.4). Results reported here do not include subjects who did not finish the task (2), leaving 50 
subjects in the analysis. All subjects reported that English was the first language they learned. 
Procedure. Procedure was the same as in Experiment 2 (see section 3.2.5) 
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4.4.3 Predicted Results 
Again, there are three possible patterns of outcomes for this experiment based on the 
three theoretical viewpoints outlined in the introduction:  abstractionist (higher memory for 
distinctions at one point in the continuum, chance discrimination otherwise), episodic (equal 
discrimination of distinctions at all points of the continuum), and hybrid (higher memory for 
distinctions at one point in the continuum, above-chance discrimination  otherwise).  Because 
both experiment 3 and 4 have shown equal discrimination across a continuum, there is a strong 
expectation for Experiment 5 to follow suit.  
The design of Experiment 5 introduces a new question that was not testable in previous 
experiments:  will the two cues together perform similarly to one of the individual cues, 
suggesting that that one of the cues is redundant, or will the presence of more cues make 
discrimination easier? Results of Experiment 1 showed more accurate discrimination of naturally 
produced across-category differences that were signaled by many cues compared to within-
category differences signaled by one cue, suggesting that discrimination should be uniformly 
higher in Experiment 5 than in experiments 4 or 3.   However, because the stimuli in Experiment 
were naturally produced, there was no control over the number of cues or the contribution of any 
individual cue to the expressed contrast b/w accented and unaccented words. In Experiment 5 I 
introduce such control, and result suggest that having only two cues, or the choice of these 
specific two cues, is not sufficient to show this advantage.  
4.4.4 Results 
Statistical Analysis. The statistical analysis for this experiment differed slightly from 
Experiment 2. The combined model used in the other continuum experiments did not converge 
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for the Duration + pitch experiment.  Instead, two separate models were run, each with one fixed 
effect.    
The maximally converging random effects structure for model 1 included: a fixed effect 
of step comparison, random intercepts for subjects only, and no random slopes. The maximally 
converging random effects structure for model 2 included: a fixed effect of Time lag, random 
intercepts for subjects only, and no random slopes. R code is provided in Appendix B.   
Regression Results, Duration and Pitch Experiment 
========================================================= 
                                  Dependent variable:    Accuracy           
--------------------------------------------------------- 
Comparison 1 vs. comparison 2        0.029 (0.177)       p = 0.870          
Comparison 2 vs. comparison 3       -0.067 (0.165)       p = 0.685          
Comparison 3 vs. comparison 4        0.035 (0.160)       p = 0.826          
Comparison 4 vs. comparison 5        0.081 (0.161)       p = 0.617          
Comparison 5 vs. comparison 6        0.438 (0.167)       p = 0.009***         
Comparison 6 vs. comparison 7       -0.256 (0.170)       p = 0.132          
Comparison 7 vs. comparison 8        0.312 (0.167)       p = 0.061*          
Constant                                    -2.089 (0.303)       p = 0.000***         
--------------------------------------------------------- 
Observations                             4,791            
========================================================= 
Note:                         *p<0.1; **p<0.05; ***p<0.01 
Results of model 1 show an effect of step comparison.  The comparison between step 4_7 
and step 5_8 showed significantly higher likelihood of accuracy compared to the previous 
comparison. (p=.009). The discrimination results do not show the classic peaked shape of the 
phoneme boundary effect. Instead, when data from the experiment is collapsed across time lags 
and divided between step comparisons we see two small peaks and two small troughs. (see 
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Figure 30 below) Data below is collapsed across participants.  Note that while graphs for all of 
the continuum experiments display sensitivity (d’), statistical analyses were done on individual 
data points, and accuracy, not  d’ , was the dependent variable.  
 
 Figure 30 Sensitivity vs. step comparison, Duration + Pitch Experiment 
 
The overall level of these results was expected: d’ levels show consistently high 
discrimination, meaning the two cues together were easier to discriminate than either one alone. 
However, the shape of the curve does not confirm to predictions.  There are four possible 
predictions made from previous research: 
• [cue failure] for a distinction that is not detectable across the entire continuum, 
we expect a flat, very low line.   
• [episodic model, no category boundary] For a distinction that is reliably and 



















Sensitivity vs. step comparison 
Duration + Pitch Experiment
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• [abstractionist model, category boundary] For a distinction that is discriminated 
only in the region of the category boundary,  we expect a peak in discrimination 
near the boundary location.  
• [hybrid model, category boundary and within-category detail] For a distinction 
that is discriminated across the continuum, but with more accurate discrimination 
around the boundary, we expect a peak at the boundary location, and also higher 
tails within categories.  
The  result shown in Figure 30 above follows none of these predictions.   Here we see a 
line that changes direction in at several points, with two peaks in discrimination at 1_4 and 4_7.  
Regression Results, Duration and Pitch Experiment, time lag 
=========================================== 
Dependent variable:    Accuracy           
------------------------------------------- 
250ms vs 500ms        0.327 (0.117)          p = 0.006***         
500ms vs 1000ms      0.037 (0.119)        p = 0.760          
1000 vs 1500 ms        0.093 (0.119)        p = 0.438          
Constant                    -2.091 (0.302)         p = 0.000***         
------------------------------------------- 
Observations               4,791            
=========================================== 
Note:           *p<0.1; **p<0.05; ***p<0.01 
 
Results of model 2 show an effect of time lag.   The log likelihood of an accurate 
response was significantly higher at 500ms than at 250ms (p=.006) Figure 31 displays this result 




Figure 31 Sensitivity vs. time lag, Duration + Pitch Experiment 
Overall, the time lag pattern differs from all three earlier experiments, in that it is not a 
flat trend. In general, it is expected that memory will decay as time lag increases, and so the 
increase in memory is unexpected. However, the observed peak in time lag at 500ms is 
consistent with the pattern in d’ found by Pisoni (1973, p. 13). Pisoni found that d’ was low at 
zero ms ISI, then increased, with a peak at either 250ms (long and short vowels), 500ms (voiced 
stops), or 1000ms (bilabial stops).  The pattern that these results most closely align with are the 
voiced stops, which is perhaps all the more surprising because it would seem that pitch accents 
are most similar acoustically to long vowels rather than bilabial stops.  
Again, because there was no clear category boundary, it cannot be known what steps are 
within or across a category.  For the purpose of visualization, I have again plotted “within” and 
“across” differences by comparing (steps 0_3 and step 7_10) with (steps 4_7 and 3_6). These 
groups of steps are clearly overlapping, with little difference between “within” and “across” 




















Sensitivity vs. time lag
Duration + Pitch Experiment 
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Figure 32 Sensitivity within categories (orange line) vs.  across categories (blue line). 
 
4.4.5 Discussion 
Experiment 5 presents a puzzling result, with unpredicted peaks in both accuracy and 
time lag.  These results do not match my predictions; there are several possible explanations for 
these results.  
It is possible, for example, that while we see statistically significant differences, these 
differences are not meaningful—they are simply noise or are too small to be significant. While 
some differences in sensitivity across the spectrum were relatively small, the sensitivity across 
the continuum varied over 1.5 in d’, a rate equivalently large as the phoneme boundary effect 
shown in Experiment 2.  If I were inclined to discount this result as “too small” I would also 
have to ignore the phoneme boundary effect found in Experiment 2, which replicates a reliable 
and widely-known finding.  This explanation does not seem plausible when interpreted relative 



















Sensitivity Within/Across Category vs. time lag, 




A second possibility is that there are two meaningful categories between an unaccented 
contour and a simple H* peaked accent.  I cannot rule this out with the current results.  That said, 
there is to my knowledge no theory of intonation of American English which would predict two 
categories in this region.  
Lastly, it is possible that the two peaks in discrimination reflect differences in frequency. 
If all past instances of these accents are recorded in memory, then instances which are similar to 
many previously heard instances may be heard or discriminated better. Experiment 5, by itself, 
does not provide strong evidence that can conclusively confirm or refute the theoretical models 
presented in the literature review.  
  It also appears that these results are driven by the way that I calculate d’, and in fact 
may be driven by the “same” trials used in d’ calculations. The same result graphed using only 
the proportion correct (Figure 33, below) shows a high, flat line (in green) indicating a uniform 
proportion correct across the continuum.  No such peaks are visible.  This means that the 
observed peaks in the sensitivity contour are in fact due to accuracy on the “same” trials that 
were paired with the different trials reported below in order to calculate d’. The difference 
between these two results, and the fact that the d’ results more closely match the statistical 
analyses, suggests that the typical reporting of proportion correct may mask true discrimination 




Figure 33 Results of all four experiments, presented in proportion correct 
Despite these puzzling results, there is one strong similarity between these results and 
results of my previous experiments.   These results are similar to both earlier duration, and pitch, 
in that they show high discrimination of cues across the continuum. This underscores the overall 
finding of this chapter: there is strong evidence of memory for within-category detail. Indeed, for 
details on all parts of this continuum are higher than not only within-category detail of 
phonemes, but also across-category phoneme distinctions.  From this data we can make a strong 
prediction that in at least some stages of speech processing, listeners have explicit memory 
access to rich acoustic detail for prosodic features, to a degree that they do not have for 
phonemes. 
The second main finding of this experiment is that the combination of two cues shows 
better discrimination that for either cue individually.  On some level this finding is no surprise—





























different? On another level, however, this finding is important because it provides a prediction 
for naturally occurring pitch accents.  Here, we find not only that within-category details for 
prosody are discriminated in an explicit memory task, but that when two cues are added together 
they are discriminated across the continuum above the level of even across-category phoneme 
differences. We can extrapolate from this finding that within-category differences among 
naturally produced instances of pitch accent (e.g., H*) that involve multiple, co-varying cues will 
be even more discriminable than the controlled differences in this experiment.  Indeed, this may 
be part of what drives the advantage for across-category discrimination that was evident in 
Experiment 1, which involved two naturally produced recordings that differed in an uncontrolled 
number of cues. Together, Experiments 1 and 5 show that additional cues strengthen category 
distinctions, and that duration and f0 contour specifically are each useful cues to pitch accent.   
 
4.5 CONCLUSIONS  
 Overall, results of Experiments 3 and 4 show no evidence of a category boundary for the 
phonological contrast between pitch accented and unaccented syllables.  When compared to the 
sensitivity results from Experiment 2 (phonemes), the overall trend in sensitivity by step 
comparison is more flat for duration and pitch as cues to pitch accent.  In Experiment 5, 
however, the combination of duration and pitch cues along the pitch accent continuum yields a 
discrimination graph with two peaks. Additionally, in Experiment 5 discrimination values for the 
combined cues are consistently higher than discrimination for either cue individually,  and is 
higher than the discrimination of  most of the across-category distinctions for the fricative 
phonemes in Exp. 2 Only the phoneme experiment shows a single peaked contour. The 




Figure 34 Sensitivity by step comparison, all four experiments. 
This result is shown clearly by comparing within- vs. across- category differences over the four 
time lags.  The discrimination peak seen in the phoneme experiment reflects consistently higher 
discrimination for across category differences, compared to within-category differences.   
In terms of time lag, for each of the individual cues to prosody (Duration, Pitch, Duration 
& Pitch), there is a much smaller difference between within- and across-differences when 
compared to Phonemes (see Figure 35) The shape of the decay over the time lag investigated was 
not the same across the experiments,  with duration and pitch peaked, and all others flat. 
However, there is consistency in the shape of the decay within each experiment: both within- and 
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Figure 35 Within- and Across- category differences by time lag, for Experiments 2,3,4, and 5 
 
These time lag results leave two possibilities:  
• There are no abstract categories for prosody, and so information at all points on the 
continuum fades evenly in memory, consistent with an episodic model.  
• Abstract categories for prosody exist, but within-category information for prosody decays 
more slowly than within-category information for phonemes, and it is still present across 
all time lags tested here.  
The data from this experiment can rule out a third theory: that pitch accents are represented 


















































are manifested (longer, incorporating F0), or because of a different phonological representation, 
acoustic cues signaling pitch accents are encoded and recalled from memory differently than 





5 GENERAL DISCUSSION 
5.1 OVERVIEW 
In this general discussion, I connect the findings of the experiments reported herein to the 
theoretical viewpoints outlined in the introduction.  First, I summarize findings across all five 
experiments.  I then return to arguments for and against abstract categories, and relate them to 
my empirical findings.   Based on evidence from this study, I propose a hybrid model of 
perception of speech prosody.  Lastly, I outline future directions for this line of experimentation 
specifically, and for subfields addressing speech prosody more generally.   I conclude with a 
summary of the contributions of this dissertation.  
5.2 SUMMARY OF FINDINGS OF THIS DISSERATION 
Overall, Experiment 1 showed that across-category differences for prosody cued by many 
factors are better remembered than within-category differences in a single acoustic cue.  This 
result suggests that pitch accents have a category structure in the phonological representation, 
and that across-category details of pitch accents are more easily retrievable than within-category 
details in an explicit memory task.  
Experiments 2-55, conversely, showed that in a task which replicates the classic phoneme 
boundary effect, there is little clear evidence for a single category boundary for pitch accent.   
While this is, in some sense, a null result (I looked for categories, I found none) it is a null result 
using what is perhaps one of the most reliably replicated and widely researched phenomena in 
speech perception. If there is no evidence of a category boundary in this task, it strongly suggests 
that the category structure of pitch accents is not the same as phonemes.  
These findings, taken together, appear to be a mixed result. On the one hand, there is 
strong evidence of a benefit for pitch accent categories in Experiment 1; on the other hand, there 
is no evidence of a boundary effect for pitch accents in Experiments 3&4. In a time window in 
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which phonemes and lexical tones show a category boundary, pitch accents do not, suggesting 
that the phonological representation of phonemes and pitch accents differ. In this discussion, I 
argue two main points based on these results. First, that these “mixed” results are in fact 
evidence of hybrid processing of prosody, in which categories and details both play a role, at 
different time points. Second,  phonemes and pitch accents have different availability in an 
explicit memory task, which may indicate a different representation in the lexicon.  
5.3 RETURNING TO EXEMPLAR AND ABSTRACTIONIST ARGUMENTS 
 The introduction of this dissertation laid out three possible approaches to the theoretical 
modeling of prosody.  While some previous attempts have been made to disentangle these 
options, support for these models has at times (as Cangemi (2014) and Ladd (2008) point out) 
lacked a strong connection to empirical evidence, despite the fact that the predictions of these 
models are testable. This study was designed to provide empirical evidence to confirm or refute 
three possible modes of prosodic representation: abstractionist, episodic, and hybrid models.  I 
will now return to the arguments for each of these models, and connect them to the findings 
presented in this study.  
5.3.1 Arguments for abstractionist models 
One of the arguments for the abstractionist AM model of prosody has been AM’s 
similarity to generative phonology models.  Pierrehumbert (2015) for example, clearly states that 
an advantage of AM models is that they “bring prosody in line with other linguistic categories 
(i.e. phonemes).”  However, this argument is called into question by results from experiments 2-
5, which suggest that pitch accents and phonemes are processed differently, and may be 
represented differently in the lexicon. In Experiment 2 listeners show increased discrimination 
for accross-phoneme-category differences, suggesting that in this task, listeners can exhibit 
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sensitivity to category boundaries.  I find no such evidence in experiments 3-5, which use the 
same paradigm but test for category boundaries in pitch accent distinctions. Based on this 
evidence, I argue that phonemes differ from prosody in the accessibility of their representations 
in memory.  We have little to gain in emphasizing parallels in models of the two linguistic 
features if these parallels are not borne out by empirical tests.  
Furthermore, I argue that pitch accents can and should have a different representation in 
theory than phonemes, because there is a fundamental difference between the two. Specifically,  
while the acoustic realization of a given phoneme can be mapped to more than one phoneme, as 
in the case of overlapping vowels in F1 vs. F2 vowel space (Peterson & Barney, 1952), in the 
course of comprehension a phoneme maps directly to the categorical entity, which maps to a 
categorical, contrastive meaning (it’s a /p/ not a /b/à it’s a pear, not a bear), as illustrated in the 
schematic below (Figure 36 model of mapping acoustic realization to phonemes.  While acoustic 
realizations may be perceived and produced as multiple phonemes, there is no equivalent many-
to-many mapping between phonemes and their entry in the lexicon). Even if the acoustic cues are 
ambiguous to /p/ vs. /b/ and even if listeners take time to map the speech signal onto /p/ or/b/, 
eventually the stimulus activates a contrastive entry in the lexicon.  
 
Figure 36 model of mapping acoustic realization to phonemes.  While acoustic realizations may 
be perceived and produced as multiple phonemes, there is no equivalent many-to-many mapping 




It is not at all clear that pitch accents have a similarly clear division between entries in the 
lexicon.  Not only is the meaning signaled by pitch accent often continuous, there may be 
meaningful continuous distinctions between different pitch accents (e.g. there is meaning space 
between question/ statement, each of which is signaled by a different pitch accent). When 
considering both the results of this experiment and the fundamental difference between 
phonemes and pitch accents which I outline above, my results most strongly support a hybrid 
theory of memory for pitch accents. 
 It must be made clear that while these experiments provide no evidence that pitch accents 
and phonemes are represented in the same way, neither do they exclude this result, and I do not 
rule out abstract categories in the representation of pitch accents.  Two advantages of a 
traditional abstractionist models of phoneme processing are (1)  to simplify perception and 
production by allowing variable productions that map to the same category, and  (2) the ability to 
use combinations of finite units to model an infinite system. These advantages remain, despite 
differences between prosody and phonemes. Particularly, abstract categories are helpful in that 
they allow for a many-to-many mapping system, described below.  
 Among those theories of prosody that use abstract categories, there remains some 
disagreement among several proposals of what the inventory of categories should be (Breen et 
al., 2012).  I view this lack of agreement on prosodic units as the byproduct of a key insight of 
empirical research of the last decades:  there is no straightforward one-to-one mapping of 
prosodic form to pragmatic or semantic meaning. Instead, it has been found that some meanings 
are cued by two separate categorical features used together (Gussenhoven, 2004) Similarly, work 
reviewed in the introduction shows that one prosodic form may be used to signify many 
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meanings, and one meaning may be signaled by more than one form (Baumann & Grice, 2006; 
Bishop, 2012). Therefore, we cannot model prosody using a simple model as outlined below: 
 
Figure 37 , simplified model of a one-to-one mapping system, which empirical evidence suggests 
is not possible. 
 Instead, we must create a model which allows for many-to-many mapping.  Of course, 
this many-to-many mapping is not random.  Not all forms can be mapped to all meanings, and 
many mappings of form and meaning are ungrammatical. Still, the literature cited above shows 
that at the very least a model of prosodic mapping cannot be a deterministic one-to-one mapping.  
 
Figure 38  A hypothetical model of a many-to-many mapping. In this model, form A can only be 
mapped to category A and meaning "New", but Form B can be mapped to Category A or B and 




If a deterministic model such as Figure 38 is out of the question, one might assume that 
abstract categories lose their utility.   In fact, abstractionist models argue just the opposite: a key 
insight from  (Pierrehumbert, 2016) is that an abstract intermediate level of representation 
between form and meaning will allow this complex mapping to be modeled. In and of itself, this 
does not necessarily mean that we must have categorical units in the phonological representation 
of prosody. However, when this argument for abstract categories is paired with evidence from 
Experiment 1, which clearly shows an advantage in memory for across-category distinctions of 
pitch accent in an explicit memory task, as well as previous results of categorical perception 
cited in the literature review,  there is strong support for  abstract categories in the processing of 
prosody.  
5.3.2 Arguments for episodic models 
One argument against abstractionist models of prosody is the problem alluded to above:  
the intractable problem of deciding what the categories should be. Due to what (Yi Xu, 2011) 
terms “the lack of a reference problem” there is no orthographic representation for prosody, and 
so while speakers use prosody, they do not use labels to describe it, and they do not write it 
down.  In the most pessimistic view, one could argue that 100+ years of research in the western 
tradition has not yielded a widely agreed upon set of prosodic forms, and disagreement across 
listeners has been found in many annotation tasks with differing labels (Breen et al., 2012; Cole 
et al., 2010b; Kimball & Cole, 2014), suggesting that the labels imposed on intonation systems 
are not accurate. Certainly, In the face of the mountain of work that has investigated prosody, the 
fact that there is disagreement on something as fundamental as the inventory of pitch accents in a 
 105 
language suggests that there are not obvious categories that make clear meaning distinctions and 
are intuitively available to speakers in the same way that phoneme labels are.   
However, I find citing a lack of agreement as evidence against categories unconvincing. 
While there may be disagreements as to the full inventory of pitch accents for certain languages, 
there remain many accents which are widely agreed upon and faithfully transcribed in empirical 
tasks (see rates in Breen et al., 2012). Moreover, at the end of the day, the lack of agreement on a 
model cannot rule out categories altogether. The fact that we cannot find wide agreement on a set 
of pitch accent categories that explains all speech to be modeled is simply a null result, rather 
than firm evidence that no categories exist.  
More powerful than a lack of agreement is the direct empirical evidence provided 
through experimentation. The experiments within this dissertation test the extent to which 
within-category detail is available in memory.  Experiments 3-5 show above chance sensitivity 
for subcategorical detail across a continuum for duration, pitch, and the combination of the two. 
This is doubly persuasive because explicit memory has been shown to be less sensitive to within-
category detail than implicit memory tasks in tests of phoneme categories (compare explicit 
results reviewed in Repp, 1984 with implicit tasks used in tests of episodic models such as 
Goldinger, 1998).  Despite this reported bias against finding within-category sensitivity, in 
Experiments 3-5 I find strong explicit memory for within-category details of prosody. Indeed, 
the discrimination is so consistently strong across a continuum that there is no evidence for a 
boundary. If we can find evidence for within-category discrimination in this task which is biased 
against it, it strongly suggests that the observed within-category discrimination is a reliable 
effect.   
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Overall, when considering the arguments laid out in the last two sections together with the 
experimental results reported herein, I argue that there are two key insights to apply to a new 
theory of the cognitive representation of prosody:  
1. Intermediate categories between form and meaning are both useful and necessary to 
model pitch accent.   
2. Mapping between form and meaning activates details of previously heard instances in 
memory, meaning categories alone are not sufficient to model current empirical results.   
In other words, a hybrid model is necessary to model these problems, not as a default or a 
stopgap, but rather because there is specific, empirical evidence of both category boundary and 
sensitivity to within category detail. In the next section I outline a new theory of processing of 
prosody, which includes both categories and details.   
5.4 A HYBRID MODEL OF SPEECH PROSODY   
In refining current models to account for recent prosody research and the results of this 
study, I argue that models of prosody can be improved by including insights from hybrid models 
of memory. Of course, we cannot model speech perception without modeling short term 
memory. At every stage, speech perception is inextricably linked to memory, and static models 
that show speech perception at one moment cannot encompass the full process of understanding 
speech. Instead, we need dynamic models that show activation over time. This type of model 
already exists in several places in the literature:  models of sentence processing deliberately show 
how sounds are matched to meaning in the lexicon as speech unfolds, and research in adaptation 
shows how speech processing may shift over time. However, this paper is the first to specify a 
hybrid model of the processing of pitch accents.  
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Before I present the model, I will underline that a danger of hybrid models is that by 
including both categories and details we can end up with a kitchen sink model, which encodes 
more detail than is possible, or becomes so generalized it is unfalsifiable.  To avoid this, the 
model presented herein aims to be specific, detailed, and falsifiable.  It is expected that future 





HYBRID MODEL OF MEMORY FOR PITCH ACCENTS:  
Listeners store in the mental lexicon abstract categories of pitch accents, as well as an 
exemplar cloud of heard instances of pitch accents.  In the first moments of speech perception, 
listeners map fine detail in the signal to previously heard instances and activate the abstract 
category of pitch accent.  Within- and across-category information are equally strong in memory 
for a brief time, but after a time lag, and with perceptual processing of auditory speech input, 
listeners are able to retrieve only categories (as defined by the pitch accents specified in the ToBI 
labeling system), in an explicit memory task.  Memory for within-category detail is retained in 
memory and can be measured in implicit tasks, but memory for across-category differences is 






A schematic of this model for Pitch accents is below.    
 
Figure 39 Model of the processing pitch accents.  The speaker hears the auditory stimulus and matches it to the exemplar cloud, 
where it is recorded. The details activate an abstract category.  While both details and the category are available in a short time 
lag explicit memory task, memory for across-category distinctions is stronger and decays less quickly. 
 
The equivalent model for phonemes (below) would show several differences, including weaker 




Figure 40 Model of the processing phonemes.  The speaker hears the auditory stimulus and records it in detail in sensory 
memory. The details activate an abstract category.  Within-category details are much less strongly encoded than details of pitch 
accent, and are not evident in an explicit memory task. They are, however,  shown to be present through implicit memory tasks. 
As in the model for pitch accents, memory for across-category distinctions is stronger than memory for within-category detail  
and decays less quickly. 
This model makes the following predictions which can be tested in future work:  
1. Memory for phonemes and pitch accents will differ when measured with explicit 
memory tasks, as shown in experiments 2-5 
2. Separate Pitch Accents defined in the ToBI inventory will show better 
performance in explicit and implicit memory tasks than variations on the same 
accent (for example, different contour shapes of the same accent), as shown in 
experiment 1. 
3. Details for pitch accents will be retained and accessible in an implicit memory 
task. (not shown in these experiments) 
4. Memory for detail of pitch accents will be consistently stronger than memory for 
detail of phonemes. (shown in experiments 2-5) 
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5.5 FUTURE WORK 
Researchers attempting to specify the representation of pitch accents still face many open 
questions.  I identify three questions in particular as important ones to address in research on the 
representation of intonation in the immediate future.    
What abstract categories are necessary to model experimental tests of processing 
intonation?  This is similar to a fundamental question that has been investigated for many 
decades: “What are the units of intonation?” However, I reframe the question to emphasize 
experimental evidence and the development of models which encompass only necessary 
categories.  Since we already have robust work in developing several models and comparing 
them (e.g. Pierrehumbert, 2017) we can benefit greatly from using the models that have already 
been developed as a starting point and moving emphatically from design to testing, by 
investigating specific predictions of our models experimentally.  
How can we test hybrid models?  Hybrid models have been suggested in several areas of 
language processing, but many of these models stop short of making specific predictions.  Now 
that there are repeated attempts to form these models and growing support of them, we can move 
from general models that simply espouse the idea of encompassing both details and categories to 
more specific models that make testable predictions of how these models shape online 
processing and what precisely is stored in the mental representation of linguistic features. 
To what extent is prosody processed in the same way as other linguistic features?  Results 
of the experiments reported in this dissertation show that memory for the within-category 
acoustic detail of a heard phoneme is not accessible in an explicit memory task, while memory 
for within-category detail of a heard pitch accent is accessible. However, this does not preclude a 
model of processing prosody and phonemes that shares many features.  The models proposed in 
 111 
Figure 39 and Figure 40 provide an example of two similar structures that encompass the 
observed difference in experimental results. The question of whether prosody is fundamentally 
understood in the same way as other linguistic information remains a pertinent one, and I 
maintain that detailed experiments such as Experiments 2-5 have the potential to reveal broader 
truths about the extent to which intonation should be considered to be similar to other language 
features.  
In addition to these broad areas of opportunity for the field as a whole, there are three 
specific follow-up designs that would extend and improve the experiments shown in this 
dissertation.   First, the advantage for memory for across-category distinction of pitch accents 
observed in Experiment 1 could be due to the increased number of cues signaling a cross 
category boundary, or it could be due to the fact that Experiment 1 included not only a time lag, 
but also intervening information.  A further examination of the contribution of having many 
cues, as well as investigation of the effect of intervening auditory and non-auditory distractors 
would help tease apart what exactly drives this advantage for categorical information.  
Second, this dissertation made no investigation of individual differences in perception, 
despite the fact that individuals are known to vary in metalinguistic tasks that ask about prosodic 
features (Cole et al., 2010b; Kimball & Cole, 2014; 2016). Language background and musical 
training have both been found to affect comprehension of pitch (Bresson, Schon, Moreno, & 
Magne, 2007; Yisheng Xu, Gandour, & Francis, 2006)and it may be that the memory categories 
proposed above differ greatly for individuals, based not only on domain-general differences such 
as working memory, but also due to specific language experience. In this experiment, musical 
training information was collected but was not addressed due to limitations of the statistical 
models used. In order to continue using this paradigm, advances in statistical practice will have 
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to be used, such as using Bayesian models to improve the chance of convergence. (Kimball, 
Shantz, Eager, & Roy, 2018)  
Lastly, the memory paradigm used here leaves several unanswered questions about the 
robustness of memory for detail in prosody. Specifically, it is unknown from the results of these 
experiments whether the observed effects are due to differences at encoding or retrieval, or the 
extent to which distraction or acoustic information between encoding and retrieval information 
affects decay.  Future work focusing on online processing of pitch accents could be designed to 
tease apart these differences through introducing distractor tasks, either auditory or non-auditory, 
to investigate the relative contribution of time and attention to the decay in memory. 
5.6 CONCLUSION 
This dissertation used a memory paradigm to show that listeners are sensitive to within-
category differences in pitch accents, but are less sensitive to within-category differences of 
phonemes in the same paradigm. These results represent a significant advance for the field, in 
that they provide the first direct evidence that a hybrid model is necessary to model pitch accent, 
and therefore strongly motivate a move away from strictly abstractionist views.  The dissertation 
makes use of a classic memory paradigm which has the advantage of being widely replicated and 
tying directly to older results in the field, and also, due to its online implementation, provides for 
scalable investigations with an unmatched quickness in hypothesis testing.  Basic research on 
speech prosody has the potential for great impact for language learners, engineers working on 
automated speech, and clinical populations such as individuals with autism who have been 
shown to have prosodic deficits.  By moving the conversation beyond an either-or discussion of 
encoding details vs. categories and toward more detailed, testable models, it will be possible to 
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APPENDIX A: EXPERIMENTAL MATERIALS 
Recruitment announcement 
Title: Psychology experiment about language 
Description: In this experiment, you will listen to recordings of words and say if they are the 
same or different. Most turkers take about 20 min to do this task. 
 
Consent form 
Department of Linguistics 
University of Illinois at Urbana-Champaign  
4088 Foreign Languages Building, MC-168 
707 South Mathews Avenue 
Urbana, IL 61801-3625 
 
Memory for detail in speech 
Directed by Prof. José Ignacio Hualde, graduate student Amelia Kimball 
Please read this consent agreement carefully. You must be 18 years old or older to participate. 
Purpose of the research: We are studying how people hear and read English. We are interested in how different 
parts of words in a sentence stand out and how sentences may be broken up into different parts. The purpose of 
the study is to advance scientific knowledge about how people use language. 
What you will do in this study: In this experiment, you will be played recordings of sentences in English or be shown 
a transcript of sentences in English. You will either read or listen to the sentences.  Then you will be asked questions 
about the sentences.  You might be asked to compare two samples or categorize them, or to write in how you would 
finish a sentence.    You might also be asked to report whether you think a sentence is natural or mark parts of the 
sentence that are emphasized or where there are breaks.   
The session is expected to take 30 minutes to complete. 
Risks: There are no anticipated risks associated with participating in this study, beyond those of daily life. 
Benefits: This research will provide valuable data on language use which will contribute to basic linguistic science. 
Compensation:  On completion of the task you will be paid $4 
Voluntary Withdrawal: Your participation in this study is completely voluntary, and you may withdraw from the 
study at any time by closing your browser.  
Exclusion of Data:  You may request to have any of the responses submitted by you deleted without penalty.  Those 
responses would then be excluded from the study. 
 
Confidentiality: In general, we will not tell anyone any information about you. When this research is discussed or 
published, no one will know that you were in the study.  However, laws and university rules might require us to 
disclose information about you.  For example, if required by laws or University Policy, study information which 
identifies you and the consent form signed by you may be seen or copied by the following people or 
groups:  The university committee and office that reviews and approves research studies, the Institutional Review 
Board (IRB) and Office for Protection of Research Subjects; University and state auditors, and Departments of 
the university responsible for oversight of research 
Your participation in this study will remain confidential, and your identity will not be stored with your data. Your 
answers will be associated with a code number and your name or other identifying information will not be stored 
together with your answers. All data will be stored in the investigator’s password protected computer storage drive. 
Data records will be retained for at least 5 years following publication of the results.  Results of this study may be 
presented at conferences and/or published in books, journals and/or in the popular media. 
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You will be asked to provide your Amazon Mechanical Turk worker ID. Your worker ID will be used only to ensure 
payment of participants.  Your worker ID will never be published or seen by anyone not on the research team. 
Researchers will make no attempt to link the 14-digit Amazon Mechanical Turk (AMT) ID to identifiable information 
that may appear on the internet.  
 
Further information: If you have questions about this study, please contact Amelia Kimball  (akimbal2 
<at>illinois.edu) or José Ignacio Hualde (jihualde<at>illinois.edu); Department of Linguistics, University of Illinois, 
Urbana, IL 61801. If you feel you have not been treated according to the descriptions in this form, or if you have any 
questions about your rights as a research subject, including questions, concerns, complaints, or to offer input, you 
may call the Office for the Protection of Research Subjects (OPRS) at 217-333-2670 or e-mail OPRS 
at irb@illinois.edu 
 
Agreement: The purpose and nature of this research have been sufficiently explained and I agree to participate in 
this study. I certify that I am 18 years old or older and by clicking the box below I indicate my willingness to 
voluntarily take part in the study.   
 
[ ]  click here 
 
 
































AGE: __________________________  
GENDER:          Female                 Male   Other 
Please answer the following questions about yourself:  
1.Do you have any known hearing problem?        YES                    NO  
2. Do you speak any languages other than English?               YES                      NO  
 
If YES please list: ____________________________________________  
 
Was English the first language you learned?         YES                  NO  
 
3. Do you have any musical training?           YES   NO 
 If YES, please list  instrument and number of years of training:  
  Instrument:_______________________ years:__________ 
 






4. What state or country did you grow up in? (list the US state you spent the most time in while 
under age 18.  If you grew up in another country, name the country.)  
_________________  
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APPENDIX B: CODE FOR STATISTICAL ANALYSES 
R code for data analysis 
 
#Prosmem Results Final Analysis 















#interpret timelag as a factor 
diff_data$TIME_LAG<-as.factor(diff_data$TIME_LAG) 
 
#remove same trials 
diff_data<-subset(final_data,final_data$CORR_RESP=="DIFF") 
 




#drop unused levels in all variables to be used in model ( 














#create contrast matrix for step pairs: forward difference 
coding 




                           6/8,6/8,-2/8,-2/8,-2/8,-2/8,-2/8,-
2/8, 
                           5/8,5/8,5/8,-3/8,-3/8,-3/8,-3/8,-3/8, 
                           4/8,4/8,4/8,4/8,-4/8,-4/8,-4/8,-4/8, 
                           3/8,3/8,3/8,3/8,3/8,-5/8,-5/8,-5/8, 
                           2/8,2/8,2/8,2/8,2/8,2/8,-6/8,-6/8, 
                           1/8,1/8,1/8,1/8,1/8,1/8,1/8,-7/8), 





my.forward.diff.4 = matrix(c(3/4, -1/4, -1/4, -1/4, 1/2, 1/2, -
1/2, -1/2, 








                +(1|diff_data$SUBJ_SHORT),family=binomial) 
#model does not converge 
 
############## 
#just phoneme#  
############## 










#interpret time lag as a factor 
phon_data$TIMELAG<-as.factor(phon_data$TIME_LAG) 
 
#set step contrasts 
contrasts(phon_data$STEP_PAIR_COLL)<-my.forward.diff 
 




























































































                      +(1|durpitch_data$SUBJ_SHORT), 
family=binomial, data=durpitch_data) 
 
#does not converge! 
 
##################### 









#make tables for each model result 
library(stargazer) 
 
#Phoneme regression results 
stargazer(phon_model, type="text", title="Regression Results, 
Phoneme Experiment", 
       dep.var.labels=c("Accuracy"), 
      covariate.labels=c("Comparison 1 vs. comparison 
2","Comparison 2 vs. comparison 3","Comparison 3 vs. 
comparison 4","Comparison 4 vs. comparison 5","Comparison 5 
vs. comparison 6","Comparison 6 vs. comparison 
7","Comparison 7 vs. comparison 8", "250ms vs 500ms","500ms 
vs 1000ms","1000 vs 1500 ms"), 
      keep.stat="n",  single.row=TRUE, report='vcsp*', 
out="/Users/ameliakimball/Desktop/phontable.txt") 
 
#Pitch regression results 
stargazer(pitch_model, type="text", title="Regression Results, 
Pitch Experiment", 
          dep.var.labels=c("Accuracy"), 
          covariate.labels=c("Comparison 1 vs. comparison 
2","Comparison 2 vs. comparison 3","Comparison 3 vs. 
comparison 4","Comparison 4 vs. comparison 5","Comparison 5 
vs. comparison 6","Comparison 6 vs. comparison 
7","Comparison 7 vs. comparison 8", "250ms vs 500ms","500ms 
vs 1000ms","1000 vs 1500 ms"), 
          keep.stat="n",  single.row=TRUE, report='vcsp*', 
out="/Users/ameliakimball/Desktop/pitchtable.txt") 
 
#Duration regression results 
stargazer(dur_model, type="text", title="Regression Results, 
Duration Experiment", 
          dep.var.labels=c("Accuracy"), 
          covariate.labels=c("Comparison 1 vs. comparison 
2","Comparison 2 vs. comparison 3","Comparison 3 vs. 
comparison 4","Comparison 4 vs. comparison 5","Comparison 5 
vs. comparison 6","Comparison 6 vs. comparison 
7","Comparison 7 vs. comparison 8", "250ms vs 500ms","500ms 
vs 1000ms","1000 vs 1500 ms"), 




#Duration regression results 
stargazer(pitch_model, type="text", title="Regression Results, 
Duration and Pitch Experiment", 
          dep.var.labels=c("Accuracy"), 
          covariate.labels=c("Comparison 1 vs. comparison 
2","Comparison 2 vs. comparison 3","Comparison 3 vs. 
comparison 4","Comparison 4 vs. comparison 5","Comparison 5 
vs. comparison 6","Comparison 6 vs. comparison 
7","Comparison 7 vs. comparison 8", "250ms vs 500ms","500ms 
vs 1000ms","1000 vs 1500 ms"), 
          keep.stat="n",  single.row=TRUE, report='vcsp*', 
out="/Users/ameliakimball/Desktop/durpitchtable.txt") 
 
 
 
 
 
