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Abstract: 
The paper is aimed on research of large scale systems treated as dynamic multi-parametric systems. The 
work deals with theoretical grounds regarding large systems and eduction of basic mathematical formulas. This 
lies the basis for simulation of such systems and design of their controllers. The principles of large scale systems 
control are implemented and tested on an electricity network system. The work deals with creating a simulation 
model of an electricity network with 15 interacting areas of control. The system and designed controllers are 
simulated in matlab simulink environment. The work explores the influence of interactions of controllers in all 
control areas and different basic controllers on effectivity of the electricity network system as a whole complex. 
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1. Introduction 
The notion of “Large-Scale” is a very 
subjective one in that one may ask: How large is large? 
There has been no accepted definition for what 
constitutes a “large-scale system. Many viewpoints 
have been presented on this work. One viewpoint has 
been that a system considered large-scale if it can be 
decoupled or partitioned into a number of 
interconnected subsystem or “small-scale” systems for 
either computational or practical reasons. Another 
viewpoint is that a system is large-scale when its 
dimensions are so large that conventional techniques of 
modeling, analysis, control, design, and computation 
fail to give reasonable solutions with reasonable 
computational efforts. In other words, a system is large 
when it requires more than one controller [4]. 
Similar problems exist as well in other complex 
systems, such as: 
• Command and Control Systems 
• Computer Networks; Complex 
• Complex Aircraft Control Systems 
• Chemical Process 
• Power Systems 
• Distribution 
• Highway 
 
2. Hierarchical Control of large Scale 
Systems 
The notion of large-scale system, as it was 
briefly discussed, may be described as a complex  
 
 
system composed of a number of constituents or 
smaller subsystems serving particular functions and 
shared resources and governed by interrelated goals 
and constraints (Mahmoud, 1977). Although 
interaction among subsystems can take on many 
forms, one of the most common one is hierarchical, 
which appears somewhat natural in economic, 
management, organizational, and complex industrial 
systems such as steel, oil, and paper. Within this 
hierarchical structure, the subsystems are positioned 
on levels with different degrees of hierarchy. a 
subsystem at a given level controls or ‘coordinates’ 
the units on the level below it and is in turn, controlled 
or coordinated by the unit on the level immediately 
above it figure (2).shows a typical hierarchical 
(“multilevel”) system [4]. The highest-level 
coordinator, sometimes called the supremal 
coordinator, can be thought of as the board of 
directors of a corporation, while another level’s 
coordinators may be the president, vice-presidents, 
directors, etc. 
The lower level can be occupied by plant 
managers, shop managers, etc, while the large-scale 
system is the corporation itself. In spite of this 
seemingly natural representation of a hierarchical 
structure, its exact behaviour has not been well 
understood mainly due to the fact that very little 
quantitative work has been done on these large-scale 
systems (March and Simon, 1958). Mesarovic et al. 
(1970) presented one of the earliest formal 
quantitative treatments of hierarchical (multilevel) 
system. Since then, a great deal of work has been done 
in the field (Schoffler, and Lasdon, 1966; Beneveniste 
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et al, 1976; smith and sage, 1973; geoffrion, 1970; 
Schoffler, 1971; Pearson, 1971; Cohen and   Jolland, 
1976; Sandell et al, 1978; Singh, 1980). 
 
Figure 1.A Hierarchical (Multilevel) Control Strategy for 
a Large-Scale System 
 
There is no uniquely or universally accepted set 
of properties associated with the hierarchical system 
however, the following are some of the key properties 
• A hierarchical system consists of decision-
making components structured in a pyramid 
shape figure. (2). 
• The system has an overall goal, which may  
             (or may not) be in harmony with all its     
             individual components. 
• The various level of hierarchy in the system 
exchange information (usually vertically) 
among themselves iteratively.  
• As the level of hierarchy goes up, the time 
horizon increases; i.e, the lower-level 
components are faster than the higher-level 
ones.  
 
3. Decentralized Control  
Most large-scale-systems are characterized by a 
great multiplicity of measured outputs and inputs. For 
example, an electric power system has several control 
substations, each being responsible for the operation of 
portion of the overall system.  This situation arising in a 
control system design is often referred to as 
decentralization. The designer for such systems 
determines a structure for control, which assigns system 
inputs to a given set of local controller (station), this 
observes only local system output.  In other words, this 
approach, called decentralized control, attempts to 
avoid difficulties in data gathering, storage 
requirements, computer program debugging, and 
geographical. 
 
Figure 2 Decentralized Control Structure 
The basic characteristic of any decentralized 
system is that from one group of sensors or transfer of 
information actuators to others is quite restricted. For 
example, in the system of figure (1) only the output y1 
and external input v1  are used to find the control u1, 
and likewise the control u2, is obtained through only 
the output y2 and external input v2. The determination 
of control signal u1 and u2 based on the output signals 
y1 and y2, respectively, is nothing but two 
independent output feedback problems, which can be 
used for stabilization or pole placement purposes. It is 
therefore clear that the decentralized control scheme is 
of feedback from, indicating that this method is very 
useful for large-scale linear systems This is a clear 
distinction from the hierarchical control scheme, 
which was mainly intended to be an open –loop 
structure 
4. Decentralized Control with Discrete  
Event 
It will be assumed that the large-scale system 
to be controlled is described by the linear vector 
differential equations: 
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where x1(t) ∈  rn is the system state, x1(t) ∈  rm is the 
control and ai, bi, aij are matrices of dimensions n x n, 
n x m, n x n, respectively. The stochastic behavior 
comes from the dependence of ai, bi, aij on r(t). denote 
the event  [ai(t), bi(t), aij(t)] = [ai,k, bi,k, aij,k] when r(t) = 
k and denote the set s = {1,2,..., s}. the stochastic 
variation of the process parameter will be described by 
the Markov process r(t): 
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Denoting the state probability vector as; 
[ ]Ts tptptp )(.,),........()( 1=  
And the transition matrix as p we can consider 
modes of the system as states of the Markov process 
with a finite number of states ek, k = 1,2,..., s and 
continuous time 
00
.
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It is assumed that the following sequence of 
events occurs at time "t": 
1. xi and xj are observed exactly, 
2. then ai,k, bi,k, aij,k  switches to ai,l, bi,l, aij,l  , 
3. then ui,k is applied in the sense of some averaged 
quadratic performance index 
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The optimal solution in the sense of (4) can be 
expressed 
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where  r(t) = k ; i= 1,2,..., n;  k= 1,2,.. .,s.  The matrices 
ki,k and the vectors hi,k can be computed from a set of 
coupled stochastic differential equations 
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hi,k(t) = 0;    i, j = 1,2,...,N;     k,l = L,2,...,S 
The equation (6) is generally known from [7], [8] the 
equation (7) is obtained from the equations for 
deterministic problem where is necessary to compute m 
{hi,k(t)} = m {hi,k(t)| r(t) = k} the proof of the relation 
(7) is described in [6].. 
 
5. Simulation Results for Fifteen Area 
Systems (With & Without Interaction) 
At the end of simulation is shown some 
interpretations of simulation, which are acquired from the 
simulation program Matlab:  
Step Input Pd (HZ):            Starrt of error time Td (S):       
 (Pd01) = 0.01                       (Td01) =10 
 (Pd02) = 0.01.                      (Td02) =10 
 (Pd03) = 0.01                       (Td03) =10 
 (Pd04) = 0.01                       (Td04) =10    
 (Pd05) = 0.01                       (Td05) =10 
 (Pd06) = 0.01                       (Td06) =10   
 (Pd07) = 0.01                       (Td07) =10  
 (Pd08) = 0.01                       (Td08) =10 
 (Pd09) = 0.01                       (Td09) =10    
 (Pd10) = 0.01                       (Td10) =10     
 (Pd11) = 0.02                       (Td11) =20   
 (Pd12) = 0.02                       (Td12) =20  
 (Pd13) = 0.02                       (Td13) =20    
 (Pd14) = 0.02                       (Td14) =20 
 (Pd15) = 0.02                       (Td15) =20   
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Figure 3.Fifteen Area Systems (With Interaction) 
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Figure 4.Fifteen Area Systems (Without Interaction) 
 
6. Conclusion 
Large-scale systems are often controlled by 
more than one controller or decision maker involving 
“decentralized” computations. Large-scale systems 
can also be controlled by local controllers at one level 
whose control actions are being coordinated at another 
level in a “hierarchical” (multilevel) structure. 
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Large-scale systems are usually represented by 
imprecise “aggregate” models. Controllers may operate 
in a group as a “team” or in a “conflicting” manner 
with single- or multiple-objective or even conflicting-
objective functions. Large-scale systems can also be 
controlled by local controllers at one level whose 
control actions are being coordinated at another level in 
a “hierarchical” (multilevel) structure. Large-scale 
systems are usually represented by imprecise 
“aggregate” models. We observe that, from all results 
of five area systems the values of outputs decays till 
zero value and that when the control area systems is 
connected with the Interaction functions. Large-scale 
systems can also be controlled by local controllers at 
one level whose control actions are being coordinated 
at another level in a “hierarchical” (multilevel) 
structure. Large-scale systems are usual. 
 
We observe that, from all results of fifteen area 
systems the values of outputs decays till zero value and 
that when the control area system is connected with the 
Interaction. 
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