Abstract. We show that if is a C 2;1 smooth, strictly pseudoconvex domain in C n then the pluricomplex Green function for with several xed poles and positive weights is C 1;1 .
Introduction
If is a bounded domain in C n , p 1 ; : : : ; p k 2 are distinct and 1 ; : : : ; k > 0 then the corresponding pluricomplex Green function is given by g = supB; where B = fv 2 PSH( ) : v < 0; lim sup and by De] Mu can be well de ned as a nonegative Borel measure if u 2 PSH( ) and u is locally bounded near @ . In this paper we want to show the following regularity result: Theorem 1.1. Assume that is C 2;1 smooth and strictly pseudoconvex. Then g 2 C 1;1 ( n fp 1 ; : : : ; p k g) and jr 2 g(z)j C min i jz ? p i j 2 ; z 2 n fp 1 ; : : : ; p k g;
where C is a constant depending only on ; p 1 ; : : : p k ; 1 ; : : : ; k . One can treat it as a regularity result for the complex Monge-Amp ere operator and indeed this the main tool in the proof. The obtained regularity is the best possible: as shown in Co] and EZ], the Green function for a ball with two poles and equal weights is not C 2 .
The case k = 1 was treated in Gu] and B l3]. In Gu] the C 1; regularity for < 1 was claimed. However, the proof contained an error (inequality (3.6) on p. 697 in Gu] is false). Then in B l3], using some results from Gu] and a method similar to the one used in BT1] involving holomorphic automorphisms of a ball, the C 1;1 regularity was shown. Afterwards, in the correction to Gu], a di erent method was used to show the C 1; regularity.
Here To get a priori estimate for the second derivative on the boundary we follow the method from CKNS] (used also in Gu]). In fact, all quantitative estimates necessary to obtain the constant from Theorem 1.1 are included here. We only make use of existence result -Theorem 1.1 from Gu] (it would even be enough to use Theorem 1 from CKNS]).
By the way, we are also able to show the following regularity of g: Notation. If z = (z 1 ; : : : ; z n ) 2 C n then x i = Re z i , y i = Im z i . If 2 C n , j j = 1 then by @ m u(z) we will denote the m-th derivative of u in direction at z. For provided that " is such that m log("=r) ? " 2 < kM log(r=R) ? R 2 :
Similarly as in B l2], let : R ! R be C 1 smooth and such that (t) = 0; t ?1;
(t) = t; t 1; 0 0 (t) 1; t 2 R; 00 (t) 0; t 2 R: Note that if k = 1 then we may choose r 0 = r in Proposition 2.1.
Proof of Theorem 1.2. By (2.2) g " ! g locally uniformly on the set (1.1) as " ! 0.
It is thus enough to show that for a xed small " g " is continuous as a function In the proof of Theorem 1.1 we will also need to approximate g " . If 0 " < r and 0 1 de ne g "; := supfv 2 PSH \ L 1 ( ) : v g " ; Mv in " g:
Note that g "; is increasing in " and decreasing in . We also have (2.3) g " + (jz ? p 1 j 2 ? R 2 ) g "; g " : 6 ZBIGNIEW B LOCKI Proposition 2.2. g "; 2 PSH( ), Mg "; = in " . If is hyperconvex and 0 < " < r 0 then g "; is continuous on . If is C 1 smooth and strictly pseudoconvex, 0 < " < r 0 and 0 < 1 then g "; 2 C 1 ( " ). For small h 2 C n and z 2 " with jhj < dist(z; @ " ) < 2jhj we have jg "; (z + h) ? g "; (z)j C(jhj): where C is a constant depending only on n; k; R; r; m; M and B.
The Our goal will be to estimate jr 2 g "; j for small "; . First, we need such an estimate on @ " . We will follow the method from CKNS] (see also Gu]). We shall prove two theorems. Fix z 0 2 @ . We may assume that N z 0 = (0; : : : ; 0; 1), so that @ N z 0 = @=@x n .
Since both and u are C 1 de ning functions for , there exists a C 1 function v, de ned in a neighborhood of @ such that u = v and v > 0 on \ U. Therefore, if t; s 2 fx 1 ; y 1 ; : : : ; x n?1 ; y n?1 ; y n g, then (Here (u ij ) denotes the inverse transposed matrix of (u ij ).) Hence, we can compute u ij T ij = ?u x n u ij f ij ? 2Re u ij u ix n f j = ?u x n u ij f ij ? 2f x n ? 2Im u ij u iy n f j :
Since u ij (u 2 y n ) ij = 2u ij u iy n u jy n ; the Schwartz inequality and (4.5) give u ij ( T + 1 2 u 2 y n ) ij u x n u ij f ij 2f x n ? u ij f i f j ?C 6 ( X i u ii + 1):
On @ we have u y n = u x n y n = x n and thus by (4.4) j T + 1 2 u 2 y n j C 7 jz ? z 0 j 2 ; z 2 @ \ B(z 0 ; e ):
Moreover, j T + 1 2 u 2 y n j C 8 in \ B(z 0 ; e );
and we obtain that if w = T + 1 2 u 2 y n ? C 9 jz ? z 0 j 2 , where C 9 is big enough, then w 0 on @( \ B(z 0 ; e )) and u ij w ij ?C 10 (
Therefore, if C 11 and C 12 are big enough then w+C 11 +C 12 u 0 on @( \B(z 0 ; e )) and u ij (w + C 11 + C 12 u) ij 0 in \ B(z 0 ; e ). By the maximum principle w + C 11 + C 12 u 0 in \ B(z 0 ; e ) and thus jT x n (z 0 )j C 11 A + C 12 B:
Proof of Theorem 4.2. Set is big enough then the constants A; a and b are good also for j and j . Thus, we may assume that (and thus ) is C 1 , provided that we prove that the constant in Theorem 1.1 depends only on n; k; r; R; m; M; A; a and b.
By Proposition 2.2 g "; 2 C 1 ( " ), if 0 < " < r 0 , 0 < jr 2 g "; j C 5 " 2 on @B(p i ; "):
The rest of the proof will be a compilation of the methods from B l3] and from the proof of Theorem 3.1. Fix a 2 n fp 1 ; : : : ; p k g. From the fact that g "; is psh it follows that If we let 00 " , " 0 # 0 and use (4.6), (4.7) then the desired estimate follows.
