Abstract -This note examines the asymptotic properties of the Wald statistic in vector autoregressions (VAR) that may have unit roots. Within this framework we extend the theoretical results to nonlinear restrictions. As an example we study constraints derived from linear(ized) rational expectations models focusing on the expectations hypothesis using U.S. term structure data. For such cross-equation restrictions the statistic has a nonstandard distribution because the restrictions constrain the row space of the total impact matrix of the VAR. A Monte Carlo study is performed, and we find that the test statistic is somewhat oversized in small samples.
I. Introduction
The general distribution theory for testing linear restrictions in linear time-series models that may have unit roots is given in Sims et al. (1990) . They show that the Wald statistic converges weakly to a random variable, which is constructed from functionals of a multivariate Brownian motion. Generally, its distribution is not the x 2 but nonstandard, so that application of the theory can be computationally demanding. The asymptotic representation for the statistic also depends on the number of unit roots, thus complicating inference further.
The objective of this note is to extend the theory in Sims et al. to nonlinear restrictions (see also Nagaraj and Fuller (1991) ). As in Watson (1994) a vector autoregression (VAR) model is considered. The analysis focuses on cross-equation restrictions derived from rational expectations models. We show that such restrictions typically imply a nonstandard distribution and that they provide a lower bound for the number of cointegration relations as well as the complete cointegration space for that bound, thereby giving a suggestion for the number of unit roots and their location. Such information is, as mentioned above, needed to simulate the nonstandard distribution of the Wald statistic. As an illustration we reexamine the expectations hypothesis for U.S. term structure data on one-and three-month bond yields. As in Campbell and Shiller (1991) the hypothesis is strongly rejected. A small Monte Carlo study indicates that the Wald statistic is somewhat oversized in small samples, suggesting the use of low nominal levels in practice.
II. Notation and Preliminaries
In this section we briefly present the model and some theoretical concepts. Whenever possible, the notation from Sims et al. (1990) and Watson (1994) is used.
Consider the VAR model
where y t is n 3 1, y 0 , . . . , y 12p are fixed, and e t is a martingale difference process with constant and nonsingular covariance matrix V and finite fourth moments. We assume that the conditions in Johansen (1991, theorem 4.1) are satisfied such that y t is either I(0) or I(1) and possibly cointegrated. Theorem 1 in Sims et al. (1990) provides the asymptotic behavior of the ordinary least-squares (OLS) estimates of r, A i , while the limiting behavior of the Wald statistic for linear restrictions on these coefficientsis stated in their theorem 2 (see also Nagaraj and Fuller (1991) , Watson (1994) , and references therein). To derive their results, Sims et al. rely on the concept of canonical regressors. By that they mean linear transformations of the regressors in equation (1) is (n 2 r 2 k 4 ) 3 1 and dominated by martingales, and z 4t is k 4 3 1 and dominated by a linear deterministic trend. If the mean of Dy t is zero (nonzero), then k 4 5 0 (k 4 5 1). Finally, the parameter r measures the number of cointegration relations, while n 2 r measures the number of unit roots.
III. The Wald Statistic
Hypotheses about the forecast properties of a VAR are generally represented by nonlinear restrictions. In this section we analyze the Wald statistic under general restrictions, while sections IV and V deal with examples.
Let b 5 vec [B 0 ], where vec is the column stacking operator. The null hypothesis we shall test is F(b) 5 0, the alternative is F(b) fi 0. It is assumed that F(b) is q 3 1, continuously differentiable, and that R(b) 5 ≠F(b)/≠b8 satisfies rank [R(b )] 5 q with probability 1 (b being the OLS estimator). The Wald statistic applied to test the null is
where V is the OLS estimate of V. 
where
Let B ic be the coefficients on the z it regressors in equation (2) 
is upper block triangular with (at most) four diagonal block matrices, each with full row rank. If
In the limit some of the P ij (d) matrices do not influence the behavior of W due to the different rates of convergence. With Y T and Y* T being defined as in Sims et al. we specify P* T (d) according to
is that all blocks of P (d) with j $ 3 and i , j are zero for P*(d). The remaining blocks are identical.
PROPOSITION 1:
, where µ is the mean and C is the sum of the moving average matrices of Dy t , n is orthogonal to µ and to the cointegration vectors, and B(u) is an n 3 1 standard Brownian motion. Furthermore, V is symmetric with 10 unique blocks V ij , where V 11 is a nonrandom and positive definite matrix (see Sims et al.) ,
The proof is a simple extension of theorem 2 in Sims et al. and is left out to save space (see also Nagaraj and Fuller (1991, theorem 1) or Warne (1993) ).
Note that if rank[P 1 (d)] 5 q and ≠F(b)/≠r8 5 0, then W has a limiting x 2 (q) distribution. If the restrictions on b do not constrain the row or column spaces of A(1) 5 I 2 S i51 p A i , then the rank condition will be met. For example, lag length restrictions satisfy both conditions for standard asymptotic inference, while restrictions on the cointegration space act as restrictions on the column space of A(1) and thus typically imply a nonstandard limiting distribution of W.
IV. Rational Expectations and Cross-Equation Restrictions
It is well known that (linear) economic models which include the hypothesis of rational expectations usually imply nonlinear crossequation (NCE) restrictions on the coefficients of a VAR (see the review by Baillie (1989) , Hansen and Sargent (1991) , and references therein). In this section we show that the Wald statistic typically has a nonstandard limiting distribution for such restrictions and that the basis for the restrictions suggests how to select the cointegration relations needed to specify D in the simulations.
Exact linear rational expectations models generate hypotheses which can be described by
Gl 5 l 0 .
The matrices N i are m 3 n with m # n, s $ 1, and we assume that the relations in (6) are unique. The matrix G is l 3 m with rank l. The parameters N i , G, and l 0 are known by the econometrician, and A t includes the history of y up to and including period t. The optimal unbiased prediction of y t1i based on the VAR is 
Hence, the number of restrictions on b is q 5 mnp 1 l.
The q 3 n(np 1 1) matrix with partial derivatives is then given by
In general we expect this matrix to have full row rank under the null (see Warne (1993) Since
, it follows after some algebra that the top mnp rows of P 1 (d) form a matrix with rank m(n( p 2 1) 1 r). Whenever r , n it is clear that P 1 (d) does not have full row rank. Moreover, from Proposition 1 we then find that W has a nonstandard limiting distribution unless r 5 n 2 1 and µ fi 0. An intuition for this is that the NCE restrictions constrain the row space of A(1) and thereby act, in part, as restrictions on the d 3 and d 4 coefficients.
To simulate the distribution of the limiting expression in equation (5) we need to know r, D, C, and V. The NCE restrictions provide a lower bound for r and for that choice of r the complete cointegration space. To see why, note that equation (6) can be written
where N* j 5 S i5j s N i for j $ 0. Since y t is at most I(1), Dy t is stationary. Under the null, the two terms on the right-hand side add to a constant and thus N* 0 y t must also be stationary. Accordingly, the rows of N* 0 are cointegration vectors and the rank of N* 0 determines the lowest r that is consistent with the null. As a rule of thumb, we suggest using this lower bound in the simulations of the limiting distribution. 1 Estimation of µ, n (needed to set up D), C, and V then becomes a rather simple matter (see Johansen (1991) ).
V. The Expectations Hypothesis
In a number of papers the expectations hypothesis (EH) about the term structure of interest rates has been tested and often strongly rejected (see Campbell and Shiller (1991) and references therein). Allowing for constant term premiums a linearized version of the hypothesis is
where R t ( j) 5 ln(1 1 Y t ( j) ) with Y t ( j) being the yield to maturity (measured as a yearly yield) for a j-month bond. It is assumed that N . To illustrate the discussion in section IV suppose p 5 1 and let a ij be the (i, j)th element of A 1 . It now follows from equation (9) Notice that a 12 fi 0 is a necessary condition for the null to be true (the three-month rate Granger causes the 1-month rate; cf. the second restriction). This in turn implies that rank [R(b)] has full row rank and that Proposition 1 can be used. To test the EH we use McCulloch's monthly term structure data (1990) for continuously compounded pure discount bond yields. The sample is January 1952 to February 1987, as in Campbell and Shiller (1991) . Based on both the simulated asymptotic and the empirical distributions, the null hypothesis is rejected at conventional significance levels (see table 1). 2 Campbell and Shiller (1991) reach the same conclusion in their study.
In table 1 we provide critical values for various tail percentiles for the x 2 (2p), the simulated nonstandard distribution, and the empirical distribution. First, for each p the distribution shifts to the right as we move down the rows of table 1. Given that there is a unit root, the simulated distribution is a better approximation of the small sample 2 All calculations have been carried out using GAUSS 3.01. For the simulated limit distributions we use constrained ML estimates of C, V, and P 33 (d). The Brownian motions are replaced with discrete approximations.
For example, e dB(u)B(u)8 is replaced with S 21 S t52 S w t F8 t21 , where w t , N(0, I ) and F t 5 S t51 t w t (see lemma 1 in Sims et al.) . The step length S 5 800, and we use 10,000 replications in the simulations. For the empirical distributions we use parametric bootstrapping. To construct the y t process for each replication we let e t , N(0, V), the initial values are given by the original initial values, while B 0 , V are replaced with estimates which are constrained such that µ 5 0, r 5 1, and the null hypothesis is true. distribution (represented by the empirical) than the standard x 2 . Also, the distance between the critical values of the x 2 and the simulated distribution is smaller than the distance between the critical values of the simulated and the empirical distributions. Second, the critical value from the simulated distribution for a nominal size of 5% roughly corresponds to an empirical size of 10% for a sample size of T 5 (422 2 p), suggesting that we should choose low nominal levels in small samples when using this approach.
A COINTEGRATION ANALYSIS OF THE IMPACT OF THE AGE STRUCTURE OF THE POPULATION ON THE HOUSEHOLD SAVING RATE IN JAPAN
Charles Yuji Horioka*
Abstract -This paper analyzes the impact of the age structure of the population on Japan's household saving rate by applying cointegration techniques to time-series data for the 1955-1993 period. It finds that the ratio of minors to the working-age population and that of the aged to the working-age population both have a negative and significant impact on the household saving rate. This finding suggests that the life-cycle model applies even in a country such as Japan, in which this model is less likely to apply due to cultural peculiarities such as the greater prevalence of intergenerational transfers.
I. Introduction
One of the most powerful tests of the life-cycle model is to test whether the age structure of the population has the hypothesized effects on the saving rate. Such a test has been conducted by Modigliani (1970) and many others using cross-country data, but there have been relatively few studies that make use of time-series data. Moreover, there have been even fewer studies that make use of time-series data for Japan, a country in which the life-cycle model may be less applicable than elsewhere due to cultural peculiarities such as the greater prevalence of intergenerational transfers 1 and whose saving rate is unusually high by international standards. In this paper, I analyze the impact of the age structure of the population on the household saving rate in Japan by applying cointegration techniques to time-series data for the 1955-1993 period. My results shed light on whether the life-cycle model applies in Japan despite her cultural peculiarities and whether Japan's high household saving rate is the result of the young age structure of her population, as often alleged (see Horioka (1990) for a survey of this literature).
Note, moreover, that the present study makes use of National Income Accounts data for the full period for which data based on the new System of National Accounts (SNA) are available. It adjusts the National Income Accounts data to bring them closer to theoretically preferred concepts. It also makes use of Flow of Funds Accounts data on saving in addition to National Income Accounts data thereon (the first and only analysis to do so, to the best of my knowledge), and that it makes use of cointegration techniques to take account of the presence of unit roots in the variables used in the analysis.
To preview the main finding of the paper, the age structure of the population has a substantial impact on the household saving rate, even in a country like Japan, in which the life-cycle model is less likely to apply. This finding constitutes strong evidence in favor of the life-cycle model. It suggests that Japan's high household saving rate is indeed due at least in part to the young age structure of her population and that her household saving rate will decline as her population ages.
The remainder of the paper is organized as follows. Section II presents the theoretical model, section III discusses the data and data sources, section IV presents the results of the empirical analysis, and section V is a brief concluding section.
II. Theoretical Model
According to the life-cycle model, individuals work and save when they are young, and they retire and do not save when they are old. Thus, the higher the ratio of the retired population to the working population, the lower will be the aggregate saving rate. Similarly, those who have not yet begun working consume but do not earn income, and hence the ratio of the number of minors to the working population will also have a negative impact on the aggregate saving rate. In fact, if we assume that individuals begin working when they are D years old, work for W years, retire for R years, and die with certainty at age L, that Received for publication June 23, 1992. Revision accepted for publication January 17, 1996.
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