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Abstract
In this paper, using the upper–lower solution method, we investigate the properties of periodic
quasisolutions for time-periodic nonquasimonotone reaction–diffusion systems, and present some
existence, asymptotic behavior results for two ecological models.
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1. Introduction
Time-periodic reaction–diffusion systems have been investigated by many researchers
[1,3–6,11,12,16–19]. Most of the discussions on these systems are for quasimonotone
reaction–diffusion systems. Recently, Pao [13] studied stability and attractivity of periodic
solutions of parabolic systems with time delays. In this paper, we consider the asymptotic
behavior of solutions of the following T -periodic nonquasimonotone systems
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vt −L2v = F2(x, t, u, v)+G2(x, t, u, v) in Ω × (0,∞),
B1u = g1(x, t), B2v = g2(x, t) on ∂Ω × (0,∞),
u(x,0) = u0(x), v(x,0) = v0(x) in Ω, (1.1)
which is closely related to solutions and quasisolutions of the corresponding periodic
boundary value problems
ut −L1u = F1(x, t, u, v)+G1(x, t, u, v) in Ω ×R,
vt −L2v = F2(x, t, u, v)+G2(x, t, u, v) in Ω ×R,
B1u = g1(x, t), B2v = g2(x, t) on ∂Ω ×R,
u(x, t + T ) = u(x, t), v(x, t + T ) = v(x, t) in Ω ×R. (1.2)
Here Ω ⊂RN is a bounded domain with C2+α (0 < α < 1) boundary ∂Ω , and Li , Bi are
respectively uniformly elliptic operators on Ω and the corresponding boundary operators,
they are respectively given by
Liui =
n∑
j,k=1
a
(i)
jk (x, t)uixj xk +
n∑
j=1
b
(i)
j (x, t)uixj ,
Biui = αi ∂ui
∂n
+ βi(x, t)ui (i = 1,2),
where the coefficients of Li are assumed to be α-Hölder continuous on Ω × [0, T ], T -
periodic in t , a(i)jk = a(i)kj , ∂/∂n is the outward normal derivative on ∂Ω , Bi is of either
Dirichlet type (αi = 0, βi = 1) or Neumann–Robin type (αi = 1, 0  βi(x, t) ∈ C2+α),
and it is permitted that Bi is of a different type for different i.
Throughout this paper we denote that E = {u ∈ Cα,α/2(Ω ×R) | u(x, t +T ) = u(x, t)},
‖u‖E = ‖u‖Cα,α/2(Ω×R), F = {u ∈ C2+α,1+
α
2 (Ω × R) | u(x, t + T ) = u(x, t)}, ‖u‖F =
‖u‖C2+α,1+α/2(Ω×R), fM = sup{f (x), x ∈ X}, fL = inf{f (x), x ∈ X} for a bounded func-
tion f defined on X, the sector 〈f,g〉 = {u ∈ C(Ω × R) | f  u  g}. Moreover, we
say that the functions f1(., u1, u2), f2(., u1, u2) are quasimonotone nondecreasing (respec-
tively nonincreasing) for (u1, u2) in a subset J of R2, if fi(., u1, u2) is nondecreasing
(respectively nonincreasing) in uj , j = i, i, j = 1,2.
We assume:
[H1] The functions Fi(x, t, .),Gi(x, t, .) ∈ E, gi ∈ F for i, j = 1,2.
[H2] The functions F1(., u1, u2),F2(., u1, u2) (respectively G1(., u1, u2),G2(., u1, u2))
are quasimonotone nondecreasing (respectively nonincreasing) C1-functions of
(u1, u2) for (u1, u2) in a subset J of R2.
Since each one-variable bounded variation function can be written as a difference of two
monotone functions, it follows that every smooth 2-system of reaction–diffusion equations
can be written in the form (1.2) satisfying the assumption [H2].
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and Ortega in [4] showed that if [H1], [H2] hold, βi > 0 and (u˜, v˜), (uˆ, vˆ) are a pair of
ordered T -periodic upper and lower solutions of (1.2), then (1.2) has a T -periodic solution
(u, v) ∈ 〈(uˆ, vˆ), (u˜, v˜)〉 ≡ J .
In this paper, basing on some ideas of Pao in [10,11], the arguments of Ahmad and Lazer
in [1] and the basic estimates of periodic parabolic boundary value problem of Leung and
Ortega in [4], we first study the existence of periodic solutions and periodic quasisolutions
and the dynamics of (1.2). More precisely, we shall obtain the following results: If [H1],
[H2] hold and (1.2) has a pair of ordered upper and lower solutions (u˜, v˜), (uˆ, vˆ) which
are not required to be periodic, then (1.2) has a pair of T -periodic quasisolutions in J , the
sector between the pair of periodic quasisolutions is an attractor of (1.1). Furthermore, if
βi(x, t) > 0, then (1.2) has a T -periodic solutions in this sector. Secondly, we apply the
results to investigate a cooperative system with concave nonlinearity and a predator-prey
model with nonmonotonic functional response, and present some existence, asymptotic
behavior results.
2. Main results
In this section, by using upper-lower solution method, we consider periodic solutions,
periodic quasisolutions and dynamics of (1.2).
Definition 2.1. For functions u,v defined on Ω × R, we say that u(x, t) is asymptoti-
cally smaller than v(x, t), in notation u(x, t) ≺ v(x, t), if limt→∞(u(x, t) − v(x, t))  0
uniformly for x ∈ Ω .
Definition 2.2. A pair of functions (u˜, v˜), (uˆ, vˆ) ∈ C2,1(Ω × R) ∩ C(Ω × R) is called a
pair of upper and lower solutions, if they satisfy
u˜t −L1u˜ F1(x, t, u˜, v˜)+G1(x, t, u˜, vˆ) in Ω ×R,
uˆt −L1uˆ F1(x, t, uˆ, vˆ)+G1(x, t, uˆ, v˜) in Ω ×R,
v˜ −L2v˜  F2(x, t, u˜, v˜)+G2(x, t, uˆ, v˜) in Ω ×R,
vˆt −L2vˆ  F2(x, t, uˆ, vˆ)+G2(x, t, u˜, vˆ) in Ω ×R,
B1u˜ g1(x, t) B1uˆ on ∂Ω ×R,
B2v˜  g2(x, t) B2vˆ on ∂Ω ×R,
u˜(x,0) u˜(x, T ), uˆ(x,0) uˆ(x, T ) in Ω,
v˜(x,0) v˜(x, T ), vˆ(x,0) vˆ(x, T ) in Ω. (2.1)
(u˜, v˜), (uˆ, vˆ) are said to be ordered if (u˜, v˜) (uˆ, vˆ) on Ω ×R.
Definition 2.3. A pair of functions (u, v), (u, v ) ∈ F 2 is called a pair of quasisolutions of
(1.2) if they satisfy (u, v) (u, v ) on Ω ×R and
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ut −L1u = F1(x, t, u, v )+G1(x, t, u, v) in Ω ×R,
vt −L2v = F2(x, t, u, v)+G2(x, t, u, v) in Ω ×R,
v −L2v = F2(x, t, u, v )+G2(x, t, u, v ) in Ω ×R,
B1u = g1 = B1u on ∂Ω ×R,
B2v = g2 = B2v on ∂Ω ×R. (2.2)
Although quasisolutions (u, v) and (u, v ) are, in general, not true solutions, they are
very useful in getting asymptotic behavior of solutions for problem (1.1). In fact, we have
the following main result which is an improvement of Theorem 1.2 in [4].
Theorem 2.4. Let [H1], [H2] hold, and let (u˜, v˜), (uˆ, vˆ) be ordered upper and lower solu-
tions of (1.2). Then we have the following results:
(1) The problem (1.2) has a pair of quasisolutions (u, v), (u, v ) ∈ F 2 ∩ 〈(uˆ, vˆ), (u˜, v˜)〉.
Moreover, if βi > 0, then (1.2) has a periodic solution (uT , vT ) ∈ F 2 ∩〈(u, v), (u, v)〉.
(2) For any solution (u, v) of (1.1) with (u0, v0) ∈ 〈(uˆ, vˆ), (u˜, v˜)〉|t=0,
u ≺ u ≺ u, v ≺ v ≺ v. (2.3)
In particular, if the solution (uT , vT ) of (1.2) in 〈(uˆ, vˆ), (u˜, v˜)〉 is unique, then
limt→∞(u− uT , v − vT ) = 0 uniformly for x ∈ Ω .
Proof. Choose a positive constant M such that M > u˜, M > v˜. Let w := (u,u2, v, v2) =
(u1, u2, v1, v2). We imbed the problem (1.1) into an extended system of 4-equations in the
form
u1t −L1u1 = F1(x, t, u1, v1)+G1(x, t, u1,M − v2) in Ω ×R,
u2t −L1u2 = −F1(x, t,M − u2,M − v2)−G1(x, t,M − u2, v1) in Ω ×R,
v1t −L2v1 = F2(x, t, u1, v1)+G2(x, t,M − u2, v1) in Ω ×R,
v2t −L2v2 = −F2(x, t,M − u2,M − v2)−G2(x, t, u1,M − v2) in Ω ×R,
B1u1 = g1, B1u2 = Mβ1 − g1 on ∂Ω ×R,
B2v1 = g2, B2v2 = Mβ2 − g2 on ∂Ω ×R, (2.4)
u1(x,0) = u0(x), u2(x,0) = M − u0(x) in Ω,
v1(x,0) = v0(x), v2(x,0) = M − v0(x) in Ω. (2.5)
It is easy to verify that the reaction functions in (2.4) are quasimonotone nondecreasing
in J ∗, and w˜ = (u˜,M − uˆ, v˜,M − vˆ), wˆ = (uˆ,M − u˜, vˆ,M − v˜) are also ordered upper
and lower solutions of (2.4), where J ∗ = {w | wˆ w  w˜}.
Let W = (U1,U2,V1,V2), w = (u1, u2, v1, v2) be solutions of (2.4), (2.5) with
W(x,0) = w˜(x,0), w(x,0) = wˆ(x,0), respectively. Then w˜, wˆ are also ordered upper
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follows
Wm(x, t) = W(x, t +mT ), wm(x, t) = w(x, t +mT ), m = 0,1,2, . . . .
From the comparison principle (see [9]) and induction, we have
wˆ(x, t)wm(x, t)wm+1(x, t)Wm+1(x, t)Wm(x, t) w˜(x, t). (2.6)
Denote
lim
m→∞Wm(x, t) = w(x, t) = (u1, u2, v1, v2),
lim
m→∞wm(x, t) = w(x, t) = (u1, u2, v1, v2). (2.7)
Then w,w are T -periodic in t because
w(x, t + T ) = lim
m→∞Wm(x, t + T ) = limm→∞Wm+1(x, t) = w(x, t).
By the bounded convergence theorem and the bootstrap arguments (see [1]), w(x, t),
w(x, t) are smooth and T -periodic solutions of (2.4), and w w.
By the uniqueness of solutions of parabolic initial-boundary problem, it is easy to verify
that
U1 = M − u2, U2 = M − u1, V1 = M − v2, V2 = M − v1. (2.8)
By (2.7), we have
u1 = M − u2, u2 = M − u1, v1 = M − v2, v2 = M − v1. (2.9)
This means (u1, u1, v1, v1) is a periodic solution of (2.2). So that (u1, v1), ( u1, v1) are a
pair of quasisolutions of (1.2).
Let wT be any periodic solution of (2.4) in the sector 〈wˆ, w˜〉. Then w˜,wT are a pair of
ordered upper and lower solutions of (2.4). Choose w˜(x,0),wT (x,0) as the initial values
in (2.5), respectively. By repeatedly using the above method, we have w wT . Similarly,
w  wT . Therefore, w(x, t),w(x, t) are respectively the maximal and minimal periodic
solutions of (2.4) in the sector 〈wˆ, w˜〉. In particular, by a similar comparison method, we
have u  uT  u,v  vT  v for any periodic solution (uT , vT ) of (1.2) in the sector
〈(uˆ, vˆ), (u˜, v˜)〉.
Let (u∗(x, t), v∗(x, t)) be any solution of problem (1.1) satisfying (u0(x), v0(x)) ∈
〈(uˆ(x,0), vˆ(x,0)), (u˜(x,0), v˜(x,0))〉. From the uniqueness of solution of parabolic sys-
tem we see that (u∗,M − u∗, v∗,M − v∗) is a solution of (2.4), (2.5) satisfying
(u1, u2, v1, v2)(x,0) = (u0(x),M − u0(x), v0(x),M − v0(x)). It follows from parabolic
comparison principle that
u1(x, t) u∗(x, t)U1(x, t), v1(x, t) v∗(x, t) V1(x, t). (2.10)
Similar to (2.6), we have
u1m(x, t) u∗(x, t +mT )U1m(x, t),
v1m(x, t) v∗(x, t +mT ) V1m(x, t). (2.11)
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Note that the quasisolutions (u1, v1), ( u1, v1) of (1.2) are its ordered T -periodic upper
and lower solutions. It follows from Schauder’s fixed-point theorem and the basic estimates
for periodic parabolic problems that (1.2) has a periodic solution in 〈(u1, v1), (u1, v1)〉 (see
[4, Theorem 1.2]). This completes the proof of the theorem. 
Hereunder we need the following results (their proof is immediate):
Corollary 2.5. Under the assumptions of Theorem 2.4, (u, v), (u, v ) are maximal and
minimal periodic solutions of (1.2) in 〈(uˆ, vˆ), (u˜, v˜)〉 if G1 = G2 = 0, and (u, v ), (u, v)
are max–mini and mini–max solutions if F1 = F2 = 0.
Corollary 2.6. Let the hypotheses in Theorem 2.4 be satisfied, and let (u, v) be the
solution of (1.1) with any smooth initial value (u0(x), v0(x)). If there exists t0 > 0
such that (u(x, t0), v(x, t0)) ∈ 〈(uˆ, vˆ), (u˜, v˜)〉|t=t0 , then (u, v) satisfies (2.3). In particu-
lar, if the periodic solution (uT (x, t), vT (x, t)) of (1.2) is unique in 〈(uˆ, vˆ), (u˜, v˜)〉, then
limt→∞(u− uT , v − vT ) = 0 uniformly for x ∈ Ω .
3. Applications
In this section we apply the results in Section 2 to investigate a cooperative system with
concave nonlinearity arising from ecology, epidemiology and biochemistry [7,14] and a
predator–prey system with nonmonotonic functional response [2,8,15].
3.1. A cooperative system with concave nonlinearity
Consider
ut − k1(x, t)∆u = a(x, t)u+ b(x, t)v − f (u, v) in Ω ×R,
vt − k2(x, t)∆v = c(x, t)u+ d(x, t)v − f2(v) in Ω ×R,
B1u = B2v = 0 on ∂Ω ×R, (3.1)
where k1, k2, b, c > 0, k1, k2, a, b, c, d ∈ E, Bi = 1 + βi∂/∂n, 0 < βi ∈ C1+α , and
f (u, v) = f1(u)(1+ δh(v)), δ  0. When δ = 0 and f1(s), f2(s) are strictly concave func-
tions, the system (3.1) reduces to a cooperative system with concave nonlinearity, which
has been studied by Smith [14] for a corresponding system of ODE, by Molina-Meyer [7]
for a corresponding elliptic system. Recently, Liu, Li and Ye in [6] have investigated the
dynamics of the system. When δ > 0, δf1(u)h(v) can be regarded as a harvesting term
(see [2]). We assume that:
[A1] fi(s) ∈ C1, i = 1,2, are strictly concave functions on [0,∞), namely
(1) fi are nondecreasing in s > 0, fi(0) = 0, f ′i (0) = 0;
(2) fi(s)/s is strictly increasing in s > 0;
(3) lims→∞ fi(s)/s = f ′i (∞) = ∞.
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Let Λ be the principal eigenvalue of the periodic eigenvalue problem
ϕ1t − k1∆ϕ1 = aϕ1 + bϕ2 +Λϕ1 in Ω ×R,
ϕ2t − k2∆ϕ2 = cϕ1 + dϕ2 +Λϕ2 in Ω ×R,
Biϕi = 0 on ∂Ω ×R, ϕi(x,0) = ϕi(x,T ) in Ω, i = 1,2.
Then Λ is real and its corresponding eigenfunction ϕi does not change sign in Ω ×R. We
always choose positive ϕi and normalize it so that max{ϕ1, ϕ2} = 1 in Ω ×R (see [5]).
To derive the global asymptotic behavior of solutions of (3.1), the following result will
play an essential role [6].
Lemma 3.1. If ∂Ω ∈ C2+α , u,v ∈ C1(Ω × [0, T ]), v > 0 in Ω × [0, T ], u v on ∂Ω ×
[0, T ] and ∇xv = 0 or ∂v/∂n < 0 on ∂Ω × [0, T ] if v|∂Ω×[0,T ] = 0, then there exists a
positive constant K such that u(x)Kv(x) on Ω × [0, T ].
Theorem 3.2. Assume that [A1], [A2] hold.
(1) If Λ  0, then the trivial solution 0 of (3.1) is globally asymptotically stable for any
nonnegative initial data.
(2) If Λ< 0, then (3.1) has a pair of positive periodic quasisolutions (u, v), (u, v ) and a
positive periodic solution (uT , vT ). Moreover, the solution (u, v) of (3.1) with initial
data (u0(x), v0(x)) (≡)0 satisfies u ≺ u ≺ u, v ≺ v ≺ v. In particular, if δ = 0, then
(uT , vT ) is globally asymptotically stable to any nonnegative nontrivial initial data.
Proof. (1) Let Λ 0. If (3.1) has a positive periodic solution (u, v), then 0 is the principal
eigenvalue of the following problem:
ϕ1t − k1∆ϕ1 =
(
a − f (u, v)
u
)
ϕ1 + bϕ2 + λϕ1 in Ω ×R,
ϕ2t − k2∆ϕ2 = cϕ1 +
(
d − f2(v)
v
)
ϕ2 + λϕ2 in Ω ×R,
Biϕi = 0 on ∂Ω ×R, ϕi(x,0) = ϕi(x,T ) in Ω, i = 1,2,
(u, v) is its corresponding eigenfunction. From the monotone property of the principal
eigenvalue and f (u, v)/u  (≡)0, f2(v)/v  (≡)0, it has 0 > Λ. This is a contradiction.
Hence (3.1) has only 0 as its nonnegative periodic solution.
It is easy to verify that (Mϕ1,Mϕ2), (0,0) are ordered upper and lower solutions of
(3.1). For any nonnegative initial data (u0(x), v0(x)), by Lemma 3.1, there exists a suffi-
ciently large M such that (u0(x), v0(x)) (Mϕ1,Mϕ2). Thus 0 is globally asymptotically
stable solution of (3.1) by Corollary 2.6.
(2) Let Λ > 0. By the concave assumption, there exist a sufficiently large M and a
sufficiently small ε > 0 such that (εϕ1, εϕ2) < (M,M), and
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[
1 + δh(εϕ2)
]
, 0 cM + dM − f2(M),
εΛϕ1 −f1(εϕ1)
[
1 + δh(M)], εΛϕ2 −f2(εϕ2). (3.2)
This means (M,M), (εϕ1, εϕ2) are the ordered upper and lower solutions of (3.1). By The-
orem 2.4, (3.1) has a pair of periodic quasisolutions (u, v), (u, v ) and a periodic solution
(uT , vT ) which are all in 〈(εϕ1, εϕ2), (M,M)〉.
For any (u0(x), v0(x))  (≡)0, let (u, v) be the solution of (3.1) satisfying the initial
conditions
u(x,0) = u0(x), v(x,0) = v0(x) in Ω. (3.3)
From the comparison principle, (u(x, t), v(x, t)) > 0 in Ω × [t0,∞) for any t0 > 0. It fol-
lows from Lemma 3.1 that (εϕ1, εϕ2)|t=t0  (u, v)|t=t0  (M,M) for a sufficiently large
M and a sufficiently small ε > 0. By Corollary 2.6, the sector 〈(u, v ), (u, v)〉 is a global
attractor. Moreover, by [6, Theorem 5.6], the positive periodic solution of (3.1) is unique if
δ = 0. So the proof is completed. 
Remark. When functions f (u, v) = f1(x, t, u) + δf3(x, t, u)h(x, t, v) is T -periodic and
fi(., s), h(., s) satisfy [A1], [A2], the similar conclusions of Theorem 3.1 also hold.
3.2. A predator–prey model with nonmonotonic functional response
As a second example we consider the following predator-prey model with non-
monotonic functional response
ut − k1∆u = u(a − bu)− cvp(u) = F in Ω ×R,
vt − k2∆v = v(d − f v)+ evp(u) = G in Ω ×R,
∂u/∂n = ∂v/∂n = 0 on ∂Ω ×R. (3.4)
Here k1, k2, a, b, c, d, e, f are positive smooth T -periodic functions on Ω ×R,
p(u) = mu
1 + σu2 , (3.5)
m is a positive smooth T -periodic function on Ω ×R, σ is a positive constant.
The function p(u) is usually called the response function. In fact, (3.5) is a simplified
version of Holling type-IV function (see, for example [2,8,15]). Clearly, the functions F,G
are nonquasimonotone on Ω × [0,∞). When σ = 0, the system (3.4) is reduced to the
classical Lotka–Volterra model which has been investigated by many researchers (cf. [10]).
Without loss of generality, let m = 1. To apply the results of Section 2 to study the as-
ymptotic behavior of solutions of (3.4) with (3.5), we rewrite the problem (3.4) as follows:
ut − k1∆u = u(a − bu)− cvp(u) in Ω ×R,
vt − k2∆v = v
(
d − f v + ep1(u)
)+ ev(p2(u)− 12√σ
)
in Ω ×R,
∂u/∂n = ∂v/∂n = 0 on ∂Ω ×R, (3.6)
where
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{
p(u), 0 u < 1√
σ
,
1
2
√
σ
, u 1√
σ
,
p2(u) =
{ 1
2
√
σ
, 0 u < 1√
σ
,
p(u), u 1√
σ
.
Clearly, p1(u) is a nondecreasing function on [0,∞), and p2(u) nonincreasing.
Assume that(
d
f
)
M
+ 1
2
√
σ
(
e
f
)
M
<
(
a
c
)
L
. (3.7)
Then there exist positive constants M , N and sufficiently small ε, δ, such that
0 a − bu,
0 a − bε − cN,
0 d − fN + e
2
√
σ
,
0 d − f δ + e
(
p2(M)− 12√σ
)
, (3.8)
provided one of the following two conditions:
(1) 2d
√
σ > e or (2) a
√
σ < b.
Such choices are obviously possible. This means that (m,n), (ε, δ) are the upper and lower
solutions of (3.6). By Theorem 2.4, we have the following main result:
Theorem 3.3. Assume that (3.7) holds. If either (1) 2d√σ > e or (2) a√σ < b, then
the problem (3.6) has a pair of periodic quasisolutions (u, v), (u, v ). Moreover, for any
(u0(x), v0(x)) in 〈(ε, δ), (M,N)〉 which satisfy (3.8), the solution (u, v) of (3.6) with (3.3)
satisfies u ≺ u ≺ u, v ≺ v ≺ v.
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