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ABSTRACT
Reducing the degrees of freedom (DOF) of modern finite element methods is investigated
using a systematic hp-process. The elements are first agglomerated (h-coarsening) to form
convex/concave hulls and then the polynomial degree of the hull basis, is increased (p-
refinement). Compared to the conventional continuous/discontinuous FEM, this mechanism
yields more accurate solutions with smaller DOF. This methodology is validated throughout
the dissertation using various methods including Fourier-Chebyshev collocation, Continuous
Galerkin (CG), Discontinuous Galerkin (DG) and Discontinuous Least-Squares (DLS) on
structured and/or arbitrary unstructured grids.
The feasibility of such procedure is first investigated in time only by letting the spatial
discretization to be fixed to an arbitrary spectral/finite element discretization. In this
scenario, lower order time steps (elements) are agglomerated into a space-time hull. A
general system of Volterra integral equation is then developed which is simultaneously
applicable to ∂v/∂tv time dependency of the PDE. The reduction in DOF is demonstrated
by validating a one-dimensional periodic convection test case and two-dimensional scattering
from engineering geometries.
Motivated by these results, the ideas are then generalized to space. This requires special
grid generation and general polyhedral basis functions, called spectral hull basis, which are
addressed in detail. In particular, a new set of basis functions are derived based on the SVD
of the Vandermonde matrix which are proven to have small Lebesgue constant. Various
iv
theoretical results are presented including the derivation of a closed form relation for the
Lebesgue constant on a polyhedron, derivation of a closed form relation for approximate
Fekete points on a polyhedron and a new proof of Weierstrass approximation theorem in a
polyhedral subset of d-dimensional space.
One application of the proposed hull basis is to reduce the DOF of discontinuous FEM
such that it can compete in practice with CG. The accuracy and efficiency of spectral hulls
are demonstrated in a linear acoustics test case and a two-dimensional compressible vortex
shedding problem.
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CHAPTER 1
INTRODUCTION
In multiscale simulation of physical phenomena, it is necessary to achieve maximum
resolution per wavelength while preserving acceptable efficiency. Equally important, it
is also necessary for the numerical method to be robust enough to handle nonlinearity,
discontinuities, geometrical complexities, and singularities. While the former can be
accomplished with traditional Chebyshev-Fourier spectral methods, which dates back to
40s [5], the latter has been attempted in the recent decades with the advent of higher-
order methods and technologies that impose strong locality, with smaller (compact) stencils
compared to the original spectral and pseudo-spectral methods. An overall sketch of these
methods is depicted in Table 1.1. As shown, there is an important parameter “Degrees
of Freedom” which is the main point of interest of this work. This parameter is optimal
if a full domain Chebyshev-Fourier spectral method is used and the solution is infinitely
differentiable. However, as shown, not all of the recent methods possess this important
property. The method developed in this work is targeted to significantly reduce the DOF
while maintaining a modern general purpose Finite Element method structure. However
before proceeding, the claims in Table 1.1 will be supported with some bibliographical
remarks. The second column of Table 1.1 classifies the family of Finite Difference (FD)
schemes. Although FD methods can be tuned to mimic a spectral discretization by increasing
the stencil in a spatially explicit form [6], including higher-order derivatives1 (1st derivative
[7], 2nd derivative [8]), or tuning the wavenumber according to 1D spectral differentiation [9],
1The compact or Pade´ interpolation is less sensitive to the Runge phenomena for an equally spaced
distribution.
1
Table 1.1 Comparision of different numerical methods for solving conservation laws
FD FV Cheby. CG-FEM Spectral Discontinuous FEM Spectral
Fourier (SUPG, Element DG, DLS, Hull
LSFEM, ...) Mortar Element, ...
Spectral Accuracy 7 7 33 7 3 7 3
Complex Geometry 7 33 7 3 3 3 3
Easy h-refinement 7 3 7 3 3 33 33
Easy p-refinement 3 7 3 3 3 33 33
Imp./Explicit Time 3 3 3 7 7 3 3
Minimum Degree 7 7 33 7 7 77 3
of Freedom
Quadrature 3 3 3 7 7 7 7
Free
these approaches will fail for arbitrary increase in the order of accuracy (OAC) due to Runge
Phenomena [10] because equal spacing is used. Thus FD schemes suffer from a rigorous p-
refinement strategy. Additionally, spatially changing one-sided stencil near boundaries [11]
makes these schemes to be impossible to implement in a multidimensional space and hence
ADI tricks are used to overcome this problem. Also, the grid generation is cumbersome and
special structured quad/hex block generators must be utilized. In addition, h-refinement is
difficult to implement in higher-order FD due to the fixed stencil of these schemes. However,
these methods together with finite volume methods are fast and do not require quadrature
based computations and hence significant computations are saved. Since the FD stencil is
local (compared to a Chebyshev point distribution), additional points are always needed
to resolve a particular frequency and hence FD methods do not enforce a minimum DOF
condition.
In Finite Volume (FV), higher “p” can be achieved using ENO/WENO [12] type,
ADER [13] and Large stencil methods [14]. These methods are fast and robust because
of their quadrature-free nature but they are difficult to implement due to a lack of
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locality and are generally not suitable when higher-order derivatives and adjoints are of
interest. The ADER approach requires the computation of the Jacobian, Hessian and
higher derivatives of fluxes which might not be practical in a generic system of conservation
laws for example RANS containing complicated diffusive fluxes (i.e. minimum distance
to wall). An outstanding attempt to increase the order while preserving the locality was
made by developing Spectral Volume [15] and Spectral Difference (SD) approaches [16].
However, these methods are usually cited in the literature for small orders p and to the
best of the author’s knowledge a generic spectral p-refinement strategy that can compete
with Chebyshev-Fourier methods (as we demonstrate in the proof of Weierstrass theorem
( Theorem (4.7)) has never been mentioned for these methods. Jameson [17] proved that
arbitrary p-refinement is possible in SD method however the proof is limited to 1D space for
a very special case where the interior flux collocation points are placed at the zeros of the
corresponding Legendre polynomial. Obviously this condition can’t always be satisfied in
multidimensional space for triangular and polygonal elements where the Kronecker product of
one-dimensional Legendre polynomials are not available. Additionally, in spectral difference
on triangles, each triangle is divided into 3 quadrilateral sub-elements which in addition
to increasing the condition number, introduces additional unnecessary DOFs due to the
existence of sub elemental edges [18]. Therefore, this method is not expected to result in
minimum DOF.
The Chebyshev-Fourier (The 3rd col. of Table (1.1)) is probably the oldest approach and
yet the fastest and most efficient method for simple geometries and smooth solutions. As
mentioned for FD schemes, these methods require a sophisticated quad/hex mesh generation
algorithm that might not be feasible for practical engineering geometries in 3D, especially
when sharp discontinuities and highly deforming regions are present. More importantly, the
distribution of Chebyshev/Legendre (generally Jacobi) points on the curved elements must be
arc-length based [19] (to preserve the condition number and to prevent Runge-Phenomena)
which is extremely hard to implement. It is possible and easy to use an analytical definition
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of the boundary curves to achieve this in two dimensional space but this approach does not
seem to be practical for actual 3D CAD geometries.
The Stabilized Continuous Galerkin methods (SUPG [20], FCT, Characteristic Based
Split (CBS) [21]) are robust and can be easily used in multidimensional space and complex
geometries. A lower-order p ≤ 6 Lagrange basis is typically used [22]. However, higher order
Chebyshev (Cartesian) and Fekete (triangle) basis can be used and this p-version is usually
categorized as a Spectral Element method. These methods can be easily combined with well
developed hp-refinement strategies including Pointwise Matching (also known as Constrained
Approximation) [23] or Integral Projection Method (IPM) often called Mortar Elements [24].
The Constrained approach is also used in [25, 26, 27] in a comprehensive manner regardless
of the type of PDE. However, since C0 is the basic assumption for these methods, then the
reader immediately realizes that there are always extra DOFs due to the interior edges of
triangulation of the given domain (Please refer to Fig.(4.1) for detailed comparison). Also
another problem with these methods is a lack of explicit time marching algorithms since the
mass matrix can’t alway be lumped for high-order time accurate physics. The explicit time
marching combined with implicit marching can be an efficient strategy [28, 29]. Persson
shows that IMEX (Implicit Explicit) Runge-Kutta is superior to fully explicit and fully
implicit methods in Large Eddy Simulations [29].
The Discontinuous FEM Methods (Discontinuous Galerkin [30, 31] (DG), Discontinuous
Least-Squares [32, 33] (DLS), Mortar Elements [34], ... ) are well-developed approaches
which are suitable for complex geometries and have excellent embarrassingly parallel
efficiency [35, 36, 37], inherent non-conforming hp-refinement capability and explicit/implicit
marching is easily attainable. The major limitation of these methods is an excessive number
of DOFs due to duplicated interpolation points at the interior edges of the domain. The
memory requirement of this limitation can be overcome in the implementation by using a
Newton-Krylov (Jacobian-free) approach [38]. However, the degree of freedom of the system
is still higher than continuous Finite Element methods.
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As will be shown, the Spectral Hull method has a unique property that can systematically
reduce the degrees of freedom. This remarkable property and its underlying mechanism will
be discussed in the rest of this dissertation. Therefore, at this point, we skip verifying the
rest of the properties of this method and leave it to the conclusion chapter.
In writing this dissertation, it is intended that the concepts are delivered with enough
mathematical rigor but the main purpose is to assist practitioners with a new method to
reduce the cost of discontinuous finite element methods applicable to the modern technologies
involving unstructured grids and scalable software framework. Therefore pursuing a theorem-
proof style is unavoidable but the author minimizes the elaboration in this regard.
5
CHAPTER 2
SPECTRAL HULLS IN TIME
2.1 Introduction
Before presenting the general theory in Chapter 4 which can be applied to space and/or
time with any geometrical complexity, it is straightforward to first investigate the effect of
agglomerating lower-order elements only in the time direction to form a space-time hull1. In
this situation, the agglomeration can be efficiently performed using the Kronecker product
and no special grid generation operation is needed. It should be noted that agglomeration
of the general unstructured spatial/temporal elements requires special algorithms which will
be presented in Chapter 3.
In the conventional explicit/implicit time marching schemes, the temporal discretization
involves a selection of a small set of time levels as shown in Fig. 2.1 (labels i − 2, i − 1, i,
i+ 1, i+ 2). This means that lower-order elements are basically used in the time direction.
The approach in this work is to investigate the possibility of agglomerating these elements
(levels) into a single very high-order element which is basically the convex/concave hull of all
time elements (levels). Then, a very high-order discretization is performed on the generated
hull and the resulting method will be investigated. In particular, it will be shown that such
an approach yields higher accuracy with less degrees of freedom (DOF) when compared to
the time marching approach.
Definition 1. The Kronecker product Am×n⊗Bp×q is defined as the following Cmpxnq block
matrix:
1or space-time slab. The terminology hull is more appropriate from the grid generation point of view.
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C = A⊗B =

a11B · · · a1nB
...
. . .
...
am1B · · · amnB
 . (2.1)
Equation (2.1) can be expanded as follows
A⊗B =

a11b11 a11b12 · · · a11b1q · · · · · · a1nb11 a1nb12 · · · a1nb1q
a11b21 a11b22 · · · a11b2q · · · · · · a1nb21 a1nb22 · · · a1nb2q
...
...
. . .
...
...
...
. . .
...
a11bp1 a11bp2 · · · a11bpq · · · · · · a1nbp1 a1nbp2 · · · a1nbpq
...
...
...
. . .
...
...
...
...
...
...
. . .
...
...
...
am1b11 am1b12 · · · am1b1q · · · · · · amnb11 amnb12 · · · amnb1q
am1b21 am1b22 · · · am1b2q · · · · · · amnb21 amnb22 · · · amnb2q
...
...
. . .
...
...
...
. . .
...
am1bp1 am1bp2 · · · am1bpq · · · · · · amnbp1 amnbp2 · · · amnbpq

. (2.2)
2.2 Space-time methods for first-order time dependent equations
Consider a general first-order time-dependent system of Partial Differential Equations
(PDE)
∂u
∂t
= R
(
t, u,
∂lu
∂xlm
)
, u(t = t0) = u0, (2.3)
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Figure 2.1 The time steps (in blue) agglomerated in a space-time hull (green). In this case,
spectral element is used for spatial discretization
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supplied with a set of boundary conditions on a multidimensional space. The right hand
side of Eq. (2.3), i.e. R, is the generalized residual which depends on the time as well
as u and/or a selected set of partial derivatives of the u for some range of l and m.
When discretized in space, Eq. (2.3) yields a semi-discrete form which is a set of Ordinary
Differential Equations (ODE). The following analysis and formulation can be applied to
any semi-discrete form regardless of the method used for spatial discretization. Therefore,
finite difference, finite volume, Chebyshev-Fourier spectral methods and continuous and
discontinuous finite element methods can be invoked without any limitation.
Consider the integral form of Eq. (2.3) at nth Picard iteration [39]
un+1 = u0 +
∫ t0+T
t0
R (un (ξ) , ξ) dξ. (2.4)
Using a weighted average, for two weights 0 ≤ a, b ≤ 1, the residual in Eq. (2.4) can be
written in the following form
un+1 = u0 +
∫ t0+T
t0
aR (un+1, ξ) + bR (un, ξ)
a+ b
dξ, (2.5)
where for a = 0 and b = 1, explicit Picard iteration (Eq. (2.4)) is retrieved. For a = 1 and
b = 0, Eq. (2.5) leads to an implicit Discrete Picard Iteration (DPI) which has a superior
convergence [39].
In the next step, the analytical integration operator in Eq. (2.5) can be approximated
with a discretization matrix
∫ ≈ ∆tS. Various integration operators (matrices) are derived
in [39]. The final result is
un+1 = u0 + ∆tS
(
aRn+1 + bRn
a+ b
)
+ ∆tf¯1R0, (2.6)
where Rn = R(un(t), t), R0 = R(u0, t0) and f¯1 is a column vector of discretization given in
[39]. It can be shown that for a finite difference discretization of the integration operator
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f¯1 6= 0 while for a spectral discretization f¯1 = 0 [39]. Note that
aRn+1 + bRn
a+ b
|
u=u0
=
aR(u0) + bR(u0)
a+ b
= R(u0) = R0 (2.7)
So this is the reason that R0 appears on the RHS of Eq. (2.6). Using linearization in the
iteration space, one obtains
Rn+1 = Rn +
∂Rn
∂u
(
un+1 − un)+ ∂Rn
∂t
[δt], (2.8)
where [δt] = [∆t,∆t, . . . ,∆t]TM×1. Substituting Eq. (2.8) in Eq. (2.6) yields
un+1 = u0 +
∆t
a+ b
S
[
a
(
Rn +
∂Rn
∂u
(un+1 − un) + ∂R
n
∂t
[δt]
)
+ bRn
]
+ ∆tf¯1R0, (2.9)
which simplifies to
(
I− a∆t
a+ b
S
∂Rn
∂u
)
un+1 = u0 + ∆tf¯1R0 + S∆t
(
Rn +
a
a+ b
∂Rn
∂t
[δt]− ∂R
n
∂u
un
)
, (2.10)
Since the last term inside the parenthesis on the RHS of Eq. (2.10) only depends on iteration
n, it can be denoted as φn to make the notation more compact. Also since ∆tf¯1R0 is a
constant value, it can be accumulated to u0 to form a combined initial condition u¯0. Thus
Eq. (2.10) reduces to (
I− a∆t
a+ b
S
∂Rn
∂u
)
un+1 = u¯0 + ψn, (2.11)
where
u¯0 = u0 + ∆tf¯1R0, (2.12)
and
ψn = S∆t
(
Rn +
a
a+ b
∂Rn
∂t
[δt]− ∂R
n
∂u
un
)
, (2.13)
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According to Eq. (2.13), if the residual is linear then Rn − ∂Rn
∂u
un = c un − cun = 0.
Additionally, if the residual is also time independent then ∂Rn/∂t = 0. Therefore ψn = 0.
Also in this case, if a spectral discretization is used then f¯1 = 0 which yields u¯0 = u0
according to Eq. (2.12). As a result, the following compact form will be obtained
(
I− a∆t
a+ b
S C
)
un+1 = u0, (2.14)
where C = ∂R
n
∂u
is the constant Jacobian matrix. This form will be used in § 2.3 to obtain
the relation between the current space-time Picard iteration method and classical marching
schemes. Also it will be used in § 2.5.1 for a matrix-based temporal stability analysis.
Equation (2.11) can be written in the following expanded form


1
1
.
.
.
1

M×M
− a∆t
a + b

s11 s12 . . . s1M
s21 s22 . . . s2M
.
.
.
.
.
.
.
.
.
.
.
.
sM1 sM2 . . . sMM


∂Rn
∂u
∣∣∣
t1
∂Rn
∂u
∣∣∣
t2
.
. .
∂Rn
∂u
∣∣∣
tM



u1
u2
.
.
.
uM

n+1
= u¯0 + ψn,
(2.15)
where M is the number of temporal points (see Fig. 2.1). Assuming that the total number
of nodes used for spatial discretization is N and the number of equations in the system of
PDEs is z, the size of the spatial Jacobian matrix is N × z by N × z at each temporal point
ti. Therefore a part of the space-time Jacobian matrix in Eq. (2.15) can be expanded as
follows
11

s11 s12 . . . s1M
s21 s22 . . . s2M
...
...
. . .
...
sM1 sM2 . . . sMM

M×M

 
 

  
 
 ︸ ︷︷ ︸
∂Rn
∂u
∣∣
t1
 
 

  
 
 ︸ ︷︷ ︸
∂Rn
∂u
∣∣
t2
. . .
 
 

  
 
 ︸ ︷︷ ︸
∂Rn
∂u |tM

MNz×MNz
or 
s11
[
∂Rn
∂u
∣∣
t1
]
s12
[
∂Rn
∂u
∣∣
t2
]
. . . s1M
[
∂Rn
∂u
∣∣
tM
]
s21
[
∂Rn
∂u
∣∣
t1
]
s22
[
∂Rn
∂u
∣∣
t2
]
. . . s2M
[
∂Rn
∂u
∣∣
tM
]
...
...
. . .
...
sM1
[
∂Rn
∂u
∣∣
t1
]
sM2
[
∂Rn
∂u
∣∣
t2
]
. . . sMM
[
∂Rn
∂u
∣∣
tM
]

MNz×MNz
.
Comparing Eq. (2.16) with the Kronecker product (2.1), one finds out that the above
product is equal to S⊗ [∂R
∂u
]
. Therefore Eq. (2.16) can be written using compact notation
(
I− a∆t
a+ b
S⊗ ∂R
n
∂u
)
un+1 = u¯0 + ψn, (2.16)
or in the fully expanded form
(
I− a∆t
a+ b
(S⊗ ∂R
n
∂u
)
)
un+1 = (u0 + ∆tf¯1 ⊗R0) + ∆tS⊗
(
Rn +
a
a+ b
∂Rn
∂t
[δt]− ∂R
n
∂u
un
)
(2.17)
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Equation (2.17) constructs a N × z × M system of linear equations at each Picard
iteration which must be solved using an iterative linear solver algorithm using appropriate
preconditioning and restarting techniques. These will be studied in details in the following
sections.
2.3 The relation between the classical marching methods and space-time DPI
To find the connection between the classical marching schemes and space-time DPI,
consider Eq. (2.14) for a = 1 and b = 0 and assume that the integration operator S is the
discretization of the Riemann integral. This yields


I
I
. . .
I

−∆t

1
1 1
...
...
. . .
1 1 . . . 1

⊗

C
C
. . .
C



u1
u2
...
uM

n+1
=

u0
u0
...
u0

(2.18)
First consider the first row of Eq. (2.18)
u1 −∆tCu1 = u0, (2.19)
Solving for u1 yields
u1 = (I −∆tC)−1 u0, (2.20)
For the second row of Eq. (2.18) one obtains
u2 −∆tCu1 −∆tCu2 = u0, (2.21)
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Substituting Eq. (2.19) in Eq. (2.21) yields
u2 −∆tCu2 = u1, (2.22)
Solving for u2 leads to
u2 = (I −∆tC)−1 u1. (2.23)
By continuing this procedure and expanding the sth row of Eq. (2.18) and substituting
backward, one obtains
us = (I −∆tC)−1 us−1, (2.24)
Evidently, Eq. (2.24) is the celebrated Euler implicit scheme. Similarly, it can be shown that
for different choices of the integration operator S various classical time-marching schemes
can be regenerated.
Also note that in classical marching methods the Jacobian is linearized in time while the
Jacobian in the DPI formulation given in Eq. (2.16) is not linearized in time. This has a
very important effect in the case of long-time integration when large Courant-Friedrichs-
Lewy (CFL) number is used. The linearization of the Jacobian causes the final time-
marching solution to have significant deviation from the exact solution. In contrast, the
DPI formulation leads to a fully nonlinear residual after the DPI iteration converges and
hence the linearization errors may be eliminated.
2.4 Generalization of space-time DPI to higher-order time dependent PDEs
Consider a higher-order form of Eq. (2.3) which represents a system of nonlinear time-
dependent PDEs in the residual form
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v∑
j=0
σv−j
∂ju
∂tj
= R (u, t) (2.25)
The above system represents an extremely wide range of applications in the Computational
Science and Engineering, some of which are listed in Table (2.1).
Table 2.1 Range of applications of the space-time Discrete Picard Iteration algorithm applied
to generalized time-dependent PDE Eq. (2.25).
PDE Name Dimensions Equation Applications
Benjamin-Ono 1+1 ut +Huxx + uux = 0 internal waves in deep water
Boussinesq 1+1 utt − uxx − uxxxx − 3(u2)xx = 0 Fluid mechanics
Buckmaster 1+1 ut = (u
4)xx + (u
3)x Thin viscous fluid sheet flow
Burgers 1+1 ut + uux = νuxx Fluid mechanics
Cahn-Hilliard Any ∂c
∂t
= D∇2
(
c3 − c− γ∇2c
)
Phase separation
Euler 1+3
∂ρ
∂t
+∇ · (ρu) = 0
∂ρu
∂t
+∇ · (u⊗ (ρu)) +∇p = 0
∂E
∂t
+∇ · (u(E + p)) = 0,
non-viscous fluids
Fisher 1+1 ∂u
∂t
= u(1− u) + ∂2u
∂x2
Gene propagation
Fitzhugh-Nagumo 1+1
ut = uxx + u(u− a)(1− u) + w
wt = u
Neurons
Dispersive long wave 1+1 ut = (u
2 − ux + 2w)x,wt = (2uw + wx)x Wave Propagation
Drinfel’d-Sokolov-Wilson 1+1 ut = 3wwx, wt = 2wxxx + 2uwx + uxw -
Dym 1+1 ut = u
3uxxx Soliton
Carleman 1+1 ut + ux = v
2 − u2 = vx − vt -
Eckhaus 1+1 iut + uxx + 2|u|2xu + |u|4u = 0 Integrable systems
Gross-Pitaevskii 1+n i∂tψ = (− 12∆2 + V (x) + g|ψ|2)ψ Bose-Einstein condensate
Kaup-Kupershmidt 1+1 ut = uxxxxx + 10uxxxu + 25uxxux + 20u
2ux Integrable systems
Kortewegde Vries (KdV) 1+1 ∂tu + ∂
3
xu + 6u∂xu = 0 Shallow waves, Integrable systems
Landau-Lifshitz 1+n ∂S
∂t
= S ∧∑i ∂2S∂x2
i
+ S ∧ JS Magnetic field in solids
Navier-Stokes 1+3
ρ
(
∂vi
∂t
+ vj
∂vi
∂xj
)
= − ∂p
∂xi
+ ∂
∂xj
[
µ
(
∂vi
∂xj
+
∂vj
∂xi
)
+ λ
∂vk
∂xk
]
+ fi
∂ρ
∂t
+
∂(ρ vi)
∂xi
= 0
Fluid Flow
Nonlinear Schrdinger 1+1 i∂tψ = − 12 ∂2xψ + κ|ψ|2ψ optics, water waves
Porous medium 1+n ut = ∆(u
γ) diffusion in porous media
Sine-Gordon 1+1 φtt − φxx + sinφ = 0 Solitons, Quantum Field Theory
Swift-Hohenberg any ∂u
∂t
= ru− (1 +∇2)2u +N(u) pattern forming
ψ4 equation 1+1 φtt − φxx − φ + φ3 = 0 Quantum Field Theory
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It is possible to reduce the number of nested (repeated) integrals in to a single integral
having higher-order kernel. This relation has been derived before by [40] and [41].
∫
t
∫
t
. . .
∫
t︸ ︷︷ ︸
n times
A(ξ)dξ =
1
(n− 1)!
∫
t
(t− ξ)n−1A(ξ)dξ, (2.26)
It is easy to prove the validity of the above relation by hand.
Here we use successive analytical integration of Eq. (2.25) and then we obtain an integral
equation containing nested integrals. Then the number of nested integrals is reduced to
only one by applying Eq. (2.26). Instead of deriving different numerical quadratures for
the first, second, third, etc. integrals we simply need to only use the integration operator
S. This is an outstanding advantage of utilizing Eq. (2.26). Note that in the conventional
time-marching methods various discretizations are needed for the first, second and third
derivatives in time which makes these methods to be only limited to a particular order of
the temporal derivative. However having only one integral equation for arbitrary order of
temporal derivative makes the current approach to be universal.
For v = 1, Eq. (2.25) yields
∂u
∂t
+ σ1u = R, (2.27)
which is the first-order time-dependent form given in Eq. (2.3). Integrating both sides yields
u− u0 +
∫
t
(σ1u−R) = 0, (2.28)
For v = 2, Eq. (2.25) results in
∂2u
∂t2
+ σ1
∂u
∂t
+ σ2u = R, (2.29)
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Integrating both sides yields
∂u
∂t
− ∂u
∂t
∣∣∣∣
0
+ σ1 (u− u0) +
∫
t
(σ2u−R) dξ = 0, (2.30)
Integrating for the second time yields
u− u0 − ∂u
∂t
∣∣∣∣
0
(t− t0) +
∫
t
σ1 (u− u0) +
∫
t
∫
t
(σ2u−R) dξ = 0, (2.31)
Applying Eq. (2.26) leads to
∫
t
∫
t
(σ2u−R) dξ = 1/1!
∫
t
(t− ξ) (σ2u−R) dξ,. Using this,
Eq. (2.31) is written as follows
u− u0 − ∂u
∂t
∣∣∣∣
0
(t− t0) +
∫
t
σ1 (u− u0) + 1
1!
∫
t
(t− ξ) (σ2u−R) dξ = 0. (2.32)
Rearranging eq.(2.32) yields
u− u0 − ∂u
∂t
∣∣∣∣
0
(t− t0) +
∫
t
(
σ1(u− u0) + 1
1!
(t− ξ) (σ2u−R)
)
dξ = 0, (2.33)
Note that constants u0,
∂u
∂t
∣∣
0
are introduced in Eq. (2.33) by the existence of suitable
initial conditions. We can let them to be arbitrary constants satisfying any initial and
final conditions by rewriting Eq. (2.33) in the following form
u− u0 − γ0 − γ1t+
∫
t
(
σ1u+
1
1!
(t− ξ) (σ2u−R)
)
dξ = 0, (2.34)
where γ0 = − ∂u∂t
∣∣
0
t0 − σ1u0t0 and γ1 = ∂u∂t
∣∣
0
+ σ1u0. We are close the derive the general
reduction formula. Now we consider case v = 3.
∂3u
∂t3
+ σ1
∂2u
∂t2
+ σ2
∂u
∂t
+ σ3u = R, (2.35)
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Integrating both sides three times and applying Eq. (2.26) for each repeated integral and
taking out the constants of integration we obtain
u− u0 − γ0 − γ1t− γ2t2 +
∫
t
(
σ1u+
1
1!
(t− ξ)σ2u+ 1
2!
(t− ξ)2 (σ3u−R)
)
dξ = 0, (2.36)
Using the same procedure for arbitrary v it can be shown that
u = u0 +
v−1∑
j=0
γjt
j +
∫
t
(
v∑
j=1
(t− ξ)(j−1)
(j − 1)! σju−
(t− ξ)(v−1)
(v − 1)! R (u, t)
)
dξ, (2.37)
Note that Eq. (2.37) is a system of nonlinear Volterra equations of the second kind with a
nonlinear non-separable kernel K (u, t, σj). With the following definitions
K (u, t, σj) =
v∑
j=1
(t− ξ)(j−1)
(j − 1)! σju−
(t− ξ)(v−1)
(v − 1)! R (u, t) , (2.38)
and
u˜0 = u0 +
v−1∑
j=0
γjt
j, (2.39)
Eq.(2.37) can be written as
u = u˜0 +
∫
t
K (u, t, σj) dξ. (2.40)
Therefore, the space-time DPI approach deals with a nonlinear system of Volterra integral
equations instead of differential equations. One advantage of solving a integral equation
instead of differential form is that the solution only needs to be continuous and not necessarily
differentiable.
The reader will agree that the space-time discretization of the generic multi-dimensional
nonlinear system of Volterra integral equations (2.40) is readily obtained by applying the
Kronecker-product form of DPI given in eq.(2.17) and replacing the residual R with Volterra
kernel K. This is presented below
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(
I− a∆t
a+ b
(S⊗ ∂K
n
∂u
)
)
un+1 = u˜0 + ∆tf¯1 ⊗K(u0, t0, σj)
+ ∆tS⊗
(
Kn +
a
a+ b
∂Kn
∂t
[δt]− ∂K
n
∂u
un
)
. (2.41)
2.5 Temporal Stability and Accuracy
In this section, the effect of temporal instabilities is analyzed. The objective is to
determine how big the total time-span T , (i.e. see Fig. 2.1) might be in-order to have a
stable DPI algorithm. This study is necessary to understand the nature of the amplification
and phase errors in the space-time DPI.
2.5.1 The concept of space-time amplification factor
The concept of amplification factor in the realm of classical marching methods is easy to
understand via von Neumann stability analysis and usually leads to a single scalar equation
in the terms of phase angle and the CFL number ([42]). It is conceptually the amount of the
solution that is amplified/attenuated between two or multiple time steps. However, due to
the non-periodic from of space-time formulation, a von Neumann stability analysis can’t be
used in the same manner. Therefore, it is necessary to develop a special stability analysis.
Consider the space-time hull shown in Fig. 2.1. Also assume a windowing scenario where
the converged DPI solution for time interval t = [0, T ] is reused as the initial condition for
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the next generated hull containing the interval t = [T, 2T ]. Let’s put this mechanism into
the formulation.
Assume the residual vector R(t, u) is not time-dependent and is linear, i.e., R = Cu.
Then according to Eq. (2.14) and discussion therein, for a = 1, b = 0, the DPI formulation
Eq. (2.17) reduces to
(I−∆tS⊗C)un+1 = u0. (2.42)
Here C = ∂R
n
∂u
is a constant Jacobian matrix. Solving the system Eq. (2.42) one obtains

u1
u2
...
uM

= (I−∆tS⊗C)−1

u0
u0
...
u0

. (2.43)
Now for the next space-time hull, the solution vector uM is used as the initial value. Hence,
the sub-vector um is extracted from the vector [u1, u2, . . . , uM ]
T and then is utilized as a new
initial condition [uM , uM , . . . , uM ]
T . Doing so, for the input vector [u1, u2, . . . , uM ]
T , these
steps lead to 
uM
uM
...
uM

=

I
I
...
I

︸ ︷︷ ︸
I2
× [0 0 . . . 0 I]︸ ︷︷ ︸
I1
×

u1
u2
...
uM

, (2.44)
As seen, the last sub-vector part of u, i.e uM is extracted by multiplying u with I1. The
extracted uM is then prolonged into [uM , uM , . . . , uM ]
T by a second multiplication with I2.
Lets summarize the DPI procedure using these basic steps. Assume that we obtain the
Jacobian matrix C from a spatial discretization of arbitrary PDE and we are given an initial
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condition [u0 u0 . . . u0]
T . Then for a single time span T , we have

u1
u2
...
uM

= (I−∆tS⊗C)−1I2 × I1︸ ︷︷ ︸
A
×

u0
u0
...
u0

, (2.45)
Similarly, for two time spans we have

u1
u2
...
uM

= (I−∆tS⊗C)−1I2 × I1︸ ︷︷ ︸
A
× (I−∆tS⊗C)−1I2 × I1︸ ︷︷ ︸
A
×

u0
u0
...
u0

, (2.46)
Continuing this pattern for “s” time spans yields

u1
u2
...
uM

= A s

u0
u0
...
u0

, (2.47)
which means that the matrix A is the amplification matrix since the solution [u1u2 . . . uM ]
T
at the sth time span is bounded if and only if A s is bounded. Substituting A s in Eq.(2.47)
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with its eigenvalue decomposition A s = RAΛsAR
−1
A one obtains

u1
u2
...
uM

= RAΛ
s
AR
−1
A

u0
u0
...
u0

, (2.48)
or
u = RAΛ
s
AR
−1
A u0, (2.49)
where RA is the right eigen matrix of the amplification matrix A . Defining u¯ = R
−1
A u as
the decoupled space-time hull and substituting into Eq. (2.49) yields
u¯ = ΛsA u¯0. (2.50)
Thus the DPI solution remains stable in time if and only if
max |ΛA | ≤ 1. (2.51)
2.5.2 Validation of the temporal stability analysis
Here we evaluate the eigen-values of the amplification matrixA given in Eq. (2.45) for the
DPI method applied to the one-dimensional wave propagation problem ∂u/∂t+ ∂f/∂x = 0.
The spectral differentiation matrix constructed on an equally spaced grid using periodic
sinc function is used for spatial discretization [43]. According to temporal stability analysis
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Eq.(2.51), the absolute value of all these eigenvalues must be less than or equal to unity in
order that DPI method remains unconditionally stable.
The inverse of Chebyshev differentiation matrix is used for S. In the first example below
we fix the time span to T = 10×2pi and vary the number of temporal points M = 8, 19, 30, 60
where for each case we rebuild the amplification matrix A according to Eq. (2.45). The
number of points in space is N = 20.
Once the amplification matrix is obtained, we evaluate its different powers up to a large
number, for example 80. By this way we increase the power s in Eq. (2.47). If there is any
small instabilities, it will show up in this procedure. Also we are going to find the eigen-
spectrum of the amplification matrix for each case described here and validate the temporal
instability theory of the previous section given in Eq. (2.51). The outputs of calculations are
plotted in Fig. 2.2 where on each figure on the left we see different norms of the amplification
factor versus the powers and on the right we see the eigen-value spectrum of the corresponding
amplification matrix. As shown, various norms of the amplification matrix always decrease
as the power s increases. This means that the numerical solution remains stable for 80 time
spans and seems to remain stable because the curves are monotonically descending. Also
we observe a promising property of the DPI and that is the second norm is always constant
regardless of the number of time spans. This shows that DPI is norm preserving or in the
physical terms it is conservative which means that the energy of the initial condition doesn’t
dissipate during long time integration. This is actually very important in the high-fidelity
simulations.
The eigenvalue spectrum is also a point of interest in the amplification matrix analysis.
As we see in Fig. 2.2, for different number of temporal points used in this example, the
absolute value of the eigenvalues is always bounded by the unit circle. This demonstrates
that all norms must be constant or decreasing as the power (number of time spans) increases.
Note that the data in Fig. 2.2 is obtained by fixing the time span to T = 10 × 2pi.
What would be the eigen-value spectrum if larger time spans were selected? To answer this
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(a) M = 8 (b) M = 19
(c) M = 30 (d) M = 60
Figure 2.2 The effect of number of temporal points M on the norm of the amplification
matrix and the temporal stability of DPI
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question, another parametric case study was performed for the same problem, but this time,
the number of the temporal points are fixed to M = 20 and the time span T is increased
from 0.1 to 200× 2pi.
0.5
1
1.5
30
210
60
240
90
270
120
300
150
330
180 0
Polar plot of r = 3
√|λik | versus θ = θ(λik)
Figure 2.3 The eigen-value spectrum of the amplification matrix A for time-span T =
[0.1, 200× 2pi]
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The eigen-values of the corresponding amplification matrix are presented in Fig. 2.3. As
seen, a complex pattern appears where all eigen-values are again bounded in the unit circle.
This means that the solution remains stable even for a very large time span.
2.6 Comparison with Implicit/explicit Runge-Kutta schemes
In order to distinguish the differences between DPI and RK, the general formulation
of Runge-Kutta schemes is reviewed in this section. Assume that b = b1, b2, . . . , bs and
A = aij, i, j = 1 . . . s are some real numbers. Also c =
∑
j aij is a vector of real numbers.
The generic Runge-Kutta marching form for solving Eq. (2.3) (and neglecting ∂
lu
∂xlm
without
losing the generality) can be written as [44]
ki = R
(
t0 + cih, u0 + h
s∑
j=1
aijkj
)
, (2.52)
u = u0 + h
s∑
i=1
biki (2.53)
which is called the s-stage RK (Runge-Kutta). This includes all explicit and implicit RK
schemes. The coefficients b, A and c are obtained by the formal methods of substituting
the Taylor series and matching the coefficients.
The general procedure in the realm of RK schemes is that first we solve for ki from
Eq. (2.52) and then after the last stage is completed, we substitute the obtained ki into
Eq. (2.53) to find the solution u. We note that finding ki is straight forward when the
residual is a linear functional. However in the general case of nonlinear residual, it is still
possible to find ki using a suitable iterative method. To make this clear, lets write Eqs. (2.52)
and (2.53) in the matrix form below
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k = R (t0 + hc,u0 + h Ak) , (2.54)
u = u0 + hb
Tk (2.55)
where t0 = [t0, t0, . . . , t0]
T , u0 = [u0, u0, . . . , u0]
T and k = [k1, k2, . . . , ks]
T. Extension to
the system of equations is readily obtained by replacing the product with Kronecker product.
Note that in Eq.(2.54) the matrix of RK coefficients A is inside the nonlinear residual
R(). This is different from the DPI method where S is outside of the residuals. In the RK
methods, the entries of A = aij are determined for each specific RK family using Taylor series
substitution and complicated stability analysis. However in DPI, the values of S are explicitly
known for arbitrary number of temporal points (stages) because S is simply the integration
operator and is known beforehand. This is the first fundamental difference between RK and
DPI methods.
Here we clearly see that Eq. (2.54) is a system of nonlinear algebraic equations that
should be solved iteratively in general. An efficient way to solve this is to use a Jacobian-
based linearization which leads to Newton’s method. Say
fm = km −R (t0 + hc,u0 + h Akm) , (2.56)
is the functional at mth Newton iteration. Also we have
∂fm
∂km
= I− ∂R (t0 + hc,u0 + h Akm)
∂u
h A (2.57)
For (m+1)th iteration we have fm+1 = fm+(df/dk)m (km+1 − km) = 0. Therefore km+1 =
km− (df/dk)−1m fm. Substituting eq.(2.56) and eq.(2.57) for fm and (df/dk)m respectively we
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have
km+1 = km
−
(
I− ∂R (t0 + hc,u0 + h Akm)
∂u
h A
)−1
[km −R (t0 + hc,u0 + h Akm)] (2.58)
Once k is obtained from fixed-point of Eq. (2.58), the result is substituted in Eq. (2.55)
to find the solution u. The important point is that in each Newton iteration (Eq. (2.58)) a
linear system of equations needed to be solved. Thus the cost of implicit RK is strongly tied
to the structure of the matrix of linearized equations. Also the cost depends on the type
of iterative solvers used for solving the linear system. Therefore it is possible to choose a
particular structure for the matrix A to minimize the number of Newton iterations. This
is the motivation for DIRK schemes which basically converge at the first Newton iteration
because the system is linearized about the main diagonal and the upper diagonal entries of
A are all chosen to be zero. For the detailed derivation please refer to § (2.6.1).
The second fundamental difference between DPI and RK methods is that in RK methods,
we first iterate Eq. (2.58) to find k and then substitute k in Eq. (2.55) to find the final
solution. Thus we conclude that only coefficients that are involved in the iterative procedure
are A = aij; b = bi is not involved in the iterative process. However is DPI methods all
coefficients S are used during the iterative DPI procedure.
It is conventional to write Eq. (2.52) and Eq. (2.53) in a standard form called Butcher
tableau [45] as follows.
c A
bT
=
c1 a11 . . . a1s
...
...
...
cs as1 . . . ass
b1 . . . bs
(2.59)
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2.6.1 Derivation of DIRK schemes
If we assume that the upper diagonal entries of A = aij are zero then this family is called
the Diagonally Implicit Runge-Kutta or simply DIRK schemes. This terminology was first
introduced by [46]. In this case Eq. (2.52) simplifies to
ki = R
(
t0 + cih, u0 + h
i∑
j=1
aijkj
)
, (2.60)
or
ki = R
t0 + cih, u0 + h
i−1∑
j=1
aijkj︸ ︷︷ ︸
usi
+ aiiki︸︷︷︸
∆usi
 . (2.61)
In general, Eq. (2.61) is a nonlinear equation for ki and should be solved by an iterative
method. But we notice the terms ki and aiiki of Eq. (2.61) can be rewritten using a Jacobian-
based linearization about point (t0 + cih, usi) to bring all unknowns on the LHS and then
solve for ki. This procedure leads to
ki = R (t0 + cih, usi + ∆usi)
= R (t0 + cih, usi) +
∂R (t0 + cih, usi)
∂u
aiiki (2.62)
Rearranging Eq. (2.62), we will have
(
ki − ∂R (t0 + cih, usi)
∂u
aiiki
)
= R (t0 + cih, usi) (2.63)
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or
usi = u0 + h
i−1∑
j=1
aijkj(
I − aii∂R (t0 + cih, usi)
∂u
)
ki = R (t0 + cih, usi) , (2.64)
Equation (2.64) constructs a system of sparse equations that must be solved in each stage
of DIRK methods. The advantage of this formulation is that unlike iterative Eq. (2.58), the
linear solve is only performed once.
The disadvantage of DIRK methods compared to the explicit RK schemes is that
according to Eq. (2.64), DIRK requires solving a system of equations in each RK stage
while explicit RK methods do not require this expensive stage. This seems to be a great
disadvantage at first glance. However, it should be noted that the advantage of DIRK is
greater stability region. Thus stiff equations can be solved with a sufficiently large stability
number in a few marching steps compared to explicit RK which generally require large
number of time steps due to stability limits.
Another advantage of DPI over RK is that the formal order of accuracy of temporal
discretization can be increased to an arbitrary large number. This situation causes severe
stability limitations in RK schemes. For example, Hairer [47] proved that highest possible
order of an algebraically stable SDIRK and DIRK are p = 4 and p = 6 respectively.
2.6.2 SDIRK schemes
Norsett [48] and Crouzeix [49] assumed that in the DIRK schemes all aii are equal.
This yields a subclass of the DIRK schemes which is usually referred as SDIRK. The word
SDIRK stands for Singly Diagonally Implicit Runge Kutta according to [45] because the
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entries on the main diagonal are equal to a single value. Earlier names for this class of DIRK
schemes are semi-implicit RK methods [50] and semi-explicit RK [48]. Here for the purpose
of comparison with our scheme we use the third-order scheme with Butcher tableau
γ γ 0
1− γ 1− 2γ γ
1
2
1
2
(2.65)
where γ = 3+
√
3
6
. Also Crouzeix [51] derived a fourth-order A-stable version of SDIRK with
the following Butcher tableau
(1+α)
2
(1+α)
2
0 0
1
2
−α
2
(1+α)
2
0
(1−α)
2
1 + α −(1 + 2α) (1+α)
2
1
6α2
1− 1
3α2
1
6α2
(2.66)
where α = 2√
3
cos(pi/18). We will also use the above scheme in the following sections.
The following L-Stable third-order SDIRK is derived by Alexander[46] and also analyzed
further in [45]
γ γ 0 0
1+γ
2
1−γ
2
γ 0
1 −6γ
2+16γ−1
4
6γ2−20γ+5
4
γ
−6γ2+16γ−1
4
6γ2−20γ+5
4
γ
(2.67)
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where γ is a solution to 1/6 − 3/2γ + 3γ2 − γ3 = 0. The approximate value of γ
is 0.4358665215. Also the following A-Stable fifth-order SDRIK scheme is proposed by
Ababneh et al. [52].
1/4 1/4 0 0 0 0
1/6 -1/12 1/4 0 0 0
49+
√
41
60
73+12
√
41
150
24−19√41
300
1/4 0 0
49−√41
60
a41 a42 a43 1/4 0
1 0 15/37 2091−879
√
41
12136
2091+879
√
41
12136
1/4
1 0 15/37 2091−879
√
41
12136
2091+879
√
41
12136
1/4
(2.68)
Finally the following fourth-order optimized DIRK is proposed by Najafi et al. [53]
0.257820901066211 0.377847764031163 0 0
0.434296446908075 0.385232756462588 0.461548399939329 0
0.758519768667167 0.675724855841358 -0.061710969841169 0.241480233100410
0.750869573741408 -0.362218781852651 0.611349208111243
(2.69)
In fact they optimized the dispersion relation of fourth-order implicit RK in a way similar
to the original idea by [54] to achieve better wavenumber resolution. However we should
note that better wavenumber always doesn’t mean better solution especially when nonlinear
equations are solved. In this case, the dispersion relation is different from those used in the
optimization process and thus this approach might not always lead to better results.
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These methods will be compared to DPI in the following section.
2.7 Numerical results
In this section, we evaluate the accuracy and timing of implicit DPI formulation and we
compare the results with the selected high-order implicit marching schemes mentioned in
the previous section.
2.7.1 One-Dimensional Wave Propagation
The linear one-dimensional wave propagation model equation is written in conservation
law form
∂u
∂t
+
∂f
∂x
= 0,
u(x, t = 0) = u0, (2.70)
where the flux is linear f = cu. Here the initial function is chosen to be u0 = cos(x) for
x = [0, 2pi] where N = 20 points are used to discretize the spatial derivative ∂u
∂x
= 1/∆x D u
where the matrix D is the spectral differentiation matrix on equally space grid [43]. This
yields the following semi-discrete form
∂u
∂t
+
c
∆x
Du = 0,
u(x, t = 0) = u0. (2.71)
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Since the wave speed c is constant, Eq. (2.71) has the following exact-in-time solution
u = exp
(−c t
∆x
D
)
u0.
Note that Eq. (2.72) is exact in time because the only contributor to the error is the spatial
discretization of spatial derivative ∂
∂x
which is present in matrix D.
The assumption of spatially periodic BCs embedded in D forces the wave to leave and
renter the domain repeatedly. By this way, the kinetic energy of this self-driven mechanism is
greatly dissipated by the numerical dissipation. Therefore this problem is a good benchmark
to assess the accuracy of schemes.
The wave propagation model Eq. (2.70) is solved over time t = [0, T ] where the time span
T is varied T =
[
2pi
10
, 2pi, 4pi, 16pi, 32pi, 64pi
]
for M = [8, 19, 50, 200] number of points in time.
In other words, we first fix the time span to some value, for example T = 2pi
10
, and then solve
Eq. (2.71) with 8,19,50 and 200 points in time using implicit DPI and selected high-order
implicit time-marching schemes. Then the solutions and their errors are compared to the
exact-in-time solution Eq. (2.72) at the final time t = T . We then repeat the entire process
again for time spans T = 2pi, 4pi, 16pi, 32pi and 64pi.
The results are presented in Fig. 2.4 to Fig. 2.9. For easy identification, the black lines
correspond to lower-order marching methods, blue lines belong to high-order implicit RK
schemes and the data plotted in red represent the implicit DPI. The exact solution is selected
to be a dotted pink line with cross symbols that clearly appears in Fig. 2.9-bottom where all
numerical methods deviate from the exact solution. In these numerical solutions, without
losing the generality, we always assume that c = 1 in Eq. (2.71) and hence CFL= c∆t/∆x
can be increased arbitrarily by increasing time step ∆t = T/nS. For small time span T =
2pi
10
all numerical methods give accurate results according to Fig. 2.4(a).
As we increase the time span to T = 2 × 2pi in Fig. 2.4(b), the Euler implicit scheme
starts to deviate form the set of accurate numerical solutions. This excess dissipation error is
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Figure 2.4 Numerical solution of 1D wave propagation Eq. (2.70) using different implicit
methods
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Figure 2.5 Numerical solution of 1D wave propagation at T = 8× 2pi using different implicit
methods
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Figure 2.6 Numerical solution of 1D wave propagation at T = 16×2pi using different implicit
methods
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Figure 2.7 Numerical solution of 1D wave propagation at T = 32×2pi using different implicit
methods
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Figure 2.8 Numerical solution of 1D wave propagation at T = 50×2pi using different implicit
methods
39
101 102 103
10−1
∆t
‖u
-u
e
‖ ∞ DPI - Chebyshev
Implicit Euler
Crank Nicholson
BDF-2nd-order
DPI-Compact 2nd-order
DPI-Compact 4th-order
DPI-Compact 6th-order
DPI-Compact 8th-order
SDIRK 3th-order
DIRK 3th-order Alexander
DIRK-5th-order Ababneh et. al
DIRK-DRP-4th Najafi et al.
DIRK-4th Crouzeix et al.
−3 −2 −1 0 1 2 3 4
−1.5
−1
−0.5
0
0.5
1
1.5
x
u
Figure 2.9 Numerical solution of 1D wave propagation at T = 500×2pi using different implicit
methods
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clearly visible from the Fig. 2.4(b)-right. In this case, we observe that the infinity-norm of the
total error reduces to around 10−13 for the implicit DPI with 8th-order compact integration
operator and Chebyshev integration operator. This is while the implicit DIRK schemes are
around 10−4.
By increasing the time span, i.e. equivalently CFL, to T = 8 × 2pi, we see that all
conventional lower-order methods have unacceptable error. The Euler-implicit solution is just
flat (zero). The second-order compact DPI scheme also have unacceptable phase (dispersion)
error for this time span. Although marched over constant spacing grid, the second-order
BDF2 gives unacceptable numerical solution.
The higher-order DIRK schemes have small numerical errors. To assess their accuracy, we
have shown a close-up in Fig. 2.5-bottom where a small box near the top of the cosine wave is
zoomed sufficiently. As we see, the fifth-order DIRK method of Ababneh et. al. (Eq. (2.68))
is the best among the family of DIRK methods evaluated in this work. The second rank goes
to the fourth-order optimized scheme by Najafi et. al. (Eq. (2.69)) which is slightly below the
Ababneh’s scheme. The third and fourth ranks belong to fourth-order method of Crouzeix
(Eq. (2.66)) and the third-order method of Alexander (Eq. (2.67)) respectively. Finally, with
a significant difference, comes the third-order SDIRK scheme (Eq. (2.65)). Interestingly, we
observe that the fourth-order, sixth-order, eight-order and Chebyshev DPI methods are in
almost exact agreement with the exact-in-time solution so that they all overlay on the red
line in Fig. 2.5-bottom. In fact this numerical result validates that the total error of fourth-
order compact DPI is considerably better than a fifth-order implicit RK scheme2. A better
quantitative measure to further validate this conclusion is the infinity norm of the total
numerical error. As shown in Fig. 2.5-top, the convergence of the fourth-order compact
DPI is better than all DIRK schemes. The impressive spectral convergence of DPI with
Chebyshev integration operator is discernible.
2A detailed analysis of the error and measures will be presented in § 2.8. However to quickly validate
this conclusion, please refer to Fig. 2.14 and Fig. 2.15 for T < 35 the combined error of the fourth-order
compact-DPI is better than all DIRK schemes studied here.
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As the time span is increased, the error in numerical solution becomes more apparent.
Figures 2.6 to 2.9 contain the data for time spans T = (16, 32, 50, 500) × 2pi respectively.
As shown, the DIRK schemes have excess dissipation error and their solutions are gradually
damped until at T = 500 × 2pi all DIRK schemes yield to a completely dissipated (flat)
solution. Even Chebyshev-DPI leads to a flat solution which means that these schemes are
dominated by the dissipation error rather than phase error. However as we observe, the
Compact-DPI solutions together with Crank-Nicholson solution are not dissipated at all and
the peak amplitudes reach to unity even at T = 500× 2pi.
These results are very promising. As we showed implicit DPI is surprisingly more accurate
than high-order DIRK methods. The wall time of the computer program is measured for
different time spans which leads to different error norms. The error is then plotted versus the
wall time in Fig. 2.10. For each time span T , the number of points in time M in increased
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for implicit DPI methods to reach to lower error. Similarly the number of marching steps is
increased for conventional and DIRK marching schemes to reduce the error.
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Figure 2.10 The infinity norm of error versus total computation time at T = 10× 2pi
According to Fig. 2.10, the Chebyshev-DPI method is the fastest among all methods for
a time span equal to tenth of the temporal period. It goes to 10−13 at 0.13 seconds.
Therefore we conclude that for very time accurate solution, the implicit DPI formulation
(especially DPI-Chebyshev) is considerably faster than Diagonally Implicit Runge-Kutta
methods and conventional BDF2 scheme. For the situation that we should have adequate
accuracy in time, the DPI-Compact 8th-order scheme is the best choice. Finally for situations
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that time accuracy is not important, the BDF2 schemes seems to be the scheme of the choice
because it has minimum memory usage.
The fifth-order DIRK scheme of Ababneh et. al. seems to be the slowest scheme among
DIRK family of schemes. This seems to be in contradiction with the analysis because one
can argue that since this scheme is fifth-order then it should be faster than for example the
third-order DIRK by Alexander (Eq. (2.67)). This ambiguity can be resolved as follows:
We note that the Ababneh’s scheme in Eq. (2.68) has five stages (5x5 matrix to solve) to
reach a fifth-order accuracy. In this numerical example, solving the 5x5 system of Ababneh’s
DIRK has been more expensive than solving the 3x3 system of Alexander’s DIRK while the
achieved fidelity by Ababneh’s DIRK is not significantly better than Alexander’s DIRK. So
the net effect is that Ababneh’s scheme has not been successful in reaching a smaller error
tolerance faster than Alexander’s DIRK.
2.8 The error measures: a unified approach
A detailed comparison of different numerical schemes requires an accurately defined error
measure. Probably the easiest way to compare two methods is to plot the computed results
and the exact solution. This kind of graphical comparison is often useful. However, in
high-fidelity simulations the computed results are so close that a graphical measure won’t
be accurate in most of the cases. An example includes Fig. 2.5 where the data are close and
only the close-up shows the difference. We might ask how can we find which method works
better based on a quantitative scale or measure.
To answer this question two popular approaches are often used by researchers. The
first approach uses the a p-norm of the total error as a quantitative value for the error.
Another important approach is to see the world through the Fourier lenses. In other words,
44
we consider the computed solution as a combination of the basic modes with spectra of
frequencies. Thus everything is interpreted as a cascade of frequencies with corresponding
amplitudes. This idea is vital when we want to see what happens in high-frequency
components (near grid cut-off frequencies) if we change the numerical method. This is
the unique ability of the Fourier decomposition where this insight can not be obtained by
merely using a p-norm approach.
We use four distinct methods to probe the computation error. They are p-norm error,
the phase error, the amplitude error and the combined error (phase+amplitude). They are
described as follows.
2.8.1 The p-Norm or distance error
In this approach we find an average of the total distance between the numerical solution
and the exact solution. This is formally defined as
Lp = ‖u− ue‖p (2.72)
where Lp is the p-norm of the error of the numerically evaluated u with respect to the exact
solution ue.
2.8.2 Fourier errors; Amplification and Phase error
In the literature, the concept of the Fourier error is often treated analytically by applying
the Fourier series to the numerical scheme and finding analytical relation the amplitude-phase
and the wavenumber. While this is very useful, it has the following disadvantages
• It doesn’t account for the non-periodic spatial and temporal boundary conditions.
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• It is only valid for the linear equations.
To resolve this problem, we define a set of measures for the phase and amplitude and then
we evaluate them numerically for any multidimensional nonlinear equation with arbitrary
boundary conditions.
Definition 2. An array product of two vectors a = [a1, a2, . . . , an] and b = [b1, b2, . . . , bn] is
defined here as a b = [a1b1, a2b2, . . . , anbn].
Definition 3. Using Def. (2), the global phase error is defined as
eθ =
‖|fft(u)|  (∠fft(u)− ∠fft(ue)) ‖p
‖fft(ue)‖p
, (2.73)
where fft(u) in Def. (3) is the Fast Fourier Transform 3 of the column vector u and u is
the nodal distribution of the solution at the last temporal point M and symbol ∠ represents
the phase angle. The Discrete Fourier Transform can be written as the following matrix
vector operation
dft(u) =
1√
N

1 1 1 1 · · · 1
1 ω ω2 ω3 · · · ωN−1
1 ω2 ω4 ω6 · · · ω2(N−1)
1 ω3 ω6 ω9 · · · ω3(N−1)
...
...
...
...
...
1 ωN−1 ω2(N−1) ω3(N−1) · · · ω(N−1)(N−1)


u1
u2
...
uN

= Ψu (2.74)
where ω = exp (−2pii/N) is a primitive Nth root of the unity and Ψ =
(
ωjk√
N
)
j,k=0,...,N−1
is the
DFT matrix. One important property of Ψ that we use here is that its Hermitian transpose
3FFT is the fast version of the Discrete Fourier Transform given in Eq. (2.74)
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is the inverse of Ψ because for Ψk = 1/
√
N
[
e
−2pii
N
kn | n = 0, 1, . . . , N − 1
]T
we have
uTk u
∗
k′ = 1/
√
N
N−1∑
n=0
(
e
−2pii
N
kn
)
×1/
√
N
(
e
−2pii
N
(−k′)n
)
= 1/N
N−1∑
n=0
e
−2pii
N
(k−k′)n = 1/N×N δkk′ = δkk′ .
(2.75)
This proves that Ψ is orthonormal.
Equation (2.73) can be interpreted as follows. Assume that we have obtained the
numerical solution u at the final temporal point by applying DPI or any numerical method
to the given set of linear/nonlinear PDEs with arbitrary boundary condition. We then apply
the Fast Fourier Transform (FFT) to u to obtain a column vector containing a set of complex
number where the modulus of each complex number is the amplitude and its phase is the
frequency corresponding to that amplitude. Therefore the expression fft(u) in Eq. (2.73) is
simply a column vector containing complex numbers. In the next step, we find the angle of
these complex numbers so the column vector ∠fft(u) contains the real numbers representing
the angle or frequency of each Fourier mode. We then subtract these frequencies form those
of exact values ∠fft(ue) to find the phase error for each mode. But we note that the error
in the first mode is much more important compared to the error in the fourteenth mode so
we weight these phase errors by the magnitude of the corresponding amplitudes using the
array product |fft(u)|  (∠fft(u)− ∠fft(ue)). Finally we calculate the norm of all weighted
frequency errors and divide by the norm of amplitudes of the exact solution to find the
phase error eθ. the phase error is zero in the best case when the numerical solution u has
absolutely no phase error up the cut-off frequency and is one in the worst case when all
modes are shifted by a multiple of 2pi simultaneously.
Definition 4. Using a similar fft-based approach, the amplitude error can be defined as
follows
eA =
‖|fft(u)| − |fft(ue)|‖p
‖fft(ue)‖p
. (2.76)
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In this expression, the amplitudes of the numerical solution are obtained by finding the
absolute value of the complex number obtained from Fast Fourier Transform, i.e. |fft(u)|
which are different from the amplitudes of the exact solution say |fft(ue)| by the amount
of the amplification error which varies for different modes. To find an average we simply
compute the p-norm of the difference and normalize the results by the modulus of the Fourier
transform of the exact solution to find the amplification error eA. The amplification error is
zero in the best case where the numerical solution has no amplification error in all Fourier
modes up to the grid cut-off frequency and is 1 in the worst case when the numerical solution
is completely dissipated, i.e. u → 0 for a very large time-step. Therefore the amplification
error eA has a zero to one scale.
Definition 5. The combined error eC is defined as the ratio of the norm of the error in
Fourier Transform of the numerical solution to the exact solution.
eC =
‖fft(u)− fft(ue)‖p
‖fft(ue)‖p
(2.77)
This is in fact a combination of the phase and the amplitude error in a unified framework.
2.8.3 Results
In this section we evaluate the set of measures given in Eq. (2.73), Eq. (2.76) and
Eq. (2.77) using the numerical results presented in the previous section regarding the one-
dimensional propagation equation (2.70). The number of points in space and the spatial
discretization are unaltered. We fix the number of temporal points to M = 60 and increase
the time span from T = 0.1 to T = 20 × 2pi with steps ∆t = 6.6086. Both Chebyshev and
compact schemes are used for the integration operator in the DPI formulation.
We also apply the conventional time marching scheme to compare the phase, amplitude
and the combined error of different schemes. The results are shown in Figs. 2.11,2.14,2.15.
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The data represented with black are the lower-order conventional time marching schemes,
the blue ones the implicit RK marching schemes in § (2.6) and the red ones are variants of
the DPI method. According to Fig. 2.11, the best phase error corresponds to the Chebyshev-
DPI while the worst case is the Euler implicit scheme. The Crank Nicolson (square-black
line) has better phase error than BDF2 using the same number of points as used in the
Chebyshev point distribution. The next is the implicit DPI with second-order compact
integration operator on a constant spacing grid (red dotted lines) which has better phase
error than Euler-Implicit, BDF2 and Crank-Nicholson schemes.
The phase error of implicit RK schemes is discussed next. The third-order SDIRK scheme
Eq. (2.65) (blue line upward triangles) is not very appealing compared to the fourth-order
implicit DPI. However the situation becomes different for the L-stable third-order scheme
Eq. (2.67)4. This scheme has less phase error than our fourth-order compact scheme for
larger time spans T . While Fig. 2.11 is very suitable for larger time spans it lacks required
resolution for small time spans because the phase errors of all schemes for small time spans
T are very close to zero and hence it is impossible from Fig. 2.11 to detect the best scheme.
To resolve this problem, we switch to a logarithmic scale of the same data in Fig. 2.12.
As we see for smaller time spans T < 40, the fourth-order compact scheme has slightly
better phase error compared to the third-order L-stable scheme Eq. (2.67) while for larger
time spans T > 40 the latter is better. However since the amplification factor of the fourth-
order compact scheme is almost unity for all time spans according to Fig. 2.13 we observe
from Fig. 2.14 that the combined error of the fourth-order compact scheme is better than
the third-order L-stable scheme. Interestingly, according to Fig. 2.14 and 2.15, the combined
error of the fourth-order compact scheme is better than all implicit RK schemes including
fifth-order DIRK by Ababneh et. al. Eq. (2.68). This result can be explained by noticing
the fact that since compact schemes are central in time, they have minimum dissipation
since their amplification factor is almost unity for a wide range of time spans according to
4blue line with triangles pointed to the right
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Figure 2.11 The phase error Eq. (2.73) of the one-dimensional wave propagation using
different numerical methods
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Figure 2.12 A logarithmic plot of Fig. 2.11
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Fig. 2.13. Therefore the combined (total) error of these schemes are expected to be less than
DIRK schemes which are in fact one-sided (upwind) in time. This result brings a theoretical
explanation for the numerical experiment by [55] where a spatial second-order central scheme
gives better turbulence spectra compared to a spatial fifth-order upwind scheme. We have
exactly the same situation in temporal discretization as they had in the spatial discretization.
Also the phase errors of the fifth-order DIRK scheme of Ababneh et. al. Eq. (2.68) and
the optimized fourth-order scheme of Najafi et. al. Eq. (2.68) are better than fourth-order
and six-order compact schemes for larger time spans according to Fig. 2.11 while for small
time spans, the compact schemes are superior (see Fig. 2.12). However the schemes proposed
by Ababneh et. al. and Najafi et. al., have major amplification error according to Fig. 2.13
for all time spans while compact schemes are dissipation free. Thus the overal effect is that
the compact schemes have much better combined error in comparison to implicit RK schemes
according to Fig. 2.14 for all range of time spans.
Another important point is about the optimized fourth-order scheme by Najafi et. al.
As seen in Figs. 2.11 and 2.12, this scheme accurately resolves the phase over a wide range
of time span which is the direct result of optimization of the numerical dispersion relation.
In particular, the computed phase angle obtained from this scheme is more accurate than
Ababneh et. al.’s fifth-order scheme in the range 50 < T < 90. However, this optimized
scheme is more dissipative than the fifth-order according to Fig. 2.13. As a result, the
total combined error of this scheme is slightly more than the fifth-order scheme according to
Fig. 2.14. Comparing Fig. 2.14 and Fig. 2.13 we observe that, for the numerical experiments
performed here, the combined error is always greater than the amplification error or 1−eA ≥
1−eC seems to be valid5. If this inequality is true then we conclude that the combined error
should account for both amplification and phase errors in the same time which makes the
combined error to be greater than the amplification error. In fact, we can easily prove this
5Please compare Fig. 2.15 and Fig. 2.13.
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Figure 2.13 A plot of 1− eA where eA is the amplification error given in Eq. (2.76)
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Figure 2.14 The combined error Eq.(2.77) of the one-dimensional wave propagation using
different numerical methods
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observation for the general case. From the p-norm inequality theorems we have
‖|fft(u)| − |fft(ue)|‖p ≤ ‖fft(u)− fft(ue)‖p, (2.78)
Dividing both sides of Eq. (2.78) by ‖fft(ue)‖p we obtain
‖|fft(u)| − |fft(ue)|‖p
‖fft(ue)‖p
≤ ‖fft(u)− fft(ue)‖p‖fft(ue)‖p
. (2.79)
Using the definition of the amplification error and the combined error, Eq. (2.79) can be
written as
eA ≤ eC ⇒ 1− eA ≥ 1− eC . (2.80)
Therefore the combined error is the final unified measure that we use to judge the accuracy
of the scheme. One can speculate that there must be a corelation between p-norm error and
combined error because both have the amplification and phase error in the same place. This
relation can be obtained by considering the nature of the Fast Fourier Transform as follows.
From Eq. (2.74) one can write Eq. (2.77) as follows
eC =
‖fft(u)− fft(ue)‖p
‖fft(ue)‖p
=
‖Ψu−Ψue‖p
‖Ψue‖p
=
‖Ψ (u− ue) ‖p
‖Ψue‖p
(2.81)
For p = 2, i.e. the second-norm, eq.(2.81) can be written as
eC =
‖Ψ (u− ue) ‖2
‖Ψue‖2
=
(u− ue)TΨ∗ Ψ (u− ue)
uTe Ψ
∗ Ψue
, (2.82)
Since the DFT matrix Ψ is orthonormal, i.e. Ψ∗Ψ = I we can write eq.(2.82) as
eC =
(u− ue)T (u− ue)
uTe ue
, (2.83)
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or
eC =
‖u− ue‖2
‖ue‖2
, (2.84)
This shows that the combined error is actually the ratio of L2 error (the energy of the error
signal) to the L2 of the exact solution (the energy of solution). Therefore the L2 error and
combined error have exactly same physical interpretations.
To summarize, the compact 4th, 6th and 8th order schemes have much better combined
error (phase and amplification) compared to the conventional lower order methods and
high-order DIRK schemes. The Chebyshev operator used in the DPI formulation generates
spectacular results which are shown in Figs. 2.11-2.14. The results obtained from Chebyshev-
DPI method is very accurate until around T = 100 where the combined error starts to grow
up according to Fig. 2.14. The amplification factor of the compact schemes is even better
than Chebyshev according to Fig. 2.13. However since the phase error of the Chebyshev
schemes are much better than compact schemes according to Fig. 2.11, the final result is
that the combined error of the Chebyshev-DPI is smaller than compact-DPI schemes for all
ranges of time-span. However we should note that the memory usage of the compact scheme
is almost half of the Chebyshev since the integration operator of compact schemes is close
to a lower Heisenberg matrix [39].
2.9 Application to Two-Dimensional Wave Propagation in Complex
Engineering Geometries
The two-dimensional time dependent wave equation
∂2u
∂t2
= c2∇2u, c = 1, u(∂Ω, t) = 0, (2.85)
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Figure 2.15 A full-scale plot of Fig.(2.14)
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is solved for domains including complex geometries. A Gaussian distribution is used as
the initial condition and it reflects after interacting with the geometry. The wave equation
(2.85) is written in the Volterra form Eq. (2.41) with a = 1 and b = 0 where the residual is
discretized using continuous spectral element methods on curved exact Fekete nodal triangle
elements. These elements have smaller condition number compared to the equally space
point distribution (denoted with Lagrange basis). This is demonstrated in Fig. 2.16.
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Figure 2.16 The Condition Number of Equally spaced basis functions versus exact Fekete
points
A sample generated spatial grid and corresponding solutions are shown in Fig. 2.17 and
2.18 respectively. The resulting system of space-time DPI equations (2.41) is solved in
a the matrix-free implementation. The integration operator S is constructed by using the
collocation form of Jacobi polynomials. Therefore Chebyshev and Legendre polynomials are
simply obtained by tuning the Jacobi coefficients.
The Jacobian of the Voltera kernel is simply the Jacobian of the Spectral Element Method,
which is a combination of the mass and stiffness matrices. These matrices are sparse in
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Figure 2.17 Exact Fekete elements for a complicated geometry
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Figure 2.18 The scattered wave from the 30P30N geometry obtained using high-order exact
Fekete elements. The adapted P1 elements are used for smooth visualization
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Figure 2.19 The effect of reordering of Spectral Elements on the bandwidth; left) Original
Right) Reordered
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Figure 2.20 The effect of reordering of space-time on the convergence of GMRES when the
band-LU preconditioner is used. In this example, 400 off diagonals of the exact
space-time Jacobian matrix are stored in the LAPACK band storage format and
exact LU is performed and used as the preconditioner
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Figure 2.21 Unpreconditioned versus band-LU preconditioned GMRES solution of space-
time DPI of the benchmark problem
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general. Therefore they are first reordered using the reverse Cuthill-McKee algorithm and
then the reordered nodes are using for space-time discretization. The reordering procedure
is significant for reducing bandwidth (Fig. 2.19) and improving the convergence of Krylov
solvers (Fig. 2.20). The coefficient matrix in the system of equations (2.41) is not stored in
memory. Instead it is evaluated inside the Krylov solver when a matrix-vector product is
needed. This matrix free implementation results in a highly scalable solution for grids with
millions nodes per CPU on current computer architectures. The code is run for a benchmark
case where numerical/analytical solution is known and was reported previously.
A Fourier-Bessel analytical solution for the case of reflecting cylinder is obtained by the
author as presented below:
u(r, t) =
∞∑
k=1
∞∑
d=1
cos(ckt) (A0kd + Akd cos(dθ) +Bkd sin(dθ))Fdk(r), (2.86)
where Fdk(r) is defined below
Fdk(r) = Yd(ckr)− Y˙d(ckr1)
J˙d(ckr1)
Jd(ckr), (2.87)
where J and Y are the Bessel functions of the first and the second kind respectively and ck
is the kth root of the following nonlinear equation
Yd(cr2)− Jd(cr2)
J˙d(cr1)
Y˙d(cr1) = 0. (2.88)
In the cylindrical coordinates, r1 and r2 represent the radius of the inner and the outer
cylinders respectively. The unknown coefficients in Eq. (2.86) can be determined by imposing
the initial conditions and using orthogonality properties. The results are presented below.
A0kd =
∫ 2pi
0
∫ r2
r1
ru0Fdk(r)drdθ
2pi
∫ r2
r1
rF2dk(r)dr
, (2.89)
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Figure 2.22 The space-time solution of time-accurate wave propagation about the cylinder
at t = 1. Left) exact Fourier-Bessel solution. Right) numerical solution
Akd =
∫ 2pi
0
∫ r2
r1
ru0 cos(dθ)Fdk(r)drdθ
pi
∫ r2
r1
rF2dk(r)dr
, (2.90)
Bkd =
∫ 2pi
0
∫ r2
r1
ru0 sin(dθ)Fdk(r)drdθ
pi
∫ r2
r1
rF2dk(r)dr
. (2.91)
The result of benchmark problem at t = 1 is presented in Fig. 2.22. The spatial grid is
very coarse according to Fig. 2.23 The entire space-time hull is solved in one iterative solve,
which results in a very accurate solution compared to the previously reported analytical
solution. In order to tackle multi scale problems, it is required to use a preconditioner to
cluster the eigenvalues of the linear system. Without using preconditioning strategies, the
convergence of the linear system would be extremely slow and in many cases even stall.
This creates difficulties in the current matrix-free development because the matrix is not
explicitly stored and hence the preconditioner can not be computed. To resolve this severe
drawback, in this work, the entries of the Jacobian matrix are computed and stored only
if they are within a user specified bandwidth. This results in a banded Jacobian matrix,
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Figure 2.23 a) The high-order triangle element with exact Fekete points. b) The adapted
FEM-P1 solution having the same interpolation error
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Figure 2.24 The comparision of various iterative solvers for solving space-time equations of
the benchmark problem
which is still O(N) unknowns provided that the bandwidth is small enough. Then an efficient
band LU solver is used to factorize this banded Jacobian matrix and consequently perform
a band-LU solve inside the Krylov solver. The result of this preconditioner is presented
in Fig. 2.21. As shown, the unpreconditioned GMRES stalls at about 10−6. However,
the band-LU preconditioner enables GMRES to converge to machine zero. This clearly
demonstrates the importance of using a preconditioner in the Spectral Element Framework.
There is another restriction that is specific to space-time methods. Since the total number
of unknowns is equal to the spatial unknowns times the temporal slices (planes) in the space
time packet, then the total number of unknowns is larger than conventional time marching
methods, where the spatial variables are the only unknowns of the system. This imposes
severe memory restrictions when the Jacobian matrix is stored. As discussed before, a
matrix-free approach is currently used to alleviate this restriction. However, inside the
GMRES Arnoldi loop, it is still required to store the Krylov subspace (search vectors). The
can significantly slow down the solution process and/or increase memory usage when the size
of the Krylov subspace increases. To handle this issue, other competitive iterative solvers
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Figure 2.25 The convergence of Arnoldi iterations for different integration operators
that do not store the Krylov subspace have been implemented in this work. These include,
Biconjugate Gradient Stabilized method [56] and the recently developed method Induced
Dimension Reduction (IDR(s)) [57]. These methods are designed to perform well without
storing the Krylov subspace. A comprehensive comparision is presented in Fig. 2.24, where
various iterative solvers are compared for a benchmark problem. As shown in Fig. 2.24-
Left, the BiCGSTAB with the band-LU preconditioner converges even faster than GMRES
with the same preconditioner. This interesting result indicates that BiCGSTAB in the
space-time framework works more efficiently than GMRES if the band-LU preconditioner
is used. Another interesting result is obtained by comparing band-LU BiCGSTAB with
IDR(s) solvers. The purpose of IDR(s) algorithm is to increase the convergence by increasing
the shadow dimension parameter s without using a preconditioner. However, according to
Fig. 2.24-Right, in the space-time framework we observe that IDR(s) strategy is not sucessfull
and our band-LU BiCGSTAB performs much better than IDR(s). This is another important
result of the current work.
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Figure 2.26 The comparison between left) exact solution and right) space-time DPI at t = 10
The choice of integration operator has an important effect on the convergence of the
matrix-free iterative solver. As shown in Fig. 2.25, when S is discretized using Chebyshev
polynomials, the Arnoldi iterations are more stable than when Legendre polynomials are
used. Fortunately, since the general family of Jacobi polynomials are implemented in
the current code, various polynomials including Chebyshev, Legendre and Lobatto can be
selected by user.
To assess the robustness, the spatial grid is kept the same and the time span is increased
to t = 10 and the solution is compared to the exact solution in Fig. 2.26 and Fig. 2.27.
As shown, excellent agreement is achieved. Finally we proceed to another important result
of the current work. For the same benchmark problem, the time span is kept the same
and the number of time slices are increased. The result, which is presented in Fig. 2.28,
shows increasing efficiency and convergence of the iterative solve as the number of time
slices is increased. As shown, for 5 time slices, the iterative solve converges at 140 iterations
while for 12 time slices it converges at 32 iterations. For 24 time splices, which corresponds
to a temporal discretization of 25th-order, the solution converges in 24 iterations. This
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Figure 2.27 The comparison between space-time DPI (dots) and exact solution (solid line)
at t = 10
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Figure 2.28 The increase in convergence by increasing time points in space-time formulation.
The results are reported for the convergence of the Arnoldi iterations during a
single time-span
70
nonintuitive elegant result demonstrates the speed-up analysis presented in [39] for practical
problems involving complex geometries.
71
CHAPTER 3
TESSELATION
3.1 Introduction
High-order methods for solving conservation laws have received significant interest and
gained popularity in the last decade [58, 59]. Particularly, arbitrary p-version of finite
elements are being developed for practical use [60]. In thease approaches, the elements are
chosen to be significantly coarser compared to finite volume and conventional finite element
meshes; where the emphasis is to perform sufficient p-refinement (in the smooth solution
regions) to capture the relevant physics. These methods result in less degrees of freedom
(DOFs) as compared to approaches where pure h-refinement is performed. Mathematically,
error analysis can be used to prove this result. For example, Trefethen [43] demonstrates
that for sufficiently smooth solutions, an arbitrary p-refinement strategy (using Chebyshev
polynomials) has an exponential rate of convergence and requires less DOFs compared to
high-order h-refinements. Additionally, combining this strategy along with local h-refinement
where the solution is not smooth yields optimal results [61]. Therefore, these results are
motivation to use extremely coarse elements/blocks that are equipped with very high-
order polynomials. The development of spectral/pseudo-spectral methods are based on this
premise. However, in practice it has been shown that a combination of h-p refinements for
elliptic equations leads to exponential convergence as long as the boundaries of the domain
are piecewise analytic [62]. This implies that the boundaries must be approximated in
a piecewise manner with sufficient accuracy in order to preserve exponential convergence.
This important result has been observed and confirmed numerically [63, 64, 65] where it is
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shown that the lack of sufficient accuracy in the generation of curved elements conforming
to the boundaries can lead to significant inaccuracy and negate the advantages of using a
high-order approach.
Although the importance of utilizing an appropriate representation of curved boundaries
is well established, practical implementation for real-world geometries is difficult. Unfortu-
nately, engineering CAD geometries, with complicated physical boundaries, require special
treatment. In most CAD geometries it is easy to identify regions where the boundaries are
not analytic, however in most cases it is possible to obtain piecewise analytical definitions
via interacting directly with the CAD modeling kernel. In this approach, elements with
one or more curved edges/faces snapped on the physical boundaries will appear in the
grid generation process and the curvature of the elements can be arbitrarily complicated.
Therefore, we need to be equipped with appropriate tools to interact with the CAD kernel
and handle this complexity in the grid generation procedure. This approach enables the
application of high-order methods to real-world geometries.
There are two methods to generate such high-order curved elements: direct mapping [66,
63, 59], which uses analytical maps to generate curved elements, and posteriori approaches
based on elasticity equations, which use the boundary curvature as a specified displacement
boundary condition for either linear [67, 68] or non-linear elasticity equations [69]. The
former is straightforward yet elegant and can lead to an embarrassingly parallel algorithm
(as discussed here) while the latter can be more robust especially in anisotropic meshes where
significant stretching is required in a specified direction. In this case, the direct mapping
leads to tangled elements and requires additional steps to untangle these elements [70, 71].
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3.2 Definitions related to the process of grid generation
A CAD Entity is defined to be either a vertex, an edge, a face or a volume. The kth
CAD Edge ek and CAD Face (surface) Sk are piecewise analytic functions where ek can be
parameterized using a scalar variable, i.e. [x, y, z]← ek(u) and Sk can be parameterized using
a tuple, i.e. [x, y, z] ← Sk(u, v) (Fig. 3.1(a)). These geometric functions are defined using
any combination of fundamental analytical functions and user-defined Boolean operations.
Usually the fundamental functions include line, circle, ellipse, parabola, hyperbola, Bezier
curve, B-spline curve and NURB curves for CAD edges and plane, cylinder, cone, sphere,
torus, Bezier surface, B-spline Surface, and NURBS surfaces are used for CAD faces [72].
The parameter k is used as CAD Edge/Face Tag. A CAD Entity Interface is defined to be
the intersection of two adjacent CAD entities (Fig. 3.1(a)). A CAD Model is the collection of
all k CAD faces and edges that are necessary to completely define the model. Basic Elements
are the simplest type of elements that are used in conventional grid generation algorithms
to tessellate a computational domain which has boundaries defined by the CAD model.
The Basic Elements include triangle (Fig. 3.1(b)) and quadrilateral (Fig. 3.1(c)) in 2D and
tetrahedron, hexahedron (Fig. 3.1(d)), prism (Fig. 3.1(g)) and pyramid (Fig. 3.1(h)) in 3D
space. A Face-Curved Element is defined as a boundary element that only has one curved
face which lies on the boundaries of the CAD model and hence its curvature is arbitrarily
defined by the CAD model (Fig. 3.1(e)). An Edge-Curved Element is defined as a near
boundary element that only has one curved edge which lies on the boundaries of the CAD
model (Fig. 3.1(f)).
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 3.1 The basic CAD definitions and element types
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(a) (b)
Figure 3.2 a) The fast surface triangulation used for visualization and computing the
bounding box. b) The final cad faces with corresponding bounding boxes. This
model consists of 42 cad faces
3.3 Minimum-distance projection on cad model algorithm
For a curved element adjacent to a boundary, a minimum distance projection to the CAD
model is required in order to map a master element to the corresponding physical element.
Since a CAD model consists of a collection of piecewise analytic functions, a global gradient
based minimization algorithm is not advisable since the gradients are not defined at CAD
entity interfaces. Hence, each piecewise function (entity) should be searched locally to find
a local minimum and the results should then be reduced to a global minimum. This may
be considered as a brute force search algorithm, and may incur significant computational
expense. To improve the efficiency, a bounding box (with additional margins) is defined
around each CAD entity (see Fig. 3.2(b)).
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Subsequently the CAD entities are only searched (using a minimization algorithm)
for the point queries that reside only inside their bounding boxes. The details of the
initializer algorithm, which also computes bounding boxes, is given in Algorithm 1. In
Input: IGES/STEP file
Output: Sk: CAD entities(edges/faces); Box: The bounding box data structure
1 begin
2 for k ← 1 to kmax do
3 Sk ← The kth CAD Face from IGES/STEP file;
4 [xj, conn]← Triangulate(Sk);
5 Box(k).xmin ←min(xj)-MARGIN;
6 Box(k).xmax ←max(xj)+MARGIN;
7 end
8 end
Algorithm 1: Initializing and computing bounding boxes.
the implementation of line 3, all kmax CAD faces can be either read from a simple input file
specified by the user for simple geometries or they can be read from the industry standard
IGES/STEP file. The latter approach is used in this work by invoking OpenCASCADE
library routines [72]. In line 4, the triangulation can be performed using two different
methods. In the first method, CAD edges can be discretized and a surface triangulation
can be obtained in parametric space using a quality triangulation code [73]. Such face
triangulation may also be used to generate a volume tetrahedral mesh in the grid generation
phase. In the second method, a fast but extremely low quality triangulation method may
be used which connects discretized edges to obtain face triangulation. An algorithm such
as this is implemented in the OpenCASCADE BRepMesh_FastDiscret class [72]. This
triangulation is only useful for the purpose of visualization and calculating the bounding
box, as shown in Fig. 3.2(a). Once CAD faces and their bounding boxes are determined,
the minimum distance projection on the CAD model can then be preformed. For a given
point x in space, find the parameters (u′, v′) of the k¯th CAD face 1 ≤ k¯ ≤ kmax such that
‖x− Sk(u′, v′)‖2 is minimum for all k = 1 . . . kmax. The resulting function can be abstracted
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in the form
(
k¯, u′, v′
)← Φ(x) and hence
xProjected = Sk¯ (Φ(x)) (3.1)
returns the coordinates of orthogonal projection of x on the CAD model. All analytical
maps herein utilize this projection.
The details of the current minimum-distance projection is presented in algorithm (2). It
utilizes a search algorithm that checks all bounding boxes to find the candidate CAD face
containing the minimum distance (line 4). Once the appropriate CAD face is selected, an
optimization loop, based on Newton’s method, is performed in lines 8-17 to find the local
minimum in the parametric space of the selected CAD face. This part of the algorithm is
gradient-based and hence depends on the first and the second derivatives of the parametric
CAD face. These gradients can be computed using finite differences or using analytical
derivatives. The ShapeAnalysis_Surface class implemented in OpenCASCADE greatly
facilitates the Newton-base optimization. In fact, a similar Newton-based algorithm is
implemented in ValueOfUV and NextValueOfUV methods of this class. Finally, the resulting
minimum point is compared to the global minimum and necessary updates are performed in
lines 19-23. A two-dimensional version of the three-dimensional algorithm (2) can be readily
obtained by replacing the tuple (u, v) with scalar u. In this case, CAD faces are replaced
with CAD edges and the rest of operations remain the same.
3.4 The derivation of analytical maps
Although curved elements can generally have multiple curved sides/faces, the configura-
tion of curved elements in this work (similar to [63]) is limited to special forms such that
an analytical transformation (map) can be found. To be specific, each 2D map has only one
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Input: x: Physical point coordinates; Sk=1...kmax : CAD entities; Box: Bounding box
data structure; : CAD tolerance; (u0, v0) Some initial value for the
parametric space; n: Newton’s iteration tolerance
Output: (u′, v′): The parametric coordinates of the projected point on the k¯th CAD
entity; k¯: The tag of the CAD entity where the projected point has
minimum distance
1 begin
2 dmin ← 10 ;
3 for k ← 1 to kmax do
4 if x ≥ Box(k).xmin and x ≤ Box(k).xmax then
5 else
6 cycle;
7 end
8 s← 1; (us, vs)← (u0, v0);
9 δ ← ‖Sk (us, vs)− x‖;
10 ∆(us, vs)← 2 n;
11 while ‖∆(us, vs)‖ > n do
12 D←
(
∂δ
∂(us,vs)
= ∇δ
)
;
13 H← ∂D(δ)
∂(us,vs)
;
14 ∆(us, vs)← −H−1DT ;
15 (us+1, vs+1)← (us, vs) + ∆(us, vs);
16 s← s+ 1;
17 end
18 d← ‖Sk (us, vs)− x‖;
19 if d ≤ dmin then
20 dmin ← d;
21 k¯ ← k;
22 (u′, v′)← (us, vs);
23 end
24 end
25 end
Algorithm 2: Minimum distance projection of point x on CAD model represented by
Φ(x) transform for brevity.
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form which corresponds to elements with a maximum of one edge on CAD boundaries. Each
3D map can take two forms. One form corresponds to one face on the CAD boundary and
the other corresponds to one edge on the CAD boundary. However only the allotropes of
the tetrahedral element are presented since it can be shown that an edge-curved tetrahedron
can complement other types of elements.
For a curved-edge triangle (Fig. 3.1(b)), the following map is given in [63]
x =
1− r − s
1− r C1(r) +
rs
1− rx2 + s x3 (3.2)
where C1(r) = [C1x(r), C1y(r)] is the parametric form of the curved side of the triangle which
can be written using Eq. (3.1) as follows
C1(r) = Sk¯ (Φ (r x2 + (1− r) x1)) (3.3)
For the curved-edge quadrilateral (Fig. 3.1(c)) one obtains
x = sC3(r) + (1− s) C1(r) (3.4)
where C3(r) = r x3 + (1− r) x4 yields the linearly parameterized coordinates of the straight
side C3 and C1(r) gives the parametric coordinates of the first side of the quadrilateral which
lies on the CAD model and hence Eq. (3.3) can be used in the same fashion to project the
curved side on the CAD model.
In order to map the tetrahedral elements shown in Fig. 3.1(e) and Fig. 3.1(f) define
Ω(α, β) =

α
1−β 0 ≤ β < 1
α β = 1
(3.5)
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This maintains a compact notation and also removes a singularity that occurs at point x4.
This is due to the fact that the factor (1 − t) repeatedly appears at the de-numerators of
the derived maps, thus at t = 1 which corresponds to x4, the singularity is removed using
Eq. (3.5).
The bottom of the linear tetrahedron is written as
xL =
3∑
j=1
xjψj (u, v) (3.6)
where u = Ω(r, t) and v = Ω(s, t) and ψj(u, v) = {(1− u− v) , u, v} are the P1 Lagrange
basis for the master triangle. The final relation for mapping a curved-face tetrahedron is
obtained by using
x = tx4 + (1− t) Sk¯ (u′, v′) (3.7)
where (u′, v′, k¯) = Φ (xL) is described in algorithm (2) and xL is obtained using Eq. (3.6).
For an edge-curved tetrahedron (Fig. 3.1(f)) the curved edge can be parameterized according
to
xL = x1 + Ω(u, v) (x2 − x1) (3.8)
and then projected on the CAD model using
H = v x3 + (1− v) Sk¯ (u′, v′) (3.9)
where (u′, v′, k¯) = Φ (xL) for xL given in (3.8). Therefore, the final map is obtained as
x = t x4 + (1− t) H. (3.10)
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The reconstruction of the top face of the curved-face hexahedral element in Fig. 3.1(d) yields
xT =
8∑
j=5
xjφj (r, s) (3.11)
where φj = {1−r−s+rs, r(1−s), s(1−r), rs} are the P1 Lagrange basis for a quadrilateral
element. Similarly, for the lower face one obtains
xL =
4∑
j=1
xjφj (r, s) . (3.12)
Finally a transfinite interpolation between the top face and the orthogonally projected lower
face yields
x = t xT + (1− t) Sk¯ (u′, v′) (3.13)
where (u′, v′, k¯) = Φ (xL) for xL given in Eq. (3.12). The face-curved prism shown in
Fig. 3.1(g) can be mapped similar to the hexahedral element except that triangular basis
functions should be used. Therefore
xT =
6∑
j=4
xjψj (r, s) (3.14)
is the reconstruction of the top face of the prism and
xL =
3∑
j=1
xjψj (r, s) (3.15)
is the reconstructed lower face which is then projected on the CAD model to yield the final
map
x = t xT + (1− t) Sk¯ (u′, v′) (3.16)
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Table 3.1 The closed-form analytical map x = f (xj, r, s, t) for different types of curved
elements
Element Type Closed-Form Analytical Map
Triangle 1−r−s
1−r Sk¯ [Φ (rx2 + (1− r) x1)]
+ rs
1−rx2 + s x3
Quadrilateral (1− s) Sk¯ [Φ (rx2 + (1− r) x1)]
+rs x3 + s (1− r) x4
Curved-face Tetrahedron t x4 + (1− t)
Sk¯
[
Φ
(∑3
j=1 xjψj (Ω(r, t),Ω(s, t))
)]
Curved-edge Tetrahedron t x4 + (1− t)
(
Ω(s, t)x3 + (1− Ω(s, t))
Sk¯ [Φ (x1 + Ω (Ω(r, t),Ω(s, t)) (x2 − x1))]
)
Curved-face Hexahedron t
∑8
j=5 xjφj(r, s) + (1− t)
Sk¯
[
Φ
(∑4
j=1 xjφj(r, s)
)]
Curved-face Prism t
∑6
j=4 xjψj(r, s) + (1− t)
Sk¯
[
Φ
(∑3
j=1 xjψj(r, s)
)]
Curved-face Pyramid t x5 + (1− t) Sk¯
[
Φ
(∑4
j=1 xjφj(r, s)
)]
where (u′, v′, k¯) = Φ (xL) for xL given in Eq. (3.15). Finally for the curved-face pyramid
shown in Fig. 3.1-H, the lower face can be written as
xL =
4∑
j=1
xjφj (r, s) (3.17)
and the final map is obtained using
x = t x5 + (1− t) Sk¯ (u′, v′) (3.18)
where (u′, v′, k¯) = Φ (xL) for xL given in Eq. (3.17). These maps are summarized in close-
form relations given in Table 3.1. It should be noted that the linear version of the curved
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elements presented in Table 3.1 can be readily obtained by dropping the projection operation,
i.e., replacing Sk¯ [Φ(x)] with x. In this case all sides of the elements remain straight. This
is used for the interior elements in this work.
3.5 Grid generation and visualization
In the first stage of the grid generation process a linear grid containing elements
with straight sides is generated about the given geometry. In the 2D/3D cases, Trian-
gle [73]/Tetgen [74] mesh generators are invoked respectively to create the initial linear mesh.
Additionally an all-quadrilateral mesh generator [1] is used for two-dimensional problems.
This portion of the algorithm is not parallel; however, the computation time is negligible.
For higher-order coarse meshes, this serial fraction of the code does not significantly affect
the speedup. These same grid generators are also used in parallel for the generation of
sub-elemental tessellations in 2D/3D. This is essential for visualization of the results (see
Fig. 3.7). It should be noted that the linear mesh could also be read in from the output
of any grid generation software. However, the importance of generating grids in the code
is that the mesh can be regenerated until all near-boundary elements have either one face
or one edge on the CAD boundary. This enforces the validity of the curved element maps
presented in Table 3.1. Once the linear mesh is generated, a load balancing scheme is
applied to decompose the mesh between concurrent processes. In the next stage, each process
proceeds to generate higher-order curved elements by using analytical maps (Table 3.1) to
insert additional higher-order interpolation points in the near-boundary elements in its scope
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(Fig. 3.3(a)). After all near-boundary elements have been generated, each process proceeds to
add higher-order interpolation points to the interior elements contained in its scope. This is
shown in Fig. 3.3(c) and Fig. 3.3(d) where near-boundary elements and the interior elements
are visualized in the form of two different layers. Examples of different geometries are shown
in Fig. 3.4.
It should be noted that the point distribution can be arbitrary and hence Spectral Element
meshes can be generated using the same algorithm (see Fig. 3.6). As shown in Figs. (3.5,
3.6), curved meshes can be generated using the version of the analytical maps for curved
near-boundary elements and the straight edge version of the maps for the interior elements.
To investigate the effect of the point distribution, the equations of potential flow are solved
in the weak form using Lagrange and Chebyshev basis functions. The system is solved
using LU decomposition to eliminate the potential disadvantages of iterative solvers for ill-
conditioned problems. According to Fig. 3.6(a), a 9th-order Lagrange solution seems to be
working. However a 15th-order accurate SEM solution using Lagrange basis (Fig. 3.6(b))
fails due to Runge phenomena [10]. This is because the point distribution is equally spaced.
In this case the system is extremely ill conditioned. However, a Chebyshev point distribution
(Fig. 3.6(c)) results in a well conditioned system that yields a perfectly accurate solution.
This study demonstrates the importance of preserving the stretching of the point distribution
in a higher-order mesh generation procedure. The traditional approach for handling curved
boundary elements, based on solving elasticity equations [67, 68, 69], enforces equally spaced
points at the end of the solution process and hence they are not suitable for spectral element
grid generation as pointed out above.
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(a) (b)
(c) (d)
Figure 3.3 A fifth-order curved finite element grid. a) near-boundary elements are mapped
first. c,d) the interior elements are then mapped to higher order elements. b) the
quality of the surface mesh
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(a) (b)
Figure 3.4 a) a part of fifth-order curved finite element mesh. b) a tenth-order mesh
3.6 Parallelization and load balancing
The initial (linear) mesh is conventionally decomposed such that the volume to area
ratio of each partition is maximized. This approach significantly reduces the communication
cost and is typically used in computational field solvers. However, in the current work,
communication is not the expensive part of algorithm. In fact the most time consuming
part of the algorithm is the search query presented in Algorithm 2 which happens at near-
boundary elements. Therefore, a decomposition method should be used that can equally
divide the near-boundary elements between processes. A sample conventional decomposition
for two processes with increased weights for near-boundary elements is presented in Fig. 3.7.
As shown in the chunk of the mesh corresponding to process with rank 0, the volume to area
seems to be maximized but the near-boundary elements are not necessarily decomposed in
an equal manner. In fact, experience with larger number of processes shows that the near-
boundary elements can not be decomposed equally when volume to surface ratio is maximized
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(a) (b)
(c) (d)
(e) (f)
Figure 3.5 Spectral element grid using tenth-order exact Fekete point distribution. a,b)
Cylinder. c) NACA0012 airfoil. d,e,f) 30P30N high-lift geometry
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(a) (b)
(c)
Figure 3.6 Spectral element solution of potential flow around cylinder. a) 9th-order lagrange
basis. b) 15th-order lagrange basis. c) 15th-order Chebyshev basis. The Iso-
potential lines are shown. More validation test cases of the current code for the
pressure coefficient regarding quadrilateral grids can be found in [1]
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Figure 3.7 Weighted domain decomposition of a high-order curved finite element mesh
around a sphere using metis [2] (process rank 0)
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Figure 3.8 a) The speedup of generating a 13th-order accurate mesh for civil aircraft geometry
shown in Fig. 3.3. b) The total computation time (in fraction of the net bar)
and some processes might not even have near-boundary elements. This will cause severe load
balancing issues and degrades the speedup (see Fig. 3.8(a))1. This is because most of work
is shared between a few processes that contain parts of near-boundary elements, and the
processes that only have interior elements will finish sooner. In order to resolve this issue,
a two-stage load balancing scheme is performed. In the first stage, when near-boundary
elements are mapped, they are equally divided between processes using Algorithm 3. The
parameter nelem is then set to the number of near-boundary elements and np is the number
of processes. Therefore, if the array near_bn_elems(:) has the global number of the
near-boundary elements in the mesh, the ith process needs to map elements numbered
1Note that the ideal speedup S = N corresponds to the definition S = (Tp + Ts)/(Tp/N + Ts) where the
serial part, i.e. Ts is zero.
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Input: nelem: Number of selected elements, np: Number of processes
Output: part: an array of length np containing the number of elements per process,
elemID: a CSR array of length np+1 containing the ID of elements per process
1 begin
2 Di ← nelem / np;
3 for i← 1 to np do
4 part(i) ← Di;
5 end
6 for i← 1 to mod(nelem, np) do
7 part(i) ← part(i) + 1;
8 end
9 sum ← 1;
10 for i← 1 to np do
11 elemID(i) ← sum;
12 elemID(i+1) ← sum + part(i);
13 sum ← elemID(i+1);
14 end
15 end
Algorithm 3: Linear partitioning of a given set of elements.
near_bn_elems(elemID(i):elemID(i+1)-1). In the second stage of load balancing, the
parameter nelem is set to the number of interior elements. Then each process with rank
“i” needs to map elements numbered interior_elems(elemID(i):elemID(i+1)-1) where
interior_elems(:) has the global number of the interior elements in the mesh. The
improvements of the new partitioning method in the runtime and speed-up is shown in
Fig. 3.8(b). The mesh contains 25414 tetrahedral elements of order 13 which has 11,563,370
interpolation points. This grid is generated in 2202 seconds using 200 processes with METIS
decomposition and the same grid is generated in 719 seconds using 200 process by applying
Algorithm 3. Therefore, the linear partitioning is at least three times faster in this case. Also,
as shown in Fig. 3.8(a), the speedup is now closer to the ideal speedup which is expected
from an embarrassingly parallel method. However, it should be noted that the Newton’s
iterations in lines 8-17 of Algorithm 2 may take more steps to converge2 in some elements on
some processes and hence some processes might finish quicker. This results in an imbalance
which is still present in Figs. 3.8(a) and Fig. 3.9. As shown in Fig. 3.9, the overall balance
2depending on how close the initial guess is close
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Figure 3.9 Comparison of wall time of 500 processes using two domain decomposition
algorithms measured for 13th-order accurate mesh for civil aircraft geometry
of processes is significantly improved.
3.7 Convex hull tessellation and complex engineering geometries
Given an arbitrary geometry, one is interested to find the minimum number of convex
partitions of such a domain. This is the subject of Hertel-Mehlhorn procedure where a
mathematical statement regarding the nature of this problem is prescribed in Theorem 6 in
Ref. [75]. In particular, this theorem finds the near-minimal number of convex partitions
in the terms of the number of concave vertices on the boundaries of the geometry. This
fast3 procedure is described in § 4.2 and will be used as our foundation of the current work
in the next chapter to demonstrate the reduction in the DOFs (see Eq. (4.2) and related
discussions). But before that, we need to demonstrate the practicality of this process for
3Note that Hertel-Mehlhorn procedure would run in O(n log logn) [76] and is faster than any fine-grain
trimesher.
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complex engineering geometries from a grid-generation point of view. Here we bring a few
examples of the evidence of the practicality of this approach in Fig. 3.104. On top left a
domain containing a cylinder is partitioned into near-minimum number of hulls. This yields
very coarse grain hulls that are perfectly suited for a spectral expansion as long as the solution
and geometry are infinitely differentiable. The reader might notice that in some situations
where the solution is not sufficiently smooth or near the boundaries where the geometry is
irregular, the Hertel-Mehlhorn theorem fails to generate the practical tessellation.
4This algorithm is robustly implemented in GEOMEPACK Software [77]
94
(a)
0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75
0.45
0.5
0.55
0.6
0.65
h-refine for flow case containing cylinder and square (closeup)
(b)
(c)
−8 −6 −4 −2 0 2 4 6
−2
0
2
4
6
8
10
h−refinement of convex hulls for Lake Superior geometry
(d)
Figure 3.10 The generation of hulls using Hertel and Mehlhorn theorem and then h-
refinement. a) simple cylinder configuration. b) cylinder-box configuration with
h-refinements. c) near-optimal hulls for complex geometry; Lake Superior. d)
Lake Superior with further h-refinements
This is not a major problem because the initial (near-optimal) tessellation can be
subdivided until the desired conditions are satisfied. This is shown in Fig. 3.10(b). The
same procedure will also work for complex geometries as shown in Fig. 3.10(c). Also the h-
adaptation strategy gives a more practical grid presented in Fig. 3.10(d). This h-adaptation
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strategy is combined with general p-adaptation method § 4.3 in the Spectral Hull method
to construct an arbitrary-hp algorithm. Details are provided in the following sections.
Although the application of Hertel-Mehlhorn theorem is very limited in the three
dimensional space, there are other methodologies for element agglomeration. Instead of fully
tet-meshing the domain, hexahedral elements (six sided hulls) can be inserted at regions of
interest. As shown in Fig. 3.11, the area near the geometry can be tet-meshed and the area
in the far field where the smooth high frequency wake/acoustic waves exist can be easily
hex-meshed. This fast algorithm runs in seconds on a desktop computer and generates a
high quality tet/hex grids. Obviously a Spectral Hull algorithm in the hex area results in
very small DOFs compared to conventional methods.
Figure 3.11 Element agglomeration in 3D
Another approach to generate hulls is to stop a tri/tet meshing algorithm [78, 79, 80,
81, 82] at an intermediate stage without sub triangulation of convex hull. This is a purely
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multidimensional approach, and in 3D, hulls can have many faces. The more the number
of faces/edges is, the more DOFs can be saved using the spectral hull approach (will be
discussed in § 4.2).
Figure 3.12 The generation of hulls from triangulation/quadrilateralization by Semi-regular
Tessellation (to row) and the Method of Duals (bottom row) [3]
In fact, it is possible to obtain hulls containing more than ten edges. As an example,
Fig. 3.12(a) contains hulls with 12, 6 and 4 edges and in another case, we see hulls with
12 and 3 edges in Fig. 3.12(b). The agglomeration-based algorithm to create these artistic
meshes which can cover a complex geometry is briefly mentioned in [3].
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The third approach is the method of duals where the duals are first created from any initial
grid and then selected as hulls in the spectral hull discretization. This approach is extremely
general and is purely multidimensional since duals can be created from already well-
developed tri/quad/tet/hex meshing technologies. Examples of this approach is presented
in Fig. 3.12(c) for hexagonal hulls created from triangular duals and quad hulls created from
quad duals Fig. 3.12(d). The especial case of triangle meshes (and tetrahedral meshes in
3D) is very general and easy in practice. Given such meshes, first the center of the elements
are determined. In the next step, for a given edge, the center of the elements adjacent to
that edges are connected to form dual edges. Finally, dual edges are closed by connecting
to the vertices of the original triangulation. These duals are then sorted and subsequently
agglomerated to form dual hulls. The result of this algorithm is presented in Fig. 3.13 for
various geometries.
The important advantage of creating dual hulls is that the number of the generated hulls
is approximately the half the number of triangles on the original triangle mesh and one third
of the number of edges on the original mesh. Therefore, if we could directly solve PDEs on
dual hulls we would save fifty percent of the total DOFs compared to a cell centered FEM/FV
algorithm and also we would achieve 67 percent improvement if the DOFs compared to an
edge-based method. This is shown in Table 3.2 where the number of original triangles and
the generated hulls shown in Fig. 3.13 are quantified. The results agrees with the proposition.
It should be noted that using Euler formula for triangle meshes, i.e. V −E + F = 2(1− g),
the proof of this observation is possible when the number of triangles is large enough.
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Figure 3.13 The original trimesh (dashed lines) and the corresponding dual mesh (colored
dual hulls) (a) cylinder (b) triangle (closeup) (c) NACA0012 (closeup) (d)
triangle (e) NACA0012
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Table 3.2 The number of triangles in the original mesh versus the number of generated dual
hulls
Case Number of Triangles Number of Dual Hulls Relative Reduction
Cylinder 274 165 %40
Fig. 3.13(a)
Triangle 2758 1442 %48
Fig. 3.13(d)
NACA0012 1820 958 %47
Fig. 3.13(e)
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CHAPTER 4
THE GENERALIZATION OF SPECTRAL HULLS TO SPACE/TIME
4.1 Introduction
In the first part of this chapter, the concept of DOF reduction is delivered in § 4.2
with necessary arguments about the practicality of this approach. Then we proceed to
the mathematical part of the paper in § 4.3 where a polynomial expansion based on the
singular value decomposition of the Vandermonde matrix is proposed. A series of theorems
are given for the behavior of the proposed polynomial expansion in d-dimensional space
which altogether construct a comprehensive toolchain for analyzing the convergence of the
proposed expansion. Another outcome of such theorems is a new proof of the celebrated
Weierstrass approximation theorem in Rd. Finally, the application and performance of the
new hull basis is investigated in several benchmark problems of acoustics and fluid dynamics
and the results are compared to conventional DG and DLS solutions.
4.2 How can hulls reduce the degrees of freedom of Finite Elements?
The degrees of freedom (DOFs) of a Galerkin method is defined to be the total number
of the interpolation points times the number of primary variables. Using this definition, the
basic mechanism of DOF reduction using hulls or polygons is illustrated in Fig. 4.1. As
shown, a hexagonal area which is part of a computational domain is selected.
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 DOF = 18 
DOF = 7 
DOF = 3 
 
DOF = 36 
DOF = 19 
DOF = 6 
 
DOF = 60 
DOF = 37 
DOF = 10 
Figure 4.1 The DOF requirement of three methods; Top row) Discontinuous FEM. Middle)
Continuous FEM and Bottom) Spectral Hull in P space (see Eq.(4.7) for definition
of P space)
In the conventional FEM, this area is further subdivided until a well-conditioned
triangular/quadrilateral grid is obtained. A minimum of four triangles are required to
subdivide a hexagon. However, to improve the quality of the triangles, we use a symmetric
triangularization by adding one Steiner point at the center. The schematic of interpolation
points for Discontinuous and Continuous Galerkin FEM methods are shown in the first
and second rows respectively and the spectral hull approach is shown in the third row. As
shown, in the first row, DG method on triangular elements yields additional DOFs due to the
duplication of interpolation points at vertices and the edges of triangles. According to the
second row, CG leads to a smaller number of DOFs due to uniqueness of interpolation points
at vertices and edges. However, it should be noted that there must be unnecessary nodes
at the interior/boundary edges of the hexagonal area for the CG approach to be able to use
a FEM affine basis on this area to achieve the desired order of accuracy. The direct hull
approach, shown in the third row, eliminates this limitation because no further triangulation
is needed. As a consequence, there is no requirement to have interpolation points on the
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interior edges and vertices. In fact, the entire hull can be discretized using only 3, 6, and 10
interpolation points1 to achieve first, second and third order of accuracy.
The DOF of DG/CG FEM can dramatically increase when higher order polynomials
are used. Figure (4.2) compares the rate of growth of these methods versus the Spectral
Hull approach. This plot is based on the following equations. The DOF of DG methods
is Ne times the DOF of each triangle, i.e. DOFDG = Ne(p + 1)(p + 2)/2 where Ne is the
number of edges (sides) of the hull region of the domain. For CG, the interior duplicates
must be removed from this formulae which gives DOFCG = DOFDG−Ne(p+ 1) + 1. Finally
the DOF of Spectral Hull approach is DOFSHULL = (p + 1)(p + 2)/2 if P space is used or
DOFSHULL = (p + 1)
2 if Q space is used. Please refer to Eq. (4.6) and Eq. (4.7) for the
definitions of Q and P spaces.
According to Fig. 4.2, the DOF of a conventional FEM is more than a thousand if the
hull is resolved with 20th-order polynomials. This huge order of accuracy is typically found
in Chebyshev-Fourier spectral methods. As can be seen, the conventional DG/CG FEM
framework is just not practical to be used as a substitute for a pure spectral method. At
the same time, we observe that the DOF of Spectral hull approach is close to 200 which is
acceptable in practice. Also the rate of growth of these methods clearly demonstrate the
limitations of CG/DG FEM methods for huge p-refinement.
To illustrate the basic mechanism in which SHull can be made more efficient than CG
and DG, let us consider the middle column of Fig. 4.1 as an example. In this case p = 2
polynomials are used for the three different methods. The truncation error of a p = 2 DG
discretization is T.E.DG = 1/6α1O(h3) where the factor 1/6 comes from the fact that the
hexagon is divided into six triangles of average edge size h. So a third-order accuracy is
multiplied by 1/6 to reflect this. Note that α1 is a constant and DOFDG = 36. Similarly, for
CG we have T.E.CG = 1/6α2O(h3) and DOFCG = 19. For the spectral hull, the truncation
error is T.E.SHull = α3O(h3) with DOFSHull = 6. Now, the basic mechanism in which
1or modes if the modal approach § 4.3 is used
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Figure 4.2 The DOF requirement of three methods discussed in Fig. 4.1
spectral hull can be made more efficient is to increase the polynomial degree to at least one
level higher. In this case, for p = 3, T.E.SHull = α4O(h4) = α4 × h×O(h3). Therefore, for
sufficiently small value of h
α4 × h×O(h3) ≤ 1/6α1O(h3)
α4 × h×O(h3) ≤ 1/6α2O(h3), (4.1)
or equivalently,
T.E.SHull
∣∣∣∣DOF=10
p=3
≤ T.E.DG
∣∣∣∣DOF=36
p=2
,
T.E.SHull
∣∣∣∣DOF=10
p=3
≤ T.E.CG
∣∣∣∣DOF=19
p=2
, (4.2)
Therefore, with smaller number of DOFs, a spectral hull method can be made more
accurate (or at least equally accurate) to a DG or CG method on a hexagonal region.
Additionally, we don’t incur any extra costs related to generating a sub triangulation.
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(a) Hertel-Mehlhorn Started with Vertex V1.
(b) Hertel-Mehlhorn Started with Vertex V9.
Figure 4.3 The procedures used by Hertel and Mehlhorn to generate near-optimal convex
partitions
These ideas illustrated using the simple hexagonal domain of Fig. 4.1 can be generalized
to more complicated domains. Let us consider the concave domain on the left side of Fig. 4.3.
This domain has two reflex (concave) vertices V6 and V9 but assume that for an arbitrary
domain we have “r” number of reflex vertices. Following the Hertel-Mehlhorn procedure
(Theorem 6 in Ref. [75], also see Ref. [76] for a through discussion), we loop over vertices
and connect them to other visible vertices by generating interior edges until all vertices are
done. Then, at each vertex, all interior edges that are not required to keep that vertex (and
the connected vertex) convex are eliminated (see Fig. 4.3). At reflex vertices, maximum 2
interior edges are required to preserve convexity. In the worst-case scenario, we assume that
at all reflex vertices, two interior edges are required and none of these edges are connected
to the other reflex vertices. In this case, Hertel-Mehlhorn procedure yields
Number of partitions = Number of convex hulls = 1 + 2 + 2 + . . .+ 2︸ ︷︷ ︸
r reflex vertices
= 1 + 2r (4.3)
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which not only gives an estimate for the number of convex partitions (hulls) but also it gives
an algorithm to partition the domain. Now consider the best case where at each reflex vertex
only 1 interior edge is required and that edge is also connected to another reflex vertex. In
this ideal case, Eq. (4.3) yields the optimal number of convex hulls as follows
OPT = Min. Number of convex hulls = 1 +
r
2
. (4.4)
It immediately follows that
Number of hulls generated using Hertel-Mehlhorn algorithm ≤ 4×OPT, (4.5)
which demonstrates that Hertel-Mehlhorn algorithm can reach to a near optimal (minimum)
number of generated convex hulls.
The Hertel-Mehlhorn algorithm exhibits a sensitivity to the order of the selected vertices.
As shown in Fig. 4.3(a) (left to right), starting with vertex V1, connecting vertices and
eliminating unnecessary edges, results in 4 convex hulls at the end. On the other hand,
starting with vertex V9, according to Fig. 4.3(b) (left to right), yields the minimum number
of generated convex hulls at the end which is 2.
The conclusion here is that both these numbers are smaller than a conventional
triangulation algorithm which yields 24 triangles and quadrilateralization which yields 7
elements (see Fig. 4.4). Therefore, using the reduced number of hulls generated and
increasing the polynomial degree, more accurate discretizations can be obtained with smaller
DOFs in a manner similar to that described by Eq.(4.2).
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(a) Domain (b) Triangulation (c) Quadrilateralization (d) Hertel-Mehlhorn (e) Optimum
Figure 4.4 The number of convex partitioning obtained using different methods; b) 24
elements, c) 7 elements, d) 4 hulls, e) 2 hulls
4.3 Derivation of d-dimensional spectral basis functions over an arbitrary
convex/concave hull
The space of d-variate polynomials obtained by product of one-dimensional monomials
is represented by
fQ =
d∏
i=1
xi
di , di = 0, . . . , (ni − 1), (4.6)
which has the dimension N =
∏d
i=1 ni defined in Ω =
∏d
i=1Ri ⊂ Rd where dimRi = ni. The
constrained subspace of Eq. (4.6) for ni = n is the space of polynomials with the maximum
degree (n-1) denoted by
fP =
d∏
i=1
xi
di ,
d∑
k=1
dk ≤ (n− 1), (4.7)
where N = dim(fP ) = 1/d!
∏d
k=1(n + k − 1). For sufficiently large number of interpolation
points in Ω
X = {xˆi} ⊂ Ω, 1 ≤ i ≤M, M  N, (4.8)
the transpose of the rectangular Vandermonde matrix can be constructed columnwise by
using f defined in either Eq. (4.6) or Eq. (4.7) as follows
VT = [[f(xˆ1)], [f(xˆ2)], . . . , [f(xˆM)]] ∈ RN×M . (4.9)
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Definition 6. The large set of points X = {xˆi=1...M} in Eq. (4.8) are the candidate points.
The approximate Fekete points XF = {xˆi=1...N} are selected amongst these points such that
they mimic the Gauss-Lobatto quadrature points inside Ω. For more details on construction
of these points, refer to § 4.3.2.
We are interested to find X such that the Lagrange polynomials constructed by
ψ (xˆi) = δij, 1 ≤ i, j ≤ N, xˆi ∈ X, (4.10)
have small Lebesgue constant defined by the operator norm of the d-dimensional interpola-
tion
ΛN(T ) = max
(
N∑
i=1
|ψi(x)|
)
, x ∈ Ω, (4.11)
which determines an upperbound for the interpolation error
‖u− I(u)‖ ≤ (1 + ΛN(T )) ‖u− p∗‖ (4.12)
where ‖u−I(u)‖ is the norm of the difference between the exact value of u and an interpolated
value I(u) given as
I(u)(x) =
N∑
i=1
ψi(x)ui, (4.13)
at any point x ∈ Ω and p∗ is the optimum interpolant, yielding the best approximation
of u at x. The existence of a polynomial interpolant for u is guaranteed by Weierstrass
approximation theorem2 and it can be shown that the optimal interpolant also exists and
is unique3. For one-dimensional equally distributed points, which forms popular FEM
2One of many proofs to this theorem can be obtained considering u as the initial condition u0 for
multidimensional diffusion ∂tu = ∇2u. Since the time dependent solution is obtained by Gaussian
convolution integral of initial function and is analytic, then as t→ 0, the initial function can be represented
to arbitrary term (polynomial) in the Taylor series of the convolution integral. Please see Chapter 6 of [10]
for more details and references. Also please see Theorem 4.7 for a new proof using orthonormal hull basis
functions.
3Please see Theorem 10.1 of [10] for proof.
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Lagrange basis, it is possible to show that the Lebesgue constant grows exponentially as
ΛN(T ) ∼ 2N+1/ (eN logN) [83]. Therefore, according to Eq. (4.12), for very high-order
approximations, these points result in significant deviation from the optimal result. It is
possible and practical to decrease Lebesgue constant by choosing Chebyshev points (with
ΛN(T ) <
2
pi
log(N+1)+1). However, in higher dimensions, Chebyshev points are determined
by Kronecker product of 1D distribution and hence Ω must be limited to quadrilateral and
hexagonal shapes. As we demonstrated in § 4.2 a quad/hex tessellation of the domain
significantly violates optimum partitioning of a complex shape domain and therefore extra
elements and hence extra DOFs will be required, something that is not desirable.
Yet there is still another elegant approach to decrease the Lebesgue constant by selecting
a set of quadrature points as the interpolation points in Eq. (4.8) [84]. In this method,
which is applicable to arbitrarily-shaped domains, the best linear approximation for the jth
moment
mj =
∫
Ω
fj(x)dµ, (4.14)
can be obtained by solving the following underdetermined system
∑
j
wjfi (xˆj) = VTw = mi, 1 ≤ i ≤ N, 1 ≤ j ≤M. (4.15)
or simply
VTw = m. (4.16)
The moments in Eq. (4.14) can be obtained analytically for simple geometries or they can
be computed using various methods including sub-triangulation and composite integration,
the polygonal Gauss-like method [85] or an efficient method introduced below.
Introducing
Fk =
1
d
d∏
i=1
xi
(di+δik)
di + δik
, (4.17)
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satisfies ∇.F = ∂Fk/∂xk = f where variants of f are given in Eq. (4.6) and Eq. (4.7).
Therefore for the volume Ω enclosed by boundary ∂Ω we have
m =
∫
Ω
fdΩ =
∫
∂Ω
Fknˆkd∂Ω ≈
∑
∆Ωl
Jl
∑
m
∑
k
Fk (x˜lm) nˆklWlm, (4.18)
where it reduces the computational complexity of moment calculations to one dimension
smaller and can be easily computed in a computer program. In Equation (4.18), the Jacobian
of the transformation of the physical to reference space at the lth point is represented by Jl.
4.3.1 Iterative Process Reduced Using Singular Value Decomposition
An iterative procedure similar to the QR-based method by Sommariva and Vianello [84]
can be written using Singular Value Decomposition of the Vandermonde matrix as follows.
In Algorithm 4, the initially ill-conditioned V is forced to mimic the orthonormal matrix
Data: Vk=0 is the Vandermode matrix defined in Eq.(4.9)
Result: Matrix Ps and well-conditioned Vandermonde matrix Vs+1
1 for k = 0 . . . s do
2 Vk = UkSkV Tk , Note : Economy size SVD ;
3 Pk = VkS
−1
k ;
4 Vk+1 = VkPk Note : Vk+1 = Uk is well-conditioned since Uk is unitary ;
5 end
Algorithm 4: The process of reducing the condition number of the Vandermonde matrix
using only one iteration (s = 0) which results in an explicit relation for the approximation
of Fekete points in Eq. (4.21).
Uk by multiplication with Pk = inv(SkV
T
k ). Note that the inverse is as costly as a matrix
multiplication since Sk is diagonal and Vk is orthonormal as well hence Pk is readily known.
In fact, this algorithm can be considered efficient if only one iteration is needed to reduce
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the condition number of V . For a moment, let us consider the case s = 0
V1 = V0P0 = VV S−1 (4.19)
where V0 is the unaltered Vandermonde matrix in Eq.(4.16) and V and S are the
right unitary matrix and the diagonal singular value matrix of the SVD of the unaltered
Vandermonde matrix. The experience shows that the above system is well-conditioned and
in contrast to QR-based algorithm where at least two iterations are necessary, Eq. (4.19)
generates an explicit relation.
Left multiplying Eq. (4.16) with P T yields
P TVTw = P Tm = µ (4.20)
But from Eq. (4.19), P TVT = VT1 which is very well-conditioned since V1 = U1 according
to line 4 in Alg. (4) and hence its singular values are all close to unity. 4 Therefore, Eq.
(4.20) yields
VT1 w = µ (4.21)
which is an underdetermined N ×M,M  N system of equations. Equations (4.21) should
be solved using a greedy algorithm that senses non-zero weights w of the quadrature points.
The final result is VT1 (w 6= 0) = µ or
UT0 w = µ, if w 6= 0, (4.22)
4We later use this property in Eq. (4.67) to show that the Lebesgue constant remains very small in this
case and very accurate interpolation can be achieved. We will also show in Fig. 4.29 that such interpolation,
if used in the framework of DG spectral elements, leads to superior accuracy compared to conventional FEM
Lagrange basis functions of the same order of accuracy since the Lebesgue constant (and hence interpolation
error) is smaller.
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Figure 4.5 The generation of the candidate points using the fill pattern method
where U0 is the left unitary matrix of the SVD of the original Vandermonde matrix V0.
Solving Eq. (4.22) yields a set of weights that are mostly positive and all nonzero. Such a
solution algorithm can be obtained by performing a QR factorization of V1 and performing
appropriate sorting to find the first N strong columns among M initial columns. The
quadrature points xˆ corresponding to these columns are then selected as the interpolation
points. Since these are good estimate of Fekete points they are called Approximate Fekete
points [84]. Another method used in this work to solve Eq. (4.21) is the method of
Orthogonal Matching Pursuit (OMP) [86, 87] which the advantage that no QR factorization
is needed.
4.3.2 Generating candidate points and procedures to find approximate Fekete
points
In order to find approximate Fekete points using Eq. (4.22), in the first step, the given
arbitrary hull needs to be filled with a sufficiently dense set of candidate points. There are
two methods in order to achieve this goal as described below.
1. Fill pattern method is a fast way to fill an arbitrary polyhedral subset of Rd with a
large set of equidistance points inside the bounding box of the polyhedral. Then, each
112
(a) itr = 1 (b) itr = 2
(c) itr = 8 (d) itr = 32
Figure 4.6 The generation of the candidate points using a pseudo time iterative gravitational
method
point is explicitly checked using polygonal point inclusion test [88] to see if it is inside
the polyhedral and points that are outside are eliminated from the set. The result of
this algorithm is very close to a uniform distribution except near the boundaries of the
polyhedral where a gap is generated (See Fig. 4.5).
2. The bounding box of the polyhedral is first filled with a random set of points. Then a
gravitational equilibrium approach with an artificial time dependency algorithm similar
to [89] is used to smoothen the distribution of these points. This algorithm is called
iterative gravitational method and can resolve the issues of the fill pattern method
in generating uniform distribution near the boundaries. An example of this iterative
procedure is illustrated in Fig. 4.6.
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Once the candidate points are generated, we are ready to perform SVD Alg. (4) and
solve for Eq. (4.22) to find the approximate Fekete points. The result of this process is
shown in Fig. 4.7. As seen, in the first step, candidate points are generated using the fill
pattern method in Fig. 4.7(a). Subsequently, the approximate Fekete points are selected from
this point set by solving Eq. (4.22). The selected points, shown in Fig. 4.7(b), demonstrate
stretching near boundaries which is a typical sign of Fekete-like points distribution. It should
be noted that the selected points are not uniformly symmetric and the pattern has small
deviations. However, these points generate very accurate interpolations as will be discussed
in the following sections (see Fig. 4.15).
4.3.3 Numerical comparison between SVD and QR approaches
The QR algorithm of Sommariva etal. [84] needs at least two iterations to yield well-
conditioned approximation of Fekete points. This is mentioned as the rule of “twice is
enough”, see Ref. [90]. However SVD based Alg. (4) only needs one iteration. In other
words, the SVD algorithm results in a closed form relation Eq.(4.21) for approximation of
the Fekete points. In order to validate this, two-dimensional function u = cos(3pix) cos(3piy)
is reconstructed on Ω = [−1, 1] × [−1, 1] by evaluating the Vandermonde matrix on two
different sets of points obtained by SVD and QR algorithms. In both cases, the function is
reconstructed using nodal basis obtained by using Eq. (4.37). The number of iterations is
fixed to s = 1 for both methods. As shown in Fig. 4.8, with increasing the polynomial order,
the Lebesgue constant of the QR-based algorithm increases rapidly and the reconstructed
function exhibits unacceptable error. Interestingly, in contrast with QR-based method, the
sum of the absolute values of the weights of the quadratures, i.e. wi, obtained using SVD
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(a) Candidate Points
(b) Approximate Fekete Points
Figure 4.7 The procedure of generating candidate points (a) and selecting approximate
Fekete points (b) on a concave hull
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Figure 4.8 The comparison between SVD and QR approaches to find approximate Fekete
points using only one iteration. a) The interpolation error versus polynomial
degree. b) Various measures
algorithm is monotonically decreasing. For both methods
∑
iwi ≈ 4 which shows that the
QR-based algorithm generates negative weights with increased polynomial degree.
4.3.4 Nodal Spectral Hull Basis Functions
A polynomial of degree at most N in d-dimensional space can be represented by
ψj (x1, x2, . . . , xd) =
[
1, x1, x
2
1, . . . , x2, x
2
2, . . . , xd, x
2
d, . . .
]
(1,N)︸ ︷︷ ︸
either fP orfQ
[a]j(N,1) = faj. (4.23)
When evaluated at selected interpolation points xˆi obtained using either the QR algo-
rithm [84] or the SVD Alg. (4), for N-possible variation of constant vector a it yields
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[ψ1, ψ2, . . . , ψN ](1,N) =
[
[f(xˆi)](1,N)[a1](N,1), [f(xˆi)](1,N)[a2](N,1), . . . , [f(xˆi)](1,N)[aN ](N,1)
]
= [f(xˆi)](1,N)
[
[a1](N,1), [a2](N,1), . . . , [aN ](N,1)
]
= [f(xˆi)](1,N)[a](N,N). (4.24)
Evaluating Eq. (4.24) at all XF = xˆi, i = 1 . . . N yields the basis functions
Ψ = [[ψ1], [ψ2], . . . , [ψN ]](N,N) =

[f(xˆ1)](1,N)
[f(xˆ2)](1,N)
...
[f(xˆN)](1,N)

(N,N)
[a](N,N). (4.25)
By using the definition of the Vandermonde matrix, Eq. (4.25) can be represented in the
following compact form.
Ψ = Va, (4.26)
where V is a N ×N subsection of the M ×N Vandermonde matrix defined in Eq.(4.9) such
that V (xˆi∀wi=1...N 6= 0) according to the solution of Eq.(4.21). In Eq. (4.26), the numerical
value of the jth basis function evaluated at point xˆi is located at entry Ψ(i, j). Applying Eq.
(4.10) to Eq. (4.26) yields
Va = I, (4.27)
and hence, the coefficients of the nodal basis functions can be determined by inverting the
Vandermonde matrix. Here we introduce a new nodal/modal basis function by replacing the
Vandermonde matrix in Eq. (4.27) with a complete singular value decomposition
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USV Ta = I, (4.28)
which yields the unknown coefficients of the nodal Approximate Fekete Basis (AFB) as
a = V S−1 UT . (4.29)
The coefficient matrix a can be calculated once and tabulated for arbitrary order of
approximation and variety of hull shapes. Then, any point x ∈ Ω, the value of the jth basis
function can be efficiently calculated with O(N) operations by evaluating fP or fQ at that
point and performing the vector product in Eq.(4.23). In order to obtain the modal form of
AFB, let us substitute Eq. (4.29) into Eq. (4.24) to obtain
ψj = [ψ1, ψ2, . . . , ψN ](1,N) = [f(x)](1,N)V S
−1 UT (4.30)
where x ∈ Ω is not necessarily an interpolation point. An alternative evaluation of the nodal
basis functions is to start with Eq. (4.27) and then define aˆ such that
P0aˆ = a (4.31)
where P0 is defined in the Alg. (4) for P = Pk=0. Substituting Eq.(4.31) in Eq. (4.27) yields
VP0aˆ = V0P0aˆ = I, (4.32)
Using Eq.(4.19), Eq. (4.32) can be written as
V1aˆ = I, (4.33)
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which is already calculated and has better condition number compared to V (xˆi∀wi=1...N 6= 0)
because it is forced to mimic the unitary matrix U according to line (4) in Alg. (4). Now,
replacing V1 with its SVD yields
U1S1V
T
1 aˆ = I, (4.34)
or
aˆ = V1S
−1
1 U
T
1 . (4.35)
Substituting Eq. (4.35) in Eq. (4.31) yields the coefficients of the nodal basis functions as
follows.
a = P0V1S
−1
1 U
T
1 (4.36)
Hence, the nodal basis functions can also be represented by inserting the coefficients a from
Eq. (4.36) into Eq.(4.23). The final result is given below
[ψ1(x), ψ2(x), . . . , ψN(x)] = [f(x)](1,N) P0V1S
−1
1 U
T
1 (4.37)
4.3.5 Modal Spectral Hull Basis Functions
Right multiplying Eq. (4.30) with the unitary matrix U yields
ψ¯j = ψjU = [f(x)](1,N)V S
−1, (4.38)
where according to Theorem 4.3, ψ¯j is the j
th modal basis function since ψ¯j are orthogonal.
Since the singular values are naturally ordered from large values to small values in the
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standard SVD, the ψ¯j modes also start from lowest frequency mode for j = 1 to the
highest frequency mode for j = N . The important point is that a given function u can
be approximated as the sum of ψ¯ with the converging property in a sense that the higher the
modes included, the more accuracy is obtained. To show this, let us project u into a subset
of the modal space
u =
km∑
k=1
ψ¯kwk, 1 ≤ (km = kmax) ≤ N. (4.39)
Substituting ψ¯j from Eq. (4.38) in Eq. (4.39) yields
u = [f(x)](1,N)V(N,km) S
−1
(km,km)
w(km,1) (4.40)
Definition 7. Inspired by the terminology“Fourier Coefficient” given in (Ref. [91]- Page 27)
for the polynomial approximation of one-dimensional functions, we consistently extend it to
the Generalized Fourier Coefficient/Amplitude (GFC) of Rd approximation u u ψ¯kwk where
wk is the GFC.
Now we have the following theorem:
Theorem 4.1. Let u(x) be defined for x ∈ Ω ⊂ Rd. Then the GFC wk in the series expansion
u =
∑km
k=1 ψ¯kwk, 1 ≤ (km = kmax) ≤ N decays.
Proof. We need to show that for any m = 1 . . . (N − 1), the ratio of the upper bounds of
two consequent GFCs is less than unity. Consider N distinct points x˘m=1...N ∈ Ω. Then,
interpolating at x˘ using Eq. (4.40) yields
u =

f(x˘1)
f(x˘2)
...
f(x˘N)

(N,N)︸ ︷︷ ︸
V˘
V(N,km) S
−1
(km,km)
w(km,1). (4.41)
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since x˘m=1...N are distinct, then V˘ is invertible and hence Eq. (4.41) can be written as
u˘ = V˘−1u = V(N,km) S−1(km,km)w(km,1). (4.42)
Left multiplying Eq. (4.42) with the mth column of V(N,km) yields
[Vm]
T
(1,N) u˘(N,1) = [Vm]
T
(1,N) V(N,km) S
−1
(km,km)
w(km,1) =
wm
σm
. (4.43)
Note that since V(N,km) is unitary, the product of its m
th column to itself generates a
vector of zeros expect unity at the mth location and hence the final result of vector product
is the ratio of the mth GFC wm to the m
th singular value σm. Equation (4.43) can be further
expanded as below.
∣∣∣∣wmσm
∣∣∣∣ = |wm|σm = ∥∥VmT u˘∥∥ ≤ ∥∥VmT∥∥ ‖u˘‖ ≤ ‖u˘‖ (4.44)
Since V is unitary,
∥∥VmT∥∥ = 1 was used in Eq. (4.44). Using Eq. (4.44) one obtains
|wm+1|
‖u˘‖ ≤ σm+1, (4.45)
|wm|
‖u˘‖ ≤ σm, (4.46)
which determines the maximum possible magnitudes of the GFC as
|wmaxm+1| = σm+1 ‖u˘‖ , (4.47)
|wmaxm | = σm ‖u˘‖ , (4.48)
or
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|wmaxm+1|
|wmaxm |
=
σm+1
σm
≤ 1. (4.49)
According to the property of singular value decomposition σN ≤ σN−1 ≤ . . . ≤ σ2 ≤ σ1
for any N . Therefore, the GFCs are decaying (not necessarily monotonic) in an envelop
shaped by the decay of the singular values5.Therefore the proof is complete. 
In practice, the values of GFCs can be computed in a surprisingly efficient manner by
utilizing the unitary matrix U . This is discussed in the following theorem.
Theorem 4.2. For any bounded u defined on Ω ⊂ Rd, the GFCs of orthogonal hull expansion
Eq. (4.39) are given by
w = UTu (4.50)
Proof. Similar to proof of Theorem 4.1, this time, consider the N distinct points to be the
approximate Fekete points xˆm=1...N . Then, interpolation using Eq. (4.40) yields
u =

f(xˆ1)
f(xˆ2)
...
f(xˆN)

(N,N)
V(N,km) S
−1
(km,km)
w(km,1). (4.51)
Substituting the SVD of the Vandermonde matrix V = USV T into Eq.(4.51) yields
u = U(N,N)S(N,N)V
T
(N,N)V(N,km)S
−1
(km,km)
w(km,1). (4.52)
5see Fig. 4.10 - dashed bars
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But
V T(N,N)V(N,km) = I(N,km) =


1
1
. . .
1

(km,km)
0
0
. . .
0

(N−km,km)

. (4.53)
Substituting Eq. (4.53) in Eq. (4.52) yields
u = U(N,N)S(N,N)I(N,km)S
−1
(km,km)
w(km,1). (4.54)
Similarly, the product of singular value matrix S(N,N) with the truncated identity matrix
I(N,km) is a truncated diagonal matrix given below
S(N,N)I(N,km) = S¯(N,km) =


σ1
σ2
. . .
σkm

(km,km)
0
0
. . .
0

(N−km,km)

. (4.55)
Substituting Eq. (4.55) in Eq. (4.54) and multiplying both sides with UT yields
UTu = S¯(N,km)S
−1
(km,km)
w(km,1). (4.56)
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Since
S¯(N,km)S
−1
(km,km)
=


σ1
σ2
. . .
σkm

(km,km)
0
0
. . .
0

(N−km,km)


1
σ1
1
σ2
. . .
1
σkm

= I(N,km),
(4.57)
therefore Eq. (4.56) yields
UTu = I(N,km)w(km,1) = w(km,1) (4.58)
which shows that all GFCs are obtained withO(N2) operations (matrix vector product) when
full-span unitary matrix U(N,N) is invoked, i.e. w1...N = U
T
(N,N)u. However, when only the first
km columns of U are used, the result is the first 1 . . . km GFCs, i.e. w1...km = U
T
(N,1...km)
u. 
Remark 1. The reader may have noticed that Eq. (4.50) constitutes a Generalized Discrete
Transform similar to Discrete Fourier Transform by multiplying the given function u with
the unitary matrix U . While the basic mechanism of w = UTu is similar to DFT, Eq. (4.50)
generalizes DFT to any arbitrarily shaped and non-periodic hulls (domains). This important
result reveals that the unitary matrix U can be regarded as a very generalized convolution
operator (matrix).
Remark 2. The truncated GFCs using w1...km = U
T
(N,1...km)
u yields a generalized a posteriori
error estimator. In the classical Fourier analysis, the tail of the Fourier series (higher
frequencies) can be eliminated to smoothen the solution. This filtering strategy can be done
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here on arbitrary shaped hull by just using the first m modes in the series expansion u = ψ¯kwk
with the coefficients w1...km = U
T
(N,1...km)
u. Strictly speaking, the norm of the eliminated tail,
i.e. ‖UT(N,km+1...N)u‖2 is an error estimator of the sum of the eliminated energy according to
Parseval theorem (4.4).
4.3.6 Calculating the Lebesgue constant
The general linear interpolation I(u) = LNu can be written using the modal expansion
Eq. (4.39) as follows
I(u) = LNu =
km∑
k=1
ψ¯kwk. (4.59)
It is our interest to study the error generated by such interpolation. In particular, the
conventional concept used in the Approximation Theory community is to show that
E (I(u)) = ‖u− LNu‖ , (4.60)
is small enough. Equation (4.60) can be written as
‖u− LNu‖ = ‖u− u∗ + u∗ − LNu‖ (4.61)
where u∗ = LNu∗ is the optimal interpolant at point x ∈ Ω. In fact, LN is Lagrange basis
constructed at the approximate Fekete points xˆ = x ∈ Ω and then used as basis at any point
x ∈ Ω in particular x = xˆ where LN = 1 and hence u∗ = LNu∗. In the next step, by using
the triangle inequality
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E (I(u)) =
∥∥∥∥∥∥u− u∗ + u∗︸︷︷︸LNu∗−LNu
∥∥∥∥∥∥ ≤ ‖u− u∗‖+ ‖LNu∗ − LNu‖
≤ ‖u− u∗‖+ ‖LN‖‖u− u∗‖
≤ (1 + ‖LN‖) ‖u− u∗‖ (4.62)
Therefore the interpolation error is bounded above by the norm of the interpolation
operator and hence the Lebesgue constant can be defined as
ΛN(T ) = ‖LN‖ (4.63)
Therefore, we are interested in the interpolation points that result in the minimal
Lebesgue constant to maximize the accuracy of the interpolation according to Eq. (4.62).
The approximate Fekete points presented before have such an impressive property. Exact
calculation of the Lebesgue constant has always been a hard task and mostly done using
empirical relations. The closed-form formulae are only available for the case of 1D and
simple interpolants like Chebyshev polynomials as mentioned before. We derive an explicit
relation for the Lebesgue constant of an arbitrary shaped hull in Rd. The key is hidden in
the minimum singular value of the orthogonal basis functions ψ¯i as it is shown below.
Using Eq. (4.38), Eq. (4.63) leads to
ΛN(T ) = ‖LN‖ =
∥∥∥[f(x)](1,N)V S−1∥∥∥ , (4.64)
or
‖LN‖ =
√∫
Ω
(
[f(x)](1,N)V S
−1
)T
[f(x)](1,N)V S
−1dΩ. (4.65)
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or
‖LN‖ =
√∫
Ω
S−1V T (fTf)V S−1dΩ =
√∫
Ω
(fTf) dΩ S−1V TV S−1 =
√∫
Ω
(fTf) dΩ S−1.
(4.66)
Therefore
‖LN‖max =
√∫
Ω
(fTf) dΩ
σmin
(4.67)
Remark 3. It is crucially important to note that the norm of the moments, i.e.
∫
Ω
(
fTf
)
dΩ
in the numerator of Eq. (4.67) can be significantly large (especially for the higher order
polynomials) on a domain that is not centered around the origin. This will lead to significant
inaccuracies in the interpolation results because the Lebesgue constant increases rapidly
according to Eq. (4.62).
Therefore it is important to use hulls centered around the origin6. In this case the
upperbound in Eq. (4.67) is very small and for the spectral hull basis evaluated on
approximate Fekete points, since σmin is close to unity, the interpolation remains very
accurate for significantly higher degree polynomials. In practice, in the implementation
of discontinuous finite element solution of compressible Euler equations (see Fig. 4.26),
the author has implemented hulls directly in the physical space without mapping. The
results showed a gradual leaking in the x-momentum and eventually the code blew up (see
Fig. 4.25(a-d)). There was absolutely no way for the author to find the bug except Eq. (4.67)
miraculously shed light on the source of the bug. After the author mapped each hull to the
center, the bug was completely resolved and very stable and accurate results were obtained
(see Fig. 4.25(e-h)). This side story demonstrates the significance of the presented analysis
in the practical implementations.
6and additionally mapped inside the unity box- see Fig. 4.9 where it can be shown that the result
of
∫
Ω
(
fT f
)
dΩ is always smaller than unity and monotonically converges to unity for an infinite order
polynomial. See Theorem 4.5
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4.3.7 The approximation theory of the spectral hull expansion
This section summarizes the important theorems which are necessary to prove the
convergence of the spectral hull expansion. First, we start by proving the orthogonality
and Parseval theorems and then the Weierstrass theorem is proven for a particular form of
spectral hull expansion which utilizes orthonormal hull basis.
Theorem 4.3. ψ¯j forms an orthogonal set of basis functions for i = 1 . . . N .
Proof. According to Eq. (4.38) ψ¯k = 1/σkfV(k). Therefore, multiplying ψ¯k = 1/σkfV(k) and
ψ¯m = 1/σmfV(m) (1 ≤ k,m ≤ N) and integrating over Ω yields
∫
Ω
ψ¯kψ¯mdΩ =
1
σkσm
∫
Ω
V T(k)f
TfV(m) (4.68)
or ∫
Ω
ψ¯kψ¯mdΩ =
(
V T(k)V(m) = δkm
)
σkσm
∫
Ω
fTfdΩ =
‖f‖22δkm
σkσm
, (4.69)
where ‖f‖2 =
√∫
Ω
fTfdΩ is the L2 norm of the moments. Equation (4.69) is finite since
σj=1...N 6= 0 and is only nonzero when k = m and hence ψ¯k and ψ¯m are orthogonal and the
proof is complete. 
Remark 4. As a result, the basis
ψ˜k =
f
‖f‖2
V(k), (4.70)
is orthonormal. However, this is only used for the proof of theorems and is not used in
the spectral element formulation in this dissertation since it requires the extra work for
computation of the norm of the moment vector over the hull, although the latter can be
precomputed and tabulated.
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Figure 4.9 The transformation of Ω to a bounded area near the origin
Theorem 4.4. Parseval theorem for the orthogonal hull expansion given in Eq. (4.39)
∫
Ω
(
m∑
k=1
ψ¯kwk
)2
dΩ = ‖f‖22
m∑
k=1
(
wk
σk
)2
. (4.71)
Proof.
(
m∑
k=1
ψ¯kwk
)2
= ψ¯21w
2
1 + ψ¯
2
2w
2
2 + . . .+ ψ¯
2
mw
2
m
+ ψ¯1ψ¯2w1w2 + ψ¯1ψ¯3w1w3 + . . .+ ψ¯2ψ¯1w2w1 + . . .
= ψ¯kwkψ¯lwl = wkwlψ¯kψ¯l. (4.72)
Integrating Eq. (4.72) on Ω yields
∫
Ω
(
m∑
k=1
ψ¯kwk
)2
dΩ =
∫
Ω
wkwlψ¯kψ¯ldΩ = wkwl
∫
Ω
ψ¯kψ¯ldΩ. (4.73)
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Using the result of Theorem 4.3 by substituting Eq. (4.69) in Eq. (4.73), one obtains
∫
Ω
(
m∑
k=1
ψ¯kwk
)2
dΩ = wkwl
∫
Ω
ψ¯kψ¯ldΩ
= wkwl
δkl
σkσl
‖f‖22 =
∑
k
‖f‖22
wkwk
σkσk
. (4.74)

Theorem 4.5. For a Ω selected as an arbitrary subset of x1 × x2 × . . . xi × . . . × xd = Rd
inside the d-dimensional cube |xi| ≤ a = tanh(12) = 0.4621 . . . (See Fig. 4.9),
∫
Ω
‖f‖22dΩ is
monotonically increasing but convergent and
∫
Ω
‖f‖22dΩ ≤
∫
Ω
1∏d
l=1 (1− ξ2k)
dξ1dξ2 . . . dξd ≤ 1, lim
N→∞
∫
Ω
‖fQ‖22dΩ = 1. (4.75)
Proof. For a moment consider the one dimensional space where f = xi=0...N according to
Eq. (4.6). Hence
∫
Ω
‖f‖22dΩ =
∫
Ω
[
1, x, x2, . . . , xN
] [
1, x, x2, . . . , xN
]T
dΩ =
∫
Ω
(
1 + x2 + x4 + . . .+ x2N
)
dΩ.
(4.76)
Obviously, the integral of the partial sum in Eq. (4.76) always have a monotonically
increasing rate since the area under the integrand is always increasing and positive. Now, in
order to show that it converges as N →∞, let us rewrite Eq. (4.76) as follows
∫
Ω
‖f‖22dΩ =
∫
Ω
1− x2(N+1)
1− x2 dΩ. (4.77)
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Since Ω is now transformed to a box bounded by |a| < 1, x2(N+1) → 0 as N →∞ and thus
Eq. (4.77) leads to
∫
Ω
‖f‖22dΩ =
∫
Ω
1
1− x2dΩ =
∫
Ω
arctanh(ξ)dΩ =
∫ a
−a
arctanh(ξ)dΩ = 2 arctanh(a) = 1.
(4.78)
Similarly, in d-dimensional Q-space as N →∞ the transient terms depending on N vanish
and hence
∫
Ω
‖f = fQ‖22dΩ =
∫
1
1
1− x21
dx1
∫
2
1
1− x22
dx2 . . .
∫
d
1
1− x2d
dxd =
d∏
i=1
∫
i
arctanh(ξi)dξi
=
∫ a
−a
. . .
∫ a
−a
arctanh(ξ1)arctanh(ξ2) . . . arctanh(ξd)dΩ (4.79)
= (2 arctanh(a))d = 1.
with a little investigation we realize that
∫
Ω
‖fP‖22dΩ ≤
∫
Ω
‖fQ‖22dΩ since the P is the
lower triangular part of Q space so the above result is also valid for polynomial space P and
the proof is now complete. 
Note that the lth GFC in the expansion u =
∑m
k=1 ψ¯kwk can be obtained by multiplying
both sides with ψ¯l and integrating over Ω. The result is presented below
∫
Ω
uψ¯ldΩ =
m∑
k=1
wk
(∫
Ω
ψ¯lψ¯k
)
. (4.80)
Applying the orthogonality Theorem 4.3 (Eq. (4.69)) to Eq. (4.80) yields
∫
Ω
uψ¯ldΩ =
m∑
k=1
wk
‖f‖22δlk
σlσk
= ‖f‖22
wl
σ2l
. (4.81)
Hence
wl =
σ2l
‖f‖22
∫
Ω
uψ¯ldΩ, (4.82)
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which yields
wk
σk
=
σk
‖f‖22
∫
Ω
uψ¯kdΩ. (4.83)
Equation (4.83) gives us a new upper bound for wk
σk
as follows
|wk|
σk
=
σk
‖f‖22
∥∥∥∥∫
Ω
uψ¯kdΩ
∥∥∥∥ ≤ σk‖f‖22
√∫
Ω
u2dΩ
√∫
Ω
ψ¯2kdΩ. (4.84)
Since u is square integrable, ‖u‖2 =
√∫
Ω
u2dΩ is finite. Substituting the definition
ψ¯k = fV(k)/σk in Eq. (4.84) yields
|wk|
σk
≤ σk‖f‖22
‖u‖2
√
‖f V(k)
σk
‖ ≤ σk‖f‖22
‖u‖2‖f‖2
1
σk
, (4.85)
or
|wk|
σk
≤ ‖u‖2‖f‖2
. (4.86)
Therefore comparing Eq.(4.46) and Eq.(4.86), it can be concluded that the kth GFC is
always bounded by
|wk| ≤ σk max
(‖u‖2
‖f‖2
, ‖u˘‖
)
(4.87)
This means that the magnitude of wk is not necessarily monotonically decreasing,
although its bound, i.e., |wk|max = σk×max
(
‖u‖2
‖f‖2 , ‖u˘‖
)
is always monotonically decreasing.
This situation is graphically illustrated in Fig. 4.10.
Theorem 4.6. Parseval theorem for the orthonormal expansion given in Eq. (4.70)
∫
Ω
(
m∑
k=1
ψ˜kw˜k
)2
dΩ =
m∑
k=1
w˜2k. (4.88)
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Proof.
∫
Ω
(
m∑
k=1
ψ˜kw˜k
)2
dΩ =
∫
Ω
w˜kw˜lψ˜kψ˜ldΩ = w˜kw˜l
∫
Ω
ψ˜kψ˜ldΩ = w˜kw˜l
∫
Ω
f
‖f‖2
V(k)
(
f
‖f‖2
V(l)
)T
dΩ
= w˜kw˜l
∫
Ω
f
‖f‖2
V(k)V
T
(l)
fT
‖f‖2
dΩ =
w˜kw˜lδkl
‖f‖22
∫
Ω
ffTdΩ = w˜kw˜lδkl
= w˜kw˜k =
m∑
k=1
w˜2k. (4.89)

Theorem 4.7 (Weierstrass Approximation Theorem for Ω arbitrary subset of Rd). Assume
that u is a bounded real-valued function on Ω ⊂ Rd then for every  > 0, there exists a
polynomial p such that for all x ∈ Ω, ‖u − p‖ < . Particularly, we also give an explicit
relation for the polynomial p below.
p =
(∫
Ω
ψ˜k˜udΩ
)
ψ˜k˜, k˜ =
permutation
(
sort↓
[∫
Ω
f1udΩ,
∫
Ω
f2udΩ, . . . ,
∫
Ω
fNudΩ
] [
V(1), V(2), . . . , V(N)
])
(4.90)
Proof. Using the orthonormality Theorem 4.6, multiplying u = ψ˜kw˜k with the l
th
orthonormal basis and integrating yields
∫
Ω
ψ˜ludΩ =
∫
Ω
ψ˜lψ˜kw˜kdΩ = δlkw˜k = w˜l (4.91)
Substituting Eq. (4.91) in u = ψ˜kw˜k yields
u = ψ˜kw˜k = ψ˜k
(∫
Ω
ψ˜kudΩ
)
, (4.92)
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which is the Gram-Schmidt process for the error vector u⊥ which is normal to the span of
all orthonormal hull basis functions, i.e.
u⊥ = u− < u, ψ˜1 >
< ψ˜1, ψ˜1 >
ψ˜1 − < u, ψ˜2 >
< ψ˜2, ψ˜2 >
ψ˜2 − . . .− < u, ψ˜N >
< ψ˜N , ψ˜N >
ψ˜N (4.93)
or
u =< u, ψ˜1 > ψ˜1+ < u, ψ˜2 > ψ˜2 + . . .+ < u, ψ˜N > ψ˜N + u⊥ (4.94)
observing that < ψ˜k, ψ˜k >=
∫
Ω
ψ˜2kdΩ = 1 according to Theorem 4.6 since ψ˜ are orthonormal.
Therefore the Gram-Schmidt process results in monotonically decreasing residuals ⊥u (and
hence the proof of theorem) if we can show that by some way the magnitude of the projections
< u, ψ˜k > can be made monotonically decreasing. In order to show this, let us focus on the
integral
∫
Ω
ψ˜kudΩ in Eq. (4.92) which can be written as the summation of the Riemannian
series on the quadrature points x˚i ∈ Ω and the measure µi according to
∫
Ω
ψ˜kudΩ =
∞∑
i=1
ψ˜k (˚xi)u(˚xi)µi = [u(˚x1)µ1, u(˚x2)µ2, . . .]

ψ˜k (˚x1)
ψ˜k (˚x2)
...
 , (4.95)
which can be further expanded using the definition ψ˜k = f/‖f‖V(k) as follows
∫
Ω
ψ˜kudΩ = [u(˚x1)µ1, u(˚x2)µ2, . . .]

ψ˜k (˚x1)
ψ˜k (˚x2)
...

= [u(˚x1)µ1, u(˚x2)µ2, . . .]

f1 (˚x1)
‖f‖2
f2 (˚x1)
‖f‖2 . . .
fN (˚x1)
‖f‖2
f1 (˚x2)
‖f‖2
f2 (˚x2)
‖f‖2 . . .
fN (˚x2)
‖f‖2
...
...
...
...

× [V(1), V(2), . . . , V(N)] . (4.96)
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The first two terms of the RHS of Eq. (4.96) can be combined to
∫
Ω
ψ˜kudΩ =
1
‖f‖2
[ ∞∑
i=1
u(˚xi)f1(˚xi)µi,
∞∑
i=1
u(˚xi)f2(˚xi)µi, . . .
] [
V(1), V(2), . . . , V(N)
]
, (4.97)
or
∫
Ω
ψ˜kudΩ =
1
‖f‖2
[∫
Ω
f1udΩ,
∫
Ω
f2udΩ, . . . ,
∫
Ω
fNudΩ
] [
V(1), V(2), . . . , V(N)
]
. (4.98)
According to Eq. (4.98), the kth moment of inertia, i.e.,
∫
Ω
fkudΩ appears. Since u is
bounded on Ω, all these integrals exist and are finite and hence the vector
W =
[∫
Ω
f1udΩ,
∫
Ω
f2udΩ, . . . ,
∫
Ω
fNudΩ
]
, (4.99)
exists and is finite. Therefore using Eqs. (4.99) and (4.98), the coefficient of the Gram-
Schmidt projection, i.e.,
∫
Ω
ψ˜kudΩ given below
∫
Ω
ψ˜kudΩ =
1
‖f‖2
[W1,W2, . . . ,WN ]
[
V(1), V(2), . . . , V(N)
]
, (4.100)
can be made monotonically decreasing by a matching pursuit procedure. First define the
vector product of the W with the kth column of the unitary matrix V as below
W˜k = W.V(k), k = 1 . . . N. (4.101)
This is the projection of W into the unitary space (matrix) V . Then find the permutation
of integer indices k by sorting the result of vector product as follows
k˜ = permutation
(
sort↓(W˜ )
)
. (4.102)
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wm = σm max
(
‖u‖
2‖f‖
2
, ‖u˘‖
)
w˜m˜
N →∞
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Figure 4.10 The decay of Generalized Fourier Coefficients (GFCs); dashed-bars correspond
to orthogonal basis Ψ¯. solid-bars correspond to orthonormal basis Ψ˜ which are
monotonically decreasing according to Theorem 4.7
Therefore k˜ is always monotonically decreasing and hence is
∫
Ω
ψ˜k˜udΩ (according to
Eq.(4.100)). Therefore the Gram-Schmidt process always remove the component of u in
span(ψ˜) starting from large values to smaller values. Therefore according Eq. (4.94) the
error u⊥ for the k˜ permutation is always decreasing which means that by increasing the
polynomial order, i.e., N in the following expansion
u =
N∑
k˜=1
< u, ψ˜k˜ > ψ˜k˜ + u⊥, (4.103)
for some large enough N , we obtain u⊥ =  and then the proof is complete. 
The monotonic decay of w˜k˜ is compared to the decay of the coefficients of the orthogonal
hull basis ψ¯k which decay in an envelope (bound). Please see Fig. 4.10 for such comparison.
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Figure 4.11 The orthogonal spectral hull basis Eq. (4.38) evaluated on Chebyshev points. a)
ψ¯1, b) ψ¯2, c) ψ¯60, d) last mode, i.e., ψ¯400
4.3.8 Numerical results of spectral hull basis functions
Before assessing the accuracy of interpolation via approximate Fekete points on general
hulls, one needs to validate the modal basis proposed in Eq. (4.38) on a set of Chebyshev
points. Therefore, in the fist test case, a set of 20x20 Chebyshev points are generated by
the Kronecker product of one-dimensional distribution. Then, the Vandermonde matrix is
evaluated on these points and the modal basis Eq. (4.38) are obtained. The results are plotted
in Fig. 4.11. As seen, the first and the second modes have low frequency content while the
last mode has the highest frequency. Also, symmetry is well preserved on Chebyshev points.
It is important to see the effect of eliminating the higher modes. Figure (4.12) discusses
this in more details. As seen, the rank of orthogonal hull basis is 400 corresponding to a full
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Figure 4.12 The spectral filtering of u = cos
(
4pi
√
x2 + y2
)
in Q space by eliminating higher
frequency orthogonal hull basis Eq. (4.39). a) km = 400, i. e. full rank, b)
km = 200, i. e., half rank, c) km = 360, i. e. ninety percent rank, d) Exact
SVD decomposition of the Vandermonde matrix evaluated at Chebyshev points as mentioned
before. When all basis are included, i.e., km = 400, the reconstructed function has excellent
agreement with the exact solution. Additionally, a ninety-percent reconstruction yields an
ideal reconstruction. It can be seen in Fig. 4.12(b) that the reconstruction of the function
without considering higher frequncies yields an unacceptable result. These observations are
in agreement with the proposed convergence theory.
After validating the orthogonal modal hull basis functions, one need to assess Alg. (4).
A plot of nodal basis functions (see Eq. (4.30)) for a 16th-order P space on a T-shaped
hull is presented in Fig. 4.13 where the first basis ψ1 is plotted in Fig. 4.13(a) and the
200th basis is plotted in Fig. 4.13(b). Note that ψ1 is one at the top corner of the T
shaped hull and zero at other Fekete points. Modal basis functions (see Eq. (4.38)) for a
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16th-order P space on a T-shaped hull is presented in Fig. 4.13 where the first mode ψ¯1
is plotted in Fig. 4.13(c) and the 200th mode is plotted in Fig. 4.13(d). In the case of
equally spaced interpolation points, the Lebesgue constant exponentially increases which
leads to a rapidly increasing bound of the nodal/modal basis and severe oscillations. As
shown in Fig. 4.13(d), both modal and nodal basis are bounded by maximum of the unity
which demonstrates the Lebesgue constant is small enough. The orthogonal spectral hull
basis function, in addition to being well-conditioned, are very accurate compared to the
Radial Basis Functions (RBF) for the same degrees of freedom. Figure (4.14) compares the
reconstruction of two wavelengths of sinusoidal functions using a RBF basis (left column)
and orthogonal spectral hull basis functions Ψ¯ (right column). As clearly shown, the RBF is
either very inaccurate (Top-Left) or requires many DOF to yield accurate results (Bottom-
Left). However, Ψ¯ yields spectral resolution of points per wavelength (see the middle of
smiley-face hull). This resolution is comparable to the Fourier decomposition of smooth
functions on simple rectangular geometry. These results, which demonstrate the superior
accuracy/efficiency of the spectral hull basis functions, can contribute to the field of meshfree
methods where RBFs are extensively used.
To further assess the resolution of spectral hull basis functions, the polynomial order on
the smiley hull is increased. The result which is presented in Fig. 4.15 demonstrates that
six wavelengths can be reconstructed on this highly concave hull while spectral accuracy is
preserved.
To demonstrate the super linear convergence of spectral hull basis, the concave T-shaped
hull is used to reconstruct the sinusoidal function. The result is presented in Fig. 4.16 where
the super linear (spectral) convergence is shown.
Using the concept of GFC (see Definition (7)), it can be shown that the spectral content
increases as the number of sides and/or the non-convexity of the hull increases. This can be
a drawback of the generality of selecting concave shaped hulls. This is shown in Fig. 4.17
where the GFCs of the modal expansion are plotted against the corresponding modes for
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(a) (b)
(c) (d)
Figure 4.13 The first and the 200th shape functions of nodal (top) and modal (bottom)
Approx. Fekete basis. Top Left) ψ1, Top Right) ψ200. Bott. Left) ψ¯1. Bott.
Right) ψ¯200
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Figure 4.14 Comparison of spectral hull basis functions and RBF in the reconstruction the
solution on a hull. (a,b) with same DOF. (c,d) with same L2 error. Left column
is RBF, right col. corresponds to orthogonal spectral hull basis functions Ψ¯
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Figure 4.15 Sub-elemental resolution of six wavelengths of u = sin(2pix) sin(2piy) on a highly
concave hull. As shown in the middle, the spectral accuracy corresponding to
the optimum resolution is demonstrated
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(a) (b)
Figure 4.16 Superlinear convergence of spectral hull basis on the concave T-hull. a)
Reconstructed function using 16th-order spectral hull basis constructed on
approximate Fekete points. b) L2 error compared to analytical reconstruction
different hull shapes, in which in all cases, the same function is reconstructed. As shown, the
more complicated the hull gets, the more modes are required to reconstruct the function.
4.4 Application to General Conservation Laws and Fluid Dynamics
The infinite dimensional solution to general conservation laws
Ui,t + Fij,j = 0, (4.104)
can be projected in finite fQ, fP spaces (Eqs. (4.6), (4.7)) by either a nodal expansion
U = ψiUi or a modal expansion U = ψ¯kWk where ψ(x) and ψ¯(x) are discussed in § 4.3. The
advantage of the modal approach is that k = 0..kmax where kmax can be selected arbitrarily
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Figure 4.17 The spectra of u = sin(pix) sin(piy) on different convex/concave elements; a)
using 7th order orthogonal spectral hull basis Ψ¯ on a quadrilateral element. b)
using 11th Ψ¯ on a hexagonal element. c) using 16th Ψ¯ on a T-shape element
unlike nodal basis. This flexibility of using orthogonal basis provides the ability to filter
high-frequency modes by simply ignoring high frequency modes in the expansion U = ψ¯kWk.
In the special case of the two-dimensional compressible Euler equations, the conservative
variables are selected to be Ui = [ρ, ρui, e] where the physical variables are density, x- and
y-momentum and the total energy respectively. The partial derivatives ∂/∂t and ∂/∂xj are
simply represented by subscripts ,t and ,j. The flux tensor is
Fij =

ρuj
ρuiuj
(e+ P )uj
 . (4.105)
4.4.1 Discontinuous Galerkin (DG) Spectral Hull
The weak form of Eq. (4.104) is represented by
∫
Ω
ωUi,tdΩ =
∫
Ω
ω,jFijdΩ−
∫
∂Ω
ωFijnj, (4.106)
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where the basis w can be either the nodal spectral hull basis wk = ψk(x) or modal form
wk = ψ¯k(x). Unlike least-squares approaches, the DG is not inherently nonlinearly stable
and needs to be stabilized. To impose nonlinear stability, without loosing the generality, we
use the flux vector splitting7 in the boundary integral of the DG Formulation. In particular,
for the results reported in this paper, we used van-Leer flux [92], i.e.
∫
Ω
ωUi,tdΩ =
∫
Ω
ω,jFijdΩ−
∫
∂Ω
ω
(
F+ij nj + F
−
ij nj
)
(4.107)
The explicit time-marching form of Eq. (4.107) is readily available by inverting the
mass matrix in a general multi-step method. The implicit form can also be obtained by
linearizing the flux vectors using flux vector Jacobians ∂F±ij /∂Uk and either assembling them
in the Jacobian matrix or evaluating the matrix-vector product inside Krylov iterations.
These methods are extensively studied in the literature.
Remark 5. The final matrix-vector product of the implicit form Eq. (4.107) or any
discontinuous method can be conceptually written using a series of diagonal and off-diagonal
matrix vector products (see Eq. (4.128)) where only the elements of these matrices depends
on the type of discretization (DG, DLS, Mortar, ...) but the overall structure is exactly
the same. This enables practitioners to use discontinuous Galerkin and discontinuous least-
squares in the same code framework without significant changes in the code development
stage.
The boundary integral of Eq. (4.106) is computed using Gauss-Legendre rule of 2p + 1
formal order of accuracy. In order to compute the interior integral, a general and efficient
method for computing high-order Gauss-Legendre quadrature for arbitrary polygon is
developed. The polygon is first subdivided using a Delaunay algorithm and then on each
sub-triangle, Gauss-Legendre up to degree 20 is used. The Sommariva et. al. rule [85] has
7Other fluxes and Riemann solvers can be used in the same fashion. Please refer to Ref. [64] for the
original DG formulation.
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the advantage that is applicable to any degree of exactness. Here both approaches are used
depending on the required degree of exactness. For order p of basis functions, the degree of
exactness 2p is used.
4.4.2 Discontinuous Least Squares (DLS) Spectral Hull
For the conservation laws involving higher spatial derivatives, Refs. [93, 32, 94, 95] have
obtained first order hyperbolic form (the divergence form Eq. (4.104)) by introducing the
velocity gradient or shear stress tensor as a new auxiliary variable prior to the least squares
formulation or discontinuous Galerkin formulation. This approach is based on the classical
order reduction method in converting a high-order ODE to a system of first-order ODEs
by chain variables where each new variable is the derivative of the previous one. Therefore
although conservation laws in the hyperbolic form Eq. (4.104) are used here, the results
are the same for the equations involving higher spatial derivatives, i.e., viscous fluxes in the
Navier Stokes or fourth-order beam equations etc. The time derivative can be discretized
by replacing the analytical derivative operator ∂/∂t in Eq. (4.104) with the differentiation
matrix D as follows
D
⊗
Ui + Fij,j = f (4.108)
where
⊗
is the Kronecker product and the matrix D is a general abstract notation for a wide
range of possible time discretizations including finite differences, Chebyshev differentiation
matrix, Pade schemes, etc. In the simplest case, the implicit Euler scheme can be represented
by a 1× 1 matrix as follows
D =
1
∆t
, f =
U0i
∆t
. (4.109)
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The generated RHS vector f is due to the initial condition imposed on D which is a
function of the initial condition U0i and the time step ∆t. The semi-discrete temporal
discretization Eq. (4.108) is in fact a space-time formulation which allows arbitrary order in
time for a least-squares formulation. Using flux Jacobians,
D
⊗
Ui + Aij(k)Uj,k = f (4.110)
In the next step, using the residual of Eq. (4.110), the least-squares functional can be
constructed on each hull by the energy norm of the residual in the interior of the hull, plus
the energy norm of the Arnold’s SIP (Symmetric Interior Penalty) terms [96] or Bochev’s
jump [33] on the boundaries which will be minimized in the next steps. This yields
I(Ui) =
1
2
∫
Ω
∥∥∥D⊗Ui + Aij(k)Uj,k − f∥∥∥2
2
dΩ +
1
2
∫
∂Ω
αk‖[Jk]‖22d∂Ω. (4.111)
The kth jump quantity in Eq. (4.111), (Jk) can be selected as the value of the conservative
variable Ui to impose C
0 continuity or it can be another physical parameter of interest like
normal or tangential shear stress or mass flow rate. Please refer to Ref. [33] for more
details. Here, only the jump in the value of the conservative variable across hull boundaries
is minimized. Thus Eq. (4.111) reduces to
I(Ui) =
1
2
∫
Ω
∥∥∥D⊗Ui + Aij(k)Uj,k − f∥∥∥2
2
dΩ +
1
2
∫
∂Ω
α‖[Ui]‖22d∂Ω, (4.112)
which is minimized using the principle law of the variational calculus around the equilibrium
point
δI(Ui) = 0, for any variational δUi ∈ Rd. (4.113)
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Substituting Eq. (4.112) in Eq. (4.113) yields
δI(Ui) =
∫
Ω
(
D
⊗
δUi + Aij(k)δUj,k
)(
D
⊗
Ui + Aij(k)Uj,k − f
)
dΩ+
∫
∂Ω
α (δUi[Ui]) d∂Ω = 0.
(4.114)
Note that the kth flux Jacobian matrix, i.e., Aij(k) it is kept constant in Eq. (4.114)
and its value is used from the previous Picard iteration. Therefore Eq. (4.114) leads to a
secant method in this case. However, if the problem is linear, i.e. Aij(k) is constant, then
this iterative process converges at the first iteration.
Following Jiang’s notation [97], let us define the operator
L = D
⊗
+ Aij(k)
∂
∂xk
, (4.115)
and rewrite Eq. (4.114) in the following compact form
δI(Ui) =
∫
Ω
L(δU)T (L(U)− f) dΩ +
∫
∂Ω
α (δU [U ]) d∂Ω = 0, (4.116)
which leads to the following discontinuous elemental matrix equation
∫
Ω
L(δU)TL(U)dΩ−
∫
∂Ω
α (δU. Uin) d∂Ω+
∫
∂Ω
α (δU. Uneigh.) d∂Ω =
∫
Ω
L(δU)TfdΩ (4.117)
where Uin is the evaluation of the conservative variables at the boundaries of the hull using the
basis function of the current hull (diagonal) and Uneigh. is the evaluation of the conservative
variables at the same point using the basis functions of the neighboring hull (off diagonal)
to that edge.
Remark 6. Unlike stabilized Galerkin methods, a discretization of Eq. (4.117) is inherently
nonlinearly stable and can handle shocks and discontinuity without using a Riemann solver
or limiter. Please refer to various results in the literature for capturing shocks in inviscid
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compressible Euler [97] and viscous compressible Navier-Stokes equations [32] using least-
squares spectral elements. Also a discretization of Eq. (4.117) leads to a symmetric system
of equations [97].
The variational form Eq. (4.117) is an infinite dimensional problem. To solve this
equation numerically, we make the following approximations:
1. We restrict the infinite dimensional variations δU ∈ Rd to the span of the nodal spectral
hull basis functions (see Eq. (4.30))
δU = ψk=1...N (4.118)
or the modal spectral hull basis (see Eq. (4.38))
δU = ψ¯k=1...km≤N (4.119)
or the orthonormal spectral hull basis (see Eq. (4.70))
δU = ψ˜k=1...km≤N (4.120)
2. we also replace U with nodal spectral hull expansions, i.e.
U = ψkUk, (4.121)
or modal expansion
U = ψ¯kwk, (4.122)
or the orthonormal expansion
U = ψ˜kw˜k (4.123)
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Substituting Eqs. (4.118, 4.121) in Eq.(4.117) yields the following nodal system per each
hull
(∫
Ω
L(ψi)
TL(ψj)dΩ
)
Uj −
(∫
∂Ω
α (ψi. ψj in) d∂Ω
)
Uj
+
(∫
∂Ωk
αψi. ψjneigh(k).d∂Ωk
)
Uneigh(k) j =
∫
Ω
L(ψi)
TfdΩ. (4.124)
Substituting Eqs. (4.119, 4.122) in Eq. (4.117) yields the following modal system
(∫
Ω
L(ψ¯i)
T
L(ψ¯j)dΩ
)
Wj −
(∫
∂Ω
α
(
ψ¯i. ψ¯j in
)
d∂Ω
)
Wj
+
(∫
∂Ωk
αψ¯i. ψ¯jneigh(k)d∂Ωk
)
Wneigh(k) j =
∫
Ω
L(ψ¯i)
T
fdΩ (4.125)
which is then solved for the generalized Fourier coefficient W . For the choice of orthonormal
basis U = ψ˜iW˜i similar equation can be obtained. Defining diagonal and off-diagonal
matrices
A¯diag =
∫
Ω
L(ψi)
TL(ψj)dΩ−
∫
∂Ω
α (ψi. ψj in) d∂Ω, (4.126)
and
B¯off-diag,k =
∫
∂Ωk
αψi. ψjneigh(k)d∂Ωk, (4.127)
equation (4.124) can be written as
A¯diagU +
num. of neighs∑
k=1
B¯off-diag,kUneigh k = RHS, RHS =
∫
Ω
L(ψi)
TfdΩ. (4.128)
which is a single block-row of the total Jacobian matrix of the discretization. Like any
discontinuous element method, both matrix-vector products in DG and DLS Eq. (4.128)
yield local data structure in the sense that each element only communicates with immediate
neighbors regardless of the order of accuracy of the scheme, and the resulting matrix-vector
product yield embarrassingly high parallel efficiency (usually more than 99 percent for a fixed
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mesh) [35, 37]. Modal matrix-vector product expressions can be obtained for the generalized
Fourier coefficients W and W˜ by replacing the nodal basis functions in Eq. (4.126) and Eq.
(4.127) with ψ¯ and ψ˜ respectively.
Similar to the flaws in the Riemann-solver based approaches, the least-squares approach
also has limitations. Some of them are summarized in the below.
• The variation δUi in Eq. (4.113) is not in Rd but is limited to the span of basis
functions, i.e. δUi ∈ ψk=1...N . This means that the minimization point will have non-
physical equilibrium due to neglecting variations in δUi ∈ ψk=(N+1)...∞.
• The extra non-physical Bochev jump is minimized to impose C0 continuity across the
neighboring elements. This is not physically essential according to the variational
principles of mechanics and is just added to the least-squares functional to convert the
method to a elementally discontinuous (decoupled) approximation.
4.4.3 Benchmark Problems
To validate the non-confirming p-refinement for the case of Euler equations, the following
analytical solution is assumed
ρ = x2 + 1
u = y
v = x+ y
P = y2 + 1 (4.129)
which is then substituted in the equations using the method of manufactured solutions
(MMS) to obtain the source terms. The result of this study is shown in Fig. 4.18. The entire
field consisting of P4 Lagrange elements is initialized with the exact MMS solution. However
somewhere at middle of the domain, a P5 Lagrange element is inserted and initialized with
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Figure 4.18 The numerical solution converges to the analytical manufactured solution x-
momentum u2 = ρu for non-conforming p-refinement of compressible Euler
equations
a jump. Therefore, we expect that after marching in time we should reach the steady state
solution, which is the MMS solution, and hence the jump in the P5 element should disappear.
As shown in Fig. 4.18 the final steady state solution converges to machine zero to the MMS
solution and the jump has completely vanished.
The next benchmark problem is a cylinder in a low Mach number flow at M∞ = 0.2. An
inaccurate discretization of the interior fluxes, or geometry, can cause severe asymmetry as
shown in Ref. [64]. The nodal spectral hull basis evaluated at approximate Fekete points on
triangles are used to discretize Eq. (4.107). Various RK and implicit schemes were tested to
yield the same steady-state solution. The result, shown in Fig. 4.19 is symmetric for large
number of contour lines.
The next benchmark problem includes the manufactured solution of linearized Euler
equations with zero mean flow. The equations can be written in the conservation law form
( Eq. (4.110)) with the flux Jacobian matrices given below:
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(a) (b)
(c)
Figure 4.19 The momentum contours about cylinder using 6th-order approx. Fekete basis.
a) x-momentum. b) y-momentum. c) The grid
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Aij(1) =

0 ρ0 0
c20
ρ0
0 0
0 0 0
 , Aij(2) =

0 0 ρ0
0 0 0
c20
ρ0
0 0
 . (4.130)
The first-order implicit Euler is used for temporal discretization and therefore the time
step is chosen as a very small value ∆t = 1e−12 to prevent unwanted dissipation. The exact
solution is assumed to be
U =

ρ
u
v
 =

cos(pix) cos(piy)
x2 + y2
x− y
 (4.131)
which yields a source term. The computational domain is divided into 4x4 quadrilaterals
which are diagonalized to obtain the triangular mesh (see Fig. 4.21(a)). Therefore the
quadrilateral mesh is regarded as an agglomeration of the triangles when the spectral
hull basis are used (see Fig. 4.21(b)). Triangles are agglomerated into quadrilateral and
approximate Fekete points are found using SVD Alg. (4). A preconditioned conjugate
gradient is used to solve the symmetric system where the solution is initialized to zero and
converges to the exact solution as shown in Fig. 4.20. The norm of the error is computed
for various test cases and is presented in Fig. 4.22. It can be observed that the DLS solution
using equally-spaced Lagrange basis on triangles (solid dots) leads to excessive DOF. This
DOF of DLS can be reduced with the assumption of C0 continuity across the triangles
and by eliminating the duplicate nodes. The plot (asterisks) demonstrates DOF reduction
compared to the original DLS having duplicate nodes. We proceed to agglomerate triangles
to form quadrilateral grid and then we invoke nodal spectral hull basis in Q space. As
shown (diamonds), the DOF of this solution decreases as the polynomial degree increases
and is more efficient than both continuous and discontinuous least-squares FEM. This is
in agreement with the theoretical results presented in § 4.2 and particularly the mechanism
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(a) (b)
Figure 4.20 The discontinuous least squares spectral hull solution of linear acoustic problem
(4.130) using a) Lagrange basis on triangle elements. b) Hull basis on the quad
elements. The exact manufactured solution is shown with blue circles
(a) (b)
Figure 4.21 The tessellation of the domain and the interpolation points. (a) Lagrange points
on triangles. (b) Approximate Fekete points on quadrilaterals obtained from the
agglomeration of triangles
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Figure 4.22 The comparison between various formulations of discontinuous least-squares
FEM methods
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Figure 4.23 The comparison between Continuous Galerkin Spectral Element solution of
Potential Flow using exact Fekete basis functions (Left) with DG Spectral Hull
solution of compressible Euler with approximate Fekete basis functions § 4.3
described by Eq. (4.2). The DOF can be reduced further by using P space as shown (circles)
where this corresponds to the most efficient discontinuous least-square spectral solution.
The next test case is NACA0012 airfoil in M = 0.2 flow (see Fig. 4.23). The results are
compared with previously well validated Spectral Element results for potential flow where
some of results are shown in Fig. 4.24
As shown, the min/max of contours and the Cp field are very close and the difference
is in the small order of compressibility error that is not taken into the account when the
potential formulation is used. Another test case shown is the subsonic/supersonic convection
of a vortex. Both regimes are tested and the result is the same. In this example, shown in
Fig. 4.25(a-d), the hull basis are obtained directly in the physical space. As seen, the solution
is not stable. This is due to the rapid increase in the numerator of the Lebesgue constant
according to Eq. (4.67) where the area integral of the monomials is a significantly large value
when higher-order basis are used. Therefore the upper bound of interpolation (according to
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(a) (b)
Figure 4.24 The comparison of basic test cases with analytical available solution in the
potential regime a) Cylinder Cp = 1−4 sin2(θ). b) NACA0016; reference method
is a panel method by Mason [4]
Eq. (4.12)) increases to a large value which results in a considerably inaccurate interpolation.
The net result is the sum of the fluxes won’t cancel out at hulls and a residual remains which
leads to a blow up immediately after time step 19. This is fixed by translating the center
of the hulls to the origin where they reside inside the bounded area shown in Fig. (4.9).
In this case, shown in Fig. 4.25(e-h), the solution remains stable and the vortex accurately
convects and passes to the outside of the domain. Long time integration of the time accurate
vortex convection is presented in Fig. 4.26. The vortex convects accurately according to the
mean stream fluid velocity and transparently leaves the domain. Characteristic Boundary
conditions are applied for reducing the reflection as the vortex leaves the domain.
For inviscid walls, the typical wall fluxes Fw = [0, Pnx, Pny, 0]
T resulted in a diverged
solution when p = 3 is used in the aft-region of the triangle directly adjacent to the wall.
The solution just before blowup is shown in Fig. 4.27(a). To remedy this, an inviscid wall
BC is suggested based on projection of interior velocity field on the wall to exactly satisfy
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(a) Initial (b) step2¯
(c) step9¯ (d) step1¯9
(e) Initial (f) step2¯
(g) step9¯ (h) step1¯9
Figure 4.25 a-d) Directly in physical space. e-h) translating hulls to the origin. ∆t = 10−4
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Figure 4.26 hp-Spectral Hull solution of subsonic/supersonic vortex convection in compress-
ible Euler equations. Note the hulls that track the vortex have order of accuracy
p = 8 while the rest of the hulls are discretized using p = 4 spectral hull basis
on approximate Fekete points
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(a)
(b)
Figure 4.27 Comparison of the new wall boundary condition with traditional approach at
dimensionless t = 112.65. a) The conventional wall flux Fw = [0, Pnx, Pny, 0]
T
is imposed. b) The new wall projection velocity URi = ULi+min(−ULi±ULj eˆtj eˆti)
is imposed in the right state of the Riemann solver or the split flux
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Figure 4.28 The elimination of normal component of the velocity vector at a boundary hull
(L)
V.nˆ = 0 condition. As shown in Fig. 4.28, the right state of the Riemann solver or the flux
splitting scheme is not known at wall but it can be specified using the information obtained
from the left state inside the hull adjacent to that boundary segment. Assume that at time
t, the velocity vector at wall is UL such that its normal component A is not zero. Then our
goal is to remove this vector component from UL and the resulting velocity vector would be
specified at the right state. Therefore at any t, the tangential velocity Ut = UL + A but
A = min(−UL ± (UL.eˆt)eˆt) is chosen to be the smaller vector resulting from the summation
of UL with the tangential component. Finally the following equation (in multi-dimensional
and multi-equation form)
URi = ULi + min (−ULi ± ULj eˆtj eˆti) , (4.132)
eliminates A from UL. This is consistently applicable to 2D/3D and is expected to be a
better alternative for high Reynolds number viscous flow simulations. The result is shown
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(a) (b)
(c) (d)
Figure 4.29 The density contours obtained using time-accurate solution of compressible Euler
equations; a) hp/DG - P2 in the aft-region b) hp/DG - P4 in the aft-region. c)
hp/DG - P5 in the aft-region. d) hp/Spectral Hull - P5 in the aft-region
in Fig. 4.27(b) where the solution remains stable. The code was executed for t = 600, 000
time steps to computationally probe potential instabilities and none was observed.
Finally, an example of time accurate solution of inviscid vortex shedding at M∞ = 0.2
is presented in Fig. 4.29. The computation is performed in parallel on an IBM bluegene
machine. The shedding mechanism originates from rotational flow generated at the corner
of triangle (singular points) due to numerical diffusion. The accurate solution should preserve
the min-max amplitude of vortices and density pulses while they are convected downstream.
The DOF is computed for each box in the aft region where it is diagonalized by triangles
or agglomerated into hexagonal hulls. Having said this, for spectral hulls DOF = (5 +
1)(5 + 2)/2 = 21 in P space and DOF = (5 + 1)2 = 36 in Q space. For DG-P5, which
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is the most accurate solution in the DG-FEM class, DOF = 2(5 + 1)(5 + 2)/2 = 42.
For this practical test case, the spectral hulls results in sharper resolution with smaller
DOF. For a better visualization, the density field with only four levels contours levels=
[0.6879, 0.7750, 0.8621, 0.9492, 1.036] are shown in Fig. 4.31.
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CHAPTER 5
CONCLUSIONS
We are now at the point to go back to Table (1.1) and validate the properties of the
spectral hull method. Using analysis, implementation and validation, it was shown that the
spectral hull method possesses spectral accuracy and it preserves small Lebesgue constant
during arbitrary p-refinements. Unlike conventional spectral methods, it can accommodate
complex geometries by special mesh generation algorithms (as mentioned in § 4.2). A special
hp-mechanism involving coarsening (agglomeration) and simultaneous p-refinement was
introduced to significantly reduce the degrees of freedom of the conventional spectral element
methods. This distinctive feature is only specific to the spectral hull method for complex
geometries. Both explicit/implicit time marching methods and space-time discretizations
can be used without any limitation since the basic formulation is discontinuous. However,
spectral hull requires quadrature computations which are costly from a computational
standpoint.
It should be mentioned that a Polygonal Finite Element method is not a new idea.
However, the major area of interest of polygonal tessellations is Computer Graphics [98]
(only the Barycentric calculations) and crack propagation modeling [99]. The origin of
polygonal basis functions goes back to the work by Wachspress [100]. These basis functions
and the Polygonal FEM literature are considerably different from the approach presented in
this work according the following observations:
• The Wachspress-like basis functions are suitable for calculation of general Barycentric
coordinates [98] and lower-order FEM discretization p = 1, 2 [101]. The spectral
accuracy (as considered in this work with approximate Fekete points and spectral hull
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basis) has never been a point of interest in these works. There is no condition in the
derivation of Wachspress-like basis that imposes a small rate of growth of the Lebesgue
constant and hence these basis are prone to Runge phenomena and spectral accuracy
may not be achievable.
• To the best of authors knowledge, there has never been any interest so far to
systematically use the concept of hulls to reduce the degrees of freedom of a FEM
discretization.
• The polygonal FEM literature is Continuous Galerkin FEM and hence there are always
conforming FEM nodes (interpolation points) at the vertices/edges of the polygons.
This could be a severe limitation in implementing hp-adaptations in polygons which can
be very complicated in multidimensional space. Also a rapid hp-refinement between
polygons might result in significant loss of mass conservation. These problems are not
expected to exist in the spectral hull method since discontinuous formulation is used.
The implementation results have generated results which show great potential. With
increase in the polynomial degree, the discontinuous least-squares FEM can be made more
efficient (compared to the original triangle elements) by using hull basis on the agglomerated
elements. Surprisingly, the results demonstrates that with sufficient p-refinements, DLS with
hull basis is more efficient than continuous least-squares FEM on triangle elements (Fig.
(4.22)). Also, the results of time-accurate solution of compressible Euler equations in vortex
shedding problem demonstrated that with smaller DOF, the spectral hulls resulted in better
resolution compared to high-order triangular DG-FEM (Fig. (4.29)).
Grid generation methodologies suitable for high-order techniques with emphasis on
methods to agglomerate the elements to create hulls are discussed. In particular, an
embarrassingly parallel method based on direct mapping is proposed which generates high-
quality curved meshes in two and three dimensional space. Unlike elasticity-based methods,
the current approach is direct and fast (since completely eliminates the solution of elasticity
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equations and the communications between processes) and it can be applied to both
FEM/SEM simultaneously. A load balancing scheme was proposed and applied which is
at least three times faster than METIS for a selected benchmark problem. The highlights of
this part of the work are summarized below.
1. The curvature complexity is usually simplified in the literature by conic fitting[102,
68] or other higher-order polynomial boundary fittings[67]. While these methods
are acceptable for small sized elements, they can be very inaccurate when the
boundary element size increases. This situation is common in spectral element and
Fourier/Chebyshev methods where the complete geometry is discretized by a few blocks
(hexahedral elements). In this case, a single hexahedral block represents a large portion
of a complicated boundary. To address this issue, the element sides/edges are directly
linked to the CAD kernel using a minimum distance method and, hence, the curvature
of the high-order elements can be arbitrarily complex. Therefore, the methodology
developed in this work can also be used for hexahedral Chebyshev-Fourier blocks[19]
in addition to high-order FEM methods.
2. Direct mapping starts with mapping the edges, and then faces and finally volumes are
mapped[59]. This is done in order to achieve unique node numbers and to prevent
duplicate nodes which is a requirement for continuous Galekrin methods. However,
in a parallel processing framework, this requires additional communications of node
numbers between processes and thus prevents the algorithm from being embarrassingly
parallel. In this approach, elements may have duplicate nodes and are suitable for
discontinuous Galerkin methods. This algorithm is thus embarrassingly parallel.
3. Even though the direct mapping is embarrassingly parallel, it is shown that the
conventional load balancing based on minimization of surface to volume ratio[2] will
have scalability issues. A new type of load balancing is proposed to improve the
speedup.
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(a) e = 3, p = 9 (b) e = 4, p = 11 (c) e = 8, p = 12 (d) e = 16, p = 20
Figure 5.1 The approximate Fekete points on a master polygonal hull defined inside the unit
circle. These can be effectively computed once and then tabulated
4. Analytical maps for all basic element types are derived and presented. These include
quadrilateral, one-face tetrahedral, one-edge tetrahedral, hexahedral, prismatic and
pyramid elements.
It should be noted that finding nodal/modal spectral hull basis depends on the physical
shape of the hull and hence for each hull in the domain, the algorithm Alg. (4) and additional
SVD Eq. (4.29) must be repeated at runtime. This seems to be a very inefficient strategy
compared to the conventional master elements (tri,quad, tet,hex, prism, pyramid) where
the value of the basis functions are known at run time. In order to remedy this problem,
an equilateral polyhedral master hull is defined where for all possible combinations of the
dimension d, polyhedral sides e, and polynomial order p the Alg. (4) and additional SVD
Eq. (4.29) is evaluated once and the results are tabulated in an external file (see Fig. (5.1))
Such a tabulated file can be used as a subroutine which is conceptually described below.
subroutine hull_basis(d,e,p &
, X_F, U,S,V)
:
! select case(d)
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! select case(e)
! select case(p)
X_F = (/ data /)
U = (/ data /)
S = (/ data /)
V = (/ data /)
! end select ! d
! end select ! e
! end select ! p
end subroutine hull_basis
Hence, the subroutine for evaluating nodal/modal hull basis functions can readily use the
required information without any redundant computation. The master hull can be mapped
to the physical space using either the generalized barycentric coordinates [98] or using direct
mapping based on subtriangulation.
We summarize the contributions of this work as follows.
• A concept of DOF reduction in discontinuous finite element methods using a systematic
hp-process is studies in § 4.2. The elements are first agglomerated (h-coarsening)
and then the polynomial degree is increased (p-refinement). The total mechanism
yields in more accurate solutions1 while it reduces DOF requirement compared to the
conventional FEM basis on the standard element shapes.
• A closed form relation is proposed to approximate Fekete points on a general
convex/concave polyhedral in Eq.(4.22). The exact Fekete problem is a NP-problem
and the computation may be done using expensive optimization techniques [103].
There are approaches based on finding a local minimum using an equilibrium potential
minimization which has O(N3) cost [104] but there is no guarantee that a global
1depending on if the Lebesgue constant remains small
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minimum (exact Fekete) is found. The advantage of current approach is that it also
computes the weights of Gauss-Legendre/Lobatto which can be used in Finite Element
formulation for computation of quadratures on arbitrary polygons.
• A new method to compute modal basis functions using the SVD of nodal Vandermonde
matrix is developed (see Eq. (4.28)) which resulted in an orthogonal set of basis Ψ¯ (see
Eq. (4.38)) and an orthonormal set Ψ˜ (see Eq. (4.70)).
• A generalization to discrete Fourier transform for the case of non-periodic polyhedral
interval in Rd is presented in Remark (1). It is shown that the transpose of left unitary
matrix of the SVD of the Vandermonde matrix is the discrete Fourier matrix in this
case.
• A closed form formula is obtained to compute the Lebesgue constant of interpolation
on a general convex/concave polyhedral. Please refer § 4.3.6 and Eq. (4.67).
• The orthonormal spectral hull basis provided a new way to look at the Weierstrass
approximation theorem where a new proof is suggested for the general case in the
subset of Rd. This proof also implies stability of spectral hull expansion for arbitrary
p-refinement.
• It is shown in Fig. (4.14) that the spectral hull basis have superior accuracy/efficiency
when compared to radial basis functions in a meshless approach.
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