In its simplest statistical-mechanical description, a granular fluid can be modeled as composed of smooth inelastic hard spheres (with a constant coefficient of normal restitution α) whose velocity distribution function obeys the Enskog-Boltzmann equation. The basic state of a granular fluid is the homogeneous cooling state, characterized by a homogeneous, isotropic, and stationary distribution of scaled velocities, F(c). The behavior of F(c) in the domain of thermal velocities (c ∼ 1) can be characterized by the two first non-trivial coefficients (a 2 and a 3 ) of an expansion in Sonine polynomials. The main goals of this paper are to review some of the previous efforts made to estimate (and measure in computer simulations) the α-dependence of a 2 and a 3 , to report new computer simulations results of a 2 and a 3 for two-dimensional systems, and to investigate the possibility of proposing theoretical estimates of a 2 and a 3 with an optimal compromise between simplicity and accuracy.
mal restitution 0 < α ≤ 1 [1, 2] . Kinetic theory arguments similar to those followed in the elastic case allow one to derive the Boltzmann and Enskog equations [3] for the velocity distribution function f (r, v,t).
Perhaps the basic and simplest physical state for a granular gas is the homogeneous cooling state (HCS), where the gas is isolated and has an isotropic and spatially uniform distribution [2] . In this state, the collisional loss of energy, characterized by the cooling rate ζ , makes the mean kinetic energy (directly related to the so-called granular temperature T ) decay monotonically in time following Haff's law [4] :
Therefore, the distribution function evolves in time toward a delta function, i.e., f (v) → nδ (v), where n is the number density. However, the simplicity of this trivial asymptotic state is deceiving since the distribution function actually reaches an interesting scaling (or self-similar) form f (v,t) = nv −d
(t)F(c(t)), c(t) = v/v (t).
Here, d is the dimensionality and v 0 (t) is the thermal speed defined by
By definition,
where the (scaled) velocity moments are
In the HCS, the Enskog-Boltzmann equation for the probability distribution function F(c) of the reduced velocity is [5] 
where the collision operator is 
and we have introduced the collisional moments
so that 2µ 2 /d is the dimensionless cooling rate. In Eq. (7), c 12 ≡ c 1 − c 2 is the relative velocity of the colliding particles, σ σ σ is a unit vector directed along the line of centers from the sphere 1 to the sphere 2, Θ is the Heaviside step function, and (c ′′ 1 , c ′′ 2 ) are the precollisional or restituting velocities yielding (c 1 , c 2 ) as the postcollisional ones, i.e. (1 + α −1 )(c 12 · σ σ σ ) σ σ σ .
The exact solution of Eq. (6) is not known. Except in the elastic case (α = 1), the Maxwellian F(c) = π −d/2 e −c 2 ≡ φ (c) is not a solution. In particular, if α < 1, it is known that F(c) develops an exponential high-energy tail [5, 6] ,
A convenient way of characterizing the deviation of F(c) from φ (c) in the regime of low and intermediate speeds is through the Sonine polynomial expansion
where L (a) k are generalized Laguerre (or Sonine) polynomials [7] . The first two non-trivial coefficients are a 2 and a 3 . They are related to the fourth and sixth velocity moments as
The Sonine expansion (11) is known to be only asymptotic [8] , so that its practical applicability is restricted to low and intermediate velocities (say c 1), in which case the most relevant coefficients are a 2 and a 3 . Therefore, the determination of these two coefficients is important to quantify the basic deviations of the HCS distribution F(c) from the Maxwellian φ (c), at least for c 1. This explains the interest this problem has attracted over the years [2, 5, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18] . Apart from this formal motivation, the knowledge of a 2 (α) and a 3 (α), especially in the case of the former, is needed to evaluate the dependence of the transport coefficients on inelasticity [8, 19, 20] .
The aim of this paper is three-fold. First, some of the efforts done in the last dozen years or so to estimate a 2 and a 3 by theoretical tools and to measure them in simulations are briefly reviewed in Sec. 2. Next, we explore the possibility of deriving theoretical expressions for a 2 and a 3 with an optimal compromise between simplicity and accuracy. To that end, we restrict ourselves to the class of linear approximations, revisit some of the ones already proposed in the literature, and construct a few new ones in Sec. 3. Those approximations are compared with new (d = 2) and recently published [17] (d = 3) computer simulations in Sec. 4. Section 5 addresses the case of granular gases heated with a white-noise thermostat. Finally, the conclusions are summarized in Sec. 6, while some complementary material is relegated to the Appendices.
A brief review of previous results
Taking (even) moments in both sides of Eq. (6) one gets the exact set of moment equations
where use has been made of Eq. (4). The condition p ≥ 2 is introduced because Eq. (14) becomes an identity for p = 0 and also for p = 1.
It is important to notice that the collisional moments are functionals of the distribution function, so that Eq. (14) implies a coupling among all the Sonine coefficients a k and there is no a priori reason to expect a chosen truncation to provide accurate results for a subset of coefficients. On the other hand, most of the routes followed to get theoretically based results assume some kind of truncation and/or orderof-magnitude simplification. More specifically, one usually approximates the first few collisional moments µ 2p by inserting the expansion (11) into Eqs. (7) and (8) , truncating the expansion after a certain order and, in some cases, neglecting nonlinear terms. The resulting set of approximate equations is then solved algebraically to obtain estimates for the desired coefficients a k . In principle, these estimates are uncontrolled and can be assessed only after comparison with computer simulations.
The first application of this method was carried out by Goldshtein and Shapiro in a pioneering and extensive paper [9] . They derived a simple expression for a 2 in the threedimensional (d = 3) case by taking a linear approximation (namely, neglecting a 2 2 and a k with k ≥ 3) in Eq. (14) with p = 2. Here we quote their result:
where (λ 0 , λ 1 , λ 2 ) = (401, −337, 190). They noted that, according to their estimate, the magnitude of a 2 was quite small (|a 2 | < 0.04). However, there was a small algebraic mistake in their derivation that was subsequently corrected by van Noije and Ernst [5] , who also generalized the result to arbitrary d. [18] carried out large-scale event-driven molecular dynamics simulations and measured a 2 and a 3 in the HCS for α ≥ 0.7 in two-and three-dimensional systems. The results confirmed the accuracy of vNE's expression of a 2 in that range of inelasticity and showed that a 3 was typically four to five times smaller than a 2 . These authors also studied the time evolution of a k for k = 2-5 to monitor the transition from the HCS to an inhomogeneous cooling state. In 1999, Garzó and Dufty [11] studied the HCS for threedimensional binary mixtures. Neglecting again a 2 2 and a k with k ≥ 3, they obtained explicit expressions for the Sonine coefficient a 2 of both species as functions of the three coefficients of restitution and of the temperature ratio T 1 /T 2 . To close the problem, it is necessary to determine T 1 /T 2 from the condition of equal cooling rates for both species, yielding a highly nonlinear equation. The results showed that typically the component made of particles with a larger mass has a higher temperature and a higher value of a 2 . The theoretical predictions were later validated by DSMC simulations [15] .
The authors pointed out in 2000 [12] that the linear approximation to get a 2 is not univocally defined, the result depending on the way that the quantities in Eq. (14) are arranged. In particular, if Eq. (14) for p = 2 is rewritten as µ 4 / c 4 = 2µ 2 / c 2 and then a linear approximation is applied the result is given again by Eq. (15) but with (λ 0 , λ 1 , λ 2 ) = (25+24d, 8d −57, −2), implying (λ 0 , λ 1 , λ 2 ) = (97, −33, −2) for d = 3. This alternative expression is hardly distinguishable from vNE's if α 0.5 but provides up to 16% smaller values than the latter for higher inelasticities. We performed DSMC simulations of a 2 for d = 3 and α ≥ 0.2 which exhibited an excellent agreement with our alternative linear approximation. Moreover, DSMC data of a 3 were also presented in Ref. [12] . While a 3 ≃ −0.005 for 0.6 < α < 0.9, a relatively rapid decay of a 3 for higher inelasticities was observed.
Brilliantov and Pöschel [13] were possibly the first ones to depart from the linear approximation. They neglected a k with k ≥ 3 but retained a 2 2 in Eq. (14) with p = 2, thus obtaining a closed cubic equation for a 2 (and d = 3). Its physical root is very close to vNE's expression for α 0.4 but becomes up to 10% larger than it for smaller values of α. Taking into account the simulation results presented in Ref. [12] , it turns out that the physical root of the cubic equation deviates in the wrong direction from vNE's simpler linear approximation. This paradoxical outcome shows that the Sonine coefficients a k with k ≥ 3 are not negligible for α 0.4.
A different truncation scheme was followed by Huthmann et al. [14] , who assumed that a k = O(ε k ), where ε ∼ |a 2 | 1/2 was treated as a small parameter. The solution to order k ≥ 2 was obtained by taking Eq. (14) for p = 2, . . . , k and formally neglecting terms of order ε ℓ with ℓ > k. The second-order solution recovers the vNE result for a 2 . In the third-order solution one has a set of two linear equations for a 2 and a 3 , but the fourth-order approximation involves a set of three equations for a 2 , a 3 , and a 4 that include a 2 2 , so that the problem becomes nonlinear for k ≥ 4. In this approach, the coefficient a 2 is renormalized as the truncation order increases. Huthmann et al. applied their scheme to d = 2 and observed that the values of a 2 obtained from order ε 2 to order ε 6 were practically the same as long as α 0.6. However, those values were dramatically sensitive to the truncation order for higher inelasticities, thus indicating that the assumption a k = O(ε k ) fails if α 0.6. Molecular dynamics simulations showed a good performance of vNE's expression for hard disks and α ≥ 0.4.
Coppex et al. [16] tried an approach to estimate a 2 different from those based on Eq. (14) . They started from Eq. (6) in the limit c → 0 and then inserted the Sonine expansion (11) by neglecting a 2 2 and a k with k ≥ 3. The solution of the resulting linear equation for a 2 had the structure of a polynomial of fourth degree in α 2 divided by a polynomial of eighth degree in α (with no α 5 and α 7 terms). Although promising, this alternative method yields poor results for small and moderate inelasticities and only improves over the vNE benchmark formula if α 0.4, as comparison with DSMC data for d = 2 shows [16] . Coppex et al. also elaborated further on the ambiguity of the linear approximation for a 2 pointed out in Ref. [12] . In particular, they showed that the linear approximation as applied to µ 4 / c 4 = 2µ 2 / c 2 and to µ 4 c 2 /2µ 2 c 4 = 1 presented a very good agreement with their two-dimensional simulations.
More recently, Brilliantov and Pöschel [17] have considered the linear approximation of Eq. (14) with p = 2 and p = 3 by neglecting a 2 2 , a 2 a 3 , a 2 3 , and a k with k ≥ 4. This gives a set of two linear equations for a 2 and a 3 that is actually equivalent to Huthmann et al.'s method to order ε 3 . By comparing with their own DSMC simulations for d = 3, Brilliantov and Pöschel showed that their expression of a 2 , while rather more complicated than vNE's, provided worse estimates than the latter for α 0.6. As for their expression of a 3 , it was quite good for α 0.6 and exhibited the right qualitative behavior for larger inelasticities. Apart from a 2 and a 3 , they also measured a 4 , a 5 , and a 6 in the simulations, showing that their values were not negligible if α 0.6. In fact, these authors argued that the Sonine expansion breaks down for large inelasticity.
Using the asymptotic high-velocity tail (10), Noskowicz et al. [8] have shown that a k ∝ (−4/ξ 2 ) k (k + 1)! for large k, so that the series (11) is divergent, although it is asymptotic and Borel resummable. On the other hand, the Sonine expansion of the modified function G γ (c) = e −(1−γ)c 2 F(c) does converge for 0 < γ < (15) with (λ 0 , λ 1 , λ 2 ) = (104.1, −51.43, 78.67), confirmed that vNE's expression overestimates a 2 for α 0.5, while the alternative expression proposed in Ref. [12] is rather accurate (although it slightly overestimates a 2 ).
Theoretical estimates from linear approximations
Our main goal now is to get estimates of the Sonine coefficients a 2 and a 3 by the application of approximations that neglect the coefficients a k with k ≥ 4 as well as the nonlinear terms a 2 2 , a 2 a 3 , and a 2 3 . As we will see, this recipe is not a systematic method and so it does not provide a unique result.
Given a functional X[F] of the scaled probability distribution function F(c), henceforth we will use the notation L a 2 ,a 3 {X} to denote an approximation to X[F] obtained by using Eq. (11) and neglecting a k with k ≥ 4 and nonlinear terms (like a 2 2 , a 2 a 3 , and a 2 3 ). Furthermore, if a 3 is also neglected, the corresponding approximation will be denoted by L a 2 {X}. In particular, in the case of the collisional moments defined by Eq. (8) with p = 1, 2, and 3, one gets
The expressions for the coefficients A i , B i , and C i as functions of α and d were derived by van Noije and Ernst [5] and by Brilliantov and Pöschel [2, 17] . They are given in Appendix A. Obviously, L a 2 {µ 2 } and L a 2 {µ 4 } are obtained by formally setting A 3 → 0 and B 3 → 0 on the right-hand sides of Eqs. (16) and (17), respectively. The exact equation (14) becomes an approximation when it is linearized with respect to a 2 and a 3 . For p = 2 and p = 3 we get
The non-systematic character of the linearization method is made evident if one proceeds in the same way, except that Eq. (14) is rewritten in the equivalent form µ 2p
This equation shows that the rescaled collisional moment µ 2p / c 2p is just proportional to p. Now, instead of Eqs. (19) and (20) we have
Note that Eq. (22) 
These are linear equations for a 2 whose respective solutions are
where in the last steps use has been made of the explicit expressions of A 0 , A 2 , B 0 , and B 2 . As recalled in Sec. 2, the method labeled here as "Ia" was the one first followed by Goldshtein and Shapiro [9] , the corresponding estimate, Eq. (26), being first obtained by van Noije and Ernst [5] . The alternative method "Ib", Eq. (27), was proposed in Ref. [12] . It is interesting to note that
Comparison with DSMC data shows that the estimate a Ib 2 is superior to a Ia 2 for α 0.6 [12] . Other class-I approximations for a 2 were considered by Coppex et al. [16] and are more generally described in Appendix B.
Once a 3 has been neglected in Eqs. (19) and (22), we can use Eq. (20) (approach "a") or Eq. (23) (approach "b") to express a 3 in terms of a 2 . The respective results are
where
It is also possible to construct a hybrid approximation "Ih" in which a 2 is obtained from Eq. (25) and a 3 is subsequently obtained from Eq. (20) . In that case, a Ih 2 = a Ib 2 while
The other hybrid possibility a 3 = G b (α, a Ia 2 (α)) turns out to be rather poor and will not be further considered here.
Class-II approximations:
If a 3 is formally treated as being of the same order as a 2 , Eqs. (19) and (20) become a linear set of two coupled equations for a 2 and a 3 (approach "a"). This was the method recently considered by Brilliantov and Pöschel [17] . Now the problem is algebraically more involved than in the class-I approximation. The solution for a 2 is
The corresponding result for a 3 is
Note that, although the same functional form G a (α, a 2 ) appears in Eqs. (29) and (37), obviously a IIa 3 (α) = a Ia 3 (α).
The same class-II approximation can be applied to Eqs. (22) and (23) (approach "b"). The solution is now
The three class-I and two class-II approximations described in this Section are summarized in Table 1 . As said before, a Ia 2 and a Ib 2 = a Ih 2 were already proposed in Refs. [5] and [12] , respectively, while a IIa 2 and a IIa 3 were derived in Ref. [17] . All the other possibilities, to the best of our knowledge, have not been considered before.
Comparison with computer simulations
In order to assess the reliability of the linear estimates for the Sonine coefficients a 2 and a 3 introduced in Sec. 3, it is necessary to compare them against computer simulations. To that end, we have performed new DSMC simulations for inelastic hard disks (d = 2). In the case of inelastic hard spheres (d = 3) we have used the extensive DSMC simulations presented in Ref. [17] . Figure 1 compares the simulation data of a 2 with the theoretical estimates a Ia 2 , a Ib 2 = a Ih 2 , a IIa 2 , and a IIb 2 . It is observed that the best global agreement with computer simulations is provided by the two approaches "b", i.e., the ones based on linearization of Eq. (21), in contrast to the two approaches "a", which are based on linearization of Eq. (14) . Given that the class-I estimate a Ib 2 = a Ih 2 (where a 3 is neglected) is much simpler than the class-II estimate a IIb 2 (where a 3 is retained), the former is preferable to the latter. In the region 0.6 ≤ α ≤ 1 the four approximations practically coincide among themselves and with the simulation results, thus showing that a 2 2 and a k with k ≥ 3 are indeed negligible in that region. On the other hand, our simulation data for hard disks (d = 2) show a slight improvement of the two class-II approximations with respect to the two class-I approximations, what indicates that the influence of a 2 2 is even smaller than that of a 3 for 0.6 ≤ α ≤ 1. The opposite behavior appears in the case of hard spheres (d = 3), although a certain scatter of the data in this case prevents us from confirming or refuting the behavior observed in the two-dimensional case. (21) with p = 3 is much less accurate than the linearization of Eq. (14) with p = 3, in contrast to the situation with p = 2. Interestingly enough, among the three estimates of a 3 based on the linearization of Eq. (14) with p = 3, the best behavior is presented by the two class-I approximations, namely a Ia 3 for d = 2 and a Ih 3 for d = 3. As for the region 0.6 ≤ α ≤ 1, the two class-II approximations are the most accurate ones. This can be understood as a consequence of the better behavior of a IIa 2 and a IIb 2 over a Ia 2 and a Ib 2 in that region, as discussed above in connection with Fig.  1 .
The performance of the five linear approximations is succintly summarized in Table 1 . The best global agreement with simulations is achieved by the approximation "Ih", i.e., a 2 is autonomously obtained by linearizing Eq. (21) with p = 2 and neglecting a 3 . Next, a 3 is obtained in terms of a 2 and α from the linearization of Eq. (14) with p = 3. The second best combination is "IIa", where a 2 and a 3 are simultaneously derived from linearization of Eq. (14) with p = 2 and p = 3. While "Ih" is simpler than "IIa", it provides a better estimate of a 2 and a 3 for high inelasticity (α 0.6). This comes from a fortunate cancellation of errors and is yet another indication on the non-negligible character of nonlinear terms and higher-order Sonine coefficients in that region [17] . On the other hand, the best estimate of a 3 for 0.6 < α < 1 is provided by a IIa 3 . Let us now define the deviations
Consequently,
The fact that a Ib 2 = a Ih 2 exhibits a better agreement with simulations than a Ia 2 in the high-inelasticity region obviously implies that (d + 2)δ µ 2 − δ µ 4 ≈ 0 is a better approximation than (d + 2)δ µ 2 − δ µ 4 ≈ 0 in that region. In principle, this does not necessarily mean that δ µ 2 ≈ 0 and δ µ 4 ≈ 0 are better approximations than δ µ 2 ≈ 0 and δ µ 4 ≈ 0, respectively, since a certain cancellation of terms might occur in the difference (d + 2)δ µ 2 − δ µ 4 . To clarify this point, Table 2 shows a 2 , µ 2 , µ 4 , δ µ 2 , δ µ 2 , δ µ 4 , and δ µ 4 as obtained from DSMC simulations for inelastic hard spheres (d = 3) [12] . We can observe that one typically has |δ µ 2 | < |δ µ 2 | and |δ µ 4 | < |δ µ 4 |. Moreover, |δ µ 2 | and |δ µ 2 | are considerably smaller than |δ µ 4 | and |δ µ 4 |, thus implying that the errors made when linearizing µ 4 or µ 4 /(1 + a 2 ) are generally larger than those made when linearizing µ 2 or µ 2 (1 + a 2 ) . Therefore, the property |δ µ 4 | < |δ µ 4 | is sufficient to justify that the estimate of a 2 obtained by setting δ µ 2 → 0 and δ µ 4 → 0 in Eq. (47) is more accurate than the one obtained by setting δ µ 2 → 0 and δ µ 4 → 0 in Eq. (46).
White-noise thermostat
Thus far we have assumed granular gases in the freely cooling state. The scaled quantities in this state are fully equivalent to those of granular gases kept in a steady state by a Gaussian thermostat [12] , i.e., by the action of a deterministic non-conservative force proportional to the particle velocity. On the other hand, a popular way of mimicking agitated granular gases is by means of a stochastic force assumed to have the form of a Gaussian white noise [22, 23] .
A simple estimate of a 2 in the case of the white-noise thermostat was derived by van Noije and Ernst [5] and shown to be in excellent agreement with computer simulations [12] . However, to the best of our knowledge, an analytical expression for a 3 has not been proposed so far. The aim of this section is to fill this gap by applying linear approximations and exploiting the knowledge of the coefficients A i , B i , and C i in Eqs. (16)- (18) [2, 5, 17] . The starting point is the moment hierarchy, which now reads [5, 12] 
or, equivalently,
In the class-I approximation, one takes p = 2 and linearizes with respect to a 2 , i.e.,
This condition is independent of whether we linearize Eq. (48) or Eq. (49), in contrast to the free cooling case. The solution of Eq. (50) is This is the result obtained in Ref. [5] . Once a 2 is known, a 3 is determined from
in the approximation "Ia" or from
in the approximation "Ib". The results are 
where 
In the class-II approximations both a 2 and a 3 are simultaneously obtained from
and either Eq. (52) (approximation "IIa") or Eq. (53) (approximation "IIb"). The solutions are 
(64) Figure 3 shows Fig. 4 . Although there are no simulation data to compare with, it seems plausible to conjecture that the trends observed in Fig. 2 are repeated now: the two class-II approximations are more accurate than the two class-I approximations for small dissipation, a IIa 3 being possibly better than a IIb 3 , while the two "b" approximations are rather poor at high dissipation. Note that, since a Figs. 3 and 4 , respectively, is that the magnitudes of a 2 and a 3 in the white-noise case are about twice and ten times, respectively, smaller than those in the freely cooling state. This is closely related to the fact that the overpopulation of the high-energy tail is much smaller in the former case than in the latter. More specifically, instead of Eq. (10), now we have [5] 
where ξ is the same quantity as in Eq. (10).
Conclusions
The second and third coefficients in the Sonine polynomial expansion of the (scaled) velocity distribution function F(c) of a granular gas characterize the deviation of F(c) from the Maxwellian and are important, for instance, in the precise determination of transport coefficients. While for practical purposes an interval 0.8 α < 1 for the coefficient of normal restitution is sufficient, it becomes necessary from a more fundamental viewpoint to consider the whole range 0 < α < 1. The Sonine coefficients a 2 (α) and a 3 (α) can be measured in computer simulations (e.g., DSMC), so one could in principle make a least-square fit to certain functional forms. However, this would not be satisfactory from a fundamental point of view and would not provide any insight into the intricacies of F(c) and its Sonine expansion. It is then much more challenging to devise theoretical approximations that can be subsequently assessed by comparison with simulation results.
In this paper we have been mainly concerned with a family of linear approximations to estimate a 2 (α) and a 3 (α) in the freely cooling state. We have found that a good compromise between accuracy and simplicity is represented by the hybrid approximation here denoted as "Ih", in which the second and third Sonine coefficients are given by Eqs. (27) and (33), respectively. For the benefit of the reader here we quote the final and complete expressions: 
However, if more precise values in the domain 0.6 ≤ α < 1 are really needed, it might be preferable to consider the more complicated approximation "IIa" given by Eqs. (34) and (37) [17] .
On the other hand, It is known that in the high-inelasticity region α 0.6 (i.e., once a 2 becomes positive) the higherorder Sonine coefficients are no longer negligible [8, 14, 17] , so that the linear approximations based on the neglect of nonlinear terms and of a k with k ≥ 3 or k ≥ 4 are not a priori reliable. This is made evident by the lack of selfconsistency of different linear approximations used to estimate a 2 from the first non-trivial equation of the moment hierarchy, as shown in Fig. 1 . What is indeed surprising is that the simple linear approximation (66) provides such an excellent estimate both for d = 2 and d = 3. This means that, even though a 2 2 , a 3 , a 4 , . . . are not negligible at all if α 0.6, somehow they practically cancel out in the combination µ 4 / c 4 − 2µ 2 / c 2 , while still playing a significant role in the combination µ 4 − 2µ 2 c 4 / c 2 . This is clearly seen in Fig. 5 , where we plot L a 2 {µ 4 − (d + 2)µ 2 (1 + a 2 )}, L a 2 ,a 3 {µ 4 − (d + 2)µ 2 (1 + a 2 )}, L a 2 {µ 4 /(1 + a 2 ) − (d + 2)µ 2 }, and L a 2 ,a 3 {µ 4 /(1 + a 2 ) − (d + 2)µ 2 } by using the simulation data of a 2 and a 3 . While the magnitude of the other three quantities rapidly increases with increasing inelasticity if α 0.6, that of L a 2 {µ 4 /(1 + a 2 ) − (d + 2)µ 2 } remains small and practically constant. This property might be useful to contribute to a better understanding of the full velocity distribution function F(c).
Although this paper has focused on the homogeneous cooling state, the analysis has been straightforwardly extended in Sec. 5 to a granular gas heated by a white-noise thermostat. In that case, the optimal combination of estimates is provided by Eqs. (51) and (54). More specifically, 
It would be interesting to test the accuracy of Eq. (71) against computer simulations.
