Some geometric properties of L p spaces are studied which shed light on the prediction of infinite variance processes. In particular, a Pythagorean theorem for L p is derived. Improved growth rates for the moving average parameters are obtained.
Introduction
A discrete-time process {X t } with X t ž L p . ; ; P/ is said to be p-stationary if for all integers n ≥ 1, t 1 ; : : : ; t n ; h and scalars c 1 ; : : : ; c n , Thus, 2-stationary processes are, indeed, the familiar and well-developed secondorder stationary processes. However, when 1 < p < 2, p-stationary processes do not even have a well-defined notion of covariance or spectrum, so that neither the spectral-domain nor the time-domain techniques are as effective as they have been for 2-stationary processes [1, 2, 5, 6] . The innovation process {ž t } of {X t } is defined by ž t = X t − P Ht−1 X t , where P Ht−1 X t stands for the metric projection of X t onto H t −1 = sp{X t −1 ; X t −2 ; : : : } in the norm of L p . ; ; P/. [2] It is known, [5] , that any nondeterministic p-stationary process can be written as
for any n ≥ 1, where {a k } and {b k } are unique sequences of scalars called the autoregressive (AR) and moving average (MA) parameters of {X t }, and V t;n ; E t;n ž H t −n−1 . The second representation in (1.1) is called a finite Wold decomposition of {X t }. If the success of characterization of regularity of 2-stationary processes is any clue, then the norm-convergence of n k=1 b k ž t −k as n → ∞, should play a central role in the study of regularity of p-stationary processes. This question of convergence is, in turn, related to the growth of the MA coefficients {b k }; it is known, [5] , that b k = O.2 k /. An improved bound is obtained in the present work for the p-stationary case, using geometric properties specific to L p .¼/ spaces. Among these is a Pythagorean theorem for L p , derived using elementary means.
The geometry of L p (µ)
The notion of Birkhoff orthogonality in a normed linear space is central to this work. Let x and y be elements of a Banach space . We write x⊥ y if x + Þy ≥ x for all scalars Þ. Note that the relation ⊥ is generally not symmetric or linear. If = L p .¼/, we will write x⊥ p y for x⊥ y. A Banach space is said to be uniformly convex if for any ž ∈ .0; 2] there exists a Ž ž > 0 such that the conditions x ≤ 1, y ≤ 1, and x − y ≥ ž together imply that x + y =2 ≤ 1 − Ž ž . Here is a useful criterion for uniform convexity.
PROPOSITION 2.1. A Banach space is uniformly convex if and only if the con-
It is known that for 1 < p < ∞, the spaces L p .¼/ are uniformly convex. For these results and additional information on Banach spaces see [3, page 353] .
Suppose that M is a closed subspace of a Banach space . For x ∈ consider the problem of minimizing x − y over y ∈ M. When is uniformly convex, then the extremal vector y is uniquely determined by x and M. In that situation the metric projection mapping y = P M x is characterized by
If P M is the metric projection mapping, then
for all x ∈ . This is because
We shall see that this bound, derived from general norm properties, can be sharpened when = L p .¼/. Furthermore, from (1.1) and repeated application of (2.2) it follows that
for all m. This bound will also be sharpened when using properties special to L p .¼/ spaces.
Uniform convexity interacts with metric projection in the following way. 
It is known that the metric projection onto a subspace is norm continuous in a strictly convex, locally compact Banach space [3, page 344] . Here is the result for a uniformly convex space. PROOF. Observe that
It follows that lim x − P M x m = x − P M x . Applying Lemma 2.2, and using the orthogonality condition .x − P M x/⊥ M, we get lim P M x m − P M x = 0.
The following inequalities constitute a parallelogram law for L p .¼/.
PROPOSITION 2.4. If 2 ≤ p < ∞, then for any f and g in L
Equality holds in (2 .4) 
PROOF. We apply (2.4) in the form 1 2 .
Now taking f = X and g = X + Y in (2.10) we get
Apply (2.10) repeatedly, taking f = X and g = X + .1=2 n /Y , n = 1; 2; 3; : : : ; N , will result in
Simplifying, taking N to infinity, and using X + .1=2 N /Y ≥ X , we finally get
Note that the condition X⊥ p Y implies that the quantity X + ÞY is critical when Þ = 0. It follows that lim N →∞ 2 N . X + .1=2 N /Y p − X p / = 0, and the estimate leading to (2.8) is asymptotically sharp.
In the case 1 < p ≤ 2, we turn to (2.7), with f = X and g = X + Y . This yields
Repeating this argument with f = X and g = X + .1=2 n /Y , n = 1; 2; 3; : : : ; N results in
Rearranging, we find that
As N tends to infinity, the last term vanishes, because X⊥ p Y .
Note that (2.9) can be sharper than the triangle inequality. There is a pleasing symmetry in Proposition 2.5; also, it yields the familiar Hilbert space case as p tends to 2 in either direction.
The constant ½ = .2 p−1 − 1/ −1= p appearing in (2.8) and (2.9) might not be optimal, however, since the estimates in the proof are generally not sharp. One might wonder whether the value ½ = 1 is always possible. The following example shows that it is not. Let = l 3 .{1; 2}/, and consider f = .1=4; 1/ and g = .−1; 1=16/ in . Then f ⊥ 3 g, and
. In order that f 3 + ½ 3 g 3 ≤ f + g 3 , it is necessary that ½ 3 ≤ 2481=4097. The Pythagorean inequalities give rise to improved bounds on the coefficient growth in the finite Wold decomposition (1.1). As before, we write ½ = .2 p−1 − 1/ −1= p .
Application
The geometric results of Section 2 are applied to prediction of a L p stationary process {X t }. We obtain norm convergence of the finite prediction, improved bounds on the MA coefficients and improved bounds on the norm of the metric projection.
LetX be the projection of X 0 based on the infinite past {: : : ; X −3 ; X −2 ; X −1 }, and X .m/ be the projection of X 0 based on the finite past {X −m ; : : : ; X −3 ; X −2 ; X −1 }.
