Tobit is considered an important statistical modeling, as it has become common in numerous practical applications, such as econometrics, biological sciences, finance, and medicine. The Tobit regression model is special case of censored regression model at zero point. In some cases, Tobit regression model is exposed to econometrics problems, including the multicollinearity problem. Most of the independent variables from economic, social, and medical field are overlapping with each other, thus, estimating the parameters of the Tobit model may lead to are biased and inconsistent estimation. In order to overcome this issue, a set of methods can be deployed, such as principal component. In this paper, the Bayesian technique will be used for estimating the parameters of the model. The case study included in the paper is the medical problem of the abortion within Iraqi women. The estimation was performed by using Bayesian Tobit principal component regression model through building algorithm in programing language (R).
Introduction
Spontaneous abortion or miscarriage is a natural method of expulsion of the fetus from the utero, in case there are detected abnormalities, like diseases or fetus death. Spontaneous abortion occurs for 15% to 20% of all cases of pregnancy and often the pregnancies are lost in the first three months of gestation. There is a set of biological, social, and economic variables that can affect the spontaneous abortion. The phenomenon under study contains one response variable that has two parts: the number of abortions that equal zero (censored part) and the number of abortion that equal one or are higher than one (uncensored part). The Tobit model is based on data of the phenomena under study. The censored part takes cumulative distribution function (c.d.f) for normal distribution and the uncensored part takes probability density function (p.d.f) for normal distribution.
As a result, the Tobit model is mixture between (c.d.f) and (p.d.f) for normal distribution. In this study, the response variable is affected by a set of independent variables. After testing the model, the results show that the model suffers from multicollinearity problem, according to Farrar-Glauber test. In order to overcome this issue, the principal components method will be used by transforming the original linked variables into unlinked new variables, representing the principal components. Each principal component will contain original variables. For estimating the parameters for Tobit principal components regression model, the Bayesian technique will be employed, after filtering the model from multicollinearity problem, through using principal components method. This parameter will be used for estimating the original coefficients for Tobit model through building algorithm in programing (R).
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The rest of this paper is organized as follows: Section 2 includes a study of the Tobit regression model, Section 3 illustrates the methodology of principal component regression, Section 4 includes the Bayesian Tobit principal components regression, Section 5 details the estimation of original parameters, Section 6 shows a sample of the case study, Section 7 includes the analysis of the case study results and Section 8 highlights the conclusions.
Tobit regression model
The Tobit model was proposed in the middle of the last century by researcher James Tobin (1958) . The Tobit model considers special a case of censored regression model, where the censored point is equal to zero (a=0). The censored regression model general formula is as follows:
where is an ( × 1) vector of latent variable, is a 1 × vector of explanatory variables, is a ( × 1) vector of regression parameters and is an ( × 1) vector of random error, where ~ (0, ).
If (a=0), the censored regression model will become Tobit regression model as follows:
Whereas, latent variable distributes normal distribution for mean ( )and variance ( ), then the probability density function of takes the formula as follows, if ( = * ) ( * > 0):
The probability density function in (3) belongs to continuous part (uncensored part). Equation (3) can be rewritten as follows:
and the censored part will take (c.d.f) for normal distribution as follows, if
From equations (4) and (5), the Tobit model is mixed function between probability density function and cumulative distribution function for normal distribution. (. ) is a probability density function (p.d.f) and Φ(. ) is a cumulative distribution function (c.d.f).
The function of the Tobit model in (6) is mixed between censored and uncensored parts (see William H. Greene, 2007) . For estimating parameters of Tobit regression model may be depended on maximum likelihood or (O.L.S), through numerical method. Estimating parameters of Tobit model has become a routine operation because of the numerous available packages. Nevertheless, in this paper, the Tobit model suffers from multicollinearity problem. Therefore, the issue must be solved before estimating its parameters.
tobit principal component regression method
Each regression models is exposed to a set of econometrics problems. One of these problems is the multicollinearity problem. This problem appears when the independent variables are linked linearly or when the independent variables have perfect relationship. This perfect relationship leads to violation of the rank condition (rank(X)<p, where p is the number of independent variables). In this case, we cannot find the inverse information matrix ( ). Therefore, we cannot estimate the parameters model. In some case, the determinant of the information matrix can be relative for zero (|X X| ≈ 0). In this case, the parameters model can be estimated, but these estimations will be inaccurate, as the variance of the parameters will be very large. Therefore, test (t) gives fake information about the independent variables confidence. A reasonable method to overcome this problem must be identified. For solving the multicollinearity problem, various sets of methods are available. Each method has properties and characteristics. In this paper, we will use the principal components method in the treatment of the multicollinearity problem in Tobit model. The principal components are orthogonal linearity compotation from independent variables (X) as follows:
where is the matrix of principal components from rank ( * ) , Γ is the orthogonal matrix from eigenvector corresponding to eigenvalue in the information matrix ( ) with rank ( * ), elementsγ = 1, … … . . and column Γ (j=1,2,…..q). This matrix makes from information matrix ( ) orthogonal matrix under the assume eigenvalue for matrix( ). For ≥ ≥ ⋯ ≥ the composition Tobit regression model in equation (3) on principal components where the latent variable as function of orthogonal principal component instead of original independent variables (X):
After compensation of the equation (10) in equation (3) the Tobit principal components regression model will be as follows:
Let's assume Γ = θ, therefore the equation (11) becomes as follows:
The known Tobit model is a mixture model between uncensored observation ( = 0, if * ≤ 0) and the censored observation ( = * * > 0). Therefore, the Tobit principal components regression model takes the following form:
We can use the maximum likelihood method for estimating the parameters of the Tobit principal component regression. In this paper, the Bayesian technique for estimating parameters of Tobit principal components regression will be used.
Bayesian Tobit principal components regression
The Bayesian technique is considered an advanced method in estimating parameters of the Tobit principal components regression. It has a set of features, such as Bayesian technique that is able to estimate parameters even if the sample size is small (see Alhamzawi, R., K. Yu, and Benoit, D. F, 2012) . The Bayesian technique also updates the parameters through prior distribution. From the equation (13),the Tobit principal component regression is the following:
where Y is the response variable, * is the latent variable, is principal components, is the random error term distributed according to normal distribution with mean (zero) and variance ( ), therefore the Bayesian hierarchicalmodel given by:
The probability density function for latent variable is:
The joint distribution of * = ( * , … , * ) = ( , … , ) , = (θ , … . θ ) is the following:
For finding the estimation of parameters( , ) prior distribution will be used. According to Claiming yu and Mooyd (2011), the researchers can use any prior distribution for parameters, but selecting suitable prior distribution leads to good results for posterior distribution.
Prior Distribution Specification
The coefficients of the regression model have a range from(−∞, ∞). Therefore, the prior of coefficient regression takes normal distribution. By assigning zero, the normal prior distribution for θ takes the following form:
The parameter has range (0, ∞). Inverse gamma can be used for parameter , with prior taking the form of:
Where a, b are hyper parameters.
Posterior Computation Inferences
In order to obtain the posterior distribution of the coefficient regression model, multiple joint functions will be used in equation (16) by the prior distributions in equations (17) and (18), as follows:
19) Posterior distribution for parameterθ:
(θ, | * , ) = 1
The posterior distribution θ is distributed according to the distribution of normal with mean(∑ Z T )(∑ − 1 ) and variance (∑ − 1 ) .
Posterior distribution for parameter :
The posterior distribution of parameter is distributed according to inverse gamma distribution with Shape parameter + and scale parameter( ∑ * − 2 − θ 2 − ). Tobit principal components regression model can be estimated through buildingGibbs samplers that are derived for all posteriordistributions, after taking the mean for thousands iterations for all posterior distributions.
Estimation of original parameters
We can find the coefficients of the original variables ( ), through using the relationship between coefficients and the coefficients of the principal componentsθ :
The coefficients are distributed according to the normal distribution by mean(Γθ )and variance ∑ .
Then, ~ (Γθ , ∑ ).Also, the variance of parameter depends on the Eigen value for the information matrix( ). Therefore, the variance of parameter will be affected by a small Eigen values. Which leads to inflated parameters variance.
The principal component is become overlapping with various fields form statistics such as, it is overlap with fuzzy technique (seeGeorgescu, V (1996) ). Also the principal component used to overcome on multicollinearity problem, the small Eigen values will be canceled corresponding to last principal components in the informationmatrix( ).For reducing the total variance of the parameters, the study will focus on principal components corresponding to large Eigen values.
There is a set of criteria for excluding non-dominant principal components for analysis. The principal components with eigenvalues less than (1)will exclude from analysis, were considered (see Jeffers (1967) , Chatterje and price (1991) ). In the same topic, Morrison (1976) , mentions that depending on principal components, 75% of the total variance can be explained. For building a Tobit regression model on dominant principal components and exclude non-dominant principal components, the number of principal components is (q), thither dominant principal components are r and non-dominant principal components is (q-r). Therefore, (q-r) is excluded from the analysis, using only r as principal components. By existence of the orthogonal feature, the values of the estimated parameters (θ) are not different, whether using all the principal components or part of them.
where Λ is diagonal matrix: Λ = ( , , …. , ).
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The parameter vector θ will result through partitioning the matrixΓ = Γ , Γ where:
In this case, the principal component may be reduced as follows: = , . Therefore, the principal components in the analysis are: = [ , , … … . , ]andθ = θ , θ .
After calculating the results on estimators for the parametersθ , they will be used for estimating the original parameter of the Tobit model, as follows:
The estimation of the original parameter for Tobit model will result from the parameters dominant principal components:
Through the equation (22) the Tobit regression model parameter can be estimated after building the algorithm in programming language {R}.
Sample of the case study
Data for the current study was collected from the Al-Shamia hospital in Iraq with the sample size consisting of 300 observations. The sample of study has one response variable, which is the number of spontaneous abortions at women. Some of the respondents have had several abortions, while some of them reported none. The response variable of this study is censored at zero point. The censored observations number is (215), by percentage -(64%). The uncensored observations number is (85), by percentage -(36%). This study contains 10 independent variables described below: -Mother's age: abortion number may be influenced by the age of the mother; from medical point of view, there are biological changes in the mother's womb when the mother is above 18 years of age -Mother's weight: the high or low weight of the mother may influence the occurrence of spontaneous abortion -Mother's blood pressure: the elevated or low blood pressure of the mother may influence the occurrence of spontaneous abortion -mother's blood sugar:the blood sugar levels of the mother may influence the occurrence of spontaneous abortion; from medical point of view, the mother certain blood sugar levels cause increased weight of the fetus -Number of births: frequent births may influence the occurrence of spontaneous abortion -Monthly income of the family: abortion may be affected by the type of food available to the mother during the pregnancy; the quality of the food depends on the family income 70 American Review of Mathematics and Statistics, Vol. 4(2), December 2016 -Working hours of the mother: there is a negative relationship between the number of working hours of the mother and the occurrence of spontaneous abortion -Progesterone: low levels of progesterone hormone of the mother may influence the occurrence of spontaneous abortion − Misuse of medicine: may cause problems for the fetus and this lead to spontaneous abortion -Toxoplasmosis is considered one of the most common diseases in Iraq, and in some cases this disease causes spontaneous abortion.
After collecting all data, the algorithm for the data analysis was built using {R}.
Analysis of study Results
The independent variables suffer from multicollinearity problem, as can be seen in Table no. 1. From Table no . 1, x is greater than x ,therefore, the conclusion is that the model suffers from multicollinearity problem and the parameters of Tobit regression model cannot be estimated due to this issue, as the estimation will be abnormal. In order to overcome this issue, the principal component method will be used. As can be seen in Table no . 2 the dominant principal components of this study are six, where the extraction variance for these five principal components is 84% from total variance. Therefore, the remaining four principal components corresponding to Eigen value lower than 1 which increase the variance coefficient of regression, will be excluded.
Excluding on-dominant principal components has no effect on building the principal components regression for Tobit model because any principal component contains all independent variables. As a first step, the response variable (Number of abortions per woman) was composed on dominant principal components as shown in following table. Table no . 4 shows that the independent variables either positive relationship, either inverse relationship, as follows: (Mother's age) is significant from statistical point of view; this variable is in inverse relationship with the number of abortions -if the variable (mother's age) increases, the number of abortion decreases (Mother's weight) is not significant from statistical point of view; this variable is in positive relationship with the number of abortions: if the variable (mother's weight) increases over the limit, the probability of spontaneous abortion occurrence increases (Mother's blood pressure) is significant from statistical point of view; this variable is in positive relationship with the number of abortions -if the variable increases (mother's blood pressure), the number of abortions increases. (Monthly income of the family) is significant from statistical point of view; this variable (monthly income of the family) is in inverse relationship with the number of abortions -if the monthly income of the family increases, the number of the abortions decreases.
(Working hours of the mother) is significant from statistical point of view; t in the variable (working hours of the mother) is in positive relationship with the number of abortions.
(Progesterone) is significant from statistical point of view; the variable (progesterone) is in inverse relationship with the number of abortions -if the level of progesterone decreases, the number of abortions increases.
(Misuse of medicine) is significant from statistical point of view; the variable (misuse of medicine) is in positive relationship with the number of abortions -if the variable decreases, the number of abortions decreases.
Conclusion
The model under study suffers from multicollinearity problem, whichis obvious in the Farrar-Glauber test , as shown in the Table no.1.
= 14.11 ,
Where the value of (∑ ) is greater than the number of independent variables( = 10), meaning that the model has multicollinearity problem.
The number of dominant principal components is six out of ten. The dominant principal components can explain 88.47% of the total variance, meaning that the dominant principals component have explanatory power.
According to the phenomena under study, the significant variables on the number of abortions are the following: 
