Entropy is a fundamental quantity in statistics and machine learning. In this note, we present a novel procedure for statistical learning of entropy from high-dimensional small-sample data. Specifically, we introduce a a simple yet very powerful small-sample estimator of the Shannon entropy based on James-Stein-type shrinkage. This results in an estimator that is highly efficient statistically as well as computationally. Despite its simplicity, we show that it outperforms (in part substantially) eight other competing entropy estimation procedures across a diverse range of sampling scenarios and data-generating models, including in cases of severe undersampling. A computer program is available that implements the proposed estimator.
Introduction
The entropy of a distribution is a fundamental quantity in the information sciences. It has a large number of applications, for example in astronomy, cryptography, signal processing, statistics, physics, image analysis neuroscience, network theory, and bioinformatics -see, e.g., Margolin et al. (2006) ; Stinson (2006) ; Yeo and Burge (2004) ; MacKay (2003) ; Strong et al. (1998) .
For the definition of Shannon entropy consider a categorical random variable with alphabet size p and associated cell probabilities θ 1 , . . . , θ p with θ k > 0 and ∑ k θ k = 1. In this setting the Shannon entropy in natural units is given by 1
In practice the underlying probability mass function are unknown, hence H and θ k need to be estimated from observed cell counts y k ≥ 0.
A particularly simple and widely used estimator of entropy is the maximum likelihood (ML) estimatorĤ
constructed by plugging in the ML estimateŝ
of cell probabilities, where n = ∑ p k=1 y k . In situations with n p, i.e. when the dimension is low and when there are many data points, it is easy to infer entropy reliably, and one can show that the ML estimator is optimal. However, in undersampled or high-dimensional problems -which are pervasive across scientific disciplines -it becomes extremely challenging to estimate the entropy. In a "small n, large p" domain the ML estimator performs very poorly and severely underestimates the true entropy.
While entropy estimation has a long history tracing back to more than 50 years ago, it is only recently that the specific issues arising in high-dimensional, low-sampled datasets have attracted attention. This has lead to two recent innovations, the NSB algorithm (Nemenman et al., 2002) and the Chao-Shen estimator (Chao and Shen, 2003) , both of which are now widely considered as benchmarks for the small-sample entropy estimation problem (Vu et al., 2007) .
Here, we introduce a novel and highly efficient small-sample entropy estimator based on James-Stein shrinkage (Gruber, 1998) . Our estimator is fully analytic and hence (unlike NSB) computationally inexpensive. Moreover, it is a plugin estimator that simultaneously estimates the entropy and the cell frequencies which neither the Chao-Shen nor the NSB estimators provide. In comparison, the estimator we propose is simpler, very efficient, and at the same time more versatile than currently available entropy estimators.
Conventional Methods for Estimating Entropy
Entropy estimators can be divided into two groups: i) plugin estimators, that rely on estimates of cell frequencies, and ii) estimators, that directly infer entropy without estimating a compatible set of θ k . Most methods discussed below fall into the first group, except for the Miller-Madow, NSB, and Chao-Shen approaches.
Maximum likelihood estimate
The connection between observed counts y k and frequencies θ k is given by the multinomial distribution
Note that θ k > 0 because otherwise the distribution is singular. In contrast, there may be (and often are) zero counts y k . The ML estimator of θ k maximizes the right hand side of Eq. 4 for fixed y k , leading to the observed frequenciesθ ML
Miller-Madow estimator
Whileθ ML k is unbiased, the corresponding plugin entropy estimatorĤ ML is not. First order bias correction leads tô
where m >0 is the number of cells with y k > 0. This is known as the Miller-Madow estimator (Miller, 1955) .
Bayesian estimators
Bayesian regularization of cell counts may lead to vast improvements over the ML estimator (Agresti and Hitchcock, 2005) . Using the Dirichlet distribution as prior with parameters a 1 , a 2 , . . . , a p the resulting posterior distribution is also Dirichlet, with meanθ
where A = ∑ p k=1 a k . The flattening constants a k play the role of pseudo-counts (compare with Eq. 3), so that A may be interpreted as the a priori sample size.
Some common choices for a k are listed in Tab. 1, along with references to the corresponding plugin entropy estimators,
While the multinomial model with Dirichlet prior is standard Bayesian folklore (Gelman et al., 2004) , there is no general agreement regarding which assignment of a k is best as noninformative prior -see, e.g., the discussion in Tuyl et al. (2008) and Geisser (1984) . But choosing inappropriate a k can easily lead to an estimator that performs worse than the ML estimator -which somewhat defeats the originally intended purpose.
NSB estimator
The NSB approach (Nemenman et al., 2002) addresses overreliance on a particular choice of a k in the Bayes estimator by using a more refined prior. Specifically, a Dirichlet mixture prior with infinite number of components is employed, constructed such that the implied prior over the entropy is uniform. This approach is computationally extremly slow, but in terms of statistical properties the NSB estimator is considered one of the best performing entropy estimators. Schürmann and Grassberger (1996) √ n/p minimax prior (Trybula, 1958) 
Chao-Shen estimator
Another recently proposed estimator is due to Chao and Shen (Chao and Shen, 2003) . This approach applies the Horvitz-Thompson estimator (Horvitz and Thompson, 1952) combined with the Good-Turing correction (Good, 1953; Orlitsky et al., 2003) of the empirical cell probabilities to the problem of entropy estimation. The Good-Turing-corrected frequency estimates arê
where m 1 is the number of singletons, i.e. cells with y k = 1. Plugged into the Horvitz-Thompson estimator this giveŝ
an estimator with remarkably good statistical properties (Vu et al., 2007) .
A Novel Shrinkage Estimator
The contribution of this paper is the introduction of an entropy estimator that employs James-Stein-type shrinkage on the level of cell frequencies. As we will see below this leads to an entropy estimator that is highly effective, both in terms of statistical accuracy as well as in a computational sense. James-Stein-type shrinkage is a simple analytic device to perform regularized high-dimensional inference. It is ideally suited for small-sample settings -the orginal estimator (James and Stein, 1961) considered sample size n = 1. A general recipe for constructing shrinkage estimators is given in the Appendix. In this section, we describe the application of this approach to the specific problem of estimating cell frequencies.
James-Stein shrinkage is based on averaging two very different models, a high-dimensional one with low bias and high variance, and a lower dimensional one with larger bias but smaller variance. The averaging weight detemines the amount of regularization. Here we consider the convex combination
where λ ∈ [0, 1] is the shrinkage intensity that takes on a value between 0 (no shrinkage) and 1 (full shrinkage), and t k is the shrinkage target. A convenient choice of t k is the uniform distribution t k = 1 p . This is also the maximum entropy target. Considering that Bias(θ ML k ) = 0 and using the unbiased estimator Var(θ ML k ) =θ
we obtain (cf. Appendix) for the shrinkage intensitŷ
Note that this also assumes a non-stochastic target t k . The resulting plugin shrinkage entropy estimate iŝ
Remark 1:
There is a one to one correspondence between the shrinkage and the Bayes estimator. If we write t k = . This implies that the shrinkage estimator is an empirical Bayes estimator with a data-driven choice of the flattening constants -see also (Efron and Morris, 1973) . For every choice of A there exists an equivalent shrinkage intensity λ. Conversely, for every λ there exist an equivalent A = n λ 1−λ .
Remark 2:
Developing A = n λ 1−λ = n(λ + λ 2 + . . .) we obtain the approximate estimatê A = nλ, which in turn recovers the "pseudo-Bayes" estimator described in (Fienberg and Holland, 1973) .
Comparative Evaluation of Statistical Properties

Simulation setup
We compared the statistical performance of all nine described estimators (maximum likelihood, Miller-Madow, four Bayesian estimators, the proposed shrinkage estimator, NSB und Chao-Shen) under various sampling and data generating scenarios:
• The dimension was fixed at p = 1000.
• Samples size n varied from 10, 30, 100, 300, 1000, 3000, to 10000. That is, we investigate cases of dramatic undersampling ("small n, large p") as well as situations with a larger number of observed counts.
The true cell probabilities were assigned in four different fashions, corresponding to rows 1-4 in Fig. 1: 1. Sparse and heterogeneous, following a Dirichlet distribution with parameter a = 0.0007, 2. Random and homogeneous, following a Dirichlet distribution with parameter a = 1, 3. As in scenario 2, but with half of the cells containing structural zeros, and 4. Following a Zipf-type powerlaw.
For each scenario and and the various sample sizes we conducted 1000 simulation runs to generate observed counts y k , which were supplied to the entropy and cell frequencies estimators. From the 1000 repetitions, we estimated the mean squared error (MSE) of the cell frequencies (except for the NSB, Miller-Madow, and Chao-Shen estimators) together with the MSE and Bias of the estimated entropies. Fig. 1 displays the results of the simulation study, which can be summarized as follows:
Summary of results
• As expected all estimators perform well when the sample size is large.
• The maximum likelihood and Miller-Madow estimators perform worst, except for scenario 1. Note that these estimators are inappropriate even for moderately large sample sizes. Furthermore, the bias correction of the Miller-Madow estimator is not particularly effective.
• The minimax and 1/p Bayesian estimators tend to perform slightly better than maximum likelihood, but not by much.
• The Bayesian estimators with pseudocounts 1/2 and 1 perform very well even for small sample sizes in the scenarios 2 and 3. However, they are less efficient in scenario 4, and completely fail in scenario 1.
• Hence, the Bayesian estimators can perform both better and also worse than the ML estimator, depending on choice of prior.
• The NSB, the Chao-Shen and the shrinkage estimator all are statistically very efficient with small MSEs in all four scenarios, regardless of sample size. 1 to 4) . The estimators are compared in terms of MSE of the underlying cell frequencies (except for Miller-Madow, NSB, Chao-Shen) and with regard to MSE and Bias of the estimated entropies. The dimension is fixed at p = 1000 while sample size n varies from 10 to 10000.
• The NSB and Chao-Shen estimators are nearly unbiased in scenario 3.
• Of the three top-performing estimators, the shrinkage estimator is the only one that simultaneously estimates cell frequencies, and it does so with high accuracy even for small samples.
• The NSB estimator is by far the slowest method. In the simulations the shrinkage estimator was computationally faster by a factor of approximately 1000.
Computer Implementation
The proposed shrinkage estimator as well as all other investigated entropy estimators have been implemented in R (R Development Core Team, 2007) . A corresponding R package "entropy" was deposited in the R archive CRAN and is accessible at the URL http://cran.r-project.org/web/packages/entropy/ under the GNU General Public License.
Discussion
In this note we have proposed a simple but statistically and computationally highly efficient shrinkage estimator of entropy and of count probabilities. This estimator is derived from first principles following the approach pioneered by James and Stein. Despite this technique is well known and has been applied to other problems, here we demonstrate for the first time its utility in application to the challenging problem of entropy estimation. In our comparative simulations we have shown that the standard Bayesian estimators of entropy are no good choices for undersampled data, due to their overreliance on a particular prior. In contrast, our approach does not require the specification of prior parameters, as it adapts to different sampling scenarios.
In terms of versatility, the proposed James-Stein-type shrinkage estimator has two further distinct advantages over the NSB and Chao-Shen estimators. First, being a fully analytic estimator, it is computationally very inexpensive. Second, not only does it estimate entropy but it also returns an estimate of the underlying multinomial frequencies.
Hence, this estimator suggests itself to be employed in large scale problems, such as the estimation of pairwise entropies in a large network of random variables. Our current efforts are devoted to apply this approach in the context of genetic network inference for example.
In short, we believe the proposed small-sample entropy estimator will be a valuable addition to the growing toolbox of machine learning and statistics procdeures for high-dimensional data analysis.
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Appendix: Recipe for constructing James-Stein-type shrinkage estimators
The original James-Stein estimator (James and Stein, 1961) was proposed to estimate the mean of a multivariate normal distribution from a single (!) vector observation. The shrinkage principle behind this estimator is applicable to many other high-dimensional models. In this appendix, we summarize a simple recipe for producing James-Stein-type shrinkage estimators, following Schäfer and Strimmer (2005) and Opgen-Rhein and Strimmer (2007) .
There are two key ideas at work in James-Stein shrinkage: i) regularization of a high-dimensional estimatorθ by linear combination with a lower-dimensional target estimateθ Target , and ii) adaptive estimation of the shrinkage parameter λ from the data by quadratic risk minimization. More specifically, the shrinkage estimator is given bŷ
where λ is chosen to minimize the mean squared error ofθ Shrink . This can be done analytically and without knowing the true value θ, via
A simple estimate of λ is given by replacing all variances and covariances in Eq. 14 with their empirical counterparts, followed by truncation ofλ at 1 (so thatλ ≤ 1 always holds). Eq. 14 is discussed in detail in Schäfer and Strimmer (2005) and Opgen-Rhein and Strimmer (2007) . More specialized versions of it are treated, e.g., in Ledoit and Wolf (2003) for unbiasedθ and in Thompson (1968) (unbiased, univariate case with deterministic target). A very early version (univariate with zero target) even predates the estimator of James and Stein -see Goodman (1953) . For the multinormal model, Eq. 14 and Eq. 13 reduce to the classic shrinkage estimators (Opgen-Rhein and Strimmer, 2007; Stigler, 1990) .
James-Stein shrinkage has an empirical Bayes interpretation (Efron and Morris, 1973) . Note, however, that we do not need to know more than the first two moments of the distributions ofθ Target andθ. Hence, in this sense James-Stein estimation may be viewed as a quasi-empirical Bayes approach (in the same sense as in quasi-likelihood, which also requires only the first two moments).
