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Abstract If Dark Matter is made of Weakly Interact-
ing Massive Particles (WIMPs) with masses below ∼20
GeV, the corresponding nuclear recoils in mainstream
WIMP experiments are of energies too close, or be-
low, the experimental threshold. Gas Time Projection
Chambers (TPCs) can be operated with a variety of
target elements, offer good tracking capabilities and, on
account of the amplification in gas, very low thresholds
are achievable. Recent advances in electronics and in
novel radiopure TPC readouts, especially micro-mesh
gas structure (Micromegas), are improving the scala-
bility and low-background prospects of gaseous TPCs.
Here we present TREX-DM, a prototype to test the
concept of a Micromegas-based TPC to search for low-
mass WIMPs. The detector is designed to host an ac-
tive mass of ∼0.300 kg of Ar at 10 bar, or alternatively
∼0.160 kg of Ne at 10 bar, with an energy threshold
below 0.4 keVee, and is fully built with radiopure mate-
rials. We will describe the detector in detail, the results
from the commissioning phase on surface, as well as a
preliminary background model. The anticipated sensi-
tivity of this technique may go beyond current experi-
mental limits for WIMPs of masses of 2–8 GeV.
Keywords Dark Matter · Underground physics ·
Time Projection Chamber · Micromegas · Simulation
1 Introduction
There is compelling evidence now, from cosmology and
astrophysics, that most of the matter of the Universe is
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cPresent Address: Centro Universitario de la Defensa, Universi-
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in the form of non-baryonic cold Dark Matter (DM) [1].
The particle physics nature of this matter, however, re-
mains a mystery. The Weakly Interacting Massive Par-
ticle (WIMP) is a good generic candidate to compose
the DM. In addition, WIMPs appear naturally in well-
motivated extensions of the Standard Model, in partic-
ular those including SuperSymmetry (SUSY) [2].
If our galactic DM halo is made of WIMPs, they
could interact with nuclei and produce detectable nu-
clear recoils in the target material of underground ter-
restrial experiments. Due to the extreme low rate and
low energy of such events, the experimental challenge
in terms of background rate, threshold and target mass
is formidable. During the last 30 years an ever growing
experimental activity has been devoted to the devel-
opment of detection techniques that have achieved in-
creasingly larger target masses and lower levels of back-
ground, in the quest of reaching higher sensitivity to
DM WIMPs. At the moment, the leading experiments
in the “WIMP race” are those using relatively heavy
target nuclei (e.g. Xe or Ge) –to exploit the A2 depen-
dence of the coherent WIMP-nucleus interaction– and
using detection techniques that provide nuclear recoil
discrimination. This is the case, e.g. of liquid Xe double-
phase detectors (e.g. LUX [3] or XENON [4]) or hybrid
Ge bolometers (like CDMS/SuperCDMS [5–7]). These
experiments are currently operating at target masses
of order 100 kg, with background levels of a few counts
per year. As illustrative examples, SuperCDMS [7] has
operated ∼9 kg of Ge target mass observing 11 nuclear-
recoil candidate events in 577 kg-days, with plans for
the 100 kg scale are ongoing; LUX [3] has operated 118
kg of liquid Xe fiducial mass, observing a background
level that effectively limits a possible WIMP nuclear re-
coil signal to 2-5 events (depending on the mass) in a
run of 85.3 live days. This corresponding to the current
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2most stringent upper limit on the WIMP-nucleon cross-
section of 7.6 × 1046 cm2 at a WIMP mass of 33 GeV.
Such impressive numbers are obtained as a result of
the availability of discrimination techniques that allow
distinguishing –with some efficiency– electron recoils
(produced e.g. by gammas) from the signal-like nuclear
recoils. This happens because the different ionization
density of nuclear and electron types of events leads to
a different yield-ratio in the detection medium (ioniza-
tion/scintillation in the case of noble liquids, and ion-
ization/phonon in case of hybrid Ge bolometers). How-
ever, this discrimination capability is energy-dependent
and for very low energies (typically few keV) it disap-
pears, setting the effective threshold of the experiment.
WIMP searches are conventionally and somewhat
simplistically expressed in the two-dimensional effective
parameter space (σN ,MW ), where σN is the WIMP-
nucleon interaction cross section and MW is the WIMP
mass. This representation usually comes with a number
of additional oversimplifying assumptions, e.g., that the
velocity distribution of WIMPs in the galactic halo fol-
lows a Maxwellian distribution, or that WIMPs interact
exclusively (or mainly) with nuclei via elastic coher-
ent spin-independent scattering. Although this conven-
tional scenario is appealing to set a common ground for
inter-comparison of experimental sensitivities, one has
to keep in mind the implied assumptions.
The large majority of the experimental effort so far
has focused on the search for WIMPs of relatively large
masses (of around 50 GeV and larger). This is mainly
because of theoretical considerations set in the early
days of WIMP searches, that identified the WIMP with
the neutralino of (minimal) SUSY extensions of the
Standard Model, and interpreted the early accelerator
limits in light of these models. The establishment of
this “WIMP orthodoxy” (as it is called in [8]) was fa-
cilitated by the fact that the best WIMP detection tech-
niques available were already well suited for this mass
range. Indeed, mainstream experiments show the best
sensitivity for MW ∼ 50 GeV, partially due to the kine-
matical matching between the WIMP and the nuclear
mass. For higher masses the sensitivity to σN slowly de-
creases, while for lower masses it gets sharply reduced
mostly because of the effect of the energy threshold.
Despite the improvement in sensitivity to σN of
more than 4 orders of magnitude over the past 15 years,
no conclusive WIMP signal has been observed. This fact
has triggered the revision of the mentioned assumptions
and the study of more generic phenomenological WIMP
frameworks, e.g. different WIMP interactions [9] or dif-
ferent WIMP velocity distributions (see [10] and refer-
ences therein). In addition, the non-observation of sig-
nals of SUSY thus far [11, 12] in the Large Hadron Col-
lider (LHC) calls also for adopting more open-minded
views of the theoretical frameworks of dark matter can-
didates. With these facts in mind, recent theoretical
and phenomenological efforts have focused on the study
of less conventional SUSY models, or even non-SUSY
WIMP models (like e.g. Asymmetric DM models [13]).
1.1 Low-mass WIMPs
As part of this view of going beyond the WIMP ortho-
doxy, some recent experimental and phenomenological
efforts have been focused on the study of WIMPs in the
low-mass range (i.e. MW < 10 − 20 GeV). The inter-
est on this region of the parameter space, traditionally
out of reach of mainstream experiments, was increased
by the appearance of a number of hints that could
be interpreted as collisions of low-mass WIMPs [14–
16] (although those interpretations have weakened over
time [7, 17]). In addition, the well-known and persis-
tent DAMA/LIBRA claim [14], incompatible with re-
sults from other experiments in conventional scenar-
ios, might be reconciled only within very non-standard
model assumptions, some of them invoking low-mass
WIMPs [18]. In any case, it is as important to extend
WIMP search sensitivities to lower WIMP masses as it
is to lower cross section values.
Sensitivity to low-mass WIMPs poses particular ex-
perimental challenges. As mentioned above, mainstream
experiments are severely limited at low-masses due to
the threshold requirements for nuclear recoil discrim-
ination. Sensitivity projections for low WIMP masses
should be treated with great caution because such low-
mass WIMP interactions produce recoil energy deposits
that are mostly below the energy threshold of experi-
ments based on heavy target nuclei like Xe or Ge. This
means that the exclusion limits derived for low-mass
WIMPs by these experiments rely on detecting the in-
teractions of a very small (1% or lower) fraction of the
incident WIMP velocity distribution, corresponding to
the WIMPs with kinetic energies high enough to pro-
duce a nuclear recoil above the detector energy thresh-
old. But precisely this part of the distribution is the
most uncertain [19], and in some plausible galactic halo
models (i.e. those with lower maximum WIMP velocity)
it can altogether disappear [10].
It is clear that to tackle the low-mass WIMP region,
specific experiments optimized for this mass range are
needed. A robust detection or exclusion requires that a
substantial fraction (of order 50%) of the WIMP spec-
trum is above the experimental threshold. To achieve
this the use of light target nuclei is preferred (to kine-
matically reach higher recoil energies), as well as tech-
niques with intrinsically low energy detection thresh-
3old. These requirements are incompatible with the dis-
crimination between nuclear and electron recoils, as the
yield-ratio method employed lose power at low energies.
Some conventional experiments, like e.g. CDMS [6] and
XENON [20], have developed analyses specifically for
low energy data, bypassing their nuclear/electron dis-
crimination and going to lower thresholds. More rele-
vantly, the first experiments specifically focused on the
new low-mass WIMP paradigm are appearing, for ex-
ample, DAMIC [21], CDEX [22], or CDMSlite [23]. As
the background levels in these experiments must rely on
more conventional strategies like e.g. ultra-high levels
of radiopurity of the detector components, the scale of
these experiments remain so far at a relatively modest
scale (still below the kg level of target mass).
1.2 High pressure TPCs to search for low-mass
WIMPs
In this paper we propose the use of gas Time Projec-
tion Chambers (TPCs) with novel Micromegas read-
outs to search for low-mass WIMPs. Being gaseous de-
tectors, the scaling-up prospects of gas TPCs are typi-
cally considered modest. However, advances in electron-
ics and novel micro-pattern gas readout planes (espe-
cially Micromegas) are changing this view (see [24, 25]
and references therein). The objective of the T-REX
project [26, 27] has been to study the applicability of
Micromegas readouts TPCs to rare event searches (not
just to WIMP searches, but also axions [28] and dou-
ble beta decay [29]). The T-REX activity1 during the
last years has included the study and characterization
of novel Micromegas readouts [30], especially those of
microbulk type [31], study and improvement of their
radiopurity [32], simulation and development of dis-
crimination algorithms [33], and the construction and
test of prototypes [28, 34–37]. It is our claim here that
gaseous detectors are very promising options for low-
mass WIMP detection for many reasons. The charge
amplification inherent to gaseous detectors yields an ap-
propriately low energy threshold for low-mass WIMP
searches. The aforementioned advances in radiopurity
and general simplification of these detectors increase
the feasibility of scaling-up such detectors. Further, there
is flexibility in the choice of target gas and pressure
As part of the T-REX project, a prototype to assess
the feasibility of a low-mass WIMP detector with this
technique has been developed: TREX-DM. This paper
constitutes the first detailed presentation of this activ-
ity, its current status and prospects. In Sec. 2 a tech-
nical description of the TREX-DM prototype is made.
1T-REX webpage: http://gifna.unizar.es/trex/
Section 3 is devoted to the first experimental results of
the commissioning on surface, focused on performance
results of the Micromegas readout planes. In Sec. 4 we
review the radiopurity results of the detector compo-
nents, a very important aspect of the project. Based on
these, in Sec. 5 we introduce a preliminary background
model for the detector, with which we tentatively assess
the physics prospects in Sec. 6. The conclusions and the
outlook (Sec. 7) complete this paper.
We must note here that another important reason
why gas TPCs are being considered as WIMP detectors
is because they could provide access to the imaging of
the nuclear recoils, and therefore to the WIMP incom-
ing direction [38]. WIMP directionality is considered
the ultimate signature to unambiguously identify the
extraterrestrial origin of a putative signal. The experi-
mental challenge is big, due to the tiny size of nuclear
recoils, and it requires working at very low pressure and
with very high granularity readouts. Apart from the pi-
oneer DRIFT experiment [39], a number of more recent
initiatives are ongoing to demonstrate directional sen-
sitivity with a number of different TPC prototypes, like
MIMAC [40], NEWAGE [41], DMTPC [42] and others.
Although we acknowledge the importance of this goal as
a motivation to develop gas TPCs for WIMP searches,
TREX-DM is focused on the non-directional detection
of WIMPs. This allows operation at high pressure in
order to increase target mass.
2 Description of the experimental setup
The TREX-DM detector is conceived to host 0.3 kg of
Ar target mass at 10 bar (or, alternatively, 0.16 kg of
Ne). In some respects, the detector is a scaled-up ver-
sion of the low-background Micromegas x-ray detectors
developed for axion research [28], but with a 103 times
larger active mass. The detector is built taking into
account state-of-the-art radiopurity specifications, for
which a dedicated campaign of material identification
and measurements has been carried out (see Sec. 4).
A few components of the detector described here will
be replaced to improve radiopurity for the physics run
underground, which is discussed in Sec. 7.
2.1 Vessel and shielding
The vessel is composed of a forged and machined Elec-
trolytic Tough Pitch Copper (ETP Cu) sleeve, with a
0.5 m diameter and 0.5 m length and two 6 cm thick
Oxygen Free Electronic Copper (OFE Cu) machined
flat end caps. Its thickness (6 cm) is enough to both
hold pressures up to 12 bar and be part of the passive
4shielding of external backgrounds. The vessel is sup-
ported by an aluminum frame composed of three inde-
pendent parts: a central one to keep the central body
and two others for the end-caps. This configuration al-
lows the separation of the two end-caps from the central
body, so as the readout planes (Fig. 1, (f)), which are
bolted to the end-caps, and the drift cage (Fig. 1, (a))
could be independently repaired or replaced.
2.2 Drift cage and mechanical support
The inner volume of the vessel is divided into two ac-
tive volumes (Fig. 1, (a)), separated by a central cath-
ode (Fig. 1, (b)). The cathode assembly consists of a
squared copper frame (243 mm side length, 10 mm
width and 1,5 mm thickness) (Fig. 2, (d)) with an alu-
minized mylar foil glued on it and electrically connected
(Fig. 2 (e)). A PTFE cassette (Fig. 2, (f)) covers the
copper frame to reduce the copper fluorescence (at 8 keV)
induced by background events. The cathode assembly
is electrically isolated from the vessel by a cylindrical
Teflon cassette (190 mm radius; Fig. 2, (b)), which
surrounds it and prevents any spark at voltages up
to 40 kV. The cathode is connected to a tailor-made
high voltage feedthrough (Fig. 1, (c); Fig. 2, (c)), com-
posed by a ETP Cu round bar inserted in a machined
teflon rod that also works as gasket for sealing purposes.
Around each active volume, there is a 19 cm long and
25 cm side square sectioned field cage (Fig. 1, (d)), com-
posed of a copper-kapton printed circuit. Each circuit
is screwed to four Teflon walls with two purposes: the
electrical isolation and the suppression of the copper
fluorescence emitted from the vessel walls. The copper
strips are 1 mm thick, are separated 7 mm and are
electrically linked one after the other by 10 MΩ resis-
tors2. The inner drift chain ends at each side at a 1 mm
thick copper squared ring, also covered by a teflon gas-
ket to prevent from sparks damaging the readout plane
frame. This last ring is connected via a cable3 to a cus-
tomized high voltage feedthrough, made of a copper bar
glued to a copper flange by epoxy Hysol4 (Fig. 1, (e)).
Its voltage is adjusted by an external variable resistor
(connected to ground) in order to have an homogeneous
drift field independently on the voltage applied to the
central cathode5 and the Micromegas mesh6. The elec-
tronics, described in Sec. 2.4, sets the Micromegas strip
pads to ground while the central cathode and the Mi-
cromegas mesh are set to a negative voltage. A diagram
2SM5D resistor, produced by Finechem.
3AWG 18/19/30, produced by Druflon.
4Hysol RE2039, produced by Henkel.
5Powered by a Spellman SL50N30/230/LR/SIC module.
6Powered by a CAEN N470A module.
of the field cage is shown in Fig. 5 (left), while the volt-
ages used during the data-taking are detailed in Sec. 6.
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Fig. 2 Section of the experimental setup. The different compo-
nents are described in detail in the text: copper vessel contour
(a), PTFE cartridge (b), radiopure HV feedthrough (c), cath-
ode copper frame (d), cathode mylar foil (e), cathode PTFE
cassette (f), calibration tube with four source calibration posi-
tions (g), and gas inlet (h).
2.3 Micromegas readout planes
The Micromegas anode planes (Fig. 1, (f); and Fig. 4)
are a modified version of those used in CAST [28].
Each readout plane is on a circular Printed Circuit
Board (PCB, made by Somacis) of 375 mm diame-
ter and 1.6 mm thickness, whose core materials are
FR4/phenolic and copper (17 µm of thickness). The ac-
tive surface (Fig. 3) is 25.2×25.2 cm2 and is divided in
squared pads of 332 µm length with a pitch of 583 µm.
Pads are alternatively interconnected following X
and Y axis to 432 strips per direction, as shown in
Fig. 3. This connection is made through resin filled
holes (∼120µm diameter). Routing strips lie in two dif-
ferent circuit layers and finish at four rectangular con-
nectors prints at the PCB sides, two per direction. A
connector print contains 300 pads, but not all of them
are connected to a strip pad: one print is connected to
288 strip pads (two thirds) and the other to 144 (one
third). The other print pads are connected to the read-
out ground. A stainless-steel mesh was laminated on
the PCB (creating an amplification gap of 128 µm) at
the Saclay workshop using the bulk technology [43].
Each PCB is fixed to a circular copper base, which is
then fixed to the respective cap by four copper columns.
A flat cable (Fig. 1, (g)) links each readout footprint
to the electronics, as described in Sec. 2.4, by means
5Fig. 1 Schema of the experimental setup. The different components are described in detail in the text: active volumes (a), central
cathode (b), high voltage feedthrough (c), field cage (d), last ring feedthrough (e), Micromegas readout planes (f), flat cable (g),
Samtec connectors (h), signal feedthroughs (i), interface card (j), AFTER-based FEC (k) and FEM boards (l), and calibration
tube (m).
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Fig. 3 Top view and section of a TREX-DM Micromegas read-
out, described in detail in the text. In these designs, the scale
of some components has been exaggerated.
of a commercial 300-pin solderless connector7 (Fig. 1,
7GFZ300, produced by SAMTEC.
(h)). The connectivity is assured by four screws, which
also join two 0.5 cm thick lead covers and two 0.5 cm
thick copper containers. These pieces are conceived to
partially shield the intrinsic radioactivity of the connec-
tors. Each flat cable goes out from the vessel through a
slit at the corresponding end cap that ends in a copper
feedthrough (Fig. 1, (i)). The flat cable is fixed to this
piece by a teflon gasket, which is then glued by epoxy
Hysol. The copper feedthrough is then screwed to the
end cap and its leak-tightness is assured by a teflon
o-ring.
2.4 Readout electronics
An event interacting in either of the active volumes re-
leases electrons, which drift towards the Micromegas
readout planes. These primary electrons are then am-
plified in the gap and the charge movement induces
signals both at the mesh and the strips. Both signals
are processed by two different electronic chains, whose
schema are shown in Fig. 5 (left). The mesh signal is
extracted from the vessel by a coaxial low noise ca-
ble8 and a feedthrough (Fig. 1, (i)) similar to the field
cage ones. The signal is decoupled from the high volt-
age by a filter, whose characteristic RC constant min-
8SML50SCA, produced by AXON.
6Fig. 4 View of one of the vessel’s caps, where several compo-
nents described in detail in the text are shown: a readout plane,
its copper shielding pieces, its four flat cables and part of the
electronics: the interface cards and the FEC cards.
imizes the recovery time after a possible current ex-
cursion produced by a spark at the amplification gap.
The signal is afterwards processed by a preamplifier9, a
spectroscopy amplifier10, and is subsequently recorded
by a Multichannel Analyzer (MCA)11. In parallel, strip
pulses are routed to the four readout footprints and go
through four flat cables that come out from the ves-
sel. Each cable is connected to the so-called interface
card (Fig. 1, (j)), that routes the signals to the ERNI
connectors of an AFTER (ASIC For TPC Electronics
Readout)-based front-end card (FEC) board (Fig. 1,
(k)) [44, 45]. The interface card includes a jumper for
each strip signal path to isolate it from the electronics if
a spark connects it with the mesh. Each FEC board has
four AFTER ASICs that amplify and sample the strip
signals continuously at 50 MHz in 512 samples, corre-
sponding to a time window of ∼10 µs, which is longer
that the maximum drift time (5.7 µs) of an event in an
active volume. The electronics is triggered by the neg-
ative component of the mesh’s amplified bipolar pulse,
which passes through a discriminator12 and a NIM-to-
TTL adapter13, and is fed to a Data Concentrator Card
(DCC)14. If a trigger arrives, the analog data from all
channels is digitized by the ASICs. Then, a pure digital
electronics card, the front-end mezzanine (FEM) board
(Fig. 1, (l)), gathers all digital data, performs a pedestal
9Model 2004 by Canberra.
10Model 2021 by Canberra.
11Amptek MCA8000A.
12Lecroy 623A.
13Lecroy 688.
14Xilinx ML-405.
subtraction and sends it to the DCC card via optical
fiber, which is connected to the computer by means of a
standard network cable. The electronics has two modes
of operation: non-compressed and compressed one. In
the first one, the 512 digitized samples are recorded for
each strip channel. In the second one, only the sam-
ples whose height is bigger than a strip threshold are
recorded. This threshold is calculated for each channel
during a pedestal run, which is made before the data
acquisition, and is equal to 4.0 × σ adc units over the
baseline level, where σ is the baseline fluctuation of the
channel. The second mode has been used for all data
presented in this article, except for some data-sets taken
to evaluate the noise prospects of the experiment (see
Sec. 3.4 for more details). The XZ and Y Z views of
an event are reconstructed combining the strip pulses,
whose temporal position gives the relative z position,
and the routing of both the readout plane and the in-
terface card. An example of the pulses acquired by the
electronics and the corresponding reconstructed event
is shown in Fig. 5 (right).
As a low energy threshold is one of the main goals of
the experiment, special care has been given to ground-
ing in the electronics design: each high voltage line has
a dedicated low-frequency filter to dim the signal rip-
ples from high voltage sources; coaxial cables are used
for mesh and ground connexions; signal paths are sur-
rounded by a ground layer both at the readout plane,
the flat cables and the interface cards to avoid any
coupling; the AFTER-based cards (FEM and FECs)
of each side are inside a Faraday cage to minimize in-
duced noises. These Faraday cages, which were initially
isolated from the vessel, were found the origin of a MHz-
frequency noise. This noise was removed by covering
with aluminum foil both the flat cables and the interface
cards, and connecting simultaneously the Faraday cages
and the vessel. This fact points to either a design issue
of the interface cards or an intrinsic noise source at the
level of the AFTER-based electronics, which should be
solved in near-term upgrades. As described in Sec. 3.4,
the noise level is equivalent to an energy threshold of
0.6 keV for a readout gain of 103, i.e., 2.3 × 104 elec-
trons. These values are limited by the electronic noise
of the mesh channel and the readouts gain.
2.5 Calibration, gas and pumping systems
The calibration source consists of a cylindrical container
of thin aluminum wall closed at one end and with a de-
position of 109Cd inside. This radioactive source emits
x-rays of 22.1 (Kα) and 24.9 keV (Kβ). This holder is
screwed to a 3 mm diameter nylon wire pushed forwards
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Fig. 5 Left: A diagram of the electronic chain, which is described in detail in text. Top right: The strip pulses of an event as they
are recorded in a FEC card. Bottom right: The XZ view of a reconstructed event, as obtained from previous pulses. It corresponds
to an electron with a long twisted track and a final big energy deposition or blob.
(or pulled backwards) through a Teflon tube located in-
side the vessel and around the cathode plane (Fig. 1,
(m); Fig. 2, (g)). The wire can be manually moved to
eight calibration points (four per active volume), situ-
ated at the corners of the central cathode (Fig. 2, (gx)),
where the source illuminates directly an active volume.
The source can be retracted outside the vessel inner vol-
ume to a parking position situated at the bottom port.
The 109C source was chosen because its x-rays can go
through the Teflon tube with small loses, which is not
the case of 55Fe. However, an extra x-ray line in the
1-10 keV energy range is needed for the analysis, as dis-
cussed in Sec. 5.4. Several options are being studied for
the LSC setup, which are described in Sec. 7.
The gas system consists of two ports situated at
the bottom (inlet) and the top (outlet), where gas en-
ters and comes out from the vessel. The gas comes
from a premixed bottle, whose pressure is adjusted by
a pressure transducer15 and whose flow is set by a mass
flowmeter16. These two components, three temperature
sensors, a pressure sensor17 and the HV sources are con-
tinuously monitored by a slow control, programmed in
Python and based on Arduino cards [46].
The vessel has a stainless steel CF40 flange through
which it can be pumped before its operation to reduce
the release of trapped air or other impurities from ele-
15F-702CV-AGD-33-V by Bronkhorst.
16F-201CV-AGD-33-V by Bronkhorst.
17PTU-F-AC15-33AG by Swagelok.
ments inside the vessel. After ∼96 hours of continuous
pumping, a level of 3.0×10−4 mbar was achieved, while
the outgassing/leak rate was 3.0 × 10−4 mbar·l/s. We
think that these numbers are limited by the outgassing
of the inner plastic components, as feedthroughs and
unions show leak rates below ∼ 10−6 mbar·l/s. As no
attachment effect has been observed during the char-
acterization, the actual detector can work with a con-
tinuous gas flow. For close regimes (static or recircula-
tion mode), the outgassing rate may not be enough and
should be probably reduced by a bake-out system.
3 Detector characterization at low energy
This section describes the studies undertaken to char-
acterize the performance of the Micromegas readout
planes in argon- and neon-based mixtures at high pres-
sure using a 109Cd source. The aim is to find the op-
timum point of operation, in terms of general perfor-
mance and energy threshold, for a physics run. This op-
timization is a challenging task as it depends on many
factors (the base gas, the quencher and its quantity; and
the pressure) and there are few studies in literature on
gas properties.
For simplicity, we have started the characterization
with Ar+2%iC4H10, the gas normally used in CAST
Micromegas detectors [28]. This initial choice is reason-
able: isobutane gives high gain (up to 104) and good en-
ergy resolution (13% FWHM at 5.9 keV) in argon-based
8mixtures [47] for microbulk Micromegas detectors. Even
if 2% of isobutane may be a too small quencher con-
centration for atmospheric pressure [47], it is known
that optimal relative quencher concentrations decrease
with pressure, e.g. for Xe-TMA mixtures [48]. The re-
sults of this characterization will be presented and dis-
cussed here. We will also present some data taken in
Ar+5%iC4H10 at 1.2 bar in the best noise conditions of
the actual experiment. These data-sets have been used
to estimate the actual energy threshold of TREX-DM
and its future prospects (see Sec. 3.4).
3.1 The experimental procedure
The experimental procedure starts by a several-day long
pump-down of the vessel. Then, the leak-tightness of all
the vessel feedthroughs and unions is checked by means
of a Helium leak detector. All components must show
a value lower than ∼ 10−6 mbar·l/s in order to start
the characterization. Once the leak-tightness is verified,
gas is injected into the vessel at an adjustable flow and
high-voltage tests are performed to verify the connec-
tivity and the spark protection. A gas flow of of 3–5 l/h
is kept during all the measurements.
The two Micromegas planes (MM1 and MM2 ) are
characterized in terms of electron transmission, gain,
gain uniformity and energy threshold, over a wide range
of operating pressures (and therefore operating volt-
ages). The gas mixture used was Ar+2%iC4H10 for pres-
sures between 1.2 and 10 bar, in steps of 1 bar. For
this purpose, the two readouts were calibrated at low
energies by a 109Cd γ-source. The calibration spectra
are characterized by the K-peaks and the fluorescence
emissions at 6.4 and 8 keV from the iron and copper
components (see Fig. 6). The mean position and the
width of the Kα is calculated through an iterative multi-
Gaussian fit, previously used in [48], including both the
Kα and Kβ emission lines and their escape peaks (at
19.1 and 21.9 keV). A wide range of amplification and
drift fields are scanned at each pressure, which requires
a bias ranging from ∼300 V at 1.2 bar to ∼900 V at
10 bar, and from ∼1.5 kV to ∼30 kV, respectively.
3.2 Electron transmission and detector gain
The electron transmission is the probability for primary
electrons to pass from the drift regions to the amplifi-
cation gap through the mesh holes. The measurement
of the electron transmission depends, therefore, on two
different mechanisms that cannot be measured sepa-
rately: the electron attachment and recombination on
the drift region, and the so-called transparency of the
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Fig. 6 Energy spectrum generated by the mesh signals when
one of the Micromegas readouts is irradiated by a 109Cd source
in Ar+2%iC4H10 at 2 bar. The spectral parameters are defined
through an iterative multi-Gaussian fit corresponding to the Kα
(22.1 keV, blue line) and Kβ (24.9 keV, magenta line) emission
lines of the source and their escape peaks (located at 19.1 and
21.9 keV, orange line). The fluorescence lines of iron (at 6.4 keV,
emitted from the mesh) and copper (8 keV, from the vessel or
the field cage strips) are also present (green and brown lines,
respectively).
mesh electrode. This parameter informs about the elec-
tron collection efficiency of a Micromegas detector.
The drift voltage is varied for a fixed mesh voltage
to obtain the dependence of the electron transmission
with the drift-to-amplification field ratio at each pres-
sure (Fig. 7). As expected, the readouts show a plateau
of full electron transmission for a wide range of drift-to-
amplification field ratios at all pressures. Although this
is not an absolute measurement of the electron trans-
mission, the fact that the signal height becomes inde-
pendent of the field ratios suggest that the mesh trans-
mission is close to 100% in the plateau range, allowing
to normalize to the maximum value of the signal height.
If no plateau is observed, however, the identification of
the maximum with 100% electron transmission would
not be supported and the normalization would not be
justified.
The electron transmission drops at very low reduced
electric fields in the drift regions due to electron at-
tachment and recombination of the primary electrons
generated in the conversion volume. In these measure-
ments the plateau of full electron transmission starts
at higher values of drift field (∼50 V/cm/bar) than
those observed in [49] (∼ 20 V/cm/bar) for microbulk
Micromegas detectors. This effect has been attributed
to a ballistic deficit that appears when the integration
time of the amplifier is lower than the collection time,
favoured by lower drift velocities and larger longitudinal
diffusion coefficients. In fact, at 100 and 20 V/cm/bar
the drift velocities are 3.3 and 1.1 cm/µs, respectively;
9and the longitudinal diffusion coefficients are 405.6 and
914 µm/cm1/2.
For high drift fields, the electron transmission is re-
duced since the configuration of the field lines make
that some primary electrons get trapped in the mesh
electrode. It is observed that the plateau extends to
higher values of field ratios than those of [49]. On the
other hand, it is also observed that the right edge of the
plateau moves to higher ratio of fields as the pressure in-
creases, an effect already observed in [49] for microbulk
readouts, a fact attributed to the decreasing diffusion
coefficient with pressure. The reduction of the electron
transmission also degrades the energy resolution.
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Fig. 7 Dependence of the electron transmission with the
drift-to-amplification field ratio for the MM2 readout in
Ar+2%iC4H10 at different gas pressures. The peak positions
have been normalized to the maximum of each series, assuming
that the full electron transmission is always achieved.
The drift-to-amplification field ratio is set for ev-
ery pressure at the point where the mesh shows the
maximum electron transmission, typically at a reduced
drift field of around 100 V/cm/bar. Then, the available
range of mesh voltages is scanned, from very low ampli-
fication fields where the amplitude of the mesh signal
is just above the noise threshold, up to the spark limit,
where micro-discharges between the mesh and the read-
out produce a current excursion. If the current exceeds
the HV current-limit of 300 nA, it results in a HV trip
that reduces the exposure time. The spark rate is se-
lected so that the overall exposure reduction is below
10−3. In order to prevent that a high intensity discharge
develops a high conductivity path, the HV is ramped
down if the HV current-limit is exceeded during more
than 10 seconds.
The signal amplitude increases with the applied am-
plification field, while the peak position moves to higher
values in the energy spectra. The peak position is used
to calculate the absolute gain of the Micromegas read-
out planes, defined as the ratio of the number of elec-
trons after the avalanche n and the number of primary
electrons, n0: G = nn0 . Determining G requires the char-
acterization of the electronic chain in order to obtain
the conversion factor between the peak position regis-
tered by the MCA and the number of electrons before
the preamplifier n. As described in Sec. 5.1, the num-
ber of primary electrons n0 is given by 22.1 keV/WAr,
where WAr = 26.3 eV [50]. The presence of iC4H10 is
disregarded in the gain calculation since is low concen-
trations and similar W-value (23 eV [51]) to that of
Argon.
The gain curves obtained in Ar+2%iC4H10 between
1.2 and 10 bar are shown in Fig. 8. The two readouts
present a similar gain and, in both cases, the maxi-
mum attainable gain before the spark limit decreases
with the gas pressure, from 3 × 103 at 1.2 bar down
to 5 × 102 at 10 bar. Both planes reach gains higher
than 103 for pressures up to ∼6 bar. The dependence
of the gain with pressure was also studied for a triple-
GEM gaseous detector in argon in reference [52]. Much
larger detector gains (105) than the ones reported in
this work were found for pressures below 3 bar but the
gain per GEM plane was lower (< 102). Moreover, but
the maximum gain abruptly dropped at higher pres-
sures, reaching gains below 5× 102 at 5 bar.
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Fig. 8 Dependence of the absolute gain with the amplification
field in units of kV/cm in Ar+2%iC4H10 between 1.2 and 10 bar
(in steps of 1 bar) for the MM1 (circles) and MM2 (squares)
readouts. The maximum gain of each curve is obtained just
before the spark limit.
The energy resolution (expressed in FWHM) of the
readout planes is obtained from the width of the gaus-
sian fit to the Kα, Kβ and escape peaks. The depen-
dence of the energy resolution on the amplification field
for all the pressure settings is shown in Fig. 9. The
statistical error of the energy resolution is less than
0.3% FWHM, given by the error from the fit to the
gaussian parameters. There is also an uncertainty of
10
±1 V in the high-voltage power-supply, which produces
a systematic error of about a 0.2% in the amplification
field determination. At each pressure there is a range
of amplification fields for which the energy resolution is
optimized. At low gains, the energy resolution degrades
because the signal becomes comparable with the elec-
tronic noise. At high fields, the resolution degrades due
to the increase in the gain fluctuations by the UV pho-
tons generated in the avalanche.
As it is shown, the best energy resolution degrades
with pressure, being 16% FWHM at 22.1 keV at 1.2 bar
and 25% FWHM at 10 bar. These values may be lim-
ited by the noise level and low quantity of quencher
(2%). In fact, an energy resolution of 14% FWHM at
1.2 bar was measured in Ar+5%iC4H10 at 1.2 bar (as
shown in Fig. 13). This energy resolution is closer to the
best value measured by a 128 µm-gap bulk Micromegas
readout in an argon + 5% isobutane mixture (11.9%
FWHM at 22.1 keV, calculated from a 23% FWHM at
5.9 keV [53], supposing only an energy dependence).
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Fig. 9 Dependence of the energy resolution at 22 keV with the
amplification field for the MM1 (circles) and MM2 (squares)
readout planes of TREX-DM in Ar+2%iC4H10 between 1.2
and 10 bar in steps of 1 bar. The best achievable energy res-
olution degrades from 16% FWHM at 1.2 bar to 25% FWHM
at 10 bar. The statistical error of the energy resolution is up to
0.3% FWHM, given by the error from the fit to the gaussian
parameters.
3.3 Gain homogeneity
The response homogeneity of each readout was stud-
ied in Ar+2%iC4H10 at 2 bar, illuminating its surface
with the 109Cd source at its four calibration points and
using the strip signals recorded by the AFTER-based
electronics. The sampling frequency was set to 50 MHz
to get a temporal window of ∼10 µs. In Ar+2%iC4H10
at a reduced drift field of 100 V/cm/bar, the drift ve-
locity is 3.33 cm/µs, so ionization tracks as long as the
active volume’s length (19 cm) could be fully recorded.
The event distribution in each readout plane is shown
in Fig. 10.
Before analyzing the data, the readout plane surface
was binned into a 2D histogram of 216×216 cells (each
readout has 432×432 strips). Then, for each calibration
event at the Kα-line (± 30% of the energy), the mean
position in x- and y-directions was calculated and its
energy recorded at the corresponding (x, y) entry of the
2D histogram. Although the event distribution is non-
uniform, we request to have more than 10 events per cell
in order to compute the gain homogeneity in that cell.
Finally, each entry of the histogram was normalized by
the number of x-rays registered in that cell.
The resulting 2D histogram is the gain map, which
is shown for both readout planes in Fig. 11. For MM2,
the readout response’s is uniform in almost all its sur-
face, except for two dead strips18 in Y -direction that
reduce the effective gain at two lines. The small dead
area at the margins of the active area is caused by some
wrinkles of the field-cage kapton PCB. The MM1 read-
out’s response has a similar behavior, except for some
more dead strips (∼20) that were accidentally caused
by a bad isolation of the inner mesh cable. The gain
fluctuations over the readouts surface are better than
10%, while the errors on the measurement of the gain
in each cell are below 1%.
3.4 Energy threshold
In the current DAQ implementation, the trigger is built
from the mesh signal. The energy threshold is thus lim-
ited by the readout gain given by the avalanche multi-
plication of the primary electrons and by the electronic
noise of the mesh channel, that is relatively high due
to its high capacitance (∼6 nF). In the final DAQ im-
plementation planned, based on the AGET chip [54],
the trigger will be generated individually by each single
strip signal. The strip channels enjoy a factor at least
∼6 times better in signal-to-noise ratio, as they show
much lower capacitance (∼0.2 nF, including the contri-
butions of the flat cables and the interface cards). This
fact is illustrated in Fig. 12, showing the strip signals of
a random event of 1 keV taken in the best noise condi-
tions and using the non-compressed mode of the actual
electronics. From the baseline fluctuations we can esti-
mate that the energy threshold in the strips could be
18A dead strip is short-circuited with the mesh. To recover the
readout plane, the strip is electrically disconnected from the
AFTER-based electronics at the level of the interface card by
removing a resistor.
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Fig. 11 Gain uniformity of the MM1 (left) MM2 (right) Micromegas readout planes, generated by 109Cd calibrations when the
vessel was filled with Ar+2%iC4H10 at 2 bar. The readout cells without enough statistics (10 events or more) are shown in white.
well at the level of 0.1 keV. Indeed, the first tests of
this DAQ with the IAXO-D0 prototype have shown an
effective energy threshold of 100 eV [55]
Some calibration data-sets were taken in the best
conditions of the actual setup to estimate the energy
threshold. The vessel was filled with Ar+5%iC4H10 at
1.2 bar, there was no MHz-frequency noise, the readout
gain was 103 and the energy resolution was 14% FWHM
at 22.1 keV, In these conditions, the strip signals of
the readout MM1 were used to generate the energy
spectrum shown in Fig. 13. The Compton level between
4.0 and 6.0 keV, which is in between the argon and iron
fluorescence, was fitted to a constant value, deriving the
dashed black line shown in the figure. Then, the energy
threshold was calculated as the first energy bin, whose
intensity is the half of this Compton level, marked by a
continuous black line. The calculated energy threshold
is 0.60±0.05(stat)±0.30(sys) keV, not far from TREX-
DM prospects (0.4 keV).
4 Radiopurity measurements
A material screening program was undertaken to evalu-
ate the bulk radioactivity of all the relevant components
of the detector and surrounding materials used for gas
vessel, field cage, electronics or shielding, to help both
in the design of the set-up and in the construction of the
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background model of the experiment. First results were
presented in [56]. In this section, the techniques applied
to carry out these measurements are described and the
results obtained are shown and discussed. The impact
on the background levels of the measured activity in
the components selected for the TREX-DM set-up will
be presented at Sec. 5.
The screening program is based mainly on germa-
nium gamma-ray spectrometry performed deep under-
ground and, complementing these results, some mea-
surements based on Glow Discharge Mass Spectrometry
(GDMS) were also carried out. GDMS was performed
by Evans Analytical Group in France, providing con-
centrations of U, Th and K; it must be noted that hav-
ing no information on daughter nuclides in the chains,
a possible disequilibrium cannot be detected.
All the germanium measurements were made using
a ∼1 kg ultra-low background detector of the Univer-
sity of Zaragoza (named Paquito) and operated at the
hall E of the Canfranc Underground Laboratory (LSC)
at a depth of 2450 m.w.e.. This detector has been used
for radiopurity measurements at Canfranc for several
years (details can be found in [32, 56]). It is a p-type
close-end coaxial High Purity germanium detector, with
a crystal of 190 cm3 and a copper cryostat. The en-
ergy threshold is set at ∼60 keV. It is operated inside a
shield made of 10 cm of archaeological lead plus 15 cm
of low activity lead, enclosed in a plastic bag continu-
ously flushed with boil-off nitrogen to avoid radon in-
trusion. The electronic chain for the data acquisition is
based on a linear amplifier19 and an analog-to-digital
converter20.
The detector background is periodically character-
ized by taking data with no sample for periods of time of
at least one month; the total counting rate below 3 MeV
is at the level of 5 c/h. Activities of different sub-series
in the natural chains of 238U, 232Th and 235U as well as
of common primordial, cosmogenic or anthropogenic ra-
dionuclides like 40K, 60Co and 137Cs are typically eval-
uated by analyzing the most intense gamma lines of dif-
ferent isotopes21; upper limits are derived if the gross
signal does not statistically differ from the background
signal [57, 58]. The detection efficiency is determined
by Monte Carlo simulations based on Geant4 [59] for
each sample, accounting for intrinsic efficiency, the ge-
ometric factor and self-absorption of the sample. The
simulation environment has been validated by compar-
ing the measured efficiency curve with a 152Eu reference
source of known activity (having relevant gamma emis-
sions from 121.8 to 1408.0 keV) with the simulated one
[56]; although agreement between data and simulation
is at or below 10% for all the gamma lines, a conser-
vative overall uncertainty of 30% is considered for the
deduced efficiency and properly propagated to the fi-
nal results to account for the limited reproduction of
samples in simulation.
A wide range of materials and components related
to Micromegas readout planes and the whole set-up of
TREX-DM has been screened, like the gas vessel, the
field cage, the radiation shielding or the electronic ac-
quisition system. Massive elements and those in contact
19Canberra 2020.
20Canberra 8075.
21Typically, the gamma lines analyzed are 1001.0, 295.2, 351.9,
609.3, 1120.3 and 1764.5 keV for 238U, 338.3, 911.0, 969.0,
238.6, 727.2, 583.2, 860.6 and 2614.5 keV for 232Th, 143.8 and
185.7 keV for 235U, 1460.8 keV for 40K, 1173.2 and 1332.5 keV
for 60Co and 661.7 keV for 137Cs.
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with the sensitive volume of the detector are in principle
the most relevant. In the following, the screened sam-
ples will be described and the results presented. The
activity values obtained are summarized in Table 1;
reported errors include both statistical and efficiency
uncertainties.
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4.1 Shielding and vessel
Lead and copper are commonly used to reduce the exter-
nal gamma background in passive shielding. Several metal
samples from different suppliers were analyzed by GDMS
and activities were obtained from the measured U, Th and
K concentrations [56]. Lead samples from the Spanish com-
pany Mifer for two different raw materials were considered
(#1-2 of Table 1)22.
Copper is also used for mechanical and electric compo-
nents: vessel, central cathode, Micromegas readout planes,
HV feedthroughs or rings in TREX-DM. Three copper
samples with different origins were studied (#3-5 of Ta-
ble 1). One is ETP (C11000) copper supplied by Sanmetal
while the other two were made of OFE (C10100) copper23
from Luvata, having different production mechanism (hot
versus cold rolling). A Luvata copper sample with 681 g
was screened with the germanium detector as well (#6
of table 1); the upper bounds on activities derived from
this germanium spectrometry measurement were much less
stringent than those from GDMS due to its limited sen-
sitivity. Although the GDMS measurement of the Luvata
copper has given information only on U and Th concen-
tration, the upper limits derived are at the same level or
even better than the germanium spectrometry results for
the NOSV copper from the Norddeutsche Affinerie (re-
branded as Aurubis) [60]. At TREX-DM, Luvata copper
was used for the plates while the other copper components
were made of ETP copper from Sanmetal.
4.2 Field cage
Materials and components to be used inside the vessel,
mainly related to the field cage have been screened [56].
The monolayer PCB made of kapton and copper used
at the field cage, supplied by LabCircuits, was screened
finding good radiopurity with upper limits from a few to
tens of µBq/cm2 (#7 of Table 1); a sample with a surface
of 260.15 cm2 was considered. A cylinder of teflon (945 g)
supplied by Sanmetal was measured and an acceptable
radiopurity was found deriving upper limits at the level
of mBq/kg (#8 of Table 1). This material is very widely
used, due to its physical, mechanical, dielectric and optical
properties. All teflon components at TREX-DM are from
this supplier.
A tube supplied by RS and used in the calibration
system described above, to move radioactive sources in
and out of the detector, was measured (#9 of Table 1).
It was made of 1-mm-thick teflon and had a diameter of
1 cm; the mass of the sample was 91 g. The high content
of 40K at a level of one half of Bq/kg advised against its
final use and other tubes are being analyzed.
22GDMS is not sensitive to the 210Pb content which is typically
used to qualify bricks as low activity lead.
23Purity guaranteed at 99.99%.
The radiopurity of two types of adhesives to be used to
glue kapton elements was analyzed. One was Stycast 2850
FT (a two component, thermally conductive epoxy encap-
sulant) used with the catalyst 24LV, both from Henkel.
The other was Hysol RE2039 (an epoxy resin also from
Henkel having exceptional resistance to impact and ther-
mal shock) used together with the hardener HD3561. Mas-
sive samples of 551 g for Stycast and 245 g for Hysol were
prepared following the provider specifications. Results are
quoted in rows #10-11 of Table 1. High activities of tenths
or even a few Bq/kg were measured for 40K and 238U for
the stycast sample, which prevents its use, while for the
Hysol epoxy no contaminant could be quantified and there-
fore it has been used at TREX-DM. It is worth noting that
soldering has been completely avoided inside the vessel.
Resistors are used in the TREX-DM field cage. Sur-
face Mount Device (SMD) resistors supplied by Farnell (50
pieces) and by Finechem (100 pieces) were screened (#12-
13 of Table 1). Activity values obtained for Finechem re-
sistors are up to one order of magnitude lower than for the
Farnell ones for some isotopes. For this reason, Finechem
resistors were used at TREX-DM.
Radiopurity information for the CF40 flange in the ves-
sel for pumping was also obtained. The screened piece,
from Pfeiffer, was made of 304L stainless steel having a
mass of 347 g. The activity from the radioactive chains
and 60Co was quantified (#14 of Table 1).
4.3 Electronics
First results of the screening of different components re-
lated to the acquisition system of TREX-DM (some con-
nectors and circuits) were already presented in [56]. More
components have been recently analyzed and results are
detailed here.
Various types of connectors have been screened. Nar-
row pitch connectors for board-to-board from the Pana-
sonic P5K series and other ones supplied by Samtec were
initially considered [56] (#15-16 of Table 1). The number
of pieces in the samples was 15 (0.67 g/pc) for Panasonic
connectors and 10 (2.2 g/pc) for the Samtec ones. Both
types show activities of several mBq/pc for isotopes in
232Th and the lower part of 238U chains and for 40K, as
found also in [61] for similar connectors. All of them are
made of Liquid Crystal Polymer (LCP), thus the activ-
ity measured is attributed to this material. As it will be
shown in Sec. 5, this activity at connectors would domi-
nate the background level, and therefore this kind of con-
nectors must be avoided or properly shielded. Five connec-
tors made of silicone (Fujipoly Gold 8000 connectors type
C, 1.14 g/pc) were also screened, having lower activity of
226Ra and specially of 232Th (#17 of Table 1); its use in
TREX-DM is foreseen in the future.
Very radiopure, flexible, flat cables made of kapton and
copper have been developed in collaboration with Somacis,
performing a careful selection of the materials included.
Three different designs of flat cables have been screened;
16
Table 2 Main features of the samples of flat cables made of
kapton and copper by Somacis and screened by germanium
spectrometry to analyze and improve their radiopurity. Dimen-
sions and masses given correspond to one cable unit.
Design Units Length Width Thickness Mass
(cm) (cm) (mm) (g)
First 8 33.2
Heads 1 3.3 6 1.65 14.0
Band 1 50.5 5 ∼0.4 19.6
Second 2 57.5 5-6 ∼0.4 24.7
Final 12 57.6 6.4 ∼0.7 54.6
their dimensions and masses are indicated in Table 2 to-
gether with the number of units screened in each case.
In the first design, the cables consisted of a flexible band
ended by two rigid boards and large activities were found
at the screening of several units (#18 of Table 1); to inves-
tigate their origin, one of the cables was cut and the flexi-
ble band and the two rigid heads were separately screened.
Only upper limits were set for the flexible part, while activ-
ities of the same order than for the whole cable were found
for the rigid heads (#19-20 of Table 1) pointing to materi-
als there to be the main source of radioactive contamina-
tion. The specific activities quantified for these cables are
at the level of 10 Bq/kg, typical of glass fiber; it seems that
the glass fiber-reinforced materials at base plates of circuit
boards can be a source of radioactive contamination [62].
Two cables produced with a second design as totally flex-
ible cables were screened (#21 of Table 1), finding results
compatible with those obtained for the flexible band of
the first design (upper limits are about a factor of 2 lower
because two units were analyzed for the new design). This
measurement was useful to fix the allowed materials and
procedures in the cables manufacture. The screening of
the final design to be used in TREX-DM was performed
for 12 units and activities of 40K and 226Ra were quan-
tified, while upper limits were set for the other common
radioisotopes (#22 of Table 1). The results are compara-
ble with previous measurements and the inclusion in the
sample of a larger number of cable units, being in addition
more massive, has allowed to quantify some isotopes and
to reduce the upper limits for the rest of nuclides.
Several kinds of high voltage and signal cables have
been analyzed. A sample of coaxial cable RG58BU with
jacket made of black PVC from Pro-Power was screened;
it was 20-m-long having a mass of 723.4 g. Large activities,
at the level of Bq/kg for 238U, were found (#23 of Table 1).
A sample of the cable AWG 18/19/30 × 10.0 CR from
Druflon Electronics was also measured (#24 of table 1).
It has Silver Plated Copper wires (19 wires, diameter of
0.225 mm each) with a teflon jacket with outer diameter
of 0.25 inches; the sample was 10.65-m-long with a mass
of 780.4 g. This Druflon cable is used to connect the field
cage last ring to HV feedthrough. A sample of the coaxial
low noise cable SML 50 SCA from Axon Cable S.A.S. was
screened too (#25 of Table 1). The conductor is made
of Silver Plated Copper Alloy, the dielectric of extruded
PTFE, the screen of Silver Plated Copper and the outer
sheath of taped PTFE. The length and mass of the sample
were 43.76 m and 125.4 g and the cable has 1.1 mm as
maximum diameter. The Axon cable is used to extract
the mesh signal from the vessel. Only 40K activity was
quantified for these two cables made basically of copper
and teflon. Although the values of the activity per mass
are lower for the Druflon cable, the Axon cable has a better
radiopurity per unit length.
Finally, the kapton tape (Tesa 52408-00008-00) used
throughout the set-up was screened. It is reported to have
a polyimide backing with a silicone adhesive. The sam-
ple, with a mass of 49.1 g, was 33-m-long, 19-mm-wide
and 65-µm-thick; only 40K activity was quantified (#26 of
Table 1).
4.4 Micromegas readout planes
Different options can be taken into consideration for PCBs
as base material for a Micromegas detector. A 187.4-g sam-
ple of the PCB at the Micromegas produced by Somacis
and used for the moment in TREX-DM was screened; it
is made of FR4/phenolic for core and pre-impregnated re-
inforced fabric together with copper and resin. Very large
specific activities of tens of Bq/kg were found for the com-
mon radioisotopes (#27 of Table 1); as mentioned before,
this was expected for glass-fiber reinforced materials [62].
In addition, FR4 should be disregarded not only because of
high radioactivity, but also for an unacceptable high rate
of outgassing. Kapton (or cirlex) and PTFE are in princi-
ple radiopure, as shown in the screening of the PCB made
of kapton and copper supplied by LabCircuits and used
at the field cage (#7 of Table 1). However, a 49-g circuit
made of ceramic-filled PTFE composite also from LabCir-
cuits (#28 of Table 1) presented very high activities of
Bq/kg for the natural chains and 40K, precluding its use.
Good radiopurity was found for cuflon samples from Crane
Polyflon, setting upper limits at the mBq/kg level (#29
of Table 1); a sample taken from a 1.57-mm-thick panel,
made of PTFE sandwiched by two 35 µm-thick copper
sheets, and with a mass of 705.9 g was screened. However,
the use of cuflon for Micromegas has been disregarded due
to the difficulty to fix the mesh and also because bonding
films to prepare multilayer PCBs have been shown to have
unacceptable activity [61].
The radiopurity of Micromegas readout planes (with-
out base material) was first analyzed in depth in [32].
Main results obtained in this work are reproduced here for
the sake of completeness. On the one hand, two samples
(#30-31 of Table 1) were part of fully functional microb-
ulk Micromegas readouts: a full microbulk readout plane
formerly used in the CAST experiment and a classical Mi-
cromegas structure without mesh. Both of them had a di-
ameter of 11 cm. The second sample represents an earlier
stage in the manufacturing process than the full microb-
ulk structure of the first sample, in which chemical baths
have been applied to etch the kapton pillars and the mesh
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structure. On the other hand, two more samples (#32-
33 of Table 1) were screened corresponding just to the raw
foils used in the fabrication of microbulk readouts, consist-
ing of kapton metalized with copper on one or both sides.
Several circular wafers of the same diameter as the real
detectors (11 cm) were considered in this case. The raw
materials (kapton and copper, mainly) were confirmed to
be very radiopure, since no contamination was quantified.
Altogether, the obtained results proved that Micromegas
readouts of the microbulk type are manufactured with ra-
diopurity levels comparable to the cleanest detector com-
ponents in low background experiments.
A new activity measurement for the Cu-kapton-Cu foil
was carried out profiting the great capabilities of the BiPo
detector [63] operating at the LSC. It is a large planar
detector developed to measure mainly the SuperNEMO
double beta source foils with sensitivity to few µBq/kg of
208Tl and 214Bi (two isotopes produced in the decays of
the natural chains of 232Th and 238U), thus surpassing by
almost two orders of magnitude the sensitivity of standard
gamma spectroscopy. Preliminary results [64] have shown
that the activities of both isotopes in the Cu-kapton-Cu
foil are near the detector’s sensitivity, i.e, ∼0.1 µBq/cm2.
Together with the kapton and copper foils, a stainless
steel mesh and pyralux are included in the Micromegas
produced by Somacis and IRFU/SEDI for TREX-DM.
The screening of the stainless steel mesh is scheduled for
the very next future and pyralux has been already an-
alyzed. Pyralux is used in the construction of bulk Mi-
cromegas [43]; it is a photoresistive film placed between
the anode plane and the mesh, subsequently etched to pro-
duce the pillars. A sample of pyralux sheets with a total
surface of 4800 cm2 and a mass of 65 g from Saclay was
screened (#34 of Table 1); only 40K was quantified and
upper limits were set for all the other common radioiso-
topes.
Following all these results, a microbulk version of the
TREX-DM readout planes will be built for a physics run
at LSC. This new readout is described in Sec. 7. Apart
from that, other readouts based on bulk techniques will
be built too, following the fabrication techniques used for
flat cables made of copper and kapton (see Sec. 4.3).
5 Background model of TREX-DM at LSC
As a required element to estimate the sensitivity of TREX-
DM to low-mass WIMPs, we have created a first back-
ground model of the experiment, as it were installed and
in operation at the LSC. This model is based on the screen-
ing program of all materials used in the setup (described
in Sec. 4) and the simulation of the detector response. The
section has been divided in four parts: the simulation of
the detector’s response is described in Sec. 5.1, which is
followed by a validation of this simulation with real data
in Sec. 5.2; then the main contributions to the background
model are detailed in Sec. 5.3; an analysis based on x-ray
cluster features is then proposed and a first estimation of
background levels is made in Sec. 5.4.
We have considered two light gas mixtures at 10 bar:
Ar+2%iC4H10 and Ne+2%iC4H10, which are good candi-
dates to detect WIMPs of masses below 20 GeV and give
a total active mass of 0.300 and 0.160 kg respectively. The
background levels quoted in the following are referred to
a Range of Interest (RoI) of 2-7 keVee24, which is equiva-
lent to 5.2-16.3 keVnr25 for argon-based mixtures and 5.5-
17.1 keVnr for neon-based ones. The upper limit is low
enough to avoid the contribution of most of K-fluorescence
lines of the surrounding materials, while the lower one has
been set to minimize the uncertainties in the simulation of
the detector’s response and the analysis. The calculated
levels will be later used to assess the different contribu-
tions to background model and to calculate the sensitiv-
ity of TREX-DM to low-mass WIMPs. In this approach,
the background spectrum is supposed to be flat at low
keV energies. Nevertheless, the final analysis of TREX-DM
experiment should quantitatively describe its background
spectrum, as in other Dark Matter experiments [65].
5.1 Simulation of the detector response
The simulation of the detector response can be divided
into two blocks. The first one covers all the physical pro-
cesses involved in the passage of gamma-rays and charged
particles through matter, and is mainly based on the ver-
sion 4.10 of Geant4 [59]. For this purpose, a model of
TREX-DM set-up has been created, as shown in Fig. 14.
It includes the gas, the cathode, the field-cage, the Mi-
cromegas readout planes, the support bases, the connec-
tors and their shielding pieces. For computational reasons,
some details like small screws or cables have been omitted
and some parts have been simplified. For instance, each
readout plane is a pile of material layers whose thickness
match with the real ones. The low energy models based on
Livermore data libraries have been implemented for inter-
actions of alpha, beta and gamma particles. These models
are accurate for energies between 250 eV-100 GeV and can
be applied down to 100 eV with a reduced accuracy [66].
Apart from that, fluorescence, Auger electrons and atomic
de-excitation initiated by other electromagnetic processes
have been explicitly included for energies over 100 eV [67].
In the case of muons, we have only considered electromag-
netic processes, while for neutron-induced recoils, we have
used the NeutronHP model. To accelerate the simulation,
we have used the Decay0 code [68] as generator of initial
events, instead of the Geant4 Radioactive Decay Module.
Decay0 generates the particles from the decay of radioac-
tive nuclides of many known unstable isotopes.
The second block simulates all physical processes of a
TPC: the generation of electrons in the gas, the diffusion
effects during the drift to the readout plane, the charge
24Electron equivalent energy.
25Nuclear equivalent energy.
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Fig. 14 A view of the TREX-DM geometry implemented in
Geant4. The cylindrical copper vessel (orange volumes) con-
tains a circular base with four shielded boxes (dark gray surface
with four yellow boxes), two active volumes (in light gray), the
field cage and degrador (white walls) and a central cathode.
amplification at the Micromegas readout and the genera-
tion of signals both at mesh and strips. It is based on the
REST program [69], with some minor changes due to the
two-volumes geometry and the AFTER-based electronics.
The resulting data has the same format as the DAQ data,
so as both real and simulated data may be analyzed by
the same routines. We describe step by step the complete
simulation chain:
– Primary electrons: The number of electrons (ne)
generated by an energy deposit (E) follows a distri-
bution, which is empirically described by the average
energy needed to produce an electron-ion pair (W )
and the Fano factor (F ), which accounts for the pri-
mary charge fluctuations. With these parameters: ne =
E/W and σ2 = F ×ne. The W-value is about 20-30 eV
for noble gases and hydrocarbons (see Table 3 for those
used in the simulation), while the Fano factor lies be-
tween 0.15-0.2, i.e., the distribution of ne is not Pois-
sonian. For computational reasons, we have combined
the primary charge fluctuations with the amplification
ones in a later step.
– Quenching factor: For the specific case of nuclear re-
coils, we have considered the conservative parametriza-
tion [70] given by
Q(ER) =
g(ER)
1 + g(ER)
(1)
where ER is the event energy expressed in keVee and
the function g(ER) is parametrized in terms of the
atom number (Z) and mass (A) as
g(ER) ' 0.66
(
Z5/18
A1/2
)
E
1/6
R (keV) (2)
This parametrization is more conservative than the
Lindhard model for k=0.157 [71] and the value of ∼0.3
measured for scintillation light in liquid argon in [72]
at 1 keVnr.
– Diffusion effects: Each primary electron is projected
to the XY plane and the time line following two gaus-
sian distributions, whose widths are calculated by the
distance to the readouts and the gas parameters (drift
velocity, longitudinal and transversal diffusion coeffi-
cients) generated by Magboltz [73]. The gas parame-
ters are detailed in Table 3.
– Charge amplification: The Micromegas readout am-
plifies the primary charge but it also introduces a fluc-
tuation due to the avalanche formation. This variation
depends on the gas and on the readout [74]. In this
model, the avalanche fluctuations (f) have been com-
bined with primary ones (F ), so that the energy reso-
lution (% FWHM) follows the expression
R = 2.35
√
(F + f) E
W
+
(
ENC
g
E
W
)2
+ σ2surf (3)
where g is the readout gain (or charge amplification),
ENC is the equivalent noise charge and σsurf accounts
for surface fluctuations. In a first approximation, noise
and surface effects have been discarded, so that the
energy resolution scales with 1/
√
E from a reference
value. This simplification may not be applied for sur-
face fluctuations of the actual readouts as they rep-
resent a 10%. However, surface fluctuations of future
readouts should be a minimum factor 2 lower, as al-
ready shown in [34].
About the gain and energy resolution, the values de-
tailed in Table 4 have been used in the validation. In
the background model, a gain of 103 and an energy
resolution of 13% FWHM at 5.9 keV have been con-
sidered. This resolution is the best obtained by a fully
equipped Micromegas readout plane [34].
– X-Y readout: The detector readout is divided in pads,
which are alternatively interconnected in X and Y di-
rections. This specific feature is simulated dividing the
amplified charge between X and Y planes by: QX =
dY /(dX+dY )×Q and QY = dX/(dX+dY )×Q, where
dX and dY are respectively the minimum distance to
pixels connected to X and Y directions.
– Electronics response: Each X and Y charge create a
pulse, whose amplitude and widths are calculated con-
sidering the AFTER-based features [44, 45]: a sam-
pling time of 10 ns, a shaping time of 100 ns and a
transfer function of 10 mV/fC. The electronics noise
has been partially modellized by setting a strip energy
threshold in the cluster analysis. Further details are
given in Sec. 5.2.
5.2 Validation of the simulation
The expected signals in TREX-DM are nuclear recoils with
energies below 20 keV. These events will create short tracks
of a few microns length, which will then induce two com-
pact group of active strips or clusters at both XZ and Y Z
directions. Their widths will be short and will be mainly
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Table 3 Summary of the gas parameters used in the simula-
tion. W-values of argon and neon have been used for its cor-
responding mixtures with isobutene, disregarding the contribu-
tion of isobutane (iC4H10) due to its low concentration. These
values are based on measurements and have been extracted
from [50]. Velocity and diffusion coefficients have been calcu-
lated using Magboltz [73] and considering a reduced drift field
of 100 V/cm/bar.
Gas Pressure W Velocity Diff. (µm cm−0.5)
bar eV cm/µs Long. Trans.
Ar+2%iso 2.0 26.3 3.33 298.5 494.6
10.0 ” ” 133.5 221.2
Ar+5%iso 1.2 ” 3.45 364.0 450.0
Ne+2%iso 10.0 36.4 2.18 107.2 168.2
defined by diffusion effects. Only at higher energies (or at
mbar pressures), the cluster features may be slightly dif-
ferent for electrons and neutrons due to the longer tracks
of the former [75]. For this reason, we have applied the
analysis used in CAST Micromegas detectors [28], based
on the cluster features of low energy x-rays, to separate
point-like events from complex topologies, that may be
generated by high energy gammas or cosmic muons. In
the case of CAST detectors, a 55Fe source (5.9 keV) was
used as a reference. For TREX-DM detector, the K- and
L-lines of a 109Cd source have been used instead.
In a first step, the cluster limits in X- and Y -direction
are calculated by looking for two consecutive strip with in-
duced pulses greater than a strip threshold. This threshold
is related to the strip noise conditions and has been set to
the values of Table 4 in the validation of the simulation
and to 0.05 keV in the background model. The calculated
limits remove the contribution of noisy strips to the cal-
culation of event energy and cluster widths.
Once the cluster limits have been defined, the cluster
width in each direction is calculated by
σa =
√∑
j qj × (aj − a)2∑
j qj
(4)
where a = X or Y , qj is the pulse integral, aj is the pulse
spatial position (either in X or Y ), a is the mean clus-
ter position and the index j runs over the set of event
pulses whose spatial position is in between the cluster lim-
its previously set. From these two variables, two cluster ob-
servables are defined: the XY width, σXY =
√
σ2X + σ2Y ,
which is mainly determined by the event topology and
transversal diffusion; and the width balance, ∆σXY =
(σY − σX)/(σX + σY ), which only depends on energy as
charge fluctuations between the two readout projections
increase at low energy as less charge is shared.
The last observable is the width in Z direction (σZ),
which is calculated using the pulses of both XZ and Y Z
planes as
σz = vdrift × σt = vdrift ×
√∑
j qj × (tj − t)2∑
j qj
(5)
Table 4 Detector conditions of the two-data sets used in the
validation of the simulation chain.
Gas Pressure Gain Ener. res. Strip thres.
bar % FWHM keV
Ar+2%iC4H10 2.0 103 24.0 0.36
Ar+5%iC4H10 1.2 103 15.0 0.12
where vdrift is the electron drift velocity, qj is the pulse
integral, tj is the temporal position of the pulse maximum
and the index j runs over the set of event pulses whose spa-
tial position is in between the cluster limits previously set.
This observable includes information both on the intrinsic
event’s topology and the longitudinal diffusion.
These observables have been used to validate the com-
plete simulation chain, by comparing their distributions
to those of real data. We have used two data-sets acquired
by TREX-DM detector, when it was irradiated by a 109Cd
source (x-rays of 22.1 and 24.9 keV) situated at a calibra-
tion point and the vessel was filled by two different gases:
Ar+2%iC4H10 at 2 bar and Ar+5%iC4H10 at 1.2 bar. The
detector conditions are specified in Table 4. In the detector
geometry, a calibration tube of 1 mm-thickness has been
implemented, but not the metallic source container.
The comparison between the real and the simulated en-
ergy spectra is made in Fig. 15. The level of agreement is
reasonable: the Monte Carlo simulation reproduces the en-
ergy and the intensities of x-ray lines of the 109Cd source;
the main differences appear at energies below 10 keV, up
to 40% in some cases, where material fluorescence is im-
portant. In the 5-10 keV range, these disagreement can be
attributed to the simplified model of the readout planes,
which may affect the intensities of iron (6.4 keV) and cop-
per (8.0 keV) fluorescence. For energies below 5 keV, the
divergences may be explained by some simplifications in
the simulation, like surface fluctuations and the noise level.
The comparison of the observables (the cluster widths
in XY -plane and Z-direction, σXY and σZ , and the width
balance,∆σXY ) between real and simulated events is made
in Figs. 16 and Figs. 17 for three energy ranges: 16-28 keV,
5-10 keV and 2-4 keV. These energy ranges correspond
to the K-lines of the source and the main fluorescence
lines in the chamber. There are some differences between
distributions which can be attributed to the geometry in
Geant4 and some simplification in the simulation chain.
These differences should be reduced in future upgrades
of the simulation code. Nevertheless, we have reproduced
by simulations the dependence of observables with energy,
which can be explained by diffusion effects and a thresh-
old effect in the strip electronics. In general, the width by
diffusion responds to the spatial distribution of the events
in the conversion volume, as the range of primary elec-
trons is too small compared to diffusion effects. Copper
fluorescence (at 8.0 keV) is roughly expected everywhere
in the detector, but with more intensity close to the cath-
ode. These photons are absorbed near the cathode due to
their short mean free path, the electrons suffer the diffu-
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Fig. 15 Energy spectra of real data (black line) and Monte Carlo simulation (blue line) generated by the strip signals when one
of the active volumes is irradiated by a 109Cd source situated at a calibration point. The vessel was filled with Ar+2%iC4H10
at 2 bar (left) or Ar+5%iC4H10 at 1.2 bar (right). All energy spectra have been normalized to the total number of events for
the comparison. The statistical error of each energy bin has been graphically represented by an error bar. At both spectra, the
Kα (22.1 keV) and Kβ (24.9 keV) x-ray lines generated by the source are present, as well as their corresponding escape peaks,
located at 19.1 and 21.9 keV. The argon, iron and copper K-fluorescences, respectively induced by the source at the argon gas, the
Micromegas readout planes and the central cathode, are also present at 3.0, 6.4 and 8.0 keV.
sion effects along all the drift and as a consequence, their
cluster should be wide in XY . In contrast, iron fluores-
cence (at 6.4 keV) is only emitted from the readouts, and
their clusters are therefore narrow. These two contribu-
tions are clearly present in the σXY distribution in 5-10
keV range. The decrease of the XY -width at low energies
is due to the threshold effect in the strip electronics, that
effectively cuts the low energy tails of the electron clouds.
The width in Z-direction (σZ) shows the inverse depen-
dence with energies, i.e., clusters are wider at low energies
as it is correlated to the number of primary electrons. Fi-
nally, the balance of cluster widths (∆σXY ) shows a wider
distribution for low energy events, as the relative charge
differences between each direction increase.
5.3 Simulated contributions in this first background
model
In this first model, we have simulated the radioactive iso-
topes of the main internal components, and we have scaled
the results by the measured activities described in Sec. 4. If
only an upper limit was set, this value was used in the scal-
ing. In some cases, we have considered a radiopure alterna-
tive, like in the case of the Micromegas readout planes. For
this component, we have imposed a secular equilibrium of
both 232Th and 238U chains to estimate the activities of
the different isotopes from those of 208Tl and 214Bi, while
we have kept the values reported for 40K and 60Co in [32].
In the case of teflon, we have used the activities reported
by EXO-200, as the values in Table 1 (#8 and #9) are just
upper limits. Finally, for the specific case of argon-based
mixtures, we have considered the isotope 39Ar, which de-
cays by beta-emission (Q = 565 keV) and has a long half-
life (239 yr). It is produced at surface level by cosmogenic
activation and the best way to avoid it is extracting ar-
gon for underground sources. The lowest activities have
been obtained by DarkSide collaboration using this tech-
nique [76]. The components and the activities included in
this first background model of TREX-DM are detailed in
Table 5.
This first background model does not include some in-
ner components like the cabling, the calibration tube and
the pieces used to shield the connectors. Their activities
can be considered small in comparison to other inner com-
ponents. Regarding external components, we have made a
rough estimation of the contribution of the AGET-based
electronics (based on #27 of Table 1), the lead shield-
ing (#2 of Table 1), the environmental gamma flux [77]
and the LSC rock-induced neutrons [80]. Their contribu-
tion to background level will be below 10−1 counts keV−1
kg−1 day−1 if the external shielding is composed of a lead
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Fig. 16 Comparison between real data (black line) and Monte Carlo simulation (blue line) for three analysis observables: the
XY width, σXY (left); the balance of cluster widths, ∆σXY (center); and the Z width, σZ (right); and three energy ranges: 16-28
keV (top); 5-10 keV (center); and 2-4 keV (bottom). Data was acquired when a 109Cd source was situated at a calibration point
of TREX-DM and the detector was filled with Ar+2%iC4H10 at 2 bar. The statistical error of each bin has been graphically
represented by an error bar.
layer of 20 cm thickness and a polyethylene layer of 40 cm
thickness. These contributions and others like cosmogen-
ics, muon-induced neutrons in the surrounding rock or
radon emanation should be simulated using a detailed ge-
ometry of the TREX-DM experiment at LSC.
5.4 Analysis and results
An analysis has been developed to perform event-by-event
signal identification and background rejection using the
topological information provided by the readout planes.
It is based on cluster features of a given x-ray source, as
the expected WIMP-induced recoil signals are point-like
events, whose width is mainly determined by diffusion.
The x-ray analysis is composed of two parts. In the first
one, a veto area of 5 mm thickness at the borders of each
readout plane is used to reject background events, with
a small reduction of the signal efficiency (91.8%). This
veto is specially useful in the case of cosmic muons, as its
acceptance effienciency26 is 7-8% for events in the RoI are
26Defined as the ratio of events in the RoI after and before the
application of the selection criteria.
Table 6 Mean acceptance efficiencies (%) in the RoI (2-7 keV)
of the veto area and the cut defined by cluster features of 109Cd
x-ray lines, for the different components of the TREX-DM ex-
periment, supposing an argon- and neon-isobutane mixture at
10 bar. The efficiency of the cluster cut has been calculated over
the events that have survived the veto area cut. The acceptance
efficiency may vary for the different simulated isotopes of each
component.
Argon Neon
Element Veto area Cluster Veto area Cluster
Muons 7.8 68.9 6.9 48.5
Vessel 78.3 86.2 74.7 78.8
Connect. 81.1 72.7 71.8 78.0
Field cage 65.3 78.5 65.7 78.7
Cathode 67.6 81.7 64.5 73.2
Readouts 55.0 67.3 49.3 38.1
Target 91.8 72.4 - -
kept, as shown in Table 6. It is also powerful for events
coming from the readout surface, as alphas or high energy
electrons are easily rejected. In the rest of the cases, the
rejection power of this selection cut is modest.
22
Sigma in X-Y plane (mm)
0 0.5 1 1.5 2 2.5 3
N
um
be
r o
f e
ve
nt
s 
(%
)
0
1
2
3
4
5
6
Data
Simulation
Sigma difference in X-Y plane (-)
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
N
um
be
r o
f e
ve
nt
s 
(%
)
0
1
2
3
4
5
6
Data
Simulation
Sigma in z direction (mm)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
N
um
be
r o
f e
ve
nt
s 
(%
)
0
0.5
1
1.5
2
2.5
3
3.5
4
Data
Simulation
Sigma in X-Y plane (mm)
0 0.5 1 1.5 2 2.5 3
N
um
be
r o
f e
ve
nt
s 
(%
)
0
1
2
3
4
5
6
Data
Simulation
Sigma difference in X-Y plane (-)
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
N
um
be
r o
f e
ve
nt
s 
(%
)
0
1
2
3
4
5
6
Data
Simulation
Sigma in z direction (mm)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
N
um
be
r o
f e
ve
nt
s 
(%
)
0
0.5
1
1.5
2
2.5
3
3.5
4
Data
Simulation
Sigma in X-Y plane (mm)
0 0.5 1 1.5 2 2.5 3
N
um
be
r o
f e
ve
nt
s 
(%
)
0
1
2
3
4
5
6
Data
Simulation
Sigma difference in X-Y plane (-)
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
N
um
be
r o
f e
ve
nt
s 
(%
)
0
1
2
3
4
5
6
Data
Simulation
Sigma in z direction (mm)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
N
um
be
r o
f e
ve
nt
s 
(%
)
0
0.5
1
1.5
2
2.5
3
3.5
4
Data
Simulation
Fig. 17 Comparison between real data (black line) and Monte Carlo simulation (blue line) for three analysis observables: the
XY width, σXY (left); the balance of cluster widths, ∆σXY (center); and the Z width, σZ (right); and three energy ranges: 16-28
keV (top); 5-10 keV (center); and 2-4 keV (bottom). Data was acquired when a 109Cd source was situated at a calibration point
of TREX-DM and the detector was filled with Ar+5%iC4H10 at 1.2 bar. The statistical error of each bin has been graphically
represented by an error bar.
The second part of the analysis is based on the simula-
tion of a 109Cd source situated inside the vessel but outside
the calibration plastic tube. As shown in Fig. 18, we have
in this way access to an extra x-ray at 3.0 keV, which
is in the RoI. These x-rays are generated by the Lα (at
2.98 keV) and Lβ (at 3.15 keV) lines of the source and are
blocked by the calibration tube in the actual setup. The
3.0 keV and the 22.1 keV x-ray lines are used to generate
the distribution histograms (P ji ) of the three observables
defined in Sec. 5.2: the widths in XY (σXY ) and Z direc-
tions (σZ), and the the width balance (∆σXY ); which are
shown in Fig. 19. Each distribution define the probability
that an observable takes a specific value for simulated sig-
nal events. The two x-ray lines may be absorbed at any
position of the active volume but there is a dependence
with the z-position, i.e., x-rays are mainly absorbed near
the cathode plane. This dependence creates a fiducial effi-
ciency, as wider clusters are expected for events absorbed
near the cathode. By comparing the analysis selection effi-
ciencies for readout planes and the other parts (in Table 6),
we deduce that this effect is less than 25%. In the x-ray
analysis, we have discarded the use of the iron (at 6.4 keV)
and copper K-fluorescences (at 8.0 keV), which are in be-
tween the other lines, as the z-position dependence is more
important: most of the copper fluorescence come from the
central cathode and its events show larger widths; while
iron fluorescence is induced at the Micromegas readout
and its clusters are narrower.
The distribution histograms (P ji ), shown in Fig. 19,
are used to define two likelihood ratios F j of the form
F j = − logL j = −
3∑
i=1
log
(
P ji
1− P ji
)
(6)
for the two x-ray lines: the first ratio is defined by the
3 keV line and is applied for energies up to 10 keV, while
the second one is defined by the 22.1 keV line and is ap-
plied from 10 to 100 keV. For each function F j , an up-
per acceptance limit qj(90%) is calculated by setting an
analysis efficiency of 90%, equivalent to the veto cut. This
means that for each x-ray line, 90% of its events show
cluster features whose corresponding ratio is below the ac-
ceptance limits. The specific values used in this analysis
are detailed for each gas mixture in Table 7. As shown in
Table 6, the acceptance efficiency of this cut is modest:
values 70-80% are obtained, just slightly better than the
analysis efficiency 90%. This analysis should be optimized
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Table 5 Activities and estimated background levels (in keV−1 kg−1 day−1) in the RoI (2-7 keV) of the different components of the
TREX-DM experiment for an argon- and neon-isobutane mixture at 10 bar, using the analysis described in the text. The numbers
with # at reference refer to Table 1. Upper limits of activities are given at 95% C.L. In the specific case of connectors, the 238U limit
has been used for the upper part of the chain, while the 226Rn value has been used for the lower part. The statistical error of these
values is 5%, while the systematic error includes a 30% uncertainty associated to the measurement of the component’s activity, a
60% due to the simulation of the detector response and a 25% for the fiducial efficiency of the analysis. For each component, the
isotopes that gives the main contribution to background level have been specified for discussion purposes.
Radioactive isotopes Background level Main
Component Ref. Unit 232Th 238U 40K 60Co Others Argon Neon contr.
Muon flux [77] s−1 m−2 5× 10−3 0.019 0.029 -
Vessel #4 µBq/kg < 4 < 12 < 61 < 0.079 < 0.093 238U
Connectors #17 mBq /pc 1.2 < 25 7.3 < 0.1 226Rn: 4.5 0.61 0.90 232Th,238U
Field cage [78] µBq/kg < 1.2 < 9.7 < 10.0 < 0.00096 < 0.0012 238U
Cathode #4 µBq/kg < 4 < 12 < 61 < 0.0042 < 0.0046 232Th,238U
Readouts [32, 64] nBq/cm2 < 120 < 110 6× 104 < 3000 3.35 3.34 40K, 60Co
Target [79] mBq/kg 39Ar: 0.73 0.084 - -
Total background level 4.15 4.43
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Fig. 19 Distribution histograms of the XY width (left) and Z width (right) for the x-ray events at 3.0 and 22.1 keV generated
by the simulation of a 109Cd source situated inside the vessel but outside the calibration plastic tube, when it is filled with
Ar+2%iC4H10 (black and blue lines) and Ne+2%iC4H10 (dashed magenta and orange lines) at 10 bar.
Table 7 Summary of the cluster-based analysis parameters:
x-ray lines, selection and application energy ranges and upper
acceptance limits in argon- and neon-isobutane mixtures.
Line Energy range (keV) Upper limit
(keV) Selection Aplication Argon Neon
3.0 2.0-4.0 0.0-10.0 13.25 13.75
22.1 21.0-23.0 10.0-100.0 11.75 11.05
in future by including the dependence of cluster widths
with energy and z-position.
Once the likelihood ratios and the acceptance limits
have been defined, the observables of all events in the
simulation-sets are calculated. For each component and
isotope, an energy spectrum with the events that survive
the selection criteria is then generated and scaled by the
isotope activity, the mass of the component and the to-
tal active mass. Finally, the spectra are summed for each
component, which results in the background spectra for
the argon- and neon-isobutane shown in Fig. 20.
Each background spectrum has a flat and continu-
ous component in a wide range of energies, generated by
gamma events that have suffered a Compton process. This
flat spectrum decays at high energy due to an efficiency
loss. At low energies, clusters show a shorter XY -width
and a larger Z-width in comparison to 3 keV x-rays clus-
ters (see Fig. 19), which causes a signal loss. These dif-
ferences are due to the energy dependences discussed in
Sec. 5.1. Apart from that, there are two intense peaks at
6.4 and 8.0 keV, which respectively correspond to the iron
and copper K-fluorescences. These events are induced at
the Micromegas readout plane and the central cathode by
gammas. Finally, the contributions of the cathode, the Mi-
cromegas readout and the field cage show other lines be-
tween 10 and 20 keV, mainly generated by the x-ray lines
of 228Ac (at energies of 13.0, 16.2 and 19.0 keV), 212Bi (at
14.6 keV) and 214Pb (at 12.9 keV).
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Fig. 20 Simulated background spectrum expected in TREX-DM experiment (black line) during a physics run at LSC if operated
in Ar+2%iC4H10 (left) or Ne+2%iC4H10 at 10 bar. The contribution of the different simulated components is also plotted: external
muon flux (red line), vessel contamination (blue line), connectors (magenta line), field cage (green line), central cathode (cyan
line), Micromegas readout planes (orange line) and 39Ar isotope for the argon case (violet line).
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Fig. 18 Simulated energy spectra generated by a 109Cd source
situated inside the vessel but outside the calibration plas-
tic tube, when it is filled with Ar+2%iC4H10 (red line) and
Ne+2%iC4H10 (dashed blue line) at 10 bar. The two energy
spectra have been normalized to the total number of events
for the comparison. The source generates two intense lines
at 22.1 keV (Kα) and 24.9 keV (Kβ) and two other ones at
2.98 keV (Lα) and 3.15 keV (Lβ), which cannot be separated
due the energy resolution of the detector. The iron and copper
K-fluorescences, induced by the source at the Micromegas read-
out plane and the central cathode, are also present at 6.4 and
8.0 keV, respectively. In the case of the argon target, there is an
extra contribution at 3.0 keV line by the argon K-fluorescence
(at 2.96 keV).
The estimated background level in the RoI (2-7 keV)
and its different contributions are detailed in Table 5. For
the argon-(neon-) isobutane mixture, the total background
level is 4.15 (4.43) counts keV−1 kg−1 day−1. The statisti-
cal error of these values is 5%, while the systematic error
includes a 30% uncertainty associated to the measurement
of the component’s activity, a 60% due to the simulation of
the detector response and a 25% for the fiducial efficiency
of the analysis. For both gases, the main contribution (81%
and 75% of background events, respectively) is due to the
readout planes, followed by the connectors (15% and 20%)
and the vessel (2%). In the case of argon, the contribution
by the 39Ar isotope is similar to the vessel one.
According to this estimation, we can conclude that a
background level of 1 − 10 counts keV−1 kg−1 day−1 is
feasible if the final configuration of TREX-DM experiment
follows these conclusions:
– Readout planes: the proposed strategy of building
them only of copper and kapton, using either the mi-
crobulk techology or a radiopure version of the actual
bulk ones, will give a contribution to background level
of 3.35 (3.34) counts keV−1 kg−1 day−1. For bulk tech-
nology, it is already a big step as the actual bulk read-
outs are dirty in terms of radiopurity (104 worse).
The limiting activity in background prospects is due
to 40K and, in a factor 5 lower, to 60Co. For this rea-
son, to further reduce this contribution, the activity
of 40K should be measured with better sensitivity. It
may improve, as it happens for 238U from [32] to [64],
as the first quantification was near the sensitivity lim-
its of the germanium detector. If it is not the case, its
origin should be found and the readout construction
technique should be improved in radiopurity terms.
– Connectors: the actual strategy of shielding them
with a 0.5 cm-thick layer of copper and a 0.5 cm-
thick layer of lead gives an estimated contribution of
0.61 (0.90) counts keV−1 kg−1 day−1. To reach lower
values, they should be better shielded or put further
away from the active volume. In the proposed design
for LSC, they will put behind the copper basements
and will be shielded by a 6 cm-thick layer of copper.
– Gas: the actual strategy of using argon extracted from
underground sources gives an estimated contribution
of 0.084 counts keV−1 kg−1 day−1. The use of atmo-
spheric argon should be discarded as the contribution
of 39Ar to background may increase a factor ∼ 103 [79].
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6 Sensitivity to low-mass WIMPs
TREX-DM could be sensitive to a relevant fraction of the
low-mass WIMP parameter space. Figure 21 shows 90%
confidence level projected sensitivity of TREX-DM assum-
ing a total exposure of 1 kg·yr in argon (black thick lines)
and neon-based (green thick lines) gas mixtures, under
two assumptions on a flat-shaped background level (10
and 1 keV−1kg−1day−1, respectively) and for an energy
threshold of 0.4 keVee in the first scenario (solid lines) and
0.1 keVee in the latest (dotted lines). The dashed lines
represent the sensitivity of a future detector for 0.1 keVee
threshold, 0.1 keV−1kg−1day−1 and 10 kg·yr exposure.
The projected exclusion curves have been derived us-
ing a binned Poisson method [18] with background sub-
traction. This simple method works relatively well in case
of large background levels, like ours. The Poissonian prob-
ability p of observing N or more events, where N = s+ b,
being s and b the signal and background events, is p =∑∞
k=s+b
e−bbk
k! , from which we can derive an exclusion con-
tour at 1−α confidence level by looping on the scattering
cross-section σN , for each WIMP mass, until p < α, being
α set at 0.1. As the quenching factor of neither gaseous ar-
gon nor neon has been measured yet, we have considered
the parametrization described in Eq. 1 and 2. According
to this model, our energy threshold prospects of 0.4 and
0.1 keVee expressed as nuclear recoil energy would be 2
and 0.6 keVnr, respectively.
In the calculation we have used a standard WIMP
halo model with Maxwell-Boltzmann velocity distribution,
though this model is known to be an oversimplification [81],
and standard values of the astrophysical parameters: local
dark matter density ρ0 = 0.3 GeV/c2, local velocity v0 =
220 km/s, laboratory velocity vlab = 232 km/s and vesc =
544 km/s. We have also assumed that the WIMP couples
identically to neutrons and protons, though different cou-
pling values are generically available [82].
It is shown that under these hypotheses the experiment
could reach higher sensitivity to low-mass WIMPs (mχ <
8 GeV) than many of the current experiments, and could
exclude the “region of interest” invoked by some positive
interpretations of some Dark Matter experiments.
7 Conclusions and outlook
New detection techniques, focused on the use of light tar-
get nuclei together with low energy thresholds, are needed
to explore the low-mass range of the WIMP parameter
space. Recent advances in radiopure Micromegas read-
out planes for gaseous TPCs and in electronics are im-
proving the low-background prospects and scalability of
Micromegas-based TPCs. If we add to these features the
tracking capabilities and the low intrinsic energy thresh-
old, they are a good detection option for the search of
low-mass WIMPs. In this context, we present TREX-DM,
a prototype built to test this concept. It is designed to
host an active detection mass of ∼0.300 kg of Ar at 10
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Fig. 21 90% confidence level projected sensitivity of TREX-
DM assuming an exposure of 1 kg·y in argon (black thick lines)
and neon (green thick lines) with a conservative (solid) and
realistic (dotted) assumptions on the background levels of 10
and 1 keV−1kg−1day−1, respectively, and an energy thresh-
old of 0.4 keVee for the first scenario and 0.1 keVee for the
latest. The dashed lines represent the sensitivity of an up-
graded detector with 0.1 keVee threshold, 0.1 keV−1kg−1d−1
and 10 kg·y exposure. Closed contours shown are CDMS II
Si [83] (blue, 90% C.L.), CoGeNT [15] (dark gray, 90% C.L.),
CRESST-II [16] (magenta, 95% C.L.), and DAMA/LIBRA [14]
(tan, 90% C.L.). For comparison we also show 90% C.L. exclu-
sion limits from SuperCDMS [7] (orange), CDMSlite [23] (ma-
genta), LUX [3] (red), and CDEX1 [22] (purple) and CRESST-
II 2015 [84] (blue). The brown shaded region corresponds to the
sensitivity limit imposed by the solar neutrino coherent scatter-
ing background [85].
bar, or alternatively ∼0.160 kg of Ne at 10 bar and fully
built with radiopure materials.
The experiment consists of a copper vessel divided
into two active volumes, each of them equipped with a
field cage and a bulk Micromegas readout plane. Signals
are extracted from the vessel by flat cables and are read
by an AFTER-based electronics. Each side is calibrated
at four different points by a 109Cd source. The experi-
ment has been successfully built and commissioned and
the first calibration data in Ar+2%iC4H10 have been de-
scribed in detail. The role of the quencher quantity will be
further studied in the near future. A better performance
has been observed with a 5% isobutane at atmospheric
pressure [53, 86] but so much quencher may degrade the
detector performance at high pressure. Neon-based mix-
tures will be also studied, which are expected to show
higher gains and a better energy resolution, as theoreti-
cally shown in [74] and practically shown in [47, 86].
Several changes are planned for a physics run at the
Canfranc Underground Laboratory (LSC), mainly at the
26
external support and shielding, the gas, the calibration
system, the readout plane and the electronics. The ac-
tual aluminum support structure should be replaced by
a copper-based one, cleaner in terms of radiopurity. The
structure should also be compatible with a lead shield-
ing to reduce the effect of the external gamma flux and
a polyethylene shielding to remove neutrons. Other sys-
tems will also be affected like the gas and vacuum systems,
which should be made of copper near the vessel.
The new gas system is being designed to work in either
open or close loop; and to recover the gas using cryogenic
nitrogen. By this way, precious gases could be used in fu-
ture. The gas should no contain significant amounts of ra-
dioactive isotopes. Very light gases like neon do not have
any but for instance, natural argon contains an unaccept-
able amount of 39Ar which could increase the background
level of the experiment. The DarkSide collaboration has
proven that argon from underground sources has negligi-
ble levels, and its use in large scales is feasible. Either neon
or underground argon will be used in the final setup.
The calibration system will be automatize to minimize
the number of openings of the shielding and an extra x-ray
line at lower energies will be included. Several options are
being studied: the fluorescence of neon at 0.85 keV, the
use of a movable 55Fe source (5.9 keV x-rays) installed at
one of the two free ports of the vessel or the dilution of
37Ar (0.25 and 2.6 keV x-rays) in the gas.
About the readout plane, two materials must be re-
placed by clean ones, in terms of radiopurity: FR4 PCB,
present at the readout plane, and Liquid Crystal Polymer,
present at the connectors. Both changes are technically
feasible in the near future: a microbulk Micromegas read-
out built only out of kapton and copper, and connectors
made of silicone. The microbulk plane will be glued on a
radiopure copper support, to give mechanical strength to
the readout, while the routing of the signal channels will
be extracted via a flexible card that is the continuation of
the same kapton-copper foil. This cable brings the signals
far enough from the readout, so as connectors could be
additionally shielded far from the active volume.
Finally, a new electronics, based on the AGET chip,
will be implemented. Its trigger will be generated individ-
ually by each single strip signal, which will reduce the en-
ergy threshold down to 0.1 keVee. In the best noise condi-
tions of the actual setup, an energy threshold of 0.60 keVee
was measured for a readout gain of 103. The final setup
should keep at least the same noise level and reach the
same gain. There are good prospects for microbulk tech-
nology to reach operational gains much higher than 103 in
either argon or neon at 10 bar, as shown in [49] for argon-
isobutane mixtures and quencher percentages of 0.5-2%.
During the design and construction of TREX-DM, a
material screening program (mainly based on germanium
gamma-ray spectrometry) was undertaken to evaluate the
radioactivity of all the relevant components of the detec-
tor and surrounding materials. These results have been
used to build a first background model of the experiment,
in combination with the full simulation of the detector’s
response and an analysis optimized to discriminate point-
like events from complex topologies. Based on this first
model, the background level of this detection concept has
been estimated in 1-10 counts keV−1 kg−1 day−1 for en-
ergies in 2-7 keVee. Supposing a flat-shape background for
lower energies and an energy threshold of 0.4 keVee or
below, TREX-DM could reach higher sensitivity to low-
mass WIMPs than many of the current mainstream exper-
iments, and could exclude the region of interest invoked by
some positive interpretations of some Dark Matter exper-
iments.
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