In the presence of heteroscedasticity, OLS estimates are unbiased, but the usual tests of significance are generally inappropriate and their use can lead to incorrect inferences. Tests based on a heteroscedasticity consistent covariance matrix (HCCM), however, are consistent even in the presence of heteroscedasticity of an unknown form. Most applications that use a HCCM appear to rely on the asymptotic version known as HC0. Our Monte Carlo simulations show that HC0 often results in incorrect inferences when N ≤ 250, while three relatively unknown, small sample versions of the HCCM, and especially a version known as HC3, work well even for N 's as small as 25. We recommend that: 1) data analysts should correct for heteroscedasticity using a HCCM whenever there is reason to suspect heteroscedasticity; 2) the decision to use a HCCM-based tests should not be determined by a screening test for heteroscedasticity; and 3) when N ≤ 250, the HCCM known as HC3 should be used. Since HC3 is simple to compute, we encourage authors of statistical software to add this estimator to their programs.
Introduction
It is well known that when the assumptions of the linear regression model are correct, ordinary least squares (OLS) provides efficient and unbiased estimates of the parameters. Heteroscedasticity occurs when the variance of the errors varies across observations. When the errors are heteroscedastic, the OLS estimator remains unbiased, but becomes inefficient. More importantly, the usual procedures for hypothesis testing are no longer appropriate. Given that heteroscedasticity is common in crosssectional data, methods that correct for heteroscedasticity are essential for prudent data analysis.
A variety of statistical methods correct for heteroscedasticity by weighting each observation by the inverse of the standard deviation of the error (see, for example, Greene 2000:512-157 or Carroll and Ruppert 1988:9-61) . The resulting coefficient estimates are efficient and unbiased, with unbiased estimates of the standard errors.
When the form and magnitude of heteroscedasticity are known, using weights to correct for heteroscedasticity is very simply using generalized least squares. If the form of heteroscedasticity involves a small number of unknown parameters, the variance of each residual can be estimated first and these estimates can be used as weights in a second step.In many cases, however, the form of heteroscedasticity is unknown, which makes the weighting approach impractical. When heteroscedasticity is caused by an incorrect functional form, it can be corrected by making variance-stabilizing transformations of the dependent variable (see, for example, Weisberg 1980:123-124) or by transforming both sides (Carroll and Ruppert 1988:115-173) . While this approach can provide an efficient and elegant solution to the problems caused by heteroscedasticity, when the results need to be interpreted in the original scale of the variables, nonparametric methods may be necessary (Duan 1983; Carroll and Ruppert 1988:136-139) . As noted by Emerson and Stoto (1983: 124), "...re-expression moves us into a scale that is often less familiar." Further, if there are theoretical reasons to believe that errors are heteroscedastistic around the correct functional form, transforming the dependent variable is inappropriate.
An alternative approach, which is the focus of our paper, is to use tests based on a heteroscedasticity consistent covariance matrix, hereafter HCCM. The HCCM provides a consistent estimator of the covariance matrix of the regression coefficients in the presence of heteroscedasticity of an unknown form. This is particularly useful when the interpretation of nonlinear models that reduce heteroscedasticity is difficult, a suitable variance-stabilizing transformation cannot be found, or weights cannot be estimated for use in GLS. Theoretically, the use of HCCM allows a researcher to easily avoid the adverse effects of heteroscedasticity even when nothing is known about the form of heteroscedasticity.
The development of the HCCM can be traced to the early work of Eicker (1963 Eicker ( , 1967 and Huber (1967) . White (1980) introduced this idea to econometricians and derived the asymptotically justified form of the HCCM known as HC0. In a later paper, MacKinnon and White (1985) raised concerns about the performance of HC0 in small samples and presented three alternative estimators known as HC1, HC2, and HC3. While these estimators are asymptotically equivalent to HC0, they were expected to have superior properties in finite samples. Based on limited Monte Carlo evidence, MacKinnon and White (1985) recommended that in small samples one should use HC3. Based on further simulations, Davidson and MacKinnon (1993:554) later recommended strongly that HC2 or HC3 should be used in favor of HC0.
In Section 3 we argue that researchers and software vendors are unaware of or unconvinced by the limited evidence regarding the small sample properties of HC0.
Our objective in this paper is to provide extensive and, we hope, convincing evidence for the superiority of HC3. While no Monte Carlo simulation can cover all variations that might influence the properties of the statistics being studied, our simulations explore a wide range of situations that are common in cross-sectional data. The next section begins by reviewing the effects of heteroscedasticity and defining four versions of the HCCM for the linear regression model. Section 3 assesses current practice in using HCCMs. Section 4 describes the simulations which are presented in Section 5. Overall, our results indicate that data analysts should change the way in which they use heteroscedasticity consistent standard errors. To this end, software vendors need to make simple changes to their software that could result in substantial improvements in the application of the linear regression model.
HCCM for the Linear Regression Model
Using standard notation, the linear regression model can be written as
where E (ε) = 0 and E (εε 0 ) = Φ, a positive definite matrix. Under this specification, the OLS estimator b β = (X 0 X) −1 X 0 y is best linear unbiased with:
If the errors are homoscedastic, that is Φ = σ 2 I, Equation 1 simplifies to:
Defining the residuals e i = y i − x i b β, where x i is the ith row of X, we can estimate the OLS covariance matrix of estimates as:
where N is the sample size and K is the number of elements in β. 
, which results in:
HC0 is the most commonly used form of the HCCM and is referred to variously as the White, Eicker, or Huber estimator. As shown by White (1980) and others, HC0 is a consistent estimator of Var ³ b β´in the presence of heteroscedasticity of an unknown form.
MacKinnon and White (1985) considered three alternative estimators designed to improve the small sample properties of HC0. The simplest adjustment, suggested by Hinkley (1977) , makes a degrees of freedom correction that inflates each residual by a factor of p N/ (N − K). With this correction, we obtain the version known as HC1:
HC0
To understand the motivation for the second alternative, we need some basic results from the analysis of outliers and influential observations (see, for example, Belsley et al. 1980:13-19; Greene 1997:444-445) . Recall that b Φ in Equation 4 is based on the OLS residuals e, not the errors ε. Even if the errors are homoscedastistic, the residuals will not be. Specifically, if we define
Var
Since 1/N ≤ h ii ≤ 1 (Belsley et al. 1980:13-19) , Var(e i ) underestimates σ 2 . Equation 5 suggests that while e 2 i is a biased estimator of σ
This led MacKinnon and White (1985) , based on work by Horn, Horn, and Duncan (1975) , to propose:
A third variation approximates a more complicated jackknife estimator of Efron (1982, as cited by MacKinnon and White 1985) :
, which is thought to adjust for the "overinfluence" of observations with large variances.
All four HCCM estimators are easy to program since they are functions of statistics routinely computed by standard regression packages. (Greene 1999) , it took 66% longer to compute any of the HCCMs compared to OLSCM. Clearly, the added time to compute these estimates is feasible
given current computing power.
Current Practice
The number of applications that use HCCMs is increasing rapidly, especially in the social sciences. However, MacKinnon and White's recommendation against using HC0 in small samples appears to be unknown or unconvincing to most researchers and software vendors. Our conclusion is based on several sources of information.
First, Table 1 shows that HC0 is the most common form of the HCCM estimated by 12 statistical packages, including a range of general and specialized packages.
3
HC2 and HC3 are available only in Stata and TSP. While all forms of the HCCM can be programmed in packages such as LIMDEP, S-Plus, or GAUSS, it is unlikely that many users will do this. Second, in the 1996 edition of Social Science Citation, White's (1980) paper which discusses only HC0 was cited 235 times compared to only 8 citations to MacKinnon and White (1985) . Third, while many recent texts discuss HC0 (e.g., Amemiya 1994; Fox 1997; Goldberger 1991; Gujarati 1995; Judge et al. 3 Table 1 is based on our familiarity with these packages as well as a review of documentation, web sites for the packages, and, in some cases, calls to technical support. We apologize for missing any features of the software.
Package Version HC0 HC1 HC2 HC3
Note: ¥=default option; £=yes; ¤=can be progammed; ®=not available. 1988; and Maddala 1992), we found only two that discuss the small sample properties of HC0 (Davidson and MacKinnon 1993; Greene 1997) . Finally, we reviewed 32 of the 240 articles in the 1996 Social Science Citation Index that cited either White (1980) or MacKinnon and White (1985) . Only one paper used a small sample version of the HCCM, even though half of the papers had samples that our results suggest are too small to justify the use of HC0. We now turn to those simulations.
Monte Carlo Experiments
Monte Carlo simulations were used to examine the small sample behavior of tests using the OLSCM and the four versions of the HCCM presented above. Each simulation was based on the model:
where characteristics of the x's and ε's were varied to simulate data typically found in cross-sectional research. The independent variables had a variety of distributions, including uniform, bell-shaped, skewed (to increase the likelihood of sampling points of high leverage), bimodal, and binary. Correlations among the x's ranged from .2 to .8. And, the effect of the variance of the errors was examined by running simulations with R 2 's ranging from .2 to .7. Heteroscedasticity was introduced by allowing the variance of the errors to depend on the independent variables in six ways, corresponding to Structures 1 through 6.
As a simple measure of the extent of heteroscedasticity, we sorted the data by each 
Note: ε * had either a z, t 5 , or χ 2 5 distribution. We also computed the percent of times out of 1,000 replications that the BreuschPagan test for heteroscedasticity was statistically significant at N = 25, 50, and 100.
These percentages, which are not reported, tracked closely with our simple measures of the ratio of the variances.
For each error structure and combination of types of variables, we ran simulations as follows:
Data Generation of the Population: 100,000 observations for the independent variables (x's) were constructed and saved to disk. Random errors ε were generated according to the error structure being evaluated. These were used to construct the dependent variable y according to Equation 6.
Simulations: 1,000 random samples without replacement were drawn for N = 25, 50, 100, 250, 500, and 1,000. Regressions were estimated and hypothesis tests were computed for each sample at each sample size. The estimates of the β's and t-statistics using the OLSCM and the four HCCMs were saved.
Evaluating Size and Power. To evaluate size, the null hypothesis was H 0 : β k = β * k , where β * k is the population value from a regression using all 100,000 observations. We compared the nominal significance level to the proportion of times that the correct H 0 was rejected over the 1,000 replications at a given sample size. For power, the empirical significance level is the proportion of times the false hypothesis H 0 : β k = 0 was rejected over 1,000 replications. Power curves for values from 2 below to 2 above the population value were also computed. While size and power were examined at the .05 and .10 nominal levels, the findings were similar so only results for the .05 level are presented.
These simulations were used to evaluate three situations in which the HCCM might be used. First, we examine the cost of using a HCCM-based test when errors are homoscedastic. Second, we compare results using OLSCM tests and the HCCM tests when there is heteroscedasticity. Finally, we use examine the consequences of using a test for heteroscedasticity to determine whether HCCM tests should be used. For each application, we present a few results that highlight our major findings. Full details, including computer code, are available at http://www.indiana.edu/~jslsoc/hccm.htm
Homoscedastistic Errors
The first question is to consider the consequences of correcting unnecessarily for heteroscedasticity when the errors are homoscedastic. 3) Power curves (not shown) for tests that β k has values ranging from 2 below to 2 above the true value show that the results in Figure 1 hold for other false hypotheses.
Summary. Overall, the greatest size distortion is seen for HC0 with small samples. At N = 25, HC0 rejects the true null hypothesis over twice as often as it should.
HC1 cuts the size distortion in half, and HC2 and HC3 have distortion of less than .02. By N = 100, the properties of the HCCM tests are nearly identical to those using OLSCM, with the exception of HC0. By N = 1, 000, the results from all types of tests are indistinguishable. Thus, for tests with samples of 250 or more, there is very little distortion introduced by using any of the HCCM-based tests when the errors are homoscedastistic. For smaller samples, HC3 performs nearly as well as OLSCM.
Heteroscedastistic Errors
While OLSCM tests are superior to the HCCM-based tests when errors are homoscedastistic, for the types of heteroscedasticity that we consider, OLSCM tests are biased. Figure 2 plots the size properties of each test when the errors have a χ 2 5
distribution with the scedasticity function: ε i = τ √ x i3 + 1.6 ε * . This error structure (Structure 2 in Table 2 ) has a moderate amount of heteroscedasticity.
Size. The four panels of Figure 2 correspond to tests of the four β k 's from Equation 6. While the findings in this figure are for a single error structure, they are representative of the results for other heteroscedastistic structures. The key findings are: 1) Heteroscedasticity does not affect tests of each coefficient to the same degree. In general, HC3 is superior for tests of coefficients that are most affected by heteroscedasticity (e.g., β 3 ). HC2 is somewhat better for tests of coefficients that are least affected by heteroscedasticity (e.g., β 1 ). 2) When size distortion is found in OLSCM tests, it does not decrease as the sample size increases. For example, the empirical size of the OLSCM test of β 3 increases to nearly .15 as the sample increases.
3) For N ≤ 50, OLSCM tests always do better than HC0-based tests and generally do as well or better than tests using HC1.
By comparing the results from simulations with each of the heteroscedasticity structures described in Table 2 , we conclude: 1) With milder forms of heteroscedasticity (e.g., Structures 1 and 2), tests using OLSCM work quite well for all sample sizes. 2) With more extreme forms of heteroscedasticity (e.g., Structures 3 and 4), OLSCM tests have size distortion that increases with sample size.
Power. testing other hypotheses (results not included): 1) OLSCM tests are most powerful, but this is because of the size distortion of these tests. For N ≥ 250, the size adjusted power is smaller for the OLSCM tests than for other tests. 2) HC3 tests are the least powerful of the HCCM tests, followed by HC2 and HC1. These differences are largest for tests of β 3 . However, after adjusting the power for size distortion, these differences are greatly reduced. 3) For N ≥ 250, there are no significant differences in the power of tests based on different forms of the HCCM.
Summary. Overall, for N ≥ 500, there is little difference among tests using different forms of the HCCM. For N ≤ 250, tests based on HC2 and HC3 perform much better than those based on HC1 or HC1. In tests of those coefficients which are most affected by heteroscedasticity, HC3-based tests were almost always superior to those based on HC2, HC1, and HC0. This is a major advantage of HC3.
Screening for Heteroscedasticity
Before making our final recommendations on how the data analyst should correct for heteroscedasticity, we consider the consequences of using a test for heteroscedasticity to determine whether HCCMs should be used. To this end, we ran the following twostep simulation that models the process we have seen frequently in applied papers. when an HC3 test was used if the White test detected heteroscedasticity, otherwise an OLSCM tests was used. Since the White test has less power in small samples, the twostep process uses the OLSCM test more frequently when N is smaller. Consequently, for small N 's the two-step tests have similar size properties to the standard OLSCM test. As the power of the screening test increases along with the sample size, the size of the two-step tests converge to those of HC3 tests. The overall conclusion is clear: a test for heteroscedasticity should not be used to determine whether HCCM-based tests should used. Far better results are obtained by using HC3 all of the time.
Summary and conclusions
In this paper, we have explored the small sample properties of tests using four versions of the HCCM in the linear regression model. Our results lead us to the following conclusions:
1. If there is an a priori reason to suspect that there is heteroscedasticity, HCCMbased tests should be used.
2. For samples less than 250, HC3 should be used; when samples are 500 or larger, other versions of the HCCM can be used. The superiority of HC3 over HC2 lies in its better properties when testing coefficients that are most strongly affected by heteroscedasticity.
3. The decision to correct for heteroscedasticity should not be based on the results of a screening test for heteroscedasticity.
Given the relative costs of correcting for heteroscedasticity using HC3 when there is homoscedasticity and using OLSCM tests when there is heteroscedasticity, we recommend that HC3-based tests should be used routinely for testing individual coefficients in the linear regression model. While no Monte Carlo study can include all possible situations that can be encountered in practice, the consistency of our results across a wide variety of structures adds credence to our recommendations. The biggest practical obstacle to following our advice is the lack of software to estimate HC3. Even though it is quite simple to program HC3, it is not available in most statistical packages and is the default in only one package. We hope that our results will encourage authors of statistical software to add this estimator to their programs.
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