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Abstract
Consider a self-similar space X . A typical situation is that X looks like several
copies of itself glued to several copies of another space Y , and Y looks like sev-
eral copies of itself glued to several copies of X , or the same kind of thing with
more than two spaces. Thus, the self-similarity of X is described by a system of
simultaneous equations. Here I formalize this idea and the notion of a ‘universal
solution’ of such a system. I determine exactly when a system has a universal
solution and, when one does exist, construct it.
A sequel [Lei2] contains further results and examples, and an introductory ar-
ticle [Lei3] gives an overview.
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Introduction
Statements of self-similarity are of two kinds: local and global. Local state-
ments say something like ‘almost any small pattern observed in one part of the
object can be observed throughout the object, at all scales’. See for instance
Chapter 4 of Milnor [Mil], where such statements are made about Julia sets of
complex rational functions. Global statements say something like ‘the whole
object consists of several smaller copies of itself glued together’; more generally,
there may be a whole family of objects, each of which can be described as several
objects in the family glued together. Put another way, the contrast is between
bottom-up and top-down. This paper and its sequel [Lei2] introduce a theory
of global, or top-down, self-similarity.
Statements of self-similarity can also be divided into the glamorous and the
mundane. Fractal spaces such as Julia sets, the Cantor set, and Sierpin´ski’s
gasket are certainly self-similar, but there is self-similarity to be found in more
everyday objects. For instance, any n-manifold is as locally self-similar as could
be: every point is locally isomorphic to every other point. The closed interval
[0, 1] is globally self-similar, being isomorphic to two copies of itself glued end
to end. We will see that [0, 1] is, in a precise sense, universal with this property
(Freyd’s Theorem, 1.2). In the same way, barycentric subdivision expresses
the topological n-simplex ∆n as the gluing-together of several smaller copies of
itself, and this leads to a universal characterization of the sequence (∆n)n≥0
among all sequences of topological spaces [Lei2, 2.12].
The shape of this paper can be explained by analogy with linear simultaneous
equations.
a. Consider a sequence x = (x1, . . . , xn) of scalars and a system of n simul-
taneous equations, the ith of which expresses xi as a linear combination
of xjs (that is, xi =
∑
j mijxj).
b. The coefficients can be encoded as an n× n matrix M .
c. The system can be written as x = Mx, and we are interested in finding
solutions.
d. We consider only nondegenerate solutions x 6= 0.
e. We may decide to consider only nondegenerate systems of equations, that
is, those for which M is nonsingular (x nondegenerate implies Mx nonde-
generate).
f. There are explicit conditions on M equivalent to the existence of a non-
degenerate solution of the system (for instance, det(M − I) = 0).
g. In the case that a nondegenerate solution exists, it can be constructed
algorithmically.
Here are the analogous steps for self-similarity equations.
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a. Consider a family X = (Xa)a∈A of spaces and a system of simultaneous
equations, one for each a ∈ A, expressing each Xa as a gluing-together of
Xbs (§1).
b. The gluing formulas can be encoded as a ‘two-sided A-module’ M (§1).
c. The system can be written as X ∼= M ⊗ X . The linear analogy is a
simplification: there we had scalars, which are either equal or not, but here
we have spaces, which may be equal, isomorphic, or merely connected by
a map in one direction or the other. We are interested in ‘M -coalgebras’,
that is, pairs (X, ξ) where ξ : X ✲ M⊗X . We are especially interested
in M -coalgebras (X, ξ) possessing a certain universal property. If this
property holds then ξ is an isomorphism, so we call such an (X, ξ) a
‘universal solution’ of the system (§§1, 3).
d. We consider only ‘nondegenerate’ families X (§§1, 2).
e. We consider only nondegenerate systems of equations, that is, those for
which M is a ‘nondegenerate’ module (X nondegenerate implies M ⊗X
nondegenerate: §§1, 2).
f. There is an explicit condition on M equivalent to the existence of a uni-
versal solution of the system (§4 and Appendix A; I claim no analogy with
determinants).
g. In the case that a universal solution exists, it can be constructed algorith-
mically (§§4–6).
The second paper in this series [Lei2] shows how to recognize universal solutions,
gives examples, classifies those spaces that are self-similar in at least one way,
and uses this classification to reprove some classical results in topology.
Self-similarity is regarded here as intrinsic structure: there is no ambient
space. (Contrast iterated function systems.) This is like considering abstract
groups rather than groups of transformations, or abstract manifolds rather than
manifolds embedded in Rn.
I have been referring to ‘spaces’ with self-similar structure. Here and
in [Lei2], the types of space considered are sets and general topological spaces.
It may be possible to extend the theory to encompass other types of space, hence
other types of self-similarity: conformal, statistical, type-theoretic (in the sense
of computer science), and so on. The formal mechanism would be to replace
the category of sets, which plays a basic role in the theory presented here, by a
different category of spaces.
Another long-term goal is to develop the algebraic topology of self-similar
spaces, for which the usual homotopical and homological invariants are often
useless: in the case of a connected self-similar subset of the plane, for example,
they only give us π1, which is typically either infinite-dimensional or trivial.
However, a description by a set of self-similarity equations is discrete and so
might provide useful invariants.
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Various other theories are related to this one. Symbolic dynamics [LM] seems
most closely related to the case of discrete self-similarity systems, studied in §4
of [Lei2]. Iterated function systems ([Fal], [Hut]) are related, but differ crucially
in that they take place inside a fixed ambient space; see Examples 2.10 and 2.11
of [Lei2] for more. There is also a paper of Barr [Barr] with obvious similarities to
the present work. He discusses terminal coalgebras for an endofunctor, and the
metrics associated with them. However, the class of endofunctors he considers
is almost disjoint from the class considered here: the categories on which his
endofunctors act always have a terminal object, and his terminal coalgebras can
be constructed as limits (compare 4.2 below).
Notation and terminology The natural language for this theory is that of
categories. The following concepts are used; they are all explained in [Mac].
Let I be a small category and E any category. A diagram of shape I (or
over I) in E is a functor D : I ✲ E. A cone on D is an object X of E
together with a map pi : X ✲ Di for each i ∈ I, such that (Du) ◦ pi = pj for
any map u : i ✲ j in I. When the cone has a certain universal property, it
(or abusively, the object X) is called the limit of D. Cocones and colimits
are defined dually.
More generally, let F : Iop × I ✲ E. A wedge on F is an object X of E
together with a map pi : X ✲ F (i, i) for each i ∈ I, such that F (1, u) ◦ pi =
F (u, 1) ◦ pj for any map u : i ✲ j in I. When the wedge has a certain universal
property, it (or X) is called the end of F , written X =
∫
i
F (i, i). Coends are
defined dually and written X =
∫ i
F (i, i).
(Co)limits are a special case of (co)ends: given D : I ✲ E, define F (i, j) =
Dj; then
∫
i
F (i, i) is the limit of D. So it is reasonable and convenient to write∫
i
Di for the limit of D, when it exists. Dually,
∫ i
Di is the colimit of D.
The sum (coproduct) of a set-indexed family (Di)i∈I of objects is written∑
iDi. If Di = Y for all i then the sum is written I × Y . The sum of a finite
family D1, . . . , Dn of objects is written D1 + · · ·+Dn, or 0 if n = 0.
Given categories A and B, the category whose objects are functors from A
to B and whose morphisms are natural transformations is written [A,B].
A discrete category is one in which the only maps are the identities. Small
discrete categories are therefore just sets.
Top is the category of all topological spaces and continuous maps.
The set N of natural numbers is taken to include 0.
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Figure 1-A: (a) The Julia set of (2z/(1 + z2))2; (b), (c) two subsets, rescaled.
(Image by Jon Nimmo; see also [Mil, Fig. 2] and [PR, Fig. 53])
1 Self-similarity systems
This section concerns two definitions:
• a ‘self-similarity system’ is a small category A together with a finite non-
degenerate module M : A +✲ A
• a ‘universal solution’ of a self-similarity system (A,M) is a terminal M -
coalgebra.
I will explain all this terminology and the underlying ideas using two examples:
a Julia set and a theorem of Freyd.
Figure 1-A(a) shows a certain closed subset of the Riemann sphere C∪{∞},
the Julia set of the function z 7−→ (2z/(1 + z2))2. (What follows is informal,
and the reader will not need the definition of Julia set.) Write I1 for this
set, regarded as an abstract topological space. Evidently I1 has reflectional
symmetry in a horizontal axis, so may be written
I1 =
1 2 3 4
1 2 3 4
I2
I2
(1)
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where I2 is a certain space with 4 distinguished points, shown in Figure 1-A(b).
In turn, I2 may be regarded as a gluing-together of subspaces:
I2 =
1
2
3
4
1
2
3
4
1
2 3
4
I2 I2
I3
(2)
where I3 is another space with 4 distinguished points (Figure 1-A(c)). Next, I3
is two copies of itself glued together:
I3 =
1
2
3
4
1
2
3
4
I3 I3 (3)
No new spaces appear at this stage, so the process ends. However, the one-point
space has played a role (since we are gluing at single points), so I write I0 for
the one-point space and record the trivial equation
I0 = I0. (4)
Equations (1)–(4) are a system of simultaneous equations in which the right-
hand sides are ‘two-dimensional formulas’ expressing each object In as a gluing
of (Im)s. Informally, a self-similarity system is a system of equations like this,
and the particular spaces In defined above are a solution of the system.
As a first step towards formalization, observe that the spaces In together
with their distinguished points define a functor from the category
A =

1
0
✲✲✲✲ 2❍❍❍❍❍❥
❍❍❍❍❍❥
❍❍❍❍❍❥
❍❍❍❍❍❥ 3

to the category Set of sets (or a category of spaces, but let us be conservative for
now). This describes the left-hand sides of equations (1)–(4). Next, the gluing
formulas define a functor G : [A,Set] ✲ [A,Set], where if X ∈ [A,Set] then
(GX)1 =
1 2 3 4
1 2 3 4
X2
X2
= (X2 +X2)/ ∼,
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m′ m′′
Figure 1-B: The eight elements of M(0, 2), with three picked out (see (5)).
and similarly for (GX)2, (GX)3, and (GX)0. (The picture of (GX)1 is drawn as
if X0 were a single point.) The simultaneous equations (1)–(4) assert precisely
that I ∼= GI: I is a fixed point of G.
Although these simultaneous equations have many solutions (G has many
fixed points), I is in some sense the universal one. This means that the simple
diagrams (1)–(4) contain just as much information as the apparently very com-
plex spaces in Figure 1-A: given the system of equations, we recover these spaces
as the universal solution. (Caveat: we consider only the intrinsic, topological
aspects of self-similar spaces, not how they are embedded into an ambient space
or any metric structure.)
Next we have to make rigorous the notion of ‘gluing formula’, so far expressed
in pictures. We have a small category A whose objects index the spaces involved,
and I claim that the system of gluing formulas is described by a functor M :
Aop × A ✲ Set. The idea is that for b, a ∈ A,
M(b, a) = {copies of the bth space used in the gluing formula
for the ath space}.
For example, in the gluing formula for I2, the one-point space I0 appears 8 times
(Figure 1-B), I1 does not appear at all, I2 appears twice, and I3 appears once,
so, writing n for an n-element set,
M(0, 2) = 8, M(1, 2) = ∅, M(2, 2) = 2, M(3, 2) = 1.
Similarly, the gluing formula for I0 is nothing but a single copy of I0, so
M(0, 0) = 1, M(1, 0) = M(2, 0) = M(3, 0) = ∅.
For functoriality, consider, for instance, the second of the four maps 0 ✲
2. (In the notation above, this determines the second of the four distinguished
points of I2.) This induces functions
M(0, 0) ✲ M(0, 2), M(2, 2) ✲ M(0, 2) (5)
(among others). The first function sends the unique element of M(0, 0) to the
element of M(0, 2) marked m in Figure 1-B. Writing M(2, 2) = {Left, Right},
the second function sends Left to m′ and Right to m′′.
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It is convenient to use the language of modules. Given small categories A and
B, a module M : B +✲ A is a functor M : Bop × A ✲ Set. For example,
suppose that A and B are monoids (= categories with only one object): then a
module B +✲ A is a set with a compatible left A-action and right B-action. (If
we work with categories enriched in abelian groups then one-object categories
are rings and modules are bimodules.) Write b
m
+✲ a to mean m ∈ M(b, a):
then a module M : B +✲ A is an indexed family (M(b, a))b∈B,a∈A of sets
together with actions
b
m
+✲ a
f✲ a′ 7−→ b
fm
+✲ a′,
b′
g✲ b
m
+✲ a 7−→ b′
mg
+✲ a
such that (f ′f)m = f ′(fm), 1m = m, and dually, and (fm)g = f(mg).
(Experts should note that I have reversed the standard convention: a functor
M : Bop × A ✲ Set is written B +✲ A, not A +✲ B. One reason is that
given such an M , an element m ∈ M(b, a) can sensibly be written as b
m
+✲
a; then with the convention used here, a module B
M
+✲ A consists of elements
b
m
+✲ a.)
The system of self-similarity equations (1)–(4) is therefore encoded by a
small category A and a module M : A +✲ A. The conceptual distinction
between arrows b ✲ a in A and arrows b +✲ a in M is that the arrows in
A determine where gluing may potentially take place, but the arrows in M say
what the gluing actually is.
Here is another way of seeing that the self-similarity equations are encoded
by a module. The right-hand side of each of (1)–(4) is a formal gluing of objects
of A. ‘Gluings’ are colimits, so if Â is the category obtained by taking A and
freely adjoining all possible colimits then the system of equations amounts to a
functor from A to Â. But Â = [Aop,Set] (see [MM, I.5.4]), so the system is a
functor A ✲ [Aop,Set], that is, a module A +✲ A.
Simple colimits can often be described by diagrams or formulas, which pro-
vides a useful way of specifying simple self-similarity systems. For instance,
equations (1)–(4) are an informal description of our (A,M). In the same way,
the self-similarity system (A,M) in which A is the discrete category with object-
set {0, 1} and M(0, 0) = M(0, 1) =M(1, 1) = 1 and M(1, 0) = ∅ can informally
(and more intelligibly) be described by the equations
A = A (6)
B = A+ B.
Given rings A, B and C, an (A,B)-bimodule M , and a (B,C)-bimodule N ,
there arises an (A,C)-bimodule M ⊗B N . There is a similar tensor product of
categorical modules:
C
N
+✲ B
M
+✲ A gives rise to C
M⊗N
+✲ A.
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Here M ⊗N is defined by the coend formula
(M ⊗N)(c, a) =
∫ b
M(b, a)×N(c, b).
(See [Mac, Ch. IX] for an explanation of coends.) Concretely,
(M ⊗N)(c, a) =
(∑
b
M(b, a)×N(c, b)
)
/ ∼
where ∼ is the equivalence relation generated by (mg, n) ∼ (m, gn) for all m,
g, n of the appropriate types; the element of (M ⊗ N)(c, a) represented by
(m,n) ∈ M(b, a)×N(c, b) is written m⊗ n. The tensor product of modules is
associative and unital up to coherent isomorphism. (More precisely, categories,
modules, and their maps form a bicategory: [Bor, 7.8.2].)
In the Julia set example, the endofunctor G of [A,Set] is just M ⊗−. This
makes sense: a functor X : A ✲ Set can be regarded as a module X : 1 +✲
A (where 1 is the category with one object and only the identity arrow), and
there is then a tensor product M ⊗X : 1 +✲ A, that is, a functor M ⊗X :
A ✲ Set. It is given by
(M ⊗X)a =
∫ b
M(b, a)×Xb =
(∑
b
M(b, a)×Xb
)
/ ∼ . (7)
In the example, taking a = 2, this says that
(M ⊗X)2 = (8×X0 + 2×X2 +X3)/ ∼
where ∼ identifies the various copies of X0 with their images in X2 and X3. In
general, (7) makes precise the idea that M(b, a) is the set of copies of the bth
space used in the gluing formula for the ath space.
The second example is a result of Peter Freyd, and comes from a very dif-
ferent direction. To state it we need some more terminology.
Given a category C and an endofunctor G of C, a G-coalgebra is an object
X of C together with a map ξ : X ✲ GX . (For instance, if C is a category of
modules and GX = X ⊗X then a G-coalgebra is a coalgebra—not necessarily
coassociative—in the usual sense.) A map (X, ξ) ✲ (X ′, ξ′) of coalgebras
is a map X ✲ X ′ in C making the evident square commute. Depending on
what G is, the category of G-coalgebras may or may not have a terminal object,
but if it does then it is a fixed point:
Lemma 1.1 (Lambek [Lam]) Let C be a category and G an endofunctor of
C. If (I, ι) is terminal in the category of G-coalgebras then ι : I ✲ GI is an
isomorphism. 
Here is what Freyd said, strengthened slightly. Let C be the category whose
objects are diagrams X0
u✲
v
✲ X1 where X0 and X1 are sets and u and v are
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injections with disjoint images; then an object of C can be drawn as
X0 X0
X1
where the copies of X0 on the left and the right are the images of u and v
respectively. A map X ✲ X ′ in C consists of functions X0 ✲ X ′0 and
X1 ✲ X ′1 making the evident two squares commute. Now, given X ∈ C we
can form a new object GX of C by gluing two copies of X end to end:
X0X0 X0
X1 X1
. (8)
Formally, the endofunctor G of C is defined by pushout:
(GX)1
X1
✲
pushout X1
✛
(GX)0 = X0
u ✲
X0
u ✲v
✛
X0.
v
✛
For example, the unit interval with its endpoints distinguished forms an object
I =
(
{⋆}
0✲
1
✲ [0, 1]
)
of C, and GI is naturally described as an interval of length 2, again with its
endpoints distinguished:
GI =
(
{⋆}
0✲
2
✲ [0, 2]
)
.
So there is a coalgebra structure ι : I ✲ GI on I given by multiplication
by two. Freyd’s Theorem says that this is, in fact, the universal example of a
G-coalgebra:
Theorem 1.2 (Freyd [Fre]) (I, ι) is terminal in the category of G-coalgebras.
This follows from a general result [Lei2, 2.1]. A direct proof runs roughly
as follows. Take a G-coalgebra (X, ξ) and an element x0 ∈ X1. Then ξ(x0) ∈
(GX)1 is in either the left-hand or the right-hand copy of X1, so gives rise to a
binary digit m1 ∈ {0, 1} and a new element x1 ∈ X1. (If ξ(x0) is in the overlap
between the two copies of X1, choose left or right arbitrarily.) Iterating gives a
binary representation 0.m1m2 . . . of an element of [0, 1], and this is the image
of x0 under the unique coalgebra map (X, ξ) ✲ (I, ι).
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The formalism introduced in the Julia set example can also be used here.
The category C is a full subcategory of [A,Set], where A = (0
σ✲
τ
✲ 1). The
module M : A +✲ A corresponding to the gluing formula (8) is given by
M(−, 0)
σ·−✲
τ ·−
✲ M(−, 1)
M(0,−) {id}
0 ✲
1
✲ {0, 12 , 1}
M(1,−)
−·σ
✻
−·τ
✻
∅
✻✻
✲✲ {[0, 12 ], [
1
2 , 1]}.
inf
✻
sup
✻
(9)
(Here M(0, 1) is just a 3-element set and M(1, 1) a 2-element set, but their
elements have been named suggestively.) Then M ⊗ − defines an endofunctor
of [A,Set], and the endofunctor G of C is its restriction.
The only remaining mystery is the condition that the functions u, v :
X0 ✲ X1 are injections with disjoint images. Without it, the theorem would
degenerate entirely, as the terminal coalgebra would be ({⋆} ✲✲ {⋆}). It turns
out to be a form of flatness.
First note that any two functors X : A ✲ Set and Y : Aop ✲ Set on
a small category A have a tensor product Y ⊗X (a mere set), since they can
be regarded as modules
1
X
+✲ A
Y
+✲ 1.
Explicitly,
Y ⊗X =
∫ a
Y a×Xa =
(∑
a
Y a×Xa
)
/ ∼ .
By definition, a left moduleX over a ring is flat if the functor −⊗X preserves
finite limits. There is an analogous definition when X is a Set-valued functor,
but we actually want something weaker:
Definition 1.3 Let A be a small category. A functor X : A ✲ Set is
componentwise flat or nondegenerate if the functor
−⊗X : [Aop,Set] ✲ Set
preserves finite connected limits. The full subcategory of [A,Set] consisting of
the nondegenerate functors is written [A,Set]nondegen.
(A category is connected if it is nonempty and cannot be written as a coproduct
of two nonempty categories; a finite connected limit is a limit over a finite
connected category.)
This definition is explained at length in §2. It is shown there that a Set-
valued functor X on (0
σ✲
τ
✲ 1) is nondegenerate exactly when the functions
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Xσ and Xτ are injections with disjoint images: so C = [A,Set]nondegen. Propo-
sition 3.1 says that for general A and M , the endofunctor M ⊗ − of [A,Set]
restricts to an endofunctor of [A,Set]nondegen as long as M is nondegenerate:
Definition 1.4 Let A and B be small categories. A module M : B +✲ A is
nondegenerate if M(b,−) : A ✲ Set is nondegenerate for each b ∈ B.
It is visible from diagram (9) that the Freyd module M is nondegenerate.
To summarize: starting with a certain small category A and a certain non-
degenerate module M : A +✲ A, Freyd’s Theorem describes the terminal
coalgebra for the endofunctor M ⊗− of [A,Set]nondegen. The Julia set example
uses a different A and M . In general, I will restrict to those A and M for which
‘each gluing formula is finite’, although I allow there to be infinitely many such
formulas (infinitely many objects of A).
To make this precise, recall that any presheaf Y : Aop ✲ Set on a small
category A has a category of elements E (Y ), whose objects are pairs (a, y)
with a ∈ A and y ∈ Y a and whose maps (a, y) ✲ (a′, y′) are maps f : a ✲
a′ in A such that (Y f)y′ = y. Similarly, any covariant functor X : A ✲
Set has a category of elements E (X). In each case, there is a covariant
projection functor from the category of elements to A.
A moduleM : A +✲ A is finite if for each a ∈ A, the category E (M(−, a))
is finite. Explicitly, this says that for each a ∈ A there are only finitely many
diagrams of the form
b′
f✲ b
m
+✲ a.
Certainly this holds if, as in the Freyd example, the category A and the sets
M(b, a) are finite.
Definition 1.5 A self-similarity system is a small category A together with
a finite nondegenerate module M : A +✲ A.
Definition 1.6 Let (A,M) be a self-similarity system. An M-coalgebra (in
Set) is a coalgebra for the endofunctor M ⊗− of [A,Set]nondegen. A universal
solution of (A,M) (in Set) is a terminal object in the category ofM -coalgebras.
In this language, Freyd’s Theorem describes the universal solution of a cer-
tain self-similarity system.
There is also a topological version of Freyd’s Theorem. One’s first thought
might be to take the definitions of C and G and change ‘set’ to ‘space’ and
‘function’ to ‘continuous map’; but then the universal solution is given by the
indiscrete topology on [0, 1]. The Euclidean topology appears, however, if we
insist that u, v : X0 ✲ X1 are closed maps. So, let C′ be the category whose
objects are diagrams X0
✲✲ X1 of topological spaces and continuous closed
injections with disjoint images, define an endofunctor G′ of C′ just as G was
defined, and define (I, ι) as before, with the Euclidean topology on [0, 1]. Then:
Theorem 1.7 (Topological Freyd) (I, ι) is terminal in the category of G′-
coalgebras.
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(See [Lei2, 2.1] for a proof.) This suggests the following general definition.
Definition 1.8 Let A be a small category. Write U : Top ✲ Set for
the underlying set functor. A functor X : A ✲ Top is nondegenerate
if U ◦X is nondegenerate and for each map f in A, the map Xf is closed. The
full subcategory of [A,Top] formed by the nondegenerate functors is written
[A,Top]nondegen.
We will often meet functors X for which each space Xa is compact Hausdorff,
and then the closedness condition is automatically satisfied.
We also want a general notion of topological M -coalgebra. Let E be a cate-
gory with finite colimits, A a small category, andM : A +✲ A a finite module.
Then there is an endofunctorM⊗− of [A,E] defined by the usual coend formula
(M ⊗X)a =
∫ b
M(b, a)×Xb.
Proposition 3.5 says that for any self-similarity system (A,M), the endofunctor
M ⊗− of [A,Top] restricts to an endofunctor of [A,Top]nondegen.
Definition 1.9 Let (A,M) be a self-similarity system. An M-coalgebra in
Top is a coalgebra for the endofunctor M ⊗− of [A,Top]nondegen. A universal
solution of (A,M) in Top is a terminal M -coalgebra in Top.
For example, the topological Freyd theorem describes the universal solution
in Top of a certain self-similarity system.
Universal solutions are evidently unique (up to canonical isomorphism) when
they exist. The word ‘solution’ is justified by Lambek’s Lemma (1.1): if (J, γ)
is a universal solution then M ⊗J ∼= J . Note that the converse fails: the empty
functor J = ∅ has a unique coalgebra structure, is nondegenerate, and satisfies
M ⊗J ∼= J , but is not usually the terminal coalgebra. (It is the initial algebra.)
In the Freyd interval example, there are many coalgebras (J, γ) such that γ is an
isomorphism but (J, γ) is not the universal solution: for instance, the universal
solution can be multiplied by any space S to give such a coalgebra (J, γ), with
J = (S
✲✲ [0, 1]× S).
Just as an ordinary system of equations need not have a solution, a self-
similarity system need not have a universal solution. In §4 we meet an explicit
condition equivalent to the existence of a universal solution.
2 Nondegeneracy
In this section I explain nondegeneracy, first by theory and then by examples.
The theory leads up to the result that a functorX : A ✲ Set is nondegenerate
if and only if it satisfies the following explicit conditions:
ND1 given
a a′
b
f ′✛f
✲
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in A and x ∈ Xa, x′ ∈ Xa′ such that fx = f ′x′, there exist a commutative
square
c
a
g
✛
a′
g′✲
b
f ′✛f
✲
and z ∈ Xc such that x = gz, x′ = g′z
ND2 given a
f✲
f ′
✲ b in A and x ∈ Xa such that fx = f ′x, there exist a fork
c
g✲ a
f✲
f ′
✲ b (10)
and z ∈ Xc such that x = gz. (A diagram (10) is a fork if fg = f ′g.)
The examples illustrate that nondegeneracy means ‘no unforced equalities’.
For the theory I will assume some more sophisticated categorical knowledge
than in the rest of the paper. Readers who prefer to take it on trust can jump
to the passage after Corollary 2.9.
None of this theory is new: it goes back to Grothendieck and Verdier [GV]
and Gabriel and Ulmer [GU], and was later developed by Weberpals [Web],
Lair [Lai], Ageron [Age], and Ada´mek, Borceux, Lack, and Rosicky´ [ABLR].
More general statements of much of what follows can be found in [ABLR].
Let us begin with ordinary flat functors. A functor X : A ✲ Set on a
small category A is flat if −⊗X : [Aop,Set] ✲ Set preserves finite limits.
Theorem 2.1 (Flatness) Let A be a small category. The following conditions
on a functor X : A ✲ Set are equivalent:
a. X is flat
b. every finite diagram in E (X) admits a cone
c. each of the following holds:
• there exists a ∈ A for which Xa is nonempty
• given a, a′ ∈ A, x ∈ Xa, and x′ ∈ Xa′, there exist a diagram
a ✛
g
c
g′✲ a′ in A and z ∈ Xc such that gz = x and g′z = x′
• ND2.
Proof See [Bor, §6.3] or [MM, VII.6], for instance. 
The following lemmas are often used to prove this theorem and will also be
needed later.
Lemma 2.2 (Existence of cones) Let I and A be small categories and let
X : A ✲ Set. If −⊗X : [Aop,Set] ✲ Set preserves limits of shape I then
every diagram of shape I in E (X) admits a cone.
Remark The hypothesis can be weakened to say that −⊗X preserves limits
of shape I of diagrams of representables, that is, of diagrams I ✲ [Aop,Set]
that factor through the Yoneda embedding of A.
Proof Let D : I ✲ E (X) be a diagram of shape I, writing Di = (ai, xi) for
each i ∈ I. Then there is a diagram Y• : I ✲ [Aop,Set] given by Yi = A(−, ai),
so by hypothesis the canonical map∫ a(∫
i
A(a, ai)
)
×Xa ∼=
(∫
i
Yi
)
⊗X ✲
∫
i
(Yi ⊗X) ∼=
∫
i
Xai
is a bijection, and in particular a surjection. Since (xi)i∈I ∈
∫
i
Xai, there exist
a ∈ A and
((pi)i∈I, x) ∈
(∫
i
A(a, ai)
)
×Xa
such that pix = xi for all i. Hence
(
(a, x)
pi✲ (ai, xi)
)
i∈I
is a cone on D. 
Say that a category C has the square-completion property if there exists
a cone on every diagram of shape (• ✲ • ✛ •) in C.
Lemma 2.3 (Connectedness by spans) Two objects c, c′ of a category with
the square-completion property are in the same connected-component if and only
if there exists a span c ✛ c′′ ✲ c′ connecting them. 
Lemma 2.4 (Equality in a tensor product) Let A be a small category and
X : A ✲ Set, Y : Aop ✲ Set.
Suppose that E (X) has the square-completion property. Let
a, a′ ∈ A, (y, x) ∈ Y a×Xa, (y′, x′) ∈ Y a′ ×Xa′.
Then y⊗ x = y′ ⊗ x′ if and only if there exists a span a ✛
f
b
f ′✲ a′ and an
element z ∈ Xb such that x = fz, x′ = f ′z, and yf = y′f ′.
Proof See the remarks after the statement of Theorem VII.6.3 in [MM]. 
There is a characterization of componentwise flat functors very similar to
that of flat functors in Theorem 2.1. First we need a fact about connectedness.
Lemma 2.5 (Components of a functor) Any functor X : A ✲ Set on a
small category A can be written as a sum X ∼=
∑
j∈J Xj where J is some set
and E (Xj) is connected for each j ∈ J .
Proof We use the equivalence between Set-valued functors and discrete opfi-
brations. Write E (X) as a sum
∑
j∈J Ej of connected categories. For each j, the
restriction to Ej of the projection E (X) ✲ A is still a discrete opfibration,
so corresponds to a functor Xj : A ✲ Set. Then
E
(∑
Xj
)
∼=
∑
E (Xj) ∼=
∑
Ej
∼= E (X)
compatibly with the projections, so
∑
Xj ∼= X . 
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Here is the main result.
Theorem 2.6 (Componentwise flatness) Let A be a small category. The
following conditions on a functor X : A ✲ Set are equivalent:
a. X is componentwise flat
b. every finite connected diagram in E (X) admits a cone
c. X satisfies ND1 and ND2
d. X is a sum of flat functors.
Remark In Lemma 2.5, the functors Xj may be regarded as the connected-
components of X . A further equivalent condition is that every connected-
component of X is flat: hence the name ‘componentwise flat’.
Proof
(a)⇒ (b) Follows from Lemma 2.2.
(b)⇒ (c) ND1 says that every diagram of shape (• ✲ • ✛ •) in E (X)
admits a cone, and similarly ND2 for (• ✲✲ •).
(c)⇒ (d) Write X ∼=
∑
j∈J Xj as in Lemma 2.5. Then in each E (Xj), there
exists a cone on every diagram of shape
(• ✲ • ✛ •) or (• ✲✲ •)
(since E (X) ∼=
∑
j E (Xj)), of shape ∅ (since E (Xj) is connected and therefore
nonempty), and of shape (• •) (since E (Xj) is connected and has the square-
completion property). So by (c)⇒ (a) of Theorem 2.1, each Xj is flat.
(d)⇒ (a) Any sum of componentwise flat functors is componentwise flat, as
follows from the fact that sums commute with connected limits in Set. 
Corollary 2.7 (Componentwise filtered categories) The following condi-
tions on a small category B are equivalent:
a. finite connected limits commute with colimits of shape B in Set
b. every finite connected diagram in B admits a cocone
c. every diagram b1 ✛ b3 ✲ b2 in B can be completed to a commutative
square, and every parallel pair b1
f✲
f ′
✲ b2 of arrows in B can be extended
to a cofork.
Proof In Theorem 2.6, take A = Bop and X to be the functor with constant
value 1. Then E (X) ∼= Bop and −⊗X forms colimits. The result follows. 
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A small category B satisfying the equivalent conditions of Corollary 2.7
is called componentwise filtered. (Grothendieck and Verdier say ‘pseudo-
filtrante’ [GV], and a further equivalent condition is that each connected-
component is filtered.) So X : A ✲ Set is componentwise flat just when
E (X) is componentwise cofiltered.
Componentwise flatness relates to limit preservation as follows.
Lemma 2.8 Componentwise flat functors preserve finite connected limits.
Proof Let A be a small category and X : A ✲ Set a componentwise flat
functor. We have
X ∼=
(
A
Yoneda✲ [Aop,Set]
−⊗X✲ Set
)
(11)
and the Yoneda embedding preserves limits. 
Corollary 2.9 Let A be a small category with all pullbacks and equalizers. Then
a functor X : A ✲ Set is componentwise flat if and only if it preserves
pullbacks and equalizers.
Proof Suppose that X preserves pullbacks and equalizers. By (11), − ⊗ X
preserves pullbacks and equalizers of representables, so by the Remark after the
statement of Lemma 2.2, any diagram of shape (• ✲ • ✛ •) or (• ✲✲ •)
in E (X) admits a cone. But this says that X satisfies ND1 and ND2. 
Intuitively, nondegeneracy (componentwise flatness) of a functorX : A ✲
Set says that no equation between elements of X holds unless it must. For
example, if A = (• ✲ •) then a functor X : A ✲ Set is a map (X0
i✲
X1) of sets, and nondegeneracy of X says that the equation ix0 = ix
′
0 holds only
when it must, that is, only when x0 = x
′
0; thus, X is nondegenerate just when i
is injective (Example 2.10). Or, let A be the category generated by objects and
arrows
0
σ✲
τ
✲ 1
ρ✲ 2 (12)
subject to ρσ = ρτ . If X : A ✲ Set is nondegenerate then the equation
(Xρ)x1 = (Xρ)x
′
1 holds only when it must, that is, when x1 = x
′
1 or there
exists x0 satisfying {x1, x′1} = {(Xσ)x0, (Xτ)x0} (Example 2.12).
Let us work out what nondegeneracy says for various specific categories A.
Note thatND1 holds automatically if either f or f ′ is an isomorphism, and that
ND2 holds automatically if f = f ′; we therefore ignore these cases. Moreover,
if f is monic then ND1 in the case f = f ′ just says that Xf is injective; indeed,
we already know from Lemma 2.8 that nondegenerate functors preserve monics.
Example 2.10 Let A =
(
0
σ✲ 1
)
. Then X : A ✲ Set is nondegenerate
if and only if the function Xσ : X0 ✲ X1 is injective.
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Example 2.11 Let A =
(
0
σ✲
τ
✲ 1
)
, so that a functor X : A ✲ Set is a
pair
(
X0
Xσ✲
Xτ
✲ X1
)
of functions. Then ND1 in the case f = f ′ says that Xσ
and Xτ are injective. The only other nontrivial case of ND1 is f = σ, f ′ = τ ,
and since the diagram
0 0
1
τ✛σ
✲
cannot be completed to a commutative square, ND1 says that Xσ and Xτ
have disjoint images. The only nontrivial case of ND2 is f = σ, f ′ = τ , and
since the diagram
(
0
σ✲
τ
✲ 1
)
cannot be completed to a fork, this says that
(Xσ)x0 6= (Xτ)x0 for all x0 ∈ X0, which we already know. So a nondegenerate
functor on A is a parallel pair of injections with disjoint images, as claimed
in §1.
Example 2.12 Let A be the category generated by objects and arrows (12)
subject to ρσ = ρτ , and consider a functor X : A ✲ Set. The nontrivial
cases of ND1 are:
• f, f ′ ∈ {σ, τ}: then as in Example 2.11, ND1 says that Xσ and Xτ are
injections with disjoint images
• f = f ′ = ρ: the pairs of maps completing the diagram
1 1
2
ρ✛ρ
✲
to a commutative square are
(id, id), (σ, σ), (τ, τ), (σ, τ), (τ, σ),
so ND1 says that if x1, x
′
1 ∈ X1 and (Xρ)x1 = (Xρ)x
′
1 then x1 = x
′
1
(first three cases) or there exists x0 ∈ X0 such that x1 = (Xσ)x0 and
x′1 = (Xτ)x0 (fourth case) or vice versa (fifth case).
• f = f ′ = ρσ: then ND1 says that X(ρσ) is injective
• f = ρ, f ′ = ρσ: this can be seen to be redundant.
The only nontrivial case of ND2 is f = σ, f ′ = τ , and as we saw in Exam-
ple 2.11, this too is redundant. So X is nondegenerate just when:
• Xσ, Xτ , and X(ρσ) are injective
• Xσ and Xτ have disjoint images
18
• if (Xρ)x1 = (Xρ)x′1 then x1 = x
′
1 or there exists x0 such that {x1, x
′
1} =
{(Xσ)x0, (Xτ)x0}.
An example of a nondegenerate functor on A is the diagram
{⋆}
0✲
1
✲ [0, 1] ✲ S1
exhibiting the circle as an interval with its endpoints identified.
Example 2.13 Let A be the category generated by objects and arrows
0
σ1✲
τ1
✲ 1
σ2✲
τ2
✲ · · ·
subject to σk+1σk = τk+1σk and σk+1τk = τk+1τk for all k ≥ 1. A functor
Aop ✲ Set is usually called a globular set or an ω-graph. It can be shown
that a coglobular set X : A ✲ Set is nondegenerate precisely when
• for all k ≥ 1, Xσk and Xτk are injective
• for all k ≥ 1 and x, x′ ∈ Xk satisfying (Xσk+1)x = (Xτk+1)x′, we have
x = x′ ∈ image(Xσk) ∪ image(Xτk)
• the images of Xσ1 and Xτ1 are disjoint.
For instance, the underlying coglobular set of any disk in the sense of Joyal
([Joy], [Lei1]) is nondegenerate.
We finish this section with a diagrammatic formulation of nondegeneracy of
a module. This will be invaluable later.
First observe that the notion of commutative diagram in a category A can
be extended to include elements of a module M : A +✲ A. For instance, the
diagram
a2
m2
+✲ a1
m1
+✲ a0
a′2
f2
❄
+
m′2
✲ a′1
f1
❄
+
m′1
✲ a′0
f0
❄
is said to commute if m′2f2 = f1m2 and m
′
1f1 = f0m1. (We never attempt to
compose paths containing more than one crossed arrow +✲ .) Similarly, the
diagram
a1
m
+✲ a0
a′1
f1
❄
g1
❄
+
m′
✲ a′0
f0
❄
g0
❄
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commutes serially if m′f1 = f0m and m
′g1 = g0m, and the diagram
b
m
+✲ a
f✲
f ′
✲ c
is a fork if fm = f ′m.
In this language, M : A +✲ A is nondegenerate if and only if
ND1 any commutative square of solid arrows
b
d
+p...❄
...
a
m
✛
+
g
....
....
....
....
...
a′
m′+
✲
g′
.................✲
c,
f ′
✛
f ✲
can be filled in by dotted arrows to a commutative diagram as shown, and
ND2 any fork b
m
+✲ a
f✲
f ′
✲ c can be extended to a diagram
d
b +
m
✲
p
....
....+
....
...✲
a
e
❄
..........
c
f
❄
f ′
❄
in which the triangle commutes and the right-hand column is a fork.
3 Coalgebras
We still need to prove that for any self-similarity system (A,M), the endofunctor
M ⊗− of [A,Set] restricts to an endofunctor of [A,Set]nondegen, and similarly
with Top in place of Set. The set-theoretic case is straightforward.
Proposition 3.1 Let A be a small category and M : A +✲ A a nondegenerate
module. Then
M ⊗− : [A,Set] ✲ [A,Set]
preserves nondegeneracy.
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Nondegeneracy of M is also a necessary condition for M ⊗ − to preserve non-
degeneracy: consider representables.
Proof Let X : A ✲ Set be nondegenerate. Then for any finite connected
limit
∫
i
Yi in [A
op,Set],∫
i
(Yi ⊗M ⊗X) ∼=
(∫
i
(Yi ⊗M)
)
⊗X ∼=
(∫
i
Yi
)
⊗M ⊗X,
the first isomorphism by nondegeneracy of X and the second by nondegeneracy
of M . So M ⊗X is nondegenerate. 
The topological case requires some preparatory lemmas. The first concerns
Set-valued functors and follows immediately from Lemma 2.4.
Lemma 3.2 (Equality in M ⊗X) Let A be a small category, let M : A +✲
A, and let X ∈ [A,Set]nondegen. Take module elements
b b′
a
m′✛
+m
+ ✲
and x ∈ Xb, x′ ∈ Xb′. Then m⊗ x = m′ ⊗ x′ ∈ (M ⊗X)a if and only if there
exist a commutative square
c
b
f
✛
b′
f ′✲
a
m′✛
+m
+ ✲
and an element z ∈ Xc such that fz = x and f ′z = x′. 
Lemma 3.3 (Closed quotient map) Let A be a small category, X : A ✲
Top a nondegenerate functor, and Y : Aop ✲ Set a functor whose category
of elements is finite. Then the quotient map
q :
∑
a
Y a×Xa ✲
∫ a
Y a×Xa = Y ⊗X
is closed.
Proof A subset of Y ⊗ X is closed just when its inverse image under q is
closed, so we must show that if V is a closed subset of
∑
Y a × Xa then its
saturation [V ] = q−1qV is also closed. Given a ∈ A and y ∈ Y a, write Va,y for
the intersection of V with the (a, y)-summand Xa of∑
(a,y)∈E(Y )
Xa ∼=
∑
a∈A
Y a×Xa.
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Then [V ] =
⋃
(a,y)∈E(Y )[Va,y], so by finiteness of E (Y ) it suffices to show that
each [Va,y] is closed.
Fix (a, y) ∈ E (Y ). By definition,
[Va,y] = {(a
′, y′, x′) ∈
∑
a′∈A
Y a′ ×Xa′ | y′ ⊗ x′ = y ⊗ x for some x ∈ Va,y}.
So by nondegeneracy of X and Lemma 3.2, (a′, y′, x′) ∈ [Va,y] if and only if:
there exist a span
b
a
f
✛
a′
f ′✲
in A and z ∈ Xb such that fz ∈ Va,y, f ′z = x′, and yf = y′f ′,
or equivalently:
there exist a span
(b, w)
(a, y)
f
✛
(a′, y′)
f ′✲ (13)
in E (Y ) and z ∈ Xb such that fz ∈ Va,y and f ′z = x′.
So
[Va,y] =
⋃
spans (13)
{(a′, y′, x′) | x′ ∈ (Xf ′)(Xf)−1Va,y}.
But each Xf is continuous and each Xf ′ closed, so each of the sets {. . .} in this
union is a closed subset of the (a′, y′)-summand Xa′. Moreover, finiteness of
E (Y ) guarantees that there are only finitely many spans of the form (13). So
[Va,y] is a finite union of closed sets, hence closed. 
Lemma 3.4 (Change of category) Let E and E′ be categories with finite col-
imits, F : E ✲ E′ a functor preserving finite colimits, A a small category,
and M : A +✲ A a finite module. Then the square
[A,E]
M⊗−✲ [A,E]
[A,E′]
F ◦−
❄
M⊗−
✲ [A,E′],
F ◦−
❄
commutes up to canonical isomorphism.
Proof Straightforward. 
Proposition 3.5 For all self-similarity systems (A,M), the functor
M ⊗− : [A,Top] ✲ [A,Top]
preserves nondegeneracy.
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Proof Let X ∈ [A,Top]nondegen. The functor U : Top ✲ Set preserves
colimits (being left adjoint to the indiscrete space functor), so M ⊗ (U ◦X) ∼=
U ◦ (M ⊗ X) by Lemma 3.4. But M ⊗ (U ◦X) is nondegenerate by Proposi-
tion 3.1, so U ◦ (M ⊗X) is nondegenerate.
Now let a
f✲ a′ be a map in A, and consider the commutative square∑
b
M(b, a)×Xb
∑
f∗×1✲
∑
b
M(b, a′)×Xb
(M ⊗X)a
qa
❄
(M⊗X)f
✲ (M ⊗X)a′.
qa′
❄
The map
∑
f∗ × 1 is closed because each set M(b, a) is finite. The map qa′ is
closed by Lemma 3.3 and finiteness of M . So ((M ⊗X)f) ◦ qa is closed; but qa
is a continuous surjection, so (M ⊗X)f is closed. 
AnyM -coalgebra (X, ξ) in Top has an underlyingM -coalgebra in Set, since
U ◦X : A ✲ Set is nondegenerate and there is a natural transformation
Uξ : U ◦X ✲ U ◦ (M ⊗X) ∼= M ⊗ (U ◦X).
This defines a functor
U∗ : Coalg(M,Top) ✲ Coalg(M,Set)
where the domain and codomain are the categories ofM -coalgebras in Top and
Set respectively.
Proposition 3.6 (Top vs Set) Let (A,M) be a self-similarity system. The
forgetful functor
U∗ : Coalg(M,Top) ✲ Coalg(M,Set)
has a left adjoint, and if (I, ι) is a universal solution in Top then U∗(I, ι) is a
universal solution in Set.
Conversely, we will see that any universal solution in Set can be equipped with
a topology that makes it the universal solution in Top.
Proof Let D be the left adjoint to U : Top ✲ Set, assigning to each set
the corresponding discrete space. Then D preserves colimits, so commutes with
M ⊗ − (Lemma 3.4). Moreover, if X : A ✲ Set is nondegenerate then so is
D ◦X : A ✲ Top. Hence D induces a functor
D∗ : Coalg(M,Set) ✲ Coalg(M,Top).
For purely formal reasons, the adjunctionD ⊣ U induces an adjunctionD∗ ⊣ U∗.
The statement on universal solutions follows from the fact that right adjoints
preserve terminal objects. 
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4 The universal solution
In this section I construct the universal solution in Set and in Top of any given
self-similarity system, assuming that the system satisfies a certain solvability
condition S. In the Appendix I show that this sufficient condition S is also
necessary. The construction therefore gives the universal solution whenever one
exists.
Condition S on a self-similarity system (A,M) is:
S1 given any commutative diagram
· · ·
m3
+✲ a2
m2
+✲ a1
m1
+✲ a0
· · ·
p3
+✲ b2
f2
❄ p2
+✲ b1
f1
❄ p1
+✲ b0
f0
❄
· · · +
m′3
✲ a′2
f ′2
✻
+
m′2
✲ a′1
f ′1
✻
+
m′1
✲ a′0,
f ′0
✻
there exists a commutative square
a0
·
✲
b0
f0✲
a′0
f ′0
✲✲
in A, and
S2 given any serially commutative diagram
· · ·
m3
+✲ a2
m2
+✲ a1
m1
+✲ a0
· · · +
p3
✲ b2
f2
❄
f ′2
❄
+
p2
✲ b1
f1
❄
f ′1
❄
+
p1
✲ b0,
f0
❄
f ′0
❄
there exists a fork · ✲ a0
f0✲
f ′0
✲ b0 in A.
Example 4.1 For any small categoryA there is a moduleM : A +✲ A defined
byM(b, a) = A(b, a), and (A,M) is a self-similarity system as long as
∑
bA(b, a)
is finite for each a ∈ A. Condition S says that A is componentwise cofiltered;
so, for instance, the self-similarity system obtained by taking A = (0 ✲✲ 1)
has no universal solution. If A is componentwise cofiltered then the universal
solution is the functor A ✲ Top constant at the one-point space, with its
unique coalgebra structure.
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Here is the construction of the universal solution. The proofs that it works
are in §5 (for Set) and §6 (for Top).
Let (A,M) be a self-similarity system. For each a ∈ A, there is a category
Ia in which an object is an infinite sequence
· · ·
m3
+✲ a2
m2
+✲ a1
m1
+✲ a0 = a (14)
and a map (a•,m•) ✲ (a′•,m′•) is a commutative diagram
· · ·
m3
+✲ a2
m2
+✲ a1
m1
+✲ a0 = a
· · · +
m′3
✲ a′2
f2
❄
+
m′2
✲ a′1
f1
❄
+
m′1
✲ a′0 = a.
f0=1a
❄
(15)
Moreover, each map f : a ✲ a′ in A induces a functor If : Ia ✲ Ia′,
sending an object (14) of Ia to the object
· · ·
m3
+✲ a2
m2
+✲ a1
fm1
+✲ a′
of Ia′. This defines a functor I : A ✲ Cat.
Write Π0 : Cat ✲ Set for the functor sending a small category to its set
of connected-components, and put I = Π0I : A ✲ Set; thus, Ia is a set of
equivalence classes of diagrams (14). In §5 we will see that if (A,M) satisfies S
then I is nondegenerate.
Warning 4.2 Ia is not the limit of finite approximations. Precisely, let Ina be
the category whose objects are diagrams of the form
an
mn
+✲ · · ·
m1
+✲ a0 = a (16)
and whose arrows are commutative diagrams, and let Ina be the set of
connected-components of Ina: then Ia is the limit of the (Ina)s, but Ia is
not in general the limit of the (Ina)s. See the last paragraph of this section for
an example.
There is an M -coalgebra structure ι on I defined by
ιa[ · · ·
m3
+✲ a2
m2
+✲ a1
m1
+✲ a ] = (a1
m1
+✲ a)⊗ [ · · ·
m3
+✲ a2
m2
+✲ a1 ]
where [ ] denotes connected-component. To see that this is a valid definition,
note that given a map (15) in Ia, there is an equality m1 = m
′
1f1 and a map
· · ·
m3
+✲ a2
f1m2
+✲ a′1
· · · +
m′3
✲ a′2
f2
❄
+
m′2
✲ a′1
1
❄
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in Ia′1, so
m1 ⊗ [ · · ·
m3
+✲ a2
m2
+✲ a1 ] = m′1 ⊗ [ · · ·
m3
+✲ a2
f1m2
+✲ a′1 ]
= m′1 ⊗ [ · · ·
m′3
+✲ a′2
m′2
+✲ a′1 ].
Naturality of ι is easily checked. So if S holds then (I, ι) is an M -coalgebra,
and it is in fact the terminal one, that is, the universal solution in Set (Theo-
rem 5.11).
Now we construct the topology. For each a ∈ A, n ∈ N, and diagram of the
form (16), there is a subset of Ia consisting of all those t such that
t = [ · · ·
mn+2
+✲ an+1
mn+1
+✲ an
mn
+✲ · · ·
m1
+✲ a0 = a ]
for some mn+1, an+1,mn+2, . . .. Generate a topology on Ia by taking each such
subset to be closed. It is not obvious that the maps If : Ia ✲ Ia′ are
continuous or closed, or that the maps ιa : Ia ✲ (M ⊗ I)a are continuous.
Nevertheless, if S holds then they are, and so (I, ι) is an M -coalgebra in Top.
Theorem 6.16 says that it is in fact the universal solution in Top.
(It is not hard to see that each of these basic closed subsets must be closed
in any topology on (I, ι) [Lei2, 1.1]. So this is the coarsest possible topology.)
Let us see how all of this works in the case of the Freyd self-similarity system
(A,M).
First, condition S holds. For S1, the only diagram
a0
b0
f0✲
a′0
f ′0
✲
in A that cannot be completed to a commutative square is (up to symmetry)
that in which f0 = σ and f
′
0 = τ , and then there is no infinite commutative
diagram as in S1: indeed, there is not even a commutative diagram of the form
· +✲ 0
·
❄
+✲ 1
σ
❄
·
✻
+✲ 0.
τ
✻
Similarly, for S2, the only parallel pair of arrows in A that cannot be completed
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to a fork is 0
σ✲
τ
✲ 1, and there is no serially commutative diagram of the form
· +✲ 0
·
❄❄
+✲ 1.
σ
❄
τ
❄
The universal solution (I, ι) has I1 = [0, 1], so according to the construction,
an element of [0, 1] is an equivalence class of diagrams
· · ·
m3
+✲ a2
m2
+✲ a1
m1
+✲ 1.
If each an is 1 then each mn is either [0,
1
2 ] or [
1
2 , 1] and the diagram is just a
binary expansion: for instance,
· · ·
[ 12 ,1]
+✲ 1
[0, 12 ]
+✲ 1
[ 12 ,1]
+✲ 1
[0, 12 ]
+✲ 1
[ 12 ,1]
+✲ 1
corresponds to 0.10101 . . ., representing 23 ∈ [0, 1]. Otherwise, the diagram is of
the form
· · ·
id
+✲ 0
id
+✲ 0
mn+1
+✲ 1
mn
+✲ · · ·
m1
+✲ 1
where m1, . . . ,mn ∈ {[0,
1
2 ], [
1
2 , 1]} and mn+1 ∈ {0,
1
2 , 1}: for instance,
· · ·
id
+✲ 0
id
+✲ 0
1
2
+✲ 1
[ 12 ,1]
+✲ 1
[ 12 ,1]
+✲ 1
[0, 12 ]
+✲ 1.
To see which element t of [0, 1] this represents, reason as follows: the [0, 12 ] says
that t ∈ [0, 12 ]; the right-hand copy of [
1
2 , 1] says that t is in the upper half of
[0, 12 ], that is, in [
1
4 ,
1
2 ]; the left-hand copy of [
1
2 , 1] says that t is in the upper
half of [ 14 ,
1
2 ], that is, in [
3
8 ,
1
2 ]; then the
1
2 says that t is the midpoint of [
3
8 ,
1
2 ],
that is, t = 716 .
An element of [0, 1] has at most two binary expansions, but may have in-
finitely many representations in I1. For instance, the representations of 12 are
· · ·
[ 12 ,1]
+✲ 1
[ 12 ,1]
+✲ 1
[0, 12 ]
+✲ 1, (17)
· · ·
[0, 12 ]
+✲ 1
[0, 12 ]
+✲ 1
[ 12 ,1]
+✲ 1, (18)
· · ·
id
+✲ 0
id
+✲ 0
1
2
+✲ 1, (19)
and for any n ∈ N,
· · ·
id
+✲ 0
1
+✲ 1
[ 12 ,1]
+✲ · · ·
[ 12 ,1]
+✲ 1
[0, 12 ]
+✲ 1, (20)
· · ·
id
+✲ 0
0
+✲ 1
[0, 12 ]
+✲ · · ·
[0, 12 ]
+✲ 1
[ 12 ,1]
+✲ 1 (21)
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with n copies of [ 12 , 1] and [0,
1
2 ] respectively.
The construction says that two objects of I1 represent the same element of
[0, 1] if and only if they are in the same connected-component. So, for instance,
each of (17)–(21) should be in the same component; the connected diagram
· · ·
[ 12 ,1]
+✲ 1
[ 12 ,1]
+✲ 1
[0, 12 ]
+✲ 1
· · ·
id
+✲ 0
τ
✻
id
+✲ 0
τ
✻
1
2
+✲ 1
1
✻
· · · +
[0, 12 ]
✲ 1
σ
❄
+
[0, 12 ]
✲ 1
σ
❄
+
[ 12 ,1]
✲ 1
1
❄
shows that (17)–(19) are, and the others are left to the reader. Observe in
general that any two objects of Ia of the form
· · ·
m′n+2
+✲ a′n+1
m′n+1
+✲ a′n
mnf
+✲ an−1
mn−1
+✲ · · ·
m1
+✲ a0 = a, (22)
· · ·
m′n+2
+✲ a′n+1
fm′n+1
+✲ an
mn
+✲ an−1
mn−1
+✲ · · ·
m1
+✲ a0 = a (23)
(where f : a′n ✲ an) are in the same connected-component, because there is
a map
(. . . , 1a′
n+1
, f, 1an−1, . . . , 1a0)
from the top row to the bottom.
The constructed topology on [0, 1] is generated by taking as closed all subsets
of the form [k/2n, l/2n] where k, l, n ∈ N and l ∈ {k, k+ 1}. This is exactly the
Euclidean topology.
Finally, this example shows that Ia need not be the limit of finite approxi-
mations (Warning 4.2). It is not hard to show that for each n, the category In1
is connected: so each In1 is a one-element set, and I1 = [0, 1] is plainly not the
limit of the (In1)s.
5 Set-theoretic proofs
Fix a self-similarity system (A,M) satisfying S. In this section I prove that the
functor I : A ✲ Set is nondegenerate and that (I, ι) is the universal solution.
Nondegeneracy of I will follow from a kind of nondegeneracy property of
I : A ✲ Cat. Any Cat-valued functor X : B ✲ Cat has a category
of elements E (X), in which an object is a pair (b, x) with b ∈ B and x ∈ Xb
and an arrow (b, x) ✲ (b′, x′) is a pair (g, ξ) with g : b ✲ b′ in B and
ξ : (Xg)x ✲ x′ in Xb′. This is related to the notion of the category of
elements of a Set-valued functor X : B ✲ Set (page 12) by the isomorphism
E (X) ∼= E (D ◦X), where D : Set ✲ Cat is the functor assigning to each set
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the corresponding discrete category. The nondegeneracy property mentioned is
that E (I) is componentwise cofiltered (that is, E (I)
op
is componentwise filtered,
in the sense defined after Corollary 2.7).
This is proved by a finiteness argument. Notation: if L is the limit of a
diagram
· · · ✲ L3 ✲ L2 ✲ L1
in some category, I write prn for both the projection L ✲ Ln and the given
map Lm ✲ Ln for any m ≥ n.
Lemma 5.1 (Ko¨nig [Ko¨n]) The limit in Set of a diagram
· · · ✲ F3 ✲ F2 ✲ F1
of finite nonempty sets is nonempty. More precisely, for any sequence (Fn)n≥1
with Fn ∈ Fn there exists an element G of the limit such that
∀r ≥ 1, ∃n ≥ r : prr(Fn) = prr(G).
Remark The first sentence is a special case of the fact that a component-
wise cofiltered limit of nonempty compact Hausdorff spaces is nonempty (com-
pare [Bou, I.9.6]).
Proof Take a sequence (Fn)n≥1 with Fn ∈ Fn. We define, for each r ≥ 1, an
infinite subset Nr of N and an element Gr ∈ Fr such that
• for all r ≥ 1, Nr ⊆ Nr−1 ∩ {r, r + 1, . . .} (writing N0 = N)
• for all r ≥ 1 and n ∈ Nr, prr(Fn) = Gr.
Suppose inductively that r ≥ 1 and Nr−1 is defined. As n runs through the
infinite set Nr−1 ∩ {r, r + 1, . . .}, prr(Fn) takes values in the finite set Fr, so
takes some value Gr ∈ Fr infinitely often. Putting
Nr = {n ∈ Nr−1 ∩ {r, r + 1, . . .} | prr(Fn) = Gr}
completes the induction.
For each r ≥ 1 we have Gr = prr(Gr+1), since we may choose n ∈ Nr+1 and
then
prr(Gr+1) = prr(prr+1(Fn)) = prr(Fn) = Gr.
So there is a unique element G of the limit such that prr(G) = Gr for all r ≥ 1.
Given r ≥ 1, we may choose n ∈ Nr, and then n ≥ r and prr(Fn) = Gr = prr(G)
as required. 
This will be applied as follows. Suppose we have a limit L of categories
· · · ✲ L3 ✲ L2 ✲ L1,
categories J ⊆ K, and a diagramD of shape J in L, and suppose we are interested
in extending D to a diagram of shape K. If we can do so then we can certainly
29
extend prn ◦D : J ✲ Ln to K for all n; the converse does not hold, because
we cannot necessarily choose the extensions K ✲ Ln in a coherent way. But
the following lemma says that we can do it if for each n there are only finitely
many choices of extension.
Lemma 5.2 (Factorization) Let L be the limit of a diagram
· · · ✲ L3 ✲ L2 ✲ L1
in some category E. Let P : J ✲ K and D : J ✲ L be maps in E such
that for each n ≥ 1, the set of factorizations of prn ◦D through P is finite and
nonempty. Then D factors through P .
Proof Apply Lemma 5.1 with Fn = {F ∈ E(K,Ln) | F ◦P = prn ◦D}. 
For each n ∈ N we have a functor In : A ✲ Cat (see 4.2). The evident
projections make E (I) the limit in Cat of
· · · ✲ E (I2) ✲ E (I1) .
Proposition 5.3 E (I) is componentwise cofiltered.
Proof We have to prove that every diagram · ✲ · ✛ · in E (I) can be
completed to a commutative square and that every parallel pair · ✲✲ · can be
completed to a fork. The two cases are very similar, so I just do the first.
Take a diagram
· · ·
m3
+✲ a2
m2
+✲ a1
m1
+✲ a0
· · ·
p3
+✲ b2
f2
❄ p2
+✲ b1
f1
❄ p1
+✲ b0
f0
❄
· · · +
m′3
✲ a′2
f ′2
✻
+
m′2
✲ a′1
f ′1
✻
+
m′1
✲ a′0
f ′0
✻
(24)
of shape (• ✲ • ✛ •) in E (I). We apply Lemma 5.2 where P is the
inclusion
J =
· ·
·
✛
✲
 ⊂ ✲

·
·
✛
·
✲
·
✛
✲
 = K
(the square in K being commutative), Ln = E (In), L = E (I), and D is the
diagram (24) with its rightmost block removed. The hypothesis of Lemma 5.2
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is that for each n ≥ 1, the set of diagrams of the form
an
mn
+✲ an−1
mn−1
+✲ · · ·
m2
+✲ a1
cn
gn
✻
qn
+✲ cn−1
gn−1
✻
qn−1
+✲ · · ·
q2
+✲ c1
g1
✻
a′n
g′n
❄
+
m′n
✲ a′n−1
g′n−1
❄
+
m′n−1
✲ · · · +
m′2
✲ a′1
g′1
❄
(25)
satisfying f1g1 = f
′
1g
′
1, . . . , fngn = f
′
ng
′
n is nonempty and finite.
Finiteness follows from finiteness of M (and the absence of the rightmost
block). For nonemptiness, let n ≥ 1. Then S1 implies that there exist cn, gn,
and g′n making
an
mn
+ ✲ an−1
cn
gn
✲
bn
pn
+ ✲
fn
✲
bn−1
fn−1
✲
a′n +
m′n
✲
f ′n
✲
g′n
✲
a′n−1
f ′n−1
✲
commute, and then nondegeneracy of M (condition ND1 at the end of §2)
implies that the outside of this diagram can also be filled in as
an
mn
+ ✲ an−1
cn
qn
+ ✲
gn
✲
cn−1
gn−1 ✲
bn−1
fn−1
✲
a′n +
m′n
✲
g′n
✲
a′n−1.
f ′n−1
✲
g′n−1
✲
Repeating this argument (n− 2) times gives a diagram (25), as required.
So the hypothesis of Lemma 5.2 holds, and D can be completed to a commu-
tative square in E (I). Using the diagram-filling argument one more time shows
that (24) can be, too. 
The next few results show that for general reasons, E (I) being component-
wise cofiltered implies that each Ia is too and that I : A ✲ Set is nondegen-
erate.
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Lemma 5.4 Let J : B ✲ Cat be a functor on a small category B. If E (J)
is componentwise cofiltered then Ja is componentwise cofiltered for each a ∈ B.
Proof We have to prove that every diagram · ✲ · ✛ · in Ja can be
completed to a commutative square and that every parallel pair · ✲✲ · can be
completed to a fork. Again I just do the first case; the second is similar.
Take a diagram
ω ω′
χ
φ′✛φ
✲
in Ja. Then there is a commutative square
(b, ζ)
(a, ω)
(g,γ)
✛
(a, ω′)
(g′,γ′)✲
(a, χ)
(1,φ′)✛(1,φ)
✲
in E (J). Commutativity says that g = g′ and that the square
(Jg)ζ
ω
γ
✛
ω′
γ′✲
χ
φ′✛φ
✲
in Ja commutes, as required. 
Proposition 5.5 Ia is componentwise cofiltered for each a ∈ A. 
Lemma 5.6 Let J : B ✲ Cat be a functor on a small category B. If E (J)
is componentwise cofiltered then so is E (Π0J).
Proof Once again the proof splits into two similar cases. For variety, I do the
second: that every diagram (a, [ω])
f✲
f ′
✲ (b, [χ]) in E (Π0J) extends to a fork.
Since [(Jf)ω] = [χ] = [(Jf ′)ω], Lemmas 2.3 and 5.4 imply that there exists
a span
ξ
(Jf)ω
δ
✛
(Jf ′)ω
δ′✲
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in Jb. We therefore have a finite connected diagram (solid arrows)
(c, ζ)
(a, ω)
(g,γ)
✛...
....
..
(b, ξ)
(fg=f ′g,θ)..........✲
(b, (Jf)ω)
(f,1)
❄
(1,δ)
✛
(b, (Jf ′)ω)
(1,δ′)
❄
(f ′,1)
✲
in E (J), so by hypothesis there exists a dotted commutative diagram, giving a
fork
(c, [ζ])
g✲ (a, [ω])
f✲
f ′
✲ (b, [χ])
in E (Π0J). 
Proposition 5.7 (I nondegenerate) I : A ✲ Set is nondegenerate. 
Hence (I, ι) is an M -coalgebra. By Lambek’s Lemma, a necessary condition
for it to be the universal solution is that ι is an isomorphism, and we can prove
this immediately.
Proposition 5.8 (I is a fixed point) ι : I ✲ M ⊗ I is an isomorphism.
Proof It is enough to show that ιa : Ia ✲ (M ⊗ I)a is bijective for each
a ∈ A. Certainly ιa is surjective. For injectivity, suppose that
ιa[ · · ·
m2
+✲ a1
m1
+✲ a ] = ιa[ · · ·
m′2
+✲ a′1
m′1
+✲ a ],
that is,
m1 ⊗ [ · · ·
m2
+✲ a1 ] = m′1 ⊗ [ · · ·
m′2
+✲ a′1 ].
By Lemma 3.2 and nondegeneracy of I, there exist a commutative square
b
a1
f
✛
a′1
f ′✲
a
m′1✛+m1
+✲
and an element [· · ·
p2
+✲ b1
p1
+✲ b] ∈ Ib such that
[ · · ·
p2
+✲ b1
fp1
+✲ a1 ] = [ · · ·
m3
+✲ a2
m2
+✲ a1 ],
[ · · ·
p2
+✲ b1
f ′p1
+✲ a′1 ] = [ · · ·
m′3
+✲ a′2
m′2
+✲ a′1 ].
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Then
[ · · ·
m3
+✲ a2
m2
+✲ a1
m1
+✲ a ] = [ · · ·
p2
+✲ b1
fp1
+✲ a1
m1
+✲ a ]
= [ · · ·
p2
+✲ b1
p1
+✲ b
m1f
+✲ a ],
using the observation at (22) and (23) (page 28). But m1f = m
′
1f
′, so by
symmetry of argument,
[ · · ·
m2
+✲ a1
m1
+✲ a ] = [ · · ·
m′2
+✲ a′1
m′1
+✲ a ]
as required. 
Here is the key concept for the rest of the proof. Let (X, ξ) be an M -
coalgebra, a ∈ A, and x ∈ Xa. A resolution of x is a diagram
· · ·
m2
+✲ a1
m1
+✲ a0 = a (26)
together with a sequence (xn)n∈N such that xn ∈ Xan, x0 = x, and
ξ(xn) = mn+1 ⊗ xn+1
for all n ∈ N. I will also call (xn)n∈N a resolution of x along the diagram (26).
Clearly every element x of a coalgebra has at least one resolution.
Lemma 5.9 (Direction of resolution) Let (X, ξ) be a nondegenerate M -
coalgebra, a ∈ A, and x ∈ Xa. If x has resolutions along both
(· · ·
m2
+✲ a1
m1
+✲ a0 = a) and (· · ·
m′2
+✲ a′1
m′1
+✲ a′0 = a)
then
[ · · ·
m2
+✲ a1
m1
+✲ a0 ] = [ · · ·
m′2
+✲ a′1
m′1
+✲ a′0 ].
Proof Choose sequences (xn)n∈N and (x
′
n)n∈N resolving x along the two dia-
grams respectively. I construct by induction a commutative diagram
· · ·
m3
+✲ a2
m2
+✲ a1
m1
+✲ a0 = a
· · ·
p3
+✲ b2
f2
✻
p2
+✲ b1
f1
✻
p1
+✲ b0 = a
f0=1a
✻
· · · +
m′3
✲ a′2
f ′2
❄
+
m′2
✲ a′1
f ′1
❄
+
m′1
✲ a′0 = a
f ′0=1a
❄
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and a sequence (yn)n∈N such that yn ∈ Xbn, fnyn = xn, and f ′nyn = x
′
n for
each n ∈ N. For the base step, take y0 = x. For the inductive step, let n ∈ N
and suppose that bn, fn, f
′
n, and yn are constructed. We may write
ξ(yn) = (c
q
+✲ bn)⊗ z
with z ∈ Xc. Then
mn+1 ⊗ xn+1 = ξ(xn) = ξ(fnyn) = fnξ(yn) = (fnq)⊗ z,
so by nondegeneracy of X and Lemma 3.2, there exist a commutative diagram
as labelled (a) below and an element w ∈ Xd such that gw = z and hw = xn+1:
an+1
mn+1
+ ✲ an
d
h
✻
(a)
bn+1
k
✲
(b) c
q
+✲
g
✲
bn
fn
✻
d′
g′
✲
k′ ✲
(a′)
a′n+1
h′
❄
+
m′n+1
✲ a′n.
f ′n
❄
Similarly, there exist a commutative diagram (a′) and w′ ∈ Xd′ such that
g′w′ = z and h′w′ = x′n+1. So by nondegeneracy of X (condition ND1), there
exist a commutative square (b) and yn+1 ∈ Xbn+1 such that kyn+1 = w and
k′yn+1 = w
′. Putting pn+1 = qgk, fn+1 = hk, and f
′
n+1 = h
′k′ completes the
induction. 
Now consider resolutions in the coalgebra (I, ι). Given any a ∈ A and
(· · ·
m2
+✲ a1
m1
+✲ a0) ∈ Ia, (27)
there is a canonical resolution of [· · ·
m2
+✲ a1
m1
+✲ a0] ∈ Ia, consisting of (27)
itself together with [· · ·
mn+2
+✲ an+1
mn+1
+✲ an] ∈ Ian as ‘xn’.
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Proposition 5.10 (Double complex) Let
. . .
...
...
· · ·
m32
+✲ a22
m22
+✲ a12
m12
+✲ a02
+ m3
❄
· · ·
m31
+✲ a21
m21
+✲ a11
m11
+✲ a01
+ m2
❄
· · ·
m30
+✲ a20
m20
+✲ a10
m10
+✲ a00
+ m1
❄
be a diagram satisfying
[ · · ·
m3n
+✲ a2n
m2n
+✲ a1n
m1n
+✲ a0n ] = [ · · ·
m2n+1
+✲ a1n+1
m1n+1
+✲ a0n+1
mn+1
+✲ a0n ]
for all n ∈ N. Then
[ · · ·
m30
+✲ a20
m20
+✲ a10
m10
+✲ a00 ] = [ · · ·
m3
+✲ a02
m2
+✲ a01
m1
+✲ a00 ]. (28)
Proof The left-hand side of (28) can be resolved canonically along
· · ·
m20
+✲ a10
m10
+✲ a00.
It also has a resolution (xn)n∈N along
· · ·
m2
+✲ a01
m1
+✲ a00,
where
xn = [ · · ·
m2n
+✲ a1n
m1n
+✲ a0n ] ∈ Ia
0
n,
since by hypothesis
ιxn = ι[ · · ·
m1n+1
+✲ a0n+1
mn+1
+✲ a0n ]
= mn+1 ⊗ xn+1.
The result follows from nondegeneracy of I and Lemma 5.9. 
Theorem 5.11 (Universal solution in Set) (I, ι) is the universal solution
of (A,M) in Set.
Proof Let (X, ξ) be a nondegenerate coalgebra. We have to show that there
is a unique map (X, ξ) ✲ (I, ι).
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Existence Given any a ∈ A and x ∈ Xa, we may choose a resolution
((· · ·
m2
+✲ a1
m1
+✲ a0), (x0, x1, x2, . . .)) (29)
of x and put
ξa(x) = [ · · ·
m2
+✲ a1
m1
+✲ a ] ∈ Ia.
This defines for each a a function ξa : Xa
✲ Ia, which by Lemma 5.9 is
independent of choice of resolution. I claim that ξ is a map (X, ξ) ✲ (I, ι) of
coalgebras. First, it is a natural transformation, that is, if a
f✲ a′ is a map in
A and x ∈ Xa then ξa′(fx) = fξa(x). For choose a resolution (29) of x: then
((· · ·
m2
+✲ a1
fm1
+✲ a′), (fx, x1, x2, . . .))
is a resolution of fx, so
ξa′(fx) = [ · · ·
m2
+✲ a1
fm1
+✲ a′ ]
= f [ · · ·
m2
+✲ a1
m1
+✲ a ]
= fξa(x).
Second, ξ is a map of coalgebras, that is, if a ∈ A and x ∈ Xa then
(M ⊗ ξ)aξa(x) = ιaξa(x).
For choose a resolution (29) of x: then
((· · ·
m3
+✲ a2
m2
+✲ a1), (x1, x2, x3, . . .))
is a resolution of x1, so
(M ⊗ ξ)aξa(x) = (M ⊗ ξ)a(m1 ⊗ x1)
= m1 ⊗ ξa1(x1)
= m1 ⊗ [ · · ·
m2
+✲ a1 ]
= ιa[ · · ·
m2
+✲ a1
m1
+✲ a ]
= ιaξa(x).
Uniqueness Let ξ˜ : (X, ξ) ✲ (I, ι) be a map of coalgebras, a ∈ A, and
x ∈ Xa. We show that ξ˜a(x) = ξa(x).
Choose a resolution (29) of x, and for each n ∈ N, write
ξ˜an(xn) = [ · · ·
m2n
+✲ a1n
m1n
+✲ a0n = an ].
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For each n ∈ N, we have
(M ⊗ ξ˜)anξan(xn) = ιan ξ˜an(xn)
by definition of map of coalgebras. On the other hand,
(M ⊗ ξ˜)anξan(xn) = (M ⊗ ξ˜)an(mn+1 ⊗ xn+1)
= mn+1 ⊗ ξ˜an+1(xn+1)
= mn+1 ⊗ [ · · ·
m2n+1
+✲ a1n+1
m1n+1
+✲ a0n+1 = an+1 ]
= ιan [ · · ·
m1n+1
+✲ a0n+1 = an+1
mn+1
+✲ an ].
Since ιan is injective (Proposition 5.8),
[ · · ·
m1n+1
+✲ a0n+1 = an+1
mn+1
+✲ an ] = ξ˜an(xn)
= [ · · ·
m2n
+✲ a1n
m1n
+✲ a0n = an ]
for each n ∈ N. So Proposition 5.10 applies, and
[ · · ·
m20
+✲ a10
m10
+✲ a00 ] = [ · · ·
m2
+✲ a1
m1
+✲ a0 ] ∈ Ia,
that is, ξ˜a(x) = ξa(x), as required. 
6 Topological proofs
Fix a self-similarity system (A,M). In this section I show that if (A,M) satisfies
S then (I, ι), with the topology defined in §4, is an M -coalgebra in Top, and
indeed the universal solution in Top.
The proof involves an analysis of equality in Ia, that is, of the possible
representations in Ia of a given element of Ia.
Lemma 6.1 For each a ∈ A and n ∈ N, the category Ina is finite.
Proof Follows from finiteness of M . 
The last paragraph of §4 shows that there may be objects τ , τ ′ of Ia such
that prn(τ) and prn(τ
′) are in the same connected-component of Ina for all n
but τ and τ ′ are in different connected-components of Ia. However, τ and τ ′ are
in the same component if prn(τ) and prn(τ
′) can be connected by a diagram of
the same shape for each n:
Lemma 6.2 (Equality in Ia) Let a ∈ A and τ, τ ′ ∈ Ia. Then [τ ] = [τ ′] ∈ Ia
if and only if there exist a finite connected category K, objects k, k′ ∈ K, and for
each n ≥ 1, a functor Fn : K ✲ Ina such that Fnk = prnτ and Fnk
′ = prnτ
′.
38
Proof ‘Only if’ is simple. For ‘if’ we use Lemma 5.2. Take J to be the discrete
category on two objects j, j′, define P : J ✲ K by P (j) = k and P (j′) = k′,
take L to be the limit Ia of the categories Ln = Ina, and take D(j) = τ and
D(j′) = τ ′. Then for each n ≥ 1, the set of factorizations in Lemma 5.2 is
nonempty by hypothesis, and finite since K and Ina are finite, so there is a
functor G : K ✲ Ia such that Gk = τ and Gk′ = τ ′. But K is connected, so
[τ ] = [τ ′]. 
Assume from now on that (A,M) satisfies S.
Each module element q : d +✲ c induces a function φq : Id ✲ Ic by
φq[ · · ·
r2
+✲ d1
r1
+✲ d ] = [ · · ·
r2
+✲ d1
r1
+✲ d
q
+✲ c ],
or equivalently,
φq =
(
Id
q⊗−✲ (M ⊗ I)c
ι−1c
∼
✲ Ic
)
where the first map is the coprojection
coprq = q ⊗− : Id ✲
∫ d′
M(d′, c)× Id′ = (M ⊗ I)c.
For each a ∈ A, the topology on Ia is generated by taking φp1φp2 · · ·φpn(Ibn)
to be a closed subset of Ia whenever n ∈ N and
(bn
pn
+✲ · · ·
p2
+✲ b1
p1
+✲ b0) ∈ Ina.
It is shown in the following pages that (I, ι) is an M -coalgebra in Top, and
along the way that each Ia is compact Hausdorff.
We start with the Hausdorff property. Define, for each n ∈ N and a ∈ A, a
binary relation Ran on Ia by
Ran =
⋃
{(φp1 · · ·φpn(Ibn))
2 | (bn
pn
+✲ · · ·
p1
+✲ b0) ∈ Ina} ⊆ Ia× Ia.
Equivalently, (t, t′) ∈ Ran when there exists (bn
pn
+✲ · · ·
p1
+✲ b0) such that t
and t′ can both be written in the form
[ · · · +✲ · +✲ bn
pn
+✲ · · ·
p1
+✲ b0 ].
As a subset of Ia × Ia, Ran is closed (by finiteness of Ina). As a relation, R
a
n
is reflexive and symmetric, but not in general transitive: for instance, in the
Freyd self-similarity system, R11 = [0,
1
2 ]
2 ∪ [ 12 , 1]
2 ⊆ [0, 1]2.
For any set S, write ∆S = {(s, s) | s ∈ S} ⊆ S × S.
Lemma 6.3 (Relations determine equality)
⋂
n∈NR
a
n = ∆Ia for each a.
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Proof Certainly
⋂
n∈NR
a
n ⊇ ∆Ia. Conversely, let (t, t
′) ∈
⋂
n∈NR
a
n, writing
t = [· · ·
m2
+✲ a1
m1
+✲ a0 = a],
t′ = [· · ·
m′2
+✲ a′1
m′1
+✲ a′0 = a].
For each n ∈ N, we may choose (bn
pn
+✲ · · ·
p1
+✲ b1) ∈ Ina such that t, t′ ∈
φp1 · · ·φpn(Ibn). Since Ia is componentwise cofiltered, there is for each n ∈ N a
span in Ia of the form
· · ·
mn+2
+✲ an+1
mn+1
+✲ an
mn
+✲ · · ·
m1
+✲ a0 = a
· · · +✲ ·
✻
+ ✲ ·
✻
+✲ · · · +✲ a
1a
✻
· · · +✲ ·
❄
+✲ bn
❄
+
pn
✲ · · · +
p1
✲ b0 = a,
1a
❄
hence a span in Ina of the form
·
(an
mn
+✲ · · ·
m1
+✲ a0)
✛
(bn
pn
+✲ · · ·
p1
+✲ b0).
✲
The same is true for t′, so for each n ∈ N there is a diagram of the form
· ·
(an
mn
+✲ · · ·
m1
+✲ a0)
✛
·
✛
✲
(a′n
m′n
+✲ · · ·
m′1
+✲ a′0)
✲
in Ina. So by Lemma 6.2, taking K to be the evident category with four non-
identity arrows, t = t′. 
Proposition 6.4 (Ia Hausdorff) Ia is Hausdorff for all a ∈ A.
Proof ∆Ia is the intersection of the closed subsets R
a
n of Ia× Ia. 
The next step is to consider I : A ✲ Set as a quotient of ob I, the
composite of I : A ✲ Cat with the objects functor ob : Cat ✲ Set. This
functor ob I is nondegenerate (even if S does not hold), since
ob I ∼=
∑
b
ob(Ib)×M(b,−)
and the class of nondegenerate functors is closed under sums. Moreover, ob I
carries an M -coalgebra structure ι, given by the usual formula
ιa0(· · ·
m2
+✲ a1
m1
+✲ a0) = m1 ⊗ (· · ·
m2
+✲ a1)
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or equivalently by taking ιa to be the composite
ob(Ia)
∼✲
∑
b
M(b, a)× ob(Ib)
canonical✲
∫ b
M(b, a)× ob(Ib). (30)
So (ob I, ι) is a coalgebra in Set, and there is a canonical map of coalgebras
π : (ob I, ι) ✲ (I, ι).
This construction can be topologized. For each a ∈ A, the set ob(Ia) is the
limit of the diagram
· · · ✲ ob(I2a) ✲ ob(I1a),
and giving each ob(Ina) the discrete topology induces a topology on ob(Ia); in
this way, ob I becomes a functor A ✲ Top. Each Ina is finite, so each ob(Ia)
is compact Hausdorff, so ob I : A ✲ Top is nondegenerate. Moreover, the
maps ιa are continuous, since in (30) the first map is a homeomorphism and
the second is a quotient map. So (ob I, ι) is a coalgebra in Top. We will see
that the maps πa : ob(Ia) ✲ Ia exhibit each Ia as not merely a set-theoretic
quotient of ob(Ia), but a topological quotient.
For each a ∈ A, the space ob(Ia) is compact. It is also second countable
(has a countable basis of open sets). Hence:
Lemma 6.5 Every sequence in ob(Ia) has a convergent subsequence. 
The following result must hold if the spaces Ia are to be compact.
Lemma 6.6 (Intersections of basic closed sets) Let a ∈ A, n ∈ N,
(· · ·
m2
+✲ a1
m1
+✲ a0) ∈ Ia, (bn
pn
+✲ · · ·
p1
+✲ b0) ∈ Ina.
Then
[ · · ·
m2
+✲ a1
m1
+✲ a0 ] ∈ φp1 · · ·φpn(Ibn)
if and only if
∀r ∈ N, φm1 · · ·φmr (Iar) ∩ φp1 · · ·φpn(Ibn) 6= ∅.
Proof ‘Only if’ is trivial. For ‘if’, write α = (· · ·
m1
+✲ a0). By hypothesis, we
may choose for each r ∈ N objects
αr = (· · ·
mrr+2
+✲ arr+1
mrr+1
+✲ ar
mr
+✲ · · ·
m1
+✲ a0),
βr = (· · ·
prn+2
+✲ brn+1
prn+1
+✲ bn
pn
+✲ · · ·
p1
+✲ b0)
of Ia such that [αr] = [βr]. By Proposition 5.5, there is for each r ∈ N a span
αr ✛ · ✲ βr
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in Ia. By Lemma 6.5, (βr)r∈N has a subsequence (βrk)k∈N convergent to β, say,
and β is of the form
· · ·
pn+1
+✲ bn
pn
+✲ · · ·
p1
+✲ b0.
For each r ∈ N, we may choose k ∈ N such that rk ≥ r and prr(βrk) = prr(β);
we then have a span in Ia of the form
αrk
✛ · ✲ βrk ,
hence, applying prr, a span in Ira of the form
prr(α) ✛ · ✲ prr(β).
So by Lemma 6.2, [α] = [β] ∈ φp1 · · ·φpn(Ibn). 
Proposition 6.7 (Ia as a quotient) For each a ∈ A, the canonical surjection
πa : ob(Ia) ✲ Ia is a topological quotient map.
Proof First, πa is continuous. Let n ∈ N and (bn
pn
+✲ · · ·
p1
+✲ b0) ∈
Ina; we must show that π
−1
a (φp1 · · ·φpn(Ibn)) is a closed subset of ob(Ia). By
Lemma 6.6, an element (· · ·
m1
+✲ a0) of ob(Ia) belongs to this subset if and
only if
φm1 · · ·φmr (Iar) ∩ φp1 · · ·φpn(Ibn) 6= ∅ (31)
for all r ∈ N. In other words,
π−1a (φp1 · · ·φpn(Ibn)) =
⋂
r∈N
pr−1r Wr
where prr : Ia ✲ Ira and Wr ⊆ ob(Ira) is the set of elements (ar
mr
+✲
· · ·
m1
+✲ a0) satisfying (31). But each ob(Ira) is discrete and each prr contin-
uous, so
⋂
r∈N pr
−1
r Wr is closed, as required.
Second, πa is closed, since ob(Ia) is compact and Ia is Hausdorff; and any
continuous closed surjection is a quotient map. 
Corollary 6.8 (Ia compact) Ia is compact for all a ∈ A. 
Corollary 6.9 (Properties of If) For each map a
f✲ a′ in A, the map
Ia
If✲ Ia′ is continuous and closed.
Proof There is a commutative square
ob(Ia)
pia✲ Ia
ob(Ia′)
ob(If)
❄
pia′
✲ Ia′
If
❄
in which πa is a topological quotient map and ob(If) and πa′ are continuous,
so If is also continuous. Ia is compact and Ia′ Hausdorff, so If is closed. 
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Corollary 6.10 (ιa continuous) For each a ∈ A, the map ιa : Ia ✲
(M ⊗ I)a is continuous.
Proof As for the previous lemma, using the square
ob(Ia)
pia ✲ Ia
(M ⊗ ob I)a
ιa
❄
(M⊗pi)a
✲ (M ⊗ I)a.
ιa
❄

Corollary 6.11 (I, ι) is an M -coalgebra in Top. 
Our final task is to prove that for anyM -coalgebra (X, ξ) in Top, the unique
map ξ : (X, ξ) ✲ (I, ι) of coalgebras in Set is continuous. To do this we show
that the inverse image ξ
−1
a (φp1 · · ·φpn(Ibn)) of each basic closed set is closed.
This inverse image is larger than it might appear. For, given x ∈ Xa, one
might imagine that if ξa(x) ∈ φp1 · · ·φpn(Ibn) then x can be resolved along
some diagram of the form
· · · +✲ · +✲ bn
pn
+✲ · · ·
p1
+✲ b0;
but while this is certainly a sufficient condition, it is not necessary:
Example 6.12 Let (A,M) be the Freyd self-similarity system. Choose an
endpoint-preserving continuous map ξ1 : [0, 1] ✲ [0, 2] satisfying ξ1(2/3) =
2/3; this gives an M -coalgebra structure ξ on X = ({⋆}
0✲
1
✲ [0, 1]). Now
2/3 ∈ X1 has a resolution along
· · ·
[0, 12 ]
+✲ 1
[0, 12 ]
+✲ 1,
so ξ1(2/3) = 0, so ξ1(2/3) ∈ φm1(I0) where m1 = 0 : 0 +✲ 1. But 2/3 has no
resolution ending in m1.
To describe this inverse image we need some notation. Given anM -coalgebra
X = (X, ξ) in Top, r ∈ N, and (ar
mr
+✲ · · ·
m1
+✲ a0) ∈ Ira, let
ResX(ar
mr
+✲ · · ·
m1
+✲ a0) ⊆ Xa
be the set of all x ∈ Xa having a resolution along some diagram of the form
· · · +✲ · +✲ ar
mr
+✲ · · ·
m1
+✲ a0.
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Lemma 6.13 (Inverse image) Let a ∈ A, n ∈ N, and (bn
pn
+✲ · · ·
p1
+✲
b0) ∈ Ina; let (X, ξ) be an M -coalgebra in Set and x ∈ Xa. Then x ∈
ξ
−1
a (φp1 · · ·φpn(Ibn)) if and only if
for all r ∈ N, there exists (ar
mr
+✲ · · ·
m1
+✲ a0) ∈ Ira such that x ∈
ResX(ar
mr
+✲ · · ·
m1
+✲ a0) and φm1 · · ·φmr (Iar) ∩ φp1 · · ·φpn(Ibn) 6= ∅.
Proof For ‘only if’, choose (· · ·
m1
+✲ a0) ∈ Ia along which x can be resolved.
Then
[ · · ·
m1
+✲ a0 ] = ξa(x) ∈ φp1 · · ·φpn(Ibn)
and the result follows.
For ‘if’, choose for each r ∈ N an element (· · ·
mr1
+✲ ar0) ∈ Ia along which x
can be resolved and such that
φmr1 · · ·φmrr (Ia
r
r) ∩ φp1 · · ·φpn(Ibn) 6= ∅.
By compactness of Ia,⋂
r∈N
φmr1 · · ·φmrr (Ia
r
r) ∩ φp1 · · ·φpn(Ibn) (32)
is nonempty. But
⋂
r∈N φmr1 · · ·φmrr (Ia
r
r) has cardinality at most 1 by
Lemma 6.3, and contains ξa(x) since x can be resolved along (· · ·
mr1
+✲ ar0)
for each r, so the set (32) is {ξa(x)}. The result follows. 
This says what the inverse images of the basic closed sets are, and we now
prepare to show that they are closed.
Lemma 6.14 (Coprojections closed) Let X : A ✲ Top be a nondegen-
erate functor and m : b +✲ a a module element. Then the coprojection
m⊗− : Xb ✲ (M ⊗X)a
is closed.
Proof Trivially, m⊗− is the composite
Xb
(m,−)✲
∑
b′
M(b′, a)×Xb′
canonical✲
∫ b′
M(b′, a)×Xb′ = (M ⊗X)a.
The first map is closed since it is a coproduct-coprojection, and the second is
closed by Lemma 3.3. 
Lemma 6.15 Let (X, ξ) be an M -coalgebra in Top, r ∈ N, and (ar
mr
+✲
· · ·
m1
+✲ a0) ∈ Ira. Then ResX(ar
mr
+✲ · · ·
m1
+✲ a0) is a closed subset of Xa.
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Proof When r = 0 this is trivial. Suppose inductively that the result holds
for r ∈ N, and let (ar+1
mr+1
+✲ · · ·
m1
+✲ a0) ∈ Ir+1a. An element x ∈ Xa is in
ResX(ar+1
mr+1
+✲ · · ·
m1
+✲ a0) if and only if there exists x1 ∈ Xa1 such that
ξa(x) = m1 ⊗ x1 and x1 ∈ ResX(ar+1
mr+1
+✲ · · ·
m2
+✲ a1),
so
ResX(ar+1
mr+1
+✲ · · ·
m1
+✲ a0) = ξ−1a
(
m1 ⊗ ResX(ar+1
mr+1
+✲ · · ·
m2
+✲ a1)
)
.
But ResX(ar+1
mr+1
+✲ · · ·
m2
+✲ a1) is closed by inductive hypothesis, m1⊗− is
closed by Lemma 6.14, and ξa is continuous, so the induction is complete. 
Theorem 6.16 (Universal solution in Top) (I, ι) is the universal solution
of (A,M) in Top.
Proof It remains to show that for any M -coalgebra (X, ξ) in Top, the unique
map ξ : (X, ξ) ✲ (I, ι) is continuous in each component. So let a ∈ A, n ∈ N,
and (bn
pn
+✲ · · ·
p1
+✲ b0) ∈ Ina; we must show that
ξ
−1
a (φp1 · · ·φpn(Ibn)) ⊆ Xa
is closed. For each r ∈ N, write
Vr =
⋃
ResX(ar
mr
+✲ · · ·
m1
+✲ a0)
where the union is over all (ar
mr
+✲ · · ·
m1
+✲ a0) ∈ Ira such that
φm1 · · ·φmr (Iar) ∩ φp1 · · ·φpn(Ibn) 6= ∅.
Then Lemma 6.13 says that ξ
−1
a (φp1 · · ·φpn(Ibn)) =
⋂
r∈N Vr , so it is enough to
prove that each Vr is closed, and this follows from Lemmas 6.1 and 6.15. 
A Appendix: Solvability
Here we finish the proof of
Theorem A.1 (Existence of universal solution) The following are equiv-
alent for a self-similarity system (A,M):
a. (A,M) satisfies S
b. (A,M) has a universal solution in Top
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c. (A,M) has a universal solution in Set.
We proved (a)⇒ (b) in §6 and (b)⇒ (c) as Proposition 3.6, so it remains to
prove (c)⇒ (a).
Fix a self-similarity system (A,M). In this appendix, ‘M -coalgebra’ means
‘M -coalgebra in Set’.
We begin by constructing representable-type coalgebras and proving a
Yoneda-type lemma. Take (a•,m•) = (· · ·
m2
+✲ a1
m1
+✲ a0) ∈ E (I). Then
there is a functor
H(a·,m·) =
∑
n∈N
A(an,−) : A ✲ Set,
and any representable functor is flat, so H(a·,m·) is nondegenerate by Theo-
rem 2.6. Also
(M ⊗H(a·,m·))b ∼=
∑
n∈N
(M ⊗ A(an,−))b ∼=
∑
n∈N
M(an, b),
so an M -coalgebra structure on H(a·,m·) amounts to a natural transformation∑
n∈N
A(an,−) ✲
∑
n∈N
M(an,−).
There is a unique such transformation sending 1an to mn+1 ∈ M(an+1, an) for
each n ∈ N; let θ(a·,m·) be the corresponding coalgebra structure on H(a·,m·).
This defines an M -coalgebra (H(a·,m·), θ(a·,m·)) for each object (a•,m•) of
E (I). In fact there is a functor
(H•, θ•) : E (I)op ✲ Coalg(M,Set),
since any map f• : (a•,m•) ✲ (a′•,m
′
•
) in E (I) induces a map
H(a
′
·
,m′
·
) =
∑
n∈N
A(a′n,−)
∑
f∗n✲
∑
n∈N
A(an,−) = H
(a·,m·)
respecting the coalgebra structures.
Lemma A.2 (‘Yoneda’) There is a bijection
Coalg(M,Set)
(
(H(a·,m·), θ(a·,m·)), (X, ξ)
)
∼= {resolutions along (a•,m•) in (X, ξ)} (33)
natural in (a•,m•) ∈ E (I) and (X, ξ) ∈ Coalg(M,Set). More precisely, if
x ∈ Xa0 then the coalgebra maps H(a·,m·) ✲ X sending 1a0 to x correspond
to the resolutions of x along (a•,m•).
46
Proof A natural transformation α : H(a·,m·) ✲ X amounts to a sequence
(xn)n∈N with xn ∈ Xan, by the standard Yoneda Lemma. It is a map of
coalgebras if and only if ∑
n∈N
A(an,−)
α ✲ X
∑
n∈N
M(an,−)
θ(a·,m·)
❄
M⊗α
✲ M ⊗X
ξ
❄
commutes, if and only if this diagram commutes when we take 1an at the top-left
corner for every n ∈ N. We have
1an → xn
ξ(xn)
↓
mn+1
↓
→ mn+1 ⊗ xn+1,
so α is a map of coalgebras just when ξ(xn) = mn+1 ⊗ xn+1 for all n ∈ N. A
coalgebra map (H(a·,m·), θ(a·,m·)) ✲ (X, ξ) therefore amounts to a sequence
(xn)n∈N satisfying ξ(xn) = mn+1 ⊗ xn+1 for all n, that is, a resolution along
(a•,m•) in (X, ξ). This establishes the bijection (33); naturality follows from
the naturality in the standard Yoneda Lemma. 
We have met one other M -coalgebra: (ob I, ι), constructed after Proposi-
tion 6.4. (Recall from §5 that (I, ι) is only known to be a (nondegenerate)
coalgebra if S holds.)
Corollary A.3 (Tautological map) For each (a•,m•) ∈ E (I) there is a
canonical map of M -coalgebras
κ(a·,m·) : (H(a·,m·), θ(a·,m·)) ✲ (ob I, ι)
sending 1a0 to (a•,m•).
Proof Every (a•,m•) ∈ E (I), regarded as an element of (ob I)a0, has a tau-
tological resolution in ob I. By Lemma A.2, the corresponding map κ(a·,m·) of
coalgebras sends 1a0 to (a•,m•). 
We can now finish the proof of Theorem A.1.
Suppose that (A,M) has a universal solution (J, γ). Then there is a map
β : (ob I, ι) ✲ (J, γ) ofM -coalgebras. I claim that the natural transformation
β can be factorized as
ob I
β ✲ J,
I
β
....
....
....
....
.✲
pi ✲
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or equivalently that for each a ∈ A, the function βa : ob(Ia) ✲ Ja is constant
on connected-components of Ia, or equivalently that if f• : (a•,m•) ✲ (b•, p•)
in Ia then βa(a•,m•) = βa(b•, p•). Indeed, given such an f•, there are coalgebra
maps
(H(a·,m·), θ(a·,m·))
(ob I, ι)
β ✲
κ(a·,m·)
✲
(J, γ)
(H(b·,p·), θ(b·,p·))
f∗
·
✻
κ(b·,p·)
✲
and β ◦κ(a·,m·) ◦ f∗
•
= β ◦κ(β·,p·) by terminality of (J, γ). But
κ(a·,m·)f∗
•
(1a) = κ
(a·,m·)(1a ◦ f0) = κ
(a·,m·)(1a) = (a•,m•),
κ(b·,p·)(1a) = (b•, p•),
so βa(a•,m•) = βa(b•, p•) as required.
The transformation β : I ✲ J induces a functor E (I) ✲ E (J) over
A. Moreover, there is a natural transformation idCat ✲ DΠ0 (the unit of
the adjunction Π0 ⊣ D), hence a transformation I ✲ DΠ0I = DI, hence a
functor E (I) ✲ E (DI) ∼= E (I) over A. So there is a commutative triangle
E (I)
F ✲ E (J)
A
pr
✛
pr ✲
in Cat, where pr denotes a projection. Now, condition S says that if K is either
of the categories (• ✲ • ✛ •) or (• ✲✲ •) and if G : K ✲ E (I) then
pr ◦G admits a cone. But given such a G, nondegeneracy of J implies that F ◦G
admits a cone, so pr ◦G = pr ◦F ◦G admits a cone, as required.
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