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In this paper we study an inverse problem for a degenerate differential equation on
a Banach space. A projection method will be used to reduce the problem to a regular
abstract inverse problem. To this end some conditions on the operators are assumed to
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1. Introduction
In recent years many researches were devoted to the problem of recovering the solution (y, f ) to the initial value
problem:
d
dt
Ay(t) + By(t) = f (t)z, 0 t  τ , (1)
(Ay)(0) = Ay0, (2)
with the additional information
Φ
[
Ay(t)
]= g(t), 0 t  τ , (3)
where A, B are closed linear operators acting on the Banach space X , A is not necessarily invertible, z ∈ X , y0 ∈ D(A), g ∈
C([0, τ ];R), Φ ∈ X∗ , and the solution to (1)–(3) is a strict one, i.e., y(t) ∈ D(A)∩ D(B), Ay ∈ C1([0, τ ], X), By ∈ C([0, τ ], X),
f ∈ C([0, τ ],R) and (1)–(3) hold. One of the ﬁrst results on this subject was discussed in [5] where λ = 0 is assumed to be
a simple pole for the resolvent operator (λI + AB−1)−1. Later, more general theorems were obtained in [1], where the pair
(A, B) of closed linear operators is weakly parabolic, i.e.,∥∥A(λA + B)−1∥∥L(X)  C(1+ |λ|)−β, ∀λ ∈ Σα, (4)
with
Σα =
{
λ ∈ C: Reλ−c(1+ |Imλ|)α},
C, c > 0, 0< β  α  1, α+β > 1 and L(X) denotes the space of all bounded linear operators on X with the uniform norm.
Condition (4) can be found in [7] to study a degenerate evolution equation of a parabolic type. Moreover, in a number of
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problems in Banach spaces of the type
A
dy(t)
dt
+ By(t) =
t∫
0
k(t − s)Ly(s)ds + f (t), 0 t  τ ,
y(0) = y0,
with the additional information (3). Here L is another closed linear operator on X , f ∈ C1([0, τ ]; X) and the unknown pair
is (y,k), k ∈ C([0, τ ];R).
Our main goal is to indicate some simple suﬃcient conditions on the operators A and B that not directly related to the
resolvent A(λA+ B)−1 (notice that the operator B A−1 is possibly multi-valued), guaranteeing a unique strict solution of the
identiﬁcation problem (1)–(3). These assumptions come from the representation of the space X as a direct sum
X = N(A) ⊕ X1 = R(A) ⊕ X2, (5)
where A is assumed to have a closed kernel N(A) and a closed range R(A), and X1, X2 are closed subspaces of X (consider
for example the Fredholm operators).
The contents of the paper are as follows. In Section 2 we present our main results. In Section 3 we illustrate our abstract
results by giving various examples from partial differential equations.
2. Main results
In the main result here we use a solvability condition which depends explicitly on the operators A and B rather than
the operator T = AB−1 (see [1, Theorem 3.1]).
Let us ﬁrst state the following theorem which is needed to prove our main result (see [6, pp. 113–114]).
Theorem 2.1. Let X be a Banach space, z, y0 ∈ X, M ∈ L(X), Φ ∈ X∗ , Φ[z] = 0, and g ∈ C([0, τ ];R). Then the problem
y′(t) + My(t) = f (t)z, 0 t  τ , (6)
y(0) = y0, (7)
Φ
[
y(t)
]= g(t), 0 t  τ , (8)
has a unique solution (y, f ), such that y ∈ C1([0, τ ]; X) and f ∈ C([0, τ ];R).
Let A and B be two closed linear operators acting on the Banach space X with the direct sum representations (5). Let P
be the projection onto N(A) along X1 and Q the projection onto R(A) along X2. Concerning B , we assume that
D(A) ⊆ D(B), (9)
which is different from the related condition mentioned in [1, Theorem 3.1]. Finally, we suppose that the operator S =
(I − Q )B |N(A) : N(A) → X2 has a bounded inverse, i.e.,
S−1 ∈ L(X2,N(A)). (10)
Let us consider problem (1)–(3) where z ∈ X , g ∈ C1([0, τ ];R) and Φ ∈ X∗ , with the compatibility condition
Φ[Ay0] = g(0). (11)
Our aim is to ﬁnd a unique solution of the problem (1)–(3). Precisely, we are looking for a pair (y, f ) ∈ C([0, τ ], D(A)) ×
C([0, τ ];R) with Ay ∈ C1([0, τ ]; X) such that problem (1)–(3) is satisﬁed, i.e., we want to prove the following theorem.
Theorem 2.2. Let A and B be two closed linear operators on X, and let y0 ∈ D(A), z ∈ X, g ∈ C1([0, τ ];R). If the space X satisﬁes (5)
and the conditions (9)–(11) hold, then problem (1)–(3) admits a unique global solution provided that
Φ
[
Q z − Q BS−1(I − Q )z] = 0. (12)
Proof. In view of the assumptions (5) and (9), problem (1)–(3) can be translated into the differential–algebraic problem
d
dt
(
Q A(I − P )y(t))+ Q BP y(t) + Q B(I − P )y(t) = f (t)Q z, 0 t  τ , (13)
(I − Q )BP y(t) + (I − Q )B(I − P )y(t) = f (t)(I − Q )z, 0 t  τ , (14)
Q A(I − P )y(0) = Q A(I − P )y0, (15)
Φ
[
Q A(I − P )y(t)]= g(t), 0 t  τ . (16)
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inverse from R(A) to X1. Let Q A(I − P )y(t) = w(t). Then (I − P )y(t) = V−1w(t). In view of (10), Eq. (14) reduces to
P y(t) = f (t)S−1(I − Q )z − S−1(I − Q )B(I − P )y(t),
so that Eq. (13) reads
d
dt
Q A(I − P )y(t) + Q B[I − S−1(I − Q )B](I − P )y(t) = f (t)[Q z − Q BS−1(I − Q )z]. (17)
Therefore, we have obtained a problem which is equivalent to problem (13)–(16) as follows
d
dt
w(t) + Q B[I − S−1(I − Q )B]V−1w(t) = f (t)[Q z − Q BS−1(I − Q )z], 0 t  τ , (18)
w(0) = V (I − P )y0, (19)
Φ
[
w(t)
]= g(t). 0 t  τ . (20)
Note that the operator Q B[I− S−1(I−Q )B]V−1 is a bounded linear operator from R(A) into itself. By Theorem 2.1, problem
(18)–(20) has a unique solution (w, f ) ∈ C1([0, τ ]; R(A)) × C([0, τ ];R), and consequently P y(t) and (I − P )y(t) are now
determined. Since y(t) = P y(t) + (I − P )y(t), problem (1)–(3) has a unique solution (y, f ) ∈ C([0, τ ], D(A)) × C([0, τ ];R)
with Ay ∈ C1([0, τ ]; X). 
In the case of a Hilbert space X we can take into account the orthogonal representation X = N(A) ⊕ R(A∗) =
R(A)⊕N(A∗) (see [9, formula (3.2), p. 267]), provided that A is a densely deﬁned closed linear operator on X with a closed
range. Thus we have:
Theorem2.3. Let A, B be two closed densely deﬁned linear operators on the Hilbert space X, D(A) ⊆ D(B)with R(A) closed, and let P ,
Q denote the projections onto N(A) along R(A∗) and onto R(A) along N(A∗), respectively. If we assume also that S = (I − Q )B |N(A)
is an isomorphism from N(A) onto N(A∗), g ∈ C1([0, τ ];R),Φ ∈ X∗ , y0 ∈ D(A), z ∈ X,Φ[Ay0] = g(0) and (12) holds, then problem
(1)–(3) admits a unique global solution (y, f ).
3. Applications
In this section, we present some examples which illustrate our abstract results.
Problem 1. Let A be a closed linear operator acting on the Banach space X such that z = 0 is a simple pole for (zI − A)−1.
Then it is well known that we have the direct sum representation X = N(A)⊕ R(A) (see [8, Chapter VIII-8, Theorem 3]), so
that we can take, in Theorem 2.2, Q = I − P . Moreover, N(Ak) = N(A), R(Ak) = R(A) for any k ∈ N. Take B = λ0 I − A, with
λ0 = 0 (λ0 ∈ σ(A) is allowed). Then (I − Q )BP = P (λ0 I − A)P = λ0P is an isomorphism from N(A) = N(Ak) onto itself.
Therefore, Theorem 2.2 works well for the equation
d
dt
(
Ak y(t)
)+ (λ0 I − A)y(t) = f (t)z, 0 t  τ , (21)
for any k ∈ N.
Problem 2. Consider the identiﬁcation problem
Dt
[(
1+ D2x
)k
u(t, x)
]− D2xu(t, x) = f (t)z(x), (t, x) ∈ (0, τ ) × (0,π),
D2 jx u(t,0) = D2 jx u(t,π) = 0, j = 0,1, . . . ,k − 1, t ∈ (0, τ ),(
1+ D2x
)k
u(0, x) = (1+ D2x)ku0(x), u0 ∈ C2k([0,π ]), D2 jx u0(0) = D2 jx u0(π) = 0, j = 0,1, . . . ,k − 1,
Φ
[(
1+ D2x
)k
u(t, .)
]= (1+ D2x)ku(t, x¯) = g(t), 0 t  τ ,
where x¯ is a ﬁxed element in (0,π), k ∈ N. Let us take X = C([0,π ]), endowed with the supremum norm, and{
D(A) = {u ∈ C2([0,π ]), u(0) = u(π) = 0},
Au = (1+ D2x)u, u ∈ D(A).
Then λ = 0 is a simple pole for (λ − A)−1 (see [7, p. 85]), and N(A) is generated by sin x, i.e., N(A) = 〈sin x〉 = {k sin x,
k ∈ R}. Since P f (x) ∈ 〈
√
2
π sin x〉, then P f (x) =
√
2
π c sin x, precisely
(P f )(x) = 2
π
sin x
π∫
f (y) sin y dy.0
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a complemented subspace of X . Since λ = 0 is a simple pole for (λ − A)−1, we get
X = N(A) ⊕ R(A),
L2(0,π) = N(A˜) ⊕ N(A˜)⊥ = N(A) ⊕ R(A˜∗)= N(A) ⊕ R(A˜), (22)
where A˜ is the self-adjoint operator in L2(0,π) corresponding to (22). Hence, if P is the projection onto N(A) along R(A)
and P˜ the projection onto N(A˜) along R(A˜), then
u = Pu + (I − P )u = P˜ u + (I − P˜ )u, u ∈ X,
and thus
Pu − P˜ u ∈ N(A˜) = N(A) and Pu − P˜ u = (I − P˜ )u − (I − P )u ∈ R(A˜).
Since N(A˜) ⊕ R(A˜) is a direct sum representation, we deduce
Pu = P˜ u, (I − P )u = (I − P˜ )u, ∀u ∈ X .
Applying Problem 1 with λ0 = 1, one can observe that
Q BS−1(I − Q )z = Q B(I − Q )z = Q BP z = (I − P )BP z = 0,
so that (12) reduces to
Φ[Q z] = (Q z)(x¯) = z(x¯) − 2
π
sin x¯
π∫
0
z(y) sin y dy = 0.
Therefore, if z ∈ C([0,π ]) satisﬁes z(x¯) − 2π sin x¯
∫ π
0 z(y) sin y dy = 0, u0 ∈ C2k([0,π ]), D2 jx u0(0) = D2 jx u0(π) = 0, j =
0,1, . . . ,k − 1, and g ∈ C1([0,π ]) with (1 + D2x)ku0(x¯) = g(0), then the identiﬁcation problem admits a unique solu-
tion (u, f ).
Problem 3. Consider the identiﬁcation problem
∂
∂t
[(
1+ D2x
)
u(t, x)
]+ [D2xu(t, x) + α(x)Dxu(t, x) + β(x)u(t, x)] = f (t)z(x), (t, x) ∈ (0, τ ) × (0,π),
u(t,0) = u(t,π) = 0, t ∈ [0, τ ],(
1+ D2x
)
u(0, x) = (1+ D2x)u0(x), 0< x< π,
π∫
0
η(x)
(
1+ D2x
)
u(t, x)dx = g(t), 0 t  τ ,
where η ∈ L2(0,π), g ∈ C([0, τ ];R), z(.) ∈ L2(0,π), u0 ∈ D(A) = H10(0,π) ∩ H2(0,π) = D(B), Au = (1 + D2x)u, Bu =
D2xu + α(.)Dxu + β(.)u, α,β ∈ C([0,π ];R).
Since A is self-adjoint, we use the orthogonal representation X = L2(0,π) = N(A)⊕R(A). We want to apply Theorem 2.3.
To this end, we must check that S = P B |N(A) is an isomorphism from N(A) into itself. Since
N(A) = {k sin x, k ∈ R},
it is enough to prove that for all f ∈ N(A), f (x) = k sin x, there exists a unique solution u = B˜ sin x such that
k sin x = 2
π
B˜ sin x
π∫
0
sin t
[− sin t + α(t) cos t + β(t) sin t]dt,
and this holds if and only if 〈B sin x, sin x〉L2(0,π) = 0, or equivalently, for all u ∈ N(A), u = 0, 〈Bu,u〉X = 0. Thus
B˜ = π
2
k
[ π∫
0
sin t
[− sin t + α(t) cos t + β(t) sin t]dt
]−1
= π
2
k
〈
sin t, B(sin t)
〉−1
L2(0,π)
and
S−1u = π u〈sin t, B(sin t)〉−1L2(0,π), u ∈ N(A).2
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(
S−1P z
)
(x) = sin x 〈z, sin ·〉L2(0,π)〈B(sin ·), sin ·〉L2(0,π)
,
BS−1P z = B(sin ·)〈z, sin ·〉L2 〈B(sin ·), sin ·〉−1L2 ,
Q BS−1P z = (I − P )BS−1P z = BS−1P z − P BS−1P z = B(sin ·)〈z, sin ·〉L2
〈
B(sin ·), sin ·〉−1L2 − 2π sin x〈z, sin ·〉L2 ,
Q z − Q BS−1P z = (I − P )z − (I − P )BS−1P z = z − B(sin ·) 〈z, sin ·〉L2〈B(sin ·), sin ·〉L2
= z1.
It follows that if
π∫
0
η(x)z1(x)dx = 0,
π∫
0
η(x)
(
u0(x) + D2xu0(x)
)
dx = g(0),
g ∈ C1([0, τ ];R), u0 ∈ H10(0,π) ∩ H2(0,π), η ∈ L2(0,π),
then the identiﬁcation problem above admits a unique strict solution (u, f ), i.e., u ∈ H10(0,π) ∩ H2(0,π), (I + D2x)u ∈
C1([0, τ ]; L2(0,π)), (D2x + α(x)Dx + β(x)I)u ∈ C([0, τ ]; L2(0,π)), f ∈ C([0, τ ];R).
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