In this paper, we present a comprehensive methodology for a formal, but intuitive, cause-e ect dependency modeling using multi-signal directed graphs that correspond closely to hierarchical system schematics and develop diagnostic strategies to isolate faults in the shortest possible time without making the unrealistic single fault assumption. A key feature of our methodology is that our models lend naturally to real-world necessities, such a s system integration and hierarchical troubleshooting.
Introduction
Diagnosis is the process of identifying the cause of a malfunction fault by observing its e ects at various monitoring test points in a system. As technology advances, there is a signi cant increase in the complexity and sophistication of systems. Moreover, integration and miniaturisation have sharply limited access to test points. Thus, the number of possible causes have increased while reduction in monitoring points have resulted in reduced fault observability, making it increasingly di cult to troubleshoot these systems. Consequently, system maintenance presents formidable challenges to manufacturers and end users. In this vein, Computer-aided design techniques for system modeling and diagnosis are of paramount signi cance.
Maintenance and design have traditionally been two separate engineering disciplines with often con icting objectives | maximizing maintainability v ersus optimizing performance, size and cost. Testability has been an ad hoc, manual e ort, in which maintenance engineers attempt to identify an e cient method of troubleshooting for the given product, with no control over product design. However, poor fault observability in complex sys- tems have driven up the life-cycle maintenance cost of products to over 3 10 times that of the manufacturing cost. Evidently, signi cant s a vings in the total cost of a product can be achieved by improving the testability and maintainability of products. Testability m ust be engineered into the product at the design stage itself, so that optimal compromise is achieved between system maintainability and performance. This process of re ning a system design to improve testability is termed Design for Testability DFT, and is now a requirement in most defense projects. To maximize its impact, DFT must be performed at all stages of the design from schematics to design of subsystems to system integration. In this paper, we present a modeling methodology, and a software tool implementing it, that is capable of performing testability analysis of a system in every stage of its design. We e n vision the use of the methodology in all the stages of a product life cycle :
In the concept phase of a design, the modeling technique enables a designer to perform system level DFT analysis by using a hierarchical generalized dependency model that is closely related to schematics. This step will also allow designers to allocate testability resources to the various subsystems for optimizing system testability. As subsystem designs become available, direct interfaces to the CAD CAE databases EDIF or VHDL description of the subsystem will enable veri cation of the testability of individual subsystems.
Using the hierarchical dependency model, a designer can integrate the subsystem models into a hierarchical model of the complete system. The designer can perform testability analysis of the system and determine if the testability goals are met. The analysis techniques identify enhancements that can be incorporated into a design to improve the testability of the system.
The test sequencing algorithms generate nearoptimal fault isolation strategies for the system, which can be used by maintenance personal in the eld. This ensures that the calculated testability gures of merit for the system are indeed achieved. used for testability analysis of large systems containing as many as 50,000 faults and 45,000 test points. TEAMS minimizes the life-cycle cost of a system by aiding the system designer and test engineer in embedding testability features, including built-in-test" requirements, into a system design; and by aiding the maintenance engineer by developing near-optimal diagnostic strategies see Fig. 1 . TEAMS is used to: i model individual subsystems and integrate them into system models, ii generate near-optimal diagnostic procedures for a variety of realistic options, and iii analyze and quantify testability of systems and subsystems, visually pinpoint the diagnostic ine ciencies of a system, and make recommendations towards the design of completely testable systems. The paper is organized as follows. In section 2, we present the multi-signal directed graph modeling methodology, which corresponds closely to hierarchical system schematics. In section 3, we discuss the static analysis algorithms that assess the inherent testability of a system, pinpoint testability de ciencies and suggest improvements, by analyzing the topology of the system. This is followed in section 4 by the test sequencing algorithms and extensions required in testing algorithms to exploit the capabilities of multisignal models to meet real-world demands of users.
Multisignal Modeling

Existing Modeling Approaches
A review of the literature suggests a spectrum of modeling approaches for diagnosing faults in complex systems: quantitative e.g., numerical simulation, ordinary di erential equations, qualitative, structural and dependency models see Fig. 2 .
Quantitative models require the complete speci cation of system components, the state and observed variables associated with each component, and the functional relationships among the state variables 2 . However, the precise information required by these models is typically not available for complex systems and is prohibitively expensive to obtain.
Qualitative models, or simpli ed quantitative models, represent a p h ysical system in terms of simple qualitative algebraic constraints and or qualitative di erential equations to simulate its qualitative behavior 4, 3 . Even qualitative simulation is too expensive for large systems see Table 1 . Both techniques require extensive modeling e orts and need information that is usually not available in the early stages of a design.
Structural models represent the connectivity and failure propagation direction in the form of a directed graph, which corresponds closely to the schematic of the system. Analysis based on structural models is simple and fast, and, consequently, can be used for large systems. Moreover, there is a direct correspondence between the nodes in a structural model and the modules of the real system, making it easy to verify these models. However, structure does not always imply function; typically, many complex functional dependencies are embedded in simple block diagrams. Thus, analysis based on structure alone is crude, and often leads to wrong diagnostic conclusions.
Dependency models represent the cause-e ect relationships in the form of a directed graph, and are the primary modeling techniques employed in the current testability analysis tools. It is also referred to as inference modeling in the test community 5 . However, dependency models can deviate signi cantly from structure as more and more complex dependencies are modeled. 
Types of Failures
A failure is de ned as any abnormal behavior of a component or of a system. We classify failures into two distinct categories : functional failures and general failures. The two di erent t ypes of failures are best illustrated via a simple example. Consider a lossless passive bandpass lter consisting of an inductor and a capacitor. If a fault in the inductor or capacitor causes a deviation in the center frequency or the Q-factor, it is considered a functional failure, i.e., a fault that a ects the function it was supposed to perform. On the other hand, if the fault is a short-circuit that causes the output power to be zero i.e., a lossless lter causes a power-loss!, this is a general failure, that is, a catastrophic failure a ecting attributes beyond its normal functioning.
The four modeling techniques described in the preceding subsection di er in the way they model these failures. In qualitative and quantitative modeling techniques, the functioning of a system is modeled in great detail. Thus, they have excellent capabilities in isolating functional failures. General failures are handled as special cases of functional failures. However, since their reasoning is based on simulating the real system, the reasoning process is extremely slow and is unsuitable for large-scale systems see Table 1 .
For diagnostic purposes, we only need to model how a fault or cause propagates to the various monitoring points. Thus, it is su cient to model the system in its failure space. In structural and dependency modeling, the system is modeled in terms of rst-order cause e ect dependencies, i.e., how a faulty node a ects its immediate neighbors. Higher-order dependencies can be inferred from rst-order dependencies. Thus, dependency modeling captures the minimum necessary information for testability analysis and is the only technique that has been applied to large-scale systems. Dependency modeling is a re nement on the structural modeling approach, where failure m o des are added in an e ort to model functional failures. In the lter example, the failure modes could be out of tolerance", causing a functional failure, and short circuit", causing a general failure. However, the failure modes are modeled based on user experience, expert input, or heuristic rules. Consequently, they do not represent an accurate or complete list of possible failure modes. These failure m o des of dependency modeling should not be c onfused with the failure types of multisignal modeling. The failure modes in dependency models classify the physical faults, whereas functional and general failures in multisignal model classify the e ects on system functioning. Thus, instead of enumerating the possible range of values of a resistor in the event of a fault in the resistor, we identify its possible e ects on the function of the system. It may be tempting to map open-circuit and short circuit to general failure, and out-of-tolerance to functional failure, but this may not always be true 1 . The structural distortion in dependency models stems from the mapping of a multi-dimensional attribute or signal" space of a physical system into a single dimensional dependency space. Conceptually, the structural model de nes the paths along which nodes of the graph a ect each other i.e., a potential multi-signal dependency. Existing dependency modeling techniques as-sume dependencies to be binary. T h us, dependencies involving multiple signals are modeled as multiple single dependencies, one for each signal, just as any i n teger can be encoded as a string of binary digits. This is done by replicating nodes for each signal dependency, and consequently deviating from the structure. For example, a simple resistor can be split into three failure modes -open-circuit, short-circuit and out-of-tolerance. Since this deviation stems from the judgement of the modeler based on some local reasoning, such dependency models are subjective with limited validity. This limitation, and the resultant v alidation problem, has rendered dependency modeling into an art and cast aspersions on the usefulness of the results. Test program developers, who inherit these models from the modeler, are unable to validate these models, and are either unwilling or unable to use the results in developing test programs.
The Multisignal Dependency Modeling solution
It is evident from the preceding discussion that none of the modeling techniques are adequate for accurate fault diagnosis in large scale systems. In spite of the limitations, these modeling techniques have been successfully applied, although at a steep price, to many defense projects, to produce systems that are easy to maintain. Structural modeling is easy, but lacks the required accuracy. Dependency modeling, in an e ort to add the functional failure information, also added structural distortion, subjective user input and, consequently, immense model validation problems. The other techniques require highly knowledgeable expert user input. Naturally, these techniques are not cost e ective and are not applied, unless absolutely mandated and paid for by some defense contract! In the following, we propose a modeling approach that lets a test engineer layer in the functional failure information on a structural model in an intuitive, easy-to-follow methodical way, without the quirks of dependency modeling. Our proposed solution to the structural distortion problem is to capture the signals or attributes modi ed by each component, and the signals or attributes detected by each test point. Formally, a m ulti-signal model consists of: a nite set of components C = fc 1 ; c 2 ; :::; c L g and a set of independent signals S = fs 1 ; s 2 ; :::; s K g associated with the system; a nite set of n available tests T = ft 1 ; t 2 ; :::; t n g; a nite set of P available test points or probe points T P=f T P 1 ; T P 2 ; :::; TP P g; each test point T P p is associated with a set of tests, SPT P p ; each component c i a ects a set of signals SCc i , each test t j checks a subset of signals STt j , and the digraph DG = fC;TP;Eg, where E denotes the set of directed edges specifying the structural connectivity of the system. Conceptually, a m ulti-signal dependency model is akin to overlaying a set of single-signal dependency models on the structural model, and, hence, the model corresponds closely to the schematics of the system. Note that the signals" correspond to the independent units in the system transfer function, or the distinct attributes that constitute the functional speci cations of a system. Consequently, the number of possible signals is a small countable set and a failure in one signal, by de nition of independence, does not a ect the other signals. Also, since the models correspond closely to the structure, model validation and integration of individual models into system models is greatly simpli ed. This signi cantly enhances the job of the modeler.
Multisignal modeling has the bene t of capturing the necessary useful and important knowledge about the system for fault diagnosis without being bogged down by unnecessary details which drive up the model generation cost, as in exact simulation and or qualitative reasoning and computationally expensive simulations and or reasoning techniques which makes them impractical for large-scale systems applications. Furthermore, this modeling approach does not require the explicit knowledge of failure modes in a system. This means that the modeling approach enables the detection and isolation of unanticipated failure modes. Moreover, failure modes and e ects analysis can be performed by specifying the signal-failure mode association for each component, if necessary. This approach t h us models all the information captured by dependency models, without the added complexity of failure modes and structural distortions.
Multisignal dependency modeling technique represents the system in the failure space. Hence, only the nature of dependency i.e., the signal needs to be modeled. This is in contrast to qualitative and quantitative modeling schemes, which require costly simulations and state generation. Furthermore, for troubleshooting purposes, it is unnecessary to model the exact quantitative relationships. In order to illustrate the assertion, consider a cascade of four ampli ers, having gains of 2,3, 4 and 5, with an overall gain of 120. If, due to a fault, the new gain is 60, the rst stage, with a design gain of 2, should not necessarily be implicated; the gain of any of the stages may h a v e been reduced due to a functional failure. Thus, when the same attribute is modi ed by m ultiple components, quantitative relationships convey little, if any, information. For the same reason, signals should not be abused to de ne two signals, such a s v oltage high" and voltage low", in an e ort to obtain higher diagnostic resolution. It is imperative that the signals be the basic independent v ariables that describe a system, and not be directly derivable from each other.
Three step guide to multisignal modeling
In the following, we provide a three-step procedure for multisignal modeling that should be adequate for most modeling needs : 1. Enter the structural model, schematic model or a conceptual block diagram. In TEAMS, the structural model can be automatically generated from VHDL structural models, EDIF netlists, or directly entered via the graphical user interface. 2. Add signals to the modules and test points. The set of signals can be identi ed from the functional speci cation or from the independent v ariables in the transfer function. For example, the signal specication of a power ampli er will include output distortion, harmonic distortion and power output. In general, any unique attribute will have an associated signal. For example, in a bus with multiple independently addressable devices attached to it, the address of each device will serve as a signal see example 1 in section 2.5.1. 3. Update model for special situations. In the following, we identify a few special situations not necessarily exhaustive, and the corrections necessary for them. All these correction mechanisms are available in TEAMS.
If a system has built in redundancy, e.g., both A and B must fail for a system to fail, con gure the redundant components using AND nodes. In rare cases, a system may h a v e dependencies that cancel out. This is equivalent to DON`T CARE" conditions in digital circuits. These dependencies must be identi ed and removed.
Multisignal Modeling Examples
In the following, we illustrate the multisignal modeling concepts using three examples. Each component has two types of failure general and functional. General failures are explicitly modeled by signal G. The functional failures are mapped to the set of a ected signals.
Example 1: A simple bus system
This example illustrates how m ultisignal modeling helps preserve the relationship to original system topology. Consider a simple bi-directional SCSI bus system, with a controller and ve independently addressable devices connected to it Fig. 3 . In normal mode of operation, the controller activates one device at a time, and transfers data to and from the device 2 independent of the other devices on the bus. Thus, the bus acts as a point-to-point link between the controller and each of the devices. This is modeled by creating a signal for each unique device address, and attaching it to the respective devices. Thus, if there are errors only while the controller is communicating with device A, the suspected components would be device A and the controller itself. This is equivalent t o a functional failure in signal A. However, if the cabling and or termination is improper, or any of the devices fail and hang" the bus a general failure, all communications will fail! Indeed, this is a tricky system to model using traditional single-signal dependency model, because the dependencies are point-to-point for functional failures, but all-to-all for general failures. Table 2 presents the binary dependency matrix where 1 denotes a causee ect relationship for this system. This example illustrates how m ultisignal modeling can be used to increase the diagnostic resolution by adding signal attributes on a structural model. Consider a cassette player, consisting of power-supply, tape head, preampli er, power-ampli er and a three-way speaker system. It is assumed that there are no internal test points in the system, and, hence, its performance can only be monitored at its outputs, i.e., by listening to the sound from the three-way speaker, and by looking at the Power ON LED. A multi-signal model for the cassette player system is shown in Fig. 4 , where the signals s 1 , s 2 , s 3 , s 4 , and s 5 correspond to Treble, Bass, Midrange, signal to noise ratio SNR at 1 Watt nominal output, and harmonic distortion at rated power, respectively. As before, each component is associated with a list of signals that it a ects including G" for general failure. The output music and power-on LED the test points are associated with a list of signals that they monitor. Further, assume The slew-rate can be tested by applying high-frequency, high-amplitude sine-waves and observe the slope of the sine-wave at zero-crossings check s 4 . The same set of measurements could be performed at T P 2 and J 1 . F or the sake of simplicity, let us assume that we only check for s 3 at T P 2 , i.e., measure the ratio of voltages at T P 2 and T P 1 for di erent frequencies. The dependency matrix for this example is presented in Table 4 . A k ey advantage of the multisignal modeling approach is that the model is independent of the tests associated with the test points. For example, the model does not have t o b e c hanged, even if none of the tests check slewrate s 4 . E v en more remarkably, if a new design specication is added, say the gain-bandwidth product of the ampli er, it is su cient to attach a new signal to the components a ecting it i.e., op-amps and the test point monitoring it. This is in sharp contrast to the approach in 7 , where the tests and the corresponding component dependencies are identi ed rst and then a single-signal dependency model is derived 7, 8 . Modeling a system based on prede ned tests, and then using it to improve testability is akin to the classic chicken 1 1 1 1 1 1 1 1 1  A 1 F 1 1 1 1 0 1 1 1 Higher-order dependencies can be inferred from these rst-order dependencies. The redundancy for faulttolerance, which m a y hide the failure of a component, is modeled as an AND node. An AND node with M-outof-N redundancy indicates that at least M of its inputs must fail for the output of the AND node to fail. Switches model the various modes of system operation. In addition, they can be used to functionally isolate modules or break feedback loops in test mode to improve the testability of a system.
Node descriptions in the digraph model
The input requirements of the various nodes of the digraph are as follows: 
The Dependency Matrix
The directed graph model captures the rst order causee ect dependencies such as A a ects B and B a ects C. The global dependencies, such as A a ects C, are inferred by the reachability analysis algorithms. Speci cally, w e need to ascertain which of the failure sources can be observed from each of the tests of the test points, thus enabling us to compute the dependency or fault dictionary matrix, similar to the ones presented in Tables 2 4. A k ey requirement i n m ulti-signal modeling is that the component be the smallest functionally distinct entity. This requirement relates the level of details that should be speci ed in a model to the diagnostic resolution that can be achieved by it. Components can still be of diverse complexity. In example 3, resistor R 2 is a component 3 whereas, in the bus system example, each device and the controller in the bus system is modeled as a component, even though it may consist of hundreds of transistors. The bus system example is a conceptual or macro view of the system where only failures in the controller-device communication were modeled. Consequently, the diagnostic resolution is coarse. 4 To sum up, if a component fails, it a ects all the signals associated with it. Conversely, i f a n y of the signals a ected by the component is good, the component is fault-free In order to nd the reachability of test points from a given module, tokens are propagated from the module via the digraph's links to determine which other nodes are a ected. When a token reaches a module, test, or a switch, copies of it are propagated to appropriate outputs of the node and to the links connected to them. The output of an AND node specifying M-out-of-N redundancy is not propagated until at least M tokens are received by it. To prevent the algorithm from entering an in nite loop when a cycle is encountered, tokens are not replicated nor propagated if a node has already been reached by another token. The algorithm terminates when tokens cannot be propagated to any new nodes. The signal information is then used to derive the multisignal dependencies, d ifj , for each test point monitoring multiple signals and each component with functional failure. This algorithm takes OE operations E = n umber of links in the graph to nd the reachability of test points from a given module. The procedure is repeated for all modules; thus, the worst-case complexity of our algorithm is OEL, where L is the number of components.
Static Fault Analysis
Static fault analysis techniques are used as a rapid means to assess the inherent testability of a system. It identies undetectable faults, ambiguity groups, and redundant tests. An ambiguity set of faults corresponds to a set of identical rows in the D-matrix. Since they all have the same failure signature, the failure sources cannot be isolated within an ambiguity group. Similarly, redundant test sets identify tests that have identical diagnostic information, i.e, sets of identical columns in the D-matrix. In addition, Feedback loop analysis identi es the topological testability limitations of the system and makes DFT recommendations to overcome them, while hidden and masking false failure analysis sets the stage to troubleshoot systems with possibly multiple failures.
Feedback loop analysis
A system is said to have feedback loops in the sense of diagnosability, whenever there is a circular ow of diagnostic information feeding back o n to itself. When we analyze dependency information ow models, topological circularities most often correlate with physical feedback loops. Unless these cycles are broken by placing tristate bu ers that block the feedback of diagnostic information, additional tests will not improve the testability of a system. Our approach to identify the feedback loops is to decompose the graph model of a system into its strongly connected c omponents. A strongly connected component SCC is de ned as the set of nodes in the directed graph in which there is a path from every node to every other node. Hence, the only nodes that appear in a cycle are those which are part of a strongly connected component. We identify the strongly connected components of a system graph using an algorithm due to Tarjan 9 which takes OE operations, where E is the number of arcs in the system graph. In the parlance of testability analysis, the strongly connected components of the system graph are termed gross feedback loops". Every gross feedback loop in the directed system graph represents an ambiguity group of components which cannot be diagnostically resolved by inserting any n umber of test points. Hence, it is necessary to place tri-state bu ers within a strongly connected component to prevent the information feedback. This problem is equivalent to determining the minimal set of links which need to be removed in order to break the strong connectivity.
We adopt the following heuristic approach that works directly on the SCC without having to enumerate all the elementary cycles in it. Consider a link v;w belonging to an SCC, where v is the start-node of the link and w is the end-node. We de ne a Figure Of Merit FOM for this link as: FOM = indegreev outdegreew: Thus, FOMv;w represents the minimum number of cycles in which the link v;w appears. Hence, FOMv;w is indicative of the number of cycles that will be broken when link v;w is removed. Given a strongly connected component, we break the link that maximizes the above Figure of Merit and recompute the SCCs of the resulting subgraph. This process is repeated until the strong connectivity is completely broken. The broken links mark the potential locations of the tri-state bu ers.
Hidden and masking false failures analysis
Most traditional testability analysis algorithms make the simplifying assumption that there is at most one fault in the system. However, this assumption may not hold for large systems involved in a prolonged mission with no opportunity for repair during the mission. In such cases, diagnosis based on single-fault assumption can produce wrong inferences under certain conditions. For example, we need to analyze a system for potential hidden failures, i.e., the set of failures that get masked by another failure. The diagnostic procedure must check for these additional failures when the single fault assumption is not valid. Another important problem in analyzing multiple failures is the potential for masking false failures. A masking false failure occurs when the symptoms of two o r more failures add up to mimic the failure of an unrelated element. The diagnostic procedure based on single fault assumption will replace the implicated failure source and obviously fail to repair the system. Hence, identifying the hidden faults and masking false failures would help the maintenance technician in adapting the single fault diagnostic procedures to multiple failure situations. The problem of identifying the sets of hidden failures is relatively easy to solve. The binary fault-test matrix, D = d lj , consists of failure aspects A = a 0 ; a 1 ; : : : ; a m as row indices and tests T = t 1 ; t 2 ; : : : ; t n as column indices 6 . Thus, the element d lj = 1 denotes that the failure aspect a l is detected by test t j . Therefore, each row in the D-matrix corresponds to a failure aspect and its observability with respect to the available tests. The set of hidden failures H l for the failure aspect a l is given by, H l = fjj1 j m; j 6 = l;D l D j = D l g; where D l denotes the l-th row of the D-matrix, m is the total number of failure aspects, and denotes the logical OR operation.
In contrast, the problem of enumerating the masking false failure sets for a given fault is computationally ex-pensive. Typically, it requires O2 m n operations, which is impractical for even moderate values of m. Hence, in the following, we develop a new approach for enumerating only the irreducible subsets". We de ne an irreducible set" as a set of rows which when logically OR-ed would produce the row corresponding to the fault under consideration and excluding any one of the rows in this set would produce a di erent r o w pattern. This subset is irreducible in the sense that each member row o f t h e set is indispensable for the set to qualify as a masking false failure set. Enumerating these is enough, since every other masking false failure set is a superset of the irreducible subsets.
This problem is related to one of determining the minimal hitting sets discussed in 10, 1 1 . Letn k be the numb e r o f 1 0 s in the reference row D k , and H k be the set of hidden faults for the reference row D k . Let where i s a n ull-set. If R is an irreducible masking set, then no proper subset of it satis es the above criterion.
Thus, once we determine the sets fL j g1 j n k for a given row k, w e can use Reiter's algorithm 10, 11 to nd all the irreducible masking subsets for the failure aspect a k .
Test Sequencing Algorithms
The test sequencing problem, in its simplest form, consists of:
1. a set of failure aspects A = a 0 ; a 1 ; : : : ; a m associated with the system, where a l 1 l m denotes one of the m potential failure aspects in the system, and a 0 is a dummy failure aspect denoting fault-free condition; 2. the conditional probability v ector of the failure aspects P = p a 0 p a 1 : : : p a m T ;
The problem is to devise a sequential testing strategy in the form of a binary decision tree such that the expected testing cost i.e., ; pa l 1 where P l denotes the ordered set of indices representing the sequence of tests applied to isolate the failure aspect a l the optimization is over P, the class of all such admissible ordered sets, P l j is the j-th element of the sequence P l , and jP l j is the cardinality of the sequence P l .
This problem belongs to the class of binary identication problems that arise in medical diagnosis, nuclear power plant control, pattern recognition, and computerized banking 12 . The optimal algorithms for this problem are based on dynamic programming DP 13 and AND OR graph search procedures. The DP technique is a recursive algorithm that constructs the optimal decision tree from the leaves up by identifying successively larger subtrees until the optimal tree rooted at the initial node of complete ambiguity is generated. The DP technique has storage and computational requirements of O3 n for the basic test sequencing problem.
Top-down search algorithms
The AND OR graph search algorithms presented in 12 are top-down algorithms that replace the optimal costto-go by an easily computable estimate of the optimal cost-to-go. A novel feature of this approach is that the estimate termed as the Heuristic Evaluation Function HEF is derived from Hu man coding and entropy. These information theoretic lower bounds ensure that an optimal solution is found using the AO , HS, and CF search algorithms. In addition, the top-down nature of the AND OR graph search algorithms have enabled us to derive several near-optimal search algorithms that provide a trade-o between optimality and computational complexity. In the following, we present brief descriptions of each of these algorithms.
AO algorithm
The algorithm AO is similar to AO except that the search space is reduced substantially by incorporating a higher threshold than necessary for selecting a new path in the AND OR graph for expansion. A nice feature of this algorithm is that, it is an -optimal algorithm, i.e., guarantees that the solution found does not exceed the optimal cost by a factor 1 + 0.
Limited search A O
A O retains all admissible tests at every OR node of ambiguity for further examination until the OR-node is solved, i.e., an optimal solution tree is found starting from that ambiguity set. In order to overcome the computational explosion of AO while solving large problems, limited breadth search A O retains only MBEST best tests at each OR-node, where MBEST is a user specied parameter. The MBEST best tests are selected by ranking the tests on the basis of their information gain per unit cost 12 .
Multi-step information heuristics
AO and its near-optimal variants are essentially breadth-rst strategies. An alternative is to select the next best test based on a limited lookahead by a depthrst expansion of the decision tree from an OR node of ambiguity. A simple MSTEP lookahead greedy heuristic algorithm for the selection of a test at a given ambiguity node x can be devised as follows. For each test t j from the set of available tests at the reference ambiguity set, the left right c hildren are computed for the pass fail outcomes. For each c hild, the best possible test is selected based on the single step information heuristic and the OR node is split further into its left right c hildren corresponding to the pass fail outcomes. The above computation is repeated for each c hild recursively until the depth of the search tree reaches MSTEP. The information gain per unit cost of the search tree is then computed, and the test that maximizes this gure of merit is selected for splitting the reference ambiguity set. Fig. 6 shows the computational performance of various test sequencing algorithms for realistic problems of varying sizes.
Minimax optimization
In all of the above algorithms, the cost criterion to be minimized is the expected testing cost. Minimization of expected cost can sometimes result in inordinately expensive sequences of tests to isolate faults of very low probability of occurrence. This may not be acceptable since the estimates of the MTTFs of the components are In these cases, the dependence of the cost function on the underlying probability distribution can result in diagnostic strategies that are not really optimal. Minimax minimizing the maximum testing cost is a criterion that results in robust diagnostic strategies. We can extend the AO algorithm to perform minimax optimization by modifying the HEF hx used in 12 .
The HEF for the minimax criterion does not depend on the probability distribution of the failure sources over the ambiguity group x. Our experiments with this criterion have resulted in robust diagnostic trees that are wellbalanced and near-optimal, even in the sense of expected cost.
Extensions to generalized testing
with practical features
Multiple fault isolation
As discussed in Section 3.2, in many of the real world situations, the single fault assumption does not hold. In section 2.8, we also noted that it is necessary to have a m ultifault algorithm to analyze incomplete models that are not de ned down to component level, and, hence, one or more signals associated with the lowest level module may fail individually. E v en though static analysis provides a means to deal with multiple faults, there is a need for developing dynamic diagnostic strategies to isolate multiple faults that may be present in a system. Earlier research 14 produced a set of multi-fault algorithms based on enumeration of possible multi-failure combinations using the compact set notation. However, they are not suitable for problems with more than 600 aspects 14 . In the following, we outline a multi-fault test sequencing algorithm suitable for the solution of larger problems.
Let T S j =f a i j d ij = 1 g be the set of faults covered by test t j , T Abe the set of available tests, P be the set of known good components and S = P be the set of suspected faulty components. Further, let X = T S j S , be the set of suspected failure aspects covered by test t j . The probability that test t j passes is the probability that none of the failure aspects in X is faulty. This probability is given by Prt j = pass = 1 , PrX = Q i 2 X 1 , p i , where p i is the unconditional apriori probability of aspect a i . If test t j passes, we update the set of known good aspects as P = P X. Moreover, if jXj = 1, and test t j fails, aspect X is de nitely faulty. This is known as the one-for-sure condition 14 . Otherwise, if jXj 1 and the test fails, no update on P and S is possible. Therefore, a measure of information content of test t j is 8 , IC j = u j X j , 1 and S are updated as follows : P = P f T S b S g , S= P . The next best test selected from the remaining set of tests is then applied. After every update of P, the one-for-sure condition is checked. If for any test t j that failed previously, jTS j S j= 1, then aspect T S j Sis replaced and added to set P , and any previously failed tests with non-zero information content, that covered the repaired aspect, is added to the list of available tests. The process is continued until P = ;, or none of the available tests have non-zero information gain. In the latter case, if P 6 = ;, P is the ambiguity group, and the diagnostic process terminates.
Modular diagnosis
In order to improve the availability of a system, it is often su cient to isolate the failure source to a module. An optimized test sequence which attempts to isolate modules instead of individual failure aspects is important for eld maintenance. The broad outline of the strategy for modular diagnosis is the same as that for diagnosis to aspect level. The structure of the decision tree is the same, but each of the OR-nodes in the decision tree represents an ambiguity set of modules. Also, the conditional probability distribution of the modules in the ambiguity n o d e x is state-dependent. With these modi cations, the test sequencing algorithms described in the previous sections can be easily extended to modular diagnosis. 8 Other measures of the information content are currently under investigation
Precedence constraints and setup operations
The basic test sequencing algorithms can be extended to include practical features such as precedence constraints and setup operations for tests. In many practical systems, some tests e.g., power on, safety tests must precede others. Also, in many systems, tests have setup operations, some of which m a y be common among multiple tests. Formally, w e denote precedence constraints via a mapping : ft j g ! f T p j g ; 1 j n and T p j T. That is, for each test t j , T p j which is a subset of T not containing t j is the set of precedence constraints. Denoting the set of setup operations asT = ft 1 ;t 2 ; : : : ; t k g , the dependence of the tests on the setup operations is described by the mapping : ft j g ! f T j g ; 1 j n andT j T . That is, for each test t j ,T j , which i s a subset ofT , is the set of setup operations. Further letb k denote the cost of k-th setup operation.
The problem is to devise a sequential strategy such that the expected diagnostic cost Pl j f P l 1 ; P l 2 ; : : : ; P l j ,1 g; 1 j j P l j :3 AO and its variants need to be modi ed in the following ways in order to incorporate the precedence constraints and setup operations.
1. Since the test costs are state-dependent due to the commonalities of setup operations, the estimate of the cost-to-go at a given ambiguity n o d e x in the tree is a function of the tests used so far. 2. The set of admissible tests at a given node should not include those tests even though they split the ambiguity set whose precedence constraints are not satis ed, i.e., the set of admissible tests is also statedependent. 3. If the only information yielding tests at a given node are those whose precedence restrictions are not satis ed, then they should be considered as admissible with their cost incremented by the costs of the unapplied precedence tests.
Recti cation
The algorithms considered so far attempt to isolate the fault to the lowest level component modules with the available tests and then e ectuate its repair. If availability of the system is the prime consideration, recti cation of failure sources can be a superior alternative. Rectication, as opposed to repair, is the replacement o f a potentially faulty component module without prior diagnosis. Recti cation often leads to quicker diagnosis of the most likely failure sources at the expense of increased cost due to replacement of components modules. Rectication can be modeled as additional pseudo" tests which detect faults in a module with cost equal to the recti cation cost of the component module. That is, recti cation amounts to having an additional column in the test matrix which has all zeros except for the rows corresponding to the recti ed faults.
Conclusion
In this paper, we present a n o v el, intuitive and exible modeling methodology and provided a brief overview of the TEAMS software package that uses it for automatic test sequencing and testability analysis of complex hierarchically-described modular systems. The multisignal modeling methodology enables the modeler to add functional failure information on a structural model via signals. Thus, high diagnostic resolution can be achieved without the complexity of qualitative and quantitative modeling or the structural distortion of dependency modeling. This,in turn,simpli es the task of model validation. We expect that the concomitant reduction in modeling and model validation cost makes DFT cost e ective for commercial applications, as well. Multisignals also enable us to model advanced testability features, such a s m ultiple tests on a test point, test suites and component tests, without deviating from structure. In addition, the ability o f TEAMS to import equivalent diagnostic models of modules from other sources VHDL structural models, EDIF, Failure Environment Analysis Technique FEAT, etc., allows for the seamless integration of models of subsystems. The test sequencing algorithms of TEAMS can handle real-world features such as recti cation, modular diagnosis, precedence restrictions, setup operations for tests, imperfect tests, and multiple fault isolation.
