

















































































Моделирование многомерных распределений  
с использованием копула-функций. I 
Проблематика копула-функций, их свойств, способов подбора под конкретные исходные 
данные, оценивания, прикладных возможностей крайне скупо представлена в мировой 
специальной литературе и почти никак — в отечественной. При этом уже существу-
ют впечатляющие примеры их прикладного использования в ситуациях, когда построе-
ние, статистическое оценивание и анализ многомерных распределений вероятностей 
оказывается необходимым инструментом исследования, а использование для таких 
задач модели многомерного нормального (гауссовского) закона не отражает специ-
фики имеющихся исходных статистических данных. Есть основания утверждать, 
что модели, основанные на копула-функциях, окажутся особенно востребованными 
в прикладных эконометрических исследованиях, посвященных задачам оценки, анализа 
и управления финансовыми и страховыми рисками, доходностями разных финансовых 
инструментов. Предлагаемый в данном номере журнала материал является, по суще-
ству, фрагментом готовящегося к изданию учебника С. А. Айвазяна и Д. Фантаццини 
«Методы эконометрики. Продвинутый уровень».
Перевод на русский язык осуществлен А. В. Кудровым под научной редакцией С. А. Ай-
вазяна.













































































































































































Определение 1. Функция Cu uu n () 12 ,, ...,  от n переменных, определенная на единичном 
гиперкубе I
nn =[,] 01  (т. е. uin i Î= [,], ,, , 01 12… ), называется копула-функцией, если она об-
ладает следующими свойствами:
1)  область значений функции — единичный интервал [0,1];
2)  если ui =0 по крайней мере для одного in Î, ,..., {} 12 , то Cu uu n () 12 0 ,, ..., = ;
3)  Cu u ii (, ..., ,, ,..., ) 1111 =  для любых ui Î[,] 01;
4)  Cu uu n () 12 ,, ...,  является n-возрастающей функцией в том смысле, что для всех () , aa n 1,¼,  
() bb n 1,¼, Î, [] 01
















+¼+ åå ¼- ,¼,³ , () ()
где ua jj 1=  и ub jj 2 =  для всех  jn Î, ¼, {} 1 .
Например, если n=2 , четвертое свойство принимает следующий вид:
для всех () () [] aa bb 12 12
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11 21 11 22
Cu uC uu
Cu uC uu - -, +, ³, Cu uC uu () () 12 21 12 22 0
где ua jj 1=  и ub jj 2 =  при  jÎ, {} 12 . Таким образом, свойство 4 равносильно тому, что
























11 22 11 22
11 22
££,££- ££,££-
-£ £, ££ +P Pu bu b () 00 0 11 22 ££,££³ .
Теперь сформулируем теорему Склара, которая показывает роль копула-функций в опи-
сании многомерных распределений вероятностей.
Теорема 1 (теорема Склара). Пусть  H() ×  — n-мерная функция распределения с част-
ными распределениями  FF n 1,..., . Тогда существует n-мерная копула-функция C() ×  такая, 
что для всех действительных  xx n 1,..., :
  Hx xC Fx Fx nn n () (()( )) 11 1 ,¼,= ,¼, .   (2)
Если все частные функции распределения непрерывны, то копула-функция определена 
единственным образом; в противном случае C() ×  определена единственным образом лишь 
на области определения RanFF Fn 12 ´´ ¼´ RanR an , где Ran  — область значений част-
ных функций распределения. Обратно, если C() ×  — копула-функция, а FF n 1,, ¼  — функции 
распределения, то функция  H() × , определяемая выражением (2), является совместной 




вместе любые nn () ³2  одномерных функций распределения разного типа (не обязательно 
из одного семейства), используя любую копула-функцию, для того чтобы получить двумер-
ные или многомерные функции распределения.





1  — обратные (в обобщенном смысле) функции ча-
стных распределений. Тогда для каждого (, ..., ) uu n 1  из единичного n-мерного куба сущест-
вует единственная копула-функция C :,´¼´,®, [] [][] 01 01 01 такая, что











































































































Пример 1. Рассмотрим две одинаковые кости, на которых выпадают два числа X1 




но значений  X2 , зная  X1. Мы знаем, что каждая случайная величина полностью опи-
сывается своей функцией распределения  Fx PX x ii () () . =£  В нашем случае мы имеем 
FFF 12 () () () ×= ×= × .
Однако в общем случае одномерная функция распределения не дает нам никакой инфор-
мации относительно совместного распределения двумерной случайной величины ( XX 12 , ). 
Правда, в нашем случае предполагается независимость ( XX 12 , ), поэтому совместное рас-
пределение ( XX 12 , ) имеет вид:
PX xX xF xF x () () () 11 22 12 £, £= × .
















÷=×,, =, ¼, .
Любая копула-функция, удовлетворяющая этому ограничению, является подходящей: 




















Теорема 2. Рассмотрим n случайных величин  XX n 1,¼, , зависимость между кото-
рыми определяется копула-функцией  C() × . Если преобразования Ti n i :®,= ,¼, RR 1  
определяются строго возрастающими функциями (т. е. ¶> xi T 0 ), то структура зави-
симости случайных величин TX TX nn 11 (),( ) ,¼  определяется той же самой копула-функ-
цией C() × .
Доказательство. См. (Schweizer, Wolff, 1976, 1981), для двумерного случая — (Male-
vergne, Sornette, 2006).





Wu uC uu Mu u nnn () () () 111 ,..., £, ..., £, ..., ,
где
Wu uu un nn () max( ) 11 10 ,¼,= +¼+- +, ,    Mu uu u nn () min( ) 11 ,¼,= ,¼, .
В качестве примера рассмотрим две равномерно распределенные на [0,1] случайные ве-
личины U1 и U2. Если UU 12 = , то эти две случайные величины имеют копула-функции 
вида
Cu uP Uu Uu uu () () min( ) 12 11 12 12 ,= £, £= ,
и называются абсолютно зависимыми.
Ту же самую копула-функцию можно получить, если взять  XT X 21 = () , где T() ×  — мо-
нотонно возрастающее преобразование. Такие случайные величины  X1 и  X2  называются 
комонотонными. Прямо противоположным понятию комонотонности является противо-
монотонность случайных величин. В качестве примера возьмем равномерные случайные 
величины (UU 12 , ), для которых UU 21 1 =- . Копула-функция случайного вектора (U1, U2) 
равна





улучшить, поскольку для любого фиксированного u из единичного n-куба существует C() ×  





















































































плотности. В частности, плотность  cu uu n () 12 ,, ¼, , ассоциированная с копула-функцией 








































S Su uuCu uuAuuu Cn nC n () () () 12 12 12 ,, ¼, =, ,¼,- ,, ¼, .









W(u,v) = max (u + v – 1,0)
Upper Frechet-Hoeffiding bound


















































= òòò u uu P 23 = .
Более того, применяя следствие теоремы Склара и рассматривая непрерывные случайные 
величины, можно видеть, что плотность копула-функции cF xF x nn (()( )) 11 ,¼,  ассоциирована 
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1.3. Эмпирические приложения в статистическом пакете R:  
двумерные границы Фреше – Хёффдинга  






N = 50; uv = grid2d (x = (0:N)/N); u = uvx; v = uvy
# Compute Frechet and Product Copulae:
W = matrix (apply (cbind (u+v-1, 0), 1, max), ncol = N+1)
Pi = matrix (u*v, ncol = N+1)
M = matrix (apply (cbind (u, v), 1, min), ncol = N+1)
# Create Perspective Plots:
persp (z = W, theta = –40, phi = 30, main = "Lower Frechet",
cex = 0.5, ticktype = "detailed", col = "steelblue")
persp (z = Pi, theta = –40, phi = 30, main = "Pi Copula",
cex = 0.5, ticktype = "detailed", col = "steelblue")
persp (z = M, theta = –40, phi = 30, main = "Upper Frechet",
















































































# Create Contour Plots:
contour (W, xlab = "u", ylab = "v", main = "Lower Frechet")
contour (Pi, xlab = "u", ylab = "v", main = "Pi Copula")




















n и функция  y: RR ®
+ такие, что характеристическая функция X-m имеет вид































































































































n ÎR , то X называют случайным вектором, имеющим распределение эллипти-
















¥ ò <¥ gxdx () . Функ-
цию  g() ×  называют оператором плотности распределения эллиптического типа или генери-















































































































































































































































































Cu uu uu u n
n





1 ,, ¼, ;= ,, ¼, ;
-- - SF FF FS ,
где FS

























































































T exp( ) zz I ,
где z= ,...,
-- (( )( )) FF
T 1
1
1 uu n  — вектор, компонентами которого являются значения обратной 
функции для стандартного одномерного гауссовского распределения в точках ux ii =F() , 




найти разложение Холецкого  z  A для корреляционной матрицы S;
смоделировать из стандартного нормального распределения  z  n независимых случайных 
величин z=, ¼, () zz n
T
1 ;
взять  z  xA z = ;
вычислить компоненты  z  ux in ii =, =, ¼, f() 1 , где f() ×  — одномерное стандартное нор-
мальное распределение.
В результате получим вектор () uu n 1,¼,
T, являющийся реализацией случайного вектора 
из n-мерной гауссовской копула-функции.
























Cu uT tu tu




2 rn rn nn ,
где T







Cu uu Tt ut ut u n
n





1 ,, ¼, ;, =, ,¼,; ,











































































































































где z uu =, ...,




функции распределения Стьюдента в точках ut x ii = n() .
Приведем алгоритм моделирования наблюдений, подчиняющихся распределению с T 
копула-функцией:
найти разложение Холецкого  z  A матрицы S;
смоделировать  z  n независимых случайных величин из стандартного нормального рас-
пределения, z=, ¼, () zz n 1
T;
смоделировать случайную величину  z  s  из  cn-распределения, не зависящую от z ;
определить вектор  z  yA z = ;




определить компоненты  z  ut xi n ii =, =, ¼, n() 1 , где tn() ×  — одномерное стандартное рас-
пределение Стьюдента с n степенями свободы.













Пусть ZN R Î, n() 0 , где R  — ковариационная матрица размерности nn ´  с единичны-
ми диагональными элементами. Далее рассмотрим случайную величину U, равномерно рас-
пределенную на отрезке [0,1] и не зависящую от Z. Пусть через Gn() ×  обозначена функция 




1,¼,n на m  подмножеств с размерами ss m 1,¼,  (т. е. ss ss n mm 11 1 ,¼,³ +¼+= , ) и для ка-
ждого km =12 ,, , …  задано число степеней свободы nk . Возьмем WG U k k =
-
n
1() , km =, ¼, , 1  
и Y=, ¼, , + (WZ WZ WZ ss 11 12 1 11 ,¼, + WZ ss 2 12 ,¼,WZ mn ). Случайная величина Y  имеет так назы-
ваемое сгруппированное t-распределение. Наконец, определим





















Отметим, что  () YY s 1 1 ,¼,  имеет многомерное T-распределение с  n1 степенями свободы, 
и для km =, ¼, - 11  вектор () YY ss ss kk 11 1 1 +¼++ +¼+ ,¼,
+  имеет многомерное T-распределение с nk+1 
степенями свободы. Соответствующее распределение подвектора вектора U  представляет 




rp t ij ij ij ij zz uu () sin( () ) ,» ,/ 2 ,






Elliptical Copula Density No: 1 – Normal
rho = 0.5
Elliptical Copula Density No: 3 – Logistic
rho = 0.5
Elliptical Copula Density No: 4 – Exponential Power [KotzlNormal]
rho = 0.5 s = 1
Elliptical Copula Density No: 2 – Student




























































































































































































T S I ,
где z= (F
-1
1 () u , …,F

















































  R    =.
-/ -/ ()() diag diag SS S


















































































































































































(, ) xx x tt nt 12 ,, ¼,  tT =, ¼, , 1  к приблизительно равномерно распределенным (, ,) , uu u tt nt   12 } .
2)  Для каждого значения степени свободы n из рассматриваемого интервала значений 
оцениваем корреляционную матрицу Rn :
а)  для каждого фиксированного t  (t  =1, …,T ) положим:














































































































































Q   j   }  
 















(, ) xx x tt nt 12 ,, ¼,  tT =, ¼, 1  к приблизительно равномерно распределенным (,,) uu u tt nt   12 } .
2)  Оценим  S   с использованием непараметрической оценки рангового коэффициента 
Кендалла (Lindskog et al., 2002):
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
 









стных распределений, преобразуем (,,,) xx x tt nt 12 ¼,  tT =, ¼, 1  к приблизительно равномерно 
распределенным (,,) uu u tt nt   12 } .
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# Generate the 2D Grid:
N = 50; x = (0:N)/N; uv = grid2d (x); u = uv$x; v = uv$y
# Compute the Normal Copula Density:
c. uv = dellipticalCopula (u, v, rho = 3/4, type = "norm", output = "list")
# Create a Perspective Plot:
persp (c. uv, theta = –40, phi = 30, ticktype = "detailed", col = "steelblue", 
main = "Normal Copula Density", cex = 0.5)
# Create a Contour Plot:


















































































# Start Slider for Perspective Distribution Plots:
pellipticalSlider ()
11cm!




# Estimation of 100 Samples:
est = NULL
for (i in 1:100)
R = ellipticalCopulaSim (n = 100, rho = 0.6, param = 4, type = "t")
ans = ellipticalCopulaFit (R, type = "t")
ans=ans$par
est = rbind (est, ans)
# Print the Result:
for (i in 1:2) print (c ( mean = mean (est [, i]), sd = sd (est [, i])))
# Make a kernel density of the 100 estimates
dens1=density (est [,1]) plot (dens1,main="kernel density of estimated Rho")
dens2=density (est [,2]) plot (dens2,main="kernel density of estimated NU")
Рис. 4. График плотности нормальной копула-функции и ее линий уровня



























































Архимедовы копула-функции могут быть представлены в явном аналитическом виде z  , 
в отличие от семейства эллиптических копула-функций, которые определяются в неявной 
форме.
Архимедовы копула-функции допускают относительно простое построение, включая  z 
вычислительную реализацию (см. табл. 2).
Многие параметрические семейства z   копула-функций принадлежат этому классу.







j() u  с неотрицательными значениями, определенную при uÎ[,] 01 и удовлетворяющую 


























-1() t  — обычная обратная функция к функции j() u .
Тогда функцию C :, ®, [] [] 01 01
2 , определенную как:





- jj j ,  (7)

































































































Номер Сa(u, v) Генератор ja(t) Диапазон параметра a
1 max([] ) uv
-- -/ +- ,
aa a 10
1 () / t
- -
a a 1 [) {} -, ¥ 10 \
2 max( [( )( )] ) 11 10
1 -- +- ,
/ uv
aa a () 1-t
a [) 1,¥
3 uv
uv 11 1 -- - a() ()
ln
() 11 -- a t
t
[) -, 11
4 exp( [( ln )( ln )] ) -- +-
/ uv
































() {} -¥,¥ \ 0
6 11 11 1
1 -- +- -- -
/ [( )( )( )( )] uvuv
aaaa a -- - ln[( )] 11 t
a [) 1,¥





























































Номер Сa(u, v) Генератор ja(t) Диапазон параметра a
9 uv uv exp( ln ln ) -a ln(l n) 1-a t (] 01 ,
10 uv uv [( )( )] 11 1
1 +- -
-/ aa a ln() 21 t
- -
a (] 01 ,
11 max([( )( )] ) uv uv






12 ([ () () ]) 11 1
11 11 +- +-
-- /- uv




13 exp( [( ln )(ln )] ) 11 11
1 -- +- -
/ uv
aa a (l n) 11 -- t
a () 0,¥
14 ([ () () ]) 11 1
11 1 +- +-
-/ -/ /- uv




15 max[ () () ] {} 11 10
11 1 -- +- , ()
// / uv






21 1 411 () () SS Suvu v ++,= +--+ -
-- aa () () att
- +-





























a () {} -¥,¥ \ 0
18 maxl n[ ]
/( )/ () 10




u a/( ) -1 [) 2,¥
19 a
aa na /l n( )
// eee
u+- ee
t aa / - [) 0,¥
20 [ln(exp( )e xp( )) ]
/ uv e
-- - +-




1 -- -- +
/ (m ax([ () ] { u
aa
 +- -- ,





/ [( )] t
aa [) 1,¥
22
max()( ) 11 11














aa () () vv
arcsin() 1-t


































































































































a () () tt =- /
- 1  с aÎ-, ¥ [) 10 \{} . 
Тогда j
a -- / =+










Если  a>0, то  j() 0 =¥ и вышеприведенное выражение для копула-функции примет 
вид:
Cu u uu () 12
1
12 1 ,= +- () ,
-/ -- a aa
а плотность копула-функции Клейтона будет равна:




-- -- -- a
aaa a
Отметим, что в отличие от случая a>0, при -£ < 10 a  копула-функция Клейтона не яв-









a () (l n) tt =- , где  a³1. Обратная функция генератора равна 
j
a -/ =-
11 () exp( ) tt . Таким образом, копула-функции из этого семейства имеют вид:
Cu uu u () exp( ln )( ln ) 12
1

























´ ´× -+ -+ -.


















































a -- =- +- ,
1 1































































Archimedian Copula No: 1 – Clayton
[–1|Inf] alpha = 2 tau = 0.5 rho = 0.582
Archimedian Copula No: 4 – Gumbel–Hougard
[1|Inf] alpha = 2 tau = 0.5 rho = 0.682
Archimedian Copula No: 5 – Frank
































































































































P() exp( [( ln )( ln )( ln )]) uu uu uu uu u nn n 12 12 12 ,, ¼, =××¼×= -- +- +¼+- ..
Это наблюдение подсказывает возможность обобщения (7) на n-мерный случай:




12 ,, ¼, =+ +¼+
- jj jj    (7а)
Функции C() ×  в (7а) называют серийно-итеративными функциями (Schweizer, Sklar, 
1983), основанными на двумерной архимедовой копула-функции c генератором j() × . Если 





- jj j , то для n³3 получим следующее обобщение:
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Копула-функции вида (7а) также известны как перестановочные архимедовы копу-
ла-функции: случайные величины  X  и Y  называются перестановочными, если векто-
ры  () XY ,  и  () YX ,  являются одинаково распределенными. В нашем случае перестано-
вочность копула-функции эквивалентна ее симметричности (см. теорему 2.7.4 в (Nelsen, 
2006)).
Для того чтобы C() ×  была копула-функцией при  n³3, требуются некоторые допол-





Определение 4. Неотрицательная функция  gt () называется абсолютно монотонной 
на интервале  J, если она непрерывна на этом интервале и имеет производные любого по-
рядка, причем







для всех внутренних точек tJ Î  и k=,,... 12 .
Например, функция  gt e
t () =
- , tR Î  является абсолютно монотонной, т. к.  ¢ =-
- gt e
t () , 
¢¢ =, ¼, =- ,¼
-- gt eg te
tk kt () () ()
() 1 .
Следует отметить, что если gt () абсолютно монотонна на [) 0,¥  и  gc () =0 для некоторо-





























j() × , для того чтобы функция (7а) была n-мерной копула-функцией при n³2  (Kimberling, 
1974).
Теорема 3. Пусть j: ,®,¥ [][] 01 0 — непрерывная и строго убывающая функция, такая, 
что j() 0 =¥ и j() 10 = , а j
- ×
1() — обратная функция для j() × , C
n :, ®, [] [] 01 01  определя-
ется соотношением (7а). Тогда необходимым и достаточным условием для того, чтобы 
C() ×  была n-мерной копула-функцией для всех n³2 , является требование абсолютной мо-
нотонности функции j
- ×
























Узлы  u1 и u2  связываются при помощи копула-функции  C1() × , узел  u3 связывает-
ся с Cuu 112 () , при  помощи  копула-функции  C2() ×  и,  наконец,  узел u4 связывается с 
CuCuu 23112 (()) ,,  при помощи копула-функции C3() × . Таким образом, четырехмерный слу-
чай требует трех двумерных копула-функций C1() × , C2() ×  и C3() × , генераторы которых рав-
































































































11 12 {{ })})} jj jj j () (( )( ) uu u ++ .
-
Другими словами, пары () uu 13 ,  и () uu 23 ,  имеют одну и ту же копула-функцию C2() ×  c па-
раметром зависимости  a2, тогда как пары  () uu 14 , ,  () uu 24 ,  и  () uu 34 ,  имеют копула-функ-
цию C3() ×  с параметром зависимости a3. В общем n-мерном случае:
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-- jj jj {{ ) )( )) (( )( ) ++ +.
- jj jj j 12 32
1
23 24 uu u }{ })}
   (9)
Рис. 8. Частично вложенные архимедовы копула-функции




ясное описание: на первом шаге связываем пары () uu 12 ,  и () uu 34 ,  копула-функциями C1() ×  
и C2() × , генераторы которых равны j1 и j2, соответственно. Эти две копула-функции связы-
ваются при помощи третьей копула-функции C3() × . Случайные величины u1 и u2  являются 
перестановочными, так же, как u3 и u4 , но все другие пары перестановочными не являются. 

































































































uu n 1,¼,  связываются при помощи  n1 многомерных архимедовых копула-функций C j 1, × (), 
jn =, ¼, 1 1, имеющих вид:


















å () () uu
u
jj
где j1, × j() — генератор копула-функции C j 1, × (); u11 1 , =, ¼, j jn ()  — подмножество элемен-



























å () () CC
C
jj
где  jn =, ¼, 1 2 ; j2, × j() — генератор копула-функции C j 2, × (); C2, j — множество всех копула- 




статье, но эквивалентные, обозначения: поскольку j-ая копула-функция l-го (lL =, ..., 1 ) уров-
ня Clj , × () имеет в качестве аргументов ulj , , т. е. подмножество из uu n 1,¼, , элементы кото-
рого в качестве аргументов входят явным или неявным образом в Clj , × (), или (что эквива-
лентно) аргументы Clj , × () (т. е. множество всех копула-функций уровня l-1, участвующих 
в Clj , × ()), то Clj lj ,, () C  и Clj lj ,, () u  суть одно и то же.
Для того чтобы иметь хорошо определенную иерархию, число используемых на каж-
дом уровне копула-функций должно убывать с увеличением уровня, т. е. nn ll < -1 для всех 
l L =, ¼, 2 , а на самом верхнем уровне должен использоваться лишь один агрегирующий объ-
ект CL, × 1(), т. е. nL =1. Кроме того, размерность используемых копула-функций на каждом 
следующем уровне должна увеличиваться. На самом верхнем уровне размерность CL, × 1() 
равна размерности исходных данных n, т. е. nn L, = 1 .
Пример 3. Четырехмерные частично вложенные архимедовы копула-функции, описан-
ные в (9) (см. рис. 8), имеют вид:
CC uuuu CCuu Cu u 21 21 1 234 21 11 12 12 34 ,, ,, , =, ,, =, ,, =
=
































Cu uC CCCu uu uu uCu () (((( ))) ( 1941 31 21 11 12 34 56 22 ,¼,= ,, ,, ,, ,,,, , 7 71 289 ,, . , Cu u ( )))
Рис. 9. Иерархически вложенная архимедова конструкция










для lL =, ¼, 1  и  jn l =, ¼, 1 , in l =, ¼, + 1 1 сложные функции  jj li lj +, ,
- × () 1
1()  должны иметь аб-
















































































































L Ln Ln LL -- -- 11 11 ,, ( )), u
















































































где  внешняя  сумма  берется  по  всем  kk N nL 1 1 0 ,¼,Î È











 для всех in nL =, ¼, - - 0 1.
Вторая часть формулы включает в себя производные копула-функций уровня L-1 с аргу-
ментами uLj -, 1 ,  jn L =, ..., - 1 1. Суммирование во второй части производится по rn L Î, ,¼, - {} 01 1  
различным подмножествам {} ss 1,¼, r  множества uLr -, 1 , а произведение берется по всем по-
рядковым номерам копула-функций уровня L-1.
Алгоритм нахождения плотности n-мерной копула-функции  CL, × 1() является рекур-
сивным: плотность для CL, × 1() определяется через частные производные копула-функций 
CC LL nL -, -, ×,¼, ×






















































































































































































Если имеется копула-функция CC uu n =, ¼, () 1  (не обязательно архимедова), и необ-
ходимо сгенерировать наблюдения  () uu n 1,¼,  n-мерного распределения случайного век-
тора  () UU n 1,¼, , копула-функция которого равна C() × , а частные распределения являют-
ся равномерными на отрезке [,] 01 , то можно воспользоваться методом условного рас-
пределения. Пусть CuuuCu uu kk k () () 12 12 11 ,, ¼, =, ,¼,, ,¼,,   kn =, ¼, 1 ; при этом Cu u 11 1 () =  
и CuuuCu u nn n () () 12 1 ,, ¼, =, ¼, .  Условное распределение  Uk n k,= ,¼, 2   при заданных 
UU k 11 ,¼, -  равно:
Cuuu uP Uu Uu Uu
Cuu




|,,¼,= £|=, ¼, ==
=, ,¼
-- - 12 11 11 1
12 ,, /, ,¼,. -- uCuu u kk k )( ) 1121
Приведем алгоритм моделирования:
смоделировать  z  n независимых равномерно распределенных случайных величин vv n 1,¼, ;
положить  z  uv 11 = ;
аналитически или с использованием численных методов найти обратные функции ус- z 
ловных распределений Cuuu kk () 12 ,, ¼,  при kn =, ¼, 2 .





чениях UU k 11 ,¼, -  определяется теоремой 4.
Теорема 4. Пусть Cu uu uu u nn () (()( )( )) 12
1
12 ,, ¼, =+ +¼+
- jj jj  есть n-мерная архиме-








































































































особенно полезен, учитывая то, что каждое абсолютно монотонное отображение [] 0,¥  
в [0, 1] можно представить в терминах преобразования Лапласа и обратной к нему функ-
ции. Пусть G() ×  — функция распределения на R
+ такая, что G() 00 = , а ее преобразование 
  Лапласа – Стилтьеса определяется соотношением
Gt ed Gx t





Можно показать, что G  :, ¥® , [] [] 00 1  является непрерывной, абсолютно монотонной 






смоделировать случайную величину  z  V из распределения G() ×  такого, что G () ×  (пре-
образование Лапласа функции G() × ) является обратной функцией генератора j() ×  копула-
функции, из которой моделируются наблюдения. Например:
—  для копула-функции Клейтона V имеет гамма-распределение Ga() 11 /, a ,  a>0 , 
а Gt t () () =+
-/ 1






—  для копула-функции Гумбеля V имеет устойчивое распределение St(1 10 /, ,, ag) с 
gp a
a =/ cos () 2 ,  a>1 и Gt t () exp( ) =-
/ 1 a ;
—  для копула-функции Франка V имеет дискретное распределение
PV ke k
k () () () == -/
- 1
a a  при k=,,¼ 12  и a>0.
сгенерировать независимые одинаково распределенные случайные величины  z  XX n 1,¼, .
взять  z  uG i
X
V
i = () -  ln
, in =, ¼, 1 .










































R = archmCopulaSim (n = 1000, alpha = 1, type = "4")
# Fit:



















































































































































































gumbel.cop <- archmCopula("gumbel", 5)
contour(gumbel.cop, dcopula)
# A 5-dim Frank copula
frank.cop <- frankCopula(3, dim = 5)






surance: Mathematics and Economics, 44 (2), 182 – 198.
Alsina M., Frank J., Schweizer B. (2005). Problems on associative functions. Aequationes Mathemati-
cae, 66, 128 – 140.








kets Group, Working Paper n. 483.









(2002), Risk Management: Value at Risk and Beyond, 176 – 223. Cambridge: Cambridge University Press).
Embrechts P., Lindskog F., McNeil A. (2003). Modelling dependence with copulas and applications to 

















и Erb C., Harvey C., Viskanta T. (1994). Forecasting international equity correlations. Financial Analysts 
Journal, 50, 32 – 45.
Fang K., Kotz S., Ng K. (1987). Symmetric multivariate and related distributions. London: Chapman Hall.
Fantazzini D. (2009а). A dynamic grouped T copula approach for market risk management. In: G. Gre-
goriou (ed.), A VaR Implementation Handbook, 253 – 282, McGraw-Hill: New York.
Fantazzini D. (2009б). The effects of misspecified marginals and copulas on computing the value at risk: 
A Monte Carlo study. Computational Statistics and Data Analysis, 53 (6), 2168 – 2188.
Fantazzini D. (2010). Three-stage semi-parametric estimation of T-copulas: Asymptotics, finite-sample 
properties and computational aspects. Computational Statistics and Data Analysis, forthcoming.
Fermanian J., Scaillet O. (2003). Nonparametric estimation of copulas for time series. Journal of Risk, 
5, 25 – 54.
Frank M. J. (1979). On the simultaneous associativity of  Fxy () ,  and  xyFxy +- , () . Aequationes 
Mathematicae, 19, 194 – 226.




afraid to ask. Journal of Hydrologic Engineering, 12 (4), 347 – 368.
Genest C., Rivest L. (1993). Statistical inference procedures for bivariate archimedean copulas. Journal 
of the American Statistical Association, 88, 1034 – 1043.
Genest C., Ghoudi K., Rivest L.-P. (1995). A semiparametric estimation procedure of dependence pa-
rameters in multivariate families of distribution. Biometrika, 82 (3), 543 – 552.
Gumbel E. J. (1960). Bivariate exponential distributions. Journal of the American Statistal Association, 
55, 698 – 707.
Hoeffding D. (1940). Masstabinvariante Korrelationstheorie. Schriften des Mathematischen Seminars 
und des Instituts fur Angewandte Mathematik der Universität, 5, 181 – 233.
Hougaard P. (1986). A class of multivariate failure time distributions. Biometrika, 73, 671 – 678.
Joe H. (1997). Multivariate models and dependence concepts. London: Chapman Hall.
Jondeau E., Rockinger M. (2003). Conditional volatility, skewness, and kurtosis: existence, persistence, 










Malevergne Y., Sornette D. (2006). Extreme financial risks (From dependence to risk management). 
Springer: Heidelberg.























































































McNeil A., Frey R., Embrechts P. (2005). Quantitative risk management: Concepts, techniques and tools. 
New Jersey: Princeton Series in Finance.
Mills F. C. (1927). The behaviour of prices. New York: National Bureau of Economic Research.
Müller A., Scarsini M. (2005). Archimedean copulae and positive dependence. Journal of Multivariate 
Analysis, 93, 434 – 445.
Nelsen R. (1999). An introduction to copulas. Lecture Notes in Statistics. New York: Springer-Verlag.
Nelsen R. B. (2005). Some properties of Schur-constant survival models and their copulas. Brazilian 
Journal of Probability and Statistics, 19, 179 – 190.
Nelsen R. B. (2006). An introduction to copulas. Lecture Notes in Statistics, 2nd Edition. New York: 
Springer-Verlag.
Patton A. (2004). On the out-of-sample importance of skewness and asymmetric dependence for asset 








Schmidt R. (2002). Tail dependence for elliptically contoured distributions. Mathematical Methods of 
Operations Research, 55 (2), 301 – 327.
Schoutens W. (2003). Lévy processes in finance: Pricing financial derivatives. Wiley.
Schweizer B., Sklar A. (1983). Probabilistic metric spaces. New York: Elsevier.
Schweizer B., Wolff E. F. (1976). Sur une mesure de dependence pour les variables aleatoires. Comptes 
Rendus de l’Academie des Sciences de Paris. Ser. A, 283, 659 – 661.
Schweizer B., Wolff E. (1981). On non-parametric measures of dependence for random variables. An-
nals of Statistics, 9, 879 – 885.
Sklar A. (1959). Fonctions de répartition á n dimensions et leurs marges. Publ. Inst. Statis. Univ. Paris, 
8, 229 – 231.
Sklar A. (1996). Random variables, distribution functions, and copulas: Personal look backward and for-
ward. Lecture notes. Monograph series, 28, 1 – 14.
Zhang L., Singh V. (2006). Bivariate flood frequency analysis using the copula method. Journal of Hy-
drologic Engineering, 11 (2), 150 – 164.
Wang S. (1998). Aggregation of correlated risk portfolios: Model and algorithms. Proceedings of the 
Casualty Actuarial Society, LXV, 848 – 893.
Whelan N. (2004). Sampling from Archimedean copulas. Quantitative Finance, 4 (3), 339 – 352.