Abstract. Let R be a ring satisfying a polynomial identity and let D be a derivation of R. We consider the Jacobson radical of the skew polynomial ring R[x; D] with coefficients in R and with respect to D, and show that J(R[x; D])∩ R is a nil D-ideal. This extends a result of Ferrero, Kishimoto, and Motose, who proved this in the case when R is commutative.
Introduction
Let R be a ring (not necessarily unital). We say that a map D : R → R is a derivation if it satisfies D(a + b) = D(a) + D(b) and D(ab) = D(a)b + aD(b) for all a, b ∈ R. Given a derivation D of a ring R, we can construct the differential polynomial ring, also known as a skew polynomial ring of derivation type, R[x; D], which as a set is given by {x n a n + · · · + xa 1 + a 0 : n ≥ 0, a i ∈ R}, with regular polynomial addition and multiplication given by xa = ax + D(a) for a ∈ R and then extending via associativity and linearity. When D is the trivial derivation of R (i.e. D(a) = 0 for all a ∈ R) then R[x; D] is simply R [x] . In this case, Amitsur [1] showed that the Jacobson radical J(R [x] ) is the polynomial ring (J(R[x]) ∩ R) [x] and that J(R[x]) ∩ R is a nil ideal of R. Extending this result, Ferrero, Kishimoto, and Motose [5] showed
and if it is further assumed that R is commutative then J(R[x; D]) ∩ R is a nil ideal of R. We extend this result to polynomial identity rings, of which commutative rings are a special case. Using the work of Ferrero, Kishimoto, and Motose [5] then allows us to completely describe the Jacobson radical of the skew polynomial ring. As a direct consequence of our main result, we also get the result of Tsai, Wu, and Chuang [9] , which says that if R is a PI ring with zero upper nilradical then R[x; D] is semiprimitive. We note that in general one cannot deduce the work of Tsai, Wu, and Chuang [9] from our result because the nilradical of a ring is not in general closed under the action of a derivation. (For an example, see [2] .) Thus one cannot hope to obtain our result as a consequence by passing to a semiprimitive homomorphic image. We note that other work on this topic has been done by other authors [3, 6, 7] .
The outline of this paper is as follows. In §2, we give some background on polynomial identity rings that we will use in our proof. Then in §3 we give the proof of Theorem 1.1.
Preliminaries
To prove our main result, we make use of some theory of polynomial identity rings, or PI rings for short. For in-depth introductions to this theory we refer the reader to [8] and [4] . Let Z x 1 , . . . , x d denote the free associative algebra over
We say that R is a PI ring if there exists a nonzero f ∈ Z x 1 , . . . , x d , for some d ∈ N, such that f is a polynomial identity for R and at least one coefficient of f is 1. If R is a PI ring it can be shown that there exists a polynomial identity for R of the form
where each c σ ∈ Z. Examples of PI rings include commutative rings, finitedimensional algebras over a field, and the quantum plane C q {x, y} with relation xy = qyx and q a root of unity. We make use of the following results which can be found in [8] .
Theorem 2.1 ([8], Proposition 1.6.9.). Let R be a PI ring. Then R has a a unique maximal nil ideal, denoted by N (R). Moreover, N (R) = {nil left ideals of R}.
The nil ideal N (R) is called the upper nilradical of R, or sometimes just the nilradical of R. We also get the following result about the centre of a polynomial identity ring, due to Rowen following on work by Posner, which will later allow us to use techniques found in [5] for commutative rings.
Theorem 2.2 ([8]
, Theorem 1.6.14.). Let R be a PI ring such that N (R) = (0). Then every nonzero ideal of R intersects the centre of R nontrivially.
Main Result
In this section, we prove Theorem 1.1-we note that we make use of some ideas from [5] in this proof.
Proof of Theorem 1.1. It is clear that S is an ideal of R. Now let a ∈ S. Then xa, ax ∈ J(R[x; D]) and xa = ax + D(a). Therefore D(a) ∈ J(R[x; D]) and so D(a) ∈ S. This shows that S is a D-ideal.
It is left to show that S is nil. To do this we consider the ring L := (S+N )/N , where N = N (R). We begin by noting that L is an ideal of R/N , which is a polynomial identity ring with zero upper nilradical.
If L is the zero ideal of R/N we have that S ⊆ N and so S is nil. Suppose, towards a contradiction, that L is not the zero ideal. Thus by Theorem 2.2 we have that L intersects the centre of R/N nontrivially. Let a ∈ S such that a + N = N and a + N is in the centre of R/N . We have that xa ∈ J(R[x; D]) and so by quasi-regularity there exists f (x) ∈ J(R[x; D]) such that
From (2) we immediately get that b 0 = 0. Now, from (1) we see that
Upon equating coefficients we get that:
We have J(R[x; D]) = S[x; D] (see [5] ) and so f (x) ∈ S[x; D]. Therefore each b i ∈ S.
We claim that b n−j+1 a j ∈ N for j = 1, . . . , n. We prove this by induction on j. If j = 1 we clearly have that 0 = b n a ∈ N . Now assume the result is true for j < k with k ∈ {2, . . . , n} and consider the case when j = k. In particular, we have that b n−k+2 a k−1 ∈ N . Now, post-multiplying (4), taking i = n − k + 2, by a k−1 we have by the induction hypothesis that
To prove the claim it is left to show that D(b n−k+2 )a k ∈ N . From (1) and (2) we also get that xaf (x) = f (x)xa. Recall that we have the identity
for any r ∈ N. But then we have that
Equating coefficients of x n−k+2 in (7) we have that
Notice that since a is central mod N , the first and last term of the left-hand-side of (8) 
Using this and (6) we get that b n−k+1 a k ∈ N . The claim is then true by induction. By the above claim with j = n we have that b 1 a n ∈ N and so by (5)
To see that D(b 1 )a n+1 ∈ N we equate coefficients of x in (7). From doing so we get that
Post-multiplying this by a n+1 and using our claim we observe that D(b 1 )a n+1 ∈ N . Combining this with (9) we get that a n+1 ∈ N and so a is nilpotent. But then, using the fact that a is central mod N , we see that (aZ + aR + N )/N is a nil ideal of R/N . Since N is a nil ideal of R, we see that aZ + aR + N is also a nil ideal of R. But N is the upper nilradical and so we see that a ∈ N and so we have that a + N = N , which is a contradiction. We conclude that L = (0) and so S is nil.
We get the following immediate corollary, which is part of the main result of [9] . 
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