This paper describes a new segmentation technique for very sparse surfaces which is based on minimizing the energy of the surfaces in the scene. While it could be used in almost any system as part of surface reconstruction/model recovery, the algorithm is designed to be usable when the depth information is scattered and very sparse, as is generally the case with depth generated by stereo algorithms. We describe a sequential implementation that constructs seed surfaces, automatically sets thresholds, adds points to the seeds, merges surfaces, and corrects for incorrectly added points. We discuss a parallel implementation that runs on the Connection MachineTM . We show results from a sequential algorithm that processes synthetic or range finder data.
Segmentation: Introduction and Background
Segmentation is one of the most pervasive and most difficult problems in computer vision. It rears it ugly head in such subareas as: edge/region detection, motion detection, determination of textures, shape-from-X (for almost all X), calculation of disparity fields (stereo matching) , model recovery, surface reconstruction and medical imaging. Unfortunately, the segmentation problem in each of these areas will not, in general, be solvable by the same techniques. The segmentation tasks in surface reconstruction, disparity field recovery and certain classes of motion detection problems, have been approached using segmentation coupled with recovery using an energy-based smoothness assumption, for example see [Ter84] , [HA85] , [AW85] , {BZ86]. The attempt at segmentation can be roughly described as follows : Step 1 Do a initial smoothness-based reconstruction (this is generally a minimal energy surface or configuration).
Step 2 Mark those parts of the reconstruction which are "not locally smooth" (generally with a gradient like operator) as discontinuities.
Step 3 Adjust the reconstruction mechanism to deal with the newly marked discontinuities and go to Step 1.
An Energy-based Segmentation Algorithm
The algorithm constructs initial approximations of the surfaces from the local data cluster 3space.* These approximate surfaces are updated by subsequent processing. The algorithm heuristically determines which point to add next, and adds it to the surface which can accept it at lowest cost. Points are added to a surface as long as the addition does not cause the energy to exceed an automatically set threshold, at which point a new threshold is computed.
The discussion of algorithmic details can be divided into smaller conceptual components which appear as separate subsections . These components are:
1. Definition of the model of world surfaces. 2. Definition of the reproducing kernel-based spline which is used to reconstruct the surfaces. 3. Definition of the energy measure. 4. Calculation of bounds on the energy of a reproducing kernel-based spline surface. 5. Heuristics used for (a) basis point selection, (b) point selection, and (c) culprit point selection, to remove some points and decrease the surface energy. 6. Method to merge similar surfaces into one surface. Note that our surface construction and merge are significantly different from [BJ86] since our method inherently handles overlaping surfaces. 7. A short discussion of the ongoing parallel implementation.
Definition of the Model of World Surfaces
The assumed model of world surface is intimately related to techniques for regularized surface reconstruction, see [Bou86] . An important set of these classes can be parameterized formally as those functions with their rn derivative in H' , where H is the Hilbert space of functions such that their tempered distributions ii in 1R2 have Fourier transform i that satisfy I f2 (ITI2. . which, if 1 > ii > 1 -in, results in a semi-Hubert space. Note that if one chooses in = 2, i = 0, then using the properties of Fourier transforms, the above definitions yield exactly the space IYL2 which was used by Grimson and Terzopoulos.
Definition of Reproducing Kernel-Based Spline
An essential ingredient of the current algorithm, at least from the point of view of efficient serial implementation, is the use of the reproducing kernel-based spline reconstruction as described in {Bou86] . This section introduces some aspects of that algorithm necessary for later discussions.
We do not choose to interpolate the data, instead we follow the "regularization" approach of minimizing a smoothness term (the mth Sobolev semi-norm), a weighted sum ofsquares of the distance of the surface from the data, i.e., we find the surface from our class of surfaces which minimizes A .
((x,1)z1)2 IIID where the data z at point (xi, y), i = 1, . . . , n is assumed to be on one surface. The global smooThing parameier, ), should depend on the overall error in the initial data, and the factors 5 allow for individual points to have greater "noise" ; the factor ) effects the overall tradeoff between surface smoothness (as measured by the norm Ibm) and the fidelity to the data points z . The factor 5 effects the contribution of a single data point so as not to penalize the surface as much (or to penalize it more, depending on the value of 5) for not closely approximating the data at that point. Techniques for choosing these parameters have been discussed by other researchers, see [BW82}.
One solution to the above reconstruction problem is a reproducing kernel-based spline. It can be shown, see [Mei83J,  that for the above model of world surfaces, D2H4, the appropriate reproducing kernel here is K(x,y; u, v) = 7((x -u)2 + (y -v)2) for some constant -y. Given this kernel, the spline which approximates the data can be The important properties of the solution to the surface reconstruction problem are:
1. The algorithm is efficient for very sparse data (anything more than 3 non-collinear points will do, and the fewer the number of points, the faster the surface can be computed). 2. The surface is defined by the solution to a linear system which depends only on the location of the data and the certainty of the observations. The certainty is used to control the amount of smoothing, with less smoothing for less noisy sensors. If the solution to this system can be updated quickly, the surface can also be updated quickly. 3. The surface is given in a functional form, thus the evaluation of derivatives is trivial, and bounds on the energy of the surface can be computed analytically. 4. The surfaces are independent ofthe "boundaries" ofdiscontinuities, and depend only on the data values. However, the actual surface will change if the number/value of data points on the boundary are changed. 5. The definition of the nullspace can be changed to consider different polynomial combinations of initial data values.
Given the definition of the spline as in equation 2, one can symbolically compute bounds on the energy for either an infinite plane or a bounded square region. The energy of an infinite surface can be computed exactly, whereas the energy of a bounded region can only be approximated. The latter, however, is a better fit to the underlying physical system, since surfaces do not actually go to infinity.
The result for the infinite plane is obtained from the definition ofreproducing kernels. The energy can be obtained from the quadratic form that defines the inner product, i.e., ATA where A is a part of the matrix used to obtain the coefficients of the above spline.
The energy integrals for the square-region are are given in the following table (see [BL9O] for derivation):
DHi 17100B2(s4 + t4) + 34200B2t2s2 + 45600B4(s2 + t2) + 10640B6 DHi 87300B2(s2 + t2) + 58200B4 The choice of norm DM is significant. The second norm gives zero energy to planar surfaces, but large energy to conic sections. Thus it is appropriate when the world model is known to be mostly planar. This is exactly the case for many man-made objects, such as bent sheet metal, desks, and other rectangular scenes. In contrast, the third norm gives zero energy to conic sections, and thus it is appropriate when many round objects are in the scene.
Once the norm is selected we build seed surfaces, set an energy threshold, and add points to the surfaces. Once the threshold is reached we merge, detect culprits, set a new threshold, and resume adding points.
Heuristics
Heuristics reduce the cost of the energy-based method by selecting points to be considered for the various surfaces, and also for deleting points from these surfaces. Good heuristics should focus the system by selecting the points that should be added to each surface. The points selected by a heuristic can then be tested for the minimum energy criteria, and only the low-energy points are used. We now discuss several subproblems where heuristics help, in particular building the n1itial surfaces, adding points to them, and merging or eliminating duplicate surfaces.
2.3.1 Construction of the initial "basis" surfaces. Each surface is initially described by a small number of points, between 4 and 30. Good starting surfaces are essential for accurate segmentation, and therefore the program must find points that all lie on the same actual surface. This is done in two steps. First a significant single point is found as a "seed" for the basis by any one of the following five methods.
. Pick the nearest point (physically, this is a point on the closest object). . Pick the farthest point (physically, a point on the most distant object). . Pick randomly, but not near any seed value that has already been chosen. . Pick a point near a specific XY coordinate on a grid (appropriate when approximate object locations or distributions are known).
. Pick the point that is farthest from one picked previously (span as much of the scene as possible).
Secondly, representative surface is built from the seed by one of the following means. These are presented in order of increasing cost:
. Perform a combinatorial search in the neighborhood of the seed point to find the minimum energy surface. This has the drawback that it frequently finds the zero energy surface (such as a plane) which happens to fit the data.
. Perform a sequence of random walks, each from the same starting point (since this determines what surface the algorithm "walks" on). At each step move to one of the N nearest neighbors, and compute the energy of the surface that interpolates the visited points. Keep the surface with the mode energy (to avoid falling onto a plane). The idea behind this heuristic is that a sequence of close neighbors should span one surface (in the average case) since it avoids discontinuities.
. Place a three dimensional template around the seed point. Select a uniform random sample from the points that fall within this template, and compute the energy. Repeat N times, and then rotate the template in the Y and the z axes. Keep the surface which has the mode energy. The template can be designed to approximate the shape of the expected scene-objects. In our experiments a thin parallelepiped (X=O.2, Y=O.2, Z=O.O1) has worked well. The third method generally works the best, but is expensive in the sequential implementation. The second method is adequate for many complex scenes. The first method works well for simplescene. The search for bases is expensive due to the repetition, and is therefore an excellent candidate for parallel processing on a large data-parallel machine.
Point selection: what point to add?
Once the initial basis surface has been constructed, points must be selected and then added to the surface which accepts them with minimum increase in energy. We add points in increasing order of energy until the energy has increased to a threshold value. The threshold is computed by the following simple, but effective, histograniming technique:
1. Compute the cost E of adding each point i to the surface. 2. Consider a region that is 10% larger than the box that surrounds the data, enlarge the box if there are too few points in it. The neighborhood limitation is necessary because many surfaces can gracefully bend to some distant point at low cost. 3. Sort the eligible points by energy. 4. The threshold is E for the minumumi such that E > 1.O5xE1_1 or E > lOxE0. The constants were determined experimentally.
The program typically forces i to be in the range 3 .. . 25. This ignores the lowest several energies and forces re-evaluation of the costs after a a significant number of points have been added. We have observed that the threshold can decrease dramatically after a number of merge and prune operations have been computed. Thus it is actually essential that thresholds be computed automatically.
Culprit identification: when and how to pick points to delete?
Misciassifications of data during the incremental addition of points results in excessively large surface energy. This problem can also occur if the initial basis surface spans several actual surfaces. Indeed, our underlying assumption is that smooth surfaces have low energy. If the reconstruction is not smooth it becomes important to delete some point(s) from the surface. In general the point which makes the largest contribution to the energy does not belong to the surface and is the classification error. Thus it should.be deleted. The exhaustive method to find this point (i.e., try each possible point) is uneconomical. Therefore we need some way to predict which point is the "culprit" responsible for the excess energy.
We have two methods to delete points. The first prunes away any data item that is more than three standard deviations away from the surface reconstruction. After segmentation is complete at each threshold, the program computes the standard deviation of the distance from the data to the reconstructed surface. The distant points are deleted, and the test is reapplied until the change in standard deviation is less than 5 percent. Note that the updatable Q R algorithm allows deletion of arbitrary rows and columns, so this delete operation is fairly economical. We are very pleased with the culprit deletions, and note that our results are free from any "spikes" that indicate misclassification.
A second indicator of the "culprit" is the the value of a in the linear system which recovered the spline parameters. Intuitively this is because a large a makes a large contribution to the energy. We use culprit deletion by removing the point with largest a after every 10 insertions. If a point is erroneously removed it can still be added back in a subsequent add operation. This is because the increase in energy at each step is a good predictor of the correct segmentation. We have shown experimentally that an incorrect data point is associated with a large alpl1a value, and are studying this method further.
Segmentation: when to create a new surface?
We have investigated two methods: first of completely building one surface at a time, and second of building all surfaces simultaneously by gradually increasing the global energy threshold. The second method gives significantly better results than the first, since it completes all low-energy classifications before it increases the energy. The first method can misclassify when a point can be on either S1 with large energy or on S2 with lower energy. The approach of building all surfaces may also improve performance ofthe parallel implementation. However, the simultaneous building of multiple surfaces will construct redundant surfaces, and also place co-surface points onto different reconstructions. This problem is solved by merging similar solutions as described below.
2.3.5 Merging: when and how to combine surfaces into one?
Merging similar surfaces is important for two reasons. First, we do not know of any way to guarantee that the initial "basis" surfaces are from different actual surfaces. Therefore we necessarily construct multiple similar surfaces. These may overlap, and thus they cannot simply be merged at their boundaries. Secondly, we anticipate increases in processing speed in the parallel implementation by simultaneously processing several subsamples of the data in different sections of the parallel computer, and then merging these results into one representation. In both cases the merge operation should construct one new smooth surface from the data of both similar surfaces.
Our definition of merging is different from {BJ86]. They grow surfaces by adding adjacent points to produce regions which can be merged at boundaries. The energy-based approach, on the other hand, considers all the points that are in the vicinity of data that is already on the surface. The energy-based algorithm then adds the points that increase energy the least. In consequence, the same actual surface can be represented by reconstructions that are overlapping, boundary-sharing, or spatially separated.
A key feature of the merging routine is that extraneous calls to the routine should have, ideally, no effect. Thus the program can attempt to merge every time it has added M points, and the correctness of the merge is unaffected by setting M too small. We partially achieve this by computing trial merges before actual merging. When a trial succeeds the program proceeds to compute the actual merge energy. It keeps the merge if it is within the expected bounds. The trial merging guarantees that surfaces are not incorrectly merged.
We have experimented with two mergability criterea. Our preferred method is to compute the energy that results from placing the points of S1 and S2 onto the new surface S12 . Ifthe resulting energy is within a threshold the merge is accepted. A major advantage of the approach is that it remains within the energy-based paradigm. Unfortunately the actual computation ofS12 for all surface pairs is prohibitively expensive. Therefore we approximate it by interpolating
Si and 82 on a sparse and fixed X -Y grid, and then construct a new surface from these samples. Once the actual merge energy value is known we decide to accept it or reject it based on the actual energy. We use precomputation to efficiently compute the energy of such a system, which reduces the computational expense to simple data interpolation (at the grid values) and back-substitution. The approximate energies are then considered in increasing order and actual merges are computed for the lower-energy results. During this "add" phase we ignore points which are too far from the surface, and thereby we "prune" some points. These points can be subsequently returned if the energy criteria requires it.
For the merge test we compute the value K > energyappfo(S12) max(energyappro(Sii), energyapprox(S22)). The segmentation is insensitive to small variations in Ki . Mergable surface are typically below 102 and non-mergable surfaces are above iO. For the acceptance of a merge the resulting energy Si2 must satisfy the relation energy(S12) < max(energy(S1) x energy(S2), K2 x (energy(S1) + energy(S2))), for '2 on the order of 10.
The second method to evaluate mergability minimizes the sum squared distance between the reconstruction of surface S with the data of surface S2 at those points which are within the bounding box of S1 (and likewise the data of S1 with the surface of S2). The purpose of evaluating the sum only within the bounding box (i.e., between the minimum and maximum X -Y values) is to prevent extrapolation error. This does not rely upon the energy paradigm, and it has the above mentioned problem with extrapolation. Although this method works it is difficult to calibrate because the sum squared distance does not have a simple relationship to bending energy. We prefer to use the single unit, namely of bending energy.
2.3.6 Pruning: when should a surface be eliminated?
Sometimes a surface is incorrectly started from the data on several different scene surfaces. The energy of such surfaces is generally high, and thus the surface does not accept many additional data points. These sparse surfaces are discarded and the points are reused on some other surface. The program thereby recovers from false starts by resegmenting data that does not produce a surface.
Parallel Implementation
An prototype of segmentation is operational on the massively parallel Connection Machine. The CM-2 has 65,536 processors with 512 megabytes of memory and a 300 gigabyte/sec memory bandwidth. This gives 9K bytes RAM per processor. Although the processors are small 1-bit PEs, the typical aggregate operation speed is 2500 mflops for double precision on a 4Kx4K matrix multiplication, and 5000 mflops for a dot product. For a complete technical summary see [Thinking Machines].
We have implemented for the CM-2 the updatable QR algorithm for solving linear systems, construction of the linear system, evaluation of surface energy in parallel, and adding points to a surface. This software has processed data from a number of synthetic surfaces including spheres and planes. The software is written in the *Lisp language.
We use data parallelism to accelerate the combinatorial search for the initial basis surfaces. The algorithm distributes a different subset of the data to each processor. In one data-parallel step each processing element simultaneously constructs the minimum energy surface that fits its subset. The lowest energy solutions are retained as the starting-bases that accept additional data points.
In the second form of parallelism, algorithm parallelism, many processors cooperate to solve a single problem instance. This form of parallelism is appropriate when there are more processors than problem instances. In this case many processors may cooperate to solve one problem. For example, both the recovery of the spline parameters and surface merging may be done in parallel. We have developed a parallel version ofthe updatable QR algorithm [DGKS76] and are currently investigating ways to improve its efficiency. The quick solution of linear systems will allow us to process more data than we can on a uniprocessor. This should allow us to process thousands of points, as occurs in non-sparse data, and also to process many surfaces. The heuristics can also be processed in parallel, in particular the local properties of all points can be explored simultaneously.
Experimentation
We show here the segmentations from two scene, and the results of synthetic experiments where objects are brought increasingly closer together. First we show the segmentation of three overlapping spheres. Then we present three side-by-side "tin-can" objects. We then show the number of misciassifications as a function of distance between nearby three surfaces. We use synthetic data in this paper because it can be carefully controlled for experimentation. We described actual range data in {BL9O].
Conclusions and future work
This paper has presented a new algorithm for segmentation of depth data. The algorithm is based on adding points to a surface only when doing so does not increase the surface bending energy above a user determined threshold. The algorithm has been experimentally tested and in most cases correctly labels all data points. The algorithm does not determine boundaries between segmented surfaces, and this which allows it to handle extended objects occluded by other objects and transparent objects. Horizontal distance between the sphere centers varies from 0 to 1.0, and vertical distance above the plane from -0.25 to 1.0. The left graph shows that when surfaces are closer than the sphere radius, the error in the recovered surface exceeds the error of the source data. The peak at 0.25 corresponds to the sphere radius, where misclassification errors have the largest distance to the correct surface. The right graph shows the total number of errors over all segmented points. The error rate rises significantly when the surfaces are closer than the sphere radius, since the surfaces overlap in this range. 
