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Avant-propos : présentation et
organisation du manuscrit
Les maladies à Prions sont des maladies neurodégénératives fatales transmissibles, touchant
l'homme et l'animal. Elles sont caractérisées par l'accumulation d'une protéine de l'hôte, la
PrP, sous une forme anormalement repliée (appelée PrPres). Actuellement, le risque de santé
publique lié aux maladies à prions persiste, avec notamment la possibilité de transmission ia-
trogène du nouveau variant de la maladie de Creutzfeldt-Jakob par transfusion sanguine. Par
ailleurs, les maladies à Prions constituent un paradigme infectieux dans les maladies d'accumu-
lation de protéines. La maîtrise de la transmission de ces maladies passe par la compréhension
des mécanismes de réplication et de dissémination au sein d'un organisme. Ces mécanismes de
réplication se produisent à des échelles de temps et de taille diﬃcilement accessibles expérimen-
talement, et ont ainsi fait l'objet de nombreuses modélisations théoriques utiles pour aider à la
compréhension des mécanismes.
La partie I de ce manuscrit consiste en un état de l'art sur les maladies à Prions et les
modèles mathématiques correspondants. Les chapitres 1 et 2 présentent des généralités sur les
maladies à Prions. Le chapitre 3 présente les diﬀérents outils expérimentaux, leurs limites et
les modèles mathématiques développés pour pallier ces limites. Le chapitre 4 détaille plus spé-
ciﬁquement les modèles mathématiques de réplication des Prions à l'échelle moléculaire. Au
vu de cet état des connaissances, les objectifs de cette thèse sont de compléter ces modèles
mathématiques pour étudier plus spéciﬁquement les conséquences dynamiques sur la réplica-
tion des Prions, des propriétés de réplication taille-dépendante d'une part, et de l'hétérogénéité
des cellules impliquées dans la réplication d'autre part. Ces objectifs sont détaillés au chapitre 5.
La partie II est consacrée à l'étude théorique des propriétés de réplication dépendantes de la
taille des particules infectieuses. Cette étude est eﬀectuée grâce à la généralisation d'un modèle
mathématique existant, le modèle de polymérisation nucléée des Prions de Masel. Le chapitre 6
présente dans un premier temps un état des connaissances de ce modèle, puis sa généralisation.
Deux publications font suite à cette étude. Elles permettent de souligner l'importance de la
distribution en taille des agrégats de PrP pour étudier les mécanismes élémentaires de répli-
cation des Prions. Le modèle mathématique généralisé est très couteux en temps de calculs,
ainsi, nous testons au chapitre 7 une méthode permettant de réduire sa complexité sans perte
d'information sur sa dynamique.
Enﬁn, la partie III est dédiée à l'étude de la dynamique multicellulaire de la réplication
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des Prions, grâce à un modèle par automate cellulaire. Dans un premier temps, le chapitre 8
présente de façon général le cadre théorique des modèles individus-centrés (automates cellu-
laires). Le chapitre 9 consiste en une étude expérimentale des propriétés de réplication au sein
d'une population cellulaire, servant de base à la modélisation. Enﬁn, un modèle théorique est
développé au chapitre 10. Son analyse dans un contexte de cellules en division asynchrone, sans
propagation intercellulaire des Prions, permet d'aider à la compréhension de certaines observa-
tions expérimentales et d'identiﬁer des étapes du processus de culture cellulaire critiques pour




Les maladies à Prions : état de l'art
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Chapitre 1
Description des maladies à Prions
Les maladies à Prions ou Encéphalopathies Subaiguës Spongiformes Transmissibles (ESST)
sont des maladies neurodégénératives fatales qui aﬀectent de nombreux mammifères. Malgré
l'épidémie de Kuru qui a décimé une partie importante de la population Fore (une tribu de
Papouasie-Nouvelle Guinée), elles sont relativement rares chez l'homme. Toutefois, elles posent
un problème de santé publique important, illustré par diﬀérents évènements dramatiques du
20ème siècle : la transmission iatrogène de la maladie de Creutzfeldt-Jakob (MCJ) à plus de
200 personnes par injection d'hormones de croissance, l'apparition chez l'homme de la variante
de la maladie de Creutzfeldt-Jakob (vMCJ), causée par la transmission de l'Encéphalopathie
Spongiforme Bovine (ESB) par ingestion de produits bovins contaminés, et plus récemment,
par la transmission du vMCJ par transfusion sanguine (globules rouges non leucodéplétés) et
un cas de contamination suspecte par transfusion de produits sanguins d'origine plasmatique.
Par ailleurs, les maladies à Prions sont très particulières : de forme sporadique, génétique ou
infectieuse, elles sont toutes transmissibles. L'agent responsable de cette transmission semble
être une protéine, capable de se répliquer comme les agents pathogènes classiques, mais en l'ab-
sence d'acide nucléique. Ainsi, pour maîtriser le risque sanitaire, il est primordial de comprendre
les mécanismes de réplication associés à l'émergence et à la propagation de ces pathogènes aty-
piques.
1 Généralités
1.1 Des maladies humaines et animales
La première ESST animale décrite (Tableau 1.1) est la Tremblante (ou "Scrapie"), chez les
ovins et les caprins. Reconnue il y a plus de 200 ans, la Tremblante persiste encore, avec une
incidence de 0.1 à 4.5 cas par centaine d'animaux par an au Royaume-Uni, selon les troupeaux
[1]. Elle semble conﬁnée aux petits ruminants.
Au contraire, l'Encéphalopatie Spongiforme Bovine (ESB), découverte en 1985 chez les
bovidés [2], est connue pour sa capacité à franchir les barrières d'espèce. Le franchissement
le plus connu est celui du bovin à l'homme [3], mais d'autres ESST animales sont également
reliées à l'épidémie d'ESB, comme l'Encéphalopathie Spongiforme Féline (ESF) des félidés
domestiques ou en captivité [4] ou l'Encéphalopathie Spongiforme des ruminants de zoo [5].
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La transmission de l'ESB résulte principalement de l'ingestion d'aliments contaminés par des
Prions, notamment des farines animales produites à partir de carcasses d'animaux d'équarissage
et dont les procédés de décontamination étaient ineﬃcaces pour inactiver les agents infectieux.
[6].
Enﬁn, d'autres maladies à Prions animales existent, sans lien apparent avec l'ESB : l'Encé-
phalopathie Transmissible du Vison [7] ou le Syndrome de Dépérissement Chronique (CWD)
chez les cervidés sauvages ou captifs nord-américains [8]. Plus récemment, des formes atypiques
de maladies à Prions ont été découvertes chez les ovins [9] (Tremblante Atypique ou Nor98,
identiﬁée en Norvège depuis 1998) et chez les bovins (Encéphalopathie Spongiforme Bovine
Amyloïdes ou BASE [10], ESB-H).
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Tab. 1.1  Les maladies à Prions animales. 1Date de la première description.
Chez les humains (Tableau 1.2), les maladies à Prions sont d'incidence rare (environ 1 à 2
cas par million d'individus dans le monde [11]). Quatre formes distinctes ont été décrites sur
la base de critères cliniques, neuropathologiques, biochimiques et génétiques : le Kuru [12], le
Syndrome de Gerstmann-Straüssler-Scheinker (GSS), l'Insomnie Fatale Familiale (IFF) [13] ou
Sporadique (IFS) [14], et la maladie de Maladie de Creutzfeldt-Jakob (MCJ). Plus récemment,
la variante de la maladie de Creutzfeldt-Jakob (vMCJ) a été identiﬁé, chez des patients pré-
sentant des caractéristiques diﬀérentes des cas classiques de MCJ. Cette nouvelle forme a pour
origine la transmission de l'ESB à l'homme, par ingestion de viande contaminée [15]. Enﬁn,
en 2008, il a été rapporté une nouvelle forme de maladie à Prions humaine, caractérisée par
l'absence d'accumulation de protéines Prion résistantes [16].
Une particularité importante des maladies à Prions humaines réside dans leur mode de
transmission. La forme la plus courante est sporadique, dans environ 80% des cas [11] : au-
cune mutation génétique spéciﬁque n'a été détectée et les études épidémiologiques ne révèlent
aucun facteur de risque ou de contact avec des ESST humaines ou animales [17]. Les ESST
peuvent également être d'origine génétique (dans presque 10 à 15% des cas), dues à une mu-
tation du gène PRNP [11]. Actuellement, environ 55 mutations associées aux pathologies et
16 polymorphismes ont été identiﬁés chez l'homme et l'animal, responsables de la variété de
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Nom Origine - Mode de transmission 1Date
MCJ sporadique Apparition spontanée, avec une incidence moyenne de 1 cas
par millions d'habitants et par an
1920
MCJ familiale Due à une mutation du gène Prnp. Transmission de type au-
tosomique dominant
MCJ iatrogène Contamination par :
- transplantation (cornée, dure-mère, tympan) 1974
- l'utilisation d'instruments chirurgicaux insuﬃsamment dé-
contaminés
1977
- l'utilisation de dérivés thérapeutiques d'origine hypophysaire
(hormone de croissance) ou de gonadotrophine
1985
Variante de la MCJ Transmission par voie alimentaire, lors de l'ingestion de bovins
atteints d'ESB. Plus récemment, possibilité de transmission




Due à une mutation du gène Prnp. Transmission de type au-
tosomique dominant
1936
Insomnie Fatale Familiale Due à une mutation du gène Prnp. Transmission de type au-
tosomique dominant
1986
Insomnie Fatale Sporadique Apparition spontannée 1992
Kuru Transmission par le biais de rites cannibales. Une origine pos-
sible serait celle d'un cas sporadique, passé ensuite dans la
chaîne alimentaire.
1957
Tab. 1.2  Les maladies à Prions humaines. 1Date de la première description.
maladies à Prions observées [18, 19]. Enﬁn, les ESST peuvent être d'origine infectieuse. Ce
mode de transmission est principalement iatrogène, via l'utilisation d'instruments chirurgicaux
insuﬃsamment décontaminés, les greﬀes de cornée ou de dure-mère, par l'injection d'hormones
pituitaires ou par transfusion sanguine (dans le cas de la vMCJ) [17].
1.2 Des caractéristiques communes
Les ESST ont en commun un grand nombre de traits caractéristiques :
Un caractère transmissible. Elles peuvent en eﬀet se transmettre au sein d'une même
espèce ou entre des individus d'espèces diﬀérentes. Les premières preuves de cette transmissibi-
lité ont été apportées par les travaux de Cuillé et Chelle en 1936 sur l'inoculation expérimentale
de Tremblante à des moutons [20], par ceux de Greig en 1955 sur la transmission naturelle de
la Tremblante [21] , et par l'inoculation aux primates du Kuru en 1966 [22] et de la MCJ en
1968 [23]. Les agents responsables de cette transmission sont appelés Prions.
Une période d'incubation asymptomatique, qui peut être longue par rapport à la
durée de vie de l'individu (jusqu'à 50 ans chez l'homme). Cette phase d'incubation silencieuse
est suivie d'une phase clinique rapide, de l'ordre de quelques mois ou années, dont les signes
reﬂètent uniquement une atteinte du système nerveux central (SNC) : démence progressive,
myoclonies (contractions musculaires rapides involontaires), ataxie cérébelleuse (trouble de co-
ordination des mouvements).
Une dégénérescence du système nerveux central. Les lésions tissulaires observées sont
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Fig. 1.1  Lésions tissulaires engendrées par les ESST
uniquement conﬁnées au SNC. Elles se manifestent sous la forme d'une triade caractéristique
des ESST : mort neuronale massive, spongiose et réaction gliale de type astrocytaire (Figure
1.1). Des plaques amyloïdes formées d'agrégats de nature protéique sont observées de manière
non systématique. L'apparition de ces lésions est progressive et continue, et conduit systémati-
quement à la mort de l'individu. En revanche, aucune réaction immunitaire ou inﬂammatoire
n'a été détectée.
L'accumulation précoce et progressive d'une protéine de l'hôte, la protéine du
Prion. Cette protéine s'accumule, sans modiﬁcation de l'expression de son messager, propor-
tionnellement au titre infectieux, sous une forme anormalement repliée.
Une absence de traitement, curatif ou préventif, et une absence de moyen de diag-
nostiquer la maladie avant l'apparition des premiers signes cliniques. Malgré la recherche de
marqueurs dans le liquide céphalorachidien (LCR), comme par exemple la protéine 14-3-3, le
diagnostic de certitude des maladies à Prions humaines reste post-mortem, basé sur l'étude
anatomopathologique des lésions du cerveau et sur la détection immunologique de la protéine
du Prion pathologique dans les tissus nerveux.
2 Modiﬁcations moléculaires au cours des ESST
En dehors d'altérations biochimiques réactionnelles, consécutives aux lésions du SNC, la
seule modiﬁcation moléculaire spéciﬁque des ESST est l'accumulation précoce et progressive
d'une protéine de l'hôte, la PrP ou protéine Prion. Cette protéine s'accumule proportionnel-
lement au titre infectieux, sans modiﬁcation de l'expression de son messager, sous une forme
anormalement repliée qui lui confère des propriétés de résistance accrue à son propre mécanisme
de dégradation. La protéine normalement produite chez l'hôte est appelée PrP cellulaire (PrPc)
ou PrP sensible (PrPsen ) et la protéine pathologique est généralement appelée PrP résistante
(PrPres).
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2.1 La PrPc
La PrPc est une sialoglycoprotéine de 33 à 35kDa, codée par un gène ménager unique situé
sur le bras court du chromosome 20 chez l'homme (gène PRNP) [24, 25]. PRNP s'étend sur
environ 16 kbp. Il contient deux (hamster, humain) ou trois exons (rat, souris, bovin, mouton)
selon les espèces. Dans tous les cas, le cadre ouvert de lecture du gène est contenu en totalité
sur le dernier exon [26].
2.1.1 Régulation du gène PRNP
In vivo ou en culture cellulaire, divers agents ou conditions modiﬁent l'expression du gène
PRNP. Trois niveaux de régulation ont été identiﬁés.
Régulation transcriptionnelle. Le gène de la PrP, longtemps considéré comme un gène mé-
nager (car normalement soumis à aucune régulation transcriptionnelle dans un type cellulaire
donné) présente dans sa structure un certain nombre de zones de régulation transcriptionnelle :
Facteurs de croissance : la régulation du gène PRNP peut être dépendante de facteurs de
croissances tels le NGF (Nerve Growth Factor) qui entraîne une augmentation de l'expression
du gène. Cet eﬀet a été constaté dans des cellules PC12 (phéochromocytome de rat) [27]. Une
protéine de la voie MAPK (Mitogen-activated Protein Kinase), la protéine MEK1 potentialise
l'eﬀet du NGF. Des protéines de la voie AKT diminuent l'eﬀet activateur du NGF. Ces résultats
suggèrent que le NGF agit via la voie MAPK, du moins dans les cellules PC12 [28].
Acide rétinoïque : l'acide rétinoïque entraîne une diminution de l'activité du promoteur,
via l'activation du récepteur RAR (Récepteur de l'Acide Rétinoïque) [28]. Le RAR régulerait
un facteur de transcription de type AP-2, et réprimerait l'induction par le sérum de c-fos.
Histones désacétylases, facteur de transcription et sites Sp : Le promoteur possède
des sites Sp (3 sites Sp putatifs : le premier de -63 à -54 pb, le second de -51 à -42 pb et
le troisième de -18 à -9 pb) [29] qui permettent des interactions directes avec des facteurs
de transcription (régulation positive et négative). Ces facteurs de transcription interagissent
également avec des histones désacétylases, ce qui suggère que la régulation du gène PRNP
dépend également de la conformation de la chromatine [27]. Les sites Sp sont inclus dans une
région d'ilôts CpG (au moins 35) dans la région -110 à +242 pb. Un inhibiteur d'une histone
désacétylase, la trichostatine A, permet une forte augmentation de l'activité du promoteur du
gène de la PrPc dans des cellules de rat PC12 et C6 (gliome).
Facteurs de transcription et sites AP : Le promoteur du gène PRNP possède un
site AP-1 (-103 à -96 pb), ce qui suggère que des facteurs de transcription de la famille Jun
et Fos peuvent s'y ﬁxer [27]. De plus, un site AP-2 (-597 à -591 pb) a également été mis en
évidence [29].
Boîte CCAAT : Le promoteur du gène PRNP possède une séquence inversée CCAAT (5'-
ATTGGTG-3') entre les positions -78 et -72 pb. Cette séquence est un élément de régulation
transcriptionnelle [29].
Métaux : Le promoteur du gène PRNP possède également des séquences MRE (Metal
Responsive Element, en position -2075 à -2086 pb) permettant la ﬁxation de métaux (principa-
lement le cuivre), ce qui régule l'activité génique en fonction de la concentration de Cuivre. Il
peut donc y avoir une régulation métal-spéciﬁque de l'expression du gène PRNP [30].
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Régulation par les régions non codantes de l'ARNm. Des études montrent que l'exon
1 et l'intron 1 permettent une régulation de l'expression du gène Prnp chez les bovidés, l'intron
1 présentant en particulier une activité promotrice [31].
Régulation par la stabilité de l'ARNm. Comme il existe deux niveaux de polyadénylation
de l'ARNm qui inﬂuencent la production de PrP (chez le mouton et les bovidés, mais pas chez
l'homme ni chez la souris), et que les régions non traduites en 3' peuvent jouer un rôle dans
la stabilité de l'ARNm, la stabilité de l'ARNm pourrait constituer un troisième niveau de
régulation génique de l'expression de PrP [32].
2.1.2 Structure, synthèse, maturation et dégradation
La PrPc est une petite protéine globulaire de 253 acides aminés chez l'homme (Figure 1.2). Sa
région N-terminale est composée d'un peptide signal de 22 acides aminés, d'une région contenant
des répétitions d'hexapeptides et d'octapeptides (résidus 23 à 91) et d'une région hydrophobe
correspondant au site d'insertion transmembranaire potentiel de la protéine (résidus 110 à 135).
Ce site est précédé d'une séquence d'arrêt de transfert, qui permet l'arrêt de la translocation
de la protéine native dans le réticulum endosplasmique (RE). Sa région C-terminale (résidus
232 à 253) est composée d'une zone hydrophobe servant de signal pour l'addition d'une ancre
glycosylphosphatidylinisitol (GPI) à la sérine située au résidu 231 [33].
Sa structure tridimensionnelle a été résolue par Résonance Magnétique Nucléaire (RMN) à
Fig. 1.2  Structure du gène PRNP, de l'ARN messager et structure primaire et secondaire de la PrP humaine.
23
Chapitre 1 : Description des maladies à Prions
Fig. 1.3  Traﬁc de la Protéine du Prion cellulaire. (TGN : trans-Golgi network). D'après [41].
partir de PrP recombinante de diﬀérentes espèces. Il existe une forte conservation de structure
entre les diﬀérentes espèces mammifères (présentant une homologie de séquence importante,
par exemple 94% entre la PrP de hamster et la PrP de souris) [3436], mais également entre
la PrP de mammifère et celles d'autres espèces présentant une homologie de séquence moindre
(poulet, tortue, grenouille) [37]. La PrP se compose d'une longue queue N-terminale ﬂexible,
trois hélices α et deux feuillets β antiparallèles. Le pont disulfure fait la connexion entre les
hélices 2 et 3. Le deuxième feuillet β et la troisième hélice α sont reliés par une boucle dont
la ﬂexibilité est variable selon les espèces. Cette structure tridimensionnelle, obtenue pour de
la PrP monomérique recombinante, peut être perturbée par l'ajout de glycosylations [38], la
ﬁxation d'ions cuivre au niveau des octapeptides [39] ou encore la dimérisation de la PrP par
formation de ponts disulfures intra- et inter-moléculaires [40].
Suite à l'expression du gène PRNP, la PrPc nouvellement synthétisée est dirigée grâce à son
peptide signal N-terminal vers le RE, où elle subit diﬀérentes modiﬁcations post-traductionnelles :
le clivage du peptide signal N-terminal et de la région C-terminale, l'ajout de l'ancre GPI, la
formation d'un pont disulfure entre les résidus cystéines 179 et 214, et l'addition de deux grou-
pements d'oligosaccharides sur les résidus asparagines 181 et 197.
Dans le RE, la PrPc peut adopter trois topologies diﬀérentes : la forme principale avec une
ancre GPI, et deux formes transmembranaires, PrPCtm et PrPNtm [42]. La PrP mal repliée est
alors dégradée via le système ERAD (pour "Endoplasmic Reticulum-Associated Degradation") :
après rétranslocation dans le cytosol, elle est ubiquitinée, puis dégradée par le protéasome [43].
Après le contrôle de qualité eﬀectué par le RE, la PrPc GPI est ensuite transportée via
l'appareil de Golgi jusqu'à la surface des cellules, où elle est ancrée dans la membrane plasmique
[44]. L'ajout d'un GPI permet l'ancrage au feuillet extracellulaire de la membrane plasmique
de la protéine, localisée majoritairement dans des microdomaines résistants aux détergents
(DRM) et riches en sphingolipides, appelés Rafts [45]. Le niveau de glycosylation de la PrPc peut
inﬂuencer le traﬁc vers la membrane de la protéine : les neurones de souris transgéniques dont la
PrP est mutée aux résidus d'attaches des glycosylations présentent une accumulation anormale
de la PrP dans le Golgi, sans toutefois présenter de signes de neurodégénérescence [46,47]. Une
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fois à la surface cellulaire, la PrPc est internalisée par des mécanismes clathrine- et/ou cavéoline-
dépendants [48, 49]. Dans les neurones, la PrPc endogène semble internalisée aussi rapidement
que les récepteurs membranaires classiques, avec un t1/2 de l'ordre de 3 à 5 minutes [50]. Une
partie de la PrP sera alors recyclée à la membrane ou relarguée par exocytose, l'autre partie
sera dégradée soit par les lysosomes [51], soit par le protéasome après rétrotanslocation dans le
cytosol [43].
2.1.3 Fonction
La forte conservation du gène Prnp au cours de la phylogénèse [52], ainsi que son niveau
d'expression élevé dans le cerveau suggèrent un rôle fondamental de la protéine. Cependant, les
souris transgéniques Prnp0/0 sont parfaitement viables. Les souris KO conditionnelles, déplétées
en PrPc 10 semaines après la naissance, conﬁrment que cette viabilité n'est pas due à la mise en
place de mécanismes de compensation durant le développement embryonnaire [53]. Des études
sur le rôle putatif de la PrP ont révélé son implication dans diverses activités [54].
Métabolisme du cuivre. La PrPc possède plusieurs régions capables de ﬁxer le cuivre (les
octapeptides de la région N-terminale et la région C-terminale située au niveau des 2 histidines)
avec une aﬃnité réduite pour des pH faibles, ce qui suggère l'implication de la PrP dans la
transport du cuivre de la membrane plasmique vers des vésicules endosomales acides [55].
Fonction anti-oxydante. La PrPc obtenue par immunoprécipation à partir de cerveaux de
souris montre un taux élevé en cuivre et une activité de type superoxyde dismutase (SOD),
indiquant que la PrP elle-même pourrait posséder une activité SOD [56]. Enﬁn, les lignées
cellulaires PrP-/- sont plus susceptibles au stress oxydatif induit par le cuivre ou le peroxyde
d'hydrogène. Cet eﬀet est compensé par la réintroduction de la PrPc via une augmentation de
l'activité des SOD et l'inhibition de la caspase 3/9 [5759].
Signalisation et survie cellulaire. La localisation cellulaire de la PrPc à la membrane aux
niveaux des rafts lipidiques (à l'instar de certains récepteurs membranaires) et ses potentielles
interactions avec NCAM, la caveolin, ou encore Grb2, ont conduit plusieurs équipes à évaluer
son action sur diﬀérentes voies de signalisation cellulaire. En particulier, un couplage fonctionnel
de la PrPc à la NADPH oxydase, conduisant à la production transitoire de dérivés actifs de
l'oxygène, a été mis en évidence dans des neurones sérotoninergiques et noradrénergiques [60].
Dans ces cellules, la liaison et l'agrégation de la PrPc par des anticorps spéciﬁques induisent
l'activation de la voie MAP-kinase ERK, dépendante de la protéine kinase Fyn [61], dont
l'implication dans la survie cellulaire est largement documentée.
De même, la PrPc peut se lier au facteur anti-apoptotique Bcl2, via la région des octa-
peptides, et protéger des neurones primaires humains contre l'apoptose induite par Bax. De la
même façon, la sensibilité accrue des neurones PrP-/- à la privation de sérum peut être contour-
née la surexpression de la PrP ou de Bcl-2 [54]. De plus, la protéine STI1 (Stress Inducible
Protein 1 ) est un ligand spéciﬁque de la PrPc. La formation de ce complexe dans le cytosol
(via la région hydrophobique 113-119 très conservée de la PrPc) induit la neuritogénèse et la
neuroprotection des neurones de l'hippocampe [63], vraisemblablement via l'activation de la
voie de signalisation cAMP/PKA [64].
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Fig. 1.4  Voie de signalisation impliquant la PrPc, dans les neurones sérotoninergiques et noradrénergiques. D'après [62]
Formation du cytosquelette. La PrPc recombinante semble induire l'oligomérisation de la
tubuline, ce qui limiterait la quantité d'hétérodimères de tubuline disponibles pour la formation
des microtubules et modulerait ainsi la formation du cytosquelette [65].
Rôle dans le développement embryonnaire. Des études sur le zébraﬁsh suggèrent que la
PrPc pourrait jouer un rôle dans le développement embryonnaire, via une interaction indirecte
avec la protéine E-Cadherin. Cette interaction régulerait le mouvement cellulaire impliqué dans
la gastrulation [66].
Rôle dans le fonctionnement synaptique. Cette fonction est suggérée par la localisation
de la PrPc le long des axones et dans les régions présynaptiques [67]. L'ajout de PrPc recom-
binante sur des cultures primaires de neurones hippocampaux conduit à l'augmentation du
nombre de liaisons synaptiques, impliquant la PrPc dans la formation des synapses. De plus,
les souris PrP-/- montrent des altérations du rythme circadien [68], de l'organisation des ﬁbres
nerveuses [69] et de l'excitabilité neuronale [53]. Couplés à la réduction des potentiels après
hyperpolarisation des neurones CA1 et pyramidaux, ces résultats semblent indiquer un rôle de
la PrPc dans la modulation de la transmission synaptique [53].
Activation des cellules immunitaires. La PrPc a récemment été décrite comme étant un
composant des structures de signalisation formées à la membrane plasmique lors de l'activation
des lymphocytes T [70]. De plus, in vivo, l'absence de la PrPc aﬀecte la prolifération des
lymphocytes T en réponse aux cellules présentatrices d'antigènes [71].
2.2 La PrPres
Le développement d'une ESST chez un individu est accompagné de l'accumulation dans le
système nerveux central d'agrégats protéiques ﬁbrillaires [72]. Ils sont constitués de PrPres, une
forme anormalement repliée et extrêmement résistante de la PrP, qui s'accumule au cours de
l'infection, proportionnellement au titre infectieux. La dénomination de la PrP anormale dépend
du critère retenu pour la diﬀérencier de la PrP normale. Selon la nomenclature biochimique (sur
la base de la résistance à la protéinase K), elle est appelée PrPres, pour PrP résistante ; selon
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la nomenclature infectieuse, elle est appelée PrPD (pour PrP "diseased"), PrPTSE (pour PrP
ESST), PrPsc (pour PrP Scrapie), PrPBSE, PrPCJD, etc... en fonction de la souche de Prions.
Par la suite, nous utiliserons indépendamment l'une ou l'autre des notations.
2.2.1 Structure, synthèse
La PrPres dérive de la PrPc par un mécanisme de transconformation post-traductionelle,
vraisemblablement située à la membrane plasmique (voir Chapitre 2 Section 2.1, page 40). Sa
séquence primaire en acides aminés est identique à celle de la PrPc et les diﬀérences observées
se situent au niveau des structures secondaires et tertiaires. En eﬀet, bien que sa structure
tridimensionnelle exacte n'ait pas encore été caractérisée entièrement, des études de dichroïsme
circulaire et de spectroscopie infrarouge à transformée de Fourier (FTIR) ont mis en évidence
un enrichissement en feuillet β (4 feuillets) et un appauvrissement en hélices α (2 hélices) de la
PrPres par rapport à la PrPc [73].
Des anticorps conformationnels capables de reconnaître aussi bien la PrPc que la PrPres en
conditions non dénaturantes suggèrent que la structure des hélices 2 et 3 de la protéine (région
C-terminale) est conservée [74]. D'autres anticorps capables de reconnaître uniquement la PrPc
ou la PrPres révèlent que les changements conformationels se situent essentiellement dans la ré-
gion centrale hydrophobe de la PrP (résidus 90 à 120 environ). Le tableau 1.3 montre diﬀérents
anticorps conformationnels testés.
La PrPres se diﬀérencie également de la PrPc par sa capacité à s'agréger en ﬁbrilles, pré-
sentant une biréfringence caractéristique des amyloïdes après marquage au Rouge Congo. Ces
Anticorps Epitope Espèces Marquage Référence
IgG19-33 19-33 Souris PrPres Solforosi, 2007
IgG89-112 89-112 Humain PrPres Moroncini, 2006
1C5 119-130 Hamster, souris PrPres Choi, 2006
IgG136-158 136-158 Humain PrPres Moroncini, 2006
3F0 137-151 Hamster, souris PrPres Choi, 2006
15B3, VB52 142-148, 162-170, 214-226 Bovin, Homme, Souris PrPres Korth, 1997
Tyr-Tyr-Arg 149-151, 162-164 Souris Hamster, Humain PrPres Paramithiotis, 2003
sphAb3-15 94-100 Bovin PrPc Miyamoto, 2007
D13 95-104 Hamster PrPc Peretz, 1997
11F12 93-122 Mouton, Humain PrPc et PrPres Chang, 2008
R72 152-163 Hamster PrPc et PrPres Peretz, 1997
8E9 155-200 Mouton, Humain PrPc et PrPres Chang, 2008
2A11 Feuillet Beta 2 Ovin PrPc et PrPres Bilheude, 2008
- 188-199 Ovin PrPc et PrPres Eghiaian, 2004
R1 225-231 Hamster PrPc et PrPres Peretz, 1997
Tab. 1.3  Anticorps conformationnels ﬁxant diﬀérentiellement la PrPc et la PrPres
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Fig. 1.5  Modèles de la structures des protoﬁbrilles de PrPres, dans [75]
ﬁbrilles sont constitués par l'association latérale droite ou en forme d'hélice (selon la souche de
Prions) de deux ou trois protoﬁbrilles (i.e. association linéaire de monomères de PrP) d'envi-
ron 3 nm de diamètre pour de la PrP non glycosylée [75]. Il existe actuellement deux modèles
informatiques de la structure des protoﬁbrilles [76] :
le modèle en hélice , qui suppose une association de 3 (ou 6) molécules de PrPres via un
alignement en hélice de leurs feuillets β.
le modèle en spirale , qui suppose une association de 3 molécules de PrPres par le biais d'un
alignement parallèles de leurs feuillets β.
Ces deux modèles sont compatibles avec des données de microscopie électronique et de
microscopie à force atomique obtenus récemment pour des Prions de Tremblante adaptés à la
souris [75].
2.2.2 Propriétés physico-chimiques, détection
Outre les diﬀérences de structure, la PrPres diﬀère de la PrPc par ses propriétés physico-
chimiques. Contrairement à la PrPc, elle est insoluble en présence de détergents non dénatu-
Caractéristique PrPc PrPres
Résistance à la PK - ++
Solubilité dans les détergents ++ -
Digestion à la PIPLC +++ -
Proﬁl électrophorétique 3 bandes 4 bandes
Hélice α 3 (42%) 2 (30%)
Feuillets β 2 (3%) 4 (43%)
Temps de demi-synthèse < 1 heure 15 heures
Temps de demi-vie 3-6 heures > 24 heures
Fig. 1.6  Comparaison des isoformes de la PrP : structure et propriétés physico-chimiques.
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rants. Elle est également moins relargable que la PrPc après traitement à la phospholipase C
(PIPLC), qui clive l'ancre GPI. En outre, elle possède une résistance partielle à la protéinase
K (PK). Cette digestion clive un peptide d'une soixantaine d'acides aminés à l'extrémité N-
terminale de la protéine. Les fragments résultants possèdent un poids de 27-30 kDa, 20-24 kDa
et 15-18 kDa selon la glycosylation de la protéine (bi, mono ou non glycosylée). Cette résis-
tance dépend de la concentration en enzyme, de la température et du temps de digestion. Au
contraire, la PrPc est totalement dégradée par la digestion à la PK.
Les outils actuels pour diagnostiquer une maladie à Prions repose sur la détection de la
PrPres dans le système nerveux central par immunohistochimie ou Western blot. Ces tests
diagnostiques sont réalisés post-mortem, les quantités de PrPres dans les ﬂuides biologiques
(LCR, sang, urine) étant trop faibles pour être détectées. Des techniques d'ampliﬁcation de la
PrPres (par PMCA notamment) pourront permettre de passer outre ces limites. Récemment
toutefois, une prionopathie sans PrP résistante a été identiﬁé chez l'homme [16]. De même,
certains oligomères de PrP infectieuse semble non résistants à la PK, ce qui pose le problème
de la détection après digestion.
3 Description des agents étiologiques responsables des ESST
Les agents responsables des ESST sont appelés Prions (pour Proteinaceous Infectious Par-
ticle) ou Agents Transmissibles Non Conventionnels (ATNC). Ils possèdent des propriétés
biologiques communes aux virus, mais en raison de leur spectre de résistance aux procédés
physico-chimiques de décontamination très en marge du monde microbiologique classique, il est
communément admis que les Prions sont de nature protéique.
3.1 Propriétés des agents
Comme les virus, les Prions sont transmissibles. Ils entraînent une infection progressive
longtemps asymptomatique, qui ressemble à l'évolution de certaines pathologies associées à
des virus lents, comme par exemple la Panencéphalite Sclérosante Subaiguë ou le Syndrome
d'Immuno-Déﬁcience Acquis. Ils sont titrables par des procédés de dilutions sériées. Des titres
infectieux de 108 à 1011 DL50 (i.e. Dose Léthale 50% ou dose infectieuse pour laquelle 50%
des animaux meurent) par gramme de cerveau sont couramment observés [77,78]. Grâce à des
expériences d'ultraﬁltration, la taille des ATNC a pu être estimée entre 15 et 40 nm, ordre
de grandeur compatible avec celui des virus. A titre d'exemple, la taille des picornavirus (i.e.
petits virus nus très résistants) est de l'ordre de 25 nm [79]. Enﬁn, il existe plusieurs souches
de Prions (à ce jour, plus de 20 souches diﬀérentes d'ATNC ont été identiﬁées chez des souris
génétiquement identiques). La notion de souche se fonde sur l'observation de deux caractéris-
tiques reproductibles : la période d'incubation de la maladie d'une part, et la répartition des
lésions dans le cerveau en phase terminale de la maladie d'autre part. Elle sera détaillée plus
précisément à la section 4 page 33. Une souche est capable d'infecter une espèce donnée et de
franchir les barrières d'espèce.
Contrairement aux virus, les Prions échappent à toute observation directe en microscopie
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électronique et ne génèrent ni réaction inﬂammatoire, ni réponse immunitaire chez l'hôte. En
outre, ils possèdent des propriétés de résistance peu communes aux procédés physico-chimiques
connus pour inactiver les acides nucléiques :
Résistance à la chaleur : les Prions résistent très bien à la chaleur sèche, alors qu'un
traitement à 160°C pendant 1h suﬃt pour dégrader les micro-organismes [80, 81]. L'eﬃcacité
de l'inactivation par la chaleur diminue encore si la préparation a été ﬁxée au préalable [82].
En revanche, une température dépassant les 130°C en chaleur humide (stérilisation en vapeur
d'eau ou autoclavage) inactive les Prions [83].
Résistance aux rayonnements : la dose d'inactivation à 37% par les ultraviolets (UV)
est de 20 000 à 40 000 J/m2 pour les Prions, contre seulement 15 J/m2 pour le virus de l'im-
munodéﬁcience humaine (VIH) [84, 85]. Les rayonnements ionisants classiquement utilisés en
stérilisation sont peu eﬃcaces : la dose d'inactivation à 37% est de 100 000 Gy pour les Prions
contre 100 Gy pour le virus Herpès et 5 000 Gy pour le VIH [86,87].
Résistance aux traitements chimiques : certains désinfectants chimiques comme le
permanganate de potassium [88] ou encore les détergents non-ioniques [83] sont ineﬃcaces. De
même, des traitements par des nucléases préservent l'infectiosité des Prions. Au contraire, ils
sont sensibles à des procédures connues pour dénaturer les protéines, comme la dénaturation
par du Sodium Dodecyl Sulfate (SDS) [89], les ions chaotropes, le phénol, le thyocyanate de
Guanidium [90] et l'urée [91]. Enﬁn, des traitements à la soude (1 Molaire, pH14 pendant 1
heure) [91] ou à l'eau de Javel (à 48 degré hypochlorique, contenant 12,5% de chlore actif) [83,88]
sont ceux préconisés par l'Organisation Mondiale de la Santé pour décontaminer les Prions.
3.2 Nature protéique des agents
Diﬀérentes hypothèses concernant la nature des Prions ont été énoncées, allant d'un sar-
cocyste (i.e. petit parasite unicellulaire du porc et du mouton) à des lipides membranaires,
des polysaccharides ou des virus (Tableau 1.4). Néanmoins, l'hypothèse couramment admise à
l'heure actuelle est celle d'un agent entièrement protéique. Elle est énoncée pour la première
fois en 1967, sur la base des travaux de résistance des Prions aux radiations ionisantes et aux
rayonnements UV réalisés par l'équipe de Tikvah Alper [85, 93], puis formalisée par le mathé-
maticien Griﬃth, qui propose trois mécanismes possibles compatibles avec la réplication et le
caractère infectieux d'une protéine [94]. Elle est ensuite détaillée grâce à la découverte de la
protéine du Prion par Stanley Prusiner en 1982 [72], qui a été récompensé en 1997 par le Prix
Nobel de physiologie et de médecine pour "la découverte des Prions : un nouveau principe
biologique d'infection". Ses travaux regroupent deux concepts nouveaux, étayés par un faisceau
important d'arguments.
La PrPres est le support moléculaire de l'infection
- Le spectre de résistance des Prions aux procédés de décontamination classiques semble
incompatible avec la présence d'un acide nucléique
- La PrPres est systématiquement détectée dans les cerveaux des individus infectés et puriﬁe
conjointement avec l'infectiosité.
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- Les souris transgéniques KO pour le gène de la PrP sont complètement insensibles à
l'infection [95,96]. La susceptibilité à l'infection est restaurée par la réintroduction du gène. De
même, le polymorphisme du gène PRNP module fortement la susceptibilité à l'infection et le
mécanisme de barrière d'espèce.
- Legname a montré qu'un fragment recombinant de PrP de souris, assemblé in vitro sous
forme de ﬁbrilles amyloïdes, est capable d'induire une ESST lorsqu'il est inoculé à des souris
génétiquement sensibles. Même si le niveau d'infectiosité reste inférieur aux titres infectieux
Date Nature
1914 Sarcosporide M'Gowan identiﬁe la présence de sarcocystes dans les muscles des moutons atteints
de Tremblante. Résultat non conﬁrmé par la suite.
1938 Virus ﬁltrable Cuillé et Chelle tentent d'estimer la taille de l'agent : l'infection persiste après ﬁltra-
tion.
1954 Virus lent Après des essais négatifs pour isoler dans un échantillon de Tremblante des bactéries




S'appuyant sur la résistance des ATNC aux rayonnements UV identiﬁée par Alper,
Fields suggère l'implication de polysaccharides associés à un virus lent. Alper propose
un polysaccharide servant de modèle pour la réplication.
1967 Protéine Pattison et Jones déterminent la taille des ATNC, compatible avec celle d'une pro-
téine, et Alper explore le spectre de résistance des agents aux radiations (ionisantes
et UV). S'appuyant sur ces travaux, Griﬃth propose alors plusieurs mécanisme de
réplication, dont l'un reste encore très proche de l'hypothèse de la protéine seule.
1967 Fragment membra-
naire répliquant
Basés sur des extractions successives, Gibbons et Hunter émettent l'hypothèse d'un
fragment membranaire, propageant sa structure infectieuse via la ﬁxation de protéines
membranaires.
1968 Complexe ADN -
Polysaccharide
L'incorporation d'éléments radioactifs, puis la centrifugation des échantillons infec-
tés conduisent Adams et Caspary à supposer que les ATNC sont des complexes
ADN/Polysaccharides.
1972 Viroïde L'agent causal de la maladie des tubercules fusiformes de la pomme de terre est
identiﬁé comme étant un petit virus à ARN. Dietner compare ses propriétés, similaires
à celle des ATNC.
1978 Lipide La continuité des expériences d'irradiation d'Alper montre un comportement similaire
à celui des compartiments membranaires.
1979 Spiroplasme Bastian détecte des structures hélicoïdales similaires aux spiroplasmes dans des cer-
veaux atteints de MCJ. Ces résultats ne seront pas conﬁrmés.
1979 Virino Dickinson et Outram introduisent le terme Virino pour décrire les ATNC comme
des particules petites et immunologiquement neutres (par analogie aux neutrons, ou
neutrinos).
1982 Prion (Protéine) La découverte de la protéine PrP conduit Prusiner à émettre l'hypothèse d'un agent
purement protéique, similaire à celle de Griﬃth.
1984 Virus Rowher compare l'inactivation à la chaleur des ATNC et de certains virus, trou-
vant des similitudes importantes. Par la suite (1987), Manuelidis met en évidence
un manque de corrélation entre la PrPres et l'infectiosité et suppose que l'agent est
un virus non conventionnel, composé d'un corps protéique et d'un acide nucléique
assemblés de façon incomplète.
1989 Acide nucléique mito-
chondrial
Lors d'un criblage de librairies de cDNA construites à partir de cerveaux de hamsters
infectés, Aiken détecte des mitochondries et des mitoplasmes associés au caractère
infectieux.
1991 Holoprion Pour réconcilier le caractère protéique de l'agent et l'existance de souche, Weissmann
suggère un agent mixte, composé de la PrP (capable de transmettre la maladie même
sans acide nucléique) et d'un acide nucléique porteur de l'information de souche.
Tab. 1.4  Historique des diﬀérentes théories concernant la nature des agents responsables des ESST, d'après [92]
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connus [97, 98], l'utilisation de Prions synthétiques est une donnée importante en faveur de
l'hypothèse protéique.
La PrPres est capable de transmettre son information de structure.
- Des systèmes de conversion in vitro de la PrPc en PrPres ont permis de générer de l'in-
fectiosité de novo. La technique de conversion acellulaire développée par Caughey et Kocisko a
conﬁrmé le pouvoir autocatalytique de la PrPres puriﬁée à partir d'homogénats de cerveaux in-
fectés, mais la quantité importante de PrPres requise pour initier la conversion (PrPres :PrPc=
50 :1) n'a pas permis de tester l'infectiosité de la PrPres générée de novo [99]. Plus récem-
ment, la technique d'ampliﬁcation par PMCA (pour Protein Misfolding Cyclic Ampliﬁcation)
a permis de générer de l'infectiosité et de reproduire les mécanismes de souches et de barrières
d'espèces. Cette technique consiste à ampliﬁer des quantités inﬁmes de PrPres contenues dans
un échantillon biologique par des cycles de sonication et d'incubation de ces échantillons dans
une matrice de PrPc (homogénat de cerveau sain). Cette technique sera détaillée au Chapitre
3, section 3.1.2 (page 62).
- Il existe chez les champignons un mécanisme d'hérédité non mendélienne (i.e. hérédité non
liée à un patrimoine génétique), par le biais d'une protéine capable d'adopter une conformation
non fonctionnelle. Une fois dans cette conformation, le Prion est alors capable de "convertir"
les protéines de même séquence peptidique dans sa propre conformation non fonctionnelle.
Les Prions de champignons possèdent toutes les caractéristiques des Prions de mammifères
(transmissibilité, formation d'amyloïde, phénomène de souche et de barrière d'espèce, présence
obligatoire du gène codant pour la protéine normale pour la propagation du phénotype patho-
logique). Six Prions de de champignons diﬀérents sont répertoriés à ce jour (Table 1.5), parmi
lesquels les plus connus sont [URE3], [PSI+]et [PIN+], formes pathologiques respectives des
protéines Ure2p, Sup35p et Rnq1p de la levure S. cerevisia, et [HET-S] chez le champignon
ﬁlamenteux Podospora anserina [100]. De façon similaire aux Prions synthétiques de mammi-
fères, le phénotype pathologique [PIN+] peut-être induit par inoculation d'amyloïdes générées
à partir de protéines Rnq1p recombinantes, avec la même eﬃcacité que la transmission natu-
relle [101].
Toutefois, quelques résultats restent encore à expliquer dans le cadre de l'hypothèse pure-
ment protéique.
- Il existe plusieurs souches de Prions [102], isolées expérimentalement chez des souris syn-
géniques par Dickinson dans les années 70. Néanmoins, de nombreuses études plus récentes
vont dans le sens d'une information de souche portée par diﬀérents états d'agrégation de la
PrP [103,104]. Cette information a été démontrée chez les Prions de levures [105].
- La présence d'ARN peut stimuler la conversion de la PrPc en PrPres [106].
- Les agrégats de PrPres ne semblent pas spéciﬁques de l'infectiosité : des expériences de
fractionnement permettent d'isoler des fractions très infectieuses malgré la très faible quantité
de protéines présentes [107] alors que des fractions riches en agrégats de PrPres ne semblent pas
infectieuses [108, 109]. Par ailleurs, une nouvelle forme de prionopathie humaine sans PrPres a
récemment été caractérisée [16]. La transmission des maladies à Prions en l'absence de PrPres
détectable pourrait être liée à l'existence d'une conformation alternative, la PrP*, qui n'a encore
jamais été isolée [110,111].
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Prion Protéine aﬀectée Phénotype Mécanisme
[URE3] Ure2p Expression de gènes requis pour l'utilisa-
tion des ressources pauvres en azote, ra-
lentissement de la croissance
Gln3p non retenu dans le cytoplsame
[PSI+] Sup35p Augmentation du taux de translecture au
niveau des codons stop
Facteur de terminaison de la traduction
Sup35p inactif
[PIN+] Rnq1p Sur-production de Sup35p, conduisant
à l'apparition sporadique du phénotype
[PSI+]
Agrégation croisée de Sup35p par les amy-
loïdes Rnq1p.
[Het-s] HETs Incompatibilité des hétérocaryons inconnu
[β] Vacuolar B Protease Mortalité en phase stationnaire, pas de
meïose
Échec de la dégradation des protéines cel-
lulaires dans des conditions de privation
d'azote
[C] MAP kinases Ralentissement de la croissance, augmen-
tation de la pigmentation
inconnu
Tab. 1.5  Les diﬀérents Prions de champignons, d'après [100]
- Des particules rondes de diamètre d'environ 25 nm, ont été isolées, à la fois dans des
cerveaux infectieux contenant peu de PrP et dans des lignées cellulaires très infectieuses. Ces
particules, similaires à des virus, ne sont pas reconnues par des anticorps anti-PrP [112].
- Enﬁn, les maladies à Prions appartiennent à un groupe plus large de maladies, les amy-
loïdoses, caractérisées par l'accumulation de protéines mal conformées capables de s'agréger.
Pourtant, à ce jour, les ESST sont les seules amyloïdoses transmissibles, suggérant l'implication
d'un mécanisme infectieux autre que la simple agrégation de la PrP. Des résultats d'induction
de la maladie d'Alzheimer après injection de ﬁbrilles de peptides Aβ à des souris génétique-
ment disposées à développer la maladie viennent toutefois tempérer cet argument [113, 114].
De même, de façon similaire aux Prions, des peptides Aβ ont été ampliﬁés par PMCA [115] et
des agrégats de polyglutamine recombinante, impliqués notamment dans la maladie de Hun-
tington, semblent capables d'être internalisés par des cellules de mammifères en culture et de
se répliquer de façon stable dans le temps [116].
4 Phénomène de souches
Les animaux atteints de maladies à Prions peuvent développer diﬀérentes pathologies, dont
les caractéristiques cliniques et biochimiques sont généralement conservées au cours de passages
successifs dans un hôte donné, alors même que la protéine qui s'accumule est identique (pro-
téine de l'hôte). Par analogie avec les agents infectieux classiques, ces variantes ont été appelées
"souches" de Prions. La déﬁnition classique d'une souche fait intervenir l'idée d'une variation
génétique de l'agent infectieux, c'est pourquoi le phénomène de souches a longtemps été un ar-
gument contre l'hypothèse entièrement protéique des agents transmissibles non conventionnels.
Le phénomène de souche a décrit pour la première fois en 1961 par Pattison et Millson [117] :
des chèvres inoculées avec un même isolat de Tremblante ont développé deux pathologies diﬀé-
rentes, dénommées "scratching" et "drowsy" d'après les signes cliniques présentés. Par la suite,
environ une vingtaine de souches de Prions a été isolée (voir tableau 1.7). Plus récemment,
plusieurs souches atypiques ont également été mises en évidence [104,118,119].
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4.1 Outils d'étude des souches de Prion
Les souches de Prions sont classées selon diﬀérents paramètres. Classiquement, une souche
est déﬁnie par 2 critères : un proﬁl lésionnel, représentant le degré de vacuolisation dans 9
régions bien déﬁnies du cerveau, et un temps d'incubation, c'est-à-dire le temps écoulé entre
l'inoculation et l'apparition des premiers signes cliniques ou la mort de l'individu. Dans un hôte
donné, cette durée est généralement très reproductible lors d'inoculations successives. In vivo,
l'analyse histologique des dépôts de PrPres dans le cerveau montre des diﬀérences aussi bien
en intensité, en zone touchée ou en type de dépôt. De la même façon, les signes cliniques sont
utilisés lors de l'étude des souches humaines ou de certaines souches animales.
Les caractéristiques biochimiques des souches sont également utilisées, permettant un ty-
page plus rapide que l'utilisation de modèles animaux, et plus particulièrement le proﬁl de
glycosylation et la mobilité électrophorétique de la PrPres après digestion partielle à la pro-
téinase K [104]. Plus récemment, le "Conformation-Dependent Immunoassay" (CDI), basé sur
l'aﬃnité diﬀérentielle des anticorps pour la PrP selon sa structure tridimensionnelle [120], le
"Conformational Stability Assay" (CSA), basé sur la stabilité de la protéine à la dénaturation
par du thyocianate de guanidium [121], ou les polymères conjugués luminescents [122], capables
de se ﬁxer sur les agrégats de PrP en émettant une ﬂuorescence structure-dépendante, ont été
développés. Enﬁn, le "Cell Panel Assay" (CPA) est basé sur la susceptibilité diﬀérentielle des
lignées cellulaires aux diﬀérentes souches et permet d'établir une signature spéciﬁque de chaque
souche [123].
Les techniques biochimiques ne permettent pas une discrimination complète des souches
entre elles. Néanmoins, elles suggèrent que la conformation ou le niveau d'agrégation de la
protéine du Prion est responsable de l'information de souche.
Test Substrat Vitesse Coût
Mesure de la période d'incubation Souris Années +++
Prodil lésionel (histologie) Souris Années +++
Histoblots Immunohistologie Jours ++
"Conformation-Dependent Immunoassay" ELISA Jours +
"Conformational-Stability Assay" Western Blot Jours ++
Site de coupure de la PK Western Blot Jours +
Détection par des anticorps N-terminaux Western Blot Jours +
Proﬁl de glycosylation Western Blot Jours +
Détection des amyloïdes par marquage au Rouge Congo ou à la thioﬂavine Histochimie Heures +
Polymères conjugés luminescent Histochimie Heures +
"Cell Panel Assay" Culture cellulaire Semaines ++
Tab. 1.6  Principales techniques de typage de souche.+ = Faible, ++ = Elevé, +++ = Très élevé. D'après [33].
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4.2 Phénomène de barrière d'espèce et d'adaptation de souche
Les souches de Prions isolées dans une espèce donnée sont la plupart du temps moins (voire
pas du tout) infectieuses pour d'autres espèces : c'est ce qu'on appelle le phénomène de barrière
d'espèce. Celui-ci se traduit principalement par une prolongation et une plus grande variabilité
du temps d'incubation, ainsi que par un taux d'attaque réduit (i.e. tous les animaux inoculés ne
déclenchent pas une maladie à Prions). Les franchissements de barrière d'espèces les plus étu-
diés sont ceux de l'ESB, capable de se transmettre à un grand nombre d'espèces, dont l'homme.
Lorsqu'il y a franchissement de la barrière d'espèce, l'agent infectieux devient progressivement
plus virulent au cours des passages successifs chez le nouvel hôte, ce qui se caractérise par une
diminution du temps d'incubation jusqu'à stabilisation (en 2 ou 3 passages généralement) :
c'est le mécanisme d'adaptation de souche [104].
La capacité du CWD à franchir la barrière d'espèce chez des souris transgéniques tga20
surexprimant la PrP murine, mais pas chez les souris sauvages, suggère l'importance du niveau
d'expression de la PrP dans le franchissement de barrière d'espèce [124].
La barrière d'espèce est également modulée par le degré d'homologie entre les séquences
primaires de la PrP du donneur et du receveur [125]. En eﬀet, l'expression dans une souris
transgénique d'un gène codant pour une PrP non murine, homologue à celle du donneur, a
permis dans de nombreux cas de franchir la barrière d'espèce présente lors de la transmission
d'une ESST à la souris, avec notamment le passage de l'ESV du vison à la souris [126]. Des
souris codant pour la PrP de hamster sont ainsi devenues susceptibles à la souche Sc237 de
Tremblante adaptée au hamster, contrairement aux souris non transgéniques [125].
Enﬁn, des données récentes sont en faveur d'une capacité à franchir les barrières d'espèce liée
à la conformation de la PrP ou à son niveau d'agrégation. En eﬀet, le deuxième feuillet β et la
troisième hélice α de la PrP sont reliés par une boucle très ﬂexible dans la majorité des espèces,
mais entièrement rigide chez l'élan et le cerf, potentiellement à l'origine de la capacité de ces
animaux à développer le CWD [127]. De façon similaire, des études réalisées sur des animaux
transgéniques mutés dans la région N-terminale non-structurée suggèrent l'implication de cette
région [128]. De même, l'utilisation de polymères conjugués luminescents met en évidence une
adaptation de conformation induite lors de l'adaptation de souches [122].
Toutefois, ces diﬀérents critères sont insuﬃsants pour caractériser entièrement le mécanisme
de barrière d'espèce. En eﬀet, il a été démontré récemment que la MCJ sporadique passe
aussi facilement aux campagnols qu'aux souris transgéniques surexprimant la PrP humaine,
malgré une homologie de séquence plus faible [129]. De plus, des outils de typage comme le
"Cell Panel Assay" se basent sur la susceptibilité cellulaire diﬀérentes selon la souche, malgré
des séquences donneuses identiques (souches passées à la souris) et des séquences receveuses
identiques, indiquant que d'autres critères sont impliqués [123].
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Souche Origine Hote Rôles dans la compréhension du mécanisme de souche
DY, HY ESV (Stetsonville) Hamster syrien Premiers résultats en faveur d'une spéciﬁcité de souche porté par la confor-
mation de la PrP elle-même et non un acide nucléique (Hill 2004), en com-
paraison avec la souche HY ; compétition de souche (Barz 2007).
263K Souche 'Drowsy' passé chez la
souris, puis le rat
Hamster syrien Franchissement d'une BE absolue par l'utilisation de souris transgénique
exprimant la PrP de hamster (Scott 2003) ; Existence d'infections subcli-
niques (souris asymptomatiques capable de répliquer des Prions infectieux
pour le hamster) (Race, Nature 1998) ; Estimation de la taille des particules
infectieuses (Silveira 2005).
139H Souche murine Chandler Hamster syrien Accumulation de la PrPres dans diﬀérentes zones du SNC selon la souche
(Hecker 1992) ; Identifcation des composants minimales requis pour la trans-
mission in vitro (Deleault 2007).
ME7-H Souche murine ME7 Hamster syrien Phénomène de convergence de souche (redonne la souche ME7 quand passé
à la souris) (Kimberlin 1987) ; Identiﬁcation de la taille des particules infec-
tieuses comme un déterminant du temps d'incubation ?(avec 139H et 263K,
Beringue Neuroprion 2008).
ME7 Cas naturel de Tremblante iso-
lée chez un mouton Suﬀolk
Souris (Prnp-a) Mise en évidence de l'adaptation de souche et de l'existence de porteurs
asymptomatiques au 1er passage (Zlotnick 1965) ; Mise en évidence d'infec-
tions subcliniques quand infection à de faibles doses (Thackray 2002).
87A Tremblante naturelle adaptée à
la souris à partir d'un mouton
Cheviot x Border Leicester
Souris (Prnp-a) Génotype comme modulateur du temps d'incubation (Dickinson 1977).
87V Tremblante naturelle adaptée à
la souris à partir d'un mouton
Cheviot x Border Leicester
Souris (Prnp-b) Génotype comme modulateur du temps d'incubation (Dickinson 1977).
221C Tremblante naturelle à partir
de moutons ARQ/ARQ (diﬀé-
rentes espèces)
Souris (Prnp-b) Identiﬁcation récente de la souche : évolution temporelle de la diversité de
souche ? (Bruce 2002).
79A Chèvre 'Drowsy' Souris (Prnp-a) Identiﬁcation de proﬁls lésionnels diﬀérents selon les souches (Fraser 1967).
79V Chèvre 'Drowsy' Souris (Prnp-b)
139A Tremblante adaptée à la souris
(VM) à partir d'une chèvre in-
fectée par la souche 'Drowsy'
Souris (Prnp-a) Eﬃcacité variable en fonction de la voie de transmission (Kimberlin 1978) ;
Conservation possible du phénotype de souches, même après transmission
dans des espèces intermédiaires (rat) (Kimberlin 1987).
22C Tremblante adaptée à la souris
(C57BL) à partir d'un mouton
Cheviot infecté par la souche
SSBP/1
Souris (Prnp-a) Phénomène de compétition de souche (Dickinson 1975, Kimberlin 1985) ;
Emergence d'une nouvelle souche après transmission intermédiaire chez le
hamster (Kimberlin 1989).
22H 22C non cloné Souris (Prnp-b) Co-existence de souche : composé mineur de la souche 22C non cloné.
22A Tremblante adaptée à la souris
(C57BL) à partir d'un mouton
Cheviot infecté par la souche
SSBP/1
Souris (Prnp-b) Phénomène de compétition de souche (Dickinson 1975, kimberlin 1985) ;
Récupération du phénotype d'origine après transmission chez le hamster
(Kimberlin 1989).
22F 22A clonée ou non Souris (Prnp-a) Emergence de nouvelles souches après passage avec une PrP diﬀérentes par
transmission croisée.
22L Tremblante adaptée à la souris
(C57BL) à partir d'un mouton
Cheviot infecté par la souche
SSBP/1
Souris (Prnp-a)
301C ESB Souris (Prnp-a) ESB indépendante de la Tremblante (Moralès 2007) ; Très forte conservation
des caractéristiques de l'ESB, même après passages dans diﬀérentes espèces.
301V ESB Souris (Prnp-b) idem 301C.
Fukuoka sCJD Souris
Drowsy Transmission de SSBP/1 à la
chèvre
Chèvre Première mise en évidence du phénomène de souche, sur la base de signes
cliniques diﬀérents (Pattisson et Milson 1961) ; Divergence de souche ou co
existence ?
Scratching Transmission de SSBP/1 à la
chèvre
Chèvre idem
SSBP/1 Pool de cerveaux de moutons
atteints de Tremblante
Mouton Identiﬁcation du génotype comme facteur de susceptibilité chez l'ovin (Da-
vies 1985) ; Tropisme lymphoïde (Davies, 1985) ; mise en évidence des
souches diﬀérentes.
CH1641 Tremblante expérimentale, iso-
lée chez un mouton Cheviot,
puis passée dans une lignée ré-
sistante à la souche SSBP/1
Mouton (A/A136) Identiﬁcation du génotype comme facteur de susceptibilité souche-
dépendant chez l'ovin (Davies, 1985) et la chèvre (Goldmann 1996) ; Trans-
mission à la souris impossible.
Tab. 1.7  Principales souches expérimentales de Prions
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La transmissibilité est la caractéristique principale qui diﬀérencie les maladies à Prions des
autres amyloïdoses. Mais comment l'infection d'un organisme est-elle déclenchée ? Comment
les Prions se propagent-ils jusqu'au SNC pour s'y accumuler ? Les recherches menées aux cours
des dernières décennies ont permis d'élucider partiellement les voies de migration des agents
infectieux du système lymphoïde périphérique (SLP) au SNC de l'organisme hôte, les sites de
multiplication des agents et les partenaires cellulaires impliqués dans cette réplication, ainsi
que certains mécanismes moléculaires impliqués dans le changement de conformation.
1 Propagation des Prions à l'échelle d'un individu
Les modèles animaux disponibles (souris, hamster, primates,...), couplés à l'amélioration
constante de la sensibilité des techniques de détection de la PrPres, ont permis d'étudier en
détail la localisation des Prions et leurs voies de propagation dans l'organisme.
1.1 Localisation des Prions dans l'organisme
Les Prions se répliquent essentiellement dans le système nerveux central, mais ils sont aussi
détectables dans de nombreux tissus périphériques, en fonction du tropisme de la souche de
Prions inoculée et de la voie de transmission. Le système lymphoïde (rate, ganglions lym-
phoïdes) constitue le réservoir principal d'infection en périphérie. De l'infectiosité est égale-
ment détectée dans la cavité buccale (ganglion trigéminal, glandes salivaires, tissu gingival,
pulpe dentaire et langue) [130], dans les ﬁbres nerveuses des glandes sébacées de la peau [131],
dans la muqueuse olfactive et dans les organes lymphoïdes associés au tractus digestif (plaque
de Peyer, ganglions mésentériques, rectum). Ces tissus peuvent constituer les voies d'entrée
naturelles potentielles pour les agents infectieux dans l'organisme.
De même, de l'infectiosité s'accumule dans les sites extraneuraux ou extralymphatiques,
comme les muscles squelettiques [132], le placenta [133] ou les glandes mammaires (en associa-
tion avec une inﬂammation) [134]. Pour la plupart, ces tissus ne sont pas en contact direct avec
l'environnement, ce qui suggère leur faible implication dans la transmission interindividuelle
naturelle des ESST, sauf pour les placentas animaux capables de contaminer les sols [133].
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Enﬁn, les ﬂuides corporels sont également porteurs d'infectiosité et constituent un vecteur
important de transmission naturelle horizontale par contact direct ou par contamination des
sols. En eﬀet, de la PrPres est détectable en faible quantité dans l'urine de hamster atteint
de Tremblante, de bovins ESB et d'humains MCJ en cas d'infection concomitante avec une
inﬂammation des reins [135, 136]. Elle peut être infectieuse chez des hamsters [137], mais pas
chez les cerfs [138], avec un titre infectieux d'environ 3,8 LD50/mL d'urine [139]. De même, de
l'infectiosité a été détectée dans la salive [138], dans le sang [140], et plus récemment dans les
fèces [141], le lait et le collostrum, bien qu'à des doses faibles [142].
La distribution de l'infectiosité dans l'organisme est modiﬁée en cas d'inﬂammation lym-
phocytaire chronique. Des organes non lymphoïdes comme les reins, le foie et le pancréas chez
la souris [143], ou encore les glandes mammaires chez les moutons, atteints de mammite [134],
participent alors à la réplication ectopique de l'infectiosité. Plus récemment toutefois, des dé-
pôts de PrPres ont été identiﬁés dans les reins de moutons atteints de Tremblante naturelle ou
expérimentale, sans présence d'inﬂammation [144]. Les foyers inﬂammatoires locaux semblent
recréer dans les tissus inﬂammés les conditions propices à la réplication des Prions dans les
organes lymphoïdes, comme la production de lymphotoxines α et β nécessaires à la maturation
des cellules folliculaires dendritiques (CFD) [145,146].
1.2 Propagation des Prions dans l'organisme
La contamination périphérique (principalement par voie alimentaire) représente la voie de
pénétration naturelle des agents infectieux dans l'organisme, même si d'autres modes de conta-
mination expérimentaux ou accidentels ont été répertoriés. La pathogénèse dépend fortement
de la souche de Prions et du mode de transmission. Néanmoins, on peut distinguer plusieurs
étapes :
L'accumulation des agents infectieux dans les tissus lymphoïdes. Après infection par
voie orale, les Prions doivent d'abord franchir la barrière intestinale, vraisemblablement par un
mécanisme de transcytose dépendant des cellules épithéliales membranaire (cellules M) [147].
Les cellules dendritiques mobiles, connues pour capturer directement les antigènes dans la lu-
mière de l'intestin, pourraient également être responsables de la transmission initiale [148].
Après avoir traversé la barrière épithéliale, la PrPres semble être phagocytée par des cellules
présentatrices d'antigènes, comme les macrophages et les cellules dendritiques (CD). Les ma-
crophages semblent avoir un rôle protecteur [149, 150], au contraire des CD, qui conduiraient
les agents infectieux aux CFD présentes dans les plaques de Peyer et les autres organes lym-
phoïdes [151]. En cas d'atteinte des plaques de Peyer, une neuroinvasion directe via le nerf
vague est possible, en raison de la forte innervation des plaques de Peyer [152].
Après inoculation intrapéritonéale ou infection par transfusion sanguine, l'atteinte du sys-
tème lymphoréticulaire (SLR) est plus importante : le titre infectieux des organes du SLR
augmente jusqu'à un plateau et persiste tout au long de la maladie, sans toutefois causer de
lésions spéciﬁques. Des études montrent une colocalisation dans la rate de l'accumulation de
PrPres et des CFD matures, qui sont le réservoir majoritaire d'accumulation des Prions en
périphérie [153]. Malgré l'absence de réaction immunitaire, les souris immunodéﬁcientes sont
résistantes à l'infection et la susceptibilité à l'infection est rétablie par la restauration du pa-
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trimoine de lymphocytes B (LB) n'exprimant pas la PrPc [154]. Les LB ne participent ainsi
pas directement à la multiplication des Prions, mais sont essentiels à la réplication, grâce à la
production de lymphotoxines α et β qui contribuent au maintien et à la maturation des CFD.
En revanche, les lymphocytes T ne semblent pas impliqués dans la réplication.
Les Prions sont alors transportés vers les terminaisons du système nerveux périphérique
(SNP), par un mécanisme mal identiﬁé. De nombreux travaux récents suggèrent une diﬀusion
passive par relarguage des exosomes de CFD [155, 156], justiﬁée notamment par la proximité
des CFD et des cellules neuronales innervant la rate [157]. Néanmoins, ce mode de propagation
n'exclut pas d'autres modes de transfert des Prions. La présence de la PrPres à la surface
des cellules infectées pourrait, par contact de membranes à membranes, déclencher les premiers
évènements de conversion à la surface des cellules cibles. L'infection pourrait alors progresser de
proche en proche, entre cellules adjacentes [158]. De même, l'hypothèse d'un transport actif par
des cellules mobiles a également été proposée, possiblement par le biais des cellules dendritiques
mobiles CD11c+ [148,159].
Le transport des Prions vers le cerveau et la moelle épinière (neuroinvasion). Après
multiplication des Prions dans le SLR, les Prions colonisent le SNC via les trajets nerveux qui
relient le SNP au SNC par un transport le long des nerfs des systèmes nerveux sympathiques et
parasympathiques [160]. En eﬀet, les souris ayant subi une sympathectomie montrent un temps
d'incubation prolongé, au contraire des souris transgéniques présentant une hyperinnervation
des organes lymphoïdes qui présentent un temps d'incubation très court après inoculation pé-
riphérique [161].
La propagation des Prions le long des nerfs est modulée par le niveau d'expression de la
PrPc. Les Prions pourraient être transportés depuis les terminaisons axonales vers le SNC par
un transport rétrograde, déjà identiﬁé pour la PrPc. Néanmoins, plusieurs études estiment la
vitesse de propagation entre 0.7 et 2 mm/jour, ce qui n'est pas compatible avec un transport
axonal rétrograde (de l'ordre de 15 à 25 cm/jour) [162]. De plus, des souris présentant une
altération de la dynéine, une protéine cargo impliquée dans le transport axonal, ne montrent
pas de diﬀérence signiﬁcative de temps d'incubation [163]. Plus récemment, des expériences de
neurectomie du nerf sciatique ont montré que la propagation des Prions est possible le long
des nerfs, même en l'absence de transport axonal [164]. D'autres modes de propagation sont à
l'étude, comme la transmission séquentielle des Prions le long des cellules de Schwann [165], ou
plus récemment, la transmission par nanotubes identiﬁée in vitro pour des cellules neuronales
CAD [166].
Du SNC vers la périphérie. Enﬁn, de la PrPres est détectable en périphérie (dans la
langue ou les muscles squelettiques), même après infection par voie intracrânienne, résultant
possiblement d'une dissémination des Prions du SNC vers la périphérie via les nerfs sensoriels
ou moteurs [152].
La pathogénèse des maladies à Prions à l'échelle d'un individu reste encore très descriptive.
Néanmoins, des partenaires moléculaires participant à la réplication des Prions ont été identiﬁés
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et leur étude a permis une meilleure caractérisation des mécanismes cellulaires mis en oeuvre
au cours d'une infection à Prions.
2 Mécanismes cellulaires de réplication et physiopatholo-
gie cellulaire
L'environnement cellulaire joue un rôle primordial dans la réplication des Prions, ce qui est
souligné d'une part par la diﬃculté de générer de l'infectiosité dans un contexte complètement
acellulaire, et d'autre part par la diﬃculté d'interprétation des expériences de mutations de
la PrP, dont les eﬀets sur la réplication des Prions à l'échelle d'un individu ne peuvent être
décorrélés des eﬀets sur le traﬁc cellulaire de la PrP [167].
2.1 Localisation subcellulaire du mécanisme de conversion
La localisation subcellulaire de la PrPres reste diﬃcile à établir, en raison du manque d'an-
ticorps spéciﬁques de la forme pathogène de la PrP. Elle semble principalement se situer à la
membrane plasmique et dans le compartiment endosomal. Il a également été montré in vitro
que des molécules PrPres-like (i.e. qui ont la conformation de la PrPres, mais ne sont pas néces-
sairement infectieuses) s'accumulent dans le cytoplasme des cellules infectées [168].
De nombreuses études suggèrent que la conversion pourrait avoir lieu au niveau de la mem-
brane plasmique, où se passent les premiers contacts entre la PrPc endogène et la PrPres exo-
gène [169, 170]. Notamment, empêcher le transport de la PrPc à la membrane prévient la
formation de PrPres [171]. Il reste à déterminer pourquoi la membrane cellulaire est favorable
à la transconformation. Est-ce parce que :
(i) la PrPc a acquis lors de son transport des modiﬁcations post-traductionnelles indispen-
sable à sa conversion ?
(ii) les facteurs environnementaux spéciﬁques de la membrane inﬂuencent la conversion (en
particulier, les lipides membranaires) ?
(iii) la PrPc membranaire est requise pour l'internalisation de la PrPres, et sa redirection
vers d'autres compartiments intracellulaires ?
Il est également possible que la conversion ait lieu après l'internalisation de la PrPres [172].
En eﬀet, bloquer l'endocytose réduit l'accumulation de PrPres. Enﬁn, des études impliquent
également le RE et l'appareil de Golgi [49,173]. Notamment, la stimulation du transport rétro-
grade et l'accumulation de la PrPc dans le RE, grâce à la surexpression de Rab6a, augmente
l'accumulation de PrPres dans des cellules infectées [174].
Deux mécanismes distincts ont été envisagés : dans les cas génétiques, le RE pourrait être
directement impliqué dans le mauvais repliement de la PrP [49] ; et dans les cas infectieux, il
pourrait être un compartiment d'accumulation de la PrPres produite dans un autre comparti-
ment (PrPres exogène, PrPres produite à la membrane) [44].
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2.2 Réponses cellulaires à l'infection
2.2.1 Neurodégénérescence et toxicité cellulaire
Les lésions observées au cours des maladies à Prions sont bien décrites et sont toutes situées
dans le SNC, malgré la présence d'infectiosité dans les organes périphériques. Elles consistent
principalement en une mort neuronale massive (par apoptose ou par autophagie [175]) et une
astrogliose importante. Plusieurs mécanismes sont possiblement à l'origine de cette mort neu-
ronale :
Réaction inﬂammatoire locale trop importante : l'étude histologique des cerveaux in-
fectés montre une activation astrogliale et microgliale, qui semble être la conséquence de la
présence de la PrPres ou de dérivés réactifs de l'oxygène dans les neurones. Elle est caractéri-
sée par une augmentation de facteurs d'inﬂammation (composants du complément, cytokines,
chimiokines), qui conduirait alors à la mort des neurones infectés ou non [176].
Perte de fonctionnalité de la PrPc : la PrPc intervient dans des voies de signalisation
assurant l'homéostasie de la cellule. En particulier, la PrPc active dans les neurones la NADPH
oxydase, qui, à son tour, génère à partir de l'oxygène des radicaux libres qui participent à
l'équilibre redox de la cellule. En cas d'infection, la PrPres pourrait agir comme un dominant
négatif de la PrPc ou au contraire, pourrait activer de façon permanente la NADPH oxydase.
La sous- ou la sur-production de radicaux libre entraînerait alors la mort cellulaire [177].
Processus apoptotique directement induit par la PrPres : Certains peptides dérivés
de la PrP semblent neurotoxiques. Le plus caractérisé est le peptide 106-126, qui possède des
caractéristiques similaires à la PrPres. Ce peptide induirait un stress du réticulum endoplas-
mique, menant au relarguage du cytochrome c mitochondrial, à l'activation de la caspase-3 et
à la mort cellulaire [178]. En outre, des ﬁbrilles amyloïdes générés à partir de protéines recom-
binantes ont aussi montré un eﬀet neurotoxique sur des cellules neuronales en culture [179].
Néanmoins, la neurotoxicité n'est pas toujours associée à la présence de dépôts amyloïdes : les
souris exprimant une PrP sans ancre GPI sont capables de répliquer l'infection, présentent des
plaques amyloïdes, mais restent asymptomatiques [180]. Ce manque apparent de corrélation
entre l'évolution de la neurodégénérescence et l'accumulation de PrPres peut s'expliquer si seuls
quelques intermédiaires de réplication sont neurotoxiques. Dans ce sens, les petits oligomères
s'avèrent plus toxiques sur des cellules en culture que les ﬁbrilles amyloïdes [181]. De même,
l'existence d'un intermédiaire conformationel labile, la PrPL a été proposée par Collinge, mais
reste encore à démontrer [118].
Cette toxicité des diﬀérents polymères de PrPres pourrait être induite par la formation de
canaux ioniques membranaires venant déréguler l'homéostasie de la cellule.
Modiﬁcation de la fonction de la PrPc sous l'action de la PrPres : Enﬁn, certains
auteurs ont émis l'idée d'une modiﬁcation de la fonction de la PrPc, médiée par la PrPres. En
eﬀet, l'accumulation de la PrP cytosolique semble être toxique pour certaines lignée cellulaire.
En conditions normales, la PrPc cytosolique est dégradée via la protéasome. Or, il est décrit que
la PrPres inhibe le protéasome. Ainsi, la présence de PrPres pourrait entraîner une accumulation
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de la forme cytosolique et une cascade de signaux de mort neuronale [182]. Il a très récemment
été décrit que ces signaux de mort cellulaire pourraient découler de l'association de la PrPc
cytosolique avec la mahogunin, une ligase de l'ubiquitine E3 [183].
Toutefois, l'idée d'une perturbation de la fonction de la PrPc sous l'eﬀet de la PrPres s'oppose
au syndrome de Shmerling, dans lequel une dégénérescence des cellules granulaires du cervelet
chez des souris transgéniques exprimant des formes tronquées de PrP dans sa région amino-
terminale (32-121 et 32-134) sur fond génétique Prnp0/0 peut être supprimée si la PrPc sauvage
est exprimée conjointement aux transgènes délétères [184].
2.2.2 Autres réponses à l'infection
Des techniques d'études du transcriptome (puces à ADN) ont permis d'analyser à haut
débit les réactions cellulaires à l'infection. Ainsi, les transcrits isolés à partir de cerveaux de
rongeurs infectés par diﬀérentes souches [185,186], des rates de souris infectées [187], de cultures
primaires [188] ou de lignées cellulaires chroniquement infectées [189] ont permis d'identiﬁer de
nombreux gènes dérégulés en cas d'infection. Ces gènes interviennent entre autres dans le trans-
port des protéines, le métabolisme énergétique ou la croissance cellulaire. Toutefois, la signiﬁca-
tivité des gènes identiﬁés (réponse secondaire liée à l'activation microgliale ? réponse spéciﬁque
d'une lignée ? diﬀérences liées à la dérive cellulaire, non spéciﬁques de l'infection ? [190]), ainsi
que les relations entre ces gènes dérégulés restent encore à établir.
Par ailleurs, la possibilité d'infecter transitoirement des cellules montre que des mécanismes
de défense cellulaire peuvent se mettre en place pour contrer l'infection [191]. Les travaux
d'Aguib et al ont récemment identiﬁé un tel mécanisme [192]. Les cellules neuroendocriniennes
en culture diminuent la quantité de PrPc lorsqu'elles sont mises en contact avec de l'homogénat
de cerveau infecté par une souche de Tremblante ou par du milieu de culture conditionné par
des cellules infectées. Cette diminution s'eﬀectue au niveau de la synthèse d'ARN messager,
de façon rapide (dans les heures qui suivent l'exposition à l'inoculum) et indépendante de la
formation de novo de PrPres. Ces résultats sont compatibles avec ceux obtenus in vivo, qui
démontrent la décroissance de la PrPc surfacique observée précédemment dans les cerveaux
de souris infectées par diﬀérentes souches de Tremblante ou d'ESB adaptées à la souris [193].
Le mécanisme précis de régulation du gène PRNP conduisant à cette diminution reste une
question ouverte. En particulier, il reste à déterminer si c'est une réponse directe à l'infection
(i.e. exposition à de la PrPres) ou aux facteurs inﬂammatoires et aux cytokines présents dans
l'inoculum.
Les follicules lymphoïdes des Plaques de Peyer montrent au contraire une augmentation de
la quantité d'ARN messager codant pour la PrP une fois l'infection établie [194].
Enﬁn, les cellules neuroendocriniennes montrent une augmentation signiﬁcative de la vitesse
de croissance, possiblement médiée par l'augmentation des kinases Src [192]. Cette augmenta-
tion de la vitesse de croissance s'accompagne d'altérations morphologiques qui évoquent une
dédiﬀérenciation des cellules après inoculation par des Prions [192].
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2.3 Susceptibilité cellulaire à l'infection
La PrPc est une protéine ubiquitaire, présente dans la plupart des cellules. Pourtant, peu
de cellules ont la capacité de répliquer l'infection. Cette notion de susceptibilité (ou à l'inverse
la notion de résistance) aux infections à Prions est un concept complexe qui regroupe plusieurs
notions, diﬃcilement distinguables expérimentalement :
(i) la susceptibilité cellulaire relative ou absolue : des lignées cellulaires sont capables ou non
de produire et d'accumuler de la PrPres néosynthétisée à des niveaux diﬀérents, possiblement à
des seuils indétectables ;
(ii) la restriction de souche dans le phénomène de susceptibilité, où les cellules peuvent accu-
muler de la PrPres après inoculation de diﬀérentes souches.
La présence de la PrPc est indispensable au caractère susceptible d'une cellule. Il a en ef-
fet été montré que des souris n'exprimant pas le gène Prnp sont insensibles aux Prions [95],
alors qu'à l'inverse, des souris hyperexprimant ce gène deviennent plus sensibles à l'infection,
avec une réduction de la période d'incubation [195]. Toutefois, la grande majorité des cellules
expriment la PrPc, alors qu'in vivo, seuls les neurones, les astrocytes et les cellules folliculaires
dendritiques sont capables de répliquer les Prions. Ce sont des cellules à demi-vie longue, à
faible pouvoir mitotique et capables de faire des prolongements.
Le deuxième critère est la séquence primaire de la PrP. Des polymorphismes au sein de
cette séquence peuvent induire des diﬀérences de susceptibilité à une souche de Prion donnée,
et peuvent même conduire au franchissement de barrière d'espèces. En particulier, il existe chez
les humains un polymorphisme au codon 129 (valine ou méthionine), associé à la susceptibilité
à la MCJ. Les hétérozygotes sont sous-représentés chez les patients atteints, par rapport à la
population totale. Environ 40% de la population est homozygote Méthionine, contre 78%, 50%
et 100% chez les patients atteints respectivement de MCJ sporadique, iatrogène et du vMCJ.
Le polymorphisme au codon 129 inﬂuence également le phénotype lié à d'autres mutations,
comme la mutation de l'acide aspartique en Asparagine au codon 178, donnant la MCJ fami-
liale dans le cas Val 129 ou l'IFF dans le cas méthionine [104]. Il existe également chez les ovins
un polymorphisme naturel du locus Prnp, auquel est étroitement liée la susceptibilité de l'hôte
à la maladie. Ce déterminisme est majoritairement associé aux codons 136, 154 et 171 pour la
PrP ovine. Or les cas de Tremblante atypiques incluent fréquemment des animaux porteurs des
allotypes Ala136His154Gln171 (AHQ) ou Ala136Arg154Arg171 (ARR), traditionnellement associés
à une résistance marquée à la tremblante naturelle [104]. Un polymorphisme associé aux régions
régulatrices du gène Prnp capable de moduler la susceptibilité à l'agent de l'ESB a également
été récemment identiﬁé [196]. Les mécanismes cellulaires et moléculaires impliqués dans cette
modulation de la susceptibilité à l'infection ne sont pas encore connus
Ces critères seuls ne suﬃsent pas à caractériser entièrement la susceptibilité cellulaire. En
eﬀet, in vitro, des lignées cellulaires sont chroniquement infectables malgré des vitesses de divi-
sion importante [197]. Un tableau résumant les modèles cellulaires infectables par des souches
de Prion est donné page 58. De plus, au sein même d'une lignée cellulaire infectable (avec la
même séquence primaire de la PrP), des dilutions limites successives de cellules permissives aux
Prions ont montré qu'il existe une grande hétérogénéité de susceptibilité entre les cellules [198]
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Fig. 2.1  Hypothèses sur le mécanisme de conversion de la PrP
et que cette susceptibilité est un phénomène peu stable au cours du temps, suggérant la possi-
bilité d'un phénomène épigénétique lié à la régulation cellulaire de certains facteurs non stables
dans le temps [199].
3 Mécanismes moléculaires de conversion
La conversion de la PrPc en PrPres est un évènement clé du processus infectieux, qui n'est
toujours pas élucidé, principalement à cause de l'absence de structure précise de la protéine
pathologique.
3.1 Hypothèses sur le mécanisme de conversion
Dans le cadre de l'hypothèse purement protéique de Prusiner, plusieurs modèles de conver-
sion ont été énoncés (Figure 2.1 ) :
Le modèle de repliement. Appelé aussi modèle de l'hétérodimère ou modèle de conversion
assistée, il a initialement été introduit par Prusiner pour appuyer la théorie d'un agent protéique
[200]. Sous sa forme la plus simple, il suppose qu'une molécule de PrPc est capable de se ﬁxer sur
une molécule de PrPres, ce qui induit de manière catalytique son changement de conformation.
Après séparation du dimère ainsi formé, chaque protéine anormale peut alors agir comme modèle
de repliement, assurant ainsi la multiplication de l'agent de proche en proche. Une fois une
concentration critique atteinte, la PrPres s'agrège en ﬁbrilles amyloïdes.
Cette théorie s'accorde bien avec la croissance exponentielle de la PrPres observé en cas de
contamination. Néanmoins, sur le plan thermodynamique, la transconformation spontanée de la
protéine normale en sa forme pathologique ne s'explique que par l'obtention d'un niveau éner-
gétique plus bas du dimère, très stable, et donc ne se séparant pas pour donner deux nouvelles
particules infectieuses. Des modèles alternatifs ont ainsi été proposés. Le modèle de réplication
coopérative [201] suppose que la protéine convertissante n'est plus un monomère de PrPres,
mais un agrégat mixte de PrPres-PrPc (par exemple un dimère ou un trimère de PrPres). Le
modèle de dimérisation de Tompa [202] suppose qu'un dimère de PrPc vient ﬁxer un dimère
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de PrPres (la dimérisation se faisant via la formation des ponts disulfures). Enﬁn, le modèle
de la protéine chaperonne nécessite l'intervention d'une protéine "X" de structure proche du
Prion. Il pourrait s'agir d'une protéine chaperonne, dont le rôle naturel est d'aider les protéines
à acquérir la conformation spatiale adaptée à leur fonction.
Le modèle de polymérisation nucléée, proposé par Lansbury [203]. Alternative au
modèle de conversion coopérative, ce modèle suppose que les deux formes de la protéines sont
en équilibre thermodynamique dans la cellule, cet équilibre étant déplacé vers la forme normale
chez l'animal sain en raison de la faible stabilité de la PrPres monomérique. La PrPres est capable
de s'agréger, de façon très lente, jusqu'à atteindre une taille critique, qui stabilise la PrPres et
accélère l'agrégation. L'équilibre se déplace alors vers la forme pathologique. La fragmentation
des polymères formés, observée expérimentalement par le biais de protéines chaperonnes chez les
Prions de levures, est essentielle pour multiplier le nombre de particules infectieuses et conduire
à l'accumulation exponentielle de la PrPres. La phase de latence observée expérimentalement
lors des expériences de ﬁbrillisation correspond à l'étape limitante de nucléation.
Ce modèle est le plus largement accepté à l'heure actuelle et a conduit à l'élaboration de la
technique d'ampliﬁcation des Prions par PMCA, qui alterne des cycles de sonication et d'incu-
bation pour reproduire in vitro la fragmentation et l'élongation des polymères. En revanche, la
nature exacte du mécanisme d'élongation reste peu claire. La proposition initiale de Griﬃth [94]
suppose que des monomères de PrPc viennent se ﬁxer aux polymères et sont alors convertis en
forme pathologique. Basé sur l'observation de la réplication des Prions de levures, Lindquist
propose également un autre mode de ﬁxation, dans lequel des petits oligomères de taille bien
déﬁnie viennent agrandir les agrégats déjà formés [204]. Enﬁn, le concept d'un intermédiaire
conformationnel supplémentaire, la PrP*, en équilibre avec la PrPc, a été introduit, la PrPres
n'étant alors que la forme agrégée.
Ces diﬀérents modèles de conversion demeurent hypothétiques. Ils ont fait l'objet de nom-
breuses investigations théoriques par le biais de modèles mathématiques qui seront détaillés au
chapitre 4. Ils ont également fait l'objet d'approches expérimentales complémentaires, portant
soit sur l'étude de la molécule elle-même et de sa structure tridimensionnelle (i.e. recherche des
régions moins stables ou critiques pour la conversion, section 3.2), soit sur la caractérisation
des diﬀérents complexes protéiques intervenant au cours de la conversion (section 3.3).
3.2 Régions moléculaires impliquées dans la réplication
Les modèles de conversion ne peuvent pas être conﬁrmés en l'absence de données détaillées
sur la structure de la PrPres. Des outils divers tels que les simulations théoriques de dynamique
moléculaire, le recours aux souris transgéniques ou les diﬀérentes protéines recombinantes mu-
tées, ont néanmoins permis l'identiﬁcation des régions impliquées dans le changement confor-
mationel et dans le mécanisme de polymérisation des Prions.
3.2.1 Rôle de la région centrale dans le mécanisme de conversion
Très diversiﬁées, les approches expérimentales s'accordent pour souligner l'implication cri-
tique de la région centrale de la PrP dans la réplication de l'agent infectieux. En eﬀet, les
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Fig. 2.2  Principales régions impliquées dans la conversion de la PrPc en PrPres. La plupart des régions ont été
identiﬁées par dynamique moléculaire. Cette liste est non-exhaustive. Poly∗ = polymorphisme
mutations à l'origine des formes génétiques des maladies humaines sont essentiellement loca-
lisées au niveau des hélices α. De plus, une homologie de séquence importante de la région
108-189 est nécessaire au franchissement de barrière d'espèce. Par ailleurs, des résidus semblent
particulièrement importants pour la conversion in vitro et le franchissement de barrière d'es-
pèce in vivo : les résidus 138 de la souris, 155 du hamster, 171 du mouton et 129 de l'homme.
Diﬀérents d'une espèce à l'autre, ces résidus suggèrent l'importance de la structure tridimen-
sionnelle de la PrP plus que de la séquence primaire en elle-même [167]. Enﬁn, un grand nombre
d'anticorps dirigés contre cette zone ont montré un eﬀet anti-Prion [205].
Néanmoins, il n'existe pas de corrélation entre les mutations à l'origine des ESST génétiques
et la stabilité de la structure de la protéine [206], ce qui suggère une implication dans un autre
mécanisme. Des analyses de dynamique moléculaire ont ainsi identiﬁé la région englobant les 2
feuillets β (notés B1 et B2) et la première hélice α (H1) comme étant potentiellement impliquée
dans la formation d'un trimère, servant de noyau de nucléation [207,208]. La conversion serait
initiée par l'alignement de B1 et B2. Dans la mesure où H1 constitue la jonction entre ces
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deux feuillets, sa conformation et sa stabilité deviendraient critiques pour la conversion (Figure
2.3). Les protéines ainsi conformées seraient alors capables de s'agréger grâce à un alignement
parallèle des feuillets β. En eﬀet, l'utilisation de peptides synthétiques courts montre que le po-
lymorphisme Met/Met au codon 129 (contenue dans B1) augmente la capacité de cette région
à s'agréger en structures ﬁbrillaires [209]. L'étude des Prions de levures va également dans le
sens d'un tel mécanisme : le mélange aléatoire de la séquence en acides aminés des domaines
Prion des protéines Ure2p et Sup35p n'empêche pas la formation des amyloïdes, montrant que
la complémentarité de composition en acides aminés est plus importante que la séquence elle-
même, ce qui est compatible avec un alignement parallèle des feuillets β [210].
D'autres études ont également démontré la forte implication de la boucle située entre le
deuxième feuillet β et la deuxième hélice α. L'ajout d'un pont disulfure montre que la région
B1-H1-B2 doit être physiquement séparée de la région H2-H3 avant l'oligomérisation, suggérant
un changement conformationel de la boucle B2-H2 [211]. L'hypothèse d'une protéine X capable
de se ﬁxer sur B2-H2 pour ouvrir la molécule a également été émise. Enﬁn, cette boucle est
très variable d'une espèce à l'autre [34], et pourrait être à l'origine de la barrière d'espèce du
CWD [127].
3.2.2 Rôle des régions N- et C-terminales
La zone N-terminale de la protéine, bien que non structurée, joue également un rôle dans
la réplication des Prions. En eﬀet, des expériences sur des souris transgéniques mutées au ni-
veau de la PrP montrent que cette zone module fortement la barrière d'espèces. De même, des
expériences de conversion in vitro conﬁrment que les résidus 108 à 124 sont indispensable à la
formation de la PrPres. In vivo, le nombre de répétitions des octapeptides n'intervient pas dans
la capacité à répliquer, mais module la cinétique d'accumulation, possiblement en inﬂuençant la
ﬁxation de la PrPc sur la PrPres [212]. En revanche, des souris transgéniques délétées en amont
(dans la zone 1 à 80 environ) sont capables de répliquer à la fois la PrPres et l'infectiosité.
Enﬁn, des souris transgéniques délétées dans la zone C-terminale, sans peptide signal ni ancre
GPI, sont capables d'accumuler de l'infection, mais sans déclarer la maladie [180]. En outre, la
substitution de l'ancre GPI par un groupe N-myristoylamidomaleimidiyl (qui augmente l'aﬃ-
nité membranaire de la protéine sans en modiﬁer la structure) empêche la formation de ﬁbrille,
suggérant l'inﬂuence de l'ancre GPI dans le mécanisme d'agrégation [213].
3.3 Caractérisation des polymères de PrPres
Tous les modèles de conversion impliquent une étape d'agrégation (au moins une étape de
dimérisation) et font intervenir des complexes protéiques de compositions diﬀérentes. Ainsi,
dans le but de mieux caractériser le mécanisme de conversion, l'identiﬁcation des espèces inter-
venant dans la conversion, de manière active (recherche de l'espèce convertissante) ou passive
(produits de conversion), s'est intensiﬁée au cours des dernières années.
En plus des ﬁbrilles amyloïdes observées après puriﬁcation de la PrPres, ou plus récemment,
observées ex vivo à la surface de cellules infectées [215], plusieurs autres structures protéiques
composées de PrPres ont été décrites au cours des maladies à Prions, incluant des oligomères so-
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Fig. 2.3  Bases structurelles du mécanisme de conversion de la PrPc en PrPres (A) Réarrangements intra-
moléculaire au cours de la conversion : alignement des feuillets β. D'après [211] (B) Structure possible des trimères de PrPres
biglycosylés, formant le noyau de nucléation. D'après [214]. (C) Association des molécules de PrPres par un alignement parallèle
des feuillets β (Prions de levure Sup35NM, d'après [100].)
lubles, des pores, des structures annulaires, des micelles sphériques et des protoﬁbrilles [216]. Des
techniques variées, comme la production d'anticorps reconnaissant spéciﬁquement une structure
donnée, ou le fractionnement ﬁn des particules selon leur taille, ont permis de mieux caracté-
riser les propriétés infectieuses des diﬀérents agrégats de PrPres, en particulier, leur capacité
à convertir de la PrPc ou à générer des lésions dans le cerveau. Toutefois, la signiﬁcativité
biologique des intermédiaires polymériques reste à déterminer. En particulier, il reste à savoir
s'ils existent en quantité signiﬁcative dans le cerveau in vivo. Malheureusement, les études bio-
physiques des intermédiaires produits au cours de la formation des amyloïdes indiquent que les
diﬀérentes espèces sont présentes simultanément et sont en équilibre dynamique les unes avec
les autres [217], complexiﬁant encore plus l'étude de la contribution relative des chacune des
espèces. De plus, la puriﬁcation des polymères de Prions de levures suggère que ceux-ci sont
étroitement associés à d'autres partenaires moléculaires, qui peuvent participer aux propriétés
des diﬀérents agrégats [218].
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3.3.1 Recherche de la particule convertissante
Silveira et al se sont basés sur une méthode consistant à séparer les agrégats de PrPres selon
leur taille par "Field-ﬂow fractionation" aﬁn de caractériser l'espèce infectieuse. Ils ont ainsi
trouvé que pour la souche de hamster 263K, les particules les plus infectieuses in vivo ou les plus
convertissantes in vitro (par unité de protéine) correspondent à des particules non ﬁbrillaires
d'environ 17 à 27 nm de diamètre et de masse moléculaire de 300 à 600 kDa, correspondant
à des polymères composés de 14 à 28 monomères de PrP. Les particules inférieures à 5 PrP
ne montrent aucune activité convertissante, les agrégats de taille supérieure à 28 monomères
semblent moins infectieux (relativement à leur contenu en PrP) [219]. Toutefois, l'association
des polymères à des molécules de détergent peut conduire à une surestimation de la taille des
particules en termes d'unités de PrPres [220]. De même, la signiﬁcativité biologique des inter-
médiaires, obtenus après puriﬁcation et sonication, reste à déterminer.
Dans la même optique, des homogénats de cerveaux de souris infectés par diﬀérentes souches
de Prions ont été fractionnés par sédimentation, et les diﬀérentes fractions ont été inoculées à la
souris. Dans le cas de souches rapides, telles que la Tremblante, l'infectiosité semble être associée
aux fractions solubles (oligomères de petites tailles). Au contraire, dans le cas de souches plus
lentes, l'infectiosité serait associée à des particules de tailles intermédiaires [221].
3.3.2 Recherche de l'espèce neurotoxique
La nature des espèces responsables de la mort neuronal reste ambigüe. Il a longtemps été
supposé que les dépôts amyloïdes étaient responsables des lésions du SNC. Néanmoins, cette
hypothèse a été mise en doute par diﬀérents résultats expérimentaux obtenus pour d'autres
amyloïdoses neurodégénératives. Par exemple, l'analyse neuropathologique des cerveaux de pa-
tients morts de la maladie d'Alzheimer ou de la maladie de Parkinson montre que les neurones
qui contiennent les ﬁbrilles amyloïdes semblent plus sains (selon des critères morphologiques et
biochimiques) que les neurones voisins. De plus, la présence de plaques amyloïdes n'est pas né-
cessairement corrélée à une mort neuronale importante. Ces résultats ont conduit à l'hypothèse
que les oligomères solubles sont les espèces toxiques [222]. Pour les Prions, l'inoculation d'oli-
gomères solubles in vitro à des neurones primaires en cultures ou in vivo à des souris montre
un pouvoir toxique plus important que l'injection de formes ﬁbrillaires, non toxiques in vitro
et faiblement toxiques in vivo [181].
Certains auteurs suggèrent que la formation des ﬁbrilles est un mécanisme de protection,
ayant pour but de séquestrer les espèces toxiques [223]. Il est également possible qu'ils consti-
tuent un réservoir de particules solubles. Enﬁn, il est proposé que les mécanismes de neu-
rotoxicité diﬀèrent selon l'espèce polymérique : les oligomères solubles pourraient induire la
transduction d'un signal d'apoptose, alors que les plaques amyloïdes pourraient remplir l'es-
pace intercellulaire, dégradant ainsi les prolongements neuronaux [222].
3.4 Partenaires moléculaires impliquées dans la réplication
Des techniques aussi variées que le criblage en double hybride, la recherche de co-localisations
in vivo ou in vitro, le dichroïsme circulaire ou encore les approches de dynamique moléculaire
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Ligand Rôle possible
Héparanes sulfates Composants des structures amyloïdes. En compétition avec la ﬁxation du cuivre.
Gangliosides Complexe PrPc-GM3 impliqué dans l'activation des lymphocytes T et dans des fonctions membranaires
Lectin CBP70 Participation à la conversion de la PrPc en PrPres
Acides nucléiques Participation à la conversion de la PrPc en PrPres ?
Lipides membranaires Participation à la conversion de la PrPc en PrPres ou stabilisation de la PrPc (selon la nature du lipide)
Cuivre Transport du cuivre. Fonction SOD.
Apolipoprotein E Formation des amyloïdes ?
Récepteur à la laminin
37kDa/67kDa
Récepteur de la PrP
Laminin Plasticité neuronale
66kDa protéine Récepteur de la PrP avant sont internalisation, transduction de signal




Synapsin Ib Transduction de signal ?
Grb2 Transduction de signal ?
Pint1
Fyn Transduction de signal via un récepteur de la PrP
P Rôle similaire à la PrP ?
Calcineurin B Phosphatase Ser/Thr
STI1 Transduction de signal, neuritogénèse, neuroprotection
Vibronectin Croissance axonale
Caveolin-1 Transduction de signal
Rdj2 Chaperonne
TREK-1 2P domain Modulation de la réponse cellulaire électrophysiologique
Hsp70 Repliement des protéines transloquées. Pas d'eﬀet sur la conversion de la PrP
Hsp60 Protéine "X" ?
Hsp73 Lié à l'accumulation de la PrPres
Hsp104 Inhibition de l'activité ATPase de Hsp104. Participation à la conversion de la PrPc en PrPres
GroEL Participation à la conversion de la PrPc en PrPres
Tab. 2.1  Ligands de la PrP. D'après [211]
ont mis en évidence un grand nombre de ligands de la PrP, potentiellement impliqués dans la
conversion ou dans le transport de la PrPres. Plusieurs ligands, de nature protéique ou non,
semblent intervenir dans le mécanisme de conversion de la PrPc en PrPres. Toutefois, en raison
de la protéine utilisée (avec ou sans ancre GPI, avec ou sans région N-terminale...) et de la
technique utilisée, il est diﬃcile de conclure déﬁnitivement sur la spéciﬁcité des interactions
trouvées et sur leur rôle dans le mécanisme de transconformation et de propagation des Prions.
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Lipides membranaire : en cas d'association avec les lipides négativement chargés, la PrP de
hamster adopte une structure enrichie en feuillet β, qui déstabilise les membranes. Au contraire,
en cas d'association avec les rafts, la PrP reste dans sa conformation native, sans altération de
l'intégrité membranaire [170]. De la PrP recombinante enrichie en feuillet β associée aux rafts
tend même à se déplier, suggérant que les rafts sont peu propices à la tranconformation [224].
Acides nucléiques : plusieurs équipes ont démontré que certains acides nucléiques sont
capables de se ﬁxer avec une grande aﬃnité sur une région de la PrP recombinante murine
soumise à l'enrichissement pathogène en feuillet β. Cette aﬃnité est séquence-dépendante et
capable d'inhiber la conversion en cas de ratio ADN :PrP élevé ou de la favoriser dans le cas
contraire [225]. De même, Deleault a récemment montré que des séquences d'ARN font partie
des composants minimaux capables de promouvoir in vitro la transconformation de la PrPc en
PrPres [226]. La conversion de la PrP via la ﬁxation à une macromolécule d'acides nucléiques
pourrait se faire grâce aux interactions hydrophobes dans le complexe, qui déstabiliserait la
PrP.
Ions métalliques : la PrP interagit avec les ions métalliques, et plus particulièrement les
ions Cu2+ et les ions zinc Zn2+. A pH 7.4, ces ions sont capables d'induire la polymérisation
de la PrP recombinante. En revanche, à faible pH, aucun eﬀet n'est constaté. Des résultats
controversés sont obtenus sur les sites de ﬁxations impliqués. La PrP recombinante délétée
en N-terminale (i.e. sans les octapeptides de ﬁxation du cuivre) ne s'agrège pas en présence
d'ions cuivre, contrairement à la protéine complète. Inversement, des simulations de dynamiques
moléculaires ont récemment suggéré que la ﬁxation des ions cuivres sur les sites en C-terminal
peuvent initier la conversion de la PrP en sa forme pathogènes [227,228]
Héparane sulfate protéoglycanes : support de l'adhésion et de la prolifération cellulaire,
les HSPG peuvent se lier à la PrP et jouent un rôle prépondérant dans l'endocytose de la PrP
et dans son métabolisme. Des glycosaminoglycanes semblent également augmenter la capacité à
s'agréger de la région N-terminale de la protéine recombinante [229]. Des héparanes mimétiques
sont capables d'inhiber l'accumulation de la PrPres de façon durable et rapide [230]. Cet eﬀet
aurait lieu via une liaison de l'héparane avec la PrPc et une inhibition de la conversion, et non
par modiﬁcation de la synthèse de la PrPc ou une augmentation de la dégradation la PrPres.
Protéines chaperonnes : les protéines chaperonnes semblent indispensables à la propa-
gation des Prions de levures. La protéine Hsp104 est supposé favoriser la fragmentation des
amyloïdes de levures, multipliant ainsi le nombre de particules infectieuses. Les protéines cy-
toplasmiques Hsp70 (Ssa1, Ssa2, Ssa3, Ssa4, Ssb1, Ssb2) capables de se ﬁxer sur les segments
hydrophobes des protéines et de participer à leur repliement, semblent être impliquées direc-
tement dans la conversion. En eﬀet, des mutants de Ssa1 perdent le phénotype [PSI+], des
mutants de Ssa2 perdent le phénotype [URE3], et il semblerait que des formes Ssa particulières
(Ssa ADP) se ﬁxent sur les extrémités des ﬁbrilles de Sup35p et empêchent leur élongation.
Concernant le rôle des protéines chaperonnes dans la réplication des Prions de mammifères,
la protéine Hsp60 a été proposée comme Protéine X potentielle (i.e. comme protéine nécessaire
au rapprochement de la PrPres et de la PrPc au moment de la conversion). De même, les
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chaperonnes GroEL et Hsp104 favorisent la conversion in vitro des Prions de mammifères,
contrairement à des chaperonnes chimiques (sucrose, trehalose et DMSO) qui l'inhibent. Hsp70
ne semble pas intervenir dans la réplication [231].
Récepteur à la laminine : Plusieurs études ont rapporté une interaction directe entre le
récepteur à la laminine (et ses précurseurs, LRP/LR) et la PrPres en culture cellulaire. LRP/LR
semble capable de ﬁxer les Prions exogènes et interviendrait ainsi dans les étapes initiale de
l'infection cellulaire. Le LRP/LR est également capable de ﬁxer la PrPc sur une zone connue
pour ﬁxer la PrPres, ce qui suggère que la dissociation de la PrPc et du LRP/LR est un préalable
à la conversion. Le LRP/LR pourrait également être un médiateur, rapprochant les deux réactifs
de conversion [232].
Ligands impliqués dans le transport de la PrP : d'autres protéines semblent impliquées
dans la réplication des Prions via le transport de la PrPres. L'association de la PrPres avec la fer-
ritine conduit à l'endocytose et la transcytose des agents infectieux par des cellules épithéliales
de l'intestin en culture [233]. Les composants du complément pourraient également jouer un
rôle en favorisant le transport de la PrP résistante vers les cellules lymphoïdes [234]. Le plasmi-
nogène, trouvé dans le sang et dans le milieu intercellulaire, ﬁxe spéciﬁquement la PrPres, mais
pas la PrPc, et pourrait ainsi participer à la propagation de l'infection dans l'organisme [235].
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L'émergence de l'hypothèse purement protéique du Prion est étroitement liée à la modélisa-
tion mathématique. En eﬀet, dès 1967, le mathématicien J.S. Griﬃth tente de réconcilier l'ab-
sence apparente d'acide nucléique des Prions [93,236] avec leur caractère infectieux. Il propose
trois mécanismes distincts pouvant expliquer l'auto-réplication d'une protéine. En particulier,
son second mécanisme suppose que l'agent infectieux pourrait être un oligomère protéique,
thermodynamiquement plus stable que les monomères, et capable d'induire la polymérisation
des monomères [94]. La proposition de Griﬃth est encore très convaincante à l'heure actuelle,
mais elle demeure hypothétique et le mécanisme exact de conversion de la protéine du Prion
en sa forme pathologique reste mal caractérisé. Malheureusement, la nature très agrégée et
insoluble de la PrPres [237] limite le nombre de techniques expérimentales disponibles pour
étudier les mécanismes in vivo de réplication des Prions. De même, à l'échelle d'une popula-
tion d'individus, l'absence d'outil diagnostic associée à des temps d'incubation très longs rend
diﬃcile l'identiﬁcation des facteurs de risques et des modes de transmission, et par conséquent,
le contrôle de l'épidémie.
Quelle que soit l'échelle d'étude des maladies à Prions, les outils expérimentaux présentent
des limites, qui peuvent en partie être contournées grâce au développement d'approches théo-
riques. L'objectif de ce chapitre est de faire le bilan des outils expérimentaux, de leurs limites
et des approches théoriques pour étudier les maladies à Prions.
1 Echelle d'une population d'individus
1.1 Outils expérimentaux
Les données épidémiologiques sur la transmission des ESST humaines résultent d'un suivi
systématique des cas mondiaux. Deux études collaboratives (le projet EUROCJD, démarré en
1993, et le projet NEUROCJD, débuté en 1998) ont été ﬁnancées par l'Union Européenne pour
recenser les cas de MCJ en Europe et dans les pays partenaires, et ainsi identiﬁer les facteurs
de risques spéciﬁques à chaque pays. Après identiﬁcation des cas, la recherche des modes de
transmission s'appuie sur des études "cas-contrôle" rétrospectives, c'est-à-dire une comparaison
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entre les habitudes alimentaires, géographiques,... des individus infectés et d'un groupe contrôle
de patients sains. Toutefois, le faible nombre de cas, couplé à des temps d'incubation très long,
rend nécessaire le recours à la modélisation aﬁn de tester précisément la signiﬁcativité et la
robustesse des causes inférées [238].
Les données concernant les ESST animales sont plus nombreuses grâce aux campagnes de
surveillances systématiques instaurées dans de nombreux pays, mais elles restent incomplètes.
Par exemple, en 2002, les pays membre de l'Union Européenne ont adopté une stratégie de
surveillance active des ESST chez les petits ruminants, aﬁn de mieux estimer la prévalence de la
Tremblante, mais également de rechercher l'existence éventuelle d'animaux infectés par l'agent
ESB bovin. Ce dépistage ne s'applique pas à la totalité des animaux dirigés vers l'abattoir,
mais à un quota variable selon les pays. L'inférence de la prévalence complète passe alors
par l'établissement d'un modèle épidémiologique, prenant notamment en compte les porteurs
asymptomatiques non détectés par les tests de dépistage [239].
Enﬁn, des troupeaux expérimentaux ont été mis en place pour étudier les modes de trans-
mission naturelle. Ces troupeaux pallient le manque de données dues à la faible incidence des
maladies à Prions, et sont plus proches des conditions naturelles de transmission que l'exposition
en laboratoire. Néanmoins, la diversité des troupeaux réels (en terme de génotype notamment)
peut aﬀecter l'eﬃcacité des mesures de précautions prises sur la bases des résultats expérimen-
taux uniquement.
1.2 Modèles théoriques
Les modèles épidémiologiques développés autours des maladies à Prions ont pour rôle prin-
cipal de permettre l'évaluation de paramètres non observables, à travers trois situations diﬀé-
rentes : (i) la prévision des niveaux de prévalence des ESST à venir, (ii) l'estimation de pa-
ramètres inaccessibles expérimentalement, comme notamment la durée du temps d'incubation
chez l'homme, et enﬁn (iii) l'estimation des eﬀets liés à des expositions à faibles doses, inac-
cessible en pratique par les enquêtes épidémiologiques (risques de transmissions secondaires
inter-humaines, par transfusion sanguine notamment). C'est ainsi qu'une équipe de modélisa-
teurs anglais a permis d'estimer la taille de l'épidémie d'ESB au Royaume-Uni, en terme de
cas cachés (bovins abattus en phase d'incubation), d'anticiper la baisse de l'épidémie et de
simuler diﬀérentes interventions propres à accélérer cette baisse [240]. L'écart entre les prédic-
tions mathématiques et le nombre réel de cas d'ESB en Angleterre, qui ne décroissait pas aussi
vite qu'attendu, a alors permis de mettre en évidence le manques d'eﬃcacité des mesures de
précaution prises pour enrayer l'épidémie [241].
1.2.1 Estimation de la prévalence du vMCJ lié à une contamination par voie
alimentaire
Tous les modèles de prédiction de l'épidémie de vMCJ font appel au rétro-calcul. La méthode
de rétro-calcul est fondée sur le fait que le nombre de cas d'une maladie infectieuse à un instant
donné dépend de trois fonctions : le nombre de personnes infectées au cours du temps, la
distribution des dates d'infection, la distribution du délai entre l'infection et la maladie (ou durée
d'incubation). La relation entre ces fonctions peut être décrite par une équation mathématique
simple :
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Xc Nbre d'individus susceptibles dans la cohorte c
Y
sub,1
c,i Nbre de primo-infecté subclinique dans la cohorte c, au stade i
Y
pre,1
c,i Nbre de primo-infecté préclinique dans la cohorte c, au stade i
Y
sub,2
c,i Nbre de secondo-infecté subclinique dans la cohorte c, au stade i
Y
pre,2
c,i Nbre de secondo-infecté préclinique dans la cohorte c, au stade i
F Nbre total de stades de la maladie
f Nbre de stades non infectieux de la maladie
Bc Taux de naissance de la cohorte c
µa Taux de mortalité à l'âge a
λc,1 Taux de primo-infections
w1 Proportion de primo-infections subcliniques
λc,2 Taux d'infections secondaires
w2 Proportion d'infections secondaires subcliniques
γi Taux de progression de la maladie
Fig. 3.1  Modèle âge-cohorte général pour l'étude des transmissions secondaires du vCJD. (A) Diagramme
des ﬂux de populations, (B) Notations, (C) Equations correspondantes. Le paramètre λc,2 varient en fonction du risque étudié
(transmission par transfusion sanguine ou par actes chirurgicaux).
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avec I(t) le nombre d'individus infectés déclarés à l'instant t, h(t) l'incidence de l'infection à
l'instant t et f la distribution de la durée d'incubation. La diﬃculté d'étude de ce modèle réside
dans le fait que toutes ces fonctions sont inconnues. Les modèles se distinguent par les hypo-
thèses et les techniques utilisées pour les déﬁnir. En ce qui concerne la durée d'incubation f ,
les premiers modèles, limités par le nombre de cas déclarés au moment de l'étude, ont fait appel
à des scénarios ﬁxant aléatoirement sa valeur moyenne et sa variabilité [242, 243]. Les études
ultérieures ont au contraire cherché à les estimer à partir des cas déclarés de vMCJ [244246].
Concernant la distribution des dates d'infection h, elle est supposée proportionnelle à l'inci-
dence d'ESB, corrigée par un facteur représentant les mesures de risques prise à partir de 1989,
et intègre la possibilité d'une détection incomplète des cas d'ESB dans les années 1980.
Les diﬀérents modèles épidémiologiques développés pour estimer la taille de l'épidémie de
vMCJ (voir tableau 3.1) s'accordent tous sur une épidémie de petites tailles (de 300 à 1500
cas environ) pour une durée moyenne d'incubation estimée à environ 15 ans [246]. Ces mo-
dèles reposent sur l'hypothèse d'une distribution du temps d'incubation unimodale, c'est-à-dire
que les temps d'incubation sont les mêmes pour toutes les catégories de populations, indépen-
damment de l'âge ou du génotype. Toutefois, une susceptibilité accrue chez les jeunes semble
expliquer l'âge moyen jeune des patients de vMJC mieux qu'un temps d'incubation dépendant
de l'âge [247] ou d'une exposition diﬀérente seule [248]. En revanche, un modèle plus récent, éva-
luant le risque d'avoir une durée d'incubation plus longue chez les individus non homozygotes
méthionine au codon 129, montre qu'une seconde vague ne peut survenir que pour des temps
d'incubation moyen supérieur à 25 ans, et que dans ce cas, le nombre de cas non-homozygotes
méthionine ne devrait pas dépasser 250 [249].
1.2.2 Estimation des risques de contamination secondaire
Alors que le nombre de patients vMCJ continue à décroître, conformément aux prédictions
des modèles, les modèles épidémiologiques actuels s'orientent vers l'évaluation des risques de
transmission secondaire d'homme à homme, pouvant survenir via la transfusion sanguine ou
l'utilisation d'instruments chirurgicaux à usages multiples [252255]. Ces modèles se basent sur
une population structurée en âge (modèle âge-cohorte) [252,253]. Pour chaque cohorte d'âge, la
population est séparée en 3 catégories : les individus sains susceptibles, les primo-infectés par
voie alimentaire et les secondo-infectés. Certains modèles intègrent également la présence de
porteurs infectieux, mais ne développant jamais la maladie (phase sub-clinique) [253]. Le cadre
général d'un tel modèle est représenté ﬁgure 3.1 page 55.
De grandes incertitudes demeurent quant aux paramètres de passage d'une catégorie à une
autre. Toutefois, les modèles permettent d'eﬀectuer une analyse de sensibilité de ces paramètres
aﬁn d'identiﬁer les intervalles de paramètres compatibles avec une persistance de l'épidémie.
Quel que soit le mode de transmission (transfusion ou actes chirurgicaux), la persistance de
l'épidémie semble tout à fait vraisemblable [252, 253]. La grande majorité des scénarios testés
suggèrent néanmoins un nombre de transmissions secondaires inférieur à 1000 d'ici l'année 2021
(actes chirurgicaux) ou 2080 (transfusion sanguine).
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Auteur Année Cas1 Estimations Hypothèses sur l'exposition Hypothèses sur l'in-
cubation
Réf.
Cousens 1997 14 75-80 000
(107-1595)∗
Exposition à l'ESB proportionnelle au
nombre de cas jusqu'en 1989. Réduction
entre 90 et 100% à partir de 1990. Prise
en compte d'une sous-estimation avant des
cas avant 1989.
Approche scénario [242]
Ghani 2000 53 63-136 000 Exposition à l'ESB proportionnelle au
nombre de cas jusqu'en 1989, corrigée par





2001 82 250-3000 Exposition à l'ESB proportionnelle au
nombre de cas jusqu'en 1989, corrigée par
les mesures de précaution
Estimation des para-
mètres sur la base des
cas existants
[245]
Valleron 2001 97 205 Exposition à l'ESB proportionnelle au
nombre de cas jusqu'en 1989, corrigée par
les mesures de précaution (pas de nouvelle
infection après 1989)
Estimation sur la base
des cas existants - du-
rée moyenne de 16.7
ans.
[244]
Ferguson 2002 97 50-150 000 Exposition à l'ESB proportionnel aux cas
bovins et ovins (mise en place d'un modèle
d'infection ovine)
Approche scénario [250]
Boëlle 2003 113 183-304 Exposition à l'ESB proportionnelle au
nombre de cas jusqu'en 1989, corrigée par
les mesures de précaution (pas de nouvelle
infection après 1989)
Estimation sur la base
des cas existants
[251]
Valleron 2006 - 250 Exposition à l'ESB proportionnelle au
nombre de cas jusqu'en 1989, corrigée par
les mesures de précaution (pas de nouvelle
infection après 1989)
Distribution bimodale
(seconde vague en fonc-
tion du génotype)- Ap-
proche scénario
[249]
Tab. 3.1  Principaux modèles épidémiologiques pour estimer l'incidence du vMCJ, en fonction des hypothèses choi-
sies sur les temps d'incubation ou l'incidence de l'infection. ∗Estimations correspondant à une durée d'incubation de 15 ans.1Nombre
de cas de vMCJ sur lesquels s'appuie l'étude épidémiologique.
2 Echelle cellulaire et individuelle
2.1 Outils expérimentaux
2.1.1 Lignées cellulaires
Les premiers modèles cellulaires remontent au début des années 1970, avec le développe-
ment de la lignée SMB dérivée d'un cerveau murin [261]. Depuis, d'autres lignées cellulaires
capables de répliquer les Prions ont été décrites, bien qu'en nombre limité et principalement
susceptibles aux Prions de Tremblante adaptés à la souris [197]. Elles sont pour la plupart
décrites dans le tableau 3.2 page 58. Les cellules identiﬁées comme susceptibles sont principa-
lement des lignées d'origine neuronale, cancéreuses ou transformées in vitro (SMB, N2a, PC12,
HaB, ...), ou encore issues de souris transgéniques (MovS, GT1, ...). Ces cellules sont établies
en lignées cellulaires, cependant, d'autres cellules répliquent également les Prions, comme cer-
tains explants primaires de neurones issus de souris transgéniques exprimant la PrP ovine ou
les cellules souches neuronales [197]. Des systèmes d'origine non neuronale ont également été
établis, incluant des ﬁbrobalstes (MDB [262], NIH/3T3 et L929 [263]), des cellules musculaires
(C2C12 [264]), des cellules migrogliales (MG20 [265]) ou des cellules épithéliales (RK13 [266]).
Les modèles cellulaires établis sont principalement permissifs aux Prions de Tremblante
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Nom Origine tissulaire Espèce Souche Commentaire
Cellules infectées par des souches adaptées aux rongeurs
C-1300 Neuroblastome Souris Chandler
NIE-115 Neuroblastome Souris Chandler, Fu-1, RML
N2a Neuroblastome Souris Chandler, 139A, 22L
N2a#58 Neuroblastome Souris SY-CJD, FU-CJD, Chandler,22L,Fu-1 Surexpr. de PrPc
N2aPK1 Neuroblastome Souris Hypersuscept. RML et 22L Cell Panel Assay [123]
N2aR33 Neuroblastome Souris RML, hypersuscept. 22L Cell Panel Assay [123]
LD9 (L929) Fibroblastes Souris Hypersuscept. RML, 22L, Me7 Cell Panel Assay [123]
CAD5 Lignée neuronale Souris Hypersuscept. RML, 22L, Me7, 301C Cell Panel Assay [123]
GT1-7 Cell. hypothalamiques Souris 139A, Chandler, 22L, Fu-1 Immortalisées Antigène T
PC12 Phéochromocytome Rat 139A
SMB Cell. du cerveau Souris 139A, 22F, 79A, Chandler
SN56 Cell. neur. du septum Souris Chandler, ME7, 22L
NSC Neuronal Stem Cell Souris RML, 22L Souris transg. ou convent.
MSC80 Cell. Schwann-like Souris Chandler
HpL3-4 Cell. hippocamp. Souris 22L Souris KO transduites PrPc
L929, 3T3 Fibroblastes Souris 22L, ME7, RML
MG20 Microglie Souris Chandler, ME7, BSE adaptée
C2C12 Myoblastes Souris 22L
moRK13 Epithéliale RK13 Lapin Fu-1,22L,Chandler,M100,sCJD adapté Expr. de PrPc murine [256]
voRK13 Epithéliale RK13 Lapin BSE adaptée Expr. de PrPc campagnole
HaB Cell. du cerveau Hamster Prions de hamsters
tSP-SC Cell. stromales (rate) Souris vCJD adapté, Fu-1 Tumeur spontanée [257]
CRBL Cell. cervelet Souris Prions de SMB Souris p53-/- [258]
MSC Moelle osseuse Souris Fu-1, BSE adaptée Explant ex vivo [259]
1C11 Neuroectoderme Souris Chandler, 22L, Fu-1 Diﬀérent. en 2 types de neur. [260]
Cellules infectées par des souches naturelles
ovRK13 (Rov) Epithéliale RK13 Lapin Tremblante naturelle Expr. de PrPc de mouton
MovS (DRG) Cell. Schwann-like tgOv Tremblante naturelle De souris tgOv
CGNOv Cult. primaire de neur. tgOv Tremblante naturelle De souris tgOv
MDB Fibroblastes Cerf CWD
Tab. 3.2  Modèles cellulaires infectés par des Prions naturels ou adaptés aux rongeurs. Adapté de Vilette [197])
adaptés à la souris. Les souches de Tremblante adaptées au hamster sont également étudiées
sur les cellules HaB [267]. Toutefois, d'autres souches sont maintenant répliquées, comme le
CWD par les cellules MDB [262] et l'ESB adaptée à la souris par la lignée MG20 [265]. Les
cellules RK13, issues du lapin mais n'exprimant ni l'ARNm, ni la PrP endogène à des niveaux
détectables, sont susceptibles à de nombreuses souches lorsqu'elles sont transduites avec des
vecteurs codant pour la PrP de souris, de campagnol ou de mouton [268, 269]. Enﬁn, malgré
de nombreuses tentatives, aucune lignée cellulaire ne réplique les souches humaines, bien que
quelques lignées murines soient susceptibles aux souches humaines adaptées à la souris : la
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lignée GT1-7 réplique une souche de GSS [270], les RK13 répliquent une souche de MCJ [268],
ou encore des cellules stromales de la rate répliquent le vMCJ adapté à la souris [257].
Les cultures cellulaires permettent d'aborder certaines questions fondamentales concernant
les ESST, de façon plus éthique, plus rapide et moins coûteuse que les modèles animaux.
Plusieurs thématiques peuvent être analysées plus spéciﬁquement, comme la fonction ou le traﬁc
intracellulaire de la PrP (rôle de l'ancre GPI, site de transconformation, etc ...) [197], le criblage
haut débit de molécules thérapeutiques [271], ou encore les mécanismes de dissémination de
l'infection, de susceptibilité cellulaire et de neurotoxicité [158]. Enﬁn, les cultures cellulaires
interviennent dans la compréhension des propriétés de souches, comme le tropisme cellulaire
avec des souches capables de se répliquer uniquement dans certaines lignées (en particulier, la
souche ME7 capable de se répliquer dans les N2a ou les GT1, mais pas dans les SN56, les L929
ou encore les MG20 [197]). Toutefois, les modèles cellulaires restent encore limités pour étudier
les mécanisme de réplication à l'échelle d'une cellule. En eﬀet, malgré une grande hétérogénéité
des cultures de cellules vis-à-vis de l'infection [198], les données expérimentales sont souvent
moyennées sur une population de cellules (détection de la présence de PrPres par Western Blot,
...). Ainsi, il est d'une part très diﬃcile de ﬁxer expérimentalement un paramètre relatif à
une seule cellule pour étudier son impact sur la population globale. D'autre part, la cascade
d'événements cellulaires ayant abouti à un état donné dans une population est diﬃcilement
accessible.
2.1.2 Modèles animaux
Les modèles rongeurs conventionnels Souris et Hamster sont les plus utilisés, en raison des
conditions d'élevage et des temps d'incubation plus courts que chez les autres animaux. Ils sont
utilisés depuis les années 60 et ont notamment permis d'isoler diﬀérentes souches de Prions.
Plus récemment, des souches humaines ont été répliquées chez le campagnol aussi eﬃcacement
que chez les souris humanisées. Cet animal pourrait constituer un modèle de référence [129]. Le
nombre limité de souches capable de se répliquer sur les modèles rongeurs a été compensé par le
développement de nombreux modèles transgéniques. Trois types de souris transgéniques servent
à étudier les maladies à Prions : des souris KO pour le gène codant pour la PrP (qui ont mis
en évidence la caractère indispensable de l'expression de la PrP pour le développement d'une
infection à Prions) [95], des souris portant des transgènes mutants du gène Prnp (pour étudier
les formes familiales des ESST [272] ou pour étudier les diﬀérentes régions de la PrP essentielles
à la réplication [273]) et des souris surexprimant une PrP hétérologue (permettant l'étude de
diﬀérentes souches et le franchissement de barrière d'espèces) [273]. Les autres modèles animaux
sont constitués par les ovins, les bovins, des cervidés et des primates. Ils permettent d'étudier
l'impact du polymorphisme génétique sur la réplication des Prions, les risques de contamina-
tion verticale ou horizontale, et les risques de transmission à l'homme, dans des conditions plus
proches que celles imposées par les modèles rongeurs.
Les modèles animaux restent les modèles de référence pour étudier la pathogénèse des ma-
ladies à Prions, la réplication dans les diﬀérents organes, les partenaires cellulaires impliqués,
le caractère infectieux d'un échantillon ou encore le mécanisme de barrière d'espèce. Toutefois,
les temps d'incubation importants et la lourdeur expérimentale ne permettent pas de criblage à
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haut ou moyen débit de l'infectiosité d'un échantillon. De plus, la réplication des Prions in vivo
s'eﬀectue dans un milieu très hétérogène où il est diﬃcile d'extraire l'information pertinente et
la dynamique d'évènements conduisant à la mort de l'individu.
2.2 Modèles théoriques
Il n'existe pas de modèle théorique sur les maladies à Prions à l'échelle d'un individu. De
même, les modèles à l'échelle d'une cellule ou d'une population de cellules sont rares [274276].
Ils permettent d'aﬃner les modèles protéiques de réplication en introduisant des mécanismes
cellulaires spéciﬁques (traﬁc cellulaire de la PrP, compartiments de réplication, etc...).
Dans cette optique, le modèle proposé par Payne [275] décrit la dynamique de la trans-
formation de la PrPc à l'intérieur de la cellule. Il tient compte de trois processus : l'associa-
tion/dissociation des protéines sur les récepteurs membranaires correspondants, la conversion
catalytique (jusqu'à un certain seuil) de la PrPc en PrPres à l'intérieur de la cellule, et le mé-
tabolisme de la PrP (production de la PrPc et dégradation de la PrPc et de la PrPres). Ce
modèle identiﬁe le traﬁc cellulaire de la PrP comme un facteur important déterminant le temps
d'incubation. En eﬀet, dans un premier temps, les quantités de PrPc à l'intérieur de la cel-
lule et exprimées à la membrane sont à l'équilibre, et la quantité de PrPres est faible (début
de l'infection). La transformation de la forme cellulaire en son isoforme pathologique est donc
proportionnelle à la quantité de PrPres, qui augmente exponentiellement. Une fois la limite
d'autocatalyse atteinte, l'augmentation de la PrPres devient linéaire. Pendant cette phase, la
quantité de PrPc interne et la quantité de PrPc ancrée dans la membrane sont en équilibre.
L'augmentation de la quantité de PrPres conduit à la saturation des récepteurs membranaires.
La quantité de PrPc interne augmente, ce qui accélère la production de PrPres, d'où une accu-
mulation importante et rapide de la protéine pathogène (Figure 3.2).
Fig. 3.2  Modèle de traﬁc cellulaire de Payne.(A) Schéma des mécanismes pris en compte et notations. (B) Evolution
des diﬀérentes espèces en fonction du temps. D'après [275].
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Par ailleurs, quelques modèles mathématiques intégrent la diﬀusion spatiale des Prions. Ils
sont basés sur deux formalismes distincts. Le premier est l'utilisation d'équations aux dérivées
partielles. Un terme de diﬀusion sur un domaine à une dimension est ajouté aux équations
des modèles de réplication, permettant l'étude d'un front de propagation et une interprétation
de la compétition de souches en terme de compétition de ressources [274, 277]. Les Prions
étant des protéines. Cette approche de diﬀusion est une version très simpliﬁée de la réalité,
justiﬁée par l'absence de données expérimentales. Néanmoins, ce formalisme semble plus adapté
à des compartiments particulier du système nerveux central qu'à des zones très inhomogènes,
comme une culture cellulaire ou un cerveau. Le deuxième formalisme, suggéré par Matthäus,
est le recours aux modèles de type multi-agents, par automates cellulaires hybrides couplant les
équations cinétiques précédentes à des modèles cellulaires [276] ou par la théorie des graphes




3.1.1 Méthodes biophysiques d'étude des protéines
Environ une vingtaine de méthodes physiques ont été développées pour étudier la structure
et l'agrégation des protéines, elles sont détaillées dans le tableau 3.3 page 65. Ces méthodes
sont non spéciﬁques des maladies à Prions, mais sont couramment utilisées pour l'étude d'autres
amyloïdoses, liées à l'agrégation de protéines mal conformées. Très variées, elles peuvent être
classées selon leur apport majeur dans la caractérisation des mécanismes d'agrégation : (i)
détection des protéines agrégées/mal conformées, (ii) recherche des conditions stabilisant la
protéine et (iii) caractérisation des espèces protéiques produites au cours de l'agrégation.
Dans le cas du Prion, ces méthodes ont permis d'étudier en partie la structure de la PrPres.
En eﬀet, des techniques de dichroïsme circulaire, de spectroscopie infra-rouge à transformée de
Fourier ou encore la résonance magnétique nucléaire, ont notamment permis de mesurer l'enri-
chissement en feuillet β de la PrPres [73]. Concernant la structure quaternaire, la microscopie à
force atomique a mis en évidence des diﬀérences de structure des ﬁbrilles amyloïdes en fonction
des souches de Prions (ﬁbrilles en hélices ou linéaires) [75]. Makarava et al ont généré ces deux
types d'amyloïdes en incubant in vitro de la PrPc de hamster recombinante dans des condi-
tions amyloïdogènes, en faisant uniquement varier la nature de l'agitation. Lorsque la réaction
de polymérisation est induite par un ﬁbrille déjà formé, la structure du ﬁbrille néosynthétisé
reste identique au modèle, quelque soit la nature de l'agitation [105].
Toutefois, la nature très agrégée et insoluble de la PrPres in vivo est incompatible avec
les méthodes de caractérisation de la structure tertiaire de la PrP pathogène. Les amyloïdes
générés in vitro à partir de protéines recombinantes présentent des caractéristiques communes
avec ceux générés in vivo, et constituent une alternative expérimentale riche. Mais leur pouvoir
infectieux faible ou inexistant [97] et les conditions de production éloignées d'un environnement
physiologique rendent diﬃcile l'inférence des mécanismes in vivo à partir des données in vitro.
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Par ailleurs, les techniques visant à caractériser les intermédiaires protéiques formés au cours de
la polymérisation, ont permis d'étudier la taille des particules les plus infectieuses, en fonction
de diﬀérentes souches [219,221], mais la séparation des agrégats selon leur taille s'eﬀectue après
extraction dans des détergents, qui peuvent modiﬁer l'état d'agrégation in vivo ou induire une
erreur d'estimation de la taille par diﬀraction de lumière. Dans le cas de la souche 263K par
exemple, la taille des particules infectieuses estimée à 14-28 unités semble surestimée à cause
de l'association des polymères de Prions à des détergents [220].
3.1.2 Techniques de conversion in vitro
Le "Cell-Free Conversion assay" (CFC) [99] est la première technique de conversion in vi-
tro acellulaire. Il consiste à incuber de la PrPres avec de la PrPc radiomarquée, permettant
de quantiﬁer la production de novo de PrPres. Le CFC a permis de nombreuses études sur le
mécanisme de souches et de transmission inter-espèces : des facteurs comme l'importance de la
séquence en acides aminés ou la glycosylation ont été identiﬁés par des cette technique [278].
Toutefois, la quantité de PrPres initiale requise pour amorcer la conversion est trop importante
pour tester les propriétés de la PrPres néosynthétisée, en particulier son caractère infectieux.
Plus récemment, la technique PMCA (pour "Protein Misfolding Cyclic Ampliﬁcation") a
été développée. Le protocole repose sur un mélange d'homogénat de cerveau sain et d'une faible
dose d'infectiosité, qui subit des séries de sonication et d'incubation en présence de détergents.
La sonication est supposée fragmenter les gros agrégats formés durant les phase d'incubation,
multipliant ainsi le nombre de particules infectieuses disponibles au cycle suivant (Figure 3.3).
Les étapes de sonication conduisent à la néosynthèse de particules de PrPres de taille plus
petite que celles synthétisées in vivo, conduisant à un pouvoir infectieux apparent plus faible
(vraisemblablement à cause d'une dégradation plus rapide des petits agrégats). Toutefois, la
stabilisation de la PrPres par des particules de nitrocellulose montre que la PrPres synthétisée
par PMCA est aussi infectieuse que la PrPres issue d'un homogénat de cerveau.
A l'heure actuelle, la PMCA est capable d'ampliﬁer des Prions de nombreuses souches
(Tremblante adaptée au hamster 263K, Tremblante adaptée à la souris ou encore CWD [279]),
à partir d'échantillons infectieux d'origines très diversiﬁées (homogénat de cerveau, sang [280],
urine [136]). Elle permet la détection de la PrPres dans le sang de hamster asymptomatique [281].
De plus, les Prions générés par PMCA conservent les caractéristiques de la souche initiale (même
durée d'incubation chez l'animal, même proﬁl lésionnel et biochimique) [282]. Ainsi, la PMCA
présente de nombreuses application utiles, comme la détection de PrPres dans des tissus où
l'infectiosité est faible, la synthèse d'infectiosité de novo, ou encore la recherche de nouveaux
inhibiteurs ou de cofacteurs essentiels à la conversion de la PrP [283].
Toutefois, les protocoles sont très sensibles aux conditions expérimentales, et tout particu-
lièrement à la préparation de la matrice de PrPc. La technique QUIC (pour QUaking-Induced
Conversion) utilisant une matrice de PrPc recombinante, permet de s'aﬀranchir de cette limite,
mais ne génère pas d'infectiosité [284]. De plus, les concentrations de PrPc requises sont très
éloignées d'un contexte physiologique.
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Fig. 3.3  Principe de la PMCA
3.2 Modèles théoriques
En raison des diﬃcultés expérimentales dues à l'insolubilité des amyloïdes, les modèles
théoriques sont souvent la seule source d'information sur les mécanismes de réarrangements
moléculaires survenant au cours de la réplication des Prions [285]. Ainsi, la modélisation à
l'échelle de la protéine vient en complément des outils expérimentaux pour :
(1) caractériser les réarrangements intramoléculaires de la PrP : vers quoi tendent-
ils ? (structure de la PrPres), par quoi sont-ils déclenchés ? (recherche de facteurs environnemen-
taux ou de partenaires moléculaires capables de déstabiliser la PrPres). Ces modèles s'appuient
une représentation atomique de la PrP et testent la compatibilité des modèles avec les données
structurelles expérimentales connues.
(2) caractériser les réarrangements intermoléculaires de la PrP : quelle est la nature
du complexe protéique capable d'induire le changement autocatalytique de conformation ? par
quel mécanisme ? Ces modèles s'appuient une représentation protéique de la PrP et testent la
compatibilité des modèles avec les données cinétiques d'accumulation de la PrPres.
3.2.1 Modélisation atomique de la PrPres
Des approches de dynamique moléculaire (DM) ont été menées pour appréhender les change-
ments topologiques impliqués lors de la conversion de la PrPc en PrPres. Ces études sont basées
sur diﬀérents niveaux de représentation de la protéine. Des modèles de grille représentant une
protéine idéale très simpliﬁée ont pour but de déterminer les eﬀets de l'association entre dif-
férentes protéines sur leur structure tridimensionnelle [285287]. Au contraire, des simulations
plus réalistes au niveau atomique sont trop coûteuses en temps de calculs pour modéliser les
réarrangements nécessaires à la formation des ﬁbrilles amyloïdes, mais permettent d'étudier les
propriétés locales de la protéine, à savoir la stabilité [288] et la ﬂexibilité [289] de la PrPc, et
l'existence potentielle d'intermédiaires conformationnels.
Ces approches ont principalement permis de proposer deux modèles de la structure des
trimères de PrPres nécessaires à la formation des ﬁbrilles (Chapitre 1 Section 2.2.1 page 27).
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Elles ont en outre identiﬁé diﬀérents facteurs capables de déstabiliser la structure de la PrPc
et donc de favoriser la transconformation :
PrPres : les résultats qui s'approchent le plus d'un mécanisme de conversion autocatalytique
ont été obtenus par Malolepzsa, avec la démonstration in silico qu'une PrP riche en feuillet β
est capable de transmettre sa conformation anormale à une molécule native [290].
Modiﬁcations pré- et post-traductionnelles : Les travaux de Kazmirski et al sur la
stabilité de la PrP humaine (résidus 109 à 122) suggèrent qu'une mutation de la PrPc au codon
117 (substitution d'une alanine par une valine) expose un coeur hydrophobe, ce qui favoriserait
sa conversion [291] ; ceux de Zuegg et Gready sur l'étude de la structure N-terminale de la
PrPc montrent que les oligosaccharides ﬁxés en N-terminal stabilisent la PrPc, contrairement à
l'ancre GPI qui n'inﬂuence pas la structure de la PrP [292].
pH : un pH faible semble capable de déstabiliser la forme α de la PrP vers une structure
enrichie en feuillets β dans la zone N-terminale. Ces structures exposent des régions très hy-
drophobes, et sont donc capable de s'agréger entre elles pour former des protoﬁbrilles amy-
loïdes [214,293].
Lipides : des simulations de DM sur de la PrP humaine biglycosylée ancrée à des lipides
membranaires POPC via son ancre GPI montrent que la PrPc est stabilisée dans ces régions
[294].
3.2.2 Modélisation protéique de la PrPres
Plusieurs modèles ont été proposé pour décrire le processus de réplication de la PrPres
[200,203,295302]. Dans ces modèles, La PrP est présente sous deux conformations : la PrPc et
la PrPres (indépendamment de la structure interne des protéines). La transition PrPc → PrPres
est induite par un mécanisme de polymérisation à partir d'un complexe protéique dont la nature
varie en fonction des modèles (monomère de PrPres, complexe PrPc-PrPres, polymères de PrPres).
Ces modèles sont principalement des modèles 1-D (polymérisation de ﬁbrilles amyloïdes non
branchés) ou 2-D (croissance d'agrégats planaires).
Les modèles 1-D se basent sur une croissance unidirectionnelle des structures ﬁbrillaires,
observées notamment chez les Prions de levures [303], et plus récemment, à la surface des
cultures cellulaires infectées [215]. La propagation ﬁbrillaire des Prions selon un mécanisme de
polymérisation nucléée, est la plus modélisée [299,301,304,305]. Ces modèles font essentiellement
appel à des systèmes d'équations diﬀérentielles ordinaires [299] ou partielles [305]. Ils permettent
de reproduire la relation logarithmique entre la dose inoculée et la durée d'incubation [305].
Les modèles d'agrégation bi-dimensionnels sont des modèles par automates cellulaires, où
chaque case correspond à une protéine PrPc ou PrPres ; ils représentent la croissance des agrégats
de PrPres à la surface des cellules [297,300,302]. Ils reproduisent également de façon très ﬁdèle
les caractéristiques connues du temps d'incubation (corrélation logarithmique entre la durée
d'incubation et la dose inoculée, avec une déviation en cas de faibles doses) [297].
Ces modèles de réplication sont présentés en détail au chapitre suivant (Chapitre 4, page
66).
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Modélisation du mécanisme de réplication
Les approches théoriques épidémiologiques et biophysiques (i.e. dynamique moléculaire)
présentées au chapitre précédent sont couramment utilisées par les biologistes. Au contraire,
les approches mathématiques visant à modéliser les mécanismes de réplication à l'échelle pro-
téique et cellulaire restent souvent ignorées, bien qu'elles soient, de part l'échelle considérée,
les plus aptes à capturer les résultats expérimentaux les plus courants concernant l'étude des
mécanismes de réplication. Ainsi, l'objectif de ce chapitre est de présenter en détail les modèles
théoriques de réplication des Prions et leur interprétation biologique.
Les mécanismes de réplication des Prions font tous intervenir une étape de polymérisation
des diﬀérentes formes de PrP, allant de la simple dimérisation PrPc-PrPres à la formation
de ﬁbrilles amyloïdes. Par conséquent, les modèles mathématiques de réplication des Prions
s'inscrivent dans le cadre très développé des modèles d'agrégation de protéines, étudiés depuis
plus de 50 ans [216, 306, 307]. Toutefois, les données expérimentales concernant la réplication
in vivo des Prions consistent principalement en des propriétés biologiques (temps d'incubation,
pouvoir toxique et infectieux des agrégats de PrP, cinétique qualitative de l'accumulation de
PrPres), et les cinétiques d'agrégation quantitatives sont rares. Dans ce contexte, le but des
modèles de réplication des Prions n'est pas seulement d'estimer les paramètres cinétiques des
modèles d'agrégation, mais aussi d'explorer grâce aux modèles et à leur analyse mathématique
et numérique l'ensemble des comportements dynamiques découlant d'une hypothèse biologique
particulière.
Fig. 4.1  Démarche de modélisation de la réplication des Prions.
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1 Des modèles pour mimer la connaissance biologique
Depuis la proposition de Griﬃth en 1967, divers mécanismes de réplication des Prions ont
été proposés (voir Figures 4.2 et 4.3). Leur modélisation a permis de formaliser la connaissance
biologique, mais également d'analyser en détail les diﬀérents mécanismes pouvant être impli-
qués. Cette section retrace l'évolution des modèles proposés, en fonction des données biologiques
ayant servi à leur construction.
Griﬃth (1967) Prusiner (1982) Lansbury (1993)
Laurent (1996)
Masel (1998) Lindquist (2000)
Fig. 4.2  Diﬀérents schémas d'agrégation proposés pour expliquer la réplication des Prions. Les notations C et
P désignent respectivement la PrPc et la PrPres. Les espèces requises pour une origine sporadique de la maladie sont représentées
en bleue, celles pour une origine infectieuse en rouge. Certains schémas sont adaptés de [216].
Fig. 4.3  Diﬀérents modèles d'un même mécanisme. La ﬁgure d'origine, adaptée de [33], représente les mécanismes de
conversion de la PrPc en PrPres. (a) mécanisme de conversion assistée (b) mécanisme de polymérisation nucléée. La représentation
choisie, en terme de taille de particules infectieuses et non en terme énergétique, illustre bien le zoom des modèles mathématiques
sur une partie d'un même mécanisme.
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1.1 Un phénomène autocatalytique : le modèle de l'hétérodimère
La découverte de la PrP et l'accumulation de preuves expérimentales en faveur d'un pro-
cessus autocatalytique conduisent Prusiner à énoncer le modèle de conversion assistée (ou de
l'hétérodimère) PrP c+PrP res → PrP c •PrP res → 2PrP res pour expliquer la réplication des
Prions. Ce mécanisme suppose que la particule infectieuse est un monomère de PrPres, capable
d'induire la conversion de la PrPc en PrPres via la formation d'un hétérodimère. En termes




= −k [PrPc] [PrPres]
d [PrPres]
dt
= k [PrPc] [PrPres]
où k représente le taux de conversion eﬃcace de la PrPc en PrPres.
Ce modèle permet d'étudier la dynamique d'évolution de la PrPres dans un contexte in-
fectieux. Une solution analytique existe [308], elle est représentée Figure 4.6, page 73 . Or les
maladies à Prions peuvent aussi être sporadiques, vraisemblablement à cause d'une conversion
spontanée (et très rare) de la PrPc en PrPres. Pour prendre en compte cette idée, Eigen propose
une variante plus complète du modèle précédent, incluant cette étape de conversion spontanée
ainsi que le métabolisme de la PrP [200].
Il se place dans le cadre de la théorie de Mickaëlis-Menten, qui décrit la cinétique d'une

















2PrPres dans le cas du Prion)
Sous les hypothèses : (1) Pas de réaction inverse, i.e. k4 = 0, (2) Pré-équilibre rapide, i.e.
la conversion du produit est très rapide devant la ﬁxation de du substrat à l'enzyme, (3) La
dissociation de l'enzyme et du produit est très rapide, la variation de la concentration en produit








[E]T la concentration totale en enzyme (libre ou liée au substrat),
KM = (k2 + k3)/k1 est la concentration de substrat qui sature l'enzyme à moitié
kT = k3 représente le nombre de cycles catalytiques par seconde (nombre de rotations) dont
est capable l'enzyme.
Dans le cas de la réplication des Prions, la PrPc est le substrat et la PrPres est à la fois le
catalyseur et le produit de réaction. Les équations de Eigen sont les suivantes :
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= −(µ+ kPV ) [PrPres] + kV P [PrPc] + kT [PrPc]
KM + [PrPc]
[PrPres]
où les termes λ, γ [PrPc] et µ [PrPres] correspondent au métabolisme de la PrP (respective-
ment production de PrPc, dégradation de PrPc et dégradation de PrPres). Les termes kV P [PrPc]
et kPV [PrPres] correspondent à la conversion spontanée de la PrP
c en PrPres et celle de la PrPres
en PrPc. Enﬁn, kT [PrPc]
KM+[PrPc]
[PrPres] modélise la conversion catalysée par le monomère de PrP
res.
Grâce à une analyse semi-quantitative des états d'équilibre de ce système, Eigen souligne
que pour rendre compte des cinétiques d'infection et des durées d'incubation observées, le rap-
port des processus de conversion spontanée et de changement de conformation assisté par la
PrPres déjà présente (kT/KM , appelé rapport d'accroissement) devait être très supérieur à 10
15.
Ce rapport dépasse de plusieurs ordres de grandeur ceux des réactions enzymatiques connues les
plus eﬃcaces. A titre d'exemple, le rapport d'accroissement associé à la chymotrypsine (enzyme
digestive catalysant la protéolyse) est de 107, celui de l'uréase (qui catalyse la transformation
de l'urée en dioxyde de carbone et en ammoniac) est de 1014 [310].
Ainsi, l'hypothèse d'une conversion catalysée par la forme pathogène monomérique semble
peu vraisemblable [200].
1.2 Conversion via de petits oligomères : le modèle de Laurent
Laurent propose un mécanisme alternatif d'autocatalyse coopérative. Il suppose que la par-
ticule infectieuse est un complexe mixte de PrPc et de PrPres [201,311]. Dans un premier temps,
il propose une formulation phénoménologique du mécanisme, basée sur la théorie des enzymes
coopératives (où l'association de plusieurs molécules modiﬁe l'activité de l'enzyme) :
d [PrP c]
dt
= λ− γ [PrP c]− kV P (1 + b [PrP
res]r)




= −µ [PrP res] + kV P (1 + b [PrP
res]r)
1 + a [PrP res]r
[PrP c]
(4.1)
Fig. 4.4  Mécanisme de Laurent.Cas particulier où l'espèce convertissante est un dimère de PrPres
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où λ représente la production de PrPc, γ et µ les coeﬃcients de dégradation respectifs de
la PrPc et de la PrPres et kV P le coeﬃcient de conversion spontanée de la PrP
c en PrPres. Les
coeﬃcients a, b et r se rapportent à la conversion par autocatalyse coopérative.
La force principale de ce modèle réside dans sa capacité à capturer, en un seul modèle, les
formes infectieuses et sporadiques des maladies à Prions. En eﬀet, l'analyse des états d'équilibre
du système (par une méthode des isoclines nulles [312]) montre la co-occurence possible de deux
états d'équilibre stables : un état caractérisé par une faible quantité de PrPres (correspondant à
l'état sain), et un caractérisé par une forte quantité de PrPres (correspondant à l'état patholo-
gique). Le système peut passer de l'état sain à l'état infecté, par le biais d'un changement des
paramètres cinétiques (expliquant les formes sporadiques) ou par inoculation d'une quantité
donnée de PrPres (expliquant les formes infectieuses) [201]. Des résultats similaires ont été ob-
tenus par Kacser et Small dans le cas où la conversion passe par un intermédiaire partiellement
replié, pouvant se conformer soit en PrPc, soit en PrPres [313].
En revanche, sa formulation phénoménologique ne permet pas d'étudier en détail la compo-
sition exacte du complexe actif pour la conversion du Prion. Pour pallier cela, Laurent et Keller-
shohn proposent alors un modèle plus descriptif, faisant explicitement intervenir les dimères de
PrPres comme particules infectieuses (Table 4.2). Ce modèle retient toutes les caractéristiques
du modèle général [314, 315]. Il ne prend cependant pas en compte l'agrégation des molécules
de PrPres, conduisant à la formation des ﬁbrilles amyloïdes.
1.3 Implication du mécanisme de polymérisation : le modèle de Masel
En 1993, Lansbury propose le mécanisme de polymérisation nucléée (MPN) [203,295]. Selon
ce mécanisme, la PrPres est un polymère de PrPc. Cette polymérisation est très lente, jusqu'à
ce que le polymère atteigne une taille critique. Au delà de cette taille, le polymère est stabilisé,
et la polymérisation devient plus rapide. Nowak, Masel et Jansen ont développé un modèle
mathématique de ce mécanisme [299,304]. Selon leur modèle (appelé dans toute la suite le mo-
dèle de Masel), les particules actives pour la conversion sont des agrégats linéaires de PrPres de
diﬀérentes tailles (rappelant les ﬁbrilles amyloïdes observées expérimentalement). Ces agrégats
peuvent soit s'agrandir par ﬁxation et conversion d'un monomère de PrPc à l'une de ses ex-
trémités, soit se fragmenter en 2 agrégats plus petits, multipliant ainsi le nombre de particules
convertissantes.
Fig. 4.5  Mécanisme de Masel.
Le système d'équations diﬀérentielles ordinaires suivant décrit la dynamique de la quantité
de PrPc , couplée à l'évolution des agrégats de PrPres :
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ui(t) = −µui(t)− β(i− 1)ui − τV (t)(ui(t)− ui−1(t)) + 2β
∑
j>i
uj(t) , pour i ≥ n0 .
(4.2)
V (t) représente la quantité de PrPc et ui(t) le nombre de polymères de PrP
res constitués de
i unités élémentaires au temps t. La variable n0 correspond à la taille critique, stabilisant les
agrégats. La quantité U(t) =
∑
ui(t) correspond au nombre total d'agrégats. Les paramètres
constants λ, γ, τ, β, µ correspondent respectivement à la production de la PrPc, la dégradation
de la PrPc, le taux de conversion de la PrPc en PrPres, le coeﬃcient de fragmentation et le taux
de dégradation de la PrPres.




V (t) = λ− γV (t)− τV (t)U(t) + n0(n0 − 1)βU(t),
d
dt
U(t) = −µU(t) + βP (t)− (n0 − 1)βU(t),
d
dt
P (t) = −µP (t) + τV (t)U(t)− n0(n0 − 1)βU(t).
(4.3)
où P (t) =
∑
iui(t) correspond à la quantité totale de PrP
res constituant les agrégats. Par la
suite, on appelera système microscopique le système (4.2) et système macroscopique les équa-
tions (4.3).
C'est le modèle le plus étudié à l'heure actuelle. Son intérêt principal réside dans le fait que,
contrairement au mécanisme d'autocatalyse coopérative, les espèces actives ne sont pas limitées
en taille. Le système macroscopique permet d'étudier les propriétés globales du système (ciné-
tique totale de l'accumulation de PrPres, états d'équilibre), le système microscopique permet
de suivre en détail la dynamique d'évolution des espèces participant à la réaction et pouvant
avoir un eﬀet biologique important. C'est également le seul modèle pour lequel des paramètres
cinétiques ont été estimés à partir de données expérimentales de réplication in vivo [299,316].
Néanmoins, il repose sur des hypothèses très fortes :
(i) Hypothèses sur l'étape de nucléation.
Le modèle de Masel mime la polymérisation des Prions, au détriment de l'étape initiale
de nucléation ; il ne prend donc pas en compte les occurrences sporadiques. D'autres modèles
plus simples du MPN séparent bien les deux étapes de nucléation et de croissance (Modèle
de Finke-Watsky [317]). Ils montrent une bonne correspondance avec des données cinétiques
de ﬁbrillisation in vitro, renforçant ainsi la validité d'un tel mécanisme [318, 319]. Mais ils ne
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détaillent pas les étapes élémentaires de polymérisation.
(ii) Hypothèses sur la fragmentation.
La fragmentation des polymères de PrPres est une étape clé du processus de réplication. En
eﬀet, la sonication (i.e. cassure par ultrasons), supposée induire la fragmentation des agrégats,
est indispensable à l'ampliﬁcation des Prions par PMCA [320]. De plus, la présence de la
protéine chaperonne Hsp104, capable de fragmenter les Prions de levures Sup35 et Ure2, est
primordiale pour la propagation du caractère infectieux [321].
Le mécanisme exact de fragmentation reste toutefois inconnu. Dans le modèle de Masel, la
fragmentation est supposée linéaire en fonction de la taille de l'agrégat et pouvant se produire à
n'importe quelle position de l'agrégat. Plusieurs mécanismes alternatifs ont été modélisés : une
scission située uniquement aux extrémités des ﬁbrilles (dépolymérisation uniquement) [322], et
une scission à la fois aux extrémités et au centre du polymère [296].
(iii) Hypothèses sur l'élongation.
Une hypothèse importante est faite concernant la nature de l'élément qui vient s'ajouter
à l'extrémité du polymère : le modèle de Masel suppose que c'est un monomère de PrPc, ce
qui correspond au mécanisme proposé par Griﬃth [94]. Pourtant, d'autres alternatives ont
été envisagées. En eﬀet, le mécanisme proposé par Lansbury suppose que c'est un monomère
de PrPres [216]. De plus, des expériences in vitro sur la polymérisation de la PrP ovine re-
combinante montrent l'existence d'oligomères de tailles spéciﬁques (12-mère et 36-mère) [217],
pouvant polymériser par la suite. Enﬁn, après étude de l'agrégation des Prions de levures,
Lindquist propose un mécanisme, appelé Conversion Conformationnelle Nucléée (CCN), où les
agrégats s'aggrandissent par ajout d'un noyau de nucléation [204] (voir Figure 4.2, page 67).
(iv) Hypothèses sur les coeﬃcients.
Enﬁn, le modèle de Masel suppose que tous les coeﬃcients cinétiques du modèle sont
constants. En particulier, le taux de production de la PrPc ne dépend ni du temps, ni de
la concentration en PrP (cellulaire ou résistante). Même si la grande majorité des modèles ne
rapporte aucune modiﬁcation d'expression du gène de la PrP, une sous-expression de Prnp a
été observée après infection de cellules neuroendocriniennes en culture [192].
De même, les paramètres de polymérisation (i.e. le taux de dégradation µ, le taux de frag-
mentation β et le taux d'élongation τ des polymères de PrPres) sont indépendants de la taille
de l'agrégat convertisseur. Or des données récentes contredisent ces hypothèses. Les agrégats
de PrPres présentent des morphologies très hétérogènes [219, 323], contrairement à l'hypothèse
d'une élongation se produisant aux extrémités d'un ﬁbrille linéaire (et donc indépendante de
la taille). De plus, le fractionnement des polymères de PrPres selon leur taille (obtenus par
puriﬁcation à partir d'un homogénat de cerveau de hamster infecté) et leur inoculation à l'ani-
mal montre que le pouvoir infectieux des polymères dépend de leur taille [219]. Enﬁn, in vivo,
les petits agrégats produits par PMCA présentent une infectiosité plus faible par rapport aux
polymères de taille plus importante. L'eﬀet inverse est observé après stabilisation des agré-
gats sur des particules de nitrocellulose, suggérant une dégradation plus importante des petits
polymères [324].
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1.4 Modèles alternatifs
Le modèle de Laurent ne prend en compte que les étapes initiales de conversion et le modèle
de Masel ne détaille que les étapes suivantes de polymérisation. Slepoy, Mobley, Kulkarni et
collègues ont proposé aux début des années 2000 des modèles stochastiques réuniﬁant conver-
sion et polymérisation [297, 300, 302]. Basés sur des automates cellulaires à trois états (vide,
PrPc ou PrPres), ils autorisent les particules à diﬀuser le long de la grille et à se transconformer.
Ces modèles sont très robustes vis-à-vis des temps d'incubation (mesurés comme étant le temps
mis par un noyau de PrPres pour atteindre une taille donnée) caractéristiques des diﬀérentes
maladies à Prions (en terme de doses ou d'étiologie sporadique et infectieuse). Mais leur déﬁ-























Fig. 4.6  Cinétique d'évolution de la PrP.A.Modèle de Galdino (Hétérodimère). B. Modèle de Laurent (Dimère infectieux)
C. Modèle de Masel. Les modèles plausibles biologiquement ont les mêmes comportements d'évolution (ici la cinétique d'évolution
de la PrP). Ils ne peuvent donc pas être invalidés sur la bases des données expérimentales qualitatives existantes.
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valeurs particulières de paramètres dont la signiﬁcativité biologique est souvent inconnue.
2 Discrimination des modèles
Après élimination d'hypothèses invraisemblables, la modélisation mathématique sur la base
des connaissances biologiques existantes aboutit à la déﬁnition de plusieurs modèles. Ces mo-
dèles sont tous aptes à reproduire des résultats expérimentaux connus, bien que ce soit pour
des valeurs de paramètres dont la signiﬁcativité biologique est souvent impossible à détermi-
ner (voir Tableau 4.2 et Figure 4.6). Une façon d'aller plus loin dans la caractérisation des
mécanismes est alors de faire appel à la capacité prédictive des modèles. La capacité prédic-
tive des modèles mathématiques est couramment utilisée par les biologistes, dans le cas où
les mécanismes modélisés sont bien caractérisés, comme un outil d'aide à la décision. Ce peut
être par exemple pour prédire l'impact de stratégies d'intervention de santé publique [240] ou
pour optimiser des traitements thérapeutiques si l'on dispose d'un modèle pharmacocinétique
valide [325]. L'eﬃcacité de diﬀérentes stratégies thérapeutiques anti-Prions ont ainsi été com-
parées grâce à l'analyse des modèles : dans le cadre du modèle de polymérisation nucléée, Masel
suggère que des stratégies visant à inhiber l'élongation des polymères serait plus eﬃcace que
des stratégies visant à fragmenter les agrégats ou à réduire la quantité de précurseur disponible
(Tableau 4.1, [326]).
Dans le cas d'un mécanisme incertain, l'étape de modélisation permet également une explo-
ration théorique rapide et complète des modèles, qui peut suggérer des expériences informatives
sur le mécanisme de réplication. En eﬀet, l'analyse théorique complète d'un modèle, comme
l'analyse de stabilité des états d'équilibre ou le recours à la simulation numérique, permet
d'informer sur les mécanismes aux limites et orienter l'expérimentation biologique. Plusieurs
comportements diﬀérents selon les modèles de réplication ont ainsi été prédits et pourraient
permettre de les discriminer.
2.1 Eﬀet d'une augmentation locale de PrPc
L'étude du modèle dynamique de Laurent montre que la transition de l'état sain à l'état
pathologique peut être induite par une modiﬁcation de n'importe quelle variable du modèle. En
particulier, lorsqu'une cellule se trouve dans un état physiologique normal, une augmentation
locale de la quantité de PrPc (par le biais d'une diminution de sa dégradation ou d'une augmen-
tation de sa synthèse) entraîne le déclenchement spontané de la maladie [201,312]. A l'inverse,
une diminution de la quantité locale de précurseur conduit au retour à l'état sain, avec un
seuil de transition inférieur à celui de la transition sain → pathogène (phénomène d'hystérésis,
Figure 4.7).
Le modèle de Masel prévoit un comportement diﬀérent : dans la mesure où la conversion
spontanée de la PrPc en PrPres n'est pas prise en compte, l'augmentation de la PrPc n'a aucun
eﬀet en absence de PrPres. En revanche, quand le système est à l'équilibre infecté, une diminu-
tion de la PrPc conduit au retour à l'état d'équilibre sain.
Il existe des modèles cellulaires (les cellules RK13 [266]) et animaux [327] inductibles pour la
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PrPc. Dans ces modèles, diminuer la production de PrPc conduit à un prolongement de la durée
d'incubation [327]. De même, la diminution de la synthèse du précurseur conduit à l'élimination
de l'infection dans les cellules neuroendocrinnienne en culture [192]. En revanche, aucune ESST
sporadique n'a été rapportée lors de l'induction de la PrPc, en culture ou in vivo. Ces résultats
Stratégie proposée d'après le modèle Exemples
Diminution de la
PrPc
Tous les modèles pre-
nant en compte le mé-
tabolisme de la PrPc
montrent q'une dimi-
nution de la PrPc peut
avoir un eﬀet, curatif et
préventif.
Modèle de Laurent :
l'analyse de stabilité montre qu'un recyclage important de la PrPc
conduit à la disparition de l'état d'équilibre pathologique (pas de
déclenchement possible de la maladie). De même, en cas d'infection,
augmenter ce turn-over conduit à la transition de l'état pathologique
à l'état stable. Une analyse du temps de relaxation nécessaire pour
aller d'un état à l'autre permettrait d'évaluer plus précisément ce
rôle curatif.
Modèle de Masel :
l'analyse des états d'équilibre du modèle donne les conditions de dé-
clenchement d'une maladie à Prions : si a, alors l'état d'équilibre sain
est globalement stable, c'est-à-dire que quelque soit la perturbation
apportée, le système reviendra à l'état sain (eﬀet préventif). En cas
de déclenchement de la maladie, Masel souligne néanmoins la non-
optimalité du traitement : la croissance de la PrPres ne dépend qu'en
racine carrée (voir moins) de la concentration en PrPc, d'où une obli-
gation de traiter à fortes doses.
Souris KO [96] ou déplétée en
PrP après infection [327].
Expression d'ARNs interfé-
rents [328]
PPS [329], Suramine [330],
Amphotericine B [331].
Clivage de la PrP
membranaire ou mo-
diﬁcation du traﬁc in-
tracellulaire de la PrP.
Modèle de Payne :
La saturation des sites membranaires de la PrP conduit à une augmen-
tation de la PrP intracellulaire, qui devient ainsi plus disponible pour
la transconformation (augmentation simultannée du catalyseur et du
substrat). Empêcher cette saturation pourrait ainsi ralentir fortement
l'accumulation de PrPres.
Stimulation de l'endocytose de
la PrPc : PPS [329].
Déstabilisation des rafts
lipidiques, traitements anti-
cholestérol : statines [332],
mevinolin [333]
Au contraire, la lactoferine di-
minue l'internalisation de la
PrP et montre pourtant un ef-








Modèle de Masel : fragmenter les agrégats de PrPres conduit à des
oligomères de taille inférieure à la taille critique. L'étape de nucléa-
tion étant très lente, on ralentit ainsi la progression de la maladie. Le
modèle montre qu'il existe une dose optimale, car les petits oligomères
étant les plus infectieux, une dose insuﬃsante conduit à une multipli-
cation des particules infectieuses. Cet eﬀet est observé quelques soit
l'hypothèse faite sur la fragmentation.
Rouge Congo [335,336]
Stabilisation par chaperonnes






de la PrPc ou des com-
posés qui bloquent les
zones de croissance des
agrégats.
Tous les modèles suggèrent de façon évidente que l'inhibition de la
transconformation est une stratégie thérapeutique eﬃcace. En re-
vanche, dans le cas du modèle de Masel, cette stratégie semble plus
prometteuse que la diminution de la quantité de PrPc (doses eﬃcaces
plus faibles) et que l'induction de la fragmentation (risque important
de mauvais dosage).




Tab. 4.1  Stratégie thérapeutiques issues de la modélisation. Pour chacune, des exemples de molécules présentant un
eﬀet anti-Prions et dont le mécanisme d'action supposé est celui suggéré sont présentées (cette liste est non-exhaustive, voir [342]
pour une revue détaillée).
75
Chapitre 4 : Modélisation du mécanisme de réplication
Fig. 4.7  Eﬀet d'une augmentation de la PrPc. Quantité de PrPres à l'équilibre, après variation de la quantité locale
de PrPc (due ici à une variation de sa dégradation). Courbe solide = eﬀet d'une augmentation de la PrPc en absence d'infection
initiale. Courbe pointillée = eﬀet d'une diminution de la PrPc en présence d'infection initiale.
suggèrent que le modèle de Masel est plus vraisemblable, bien qu'on ne puisse pas exclure le
fait que le déclenchement théorique observé dans le cas du modèle de Laurent se produise pour
une augmentation de la quantité de PrP plus importante.
2.2 Eﬀet de l'état d'agrégation initial de la PrPres
L'analyse numérique de Pöschel et al [301] montre que dans le cas du mécanisme de po-
lymérisation nucléée avec fragmentation, les conditions initiales inﬂuencent fortement la ciné-
tique d'accumulation de la PrPres. En particulier, plus les agrégats injectés sont petits, plus
la cinétique d'accumulation de PrPres est rapide (pour une quantité totale identique). Aucune
diﬀérence n'est évidemment observée dans le cas du mécanisme de Laurent, puisque l'état
d'agrégation n'est pas pris en compte (seule la quantité totale de PrPres initiale inﬂue sur la
cinétique).
Cette expérience a par la suite été réalisée par Silveira et vient contredire les deux modèles
dans une certaine mesure [219] : il montre en eﬀet que les agrégats de 14 à 28 mères sont plus
infectieux que les agrégats plus petits, contrairement aux prévisions de Pöschel ou de Laurent.
2.3 Distribution en taille des agrégats de PrPres
L'analyse du modèle de polymérisation nucléée à coeﬃcient constant prévoit une distri-
bution en taille des polymères de PrPres qui dépend fortement de la nature supposée de la
fragmentation. Une dépolymérisation des agrégats (i.e. cassure uniquement aux extrémités)
entraîne une répartition exponentielle de ces agrégats. Au contraire, une fragmentation linéai-
rement répartie sur toute la longueur du polymère aboutit à une distribution unimodale en
forme de cloche [301], centrée vers les petits agrégats. Cette distribution est alors peu sensible
aux variations de paramètres [343].
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La distribution en taille des agrégats de PrPres dans des cerveaux de souris infectées a ré-
cemment été déterminée par sédimentation pour diﬀérentes souches de Prions. Diﬀérentes en
fonction des souches, ces distribution en taille ne semblent toutefois pas unimodales, contraire-
ment aux prévisions des modèles [221].
3 Des modèles pour orienter la compréhension biologique
Un intérêt majeur de la modélisation est également de permettre de décorréler les méca-
nismes élémentaires intervenant dans un processus complexe. En particulier, il est possible de
faire varier un seul paramètre à la fois, aﬁn de chercher le paramètre responsable d'un compor-
tement observé.
3.1 Mise en évidence de comportements synergiques ou antagonistes
Des synergies ou des antagonismes non intuitifs expérimentalement peuvent être explicités
par l'analyse d'un modèle, par le biais d'une relation mathématique. Par exemple, l'analyse de
stabilité des états d'équilibre du modèle de Masel donne les conditions de déclenchement d'une
infection en fonction des paramètres du modèle [305]. Une condition nécessaire au développe-
ment d'une ESST est : √
βλτ
γ
> x0β + µ
avec les notations introduites précédemment (taux de production de la PrPc λ, taux de
dégradation de la PrPc γ, taux de dégradation de la PrPres µ, taux d'élongation des agrégats
de PrPres τ et taux de fragmentation des agrégats de PrPres β).
Cette relation montre que le niveau de PrPc (qui est une donnée critique connue pour la
susceptibilité à l'infection) agit en compétition avec le niveau de fragmentation et d'élongation.
Pour étudier le phénomène de susceptibilité à l'infection dans un contexte biologique donné
(i.e. à quantité de PrPc ﬁxée), il est nécessaire de mesurer à la fois le taux d'élongation τ et le
taux de fragmentation β.
En outre, cette relation permet d'élaborer des combinaisons thérapeutiques permettant de
prévenir l'infection. Dans le cas d'un traitement unique, cette relation montre qu'une modiﬁ-
cation du métabolisme de la PrPc (en diminuant son niveau de production ou en augmentant
sa dégradation) est moins eﬃcace qu'une augmentation de la dégradation de la PrPres par
exemple [326,343].
3.2 Conditions d'occurrence des ESST sporadiques
L'origine des occurrences sporadiques des ESST semble être la conversion spontanée de la
PrPc en PrPres. Aﬁn de rendre compte de la faible incidence des formes sporadiques, on suppose
que c'est un évènement très rare (ou très lent au regard de la durée de vie d'un individu), mais
conduisant systématiquement au déclenchement de la maladie. Les modèles mathématiques de
réplication des Prions sont capables de reproduire l'incidence rare sous d'autres hypothèses,
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ouvrant ainsi le champ des explications possibles :
(i) Les modèles de croissance bi-dimensionnelle des agrégats de PrPres par automates cellu-
laires autorisent la conversion spontanée uniquement lorsque deux (ou plus) molécules de PrPc
sont en contact. En l'absence d'infection initiale, une incidence de la maladie d'environ 1 cas
sur 106 [302] est retrouvée, ce qui est compatible avec l'incidence réelle des ESST sporadiques
humaines.
(ii) Le modèle de Laurent suggère que la transformation spontanée de la PrPc en PrPres est
un évènement possible, qui n'est pas rare mais qui est immédiatement compensé par la dégra-
dation de la PrPres dans le cas d'un métabolisme normal de la PrPc. Toutefois, une modiﬁcation
du métabolisme de la PrPc (augmentation de la production ou baisse de la dégradation) en-
traîne une quantité plus importante de PrPc, et par conséquent, une quantité plus importante
de PrPres "spontanée", qui n'est alors plus entièrement dégradée, d'où le déclenchement de la
maladie [201]. Dans ce contexte, ce n'est plus la conversion de la PrPc en PrPres qui est un évè-
nement lent et rare, mais la modiﬁcation du métabolisme de la PrP (ou de tout autre paramètre
cinétique du modèle). Cette hypothèse va dans le sens d'une pathologie liée au vieillissement
(âge tardif des occurrences sporadiques), via une altération des mécanismes liés au repliement
et à la dégradation des protéines [344].
3.3 Divergence des mesures expérimentales du titre infectieux
Deux méthodes sont classiquement utilisées pour mesurer le titre infectieux d'un échantillon
(Figure 4.8). La titration limite consiste à inoculer à l'animal diﬀérentes dilutions sériées de
l'échantillon. La dilution qui tue 50% des animaux est appelée la LD50 : elle contient 1 unité
infectieuse. De façon alternative, la mesure du temps d'incubation est également utilisée, basée
sur la très grande reproductibilité du temps d'incubation. Des courbes standards donnant la
relation temps d'incubation en fonction du titre infectieux ont été calibrées pour une souche
donnée dans un modèle animal et pour une voie d'inoculation précise.
Néanmoins, ces deux méthodes ne sont pas toujours équivalentes. Par exemple, le titre in-
fectieux mesuré par titration limite est multiplié par 100 après traitement de l'échantillon initial
par des détergents et par 17 fois après sonication, alors que celui mesuré par le biais du temps
d'incubation n'est multiplié que par 10 dans le cas des détergents, et reste inchangé après so-
nication [345348]. La cause de ces divergences reste incomprise.
Masel et Jansen ont utilisé le modèle de polymérisation nucléée pour identiﬁer précisément
les grandeurs mesurées par chacune des 2 méthodes [348] :
log(INFdilution) = cste+ log(p)− log(s0)
log(INFincubation) = cste+ log(s0 + s− 2n+ 1)− log(s0)
où INFdilution et INFincubation représentent respectivement les infectiosités mesurées par ti-
tration limite et par temps d'incubation, p la probabilité qu'une particule infectieuse déclenche
l'infection et s0 la taille moyenne des agrégats de PrP
res dans l'échantillon à titrer. Les para-
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Fig. 4.8  Méthodes de titration de l'infectiosité. La LD50 est la dose qui tue 50% des animaux (ici, 103 LD50 par
gramme de matériel infectieux, en pointillés rouges). La courbe d'incubation est calibrée d'après les résultats de la titration limite.
mètres s et n sont la taille moyenne et la taille minimale des agrégats de PrPres dans l'animal
test, ils dépendent de la relation entre l'hôte et la souche.
La ﬁgure 4.9 montre l'évolution de ces deux expressions en fonction de s0, la taille moyenne
initiale des agrégats : on retrouve numériquement le fait que la mesure de l'infectiosité par le
temps d'incubation est moins sensible à la sonication. Les deux expressions analytiques mettent
en évidence l'origine de ces divergences : les deux méthodes ne mesurent pas la même gran-
deur. Dans le cas de la titration limite, la grandeur mesurée est directement proportionnelle au
nombre d'agrégats de PrPres. Ainsi, à une quantité totale de PrPres donnée, diminuer la taille
moyenne des agrégats conduit à une augmentation du nombre de particules infectieuses, et donc
à une augmentation de l'infectiosité mesurée. En revanche, le temps d'incubation dépend non
seulement du nombre de particules infectieuses, mais également de la taille de ces particules :
dans ce cas, l'augmentation de l'infectiosité mesurée due à l'augmentation du nombre de parti-
cules infectieuses est contrebalancée dans une certaine mesure par un allongement de la durée
d'incubation spéciﬁque d'un agrégat.
Ainsi, la modélisation a permis d'expliciter l'origine des divergences expérimentales : pour
être compatibles, les deux méthodes doivent être calibrées non seulement pour une espèce,
une souche et une voie d'inoculation données, mais également pour un niveau d'agrégation
donné. De plus en explicitant les grandeurs mesurées par l'une ou l'autre des deux méthodes,
la modélisation souligne que ces deux méthodes ne sont pas du tout équivalentes. Lorsqu'il
s'agit de mesurer le nombre de particules infectieuses (pour mesurer l'eﬀet d'un traitement
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décontaminant par exemple), la titration limite semble la plus adaptée. En revanche, la mesure
du temps d'incubation semble capturer plus précisément la virulence d'un échantillon et semble
ainsi plus adaptée à l'étude des phénomènes de souches.
Fig. 4.9  Eﬀet de la sonication sur l'infectiosité. Modélisation de l'eﬀet de la sonication sur les doses infectieuses mesurées
selon les 2 méthodes (incubation en noir et titration limite en rouge). La sonication est modélisée par une diminution de la taille
moyenne initiale des agrégats s0. L'infectiosité spéciﬁque de chaque méthode est évaluée par les expressions : log(INFdilution) =
cste + log(p) − log(s0) et log(INFincubation) = cste + log(s0 + s − 2n + 1) − log(s0). La constante intervenant dans la mesure
par titration est choisie arbitrairement à 0, celle intervenant dans la mesure par incubation est calibrée d'après la titration limite
pour un inoculum de départ de taille moyenne s0 = 1000. Les autres paramètres choisis pour la simulation sont : s = 1000, n = 3,
p = 0.07. On constate que la mesure par durée d'incubation est moins sensible à l'eﬀet de la sonication que la mesure par titration
limite.
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Tab. 4.2: Modèles de réplication des Prions






= λ− (γ + kV P ) [V ]− kT [V ]KM+[V ] [P ],
d [P ]
dt
= −(µ + kPV ) [P ] + kV P [V ] + kT [V ]KM+[V ] [P ].
Mécanismes : Métabolisme de la PrP, conversion spontannée et
conversion catalytique
Hypothèses : condtions d'application des équations de Mickaélis-
Menten (PrPc en excès devant la PrPres)
Résultats : Les valeurs des paramètres compatibles avec la rareté





= k [V ] [P ] = k(ρ− [P ]) [P ]. Mécanismes/Hypothèses : Aetiologie infectieuse uniquement.
La quantité totale de PrP est maintenue constante.
Résultats : proﬁl d'accumulation de la PrPres en forme de sig-
















+ kV P − µB.
Mécanismes/ Hypothèses : Diﬀusion de la PrPres le long d'un
domaine unidimensionel (nerf). Le métabolisme de la PrP n'est pas
pris en compte. Aetiologie infectieuse uniquement.
Résultats : Etude des conditions d'existence d'un front de pro-
pagation de l'infection. La compétition de souche est vue comme
une compétition de ressources : une souche lente consommant les




Modèle cinétique associé à chaque cellule :
dVl
dt










Mécanismes/ Hypothèses : Modélisation par automate cellu-
laire de la propagation de l'infection, dans un contexte infectieux
uniquement. Le métabolisme de la PrP n'est pas pris en compte ;
en revanche, la PrPres peut s'agréger (formation de plaques amy-
loïdes). Seule la PrPres non agrégée diﬀuse d'une cellule à l'autre.
Résultats : la diﬀusion de la PrPres inﬂuence fortement la forma-
tion de plaques amyloïdes. De même, une toxicité dûe déplétion en
PrPc aboutit à une faible formation de plaques, contrairement à






= χ1(R− Vm − Pm)Vc − χ2Vm − γVm,
dVc
dt
= −χ1(R − Vm − Pm)Vc + χ2Vm −
kT VcPc/(KM + Pc) + λ,
dPm
dt
= pi1(R− Vm − Pm)Pc − pi2Pm − µPm,
dPc
dt
= −pi1(R − Vm − Pm)Pc + pi2Pm +
ktVcPc/(KM + Pc).
Mécanisme / Hypothèses : Modélisation du traﬁc cellulaire
de la PrP. Pour chaque isoforme, 2 compartiments sont séparés :
les formes cytosoliques et membranaires. Le nombre de récépteurs
membranaires de la PrP est supposé ﬁni et constant.
Résultats : dans un premier temps, la PrPres s'accumule lente-
ment, jusqu'à saturation des sites membranaires qui conduit à une
accumulation soudaine et extrêmement rapide.
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= λ− γ [V ]− kV P (1+b[P ]
r)
1+a[P ]r [V ],
d [P ]
dt
= −µ [P ] + kV P (1+b[P ]
r)
1+a[P ]r [V ].
Modèle du dimère infectieux :
d [V ]
dt




= −µ [P ] + kV P [V ] + kcat[V ]KM+[V ] [P ]
2.
Modèle du dimère infectieux (mécanistique) :
dV
dt
= λ− (kV P + γ)V − [kxV • Pd − k−xPdV ],
dP
dt
= λP +kV P V +kPdV +2[k−yPd−k−yP2]−µP ,
dPd
dt




= [kxV • Pd − k−xPdV ]− kPdV .
Mécanismes : métabolisme de la PrP, conversion spontannée et
conversion autocatalytique coopérative. Le premier modèle ne pré-
sente pas explicitement le rôle des diﬀérents partenaires impliqués.
Le deuxième modèle, plus détaillé, suppose que les agrégats respon-
sables de la conversion autocatalytique sont les dimères de PrPres.
Encore basé sur la théorie enzymatique, il ne détaille pas explici-
tement l'évolution des diﬀérentes espèces.
Hypothèses : conditions d'application des équations de la théorie
enzymatique coopérative (modèles 1 et 2).
Résultats : Présence de 2 états d'équilibre, avec possibilité de
transition de l'état sain à l'état pathologique (sous l'eﬀet (i) d'une
modiﬁcation des paramètres cinétiques ou (ii) d'une injection de
PrPres). La transition spontannée (i) est réversible, la transition
infectieuse (ii) est irréversible [314]. Ce phénomène de bistabi-
lité reproduit les occurrences infectieuses et sporadiques possibles
[201, 311], pour un intervalle restreint de paramètres [349]. De fa-
çon intéressante, l'état sain est caractérisé par un niveau de PrPres
non nul. Enﬁn, le modèle est compatible avec les temps d'incu-














KM1 + [V ]
−
kcat [V ]
KM + [V ] [P ]
2
− kcat0 [Pinoc] [V ]




= −µ [Y ] + kV P [V ] +
kcat [V ]
















kcat0 [Pinoc] [V ]










Mécanisme / Hypothèses : modélisation du phénomène de
souche. Existence d'un intermédiaire conformationnel P∗ lorsque
la PrPc est convertie en PrPres par la PrPres du donneur (Pinoc).
Les mécanismes sont modélisés par les équations classiques de théo-
rie enzymatique.
Résultats : reproduction du mécanisme de barrière d'espèce (en
cas de contamination inférieure à une seuil donné) et du mécanisme
d'adaptation de souche (stabilisation sur 3 passages).
Modèle de polymérisation nucléée




ui+1 = ui [V ] /c. Mécanisme/Hypothèses : modélisation de l'étape de croissance
uniquement (pas de forme sporadique), selon un processus de poly-
mérisation/dépolymérisation, décrit pour la première fois par Oo-
sawa et Kasai [350]. Résultats : Fittage des données de conversion
in vitro de Caughey et al [351]. Distribution exponentielle des agré-
gats selon leur taille.
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[P ]t = [P ]0 −






Mécanisme/Hypothèses : modélisation de l'état de nucléation (à
une vitesse kn) suivie de la phase de croissance (à une vitesse kg),
sans tenir compte de la fragmentation. La conversion spontannée
est lente devant la conversion catalytique (kn << kg). Les espèces
intervenant dans les diﬀérentes hases ne sont pas modélisées expli-
citement (description phénoménologique).
Résultats : Fittage des courbes expérimentales de ﬁbrilisation in





Modèle microscopique discret :
d
dt








ui(t) = −µui(t) − β(i − 1)ui − τV (t)(ui(t) −
ui−1(t)) + 2β
P
j>i uj(t) , pour i ≥ n0 .
Modèle macroscopique discret :
d
dt
V (t) = λ− γV (t)− τV (t)U(t) +n0(n0 − 1)βU(t),
d
dt
U(t) = −µU(t) + βP (t)− (n0 − 1)βU(t),
d
dt
P (t) = −µP (t) + τV (t)U(t)− n0(n0 − 1)βU(t).
Modèle microscopique continu (Greer [305]) :
dV (t)
t









u(x, t) + τV (t)
∂
∂x
u(x, t) = −µu(x, t) −




Mécanisme/Hypothèses : Une particule infectieuse est un agré-
gat de PrP. Les agrégats peuvent s'agrandir par ajout d'une PrPc
monomérique ou se fragmenter en 2 agrégats plus petits. Lorsqu'un
agrégat est inférieur à une taille critique donnée, il se frgamente
instannément en monomères de PrPc. Le métabolisme de la PrP
(production et dégradation) est également pris en compte. Tous les
paramètres du modèle sont supposés indépendants du temps et de
la taille des agrégats. Pas de conversion spontannée possible.
Résultats : le système possède 2 états d'équilibres, correspondant
aux états sain et pathologique. La cinétique d'accumulation de la
PrPres est compatible avec celle observée dans le cerveau (crois-
sance exponentielle, en cas de ressources illimitées) ou dans la rate
(saturation à un plateau) [301]. La dépendance logarithmique du
















u(x, t) + τV (t)
∂
∂x
u(x, t) = −µu(x, t) −
β(x)u(x, t) + 2
R∞
x0








Mécanisme/Hypothèses : Même mécanisme que les modèles
précédents, en rajoutant l'action de protéines chaperonnes, qui
viennent dégrader la PrPres. Les protéines chaperonnes sont pro-
duites de façon proportionnelle à la quantité de PrPres dans le
système, et dégradées.
Résultats : le proﬁl d'accumulation sigmoïdal de la PrPres est
reproduit, de façon retardée (d'autant plus que la quantité de pro-
téines chaperonnes est importante.
2006
Matthaus [274]
∂V/∂t = DV ∂







2V/∂2x + τV (ui−1 − ui) − µui −
β(i− 1)ui + β
P∞
j=i+1 uj .
Mécanismes/ Hypothèses : Diﬀusion de la PrPres le long d'un
domaine unidimensionel (par exemple un nerf). La diﬀusion dépend
de la taille de l'agrégat.
Résultats : Existence d'un front de propagation.
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Modélisation par un automate cellulaire stochas-
tique : chaque case d'une grille hexagonale peut
prendre 3 états (vide,PrPc ou PrPres). La conver-
sion de la PrPc en PrPres s'eﬀectue selon diﬀérentes
règles d'évolution (selon le nombre de voisins infec-
tieux, selon leur répartition, etc...). Les diﬀérents
complexes oligomériques peuvent également diﬀuser
selon un processus de marche aléatoire (la vitesse de
diﬀusion dépendant de la taille de l'agrégat).
Mécanisme/Hypothèses : La concentration en PrPc est
supposée constante. Plusieurs règles de conversion ont été
testées : la croissance via l'ajout d'un monomère [302] ou via
l'ajout d'un oligomère [300]. Lorsque 2 PrPc ou plus sont dans le
même voisinage, il existe une possibilité de conversion spontannée.
Résultats : Les modélisateurs se sont principalement attachés à
étudier le temps d'incubation en fonction de la morphologie des
agrégats. Notamment, (i)une conversion impliquant des monomères
ou des dimères de PrPres n'est pas compatibles avec les longs temps
d'incubation observés dans les cas sporadiques ; (ii) à partir du
trimère infectieux, il est possible de reproduire les distributions
des temps d'incubations observées pendant l'épidémie de BSE au
Royaume-Uni en 1986 ; (iii) enﬁn, la relation entre le temps d'incu-
bation et la dose d'inoculum initiale est reproduite très ﬁdèlement
(relation log-linéaire en cas à forte dose, avec une grande repro-
ductibilité ; déviation par rapport à la relation logarithmique et
variabilité plus importante en cas de faible dose).
Tab. 4.2: Modèles de réplication des Prions. Les notations introduites
sont les diﬀérents modèles sont récapitulées tableau 4.3, page 85
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Symbole Description Symbole Description
Indices, Variables d'évolution
t Temps
z Espace l, r Espace (cellule)
x Taille du polymère i, j Taille du polymère
Variables d'état
V Quantité de PrPc P Quantité de PrPres
Vc Quantité de PrPc cytosolique Pc Quantité de PrPres cytosolique
Vm Quantité de PrPc membranaire Pm Quantité de PrPres membranaire
ρ Quantité totale de PrP Pd Quantité de PrPres dimérique
P ∗ Quantité de PrP* PdV Quantité du trimère PrPc-PrPres-PrPres
P ∗d Quantité de PrP
* dimérique U Quantité d'agrégats de PrPres
Pinoc Quantité de PrPres inoculée ui Quantité d'agrégats de PrPres de taille i
W Quantité de PrPres agrégée en plaque amyloïde C Quantité de protéine chaperonnes
Paramètres
kV P Conversion spontannée de la PrPc en PrPres λ Taux de production de la PrPc
kPV Conversion spontannée de la PrPres en PrPc λP Taux de production de la PrPres
k Coeﬃcient de conversion autocatalytique (par P ) γ Taux de dégradation de la PrPc
kT Activité spéciﬁque de conversion (de P ) µ Taux de dégradation de la PrPres
kcat Activité spéciﬁque de conversion (de Pd) β,βi,β(x) Coeﬃcient de fragmentation des agrégats de
PrPres
kcat0 Activité spéciﬁque de conversion (de Pinoc) τ ,τ(x) Coeﬃcient d'élongation des agrégats de PrPres
kcat1 Activité spéciﬁque de conversion (de P ∗) n0,x0 Taille critique de nucléation
KM Coeﬃcient de Mickaëlis-Menten kn Coeﬃcient de nucléation
KM0 Coeﬃcient de Mickaëlis-Menten (de Pinoc) kg Coeﬃcient de croissance
KM1 Coeﬃcient de Mickaëlis-Menten (de P ∗) δV Coeﬃcient de diﬀusion de la PrPc
kx Coeﬃcient d'association de V à Pd δP , δPi Coeﬃcient de diﬀusion de la PrP
res
k−x Coeﬃcient de dissociation de V à Pd R Quantité maximale de récepteurs membra-
naire pour la PrP
ky Coeﬃcient d'association de P à P χ1 Coeﬃcient d'association de la PrPc à la mem-
brane
k−y Coeﬃcient de dissociation de P à P χ2 Coeﬃcient de dissociation de la PrPc à la
membrane
kass Coeﬃcient d'association de P ∗ à P ∗ pi1 Coeﬃcient d'association de la PrPres à la
membrane
kdiss Coeﬃcient de dissociation de P ∗ à P ∗ pi2 Coeﬃcient de dissociation de la PrPres à la
membrane
η Taux d'agrégation de la PrPres α0 Taux de dégradation des chaperonnes
a,b,r Paramètres de conversion catalytique par un di-
mère
α1 Coeﬃcient de dégradation de la PrPres par les
chaperonnes
c Concentration critique en PrPc α2 Coeﬃcient de production des chaperonnes
Tab. 4.3  Notations introduites au tableau 4.2, page 84.
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Chapitre 5
Problématique et objectifs de la thèse
Actuellement, le risque de transmission des maladies à Prions de l'animal à l'homme par
voie alimentaire semble maîtrisé, grâce aux mesures de protection des consommateurs (retrait
des abats à risque, tests à l'abattoir, arrêt du recyclage des farines animales). En revanche, la
transmission iatrogène, par le biais d'instruments chirurgicaux ou de produits sanguins, reste
possible. Cinq cas de contamination par transfusion de produits sanguins ont été observés à
ce jour en Grande-Bretagne, et l'absence d'outil de détection des maladies à Prions couplé
au temps d'incubation très longs rend diﬃcile l'évaluation du risque iatrogène. De plus, la
possibilité de transmission des ESST animales à l'homme, mise en évidence par la transmission
de l'ESB et l'émergence de la vMCJ, souligne le risque zootique potentiellement associé aux
souches animales atypiques (BASE, Tremblante atypique) ou au Syndrome du Dépérissement
Chronique. L'évaluation et le contrôle des ces risques nécessitent de mieux comprendre les
mécanismes de réplication des Prions, à l'origine de la multiplication et de la dissémination de
ces agents infectieux.
Les outils expérimentaux mis en place pour étudier ces mécanismes restent limités pour
étudier les mécanismes moléculaires élémentaires impliqués. En eﬀet, ces mécanismes sont la
conséquence d'interactions moléculaires et de processus élémentaires rarement dissociables les
uns des autres. En outre, ce sont des processus dynamiques : la cascade d'évènements conduisant
à un état donné est diﬃcilement accessible. Pour tenter de pallier ces limites expérimentales,
de nombreux modèles mathématiques ont été développés pour étudier diﬀérentes hypothèses
sur le mécanisme de réplication des Prions. Complémentaires des outils expérimentaux, ils per-
mettent d'étudier l'inﬂuence d'un seul paramètre élémentaire sur le comportement du système
complexe. De plus, ils permettent de capturer la dynamique temporelle complète du système,
de l'état initial à un état ﬁnal (correspondant à l'état mesuré expérimentalement).
Parmi ces modèles, le modèle mathématique le plus complet à l'heure actuel suppose suppose
que tous les agrégats de PrP ont le même comportement de réplication, indépendamment
de leur taille [299]. Or, la caractérisation des diﬀérentes espèces moléculaires de PrPres (des
courts oligomères jusqu'aux longs polymères) s'est intensiﬁée au cours des dernières années.
Les données récentes montrent que ces espèces possèdent des propriétés biologiques spéciﬁques
de leur taille [181,219]. En particulier :
- les agrégats de PrPres sont très hétérogènes en morphologie. Ils peuvent adopter des struc-
tures amorphes, sphériques ou ﬁbrillaires selon les conditions de préparation [219,323,352].
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- la diﬃculté de générer de l'infectiosité à partir de PrP recombinante pure suggère que
des co-facteurs sont nécessaires au mécanisme de conversion de la PrPc en PrPres infectieuse.
Par exemple, les glycosaminoglycanes semblent importants dans la formation et la stabilisation
de la PrPres [353]. Dans ce contexte, un taux de réplication identique pour tous les agrégats
impliquerait que les interactions entre la PrPres et les co-facteurs sont indépendantes de la
structure, ce qui reste peu vraisemblable.
- des expériences récentes de fractionnement des polymères de PrPres en fonction de leur
taille montre que l'infectiosité in vivo [219, 221, 324] et le pouvoir de conversion in vitro [219]
d'un polymère donné dépendent de sa taille. De plus, la taille des particules les plus infectieuses
semble dépendre de la souche : notamment, une souche rapide semble être caractérisée par des
polymères infectieux plus petits que des souches plus lentes [221].
Par conséquent, le premier objectif de notre travail est de généraliser le modèle de poly-
mérisation nucléée pour prendre en compte des propriétés de réplication des agrégats de PrP
dépendantes de leur taille, et d'en étudier les conséquences dynamiques sur la réplication des
Prions.
Par ailleurs, les mécanismes de multiplication et de dissémination des Prions s'eﬀectuent
dans un environnement multicellulaire très hétérogènes. En eﬀet, il existe une hétérogénéité de
réplication en fonction des cellules. Par exemple :
- dans un contexte in vivo, les Prions se répliquent dans un nombre limité de types cellulaires
du système nerveux central et du système lymphoïde (les neurones, les astrocytes, les cellules
folliculaires dendritiques et potentiellement certaines populations macrophagiques).
- dans un système simpliﬁé in vitro, toutes les cellules présentes au sein d'une même lignée
ne répliquent pas les Prions [198]. En outre, les cellules qui accumulent les Prions peuvent
présenter, au sein d'une même lignée, des compartiments d'accumulation distincts (épars dans
tous le cytoplasme ou concentrés dans des structure de type agrésome [354].
Malgré cette hétérogénéité, les données expérimentales utilisées pour comprendre les méca-
nismes de réplication sont souvent des données obtenues à partir d'organes entier ou de groupes
de cellules. Moyennées sur toute la population cellulaire, elles ne prennent pas en compte les
phénomènes d'hétérogénéité locale. Ces phénomènes locaux sont mieux caractérisés par les ou-
tils d'histologie et de cytologie. Toutefois, ces techniques n'ont pas accès à la dynamique ayant
conduit à cette hétérogénéité particulière. Dans ce contexte, le deuxième objectif de notre travail
est de développer un modèle mathématique permettant d'étudier l'inﬂuence de l'hétérogénéité
cellulaires sur les mécanismes de réplication.
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Deuxième partie
Implication de la dépendance en taille de
l'infectiosité des agrégats de PrP
88
Chapitre 6
Généralisation du modèle de
polymérisation nucléée
1 Introduction
De nombreux arguments expérimentaux appuient l'hypothèse de la nature protéique des
agents infectieux, tels que la génération d'infectiosité à partir de protéines recombinantes [97],
ou encore l'utilisation de techniques in vitro de conversion de la PrPres (comme la PMCA) [320].
Toutefois, le mécanisme précis de conversion reste mal caractérisé. De plus, les Prions existent
sous forme de diﬀérentes souches, caractérisées par une période d'incubation et un proﬁl lé-
sionnel spéciﬁque d'une souche dans un hôte donné. Dans le cadre de l'hypothèse protéique,
l'information de souche semble être portée par diﬀérentes conformations, qui conduisent à des
propriétés biologiques et biochimiques diﬀérentes d'une souche à l'autre [104]. La caractérisa-
tion du mécanisme de conversion de la PrPc en PrPres, permettant l'existence de diﬀérentes
souches au sein d'un même hôte (exprimant la même PrP), reste une question fondamentale
pour la compréhension des maladies à Prions.
Comme pour d'autres protéines pouvant s'accumuler dans le cerveau (APP pour la maladie
d'Alzheimer, α-synucléine pour la maladie de Parkinson ), la PrPres mal conformée a la capa-
cité de polymériser et de former de longs agrégats ﬁbrillaires. In vivo, ces agrégats se forment
au cours du processus de transconformation, à des échelles de temps et de taille diﬃcilement
accessibles expérimentalement. C'est pourquoi de nombreux modèles mathématiques ont été
proposés pour mimer la réplication des Prions [299, 305, 314]. Ils sont utiles pour explorer de
façon rapide les conséquences d'une hypothèse biologique. Basé sur une agrégation ﬁbrillaire en
une dimension, le modèle mathématique de polymérisation nucléée de Masel est le plus complet
et le plus accepté à l'heure actuelle [299]. Dans ce modèle, la particule infectieuse est un po-
lymère de PrPres, capable de s'agrandir par ajout d'un monomère de PrPc, et de se multiplier
par fragmentation en deux particules de taille plus petite (voir Figure 6.1). Chaque agrégat de
PrPres est en outre supposé avoir les mêmes comportements de réplication indépendamment de
sa taille.
Des arguments expérimentaux récents sont en faveur d'une infectiosité dépendant de la
taille des agrégats, non prise en compte dans les modèles précédents. Ils sont présentés dans le
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Fig. 6.1  Mécanisme de polymérisation nucléée de Masel
chapitre précédent (Chapitre 5 5, page 86). Ainsi, l'objectif de notre travail est de généraliser le
modèle de polymérisation nucléée de Masel pour prendre en compte une infectiosité dépendante
de la taille des agrégats de PrP.
2 Etat de l'art sur le modèle de polymérisation nucléée
De façon plus générale, le modèle de polymérisation nucléée de Masel appartient à la famille
bien décrites des modèles dynamiques d'agrégation, de fragmentation et de coagulation ini-
tiée par Smoluchowski [355]. Le modèle original proposé par Smoluchowski été introduit pour
analyser la coagulation binaire de colloïdes (i.e. substances formées de particules très ﬁnes,
homogènes) se déplaçant selon un mouvement brownien. Par la suite, diﬀérentes contraintes
physico-chimiques ont été incorporées au modèle (fragmentation, condensation), conduisant à
des champs d'application du modèle très variés, comme l'étude des aérosols [356], la formation
des planètes en astrophysique [357], la science des polymères ou l'agrégation des plaquettes en
hématologie [358]. Le modèle de Masel est également similaire aux modèles structurés en taille
de dynamique cellulaire en présence d'une quantité ﬁnie de ressources [359363].
Il existe à l'heure actuelle deux versions du modèle de polymérisation nucléée de Masel :
une version discrète en taille [299] et une version continue en taille [305]. Ces deux modèles,
ainsi que leurs propriétés connues, sont présentés ci-dessous.
2.1 Le modèle discret
2.1.1 Description du modèle
Le modèle de polymérisation nucléée de Masel a été décrit pour la première fois par M.
Nowak et al. [304], puis par J. Masel et al. [299], sous la forme d'un modèle structuré en taille
de façon discrète. Il décrit les processus élémentaires suivants (représentés Figure 4.5) :
- le système contient V molécules de PrPc, générées à taux λ et dégradées à un taux γ.
- le système contient U polymères de PrPres, dégradés à un taux µ. Le nombre de polymères
de taille i est noté ui, la quantité totale de molécules de PrP
res contenues dans les agrégats est
notée P .
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- chaque polymère linéaire de taille i s'agrandit par l'ajout d'un monomère à un taux τ = cste
(i.e. le taux de croissance est indépendant de la taille de l'agrégat).
- chaque polymère de taille i peut se fragmenter en deux polymères de tailles inférieures. Le
taux de fragmentation d'un polymère de taille i est proportionnel à sa taille, il est donné par
βi = βi avec β = cste. En outre, la fragmentation est supposée uniforme sur tous les sites de
coupure possibles.
- les particules de PrPres de taille inférieure à une taille critique donnée sont instables et sont
fragmentés instantanément en monomères de PrPc. Ce processus est introduit pour prendre en
compte l'étape de nucléation, très lente par rapport à l'étape de croissance (ici, l'étape de nu-
cléation est supposée inﬁniment lente, ne se produisant jamais).
Cette cinétique conduit au système d'équations diﬀérentielles ordinaires couplées suivant :
dV (t)
dt
= λ− γV (t)−
∞∑
i=1








= −µui(t) + τ(ui−1(t)− ui(t))V (t) + 2β
∞∑
j=i+1
uj(t), pour i ≥ n,
ui(t) = 0 sinon.
(6.1)
Ce système de dimension inﬁnie peut-être réduit par sommation et est décrit par un système
de trois équations diﬀérentielles [299,304] :
dV (t)
dt
= λ− γV (t)− τU(t)V (t) + n(n− 1)βU(t),
dU(t)
dt
= −µU(t) + βP (t)− (2n− 1)βU(t),
dP (t)
dt




i ui la quantité totale de polymères de PrP
res et P =
∑
i iui la quantité totale de
PrPres composant les ﬁbrilles. On appellera par la suite système microscopique le système 6.1
(qui déﬁnit entièrement la répartition des polymères selon leur taille) et système macroscopique
le système 6.2 (qui déﬁnit la quantité d'infection par deux grandeurs globales, macroscopiques).
2.1.2 Propriétés du système macroscopique
Les propriétés du système 6.2 ont principalement été étudiées numériquement. La ﬁgure 6.2
illustre la dynamique de la solution. Initialement, la quantité d'agrégats de PrPres et la quantité
totale de PrPres croissent de façon exponentielle. Durant cette phase, la taille moyenne des agré-
gats augmente rapidement jusqu'à un plateau, et la quantité de PrPc reste à son niveau avant
infection. Les particules infectieuses devenant plus nombreuses, la quantité de PrPc commence
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Fig. 6.2  Dynamique du système de Masel 6.2, obtenue par intégration numérique, avec les paramètres suivant : λ = 4400
par jour, γ = 5 par jour, µ = 0.04 par jour, β = 0.0001 par SAF/sq par jour, τ = 0.3 par SAF/sq par jour et n = 6. Les conditions
initiales sont données par V (0) = λ/γ = 880, U(0) = 10−4 et P (0) = 20U(0) = 2.10−3
à diminuer, ce qui ralentit la croissance des agrégats : la taille moyenne diminue. Le système se
stabilise ensuite à un état d'équilibre.
Le système de Masel macroscopique 6.2 possède 2 états d'équilibre : l'état sain, caractérisé





et l'état pathologique par :
Vinfect =




λτβ − γ(n(n− 1)β2 + µ2 + (2n− 1)βµ)
τµ(µ+ (2n− 1)β) ,
Pinfect =
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Fig. 6.3  Portrait de phase du système 6.2. Les solutions (U(t), V (t), P (t)) correspondant à diﬀérentes conditions initiales
convergent vers l'état d'équilibre sain globalement stable sous la condition λτβ
γ
< n(n− 1)β2 + µ2 + (2n− 1)βµ (gauche) ou vers
l'état d'équilibre pathologique globalement stable si λτβ
γ
> n(n− 1)β2 + µ2 + (2n− 1)βµ (droite).
Paramètres : (gauche) λ = 2400 par jour, γ = 7 par jour, µ = 0.1 par jour, β = 0.00005 par SAF/sq par jour, τ = 0.1 par SAF/sq
par jour et n = 5. (droite) λ = 4400 par jour, γ = 5 par jour, µ = 0.04 par jour, β = 0.0001 par SAF/sq par jour, τ = 0.3 par
SAF/sq par jour et n = 5.
L'état d'équilibre infecté existe seulement si λτβ
γ
> n(n− 1)β2 + µ2 + (2n− 1)βµ. Le terme
de droite représente la perte de particules infectieuses (par dégradation ou fragmentation en
polymères instables), le terme de gauche représente la production de particules infectieuses
(par agrandissement ou par fragmentation en polymères stables). Cette relation suggère que la
quantité de PrPc est un critère important pour le déclenchement d'une ESST [95]. La quantité
critique nécessaire dépend étroitement des paramètres de dégradation, de fragmentation et de
croissance des agrégats de PrPres.
Quelques résultats théoriques sur l'existence de solutions ou sur la stabilité des états d'équi-
libre découlent directement des démonstrations de [305, 364, 365], faites pour un système simi-
laire.
Proposition 1 Existence, unicité et positivité d'une solution.
Soient λ, γ, µ, β, τ , n > 0. Soit X =
{
(U, V, P ) ∈ R3+ : U ≥ 0, V ≥ 0, P ≥ nU
}
. Pour chaque
(U(0), V (0), P (0)) ∈ X, il existe une unique solution (U(t), V (t), P (t)) au problème 6.2 pour
t ≥ 0. De plus, (U(t), V (t), P (t)) ∈ X pour tout t ≥ 0.
Proposition 2 Stabilité globale de l'état sain.
Soient λ, γ, µ, β, τ , n > 0. Soit X =
{
(U, V, P ) ∈ R3+ : U ≥ 0, V ≥ 0, P ≥ nU
}
. L'état d'équi-
libre sain donné par Vsain = λ/γ, Usain = Psain = 0 est globalement stable dans X pour le
système 6.2 si λτβ
γ
< n(n− 1)β2 + µ2 + (2n− 1)βµ.
Proposition 3 Stabilité globale de l'état pathologique
Soient λ, γ, µ, β, τ , n > 0. Soit X =
{
(U, V, P ) ∈ R3+ : U ≥ 0, V ≥ 0, P ≥ nU
}
. L'état
d'équilibre pathologique donné par 6.4 est globalement stable dans X pour le système 6.2 si
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λτβ
γ
> n(n− 1)β2 + µ2 + (2n− 1)βµ.
2.1.3 Propriétés du système microscopique
Le système microscopique 6.1 de dimension inﬁnie présente l'avantage important de ren-
seigner sur la dynamique de toutes les espèces polymériques intervenant dans le processus de
polymérisation des Prions. La ﬁgure 6.4 montre la dynamique de la distribution en taille des
agrégats de PrPres au cours du processus d'infection. Initialement, une distribution étroite de
petits agrégats est inoculée. Au début de l'infection, cette distribution s'élargit vers les grandes
tailles jusqu'à ce que les agrégats atteignent une taille critique où la fragmentation devient pré-
pondérante sur la croissance. La taille moyenne des agrégats se stabilise alors, puis commence
à décroître. En eﬀet, la croissance des agrégats diminue au fur et à mesure de la consomma-
tion de la PrPc, et la distribution en taille des agrégats se redécale vers les petits agrégats. A
l'équilibre, la distribution en taille des agrégats de PrPres est étroite, située sur les agrégats de
petites tailles. Elle est peu sensible à des variations de paramètres [343].
L'existence d'un état d'équilibre stable de la distribution en taille des agrégats est démontrée















où u˜i représente la proportion d'agrégats de taille i (distribution normalisée) et Vinfect la
quantité de PrPc à l'équibre.
Fig. 6.4  Dynamique du modèle de Masel microscopique. (a-e) Distribution en taille des agrégats de PrPres à diﬀérents
temps. (f) Evolution temporelle de la taille moyenne des agrégats. Les paramètres utilisés pour la simulation numérique sont extraits
de [299] : λ = 4400jour−1, γ = 5jour−1, µ = 0.04jour−1, β = 0.0001SAF−1jour−1, τ = 0.3SAF−1jour−1 et n = 6
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Fig. 6.5  Etat d'équilibre du système microscopique. (gauche) Correspondance entre la distribution théorique obtenue
par Pöschel (courbe en pointillés noirs) et la distribution obtenue par intégration numérique du modèle de Masel (courbe rouge).
(droite) Sensibilité de la distribution en taille des agrégats à l'équilibre à des variations modérées de paramètres : chaque paramètre
est divisé par 2 à tour de rôle. La distribution ne varie que pour une modiﬁcation du taux de fragmentation (courbe rouge) et
une modiﬁcation du taux de dégradation de la PrPres (courbe bleue). Dans les autres cas (λ/2, γ/2 et τ/2), les distribution sont
confondues avec la distribution de référence (courbe noire).
Les paramètres de référence utilisés sont extraits de [299] : λ = 4400jour−1, γ = 5jour−1, µ = 0.04jour−1, β =
0.0001SAF−1jour−1, τ = 0.3SAF−1jour−1 et n = 6
2.2 Le modèle continu
Les espèces intervenant dans le processus de polymérisation sont des entités discrètes, ainsi
le modèle de Masel à taille discrète est le modèle le plus naturel au sens biologique. Néan-
moins, cette formulation aboutit à un système d'équations diﬀérentielles ordinaires (EDO) de
dimension inﬁnie. Pour s'aﬀranchir de la dimension inﬁnie sans perdre l'information sur la dis-
tribution en taille des agrégats de PrP et bénéﬁcier d'un cadre théorique très développé, Greer
a introduit une version continue du modèle de Masel discret, où la taille des ﬁbrilles de PrPres
est modélisée par une variable continue x [305].
2.2.1 Description du modèle
Le modèle continu décrit les mêmes processus biologiques de polymérisation et fragmen-
tation des Prions que le modèle de Masel discret (avec les mêmes propriétés de réplication
indépendantes de la taille des agrégats de PrPres) ; il consiste en une équation diﬀérentielle
















= −V (t)τ ∂u(t, x)
∂x




u(t, x0) = 0, u(0, x) = u0(x) ≥ 0, V (0) ≥ 0.
(6.5)
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avec V (t) la quantité de PrPc au temps t, u(t, x) la densité de polymères de PrPres de taille
x au temps t, t ≥ 0 et 0 < x0 ≤ x <∞. Le noyau de fragmentation κ(x, y) donne la probabilité
qu'un polymère de taille y qui se fragmente, se fragmente en un polymère de taille x et un de
taille y − x. Il doit satisfaire les propriétés de conservation de la masse suivantes :∫ y
0
κ(x, y)dx = 1 et
∫ y
0
xκ(x, y)dx = y/2.
(6.6)
Il est donné par κ(x, y) = 1/y, qui signiﬁe (comme pour le modèle discret) que la fragmen-
tation est uniformément répartie sur toute la longueur de l'agrégat de PrPres.
Récemment, ce modèle a été complexiﬁé par l'ajout de molécules chaperonnes participant à
la dégradation des Prions [366] ou par l'ajout d'association possible entre deux polymères [367].
2.2.2 Propriétés du système
Le système EDP 6.5 peut se ramener par sommation à un système de trois équations diﬀé-
rentielles ordinaires, similaires au système macroscopique discret en taille :
dV (t)
dt
= λ− γV (t)− τU(t)V (t) + βx20U(t),
dU(t)
dt
= −µU(t) + βP (t)− 2βx0U(t),
dP (t)
dt









quantité totale PrPres. L'existence et l'unicité d'une solution positive de ce système est établie
dans [305], ce qui permet de découpler le système 6.5, puisque V (t) est connue pour tout t ≥ 0.
Le système EDO 6.7 comme le système EDP 6.5 possèdent un état d'équilibre sain et un état
d'équilibre infecté. Le comportement asymptotique du modèle EDO est étudié dans [305] : la
stabilité globale de l'état sain et la stabilité locale de l'état infecté ont été montrées. Les résultats
concernant l'état pathologique ont été améliorés dans [364] en stabilité globale. L'existence
d'une solution au système EDP a été montrée dans [365]. Cette solution converge soit vers
l'état d'équilibre sain, soit vers l'état d'équilibre pathologique selon la condition :
x0β + µ <
√
λβτ/γ
Les hypothèses de paramètres de réplication constants ont été relâchées dans [368]. L'exis-
tence et l'unicité d'une solution au problème général a été démontrée sous les conditions τ
indépendant de la taille du ﬁbrille, κ général satisfaisant aux lois 6.6 de conservation de la
masse et β et µ des fonctions arbitraires de x, bornées. Dans le cas non borné, il existe des
solutions faibles. De la même façon, l'existence et l'unicité d'une solution (au sens classique
ou au sens faible si les coeﬃcients sont bornés ou non) est établie pour un taux d'élongation
τ indépendant de la taille du ﬁbrille [369, 370]. Dans tous les cas, l'état d'équilibre sain est
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globalement stable [368370]. Il est toutefois à noter que dans le cas non constant, l'existence
d'un état d'équilibre pathologique reste un problème non résolu.
3 Taux d'élongation dépendant de la taille des agrégats
Dans cette section, nous généralisons les modèles de polymérisation nucléée discret et continu
en taille, pour intégrer le caractère infectieux taille-dépendant. Dans les modèles mathéma-
tiques, l'infectiosité est un équilibre entre trois processus élémentaires, à savoir la fragmenta-
tion des Prions, leur élongation et leur dégradation, qui peuvent toutes les trois dépendre de
la taille des polymères. Toutefois, le modèle général reste complexe à étudier. Après présenta-
tion des modèles généraux, nous nous intéressons uniquement au cas d'un taux d'élongation τ
non constant. En eﬀet, les connaissances sur les propriétés des agrégats restent insuﬃsantes à
l'heure actuelle pour étudier diﬀérentes lois de fragmentation et pour dissocier les mécanismes
élémentaires impliqués dans la réplication. En outre, τ semble être la mesure la plus directe du
pouvoir convertisseur d'un polymère de taille donné, pour lequel il a récemment été démontré
qu'il dépendait de la taille du polymère [219]. Les autres coeﬃcients sont choisis, comme pour
les modèles précédents.
3.1 Généralisation du modèle discret
3.1.1 Notations





Soit U,V ∈ RN , on note :
U < V (resp. ≤) si ui < vi (resp. ≤), 1 ≤ i ≤ N.
U > V (resp. ≥) si ui > vi (resp. ≥), 1 ≤ i ≤ N.
Soit A ∈MN(R), on note A ≥ 0 si Ai,j ≥ 0, 1 ≤ i, j ≤ N,
〈x, y〉 =∑i xiyi est le produit scalaire canonique de Rn.
3.1.2 Description du modèle généralisé discret
Le système de Masel discret généralisé est donné par :
dV
dt












= −µiui − βiui + V (τi−1ui−1 − τiui) + 2
∑
j>i
βjκi,juj, (n0 ≤ i).
(6.8)
où toutes les constantes sont positives. V correspond à la quantité de PrPc dans le système et
ui correspond à la quantité d'agrégats de taille i. λ et γ représentent respectivement les taux
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de production et de dégradation de la PrPc, µi le coeﬃcient de dégradation des agrégats de
PrPres de taille i, βi le coeﬃcient de fragmentation des agrégats de PrP
res de taille i et κi,j la
probabilité qu'un agrégat de taille j qui se fragmente, se fragmente en un agrégat de taille i et
un agrégat de taille j − i. Le coeﬃcient d'élongation des agrégats de taille i est donné par τi.
Hypothèses sur les coeﬃcients. Dans sa généralité, ce système est complexe à étudier.
Pour la suite, nous nous intéressons uniquement au cas d'un taux d'élongation taille-dépendant.
Les autres paramètres sont choisis comme pour le cas à coeﬃcient constant (i.e. un taux de
dégradation indépendante de la taille de l'agrégat, et un taux de fragmentation proportionnel
à la taille de l'agrégat, uniformément répartie sur toute sa longueur) :
µi = µ, βi = β, κi,j = 1/j
En outre, le paramètre n0 avait été introduit initialement pour séparer la phase de nucléation
très lente et la phase de polymérisation, plus rapide [299]. Cette distinction peut maintenant
être prise en compte grâce à un taux d'élongation spéciﬁque de chaque taille. Aussi, par soucis
de simplicité, nous supposons par la suite que la taille minimale critique n0 est égale à 1.
Le système est alors donné par :
dV
dt






= −µui − βiui + V (τi−1ui−1 − τiui) + 2β
∑
j>i
uj, (1 ≤ i).
(6.9)
Réduction de la dimension du système et mise sous forme matricielle. Contrai-
rement au modèle à paramètres constants, ce système de dimension inﬁnie ne peut pas être
réduit par sommation à un système ﬁni de 3 équations diﬀérentielles ordinaires. Toutefois, en
pratique, le nombre d'agrégats d'une taille donnée devient quasiment nul (la fragmentation
compense l'élongation). Il est donc possible de se ramener à un système de dimension ﬁnie,










= −µui − β(i− 1)ui + V (τi−1ui−1 − τiui) + 2β
∑
j>i
uj, (1 ≤ i < N)
duN
dt
= −µuN − β(N − 1)uN + V τN−1uN−1.
(6.10)
L'équation supplémentaire sur uN permet de rendre le système conservatif (i.e. pas de fuite
de matière vers les agrégats de taille i > N), contrairement au système tronqué, dissipatif.
Biologiquement, le système tronqué revient à faire l'hypothèse qu'à partir d'une taille donnée,
les agrégats de PrPres sont complètement inertes et ne participent plus au mécanisme de po-
lymérisation/fragmentation. Le modèle conservatif (6.10) suppose que les agrégats de taille N
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ne participent plus à la réaction de conversion (i.e. ne peuvent plus s'agrandir), mais peuvent
encore se fragmenter pour alimenter les compartiments infectieux. Ce dernier cas intègre la
possibilité pour les gros agrégats amyloïdes, inertes pour la conversion, de constituer un réser-
voir d'oligomères solubles infectieux. En outre, nous supposons également que τi > 0 pour tout
n0 ≤ i < N (quitte à choisir N plus petit).
Mis sous forme matricielle, le système (6.10) est donnée par :
dV
dt









U(t) = (u1(t), ..., uN(t))
T ,
MV (t) = A
(1) + V (t)A(2)
A(1) la matrice triangulaire supérieure, avec pour éléments diagonaux A
(1)
i,i = −µ− β(i− 1)
et pour éléments non diagonaux A(1)i,j = 2β, j > i,
A(2) la matrice, avec pour seuls éléments non nuls A
(2)
i,i = −τi pour 1 ≤ i < N et
A
(2)
i,i−1 = τi−1 pour 2 ≤ i ≤ N (il est à noter que A(2)N,N = 0),
V (0) = V 0 > 0 et U(0) = U0 ≥ 0 les conditions initiales, supposées connues.
3.1.3 Existence d'une solution positive
Le problème (6.10) est un problème de Cauchy pour un système diﬀérentiel d'ordre N + 1.
L'existence locale de la solution et son unicité est assurée par le théorème de Cauchy-Lipschitz
puisque le second membre est une fonction C1 de (U, V ). Nous établissons ci-dessous l'existence
globale de la solution, qui de plus reste positive.
Proposition 4 Positivité de la solution
Soit (U(t), V (t)) une solution du système (6.10) déﬁnie sur un intervalle [0, T ] alors U(t) > 0
et V (t) > 0
Proposition 5 Existence de la solution
La solution du système (6.10) existe pour tout t ≥ 0.
Preuve de la proposition 4
Pour t = 0 la solution est positive par hypothèse.
Soit t0 la plus petite valeur de t pour laquelle une composante deU(t) s'annule. V (t) est solution






τiUi(t))V (t) + f(t)
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avec, pour t ∈ [0, T ],
f(t) = λ > 0
La solution de cette équation s'écrit






















Tous les termes de cette expression sont positifs, donc V (t) > 0.
Montrons que l'on peut en déduire U(t) > 0 sur [0, t0], contrairement aux hypothèses.
On peut réécrire le système linéaire dont U est solution sous la forme
dU
dt
= (MV + θI)U− θU
Les coeﬃcients extradiagonaux de la matrice MV étant positif ou nul, en choisissant θ assez
grand, on a MV + θI ≥ 0, la diagonale étant strictement positive. Le vecteur X = exp(θt)U
est solution du système
dX
dt
= (MV + θI)X
avec X(0) = U(0) ≥ 0.
Notons Di,i les coeﬃcients diagonaux de la matriceMV + θI. Soit [0, t0] le plus grand intervalle




il résulte (si t0 est ﬁni) que Xi(t0) > Xi(0) > 0 et donc que X(t) reste strictement positif pour
t = t0, contrairement à l'hypothèse initiale.
♦
Preuve de la proposition 5
Soit D la matrice diagonale telle que
Di,i = µ+ βi
et SV la matrice déﬁnie par
SV = D− V
2
(B+BT )
On pose C1 = (1, ..., 1)











〈U,U〉 = 〈 d
dt
U,U〉 = 〈MVU,U〉 = −〈SVU,U〉+ β〈C1,U〉2
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τi(ui − ui− 1)2













〈U(t),U(t)〉 ≤ 〈U(0),U(0)〉 exp(2βNt) (6.12)
La solution de (6.10) est bornée sur tout intervalle ﬁni et peut donc être prolongée sur tout R.
♦
3.2 Généralisation du modèle continu
Cette section fait l'objet de deux articles présentés par la suite, seuls les principaux résultats
sont donc présentés ici.
3.2.1 Description du modèle continu généralisé

















β(y)κ(x, y)u(y, t) dy dx,
∂
∂t
u(x, t) = −V (t) ∂
∂x
(τ(x)u(x, t))− [µ(x) + β(x)]u(x, t) + 2
∫ ∞
x
β(y)κ(x, y)u(y, t) dy,
u(x0, t) = 0,
(6.13)
avec des conditions initiales adaptées (par exemple, V0 = λ/γ et u0(x) une perturbation de
l'état sain induite par inoculation de PrPres). La quantité de PrPc disponible pour la conver-
sion est donnée par V (t) et la quantité de polymères de PrPres de taille x est donnée par u(x, t).
Les paramètres λ et γ représentent respectivement les taux de production et de dégradation de
la PrPc et µ(x) le taux de dégradation de la PrPres. Le paramètre x0 ≥ 0 correspond à la taille
minimale des agrégats de PrPres infectieux, dont la valeur est inconnue. Toutefois, expérimenta-
lement, aucun monomère de PrPres n'a été observé, et les petits agrégats de taille inférieure à 5
ou 6 monomères semblent non infectieux [219]. Le passage au continu suppose que la taille d'un
monomère de PrPc est inﬁniment petite, et donc x0 étant de l'ordre de quelques monomères, il
sera souvent négligé par la suite (i.e. x0 = 0).
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Le terme de transport V (t) ∂
∂x
(τ(x)u(x, t)) représente la croissance des polymères de PrPres
par ﬁxation et conversion de la PrPc. La taille augmente avec un taux d'extension V (t)τ(x),
proportionel au nombre de molécules de PrPc disponibles V (t), avec une capacité de conversion
τ(x) dépendant la taille du polymère. Le taux de fragmentation d'un polymère de taille y est
donné par β(y) > 0. La répartition en deux fragments de taille inférieure x et y− x est donnée
par κ(x, y) ≥ 0. Elle doit satisfaire deux lois de conservations classiques signiﬁant que le nombre
de polymères augmente au moment de la fragmentation, mais que le nombre total de molécules
de PrP reste inchangé : ∫ y
0







Hypothèses sur les coeﬃcients. Comme précédemment, pour réduire la complexité du
modèle (6.13), nous nous sommes principalement intéressés à l'étude d'un taux de conversion
τ(x) non constant, les autres paramètres étant supposés indépendants de la taille des polymères.
Le taux de fragmentation est supposé proportionnel à la taille du polymère et le taux de
dégradation est indépendant de la taille :
β(x) = β0x , µ(x) ≡ µ0 , (6.15)
et la fragmentation est supposée uniformément répartie sur toute la longueur de l'agrégat :
κ(x, y) =
{
0 si y ≤ x0 ou y ≤ x
1/y si y > x0 et 0 < x < y.
(6.16)
L'existence et l'unicité d'une solution faible est démontrée dans [368370]. Nous nous inté-
ressons par la suite à l'étude de la stabilité des états d'équilibre, qui peuvent renseigner sur les
conditions nécessaires au déclenchement d'une ESST.
3.2.2 Conditions de déclenchements des ESST
Le modèle de polymérisation nucléée généralisé possède deux états d'équilibre possible : un
état d'équilibre correspondant à l'état sain sans infection (donné par (V = λ
γ
, u ≡ 0)) et un état
d'équilibre correspondant au régime infecté résultant de la compétition entre la fragmentation
et la polymérisation, limitée par un nombre ﬁni de ressource (i.e. la PrPc). Il est montré dans
l'article 1 que cet état d'équilibre (noté (V∞, u∞)) ne peut exister que sous la condition :
γV∞ < λ , (équivalent à V∞ < V ) . (6.17)
Cette condition reste diﬃcile à interpréter biologiquement, dans la mesure où le niveau de
PrPc V∞ dépend de manière complexe des paramètres cinétiques de réplication. Toutefois, elle
indique que la quantité de précurseur produite au cours du temps doit être suﬃsante pour
autoriser le déclenchement d'une ESST.
La stabilité de l'état d'équilibre sain (lorsque l'état d'équilibre infecté n'existe pas) est
étudiée sous des conditions très générales dans l'article 1 à l'aide d'une méthode duale et de
la théorie de l'entropie relative généralisée, introduite récemment pour étudier les équations
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Hypothèses mathématiques Interprétation biologique
(1) - Article n°1. Stabilité locale de l'état sain. L'injection d'une faible quantité de PrPres (étiologie
infectieuse) et/ou une légère altération du métabolisme de la PrPc (étiologie sporadique) ne suﬃsent pas à
déclencher une ESST.
(a) V < V∞ (i.e. l'état d'équilibre in-
fecté n'existe pas)
Cette condition dépend de tous les paramètres du modèle. Néan-
moins, elle est généralement vériﬁée lorsque la quantité de PrPc
est faible (peu de production ou forte dégradation).
(b) Λ(V ) est une fonction décroissante
de V
En régime continu, la vitesse d'accumulation de la PrPres est d'au-
tant plus grande que la quantité de PrPc est importante
(c) ∃K1 > 0,
∣∣∣∣τ(x) ∂∂xϕ(x)
∣∣∣∣ ≤ K1ϕ(x)
(d) ∃K2 > 0, τ(x) ≤ K2ϕ(x)
Le pouvoir de conversion des agrégats pour une taille donnée n'est
pas inﬁni (i.e. les étapes de ﬁxation et/ou de conversion de la PrPc
par la PrPres ne sont pas instantannées). De plus, pour les petites
tailles d'agrégats, il est supposé très faible, voir nul. Cette dernière
hypothèse est compatible avec le mécanisme de polymérisation
nuclée complet (nucléation+élongation), où l'étape de nucléation
est très lente.
(2) - Article n°1. Stabilité globale de l'état sain. L'injection d'une quantité quelconque de PrPres
(étiologie infectieuse) et/ou une altération du métabolisme de la PrPc (étiologie sporadique) ne suﬃsent pas
à déclencher une ESST.
Hypothèses (1) +
(a) ∃k > 0, τ(x) ≤ kϕ(x)
Le pouvoir de conversion des petits agrégats, supposé devenir nul
lorsque la taille diminue, ne doit pas devenir nul trop rapidement.
La vitesse de décroissance de ce pouvoir de conversion imposée
par cette condition n'est pas interprétable biologiquement.




(3) - Article n°1. Persistance "locale" de l'état infecté. Lorsqu'une quantité de PrPres est inoculée,
l'individu conserve un niveau d'infection non nul, au moins pendant une durée relativement importante
(infection subaiguë).
Hypothèses (1b, 1c et 1d) +
(a) V > V∞ (i.e. l'état d'équilibre in-
fecté existe)
Cette condition dépend de tous les paramètres du modèle. Néan-
moins, elle est généralement vériﬁée lorsque la quantité de PrPc
est importante (production élevée ou faible dégradation).
(4) - Article n°1. Persistance globale de l'état infecté. Lorsqu'une quantité de PrPres est inoculée,
l'individu conserve déﬁnitivement un niveau d'infection non nul (infection chronique)
Hypothèses (3) +
(a) K1V < Λ(V ) + γ
?
(b) V (0) ≤ V La quantité de PrPc n'est pas modiﬁée au moment de l'inoculation
de PrPres (i.e. pas de PrPc inoculée ou dilution très rapide de cette
PrPc, ne modiﬁant pas la quantité de PrPc des sites de réplication)
(5) - Article n°2. Persistance globale de l'état infecté. Lorsqu'une quantité de PrPres est inoculée,
l'individu conserve déﬁnitivement un niveau d'infection non nul (infection chronique)




(1+x)u(t, x)dx est borné unifor-
mément
La quantité de polymères de PrPres, ainsi que leur taille, est limi-
tée.
Tab. 6.1  Conditions de déclenchement d'une ESST, avec les notations introduites dans l'article 1.
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de transport en biologie [359]. La question de la persistance de l'infection (i.e. la quantité de
PrPres u(x, t) reste non nulle) dans le cas où l'état d'équilibre infecté peut exister est démontrée
dans l'article 1 sous des conditions très fortes, qui sont ensuite relâchées dans l'article 2. Ces
études de stabilité ont été réalisées par B. Perthame et V. Calvez, co-auteurs des articles, c'est
pourquoi nous ne développons pas ici le détails des techniques utilisées. En revanche, le tableau
6.1 résume les hypothèses mathématiques eﬀectuées pour démontrer chaque résultat, et lorsque
c'est possible, l'interprétation biologique de ces hypothèses.
4 Liens entre les modèles discrets et continus
4.1 Comparaison des deux approches
Nous avons généralisé à la fois les modèles de polymérisation nucléée discret et continu en
taille, car les deux approches sont très complémentaires.
Le modèle de polymérisation discret en taille est le modèle le plus naturel, de part la
nature intrinsèquement discrète des entités intervenant dans le processus de polymérisation
des Prions (i.e. une molécule de PrP). Ce type de modèle a essentiellement été étudié via des
simulations numériques, pour interpréter biologiquement la dynamique du modèle (estimation
des paramètres cinétiques [299, 316], optimisation de la PMCA [343] ou encore comparaison
des mesures expérimentales d'infectiosité [348]). Toutefois, ce formalisme discret ne bénéﬁcie
pas d'un cadre théorique très développé (au moins dans le cadre du modèle Prion) permettant
de s'assurer de la validité des simulations numériques eﬀectuées (en particulier, intervalle de
paramètres pour lesquels le comportement numérique observé est valide).
Au contraire, le modèle continu permet une analyse théorique beaucoup plus générale. Il oﬀre
un cadre d'étude important, notamment avec les théories récentes sur l'entropie générale relative
(EGR) [359]. En terme numérique, le modèle continu oﬀre également un intérêt important, dans
le sens où il permet d'étudier la répartition complète des espèces présentes selon leur taille, sans
être obligé de suivre précisément toutes ces espèces : la discrétisation nécessaire à l'intégration
numérique du modèle (par des diﬀérences ﬁnies notamment) n'implique pas nécessairement un
maillage correspondant à la taille unité. En revanche, l'interprétation biologique des analyses
théoriques reste encore limitée. En eﬀet, les diﬀérentes démonstrations (sur l'existence d'une
solution ou la stabilité des états d'équilibre) reposent souvent sur des conditions très techniques,
faisant intervenir des grandeurs n'ayant pas d'équivalent biologique réel, et dont la pertinence
est souvent diﬃcile à établir. En outre, le passage d'un modèle discret à un modèle continu se
justiﬁe par dérivation asymptotique pour des modèles similaires de fragmentation-coagulation
[360, 371]. Un passage à la limite du modèle discret généralisé a récemment été eﬀectué par
M. Doumic et al. [372] et révèle que le modèle généralisé continu présenté ici est équivalent au
modèle discret dans une grande majorité des cas, ce qui valide le recours à ce modèle. Toutefois,
pour des ordres de grandeurs particuliers, le modèle continu peut être diﬀérent du modèle déﬁni
ici, contrairement au modèle discret toujours valable. L'analyse conjointe des deux modèles est
donc nécessaire.
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4.2 Validation des hypothèses du modèle continu par le modèle dis-
cret
Les approches discrète et continue sont très complémentaires dans leurs applications (étude
"biologique" versus analyse théorique), mais font également appel à des outils théoriques très
diﬀérents, qui peuvent s'enrichir mutuellement. En eﬀet, pour démontrer la stabilité des états
d'équilibre à partir du modèle continu, il est nécessaire de supposer que la valeur propre do-
minante du système (qui représente la vitesse d'accumulation de la PrPres) est une fonction
décroissante de la quantité de PrPc. Des exemples sont donnés dans l'article 1, montrant que
cette hypothèse est valide pour des choix de coeﬃcients taille-dépendants particuliers. Toute-
fois, le cas général reste à démontrer. Nous montrons dans cette section que la valeur propre
dominante du système discret (qui représente l'opposé de la valeur propre dominante du sys-
tème continu telle qu'elle est déﬁnie dans l'article 1) est une fonction croissante de la quantité
de PrPc.
4.2.1 Etude des valeurs propres de la matrice MV












U(t) = (u1(t), ..., uN(t))
T ,
MV (t) = A
(1) + V (t)A(2),
A(1) la matrice triangulaire supérieure, avec pour éléments diagonaux A
(1)
i,i = −µ− β(i− 1)
et pour éléments non diagonaux A
(1)
i,j = 2β, j > i,
A(2) la matrice, avec pour seuls éléments non nuls A
(2)
i,i = −τi pour 1 ≤ i < N et
A
(2)
i,i−1 = τi−1 pour 2 ≤ i ≤ N , et A(2)N,N = 0),
V (0) = V 0 > 0 et U(0) = U0 ≥ 0 les conditions initiales, supposées connues.
Pour une quantité de PrPc V ﬁxée, étudier la dynamique du système revient à étudier les
valeurs propres de la matriceMV . Pour cela, nous aurons besoin des deux lemmes suivants. Le
lemme 1 précise un résultat classique.
Lemme 1 Soit une matrice P à diagonale strictement positive, à termes extradiagonaux non
positifs, et telle que si |i− j| = 1, Pi,j < 0. Si de plus P est à diagonale strictement dominante
( i.e. ∀i, Pi,i >
∑
j 6=i |Pi,j|), son inverse est à coeﬃcients strictement positifs.
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Preuve du lemme 1
Il faut montrer que si b ≥ 0 ∈ RN est un vecteur positif non nul, la solution x du système
Px = b













Pi,j(xj − xi) = bi
Soit i un indice tel que xi ≤ xj, 1 ≤ j ≤ N : le second terme est non positif puisque Pi,j ≤ 0 si
j 6= i, et le coeﬃcient du premier terme est positif.
Si xi < 0 cela implique bi < 0, contrairement à l'hypothèse b ≥ 0.
Si xi = 0 ( donc xj ≥ 0, j 6= i) on a
∑
j 6=i Pi,jxj = bi ≥ 0 et Pi,j ≤ 0 ce qui implique en
particulier que Pi−1,ixi−1 = 0 et Pi,i+1xi+1 = 0 et donc, compte tenu de l'hypothèse Pi,j < 0 si
|i − j| = 1, xi−1 = xi+1 = 0. L'argument peut se répéter pour les indices i − 1 ou i + 1 ce qui
entraîne x = 0 contrairement à l'hypothèse b non nul.
♦
Lemme 2 Soit M une matrice telle que Mi,i < 0, 1 ≤ i ≤ N , Mi,j ≥ 0, i 6= j , et telle que
si |i − j| = 1, Mi,j > 0. La matrice M a une valeur propre réelle λ1 simple, associée à un
vecteur propre W1 positif unique à un facteur près, et si λi est une autre valeur propre de M,
λ1 > Re(λi).
Preuve du lemme 2
Montrons dans un premier temps que λ1 ≥ Re(λi). La matrice M a tous ses éléments non
diagonaux positifs ou nuls, donc si θ > 0 est assez grand, la matrice Mθ =M + θI a tous ses
éléments positifs ou nuls. D'après le théorème de Perron-Frobenius [373]Mθ a donc une valeur
propre réelle positive égale au rayon spectral ρ(Mθ) et (au moins) un vecteur propre positif.
On en déduit que λ1 = ρ(Mθ)− θ est une valeur propre de M et que les autre valeurs propres
λi de M vériﬁent
Re(λi + θ) ≤ |λi + θ| ≤ λ1 + θ
d'où
Re(λi) ≤ λ1 (6.18)
Montrons maintenant que W1 ≥ 0. Soit Pθ = θI −M. Les matrices P−1θ et M ont les mêmes
vecteurs propres. Si λi est une valeur propre de M, notons µi =
1
θ−λi la valeur propre corres-
pondante de P−1θ .
Soit θ > λ1. On a
| 1
µi
| ≥ Re( 1
µi
) = θ − Re(λi) ≥ θ − λ1
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d'après (6.18), et donc
|µi| ≤ 1
θ − λ1 = µ1 (6.19)
La plus grande valeur propre en module de P−1θ est donc µ1.
On peut choisir θ > 0 assez grand pour que la matrice Pθ soit diagonale dominante. Compte
tenu des hypothèses sur M, la matrice Pθ vériﬁe alors toutes les hypothèses du lemme 1. La
matrice P−1θ est donc d'après le lemme 1 une matrice à coeﬃcients strictement positifs. D'après
le théorème de Perron-Frobenius la matrice P−1θ admet, à un facteur près, un seul vecteur
propre positif (strictement), associé à une valeur propre simple qui est réelle et supérieure en
module à toutes les autres valeurs propres. D'après (6.19) cette valeur propre est µ1 qui est
donc associée à un vecteur propre strictement positif. Ce vecteur propre est aussi le vecteur
propre W1 de M associé à la valeur propre λ1 qui est donc simple.
♦
La matrice MV vériﬁe les hypothèse de la du lemme 2. Nous avons donc la proposition
suivante :
Proposition 6 La matrice MV (resp. MTV ) a une valeur propre réelle λ1(V ) simple, associée
à un vecteur propre W1 (resp. W1) positif unique à un facteur près, et si λi est une autre
valeur propre de MV , λ1(V ) > Re(λi).
4.2.2 λ1(V ) est une fonction croissante de V
Nous notons W1(V ) (resp. W1(V )) les vecteurs propres réels positifs de MV (resp. M
T
V
associés à la valeur propre réelle simple λ1(V ) après les avoir normalisés par les conditions
〈C1,W1(V )〉 = 1 avec C1 = (1, · · · , 1)T
〈W1(V ),W1(V )〉 = 1
Le théorème des fonctions implicites implique alors que λ1(V ), W1(V ) et W1(V ) sont des
fonctions diﬀérentiables de V . En dérivant l'identité
MVW1(V ) = λ1(V )W1(V )
et en la multipliant scalairement par W1(V ), nous déduisons classiquement que
dλ1
dV
(V ) = 〈 d
dV
MVW1(V ),W1(V )〉
Comme, par déﬁnition de MV ,
d
dV
MV = B, on en déduit le lemme suivant :




(V ) = 〈BW1(V ),W1(V )〉
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Or si W ∈ RN
BTW = (τ1(W2 −W1), τ2(W3 −W2), ..., τN−1(WN −WN−1), 0)T
D'après le lemme 4 ci-dessous, on a :
BTW1(V ) ≥ 0




(V ) = 〈W1(V ),BTW1(V )〉 > 0
et donc la proposition, qui est le résultat attendu :
Proposition 7 La plus grande valeur propre λ1(V ) de la matrice MV est une fonction réelle
strictement croissante de V .
Notons que cette propriété n'est valable que pour le cas du système conservatif. Des simu-
lations numériques directes pour le système tronqué montrent une décroissance à l'inﬁni de la
valeur propre.
Il reste à monter le lemme :
Lemme 4 Les composantes du vecteur W1 sont des fonctions strictement croissantes de l'in-
dice
(W1)i < (W1)i+1, 1 ≤ i < N
Preuve du lemme 4
Par hypothèse, si le vecteurW = (w1, ..., wN)
T est un vecteur propre de la matriceMTV associée
une valeur propre λ, il vériﬁe
−µwi − β(i− 1)wi + V τi(wi+1 − wi) + 2β
∑
j<i
wj = λwi, (1 ≤ i < N)





Posons xi = wi − wi−1 pour i ≥ 2 et x1 = w1 et
X = (x1, ..., xN)
T .
En soustrayant, pour i = 2, ..., N l'équation i− 1 à l'équation i, il vient pour i < N
−µxi − β((i− 1)wi − (i− 2)wi−1) + V (τixi+1 − τi−1xi) + 2βwi−1 = λxi
ou
−µxi − β((i− 1)wi − (i− 1)wi−1) + V (τixi+1 − τi−1xi) + βwi−1 = λxi
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ou encore




Pour i = N , il vient




Enﬁn, pour i = 1, nous conservons la première équation de (6.20), qui s'écrit aussi
−µx1 + V τ1x2 = λx1
Posons
X = (x1, ..., xN)
T
et notons P la matrice dont les coeﬃcients diagonaux sont
Pi,i = −µ− β(i− 1)− V τi−1, 1 ≤ i ≤ N
et dont les éléments hors diagonaux non nuls sont
Pi,i+1 = V τi, 1 ≤ i < N
Pj,i = β, 1 ≤ j < i ≤ N
Le vecteur X est un vecteur propre de la matrice P pour la valeur propre λ.
En inversant la transformation deW en X on montre de même que si X est un vecteur propre
de P, alors le vecteurW est un vecteur propre deMTV pour la même valeur propre. Les matrices
P et MTV ont donc les mêmes valeurs propres. Or la matrice P vériﬁe toutes les conditions de
la proposition 2, elle a donc une valeur propre maximale réelle simple associée à des vecteurs
propres strictement positifs ou négatifs. SoitW1 le vecteur propre de la matriceM
T
V , associée à
la plus grande valeur propre λ1 ;W1 déﬁnit un vecteur X1 qui est donc associé à la plus grande
valeur propre de P, le vecteur X1 est donc colinéaire à un vecteur strictement positif. Comme
la première composante (X1)1 = (W1)1 est strictement positive, le vecteur X1 est strictement
positif, ou encore, puisque
X1 =
(
(W1)1, (W1)2 − (W1)1, ..., (W1)N − (W1)N−1
)T
les composantes de W1 sont strictement croissantes par rapport à l'indice.
♦
5 Eﬀet d'un taux de conversion non constant sur la dyna-
mique de réplication
5.1 Conversion taille-dépendante et distribution en taille des agrégats
de PrPres
Suite à l'analyse théorique des comportements du système à l'équilibre, nous avons cherché
à évaluer numériquement dans quelle mesure un pouvoir de conversion dépendant de la taille de
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l'agrégat inﬂue sur la dynamique du modèle. Nous avons limité notre étude à deux dépendances
en taille : une dépendance sigmoïdale, pour laquelle les agrégats de petites tailles sont moins
convertisseurs que les agrégats de grandes tailles, et une dépendance en forme de cloche, pour
laquelle une taille d'agrégats intermédiaire est favorisée. Ces deux proﬁls sont caractérisés par
une augmentation de l'infectiosité à partir d'une taille d'agrégat donnée, ce qui mime le fait que
les oligomères les plus petits sont non infectieux [219]. Dans la mesure où l'infectiosité des gros
agrégats est mal connue, les proﬁls choisis correspondent aux cas extrêmes d'une décroissance
de l'infectiosité rapide à partir d'une certaine taille (i.e. les gros agrégats ne sont pas conver-
tisseurs) ou d'une infectiosité constante à partir d'une taille donnée.
Dans un premier temps, nous avons évalué la vitesse d'accumulation de la PrPres lorsque
diﬀérentes tailles d'agrégats sont initialement inoculées (pour une même quantité de PrPres to-
tale). Dans le cas d'un pouvoir de conversion constant, nous reproduisons les résultats obtenus
précédemment par d'autres équipes [301] : plus les agrégats injectés sont petits, plus la vitesse
d'accumulation de la PrPres est élevée. Ces résultats non surprenants sont dus au fait que pour
une même quantité de PrPres, les particules infectieuses sont d'autant plus nombreuses qu'elles
sont petites, le pouvoir convertisseur global étant dans ce cas proportionnel au nombre de
particules infectieuses. En revanche, dans le cas d'un pouvoir de conversion taille-dépendant, il
existe une taille optimale pour laquelle l'accumulation de PrPres est la plus rapide. Ces résultats
reproduisent qualitativement les résultats expérimentaux de conversion in vitro et d'inoculation
à l'animal eﬀectuées par Silveira et al. [219]. Ces résultats sont une donnée supplémentaire en
faveur de paramètres de réplication taille-dépendants.(voir Article 1,Figure 3 ).
En outre, nous avons observé que pour des conditions initiales données, le proﬁl cinétique
d'accumulation de la PrPres totale est relativement insensible à la dépendance en taille du
pouvoir de conversion. En revanche, la répartition en taille des agrégats au cours du temps
varie en fonction du pouvoir de conversion choisi : par exemple, un coeﬃcient de conversion
constant conduit à une distribution en cloche, très robuste [343] et un coeﬃcient de conversion
concentré sur une taille donnée conduit à une distribution bimodale (Figure 6.6 et Article 1,
Figure 2 ). Les distributions multimodales, générées par un taux d'élongation non constants,
se rapprochent des distributions expérimentales non uniformes obtenue par sédimentation des
agrégats de PrPres contenus dans un cerveau. [221].
De plus, nous avons observé théoriquement que la distribution en taille des agrégats varie
diﬀéremment lors d'une variation élémentaire des paramètres de réplication (voir Article 2,
Figures 4, 5 et 7). Ajouté au résultat précédent, ces données théoriques suggèrent que la distri-
bution en taille des agrégats de PrPres est l'une des grandeurs mesurables expérimentalement
les plus informatives sur les mécanismes élémentaires de conversion, au contraire de la cinétique
d'accumulation de la PrPres qui ne varie pas en fonction du taux d'élongation choisi.
5.2 Distribution en taille des agrégats de PrPres et Souches de Prions
L'information de souche de Prions semble être portée par diﬀérentes conformations de la
PrPres [103,104,375]. Toutefois, il reste encore à déterminer de quelle manière la conformation
d'une souche inﬂuence son mécanisme de réplication (par exemple, les souches les moins stables
semblent plus infectieuses [375]). Il a récemment été démontré que les propriétés de réplication
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Fig. 6.6  Exemples de distribution en taille des agrégats de PrPres. (A) Distribution expérimentale des Prions de
levures SUP35NM, obtenue par Burst Analysis Spectroscopy après ﬁbrillisation in vitro. D'après [374]. (B) Distribution expérimen-
tale des agrégats de PrPres puriﬁés à partir d'un cerveau de hamster infecté pas la souche 263K, puis soniqués (courbe pleine).
Pouvoir de conversion in vitro des agrégats en fonction de leur taille (courbe pointillé). D'après [219]. (C) Distribution théorique
des agrégats de PrPres en fonction de leur taille (courbe bleue) obtenue par simulation numérique du modèle de Masel généralisé
avec un coeﬃcient d'élongation en forme de cloche (courbe verte).
taille-dépendantes des agrégats sont impliquées dans le mécanisme de souche. En eﬀet, les
particules les plus infectieuses semblent être plus petites dans le cas des souches rapides que dans
le cas des souches lentes [221]. Notre modèle est compatible avec des observations expérimentales
connues :
- diminution de la vitesse d'accumulation des Prions lorsque la taille des particules conver-
tissantes augmente [221] (voir Article 2, Figure 5) ;
- diminution de la vitesse d'accumulation des Prions lorsque la fragmentation des Prions
diminue [375] (voir Article 2, Figure 7).
Par ailleurs, au cours des diﬀérentes simulations numériques, nous avons observé une dyna-
mique temporelle de la distribution en taille des agrégats similaire au mécanisme d'adaptation
de souche (voir Chapitre 1, page 35). En eﬀet, dans un premier temps, une phase transitoire
se produit, pendant laquelle une distribution préférentielle se met en place, alors que la PrPres
Fig. 6.7  Evolution temporelle de la distribution en taille des agrégats, obtenue pour un coeﬃcient d'élongation en
forme de cloche.
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s'accumule peu. Une fois cette distribution établie, elle n'évolue plus et la PrPres s'accumule
de façon exponentielle. Enﬁn, cette distribution évolue de nouveau dans les phases tardives de
l'infection, lorsque la concentration en PrPc devient trop faible et que l'accumulation de PrPres
arrive à un plateau (Figure 6.7). Ainsi, quand la distribution initiale des agrégats n'est pas
"adaptée" à la distribution préférentielle, l'accumulation de PrPres est ralentie. La distribution
en taille préférentielle est imposée par les paramètres cinétiques du modèle, qui sont le reﬂet
de la relation hôte-pathogène. Lorsqu'une souche est inoculée à un nouvel hôte, ces paramètres
sont modiﬁés, et un délai semble alors nécessaire pour que la distribution en taille initiale (im-
posée par l'hôte initiale) s'adapte (voir article 1, Figure 122). Ce résultat suggèrent que la
distribution en taille des agrégats pourrait porter une information biologique et jouer un rôle
dans le mécanisme de souche.
6 Discussion
Au cours de cette étude, nous avons généralisé le modèle de réplication des Prions de Ma-
sel pour tenir compte des données expérimentales récentes, qui suggèrent que les agrégats de
PrPres possèdent des propriétés de réplication spéciﬁques de leur taille. Expérimentalement,
cette dépendance en taille semble s'appliquer sur tous les paramètres cinétiques de réplica-
tion [219, 324, 375]. En particulier, le pouvoir de conversion in vitro est connu pour dépendre
de la taille des agrégats [219]. C'est pourquoi nous avons limité notre analyse à un coeﬃcient
τ d'extension non constant, qui représente le pouvoir convertisseur d'une particule de taille
donnée (i.e. sa capacité à ﬁxer et à transconformer une molécule de PrPc en PrPres).
Dans un premier temps, nous avons analysé théoriquement les conditions d'initiation de
la réplication, à travers l'étude de la stabilité de l'état d'équilibre sain. Un état sain stable
signiﬁe biologiquement que quelle que soit la perturbation imposée au système (par exemple,
une injection de PrPres ou une modiﬁcation temporaire du métabolisme de la PrPc), l'individu
sera capable de lutter contre l'infection et reviendra à l'état non infecté. Nous avons démon-
tré la stabilité globale de l'état sain, sous certaines hypothèses théoriques sur les paramètres
cinétique de réplication. Ces hypothèses très théoriques n'ont pas toujours de signiﬁcation bio-
logique précise, toutefois, lorsqu'il est possible de trouver un équivalent biologique, elles sont
très informatives sur les conditions de déclenchement d'une maladie à Prions. En particulier,
nous avons démontré que lorsque le niveau de PrPc est trop faible, l'état sain est globalement
stable. En revanche, lorsque celui-ci est plus important, l'état infecté (transmis par inoculation
de PrPres) persiste au cours du temps. Cette condition sur le niveau d'expression du précurseur
est connue pour inﬂuencer la susceptibilité à l'infection par des Prions [95]. Dans le cadre plus
général des amyloïdoses, elle pourrait expliquer pourquoi seules les maladies à Prions semblent
infectieuses. Par exemple, dans le cas de la maladie d'Alzheimer, la protéine APP est d'abord
clivée en peptides Aβ qui s'accumulent sous forme amyloïde par une mécanisme de polymérisa-
tion nucléée similaire aux Prions [114]. Dans les conditions normales, le clivage très particulier
de la protéine APP pourrait conduire à une quantité de précurseur amyloïde trop faible pour
autoriser le déclenchement infectieux de la maladie d'Alzheimer.
Dans un second temps, nous avons eﬀectuée une analyse numérique du modèle généralisé,
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pour étudier l'inﬂuence d'un coeﬃcient de croissance des polymères non constant sur la dy-
namique du système. Au vue de cette analyse, la quantité relative de chaque type d'agrégats
semble être la donnée qualitative la plus représentative de la répartition du pouvoir infectieux.
De plus, notre analyse suggère que la distribution en taille des agrégats de PrPres pourrait être le
reﬂet de la relation hôte-pathogène spéciﬁque d'une souche de Prions. En eﬀet, la comparaison
de ces distributions pour diﬀérentes souches de Prions pourraient permettre d'identiﬁer le(s)
paramètre(s) élémentaire(s) de réplication le(s) plus critique(s) pour le phénomène de souche.
Par ailleurs, nous avons observé que la distribution en taille des agrégats pourrait jouer un
rôle important dans le mécanisme d'adaptation de souches, et par conséquent, dans le phé-
nomène de souche lui-même. L'adaptation de souche est supposée être la conséquence d'un
changement progressif de la conformation des ﬁbrilles au cours des passages successifs dans le
nouvel hôte [122]. Notre analyse suggère qu'un autre mécanisme est également envisageable : il
pourrait s'agir d'une adaptation de la proportion des polymères de diﬀérentes tailles. Cette hy-
pothèse semble compatible avec les résultats expérimentaux connus. Par exemple, l'utilisation
de polymères conjugués luminescents montre une modiﬁcation progressive de la ﬂuorescence
émise au cours de l'adaptation de souche [122]. Il est tout à fait possible que la modiﬁcation
de la proportion des diﬀérents agrégats conduise à un changement de ﬂuorescence émise. Dans
ce contexte, il serait intéressant d'étudier l'évolution de la distribution en taille des agrégats de
PrP au cours de l'adaptation progressive chez un nouvel hôte.
Ainsi, la perspective de ces résultats est l'établissement de la distribution en taille des agré-
gats de PrPres dans diﬀérents contextes (ﬁbrillisation in vitro à partir de PrP recombinante,
PMCA, culture cellulaire, in vivo) et pour diﬀérentes souches des Prions. Couplées à des tech-
niques mathématiques de problèmes inverses (visant à estimer les paramètres cinétiques du
modèle à partir de la connaissances du modèle et de la distribution en taille [372]), ces dis-
tributions devraient alors permettre d'inférer les mécanismes élémentaires de réplication, de
façon plus rapide qu'un fractionnement ﬁn des diﬀérents polymères, suivi d'une inoculation à
l'animal des diﬀérentes fractions pour mesurer l'infectiosité de chaque particule (ne donnant
pas accès aux propriétés élémentaires de réplication) [219,221]. Une limite de notre modèle pour
l'étude des mécanismes in vivo est la formulation acellulaire du modèle. En eﬀet, les souches ne
sont pas seulement caractérisées par des données cinétiques (i.e. un temps d'incubation), mais
aussi par des données spatiales dans un environnement hétérogène (i.e. un tropisme cellulaire
particuliere). Le contexte acellulaire ne permettant pas de prendre en compte ces phénomènes
locaux, nous introduisons dans les chapitres suivants diﬀérents formalismes permettant d'étu-
dier l'inﬂuence d'un contexte multicellulaire sur la dynamique de réplication des Prions.
7 Articles
Article 1 : N. Lenuzza, V. Calvez, D. Oelz, J.-P. Deslys, P. Laurent, F. Mouthon et B.Perthame,
Size distribution dependence of Prion aggregates infectivity, Mathematical Biosciences. 217
(2009) 88-99.
Article 2 : N. Lenuzza, V. Calvez, M. Doumic, J.-P. Deslys, F. Mouthon et B.Perthame,




Size distribution dependence of prion aggregates infectivity
Vincent Calvez a,1, Natacha Lenuzza b,d,1, Dietmar Oelz c, Jean-Philippe Deslys b, Pascal Laurent d,
Franck Mouthon b,2, Benoît Perthame e,*,2
aDépartement de Mathématiques et Applications, École Normale Supérieure, CNRS UMR8553, 45 rue d’Ulm, F-75230 Paris Cedex 05, France
bCEA-Institute of Emerging Diseases and Innovative Therapies, Route du Panorama, Bat. 60, F-92265 Fontenay-aux-Rose, France
cUniversität Wien, Fakultät für Mathematik, Nordbergstrasse 15/C/7, 1090 Wien, Austria
d Ecole Centrale Paris, Laboratoire MAS, Grande Voie des Vignes, F-92290 Châtenay-Malabry, France
eUniversité Pierre et Marie Curie-Paris 6, Institut Universitaire de France, UMR 7598 LJLL, BC187, 4, place Jussieu, F-75252 Paris Cedex 5, France
a r t i c l e i n f o
Article history:
Received 18 August 2008
Received in revised form 8 October 2008
Accepted 10 October 2008






a b s t r a c t
We consider a model for the polymerization (fragmentation) process involved in infectious prion self-
replication and study both its dynamics and non-zero steady state. We address several issues. Firstly,
we extend a previous study of the nucleated polymerization model [M.L. Greer, L. Pujo-Menjouet, G.F.
Webb, A mathematical analysis of the dynamics of prion proliferation, J. Theoret. Biol. 242 (2006) 598;
H. Engler, J. Pruss, G.F. Webb, Analysis of a model for the dynamics of prions II, J. Math. Anal. Appl.
324 (2006) 98] to take into account size dependent replicative properties of prion aggregates. This
is achieved by a choice of coefﬁcients in the model that are not constant. Secondly, we show stability
results for this steady state for general coefﬁcients where reduction to a system of differential equa-
tions is not possible. We use a duality method based on recent ideas developed for population models.
These results conﬁrm the potential inﬂuence of the amyloid precursor production rate in promoting
amyloidogenic diseases. Finally, we investigate how the converting factor may depend upon the aggre-
gate size. Besides the conﬁrmation that size-independent parameters are unlikely to occur, the present
study suggests that the PrPsc aggregate size repartition is amongst the most relevant experimental
data in order to investigate this dependence. In terms of prion strain, our results indicate that the
PrPsc aggregate repartition could be a constraint during the adaptation mechanism of the species bar-
rier overcoming, that opens experimental perspectives for prion amyloid polymerization and prion
strain investigation.
Crown Copyright  2008 Published by Elsevier Inc. All rights reserved.
1. Introduction
Transmissible spongiform encephalopathies (TSE) are fatal,
infectious, neurodegenerative diseases. They include bovine spon-
giform encephalopathies (BSE) in cattle, scrapie in sheep and Cre-
utzfeldt–Jakob disease (CJD) in human [1]. The infectious agents
responsible for disease transmission, known as prions, present
some unusual biological properties (as a high resistance to inacti-
vation by heat or radiation). According to the ‘protein-only hypoth-
esis’, prions may consist in a misfolded protein (called PrPsc),
without any nucleic acid. This hypothesis suggests that PrPsc rep-
licates in a self-propagating process, by converting the normal
form of PrP (called PrPc for Prion Protein cellular) into PrPsc (for
Prion Protein scrappie) [2]. Many evidences are in favor of an auto-
catalytic replication of PrPsc, as the generation of infectivity from
recombinant proteins [3] or the use of in vitro PrPsc conversion
systems, such as the protein misfolding cyclic ampliﬁcation
(PMCA) technique [4].
However, the precise mechanism of conversion remains un-
clear. Moreover, prion infectious agent can exist under different
strains, characterized by their incubation period and their lesion
proﬁle in brains [5]. In the framework of the protein-only hypoth-
esis, it is supposed that strain diversity is supported by various
conformation states of PrPsc, that leads to various biological and
biochemical properties [6,7]. A critical challenge of prion biology
consists in elucidating the mechanism of conversion of PrPc into
PrPsc, and therefore how a diversity of strains may exist in the
same host (expressing the same PrP molecule).
To investigate the conversion of PrPc in PrPsc, many relevant
mathematical modeling of prion replication have been proposed
[8–11]. Their major aim is to demonstrate that essential features
of prion disease can be explained by purely physico-chemical
mechanisms, as supposed by the protein-only hypothesis. In
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addition, mathematical modeling allows studying the effect of
every elementary process in a separate manner [12], what is difﬁ-
cult to do experimentally.
The early proposed model is the heterodimer one. It is based
on the conformational change of PrPc into PrPsc after the formation
of a heterodimeric complex (PrPc+PrPsc? PrPc*PrPsc?
PrPsc*PrPsc? 2 PrPsc). This model does not take into account the
aggregation of PrPsc, and thereby fails to explain the association
between infectivity and aggregated PrP. Some other mechanisms
have been proposed, which are interested in PrP aggregation
[9,10,13–15]. Based on ﬁbrilar aggregation, the model which seems
by now broadly accepted is the one of nucleated polymerization
[9,16,17]. In this approach, PrPsc is considered to be a polymeric
form of PrPc. Polymers can lengthen by addition of PrPc monomers,
and they can replicate by splitting into smaller fragments. Greer
et al. [18] recently improved the model to include a mean satura-
tion effect by the whole population of polymers onto the lengthen-
ing process (called general incidence), and polymer joining
(through a Smoluchowski coagulation equation). Another improve-
ment is proposed in [19] where an intermediate state of converted
PrP is introduced.
In these models, each aggregate has the same replicative behav-
ior regardless to its size (modelled by constant kinetic parameters).
However, some indirect evidences suggest that this hypothesis
could be relaxed. Indeed, PrPsc aggregates are very heterogeneous
in morphology: in several preparation conditions, either amor-
phous, spherical or ﬁbrillar aggregates have been observed [20–
22]. Moreover, the difﬁculties to generate infectivity from PrPsc
with pure recombinant PrPc suggest that co-factors are necessary
to the conversion mechanism of PrPc in infectious PrPsc (for in-
stance, glycosaminoglycans may be important in the formation
or stabilization of PrPsc [23]). A replication rate identical for every
aggregate size, as supposed in previous models, would imply that
interactions between PrPsc and other co-factors are structured-
independent. However, it seems unlikely that differently
structured aggregates possess the same biological or biophysical
properties. More direct evidences are also in favor of a non-
constant behavior. Recent experimental analysis of relation
between infectivity and size distribution of PrPsc aggregates (for
PrPsc puriﬁed from infected brain [20] or for PrPsc produced by
PMCA [24,25]) contradicts this uniform behavior of PrPsc
aggregates. For instance, Weber et al. found a bell-shaped-like
dependence of infectivity on particle size in an infectivity assay
using N2a cells [25,26]. Taken together, these considerations sug-
gest that the infectivity of PrPsc aggregates could be dependent
on its aggregation state, i.e. its size in the theoretical systems.
The aim of our study is to generalize previous models to take
into account the infectivity prion size-dependence. In mathemati-
cal models, infectivity is a balance between three elementary pro-
cesses (namely fragmentation, degradation/sequestration and
polymerization). Although we cannot exclude a size-dependent
stability (assumed as a variable degradation rate or a variable frag-
mentation factor for large size), we have made the choice of a non-
constant extension rate. Indeed, conversion activity, which is the
most direct measure of our extension rate, is heterogeneous with
regards to prion aggregates size [20,27]. Furthermore, the hypoth-
esis of a constant extension rate rests on the ﬁbrillar aspect of
PrPsc aggregates (i.e. polymerization occurs only at two ends of
the polymer) [9,16,17]. However, so far, PrPsc-containing ﬁbrils
have not been found in infected brain tissues. The brain derived
scrapie-associated ﬁbrils (SAF) and Prion Rods may assemble dur-
ing homogenization, extraction or puriﬁcation and thus, be prepa-
ration artifacts [28,29].
Thus, the major goal of the present work is to generalize Masel
and co-workers’ model of nucleated polymerization by taking a
non-constant conversion rate, and to investigate the potential
implications of the resulting prion aggregates size distribution in
the strain phenomenon.
The paper is organized as follows: in Section 2 we recall and
review the model of Masel et al. and its continuous version [16]
which is going to be used. We introduce our main improve-
ment, namely a size-dependent lengthening factor related to
non-uniform infectivity rate; and we discuss the eigenvalue
problem which is a key tool to analyze the model. In Section
3 we prove the stability of the zero steady state in the disease
free regime (generalizing partially a result in Greer et al. [16]).
Finally, in Section 4 we study numerically the inﬂuence of dif-
ferent parameters on the dynamics of our model, in a prion
strain perspective.
2. The continuum model
The following set of coupled differential equations has been
introduced by Masel et al. [9] in order to model the polymerization
(aggregation, fragmentation) process involved in infectious prion
self-replication. It describes the dynamics of the quantity of PrPc
V(t), coupled with the evolution of aggregates of PrPsc uiðtÞ made
of i elementary proteins,
d














The index n0 denotes the minimal size of PrPsc polymers. The
quantity UðtÞ ¼PuiðtÞ is the total amount of prion aggregates.
The constant parameters k; c; s; b;l are, respectively, the basal syn-
thesis rate of PrPc, the degradation rate of PrPc, the conversion rate
of PrPc into PrPsc (autocatalytic process following the mass action
law), the fragmentation coefﬁcient, and the degradation rate of
PrPsc.
Analysis is simpler in the framework of continuous size of pri-
ons because analytical tools can serve to ﬁnd simpler formulations.
Accordingly, Greer et al. [16] introduce a continuous version of the
discrete system (1) where they use the variable x 2 ð0;þ1Þ to de-
note the size of aggregates instead of the index i 2 N. This proce-
dure can be justiﬁed by asymptotic derivations of continuous
models from discrete models, see [30,31]. The continuous model
reads, with possibly non-constant coefﬁcients,
d





þ2 R x00 x R1x bðyÞjðx; yÞuðy; tÞdydx;
o
ot uðx; tÞ ¼ VðtÞ oox ðsðxÞuðx; tÞÞ
½lðxÞ þ bðxÞuðx; tÞ þ 2 R1x bðyÞjðx; yÞuðy; tÞdy;
uðx0; tÞ ¼ 0;
8>>>><>>>>:
ð2Þ
together with appropriate initial conditions (e.g. V0 ¼ k=c, and
u0ðxÞ is a non-negative perturbation of the zero state) and with
uðx; tÞ ¼ 0 for x 6 x0. This is a well established family of models
used for describing aggregation, fragmentation and possibly coag-
ulation in polymer dynamics. It also appears in size structured
cell dynamics with ﬁnite resources [32–35]. Well-posedness, in
the class of weak solutions, has been addressed by [36–38]. A
general introduction to methods related to this type of model
can be found in [39].
The transport term VðtÞ oox ðsðxÞuðx; tÞÞ accounts for the growth
in size of polymers by aggregation of converted normal proteins.
Their size increases with the (extension) rate VðtÞsðxÞ, propor-
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tional to the available PrPc molecules V(t), with a conversion
ability s(x) depending on the size of the polymer according to
the experimental evidences presented in the introduction. The
fragmentation rate for a polymer of size y, is bðyÞ > 0. The repar-
tition of the two fragments of (smaller) sizes x and y  x is given
by jðx; yÞP 0. It should thus satisfy the two usual laws
[19,33,40] expressing that the number of fragments increases
but keeping the total molecular mass unchanged (recall the fac-
tor 2 in the right-hand side of (2))Z y
0
jðx; yÞdx ¼ 1;
Z y
0
xjðx; yÞdx ¼ y
2
: ð3Þ
We may incorporate a minimal size of infectious PrPsc aggregates
x0 P 0, whose value remains unknown. Experimentally, no mono-
mer of PrPsc has been isolated yet. In addition, small aggregates
have been shown not to be infectious [20] (even-though they
have to enter the actual modeling) and thus the assumption of
a critical size of nucleation x0 has been emphasized. However,
the continuous model holds under the assumption that the
monomer size can be neglected as opposed to possibly numerous
large polymers (such that x0 ’ 0). Therefore, we keep x0 P 0 in
the following but we sometimes neglect it ðx0 ¼ 0Þ in order to
simplify the presentation.
The system (2) keeps an important biochemical property: the
prion molecules are properly transferred from one conﬁguration
to another (inducing no loss of mass during fragmentation or poly-
merization). This enhances the following macroscopic laws involv-
ing the total quantity of polymers U(t) and the total mass of PrPsc














½bðxÞ  lðxÞuðx; tÞdx ðin the case x0 ¼ 0Þ;
d
dt





which asserts that the only possible creation or loss of PrP is due to
the dynamics of PrPc (net production + degradation) and the natural
sequestration of PrPsc.
2.1. General assumptions on the coefﬁcients
In its entire generality, model (2) is rather difﬁcult to attack
even though some qualitative behaviors can be described as in
Section 3. We aim to reduce the complexity of this system in or-
der to extract some relevant informations and concentrate on
the conversion rate s(x) for reasons mentioned earlier. At this
stage of knowledge of the biochemical process, the available
microscopic experimental data are insufﬁcient to investigate dif-
ferent fragmentation laws in details. Indeed, we are not able to
dissociate the three elementary processes (degradation/seques-
tration, splitting and polymerization) implicated in prion replica-
tion. We have made the choice of varying the conversion rate
s(x) as a ﬁrst step, whereas Silveira et al. [20] clearly indicate
that large polymers are more stable than small ones (this could
be assumed as a reduced degradation rate or a saturated frag-
mentation factor for large sizes).
We recall a simple but natural choice for the coefﬁcients, fol-
lowing [16]: the fragmentation rate is assumed to be proportional
to the fragment size and the degradation rate does not depend of
the size, that is,
bðxÞ ¼ b0x; lðxÞ  l0; ð6Þ
and the probability distribution of fragments of size x is chosen to
be uniform with respect to the length of the split polymers of
size y:
jðx; yÞ ¼ 0 if y 6 x0 or y 6 x
1=y if y > x0 and 0 < x < y:

ð7Þ
Last, but not least, the conversion rate s(x) may also be assumed to
be constant:
sðxÞ  s0: ð8Þ
In this situation, the stable distribution of aggregates, as well as the
possible asymptotic behaviors has been completely classiﬁed [9,16]
(see Section 2.4). We refer to this choice (6)–(8) as the constant coef-
ﬁcients case.
With respect to previous modeling studies [9,16], the main
purpose of our work is to take into account more general
assumptions for the coefﬁcients. We explain how steady states
can be obtained, and we partially analyze their stability proper-
ties. For the discussion, we focus on the case where only the
conversion rate s(x) differs from the ‘constant coefﬁcients case’.
We try to foresee consequences in terms of qualitative behavior:
Which stable size distributions can be reached? What speciﬁc
features do the dynamics exhibit? What are the possible biolog-
ical interpretations?
2.2. A related eigenvalue problem
When V is frozen, it is convenient to introduce the aggregation/
fragmentation operator





It has a dominant eigenvalue KðVÞ (the opposite of the growth rate,
also named negative ﬁtness referring to population dynamics), asso-
ciated to a non-negative eigenfunction. In other words there is a un-
ique solution UðV; xÞ to
LVUðV; :ÞðxÞ ¼ KðVÞUðV; xÞ;
UðV; x0Þ ¼ 0; UðV; xÞP 0;
R1
x0
UðV; xÞdx ¼ 1:
(
ð9Þ
Such solutions have been shown to exist, and the integrability con-
dition implies an exponential decay at inﬁnity, see [33,34,41].




uðx; tÞ þLVu ¼ 0:
It has been thoroughly studied using the generalized relative en-
tropy (GRE) method (see [33, and references therein]). In a short,
the distribution uðx; tÞ tends to align along the dominant eigen-
function UðV; xÞ up to an exponential rescaling by the negative
growth rate. It is proved that the time asymptotic regime is
uðx; tÞ  . expðKðVÞtÞ UðV; xÞ with . a factor depending on
the initial data. We refer to this regime as the ‘exponential
phase’.
We can derive a useful formula for the eigenvalue KðVÞ. The de-
cay conditions at inﬁnity ensure that the following integrations-
by-parts can be justiﬁed (we assume x0 ¼ 0 below). Integrating
(9) successively against 1 and x, givesZ 1
0









































2.3. Discussion of the possible equilibria and corresponding dynamics
As pointed out already by Greer et al. [16], there are in gen-
eral two steady states of the dynamics driven by (2). The ﬁrst




; u  0: ð11Þ
As stressed in the setting of (2), we consider in general initial data
which are close to this non-infected state. This results in an expo-
nential phase after some transitory regime, the ‘pre-exponential
phase’. Indeed the linearized system around ðV ; 0Þ writes as follows
(for x0 ¼ 0 and eV ðtÞ ¼ VðtÞ  V),
d
dt
eV ¼ ceV  V R10 sðxÞuðx; tÞdxþ higher order terms;
o
ot uðx; tÞ ¼ LVuþ h:o:t::
(
ð12Þ
Due to the particular triangular form of the linearized problem,
the principal eigenvalue KðVÞ drives the growth of the system.
It is thus a crucial quantity in order to get a qualitative picture
of the system: is the disease free state stable or unstable (see
Section 3)? What is the speed of the infection at early times
(see Section 4 and Fig. 3)? The early stages of infection are highly
relevant biologically, because the observable quantities seem to
be measured at the very beginning of the infection after inocula-
tion. Discussing the biological implications of the current model-
ing (Section 4), we shall always assume we remain in the pre-
exponential and exponential phases even though the full non-lin-
ear dynamics can be much more intricate.
As we are also interested in long-time dynamics resulting in a
balance between polymerization and fragmentation, we stress that







¼ kþ 2 R x00 x R1x bðyÞjðx; yÞu1ðyÞdydx;





with sufﬁcient decay conditions at inﬁnity. This non-trivial equilib-
rium ðu1X0Þ corresponds to the infection regime, and can be
understood as follows. The equilibrium distribution u1 arises as
an eigenfunction associated to the eigenvalue KðV1Þ ¼ 0 (9). In fact,
this characterizes both the level of PrPc ðV1Þ and the shape of the
polymer distribution UðV1; xÞ. The complete description of the
steady-state relies on knowing the total number of polymers. This
missing factor is determined thanks to the ﬁrst equation of (13).
Interestingly enough, the value V1 does not depend on the differen-
tial equation driving V(t). In particular it does not depend on
k and c.
Consider the case x0 ¼ 0 for simplicity. The infectious steady
state is given according to the rule:
KðV1Þ ¼ 0; u1ðxÞ ¼ .1UðV1; xÞ; ð14Þ
where .1 denotes the total number of polymers. Such a steady state
does not always exist [16]. In fact, according to the ﬁrst equation of









sðxÞUðV1; xÞdx > 0:
This points out a constraint for the non-trivial steady state ðV1;u1Þ
to exist, namely it is required that
cV1 < k; equivalently V1 < V
 
: ð15Þ
The stability of these steady states is one of the issues we address
later.
2.4. The case of constant coefﬁcients
For ‘constant coefﬁcients’ (6)–(8), the stability has been fully
analyzed in [16,17] and the situation is rather simple. As soon as
the non-trivial equilibrium ðV1;u1Þ exists, it is stable. Otherwise
the disease free equilibrium is stable. This argument relies on the
reduction of the inﬁnite dimensional system to a three-dimen-
sional ordinary differential system on ðU; P;VÞ due to remarkable
cancellations.
We have the opportunity to recall their results under the view-
point of the eigenvalueK() in (9). This eigenvalue can be explicitly
computed from (10) which yields,
KðVÞ ¼ l0  b0
Z 1
0

















Notice that it is a decreasing function of V (this property is in fact
crucial in the subsequent analysis).
We recover that the non-zero steady state corresponds to
V1 ¼ l20=ðs0b0Þ and, following the constraint (15), it exists if and







From [16], we know that it is globally asymptotically stable. On the
contrary, when it does not exist, the zero steady state is globally
asymptotically stable.
3. Stability
We have seen previously that there are two possible steady
states of the non-linear system (2), setting the alternative between
a disease free and an infected system and depending upon the
prion production and degradation rates k; c. For ‘constant coefﬁ-
cients’, Greer et al. [16] could study their stability using the possi-
ble reduction of the system to three coupled ordinary differential
equations driving the macroscopic quantities ðVðtÞ;UðtÞ; PðtÞÞ. Be-
lowwe investigate the same question for more general coefﬁcients.
Our main assumption is the monotonicity property of the eigen-
value (9) which has been discussed above. This assumption is ex-
pected to be satisﬁed fairly generally (seeFig. 1). We give in
Section 3.3 below a class of coefﬁcients for which we can indeed
compute the eigenvalue and show that it is indeed decreasing.
We set x0 ¼ 0 for the sake of simplicity throughout this section
and assume
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The eigenvalue KðÞ is a decreasing function of the ðfrozenÞ
PrPc level V: ð18Þ
The adjoint problem. It emerges from the Generalized Relative
Entropy method that the adjoint eigenvalue problem plays a cen-
tral role when computing evolution of linearized problems, e.g. it
deﬁnes the invariant measure of equation [33,35]. As such it enters
as a natural weight for various estimates. This problem reads as the
following adjoint equation for the adjoint eigenfunction uðV; xÞ,
VsðxÞ ooxuðV; xÞ þ ðlðxÞ þ bðxÞÞuðV; xÞ
2 R x0 bðxÞjðy; xÞuðV; yÞdy ¼ KðVÞuðV; xÞ
uðV; xÞP 0; R10 UðV; xÞuðV; xÞdx ¼ 1:
8><>: ð19Þ
The existence theory for such a problem has been addressed in [35]
and we do not consider the question of existence problem. We state
a series of useful (and reasonable) assumptions concerning this ad-
joint problem for computing purposes. Recall the notation V ¼ k=c
for the PrPc level at the disease free state (11). Recall also that the
PrPc level at the conditional infected steady state, denoted as V1,
is deﬁned by KðV1Þ ¼ 0 according to (14). We denote u ¼ uðV ; Þ












 6 K1 uðxÞ; and sðxÞ 6 K2 uðxÞ: ð20Þ
This assumption generally holds true because u grows linearly at
inﬁnity according to general abstract properties proved in
[33,35,41]. See Fig. 1 and Section 3.3 for explicit examples.
3.1. Stability of the zero state for V < V1
We ﬁrst tackle the stability of the disease free steady
state.
Theorem 1 (Local stability). Suppose that assumptions (18) and
(20) hold true. Assume that V < V1. Then, in equation (2), the zero
steady state ðV ;0Þ is locally non-linearly stable.
Fig. 1. Eigenvalue problem for the microscopic distribution. (Top) Principal eigenfunction UðV ; Þ solution of the problem (9) for respectively, a constant, a bell-shaped and a
sigmoidal conversion factor s(x). The arrow indicates the location of the sharp transition in the conversion factor s(x). (Middle) Corresponding adjoint eigenfunction uðV; Þ
solution of the problem (19). Notice that it is in any case an increasing function, as assumed in Section 3. (Bottom) Principal eigenvalue K() as a function of the PrPc (frozen)
level V. Observe that it is in any case a decreasing function, as assumed in Section 3. Coefﬁcients are lðxÞ  5 102, bðxÞ ¼ 3 102x, and respectively,
sðxÞ  1 102; sðxÞ ¼ 1 102 þ 1 101eðx10Þ2=4 and sðxÞ ¼ 1 103 þ 5 102ex10=ð1þ ex10Þ. For the top and middle ﬁgures we set V ¼ V ¼ 600. Values are quoted
from [12].
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We recall that in the case at hand ðV < V1Þ, there does not exist
a non-zero steady state because (15) cannot be fulﬁlled with
.1 > 0.
Proof. According to Assumption (18), the condition V < V1
ensures that KðVÞ > 0. We consider a perturbation of the ground
state VðtÞ ¼ V þ eV ðtÞ and uðx; tÞ ¼ 0þ euðx; tÞ (note that eu is non-
negative following the well-posedness theory in [36,37], whereas
we have no information concerning the sign of eV a priori).




eV ðtÞ ¼ eV ðtÞ cþ R10 sðxÞ~uðx; tÞdx  V R10 sðxÞ~uðx; tÞdx;
o
ot
~uðx; tÞ ¼ V oox ðsðxÞ~uðx; tÞÞ  eV ðtÞ oox ðsðxÞ~uðx; tÞÞ
ðlðxÞ þ bðxÞÞ~uðx; tÞ þ 2 R1x bðyÞjðx; yÞ~uðy; tÞdy:
8><>>:
ð21Þ
Following the duality method in [42], we test the equation on ~u in





~uðx; tÞ uðxÞdx ¼ KðVÞ
Z 1
0









On the other hand, multiplying the ﬁrst differential equation in (21)
by the sign of eV , we get:
d
dt








We obtain, choosing a large enough such that











































~uðx; tÞuðxÞdxþ jeV ðtÞj is initially small enough, then the right-





~uðx; tÞ uðxÞdxþ jeV ðtÞj  6 Cee minðd;cÞeð Þt 8e > 0: 
We can also state the following variant of Theorem 1 under stronger
assumptions.
Theorem 2 (Global stability). Additionally to the hypotheses of
Theorem 1, assume that sðxÞP kuðxÞ for some constant k > 0 and
that V=KðVÞ is small enough compared to k=ðK1K2Þ. Then, in equation
(2), the zero steady state ðV ;0Þ is globally non-linearly stable. In other
words all solutions get extinct.
As opposed to those of Theorem 1, the assumptions of Theorem
2 are difﬁcult to check directly because the coefﬁcients are intri-
cate here. They mean that we are close to the case
lðxÞ  l0; bðxÞ  b1 and sðxÞ  s0 because u is constant in this
case and therefore we can choose K1 ¼ 0 in Assumption (20) (see
Section 3.3).
Proof. With these additional assumptions, we may keep one










~uðx;tÞ uðxÞdxþaK1jeV ðtÞðtÞjZ 1
0
~uðx;tÞuðxÞdx























~uðx;tÞ uðxÞdxþjeV ðtÞj :
This last inequality will hold if we can ﬁnd a > K2V=KðVÞ such that
aK1 < k, which is precisely our smallness assumption. Then we
have exponential decay of the solution. h
3.2. Persistence for V > V1
The same kind of method allows us to study the opposite case
when another steady state exists. In this case we prove that the
solution cannot go extinct using an argument initiated in [42].
We have the following theorem.
Theorem 3 (Instability, persistence). Suppose again that assump-
tions (18) and (20) hold true. Assume that V1 < V. Then the zero
steady state ðV ;0Þ is unstable in the sense that solutions cannot stay
near ðV ;0Þ for long times.
Assume in addition that K1V < KðVÞ þ c and that the initial
perturbation satisﬁes Vð0Þ 6 V , then the solution persists: namely
V stays away V and
R1
0 uðt; xÞdx stays away from 0 uniformly in
time.
Proof. We use the notations vðtÞ ¼ V  VðtÞ and wðtÞ ¼R1
0 uðx; tÞuðxÞdx and the assumption V1 < V leads to KðVÞ < 0.
To prove the ﬁrst statement, we introduce e0 such that
2K1K2e0V
cþ K2e0 6 jKðVÞj: ð22Þ
We shall prove that the subset





is not stabilized across the trajectories of (2) for any e < e0. Follow-
ing the proof of Theorem 1, we have on the one hand
d
dt







sðxÞuðx; tÞdx 6 K2wðtÞ:
ð23Þ
Consequently, for trajectories that remain in the set Se on the time
interval ½t0; t, we obtain the following estimate
0 6 d
dt
vðtÞ þ cvðtÞ 6 K2evðtÞ þ K2eV ;
and thus
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vðt0Þecðtt0Þ 6 vðtÞ 6 vðt0ÞeðcþK2eÞðtt0Þ þ K2eVcþ K2e ; jvðtÞj <
2K2eV
cþ K2e :
On the other hand, we can again combine the equation(19) deﬁning










P K1jvðtÞjwðtÞ þ jKðVÞjwðtÞ
P 2K1K2eV










Consequently, for e < e0, the exponential growth induced by the dif-
ferential inequality shows there is no way to ensure the conditionR1
0 uðx; tÞuðxÞdx < e for long time intervals. This proves the ﬁrst
statement.
In order to prove persistence of the solution, ﬁrst examine (23):
from the additional condition Vð0Þ 6 V we obtain that vðtÞ > 0 for
all positive times. We can rewrite (23) and (24) as
d
dt vðtÞ 6 cvðtÞ þ K2VwðtÞ;
d
dt wðtÞP ½K1vðtÞ þ jKðVÞjwðtÞ:
(
Introduce the notation d ¼ KðVÞ þ c K1V > 0. We compute the



















from which we deduce the uniform bound from below:
wðtÞ=vðtÞPminðwð0Þ=vð0Þ; d=ðK2VÞÞ. Notice that wðtÞ lies asymp-
totically above d=V . Consequently we have,
d
dt









Therefore, the initial perturbation persists away from the disease-
free stationary state. h
3.3. A class of examples
In order to clarify the assumptions and properties stated before,
we give a class of coefﬁcients in equation (2) where the different
eigenelements can be explicitly computed. In each case we will see
that KðVÞ is indeed a decreasing function of V (Assumption (18),
and that Assumption (20) reduces to the fact that s(x) is bounded.
We ﬁrst report from [33,41] the case where
sðxÞ  s0;lðxÞ  l0 and bðxÞ  b1 are constants. We obtain the
solution to the adjoint problem (19),
KðVÞ ¼ b1; uðV; xÞ  1:
The eigenlements are usually difﬁcult to evaluate in the direct prob-
lem (9) but can be easily computed in the adjoint equation (19). In-
deed, searching for an afﬁne solution uðV; xÞ ¼ 1þ x=L, we ﬁnd,
using the structure properties of jðx; yÞ (3),
VsðxÞ
L
þ lðxÞ 1þ x
L
 




Hence another class where one can compute KðVÞ corresponds to
bðxÞ ¼ b0x, and sðxÞ  s0, lðxÞ  l0 are constant (the ‘constant coef-
ﬁcients case’). We get ﬁrst
b0L2 þ s0V ¼ 0:
Therefore, we obtain LðVÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃs0V=b0p and KðVÞ ¼ l0  b0LðVÞ, as in
Section 2. Observe that KðVÞ is a decreasing function of V as as-
serted in Assumption (18).
We leave to the reader to check that KðVÞ is also decreasing for
the more general situation where bðxÞ ¼ b1 þ b0x; sðxÞ ¼
s0 þ s1x and lðxÞ  l0 is constant. Indeed we deduce from (25)
the following two relations:
KðVÞ  l0 þ
Vs0
L





þ b0 ¼ 0:
And thus Z ¼ KðVÞ  l0 solves
ðZ þ b1ÞðZ þ Vs1Þ ¼ Vs0b0; Z þ b1; Z þ Vs1 < 0;
the last constraint being due to the condition L > 0.
More generally, observe from (10) that the following conditions
are fulﬁlled:
Kð0Þ ¼ l0; KðVÞ 6 l0:
Notice that the problem for V ¼ 0 is degenerate and that the eigen-
function is singular at x ¼ 0 [32].
On the other hand, we deduce for the same reason that, if
minsðxÞ=x > 0, then we have
Kð1Þ ¼ 1:
Consequently there exists at least one non-zero steady state.
4. Non-constant conversion rate and PrPsc aggregate size-
distribution
The microscopic parameters of the model are quite difﬁcult to
assess experimentally, whereas the macroscopic outputs of our
model (i.e. namely the kinetics of PrPsc accumulation or the
PrPsc aggregate repartition according to their size) can be ob-
tained more easily. We aim to gain some insight into reasonable
scenarios for the converting activity through a macroscopic pro-
cedure. In particular we aim to understand how the conversion
factor s(x) may depend upon the aggregate size. This question
is fully motivated by recent studies which clearly account for
such an inﬂuence of the polymer length [20,27]. Since the actual
size distribution of the conversion factor s(x) is still unknown,
several size dependences have been tested and are depicted in
Fig. 2.
4.1. Total PrPsc accumulation
First, we can observe in Fig. 2 that for a given initial PrPsc aggre-
gate size, kinetic PrPsc accumulation proﬁles (i.e. P(t)) are similar,
and thus, cannot be used to distinguish between a constant, a bell-
shaped or a sigmoidal conversion factor s(x) (all the other coefﬁ-
cients remaining equal).
We have also load the evolution problem (2) with a very pecu-
liar initial condition being localized at a given length y0, with a nor-
malized quantity of PrPsc. The total amount of PrPsc obtained in a
ﬁxed time is depicted in Fig. 3. This procedure mimics the experi-
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mental protocol used in [20] to study the size distribution of con-
verting activity.
In case of a conversion factor sðxÞ  s0 independent of the
aggregate size, the guess is simple: the more numerous are the
polymers (that is the smaller is the common length y0), the more
efﬁcient is the infection at the early stage (in the pre-exponential
phase). When increasing y0 (the total mass of PrPsc being ﬁxed),
it takes some time to fragment large aggregates into smaller ones,
and the dynamics are delayed before the eventual alignment along
the principal eigenfunction (in the exponential phase). This can be
viewed in Fig. 3 (left).
However, in case of a sigmoidal conversion factor, the quali-
tative behavior is dramatically different. When increasing the
initial aggregates’ size, the infection goes through a maximal
efﬁciency for an intermediate length (Fig. 3). This is due to the
inhomogeneous converting activity: it balances the disadvantage
of having less but larger polymers (the total mass of PrPsc being
ﬁxed). In case of a bell shaped conversion factor, one can also
observe such a qualitative behavior, to a less extent (data not
shown). These data strongly resemble to those obtained experi-
mentally in [20], and conﬁrm that a constant extension rate
seems unlikely to occur.
4.2. PrPsc size-distribution
Directnumerical simulationsshowthat thePrPsc size-distribution
ismainly affected by a non-constant conversion rate s(x) (at the equi-
librium as in the exponential growth, see Fig. 2), a fact that cannot be
observedontheaccumulationproﬁles.Therefore,weanalyzehowit is
possible to extract information from the size distribution.
4.2.1. A differential formulation
Recall from Section 2 that the infected steady state ðV1; u1Þ is
realized as the principal eigenfunction corresponding to the unique
root of K(). In this paragraph we present an alternative (simpler)
formulation of the stationary problem (13), based on a second or-
der differential equation. Note that we strongly use the peculiar
choice for the fragmentation kernel jðx; yÞ (7).
Differentiating the equation for the microscopic distribution
(13) we obtain,
Fig. 2. Prion replication for various size-dependent conversion rate s(x). Three different shapes are depicted here: (A) a constant conversion rate s ¼ 0:01, (B) a bell-shaped
conversion rate s ¼ 0:01þ expð0:5 x 10Þ2 and (C) a sigmoidal conversion rate s ¼ 0:0001þ 0:02 ð1þ 1=ð10 2Þ  ð2 expðx=2Þ  10 expðx=10ÞÞÞ, where x
stands for aggregate size. The other parameters are kept constant and have been quoted from Rubenstein et al. [12]: k ¼ 2400 per day, c ¼ 4 per day, l ¼ 0:047 per day, and
b ¼ 0:03 x per day. (A1, B1, C1) Size distribution of s (abscissa = PrPsc aggregates size; ordinate = rate s). (A2, B2, C2) Time evolution of total PrPsc amount (abscissa = time
(in days); ordinate = PrPsc (per day)). The arrow represents time t=25 days, the end of the exponential phase of growth of PrPsc. (A3, B3, C3) PrPsc aggregates size distribution
at equilibrium (abscissa = PrPsc aggregates size; ordinate = PrPsc aggregates number). (A4, B4, C4) PrPsc aggregates size distribution at t = 25 days (abscissa = PrPsc
aggregates size; ordinate = PrPsc aggregates number).

























This differential equation is complemented by the boundary
conditions,













The ﬁrst order initial condition can be replaced by sufﬁcient decay
conditions at inﬁnity (for instance, one moment is required for the
distribution u1ðxÞ, at least). The problems (26) and (27) are linear
with respect to u1: the missing factor .1 (namely the total number
of polymers) is determined using the ﬁrst equation of (13), as in
Section 2.
The advantages of the differential reformulation (26) are two-
folds. Firstly it provides a more efﬁcient numerical scheme to com-
pute the stationary distribution u1 because it avoids convolutions.
Secondly, it dramatically simpliﬁes the inverse problem (comput-
ing the conversion factor s(x) from the knowledge of the distribu-
tion u1). According to (13), one should evaluate the eigenvalue
function K(), and ﬁnd the root V1 (for example using a robust
dichotomy method, based on the decreasing property of K()).
Alternatively, one can perform a shooting method to solve (26),
matching the required decay at inﬁnity for instance. On the other
hand, the inverse problem which consists in ﬁnding s(x) from the
stationary distribution u1ðxÞ (given the other coefﬁcients
V1;lðxÞ and bðxÞ) can be solved explicitly, integrating twice (26).
However, one shall take care of the decay conditions at inﬁnity
when integrating by parts.
In some particular situations, simple mathematical consider-
ations based on the reformulation (26) allow us to deduce some
qualitative information relating the microscopic distribution and
the conversion factor s(x). In this paragraph we assume
lðxÞ  l0 and bðxÞ ¼ b0x for the sake of clarity.
The second order formulation (26) is reminiscent of the stan-
dard one-dimensional Fokker–Planck equation. In fact, if we drop













where v denotes the unknown (instead of u1 to avoid confusions).
This accounts for an inhomogeneous diffusion with an effective
conﬁnement potential given by wðxÞ ¼ V1sðxÞ þ l0xþ 12b0x2 and
its solution is vðxÞ ¼ v0e/ðxÞ with /0ðxÞ ¼ w0ðxÞ=ðV1sðxÞÞ. In the
case of a sharp bell function s(x) one can clearly see the splitting ef-
fect of the ‘potential’ s(x) in comparison to the ‘constant coefﬁcients
Fig. 3. In silico experiments to capture the features of the conversion factor. (Top) We report the quantity of PrPsc for a reference time t in the exponential phase (‘level of
infection’), as a function of the initial aggregate size (in the numerical experiments, all polymers have the same length initially, for a normalized total mass of PrPsc). (Left) In
case of a constant conversion rate sðxÞ  1 102, this illustrates the delay in the infection dynamics that occurs when increasing initial size. (Right) In case of a sigmoidal
conversion rate sðxÞ ¼ 1 103 þ 5 102ex10=ð1þ ex10Þ, the dynamics reach a maximal efﬁciency for intermediate sizes. (Bottom) Time evolution of the total mass of PrPsc
(log scale) for three different sizes of initial aggregates corresponding to the two preceding scenarios: y0 ¼ 1 (full line), y0 ¼ 8 (dashed line), y0 ¼ 16 (dash-dotted line). One
clearly distinguishes the different phases: pre-exponential phase (dynamics of the linearized system (12)), exponential phase (microscopic distribution aligned along the
principal eigenfunction). . .The fragmentation rate is bðxÞ  3 102x and the degradation rate is lðxÞ  0 to avoid the artifact of large aggregates being rapidly degraded (in
fact this is a minor effect: one can choose lðxÞ  5 102, data not shown).
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case’ which reduces to a gaussian distribution: the natural expecta-
tion is thus a bimodal distribution.
We can go further and ﬁnd necessary conditions on s leading to
a bimodal microscopic distribution u1, i.e. the distribution has two
peaks, as in Fig. 1 (top)). We evaluate the derivatives in the micro-



















A bimodal size distribution u1 possesses a critical point x where it
is convex. Evaluating above expression at x leads to
V1sxxðxÞu1ðxÞ < 3b0u1ðxÞ. A necessary condition on s(x) for







It is rather intricate because V1 itself depends on s(x). But it gives a
ﬁrst insight of the desirable conditions, meaning that s(x) should
have a peak which is concave enough.
4.3. Size distribution and strain adaptation
The analysis performed above is mainly interested in long-time
dynamics resulting in an equilibrium. However, during the time
course of incubation period and clinical stage of prion diseases,
PrPsc accumulation in brain seems to follow an exponential dy-
namic until the death. Consequently, we focus here on the dynamic
of PrPsc size distribution in the early stages of the polymerization
process named ‘exponential phase’. As mentioned in Section 2, for
a given level of V, we expect that the PrPsc size distribution tends
to align along the eigenfunction UðV; xÞ (the ‘exponential phase’).
But when the initial distribution of polymers is not proportional
to this eigenfunction, it induces some delay for this distribution
to reach the appropriate shape, which slows down the process of
prion accumulation (the ‘pre-exponential phase’).
Fig. 4. Prion strain adaptation. A strain is passaged from one specie, to another one. It is supposed here that changing the host leads to different conversion and fragmentation
rates, the other model parameters being equal. The effect is to signiﬁcantly change the size distributions. (Top, left) Size distribution of the conversion rate. (Top, right)
Corresponding preferential size distribution, i.e. the eigenfunction UðV1; xÞ. (Bottom, left) Five initial PrPsc size-distributions have been tested in the new host. IC1
corresponds to the eigenfunction of the initial host. Each other initial condition (IC) corresponds to the ﬁnal distribution obtained for the previous IC, normalized to obtain the
same initial PrPsc total amount. In each case, V is initially equal to k=c, corresponding to the PrPc level without infection (abscissa = PrPsc aggregates size; ordinate = PrPsc
aggregates number). (Bottom, right) Corresponding PrPsc accumulation kinetics (abscissa = time; ordinate = PrPsc total amount). Parameters used for the numerical
simulation – Host 1: s ¼ 0:00001þ :0005 expðxðx 3ÞÞ=ð1þ expðx 3ÞÞ per day; b ¼ 0:03x per day – Host 2: s ¼ 0:00001þ :0005 expðxðx 10ÞÞ=ð1þ expðx 10ÞÞ per
day; b ¼ 0:003x per day – Hosts 1 and 2: k ¼ 2400 per day, c ¼ 4 per day, l ¼ 0 per day.
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This property is clearly observed on numerical simulations and
mimics the strain adaptation mechanism, where primary inocula-
tion is associated with more prolonged incubation period than sub-
sequent passages in the same type of hosts [43]. This phenomenon
is illustrated in Fig. 4. Indeed, the eigenfunction depends upon the
various parameters of the model. In particular, it depends upon the
relation between the host and the prion strain as the conversion
rate s and the fragmentation rate b. When a strain is inoculated
to a new host, these parameters are changed and this leads to a
new eigenfunction in the equation. We can observe on the numer-
ical simulation that the closer is the initial host distribution to the
new one, the faster the accumulation is.
5. Conclusion and perspectives
Our motivation for this work is to better understand the mech-
anism of prion replication by nucleated polymerization. Experi-
ments argue are in favor of size-dependent properties of PrPsc
aggregates (from small oligomer to large polymers), such as the
identiﬁcation of distinct morphologies [20,22] or the analysis
infectivity. We therefore generalized existing mathematical model
of prion replication to take into account aggregate size-dependent
parameters, thus extending previous studies [9,16,17]. We made
the choice of varying the extension rate s for several reasons. First,
in vitro conversion abilities, which is the most direct measure of s,
is heterogeneous with regards to prion aggregates size [27,20]. Fur-
thermore, the hypothesis of a constant extension rate rests on the
ﬁbrillar aspect of PrPsc aggregates (i.e. polymerization occurs only
at two ends of the polymer) [9,16,17]. However, PrPsc-containing
ﬁbrils are supposed to be preparation artifacts [28,29]. The other
parameters are also expected to be size dependent, however, the
model is rather difﬁcult to attack. For further modiﬁcations con-
cerning model (2), we suggest to take into account saturation in
the fragmentation rate for large ﬁbrils, as noticed in [20].
First, we have analyzed the stability of the steady states in a
general framework. The difﬁculty arising here is that we cannot re-
duce the study to a set of Ordinary Differential Equations, as it is
the case in [16,18]. Under general assumptions on the coefﬁcients,
the asymptotic stability of the healthy state (i.e. no prion aggre-
gates) is established when the PrPc is low. We also prove that this
healthy state is unstable when the PrPc production rate is high en-
ough. This is in accordance with the asymptotic stability of the
non-zero steady state for ‘constant coefﬁcients’ proved in [16],
even though a perfect dichotomy between the two results is left
open in the general case. Biologically, these results can be inter-
preted as the propensity of PrPsc aggregates to give rise to prion
disease depends on the amount of PrPc. This effect is known for
prion diseases, where PrPc is necessary for infection [44]. However,
in the more general context of understanding why some amyloids
are infectious and others are not, it therefore could be useful to
investigate the amount of amyloidogenic precursors.
Furthermore, we have investigated numerically in what sense a
non-constant conversion rate may inﬂuence the mechanism of
prion replication. Whereas changing the extension rate shape leads
to similar PrPsc accumulation kinetics, the resulting equilibrium
size-distributions are qualitatively very different. It is worth notic-
ing that experimental distribution of PrP may not correspond to a
steady state of the system since the biological process is dramati-
cally stopped with the animal death. Therefore, the considerations
about the stationary distribution might be not biologically rele-
vant. Nevertheless, we also observe different distribution generi-
cally along the temporal dynamics.
Based on this dynamics, we have expressed a possible explana-
tion of the prion strain adaptation mechanism. Prion adaptation
occurs during subsequent serial passages in the new host and leads
to a reduction (until stabilization) of the incubation period. Nowa-
days, a large body of the literature suggests that differences be-
tween prion strains lie in the diversity of structures of PrPsc
aggregates [6,7,43,45–50]. However, the biophysical basis of strain
adaptation is not well understood. Here, we just suppose that rep-
licative parameters are different from one host to another one (due
to different cofactors or different matches between donor PrPc and
PrPsc conformation for instance). We show that progressive
changes of the macroscopic PrPsc size distribution only can ac-
count for the adaptation. One limit to our approach is that prion
strains are not only characterized by a precise incubation time
but also by a speciﬁc cellular tropism. It would be of interest to
introduce some mathematical formalism taking into account cell
heterogeneity in the brain and the resulting local PrPsc
distributions.
Taken together, our results emphasizes the potential impor-
tance of the size distribution of PrPsc aggregates, which could be
very informative on prion replication mechanism. Therefore, we
have shown that, in particular cases, qualitative shape of size-dis-
tribution permits deducing some information about the most con-
verting PrPsc aggregates. These results remain purely theoretical.
However, the achievement of experimental size distribution of
PrPsc aggregates could allow us to approximate faithfully the in-
verse problem in order to obtain the size dependence of the con-
version rate from the PrPsc repartition. It would therefore be
possible to deduce replicative parameters, with no supplementary
experiments (such as bioassays to assess incubation time for each
aggregate size). Notably, we therefore would be able to determine
the most infectious compartments. This knowledge is a critical step
for therapeutic perspectives (where PrPsc aggregates have to be
stabilized in other compartment) as for diagnostic tools, such pro-
tein misfolding ampliﬁcation (PMCA) [4]. PMCA goal is to quickly
synthesize in vitro large amounts of PrPsc starting with minute
amounts of prions. The yield of this technique is very sensitive to
experimental procedures. Then size distribution of infectivity
could help to optimize PMCA protocols, notably by adapting incu-
bation and sonication steps to fall into the most converting size
compartment of PrPsc aggregates.
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Models for the polymerization process involved in prion self-replication are well established
and studied ([10, 13, 26]) in the case where the dynamics coefficients do not depend on
the size of polymers. However, several experimental studies indicate that the structure and
size of the prion aggregates are determinant for their pathological effect. This motivated the
analysis in [4] where the authors take into account size dependent replicative properties of
prion aggregates.
We first improve a result concerning the dynamics of prion aggregates when a pathological
state exists (high production of the normal protein). Then we study the strain phenomena
and more specifically we wonder what specific replicative properties are determinant in strain
propagation. We propose to interpret it also as a dynamical property of size repartitions.
Keywords: Prion kinetics, polymerization process, size repartition, duality method, strain
phenomena.
AMS Subject Classification: 35B35, 45K05, 92C45
1. Introduction
The prion protein is known to be at the origin of fatal neurodegenerative diseases as
Creutzfeldt-Jakob disease (CJD) in human and Bovine Spongiform Encephalopa-
thy in cattle. Even though the detailed mechanism remains mostly unclear, a largely
accepted hypothesis suggests the infectious agent is the misfolded form (called
PrPsc) of the normal prion protein (PrPc). According to this protein-only hypoth-
esis, abnormal PrPsc can convert PrPc by a still unknown autocatalytic process
[25]. Very intringuing in this context is that prion infectious agent can exist un-
der different strains. Prion strains have been initially distinguished by incubation
periods and lesion profiles in congenic mice [3, 12]. Nowadays, a large body of lit-
erature suggests that differences between prion strains lie in the diversity of PrPsc
structure, that can be stably and faithfully propagated (see [6, 21] for reviews).
However, it remains poorly understood how these changes in the PrPsc conforma-
tion can account for their physiopathological effects [17]. Moreover, transmission
of prion diseases between different mammalian species is almost systematically less
∗Corresponding author. Email: Benoit.Perthame@upmc.fr; 1These authors contributed equally to this
work; 2These authors contributed equally to supervise this work.
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efficient than within a single species [6]. This obstruction has been termed Species
Barriers. Early studies argue that barrier resides in PrP primary structure differ-
ence between donor and recipient species [24]. However, this issue has been called
into question notably by BSE strain capability. Indeed, different strains propagated
in the same host may have completely different barriers to another species. Conse-
quently, transmission barrier appears to depend on prion strain specificities [3, 7].
A critical challenge of prion biology consists in understanding how a diversity of
strains may exist in the same host (expressing the same PrP molecule) and what
structural basis of prion strains determines the strength of the species barrier.
As for many protein misfolding disorders (Alzheimer’s disease, Parkinson’s dis-
ease and many other), misfolded PrPsc has the ability to polymerize and form long
aggregates called fibrils. Fibrils can be observed while the transconformation pro-
cess arises at time and size scales mostly unaccessible to experiments. This is why
mathematical models are useful to forecast consequences of modeling assumptions
at that scale. Based on fibrilar aggregation, the model which seems by now broadly
accepted is the one of nucleated polymerization. In this approach, PrPsc is consid-
ered to be a polymeric form of PrPc. Polymers can lengthen by addition of PrPc
monomers, and they can replicate by splitting into smaller fragments [10, 13, 26].
It is worth noting that this model leads to an unimodal size distribution of PrP ag-
gregates, which seems to be quite insensitive to small variations of parameters [27].
Greer et al. [14] recently improved the model and include a mean saturation effect
by the whole population of polymers onto the lenghtening process (called general
incidence), and polymer joining (through a Smoluchowski coagulation equation).
In all these models, each aggregate has the same behaviour, regardless to its size.
However, recent experimental analysis of relation between infectivity and size dis-
tribution of PrPsc aggregates (for PrPsc purified from infected brain [28] or for
PrPsc produced by PMCA [31, 32]) contradicts this uniform behaviour of PrPsc
aggregates. In addition, some complexity in the PrPsc aggregate size distribution
is more likely to occur within the real process [28]. This leads to consider a model
which can reproduce such a behaviour, and the simplest modeling assumption con-
sists in introducing extension rates that depend on the fibril size [4].
This motivates to use the following model for prion polymerization where V (t)
denotes the quantity of PrPc (normal protein), x ∈ (0,+∞) denotes the size of
























β(y)κ(x, y)u(y, t) dy ,
u(0, t) = 0 ,
(1)
together with appropriate initial conditions (u0, V 0). This is a well established
family of models used for describing aggregation, fragmentation in polymers as
well as natural production of monomers V (t) (possibly already small aggregates of
PrPsc molecules) [10, 13, 14, 16, 26, 29]. Compared to earlier completely discrete
models, it has the advantage of taking into account two scales; (i) a small scale (of
the order of several PrPsc molecules) for continuous aggregation represented by
the x-derivative and (ii) a large scale for the total length of the fibrils represented
by the integral term. It can be derived through an asymptotic analysis departing
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Figure 1. Kinetic model of the prion aggregate growth model based on Figure 2 of Masel et al [39] .
from the single PrPsc scale with a discrete model. See [8, 11, 15].
Well-posedness, in the class of weak solutions, has been studied in great gener-
ality by [16, 29]. Strong solutions to (1) are built by [10] in the case of ’constant
coefficients’, i.e., where τ , µ are constant, β(x) = β0x and κ(x, y) = 1y (0≤x≤y).
The transport term accounts for the growth in size of polymers: their size grows
with the rate V (t)τ(x), proportional to the available PrPc molecules V (t), with an
aggregation ability depending on the size of the polymer (a conceivable hypothesis
being that their size confers them a peculiar geometry affecting the autocatalytic
process). The fragmentation rate, for a polymer of size y, is β(y) > 0. The reparti-
tion of the two fragments of (smaller) sizes x and y − x is given by κ(x, y) ≥ 0. It
should thus satisfy the two usual laws [22] expressing that the number of fragments
increases but with constant total molecular mass (recall the factor 2 in the right
hand side of (1)): ∫ y
0

























= λ− γV (t)−
∫ ∞
0
xµ(x)u(x, t) dx .
(3)
In this study, we aim to continue the work initiated in [4]. Amongst other things,
a convincing mathematical model has to reproduce the unusual kinetics of PrPsc
accumulation and to be compatible with the strain phenomenon.
In section 2, we address the first question. PrPsc accumulation in brain follows
an exponential growth until the death, whereas it invariably reaches a plateau
concentration in tissues outside the central nervous system [34, 35]. Thus, the
mathematical system must have at least two steady state (one corresponding to
the healthy state, and one corresponding to the infection). The question of the
existence and the stability of these steady states has been extensively studied in
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Figure 2. (Left) Experimental analysis of PrPsc aggregates (data have been kindly provided by J. R.
Silveira. For details, see [28]). Size-distribution of PrPsc aggregates in a whole infected hamster brain
(solid line) and relative specific infectivity of each fraction containing PrPsc aggregates with respect to
their size (dotted line). The former corresponds to the quantity xu(x, t), and the latter represents a bell-
shaped converting rate τ(x). These are however undirect measurements after purification and sonication
(i.e. fragmentation induced by ultrasound) . (Center) Size distribution obtained by solving numerically (6)
for a suitable bell-shaped converting rate τ(x) (dotted line), the non-zero steady state solution presents a
bimodal shape (solid line). (Right) Size distribution corresponding to ’constant coefficients’ in model (1).
Figure 3. Eigenvalue problem for the microscopic distribution. (left) Several eigenfunctions are
plotted, for V respectively above (full line), below (dotted line), and close to (dashed line) the equilibrium
value V∞. This is the ’constant coefficient’ configuration except for the bell-like converting rate τ(x).
Coefficients’ values are given in Section 3. (right) Numerical computation of the eigenvalue function Λ(V )




the case of ’constant coefficients’ in [10, 13, 14, 26]. Here, as in [4, 8, 9], we are
interested in non-constant rates. In such case, the attractivity of the healthy steady
state is proved in [4] when λ is small and the infectious steady state does not
exist. When the infectious steady state exists, it is not known if it is attractive
or if other dynamics such as periodic solutions can exist. Although oscillations
are not expected to occur according to experiments, and have not been observed
in numerical simulations so far, we are not able to exclude them at the moment.
Our first purpose is to give an improved estimate showing that (u ≡ 0, V = V ) is
repulsive in the infectious case.
The second question concerning strain mechanism is addressed in section 3. Our
purpose is to indicate a route to study possible relations between PrPsc aggregate
size distributions as obtained from the model (1) with ’non-constant coefficients’
(especially non-constant elongation rate τ) and the strain phenomena described
previously. It is based on the dynamical capability of this nonlinear system to
generate size repartitions with high complexity and specific properties, notably the
bimodal repartition depicted in Figure 2.
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2. Mathematical results
2.1. Description of the associated eigenproblem
The eigenproblem associated with the aggregation-fragmentation equation in (1)
is useful for the mathematical analysis. For a given V > 0, we denote by Λ(V) the
first eigenvalue and by (U(V;x), ϕ(V;x)) resp. the eigenfunction and the adjoint





τ(x)U(V;x))+ (µ(x) + β(x))U(V;x)− 2∫ ∞
x
β(y)κ(x, y)U(V; y) dy
= Λ(V)U(V;x) ,
U(V; 0) = 0 , U(V;x) ≥ 0 ,
∫ ∞
0




ϕ(V;x) + (µ(x) + β(x))ϕ(V;x)− 2
∫ x
0
β(x)κ(y, x)ϕ(V; y) dy
= Λ(V)ϕ(V;x) ,
ϕ(V;x) ≥ 0 ,
∫ ∞
0
U(V;x)ϕ(V;x) dx = 1 .
(5)
We remind the reader that the former (4) defines the (opposite of) malthusian
factor Λ(V), and expresses the fact that whenever the level of PrPc V is fixed the
population of aggregates grows with the exponential rate exp(−Λ(V)t) and with
the asymptotic size-distribution U(V;x) (see below for further discussion related to
the stationary states). The latter (5) has less clear biological interpretation however.
It can be viewed as the natural measure that yields an effective mass conservation
for the corresponding aggregation-fragmentation Markov process [22].
Although the solutions of (4)-(5) come formally from the Krein-Rutman the-
orem, the lack of compactness in the problem requires some specific proof (and
technical assumptions on the coefficients). In particular we shall pay much at-
tention to the competition between the growth term ∂x(τ(x)U(x)) which pushes
the distribution away from small sizes and the fragmentation term β(x)U(x) −
2
∫∞
x β(y)κ(x, y)U(y) dy which drives the distribution back to small sizes. We refer
the interested reader to [9] for existence and assume throughout this paper that
the coefficients satisfy the following main conditions:∫ x
0













= +∞ , β(x)
τ(x)
∈ L∞([0, A)) ,
associated with a couple of technical assumptions.
Several analytical examples are presented in [4] where it appears naturally that
Λ(V) should be decreasing. Even though no general proof is available as today, it
holds true by continuity when the coefficients do not differ too much from these
examples. Also numerics indicate that this property might be true for a large class
of transconformation rates τ(x), including bell-shaped rates, as one can see in
Figure 3.
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Following [4], the steady states to (1) can now be reformulated in terms of the
eigenelements. The so-called ’healthy steady state’ corresponds to (u ≡ 0, v =
V := λ/γ). More interesting, the ’infectious’ steady state (u∞, V∞) can exist and
corresponds, in (4)–(5), to the relations





Accordingly to the above interpretation, it corresponds to a level of PrPc yielding a
zero malthusian growth for the aggregates, which is an obvious necessary condition
for having a stationary state. Furthermore the profile of the size-distribution at
equilibrium is given by the eigenfunction U(V∞;x).
Such a steady state only exists if the prion production λ is high enough so as to
choose %∞ which satisfies the third condition, namely




The question of the stability of these steady states has been extensively
studied in the case of ’constant coefficients’, i.e., where τ , µ are constant
β(x) = β0x and κ(x, y) = 1y (0≤x≤y) in [10, 13, 14, 26]. Then the system can







. It turns out that the condition (7) is sharp
and when λ is small only the healthy steady state exists and is stable. If λ is large
enough so that the other steady state exists, it is globally attractive. Here, we are
interested in non-constant rates.
2.2. Analysis of stability
Several stability results are proved in [4]. When λ is small the only steady state to
(1) is (0, V ), the healthy state, that is proved that it is globally attractive; for any
initial data we have u(t) → 0 as t → 0 in L1. In the case when there is another
steady state (u∞, V∞), the infectious state, it is proved that trajectories cannot
come close to the healthy state (persistency). But it is not known if it is attractive
or if other dynamics as periodic solutions can exist.
We complete the result in [4] by removing a size condition on some parame-
ters of the system (see below), and replacing it with an assumption on the global
boundedness of the number and mean size of aggregates. The main advantages are
twofold: this new criterion has a very clear biological interpretation, and moreover
it can be obtained through independent estimates as in Theorem 2.1.
In order to state our new persistency result we first prove a uniform bound
Theorem 2.1 : Assume that
∫∞
0 [1 + x]u
0(x)dx < ∞, µ(x) > µ > 0 and β(x) ≤
θµ(x) + Cβx for some constant Cβ ≥ 0 and θ < 1, then the solution u(t) to (1) is





The condition on β involves some smallness and we do not know if it can be
improved. However it is clear that the mortality rate µ should be large enough
otherwise the constant production of monomers is not balanced by any degradation
and the system tends to infinity. On the other hand, the case when β(x) has
sublinear growth is also of interest and corresponds to a well established theory,
see [9].
Proof : We combine the two balance laws (3) and for a > 0 to be chosen later on,
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(a+x)µ(x)−aβ(x)]u(x, t) dx+γV (t) = λ .













a(1−θ)+x)µ(x)−aCβx]u(x, t) dx+γV (t) ≤ λ .


















Thanks to the Gronwall lemma, this differential inequality proves the announced
boundedness. 
Our second result improves the persistency argument in [4] and still uses a duality
method based on the weight ϕ = ϕ(V ; ·). We assume that there are two constants
K1 and K2 such that∣∣∣∣τ(x)∂ϕ(x)∂x
∣∣∣∣ ≤ K1ϕ(x) , and τ(x) ≤ K2ϕ(x). (8)
This condition generally holds true because ϕ grows at most linearly at infinity
according to general structure properties proved in [20, 22, 23] and related to the
assumption (2).
We have
Theorem 2.2 : We assume that Λ(V ) < 0, V (0) ≤ V and that ∫∞0 (1+x)u(t, x)dx
is uniformly bounded. Then the system remains away from the steady state (u ≡





ϕ(x)u(x, t)dx > 0 .
In comparison with [4, Theorem 3], the peculiar size condition on the coefficients,
namely K1V < Λ(V ) + γ (where K1 is introduced in (8), has been removed and
replaced by the boundedness of the number and size of the polymers.
Proof : For the sake of clarity we introduce the quantities 0 ≤ v(t) = V −V (t) ≤ V
and w(t) =
∫∞
0 ϕ(x)u(x, t)dx. Testing the system (1) against ϕ(x) (5), it implies
after integration by parts:
d
dt
v(t) + γv(t) = V (t)
∫ ∞
0









u(x, t) dx− Λ(V )w(t) ≥ (|Λ(V )| −K1v(t))w(t) .
Notice also that v(t) cannot vanish in finite time.
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Next we consider for some α > 1 to be chosen later on, the quantity y(t) =









(|Λ(V )| −K1v(t))− α w(t)
vα(t)
(




and we now choose α large enough so that δ = αγ + Λ(V )−K1V > 0. This leads



















We denote by w = lim supt→∞w(t), which is finite thanks to our global boundness
on u(x, t) because ϕ has sublinear growth at infinity. Then, the first differential
inequality on y(t) tells us that,
y := lim inf
t→∞ y(t) ≥ δ/(αK2V w
1−1/α) > 0 .
And then, we deduce from the second inequality that lim inft→∞w(t) ≥
|Λ(V )|αK−α1 y and the proof is completed. 
Notice that we need the a priori knwoledge that w(t) is upper bounded in order
to obtain the lower bound from the the system (9). And such a property is not
a consequence of the dynamics on (y, w) only. This means that some information
is lost (as the mortality rate) when reducing the infinite dimensional system to
these two quantities and the upper bound should come from another stage as we
mentioned earlier (Theorem 2.1 for instance).
3. Dynamics and strain phenomena
It has been suggested that less stable prion strain are more infectious, as judged
by their shorter incubation times [17]. In addition, most infectious particles seem
to be smaller for fast strains than for slow strains [38]. However, how the PrPsc
conformation of a specific strain influences its replicative properties remains un-
clear. In this section, we aim at studying how of a slight change in the replicative
parameters can reproduce or predict strains properties. We are mainly interested
in PrPsc aggregate size distribution, which could be used to study strain mech-
anisms. Indeed, analysis of the dynamics of model (1) initiated in [4] emphasizes
the importance of the size distribution of PrPsc aggregate, which seems to be very
informative on prion replication mechanism. Notably, it has been shown that dif-
ferent size repartitions resulting from different replicative parameters can play a
role in the strain adaptation mechanism.
Our approach is based both on analysis through the eigenvalue problem (4),(5)
and on direct numerical simulations of the temporal dynamics.
3.1. Numerics
Parameters of the nucleated polymerization model for prion growth have been
estimated for the ’constant parameters model’ from experimental data and are
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available in the literature, see [13, 27] and the references therein. The parameter
values used in the sequel have been quoted from Rubenstein et al. [27]. Unless
explicitly mentioned, they are: λ = 2400 per day, γ = 4 per day, µ0 = .05 per day,
and β(x) = β0x with β0 = 0.03 per day.
The real conversion function is still unkown. We test two different functions,
which represent idealized extreme cases:
• a bell-shape function, accounting for the case of the infectious particles are con-
centrated around one specific size. The conversion function τ(x) is the sum of a
basal rate τ0 = .001 and a gaussian bell centered on m:
τ(x) = τ0 +A exp
(−(x−m)2/σ2) , (10)
with a magnitude A to be chosen by several orders of magnitude above τ0.
• a sigmoidal shape, when aggregates larger than a critical size are identically more
infectious than smaller polymers. Then the conversion function τ(x) is given by:
τ(x) = τ0 +A
exp(x−m)
1 + exp(x−m) , (11)
with a magnitude A to be chosen by several orders of magnitude above τ0.
Throughout the rest of this paper, the simulations assume an initial PrPc pop-
ulation V (0) = V = λ/γ (corresponding to the healthy steady state because we
assume inoculation in an healthy animal) and an initial PrPsc distribution which
is a small perturbation of the zero steady state, given by u(x, 0) = 0.5x2/(1 + x4).
3.2. Effects of the conversion rate
Differently shaped size repartition of the conversion rate greatly affects the PrPsc
agregates size distribution [4]. We test here the situation where changes in confor-
mation do not lead to a completely different profile of converting activity, but only
a change of either the magnitude of the conversion or the location of the most infec-
tious particles. For the experiments depicted in figures 4 and 5, varying parameters
acts upon the kinetics of PrPsc accumulation as follows: the higher the transcon-
formation rate are or the smaller the most converting particles are, the faster the
PrPsc accumulates, and thus, the shorter the incubation time seems to be. In par-
ticular, this implies that a fast strain could be able to fix and transconform PrPc
either with great efficiency or by smaller aggregates (or both). Interestingly, our
simulations also predict changes in the size-distribution of PrPsc, whose variations
are specific of the varying parameters.
In the case of a bell-shaped conversion rate, we also have tested the effect of the
thightness of the converting peak, by studying the dominant eigenvalue. Indeed,
when we focus on the exponential growth of PrPsc (as is it the case in the brain but
corresponds only to the early stages of accumulation in the spleen), the eigenvalue
problem can be used during the initial phase of exponential growth (occuring at
least in the diseased brains). We assume below that V > V∞ according to (7), that
Λ(V ) is a decreasing function so that instability of the healthy state holds true as
proved in [4]. This holds for the choice of coefficients mentioned above. We may
assume that V (t) remains close enough to V because u(x, t) dynamics undergoes
an exponential growth phase, while the polymerization behaves following a linear
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Size distribution of τ
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Figure 4. Prion replication with variations in the maximum level of the conversion rate τ .
Transconformation rates are given by
(top) τ1(x) = 0.001+H ∗ exp(−10∗ (x−2)2). Three values for H have been tested : H = 0.001 (blue line),
H = .01 (green line) and H = 0.1 (brown line)
(bottom) τ2(x) = 0.0001 + G
exp(x−5)
1+exp(x−5) . Three values for G have been tested : G = 0.01 (blue line),
G = .015 (green line) and H = 0.02 (brown line)
(left) Size distribution of τ1 and τ2 (abscissa = PrPsc aggregates size; ordinate = rate τ) (Middle) Time
evolution of total PrPsc for : (B1) τ1 and (B2) τ2. (abscissa = Time (in day) ; ordinate = rate τ (per day)
(Rigth) Normalized PrPsc aggregates size distribution at t1 = 90 days and t2 = 20 days, corresponding to
the exponential growth of PrPsc. The distributions are normalized by the total number of PrPsc aggregates
(abscissa = PrPsc aggregates size; ordinate = PrPsc aggregates number).
problem. Actually the second equation in (1) is decoupled from the first one at
the first order of approximation. The dominant eigenvalue −Λ(V ) thus measures
the exponential growth of the PrPsc total population (see [22] for a mathematical
formulation of this fact using the generalized relative entropy). Several transcon-
formation rates τ(x) – being the same basal rate τ0 combined with a more and
more concentrated gaussian bell are tested – and the corresponding growth rate in
the exponential phase −Λ(V ) are computed numerically (Figure 6). Interestingly,
the results exhibit a best compromise around α ≈ 0.01 (intermediate concentra-
tions of the peak). Thus, according to this model the optimal conditions for PrPsc
accumulation in the exponential expansion phase do not correspond to a very thin
peak.
3.3. Effects of the fragmentation rate
As suggested in [17, 28], prion strains can differ in their stability. Here, we make the
assumption that the stability of a strain is only represented by the framentation
rate β. However, it could also be interesting to study the effect of the degradation
rate µ. According to numerical experiment depicted in Figure 7, increasing the
fragmentation rate leads to a faster PrPsc accumulation for a bell-shaped convert-
ing rate τ as for a sigmoidal τ . However, for a sigmoidal τ with a higher critical
threshold, the inverse effect is observed, due to the fact that small aggregates are
less able to convert PrPc than larger PrPsc polymers, and then multiplying the
number of small particles does not compensate for the loss of conversion activity
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Size distribution of τ



















Time evolution of total PrPsc
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Figure 5. Prion replication with variations in the locus of the conversion rate τ . Transconformation rates
are given by :
(top) τ1(x) = 0.001 + 0.1 ∗ exp(−10 ∗ (x−m)2). Three values for m have been tested : m = 2 (blue line),
m = 4 (green line) and m = 6 (brown line)
(bottom) τ2(x) = 0.0001 + 0.015
exp(x−l)
1+exp(x−l) . Three values for l have been tested : l = 5 (blue line), l = 7
(green line) and l = 10 (brown line) (Left), (Middle) and (Rigth) : Same as Figure 4.
any more. Surprisingly enough, we also can observe that when the fragmentation
accelerates the accumulation of PrPsc, this faster accumulation leads to a lower
level of total PrPsc amount at the plateau.
4. Conclusion and perspectives
We have continued the analysis in [4] concerning size dependent polymerization
rates in the standard model (1) for prion PrPsc self-replication. The interesting
situation is when the prion production rate is large enough to permit an infec-
tious steady state. Analytical study of its instability remains an open problem
(see [10, 13, 14, 26] for the ’constant coefficients’ case) but we could improve a
previous result showing that the healthy state is unstable and solutions remain
globally bounded. As previously but in a more general framework, we confirm that
the amount of PrPc is critical for the development of prion diseases. This is in
accordance with well-known experimental results, where PrP-KO mice cannot be
infected [33]. However, this result may have wider implications for many other neu-
rodegenerative diseases. Indeed, numerous pathologies (such as Alzheimer’s disease,
Parkinson’s disease and Hungtington’s disease) are characterized by the aberrant
polymerization and accumulation of misfolded proteins. Many evidences show that
they can be induced in transgenic models (see [36, 37] for review). Thus, whether
these misfolding protein disorders are transmissible or not is currently widely de-
bated. Our results suggest that the bioavailability of the amyloid precursor is crit-
ical for transmissibility. This is consistent with the fact that, in prion diseases,
prion precursor is the protein itself and naturally present in large amount in neu-
rons, whereas in Alzheimer’s disease, Abeta is only a minor proteoteolytic cleavage
product of the Amyloid Precursor Protein (APP).
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Figure 6. Influence of the transconformation tightness (top) The transconformation rate with
several levels of concentration: τ(x) = τ0 + αϕ(α(x − m)), where ϕ is a gaussian function and α =
10(−3:.2:0)). (middle) The corresponding eigenfunctions U(V ;x). (bottom) The exponential growth rate
−Λ(V ) (solid line) as a function of α (logarithmic scale, units for −Λ(V ) are day−1) and the effective
transconformation rate (dashed line) τeff =
R
τ(x)U(V , x) dx (magnified 30 times). Bimodal distribution
begins for ln(α) & −3 and thus does not correspond to the distribution having the best malthusian
parameter.
This necessary condition of PrPc bioavaibility is however insufficient to explain
strain mechanisms, since species expressing PrPc can be infected only by specific
strains. Thus additional constraints are likely to be required for prion strain trans-
mission and propagation. Such constraints can be purely physicochemical, due to
one peculiar structure of prion aggregates. Indeed, a large body of literature sug-
gests that differences between prion strains lie in the diversity of structures of PrPsc
aggregates that can be stably and faithfully propagated [1, 2, 5, 6, 17, 21, 30]. How-
ever, it remains poorly understood how these changes in the conformation of PrPsc
aggregates can account for their physiopathological effects and their relationship
with the host [17]. Although our model does not separate the host contribution from
the strain contribution, it represents on the contrary the relationship between host
and pathogen and it allows studying which elementary replicative parameter is
critical in strain propagation.
Among the attempted biochemical characterisation of prion strains, a relation-
ship was found between the relative stability values of PrPsc aggregates [17] or
level of aggregation [1] and incubation times, indicating that less stable prions are
more infectious, as judged by their shorter incubation times. This is presumably
because unstable prions fragment more easily, giving rise to smaller aggregates
of PrPsc that are more infectious than larger ones. Our model agrees with these
observations for a bell-shaped conversion rate, since increasing the fragmentation
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Time evolution of total PrPsc



































Size distribution of PrPsc



































Figure 7. Prion replication with variations in the fragmentation rate of aggregates.
Three values for β have been tested (β = 0.0314 - blue line, β = 0.0471 - green line and β = 0.0628
- brown line) for three conversion rates τ1(x) = 0.001 + 0.1 exp
 −10(x− 2)2 (top), τ2(x) = 0.0001 +
0.015
exp(x−5)
1+exp(x−5) (middle) and τ3(x) = 0.0001 + 0.015
exp(x−10)
1+exp(x−10) (bottom)
(Left) Time evolution of total PrPsc (abscissa = Time (in day) ; ordinate = PrPsc total amount) (Right)
Normalized PrPsc aggregates size distribution at t1 = 96 days (for τ1), t2 = 20 days (for τ2) and t3 = 60
days (for τ3) corresponding to the exponential growth of PrPsc. The distributions are normalized by the
total number of PrPsc aggregates (abscissa = PrPsc aggregates size; ordinate = PrPsc aggregates number).
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rate β0 leads to a faster PrPsc accumulation. Inverse results can be obtained for
some sigmoidal conversion rates. It does not immediately means that a sigmoidal
conversion rate is unrealistic, since this result strongly depends on the size dis-
tribution of the fragmentation rate. However, it emphasizes the need for precisely
monitoring the fragmentation rate, which might depend on the PrPsc aggregate
size in a more complex manner than the linear dependence supposed here.
We also have investigated the implications of varying the conversion rate: do dif-
ferent strain conformations lead to a more efficient fixation and conversion by the
same aggregates or do they lead to different most converting particles? Our numer-
ical simulations alone do not answer to this question, but interestingly, they show
that whereas changing parameters leads to similar effects on PrPsc accumulation
kinetics, the resulting size-distribution variations are different. Thus the achieve-
ment of experimental size-distribution of PrPsc aggregates for many prion strains
could therefore allow to better understand the molecular mechanisms involved in
prion strain phenomenon.
To conclude, this work completes the study initiated in [4], notably in studying
strain phenomenon. It emphasizes the potential role of PrPsc aggregates size dis-
tribution, which could be a signature of prion strain converting abilities. The next
step of our work is to approximate faithfully the inverse problem in order to obtain
the size dependence of the transconformation rate from the distribution of PrPsc
for several strains. This knowledge is a critical step for experimental approaches of
prion infectivity investigation like PMCA. Indeed, we have observed several times
the existence of an optimal converting rate for PrPsc accumulation (see for in-
stance the tightness in the case of a bell-shaped converting rate), which means
that only slight changes in the replicative parameters can dramatically influence
the kinetics of PrPsc accumulation. It could explain the sensitivity of PMCA to
experimental procedures. Complete understanding of how the PrPsc accumulation
of a given strain depends on their replicative parameters could help to optimize
strain specific PMCA protocols.
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Chapitre 7
Réduction de la dimension du modèle de
polymérisation nucléée
1 Introduction
Au chapitre précédent, nous avons généralisé le modèle de polymérisation nucléée des Prions
pour prendre en compte une infectiosité dépendante de la taille des particules. Nous avons déduit
de cette étude que la distribution en taille des agrégats semble être une donnée expérimentale
très informative sur les mécanismes élémentaires de réplication des Prions. Une perspective de
cette étude est l'obtention des distributions expérimentales des agrégats de PrP dans diﬀérents
contextes biologiques, pour tenter de déduire de ces distributions la taille précise des particules
les plus infectieuses. Nos résultats sont basés sur une formulation acellulaire du mécanisme
de réplication. Cette formulation homogène semble bien adaptée à l'étude du mécanisme de
polymérisation dans un environnement acellulaire (ﬁbrillisation in vitro de PrP recombinante,
ou PMCA). Toutefois, dans un contexte in vivo, la dynamique multicellulaire peut potentielle-
ment inﬂuencer la réplication des Prions. Par exemple, une distribution multimodale peut être
la résultante de plusieurs populations cellulaires répliquant diﬀéremment les Prions. De même,
la dissémination intercellulaire des Prions peut conduire à des cellules répliquant les Prions de
façon asynchrone. Aussi, il est nécessaire d'étudier au préalable la robustesse de la distribution
en taille des agrégats de PrP vis-à-vis de cette dynamique multicellulaire.
L'hétérogénéité des organes de réplication in vivo (rate ou cerveau) suggère l'utilisation
de modèles multi-agents pour évaluer l'évolution des Prions dans une population de cellules
[274] (cette notion sera approfondie dans la partie suivante). Toutefois, les équations de Masel
généralisées, simulant la réplication des Prions et leur répartition en taille, consistent en système
d'équations diﬀérentielles couplées dont la très grande dimension ne peut plus être réduite par
sommation. Ces équations ne peuvent ainsi pas être simulées directement pour chaque cellule
du modèle multi-agent (capacité de stockage et temps de calculs nécessaires trop importants).
L'enjeu de ce chapitre est donc de tester une méthode permettant de réduire la dimension du
système de polymérisation nucléée des Prions, aﬁn de le rendre compatible avec les contraintes
de stockage et de vitesse d'exécution imposées par un modèle multicellulaire, tout en conservant
la connaissance de la dynamique complète du système.
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2 Principe général de la réduction POD
Il existe plusieurs techniques de réduction de modèles, parmi lesquelles la réduction POD
(pour "Proper Orthogonal Decomposition") semble particulièrement eﬃcace dans le cas d'un
système non linéaire conduisant à un état d'équilibre [376], comme c'est le cas pour le modèle
de polymérisation nucléée des Prions. La décomposition POD est une technique élégante et très
eﬃcace d'analyse de données, qui permet d'approcher un système de dimension élevée par un
autre de dimension plus faible. De façon générale, elle consiste à chercher le sous-espace qui
contient le maximum d'information sur la dynamique du système [377].
En dimension ﬁnie, le problème à résoudre peut s'énoncer de la manière suivante : on se
propose d'approcher au mieux, pour la norme euclidienne, K vecteurs ui d'un espace Ω de
dimension ω par K vecteurs dans un sous-espace ∆ de Ω de dimension δ < ω.





‖uj − Π(uj)‖2 (7.1)





puisque ‖u− Π(u)‖2 + ‖Π(u)‖2 = ‖u‖2 (projection orthogonale).
Nous allons montrer que la solution optimale de ce problème est donnée par la décomposition
aux valeurs propres.
2.1 Une inégalité classique sur les valeurs propres
Le résultat d'optimalité de la base des vecteurs propre découle d'un principe d'optima-
lité classique des valeurs propres pour une matrice symétrique déﬁnie positive, déﬁni dans le
théorème suivant.
Théorème 1 Soit une matrice A = (ai,j) symétrique, déﬁnie positive, de valeurs propres













Q2i,jλj ou encore a = Md
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en posant a = (a1,1, . . . , an,n), d = (λ1, . . . , λn) et Mi,j = Q
2
i,j.








L'ensemble B est un convexe compact dont les points extrémaux sont les matrices de permu-
tations (de la forme Q2i,j avec Qi,j une matrice orthogonale, qui appartiennent donc à B). M
est donc une combinaison convexe de matrices de permutations, ce qui implique que le vecteur
a = Md est une combinaison convexe des vecteurs dσ = (λσ(1), . . . , λσ(n)).
On pose f(a) =
∑
i ai,i. Comme f est une fonction linéaire, nous avons
f(a) ≤ maxσ(f(dσ))









2.2 Décomposition aux valeurs propres
Déﬁnissons maintenant le sous-espace ∆ par une base orthonormée ei, i = 1, . . . , δ. Il vient
alors que























avec Θ l'opérateur semi-déﬁni positif déﬁni sur V par Θ =
∑K
j=1 uj ⊗ uj.
D'après le théorème 1, le maximum est atteint quand les ei sont les vecteurs propres asso-
ciés aux δ plus grandes valeurs propres de Θ. Ainsi, la réduction POD consiste à déterminer les
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éléments propres de la matrice de Θ dans une base orthonormée de Ω. Ces éléments propres
peuvent s'obtenir à partir de la matrice de covariance des vecteurs uj. En eﬀet, si on note U
la matrice des vecteurs uj dans une base orthonormée de Ω, la matrice de Θ dans cette base
(encore notée Θ) est donnée par Θ = UU t et la matrice de covariance des vecteurs uj, déﬁnie
par Ci,j = 〈ui, uj〉 est donnée par C = U tU . De plus, si x est un vecteur propre de C de valeur
propre λ non nulle, alors le vecteur v = Ux est un vecteur propre de Θ associé à la valeur
propre λ, de même multiplicité.
Dans le cas très courant où la dimension de l'espace Ω (espace de représentation des vecteurs
non réduits) est supérieure au nombre de vecteurs à représenter (i.e. ω > K), la matrice Θ est
au plus de rang K (la matrice de covariance c étant de dimension K ×K). On déﬁnit alors la
matrice B1, de dimension K ×K, comme étant la matrice des vecteurs propres de la matrice
de covariance C. Cette matrice est plus rapide à obtenir que la matrice des vecteurs propres de
Θ (de dimension ω × ω). On déduit alors la matrice de réduction B (de dimensions ω ×K) à
partir de B1 par la relation suivante :
B = UB1
. Cette méthode de calcul, introduite par Lumley en 1967, est appelée Méthode des Snapshots.
En pratique, les K modes propres sont calculés, mas seuls les δ premiers sont retenus. L'erreur
de troncature commise est donnée par :
K∑
j=1
‖uj − Π(uj)‖2 =
K∑
j=1




avec λi les valeurs propres de Θ classées en ordre décroissant.










avec P la proportion d'énergie cinétique que l'on souhaite capturer par le modèle réduit.
En résumé, la base de réduction POD est construite à partir des connaissances de la dy-
namique du système. Ainsi, la méthode POD consiste à calculer initialement grâce au modèle
non réduit l'ensemble des états que l'on souhaite capturer (parmi tous les états possibles du
système). Une fois ces états calculés, le sous-espace contenant la majorité de ces états est sélec-
tionné comme sous-espace de réduction. Le système n'est alors simulé que dans ce sous-espace,
de dimension plus petite que l'espace complet des solutions. Toutefois, il arrive en pratique que
des états calculés par le système réduit sortent de ce sous-espace et ne sont alors pas reproduits
de façon ﬁable. Une étude de la robustesse du modèle réduit est donc nécessaire pour évaluer
quels sont les états du système calculables par ce système.
Dans toute la suite, nous appellerons modèle détaillé le système de taille inﬁnie et modèle
réduit le système projeté dans la base POD.
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3 Réduction du modèle de polymérisation nucléée des Prions
Dans cette section, nous souhaitons réduire la dimension du système de polymérisation
nucléée pour intégrer ce mécanisme intracellulaire à un modèle multicellulaire hétérogène, ce
qui impose plusieurs contraintes sur le modèle réduit. D'une part, dans notre cas d'étude, les
paramètres cinétiques de réplication sont inconnus et peuvent varier d'une cellule à l'autre.
Les états du système que nous voulons capturer par le modèle réduit ne sont donc pas connus
avec certitude. D'autres part, dans le modèle multicellulaire, les Prions ne se répliquent pas
uniquement dans une cellule donnée, mais peuvent aussi se propager d'une cellule à l'autre, à
des vitesses pouvant dépendre de la taille des particules. Cette dynamique de propagation peut
perturber fortement la dynamique de réplication des Prions, notamment dans le cas de deux
cellules possédant des paramètres de réplication très éloignés. Ainsi, le système est sans cesse
éloigné des états prédits par le modèle réduit.
Par conséquent, la base de réduction choisie doit donc être la plus robuste possible vis-à-vis
des paramètres de réplication et de la propagation des Prions. Nous détaillons dans cette section
la procédure mise en place pour construire la base de réduction POD adaptée au système de
polymérisation nucléée, et pour tester sa compatibilité avec les deux contraintes énoncées ci-
dessus. En l'absence de données complémentaires sur la dépendance en taille des paramètres
de réplication, cette procédure est établie ici pour un coeﬃcient de polymérisation des agrégats
indépendant de la taille. Toutefois, les calculs réalisés ici sous forme matricielle sont aisément
généralisables à des coeﬃcients de réplication dépendants de la taille des agrégats.
3.1 Procédure d'obtention et de vériﬁcation de la base POD
3.1.1 Intégration numérique du modèle de Masel
Contrairement à d'autres méthodes de réduction consistant à choisir une base de réduction
a priori (par exemple, base des splines cubiques), la réduction POD construit le sous-espace
de réduction à partir des connaissances sur la dynamique du système à réduire. Une étape
d'intégration du modèle de Masel complet est donc nécessaire. Ces calculs sont eﬀectués une
fois pour toute avant la construction de la base (après construction et validation de la base, la
dynamique du système pourra être obtenue via le modèle réduit).
Comme déﬁni dans les chapitre précédents, le modèle de polymérisation nucléée à réduire
décrit la dynamique de la quantité de PrPc, V (t), couplée à l'évolution des agrégats de PrPres




V (t) = λ− γV (t)− τV (t)U(t) + n0(n0 − 1)βU(t),
d
dt
ui(t) = −µui(t)− β(i− 1)ui − τV (t)(ui(t)− ui−1(t)) + 2β
∑
j>i
uj(t) , pour i ≥ n0 .
(7.3)
avec V la quantité de PrPc, ui le nombre d'agrégats de PrP
res de taille i et U =
∑
i ui le
nombre total d'agrégats de PrPres. λ représente le taux de production de la PrPc, γ et µ les
taux de dégradation respectifs de la PrPc et de la PrPres, β et τ les taux de fragmentation et
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d'élongation des agrégats de PrPres, et n la taille minimale critique des agrégats de PrPres.
Ce système est de dimension inﬁnie. Il est toutefois ramené en pratique à un système de taille
ﬁnie en négligeant les agrégats de tailles supérieures à 5000 ( u5000 << 1 pour les valeurs de
paramètres standards [299]). En outre, aﬁn d'optimiser la procédure d'intégration numérique,




ui+n0−1 pour 1 ≤ i < 5000
w5000 = 0
Intégrer (7.3) revient alors à intégrer le système suivant, mis sous forme matricielle :
d
dt




W (t) = (A1 + V (t)A1)W (t).
(7.4)
avec :
W = (wi, . . . , w5000)
T .
M(i, i) = 1, M(i, i+ 1) = −1 et M(i, j) = 0 sinon.
A1(i, i) = −µ− β(n+ i− 1), A1(i, i+ 1) = µ+ β(n+ i− 1) et A1(i, j) = 0 sinon.
A2(1, 1) = −τ , A2(i, i) = −2τ , A2(i, i− 1) = A2(i, i+ 1) = τ et A2(i, j) = 0 sinon.
Ce système est implicite, toutefois, le changement de variable permet de se ramener au cas
où toutes les matrices sont au plus tridiagonales (même la matrice M), ce qui permet d'accélérer
l'intégration numérique. Le système est intégré numériquement selon un schéma des trapèzes
semi-implicites (i.e. implicites pour les termes linéaires et explicites pour les termes couplés), à
l'aide du logiciel Scilab 4.1, avec un pas temporel de 0.1 jour sur une durée totale de 500 jours.
3.1.2 Création de la base POD
Aﬁn de construire une base la plus générale possible, le modèle détaillé a été intégré nu-
mériquement, selon la procédure décrite au paragraphe précédent, pour 25 jeux de paramètres
diﬀérents, choisis aléatoirement selon un échantillonnage par Hypercube Latin (LHS), pour
maximiser la couverture de l'espace des paramètres en minimisant le nombre de simulations à
réaliser [378]. Les lois de probabilités et les paramètres choisis sont récapitulés Figure 7.1. Pour
chaque jeu de paramètres, le modèle a été simulé pour 3 conditions initiales diﬀérentes, déﬁnies
par :
u1(i) = (i− 1)2(i− 1000)2 pour i ≤ 1000,
u1(i) = 0 sinon.
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u2(i) = (i− 1)2(i− 4000)2 pour i ≤ 4000,
u2(i) = 0 sinon.
u3(i) = (i− 1)2(i− 1000)2 pour i ≤ 1000,
u3(i) = (i− 3000)2(i− 4000)2 pour 3000 ≤ i ≤ 4000,
u3(i) = 0 sinon.
La quantité V de PrPc est initialisée à sa valeur en cas d'absence d'infection, c'est-à-dire
V0 = λ/γ. Enﬁn, pour réduire le temps de calcul lors de la recherche des éléments propres, les
snapshots diﬀérents de moins de 10% en valeur relative ont été supprimés de la matrice des
snapshots, réduisant la taille de celle-ci de (5000 x 3750) à (5000 x 561). Les éléments propres
A - Paramètres résultant de la procédure d'échantillonage LHS
N° λ γ µ β τ
1 1796 3,77 4,89E-02 2,85E-04 0,2853
2 6726 5,78 4,81E-02 1,82E-04 0,8536
3 56 1,97 6,79E-02 7,68E-04 0,6928
4 3069 2,66 1,34E-02 9,51E-05 0,2420
5 5815 4,45 4,66E-02 3,22E-04 0,6514
6 5594 4,59 2,35E-02 2,62E-04 0,5022
7 7569 5,01 6,18E-02 5,98E-05 0,7571
8 6009 5,83 3,29E-02 3,80E-04 0,0972
9 7907 4,11 4,57E-02 6,21E-04 0,2573
10 690 3,44 9,89E-02 4,47E-04 0,5125
11 4576 3,60 5,96E-02 1,54E-04 0,1815
12 5441 6,00 5,35E-03 4,27E-05 0,6220
13 6433 6,34 5,19E-02 6,59E-04 0,3269
14 1759 3,15 3,52E-02 1,07E-04 0,4151
15 4300 3,45 3,17E-02 6,40E-04 0,4442
16 2134 5,04 5,35E-02 7,74E-05 0,1192
17 2057 2,64 2,16E-02 1,92E-04 0,6427
18 2308 4,23 5,55E-02 3,73E-04 0,4575
19 8206 2,90 5,87E-02 5,29E-04 0,2972
20 5636 4,38 3,70E-02 8,26E-04 0,8087
21 2847 4,58 1,18E-02 2,05E-04 0,7198
22 8602 1,63 4,49E-02 4,04E-04 0,3127
23 1539 2,40 3,97E-02 2,32E-04 0,1974
24 3212 4,86 3,00E-02 3,08E-04 0,6799
25 3599 5,31 5,00E-02 7,22E-04 0,4896
B - Lois de probabilité pour la procédure LHS
Paramètre Loi de prob. Minimum Mode Maximum
λ Uniforme 0 − 8000
γ Triangle 0 5 7
µ Triangle 0 0, 04 0, 1
β Triangle 10−5 10−4 10−3
τ Triangle 0 0, 3 1
C - Distributions initiales
Fig. 7.1  Paramètre de création de la matrice des snapshots (A) Paramètres cinétiques du modèle de Masel, générés
aléatoirement à partir d'une procédure LHS (B) Paramètres de la procédure LHS (C) Conditions initiales : u1(i) (pointillés bleus),
u2(i) (solide rouge) et u3(i) (points verts). L'abscisse représente la taille des agrégat de PrP, l'ordonnée représente le nombre
d'agrégats.
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de la matrice de variance/covariance dérivée de la matrice des snapshots ont ensuite été évalués
numériquement à l'aide de la fonction spec de Scilab et triés selon le module décroissant des
valeurs propres.
3.1.3 Construction du modèle réduit
Le modèle de Masel détaillé, mis sous forme matricielle et sans changement de variable
préalable, est donné par :
d
dt
V (t) = λ− γV (t)− τV (t)U(t) + n0(n0 − 1)βU(t),
d
dt
u(t) = (G1 + V (t)G2)u(t).
(7.5)
avec les notations précédentes. Les matrices G1 et G2 sont déﬁnies par :
G1(i, i) = −µ− β(i− 1), G1(i, j) = 2β pour j > i, et G1(i, j) = 0 sinon.
G2(i, i) = −τ , G2(i, i− 1) = τ et G2(i, j) = 0 sinon.
Le modèle réduit, sous forme matricielle, est donné par la projection orthogonale (déﬁnie
au sens de la norme euclidienne) du modèle complet dans la base de de réduction POD B
(calculée à partir de la matrice des "Snapshots" comme indiqué dans la section 2.2, page 143).
Par construction, U − BBTU est très petit, c'est-à-dire que le vecteur u est approché par le
vecteur Bu˜ (avec u˜ de dimension très inférieure à la dimension de u). Le système décrivant
l'évolution de u˜ est obtenu en prémultipliant le système complet (7.5) par BT , ce qui donne :
d
dt




u˜(t) = (L1 + V (t)L2)u˜(t).
(7.6)
où :





3.1.4 Evaluation de la robustesse de la base
La base POD est optimale pour représenter les données ayant servis à sa construction.
Toutefois, en raison même de cette optimalité, une telle base n'est pas toujours capable de
reproduire des données n'ayant pas servi à sa construction. Dans notre cas, les paramètres ci-
nétiques de réplication des cellules sont inconnus et peuvent varier d'une cellule à l'autre. De
plus, l'automate cellulaire (AC) doit mimer la propagation intercellulaire des Prions, ce qui
vient perturber à chaque instant la dynamique de réplication des Prions. Une étape d'étude de
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robustesse de la base POD construite précédemment est donc nécessaire.
La capacité du modèle réduit POD à capturer la dynamique complète du système a été
évaluée par la mesure de l'erreur commise entre le modèle réduit et le modèle non réduit, sur
la base de trois critères :
(1) évaluation de la robustesse pour les paramètres ayant servies à la construction de la base,
(2) évaluation de la robustesse pour les paramètres n'ayant pas servis à la construction de la
base, par une procédure "One-Factor-at-a-time" (OAT, précisé dans le chapitre suivant) autour
des valeurs standards de Masel (Paramètres ±1%,±10%, ±50%, +100%, +200%, +400%)
(3) évaluation de la compatibilité du modèle réduit avec de la propagation des Prions entre
deux cellules.
Robustesse vis-à-vis des paramètres (1 et 2). Pour chaque jeu de paramètre, les modèles
détaillés et réduits sont intégrés numériquement selon un schéma numérique des trapèzes semi-
implicites, à l'aide du logiciel Scilab 4.1, avec un pas temporel de 0.1 jour sur une durée totale
de 500 jours. Les deux résultats sont comparés.
Robustesse vis-à-vis de la propagation (3). Pour évaluer la robustesse vis-à-vis de la
propagation, le modèle à deux cellules suivant a été introduit :
d
dt
V1(t) = λ1 − γ1V1(t)− τ1V1(t)U1(t) + n0(n0 − 1)β1U1(t),
d
dt
u1(t) = (G1,1 +G2,1V1(t))u1(t) +D(u2(t)− u1(t)).
d
dt
V2(t) = λ2 − γ2V2(t)− τ2V2(t)U2(t) + n0(n0 − 1)β2U2(t),
d
dt
u2(t) = (G1,2 +G2,2V2(t))u2(t)−D(u2(t)− u1(t)).
(7.7)
avec les notations précédentes. L'indice 1 représente la cellule 1, l'indice 2 représente la
cellule 2. Le terme D(u2(t)− u1(t)) représente la diﬀusion des agrégats entre les deux cellules
considérées, D = (δi) étant une matrice diagonale de taille 5000x5000 où δi est le coeﬃcient de
diﬀusion des agrégats de taille i.
Projeté orthogonalement sur la base POD de réduction B, ce système devient :
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u˜1(t) = (L1,1 + L2,1V1(t))u˜1(t) + P (u˜2(t)− u˜1(t)).
d
dt




u˜2(t) = (L1,2 + L2,2V2(t))u˜2(t)− P (u˜2(t)− u˜1(t)).
(7.8)
avec K = BTB, L1,i = B
TG1,iB, L2,i = B
TG2,iB et P = B
TDB.
Initialement, la cellule 1 est infectée et la cellule 2 est saine. Toutes les combinaisons entre
les jeux de paramètres 1 à 10 sont testées pour la cellule 1 et la cellule 2, pour trois matrices
de diﬀusion D (la nature précise de la propagation des Prions étant encore mal caractérisée) :
(i) la vitesse de diﬀusion est indépendante de la taille des agrégats : δi = 0.01 pour tout i
(ii) la vitesse de diﬀusion est inversement proportionnelle à la taille des agrégats : δi = 0.01/i.
Cette relation correspond à l'équation d'Einstein-Smoluchowski, où le coeﬃcient de diﬀusion
d'une particule D est donné par D = kT/(6piµa), avec T la température, µ la viscosité du
milieu de propagation et a la taille de la particule diﬀusante [274].
(iii) la vitesse de diﬀusion est inversement proportionnelle à la racine carrée de la taille des
agrégats : δi = 0.01/
√
i.
3.2 Résultats : validation de la base POD
3.2.1 Taille optimale de la base de réduction
La valeur propre correspondant à un mode POD donné est représentative de l'information
sur la dynamique du système contenue dans ce mode. L'énergie cumulative d'un mode (i.e.
correspondant à la somme des valeurs propres supérieures ou égales à ce mode, normalisée
par la somme de toutes les valeurs propres) est représentative de la proportion d'information
contenue dans les premiers modes de la base POD. C'est le critère généralement retenu pour
choisir la taille de la base de réduction [377].
Les diﬀérentes valeurs propres de notre système, ainsi que l'énergie cumulative correspon-
dante (i.e. la quantité d'information contenue dans les premiers modes de la base POD), sont
représentées ﬁgure 7.2. Fixer un seuil d'énergie à 99% revient donc dans notre cas à choisir
K = 3. Néanmoins, l'examen direct des modes propres (ﬁgure 7.3) montre que les premiers
modes sont concentrés sur les petites tailles d'agrégats. Or la dynamique d'évolution de la dis-
tribution en taille des agrégats passe initialement par une phase d'élongation, où les grands
agrégats sont majoritaires, puis par une phase de fragmentation qui concentre les agrégats vers
les tailles plus petites. Ces résultats suggèrent qu'il est nécessaire d'intégrer dans la base POD
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Mode Valeur propre Energie cumulée
1 1488, 568 84, 77383
2 219, 16875 97, 25547
3 41, 011414 99, 59107
4 5, 6626326 99, 91355
5 1, 1985396 99, 98181
6 0, 2416549 99, 99557
7 0, 0569076 99, 99881
8 0, 0136626 99, 99959
9 0, 0047418 99, 99986
10 0, 0017450 99, 99996
Fig. 7.2  Valeurs propres associées aux diﬀérents
modes propres. Les ﬁgures représentent les valeurs propres cor-
respondant aux diﬀérents modes propres (la ﬁgure de droite est
un zoom sur les premiers modes de la ﬁgure de gauche) et le ta-





calculée pour les 10 premiers modes.
des modes plus élevés, moins énergétiques mais plus aptes à reproduire la dynamique transi-
toire du système. Nous avons donc testé la validité des bases POD de taille N = 10, N = 20 et
N = 30.
La ﬁgure 7.4 représente l'erreur relative de réduction commise en fonction de la taille de
la base POD choisie (pour une valeur des paramètres λ = 4400, γ = 5, µ = 0.04, β = 10−4,
τ = 0.3 et n = 4). L'erreur relative de réduction à un temps t est donnée par :
Er(t) =
∑5000
x=1 |uCOMP (x, t)− uRED(x, t)|∑5000
x=1 |uCOMP (x, t)|
avec uCOMP (x, t) correspondant à la distribution en taille des agrégats au temps t, obtenue
par intégration numérique du modèle détaillé, et uRED(x, t) correspondant à la distribution en
taille des agrégats au temps t, obtenue par intégration numérique du modèle réduit.
On observe une diminution de l'erreur commise lorsque le nombre de modes retenus aug-
mente, avec toutefois un phénomène surprenant : l'erreur de réduction est plus importante pour
N = 8,9, ou 10 que pour N = 7. Elle se stabilise ensuite à sa valeur inférieure pour N > 15.
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La répartition temporelle de l'erreur (Figure 7.4, droite) conﬁrme que l'erreur de réduction est
principalement commise pendant le régime transitoire.
L'erreur relative de réduction, calculée précédemment pour un jeu donné de paramètres, a
également été évaluée pour les 25 jeux de paramètres ayant servi à la création de la matrice
des snapshots. On constate là encore une nette diminution de l'erreur commise en prenant une
base de taille 20 par rapport à une base de taille 10.
Pour toute la suite de l'étude, nous ﬁxons la taille de la base POD retenue à 25.
Fig. 7.3  Représentation des premiers modes POD associés au modèle de Masel réduit
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3.2.2 Robustesse de la base POD vis-à-vis des paramètres d'évolution
Pour 2 jeux de paramètres particuliers ayant servi à la construction de la matrice des snap-
shots (numéro 7 et numéro 12), l'erreur de réduction reste élevée malgré une base POD de taille
N = 30 (environ 100% d'erreur pour N = 10 et N = 20, et de 40% pour N = 30). Ces 2 jeux
correspondent à des taux de conversion τ élevés (respectivement 0, 7571 et 0, 6220) combinés à
un taux de fragmentation faible (respectivement 5, 98 × 10−05 et 4, 27 × 10−05), ce qui tend à
concentrer la dynamique de la distribution en taille vers les grands agrégats, alors que le modèle
réduit se concentre sur les petites tailles.
Par ailleurs, une analyse de sensibilité par une procédure OAT a été menée aﬁn d'identiﬁer
l'intervalle de validité du modèle réduit (paramètres ±1%, ±10%, ±50%, +100%, +200%,
+400% par rapport à la valeur standard λ = 4400, γ = 5, µ = 0.04, β = 10−4, τ = 0.3 et
n = 4). L'erreur relative moyenne reste toujours inférieure à 1%, sauf dans les cas de paramètres
défavorables à l'infection :
- pour cause de perte de matière trop importante (simulation du modèle détaillé non perti-
nente)
- pour cause de taux de conversion trop faible (production insuﬃsante pour compenser la
dégradation). En revanche, lorsque les paramètres sont défavorables à l'infection pour cause de
dégradation de la PrPres trop importante, l'erreur relative moyenne est de nouveau inférieure à
1%.
La base POD semble donc apte à reproduire la dynamique du système de Masel dans le
cas des cellules réplicantes (i.e. capable de convertir la PrPc en PrPres et de fragmenter les
agrégats de PrPres à des niveaux suﬃsants pour compenser la dégradation). En revanche, le cas
des cellules non réplicantes ne pourra être modélisé que par des coeﬃcients d'élongation et de
fragmentation nuls. Ces cellules restent toutefois capables de dégrader l'infection.
3.2.3 Réduction POD et positivité de la solution
La méthode POD peut conduire à des problèmes de positivité, c'est-à-dire que des variables
supposées positives (dans notre cas, la quantité d'agrégats de PrPres d'une taille donnée) de-
viennent négatives dans le modèle réduit. En eﬀet, aucune relation ne permet de vériﬁer la
positivité du système détaillé à partir des composantes du système réduit, qui ne sont pas
nécessairement positives.Une légère non positivité a parfois été observée pour les polymères
de taille minimale, toutefois, elle reste extrêmement faible (de l'ordre de 10−8 agrégats). De
plus, au vu de l'erreur commise au cours du temps dans les diﬀérentes simulations, ce manque
de positivité ne semble pas perturber le reste de la dynamique du système. En outre, nous
avons également constaté ce manque de positivité dans d'autres bases de réduction testées au
préalable, construites sans connaissances sur la dynamique du système complet (polynômes de
Legendre ou encore polynômes de Bernoulli), avec en plus une moins bonne reproduction de la
dynamique du système.
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Sim. E¯10 E10max E¯
20 E20max E¯
30 E30max
1 36,96 % 80,04 % 1,19 % 1,41 % 1,19 % 1,45 %
2 97,92 % 100,01 % 0,77 % 0,92 % 0,77 % 1,07 %
3 65,37 % 103,64 % 3,52 % 4,35 % 3,48 % 4,22 %
4 95,96 % 100,06 % 1,04 % 11,65 % 0,89 % 4,53 %
5 17,85 % 82,07 % 1,43 % 1,73 % 1,39 % 1,65 %
6 27,70 % 82,71 % 1,85 % 2,60 % 1,84 % 2,59 %
7 inf inf 96,52 % 100,01 % 39,41 % 67,25 %
8 37,48 % 88,05 % 2,13 % 2,71 % 2,11 % 2,74 %
9 22,38 % 32,74 % 2,61 % 3,14 % 2,62 % 3,14 %
10 35,54 % 43,29 % 1,31 % 1,63 % 1,21 % 1,38 %
11 35,90 % 128,65 % 0,69 % 3,82 % 0,57 % 1,48 %
12 100,7 % 158,67 % 80,05 % 100,25 % 1,25 % 12,59 %
13 33,36 % 71,07 % 2,45 % 2,91 % 2,48 % 2,96 %
14 16,41 % 36,01 % 0,71 % 9,55 % 0,60 % 3,77 %
15 17,40 % 40,35 % 3,62 % 4,57 % 3,59 % 4,51 %
16 81,46 % 186,32 % 1,52 % 4,48 % 1,92 % 3,53 %
17 16,82 % 74,35 % 1,42 % 2,07 % 1,41 % 2,08 %
18 17,84 % 27,67 % 1,37 % 1,68 % 1,34 % 1,63 %
19 25,33 % 78,39 % 1,86 % 2,12 % 1,86 % 2,13 %
20 13,06 % 39,10 % 4,07 % 4,86 % 4,13 % 4,95 %
21 4,35 % 18,99 % 2,03 % 3,66 % 2,03 % 3,66 %
22 98,00 % 100,10 % 1,84 % 2,51 % 1,84 % 2,48 %
23 31,05 % 61,21 % 1,15 % 1,41 % 1,14 % 1,45 %
24 28,58 % 76,43 % 1,84 % 2,45 % 1,81 % 2,40 %
25 21,56 % 80,93 % 2,84 % 3,40 % 2,80 % 3,33 %
38,18 % 75,31 % 2,84 % 3,46 % 1,87 % 2,74 %
Fig. 7.4  Erreur de réduction. (Haut gauche) Moyenne temporelle (courbe rouge) et maximum (courbe noire) de l'erreur
relative, en fonction de la taille de la base POD. (Haut, droite) Erreur relative commise pour N = 10 modes (bleu), N = 20
modes (rouge) et N = 30 modes (noir), en fonction du temps.(Bas) Tableau récapitulant l'erreur de réduction relative (maximale
ou moyennée au cours du temps) pour chaque jeu de paramètres ayant servi à la construction de la base POD (valeurs disponibles
Figure 7.1 page 147). Les simulations correspondent aux conditions initiales 1. La dernière ligne représente la moyenne de l'erreur
sur les diﬀérents paramètres.
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Fig. 7.5  Robustesse de la base POD vis-à-vis de la propagation. L'erreur relative est évaluée pour la cellule donneuse




avec uCOMP (x, t) correspondant à la distribution en taille des agrégats au temps t, obtenues par intégration numérique du modèle
détaillé, et uRED(x, t) correspondant à la distribution en taille des agrégats au temps t, obtenues par intégration numérique du
modèle réduit. (1) Erreur relative moyenne (2) Erreur relative maximale (A) Propagation indépendante de la taille des agrégats
(B) Propagation inversement proportionnelle à la taille des agrégats (C) Propagation inversement proportionnelle à la racine carrée
des agrégats. Les jeux de paramètres cinétiques testés sont numérotés de 1 à 10 et correspondent aux valeurs données Figure 7.1
page 147
3.2.4 Robustesse de la base POD vis-à-vis de la propagation
Dans une population cellulaire hétérogène, la propagation intercellulaire des Prions peut
conduire à des perturbations brutales de la dynamique de la réplication intracellulaire des
Prions, notamment dans le cas de deux cellules adjacentes très diﬀérentes vis-à-vis des pa-
ramètres cinétiques du modèle de réplication. Nous avons donc évalué la capacité du modèle
réduit à reproduire ﬁdèlement la dynamique intracellulaire des Prions en présence de propaga-
tion intercellulaire, à l'aide d'un modèle réduit à deux cellules. Initialement, la cellule donneuse
est infectée, et la cellule receveuse est saine. La ﬁgure 7.5 représente l'erreur relative maximale
commise pour 10 jeux diﬀérents de paramètres cinétiques ayant servi à la construction de la
base POD (jeux 1 à 10 de la ﬁgure 7.1). Cette erreur reste faible pour les jeux de paramètres
compatibles (autre que le numéro 7), elle augmente lorsqu'on augmente la vitesse de propaga-
tion.
La base POD semble donc apte à reproduire la dynamique multicellulaire du mécanisme
de polymérisation nucléée, dans le cas d'une population de cellules hétérogènes en terme de
réplication et capable de disséminer l'infection vers les cellules voisines.
4 Conclusion et perspectives
L'enjeu de ce travail était de tester une méthode permettant de réduire la dimension du
système de polymérisation nucléée des Prions, aﬁn de le rendre compatible avec les contraintes
de stockage et de vitesse d'exécution imposées par un modèle multicellulaire, tout en conser-
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vant la connaissance de la dynamique complète du système. Cette étude est motivée par la
nécessité d'étudier la robustesse de la distribution en taille des agrégats dans une population
cellulaire hétérogène. En eﬀet, nous souhaitons extraire de la distribution en taille des agrégats
les paramètres de réplication, par des techniques de problèmes inverses par exemple. Cette es-
timation paramétrique reposerait alors sur des données expérimentales pouvant être issues de
populations cellulaires hétérogènes.
La technique POD utilisée ici consiste à choisir comme espace de réduction un sous-espace
contenant le maximum d'information sur la dynamique du système. La base de ce sous-espace
est construite à partir des connaissances sur le système, et sa ﬁabilité, c'est-à-dire sa capacité à
reproduire le comportement dynamique du système, dépend très fortement des données choisies
pour la construire. Il n'existe à l'heure actuelle aucune procédure standardisée permettant de
sélectionner au mieux les données à utiliser, qui dépendent très fortement du système à réduire.
Nous avons établi et testé une procédure de construction de la base POD de Masel consistant à
combiner diﬀérents paramètres cinétiques et diﬀérentes conditions initiales [379,380]. En raison
du manque de données précises disponibles sur la relation entre la taille des agrégats et leurs
propriétés de réplication, nous avons validé cette procédure pour des paramètres cinétiques de
réplication indépendants de la taille des agrégats. Toutefois, les calculs nécessaires à la réduction
du modèle eﬀectués ici sont facilement généralisables au cas de paramètres non constants.
Lorsqu'une meilleure connaissance de la dépendance en taille des paramètres de réplication aura
été obtenue à partir des données de ﬁbrillisation in vitro, une procédure similaire pourra être
mise en place pour réduire le système à paramètres taille-dépendants, et ainsi étudier l'inﬂuence
de l'hétérogénéité cellulaire et de la dissémination intercellulaire des Prions sur leur distribution
en taille. Un tel modèle, couplant les paramètres taille-dépendants et l'hétérogénéité cellulaire,
pourrait aider à la compréhension du mécanisme de tropisme de souche.
Le modèle réduit à paramètres constants a d'ores-et-déjà été intégré dans un automate
cellulaire capable de simuler la réplication et la dissémination des Prions dans une population
cellulaire hétérogène. Il pourra permettre d'obtenir les distributions théoriques des Prions en
fonction de leur taille, dans un contexte multicellulaire. Après intégration dans l'automate
cellulaire de réactions cellulaires spéciﬁques des infections à Prions, les données théoriques
pourraient par la suite être utilisées pour l'estimation des paramètres de réplication à partir
des distributions expérimentales des Prions en culture cellulaire ou in vivo.
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Les modèles individus-centrés pour la
biologie cellulaire
Les équations diﬀérentielles ont longtemps constitué l'outil fondamental de base de la mo-
délisation en biologie cellulaire. Elles sont couramment utilisées pour décrire la dynamique de
la croissance cellulaire [381]. Lorsqu'elles sont suﬃsamment simples, les équations diﬀérentielles
ordinaires (EDO) bénéﬁcient d'un cadre théorique très développé (étude des états d'équilibre,
théorie des bifurcations pour prédire pour quelles valeurs de paramètres le système passe d'un
état à un autre, etc...). Toutefois, le recours aux EDO suppose que les mécanismes étudiés sont
homogènes et uniformément distribués dans l'espace durant le temps de la simulation. Cette hy-
pothèse, souvent irréaliste, peut inﬂuencer fortement la dynamique théorique du système [382].
L'utilisation d'équations aux dérivées partielles (EDP) permet de pallier cette limitation et
d'intégrer une variable d'espace au modèle. Cependant, ces modèles sont très sensibles aux dis-
continuités d'espace. Enﬁn, pour les EDO comme pour les EDP, le calcul eﬀectué est un calcul
du comportement moyen du système, qui apporte peu d'informations sur les écarts possibles
des cellules par rapport à ce comportement.
En raison de ces limitations, une alternative de plus en plus prisée aux modèles diﬀérentiels
consiste à développer des modèles individus-centrés (MIC). L'objectif de ce chapitre est de
présenter ce formalisme particulier et ses applications à la biologie cellulaire.
1 Description de l'approche individus-centrée
Les MIC représentent explicitement dans le modèle les entités qui composent une population,
leur environnement et leurs interactions (entre elles ou avec l'environnement). Une fois le modèle
de chaque individu réalisé, ils sont mis en relation aﬁn de simuler le comportement collectif de
la population complète. Il existe diﬀérents types de modèles individus-centrées, qui s'inscrivent
dans le cadre d'une déﬁnition formelle générale [383].
1.1 Déﬁnition formelle d'un modèle individu-centré
Formellement, un MIC est un quintuplet M = {A,G, E ,S, T }, où :
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A est l'ensemble des agents.
G est le graphe d'interaction entre les agents du modèle.
E est l'environnement dans lequel sont situés les agents.
S est l'ensemble des facteurs exogènes du modèle (les scénarios de simulations, etc...).
T représente le temps.
Chaque agent Ai ∈ A du modèle est déﬁni par un vecteur d'état Xi, qui évolue au cours
du temps selon une règle d'évolution fi. L'ensemble des états possibles de l'agent Ai est inclus
implicitement dans la déﬁnition de la fonction de transition (i.e. son domaine de déﬁnition).
L'hétérogénéité de la population est prise en compte via des valeurs de caractéristiques et des
fonctions de transition spéciﬁques de chaque individu. Toutefois, la représentation des individus
doit être homogène (même dimension et même domaine de déﬁnition).
On associe également à chaque agent une fonction de proximité topologique v, permet-
tant d'extraire le voisinage V de l'agent, c'est-à-dire les individus de la population en relation
avec cet agent, par :
v : A× G → A
v(Ai,G) = {Aj ∈ A |(Ai,Aj) ∈ G} = V
Une conﬁguration de M à l'instant t est la donnée A(t) = {Xi(t)}. Elle représente l'état
global de la population à un instant donné.
Le système évolue en temps discret, selon les règles de transition suivantes :
e1 Mise-à-jour de la population : Xi(t+ 1) = fi(v(Ai(t),G(t)), E(t),S(t)).
e2 Mise-à-jour des interactions : G(t+ 1) = Γ(A(t),G(t), E(t),S(t))
e3 Mise-à-jour de l'environnement : E(t+ 1) = h(A(t),G(t), E(t),S(t))
La mise à jour du vecteur d'état e1 correspond à un processus markovien (i.e. l'état du sys-
tème à l'instant t ne dépend que de l'état du système à l'état t− 1, et non des états ultérieurs).
Toutefois, le cas non markovien, où la fonction de transition prend en compte une partie des
états précédents de l'agent, est souvent considéré. Dans ce cas, on se ramène à la formulation
e1 en redéﬁnissant le vecteur d'état par X¯i(t) = (Xi(t), Xi(t− 1), ...).
La règle e2 d'évolution du graphe d'interaction est optionnelle et souvent absente des mo-
dèles, qui reposent alors sur un graphe statique. Toutefois, elle permet de prendre en compte
la création ou la mort cellulaire [274]. Sa dépendance avec l'environnement ou les facteurs exo-
gènes est particulièrement adaptée à la modélisation d'un stress ou autre stimulus extérieur
s'exerçant sur une population de cellules. De même, la sécrétion de facteurs de croissance ou
autres facteurs cellulaires intervient via la variation de l'environnement (e3 ).
1.2 Diﬀérentes approches individus-centrées
1.2.1 La microsimulation
Introduite par Orcutt en 1957 [384], la microsimulation consiste à modéliser une population
par un ensemble d'individus, qui évoluent dans le temps indépendamment des autres individus
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de la population. A chaque pas d'évolution, l'état d'un individu est mis à jour selon la fonction
de transition fi, donnée par (avec les notations introduites précédemment) :
Xi(t+ 1) = fi(Xi(t), E(t),S(t)).
La fonction fi est supposée probabiliste. Dans la mesure où l'état d'un individu évolue de
façon indépendante de l'état des autres individus, la déﬁnition des modèles de microsimulation
est très proche de celle des modèles diﬀérentiels (en particulier, les modèles EDP structurés en
âge, comme les modèles épidémiologiques type cohorte, présentés au chapitre 3, page 55). Dans
le cas où la simulation regroupe un nombre important d'individus, l'espérance moyennée sur
plusieurs microsimulations s'approche de l'état calculé à partir du modèle diﬀérentiel. Toutefois,
le résultat des microsimulations est une distribution de l'occurence des états probables, et non
une estimation scalaire (i.e. l'état le plus vraisemblable, donné par les modèles diﬀérentiels), ce
qui permet d'estimer l'incertitude due à l'hétérogénéité individuelle.
La microsimulation a été utilisée en biologie pour modéliser la propagation des épidémies
dans une population d'individus [385,386]. En particulier, ce formalisme a permis de simuler la
persistance de l'épidémie de Trypanosomiase (aussi appelée maladie du Sommeil) en Gambie,
malgré des taux de transmission inter-individuelle très faibles, conduisant à une extinction de
la maladie dans les modèles diﬀérentiels [386]. Toutefois, en raison même de sa déﬁnition, la
microsimulation ne permet pas d'expliquer les phénomènes collectifs émergeant des relations
entre les individus. Aucun modèle par microsimulation n'a donc été développé pour la biologie
cellulaire.
1.2.2 Les automates cellulaires
Les automates cellulaires (AC) constituent l'approche individus-centrée la plus courante. Ils
sont apparus en même temps que l'informatique, dans les années quarante. Ils ont initialement
été introduits par John van Neumann et Stanislaw Ulam, sous le nom d' espaces cellulaires ,
aﬁn d'étudier les mécanismes d'auto-reproduction [387]. Leur modèle de base consiste en une
grille régulière de  cellules , chaque cellule pouvant avoir 2 états (allumé ou éteint) variant en
fonction de l'état de leurs voisines. Leurs travaux ont montré que des formes complexes et or-
ganisées peuvent être générées à partir de règles locales d'évolution extrêmement simples [388].
Les AC ont ensuite été très utilisés à partir des années 70, suite aux travaux de John Conway
sur un automate particulier en dimension 2 et à 2 états : le Jeu de la Vie (Figure 8.1).
Les AC traditionnels consiste en une grille régulière uniforme de dimension N , pouvant être
ﬁnie ou inﬁnie. La grille contient un ensemble de variables discrètes (cellules) à chaque site,
pouvant prendre m valeurs possibles. L'état d'un AC est complètement déﬁni par la valeur de
toutes les variables. L'état d'une cellule évolue en temps discret selon une règle d'évolution dé-
terministe dépendant uniquement de l'état de la cellule et celui de ses voisines, c'est-à-dire que
la mise à jour de l'état d'un individu s'eﬀectue selon la relation (avec les notations introduites
précédemment) :
Xi(t+ 1) = f(v(Ai(t),G(t))).
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Fig. 8.1  Le jeu de la vie.Une cellule est soit vivante (noire), soit morte (blanche). Les règles d'évolution sont appliquées
ici uniquement à la cellule centrale.
Les graphes d'interaction G les plus classiques sont les voisinages de van Neumann, de Moore
ou de Moore étendu pour les graphes ﬁxes, et le voisinage de Margolus pour les graphes dépen-
dants du temps. Ils sont représentés Figure 8.2.
Il est possible de concevoir des automates cellulaires qui généralisent cette déﬁnition de
base. Par exemple, il est possible de trouver :
des automates cellulaires probabilistes : généralement, la fonction de transition f est
entièrement déterministe, mais elle peut également dépendre d'une variable aléatoire. Ces AC
sont particulièrement utilisés en biologie, où la notion de hasard est omni-présente [389].
des automates cellulaires non uniformes : toutes les cellules ne sont pas soumises aux
mêmes règles [390].
des automates cellulaires asynchrones : l'état des diﬀérentes cellules est mis à jour
cellule par cellule au cours d'un pas de temps [391]. Le pas de temps peut également varier au
cours du temps [392].
des automates cellulaires continus : encore appelés AC à valeurs réelles. Les caracté-
ristiques des entités ne varient pas plus de façon discrète (représentées par un entier naturel),
mais de façon continue et sont représentées par un nombre réel [393].
des automates cellulaires partitionnés : au lieu de transmettre tout son état à chacun
de ses voisins, une cellule envoie un message diﬀérent à chaque voisin [390].
1.3 Enjeux, avantages et limites des MIC
Enjeux. L'enjeu principal des MIC pour la biologie cellulaire est de clariﬁer le lien qui existe
entre les phénomènes collectifs au niveau de la population cellulaire (nombre d'individus infec-
tés, niveau global d'infection, etc...) et les phénomènes locaux au niveau de la cellule. Conte et
Castelfranchi [394] distinguent ainsi deux approches :
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Fig. 8.2  Structure classiques des AC.La structure d'un automate cellulaire est déﬁnie par : (A) un maillage, (B) un
voisinage et (C) des conditions aux frontières. Le voisinage de Margolus est mobile dans le temps (cellules gris claires à l'instant t
et cellules gris foncées à l'instant t+ 1).
- l'approche "bottom-up" , qui consiste à étudier les propriétés macroscopiques du sys-
tème à partir des connaissances sur les propriétés individuelles. En eﬀet, une caractéristique
importante des MIC est leur capacité à générer des comportements complexes et des formes
organisées à partir de règles d'évolution locales simples [388] (Figure 8.3 ) ;
- l'approche "top-down" , qui s'appuie sur la connaissance du comportement collectif.
Des hypothèses sont émises sur les propriétés individuelles et modélisées. Le comportement
collectif théorique est alors comparé aux données expérimentales pour valider ou invalider les
hypothèses individuelles.
Avantages et limites. L'approche individus-centrée s'appuie principalement sur l'informa-
tique, et plus particulièrement la programmation orientée-objet, qui autorise une grande ﬂexi-
bilité et une modularité des modèles. Ceux-ci peuvent ainsi être réalisés avec un grand niveau
de détails conceptuels, ce qui rend les modèles convaincants pour l'expérimentateur. Ainsi,
de nombreux MIC sont implémentés dans un langage objet (SmallTalk, Java ou C++). Plus
spéciﬁquement, il existe quelques plateformes de simulation informatique individus-centrées dé-
diées à la biologie. Elles s'appliquent principalement à l'écologie marine (SimDelta, RIVAGE
ou SeaLAB [395]). La plateforme SwarmGecko [395], initialement développée en Java pour la
simulation d'écosystème, s'applique également à la croissance de bioﬁlms. Toutefois, ces plate-
formes sont dédiées à un système particulier et restent peu exploitables pour les problèmes de
biologie cellulaire et de propagation d'infection.
En outre, les MIC oﬀrent la possibilité d'intégrer l'hétérogénéité de la population dans un
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Fig. 8.3  Les automates cellulaires à 1 dimension.Les AC les plus étudiés sont les AC 1D (i.e. une ligne) à 2 états. Le
voisinage d'une cellule est constitué de la cellule elle-même (c) et des cellules immédiatement à gauche (g) et à droite (d). (A) Les
règles d'évolution sont déﬁnies par un octet binaire, dont la valeur en base 10 donne le nom de la règle. Ici, exemple de la règle 30.
(B)Leur évolution est classiquement représentée dans un diagramme espace-temps, et peut conduire à des structures particulières,
comme ici la morphogénèse du coquillage Conus textile (C).
modèle et la possibilité de prendre en compte facilement des processus spatiaux et des struc-
tures relationnelles [383]. En particulier, ils intègrent facilement des mécanismes cellulaires
complexes, comme l'inhibition de contact ou la migration cellulaire [396].
Toutefois, ils présentent eux-aussi quelques inconvénients, explicités dans le cas des réseaux
sociaux [383] mais valables également pour les systèmes biologiques : leur grande stochasticité
introduite dans les états initiaux et dans les règles d'interactions ; leur grande expressivité,
générée par la facilité de création d'un modèle et conduisant à prendre en compte trop de
mécanismes distincts ; et leur complexité intrinsèque, pas toujours identiﬁable sur la base d'un
comportement collectif [397].
2 Exemples d'applications des AC pour la biologie cellu-
laire
Les modèles individus-centrés sont couramment utilisés dans de nombreuses disciplines,
incluant la biologie, l'écologie, l'économie et la sociologie. Il existe notamment un intérêt crois-
sant pour les modèles biologiques situés à l'échelle d'une population cellulaire, et tout parti-
culièrement pour les phénomènes de croissance des cellules cancéreuses [398] et les réponses
immunitaires au cours de l'infection par diﬀérents pathogènes [399].
2.1 Immunité et propagation virale
Ces dernières années, les AC ont été très utilisés pour explorer les mécanismes clé de la
réponse immunitaire, incluant les interactions entre les cellules dendritiques et les lymphocytes
T dans les ganglions lymphatiques, les réactions des centres germinatifs, la dynamique de pro-
pagation du VIH, de la grippe ou de la tuberculose, et les réponses immunitaires primaires et
secondaires à la présentation répétée d'antigènes [399]. Plusieurs plateformes de simulations
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sont à disposition des modélisateurs et des expérimentateurs : IMMSIV, SIMMUNE, Reactive
Animation et SIS qui permettent d'explorer les réponses immunitaires, et CyCells, PathSim
et MASyV, qui permettent d'étudier une large variété d'interactions hôtes-pathogènes [400].
Quelques modèles simples permettant d'illustrer l'intérêt des MIC par rapport aux systèmes
diﬀérentiels sont présentés par la suite.
Un modèle simple de recrutement des lymphocytes T [401]. Louzoun et al s'inté-
ressent à la dynamique spatiale de production des lymphocytes T en fonction de la présence
d'antigènes, par le biais d'un système d'EDO sur une grille discrète :
dLi
dt
= τAiLi − µLLi + δL∇2Li,
dAi
dt
= λ− µAAi + δA∇2Ai.
(8.1)
où i représente le site de la grille considéré, A et L les concentrations respectives en anti-
gènes et en lymphocytes. λ représente le taux de production d'antigène, τ le taux de division
des lymphocytes en présence d'antigènes, µA et µL sont les taux de dégradation respectifs des
antigènes et des lymphocytes. Les derniers termes représentent la diﬀusion des particules vers
les sites voisins.
Les simulations de ce modèle démontrent que la population des lymphocytes T va subir une
croissance exponentielle dans les sites où Aiτ > µL et une décroissance exponentielle sinon.
Ainsi, la concentration moyenne en cellule va croître exponentiellement, de façon proportion-
nelle à la concentration des sites majoritaires en antigènes, et non proportionnellement à la
concentration totale en antigènes comme cela est supposé dans les modèles non spatiaux. Ils
démontrent également que les modèles EDO homogènes conduisent à une sous-estimation du
pouvoir pathogène des antigènes [401].
Un modèle générique de propagation virale [402]. Funk et al. étudient l'eﬀet de l'hypo-




= λ− µTTi,j − kTi,jVi,j
dIi,j
dt
= kTi,jVi,j − µIIi,j
dVi,j
dt






[Vi,j − Vi0,j0 ]
(8.2)
où i et j sont des indices de positions, T , I et V représentent respectivement la quantité
de cellules cibles, la quantité de cellules infectées et la quantité de virions. λ représente le taux
de production de cellules cibles, µT , µI et µV les taux de dégradation des diﬀérentes particules,
k le taux d'infection des cellules par les virions, et p le taux de production de virions par les
cellules infectées.
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Dans ce modèle, seuls les virions sont autorisés à diﬀuser dans l'espace, les cellules restent
ﬁxes. Funk et al démontrent que l'état d'équilibre de la population est le même que celui
obtenu par le modèle EDO. Toutefois, ils remarquent que la dynamique de relaxation vers cet
état d'équilibre est diﬀérente selon le modèle, la plus réaliste étant celle obtenue grâce au modèle
spatial [402].
Propagation du virus de la grippe et Réponse immunitaire [403]. Beauchemin a déve-
loppé un AC en deux dimensions très simple permettant de simuler le recrutement des lympho-
cytes en cas d'infection d'une population de cellules épithéliales. Ce modèle prend en compte 2
espèces : les cellules épithéliales (cibles de l'infection) et les cellules immunitaires. Les particules
virales ne sont pas explicitement considérées, l'infection est supposée se propager implicitement
de cellules en cellules (selon une approche Susceptible-Infecté-Exprimant-Infectieux-Mort). Les
règles d'évolution sont les suivantes :
Cellules épithéliales :
1. Les cellules s'infectent à un taux β/8× Nombre de voisins infectieux.
2. Une cellule infectée commence à exprimer des antigènes au bout d'un temps τE.
3. Une cellule exprimant des antigènes devient infectieuse au bout d'un temps τI .
4. Une cellule morte est remplacée par une cellule saine à un taux 1/b× Nombre de cellules
Fig. 8.4  Propagation de la grippe dans une population cellulaire.Capture d'écran de simulations du modèle de
propagation du virus de la grippe dans une population de cellule épithéliale, d'après l'automate décrit par Beauchemin (Cellule
saine = blanche, exposée = verte, exprimante = jaune, infectée = rouge, morte = noire, immunitaire = bleue). D'après [403].
La capacité d'une case vide à devenir une cellule saine dépend soit du nombre total de cellules saines en culture (régénérescence
globale), soit du nombre de cellules saines voisines de la case considérée (régénérescence locale).
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saines / Nombre de cellules mortes.
5. Une cellule meurt naturellement au bout d'un temps δH .
6. Une cellule infectieuse meurt au bout d'un temps δI , sauf lorsqu'elle est reconnue avant
par une cellule immunitaire (voir règle 10).
Cellules immunitaires :
7. Des cellules immunitaires inactives sont ajoutées aléatoirement dans des sites de l'AC pour
maintenir une densité minimale ρM de cellules immunitaires inactives par cellule épithéliale.
8. Une cellule immunitaire meurt au bout d'un temps δM .
9. Une cellule immunitaire inactive devient active lorsqu'elle occupe le même site qu'une
cellule épithéliale exprimant des antigènes.
10. Si une cellule immunitaire active occupe le même site qu'une cellule épithéliale expri-
mant des antigènes, elle tue la cellule épithéliale. rM cellules immunitaires actives sont alors
rajoutées aléatoirement sur la grille.
Ce modèle est une version spatiale simpliﬁée de modèles homogènes par EDO existant pour
simuler la propagation de la grippe, capable de reproduire les mêmes comportement avec moins
de paramètres. De plus, deux types de règles ont été implémentées concernant le repeuplement
en cellules saines : un repeuplement global (où la capacité d'une case vide à devenir une cellule
saine dépend du nombre total de cellules saines dans la population) ou un repeuplement local
(où la capacité d'une case vide à devenir une cellule saine dépend du nombre de cellules saines
dans son voisinage). La règle de repeuplement global, qui mime la dynamique des modèles
diﬀérentiels, conduit à un nombre cumulé plus important de cellules infectées (zones locales
infectées plusieurs fois) et force l'infection à se propager en vague circulaire ﬁne ( [403] et ﬁgure
8.4). Ce comportement n'ayant jamais été observé expérimentalement, le modèle par AC semble
plus proche de la réalité biologique.
2.2 Croissance tumorale
De nombreux aspects de la croissance tumorale ont été étudiés mathématiquement, souvent
par des modèles agrégés déterministes de type réaction-diﬀusion, mais également par de nom-
breux modèles individus-centrés [398]. L'intérêt pour les MIC découle du fait que les tumeurs
sont très hétérogènes et consistent en diﬀérentes populations cellulaires, dont l'évolution est
étroitement liée à leur environnement (angiogénèse, interaction avec la matrice extracellulaire
ou avec les cellules immunitaires, etc...). Les premiers MIC de type automates cellulaires en can-
cérologie ont été développés par Düchting et Vogelsaenger en 1983 pour étudier les eﬀets de la
radiothérapie [404]. A l'heure actuelle, les modèles cherchent à étudier l'impact de l'environne-
ment (nutriment, densité cellulaire, etc...) sur la croissance des tumeurs, ainsi que les processus
cellulaires mis en place en réaction à l'environnement [393]. Ils consistent pour la plupart en
des modèles hybrides, simulant la diﬀusion des nutriments par des EDP et les comportements
cellulaires de façon discrète.
Un exemple d'AC hybride pour la croissance tumorale [393]. Gerlee et Anderson
ont récemment développé un automate cellulaire hybride permettant d'étudier l'évolution des
cellules tumorales en réponse à leur environnement. Le modèle consiste en une grille à deux
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dimensions. Chaque case, occupée ou non par une cellule tumorale, est associée à une concen-
tration en nutriments et une concentration en matrice extracellulaire.




= Dc∇2c(x, t)− fc(x, t)
∂g(x, t)
∂t
= Dg∇2g(x, t)− fg(x, t)
∂h(x, t)
∂t
= Dh∇2h(x, t) + fh(x, t)
(8.3)
avec c, g et h les concentrations respectives en oxygène, glucose et hydrogène à la position
x. Les paramètres Di sont les coeﬃcients de diﬀusion. Les fonctions fi représentent la consom-
mation (ou la production) en nutriments, elles sont non nulles uniquement aux positions où il
existe une cellule.
Modèle de la matrice extracellulaire (MEC) : la MEC est un ensemble de molécules
responsables de l'adhésion cellulaire. Elle est dégradée en conditions acides (dépendant de la
concentration en hydrogène) et en cas de cellules adjacentes, d'où l'équation :
∂m(x, t)
∂t
= −ecI(x, t)m(x, t)− eh(h(x, t)− h0)m(x, t) (8.4)
avec m la concentration en MEC à la position x et au temps t, ec le taux de dégradation
dû aux cellules adjacentes, I le nombre de cellules adjacentes et eh le taux de dégradation dû
à l'acidité.
Modèle d'une cellule : chaque cellule possède un mécanisme de décision qui détermine son
comportement en fonction des paramètres environnementaux c, h, g,m et du nombre de voisins.
La règle de décision est modélisée par un réseau de neurones artiﬁciels. Trois comportements
sont possibles :
- prolifération : la cellule se divise, à condition d'avoir suﬃsamment d'espace et un âge
suﬃsant. Dans ce cas, une nouvelle cellule ﬁlle est créée, avec des paramètres du réseau de
neurones mutés aléatoirement.
- apoptose : la cellule meurt et disparaît.
- quiescence : la cellule ne fait rien. Toutefois, la consommation des ressources est réduite.
Le comportement correspondant à la sortie la plus grande du réseau de neurones est appli-
qué. Une quatrième sortie permet de sélectionner le métabolisme de cellule : lorsque la valeur
de sortie est négative, la glycolyse est choisie (consommation de glucose et production d'hy-
drogène) ; dans le cas contraire, un métabolisme aérobie est préféré (consommation d'oxygène
uniquement). Les résultats de simulation suggèrent que les traitements anti-angiogénèse (des-
tinés à limiter l'apport en oxygène des tumeurs) peuvent ne pas limiter la croissance tumorale,
mais au contraire conduire à la génération d'une tumeur à dominance glycolytique, et donc ré-
sistante aux traitements. Ce modèle a ainsi permis d'étudier en détail les réponses des cellules
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en fonction de leur environnement, notamment la morphologie de la tumeur et le phénotype
glycolytique, observé depuis les années 30 mais encore mal compris, qui émerge ici grâce à la
modélisation de l'évolution individuelle des cellules [393].
2.3 Synthèse des règles d'évolution classiques
Les modèles donnés en exemple dans les sections précédentes permettent d'illustrer l'ap-
port des MIC dans la compréhension des phénomènes spatiaux ou dans la caractérisation des
réponses cellulaires. Toutefois, ils ne capturent pas la diversité des modèles individus-centrés
développés pour la biologie cellulaire. Le tableau 8.1 synthétise (de façon non exhaustive) les
diﬀérentes règles d'évolution utilisées classiquement pour modéliser le comportement d'une po-
pulation de cellules. Ces comportements sont séparés en plusieurs catégories : (i) règles de pro-
lifération cellulaire ; (ii) règles de migration des cellules ; (iii) règles de propagation/production
de particules (virale, nutriments, etc...).
Règles de prolifération cellulaire
Une cellule vide devient occupée en fonction du nombre de cellules totales (i.e. régénérescence globale) Beauchemin, 2005
Une cellule vide devient occupée en fonction du nombre de cellules voisines (pas de prise en compte
du cycle cellulaire)
Beauchemin, 2005
Une cellule se divise si elle a un âge/une masse suﬃsante et la place de se diviser (âge ﬁxé au départ).
Dans ce cas, l'âge/la masse évolue souvent selon un modèle classique de croissance par EDP/EDO.
Lee, 2006
Une cellule se divise selon une probabilité dépendante de son âge (et éventuellement de l'environne-
ment)
Gomez-Mourero, 2008
Transition prolifération - quiescence en fonction de l'environnement Fouliard, 2007
Intégration spéciﬁque de la morphologie cellulaire : une cellule réelle peut occuper plusieurs cases.
Prise en compte des déformation élastiques de la cellule.
Galle, 2007
Règles de mortalité
La cellule disparaît si elle manque de place ou de nutriments (aucune modiﬁcation du voisinage) Pratts, 2006
Introduction de la voie de signalisation (Bax, Bcl2) conduisant à la mort par apoptose des cellules Siehs, 2002
La cellule meure après un cycle d'infection classique (Susceptible, infectée, morte) de façon détermi-
niste (temps écoulé depuis l'entrée dans le stade infecté) ou probabiliste.
Beauchemin, 2005
Migration des cellules
Mouvement aléatoire des cellules (mouvements brownien) Gomez-Mourero, 2008
Chemotaxie, haptotaxie (vers les directions de plus faible/plus grand nombre de voisins ou de nutri-
ments)
Gomez-Mourero, 2008
Adhésion cellules/cellules Gerish 2008,
Ramis-Condé 2008,
Painter, 2009
Production/propagation de particules virales ou de nutriments
Propagation de l'infection selon un mécanisme de type SIR, en fonction du nombre de voisins infectés Matthaus 2005, Fer-
reira CP
Intégration spéciﬁque de la quantité de particules virales. Mécanisme de réaction-diﬀusion discrétisé Funk, 2005
Tab. 8.1  Exemples de règles d'évolution des AC pour la biologie cellulaire (liste non exhaustive).
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3 L'analyse de sensibilité comme outil d'étude des MIC
De nombreux travaux ont été entrepris pour améliorer la compréhension des modèles AC
et de leur dynamique, selon des points de vue diﬀérents et avec des outils très variés, prove-
nant de la théorie classique des systèmes dynamiques, de l'algèbre ou de la topologie, de la
physique statistique, ou encore de la biologie et de l'informatique théorique [405]. Toutefois,
ces approches très théoriques restent en plein développement et sont limitées à des AC dont la
déﬁnition reste simple, avec peu de variables d'entrée. En particulier, les automates cellulaires
continus stochastiques, utilisés pour notre étude, restent encore trop complexes à analyser dans
le cadre théorique des AC, au contraire des méthodes d'analyse de sensibilité (AS).
3.1 Déﬁnition et ambitions de l'analyse de sensibilité
L'analyse de sensibilité étudie comment des perturbations sur les entrées du modèle en-
gendrent des perturbations sur les sorties. Elle s'avère être un outil précieux au cours de l'éla-
boration, de la construction ou de l'utilisation d'un modèle mathématique [378]. En eﬀet, en
étudiant comment la réponse du modèle réagit aux variations de ses variables d'entrée, l'analyse
de sensibilité permet de déterminer :
(i) Si le modèle est bien ﬁdèle au processus qu'il modélise. En eﬀet, si l'analyse exhibe une
importance forte d'une variable d'entrée qui en réalité est connue comme non inﬂuente, le mo-
dèle ne reﬂétera pas correctement le processus. Il sera alors nécessaire de le modiﬁer.
(ii) Quelles sont les variables qui contribuent le plus à la variabilité de la réponse du modèle ?
Il sera alors possible, si besoin est, d'améliorer la qualité de la réponse du modèle. Connaissant
les variables d'entrée les plus inﬂuentes, les erreurs sur la sortie du modèle pourront être dimi-
nuées, soit, lorsque cela est possible, en diminuant les erreurs sur les entrées les plus inﬂuentes,
soit en adaptant la structure du modèle pour réduire l'eﬀet des erreurs sur ces entrées.
(iii) Quelles sont au contraire les variables les moins inﬂuentes ? Il sera possible de les consi-
dérer comme des paramètres déterministes, en les ﬁxant par exemple à leur espérance, et ainsi
d'obtenir un modèle plus léger avec moins de variables d'entrée. Dans le cas d'un code infor-
matique, il sera possible de supprimer des parties de codes qui n'ont aucune inﬂuence sur la
valeur et la variabilité de la réponse.
(iv) Quelles variables, ou quels groupes de variables, interagissent avec quelles (ou quels)
autres : l'analyse de sensibilité peut permettre de mieux appréhender et comprendre le phé-
nomène modélisé, en éclairant les relations entre les variables d'entrée et la réponse du système.
Il existe trois classes d'analyse de sensibilité :
les méthodes de criblage, qui analysent qualitativement l'importance des variables d'entrée
sur la variabilité de la réponse du modèle. Elles permettent d'établir une hiérarchie au
sein des variables d'entrée en fonction de leur inﬂuence sur la variabilité de la réponse [406].
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l'analyse de sensibilité locale, qui étudie quantitativement comment de petites perturba-
tions autours d'une valeur standard des entrées se répercutent sur la valeur de sortie [407].
l'analyse de sensibilité globale, qui quantiﬁe la variabilité de la sortie du modèle dans son
domaine de variations. Elle étudie comment la variabilité des entrées se répercute sur la
variabilité de la sortie, en déterminant quelle part de variance de la sortie est due à une
entrée (ou un ensemble d'entrées) donnée [378].
Outre la mise en évidence de motifs spatiaux émergeant des règles d'évolution locales, un
des rôles de plus en plus courant des automates cellulaires pour la biologie est de comprendre,
parmi un grand nombre de paramètres servant à la déﬁnition des règles d'évolution, quels sont
ceux qui inﬂuencent la sortie du modèle (i.e. le phénomène biologique étudié). Dans ce contexte,
les méthodes de screening semblent particulièrement adaptées.
3.2 Les diﬀérentes méthodes de screening
Les méthodes de screening sont les plus simples pour eﬀectuer une analyse de sensibilité.
Elles sont très eﬃcaces quand le modèle à analyser a un nombre considérable de paramètres
d'entrée [406]. Le tableau 8.2 ci-dessous recense, parmi toutes les méthodes de screening, celles
dont le but est d'identiﬁer les facteurs inﬂuents.
Fig. 8.5  Méthode de Morris
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Variation d'un seul paramètre à la fois, autours d'une valeur standard. L'eﬀet
est évalué par (ya − ys)/2, avec ya la sortie après variation du paramètre a
et ys la sortie standard. Deux valeurs sont généralement choisies pour chaque
paramètre, de façon équidistante de part et d'autre de la valeur standard.
Avantages : faible coût (com-
plexité en o(k)), simplicité.
Limites : pas d'estimation des
interactions entre les paramètres,
forte dépendance du choix du stan-
dard (inﬂuence locale uniquement)
Morris On eﬀectue une OAT à diﬀérents endroits de l'espace des paramètres. Pour
chaque paramètre, une distribution (moyenne et variance) des eﬀets élémen-
taires est obtenue. Les paramètres ayant une moyenne faible sont peu in-
ﬂuents, ceux ayant une moyenne élevée et une variance faible sont inﬂuents
et ont un eﬀet linéaire sur la sortie, ceux ayant une moyenne élevée et une va-
riance élévés sont inﬂuents et ont un eﬀet non linéaire sur la sortie ou agissent
en interactions avec d'autres paramètres (voir ﬁgure 8.5)
Avantages : faible coût, simplicité
d'implémentation, peu de dépen-
dance avec le choix du standard.
Limites : Interactions des entrées




Chaque facteur possède une valeur "basse" et une valeur "haute". On eﬀectue :
- 1 simulation avec tous les facteurs à leur niveau le plus bas (y0)
- k simulations avec chaque facteur à son niveau haut, les autres étant à leur
niveau bas (yj , j = 1...k)
- k simulations avec chaque facteur à son niveau bas, les autres étant à leur
niveau haut (yk + j, j = 1...k)
- 1 simulation avec tous les facteurs à leur niveau le plus haut (y2k+1)
On quantiﬁe ensuite l'importance d'un facteur en évaluant d'une part la varia-
tion induite par ce facteur (i.e.
(y2k+1 − yk+j) + (yj − y0)
) et d'autre part,
la diﬀérence des variations autours des valeurs "haute" et "basse" induite par
ce facteur (i.e.
(y2k+1 − yk+j)− (yj − y0)
).
Avantages : Pas d'à priori
nécessaire sur les interactions
entre facteurs
Limites : l'eﬀet d'un facteur peut







Un facteur peut avoir deux états (haut ou bas). Les diﬀérents facteurs d'en-
trées sont groupés aléatoirement en K groupes, mis à une valeur "1" ou "-1"
(la valeur "1" correspondant à certains paramètres du groupe à leur valeur
haute, les autres étant à leur valeur basse ; la valeur "-1" correspondant à la
situation inverse). L'eﬀet de chaque groupe est évalué selon un échantillon-
nage factoriel fractionné [378]. Ces étapes sont réalisées plusieurs fois, et les
paramètres (ou les combinaisons de paramètres) les plus représentés dans les
groupes inﬂuents sont les paramètres inﬂuents.
Avantages : Estimation des
eﬀets principaux et quadratiques,
estimations des interactions 2 à 2,
faible coût
Limites : valable uniquement
quand seuls peu de facteurs sont
réellement inﬂuents, possibilité
d'identiﬁcation de facteurs non





Il est nécessaire au préalable de connaître si un facteur a une inﬂuence positive
(i.e. une augmentation de ce facteur entraîne une augmentation de la réponse)
ou négative (i.e. une augmentation de ce facteur entraîne une diminution
de la réponse) sur la sortie du modèle étudiée. Les diﬀérents facteurs sont
répartis en K groupes. Un groupe est mis à son état haut quand tous les
facteurs positifs sont à leur valeur valeur haute et les facteurs négatifs à leur
valeur basse (ou inversement pour l'état bas). A chaque étape, les groupes non
inﬂuents sont éliminés, les groupes inﬂuents sont divisés aléatoirement en deux
nouveaux groupes, jusqu'à l'obtention de groupes de taille 1, correspondant
aux variables inﬂuentes.
Avantages : Simple, eﬃcace et
facile à mettre en oeuvre
Limites : Connaissance nécessaire
des signes des paramètres.
Tab. 8.2  Méthodes de screening, dont le but est d'identiﬁer les paramètres réellement inﬂuents parmi les k paramètres
d'entrée. Les algorithmes détaillés sont disponibles dans [378].
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Paramètres cellulaires inﬂuencés par la
réplication des Prions
1 Introduction
Les modèles mathématiques de réplication des Prions développés à ce jour reposent pour la
plupart sur l'hypothèse d'un mécanisme homogène, se produisant dans un contexte acellulaire.
Ils sont utilisés pour reproduire des données expérimentales obtenues in vivo ou à partir de
cultures cellulaires, comme par exemple l'étude de la durée d'incubation [297], le proﬁl d'accu-
mulation de la PrP [305] ou encore l'estimation des paramètres cinétiques de réplication [299].
Pourtant, en culture cellulaire, la réplication des Prions est étroitement liée au métabo-
lisme cellulaire, non pris en compte dans les modèles théoriques. En particulier, la vitesse de
prolifération cellulaire est connue pour inﬂuencer le niveau d'accumulation de la PrPres. Elle
semble agir en compétition avec la réplication, comme un facteur diluant l'infection à chaque
division [408].
De plus, les Prions ne se répliquent pas uniquement dans un système fermé (i.e. une seule
cellule), mais peuvent se propager d'une cellule à l'autre. Plusieurs modes de dissémination
des Prions ont été mis en évidence dans les cultures cellulaires. Des lignées comme les MovS6
semblent propager l'infection préférentiellement par contact entre les cellules [158], via une
interaction directe entre la PrPc et la PrPres membranaires ou via la formation de nanotubes
entre les cellules, permettant la diﬀusion des agrégats de PrPres cytoplasmique [166]. De plus,
la présence dans le milieu de culture de certaines lignées d'infectiosité, associée ou non à des
exosomes, suggère qu'il est possible de transmettre l'infection à des cellules plus éloignées [409].
L'eﬀet qualitatif et quantitatif de cette propagation intercellulaire des Prions sur la réplication
intracellulaire reste une question ouverte.
Enﬁn, il existe une hétérogénéité de réplication au sein d'une même lignée cellulaire in-
fectée [410]. Cette hétérogénéité pourrait traduire des diﬀérences de susceptibilité cellulaire
à l'infection par des Prions, observées de façon non stable au cours du temps dans la lignée
N2a [198] et supposées être la conséquence d'une régulation ﬁne de facteurs cellulaires non
identiﬁés [199]. Toutefois, les approches actuelles utilisées pour identiﬁer ces facteurs de sus-
ceptibilité ou de résistance demeurent infructueuses. En outre, cette hétérogénéité est aussi
retrouvée de façon qualitative sur les proﬁls d'agrégation de la PrPres pouvant dépendre des
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Fig. 9.1  Évaluation de la croissances des MovS6 et des GT1 en fonction du caractère infecté ou non.
(A) Croissance des GT1. Les courbes continues représentent le logarithme en base 2 de la densité optique. Les cellules ont été
ensemencées à 2000 cellules par puits dans des plaques 96 puits. Les résultats présentés sont une moyenne sur 12 échantillons. Les
nombres sur le graphe correspondent aux valeurs des pentes entre J3 et J4 et J4 et J5. (B) Croissance des MovS6. Les courbes
continues représentent le logarithme en base 2 de la densité optique. Les cellules ont été ensemencées à 2000 cellules par puits dans
des plaques 96 puits. Les résultats présentés sont une moyenne sur 12 échantillons. Les courbes en pointillés représentent les courbes
de régression entre J1 et J3 (avant le ralentissement de croissance des MovS6-ni), avec des coeﬃcients de corrélation respectivement
de 0,98 et 0,99 et des pentes de 1,13 et de 1,09 respectivement pour les MovS6-i et les MovS6-ni.
cellules [354,410].
Ainsi, trois mécanismes semblent particulièrement importants à prendre en compte pour
l'étude des mécanismes de réplication des Prions in vivo ou ex vivo, à savoir le métabolisme
cellulaire, la propagation intercellulaire des Prions, et la prise en compte de l'hétérogénéité
individuelles des cellules vis-à-vis de la réplication intracellulaire des Prions. En vue d'établir
un modèle théorique permettant l'étude de la réplication des Prions dans un contexte multi-
cellulaire, l'objectif de ce chapitre est de présenter les travaux expérimentaux permettant de
préciser l'eﬀet de ces trois mécanismes (i.e. eﬀet de la prolifération sur l'infection, mode de dis-
sémination des Prions et hétérogénéité cellulaire) sur la réplication des Prions dans des lignées
cellulaires au laboratoire.
Pour cette étude, nous avons utilisé trois modèles cellulaires chroniquement infectables par
des Prions : les cellules MovS6 (issues de ganglions rachidiens dorsaux de souris transgéniques
surexprimant la PrP ovine) infectables par la souche de Tremblante PG127 ; les cellules GT1
(cellules neuronales d'hypothalamus de souris) infectables par les souches de Tremblante adap-
tées à la souris Chandler et 22L ; et les cellules SN56 (neurones cholinergiques issus de septum
murin, fusionnés à un neuroblastome murin) également infectables par les souches Chandler
et 22L (nous appellerons par la suite MovS6-i, GT1-i, SN56-i les lignées ayant été exposées à
un échantillon infectieux, et MovS6-ni, GT1-ni, SN56-ni les lignées ayant été exposées à des
cerveaux sains). Les matériels et méthodes utilisés au cours de l'étude sont donnés en annexes
page 213.
2 Résultats expérimentaux
2.1 Etude comparative fonctionnelle des lignées cellulaires
2.1.1 Eﬀet de l'infection sur la croissance cellulaire
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Eﬀet de l'infection sur la vitesse de prolifération cellulaire. Dans un premier temps,
un test de viabilité cellulaire a été réalisé, aﬁn de mesurer la vitesse de prolifération des cellules.
La densité optique (DO) lue est proportionnelle au nombre de cellules vivantes (i.e. présentant
une activité enzymatique mitochondriale détectable), elle a donc la forme suivante :
DO(t) = k · n(t) = k · n0 · 2at,
avec n(t) le nombre de cellules en fonction du temps, n0 le nombre de cellules ensemencées et
1/a le temps de doublement de la population. a est estimé à partir des données expérimentales
en prenant le logarithme en base 2 de la DO : Log2(DO) = Log2(kn0) + at. Cette méthode
permet en particulier de s'aﬀranchir de diﬀérences artéfactuelles liées à d'éventuelles diﬀérences
d'ensemencement.
Les MovS6-i et les MovS6-ni ont la même croissance entre J1 et J3, et a est constant au
cours du temps (a = 1.1 jour−1 environ). La croissance des GT1 présente un proﬁl sensiblement
diﬀérent des cellules MovS6 : elle s'accélère au cours du temps, même si le caractère infecté
n'entraîne pas de diﬀérence signiﬁcative de prolifération (Figure 9.1). Par ailleurs, une étude du
cycle cellulaire a été réalisée par cytométrie en ﬂux pour évaluer d'éventuelles altérations de la
prolifération cellulaire, non détectables par la vitesse de division. Après 48h de culture, l'étude
du cycle cellulaire ne montre aucune diﬀérence signiﬁcative des proportions des cellules de
chaque phase du cycle cellulaire (quiescence, duplication de l'ADN, mitose), selon le caractère
infecté ou non des cellules MovS6 et GT1.
Eﬀet de l'infection sur la mortalité cellulaire. L'analyse de la mortalité par cytométrie
en ﬂux (marquage à l'Iodure de Propidium), après 48h de culture, montre que la présence
de Prions dans les cellules MovS6 n'entraîne pas une augmentation signiﬁcative de la mort
cellulaire par rapport aux cellules non infectées (10% de cellules mortes dans les 2 cas). En
revanche, concernant les cellules GT1, les résultats de la ﬁgure 9.2 montre une diminution de
la mortalité dans la population infectée (35% de mortalité pour les GT1-ni contre 10% pour
les GT1-i). La conﬂuence n'inﬂue pas sur la mortalité, ni pour les Mov ni pour les GT1. La
signiﬁcativité des diﬀérences a été évaluée à l'aide d'un test de Student (avec un seuil de 1%)
2.1.2 Eﬀet de la croissance cellulaire sur l'infection
Nous avons cherché à évaluer l'eﬀet de la croissance cellulaire (prolifération et mortalité)
sur l'évolution de l'infection des cellules. Aﬁn d'évaluer l'eﬀet de la conﬂuence cellulaire sur
l'accumulation de PrPres, une analyse par dosage immunométrique (ELISA) a été réalisée sur
les cellules MovS6-i. Après passage cellulaire au jour 0, une diminution brutale de la quantité de
PrPres (en dessous du seuil de détection) est observée pour les deux conﬂuences. Au bout de 4
jours de culture, une quantité de PrPres est à nouveau signiﬁcativement détectable. L'augmen-
tation de PrPres après 4 jours dépend de la conﬂuence cellulaire. En eﬀet, à faible conﬂuence,
l'augmentation de PrPres est signiﬁcativement plus faible (environ 50% de la quantité à forte
conﬂuence) (Figure 9.3, A).
Pour évaluer l'eﬀet de la mortalité cellulaire, des cellules ont été cultivées pendant 48h en
présence de cellules mortes de la même lignée, infectées ou non. La quantité de PrPres est
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Fig. 9.2  Etude de la mortalité des MovS6 et des GT1 en fonction du caractère infecté ou non de la lignée et
de la conﬂuence. Les cellules ont été ensemencées à trois conﬂuences (50 000, 100 000 ou 500 000 cellules par puits) en plaques 12
puits et cultivées pendant 48h. L'analyse par FACS donne le pourcentage de cellules mortes (marquées par l'iodure de Propidium)
et celui de cellules vivantes. Les résultats correspondent à une moyenne de 4 échantillons, correspondant chacun à une acquisition
de 10 000 évènements.
Fig. 9.3  Eﬀet de la prolifération cellulaire sur l'infection. (A) Evolution de la quantité de PrPres (évaluée par
ELISA)au cours du temps en fonction de la conﬂuence cellulaire d'une culture de MovS6. Les cellules ont été ensemencées à deux
conﬂuences et prélevées à plusieurs temps de culture. Chaque point a été normalisé avant analyse sur une quantité identique de
cellules. (B) Eﬀet de la mortalité cellulaire sur la quantité de PrPres. Des cellules MovS6-i et GT1-i ont été cultivées pendant 5
jours en présence de cellules mortes infectées (+i) ou non infectées (+ni), ou en conditions normales (+∅). Chaque puits correspond
à 300µg de protéines déposées.
comparable avec à celle des cellules cultivées en conditions normales. La mortalité ne semble
donc pas inﬂuer sur le niveau d'infection des cellules en culture.
2.1.3 Etude de l'expression de la PrP
L'analyse comparative des diﬀérents modèles cellulaires s'est poursuivie par l'étude de l'ex-
pression de la PrP. Trois critères ont été évalués : la quantité de PrP membranaire à la surface
des cellules pour identiﬁer une perturbation potentielle du traﬁc cellulaire de la PrP, l'expres-
sion du gène de la PrP pour identiﬁer une éventuelle altération de la régulation du gène Prnp
et l'accumulation de PrPres dans les lignées cellulaires infectées.
Etude de l'expression membranaire de la PrP. Une analyse quantitative immunocy-
tochimique par cytométrie en ﬂux a été eﬀectuée sur les diﬀérentes lignées cellulaires, pour
étudier les variations d'expression membranaire de la protéine PrP. Pour les MovS6, la pré-
sence d'un second pic de ﬂuorescence de plus faible intensité est observée dans la population
infectée, entraînant une diminution globale de la ﬂuorescence (Figure 9.4). L'observation de
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Fig. 9.4  Etude de l'expression de la PrPc à la surface externe de
la membrane plasmique, par cytométrie en ﬂux. La spéciﬁcité du marquage par
l'anticorps primaire 6H4 est conﬁrmée par rapport à un marquage contrôle réalisé à
l'aide d'une immunoglobuline isotopique IgG1. L'acquisition a été réalisée sur 10 000
évènements pour chaque échantillon.
deux pics de ﬂuorescence diﬀérents dans les MovS6-i indique la présence de deux populations
cellulaires ne réagissant pas de façon identique à l'anticorps anti-PrP 6H4. La population de
faible ﬂuorescence est estimée à environ 40% de la population totale de MovS6-i. En revanche,
aucune diﬀérence signiﬁcative n'a été mise en évidence pour les autres lignées cellulaires (SN56
et GT1).
Etude de l'expression du gène de la Prnp. L'expression du gène codant pour PrP a
été évaluée au cours du temps, et en fonction de la conﬂuence des cellules, par ampliﬁcation
génique en temps réel. Quelque soit la lignée cellulaire, aucune diﬀérence signiﬁcative de la
quantité d'ARN messager codant pour la PrP n'a été détectée.
Fig. 9.5  Détection immunocytochimique de la PrPres. Marquage de la PrP sur les cellules MovS6 et GT1 infectées
(d) ou non (c). Le signal PrP est objectivé par un couplage Alexa 568, les noyaux cellulaires sont révélés par une contre-coloration
Dapi (a et b). La spéciﬁcité des marquage a été validée à l'aide d'un contrôle correspondant à une immunoglobuline irrélevante de
même isotype. Les ﬂèches correspondent à une cellule MovS6-i présentant peu de marquage PrPres. Acquisition x400 (MovS6) ou
x200 (GT1), épiﬂuorescence.
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Localisation de la PrPres. Après de multiples mises au point combinant diﬀérents traite-
ments préalables à la réalisation d'un marquage immunoﬂuorescent, il a été mis en évidence
une diﬀérence d'intensité de marquage ﬂuorescent entre les cellules MovS-ni et Mov-i ou GT1-
ni et GT1-i (Figure 9.5). En eﬀet, il a été possible d'observer dans la population de cellules
infectées (MovS6-i ou GT1-i) diﬀérents marquages non présents dans la population non in-
fectées. D'une part, un marquage granuleux très intense, réparti dans tout le cytoplasme des
cellules (Flèche 2, Figure 9.5) semble compatible avec une localisation de la PrPres dans le
système endosome/lysosome [51]. En outre, un marquage ponctiforme périnucléaire, semblable
aux agrésomes identiﬁés lors de l'infection par des Prions ou dans d'autres amyloïdoses [354],
est observé dans certaines cellules (Flèche 1, Figure 9.5) de la lignée non infectée. Ces deux
types de marquages ont déjà été observés dans des lignées cellulaires diﬀérentes [354], et sont
observées ici au sein d'une même lignée. Ils suggèrent une hétérogénéité cellulaire de méca-
nismes d'agrégation de la PrPres, très diﬀérents d'une cellule à l'autre. Enﬁn, l'observation de
cellules peu, voire pas du tout marquées (Flèche 3, Figure 9.5) conﬁrme que toutes les cellules
de la lignée exposée à un échantillon infectieux ne sont pas infectées par les Prions.
2.2 Tri des diﬀérentes populations cellulaires.
L'analyse de la PrP membranaire a révélé la présence de diﬀérentes populations cellulaires
dans les cellules MovS6 infectées par la souche PG127. Dans un premier temps, une approche
de tri magnétique, basée sur l'intensité de marquage PrP à la surface de ces cellules a été mise
au point aﬁn de préciser la nature des diﬀérentes populations. Une analyse par cytométrie en
ﬂux des cellules après séparations successives sur deux colonnes montre que deux populations
ont bien été isolées : la fraction F−, qui montre un marquage de la PrP surfacique plus faible
que la population totale et la fraction F+, qui montre un marquage de la PrPc à la surface
plus fort que la population totale (PT). Une analyse par Western Blot des diﬀérentes fractions
isolées montre que la fraction F− est celle qui contient le plus de PrPres alors que la fraction
F+ est celle qui en contient le moins. Ces diﬀérences se maintiennent pendant environ 15 pas-
sages après tri (Figure 9.6, haut). Elles ne semblent pas liées à des diﬀérences de croissance (un
comptage cellulaire des diﬀérentes fractions, réalisé à chaque passage, et une analyse du cycle
cellulaire des diﬀérentes fractions, réalisée 3 passages après tri, ne montrent aucune diﬀérence
signiﬁcative de prolifération). Une analyse de l'expression du gène de la PrP par PCR en temps
réel au 4ème passage après tri, ne révèle pas de diﬀérence signiﬁcative de l'expression du gène.
Par la suite, l'approche du tri cellulaire a été optimisée grâce à l'utilisation du trieur cellulaire
Inﬂux de la Fondation Alliance Biosecure, qui permet une séparation des diﬀérentes fractions
plus eﬃcace et plus rapide, avec moins de mortalité cellulaire que l'approche initiale par tri
magnétique. Des tris réalisés à diﬀérents passages cellulaires après infection révèlent que les
modiﬁcations d'expression membranaire de la PrP sont plus importantes dans les premiers
passages qui suivent l'infection. L'imagerie cellulaire conventionnelle ou par microscope confocal
révèle la présence de dépôts de PrPres (sous forme d'agrésomes et d'agrégats épars) dans les
cellules de la fraction la plus infectée. Ces résultats conﬁrment la présence dans les cultures
cellulaires de cellules diﬀérentiellement infectées (Figure 9.6, bas).
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Fig. 9.6  Tri des diﬀérentes populations cellulaires. (haut) Evolution de la quantité de PrPres au cours des passages
après tri magnétique. PT = population totale, F+= fraction la plus marquée (en PrPc surfacique), F−= fraction la moins marquée
(en PrPc surfacique), NI = population non infectée. Chaque puits correspond à 300µg de protéines.
(bas) Imagerie cellulaire des diﬀérentes population de MovS6-i séparées par trieur cellulaire. (A) Quantiﬁcation par FACS des
modiﬁcations d'immunoréactivité de la PrP membranaire des diﬀérentes populations et détection par WesternBlot de la quantité
de PrPres de chaque population. (B,C) Détection immunocytochimique de la PrPres dans les MovS6 non infectées. (D,E,F,G,H,I)
Détection immunocytochimique de la PrPres dans les MovS6 infectées : (D,G)= fraction triée de gauche, (E,H)= population
complète, (F,I)= fraction triée de droite. (J) Détection immunocytochimique de la PrPres dans les MovS6-i infectées puriﬁées
par tri cellulaire (fraction triée de gauche). Flèche : dépôts ponctiformes de PrPres vert : anticorps anti-PrP 12F10 + anticorps
secondaire chèvre anti-souris Alexa 488 ; bleu : contre-coloration Dapi des noyaux cellulaires ; Imagerie confocale 3D x60 (B, D,
E, F), par sctions sériées (0,65im) (J) ; Microscopie conventionnelle x20 (C, G, H, I).
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Fig. 9.7  Etude de la dissémination des Prions par co-culture de cellules infectées et non infectées, par
immunocytochimie : marquage PrP dans un mélange de cellules MovS6 infectées (repérées par un traceur ﬂuorescent vert, b) et
de cellules MovS6 non infectées. Les noyaux cellulaires sont révélés par une contre-coloration Dapi (a). Le signal spéciﬁque de la
PrPres est objectivé par un couplage Alexa 568 (c). (Acquisition x400, épiﬂuorescence). Flèche 1 : cellules MovS6-i présentant un
immunomarquage périnucléaire et possédant le traceur ﬂuorescent vert. Flèche 2 : cellules MovS6-ni présentant un immunomarquage
périnucléaire et ne possédant pas le traceur ﬂuorescent vert.
2.3 Etude de la propagation intercellulaire des Prions
La propagation des Prions au sein d'une population cellulaire peut s'eﬀectuer soit par contact
direct entre les cellules, soit par relargage des Prions dans le milieu de culture [158]. Aﬁn d'éva-
luer ces deux modes de propagation, des cellules MovS6-ni et GT1-ni non infectées ont été
cultivées pendant plusieurs passages dans du milieu de culture conditionné respectivement par
des MovS6-i et GT1-i. Toutefois, après 3 passages, aucune réplication de novo de PrPres n'a
été détectée en Western Blot, montrant que la propagation par le milieu est indétectable, sinon
inexistante pour nos modèles cellulaires.
En revanche, une analyse immunocytochimique d'une coculture de MovS6-i et MovS6-ni
suggère que la propagation des Prions est possible par contact cellulaire direct. Un traceur
ﬂuorescent vert a été utilisé aﬁn de diﬀérencier la population cellulaire "ni" de la population
cellulaire "i". Après 5 jours de co-culture, un marquage de type PrPres (périnucléaire et gra-
nuleux, ﬁgure 9.7, c, ﬂèche 1) a été observé sur des cellules ne présentant pas de ﬂuorescence
verte (ﬁgure 9.7, b, ﬂèche 2), appartenant donc à la population de MovS6-ni. Ces marquages
se situent sur des cellules à proximité de cellules infectées.
2.4 Etude de la susceptibilité cellulaire à l'infection
2.4.1 Quantiﬁcation du nombre de cellules infectées en fonction de la souche de
Prions
La lignée cellulaire SN56 est capable de répliquer diﬀérentes souches de Tremblante adaptées
à la souris, mais conduit à des niveau d'accumulation de PrPres diﬀérents selon la souche. En
eﬀet, la quantité de PrPres détectée en Western Blot est plus faible en cas d'infection par la
souche Chandler que par la souche 22L, malgré des doses infectieuses des homogénats utilisés
pour l'infection comparables (mesurées en Western Blot par le biais de la quantité de PrPres
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dans l'homogénat). Nous avons cherché à évaluer si les diﬀérences observées sont dues à un
nombre diﬀérent de cellules infectées (mais à un niveau d'infection identique) ou à un niveau
diﬀérent d'infection des cellules infectées (à quantité de cellules infectées égale). Pour cela, une
dilution limite a été eﬀectuée sur deux populations cellulaires chroniquement infectées, les SC
(cellules SN56 infectées par la souche de Prions Chandler) et les S22L (cellules SN56 infectées
par la souche de Prions 22L) pour estimer le nombre de cellules infectées dans la lignée cellulaire
exposée à l'infection. Les clones isolés ont été mis en culture puis analysés en Western Blot.
Nous observons que selon la souche considérée, la proportion de clones infectés diﬀère : 19%
des cellules SN56 accumulent de la PrPres après infection par la souche 22L (35 clones infectés
sur 182 testés) contre seulement 11% après infection par la souche Chandler (9 clones infectés
sur 74 testés). En outre, au sein d'une même lignée, les cellules semblent répliquer les Prions à
des niveaux diﬀérents.
Ces résultats conﬁrment sur une seconde lignée cellulaire l'hétérogénéité des cellules vis-à-vis
de la réplication des Prions, observée précédemment pour les cellules MovS6. Cette hétérogé-
néité de réplication semble s'accompagner, au moins à un instant donné, d'une hétérogénéité
de susceptibilité cellulaire.
2.4.2 Stabilisation de l'hétérogénéité de susceptibilité par fusions cellulaires
L'étude directe de la susceptibilité des clones SN56 non infectés isolés par dilution limite
est peu envisageable, en raison du caractère transitoire de cette susceptibilité démontré sur les
N2a [199]. Nous avons donc tenté une approche entraînant des modiﬁcations drastiques du mé-
tabolisme des cellules. En eﬀet, nous avons réalisé des fusions cellulaires, connues pour induire
la reprogrammation de la cellule, et pouvant conduire à des aberrations chromosomiques (perte,
gain ou modiﬁcation de l'ADN) ou à des modiﬁcations permanentes d'expression de gènes [411].
Nous avons réalisé des fusions cellulaires entre des SN56, sélectionnées par double sélection
antibiotique. Un caryotype a été réalisé. Le nombre de chromosomes est nettement supérieur
dans les cellules fusionnées par rapport aux cellules d'origine, ce qui conﬁrme l'eﬃcacité de
la double sélection antibiotique. Après une analyse de l'expression membranaire de la PrP
par cytométrie en ﬂux (pour éliminer les fusions sous-exprimant la PrPc), des fusions ont été
inoculées par des Prions de Tremblante adaptée à la souris 22L et Chandler (Figure 2.4.2).
Une analyse préalable a montré que ni le gène de résistance, ni la présence d'antibiotique dans
le milieu de culture n'empêchent l'infection des cellules. Six fusions présentant des niveaux
intermédiaires de PrPc ont été analysées plus en détail. Les Western Blots des infections des
fusions testées montrent des diﬀérences d'infection entre les clones. Ces diﬀérences sont très
stables au cours des passages : la fusion 1.2 apparaît très peu sensible à l'infection, quelle que soit
la souche de Prions à laquelle elle a été exposée. De la même manière, la fusion 4.2 est très peu
sensible à l'infection par la souche Chandler. Au contraire, d'autres fusions semblent s'infecter à
des niveaux très élevés (clones 2.6 et 3.6). Aucune variation signiﬁcative de l'expression du gène
de la PrP dans les diﬀérentes fusions testées n'est détectée, il semble donc que les diﬀérences
d'accumulation de la PrPres observées ne soient pas la conséquence de variations d'expression du
précurseur. En revanche, l'observation du nombre relatif de cellules des diﬀérentes fusions après
deux jours de culture (par un test de viabilité) montre des diﬀérences de prolifération entre les
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Fig. 9.8  Fusions cellulaires de SN56. Des cellules SN56 résistantes à la généticine (Sg) ou à l'hygromycine (Sh) ont été
fusionnées et sélectionnées par double sélection antibiotiques. Après sélection, les cellules (infectées ou non) sont cultivées en absence
de pression de sélection. (A) Evaluation par cytométrie en ﬂux de la quantité de PrP la membrane des cellules. L'histogramme
correspond à la moyenne de ﬂuorescence calculée sur 10000 évènements. (B) Expression du gène Prnp des diﬀérentes fusions non
infectées, évaluée par ampliﬁcation génique en temps réel, rapportée à l'expression du gène dans les cellule Sg. Les pointillés rouges
délimite la zone de modiﬁcation d'expression non signiﬁcatives. (C) Détection par Western Blot de la quantité de PrPres accumulées
dans les diﬀérentes fusions, après exposition à un homogénat de cerveau de souris infectées par les souches Chandler ou 22L. Chaque
puits correspond à 300 µg de protéines. (D) Evaluation de la vitesse de croissance des clones non infectées, par WST1. La densité
optique est rapportée à celle des cellules Sh.
fusions. La fusion 1.2, qui est la moins infectée, est celle qui prolifère le plus rapidement. Au
contraire, la fusion la plus infectée (3.6) est celle qui prolifère le moins vite.
3 Discussion
L'enjeu de notre étude expérimentale est de déﬁnir l'inﬂuence de l'infection par des Prions
sur les comportements cellulaires, en vue d'établir un modèle de la dynamique de réplication
des Prions dans une population cellulaire.
Infection et croissance. Nous avons eﬀectué une recherche d'altérations fonctionnelles des
cellules infectées. Les diﬀérentes approches expérimentales utilisées ne rapportent aucune modi-
ﬁcation signiﬁcative de la croissance cellulaire et des diﬀérentes phases du cycle cellulaire dans
les cellules infectées. En revanche, des diﬀérences de viabilité dans le sens d'une augmentation
ont été retrouvées uniquement pour les GT1 infectées. Elles sont vraisemblablement dues à
une dérive cellulaire des deux lignées (infectée et non infectée). En eﬀet, d'autres expériences
similaires réalisées post-infection ne montrent aucune diﬀérence signiﬁcative de mortalité en cas
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d'infection. En outre, ces résultats s'opposent à une observation non conﬁrmée précédemment
publiée, rapportant des phénomènes d'apoptose dans la lignée cellulaire GT1 infectée [354]. Par
conséquent, concernant la morphologie, la croissance, les diﬀérentes phases du cycle cellulaire
ou la viabilité pour les cellules MovS6, aucune modiﬁcation liée à la présence des Prions n'a
été observée en culture cellulaire. Ainsi, même si des modiﬁcations du métabolisme cellulaire
ont récemment été rapportées [177], l'infection cellulaire par des Prions ne semble pas avoir
d'inﬂuence détectable sur la prolifération, la division ou la mortalité de nos modèles cellulaire
en division continue.
En revanche, le passage des cellules conduit à une diminution brutale de la quantité de
PrPres, qui retourne ensuite progressivement à son niveau initial d'autant plus rapidement que
la vitesse moyenne de prolifération des cellules diminue. Cette diminution peut être due (i) à
un artefact lié à la manipulation des cellules (par exemple, perte de la PrPres membranaire ou
extracellulaire lors du décollement des cellules par la trypsine), (ii) à la production pendant
les étapes d'adhérence des cellules d'un facteur défavorable à l'infection ou (iii) à la dilution
de l'infection par la prolifération plus active des cellules, non compensée par la production.
Les résultats de fusions cellulaires viennent appuyer la troisième hypothèse. En eﬀet, bien
que des clones soient capables d'accumuler les Prions à des niveaux diﬀérents sans corrélation
avec la vitesse de prolifération, le clone répliquant les Prions le plus faiblement est celui qui
prolifère le plus vite. De même, des résultats récents suggèrent que le niveau d'infection d'une
cellule est un compromis entre sa capacité à multiplier les Prions et à les diluer par division
cellulaire [408]. Dans ce contexte, l'étude de la dynamique de la répartition spatiale des cellules
en culture est critique : elle peut introduire une hétérogénéité de vitesse de prolifération (par
inhibition de contact, notamment) qui pourrait inﬂuencer le niveau de réplication et conduire
soit à la disparition de l'infection (en cas de division trop importante), soit au contraire à une
accumulation plus importante (en cas de prolifération moins rapide).
Infection et métabolisme de la PrPc. Une diminution de la quantité de PrP membranaire
est observée à la surface des cellules infectées. Les anticorps dont nous disposions pour cette
étude ne sont pas capables de distinguer la forme native de la PrP de la PrPres, toutefois, il
semble vraisemblable que cette diminution corresponde majoritairement à une diminution de la
PrPc. Ces résultats vont dans le sens de la baisse d'expression membranaire de la PrP observée
in vivo dans des cerveaux de souris infectées par une ESST [193]. Elle pourrait être due à une
réaction cellulaire à l'infection, visant à diminuer la synthèse du précurseur (observée dans des
cellules neuroendocriniennes [192]). Toutefois, dans nos modèles, aucune diminution de la syn-
thèse du gène Prnp n'a été détectée. De plus, les cellules présentant une diminution d'expression
membranaire de PrP restent stablement infectées au cours du temps, contrairement aux cellules
neuroendocrinniennes [192], ce qui suggèrent l'absence de réaction cellulaire à l'infection. En re-
vanche, il reste maintenant à déterminer si la modiﬁcation d'expression membranaire de la PrP
est due à une modiﬁcation du traﬁc de la PrPc sous l'eﬀet de l'infection (favorisant les formes
cytosoliques par exemple) ou uniquement à la consommation de la PrPc par la PrPres, non com-
pensée par la synthèse de PrPc (mécanisme prédit par les modèles théoriques de polymérisation
nucléée [343]).
Hétérogénéité de réplication et susceptibilité cellulaire. La réplication in vivo des
Prions s'eﬀectue dans un environnement très hétérogène. En eﬀet, les régions du cerveau im-
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pliquées dans la réplication varient fortement en fonction de la souche de Prions [118]. De
même, dans des conditions classiques d'infection, seuls les neurones, les astrocytes et les cel-
lules folliculaires dendritiques (CFD) sont connus pour être infectés in vivo, la capacité des
CFD à répliquer les Prions dépendant en plus de leur niveau de maturation [234]. En outre,
dans notre expérience, une quantiﬁcation directe par dilution limite montre que seules 10 à
20% des cellules SN56 sont réellement infectées (i.e. sont capable d'accumuler de la PrPres à un
niveau détectable en Western Blot) après exposition à des échantillons infectés par les souches
de Tremblante adaptées à la souris Chandler et 22L. Nos estimations sont nettement inférieures
aux estimations de Baron et al [409], qui estiment par Cell Blot la proportion de SN56 infectées
à plus de 80%. Cette divergence peut s'expliquer soit par une perte des cellules faiblement
réplicantes au moment de la dilution limite, soit par la capacité du Cell Blot à détecter non
seulement des cellules réplicantes, mais aussi des cellules capables de capter et/ou d'accumuler
de la PrPres exogène provenant de cellules adjacentes sans réplication de novo.
Dans ce contexte hétérogène, la susceptibilité cellulaire peut être considérée comme une
compétition entre plusieurs comportements cellulaires intrinsèques de la cellule ou dépendant
de son environnement local, à savoir :
(1) la capacité des cellules à s'infecter au moment de la mise en contact avec l'homogénat ou
avec des Prions exogènes.
(2) la capacité intrinsèque des cellules à répliquer les Prions (i.e. la machinerie intracellulaire de
réplication), à des niveaux compensant la dissémination vers les cellules voisines et la dilution
par division cellulaire.
4 Conclusions : orientation de la modélisation
Les expériences réalisées au cours de cette étude nous ont permis d'identiﬁer les mécanismes
qui diﬀérencient les modèles cellulaires des modèles in vitro de conversion acellulaire des Prions
ou des modèles animaux in vivo. Ces comportements qualitatifs sont récapitulés dans le tableau
9.1, les valeurs cinétiques des paramètres relatifs à ces comportements sont disponibles dans le
tableau 9.2 (elles sont issues de notre étude expérimentale et de la bibliographie).
Au vu de la grande hétérogénéité de réplication des Prions en fonction des cellules, au
sein d'une même lignée cellulaire, la dynamique multicellulaire de la réplication des Prions
semble diﬃcile à étudier en extrapolant les comportements à partir des modèles théoriques
acellulaires existants. Ainsi, la suite de notre travail consiste à coupler les modèles théoriques
de réplication à un modèle multicellulaire de type automate cellulaire, plus apte à prendre
en compte l'hétérogénéité de réplication et les interactions spatiales locales qu'un modèle de
dynamique cellulaire par équations diﬀérentielles.
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Modèles cellulaires Modèles in vivo
Réplication des Prions
Proﬁl d'accumulation de la PrPres Diminution au moment du passage,
puis augmentation exponentielle jus-
qu'au niveau initial, stable au cours des
passages
Accumulation exponentielle dans le
cerveau, proﬁl sigmoïdal dans la rate
Eﬀet sur le métabolisme cellulaire Pas d'eﬀets apparents dans nos mo-
dèles
Neurotoxicité
Autres mécanismes liés à la cellule
Prolifération cellulaire Importante Faible voire inexistante
Propagation intercellulaire des Prions Faible et préférentellement vers les cel-
lules adjacentes dans nos modèles.
Importante. Mécanisme inconnu.
Réaction cellulaire à l'infection Pas d'eﬀets apparents dans nos mo-
dèles Diminution de la synthèse du pré-
curseur, Diminution de la vitesse de
prolifération, Induction de la dédiﬀé-
renciation ?
Modiﬁcation d'expression de gènes. In-
ﬂuence indéterminée.
Hétérogénéité spatiale
Nature de l'hétérogénéité 1 seul type cellulaire
Capacité intrinsèque des cellules à ré-
pliquer les Prions ?
Vitesse de prolifération cellulaire ?
Capacité des cellules à accumu-
ler/disséminer les Prions
Plusieurs types cellules
Capacité intrinsèque des cellules à ré-
pliquer les Prions
Niveau de maturation (CFD)
Capacité des cellules à accumu-
ler/disséminer les Prions ? (Tropisme
de souche)
Tab. 9.1  Diﬀérences entre les diﬀérents modèles expérimentaux.Les modèles cellulaires et animaux se diﬀérencient
des modèles de conversion in vitro par un environnement hautement hétérogène et la prise en compte du métabolisme cellulaire.
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Paramètre Valeurs Méthode d'estimation/Contexte Réf.
Taux de production de la PrPc 4400 molécules/jour Estimation théorique à partir du modèle de répli-
cation de Masel homogène et de données in vivo.
Masel 1999
Taux de dégradation de la
PrPc
3-5 /jour Estimation expérimentale (culture cellulaire) Prusiner, 1991
Taux de dégradation de la
PrPres
0.03-0.2 /jour Estimation théorique à partir du modèle de répli-
cation de Masel homogène et de données in vivo.
Masel, 1999
Taux de fragmentation des
agrégats
0.0001 /jour Estimation théorique à partir du modèle de répli-
cation de Masel homogène et de données in vivo.
Masel, 1999
Taux d'élongation des agrégats 0.3 /jour Estimation théorique à partir du modèle de répli-
cation de Masel homogène et de données in vivo.
Masel, 1999
Taille du noyau de nucléation 2-3 molécules Estimation théorique à partir du modèle de répli-
cation de Masel homogène et de données in vivo.
Masel, 1999
Taille moyenne des agrégats de
PrPres
10-1000 molécules Estimations expérimentales et théoriques Masel, 1999
Taux d'augmentation expo-
nentielle de la PrPres
0.07-0.17 /jour Estimation expérimentale (in vivo) Masel, 1999
Concentration ﬁnale de PrPres
dans un cerveau
100 µg/g de cerv. Estimation expérimentale in vivo dans un cerveau
de hamster en phase terminale
Beekes, 1996
Vitesse de progression de l'in-
fection dans un nerf
0.7-2 mm/ jour Estimation expérimentale Glatzel, 2000
Coeﬃcient de diﬀusion 0.05mm2/jour Estimation théorique Matthaus 2005
quantité surfacique de PrP in-
fecté : non infecté
environ 2 :3 Estimation expérimentale -
Proportion de cellules infectées
en culture
50% (10% - 80%) Estimations expérimentales. Dépend de la lignée
cell., de la souche et de la méthode d'estimation.
-
Durée d'un cycle cellulaire 1 jour (0.5-3 jours) Estimations expérimentales. Dépend de la lignée
cell.
-
Proportion de cellules mortes 5 - 10% Estimation expérimentales (sauf pour GT1) -
Tab. 9.2  Estimation des valeurs cinétiques des paramètres.
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Modèle de réplication des Prions dans une
population cellulaire en division
Les mécanismes moléculaires de réplication sont étudiés grâce à des modèles théoriques, qui
visent pour la plupart à reproduire la dynamique temporelle d'accumulation de la PrPres [305],
le temps d'incubation [297] (voir Partie I, Chapitre 4) ou plus récemment la distribution en
taille des agrégats [412] (voir Partie II). Ces modèles théoriques de réplication ont notamment
permis d'établir des procédures d'estimations des paramètres de réplication [299]. Toutefois,
ils sont pour la plupart des modèles cinétiques acellulaires, dont la validité est estimée par
comparaison avec des données expérimentales multicellulaires. Or, dans un contexte multicel-
lulaire, l'inﬂuence du transport spatial des Prions (in vivo) ou de la croissance des cellules
(culture cellulaire) sur les mécanismes de réplication des Prions reste mal caractérisée. Dans
le cas d'une inﬂuence importante, les modèles cinétiques globaux risquent d'être trop imprécis
pour permettre une estimation exacte des paramètres cinétiques ou même une inférence qua-
litative pertinente des mécanismes de réplication. Dans ce contexte, il est nécessaire d'établir
un modèle théorique permettant d'étudier le lien qui existe entre les phénomènes collectifs (par
exemple, niveau global d'infection dans une population cellulaire) et les phénomènes locaux au
niveau de la cellule.
Il existe quelques modèles spatiaux de propagation des Prions, basés sur le couplage des
équations de réplication mimant le modèle de l'hétérodimère (i.e. PrPc + PrPres → PrPc •
PrPres→ 2PrPres) ou le modèle de polymérisation nucléée avec des équations de réactions-
diﬀusion [274]. Toutefois, si ces modèles sont adaptés à la diﬀusion des Prions au sein d'un
compartiment unidimensionnel simple, ils ne prennent pas en compte l'hétérogénéité d'une
population cellulaire, mise en évidence expérimentalement à la partie précédente. Une alterna-
tive élégante proposée par Matthäus consiste à utiliser des automates cellulaires (AC) [274].
Toutefois, s'il existe des AC couplés au modèle de l'hétérodimère [276] ou à des modèles de
propagation épidémiologiques de type Susceptible-Infecté [274], aucun ne prend en compte spé-
ciﬁquement les équations de polymérisation nucléée de Masel, qui est pourtant le modèle de
réplication le plus complet disponible actuellement. De même, bien que la plupart des données
expérimentales servant à la validation des modèles soient issues de cultures cellulaires, en per-
pétuelle division, ces automates n'intègrent pas la prolifération.
Ainsi, dans cette partie, nous présentons un modèle par automate cellulaire de la réplication
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et de la propagation des Prions au sein d'une culture cellulaire, basé sur les données expéri-
mentales obtenues au chapitre précédent. En particulier, nous étudions grâce à ce modèle dans
quelle mesure la prolifération cellulaire (qui est l'une des diﬀérences majeures entre les lignées
cellulaire en culture et les cellules réplicantes in vivo) inﬂue sur le mécanisme de réplication.
1 Description du modèle
Notre AC a pour but de modéliser la réplication des Prions dans une culture cellulaire
hétérogène. D'après les résultats expérimentaux obtenus précédemment, il doit notamment
prendre en compte :
(i) la prolifération et la mortalité des cellules en culture, de façon indépendante de leur
niveau d'infection ;
(ii) la réplication intracellulaire des Prions, selon le mécanisme de polymérisation nucléée
décrit par Masel [299]
(iii) la dissémination intercellulaire des Prions, dont le mode (par le milieu ou par contact
entre les cellules adjacentes) et l'intensité dépendent fortement du modèle cellulaire considéré.
(iv) l'hétérogénéité de susceptibilité cellulaire vis-à-vis de l'infection. D'après l'analyse ex-
périmentale et bibliographique menée au chapitre précédent, l'hétérogénéité de susceptibilité
cellulaire vis-à-vis de la réplication semble avoir plusieurs origines distinctes : la capacité de
la cellule à s'infecter par des Prions exogènes, sa capacité intrinsèque à multiplier de novo ces
Prions exogènes et sa capacité à accumuler les Prions néosynthétisés ou au contraire, à les
propager vers les autres cellules.
La structure générale de l'AC est détaillée ci-dessous. Elle est récapitulée Figure 10.2 page
195. Par ailleurs, la liste des notations introduites est disponible ci-dessous :
c1 Phénotype cellulaire (caractère répliquant ou non)
Dc Durée du cycle cellulaire
V Quantité de PrPc
U Quantité d'agrégats de PrPres
P Quantité de molécules de PrPres
Ea Capacité cellulaire à accumuler des Prions
Ep Capacité cellulaire à libérer de l'infection
PM Quantité de PrPres dans le milieu de culture
UM Quantité de molécules de PrPres dans le milieu de culture
Mcycle Durée moyenne d'un cycle cellulaire
σcycle Ecart-type
pTV Proportion de transmission verticale
pmort Probabilité de mortalité cellulaire
λ Taux de production de la PrPc
γ Taux de dégradation de la PrPc
µ Taux de dégradation de la PrPres
β Taux de fragmentation de la PrPres
τ Taux d'élongation de la PrPres
n Taille critique des agrégats
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η Facteur correctif de transmission par le milieu
δdiff Taux de diﬀusion des Prions dans le milieu
Umax Quantité limite de PrP
res avant réaction
Umin Quantité minimale de PrP
res nécessaire à la réplication
a Facteur de diminution de la production de PrPc
ps Facteur de modiﬁcation de la permissivité aux Prions
ppassage Proportion de cellules conservées pendant un passage
apassage Retard de croissance induit par un passage (Durée de la phase de latence)
pocc Probabilité qu'une case soit initialement occupée par une cellule
pinf Probabilité qu'une cellule soit initialement infectée
amax Durée initiale maximale du cycle cellulaire
Qmc,R, Qmc,NR Quantité moyenne initiale de PrP
c par cellule réplicante (R) ou non (NR)
Qetc,R, Qetc,NR Ecarts-types
Qmres,R, Qmres,NR Quantité moyenne initiale d'agrégats de PrP
res par cellule (R ou NR)
Qetres,R, Qetres,NR Ecarts-types
Tmres,R, Tmres,NR Taille moyenne initiale des agrégats de PrP
res par cellule (R ou NR)
ACCm (ACCet) Valeur initiale moyenne du coeﬃcient Ea (et écart-type)
LIBm (LIBet) Valeur initiale moyenne du coeﬃcient Ep (et écart-type)
1.1 Topologie générale de l'automate cellulaire
1.1.1 Géométrie de l'AC et voisinage
Notre AC est un modèle qui évolue de façon discrète dans le temps et dans l'espace (en
deux dimensions). L'espace est représenté par un maillage carré régulier, permettant une
programmation informatique aisée. En eﬀet, l'AC est directement programmé sous forme d'une
matrice (ACi,j) (avec AC(i, j) la caractéristique j de la i
eme cellule). Des alternatives sans
maillage, qui prennent en compte les interactions entre les individus via des structures de
graphe (permettant par exemple de simuler des interactions à plus grande échelle comme les
connexions neuronales dans un cerveau), sont également possibles. Toutefois, nous cherchons ici
à étudier l'eﬀet de la propagation des Prions via les cellules adjacentes ou le milieu de culture
environnant, et l'eﬀet de la conﬂuence locale dans une culture cellulaire. Ces interactions locales
sont restreintes à un voisinage géographique direct, bien représenté par un maillage régulier ﬁxe.
Par ailleurs, nous considérons ici une géométrie des cellules ﬁxes, ainsi chaque case de la
grille représente une et une seule cellule. Cette géométrie ﬁxe entraîne des contraintes sur la
modélisation de la croissance cellulaire. En eﬀet, nous négligeons la possibilité d'une déforma-
tion élastique des cellules, permettant d'augmenter la densité cellulaire dans un espace restreint.
Toutefois, pour maximiser le nombre de voisins directs de chaque cellule (et limiter ainsi la forte
inhibition de contact introduite par la géométrie ﬁxe), le voisinage considéré est un voisinage
de Moore (i.e. la case et ses 8 voisins immédiats). La correspondance entre le maillage choisi
et une culture cellulaire est représentée ﬁgure 10.1.
Enﬁn, une culture cellulaire comprend entre 1 et 10 millions de cellules selon la nature du
support de culture. L'AC ne représente donc qu'une petite partie de la culture complète, et les
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Fig. 10.1  Superposition des maillages réguliers classiques et d'une culture cellulaire de MovS6 après 48h de
culture. Aucun maillage régulier ne reproduit exactement la morphologie des cellules.
phénomènes de bord (ralentissement de la prolifération par exemple) sont considérés comme
négligeables. Des conditions aux frontières périodiques sont donc retenues.
1.1.2 Type d'évolution et états possibles
Classiquement, une case d'un AC est déﬁnie par un nombre ﬁni d'états, évoluant de façon
déterministe en fonction de l'état de ses voisins immédiats. Dans notre cas, le modèle doit
prendre en compte explicitement l'évolution du niveau d'infection d'une cellule selon le méca-
nisme de polymérisation nucléée décrit par un système d'équations diﬀérentielles couplées [299].
Un automate cellulaire continu (i.e. dont l'état d'une case peut avoir un nombre inﬁni d'états,
représentés par une grandeur continue, à valeur dans R) semble donc plus adapté. Ce type d'AC
est équivalent à un système diﬀérentiel discrétisé dans le temps et dans l'espace. Toutefois, il
a pour avantage de prendre en compte l'hétérogénéité individuelle des cellules dans le cas où
les mêmes règles d'évolution ne sont pas appliquées à toutes les cellules, contrairement aux
équations diﬀérentielles très sensibles aux discontinuités d'espace.
En outre, l'AC déﬁni ici n'est pas entièrement déterministe. En eﬀet, les règles d'évolution
qui seront présentées en détail par la suite (section 1.3) peuvent faire intervenir de l'aléatoire,
inhérent au processus de culture cellulaire (par exemple, position initiale des cellules, choix de
la direction de croissance ou encore mortalité aléatoire des cellules).
1.2 Description d'une cellule
Chaque case de l'automate cellulaire représente une cellule, capable de se diviser, de mourir,
de répliquer ou non les Prions et de les propager. Chaque cellule est associée à 9 caractéristiques,
pouvant varier de façon discrète ou continue selon la caractéristique :
 c1 est relatif au phénotype de la cellule considérée : une cellule peut être capable de
répliquer l'infection (c1 = −1) ou non (c1 = 1). Une case peut également être vide
(c1 = 0).
 Dc représente le temps qui doit s'écouler avant la prochaine division de la cellule consi-
dérée.
 V , U et P représentent le niveau d'infection d'une cellule. Elles correspondent respective-
ment aux quantités de PrPc, de particules infectieuses (c'est-à-dire d'agrégats de PrPres)
et de molécules de PrPresconstituant les agrégats.
 Ea et Ep représentent la perméabilité cellulaire à l'infection, respectivement la capacité à
"accepter" des Prions exogènes et la capacité à les propager.
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 UM et PM représentent le niveau d'infection contenu dans le milieu de culture au ni-
veau de la case considérée. Elles correspondent respectivement aux quantités de particules
infectieuses (c'est-à-dire d'agrégats de PrPres) et de molécules de PrPres constituant les
agrégats.
Ces caractéristiques sont initialisées de façon aléatoire. Initialement, chaque case est occu-
pée par une cellule selon la probabilité pocc. Une cellule est alors réplicante avec une probabilité
pinf et sa durée initiale du cycle cellulaire est choisi selon une loi de probabilité uniforme sur
l'intervalle [apassage; amax].
Ses quantités de PrPc et d'agrégats de PrPres sont choisies selon une loi de probabilité
normale de moyenne Qmc,R (respectivement Qmres,R) et d'écart-type Qetc,R (respectivement
Qetres,R) dans le cas d'une cellule réplicante, de moyenne Qmc,NR (respectivement Qmres,NR)
et d'écart-type Qetc,NR (respectivement Qetres,NR) dans le cas d'une cellule non réplicante. Sa
quantité totale de PrPres est alors déﬁnie d'après la taille moyenne Tmres,R (respectivement
Tmres,NR).
Son coeﬃcient d'accumulation (respectivement de propagation) est choisi selon une loi
normale de moyenne ACCm (respectivement LIBm) et d'écart-type ACCet (respectivement
LIBet) (dans la limite de l'intervalle [0; 1]).
Enﬁn, les niveaux d'infection UM et PM contenus dans le milieu de culture sont initialisés
à 0 (milieu de culture neuf, sans infection initiale).
1.3 Règles d'évolution
Les caractéristiques cellulaires évoluent dans le temps selon diﬀérentes règles, qui sont ap-
pliquées successivement et de façon synchrone à l'ensemble des cellules.
(1) Division cellulaire : une cellule se divise si et seulement si le temps écoulé depuis sa
dernière division est suﬃsant et s'il existe une case libre dans son voisinage. Si ces deux
conditions sont vériﬁées, alors une cellule ﬁlle est créée, et sa position est choisie aléatoi-
rement parmi les cases libres du voisinage. Après division, le caractère réplicant ou non
de la cellule ﬁlle est identique à celui de sa mère, qui reste inchangé.
La durée minimale du cycle cellulaire des 2 cellules est choisie aléatoirement selon une loi
de probabilité normale de moyenne MCycle et un écart-type σCycle. Cette distribution très
simple permet d'introduire une variabilité des temps de division cellulaire, bien connue
expérimentalement. Des lois diﬀérentes ont été utilisées dans les modèles de croissance
cellulaire par équations diﬀérentielles, comme par exemple la distribution Gamma [381].
D'autres règles de croissance, incluant en détail les diﬀérentes étapes du cycle cellulaire
sont également envisageables [413]. Toutefois, aucune altération n'ayant été constatée
expérimentalement, nous avons choisi de conserver la règle la plus simple.
Une proportion pTV d'infection de la cellule mère est transmise à la cellule ﬁlle. Ce coef-
ﬁcient prend en compte la possibilité d'une transmission asymétrique due à un stockage
de l'infection dans un compartiment cellulaire particulier, comme par exemple les agré-
somes [354].
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Dans le cas où la condition de division n'est pas remplie (cycle cellulaire non terminé ou
inhibition de contact trop importante), seul le temps écoulé depuis la dernière division
(Dc) est décrémenté d'un pas de temps.
(2) Mortalité : les cellules meurent aléatoirement, selon une probabilité pmort indépendante
du niveau d'infection. En cas de mortalité, toutes les caractéristiques de la cellule sont
mises à zéro, sauf les niveaux d'infection contenus dans le milieu de culture (UM et PM).
Des règles d'évolution similaires sont couramment utilisées pour modéliser la mortalité des
cellules lors de la propagation virale (les cellules meurent sous l'action des macrophages,
sans libération de virus) [403]. Au contraire, des règles plus complexes de dissémination
de l'infection au moment de la mort cellulaire ont été implémentées pour simuler la lyse
des cellules sous l'eﬀet de l'infection. Toutefois, cela ne semble pas être le cas pour les
Prions.
(3) Réplication des Prions : les cellules réplicantes (c1 = −1) multiplient les Prions selon
un mécanisme de polymérisation nucléée, où les agrégats peuvent convertir de la PrPc, se
fragmenter en 2 agrégats plus petits ou être dégradés. Les quantités de PrPc, d'agrégats
et de PrPres sont mises à jour selon les équations de Masel macroscopiques décrites au
chapitre 6. Pour les rendre compatibles avec l'AC (qui évolue de façon discrète dans le
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où i et j représentent la position de la cellule dans la grille, λ, γ, µ, β et τ sont respec-
tivement le taux de production de la PrPc, le taux de dégradation de la PrPc, le taux de
dégradation de la PrPres, le taux de fragmentation et le taux d'extension des agrégats de
PrPres. D'autres schémas numériques ont également été testés, toutefois, celui-ci présente
le meilleur compromis entre stabilité numérique et vitesse d'exécution.
Les cellules non réplicantes (c1 = 1) ne sont pas capables de convertir la PrP
c en PrPres :
leur coeﬃcient de conversion τ est mis à 0.
(4) Propagation des Prions : on suppose ici que la propagation des Prions s'eﬀectue à la
fois par contact cellulaire direct et par relargage des Prions dans le milieu de culture. Une
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cellule libère une quantité d'infection proportionnelle à la quantité d'agrégats de PrPres
contenue dans la cellule, moyennées par un coeﬃcient Ep représentatif de la capacité cel-
lulaire à libérer de l'infection. Les Prions libérés sont propagés vers les cellules voisines,
qui captent les Prions proportionnellement à leur coeﬃcient de permissivité aux Prions
Ea (i.e. capacité à accumuler des Prions exogènes). La quantité de Prions non captée
est relâchée dans le milieu de culture, où elle diﬀuse d'une case à l'autre selon un méca-
nisme classique de diﬀusion (loi de Fick). Les Prions libres peuvent à leur tour infecter
les cellules se trouvant dans la même case qu'eux. Ces règles d'évolution sont données par :
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>>>>>>>>>>>:
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où i, j, k et l sont des indices de positions de la cellule dans la grille, Ω correspond au
voisinage d'une cellule, N est le nombre de voisins d'une cellule (on travaille ici avec
un voisinage ﬁxe), δdiff représente le coeﬃcient de diﬀusion de la PrP dans le milieu
de culture, et η correspond à un facteur correctif, compris entre 0 et 1, permettant de
pénaliser la transmission de l'infection par le milieu de culture.
Les règles (1) à (4) permettent de modéliser les principaux comportements d'une population
cellulaire pendant le processus d'infection par des Prions, identiﬁés par notre analyse expéri-
mentale. En particulier, l'hétérogénéité cellulaire et la susceptibilité cellulaire à l'infection sont
représentées par 3 paramètres distincts : le caractère réplicant ou non des cellules (paramètre
c1) et les coeﬃcients de perméabilité cellulaire à l'infection (Ep et Ea). Toutefois, la susceptibi-
lité cellulaire à l'infection semble être un mécanisme peu stable au cours du temps, une cellule
non susceptible pouvant devenir susceptible et inversement sous l'eﬀet potentiel d'un équilibre
épigénétique ﬂuctuant au cours du temps [199].
(5) Susceptibilité cellulaire dynamique : à chaque division cellulaire, les niveaux de sus-
ceptibilité des cellules mères et ﬁlles sont choisis aléatoirement dans l'intervalle
[Emerea − ps;Emerea + ps] (dans la limite [0; 1])
ps représente le niveau de modiﬁcation de la susceptibilité cellulaire aux Prions : une
modiﬁcation génétique correspond à un ps proche de 0 ; une modiﬁcation épigénétique ou
aléatoire correspond à ps proche de 1.
Expérimentalement, il est possible d'infecter transitoirement des cellules, c'est-à-dire qu'après
exposition à un échantillon infectieux, les cellules en culture commencent à répliquer l'infection,
192
Chapitre 10 : Modèle de réplication des Prions dans une population cellulaire en division
mais réussissent à désamorcer le processus de réplication [191]. La règle (5) de susceptibilité
dynamique est indépendante du niveau d'infection des cellules et peut ne pas être suﬃsante
pour qu'une culture cellulaire infectée soit capable de curer l'infection. Nous avons donc envi-
sagé d'autres réponses cellulaires à l'infection, dépendantes de la présence d'infection dans une
cellule.
(6) Saturation de la conversion : des résultats sur des souris transgéniques capables de
répliquer les Prions humains lorsqu'elles expriment une PrP chimère Souris-Homme, mais
pas lorsqu'elles expriment uniquement la PrP humaine, semblent indiquer que la présence
d'un co-facteur de l'hôte (appelé Protéine X) soit requise pour la réplication des Prions
[414]. Dans ce cas, la conversion de la PrPc en PrPres dépendrait alors de la quantité
en protéine X. La façon la plus simple d'introduire cette dépendance sans modéliser
explicitement la concentration en protéine X (qui reste inconnue) est d'introduire un
seuil de PrPres qui sature les protéines X présentes, stoppant ainsi la conversion.
Nous avons donc introduit la règle suivante : une cellule réplicante dont la quantité de
PrPres (en nombre d'agrégats ou en quantité totale) dépasse la valeur Umax devient non
réplicante. Cette cellule redevient réplicante dès que sa quantité de PrPres redevient infé-
rieure à Umin.
(7) Diminution de la synthèse du précurseur : Cette règle découle de l'observation d'une
diminution du gène Prnp observée suite à l'exposition de cellules neuroendocrinniennes en
culture à un inoculum infectieux [192]. Expérimentalement, cette diminution semble être
indépendante de la production de novo de PrPres par les cellules, et pourrait être due à la
présence dans l'homogénat infectieux de facteurs produits au cours de l'infection (facteur
d'inﬂammation, etc...). La production de ces facteurs n'est pas modélisée explicitement ici
(nous supposons que leur niveau est proportionnel à la quantité de particules infectieuses
intracellulaires).
La règle d'évolution est ainsi : une cellule dont la quantité de PrPres dépasse la valeur
Qmax diminue la synthèse de la PrP
c
λU≥Umax = aλ, avec a ∈ [0; 1].
Enﬁn, une dernière règle d'évolution est implémentée pour reproduire le mécanisme de
culture cellulaire. En eﬀet, lorsque les cellules sont mises en culture, elles s'attachent au fond
de la boîte de culture et prolifèrent jusqu'à en couvrir le fond. Elles sont ensuite décollées et
réintroduites à faible densité dans une nouvelle boîte. L'opération est renouvelée régulièrement.
Ce mécanisme inﬂuence fortement la croissance des cellules. Ainsi, il est nécessaire de le prendre
en compte dans le modèle.
(8) Passage cellulaire : au bout d'un temps donnée de culture, une proportion ppassage de
cellules sont choisies aléatoirement parmi les cellules de l'automate et repositionnées aléa-
toirement dans la grille. L'âge (caractéristique Dc) des cellules est alors incrémenté d'une
valeur Apassage, représentant la perturbation du cycle cellulaire induite par le passage
(un temps de latence est généralement observé, le temps que les cellules adhèrent au
support de culture [415]). L'infection contenue dans le milieu de culture est remise à
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0 (changement de milieu de culture au moment d'un passage). Aucun changement des
autres caractéristiques cellulaires n'a été observé expérimentalement dans nos modèles en
culture.
1.4 Sorties de l'automates
Le but de l'AC est d'étudier l'eﬀet de la prolifération et de la division cellulaire sur la dyna-
mique globale (i.e. moyennée sur toute la population) de l'infection, aﬁn de comprendre dans
quelle mesure l'inférence des mécanismes de réplication (qualitatif et quantitatif) est faussée
par la dynamique multicellulaire. Ainsi, les sorties de l'automate sont destinées à reproduire
les résultats expérimentaux obtenus classiquement. En outre, l'AC permet de suivre l'évolution
spatiale, locale, de l'infection ou des cellules au cours du temps. Les diﬀérentes sorties sont
récapitulées tableau 10.1.
Sortie de l'AC Type de données expérimentales
Evolution temporelle
Nombre de cellules Comptage cellulaire
Nombre de cellules réplicantes "Scrapie Cell Assay", Dilution limite
Nombre de cellules non réplicantes "Scrapie Cell Assay", Dilution limite
Quantité de PrPc WesternBlot, ELISA (non décorrélable de la PrPres)
Quantité de PrPc moyenne par cell. WesternBlot, ELISA (non décorrélable de la PrPres)
Quantité de PrPc moyenne par cell. rép. -
Quantité de PrPc moyenne par cell. non rép. -
Quantité de PrPres Western Blot, ELISA
Quantité de PrPres moyenne par cell. Western Blot, ELISA
Quantité de PrPres moyenne par cell. rép. -
Quantité de PrPres moyenne par cell. non rép. -
Nombre d'agrégats de PrPres -
Nombre d'agrégats de PrPres moyen par cell. -
Nombre d'agrégats de PrPres moyen par cell. rép. -
Nombre d'agrégats de PrPres moyen par cell. non rép. -
Dynamique spatio-temporelle
Cellules Films, microscopie
PrPres CellBlot, immunocytochimie (dynamique spatiale
uniquement)
Tab. 10.1  Description des sorties de l'AC
2 Résultats
Le modèle par automate cellulaire déﬁni précédemment a été implémenté à l'aide du logi-
ciel Scilab 4.1. Lors de l'analyse du modèle, nous nous sommes placés dans un contexte sans
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Fig. 10.2  Modèle de la réplication et de la propagation des Prions au sein d'une culture cellulaire.
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propagation intercellulaire des Prions (règle (4), inexistante dans nos modèles) et sans réac-
tion cellulaire à l'infection, non observées dans nos modèles (règles (5) à (7)). Après une étude
de la qualité numérique du modèle, nous avons cherché à évaluer numériquement l'eﬀet de la
prolifération des cellules sur le mécanisme de réplication dans les modèles cellulaires dont nous
disposons au laboratoire. L'analyse numérique du modèle général, prenant en compte la totalité
des règles d'évolution, constitue une des perspectives de ce travail.
2.1 Stabilité numérique et robustesse des sorties du modèle
2.1.1 Qualité du schéma de discrétisation des équations de Masel
L'implémentation numérique des équations diﬀérentielles de réplication des Prions selon
le modèle de Masel nécessite une étape de discrétisation temporelle. Plusieurs schémas numé-
riques classiques ont été testés (Runge-Kutta, Schéma d'Euler explicite ou implicite, Schéma des
trapèzes). Dans la mesure où les paramètres cinétiques d'évolution sont inconnus et amenés à
varier, les schémas implicites permettent de conserver une stabilité numérique quelles que soient
les valeurs de paramètres, mais le temps d'intégration devient alors important. En revanche,
les schémas explicites s'intègrent rapidement, mais sur des intervalles de stabilité restreints. Le
schéma qui semble présenter le meilleur compromis entre vitesse d'exécution et intervalle de
stabilité est le schéma des trapèzes semi-implicites détaillé précédemment (voir Règles d'évo-
lution). Ce schéma est implicite pour la variable de l'équation (respectivement V, U et P) et
explicite pour les variables couplées ; il n'est donc pas toujours stable. Sa stabilité numérique a
été évaluée à l'aide d'une procédure OAT (i.e. variation d'un paramètre après l'autre) autour
de la valeur standard estimée dans la littérature [299], pour diﬀérents pas de temps d'évolu-
tion. Le tableau 10.2 présente les intervalles de paramètres admissibles (i.e. aucune instabilité
numérique n'est observée sur les grandeurs V,U et P).
Pour chaque simulation, l'erreur de discrétisation commise (i.e. l'écart par rapport à la
sortie du pas de temps dt = 0, 01 jour) a également été évaluée par le biais de l'erreur relative
moyenne commise au cours du temps. La grandeur la plus sensible à la discrétisation semble
être la quantité d'agrégats de PrPres U. Le tableau 10.3 récapitule les intervalles de paramètres
où l'erreur de discrétisation reste acceptable, c'est à-dire que l'erreur relative moyenne reste
inférieure à 5% sur les trois sorties U , V et P . Pour la suite de l'étude, nous resterons dans ces
intervalles de paramètres cinétiques.
Intervalle de stabilité
Réf. Valeurs testées dt = 0.01 dt = 0.05 dt = 0.1 dt = 1
λ 4400 102 − 105 102 − 105 102 − 105 102 − 105 102 − 105
γ 5 10−4 − 102 10−4 − 102 10−4 − 102 10−3 − 102 10−1 − 102
µ 0.04 0, 10−5 − 102 0− 102 0− 102 0− 102 0− 102
τ 0.3 0, 10−5 − 104 0− 104 0− 104 0− 103 0− 100
β 10−4 0, 10−5 − 102 0− 101 0− 101 0− 101 0− 10−3
Tab. 10.2  Intervalle de stabilité du modèle de Masel discrétisé. Le système de Masel discrétisé selon un schéma
des trapèzes semi-implicite est simulé pour diﬀérents pas de temps (en jour), sur un intervalle de temps de 500 jours, avec pour
conditions initiales V = λ/γ, U = 10−6 et P = 10−4.
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Paramètre dt=0.05 dt=0.1 dt=1
λ 103 − 105 103 − 105 103
γ 10−2 − 101 10−1 − 101 -
µ 0− 10−1 0− 10−1 10−1
τ 0− 101 0− 101 0− 10−2
β 0− 100 0− 100 0
Tab. 10.3  Intervalle où l'erreur de discrétisation reste acceptable Le système de Masel discrétisé selon un schéma des
trapèzes semi-implicite est simulé pour diﬀérents pas de temps, sur un intervalle de temps de 500 jours, avec pour conditions initiales
V = λ/γ, U = 10−6 et P = 10−4. Les paramètres testés sont ceux donnés au tableau 10.2. Les intervalles donnés correspondent
à ceux où l'erreur de discrétisation relative moyenne commise par rapport à la simulation de pas de temps le plus faible reste
inférieure à 5%.
2.1.2 Variabilité des sorties de l'automate cellulaire
Les règles d'évolution du système font intervenir des évènements stochastiques (choix de la
direction de croissance, choix de la mortalité cellulaire, initialisation de l'automate). Il est donc
nécessaire d'évaluer la robustesse des sorties de l'automate, avant d'interpréter la signiﬁcativité
biologique des comportement observés. Une série de 100 simulations diﬀérentes eﬀectuées pour
un jeu de paramètres donné conﬁrme que les sorties du modèle suivent une loi normale (Figure
10.3), hormis le nombre total de cellules (limité par la taille ﬁxe de l'automate). Les diﬀérentes
sorties (moyenne et écart-type sur 20 simulations) ont ensuite été évaluées pour trois jeux de
paramètres distincts, sur des grilles de taille 50× 50 et 100× 100 (aﬁn de tester l'inﬂuence de
la taille de la grille). Elles sont résumées Table 10.4, page 199. De façon attendue, la variabilité
des sorties diminue avec l'augmentation de la taille de l'automate. La sortie la moins robuste
vis-à-vis de la stochasticité interne du modèle est la quantité moyenne de PrPc dans les cellules
capables de répliquer l'infection (variations relatives de plus de 30 % pour une grille 100x100,
contre moins de 15% pour les autres sorties).Pour la suite de l'étude, nous utiliserons une grille
de taille 100×100.
2.1.3 Eﬀet du pas d'évolution temporelle de l'automate
Les mécanismes réels sont des mécanismes qui évoluent de façon continue dans le temps.
Toutefois, le modélisation par automate cellulaire nécessite une discrétisation temporelle (i.e.
Fig. 10.3  Variabilité de quelques sorties de l'AC. Les histogrammes représentent la répartitions des sorties pour
100 simulations. Les courbes rouges correspondent aux répartitions gaussienne de moyenne et d'écart-type correspondant à chaque
sortie. S1 = Nombre de cellules ; S4 = Quantité totale de PrPc ; S8 = Quantité d'agrégats de PrPres ; S11 = Quantité totale de
PrPres. Les paramètres d'évolution sont : Mcycle = 1jour ; σcycle = 0.3jour ; pTV = 0.3 ; pmort = 0.005 jour ; λ = 4400 jour−1 ;
γ = 5 jour−1 ; µ = 0.04 jour−1 ; β = 0.3 jour−1 ; τ = 0.3 jour−1 ; ppassage = 0.1 ; apassage = 0.5 jour. Les paramètres d'initialisation
de l'AC sont pocc = 0.1 ; pinf = 0.5 ; Qmc,NR = Qmc,R = λ/γ ; Qmres,NR = 0 ; Qmres,R = 10−6 ; Tmres,R = 15
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le système est observé à l'instant t et t+1, mais pas entre les deux points de mesure) qui peut
entraîner des erreurs sur les sorties du modèle. Ainsi, la robustesse des sorties vis-à-vis du pas
d'évolution temporelle a été évaluée. Les sorties du modèle pour des pas de temps dt1 = 0, 01,
dt2 = 0, 05, dt3 = 0, 1 et dt4 = 1 (en jours) ont été comparées aux sorties du modèle pour un pas
de temps dt0 = 0, 001 par un test de Student (Figure 10.4). Le pas de temps le plus grand pour
lequel la variation des sorties reste non signiﬁcative est de 0,05 jour (soit environ 1h). Ce pas de
temps semble compatible avec l'ordre de grandeur des phénomènes biologiques pris en compte
dans le modèle. En eﬀet, concernant la vitesse de division cellulaire, de l'ordre d'une journée, un
pas de temps d'une heure permet de prendre en compte la désynchronisation de la croissance
cellulaire. De même, la vitesse de dissémination des Prions a été estimée expérimentalement
de l'ordre de 0,7 mm/jour, soit l'équivalent de une à deux cellules par heure (pour une cellule
d'environ 20µm de diamètre). Enﬁn, dans le cas des paramètres de réplication, présentant un
temps caractéristique inférieur à l'heure, nous avons précédemment vériﬁé que l'erreur commise
reste acceptable.
Fig. 10.4  Robustesse des sorties du modèle vis-à-vis du pas temporel d'évolution. Chaque point de l'histogramme
représente la moyenne et l'écart-type sur 10 simulations diﬀérentes d'une sortie de l'automate. Les sorties testées sont : le nombre
de cellules (bas, droit, noir), le nombre de cellules réplicantes (bas, droit, gris foncé), le nombre de cellules non réplicantes (bas,
droit, gris clair),la quantité moyenne de PrPc par cellule (haut, droite, noire), par cellule réplicante (haut, droite, gris foncé)ou par
cellule non réplicante (haut, droite, gris clair), la quantité d'agrégats de PrPres moyenne par cellule (haut, gauche, noir) ou par
cellule réplicante (haut, gauche, noir), la quantité moyenne de PrPres par cellule (bas, gauche, noir) ou par cellule réplicante (bas,
gauche, noir). Pour chaque pas de temps, la valeur d'une sortie est comparée à la valeur de la même sortie pour le pas de temps
le plus faible par un test de Student (ns=non signiﬁcatif, *=signiﬁcatif à un risque de 5%, **=risque 1%, ***=risque 0.1%. Les
simulations sont eﬀectuées sur une grille de taille 100x100, sur 10 passages de 7 jours chacun. Les paramètres d'évolution sont :
Mcycle = 1jour ; σcycle = 0.3jour ; pTV = 0.3 ; pmort = 0.005 jour ; λ = 4400 jour−1 ; γ = 5 jour−1 ; µ = 0.04 jour−1 ; β = 0.3
jour−1 ; τ = 0.3 jour−1 ; ppassage = 0.1 ; apassage = 0.5 jour. Les paramètres d'initialisation de l'AC sont pocc = 0.1 ; pinf = 0.5 ;
Qmc,NR = Qmc,R = λ/γ ; Qmres,NR = 0 ; Qmres,R = 10−6 ; Tmres,R = 15
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Chapitre 10 : Modèle de réplication des Prions dans une population cellulaire en division
2.2 Eﬀet de la prolifération cellulaire sur la réplication des Prions
La prolifération cellulaire constitue l'une des diﬀérences majeures entre les outils expé-
rimentaux acellulaires in vitro et les cultures cellulaires. Dans cette section, nous étudions
théoriquement l'inﬂuence de cette prolifération cellulaire sur la dynamique spatio-temporelle
de réplication des Prions, et plus particulièrement sur l'accumulation globale de PrPres dans
une population cellulaire en division asynchrone (mesurée expérimentalement par Western Blot
ou ELISA).
2.2.1 Evolution spatio-temporelle de l'automate cellulaire
Dans un premier temps, nous avons étudié l'évolution spatio-temporelle des diﬀérentes sor-
ties de l'automate cellulaire. La ﬁgure 10.5 donne l'évolution spatiale des cellules en culture
(Figure 10.5, C) et de la quantité de PrPres (Figure 10.5, D), à diﬀérents instants (répartis au
cours du troisième passage). L'accumulation de PrPres semble plus intense lorsque la cellule
qui accumule la PrPres est située au centre d'un amas de cellules, ce qui a pour eﬀet d'inhiber
sa croissance cellulaire. Au contraire, les cellules situées au bord des amas sont sujettes à une
prolifération plus intense et accumulent moins de PrPres.
La ﬁgure 10.5, A, représente l'évolution temporelle des diﬀérentes sorties du modèle. On
observe que le nombre de cellules infectées est toujours inférieur au nombre de cellules capables
de répliquer les Prions. Cette diﬀérence s'explique par le fait que le niveau d'infection initial
des cellules réplicantes est initialisé selon une loi gaussienne (les quantités négatives remises
à 0). Ainsi, toutes les cellules susceptibles (i.e. c1 = −1) ne sont pas infectées. En revanche,
le rapport du nombre de cellules infectées sur le nombre de cellules réplicantes reste stable au
cours du temps (moins de 5% de variation). Ce résultat souligne l'importance des conditions
initiales imposées par le protocole d'infection de la culture cellulaire.
Concernant l'évolution de la quantité de PrPres moyenne en culture au cours d'un passage,
une chute brutale du niveau d'infection moyen par cellule est d'abord observée. Cette chute
semble due au fait que le niveau d'infection par cellule dans une culture ne suit pas une dis-
tribution symétrique autour du niveau moyen. La procédure de passage (consistant à choisir
aléatoirement quelques cellules parmi la population) tend ainsi à sélectionner préférentiellement
des cellules moins infectées, d'où la diminution du niveau d'infection moyen (Figure 10.6). Cette
baisse d'infection est suivie d'un phénomène de rebond, pendant la phase de latence (pas de
division cellulaire), puis d'une diminution de l'infection due à la croissance cellulaire impor-
tante. Enﬁn, lorsque la conﬂuence cellulaire locale devient plus importante (ralentissement de
la division cellulaire), le niveau d'infection moyen remonte à sa valeur de départ. Ce proﬁl théo-
rique est compatible avec le proﬁl observé expérimentalement (ﬁgure 9.3 page 175 et [408]).
Par ailleurs, lors de passages réguliers, la quantité moyenne de PrPres mesurée au moment des
passages semble stable au cours du temps.
Enﬁn, nous avons également observé l'évolution temporelle de la distribution de la quantité
de PrPc par cellule (Figure 10.5, E). Deux populations cellulaires sont observées : les cellules non
réplicantes, présentant une quantité de PrPc importante (correspondant au niveau d'équilibre
sain prévu théoriquement par le modèle de réplication de Masel) et les cellules non réplicantes,
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Fig. 10.5  Eﬀet de la prolifération cellulaire sur le niveau d'infection. (A) Evolution temporelle du nombre de cellules
en culture (Gauche, ligne solide = Nombre total de cellules, ligne pointillée = Nombre de cellules réplicantes), de la proportion de
cellules infectées (i.e. PrPres > 0) par rapport aux cellules capables de répliquer les Prions (milieu), et de la quantité moyenne de
PrPres par cellule (droite). (B) Représentation schématique du processus de culture modélisé. (C) Evolution spatio-temporelle des
cellules en culture (cellules réplicantes = rouge, cellules non réplicante = vert). (D) Evolution spatio-temporelle de la PrPres. Le
niveau de PrPres est représenté par un dégradé de rouge, allant du noir (P = 0) à du blanc (P > 15000 molécules). (E) Répartition
du niveau de PrPc dans les cellules réplicantes (abscisse = quantité de PrPc, ordonnées = proportion de cellules réplicantes).
Les paramètres utilisés pour la simulation sont : Mcycle = 1 jour σcycle = 0.3 jour pTV = 0.5 pmort = 0.005 jour−1 λ = 4400
jour−1 γ = 5 jour−1 µ = 0.04 jour−1 β = 0.01 jour−1 τ = 0.3 jour−1 ppassage = 0.1 apassage = 0.5 pocc = 0.1 pinf = 0.5 amax = 2
Qmc,R = Qmc,NR = λ/γ Qetc,R = Qetc,NR = 0 Qmres,R = 1 Qmres,NR = 0 Qetres,R = Qetres,NR = 0 Tmres,R = 15
Tmres,NR = 0. Les cellules sont passées au 1/10eme tous les 5 jours de culture. La simulation est eﬀectuée sur une grille de taille
100x100, avec un pas d'évolution de 0.05 jours.
qui possèdent une quantité de PrPc variable d'une cellules à l'autre, mais systématiquement
plus faible que celles des cellules non réplicantes. La séparation des deux populations semble
d'autant plus grande que le niveau de conﬂuence est élevé.
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Fig. 10.6  Eﬀet du passage sur la distribution de PrPres Les histogrammes représentent les distributions (normalisées
en nombre de cellules) de la PrPres par cellule réplicante juste avant et juste après le quatrième passage, pour la simulation
représentée Figure 10.5. Les chiﬀres correspondent au niveau moyen global de PrPres par cellule dans la culture.
2.2.2 Optimisation des conditions de culture
Le niveau de PrPres détecté en Western Blot semble stable au cours des passages dans une
culture cellulaire chroniquement infectée (données expérimentales non montrées et [408]). Aﬁn
d'étudier l'inﬂuence de la vitesse de prolifération sur cet état d'équilibre, nous avons fait va-
rier la durée du cycle cellulaire (sans modiﬁer les conditions de culture). A chaque passage, le
niveau d'infection moyen atteint un état d'équilibre, d'autant plus important que la vitesse de
croissance est faible (Figure 10.7, A).
Dans ce contexte de prolifération cellulaire, nous avons cherché à évaluer quelle est la
meilleure stratégie de culture pour maximiser le niveau de PrPres détectable, dans le but d'aug-
menter la sensibilité des modèles cellulaires (outils diagnostics plus rapides que les modèles
animaux, mais moins sensibles [197]). En eﬀet, expérimentalement, il est diﬃcile de ralentir
la croissance des cellules sans entraîner d'autres altérations du métabolisme cellulaire. En re-
vanche, dans une culture, la croissance cellulaire est ralentie par inhibition de contact lorsque
les cellules deviennent conﬂuentes. Nous avons donc mesuré le niveau d'accumulation théorique
pour diﬀérents temps de passages et diﬀérentes conﬂuences d'ensemencement. La ﬁgure 10.7,
B, montre qu'une durée prolongée de culture avant passage (avec une conﬂuence d'ensemen-
cement moindre) semble plus favorable à l'infection que des passages plus fréquents et plus
conﬂuents. En revanche, pour les paramètres cinétiques utilisés, aucune condition testée n'a
permis de désamorcer l'infection : maintenir une prolifération constante des cellules (par des
passages avant conﬂuence) conduit à un niveau d'infection moyen plus bas, mais non nul.
2.2.3 Criblage thérapeutique
Les modèles cellulaires sont couramment utilisés pour évaluer in vitro l'eﬃcacité de composés
anti-Prion [271]. Pour mimer l'eﬀet de molécules thérapeutiques, nous avons fait varier les
paramètres relatifs à la règle de réplication des Prions (i.e. paramètres cinétiques des équations
de Masel), selon une procédure "One-Factor-At-A-Time" [378]. Dans une culture cellulaire en
prolifération, le seul paramètre eﬃcace pour augmenter la sensibilité des cellules à l'infection est
d'augmenter le taux de production de la PrPc λ (stratégie classique pour le développement de
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Fig. 10.7  Eﬀet de la vitesse de
prolifération cellulaire sur le niveau d'in-
fection. (A) Eﬀet de la durée du cycle cellu-
laire (paramètre Mcycle). Les cellules sont pas-
sées au 1 :10 sur 10 passages de 7 jours cha-
cun. σcycle = 0.3Mcycle. (B) Eﬀet d'une dilu-
tion constante des cellules (phase de croissance
exponentielle). Mcycle = 1 jour. Les cellules sont
passées au 1 :10 pendant 7 passages de 5 jours
(noir), au 1 :3 pendant 14 passages de 2 jours
(gris clair) ou au 2 :5 pendant 35 passages d'une
journée.
Les autres paramètres utilisés pour la simulation
sont : pTV = 0.5 pmort = 0.005 jour−1 λ = 4400
jour−1 γ = 5 jour−1 µ = 0.04 jour−1 β = 0.01
jour−1 τ = 0.3 jour−1 apassage = 0.5 pocc = 0.1
pinf = 0.5 amax = 2 Qmc,R = Qmc,NR =
λ/γ Qetc,R = Qetc,NR = 0 Qmres,R = 1
Qmres,NR = 0 Qetres,R = Qetres,NR = 0
Tmres,R = 15 Tmres,NR = 0. La simulation est
eﬀectuée sur une grille de taille 100x100, avec un
pas d'évolution de 0.05 jours. Les résultats sont
une moyenne sur 10 simulations.
Fig. 10.8  Comparaison des eﬀets anti-Prions avec ou sans croissance cellulaire. Sur- ou sous expression de la
quantité moyenne de PrPres par cellule en fonction des paramètres cinétiques d'accumulation après 50 jours de culture pour le
modèle avec division cellulaire (noir) ou sans division (gris). Chaque valeur est rapportée à la valeur standard. Les paramètres
choisis pour les simulations de l'AC sont : Mcycle = 1 jour σcycle = 0.3 jour pTV = 0.5 pmort = 0.005 jour−1 λ = 4400 jour−1
γ = 5 jour−1 µ = 0.04 jour−1 β = 0.01 jour−1 τ = 0.3 jour−1 ppassage = 0.1 apassage = 0.5 pocc = 0.1 pinf = 0.5 amax = 2
Qmc,R = Qmc,NR = λ/γ Qetc,R = Qetc,NR = 0 Qmres,R = 1 Qmres,NR = 0 Qetres,R = Qetres,NR = 0 Tmres,R = 15
Tmres,NR = 0.
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nouveaux modèles cellulaires [197]). Dans le cas sans prolifération, une augmentation du taux de
production de la PrPc ou une diminution du taux de dégradation de la PrPres conduisent à une
augmentation du niveau de PrPres moyen. Les stratégies visant à jouer sur les autres paramètres
semblent peu eﬃcaces pour augmenter l'accumulation de PrPres, avec et sans prolifération .
A l'inverse, la stratégie thérapeutique (diminuant la quantité de PrPres) la plus eﬃcace sans
prolifération semble être de diminuer la synthèse de la PrPc ou d'augmenter la dégradation
de la PrPres. En culture cellulaire avec prolifération, jouer sur la synthèse de la PrPc semble
également eﬃcace. En revanche, les eﬀets curatifs d'une augmentation de la dégradation de
PrPres semblent moins importants en culture cellulaire pour les variations testées, bien que
des variations plus importantes (multiplication par 10 ou par 100 du taux de dégradation de
la PrPres) conduisent à un eﬀet curatif important (pouvant être jusqu'à 1010 fois plus eﬃcace
en cas de prolifération). Les eﬀets curatifs des autres paramètres, quasiment inexistants en
l'absence de division (pour les paramètres cinétiques choisis) semblent ampliﬁés par la division
cellulaire.
3 Discussion
L'enjeu de notre étude est d'étudier en quoi les comportements cellulaires individuels in-
ﬂuencent la résultante globale de la réplication des Prions dans une population cellulaire. En
eﬀet, les modèles théoriques développés pour étudier les mécanismes de réplication des Prions
sont pour la plupart des modèles acellulaires, reposant sur l'hypothèse d'une réplication ho-
mogène [298, 299]. Bien qu'ils s'appuient sur des données expérimentales issues de lignées cel-
lulaires, ils ne prennent pas en compte les comportements cellulaires individuels, comme la
division cellulaire, la prolifération ou l'hétérogénéité de réplication, pour pourtant inﬂuencer le
proﬁl d'accumulation de la PrPres au sein d'une population cellulaire (voir chapitre précédent).
Nous avons donc développé un modèle de la réplication et de la propagation des Prions
par automate cellulaire continu stochastique, permettant de prendre en compte l'hétérogénéité
d'une population cellulaire. Cet automate couple le modèle individuel de réplication des Prions
selon un mécanisme de polymérisation nucléée à des règles d'évolution mimant la prolifération
asynchrone des cellules et la dissémination intercellulaire des Prions. Nous avons implémenté
le modèle de polymérisation nucléée à coeﬃcients constants, dans la mesure où trop peu de
données expérimentales sont disponibles pour estimer la dépendance en taille des paramètres
de réplication.
Par ailleurs, il existe diﬀérents types de cellules : des cellules qui s'infectent et d'autres qui
ne s'infectent pas. Nous avons décomposé cette susceptibilité cellulaire à l'infection en trois
mécanismes distincts : la capacité intrinsèque des cellules à répliquer les Prions, la capacité
des cellules à accumuler ou relarguer les Prions et la capacité des cellules à diluer l'infection
par division cellulaire. Les paramètres de réplication sont supposés ﬁxes au cours du temps et
identiques pour toutes les cellules (susceptibilité intrinsèque ﬁxe). En revanche, les paramètres
relatif à la propagation (capacité à capter des Prions exogènes notamment) sont supposés va-
riables au cours du temps, permettant ainsi de reproduire la notion de susceptibilité dynamique
au cours du temps [199].
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3.1 Choix des paramètres de simulations
L'automate cellulaire, déﬁni de façon très générale, est coûteux en temps de calculs, mal-
gré de nombreuses optimisations du code informatique du modèle, exploitant notamment les
propriétés du calcul matriciel du logiciel Scilab. Il est donc diﬃcile de caractériser entièrement
l'inﬂuence théorique des diﬀérents paramètres (i.e. leur eﬀet sur les sorties du modèle ou leurs
interactions). Dans le but de limiter le nombre de paramètres à étudier, nous avons d'abord
tenté d'identiﬁer quels sont les paramètres réellement inﬂuents sur le niveau global d'infection,
par la méthode des eﬀets élémentaires de Morris (détaillée au chapitre 8, section 3.2). Cette
procédure semble en eﬀet être une des méthodes les plus adaptées à des modèles coûteux en
temps de calculs et ayant de nombreux paramètres en entrée dont seuls quelques uns sont
inﬂuents [378]. Même si cette étude (menée sur un domaine de déﬁnition des paramètres très
large) n'a pas permis de sélectionner quelques paramètres inﬂuents, elle a mis en évidence le fait
que la très grande majorité des valeurs testées sont défavorables à l'infection. Dans ce contexte,
il est préférable de mener une analyse détaillée de chaque règle, testée individuellement ou en
petits groupes, pour identiﬁer les valeurs paramètres compatibles avec le déclenchement d'une
ESST, puis de refaire une analyse de sensibilité globale sur les intervalles de paramètres res-
treints pour identiﬁer des eﬀets plus précis.
Nous nous sommes intéressés par la suite uniquement à l'eﬀet de la prolifération cellulaire
sur la réplication des Prions, ce qui constitue le modèle théorique minimal des cellules en
culture. Nous avons testé dans ce modèle minimal la compatibilité des valeurs de référence des
paramètres cinétiques de réplication estimés dans la littérature pour un modèle acellulaire sur la
base de données in vivo [299]. En absence de prolifération, ces valeurs sont compatibles avec une
initiation de la réplication. En revanche, dans le modèle avec prolifération, elles conduisent à
une perte de l'infection. Ce résultat est dû au fait que dans le cas d'une population cellulaire en
division, la quantité de PrPres est supposée être répartie équitablement entre les deux cellules.
La vitesse de doublement de la PrPres dans une cellule doit donc être supérieure à la vitesse
de division de cette cellule (égale à 0 en absence de prolifération). Dans le cas contraire, la
production de PrPres ne compense plus la dilution par division, ce qui conduit à une perte de
l'infection.
Dans le cas du modèle de Masel à paramètres constants, la condition de déclenchement
d'une ESST est donnée par [412] :√
βτV
γ
− (µ+ βx0) > Ddivision
où
√
βτV représente la production de PrPres (avec V la quantité de PrPc, β et τ les coef-
ﬁcients de fragmentation et d'élongation des agrégats) et µ + βx0 représente la disparition de
la PrPres (avec µ la dégradation de la PrPres et x0 la taille minimale des agrégats de PrP
res).
Ainsi, à métabolisme de la PrP identique, le produit βτ mesurant le taux de fragmentation
des agrégats (i.e. la capacité de production de particules infectieuses) et le taux d'élongation
des agrégats (i.e. la capacité de production de la PrPres) doit donc être plus eﬃcace dans les
modèles cellulaires en division que dans les cellules quiescentes. Toutefois, augmenter le coeﬃ-
cient d'élongation des agrégats (sans changement de la fragmentation) conduit à la formation
de gros agrégats, qui, s'ils sont supposés inertes, désamorcent l'infection [343]. C'est pourquoi
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nous avons choisi d'augmenter uniquement la capacité de fragmentation des agrégats β (valeur
standard utilisée de 0.01 contre 0.0001 dans le modèle cinétique sans prolifération). Cette dif-
ﬁculté à calibrer les paramètres d'élongation et de fragmentation des polymères de PrPres (ni
trop faible, ni trop élevé) pourrait expliquer pourquoi seules quelques lignées cellulaires sont
infectables par des Prions [197]. L'étude numérique précise de ce compromis (i.e. recherche des
intervalles de paramètres compatibles avec le déclenchement d'une ESST), ainsi que l'étude des
perturbations imposées par l'ajout progressif des autres règles d'évolution envisagées devrait
permettre d'aﬃner les critères d'infectabilité des lignées cellulaires par diﬀérentes souches de
Prions.
3.2 Mécanisme de réplication et niveaux d'équilibre de PrPres
Expérimentalement, la quantité de PrPres en culture atteint un niveau d'équilibre, dont
le niveau dépend de la vitesse de division. En particulier, lorsque des cellules N2a infectées
par une souche de Tremblante sont soumises à une division importante (grâce à des passages
fréquents avant conﬂuence, maintenant la culture en phase de croissance exponentielle), elles
atteignent un niveau d'équilibre plus bas, mais non nul [408]. Sur la base de ces résultats, il a
été proposé que toute la PrPres produite ne participerait pas au mécanisme de conversion. En
eﬀet, sous cette hypothèse, le modèle cinétique global de l'hétérodimère conduit à un plateau
bas (avec division importante) non nul, contrairement au modèle de l'hétérodimère classique,
qui désamorce l'infection dès qu'une légère augmentation de croissance est induite [408]. Notre
automate cellulaire permet de reproduire les résultats expérimentaux sans supposer de seuil
dans le phénomène d'autocatalyse, mais en faisant intervenir les phénomènes locaux : bien que
la culture soit globalement en phase de croissance exponentielle (tendant à diluer l'infection),
la conﬂuence locale entraîne la présence de cellules quiescentes, capables de répliquer l'infection
à un niveau d'équilibre suﬃsant pour être détectable.
3.3 Eﬀet du passage des cellules
La stochasticité de notre automate cellulaire nous a permis d'identiﬁer des étapes critiques
du processus de croissance cellulaire : la conﬂuence locale et la séléction aléatoire des cel-
lules. En eﬀet, la conﬂuence locale entraîne des niveaux de réplication diﬀérents, résultant des
dilutions plus ou moins importante de l'infection par division. Au moment du passage, la sélec-
tion aléatoire d'une faible proportion de cellules s'eﬀectue au détriment des cellules fortement
infectées, très peu nombreuses, d'où la chute de l'infection moyenne par cellule observée expé-
rimentalement au moment d'un passage. Ce processus de sélection pourrait aboutir à la perte
de l'infection dans le cas où peu de cellules sont infectées. Ainsi, un protocole d'infection des
cellules consistant à conserver le plus longtemps possible la totalité des cellules (même en di-
vision) pourrait éventuellement permettre de développer de nouveaux modèles cellulaires. Une
telle approche a d'ores-et-déjà été utilisée dans notre laboratoire et a permis pour la première
fois d'infecter de façon sub-chronique des cellules SN56 par des souches de Prions humains
adaptées à la souris (article en préparation).
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3.4 Orientations thérapeutiques et diagnostiques
Le paramètre théorique le plus eﬃcace contre une infection à Prions in vitro semble être
de diminuer la synthèse de la PrPc. En revanche, le niveau d'accumulation de PrPres in vitro
est peu sensible à une variation des autres paramètres cinétiques. Toutefois, une diminution
de la PrPres plus importante dans le cas d'une population cellulaire en division par rapport
au cas acellulaire, peut conduire à l'identiﬁcation de molécules eﬃcaces in vitro, mais peu eﬃ-
caces in vivo. Ces résultats soulignent le besoin de développer de nouveaux modèles de criblage
haut-débit des molécules thérapeutiques visant à étudier leur impact direct sur le mécanisme
de réplication, comme par exemple la PMCA, plus éloignée du métabolisme cellulaire, mais
permettant de s'aﬀranchir de la dilution imposée par la prolifération cellulaire.
La dilution des Prions par la division cellulaire se traduit également sur les stratégies diag-
nostiques visant à augmenter la sensibilité des lignées susceptibles (par exemple, dans le but
d'établir un test diagnostic de conﬁrmation sanguin à partir de faibles titres infectieux). Le
paramètre qui semble le plus eﬃcace pour augmenter l'accumulation des Prions est la surex-
pression de la PrPc, stratégie connue pour augmenter la susceptibilité des cellules N2a aux
souches de Tremblante [197]. En revanche, les stratégies visant à modiﬁer les autres paramètres
semblent moins eﬃcaces pour augmenter les seuils de détection. Cette absence d'ampliﬁcation
in vitro est uniquement due à la dilution de l'ampliﬁcation par la croissance cellulaire, le déve-
loppement de modèles cellulaires quiescents devrait permettre de disposer d'outils diagnostiques
de conﬁrmation performants [416].
Par ailleurs, notre modèle reproduit la diminution de la quantité de PrPc observée dans
les cellules infectées. Cet eﬀet est observable sans supposer de réponses cellulaires à l'infection
(contrairement à l'observation dans les cellules neuroendocriniennes [192]), et semble unique-
ment dû à la consommation de la PrPc par la PrPres. La prise en compte de l'hétérogénéité
cellulaire entraîne des niveaux de PrPc variable d'une cellule à l'autre, ce qui rend diﬃcile
l'utilisation du critère de la PrPc pour trier eﬃcacement les cellules non infectées. En eﬀet, le
niveau d'expression de la PrPc moyen par cellule réplicante est la sortie du modèle la moins
robuste vis-à-vis de la stochasticité du processus de culture. En revanche, les cellules exprimant
le moins de PrPc sont systématiquement celles qui sont les plus infectées. Ces résultats sug-
gèrent que la méthode de tri semble adaptée pour enrichir une population en cellules infectées,
et par conséquent est très utile pour disposer de modèles cellulaires plus sensibles comme outil
diagnostique de conﬁrmation.
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Les maladies à Prions, bien qu'initialement classées parmi les infections virales lentes [92],
ne semblent pas dues à l'infection de l'organisme par un virus, mais à l'accumulation dans le
système nerveux central de particules protéiques infectieuses [417]. Les Prions seraient ainsi le
premier exemple connu d'agents pathogènes dénués d'acide nucléique spéciﬁque. Ils illustrent
une relation hôte-pathogène d'un genre nouveau : alors que la réplication virale fait intervenir
des mécanismes complexes d'interactions entre le génome viral et le métabolisme cellulaire [418],
le mécanisme de réplication des Prions ne semble faire intervenir qu'un nombre restreint de par-
tenaires moléculaires. A l'extrême, et en témoigne les données récentes d'ampliﬁcation in vitro,
ce mécanisme pourrait ne faire intervenir que la PrP. Cette relative simplicité permet le re-
cours à la modélisation mathématique pour étudier en détail les mécanismes hypothétiques
de réplication des Prions, qui se produisent à des échelles de temps et de taille diﬃcilement
accessibles expérimentalement [94]. Au cours de ce travail, nous nous sommes intéressés plus
particulièrement à la modélisation du mécanisme de polymérisation nucléée. Ce modèle est le
seul à faire intervenir explicitement diﬀérentes tailles de polymères de PrPres dans le mécanisme
de réplication [299]. Nous l'avons enrichi à deux échelles, cellulaire et moléculaire.
A l'échelle cellulaire, nous avons tenté d'évaluer l'inﬂuence de l'hétérogénéité cellulaire sur
la réplication des Prions, grâce au développement d'un automate cellulaire stochastique inté-
grant le mécanisme de réplication dans un environnement multicellulaire. Au préalable, une
étude expérimentale a révélé l'existence d'une triple hétérogénéité au sein des lignées cellulaires
exposées à un échantillon infectieux :
(1) hétérogénéité de la répartition spatiale des cellules. Cette hétérogénéité n'est pas
inﬂuencée par l'infection. Elle est liée aux conditions initiales d'ensemencement des cellules, qui
conduisent après croissance à des diﬀérences de densités cellulaires en culture.
(2) hétérogénéité de réplication des Prions par les cellules. A l'aide d'approche par dilu-
tion limite d'une culture chroniquement infectée, nous avons constaté des niveaux de réplication
des Prions diﬀérents d'un clone à l'autre. En outre, le tri cellulaire et les outils d'immunocy-
tologie ont mis en évidence des diﬀérences de réplication au sein d'une même lignée cellulaire.
La nature de cette hétérogénéité reste mal comprise : elle pourrait être due, entre autres, à des
diﬀérences intrinsèques des paramètres de réplication des Prions [419], ou à des diﬀérences de
vitesse de prolifération cellulaire [408].
(3) hétérogénéité de susceptibilité cellulaire à l'infection. De façon similaire, à l'aide
d'approches par dilution limite ou par fusion cellulaire, nous avons observé des diﬀérences de
susceptibilité cellulaire à l'infection. L'absence de propagation intercellulaire des Prions (au
moins dans nos lignées), associée à un niveau stable de PrPres au cours du temps, suggère que
les cellules infectées le sont stablement au cours du temps, sans perte d'infection liée à une
prolifération importante ou à une réaction cellulaire à l'infection. Ainsi, la susceptibilité des
cellules dans une lignée chroniquement infectable semble être un mécanisme indépendant de
la machinerie cellulaire de réplication. Elle pourrait être liée soit à la permissivité intrinsèques
des cellules à un instant donné (non stable au cours du temps), soit à une mauvaise ﬁxation
de l'homogénat, soit encore à une internalisation de la PrPres exogène dans un compartiment
cellulaire non favorable à la réplication (comme par exemple, les agrésomes observés dans cer-
taines cellules [354]).
Le modèle théorique par automate cellulaire nous a permis d'étudier l'inﬂuence de ces
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diﬀérentes hétérogénéités cellulaires sur la réplication des Prions dans une population cellulaire
sans dissémination intercellulaire.
En premier lieu, nous avons démontré, que pour des paramètres de réplication identiques
pour toutes les cellules, la vitesse de prolifération suﬃt pour introduire une hétérogénéité du
niveau de réplication des Prions. Ces diﬀérences de prolifération locale ont pour conséquence
un faible nombre de cellules très infectées en culture. Ces cellules sont rarement sélectionnées
au moment de la procédure de passage et conduisent à une diminution brutale de l'infection
globale après passage. Cette chute brutale de l'infection au moment d'un passage pourrait
expliquer la perte de l'infection dans les modèles cellulaires après quelques passages dans le cas
des infections subaigüe [191] ou pour des lignées considérées comme non susceptibles. Dans ce
contexte, la méthode de tri cellulaire sur le critère de la PrPc constitue une méthode robuste
utile pour enrichir une population en cellules très infectées (mais non pour puriﬁer les cellules
non infectées) et compenser ainsi les eﬀets de la prolifération cellulaire. De même, des protocoles
visant à conserver le plus longtemps possible le maximum de cellules (pour éviter la perte des
cellules les plus infectées) semblent prometteurs pour augmenter la sensibilité des modèles
cellulaires. Ces données sont très encourageantes pour le développement de tests diagnostiques
de conﬁrmation plus rapides et moins coûteux que les modèles animaux, capables de détecter
les faibles doses infectieuses contenues dans les échantillons biologiques.
Par ailleurs, nous avons observé grâce au modèle par automate cellulaire que les paramètres
cinétiques requis pour l'initiation de la réplication doivent être plus adaptés dans une culture
cellulaire par rapport au contexte in vivo pour compenser la dilution des Prions par prolifé-
ration : augmentation de la vitesse d'élongation et de fragmentation. Cette propriété semble
être à l'origine des divergences d'eﬃcacité observées pour des médicaments anti-Prions testés
in vivo ou in vitro. Les diﬀérences de réplication doivent donc être évaluées précisément pour
continuer à utiliser les modèles cellulaires comme outils de criblage des molécules anti-Prions.
D'après notre modèle, la prolifération cellulaire aboutit à une compétition entre deux phéno-
mènes opposés, qui se régulent : une division cellulaire importante conduit à une dilution de
l'infection, mais elle conduit aussi à une conﬂuence locale plus élevée qui conduit à son tour
à une augmentation de l'infection. Cette compétition liée aux phénomènes locaux n'est pas
prise en compte dans les modèles cinétiques par équations diﬀérentielles. Elle justiﬁe l'intérêt
grandissant pour l'étude des phénomènes individuels en biologie et le recours à des techniques
de plus en plus performantes, comme par exemple la microscopie en temps réel [420] ou la
microscopie couplée à des marquages protéiques ﬂuorescents [421].
A l'échelle moléculaire, nous avons enrichi la formulation moléculaire du modèle de polymé-
risation nucléée pour autoriser la dépendance en taille des propriétés réplicatives des diﬀérents
agrégats de PrPres, aﬁn de tenir compte de données expérimentales récentes [219,221,324].
L'étude numérique du modèle suggère que la distribution en taille des agrégats est la don-
née expérimentale macroscopique la plus informative sur les mécanismes élémentaires de répli-
cation. Au contraire, l'accumulation globale de PrPres reste insensible à l'introduction d'une
dépendance en taille des paramètres de réplication. L'insolubilité des agrégats de PrPres rend
diﬃcile l'étude expérimentale de cette distribution en taille dans un contexte in vivo, toutefois,
des techniques de puriﬁcation et de fractionnement sont en cours de mise au point et devraient
permettre d'obtenir précisément cette distribution en taille [219,221,422]. L'obtention de cette
distribution devrait permettre d'identiﬁer rapidement les tailles d'agrégats les plus infectieuses,
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grâce à la résolution de problèmes inverses basés sur le modèle de Masel généralisé. La connais-
sance des particules les plus infectieuses possède un intérêt applicatif important, d'un point de
vue thérapeutique (où les particules doivent être stabilisées dans un compartiment non conver-
tisseur, et où la recherche d'inhibiteurs structurels de la conversion est limitée par le fait que
les polymères les plus convertisseurs sont les moins représentés parmi la PrPres totale) et d'un
point de vue diagnostic (où les particules doivent au contraire être ramenées dans le compar-
timent le plus convertisseur). En particulier, la PMCA (i.e. alternance de cycles d'incubation
pour agrandir les agrégats et de cycles de sonication pour les fragmenter) est très sensible à la
souche de Prions. Adapter les protocoles expérimentaux pourraient permettre une ampliﬁcation
plus rapide et plus robuste pour une souche donnée, le nombre de cycles réduits permettant en
outre de s'aﬀranchir des faux positifs, et ainsi de disposer d'un test diagnostique sanguin ﬁable.
Les deux axes de modélisation que nous avons développés séparément ici pourront par la
suite être couplés au sein d'un même modèle, aﬁn d'évaluer la relation entre l'hétérogénéité
cellulaire et la distribution en taille des agrégats de PrP dans un contexte in vivo hautement
hétérogène. Dans ce sens, nous avons testé une piste d'étude intéressante permettant de réduire
la complexité du modèle moléculaire aﬁn de la rendre compatible avec un modèle multicellulaire.
Outre l'étude de la robustesse de la distribution en taille des agrégats (validation nécessaire à
la mise en oeuvre des techniques d'estimation paramétriques des coeﬃcients de réplication in
vivo), un tel modèle pourrait permettre d'étudier théoriquement dans quelle mesure le méca-
nisme de polymérisation des Prions est spéciﬁque d'une population cellulaire donnée, et ainsi,
de continuer à approfondir le lien entre mécanisme de souche et polymérisation des Prions.
Dans un cadre plus général, les modèles développés au cours de ce travail pourront servir
à l'étude des amyloïdoses. En eﬀet, les amyloïdoses (telles que la maladie d'Alzheimer) sont
caractérisées par l'accumulation de protéines mal conformées capables de s'agréger en ﬁbrilles
amyloïdes par des mécanismes similaires aux Prions. La possibilité d'ampliﬁer des peptides
Aβ par une technique semblable à la PMCA [115], comme pour les Prions, illustre tout par-
ticulièrement la forte ressemblance des mécanismes de polymérisation. Toutefois, même si une
forme de la maladie d'Alzheimer peut être accélérée par l'injection de ﬁbrilles amyloïdes chez
des hôtes génétiquement sensibles [114], ces ﬁbrilles ne semblent pas pouvoir déclencher cette
maladie, contrairement aux maladies à Prions. Ainsi, à travers la comparaison des paramètres
de réplication, il pourrait être intéressant de considérer le caractère transmissible des Prions
non pas en considérant les maladies à Prions comme une exception dans le monde microbiolo-
gique, mais plutôt comme une exception dans le monde des amyloïdoses. Dans cette optique,
l'analyse théorique de la stabilité des états d'équilibre du modèle de polymérisation nucléée
généralisée nous a d'ores-et-déjà permis de mettre en évidence des conditions nécessaires au
déclenchement de la polymérisation. Ces conditions font intervenir les diﬀérents paramètres de
réplication (en particulier, l'élongation, la fragmentation et la dégradation des agrégats pro-
téiques) et nécessitent une estimation précise de ces paramètres. La comparaison quantitative
des paramètres de réplication, estimés à partir de la distribution des agrégats, pourrait être
envisagée entre diﬀérentes souches de Prions et les protéines Aβ, aﬁn de mieux comprendre en






Trois modèles cellulaires ont été utilisés pour cette étude :
Les cellules GT1 : cellules neuronales d'hypothalamus de souris immortalisées par tumorigé-
nèse exprimant la PrP murine et chroniquement infectables par la souche Chandler (tremblante
adaptée à la souris). Le milieu de culture utilisé pour l'entretien de la lignée infectée ou non est
un mélange d'Opti-MEM (Gibco), supplémenté de 5% en sérum de veau f÷tal décomplémenté
(Sigma), de 5% en sérum de cheval décomplémenté (Gibco), de 1% de pyruvate de sodium
(Gibco) et de 1% de pénicilline/streptomycine (Gibco).
Les cellules MovS6 : cellules issues des ganglions rachidiens dorsaux de souris surexprimant
la PrP ovine et chroniquement infectables par la souche PG127 (tremblante ovine). Le milieu
de culture utilisé pour l'entretien de la lignée infectée ou non est un mélange de 3/4 DMEM
(Gibco), 1/4 F-12 (Ham) Nutrient Mixture (Gibco), supplémenté de 5% en sérum de veau f÷tal
décomplémenté (Sigma) et de 1% de pénicilline/streptomycine (Gibco).
Les cellules SN56 : cellules de neurones cholinergiques issues de septum de souris et fusion-
nées à un neuroblastome murin. Elles sont infectables par les souches de Tremblante adaptées à
la souris Chandler et 22L. Elles sont entretenues dans un milieu composé d'Opti-MEM (Gibco),
supplémenté de 10% en sérum de veau f÷tal décomplémenté et de 1% en PS.
Le milieu de culture est régulièrement remplacé par du milieu neuf, et les cellules sont en-
tretenues régulièrement (retrait du milieu, lavage avec 10 mL tampon phosphate (PBS, Gibco),
ajout et retrait immédiat de 1 mL de trypsine-EDTA (Gibco), reprise des cellules dans du
milieu neuf et ensemencement dans une nouvelle ﬂasque à la dilution adaptée).
2 Biologie cellulaire
2.1 Etude de la prolifération cellulaire
Etude de la croissance cellulaire La survie cellulaire est estimée par le test Cell Prolifé-
ration Reagent WST1 (Roche). Les cellules sont ensemencées dans 100µl de milieu dans des
plaques 96 puits. Au bout d'un temps donné de culture, 10µl de WST1 par puit sont ajoutés.
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La plaque est incubée pendant 2h à 37°C, 5% CO2, puis la densité optique (DO) est mesurée au
spectrophotomètre. La DO retenue est la résultante de la diﬀérence entre l'absorbance mesurée
à 450 nm et celle mesurée à 650 nm.
Etude du cycle cellulaire Les cellules en culture sont trypsinées puis lavées en PBS. Elles
sont centrifugées 5 min à 500g à 4°c, puis le surnageant est éliminé.
1. Fixation des cellules : le culot est repris dans 875µl de PBS à 4°C et 125µl de formaldéhyde
2% froid sont ajoutés. Le mélange est vortexé doucement, puis incubé pendant 30 min à 4°C.
Les échantillons sont centrifugés pendant 5min à 500g à 4°C, et le surnageant est éliminé.
2. Perméabilisation des membranes : le culot est repris dans 300µl de PBS Tween-20 à 0,2%
(à température ambiante) et incubé pendant 15min à 37°C. 1ml de PBS est ajouté et les
échantillons sont centrifugés pendant 5min à 500g à 4°C, le surnageant est éliminé.
3. Marquage de l'ADN : le culot est repris dans 1mL de la solution de marquage (10µg/ml de
Iodure de Propidium et 11,25 unités de Kunitz /ml de RNase), incubé pendant au moins 30
min à 4°C à l'obscurité. Les échantillons sont conservés dans la solution de marquage jusqu'à
l'acquisition des données et analyse par cytométrie en ﬂux (cf. 2.2.5).
Etude de la mortalité cellulaire. Les cellules en culture sont trypsinées puis lavées en PBS.
Elles sont centrifugées 5 min à 500g à 4°C, puis le surnageant est éliminé. 500µl d'une solution
d'iodure de propidium (10µg/mL dans du PBS) sont ajoutés ; l'analyse se fait au cytomètre de
ﬂux, après une incubation minimum de 30 min à 4°C.
2.2 Détection de la protéine PrP par immunoﬂuorescence
Utilisation d'un traceur ﬂuorescent (émission dans le vert). 50µg de traceur CMFDA
(Molecular probe) sont repris dans 13µL de DMSO, dilués dans 13mL de milieu sans sérum.
Ces 13mL sont déposés sur le tapis cellulaire lavé en PBS et laissés en contact 30 min à 37°C.
Après 3 lavages en milieu complet, 15mL de milieu sont déposés sur les cellules et laissés en
contact 30 min à 37°C. Après 3 lavages en PBS, les cellules sont trypsinées et utilisées.
Immunomarquage intracellulaire de la PrP : les cellules sont ensemencées à faible
conﬂuence (30-50%) sur des lamelles de verre stériles en plaque 6 puits pendant 24 heures.
Le volume des diﬀérents traitements et lavages est de 2 mL sauf indications contraires. Les
cellules sont ﬁxées au formol 4% pendant 15 min puis rincées 3 fois en PBS, elles sont ensuite
perméabilisées au Triton X-100 (sigma) 0,1% en PBS pendant 10 min et rincées 3 fois en PBS.
Elles sont ensuite traitées ou non à la protéinase K à 0,2 µg/mL pendant 5 min à 37°C, rincées
3 fois en PBS, traitées 10 min au Thiocyanate de guanidium 4.23 M et saturées en sérum de
chèvre 10% pendant 30 min à 4 °C. A l'issue de la saturation, les cellules sont directement mises
en contact avec 20 µL d'anticorps primaire C pendant 1h30 à 4°C. Elles sont ensuite rincées 3
fois en PBS puis incubées avec 20 µL d'anticorps secondaire couplé à un ﬂuorochrome (ALEXA
568 : CaM-A568, Molecular Probes, pour une émission dans le rouge). Les lamelles sont ensuite
montées en milieu de montage Vectashield / Dapi et observées soit au microscope à épiﬂuores-
cence (Leica 6000DPM), avec une acquisition des images par caméra Olympus, DP50, couplé
à un logiciel d'acquisition (Studio ViewFinder 3.0.1, Pixera), soit au microscope confocal.
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Immunomarquage de la protéine PrP à la surface des cellules. Les cellules en culture
sont trypsinées puis lavées en PBS. Elles sont centrifugées 5 min à 500g à 4°C, puis le surnageant
est éliminé. Le culot est repris dans 50µL d'anticorps primaire A1 ou A2 (1µg/mL), et incubé
pendant 30 min à 4°C. Après deux lavages (ajout de 800µl de PBS, centrifugation 5 min à 500g
à 4°C et retrait du surnageant), le culot est repris dans 50µl d'anticorps secondaire couplé à
la Rhodamine-Phycoerythrine (RaM-RPE, 1µg/mL), et incubé pendant 30 min à 4°C. Après
deux lavages, les cellules sont analysées par cytomètre de ﬂux (cf. 2.3).
2.3 Acquisition et analyse par cytométrie en ﬂux
Le cytomètre de ﬂux (FACScan Becton Dickinson) est un appareil équipé d'un laser à Argon
qui permet de mesurer la ﬂuorescence après une excitation de l'échantillon à la longueur d'onde
de 488 nm. L'appareil est couplé à un ordinateur permettant l'acquisition et l'analyse des don-
nées par le logiciel CellQuest (Becton Dickinson). Les paramètres de l'appareil sont étalonnés
en fonction du type cellulaire étudié et aﬃnés à chaque manipulation. Lors de l'acquisition, les
cellules sont amenées à l'aide d'un circuit ﬂuidique dans une chambre de mesure, traversée par
le laser monochromatique. Lors du passage des cellules devant le laser, l'intensité lumineuse
résultante est mesurée simultanément en transmission et en réﬂexion par des photomultiplica-
teurs. Les diﬀérentes données permettent de mesurer 5 paramètres : la taille, la granulosité, et
3 paramètres de ﬂuorescence émettant chacun sur une plage de longueur d'onde diﬀérente dans
le domaine du visible : FL1 (de 500 à 560 nm, émission dans le vert), FL2 (de 543 à 627 nm,
émission dans le rouge orange) et FL3 (650 nm, émission uniquement dans le rouge) . Les si-
gnaux analogiques sont transformés en signaux numériques permettant une analyse qualitative,
quantitative et statistique des informations reçues.
2.4 Fusions des lignées cellulaires
Transfection des cellules. Les plasmides utilisés dans cette étude sont les plasmides pcDNA
3.1/Hygro+ , pcDNA6.2/V5-DEST et pcDNA3.1 (Invitrogen) contenant respectivement des
gènes de résistance à l'hygromycine B, à la blasticidine et à la généticine. 500 000 cellules sont
ensemencées en plaque 6 puits. Le lendemain, les cellules sont lavées en PBS et 1mL de milieu de
culture sans sérum est ajouté. Dans un tube Eppendorf stérile, 100µL de milieu de culture sans
sérum et 3µL de FuGene6 (Roche) sont mélangés, et incubés pendant 5 minutes à température
ambiante, puis 1 µg de plasmide est ajouté. Le mélange est incubé pendant 15 minutes à
température ambiante, avant d'être déposé sur les cellules. 48 heures après transfection, et
pendant 3 semaines, les cellules transfectées sont sélectionnées avec 200µg/mL d'hygromycine
B (Roche), 525 µg/mL de généticine G418 (Gibco) et de blasticidine 50µg/mL(Gibco)/ Ces
doses ont été établies préalablement à l'aide de tests de toxicité sur les cellules non transfectées.
Fusion des cellules. 500 000 cellules murines résistantes à un antibiotique et 500 000 cellules
murines résistantes à un autre antibiotique sont ensemencées dans un puits de plaques 6 puits,
dans 2 ml de milieu de culture. Le lendemain, après adhésion des cellules, elles sont lavées au
PBS, et 1 ml de PEG (50%, Roche) est ajouté sous agitation pendant 1 min. Les cellules sont
lavées deux fois avec du milieu sans sérum et une fois avec du milieu avec sérum avant d'être
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incubées à 37°C pendant la nuit. Le lendemain les cellules fusionnées sont sélectionnées par
l'ajout des deux antibiotiques.
Analyse chromosomique des cellules fusionnées. Les cellules sont bloquées en méta-
phase par traitement à la colchicine (60 ng/ml) pendant 6h à 37°C. Les cellules sont ensuite
trypsinées puis centrifugées 5 min à 500 g. Le culot est resuspendu dans une solution hypoto-
nique de KCl à 0,075 M et incubé 20 min à 37°C. Les cellules sont préﬁxées en ajoutant 5 à
6 gouttes du ﬁxateur (3 volumes d'éthanol absolu pour 1 volume d'acide acétique 100%) puis
elles sont centrifugées (5 min à 500 g). Le surnageant est aspiré, le culot cellulaire est repris
dans 8 ml de ﬁxateur en vortexant. Les cellules sont gardées à 4°C sur la nuit. Le ﬁxateur est
changé. L'étalement se fait sur des lames rincées à l'eau et refroidies. Les lames sont séchées à
température ambiante sur la nuit. Puis, les lamelles sont montées en milieu de montage Vecta-
shield / Dapi et observées au microscope à ﬂuorescence. L'acquisition des images se fait grâce
à une caméra couplée à un logiciel d'acquisition (Studio ViewFinder)
2.5 Tri des diﬀérentes populations cellulaires par immunomarquage
de la protéine PrP
Tri par "Magnetic Absorbant Cell sorting" (MACS). Les cellules en culture sont tryp-
sinées, puis lavées avec du tampon phosphate (PBS, Gibco). Elles sont centrifugées 5 min à
500g à 4°c, puis le surnageant est éliminé. Le culot est repris dans 100µL d'anticorps primaire
A1 à 1µg/mL, puis incubé pendant 1 heure à 4°C. Les cellules sont ensuite lavées en PBS,
centrifugées et le culot est incubé pendant 15 min à 4°C, avec un anticorps secondaire couplé à
une bille magnétique dans un volume ﬁnal de 100µL. A l'issue de ce couplage, l'anticorps secon-
daire RaM-RPE est ajouté (7µL). Les cellules sont lavées en PBS et déposées dans une colonne
placée dans un champ magnétique. Après plusieurs lavages, l'élution des cellules marquées se
fait en exerçant une forte pression à l'aide d'un piston sur la colonne, préalablement retirée du
champ magnétique après ajout de 500µL de tampon d'élution. L'eﬃcacité du tri magnétique
est évaluée par cytométrie en ﬂux (cf. 2.3)
3 Analyse biochimique
3.1 Détermination du niveau d'infection des diﬀérentes populations
isolées par Western Blot
Puriﬁcation de la PrPres. Les cellules sont lavées avec du PBS, puis lysées pendant 10
min à 4°C par un tampon de lyse contenant 0,5% de déoxycholate de sodium (Sigma), 0,5%
de Triton X-100 (Sigma), 50 mM de Tris-HCl (Sigma) pH 7,4 (Sigma). Les fractions nucléaires
sont éliminées par centrifugation (1 min à 15000 tours/min) et le surnageant correspondant au
lysat protéique cellulaire est récupéré. Un dosage protéique est réalisé sur le lysat à l'aide du
kit MicroBC Détection Protein Quantitation (Interchim). Un traitement à la protéinase K à
dose adaptée est réalisé sur les échantillons pendant 30 min à 37°C, la PrPres est précipitée par
centrifugation pendant 1h30 à 15000 tours/min à 4°C. Le surnageant est éliminé et le culot est
repris dans 20µL de tampon 4215 (4% de SDS, 2% de β-mercaptoéthanol, 1% de Tris-Glycine
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pH 8,8 et 5% de sucrose en eau ultra pure MilliQ). Les échantillons sont ensuite chauﬀés 5 min
à 100°C.
Séparation et détection des protéines par Western Blot. Les protéines puriﬁées sont
ensuite séparées selon leur poids moléculaire par électrophorèse sur gel de polyacrylamide en
conditions dénaturantes (SDS-PAGE). 20µL de chaque échantillon et 4µL d'un marqueur coloré
de poids moléculaire (Rainbow Marker Detection) sont déposés dans un gel de polyacrylamide
à 12% où ils migrent pendant 1h30 à 150V. Après migration, les protéines sont transférées
sur membrane de nitrocellulose. Le transfert s'eﬀectue à 22V, sous agitation, pendant une nuit,
dans du tampon de transfert Tris-CAPS (BioRad) supplémenté de 15% en éthanol absolu.Après
transfert, les membranes de nitrocellulose sont saturées dans du Blocking Reagent (BioRad),
5% en PBST. Elles sont incubées 30min avec l'anticorps primaire B dilué au 1/5000. Après
un rinçage rapide et 3 lavages de 5min, les membranes sont incubées pendant 20 min avec
l'anticorps secondaire lapin anti-souris couplé péroxydase, dilué au 1/5000. Enﬁn, après un
lavage rapide, deux lavages de 5 min et un lavage de 15 min, les membranes sont rincées dans
du PBS, puis mises au contact d'ECL (Détection Pharmacia Biotech) permettant la révélation
des protéines par émission d'un signal chimioluminescent sur Hyperﬁlm (Détection). Tous les
lavages et toutes les dilutions se font en PBS 0,1% Tween 20 (PBST).
3.2 Détection de la PrP par ELISA (Sheep and Goat Detection Kit,
BioRad)
Les cellules sont puriﬁées comme décrit précédemment et les culots sont repris dans 25µl de
tampon C1. Les échantillons sont ensuite chauﬀés 5 min à 100°C. 125µL de tampon R6 sont
ajoutés puis 100µL de chaque échantillon sont déposés dans une plaque 96 puits à fond plat
pendant 75 min à 37°C. Les puits sont ensuite lavés 3 fois avec du tampon R2 au 1/10 à l'aide
d'un laveur automatique (BioRad). 100µL de tampon R7 dilué au 1/10 dans le tampon R2 sont
ensuite déposés dans chaque puits et incubés 60 min à 4°C. Les puits sont à nouveau rincés 5
fois comme précédemment décrit. 100µL de tampon R9 dilué au 1/11 dans du tampon R8 sont
ensuite déposés dans chaque puits pendant 30 min à l'obscurité. La réaction est arrêtée par
100µl de tampon R10. L'acquisition des images se fait grâce à un lecteur de plaque (BioRad)
à deux longueurs d'onde 450 et 620nm.
4 Biologie moléculaire
4.1 Détermination du niveau d'expression du gène de la PrP par RT-
PCR
Lyse des cellules. Les cellules en culture sont trypsinées puis lavées en PBS. Elles sont
centrifugées 5 min à 500g à 4°C, puis le surnageant est éliminé. Le culot cellulaire (< 5.106
Cellules) subit une lyse mécanique dans 350µL de tampon RLT (Qiagen) contenant 1% de
β-mercaptoéthanol (Sigma) à l'aide d'une seringue sans volume mort (SubQ).
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Extraction de l'ARN des cellules. 350µL d'éthanol 70% sont ajoutés, l'échantillon est
déposé sur une colonne échangeuse d'anions, puis centrifugé 15s à 8000g. La colonne est lavée
(350µL de tampon RW1 et centrifugation 15s à 8000g), puis traitée à la DNase (70µL de tampon
RDD + 10µL de DNase) pendant 10 min. Après un lavage identique au précédent, la colonne
est lavé deux fois avec 500µL de tampon RPE supplémenté en éthanol et centrifugé 15s à 8000g
pour le premier lavage et 3 min à 21000g pour le second. L'ARN est ensuite élué avec 35µL
d'eau RNAse-free.
Synthèse de l'ADN complémentaire. La quantité d'ARN obtenue est évaluée par lecture
de la densité optique à 260 nm et normalisée à 1µg pour chaque échantillon dans un volume
ﬁnal de 40µl. 20µl de la solution 1 (2,5µg d'Oligo dT, 15µg d'hexamères, 50nmol de dNTP,
(Invitrogen)) sont ajoutés, puis l'échantillon est incubé 5min à 65°C. L'échantillon est ensuite
immédiatement mis dans la glace. 35µL de la solution 2 (20µL de tampon 5x (250mM Tris-
HCl pH 8,3, 375 mM KCl, 12 mM MgCl2) , 10µl de DTT 0,1M, 5µl d'un inhibiteur de RNase
(RNase OUT, 40U/µL) (Invitrogen) sont ajoutés, puis l'échantillon est incubé 10min à 25°C. 1µl
d'enzyme Reverse Transcriptase (SuperScriptII, Invitrogen 200U/µL) est ajouté, et l'échantillon
est laissé 50min à 42°C, puis 15min à 70°C.
Ampliﬁcation génique par PCR en temps réel. Les diﬀérents couples d'amorces ont été
sélectionnés à l'aide du logiciel Beacon Designer :
Gène Catégorie Séquence 5'-3'
TFIID Sens TTGACCTAAAGACCATTGCACTTC
Antisens CATGATGACTGCAGCAAATCG
PrP Ovine Sens ATGCTGAAGCTGAAACTCCAGTAC
Antisens AGTCCATGATGCCATCTAGCCAT
PrP Murine Sens GCTTGTTCCTTCGCATTCTC
Antisens GGGTATTAGCCTATGGGGGA
Dans un mélange réactionnel de 25µL contenant 12,5µL de SuperMix (KCl 50mM, Tris-HCl
50mM pH 8,4 (BioRad), dNTP 8mM, iTaq DNA polymérase 50U/ml, MgCl2 3mM, SYBR
Green I 10mM), 0,25µM d'amorce sens, 0,25µM d'amorce anti-sens et environ 10ng de cDNA,
les échantillons subissent l'ampliﬁcation par PCR à l'aide de l'appareil IQ Icycler Biorad confor-
mément au programme suivant :
(1) Dénaturation 1 min 30 à 95°C 1x
(2) Dénaturation 15 sec à 95°C, Hybridation / Elongation 1 min à 60°C, 40x
(3) Courbe de fusion 10 sec de 55°C à 95°C (incrémentation de 0,5°C à chaque cycle), 80x
Analyse en temps réel. Cette technique extrêmement sensible est basée sur la détection
et la quantiﬁcation de la ﬂuorescence émise lors de l'incorporation de Syber-Green (intercalant
ﬂuorescent de l'ADN) entre les 2 brins d'ADN de chaque fragment nouvellement synthétisé.
La mesure de ﬂuorescence eﬀectuée en temps réel à chaque cycle, permet i) d'établir la courbe
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de fusion des diﬀérents fragments, ii) de déterminer l'eﬃcacité des couples d'amorces pour
l'ampliﬁcation à l'aide d'une dilution sériée normalisée Détection, iii) de déterminer les varia-
tions d'expression des diﬀérentes cibles dans les diﬀérents échantillons par rapport au gène de
référence commun (le TFIID, d'expression stable). La PCR est eﬀectuée sur l'ensemble des
échantillons en duplicat.
Les coeﬃcients de variation QR de chaque cible sont calculés suivant la formule :
QR = 2
−∆∆CT
où ∆∆CT = ∆CTInfecte − ∆CTNoninfect, ∆CT = CTGenecible − CTTFIID et CT le cycle
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