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Abstract: This paper is concerned with the Lyapunov-Krasovskii functional construction of linear control systems with multiple
input delays. By transforming the predictor feedback control systems into a delay-free linear system with external inputs, a
Lyapunov-Krasovskii functional is constructed in terms of a set of linear matrix inequalities (LMIs). It is shown that the solvabil-
ity of this set of LMIs is equivalent to the asymptotic stability of the delay-free linear system induced from the predictor feedback
control system. The proposed Lyapunov-Krasovskii functional is also found to be an ISS Lyapunov-Krasovskii functional for
the predictor feedback control systems. An example is worked out to validate the effectiveness of the proposed method.
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1 Introduction
Dynamic systems with time delays have received more
and more attention because time-delay systems have many
applications in practice engineering such as network con-
trol system, chemical process control, population model for
instance. Since the stability and stabilization problems of
time-delay systems are very important in both theory and
practice, considerable research efforts were focused on them
and many important related results have been obtained in the
literature (see [7], [9], [11] and the references therein). Nev-
ertheless there are still many unsolved problems in the stabil-
ity analysis and stabilization of time-delay systems because
of their inﬁnite dimensional nature.
In the existing results regarding stability and stabilization
of time-delay systems, most of them deal with linear systems
with state delays (see, for example, [8], [16], and [17]) while
relatively few results are available for control problems of
linear systems with input delays. To deal with the stabiliza-
tion of control systems with input delays, there are basically
two efﬁcient design methods, namely, memory controller-
s design by predictor feedback and memoryless controllers
design adopted from delay-free systems. Memoryless con-
trollers have been utilized by many researchers, for exam-
ple, [3] and [5]. The advantage of this kind of methods is
that they are very easy to implement. However, this kind of
methods may fail if the delays are too large. In contrast, the
predictor feedback that was originated by [13] can allow ar-
bitrarily large input delays. The basic idea of this approach
is to transform the delay system into an equivalent delay-
free system for which any conventional design approaches
are applicable. This method has been widely investigated
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in the literature and has received renewed interest in recent
years (see, for example, [1], [12], and [18]).
It is well known that in the stability analysis of time-delay
systems, Lyapunov-Krasovskii functional is one of the most
important tools. Many results about the stability and sta-
bilization of the time-delay systems can be derived by us-
ing Lyapunov-Krasovskii functionals (see [10] and the ref-
erences therein). To analyse the exponential stability of the
linear predictor feedback system with a single time-varying
input delay, a time-varying Lyapunov-Krasovskii functional
was constructed based on the backstepping method for par-
tial differential equations in [6]. By using a transformation
of the actuator states, the Lyapunov-Krasovskii functional of
the linear predictor feedback system with distributed input
delays was obtained in [2]. The linear systems with point-
wise and distributed input delays was considered in [14] and
the ISS Lyapunov-Krasovskii functionals deﬁned by [15]
was constructed for linear systems with pointwise and dis-
tributed input delays. The proposed Lyapunov-Krasovskii
functionals are helpful in the analysis of the ISS property of
the closed-loop time-delay systems.
In this paper, we will study the exponential stability of lin-
ear systems with multiple input delays by constructing suit-
able Lyapunov-Krasovskii functionals. To this end, we ﬁrst
transform the closed-loop time-delay system with predictor
feedback into an equivalent delay-free system. Then, based
on the delay-free linear system, a Lyapunov-Krasovskii
functional guaranteeing the exponential stability of the origi-
nal time-delay system is proposed in terms of the solvability
of a set of linear matrix inequalities (LMIs). It is proven
that the set of LMIs provided is always solvable provided
the delay-free linear system is asymptotically stable. At the
same time, we show that the obtained Lyapunov-Krasovskii
functional is also an ISS Lyapunov-Krasovskii functional for
the predictor feedback control system. A numerical exam-
ple is worked out to show the effectiveness of the proposed
approach. The merit of the proposed approach is that the
construction of the Lyapunov-Krasovskii functional does not
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need the backstepping method for partial differential equa-
tion as used in [6] and is simply based on some LMIs which
can be efﬁciently solved by the existing software package.
Notation: For any given matrix A ∈ Rn×m, we respec-
tively useAT and λ (A) to denote its transpose and eigenval-
ue set. For a positive deﬁnite matrix P, the symbol λmin (P )
and λmax (P ) denote respectively its minimal and maximal
eigenvalues. For two positive integers p and q,we use I [p, q]
to present the set {p, p + 1, . . . q}. The symbol |·| refers to
the Euclidean norm. Let τ > 0 is a given real number.
Cn,τ = C ([−τ, 0] ,Rn) present the Banach space of con-
tinuous functions mapping the interval [−τ, 0] into Rn with
the topology of uniform convergence.
2 Problem Formulation and Preliminary
In this paper, we consider the following linear system with
multiple input delays
x˙ (t) = Ax (t)+B0u (t)+
p∑
i=1
Biu (t− τi) , ∀t ≥ 0, (1)
where A ∈ Rn×n, Bi ∈ Rn×m, i ∈ I [0, p] are constant
matrices and τi > 0, i ∈ I [1, p] are constants. Without loss
of generality, we assume that τ1 ≤ τ2 ≤ · · · ≤ τp  τ .
For stabilization of system (1), the predictor feedback can
be designed as follows [19]:
u (t) = F
(
x (t) +
p∑
i=1
∫ t
t−τi
eA(t−θ−τi)Biu (θ) dθ
)
(2)
which is such that the closed-loop system⎧⎪⎪⎨
⎪⎪⎩
x˙ (t) = Ax (t) +B0u (t) +
p∑
i=1
Biu (t− τi) ,
u (t) = F
(
x (t) +
p∑
i=1
∫ t
t−τi e
A(t−θ−τi)Biu (θ) dθ
)
(3)
has the characteristic equation Δ(s) =
det (sIn −A−BF ) that has only a ﬁnite number of
zeros. Here
B = B0 +B, B =
p∑
i=1
e−AτiBi. (4)
Hence the stability of the closed-loop system (3) is guaran-
teed if (A,B) is stabilizable and F is well designed.
It is well known that Lyapunov-Krasovskii functionals
play an important role in the analysis and design of control
systems, especially, in the stability analysis of control sys-
tems. For the closed-loop system in (3), though the stability
can be asserted by its characteristic equation, a Lyapunov-
Krasovskii functional is not available. In this paper, we
are interested in the construction of a Lyapunov-Krasovskii
functional for this class of time-delay systems. The difﬁculty
of the problem lies in the fact that the state of the closed-loop
system should be considered as (x (t) , ut) ∈ Rn×Cm,τ , but
not xt ∈ Cn,τ [6]. To make this clear, we give the following
deﬁnition and lemma.
Deﬁnition 1 [6] The closed-loop system (3) is exponentially
stable if there exist positive constants G and g such that
|x (t)|2 + ‖ut‖2 ≤ Ge−gt
(
|x (0)|2 + ‖u0‖2
)
, (5)
where
‖ut‖2 =
∫ t
t−τ
|u (θ)|2 dθ. (6)
Lemma 1 If there exist constants αi > 0, i = 1, 2, 3, such
that the functional V : R+ × Rn × Cm,τ → R+ satisﬁes
the following two conditions:
1) α1
(
|x (t)|2 + ‖ut‖2
)
≤ V (t, x (t) , ut) ≤
α2
(
|x (t)|2 + ‖ut‖2
)
;
2) V˙ (t, x (t) , ut) ≤ −α3
(
|x (t)|2 + ‖ut‖2
)
;
then the state (x (t) , ut) satisﬁes (5) for some constants
G and g. In this case, V is called as a Lyapunov-Krasovskii
functional for the closed-loop system (3).
Proof. Obviously, the following inequality
−α2
(
|x (t)|2 + ‖ut‖2
)
≤ −V (t, x (t) , ut) , (7)
holds true by Item 1. With this and Item 2 we have
V˙ (t, x (t) , ut) ≤ −α3
(
|x (t)|2 + ‖ut‖2
)
≤ −α3
α2
V (t, x (t) , ut) . (8)
Therefore, it is follows that
|x (t)|+ ‖ut‖ ≤ 1
α1
V (t, x (t) , ut)
≤ 1
α1
e−
α3
α2
tV (0, x (0) , u0)
≤ α2
α1
e−
α3
α2
t
(
|x (0)|2 + ‖u0‖2
)
, (9)
i.e., the closed-loop system (3) is exponential stable in the
sense of Deﬁnition 1.
So in this paper we will construct a Lyapunov-Krasovskii
functional that satisﬁes the conditions in Lemma 1. To this
end, we ﬁrstly introduce a new state variable as
z (t) = x (t) + ω (t) , (10)
ω (t) =
p∑
i=1
∫ t
t−τi
eA(t−θ−τi)Biu (θ) dθ, (11)
by which the original time-delay system (1) can be expressed
as
z˙ (t) = Az (t) +Bu (t) , t ≥ 0, (12)
which is a delay-free linear system. Hence the feedback (2)
becomes
u (t) = Fz (t) , (13)
and the closed loop system (3) reads⎧⎨
⎩
z˙ (t) = Az (t) +Bu (t) ,
u (t) = Fz (t) ,
x (t) = z (t)− ω (t) .
(14)
So we only need to ﬁnd the Lyapunov-Krasovskii functional
of system (14).
At the end of this section, we introduce some technical
lemmas that will be used in the next section.
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Lemma 2 For any constant matrix M ∈ Rn×n,M =
Mᵀ > 0, integers γ1, γ2 with γ1 ≥ γ2, vector function
ω : I[γ1, γ2] → Rn such that the sums in the following
are all well deﬁned, then
⎛
⎝ γ2∑
i=γ1
ω (i)
⎞
⎠
ᵀ
M
⎛
⎝ γ2∑
i=γ1
ω (i)
⎞
⎠
≤ (γ2 − γ1 + 1)
γ2∑
i=γ1
ωᵀ (i)Mω (i) . (15)
Lemma 3 [4] Given h > 0, for a vector-valued function
a (θ) and Z > 0 of appropriate dimensions, there holds
(∫ 0
−h
a (θ) dθ
)ᵀ
Z
(∫ 0
−h
a (θ) dθ
)
(16)
≤ h
∫ 0
−h
aᵀ (θ)Za (θ) dθ. (17)
Lemma 4 (Schur Complement Lemma) For any matrix Φ =
ΦT of the form
Φ =
[
A B
Bᵀ C
]
, (18)
if C is invertible, then Φ < 0 if and only if C < 0 and
A−BC−1Bᵀ < 0.
3 Main Results
Before giving our main results, according to the discus-
sion in the above section, we impose the following assump-
tion on the closed-loop system (3).
Assumption 1 The matrixH = A+BF is Hurwitz, namely,
all the eigenvalues of H have negative real parts.
Then we have the following result regarding the construc-
tion of a Lyapunov-Krasovskii functional for the closed-loop
system (3) or (14).
Theorem 1 Let Assumption 1 hold true and α > 0 be some
constant such that
Re
{
λj
(
A− α
2
In
)}
< 0, j ∈ I [1, n] . (19)
Then the following two statements hold true.
1) There exist a positive deﬁnite matrix P = [Pij ] ∈
R2n×2n with Pij ∈ Rn×n, i, j = 1, 2, and a posi-
tive deﬁnite matrix R ∈ Rn×n such that the following
LMIs,
Δ = P ᵀ12B0F + F
ᵀBᵀ0P12 + P22 (A+BF ) (20)
+ (Aᵀ + F ᵀBᵀ)P22 +R < 0, (21)
Γ (i) =
⎡
⎣ Γ11 (i) Γ12 Γ13 (i)Γᵀ12 Γ22 P ᵀ12 − P22
Γᵀ13 (i) P12 − P22 Γ33 (i)
⎤
⎦ < 0
(22)
hold true, where i ∈ I [1, p] and
Γ11 (i) =
1
pτi
(P11 (A+B0F ) + (A+B0F )
ᵀ
P11
+ F ᵀBᵀP ᵀ12 + P12BF +R),
Γ12 = A
ᵀP12 + P12A+ P11B0F + P12BF
+ F ᵀBᵀ0P12 + F
ᵀBᵀP22 +R,
Γ13 (i) =
1
pτi
(P11 − P12) ,
Γ22 = e
−ατ
((
A− α
2
In
)ᵀ
R+R
(
A− α
2
In
))
,
Γ33 (i) = − 1
p2τi
e−ατR,
R =
p∑
i=1
F ᵀBᵀi e
−AᵀτiRe−AτiBiF.
2) If P > 0 and R > 0 satisfy (19), (20) and (22), then
the functional
V (x (t) , ut) =
[
x (t)
ω (t)
]ᵀ
P
[
x (t)
ω (t)
]
(23)
+
p∑
i=1
∫ t
t−τi
eα(θ−t)uᵀ (θ)Bᵀi e
Aᵀ(t−θ−τi)
×ReA(t−θ−τi)Biu (θ) dθ, (24)
is a Lyapunov-Krasovskii functional for the closed-loop
system (3) in the sense of Lemma 1.
Proof. Proof of Item 1. We ﬁrst choose two positive deﬁnite
matrices U, S ∈ Rn×n such that
P11 = U + S, P12 = P22 = S. (25)
Then the inequalities in (22) become
⎡
⎣
1
pτi
(P +Q) UB0F +Q
1
pτi
U
F ᵀBᵀ0U +Q Γ22 0
1
pτi
U 0 Γ33 (i)
⎤
⎦ < 0, (26)
in which i ∈ I [1, p] , Q = SH + HᵀS + R and P =
U (A+B0F ) + (A+B0F )
ᵀ
U. By using Lemma 4, we
know that the inequalities in (26) are equivalent to[
1
pτi
(P +Q) + 1τiU (e
−ατR)−1 U UB0F +Q
F ᵀBᵀ0U +Q Γ22
]
< 0,
(27)
for all i ∈ I [1, p] . Clearly, there exists a matrix R > 0 such
that Γ22 < 0 holds true under condition (19). By applying
again Lemma 4, the inequalities in (27) are further equivalent
to Γ22 < 0, and
1
pτi
(P +Q) +
1
τi
U
(
e−ατR
)−1
U
− (UB0F +Q)Γ−122 (UB0F +Q)ᵀ < 0, (28)
for all i ∈ I [1, p] . From Assumption 1 we know that, for
any ε > 0 and R > 0, the equation
Q = SH +HᵀS +R = −εIn, (29)
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has a solution S > 0. Let U = ε2In. Then we have, for all
i ∈ I [1, p] ,
1
pτi
(P +Q) +
1
τi
U
(
e−ατR
)−1
U
− (UB0F +Q)Γ−122 (UB0F +Q)ᵀ
=− ε
pτi
In + ε
2(
1
pτi
((A+B0F ) + (A+B0F )
ᵀ
)− Γ−122 )
+ ε3
(
B0FΓ
−1
22 + Γ
−1
22 F
ᵀBᵀ0
)
+ ε4
(
1
τi
(
e−ατR
)−1 −B0FΓ−122 (i)F ᵀBᵀ0
)
. (30)
Obviously, for all i ∈ I [1, p] , if we let ε be sufﬁciently
small, the last three terms in (30) is dominated by the ﬁrst
term. Hence there exists an ε∗ > 0 such that the LMI’s in
(28) hold true for all ε ∈ (0, ε∗]. Finally, for the P12 and P22
given in (25), the inequality in (20) can be rewritten as
SH +HᵀS +R < 0, (31)
which is obviously satisﬁed in view of (29). The proof of
Item 1 is complete.
Proof of Item 2. It is obvious that there exists a scalar
c1 > 0 such that
V (x (t) , ut) ≥ c1
(
|x (t)|2 + ‖ut‖2
)
. (32)
It follows from Lemma 2 and Lemma 3 that inequality (33)
holds true. So we have (34) for some c2 > 0. To complete
the proof, we only need to show
V˙ (x (t) , ut) ≤ −c3
(
|x (t)|2 + ‖ut‖2
)
, (35)
for some c3 > 0. From (10) we know that
ω˙ (t) =
p∑
i=1
(
e−AτiBiu (t)−Biu (t− τi)
+A
∫ t
t−τi
eA(t−θ−τi)Biu (θ) dθ
)
. (36)
With this we can compute to get (37). Based on Item 1 of
this theorem, we know that
−αR+AᵀR+RA < 0 (38)
is true. In addition, by using the Jensen inequality we have
−
p∑
i=1
e−ατiuᵀ (t− τi)Bᵀi RBiu (t− τi)
≤ −
p∑
i=1
uᵀ (t− τi)Bᵀi
(
e−ατR
)
Biu (t− τi)
≤ −1
p
(
p∑
i=1
uᵀ (t− τi)Bᵀi
)
e−ατR
(
p∑
i=1
Biu (t− τi)
)
.
Therefore, by applying (20) and (38), we can further obtain
(39). Denote η = η (t, θ) where
η =
[
xᵀ (t) , uᵀ (θ)Bᵀi e
Aᵀ(t−θ−τi),
p∑
i=1
uᵀ (t− τi)Bᵀi
]ᵀ
.
Then (39) can be rewritten as
V˙ (x (t) , ut) ≤
p∑
i=1
∫ t
t−τi
ηᵀ (t, θ)Γ (i) η (t, θ) dθ. (40)
By using the inequalities in (22) we know that there exists a
sufﬁciently small number δ > 0 such that Γ (i) ≤ −δI3n for
all i ∈ I [1, p] . So we can further get (41) where c3 is some
constant. The proof is ﬁnished.
Remark 1 In [14], the deﬁnition of ISS Lyapunov-
Krasovskii functional for coupled retarded differential
equations and functional differential equations was given.
Here we show that V (x (t) , ut) is also an ISS Lyapunov-
Krasovskii functional satisfying all the conditions in [14] if
we deﬁne
‖ut‖ = sup
θ∈[−τ,0]
{|u (t+ θ)|} , (42)
‖xt‖ = sup
θ∈[−τ,0]
{|x (t+ θ)|} , ∀t ≥ 0. (43)
In this case, it is clear from (34) that
V (x (t) , ut) ≤ λmax (P ) ‖xt‖2 + τd1 ‖ut‖2 , (44)
where
d1 =
(
λmax (P ) p
2τ + pλmax (R)
)
× max
i∈I[1,p]
{
|Bi|2
}
sup
s∈[−τ,0]
{∣∣eAs∣∣2} .
In addition, it follows from (13) that |u (t)| ≤ |F | |z (t)| and
we can compute
V (x (t) , ut) =
[
x (t)
z (t)
]ᵀ
P0
[
x (t)
z (t)
]
+
p∑
i=1
∫ t
t−τi
eα(θ−t)uᵀ (θ)Bᵀi e
Aᵀ(t−θ−τi)
×ReA(t−θ−τi)Biu (θ) dθ
≥ λmin (P0)
(
|x (t)|2 + |z (t)|2
)
≥ λmin (P0) |x (t)|2 + λmin (P0)|F |2 |u (t)|
2
, (45)
in which
P0 =
[
In 0
−In In
]ᵀ
P
[
In 0
−In In
]
> 0. (46)
Moreover, it follows from (41) and (34) that
V˙ (x (t) , ut) ≤ −c3
c2
V (x (t) , ut) . (47)
From the inequalities (44), (45) and (47) we know that
V (x (t) , ut) is also an ISS Lyapunov-Krasovskii function-
al [14].
4 A Numerical Example
In this section, a numerical example is given to validate
the effectiveness of the proposed approach. We consider sys-
tem (1) with parameters
A =
[
0.3316 0.7939
−0.0576 1.0684
]
, B0 =
[
0.5000 −0.9000
1.0000 1.4000
]
B1 =
[ −1.2000 2.0000
0.7000 0.9000
]
, B2 =
[ −1.2000 1.8000
2.5000 0.4000
]
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ωᵀ (t)ω (t) =
(
p∑
i=1
∫ t
t−τi
eA(t−θ−τi)Biu (θ) dθ
)ᵀ( p∑
i=1
∫ t
t−τi
eA(t−θ−τi)Biu (θ) dθ
)
≤ p
p∑
i=1
(∫ t
t−τi
eA(t−θ−τi)Biu (θ) dθ
)ᵀ(∫ t
t−τi
eA(t−θ−τi)Biu (θ) dθ
)
≤ pτ
p∑
i=1
∫ t
t−τi
uᵀ (θ)Bᵀi e
Aᵀ(t−θ−τi)eA(t−θ−τi)Biu (θ) dθ
≤ p2τ max
i∈I[1,p]
{
|Bi|2
}
sup
s∈[−τ,0]
{∣∣eAs∣∣2}∫ t
t−τ
|u (θ)|2 dθ. (33)
V (x (t) , ut) ≤ λmax (P )
(
|x (t)|2 + |ω (t)|2
)
+ pλmax (R) max
i∈I[1,p]
{
|Bi|2
}
sup
s∈[−τ,0]
{∣∣eAs∣∣2}∫ t
t−τ
|u (θ)|2 dθ
≤ λmax (P ) |x (t)|2 +
(
λmax (P ) p
2τ + pλmax (R)
)
max
i∈I[1,p]
{
|Bi|2
}
sup
s∈[−τ,0]
{∣∣eAs∣∣2}∫ t
t−τ
|u (θ)|2 dθ
≤ c2
(
|x (t)|2 + ‖ut‖2
)
, (34)
V˙ (x (t) , ut) = 2x
ᵀ (t)P11x˙ (t) + 2ω˙ᵀ (t)P
ᵀ
12x (t) + 2ω
ᵀ (t)P ᵀ12x˙ (t) + 2ω
ᵀ (t)P22ω˙ (t)
+
p∑
i=1
uᵀ (t)Bᵀi e
−AᵀτiRe−AτiBiu (t)−
p∑
i=1
e−αiτiuᵀ (t− τi)Bᵀi RBiu (t− τi)
+
p∑
i=1
∫ t
t−τi
uᵀ (θ)Bᵀi e
Aᵀ(t−θ−τi)
(
eα(θ−t) (−αR+AᵀR+RA)
)
eA(t−θ−τi)Biu (θ) dθ,
= xᵀ (t) (P11 (A+B0F ) + (A+B0F )
ᵀ
P11 + F
ᵀBᵀP ᵀ12 + P12BF +R)x (t)
+ 2xᵀ (t) (AᵀP12 + P12A+ P11B0F + P12BF + F ᵀB
ᵀ
0P12 + F
ᵀBᵀP22 +R)ω (t)
+ 2xᵀ (t) (P11 − P12)
p∑
i=1
Biu (t− τi) + 2ωᵀ (t) (P ᵀ12 − P22)
p∑
i=1
Biu (t− τi)
+ ωᵀ (t)Δω (t)−
p∑
i=1
e−ατiuᵀ (t− τi)Bᵀi RBiu (t− τi)
+
p∑
i=1
∫ t
t−τi
uᵀ (θ)Bᵀi e
Aᵀ(t−θ−τi)eα(θ−t) (−αR+AᵀR+RA) eA(t−θ−τi)Biu (θ) dθ. (37)
V˙ (x (t) , ut) ≤ xᵀ (t) (P11 (A+B0F ) + (A+B0F )ᵀ P11 + F ᵀBᵀP ᵀ12 + P12BF +R)x (t)
+ 2xᵀ (t) (AᵀP12 + P12A+ P11B0F + P12BF + F ᵀB
ᵀ
0P12 + F
ᵀBᵀP22 +R)ω (t)
+ 2xᵀ (t) (P11 − P12)
p∑
i=1
Biu (t− τi) + 2ωᵀ (t) (P ᵀ12 − P22)
p∑
i=1
Biu (t− τi)
− 1
p
(
p∑
i=1
uᵀ (t− τi)Bᵀi
)
e−ατR
(
p∑
i=1
Biu (t− τi)
)
+
p∑
i=1
∫ t
t−τi
uᵀ (θ)Bᵀi e
Aᵀ(t−θ−τi)e−ατ (−αR+AᵀR+RA) eA(t−θ−τi)Biu (θ) dθ. (39)
and
B3 =
[
0.7000 −0.2000
0.9000 1.4000
]
, (48)
and τ1 = 0.2, τ2 = 0.4, τ3 = 1. If we choose
F =
[ −0.2936 −0.0442
0.2764 −0.5956
]
,
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V˙ (x (t) , ut) ≤ −δ
p∑
i=1
∫ t
t−τi
ηᵀ (t, θ) η (t, θ) dθ
≤ −δ
p∑
i=1
∫ t
t−τi
(
|x (t)|2 +
∣∣∣eA(t−θ−τi)Biu (θ)∣∣∣2
)
dθ
≤ −δ
∫ t
t−τ
(
|x (t)|2 +
∣∣∣eA(t−θ−τ)Bpu (θ)∣∣∣2
)
dθ
≤ −δ
(
τ |x (t)|2 + inf
s∈[−τ,0]
{
λmin
(
Bᵀp e
AᵀseAsBp
)}∫ t
t−τ
|u (θ)|2 dθ
)
≤ −c3
(
|x (t)|2 + ‖ut‖2
)
, (41)
then Assumption 1 holds true since λ (H) = {−0.2,−0.5}.
Notice that λ (A) = {1, 0.4}. By taking α = 2.1 and solving
the set of LMIs in Theorem 1 we can get
P =
⎡
⎢⎢⎣
30.2616 −35.2265 30.5653 −35.5330
−35.2265 51.5767 −35.5462 51.9109
30.5653 −35.5330 31.2272 −36.2693
−35.5462 51.9109 −36.2693 52.7382
⎤
⎥⎥⎦ ,
R =
[
40.7077 −44.8847
−44.8847 59.8366
]
. (49)
Therefore, a Lyapunov-Krasovskii functional in the form of
(23) with P and R given above for system (1) with parame-
ters (48) can be constructed accordingly.
5 Conclusion
This paper considered the Lyapunov-Krasovskii function-
als for predictor feedback systems with multiple input de-
lays. For linear systems with multiple input delays con-
trolled by the predictor feedback, based on the equivalent
delay-free systems, a Lyapunov-Krasovskii functional was
constructed by solving a set of LMIs, which were shown
to be solvable as long as the closed-loop system is asymp-
totically stable. In addition, it is shown that the obtained
Lyapunov-Krasovskii functionals is also an ISS Lyapunov-
Krasovskii functionals for the closed-loop systems.
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