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Abstract
We define covariantly a deformation of a given algebra, then we will see how it can be
related to a deformation quantization of a class of observables in Quantum Field Theory.
Then we will investigate the operator order related to this deformation quantization.
AMS Classification: 46L65, 53D55.
1 introduction
One of the purpose of multisymplectic geometry is to give a Hamiltonian formulation of (classical)
field theory similar to the symplectic formulation of the one dimensional Hamiltonian formalism
(the Hamilton’s formulation of Mechanics). The time variable is replaced by space-time variables
and the cotangent bundle by a finite dimensional manifold equipped with a multisymplectic form
similar to the canonical symplectic form on the cotangent bundle. Starting from a Lagrangian
density which describes the dynamics of the field, one can construct a Hamiltonian function through
a Legendre transform and obtain a geometric formulation of the problem. For an introduction to
the multisymplectic geometry one can refer to [6] and for more complete informations one can read
the papers of F. He´lein and J. Kouneiher [7], [8].
Note that this formalism differs from the standard Hamiltonian formulation of field theory used
by physicists (see e.g. [9]), in particular the multisymplectic approach is covariant i.e. compatible
with the principles of special and general Relativity and everything is finite dimensional.
Then we have to define the observable quantities and the Poisson bracket between these observ-
ables quantities. A notion of observable has been defined by the polish school in the seventies [14],
[10], [7], [8]. The set of these quantities becomes a Poisson algebra just as in the one dimensional
case. The next task is to quantize it. The purpose of this paper is to propose a quantization using
the deformation quantization procedure.
First we will present a deformation of a given algebra ; then we will show how it is connected to
Field Theory. Then we will see how to recover this deformation quantization by means of operator
ordering in the quantization procedure. We will see that this ordering differs from the usual
Wick order (see e.g. [9]) used by physicist. Finally we will see how the deformation quantization
introduced by J. Dito [2], [3] (which corresponds to the Wick order) can be applied to our problem.
2 Deformation
Let M denote the space M := Rn+1 endowed with a metric gβα and ω denote a volume form on
M . We will denote by (xβ)β∈J0,nK a system of coordinates on M such that ω = dx
0 ∧ · · · ∧ dxn
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and by V the real vector space defined by
V :=
{
ψ ∈ C∞(M) ; gβα ∂
2ψ
∂xα∂xβ
+m2ψ = 0
}
Then one can construct (SV,⊙) the free commutative algebra generated by V (see e.g. [5]) where
⊙ denotes the associative and commutative symmetric tensor product. Then SV have a natural
structure of a graded algebra SV :=
⊕
p≥0 S
pV where S0V = R and for p ≥ 1, SpV denotes the
p–th symmetric tensor of V .
Consider the Spencer operator δ : SV → V ⊗ SV i.e. the linear operator such that δ(S0V ) = 0
and for any decomposable element v = v1⊙ · · ·⊙ vk, δv :=
∑
i vi⊗ v1⊙ · · ·⊙ vi−1⊙ vi+1⊙ · · ·⊙ vk.
Then we introduce the following definition
Definition 2.1 • Let β be in J0, nK and η ∈ M . We denote by i(η) and ∂β(η) the linear
operators acting on SV defined by
i(η) := (φ(η) ⊗ id) ◦ δ and ∂β(η) :=
(
∂φ(η)
∂xβ
⊗ id
)
◦ δ
where φ(η) and ∂φ(η)
∂xβ
denote the real valued operators on V such that φ(η)(ψ) := ψ(η) and
∂φ(η)
∂xβ
(ψ) := ∂ψ
∂xβ
(η).
• Let p ∈ N∗, β = (β1, . . . , βp) ∈ J0, nKp and η = (η1, . . . , ηp) ∈ Mp. We define the operators
ip(η) and ∂pβ(η) acting on SV by{
ip(η) := i(ηp) ◦ · · · ◦ i(η1)
∂pβ(η) := ∂βp(ηp) ◦ · · · ◦ ∂β1(η1)
and we impose i0 = ∂0 = IdV .
Let SV [[~]] be the space of formal power series with coefficients in SV , and let us fix some hyper-
surface Σ on M . Then we define a star product ⋆~ on SV [[~]] by the following
Definition 2.2 We denote by ⋆~ the R[[~]]–module morphism ⋆~ : SV [[~]] ⊗ SV [[~]] → SV [[~]]
such that for all Ψ ∈ SV and Φ ∈ SV , Ψ ⋆~ Φ :=
∑
p≥0 ~
p 1
p! [Ψ ⋆~ Φ]p where [Ψ ⋆~ Φ]0 := Ψ ⊙ Φ
and where for all p ∈ N∗
[Ψ ⋆~ Φ]p :=
∑
β∈J0,nKp
α∈J0,nKp
gαβ
∫
Σp
(
∂pβ(η)Ψ
)
⊙ (ip(η)Φ)ωα(η)
Here for all α = (α1, . . . , αp) and β = (β1, . . . , βp) in J0, nK
p, gβα denotes gβ1α1 · · · gβpαp and
ωα := ωα1 ⊗ · · · ⊗ ωαp and for all µ ∈ J1, nK, we have denoted by ωµ the n–form ∂∂xµ ω.
Proposition 2.1 (SV [[~]], ⋆~) is an associative algebra, and this algebra is a deformation of the
algebra (SV,⊙), i.e. the projection π : SV [[~]] −→ SV is an algebra morphism.
Remark 2.1
Note that since ∂pβ(η)(S
kV ) ⊂ Sk−pV and ∂pβ(η)(SkV ) ⊂ Sk−pV (where by convention SlV = 0
for all l < 0), the space SV [~] of polynomials with coefficients in SV is a subalgebra of (SV [[~]], ⋆~)
We postpone the proof of proposition 2.1 until the appendix B. Now we will see how the star
prodduct ⋆~ can be related to the operator product of Quantum Field Theory.
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3 Free Scalar Fields
We denote by F(V,R) the real valued functional on V . Let us consider the algebra morphisme
I : SV −→ F(V,R) such that for all ψ ∈ V
I(ψ) : ϕ ∈ V −→
∫
Σ
gαβ
(
∂ϕ
∂xα
ψ − ϕ ∂ψ
∂xα
)
and denote by L the image of I i.e. L := I(SV ). The algebra L is the observable functionals of
the covariant Hamiltonian formalism described by F. He´lein and J. Kouneiher (see [6] or [7] for
more informations on this formalism and multisymplectic geometry).
For all (ψ, χ) ∈ V 2 we define the brackets {ψ, χ} between ψ and ϕ by
{ψ, χ} := I(ψ)(ϕ) ∈ R = S0V
Once again this bracket comes from multisymplectic geometry and it coincides with the brackets
used by physicist in field theory (see [7], [9], [13]). These brackets admit unique extension to SV
satisfying Leibnitz rule i.e. such that {a⊙ b, c} = a⊙ {b, c}+ {a, c} ⊙ b for all (a, b, c) ∈ SV 3 (see
e.g. [1]).
Proposition 3.1 For all (ψ, χ) ∈ SV 2 we have π ( 1
~
[ψ, χ]~
)
= {ψ, χ} where [·, ·]~ denotes the
commutator on SV [[~]]. Hence (SV,⊙, {•, •}) is a Poisson algebra i.e. (SV,⊙) is an algebra and
the bracket satisfies Leibnitz rule and Jacobi identity : {a, {b, c}} + {c, {a, b}} + {b, {c, a}} = 0.
Moreover (SV [[~]], ⋆~) is a deformation quantization of (SV,⊙, {•, •}).
Hence we have defined a deformation quantization of the Poisson algebra of observables quan-
tities which arise in multisymplectic geometry. This deformation quantization can be generalized
to more general space–time manifold and we think that it can have some multisymplectic inter-
pretation.
Unfortunately when we try to link our star product with canonical free quantum field theory we
see that it correspond with an operator ordering which differs from the Wick ordering or normal
ordering used by physicists (see [9], [13], [12] or [11]).
3.1 Operator ordering
Hence suppose that the metric gβα is given by the diagonal matrix (−1, 1, . . . , 1) with respect to
the coordinates (xβ)β . The first variable plays the role of time and we will denote it by t and we
consider the hypersurface Σ of M defined by Σ = {x ∈ M ; t = 0}. In this case one can easily
show that for all decomposable element Ψ(k) = ψ1⊙ · · · ⊙ψk ∈ SkV of SV , the functional I(Ψ(k))
is given by ∀ϕ ∈ V
I(Ψ(k))(ϕ) =
∑
I⊂J1,kK
(−1)|I|
(∏
i∈I
∫
t=0
ψi
∂ϕ
∂t
)∏
j 6∈I
∫
t=0
∂ψj
∂t
ϕ
 (3.1)
When we quantize this functional, we replace all the integral
∫
t=0
∂ψj
∂t ϕ by an operator ϕm
(
∂ψj
∂t (0, •)
)
acting on a Hilbert space (Fock space) and
∫
t=0
ψj
∂ϕ
∂t by an other operator πm(ψj(0, •)) acting on
the same hilbert. For all (f, g) ∈ L2(Rn)2 the operators ϕ(f) are supposed to satisfy the canonical
commutation relation (CCR) : [ϕm(f), ϕm(g)] = [πm(f), πm(g)] = 0 and
[ϕm(f), πm(g)] = i
(∫
Rn−1
fg
)
id (3.2)
One can refer to the book of Michael Reed and Barry Simon [11] p.210–218 for a definition of
ϕm(f) and πm(g). We denote by O the set of operators acting on Fs.
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But since the operators ϕm(f) and πm(g) don’t commute, there is not a unique way of replace-
ment. This is the problem of operator ordering. Following J. Dito [3],[2] or K. Fredenhagen and
M. Du¨tsch [4] to each deformation quantization corresponds an operator ordering.
Let us choose to put all the operators πm(g) on the left of the operators ϕm(f) i.e. consider
the linear map Θ : SP −→ O such that for all decomposable element Ψ(k) = ψ1 ⊙ · · · ⊙ψk of SkV
Θ(Ψ(k)) :=
∑
I⊂J1,kK
(−1)|I|
∏
i∈I
πm (ψi(0, •))
∏
j 6∈I
πm
(
∂ψj
∂t
(0, •)
)
Then we define Θ on SV [~] by R[~]–linearity by setting Θ(~) := −i. Then we have the following
result
The´ore`me 3.1 Let A and B belong to SV [~], then Θ(A)Θ(B) = Θ(A ⋆~ B)
We postpone the proof of theorem 3.1 until the appendix C. The theorem 3.1 ensures that the
operator ordering which we consider corresponds to our star product ⋆~. We see that this ordering
differs from the usual normal order used in Free Quantum Field Theory. In the next section we
define a star product (described by J. Dito in [2] and [3]) which corresponds to the normal order.
3.2 Wick Order
One can remark that the operator ordering corresponding to our product is not the usual order of
Quantum Field Theory [13], [9]. We will see here the deformation quantization which corresponds
to the normal order.
For all decomposable element Ψ(k) = ψ1 ⊙ · · · ⊙ ψk of SkV we denote ΘW (Ψ(k)) the operator
obtained by replacing the integral
∫
t=0
∂ψj
∂t ϕ by ϕm
(
∂ψj
∂t (0, •)
)
and
∫
t=0
ψj
∂ϕ
∂t by πm(ψj(0, •)) in
(3.1) and using the normal order product. Then one can show that
ΘW (Ψ
(k)) =
∑
I⊂J1,kK
[∏
i∈I
a†(Gψi)
]∏
j 6∈I
a(Fψj)
 (3.3)
where for all ψ ∈ P , Fψ and Gψ denotes the functions
Fψ :=
1√
2
(
1/µ
̂∂ψ
∂t
(0, •)− iψ̂(0, •)
)
and Gψ :=
1√
2
(
1/µ
̂∂ψ
∂t
(0, •) + iψ̂(0, •)
)
Then we define ΘW on SP [~] by R[~]–linearity by setting ΘW (~) := 1.
Now let us define another star product ⋆W on SV [~] such that ΘW is an algebra morphism
between (SV [~], ⋆W ) and (W , ·).
Normal Product
Definition 3.1 • Let −→k ∈ Rn−1 then we denote G(k) : SP [[~]] ⊗ C −→ SP [[~]] ⊗ C and
G(k)∗ : SP [[~]]⊗ C −→ SP [[~]]⊗ C the C[[~]]–linear operators defined by
G(−→k ) :=
(√
µG(
−→
k )⊗ id
)
◦ δ et G(−→k )∗ :=
(√
µG(
−→
k )⊗ id
)
◦ δ
where for all k ∈ Rn−1 the operator √µG(−→k ) : P −→ C is given by
√
µG(
−→
k )(ψ) :=
1√
2
(
1/µ
∂̂ψ
∂t
+ iψ̂
)
(
−→
k )
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• Let p ∈ N and k(p) ∈ Mp, we define Gp(k(p)) and Gp(k(p))∗ by G0 = G0∗ = Id and for all
p ≥ 1 {
Gp(−→k ) := G(−→k p) ◦ · · · ◦ G(−→k 1)
Gp(−→k )∗ := G(−→k p)∗ ◦ · · · ◦ G(−→k 1)∗
One can easily show that the operators G(k) and G(k)∗ satisfy to the same properties than ∂pα(η)
and ip(η). Hence we can easily adapt the proof of proposition 2.1 to show the following result
Proposition 3.2 Let ⋆W denotes a bilinear operator acting on SV [~]⊗C such that for all (P,Q) ∈
SV [~]⊗ C2
P ⋆W Q :=
∑
k
1
p!
∫
(Rn−1)p
dkGp(−→k )P ⊙ Gp(−→k )∗Q
Then (SV [~]⊗C, ⋆W ) is an associative algebra with unit, moreover it is a deformation quantization
of (SV ⊗ C,⊙, {·, ·}).
Then using the Wick theorem and following the way we prove the theorem 3.1, one can prove the
following result
Theorem 3.1 The operator ΘW is an algebra morphism from (SV [~]⊗C, ⋆W ) to O, i.e. ΘW (1) =
1 and for all P,Q belonging to SV [~]⊗ C
ΘW (P )ΘW (Q) = ΘW (P ⋆W Q)
Hence the star product ⋆W corresponds to the Wick ordering. One can show that ⋆W corresponds
to the product defined by J. Dito in [2], [3].
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A Free Quantum Field
Here we recall the Quantum Field Theory which corresponds to massive free fields. One can see
[12] or [11] for more details.
A.1 Fock space
Let p belong to N∗, then we denote by L2s((R
n−1)p) the subspace of L2((Rn−1)p) defined by
L2s((R
n−1)p) :=
{
f (p) ∈ L2((Rn−1)p) | ∀(g1, . . . , gp) ∈ L2(Rn−1); ∀σ ∈ Sp ;∫
(Rn−1)p
f (p)gσ(1) ⊗ · · · ⊗ gσ(p) =
∫
Rn−1
f (p)gσ(1) ⊗ · · · ⊗ gσ(p)
}
Then we denote by F0 the (algebraic) direct sum
F0 :=
⊕
p≥0
L2s((R
n−1)p)
5
where F0 := C. The space F0 has a naturel hermitian structure inherited from L
2
s((R
n−1)p) and
we denote by Fs(L2s(Rn−1)) (or simply Fs) the completion of F0 i.e. the set of family (f (p))p∈N of
functions f (p) ∈ L2s((Rn−1)p) such that
|f (0)|2 +
∑
p≥1
∫
(Rn−1)p
|f (p)(−→x 1, . . . ,−→x p)|2d−→x 1 · · · d−→x p < +∞
Hence we get a separable Hilbert space which is calling symmetric or bosonic Fock space.
A.2 Free Quantum Field
Let f belong to L2(Rn−1) ; we denote by a−(f) and a−(f)∗ the unbounded operator on Fs with
domain F0 such that for all v =
∑
v(p) ∈ F0 where v(p) ∈ L2s((Rn−1)p), we have a−(f)v :=∑
p(a
−(f)v)(p) and a−(f)∗v :=
∑
p(a
−(f)∗v)(p) where for all p ∈ N
(
a−(f)v
)(p)
(m1, . . . ,mp) :=
√
p+ 1
∫
Rn−1
f(m)v(p+1)(m,m1, . . . ,mp)
(
a−(f)∗v
)(p)
(m1, . . . ,mp) :=
1√
p
p∑
j=1
f(mj)v
(p−1)(m∨j)
where m∨j := (m1, . . . ,mj−1,mj+1, . . . ,mp). We can remark that for all f, g ∈ L2(Rn−1), the
operators a−(f) and a−(g)∗ stabilize F0 ; hence we can compose them.
Then we introduce some notations : µ denote the function µ : Rn−1 → R∗+ such that
µ(
−→
k ) :=
(
|−→k |2 +m2
)1/2
> 0
For all f ∈ S(Rn−1) we denote by Cf ∈ S(Rn−1) the function Cf(−→k ) := f(−−→k ) and f̂ ∈ S(Rn−1)
denote the Fourier transform of f i.e.
f̂(
−→
k ) :=
1
(2π)(n−1)/2
∫
Rn−1
e−i
−→
k .−→x f(−→x )d−→x
Let f belong to S(Rn−1) ; let ϕm(f) and πm(f) denote the unbouded operators on Fs with
domain F0 defined by
ϕm(f) :=
1√
2
[
a−
(
Cf̂/
√
µ
)
+ a−
(
f̂ /
√
µ
)∗]
πm(f) :=
i√
2
[
a−
(√
µf̂
)∗
− a−
(√
µCf̂
)] (A.1)
One can show (see [11] p.218) that for all real valued f and g the operators ϕm(f) and πm(g)
satisfy the Canonical Commutation Relation (CCR)i.e.
[ϕm(f), πm(g)] = i
(∫
Rn−1
fg
)
id (CCR)
The operator ϕm(f) can be seen as the quantization of the functional ϕ 7→
∫
t=0 fϕ over free clas-
sical field ϕ and the operator πm(f) as the quantization of
∫
t=0 g
∂ϕ
∂t .
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Lastly for all f ∈ S(Rn−1) we define the operators a(f) and a†(f) by
a†(f) := a−(
√
µf)∗ et a(f) := a−(
√
µCf)
Then a(f) and a†(g) are unbouded operators with domain F0 and one can check that
ϕm(f) :=
1√
2
[
a(f̂ /µ) + a†(f̂ /µ)
]
πm(f) :=
i√
2
[
a†(f̂)− a(f̂)
] (A.2)
In other hand (see [11] p.210) for all real valued f, g ∈ S(Rn−1) we have the following commutation
relation [
a(f),a†(g)
]
=
(∫
Rn−1
µ(
−→
k )f(−−→k )g(−→k )d−→k
)
id (A.3)
B Proof of the proposition 2.1
First of all it is clear that 1 ∈ P ⊂ S(P )[~] is a unit for ⋆~. Let us focus on the associativity of the
star product.
It sufficies to show that Ψk ⋆~ (Φ
l ⋆~ Ξ
m) = (Ψk ⋆~ Φ
l) ⋆~ Ξ
m for all (k, l,m) ∈ N3 and
(Ψk,Φl,Ξm) ∈ P⊙k × P⊙l × P⊙m. But we have by definition
Ψk ⋆~
(
Φl ⋆~ Ξ
m
)
=
∑
α≥0
~α
α!
( ∑
p+q=α
Cpα Ψ
kMp
(
ΦlM qΞm
))
(B.1)
where Cαβ denote the binomial coefficient C
α
β =
β!
α!(β−α)! .
Let A be an integer ; we study the term of order A with respect to ~ in B.1. Hence we consider
(p, q) ∈ N2 such that p+ q = A and we denote by N the integer N := k + l +m− 2A. We have
ΨkMp
(
ΦlM qΞm
)
=
∑
β,α∈J0,n−1Kp
α,β∈J0,n−1Kq
∫
Σp
[
ηβα∂α(z1,p)Ψ
k
⊙ ip(z1,p)
(∫
Σq
ηαβ∂β(zp+1,A)Φ
l ⊙ iq(zp+1,A)Ξmωα(zp+1,A)
)]
ωβ(z1,p) (B.2)
where for all ρ ∈ Mk and 1 ≤ a ≤ b ≤ k, ρa,b denotes ρa,b := (ρa, ρa+1 . . . , ρb) ∈ M b−a+1. Then
one can show easily the following combinatorial lemma
Lemme B.1 1. For all z, z′ ∈ X0 the operators i(z), i(z′), ∂β(z) and ∂β(z′) commute.
2. Let (a, b) ∈ N2, k ∈ N, Ψ˜ ∈ P⊙a, Φ˜ ∈ P⊙b and z ∈ X k0 then we have
ik(z)(Ψ˜⊙ Φ˜) =
k∑
j=0
∑
J⊂J1,kK
|J|=j
ij(zJ)Ψ˜ ⊙ ik−j(zJ1,kK\J)Φ˜ (B.3)
where for all J = {a1, . . . , aj} ⊂ J1, kK such that |J | = j we denote by zJ the j-uplet
zJ := (za1 , . . . , zaj ).
3. Identity (B.3) is true with ∂β instead of i.
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Then using identity (B.3) in (B.2) one gets
ΨkMp
(
ΦlM qΞr
)
=
p∑
j=0
∑
β,α∈J0,n−1KA
∑
J⊂J1,pK
|J|=j
∫
ΣA
ηβα∂pα1,p(z1,p)Ψ
k⊙
(
ip−j(zJ1,pK\J) ◦ ∂qαp+1,A(zp+1,A)
)
Φl ⊙ iq+j(zJ , zp+1,A)Ξmωβ(z)
and using the Fubini theorem one can reorganize the integration and finally get that the term of
order A in (B.1) is given by
A∑
p=0
p∑
j=0
∑
β,α∈J0,n−1KA
CpAC
j
p
∫
ΣA
ηβα ∂pαA−p+1,A(zA−p+1,A)Ψ
k⊙
ip−j(zA−p+j+1,A) ◦ ∂A−pα1,A−p(z1,A−p)Ψl ⊙ iA−p+j(z1,A−p+j)Ξm ωβ(z)
Then one can performe the change of variable j ← A− p+ j, change the order of summation over
p and j and performe a second change of variable p← a−A+ q to get
A∑
j=0
j∑
p=0
∑
β,α∈J0,n−1KA
CA−j+pA C
p
A−j+p
∫
ΣA
ηβα ∂A−j+pαj−p+1,A(zj−p+1,A)Ψ
k⊙
iA−j(zj+1,A) ◦ ∂j−pα1,j−p(z1,j−p)Φl ⊙ ij(z1,j)Ξm ωβ(z)
But a simple calculation shows that Cp+A−jA C
p
p+A−j = C
p
jC
j
A, hence using the Fubini theorem the
last expression leads to
A∑
j=0
CjA
j∑
p=0
∑
β,α∈J0,n−1KA
∑
J⊂J1...jK
|J|=p
∫
ΣA
ηβα∂pαJ (zJ)
[
∂A−jαj+1,A(zj+1,A)Ψ
k
]
⊙
∂j−pαJ1,jK\J (zJ1,jK\J)
[
iA−j(zj+1,A)Φ
l
]⊙ ij(z1,j)Ψmωβ(z)
Thus lemma B.1 gives the final result.
C Operator Ordering
We will prove the theorem 3.1. First of all, using the equal times commutation relation (3.2) and
following the proof of the well known Wick lemma (see e.g. [13]), one can prove the following
Lemme C.1 Let (a, b, c, d) ∈ N4 and f (a) ∈ S((Rn−1))a, f (b) ∈ S((Rn−1))b, f (c) ∈ S((Rn−1))c
and f (d) ∈ S((Rn−1))d be real valued functions ; for all p ∈ N∗ and all f (p) ∈ S(Rn−1)p, we define
π⊗pm (f
(p)) :=
∏p
j=1 πm(f
(p)
j ) and ϕ
⊗p
m (f
(p)) :=
∏p
j=1 ϕm(f
(p)
j ). Then π
⊗p
m (f
(p)) and ϕ⊗pm (f
(p)) are
unbounded operator acting on Fs with domain F0 which stabilize this domain.
Then the operator production π⊗am (f
(a))ϕ⊗bm (f
(b)) · π⊗cm (f (c))ϕ⊗dm (f (d)) is given by the following
expression
∑
I⊂J1,bK
∑
σ:I →֒J1,cK
σ injective
i|I|
∏
j∈I
∫
Rn−1
f
(b)
j f
(c)
σ(j)

π⊗(a+c−|I|)m
(
f (a), f
(c)
J1,cK\σ(I)
)
ϕ⊗(d+b−|I|)m
(
f (d), f
(b)
J1,bK\I
)
(C.1)
where for p = c or d and for all J ⊂ J1, pK we write f (p)J for (f (c)j )j∈J ∈ S((Rn−1))|J|.
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To prove the theorem 3.1 we have to show the following identity
Θ(Ψk)Θ(Φl) = Θ(Ψk ⋆~ Φ
l) (C.2)
for all (k, l) ∈ N2, Ψk ∈ P⊙k and all decomposable element Φl ∈ P⊙l.
Proof: (of theorem 3.1). Let (k, l) ∈ N2, Ψk = ψ1 ⊙ · · · ⊙ ψk ∈ P⊙k and Φl = φ1 ⊙ · · · ⊙ φl ∈ P⊙l.
Then we have
Θ(Ψk)Θ(Φl) =∑
I⊂J1,kK
∑
J⊂J1,lK
(−1)k−|I|+|J|πm
(
ψJ1,kK\I
)
ϕm
(
∂ψI
∂t
)
πm (φJ)ϕm
(
∂φJ1,lK\J
∂t
)
(C.3)
where for all v = v1⊙· · ·⊙vq ∈ P⊙q and all I ⊂ J1, qK we denote by vI the element of P⊙|I| defined
by vI :=
⊙
i∈I vi and where for all w = w1 ⊙ · · · ⊙ wq ∈ P⊙q we set πm(w) :=
∏q
i=1 πm((wi)|t=0)
and ϕm
(
∂w
∂t
)
:=
∏q
i=1 πm
(
∂wi
∂t |t=0
)
.
Then using lemma C.1 the right hand side of (C.3) is given by
∑
I⊂J1,kK
∑
J⊂J1,lK
∑
K⊂I
∑
σ:I →֒J
i|K|(−1)k−|I|+|J|
∏
j∈K
∫
Rn−1
∂ψj
∂t
φσ(j)

πm
(
ψJ1,kK\I ⊙ φJ\σ(K)
)
ϕm
(
∂ψI\K
∂t
⊙ ∂φJ1,lK\J
∂t
)
One can change the order of the sum over K,σ and I, J in order to get
∑
K⊂J1,kK
∑
σ:K →֒J1,lK
(−i)|K|
∏
j∈K
∫
Rn−1
∂ψj
∂t
φσ(j)

∑
I⊂J1,kK\K
J⊂J1,lK\σ(K)
(−1)|I|+l−|J|−|K|πm
(
ψI ⊙ φ(J1,lK\σ(K))\J
)
ϕm
(
∂ψ(J1,kK\K)\I
∂t
⊙ ∂φJ
∂t
)
where we recognize Θ
(
ψJ1,kK\I ⊙ φJ1,lK\σ(K)
)
. Hence we finally get the following identity
Θ(Ψk)Θ(Φl) =
∑
K⊂J1,kK
∑
σ:K →֒J1,lK
(−i)|K|
∏
j∈K
∫
Rn−1
∂ψj
∂t
φσ(j)
Θ (ψJ1,kK\K ⊙ φJ1,lK\σ(K)) (C.4)
If one writes explicitely the expression of Ψk ⋆~ Φ
l using the definition of ∂p(z) and ip(z) then
one gets
Ψk ⋆~ Φ
l =
∑
p≥0
~
p
∑
J⊂J1,kK
|J|=p
∑
σ:J →֒J1,lK
∏
j∈J
∫
Rn−1
∂ψj
∂t
φσ(j)
ψJ1,kK\J ⊙ φJ1,lK\σ(J) (C.5)
Then (C.5) together with (C.4) leads to (C.2). 
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