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Motion planning problems are characterized by huge search spaces and
complex obstacle structures with no concise mathematical expression.
The fixed-wing airplane application considered in this thesis adds dif-
ferential constraints and point-wise bounds, i. e. an infinite number of
equality and inequality constraints. An optimal trajectory planning
approach is presented, based on the randomized Rapidly-exploring Ran-
dom Trees framework (RRT*). The local planner relies on differential
flatness of the equations of motion to obtain tree branch candidates
that automatically satisfy the differential constraints. Flat output
trajectories, in this case equivalent to the airplane’s flight path, are
designed using Bézier curves. Segment feasibility in terms of point-
wise inequality constraints is tested by an indicator integral, which is
evaluated alongside the segment cost functional.
Although the RRT* guarantees optimality in the limit of infinite
planning time, it is argued by intuition and experimentation that con-
vergence is not approached at a practically useful rate. Therefore,
the randomized planner is augmented by a deterministic variational
optimization technique. To this end, the optimal planning task is for-
mulated as a semi-infinite optimization problem, using the intermediate
result of the RRT(*) as an initial guess. The proposed optimization
algorithm follows the feasible flavor of the primal-dual interior point
paradigm. Discretization of functional (infinite) constraints is deferred
to the linear subproblems, where it is realized implicitly by numeric
quadrature. An inherent numerical ill-conditioning of the method is cir-
cumvented by a reduction-like approach, which tracks active constraint
locations by introducing new problem variables. Obstacle avoidance is
achieved by extending the line search procedure and dynamically adding
obstacle-awareness constraints to the problem formulation. Experimen-
tal evaluation confirms that the hybrid approach is practically feasible
and does indeed outperform RRT*’s built-in optimization mechanism,
but the computational burden is still significant.
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Bewegungsplanungsaufgaben sind typischerweise gekennzeichnet durch
umfangreiche Suchräume, deren vollständige Exploration nicht prakti-
kabel ist, sowie durch unstrukturierte Hindernisse, für die nur selten
eine geschlossene mathematische Beschreibung existiert. Bei der in
dieser Arbeit betrachteten Anwendung auf Flächenflugzeuge kommen
differentielle Randbedingungen und beschränkte Systemgrößen erschwe-
rend hinzu. Der vorgestellte Ansatz zur optimalen Trajektorienplanung
basiert auf dem Rapidly-exploring Random Trees-Algorithmus (RRT*),
welcher die Suchraumkomplexität durch Randomisierung beherrsch-
bar macht. Der spezifische Beitrag ist eine Realisierung des lokalen
Planers zur Generierung der Äste des Suchbaums. Dieser erfordert
ein flaches Bewegungsmodell, sodass differentielle Randbedingungen
automatisch erfüllt sind. Die Trajektorien des flachen Ausgangs, welche
im betrachteten Beispiel der Flugbahn entsprechen, werden mittels
Bézier-Kurven entworfen. Die Einhaltung der Ungleichungsnebenbedin-
gungen wird durch ein Indikator-Integral überprüft, welches sich mit
wenig Zusatzaufwand parallel zum Kostenfunktional berechnen lässt.
Zwar konvergiert der RRT*-Algorithmus (im probabilistischen Sinne)
zu einer optimalen Lösung, jedoch ist die Konvergenzrate aus prakti-
scher Sicht unbrauchbar langsam. Es ist daher naheliegend, den Planer
durch ein gradientenbasiertes lokales Optimierungsverfahren mit besse-
ren Konvergenzeigenschaften zu unterstützen. Hierzu wird die aktuelle
Zwischenlösung des Planers als Initialschätzung für ein kompatibles
semi-infinites Optimierungsproblem verwendet. Der vorgeschlagene Op-
timierungsalgorithmus erweitert das verbreitete innere-Punkte-Konzept
(primal dual interior point method) auf semi-infinite Probleme. Eine ex-
plizite Diskretisierung der funktionalen Ungleichungsnebenbedingungen
ist nicht erforderlich, denn diese erfolgt implizit durch eine numeri-
sche Integralauswertung im Rahmen der linearen Teilprobleme. Da die
Methode an Stellen aktiver Nebenbedingungen nicht wohldefiniert ist,
kommt zusätzlich eine Variante des Reduktions-Ansatzes zum Einsatz,
bei welcher der Vektor der Optimierungsvariablen um die (endliche)
Menge der aktiven Indizes erweitert wird. Weiterhin wurde eine Kollisi-
onsvermeidung integriert, die in den Teilschritt der Liniensuche eingreift
und die Problemformulierung dynamisch um Randbedingungen zur
lokalen Berücksichtigung von Hindernissen erweitert. Experimentelle
Untersuchungen bestätigen, dass die Ergebnisse des hybriden Ansatzes
aus RRT(*) und numerischem Optimierungsverfahren der klassischen
RRT*-basierten Trajektorienoptimierung überlegen sind. Der erforder-
liche Rechenaufwand ist zwar beträchtlich, aber unter realistischen
Bedingungen praktisch beherrschbar.
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1 Introduction
1.1 Motivation
The field of mobile robotics research has seen the emergence of two
prominent branches. The first line of research is focused on applications
using mobile robots and embraces topics like task scheduling, multi-
agent coordination and artificial intelligence. The second line of research
is dedicated to the robot itself, i. e. the evolution of mobile platforms
and their core capabilities. Since mobility is essential to the definition of
a mobile robot, every platform, regardless of its operating environment
or locomotion principle, must be able to plan its motion according to
a higher-level decision unit. Motion planning is therefore one of the
most active and diverse research areas in the field. Together with the
abilities to implement primitive movements by adequately controlling
its actuators (control), as well as to perceive its environment and relate
its own presence to the perceived environmental structure (navigation),
motion planning constitutes the fundamental Plan-Navigation-Control
cycle (also referred to as Guidance-Navigation-Control (GNC) loop
in aerospace contexts) at the heart of a “barebone” mobile platform
(see Figure 1.1). On top of this cycle, higher level reasoning can be
implemented, possibly leveraging results from artificial intelligence, to
create more complex behaviours that ultimately transform the platform
into a useful robot performing specific real-world tasks.
Unfortunately, even simple motion planning problems, for example
shifting a rigid body through a static environment (the “Piano-Movers”
problem) have been proven to be NP-hard [Rei79]. This result implies
that the computational complexity of an algorithm, which reliably
determines a valid plan or detects in finite time that none exists, grows
at least exponentially with the dimension of the search space. Hence,
ideal planning algorithms are (except for very few and specific cases)
intractable. As a consequence, researchers are forced to compromise
between practical considerations and desirable algorithmic proper-
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Figure 1.1: Interaction of the main components of a mobile robotic platform.
This thesis is concerned with the motion planning (guidance) module.
ties. Many successful algorithms for indoor and service robots neglect
platform dynamics, which works fine, because these robots move at
comparatively low speed and there are only minor motion constraints,
that can be reliably handled by lower level controllers. However, these
algorithms do not extend well to more agile platforms, whose motions
are governed by a set of nontrivial and generally nonlinear differential
equations. The approach discussed in this thesis, on the other hand,
is built around the original unsimplified equations of motion. Hence,
motion constraints are inherently considered at planning time instead
of relying on complicated control algorithms. Since “nonlinear” is not a
defining term and algorithm designs usually rely on specific properties
of a well defined system class, the discussion is limited to systems
that satisfy the flatness property. This property admits to perform
several important calculations without actually solving the differential
equations and, luckily, applies to most platforms of practical relevance.
The platforms of particular interest in this PhD project are flying
robots operating in a cluttered 3-D space. These can be broadly
divided into rotary wing types and fixed-wing types. While the former
category groups helicopters and multicopters (quadcopters, hexacopters,
octocopters, etc.), the latter category describes “ordinary” airplanes,
whose wings are rigidly attached to the fuselage. Although many
researchers seem to favour multicopters, for this project, a fixed-wing
airplane has been selected as the prime application example, because
2
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it is the authors belief that the fixed-wing configuration is better
suited for typical aerial robotic tasks like data acquisition, surveillance,
environmental monitoring and transportation. The reasons include
• Efficiency: Staying in the air is based primarily on lift instead of
thrust. Therefore, with the same amount of energy, fixed-wing
airplanes can reach higher airspeeds and sustain longer flight
times, which, in combination, offers an extended operating range.
• Safety/fault tolerance: In the event of an unexpected loss of
thrust, e. g. due to a power failure, the vehicle can still be safely
operated and landed in glide mode. If the failure is only tempo-
rary, the platform may even resume its original task. Furthermore,
assuming a mechanically stable design, a fixed-wing airplane can
also overcome a temporary failure of the control electronics, which
would almost inevitably lead to a crash for multicopters, resulting
in severe platform damage and maybe collateral damage, too.
Of course, rotary-wing designs have advantages, too. The most ob-
vious is the ability to hover on the spot, which is equivalent to the
full stop safe state in ground robotics and sometimes allows to lift
familiar 2-D concepts into the third dimension. However, from the
application perspective, the hovering ability is not always crucial for the
aforementioned tasks and certainly does not outweigh the advantages
of fixed-wing platforms listed above.
Considering the complexity of the fixed-wing planning problem, only
randomized methods seem reasonable, of which an algorithm called
RRT [Lav98] appears to be the most promising approach. Consequently,
the first phase of this PhD project was spent on bringing up the RRT
and its extension RRT*, by filling in the missing application-specific
bits and pieces. The results were encouraging on a coarse level, but
not so much on a small scale, because the obtained trajectories exhibit
unpleasant “wobbles” and zig-zag-like motions. While it seem easy
to the human eye to smooth out those artifacts, it turns out to be
extremely difficult to remove or at least attenuate them algorithmically.
Moreover, even though the motion constraints of the fixed-wing exam-
ple may have intensified the issue, it is by no means specific to this
application, but an inherent flaw of the RRT* algorithm. In an attempt
to “post-process” the planning results, the problem was rethought from
a purely mathematical viewpoint as a nonlinear optimization problem,
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which brought a rich body of results from numerical optimization into
perspective, including powerful variational techniques that are sup-
posed to be very effective in removing minor suboptimalities. Besides,
although every optimal planner ultimately performs some form of op-
timization, connecting motion planning and numerical optimization
seems not too common and thus presents a potentially fertile research
direction on its own. Unfortunately – or luckily for the sake of this
thesis – the planning problem does not fit the standard description of
a nonlinear optimization problem and thus off-the-shelf optimization
software cannot be applied right away. Therefore, the remainder of
this project was spent on adapting and extending state-of-the-art ideas
from the optimization community to arrive at an algorithm that can
handle all elements of the RRT(*) problem specification, i. e. flat but
nonlinear equations of motion, point-wise inequality constraints to
enforce physical limitations of the platform, and arbitrarily complex
obstacle configurations.
1.2 Layout of the Thesis
Although this thesis draws from two fairly self-contained topics, it was
decided not to divide the whole document into a planning part and an
optimization part. In order to promote the integrated nature of the
proposed approach, a more intermingled presentation was deemed more
appropriate, where each chapter features a planning section and an
optimization section, either prepended or followed by common content.
After a brief motivation and some introductory remarks were given in
the first chapter, the second chapter provides a discussion of important
developments in both research areas, including major evolutionary
steps that culminated in the current state of the art. Relevant terms
and concepts are explained in situ to facilitate the understanding and
also to establish a common level of prior knowledge for the forthcoming
material. The chapter is concluded by stating the contributions of this
thesis. In Chapter 3, which is the main chapter of this thesis, theo-
retical aspects are developed of a hybrid trajectory planning concept,
that borrows from both randomized motion planning and determinis-
tic numerical optimization. The concept is motivated by a simplistic
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counter-example, exposing an inherent weakness of randomized trajec-
tory optimization. The proposed solution effectively “outsources” the
optimization functionality to a more traditional variational technique.
Prior to focusing on the novel algorithmic ideas, a detailed description
of the fixed-wing application is given. This allows to present abstract
application-agnostic formulations and their application-specific instan-
tiation side by side in subsequent sections, which is expected to make
the exposition more accessible.
Chapter 4 is devoted to practical aspects that are nonetheless im-
portant for a successful implementation and demonstration. The latter
is conducted in Chapter 5, starting with the planning component, fol-
lowed by the optimization component and finally the overall combined
approach. The results and achievements of this thesis are summarized
in Chapter 6, which also suggests some future work items.
1.3 Nomenclature Guidelines
When bringing together multiple research domains, symbol collisions
are almost inevitable. As an extreme example, the letter ‘x’ may refer
to – among other things – a vector of optimization variables, a state
vector, a position coordinate or a coordinate axis. Instead of forcing
the reader to resolve ambiguities by context, a mostly non-overlapping
set of symbols was devised for this thesis. Priority was given to modern
optimization nomenclature, where x, y and z denote the optimization
variables, Lagrange multipliers and dual variables, respectively. For
other domains, symbols were selected that have at least some popularity
in the respective communities, e. g. q is used for state vectors, rx for
the first component of a position vector r, etc.
In general, lower-case letters typeset in bold face indicate vectors and
bold face capital letters indicate matrices. Unless otherwise noted, all
vectors are column vectors. Individual vector or matrix entries are la-
beled with subscripts, e. g. a = [a1, a2, . . . ]T and A = [aij ]. The upper-
case version of a vector symbol refers to a diagonal matrix, generated
from the entries of that vector, e. g. D = diag(d) = diag([d1, d2, . . . ]T).
A square matrix A is called positive definite (negative definite), denoted
by A ⪰ 0 (A ⪯ 0), if it has no negative (positive) Eigenvalues. A
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matrix with both positive and negative eigenvalues is called indefinite.
The angle bracket notation is used for inner products, e. g. ⟨a, b⟩ = aTb
or ⟨a(τ), b(τ)⟩ =
∫︁
T
a(τ)b(τ)dτ , depending on context. Derivatives are
introduced using the Nabla symbol, i. e. Gradients and Jacobians (the
first derivatives of a scalar or vector-valued function w. r. t. a vector) are
denoted by ∇xf = ∂f∂x and Hessians (the matrix of second derivatives
of a scalar function w. r. t. a vector) by ∇2xxf =
[︂
∂2f
∂xi∂xj
]︂
. For scalar
derivatives, the more compact notations fτ = ∂f∂τ and fττ =
∂2f
∂τ2 are
preferred. Note that Gradients are column vectors, but their entries
are arranged horizontally when occurring in a Jacobian.
Members of a sequence generated by an iterative procedure are
identified by a parenthesized superscript index, e. g. x(k) for the k-th
iteration. As a special case, optimal quantities are decorated with
an asterisk ‘*’ (without parentheses). Hence, the vector x∗ denotes
optimal values that constitute a solution of an optimization problem.
For further details, please consult the comprehensive list of symbols at
the beginning of the document.
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2 Theoretical Background and State of the
Art
The purpose of this chapter is twofold: First, the wealthy amount of
literature is reviewed to extract approaches that are either directly
related to this thesis or in another way important for completing
the picture. The material is grouped into appropriate categories and
presented in a mostly chronological fashion, such that the reader is
provided with a consistent overview of the state of the art, as well as
selected historical developments in the respective research areas. The
second purpose is to equip the reader with a common prior knowledge
for the remainder of the thesis, by explaining necessary terms and
concepts on their first occurrence. The chapter is divided into planning-
related material in Section 2.1 and optimization-related material in
Section 2.2. Afterwards, a brief assessment of unresolved problems is
conducted in Section 2.3, leading to the list of the contributions of this
thesis.
2.1 Motion Planning
The field of motion planning is inherently connected to mobile robotics,
but it is equally important to stationary robot manipulators performing
complex handling tasks. Moreover, the results have also been adopted
by several non-robotic fields, ranging from logistics to assembly planning
and mechanical design verification. One of the earliest formulations
is the “piano movers problem”. In this practically inspired task the
objective is to find a sequence of shifts and rotations that move an
object of nontrivial shape (a grand piano) through an obstacle-cluttered
environment (an apartment stuffed with furniture). Unfortunately,
the problem has been proved to be NP-hard [Rei79], which implies
that solving the piano movers problem or any equivalent problem is
computationally intractable, even for today’s computers. Of course, this
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did not stop researchers from tackling motion planning in its various
forms and they generally worked around the theoretical intractability
by relaxing the problem in different ways. Over the past decades, a
plethora of approaches and algorithms have emerged in the literature,
which all perform reasonably well in their intended application contexts.
Some important terms and concepts are introduced in Section 2.1.1.
Subsequently, in Section 2.1.2, a streamlined overview of selected
algorithmic approaches is presented. The remaining sections 2.1.3 and
2.1.4 are devoted to the specific developments of Rapidly-exploring
Random Trees (RRT) [Lav98] and their more recent optimizing variant
RRT* [KF10b], respectively. The latter is the basis of the approach
proposed in this thesis.
2.1.1 Preliminaries
The objective of a motion planner is to produce a path or a trajectory
for the mobile platform under consideration. A path is a sequence
of intermediate conditions the robot should attain on its way to the
goal. Examples include a list of waypoints or a parametric curve. A
trajectory is a path augmented with timing or velocity information, i. e.
it also specifies when each intermediate conditions should be reached.
Although the main concern of this thesis is motion planning for mobile
robots, the background material also applies to static manipulator
motion planning, (dis-)assembly planning in mechanical engineering,
design validation, automated testing, etc. To varying extents, the
algorithms referred below have been used in or even originate from
those contexts.
An ideal motion planner would take into account
• the initial condition of the robot (position, configuration or state),
• the goal specification (a set/singleton of positions/configurations/
states),
• a map of obstacles, possibly time-varying,
• the shape of the robot or of its rigid components,
• a cost function to obtain a minimum-cost plan,
• kinematic and dynamic constraints of the mobile platform,
• bounds on control inputs,
• more complex point-wise constraints, involving states and inputs,
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• uncertainty of the boundary conditions, the map or the platform
model.
Practical planners are limited to a subset of these items. In the following,
the most widely used planning paradigms are listed.
Task Space Planning: For platforms moving at low speeds without
complex dynamics, e. g. indoor service robots, it is customary to
neglect platform constraints and perform the planning operation
in a task-oriented subspace – usually the 2D or 3D position coor-
dinates – of the full configuration- or state space. The objective is
to find a collision-free path between the robot’s current position
and a goal position. Due to the low-dimensional search space,
grid-based planners (see Section 2.1.2.2) are eligible to task-space
problems (though they are not limited to them). Because of the
reduced coordinate set, task space planners cannot account for
the true shape of a robot. Instead, the vehicle is treated as a
point, after inflating obstacles by the distance of the most exterior
point on the robot’s contour, which effectively leads to a ball- or
disc-shaped approximation.
Configuration Space Planning: If a ball-shaped approximation is not
adequate due to a highly irregular robot geometry, then the ori-
entation must be included in the planning process. The term
“configuration space planning” for these approaches was originally
coined by [LP87] in the context of static manipulator motion
planning, where “a configuration” refers to the vector of joint
angles. In configuration space, it is legitimate to reduce the robot
to a point, because the robot’s shape can be fully incorporated
into configuration-space obstacles. These are obtained by first
lifting the original map to configuration space and then inflating
it by the configuration-dependent shape of the robot. An explicit
construction of configuration-space obstacles is usually imprac-
tical, which is why approaches based on collision checking are
preferred. Also, adding some randomization as in Probabilistic
Roadmaps (Section 2.1.2.3) is helpful to efficiently handle the
higher-dimensional search space.
Nonholonomic Planning: Configuration space planning solves the prob-
lem on a geometrical level, but does not take into account the
robot’s locomotion system. It is assumed that the movement
9
2 Theoretical Background and State of the Art
direction (in configuration space) can be changed instantaneously
at any time, which is unrealistic for many mobile platforms, e. g.
robotic cars. Nonholonomic planners incorporate restrictions of
the locomotion system by considering one or more nonholonomic
constraints of the form hi(˜︁q, ˜̇︁q) = 0, where ˜︁q denotes a configu-
ration and ˜̇︁q cannot be eliminated via integration. In principle,
nonholonomic constraints could be treated as artificial obstacles
in configuration space, but this often leads to narrow passages,
which present a serious challenge for many algorithms.
Kinodynamic Planning: Nonholonomic constraints consider kinematic
limitations, but there might also be dynamic constraints, ex-
pressed by q̇ = Φ(q, u) with a state vector q and input signals u.
This is the level of sophistication where path planning transitions
into trajectory planning. The term “kinodynamic” was intro-
duced by [Don+93] for planning in state space. One distinctive
feature of the kinodynamic setting is that in general, (partial)
plans cannot be reversed. From a system-theoretic perspective,
nonholonomic planning and kinodynamic planning are equivalent
because the ODE system may as well be written as a set of
nonholonomic constraints q̇ − Φ(q, u) = 0. Thus, approaches
from nonholonomic planning could in principle be applied to
kinodynamic problems. However, it is more common to plan in
the space of system inputs and numerically integrate the ODEs
to satisfy dynamic feasibility. This way, it is quite easy to comply
with bounded inputs due to physical limitations of the actuators.
Furthermore, by examining the steps generated during integra-
tion, it is possible to approximately validate state limits and
other point-wise constraints. Because of the high complexity
of kinodynamic problems, most planning approaches focus on
generating feasible trajectories with little or no regard to their
costs. This changed only recently with the advent of the RRT*
algorithm (see Section 2.1.4).
All of the previous paradigms may be extended to moving obstacles,
i. e. time-varying environments, simply by adding a time dimension
to their search space. The irreversibility of time, however, makes the
kinodynamic paradigm the most suitable choice, also referred to as
kinodynamic asteroid avoidance planning by the authors of [Kin+00].
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Similarly, uncertainty in the planning problem can be addressed by
augmenting the search space with uncertainty measures, leading to
belief space planning approaches [HPR08; BR11; Per+12]. Finally, some
properties related to planning algorithms deserve a brief explanation:
Completeness is attributed to an algorithm, if it is guaranteed to find
a solution or detects that non such exists, both in finite time.
Optimality is achieved, if the solution determined by the algorithm is
guaranteed to be of least cost among all possible solutions of the
problem.
Resolution Completeness/Optimality is a relaxation of the above
properties for algorithms operating on an approximate model of
the environment, e. g. a grid map. Due to the limited resolution,
some tiny openings in the real world might not show up in the
approximated map, causing an algorithm to return results, that
are not necessarily correct/optimal for the original problem.
Probabilistic Completeness/Optimality is another relaxation that ap-
plies to randomized planning algorithms and indicates that the
desired property is achieved with probability one, but only in the
limit of infinite planning time.
Anytime Behaviour is unrelated to the previous items. An anytime
planner initially focuses on quickly generating a feasible, but not
necessarily optimal plan. If more computation time is available,
the planner tries to improve its initial solution, maybe to the point
of optimality. This behaviour is particularly useful, if planning is
performed in parallel to executing a previous plan. In this setup,
the anytime planner can make good use of spare computation
time while the robot is moving and immediately provide a valid
result when time runs out.
2.1.2 Selected Planning Algorithms
In this section, a selection of practically viable results from the areas
of local motion planning, cell decomposition methods and Probabilistic
Roadmaps (PRM) are surveyed. The more recent activities regarding
Rapidly-exploring Random Trees are deferred to Section 2.1.3.
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2.1.2.1 Local Motion Planners
Instead of computing an entire plan, a local planner determines only
the next command for a lower level controller, based on current sensor
readings. It does not rely on a global map of the environment, hence
the local attribute. Such algorithms are comparatively simple with
computation times in the order of milliseconds, which leads to fast
reactive behaviour and makes them suitable for dynamic environments.
The downside, however, is that local planners might not find existing
solutions and there is certainly no way to guarantee optimality. These
drawbacks are not just theoretical. Local planners fail frequently in
practice, even in seemingly straightforward situations, which is why
today they are usually bundled with a more sophisticated global planner.
Nevertheless, local planners have been among the earliest planning
approaches, that were successfully deployed on real-world robots.
Potential Field Methods are an early attempt of local motion planning
in task space [Kha85]. They treat the robot as a particle, subject to
(artificial) repulsive forces exerted by obstacles (within sensor range)
and an attractive force associated with the goal. The robot’s motion
follows the net force, until an equilibrium point is reached, similar
to a marble following the slope of a hill, until coming to rest at a
valley. Due to local minima in the artificial potential field, which often
originate from U-shaped or otherwise non-convex obstacles, the robot
may become trapped somewhere far away from the goal. As a remedy,
in [BL91] random walks are proposed to escape local minima. The
resulting planner is certainly more robust, but still far from reliable in
many real-world environments. An alternative remedy are navigation
functions, i. e. potential functions with only a single minimum at
the goal, which have been proposed in [Lat91]. Unfortunately, their
computation via wave-front propagation on a grid requires a global
map and is rather expensive, which offsets the appeal of the original
approach.
The Dynamic Window Approach (DWA) has been developed specifi-
cally for service robots equipped with sensors to detect nearby obstacles
(laser rangefinder, ultrasonic transducers). In the basic version [FBT97],
a velocity command is selected from a window corresponding to the
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robot’s acceleration capabilities (hence “dynamic window”) by max-
imizing a combined utility criterion. The method thus fits into the
kinodynamic category. By mapping obstacles to the velocity space, the
selection is also limited to commands that will not lead to an inevitable
collision with (non-adversary) obstacles. Unfortunately, the DWA is
also susceptible to local minima, causing the robot to linger indefinitely
in front of obstacles. To avoid this situation, globalization strategies
have been proposed. In [BK99], the DWA is combined with the “NF1”
navigation function from [Lat91]. A combination with the more modern
grid-based planner D* is presented in [SMP05], yielding an elegant
guidance system. Albeit, both variants can no longer be considered as
local planners.
Vector Field Histograms (VFH) are another approach intended for
service robots [BK91; UB98]. Obstacle information from local sensors is
first aggregated in a windowed occupancy grid, moving with the robot.
In each time step, the grid map is reduced to a circular obstacle density
histogram, which indicates allowed direction vectors for subsequent
motion. From these vectors, the next heading direction and velocity
are selected to achieve good alignment with the goal, without deviating
too much from the current heading. Although some platform-awareness
is built into the algorithm, the resulting commands may not be fully
compatible with dynamic limitations. Of course, the inherent problem
of getting stuck due to incomplete knowledge of the environment also
persists for the VFH method, but experience suggests that it is far
less pronounced than with potential fields or the DWA in their basic
variants. Furthermore, the VFH* extension [UB00] has been proposed
to achieve a more global behaviour, but unsurprisingly, it comes at
higher computational costs.
As an overall verdict, local “planners” in their basic version have
more resemblance to closed-loop controllers than to actual (global)
planning algorithms. Thus, in a typical setup (e. g. [SMP05]) they
are always combined with one of the approaches described in the next
sections.
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2.1.2.2 Cell Decomposition Methods
Planners based on cell decomposition perform an implicit or explicit
partition of the search space into non-overlapping cells to extract a
graph from these cells and their adjacency relations. A graph search is
then performed to solve the planning problem. Since exact decomposi-
tions (Voronoi diagrams, visibility graphs, etc.) are impractical, only
approximate decompositions via regular lattice structures are consid-
ered. Most often, rectangular grids are employed, because they admit
the use of simple bitmaps or grey-scale images as scene descriptions.
All algorithms described below are resolution complete and optimal.
Their predominant domain are task-space problems.
One of the earliest graph search techniques applied to motion plan-
ning is A* search [HNR68]. It is also the single point of origin for
all subsequent developments in grid-based planning. The objective
is to connect a start cell to a goal cell by an obstacle-free path of
minimum cost (length). To this end, cells are “expanded”, beginning
at the start cell, i. e. their minimal arrival cost since the start cell is
determined from cost values of already expanded neighbours. This
process also determines the optimal connection sequence from the start
cell to each expanded cell. The algorithm terminates after the goal cell
has been expanded. The order of expansions is controlled by a heuristic
estimation of the cost-to-go, i. e. the remaining cost to connect a cell
to the goal. The better the heuristic approximates the true cost-to-go,
the less cells need to be expanded, resulting in a more efficient algo-
rithm, but the heuristic may never over-estimate the true cost, because
otherwise optimality is jeopardized. The computational performance
of A* also greatly depends on an efficient management of the “open
list” of yet-to-be expanded cells, which is usually implemented as a
binary heap. Note that after termination, an optimal path is known not
just for the goal, but for all cells that have been expanded during the
search. It is furthermore possible to compute an optimal path to other
cells without starting from scratch, simply by continuing the expansion
process (with adapted heuristics) until arriving at the desired cells.
In practice, a planner is usually invoked repeatedly while the robot is
navigating to the goal. This leads to a series of closely related problems
with the same goal and slightly varying start cells to account for the
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motion of the robot. A planner specifically developed for this use case is
Dynamic A* or D* [KL02]. Unlike A*, which treats every problem as an
isolated instance, this algorithm shares information between subsequent
invocations and thus prevents redundant computations. In D*, the
search direction is reversed to accommodate a change of the start cell
without replanning from scratch in a similar way as A* is capable of
handling alternative goals. Furthermore, D* can repair its internal
data in response to a map update, e. g. due to new sensor readings,
by recomputing only affected cells. Assuming that such updates are
confined to a rather small portion of the map, the computational effort
is negligible, especially if the solution stays unchanged. Note that D*
was originally introduced as “D* lite”, to distinguish it from an earlier,
feature-equivalent but more complex and slightly less efficient planner
[Ste95], which is now obsolete.
A further extension developed for outdoor applications (a. k. a. “field
robotics”) with non-uniform cost maps is Field D* [FS05]. It addresses
the unpleasant property of the preceding algorithms that the heading
direction is allowed to change only in coarse increments of, e. g., 45°
for 2D grids with eight neighbours. By treating the optimal goal costs
computed for each cell as nodes of an interpolated continuous goal
cost function, optimal transition points on the border between cells
are determined, leading to much smoother and also slightly shorter
paths. As usual, optimal goal costs must be computed only for cells
in a vicinity (defined by a heuristic) of the solution. In [CFS06],
Field D* has been applied to 3D search spaces. Another extension
in [FS06a] considers multi-resolution grids, i. e. the aggregation of
neighbouring cells with identical properties to larger cells in order to
reduce memory consumption. Surprisingly, to the authors knowledge,
no multi-resolution Field D* planner for 3D applications has been
published yet.
An unrelated development is the integration of anytime behaviour
into the A* algorithm. [LGT03] presents Anytime Repairing A*
(ARA*), which computes an initial feasible solution, using a cost-
to-go heuristic that is scaled (“inflated”) by a constant factor > 1.
This often causes a significant reduction in the number of cells to be
expanded before reaching the goal, but since inflating the heuristic
might violate the never-overestimate rule, the solution may not be op-
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timal. Fortunately, it can be shown that suboptimality of the solution
is bounded by the inflation factor, which guarantees that an optimal
solution is eventually found by gradually reducing the inflation factor
to one. ARA* is designed to handle this sequence of planning problems
efficiently by employing a repair technique similar to D*. Moreover, the
two algorithms have been combined into Anytime D* (AD*) [Lik+05]
and applied successfully to a four-dimensional nonholonomic planning
problem for an autonomous car [LF09] by the winning team of the
DARPA Urban Challenge.
2.1.2.3 Probabilistic Roadmaps (PRM)
Albeit desirable completeness and optimality properties, grid-based
planners are, by the curse of dimensionality, confined to low-dimensional
search spaces. Probabilistic Roadmaps use randomization to overcome
this limitation. The approach has been developed independently by
several authors in the early 1990s and jointly published in [Kav+96].
It is mainly applied to configuration-space planning, e. g. problems
involving one or more (rigid) mobile robots or static manipulators. The
objective is to find a feasible plan without paying attention to optimality.
Probabilistic roadmaps are a multi-query approach, operating in two
phases. In the learning phase, which is performed once per environment,
an undirected graph – the roadmap – is built in the obstacle-free
subset of the search space with the objective to adequately capture
the connectivity of the free space. In the query phase, the start and
goal configuration of an actual planning problem are connected to the
closest graph nodes and the solution is extracted from the precomputed
graph. The computational effort in the learning phase may be rather
substantial, but pays off, if many problems are solved for the same
environment. In its basic form, the learning phase is implemented by
repeating the following steps:
• Randomly sample an element from the search space
• Test the sample for collisions
• If not in collision, try to connect the sample to nearby graph
nodes
Connections between pairs of nodes are generated by a local planner,
which is also responsible for ensuring feasibility of the generated edge
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w. r. t. obstacles and maybe further constraints. The local planner
is not required to succeed for every given combination, but for good
performance, a high success rate is expected for reasonably close nodes.
Since the primary goal is to improve the connectivity of the roadmap,
a connection is only attempted, if the two nodes do not already belong
to the same connected component. Hence, there will be no cycles in
the roadmap and thus, the connection sequence between any two nodes
will be unique, which makes its extraction in the query phase trivial.
Note that the name clash between local planners in PRM context
and local planning approaches from Section 2.1.2.1 is coincidental,
but nevertheless, the latter approaches may be a viable option in
the PRM framework. However, most PRM implementations employ
a simple linear interpolation strategy between node coordinates, i. e.
“straight lines” in configuration space. This is compliant with a general
observation (e. g. [ŠO97; Kav+96]), that simple local planers, even if
they fail more frequently, yield the best overall performance. If spending
enough learning time, the distribution of nodes will eventually approach
the sampling distribution, which is usually uniform. Probabilistic
completeness has been proved in [ŠO97]. In practice, the learning
phase is terminated after a predetermined amount of time or number
of iterations. Some post-processing could be performed afterwards
to further increase connectivity, e. g. concentrate more samples in
the vicinity of a node that often has failed to connect during the
regular learning phase, which suggests that this nodes is located in
a complicated area of the search space. During the query phase, the
connection of the start and goal configuration to a nearby roadmap
node is also handled by the local planer. In case of failure, random
walks or a more complex local planner may be invoked before giving up.
Since PRMs rely only on collision testing to interact with the obstacle
model, no explicit representation of configuration-space obstacles must
be computed at any time, which in general is a huge relief.
A weakness of PRMs is performance degradation in the presence of
narrow passages, originating from either real configuration-space obsta-
cles or virtual ones, arising from nonholonomic constraints. Various
modifications that effectively change the sampling distribution have
been proposed to address this issue. Under reasonable assumptions,
probabilistic completeness still holds for these variants. According to a
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strategy proposed in [BOS99], a pair of configurations is sampled in
a distance randomly selected according to a Gaussian distribution. If
one of the nodes is in collision, the other one is added to the roadmap.
Otherwise, especially if none of them is colliding, they are both dropped.
The result is an increased node density close to obstacle boundaries,
which also increases the chance of placing samples inside narrow pas-
sages. To make this behaviour even more explicit, in [Ama+98], a
portion of samples is constructed to lay exactly on (configuration space)
obstacle surfaces. To this end, a binary search is performed along a
random ray cast from a free configuration into an obstacle or from an
obstructed configuration into free space. The approach in [Hsu+98]
attacks the narrow passages problem by dilating the free space. An
initial roadmap is computed that allows a certain amount of obstacle
penetration. In a second phase, colliding nodes and edges are “pushed”
into free space, if possible. The allowed penetration depth can also be
reduced in multiple steps. This procedure obviously widens narrow
passages, making their traversal less difficult. The more theoretical
notion is improved expansiveness [HLM97]. A serious drawback of this
approach is a more complicated collision detector, that has to provide
not only a binary result, but also the penetration depth.
Another interpretation of allowing obstacle penetration is that some
obstacles are ignored while forming the (initial) roadmap. An approach
that pushes this idea to its limit are Lazy PRMs [BK00]. Driven by the
observation that most collision detections are futile, since the verified
edges will never be part of an actual plan, the roadmap is initially
generated without considering obstacles at all. Collision checking is
deferred to the query phase, which may then become a repetitive process.
If any edge that is part of a solution turns out to be infeasible, it is
removed from the roadmap and an alternative solution is considered.
Obviously, for such alternative solutions to exist, redundant edges must
be allowed in the roadmap, which is not the case in basic PRMs. After
an unsuccessful trial, the roadmap may also be augmented with new
samples and edges. Although laziness allows to quickly generate very
dense roadmaps, it is expected that the approach performs reasonably
well only in relatively unobstructed environments.
In a different line of research, it was asked to which extent the per-
formance of PRMs is really attributed to random sampling, especially
18
2.1 Motion Planning
since no particular attention had been payed to the quality of the
employed random number generators. With Q-PRM [Bra+01], a quasi-
randomized version of the original PRM approach was developed, by
replacing random sampling with completely deterministic Hammersley
sequences or Halton points. This concept is particularly interesting in
combination with lazy PRMs, because all nodes and possible connec-
tions are predetermined by the sequence parameters and thus neither
nodes nor edges of the (initial) roadmap have to be stored explicitly.
In either way, the resolution of the resulting roadmap is limited and
thus the planner no longer satisfies the probabilistic completeness prop-
erty, but can be made resolution complete instead. A multi-resolution
attempt to quasi-randomized PRMs was presented in [LL03] with the
development of a new infinite deterministic sequence, which gradually
improves coverage measures like dispersion and discrepancy with every
additional sample.
Traditional (probabilistic) roadmap approaches are based on undi-
rected graphs and thus are applicable to symmetric systems only, i. e.
systems, whose motion could be reversed. Nevertheless, PRM-based
planning for an unsymmetrical car-like robot, incapable of driving back-
wards, was attempted in [ŠO97] by using directed edges. Some issues
identified in the same reference are the inability to prevent cycles in the
roadmap and that the general probabilistic completeness proof does
not hold anymore (although a different system-specific proof was given).
Fortunately, Rapidly-exploring Random Trees, which are described in
the next section, have much better support for this class of planning
problems.
2.1.3 Rapidly-Exploring Random Trees (RRT)
In late 1998, Steven M. LaValle kicked off a new line of research
in motion planning by presenting Rapidly-exploring Random Trees
[Lav98]. Since then, an overwhelming number of results has emerged, a
selection of which is discussed in this section. Because most publications
contributed multiple interesting aspects, they are referenced more than
once. Like PRMs, RRTs are an approach to feasible motion planning
that uses randomization to master high dimensional search spaces.
Also like PRMs, they are probabilistically complete. But unlike PRMs,
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Algorithm 2.1: Basic RRT
1 V ← {vstart}; E ← ∅;
2 while V ∩ Xgoal = ∅ do
3 vrand ← sampleFrom(X);
4 vmin ← getNearestNode(V, vrand);
5 enew ← steer (vmin, vrand);
6 if isFeasible(enew) then
7 vnew ← enew.end;
8 V ← V ∪ {vnew}; E ← E ∪ {enew};
they naturally extend to unsymmetrical systems, because RRTs are
based on trees instead of undirected graphs. Encouraging results
for kinodynamic planning appeared shortly after their inception, e. g.
[LK00; LK01], while the applicability to nonholonomic systems was
already demonstrated in the original paper. In fact, to date, RRTs
(and advancements like the RRT*) are the only viable option for most
nonholonomic and kinodynamic problems, which includes the majority
of trajectory planning problems.
2.1.3.1 The RRT Algorithm and Common Enhancements
The pseudo-code of the vanilla RRT is given in algorithm 2.1. The
objective of the algorithm is to incrementally grow a tree T = (V, E) of
nodes v ∈ V , connected by feasible path- or trajectory segments e ∈ E
in the obstacle-free subset Xfree = X \Xobs of the search space X . The
tree is set up with a single node vstart, corresponding to the initial
condition of the platform, and no edges (line 1). In every iteration,
a random sample vrand is drawn from the search space (line 3) and
the closest tree node vmin is identified (line 4). Note that in the very
first iteration, vmin equals vstart. Next, a steering method is invoked
to generate a potential new edge enew, starting at vmin (line 5). Let
the endpoint of this edge be denoted by vnew. It is neither necessary
nor common that vnew = vrand, i. e. that the new edge covers all the
way to the (potentially distant) sample. Typically, the steering method
will generate only a short segment of fixed length, extending vmin
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approximately into the direction defined by vrand. The feasibility of the
generated segment is verified against obstacles and platform-specific
constraints (line 6). If the verification fails, the edge is rejected and
the algorithm continues with the next iteration. Otherwise, the new
edge and its endpoint are added to the tree (line 8). If the new node
happens to be a member of the goal set Xgoal (line 2), the algorithm
terminates and a solution is extracted by tracing the parent edges from
vnew back to the root node.
The implementation of the steering method in line 5 is problem-
specific and generally referred to as a local planner. Its role within the
RRT framework is comparable to the local planner of PRM methods.
For comparable problems, it is also customary to employ the same
simple straight line connection technique. A major distinction, however,
is that in the RRT framework, there is no need to generate exact
connections between pairs of nodes. Furthermore, since RRT edges do
not have to be reversible, more advanced techniques can be employed,
like forward propagation of an ODE system for appropriately selected
input signals, such that the resulting trajectory segments automatically
satisfy differential constraints. Similar to PRMs, the local planner
should be rather fast and is not required to always succeed, but if
it does, the generated segment should be a good, if not the best
possible extension towards the sample. This can be achieved either
by analytically selecting the optimal candidate (with straight-line
connections being a trivial, but also rare example), by an exhaustive
or partial search in the space of actions (e. g. discretize the space of
input signals for dynamical systems), or by optimizing over a set of
precomputed motion primitives as in [FDF01]. As a side note, there
has been at least one attempt [VJA00], where RRTs itself have been
used as a local planner in a PRM context.
A popular enhancement to speed up the basic RRT is a goal bias, i. e.
increasing the probability of drawing samples from the goal area [LK00;
KP06; US03; KEK05; CSL00]. Another common improvement is the
CONNECT heuristic [KL00], that is repeating the extension process
of lines 4–8 until either (a close vicinity of) the sample is reached or
an extension attempt failed due to a collision. Combined with a goal
bias, the CONNECT heuristic might dramatically reduce the number
of (outer) iterations necessary to solve the problem, especially in large
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environments. In [BB06], the CONNECT heuristic is slightly modified
by introducing an additional stopping criterion based on a measure of
expected utility of further extending the current branch. Yet another
variation is the use of two trees [LK01; Yer+05; Jai+05; BB06; BC02;
LL04], one rooted at vstart and the other rooted at the goal. Both trees
are alternately extended in the usual way, except that propagation is
performed backwards in time for edges of the goal tree. After every
extension, an attempt is made to connect the trees, which requires a
local planner capable of precisely steering to a target node. Moreover,
[LK00] considers the possibility of an even higher number of trees and
also points out the gradual shift to a PRM-like method.
2.1.3.2 Voronoi Bias, Metric Significance and Sampling Strategies
Since there is no dedicated learning phase, in their early days, RRTs
have been regarded as a single-query variant of probabilistic roadmaps
[SL02]. However, this interpretation faded quickly, because RRT’s built-
in focus on rapid exploration fundamentally sets apart both approaches.
The selection of the closest node (line 4), based on uniform sampling,
assigns each tree node an extension probability proportional to the size
of its Voronoi region, i. e. the set of all points closer to the considered
node than to any other node in the tree. Clearly, tree nodes in less
densely covered areas of the search space have bigger Voronoi regions
and are thus more likely to get selected, which is referred to as Voronoi
bias or bias towards exploration.
The definition of Voronoi regions and therefore the exploration per-
formance heavily depends on the metric used to measure distances. A
good metric1 should consider dynamic limitations of the platform, as
well as obstacles. Consider a car-like robot, capable of forward motion
only and a point just behind its current location. Although the point is
close in the Euclidean sense, the robot would have to travel a full circle
of maximum curvature to reach it. Even if the car could go backwards
(or instantaneously change its heading direction), the point may be
1The term “metric” is used here in an loose sense for any non-negative real-
valued function, defined on pairs of elements of the search space, that does
not necessarily satisfy the metric axioms. In particular, symmetry w. r. t. the
arguments is not a requirement.
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separated from the robot by a wall, again requiring a larger detour.
The ideal metric would reflect the true connection cost, but since this is
equivalently complicated to solving the original planning problem, such
ideal behaviour is generally not achievable in practice. On the other
hand, as demonstrated by the above examples, a simple Euclidean
distance metric is also often inadequate, especially for nonholonomic
and kinodynamic problems. A large body of research has therefore
been devoted to develop alternative metrics that are both efficient
and sufficiently accurate. Besides that, an equally important research
direction is the design of modified sampling strategies to alleviate the
negative impact of an unsuited metric.
Distance metrics: Some metrics are closely related to the Euclidean
distance. A trivial variation is to assign weights to individual co-
ordinates. Configuration-space planners usually adjust the relative
weights of translational and rotational coordinates to better balance
the influence of orientation changes [CSL00]. In [ZWB14], a “zero
input prediction” is computed for every tree node, i. e. the equations
of motion are propagated with a neutral input over a short period of
time. A weighted average of the Euclidean distances measured from
the predicted state and the node itself yields a quite general distance
metric for kinodynamic systems. Another metric based on the predicted
change of the Euclidean distance is proposed in [KEK05]. By dividing
the actual Euclidean distance by its negated derivative w. r. t. time,
nodes with a tendency of approaching the sample more directly appear
closer, while larger distance values are assigned to nodes advancing
almost perpendicular to the sample direction. Nodes pointing away
from the sample are not considered for extension.
Other metric definitions leverage results from optimal control. In
[Kuw+09], Dubins curves are used to approximate the length of feasible
trajectories for an autonomous car. The approach presented in [Ted09]
exploits Linear Quadratic Regulator (LQR) theory. LQR controller
parameters are computed for a linearization of the system equations at
the sampled location. The cost of reaching the sample from any point
in the search space are then obtained via a simple matrix operation.
Of course, the accuracy of the result depends on how well the system
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is approximated by its linearization.
The authors of [LB11] propose a comparatively complex procedure.
In an offline learning phase, a large roadmap-like graph is built, densely
covering the search space. During RRT planning, a distance measure for
a pair of states could be obtained by extracting the cost of the optimal
connection of the closest graph nodes using, for example, A* search.
The paper also proposes a more efficient (but slightly less accurate) way:
Via a technique called multidimensional scaling, the distance relations
encoded in the graph are lifted into a higher dimensional space, where
they are well approximated by the usual Euclidean distance. This
allows to answer distance queries for arbitrary states in constant time,
simply by mapping them into the higher-dimensional space.
Sampling strategies: In a standard RRT iteration, the tree node
considered for extension and the extension direction are ultimately
decided by picking a random sample and nearest neighbour search
according to the distance metric. Besides tampering with the Voronoi
bias, a major defect of an inadequate distance metric is that many
extension attempts are destined to fail, because the selected tree nodes
do not even remotely have the random samples in their reachable sets.
Numerous ways have been proposed to tweak the sampling process
itself, without relying on a better metric, in order to obtain more
promising extension candidates.
The authors of [SL02] avoid the indirection of picking a random
sample altogether and select a tree node for extension directly with
a probability inversely proportional to the local node density. The
extension direction is chosen independently and completely at random.
This technique locally mimics the Voronoi bias without relying on
nearest neighbour queries. Most results, however, follow the sampling
approach. The main idea of [SWT09] is to consider reachability w. r. t.
the system dynamics in the sampling process. To this end, an approxi-
mated reachable set is computed for each tree node by applying the
most extreme input signals over a short period of time. A (uniformly
drawn) sample is accepted only if it is closer (in the Euclidean sense)
to a vertex of any of the reachable sets (whose node is then considered
for extension) than to a regular tree node. Otherwise, another sample
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is drawn. This strategy proved quite effective for swing-up motion
planning of an underactuated dual-link pendulum. Dynamic Domain
RRTs [Yer+05] consider reachability limitations due to obstacles. The
authors observed that even with an exact distance metric, “frontier”
nodes with large Voronoi regions may lead to a high number of exten-
sion failures and thus poor performance, if their extension is blocked by
nearby obstacles. In this situation, it would be preferable to reduce the
the Voronoi regions sizes of the offending nodes. The proposed strategy
is to accept a sample only if it is within a ball of certain radius around
its closest node. The radius for a node is initially set to infinity and
reduced to a fixed value upon encountering the first extension failure.
The obvious enhancement of adaptively adjusting the radius based on
the success of further extension attempts is covered in [Jai+05].
The work of [CL01] implements a similar idea, but in a more prob-
abilistic fashion and without wasting samples. Nodes are sorted by
increasing distance to a (single) sample. The decision to select a node
for extension or to skip to the next one is governed by its Constraint
Violation Probability, which is the probability that a direct extension
attempt of the node itself or a later extension attempt of a potential
descendant will fail due to a collision. Because obtaining exact ex-
pressions for this probability is generally impossible, an approximation
– the Constraint Violation Tendency – is learned online from failed
extension attempts. Note that an extension failure is not only recorded
in the node itself, but also propagated to its predecessors. Furthermore,
the action that caused the extension failure is explicitly blocked for
the node to make sure that it is never reattempted again. The action
set is assumed to be finite. In [CL02], the previous approach is further
developed into a resolution-complete variant of the RRT. In addition
to collision failures, an extension attempt is also rejected, if it ends in a
small neighbourhood (e. g. a ball) of an existing node (except if it leads
to a cost reduction, see page 28). Since the search space is bounded,
the number of possible actions is finite and all neighbourhoods have
nonzero volume, the algorithm is guaranteed to terminate after a finite
number of iterations with no further actions left. By then, the whole
reachable subset of the search space will be covered by the (partially
overlapping) neighbourhoods of the tree nodes. However, the number
of nodes (and therefore iterations) required to achieve full coverage
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can easily become unmanageable, which leads to the same scalability
issues as with grid-based planners. Another variant that builds on
the Constraint-Violation-Tendency approach is RRT-Blossom [KP06].
Instead of adding just a single branch per iteration, the whole (finite)
action set is expanded. Hence, there is no point in selecting a tree
node more than once. To prevent “regressing” into already explored
space, a new node is dropped, if its closest neighbour in the tree is
not its parent. The resulting exploration behaviour is described to as
local “flood-filling”. Exceptional performance results were reported for
a maze-like environment, which is very difficult for standard RRTs.
The Guided RRT approach of [ZWB14] builds on the experience that
planning without dynamics is usually much cheaper than kinodynamic
planning. To exploit this observation on a kinodynamic problem, both
paradigms are combined. As a first step, one or more geometric trees
are generated for a simplified version of the problem by following the
most basic RRT algorithm, i. e. by using straight-line edges and the
standard Euclidean distance metric. These trees are then used to guide
the growth of the final kinodynamic tree, hoping to significantly reduce
the number of iterations necessary to solve the problem. Samples for
extending the kinodynamic tree are drawn from the set of nodes of the
geometric trees according to a weight associated with each node. The
highest weights are assigned to geometric nodes that are probably in
reach of the frontier nodes of the kinodynamic tree. To enable adaptive
behaviour, the weights are updated based on the success of extension
attempts. With a certain probability, samples are also drawn from the
rest of the search space in order to maintain probabilistic completeness.
The sampling schemes described in [LL04] aim at accelerating the
rate of improving coverage for configuration-space problems. Instead
of a single sample, a whole batch of samples (250–1000) is drawn
uniformly from the search space. In a scheme with the somewhat
arbitrary name Voronoi-biased RRT, the tree node closest to most of
the samples (excluding nodes that have previously failed to extend due
to obstacles) is selected for extension. In another scheme, advertised as
dispersion-reducing RRT, the nearest neighbour nodes are determined
for every sample and the pairs are sorted according to their distance.
The tree node most distant from its closest sample is extended first.
If this fails, the second-most distance node is tried, and so on. The
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reported results suggest that these strategies reduce the overall number
of nodes to solve a problem.
An unrelated strategy with the objective of accelerating queries in
high-dimensional search spaces is task space sampling [ST09]. The
main idea is to draw samples from a subspace – the task space – of
the full search space with a certain significance to the application.
Naturally, the property of Voronoi bias and thus good exploration
performance is then also confined to the task space. Similar to null-
space control, the ambiguity left in determining extension controls
from task space differences can be exploited to implement a secondary
goal. Of course, one could also envisage a mixed strategy where
some iterations revert back to regular sampling. The approach has
been applied to configuration-space planning for an N -link planar
manipulator, where the task space corresponds to the two-dimensional
workspace of the tool center point. Satisfactory results have been
reported for N up to 1500, which suggests that the approach scales up
nicely, at least for the considered application.
2.1.3.3 Further Results
Closed-loop motion planning: Though it is common practice to treat
motion planning as an open-loop task, where little attention is paid to
tracking controllers that implement the actual plan, some researchers
have taken the holistic approach of considering closed-loop behaviour
explicitly in RRTs or RRT-like planners. Two rather straightforward
examples are [Kuw+09] and [FDF01], where tree branches are generated
by simulating closed-loop dynamics. The resulting control policy is
based on Lyapunov function scheduling. Since the system-theoretic
description of both open- and closed-loop dynamics is essentially the
same, there is not much difference to a conventional open-loop RRT.
The objective of [Ted09] is to provide a sequence of certifiably stable
feedback policies that are guaranteed to safely guide the system to a
goal state. The approach uses a single backwards tree rooted at the goal.
Every node is associated with an LQR controller, that asymptotically
stabilizes the conditions at the node, i. e. drives any (sufficiently close)
initial condition to the respective node. Using Lyapunov theory, a time-
dependent, mostly conservative approximation of the basin of attraction
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is computed for each LQR controller, which can be visualized as a
“funnel” in state×time space. A funnel outlet is always located inside
the basin of its parent node, where the system can be handed over
smoothly to the parent’s controller. By continuing this process, the
system will eventually arrive at the goal state. Growing the tree aims
at covering more areas of the search space by basins of attraction and
hence allowing more initial conditions to be steered to the goal, simply
by scheduling of appropriate controllers. Note that this approach does
not handle geometric obstacles.
Towards optimality – Seeking high-quality solutions: Solutions ob-
tained from an RRT planner often contain some undesirable artifacts
like small detours or zig-zag motion. This is not surprising, since
the only concern of the algorithm is feasibility. On the other hand,
experience suggests that solutions (if they could be found) are usually
not too bad and there has even been suspicion of an upper bound
on sub-optimality [Lav98] (although it was never established). Never-
theless, several approaches have appeared for improving the solution
quality in terms of length or a more general cost formulation. [US03]
assigns a quality measure to each node, based on the accumulated
branch cost and a heuristic cost-to-go estimation. The relative node
quality differences are reflected in the sampling process by accepting
the “nearest” node only with a probability proportional to its qual-
ity. Otherwise, a new sample is drawn. This effectively biases the
sampling distribution away from low-quality areas of the search space.
The resolution-complete RRT variant [CL02] mentioned earlier also
considers accumulated branch costs. Recall that in order to ensure ter-
mination in finite time, an extension attempt arriving at a sufficiently
close neighbourhood of an existing tree node is considered a failure.
An exception is made, if the new branch has a lower accumulated cost
than the existing node, in which case the new branch replaces the
incoming edge of the existing node. Since in general, the new branch
does not connect exactly to its freshly assigned subtree, a Lipschitz
argument is invoked to guarantee the existence of an exact connection.
The edge replacement idea is remarkably close to the rewire step of
the RRT* algorithm described in the next section. Surprisingly, this
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seems to be widely unrecognized. Another cost-aware member of the
RRT family are Anytime RRTs [FS06b]. The authors loosely follow a
concept of solving a problem multiple times while enforcing a gradual
improvement of the solution, which they have already propagated in
the context of grid-based planners ([LGT03], see page 15). A first RRT
is built the usual way to quickly identify an initial solution. Further
deliberation time is used to build more trees but only from nodes better
than the current best solution, possibly multiplied by a cost reduction
factor close to one. This way, every additional tree is guaranteed to
reduce the cost of the plan by at least the predefined factor, but in
contrast to the grid-based setting, there is no guarantee that a cheaper
solution exists nor that it can be found in a reasonable amount of time.
The anytime approach was also integrated in [Kuw+09]. Lastly, instead
of modifying the planning algorithm itself, post-processing techniques
like iterative short-cutting [GO07] or variational techniques [CSL00]
have been considered to improve the quality of the solution.
Although some of the above approaches have their merits, none of
them is a real breakthrough in achieving high-quality solutions. This
is now generally credited to the RRT*, which has attracted a lot of
attention recently.
2.1.4 Optimal Motion Planning with RRT*
Although it was never up for debate, more than a decade after LaValle’s
seminal paper, Karaman and Frazzoli [KF10b] finally proved almost
sure suboptimality of any solution obtained from an RRT-based planner.
In the same publication, the authors also initiated the latest major
development in motion planning by presenting an algorithm that is
both complete and optimal in a probabilistic sense. Following the
usual naming convention for optimal planners, they refer to their new
algorithm as RRT*.
2.1.4.1 The RRT* Algorithm
The RRT* algorithm [KF10b] is an extended version of the original
RRT [Lav98] and therefore also belongs to the class of single-query
planners. Its pseudo-code is outlined in algorithm 2.2. Just as in the
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Algorithm 2.2: Basic RRT*
1 V ← {vstart}; E ← ∅;
2 while V ∩ Xgoal = ∅ or timeAvailable do
3 vrand ← sampleFrom(X);
4 vmin ← getNearestNode(V, vrand);
5 emin ← steer (vmin, vrand);
6 if isFeasible(enew) then
7 vnew ← emin.end;
8 Vnear ← getNearbyNodes(V, vnew);
9 for all v ∈ Vnear do
10 e← connect (v, vnew);
11 if isFeasible(e) and
v.cost + cost(e) <
vmin.cost + cost(emin) then
12 vmin ← v; emin ← e;
13 V ← V ∪ {vnew}; E ← E ∪ {emin};
14 for all v ∈ Vnear \ {vmin} do
15 e← connect (vnew, v);
16 if isFeasible(e) and
vnew.cost + cost(e) < v.cost then
17 E ← (E \ {v.edge}) ∪ {e};
original version, a tree is grown iteratively, starting with an initial
node vstart and an empty edge set (line 1). Every iteration combines
an extension step and a rewire step. The extension step is very similar
to a full RRT planner iteration. Hence, one could think of the RRT*
as an RRT, augmented with the rewire functionality. As usual, the
tree extension is attempted by picking a random sample vrand (line
3) and using a local planning method to steer the closest tree node
vmin towards vrand (lines 4–5), yielding a potential new tree node vnew.
After passing the feasibility test (line 6), all nearby nodes from the set
Vnear are considered to maybe find a better parent of vnew (lines 8–12).
Finally, the new node and the minimum-cost edge emin are added to the
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tree (line 13). Afterwards, the set of nearby nodes (minus the parent of
the new node) is examined again. This time, a connection is attempted
from vnew to any nearby node (line 15). If the attempt is successful and
results in a reduction of accumulated edge costs (line 16), the nearby
node is “rewired” to vnew, i. e. vnew is made its new parent by replacing
the original incoming edge with the newly computed connection (line
17). Subsequently, all cost values stored in the rewired subtree have to
be updated, which may also lead to an improved overall solution for
the planning problem.
Because the probabilistic optimality proof warrants the eventual
discovery of better solutions by means of rewiring, there is value in con-
tinuing the RRT* main loop after an initial solution has been found, if
further deliberation time is available (line 2). As a consequence, there is
no notion of “completion” for the RRT*. The algorithm may run indef-
initely. More precisely, every RRT* planner inherently implements the
anytime concept. To quickly identify an initial solution, it is common
practice to postpone the (comparatively time-consuming) rewire steps
(lines 14–17) until after that solution has been found. Furthermore, the
search for a better parent during the extension step (lines 9–12) could
also be skipped while the problem has not yet been solved, or even
eliminated entirely, since rewiring is supposed to correct suboptimal
extension decisions anyway. The latter simplification, however, should
be carefully balanced, because the savings in computation time per iter-
ation might not outweigh the additional iterations required to achieve
a comparable result. A publication that treats anytime-behaviour more
thoroughly and demonstrates the typical interaction of the RRT* plan-
ner with the rest of the robotic system is [Kar+11]. Since running the
planner for infinite time is impractical, a fixed initial planning time is
allocated. After this time has expired, the initial portion of the current
best solution is committed to the control subsystem and the robot
starts moving. Also, all branches paralleling this initial portion are
discarded by making the end of the committed part the new root node.
While the robot is moving, the RRT* planner continues to extend and
improve the remaining subtree. When the robot has completed the
committed part, the next portion is committed and the process of
performing motion planning and execution in parallel in a pipelined
fashion continues until the robot ultimately reaches the goal.
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A further enhancement called branch and bound ([Kar+11; Per+12;
Cha13; JKF11], probably more) is a cleanup operation, invoked after a
certain number of iterations to remove every node, whose accumulated
edge cost, including a heuristic cost-to-go estimation, is worse than
the current best solution. The technique aims at reducing the overall
number of nodes in the tree to accelerate nearest neighbour queries.
The removal of nodes is, however, not completely justified, because,
assuming that the cost-to-go heuristic is not perfectly accurate, there
is a chance that the affected nodes would have become part of a
better plan as a result of rewiring. Experience from the author of this
thesis suggests that the positive effect of branch and bound is not very
pronounced, but it does not seem to hurt either and is an extremely
cheap operation. Moreover, most enhancements originally developed for
RRTs, e. g. goal biasing, effective distance metrics, improved sampling
strategies and bidirectional trees, can and should be applied to RRT*
planners, too, to achieve decent performance.
2.1.4.2 Local Planning
Similar to RRTs, the generation of tree branches is deferred to a
problem-specific local planning module. As usual, the local planner is
supposed to answer most “easy” queries and may fail otherwise. Also,
fast and simple methods are preferable, even if their success rate might
be impaired. The steer method (line 5 in algorithm 2.2) is just carried
over from the RRT algorithm. It is responsible for determining a branch
that arrives at a second point of the search space approximately (or just
moves into an appropriate direction). The connect method (lines 10
and 15), on the other hand, should find exact minimum cost connections
between pairs of nodes. For dynamical systems, this is equivalent to
solving an optimal control problem (see Section 2.2.4). Since general
nonlinear optimal control problems admit no closed-form solution,
especially if additional pointwise constraints like state- or input limits
are involved, time-consuming numerical techniques have to be employed.
This is incompatible with the desire to answer queries quickly, which
is of utmost importance, because the connect method will usually be
invoked tenth of thousands of times per problem instance and even more
often than the apparently simpler steer procedure. Oddly enough, in
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the early days of RRTs, avoiding exact connections was celebrated as
a distinguishing feature over PRM-like approaches, but this attitude
seems to have become obsolete with the arrival of RRT*.
Applicability of the RRT* has been demonstrated for a rather small
set of problems and problem classes. The initial publication [KF10b]
considers configuration-space planning, where straight lines (in con-
figuration space) trivially yield minimum-length connections. Shortly
after, results were presented in [KF10a] for some simple systems with
well-known closed-form solutions of the optimal control problem. These
are double integrators with bang-bang control, a car-like robot with
Dubins curves [Dub57] and, as a combination of the former exam-
ples, a fixed-wing aircraft, whose horizontal and vertical motion is
approximated by Dubins curves and a double integrator, respectively.
In [Per+12], LQR theory is used once again for optimally driving a
system to desired target states (nodes). No obstacles are considered
in this reference. Hence, there is no need to validate feasibility of the
computed edges. The approach can be applied to linear systems and
nonlinear systems, if they are linearized at every node. In the latter
case, local planning results may not be perfectly accurate, but will
improve with the density of the tree. Simulations are provided for
swing-up motion planning of an inverted pendulum and an Acrobot
(an underactuated two-link pendulum) as well as for a belief-space
example, where expected uncertainty in the state estimation process is
taken into account by the planner.
Another local connection strategy for controllable linear systems
with a cost functional that combines quadratic steering effort and the
trajectory duration is proposed in [WB12]. For this setup and a fixed
arrival time, an analytic solution is readily available from Optimal
Control. The resulting trajectory and its cost depend on the arrival
time, whose optimal value is obtained by minimizing the cost function.
The cost expression involves an integral of a matrix exponential. In
the special (but not uncommon) case of a nilpotent system matrix, the
expressions reduce to a polynomial, that can be evaluated in closed form.
The minimization is then carried out by checking all zeros of the cost
derivative w. r. t. the arrival time. Since the derivative is a polynomial,
too, effective root-finding techniques can be employed. Experimental
results are presented for a 2D double integrator, which is a linear
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system, a globally linearized quadrotor and a car-like robot, where
re-linearization is performed at every node. While the experiments
confirm the efficacy of the approach, the reported computation times
are prohibitive.
RRT* planning for nonlinear quadrotor dynamics is demonstrated
in [Cha13]. The local connection problem is solved by exploiting
differential flatness, which has recently been established for quadrotors
[SLK13]. B-splines have been selected as a flat output parametrization.
The approach is conceptually similar to the local planner proposed
in this thesis. Minimum time trajectories are determined via a one-
parameter search, such that predefined input limits are not violated.
However, optimality must be understood as a projection to the restricted
set of possible system trajectories that are consistent with the family
of parametric curves used to parametrize the flat output.
As a further nonlinear application example, [JKF11] discusses plan-
ning of aggressive minimum-time manoeuvres for off-road vehicles at
high speed. The optimal connection problem is relaxed by considering
only constant inputs, but the authors claim a bound on suboptimality.
A simplified shooting technique is used to approximately solve the
connection problem. Remaining gaps are corrected by re-propagating
rewired subtrees, i. e. by simulating their edges again for new initial
values. A few edges might be invalidated in this process. The reported
experimental results indicate a massive number of tree nodes, which
suggests that computation times are also quite significant.
An overall verdict from the reviewed literature suggests that due
to the lack of powerful general connection strategies, present RRT*
implementations either have to resort to model simplifications and
relaxations or exhibit excessive computation times. Therefore, the
main research endeavour, which is also attacked in this thesis, is to
develop new effective connection methods for currently unsupported
systems and system classes.
2.2 Optimization
An optimization problem – also called a mathematical program – is a
formal description of a process that may be implemented in a more or
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less favourable way by varying certain parameters. It is comprised of
three main ingredients:
1. The set of parameters, called optimization variables,
2. a cost function or utility function, quantifying the performance
of the modelled process for certain values of the optimization
variables, and
3. (optionally) one or more constraints, restricting the allowed range
and combinations of optimization variable values.
Most occasions also require an initial guess of the optimization variables.
The optimization process is the application of a suitable optimization
algorithm to the problem to find values of the optimization variables,
subject to the constraints, where a minimum of the cost function (or
a maximum of the utility function) is attained. While in practice,
the choice between minimizing a cost or maximizing a utility function
is mostly a matter of taste and all problems and algorithms could
essentially be formulated in both ways, the presentation in this thesis
will be conducted in the minimization framework.
Optimization problems arise in many areas of science and engineering,
one of them is motion planning from the previous section. Past research
has identified a large number of problem classes, depending on the
characteristics of the search space of optimization variables, the cost
function and the constraints. Since the problems relevant to this thesis
are continuous in nature, the following treatment will only cover the
more traditional class of continuous problems, where the optimization
variables are from a continuous space and both the cost and constraint
functions are sufficiently smooth. The cost function may have multiple
global and also local minima. In principle, only a global minimum
would qualify as a solution to the optimization problem and certainly,
there are global optimization approaches, but they suffer from the same
difficulties and scalability issues already discussed for global planners
in Section 2.1.2. As a result, it is now widely accepted that in a general
(nonlinear) setting, without prior knowledge and/or specific problem
structure, the best one could expect is to find a local minimum. Thus,
the subsequent discussion will only cover local optimization algorithms.
The rest of this section serves the following purposes:
• Introduce optimization-related nomenclature used throughout
the rest of this thesis.
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• Present relevant terms and concepts in a compact and mostly
chronological way to provide a theoretical background for the
trajectory optimization method described in Section 3.4.
• Give a representative (but by no means complete) list of references
on the subject.
Proofs and convergence analysis will be omitted, since these topics are
well covered in the literature already. The interested reader is referred
to the cited publications, e. g. [NW06; GMW88].
2.2.1 Finite Optimization Problems
In continuous finite optimization, or, because it is the most common
case, just “optimization”, there is a finite number n of real-valued
optimization variables, expressed as a vector x ∈ Rn. Three problem
formulations are presented, each extending the preceding one, along
with necessary and sufficient optimality conditions. Such conditions
provide a means to verify that a given solution candidate actually solves
the problem and, more importantly, they are crucial for the development
of optimization algorithms, as discussed in the next section.
2.2.1.1 Unconstrained Problems
In the simplest problem category, there is only a cost function f : Rn →
R, sufficiently smooth and in general nonlinear:
min
x∈Rn
f(x) (2.1)
A vector x∗ is called a (strict) local minimizer of f and thus a (strict)
local solution of (2.1), if there is a sufficiently small neighbourhood
N (x∗) with
f(x∗) ≤ f(x) ∀x ∈ N (x∗), x ̸= x∗ . (2.2)
Equality is forbidden in the strict case. Compared to the minimizer, in
many applications the actual minimal (or optimal) value f∗ = f(x∗) is
of considerably less significance.
The conditions characterizing a minimizer are well known from
calculus. The first-order necessary condition states that at a local
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minimizer x∗, the gradient of the cost function vanishes:
f(x∗)→ Min. ⇒ g(x∗) = ∇xf |x=x∗ = 0 . (2.3)
The reverse is not true, since a vanishing gradient might also indicate a
maximum or saddle point of the cost function. The attribute “first order”
refers to the first derivatives used in the condition, which originate
from a first-order Taylor series approximation of f in the vicinity of
x∗. By examining second-derivative information, a sufficient condition
can be derived. The second order sufficient condition states that, if
(2.3) holds and
H(x∗) = ∇2xxf
⃓⃓
x=x∗ ≻ 0 , (2.4)
i. e. the Hessian of the cost function, evaluated at x∗, is strictly positive
definite, then x∗ is guaranteed to be a strict local minimizer of f . Both
conditions are straightforward generalizations from univariate functions
to the multivariate case.
2.2.1.2 Equality-Constrained Problems
In many applications, the optimization variables may not be varied
independently of each other. These interdependencies are modelled
by one or more equations, each sufficiently smooth and in general
nonlinear, yielding the problem statement
min
x∈Rn
f(x) subject to hi(x) = 0 i = 1, . . . ,me me < n .
(2.5)
The constraint equations define a feasible region F = {x : hi(x) =
0, i = 1, . . . ,me} ⊂ Rn. A vector x ∈ F is referred to as feasible.
Clearly, any solution x∗ must be feasible. A problem with F = ∅ is
called infeasible.
In theory, one could formulate an unconstrained surrogate problem
with n−me variables by solving the constraint equations. In practice
however, this is often cumbersome or even impossible, which is why
the preferred direction is quite the opposite. Instead of reducing the
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number of variables, so-called Lagrange multipliers yi are introduced
for each constraint hi. Define the Lagrangian
L(x, y) = f(x) +
me∑︂
i=1
yihi(x) = f(x) + hT(x)y (2.6)
as a function of the original variables x and the multiplier vector y.
Then, the first-order necessary conditions for the equality-constrained
problem are as follows: Let x∗ be a local minimizer of (2.5). Then
there exist optimal Lagrange multipliers y∗ for which
∇xL(x∗, y∗) = ∇xf(x∗) + JT(x∗)y∗ = 0 (2.7a)
h(x∗) = 0 (2.7b)
holds, where J = [∇xh1, . . . ,∇xhme ]
T is the Jacobian of the constraints.
The second part is obvious. The intuition behind the first part is that
the cost gradient must vanish only when projected to the constraint
surface, but a nonzero component may remain in a space normal to the
set of feasible directions. As a further precondition to (2.7), a constraint
qualification is required to ensure that the constraint geometry at
x∗ is sufficiently well represented by its first order approximation J .
The most common (but also most restrictive) criterion is the Linear
Independence Constraint Qualification (LICQ), which requires the
constraint gradients to be linearly independent at x∗ or, equivalently,
the Jacobian J(x∗) to possess full row rank. In particular, none of
the constraint gradients may be zero at a solution x∗. Alternative
constraint qualifications are not further pursued in this thesis, but
discussed extensively in [Man94]. A convenient consequence of LICQ is
that the optimal multipliers y∗ in (2.7) are unique. These multipliers
capture the sensitivity of the cost value w. r. t. a potential relaxation
of the constraints [Ber99], which might provide useful information
in a multi-level optimization setup where the problem functions can
be modified to improve the overall result. In some applications, the
multipliers may also have a meaningful physical interpretation, but in
general, they are a purely artificial quantity.
A projection argument similar to the above can also be invoked to
formulate a sufficient optimality condition for the constrained case.
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Suppose that (2.7) and LICQ hold at (x∗, y∗) with y∗i ̸= 0, i = 1, . . . ,me.
Denote by N∗ an me × (n−me)-matrix that forms a basis of the null
space of the constraint Jacobian, i. e. J(x∗)TN∗ = 0. If the Hessian of
the Lagrangian, projected to the null space of the constrains is positive
definite, that is
(N∗)T∇2xxL(x∗, y∗)N∗ ≻ 0 , (2.8)
then x∗ is a strict local solution for (2.5). The matrix N∗ can be
obtained numerically by computing the QR factorization of JT(x∗) as
JT(x∗) =
[︁
Q1 Q2
]︁ [︃R
0
]︃
= Q1R (2.9)
and setting N∗ := Q2, which yields the desired result, because from
the definition of the QR factorization, the columns of Q1 and Q2 are
orthogonal to each other.
2.2.1.3 Inequality-Constrained Problems
The final level of complication arises if inequalities are added to the
problem statement:
min
x∈Rn
f(x) subject to
hi(x) = 0 i = 1, . . . ,me
cj(x) ≥ 0 j = 1, . . . ,mi
(2.10)
All functions, including the inequality constraints, are assumed suffi-
ciently smooth and nonlinear in the general case. This type of problem
is commonly referred to as nonlinear program or NLP and is the form
attacked by general purpose optimization software. A Lagrangian for
(2.10) is defined by
L(x, y, z) = f(x) +
me∑︂
i
yihi(x)−
mi∑︂
j
zjcj(x) (2.11)
after introducing a new set of multipliers zj for the inequality con-
straints. An inequality is called active (or binding) at x if cj(x) = 0
and inactive or non-binding otherwise. The index set
A(x) = {j : cj(x) = 0} (2.12)
39
2 Theoretical Background and State of the Art
collectively refers to the active constraints at x. Active inequality
constraints are subject to constraint qualifications. In particular, LICQ
for problem (2.10) requires the gradients of all equality constraints and
active inequality constraints to be linearly independent at a solution.
As a direct consequence, me + |A| ≤ n, the combined number of
equations and active inequalities at a solution is limited by the number
of optimization variables. The overall number of inequality constraints
may exceed n.
The first-order necessary conditions are collectively known as Karush-
Kuhn-Tucker conditions or KKT conditions [KT51] (first discovered by
Karush in the late 1930s). If x∗ is a local solution for (2.10) where the
LICQ is satisfied for equality and active inequality constraints, then
there are unique multiplier vectors y∗ and z∗, such that
∇xL(x∗, y∗, z∗) = ∇xf(x∗) + JT(x∗)y∗ −AT(x∗)z∗ = 0 ,
(2.13a)
hi(x∗) = 0 , i = 1, . . . ,me , (2.13b)
cjzj = 0 , j = 1, . . . ,mi , (2.13c)
cj(x∗),z∗j ≥ 0 , j = 1, . . . ,mi . (2.13d)
The matrices J and A are the Jacobians of the equality and inequality
constraints. Conditions (2.13a) and (2.13b) are sometimes named dual
and primal feasibility, respectively, in reminiscence to their roles in
primal-dual formulations from linear programming. (2.13c) is known
as complementary, because it states the interesting property that either
a constraint or its multiplier may be nonzero at a solution x∗, but not
both at the same time. A positive multiplier is thus an indicator for
an active constraint and, conversely, an inactive constraint implies a
zero multiplier. It is also possible that a constraint boundary coincides
with an unconstrained (or partially constrained by other inequalities)
minimizer by chance. In this situation, the constraint is formally
active (hence zero), but the corresponding multiplier will be zero, too.
For numeric reasons (e. g. preventing singularity in the system (2.28)
below), it is desirable to exclude this corner case by requesting strict
complementary, where one of the factors must always be strictly positive.
The KKT conditions lead to two distinct interpretations of inequality
constraints, depending on their activation status:
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Inactive constraints are “nonexistent” in the sense that they do
not restrict the set of feasible directions in the vicinity of x∗ and, due
to complementary forcing their multipliers to zero, exert no influence
on the KKT conditions either.
Active constraints, on the other hand, behave much like equality
constraints. An important distinction, however, concerns their multi-
pliers z∗j , which must not be negative! For an informal explanation,
consider a single active inequality constraint c, the gradient of which
always points inside the feasible region (due to the ‘≥’ relation in
(2.10)). At an optimal point x∗, the constraint gradient direction op-
poses the direction of steepest descent of the cost function. The latter
happens to be the negative cost gradient, hence −∇f(x∗) = −z∇c(x∗)
with z ≥ 0. In contrast, for a conventional equality constraint, the
cost gradient and the constraint gradients (a. k. a. constraint normal)
just need to be parallel, regardless of their orientations, to ensure a
zero projection of the cost gradient to the constraint contour. As a
side-observation, the ‘− ’ sign in front of the inequality terms of the
Lagrangian (2.11) is significant, while the ‘ + ’ sign in front of the
equality terms could be replaced by a ‘− ’ sign with no effect on the
validity of the optimality conditions. Yet, the positive sign is preferred,
because it leads to symmetry in the systems (2.20) and (2.28) further
below.
A second-order sufficient condition equivalent to (2.8) is obtained by
defining the n× (n−me−|A|)-matrix N∗EA as a basis for the null space
of the combined equality and active inequality constraint gradients, that
is
[︁
J(x∗)T, . . . ,∇cj∈A(x∗), . . .
]︁
N∗EA = 0. Let the KKT conditions
(2.13), LICQ and strict complementary hold at x∗. If the projected
Lagrangian
(N∗EA)T∇2xxL(x∗, y∗, z∗)N∗EA ≻ 0 (2.14)
is positive definite, then x∗ is guaranteed to be a strict local solution
for the NLP (2.10).
2.2.2 Solution Strategies for Finite Problems
This section describes selected iterative solution strategies for finite
optimization problems. Given an initial guess x(0), they generate a
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sequence of vectors {x(k)}∞k=0, which eventually converges to a local
solution x∗. Some strategies can deal with infeasible starting points and
some might generate infeasible intermediate iterates themselves. The
fundamental concept always is to approach a point where optimality
conditions are satisfied, which is why these conditions were treated
quite extensively in the preceding section. It is important to keep in
mind that a full-blown optimization algorithms is comprised of more
than just the presented strategies. A large part of any robust general-
purpose code is usually devoted to deal with numeric issues and the
peculiarities of specific problems that might arise.
2.2.2.1 Strategies for Unconstrained Problems
The main task in every iteration k of an optimization algorithm is to
produce a new iterate x(k+1) = x(k) + ∆x(k), in some way “closer” to
a solution than the previous, by choosing a suitable moving direction
and distance, i. e. a step ∆x(k).
A class of algorithms that determine both pieces of information
simultaneously, are trust region methods [BSS87]. Using properties of
f at x(k), they approximate the cost function by a model f̃(x). To
acknowledge that such an approximation may not be accurate far away
from x(k), a trust region is imposed as an upper limit for the validity
of the model. The model is usually quadratic and thus a minimizer
can be found analytically. The minimizer (confined to the trust region)
is considered as next iterate x(k+1), if the predicted cost reduction
according to the model and the actual reduction, obtained by evaluating
f at x(k+1) are sufficiently close, i. e. if the ratio
ρ = f(x
(k))− f(x̂(k+1))
f̃(x(k))− f̃(x̂(k+1))
(2.15)
is approximately one. Depending on the level of agreement, the trust re-
gion size may be increased for subsequent iterations. On the other hand,
if the prediction is too far off, the candidate is discarded (x(k+1) := x(k))
and the trust region size is reduced for the next iteration. Many vari-
ants of trust region methods exist that differ in the model structure, the
shape of the trust region and the way its size is adapted, but they are
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not the path chosen in this thesis and therefore they are not elaborated
further.
The other important class, and the one pursued in this thesis, are
line search strategies. Their distinct feature is that step direction and
length are determined sequentially. First, a direction d is computed,
confining the search space for the next iterate to a single ray (‘line’)
x(k+1) = x(k)+αd. Afterwards, the distance α along this ray is selected
as a solution to the one-dimensional optimization problem
min
α>0
f(x(k) + αd) . (2.16)
In practice, most codes implement an inexact line search, where only
a crude approximation of a – not necessarily global – minimizer is
determined.
To yield a cost reduction, the search direction d must be a descent
direction, i. e. ∇xfT(x(k))d < 0. A natural choice would be the
negative cost gradient
dGD = −∇xf(x(k)) , (2.17)
leading to the method of steepest descent. Although dGD is easy to
compute, this advantage is offset in practice by slow linear convergence
and high sensitivity to problem scaling. A direction commonly accepted
as the best choice is Newton’s direction:
dN = −
(︂
∇2xxf (k)
)︂−1
∇xf (k) . (2.18)
It describes the vector pointing from the current iterate to the minimum
of a second-order Taylor approximation of the cost function at x(k).
In an alternative interpretation (and one that naturally extends to
constrained problems later) the Newton direction results from the appli-
cation of one step of the Newton-Raphson-algorithm to the optimality
condition (2.3), which is why the designation “Newton’s Methods” is
commonly used for optimization procedures based on the Newton di-
rection. From equation (2.18), the Newton direction is the solution
for the linear system ∇2f (k)d = ∇f (k). Hence, instead of explicitly
inverting the Hessian, a solution is found by factorizing the matrix and
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subsequently using the factorization to compute d in a numerically
stable way. Setting ∆x(k) := dN is considered a full Newton step, while
a reduced step ∆x(k) := αdN with α ∈ (0,1] is sometimes referred to as
damped Newton step. Close to a solution x∗, full Newton steps exhibit
quadratic convergence, i. e. the number of significant digits is almost
doubled in every iteration. Hence, after having arrived at a sufficiently
small neighbourhood of x∗, the minimizer could be computed to ma-
chine precision in only a few more iterations. However, unlike steepest
descent, a pure Newton method is not globally convergent2. If started
too far off, iterates might diverge or even oscillate before ever coming
close to a solution’s basin of attraction. To prevent this unfavourable
behaviour, all useful implementations of Newton’s method include a
globalization strategy.
Two mechanisms are employed to achieve global convergence. First,
whenever the Hessian in (2.18) has negative or zero eigenvalues, it is
replaced by an approximation B(k) that is sufficiently positive definite.
As a result, the direction is always well defined and, since
(︁
∇f (k)
)︁T
d =
−
(︁
∇f (k)
)︁T
B(k)∇f (k) < 0, is a descent direction. One way to ensure
positive definiteness is to solve (2.18) with specialized factorizations
like [GMW88, chapter 4.4], that apply appropriate shifts to diagonal
elements on the fly. However, the resulting modification to the matrix
is somewhat arbitrary and not easy to control a priori. A different
approach is to try a standard factorization for symmetric positive-
definite matrices on B(k) = ∇2f (k) + δI and increase δ until the
factorization succeeds. According to (2.4) the Hessian is guaranteed to
be positive definite at a strict local minimum and due to continuity of f
this is also true in a sufficiently small neighbourhood. The globalization
strategy will thus produce the original Newton directions close to a
solution and quadratic convergence is retained.
Given a descent direction, the second mechanism to encourage global
convergence is to select a step length that results in a “sufficiently
large” reduction of the cost function. A means to quantify this goal is
2Global convergence in this context refers to the ability of an algorithm to converge
to a (possibly local) solution from any starting point and should not be confused
with global optimization
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Armijo’s condition
f(x(k) + αd) ≤ f(x(k)) + κα
(︂
∇f (k)
)︂T
d . (2.19)
It requires the function value at the next iterate to be smaller than
predicted by a relaxed linear approximation. The relaxation factor
κ ∈ (0, 1) is usually chosen quite small, e. g. κ = 10−4. If (2.19) holds
at α = 1, the full Newton step is taken. It has been shown [NW06] that
this will eventually be the case sufficiently close to a solution. If the
full step does not qualify, a backtracking line search is performed, i. e.
the step length is repeatedly decreased by a factor η ∈ (0.5, 1) until
Armijo’s condition is satisfied.
Despite its favourable convergence behaviour, the big downside of
Newton’s method is the need for an exact Hessian matrix. While the
emergence of automatic differentiation (see Section 4.3) has greatly
alleviated the problem of implementing second derivatives, there is still
a substantial effort associated with their computation. As a result,
Quasi-Newton-Methods [Dav91] were developed, where the Hessian
in (2.18) (or its positive-definite modification Bk) is replaced by an
approximation B̃k, that is updated in every iteration using gradient
information only. A possible initial approximation is B̃0 = I. Common
update rules are the Symmetric Rank-1 (SR1) update [NW06, chapter
6.2] and the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update [Fle87],
which is of rank two. These rules are specifically designed to ensure
symmetry and positive-definiteness, if the initial matrix is symmetric
and positive definite. Furthermore, since these updates are of low rank
and most factorization algorithms provide special rules to incorporate
low-rank updates without full recomputation, it is customary to update
the factorized form directly instead of the original matrix. The con-
vergence behaviour of Quasi-Newton methods has been categorized as
super-linear [JEDM77] and the number of iterations is usually between
steepest descent and Newton’s method. Hence, they are primarily a
means to reduce computational effort (and sometimes implementation
effort in case automatic differentiation is not applicable) but not to
obtain a more capable and robust algorithm.
A further alternative to Newton directions are nonlinear conjugate
gradient methods, which have been originally studied in the context
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of large-scale convex quadratic programs and, equivalently, as a tool
for solving large systems of linear equations [HS52]. They generate
a sequence of “conjugate” and thus linearly independent search di-
rections from gradient information (despite the name, the gradients
are neither modified nor required to be conjugate!) and perform an
exact minimization along the search direction in every iteration. As
a result, a quadratic problem with n variables is solved after at most
n iterations. This property is no longer true in a general nonlinear
setting, but nevertheless, successful variants have been developed for
nonlinear problems [FR64; HZ05]. A distinguishing feature of conju-
gate gradient methods is that no matrix operations are involved in
forming the search directions. This makes them very attractive for
large-scale optimization, because the memory requirement for storing a
huge Hessian or Hessian approximation is often prohibitive. However,
the advent of sparse storage techniques and associated arithmetic (see
Section 4.5) greatly remedied the situation for Newton-like methods
and has made this selling-point much less compelling.
2.2.2.2 Strategies for Equality-Constrained Problems
An equality-constrained optimization task can be understood as a
multi-objective optimization, where both, the cost and the constraint
violation, should be minimized with no particular precedence. To make
things harder, these two goals usually conflict each other. From this
interpretation, it is not surprising that intermediate iterates will in gen-
eral violate some or all of the constraint equations by an unpredictable
margin. A feasible iterate can only be expected in the limit, after
the algorithm has converged (assuming the problem is feasible). As a
practical consequence, an algorithm for equality-constrained problems
cannot be stopped prematurely like its unconstrained counterpart and
still expected to yield a useful “approximate” solution. All approaches
from the previous section can be extended to constrained problems,
but for brevity, the concepts are introduced in the context of Newton’s
method only.
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The Newton step is obtained by solving the linear system[︃
W JT
J 0
]︃
⏞ ⏟⏟ ⏞
:=Ke
[︃
∆x
∆y
]︃
= −
[︃
∇f + JTy
h(x)
]︃
, (2.20)
originating from an application of the Newton-Raphson rule to the first-
order optimality conditions (2.7). For simplicity, the iteration index k
has been dropped. The top-left block of the matrix Ke is the Hessian
of the Lagrangian w. r. t. x, i. e. W = ∇2xxL = ∇2xxf +
∑︁me
i=1 yi∇2xxhi.
It is common practice to set initial multiplier estimates y(0) to zero or
compute them as least-squares solution for (2.7a), i. e.
y(0) = −
(︃
J(x(0))
(︂
J(x(0))
)︂T)︃−1
J(x(0))∇f(x(0)) . (2.21)
The interpretation of (2.20) as a nonlinear system reveals that the
basic idea of Newton’s method (for optimization) is to use the optimal-
ity conditions as a tool for indirectly locating a critical point of the
optimization problem. Similar to the previous section, a globalization
strategy that enforces descent is employed to make sure, that this
point is a minimum and thus a solution for the problem. The descent
property requires a projection of the Lagrangian Hessian to the Null
space of the constraints (see (2.8)) to be positive definite. As shown
in [FGW02], this is the case, if J has full rank and the system matrix
Ke in (2.20) is indefinite with exactly n positive and me negative
Eigenvalues, or, more formal, if the inertia of the system matrix is
in(Ke)
!= (n, me, 0) . (2.22)
Since the matrix is symmetric, an indefinite symmetric factorization
like [BK77] will reveal the actual inertia. A widely adopted heuristic
to counteract an incorrect inertia was originally proposed in [VS99].
Similar to the modification strategy in the unconstrained case, a fac-
torization of a perturbed matrix
K̃e =
[︃
W + δ1I JT
J −δ2I
]︃
(2.23)
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is attempted for several pairs δ1, δ2 ≥ 0 until the desired inertia is
received. The perturbation δ2 in the lower right corner is introduced
only if the original matrix is singular, usually caused by a rank deficient
constraint Jacobian. Keep in mind that LICQ ensures full-rank only at
a solution x∗, not necessarily everywhere in the search space. Note also
that unlike the unconstrained analogue, this heuristic is not guaranteed
to find a suitable perturbation eventually and therefore the algorithm
might fail in extreme cases or resort to an emergency procedure.
As in the unconstrained case, the step length can be determined by
a backtracking line search, where the cost function is replaced by a
more general merit function, that also takes into account the constraint
violation. A popular choice is the exact penalty function [FM70]
mpenalty = f(x) + ν∥h(x)∥s, ν > 0, s ∈ {1, 2} . (2.24)
The attribute “exact” signifies that for a sufficiently large penalty factor
ν > ν∗, a minimizer of the merit function is also a minimizer for the
original problem. Unfortunately, the critical factor ν∗ depends on
the optimal multipliers and is not known in advance. Several rules
have been proposed to approximate the penalty factor throughout the
optimization process.
A parameter-free alternative for measuring sufficient progress in the
equality-constrained setup is the filter approach developed by Fletcher
and Leyffer [FL02]. It closely follows the multi-objective spirit of the
problem by accepting an iterate if it leads to an improvement in the cost
or the constraint violation, instead of insisting on a certain combined
decrease. More specifically, the pair (f(x), ∥h(x)∥) is recognized as an
element of a two-dimensional space R×R+ (see Fig. 2.1). For a certain
pair, all elements to the right and above correspond to combinations
that are worse in both objectives and thus should not be accepted. The
goal is to approach the lowest-possible point on the vertical axis, where
all the feasible points of the original problem are located. To prevent
infinite cycling between a low-cost but highly infeasible point and a
more feasible but also more costly point, the blocked spaces to the left
and above of all previous iterates are combined into a filter set and
new iterates are accept only if they stay out of this area. The filter
approach was originally proposed for trust region methods and later
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Figure 2.1: Illustration of the filter concept due to [FL02].
adapted to a line search context [Wäc02], in which it will be used in
this thesis, too.
2.2.2.3 Strategies for Inequality-Constrained Problems
Given the extensive research and maturity of results for unconstrained
and equality-constrained optimization, it is not surprising that ap-
proaches for general constrained optimization try to reduce the problem
to one of the former two classes by transforming inequalities in a certain
way. One particular approach are active set strategies [BT95; GT02].
They build on the complementary interpretation of active and inactive
inequalities given on page 40. A working set W is defined from an
initial guess of which inequalities might be active at the solution. A
solution is then computed for an equality-constrained problem, where
the inequalities cj with j ∈ W are treated like equality constraints and
all other inequalities are discarded. If the solution obtained for this
substitute problem satisfies the KKT conditions (2.13) for the original
problem, the working set has correctly identified the active inequality
constraints, i. e. W = A(x∗). Otherwise, the working set is updated in
a more or less systematic way and the modified problem is solved again.
The repeated solution process can often be accelerated considerably by
exploiting similarities in the sequence of modified problems.
Another way to transform inequalities is to incorporate them into
the cost function, leaving an unconstrained problem (assuming there
are no equality constraints). A technique extensively researched by
Fiacco and McCormick [FM68] are barrier methods, where an inequality-
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constrained problem
min f(x) subject to ci(x) ≥ 0 i = 1, . . . ,mi (2.25)
is replaced by a sequence of unconstrained problems
min φµ(x) with φµ(x) = f(x)− µ
mi∑︂
i=1
log(ci(x)) , (2.26)
minimizing a barrier function (in this case the logarithmic barrier
φµ(x)) for µ→ 0 .
An old designation for this approach is Sequential Unconstrained Min-
imization Technique or SUMT. It has been shown that, in the limit,
the sequence of barrier minimizers xµ converges to a solution for the
original problem (2.25), i. e.
limµ→0 xµ = x∗ .
For µ > 0, the barrier function penalizes iterates close to the boundary
of the feasible set. The boundary itself, which may contain the solution
x∗, can only be reached in the limit. It is obvious that an initial guess
must be strictly feasible w. r. t. all inequality constraints and further
iterates will also stay in the interior of the feasible set. This property
intuitively defines the family of interior point methods.
Assuming at least one active constraint, the barrier formulation
suffers from increasingly bad scaling while approaching the limit and
only the Newton step, which is invariant to scaling, can be expected to
generate useful iterates. But even then, ill-conditioning of the Hessian
and numerical issues will make the barrier problems extremely hard to
solve. In addition, it has been shown in [Wri95] that the search direction
obtained from Newton’s method is not very good after changing the
barrier parameter µ. As a consequence, the barrier parameter can be
reduced by only a small fraction after each subproblem has been solved
to sufficient accuracy and thus only linear convergence can be expected
from the “outer loop”.
A state-of-the-art approach that avoids the aforementioned diffi-
culties are primal dual interior point methods. They have a strong
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connection to the previously introduced barrier method, which is some-
times reflected by calling the latter a “primal interior point method”.
A surprisingly simple idea can be used to derive the primal-dual vari-
ant from the original barrier method. It has been observed, that the
ratio µ/cj(x) converges to the optimal inequality multiplier z∗j in the
limit. Adding this relation to the Newton direction computation for the
barrier problem (2.26) yields an iterative procedure in the combined
space of original (‘primal’) variables and inequality multipliers (‘dual
variables’). Informally speaking, this form of “lifting” may result in
more robust and/or capable algorithms, because it opens up possibili-
ties to circumvent complicated areas in one subspace by escaping into
the other subspace. A different motivation, which is preferred by the
author, is based on a slight modification of the KKT conditions (2.13)
and leads to a mathematically (but not algorithmically!) equivalent
formulation. Solving the unmodified KKT equations (2.13a)-(2.13c)
directly would prove numerically challenging, because, due to comple-
mentary and non-negativity of z∗j and cj(x∗), the set of feasible iterate
vectors (x, y, z) has no relative interior. Instead, the complementary
condition (2.13c) is relaxed to arrive at the perturbed KKT conditions
∇xL(x∗, y∗, z∗) = ∇xf(x∗) + JT(x∗)y∗ −AT(x∗)z∗ = 0
(2.27a)
hi(x∗) = 0 , i = 1, . . . ,me , (2.27b)
cj(x∗)z∗j = µ , j = 1, . . . ,mi , (2.27c)
cj(x∗),z∗j ≥ 0 , j = 1, . . . ,mi . (2.27d)
The three equations (2.27a)–(2.27c) form a nonlinear systems in the
combined spaces of the “primal” variables x, the equality multipliers
y and the inequality multipliers (“dual variables”) z. Applying the
Newton-Raphson rule yields the perturbed KKT system (W denotes the
Lagrangian Hessian ∇2xxL = ∇2xxf +
∑︁me
i=1 yi∇2xxhi −
∑︁mi
j=1 zj∇2xxcj)⎡⎣W JT −ATJ 0 0
ZA 0 C
⎤⎦⎡⎣dxdy
dz
⎤⎦ = −
⎡⎣∇f + JTy −ATzh
CZe− µe
⎤⎦ , (2.28)
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whose solution provides search directions dx, dy and dz. As in the
equality-constrained case, inertia correction techniques may be neces-
sary to enforce a descent direction in a certain subspace. Also, the
Hessian W may be approximated in a Quasi-Newton fashion. Dual
variables are usually initialized uniformly to a constant value, e. g.
z(0) = 1. Only close to a solution, it may be beneficial to choose
z
(0)
j = µ/cj(x(0)) instead. Initial multiplier estimates y(0) can be com-
puted as least-square solution for (2.27a), evaluated at x(0) and z(0).
The next iterate is obtained as
(∆x; ∆y; ∆z) = (αxdx; αydy; αzdz) (2.29)
with α× ∈ (0, min(αmax× , 1)] (× ∈ {x, y, z}). The step lengths are
chosen to keep the positivity condition (2.27d) satisfied by some margin
and provide sufficient progress in a merit function or a filter. A suitable
merit function is the exact penalty function for the barrier problem,
i. e.
mφ(x) = φµ(x) + ν∥h(x)∥ . (2.30)
Similarly, a filter can be constructed from pairs (φµ(x), ∥h(x)∥). It
has become common practice to choose different step lengths for the
individual components of the iterates vector and in particular to keep
the dual step length αz at its maximum value. Unlike barrier methods,
the step computed after a change in µ is usually a good search direction
and thus the parameter may be decreased more aggressively at a
superlinear rate. Notably, close to a solution, a decrease can be expected
after every iteration. The sketched primal-dual strategy is at the heart
of many popular general purpose nonlinear optimization codes, e. g.
LOQO [VS99], KNITRO [BNW06], and IPOPT [WB06], to name a
few. These codes are especially suited for large-scale problems (where
primal-dual methods usually outperform competing approaches like
active set strategies) and have been successfully applied to a wide range
of real-world problems.
To complete the discussion, it should not stay unnoted that most
implementations, including the codes cited above, in fact solve the
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slack-based reformulation
min
x,s
f(x) subject to
h(x) = 0
c(x)− s = 0
s ≥ 0
(2.31)
instead of the original problem (2.10). Therein, all inequality con-
straints have been replaced by equality constraints and trivial bounds
on the newly introduced slack variables s = [s1, . . . ,smi ]T. Both for-
mulations are equivalent in the sense that their feasible sets coincide
and they share the same set of minimizers. The introduction of slack
variables (and associated multipliers ys) may be motivated as another
lifting attempt, hoping that the additional search dimensions might
provide valuable shortcuts. The more important aspect is that the
problem (2.31) has only trivial (linear) bound constraints, which makes
it much easier to determine maximal step lengths for staying feasible.
Furthermore, practical experience suggests that nonlinear equality con-
straints often behave in a more benign way than general nonlinear
inequality constraints. Methods which use the slack-based reformula-
tion go by the somewhat contradictory name infeasible primal dual
interior point method. It emphasizes the important property that an
intermediate iterate from (2.31) might not be feasible for the origi-
nal problem. This situation occurs, despite s(k)j > 0, if the residual
cj(x(k))−s(k)j < −s
(k)
j and thus cj(x(k)) < 0. It depends on the nature
of the original inequality constraints and the application in general,
if the portrayed situation can be tolerated and hence the slack-based
reformulation is applicable. Another advantageous property is that
with suitably adjusted initial slacks, starting points can be handled,
which are infeasible w. r. t. the inequality constraints of the original
problem.
2.2.3 Semi-Infinite Optimization
Semi-infinite problems (SIP) are characterized by a finite number of
optimization variables, combined with an infinite number of inequality
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constraints. The standard form is
min
x∈Rn
f(x) subject to c(x, τ) ≥ 0 for all τ ∈ T , (2.32)
where c(x, τ) is a scalar function, usually nonlinear in both x and τ .
An extension to multiple constraint functions is straightforward. The
index set T may range from a simple interval [τmin, τmax] ∈ R to an
arbitrary complex shape in a higher dimensional space. It is assumed,
that a description
T = {τ : gr(τ) ≥ 0 for all r = 1, . . . ,R} (2.33)
in terms of a finite number of inequalities is available. If one or more
of the defining functions gr do also depend on x, i. e. T = T (x),
the problem is categorized as generalized semi-infinite program or
GSIP. Equality constraints may be added to both problem forms,
too. Assuming that LICQ holds, each equation removes one degree
of freedom from the problem and hence, the total number of equality
constraints may not exceed n, the number of optimization variables.
For the same reason, the number of active indices, i. e. the size of the
active set
Ta = {τ : c(τ) = 0} (2.34)
may not exceed n. Furthermore, a slack-based reformulation (see
(2.31)) is not allowed either, since the addition of infinitely many slack
variables would result in a fully infinite problem (see Section 2.2.4). The
theory of semi-infinite optimization, including optimality conditions,
was thoroughly developed in [HZ82], which is still considered a standard
resource on the topic, despite being a german text book. A stronger
focus on implementable numerical methods is provided by the article
[HK93], which also lists numerous applications examples. An updated
view on the subject, taken from the broader perspective of GSIPs, is
given in the surveys [LS07] and [Ste12]. They also review more recent
algorithmic developments with strong connections to interior point
methods.
Solution methods for SIPs and GSIPs are based on transforming the
original problem into a finite problem (or a sequence thereof) an then
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applying a solution strategy from finite optimization, see Section 2.2.2.3.
The most obvious way to achieve this transformation is a discretization
of the index set, for example by using an equidistant grid. It is important
to realize that the computed minimizer is a solution for an approximate
problem and not necessarily a good approximate solution for the original
problem. It depends on the characteristics of the problem functions,
if this discrepancy is significant and Lipschitz arguments may help to
impose an upper bound. Moreover, assuming certain properties of the
constraint functions, it can be shown that a sequence of minimizers for
problems of increasingly denser grids converges to a solution for the
original problem. Discretization approaches naturally lead to a very
high number of inequality constraints, that grows exponentially with
the dimension of the index set. If the initial guess is close to a solution,
some relieve may be gained by considering only those indices that are
almost active at the initial point, but in general, the computational
load is excessive.
The other branch of numerical methods is based on the observation
that SIP (2.32) is equivalent to
min
x
f(x)
subject to c(x, τl) ≥ 0 for all τl ∈ Tloc(x) ,
(2.35)
where
Tloc(x) = {argmin c(x, τ) : τ ∈ T} (2.36)
is the finite set of all local minimizers of the constraint function. In
exchange methods, the first step is to locate all constraint minimizers
for the initial guess x(0) and use them to initialize an observation set
T
(0)
exchg := Tloc(x(0)). Based on this, a finite problem is formulated:
min
x
f(x) subject to c(x, τl) ≥ 0, τl ∈ T (i−1)exchg . (2.37)
At a solution x(i), the full set of constraint minimizers is determined
again. If all of them are feasible, that is ∀τl ∈ Tloc(x(i)) : c(x(i), τl) ≥ 0,
the algorithm is stopped. Otherwise, the observation set is updated like
T
(i)
exchg := T
(i−1)
exchg ∪ Tloc(x(i)) and the process is repeated. Since some
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indices in T (i)exchg are infeasible, problem (2.37) must be solved by an
algorithm that supports infeasible starting points, e. g. the infeasible
primal dual interior point method from Section 2.2.2.3. Originally, after
the observation set had been augmented, some older inactive indices
were also removed, hence the name “exchange”. This may, however,
lead to cycling. The task of locating all minimizers is comparable
to global optimization and thus very costly in general, even for an
univariate function. Furthermore, lots of iterations, each requiring the
solution of a nontrivial finite optimization problem, might be necessary
before the observation set stabilizes and the algorithm succeeds.
A conceptually more efficient approach are reduction methods, be-
cause they do not form a sequence of finite subproblems and also try
to reduce the number of exhaustive local constraint minimizer searches.
Central to reduction methods is the reduction ansatz, which states
that, assuming sufficiently smooth problem functions and a compact
index set, for a point x and associated local constraint minimizers
τ l ∈ Tloc(x), there are neighbourhoods Nx(x) and Nτ,l(τ l), such that
for any x ∈ Nx(x), all τl ∈ Tloc(x) are the only local minimizers of
c(x, τl) in their respective neighbourhoods Nτ,l(τ l). Assuming the
reduction ansatz holds, the semi-infinite problem can be reduced at
least locally to the finite problem
min
x∈Nx,{τl}
f(x) subject to
c(x, τl) ≥ 0
τl solves min
τ∈Nτ,l∩T
c(x, τl) (2.38)
in the original optimization variables x and the constraint minimizer
locations τl. In other words, the minimizer locations are not fixed as
in exchange methods, but track the valleys w. r. t. τ in c(x, τ) over the
course of the optimization. A numerical procedure based on problem
(2.38) is difficult, because some of the constraints are itself optimization
problems. In addition, an exhaustive search for all local constraint
minimizers should still be performed every few iterations to account
for structural changes in the constraint function. Both difficulties
are avoided in [SS03], by permitting only convex (in τ) constraint
functions. Under this circumstances, Tloc is always a singleton and
the sub-level optimization problem in (2.38) can be replaced by its
first-order necessary optimality conditions (KKT conditions), which,
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due to convexity, are also sufficient. The algorithm essentially attacks
the problem
min
x,τ
f(x) subject to
c(x, τ) ≥ 0
∇τ c(x, τ)−
∑︂
r
vr∇τ gr(x, τ) = 0
vrgr(x, τ) = 0
vr, gr(x, τ) ≥ 0 .
(2.39)
Similar to the unperturbed KKT conditions (2.13), the complementary
constraints vrgr = 0 ∨ vr, gr ≥ 0 make this problem numerically
challenging, which is why a sequence of smoothed problems is solved
instead. A slight variation presented in [SW10] ensures further that the
complete sequence of smoothed solutions is also feasible for the original
problem. However, it comes at the price of making it considerably
harder to determine a suitable starting point and in fact, the author of
this thesis was not able to reproduce this aspect of the paper. Finally,
in [FS08] the approach was extended to general nonlinear constraint
functions by applying a “convexification” procedure that approximates
the constraint functions with piecewise-convex lower bounds.
2.2.4 Infinite Optimization and Optimal Control
A natural extension of the previous discussion is a fully infinite setting
for both constraints and optimization variables. In contrast to semi-
infinite problems, an infinite number of equality constraints, as well as
a slack-based reformulation of infinitely many inequalities (see (2.31))
are now supported, too. The solution of an infinite problem somehow
requires discretization. The traditional way is to discretized the problem
first and then solve the resulting finite problem. A discretized problem
is usually extremely large and highly sparse, which makes interior
point algorithms very attractive. A conceptually reciprocal approach
is to postpone discretization as much as possible and formally apply
a technique from finite optimization directly to the infinite problem.
This was pursued for example in [Wei01; Wei05], in which the author
investigated interior point methods in function space and analyzed their
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convergence behaviour. In the same way as Newton-type methods for
finite optimization lead to a system of linear equations in every iteration,
their function space equivalents also result in linear subproblems, but
the quadratic form involved is of infinite dimension. The solution of
these problems, i. e. the equivalent to matrix factorization in the finite
case, usually requires discretization. Thus, discretization is not applied
to the original optimization problem, but to the linear subproblems
instead. The mathematical theory behind this generalization of matrices
and linear systems is referred to as operator theory and by establishing
this connection, its numerous results, especially regarding discretization
of linear operator equations, become immediately available to the
optimization community.
Perhaps the most prominent use case for infinite optimization is
optimal control. Here, a control (input) trajectory u(t) : [t0, tf ]→ Rm
is sought that, when implemented by a dynamical system q̇ = Φ(q, u)
with state vector q and input u, minimizes a cost functional in the
resulting system trajectories and maybe the final time tf :
min
u(t),tf
f0(q0, u0) + ff(qf , uf) +
tf∫︁
t0
f ′(q(t), u(t))dt
subject to q̇(t) = Φ(q(t), u(t))
q(t0) = q0 .
(2.40)
In this optimization tailored formulation, the differential equations
(equations of motion) are posed as continuous equality constraints.
Further (inequality) constraints may be added, for example to restrict
allowed state and input ranges. Optimal control problems may be
solved directly or indirectly. The spirit of the previously discussed finite
optimization techniques is sustained in indirect methods, e. g. [Bul71].
Herein, necessary optimality conditions are derived and a minimizing
control trajectory is found indirectly by satisfying these conditions.
The optimality conditions exhibit a non-deniable resemblance to the
finite KKT conditions and in fact, rigorous research is going on to
establish an equivalence and understand the consequences [Ben+06].
More interesting from a practical perspective and also from the
optimization-biased focus of this thesis, are direct approaches. These
methods essentially reduce the whole field of optimal control to tran-
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scribing problem (2.40) into an NLP. The very basic direct shooting
method replaces the control trajectory u(t) with a simple parametrized
form, for example a piecewise constant function. The state trajectories
are then determined via numeric integration and a matching quadra-
ture routine is employed to compute the cost integral. The cost value
can then be minimized w. r. t. the parameters of the control trajec-
tory. In direct collocation methods, both the input and state trajectory
are parametrized by piecewise functions ũi(t), q̃i(t) over the inter-
vals [ti−1, ti], e. g. polynomials q̃i(t) := pq(ai, t), ũi(t) := pu(bi, t), see
[Red79; KB06] among many others. Continuity of the states across inter-
val boundaries is enforced by compatibility constraints q̃i(ti) = q̃i+1(ti).
Furthermore, in each interval, a number of collocation points ti,j is
selected, at which the derivative of the state approximation must satisfy
the system equations, i. e. ̇̃q(ti,j) = Φ(q̃(ti,j), ũ(ti,j)). For maximum
precision, the collocation points are chosen in the same way as quadra-
ture nodes, e. g. as Gauss-Legendre points. This has the extra benefit
that a consistent approximation of the cost integral can be computed
solely from function evaluations at the collocation points. The result
is a large optimization problem in the parameters of the trajectory
approximations (e. g. coefficient vectors ai, bi in the polynomial case)
with many equality constraints and maybe additional inequality con-
straints at the collocation points. However, due to the local influence
of each parameter, the problem is sparse and thus, once again, interior
point methods will be the preferred choice.
2.3 Contributions of the Thesis
The overall objective of this PhD project is the development of an
optimal trajectory planner for fixed-wing aircraft applications, which is
highly flexible with regard to obstacles, cost expressions and trajectory
constraints. As described in Section 2.1.2.2, traditional optimal plan-
ning approaches neglect platform dynamics, which is not acceptable for
an agile vehicle. The very recent RRT* approach has in general good
support for dynamical systems, but it needs application-specific tailor-
ing and no formulation for fixed-wing-like vehicles is readily available.
Numerical optimal control techniques, on the other hand, are also no
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compelling alternative, since they require an externally supplied initial
guess and the associated computational effort is immense. Combina-
tions of both techniques have been recognized as a potentially fruitful
research direction in several publications. For example, post-processing
of RRT solutions by gradient-based methods or other variational tech-
niques has been mentioned in [Lav98] and [LaV03]. In [LK00] it was
noted that RRT solutions qualify as an initial guess for a numeric opti-
mizer, which is just a reversed view on the post-processing idea. The
authors of [CSL00] even implemented a form of iterative short-cutting
([GO07]) using a variational technique. However, to the best of the
authors knowledge, no actual implementation of a truly hybrid concept
has emerged yet, which is therefore the first contribution of this thesis.
Contribution 1: A hybrid optimal trajectory planning approach for
a class of nonlinear dynamical systems (differentially flat systems
with optional time scaling) is motivated, designed, implemented and
tested by combining the RRT* – a randomized planner – and a
deterministic numerical optimizer. Moreover, a common problem
description is devised, which is compatible with both components.
In its current form, the implementation follows the post-processing
idea. Note that the concept sketched in the outlook of [LK00] is very
close to the one pursued in this thesis.
In principle, both ingredients of the hybrid approach are highly
successful in their respective domains, but for this specific application,
neither component could be selected from stock. In particular, a new
local planning module for the RRT*, based on differential flatness and
parametric curves has been developed, which is the second contribution.
Contribution 2: A local planning framework for differentially flat
nonlinear systems and flat systems with time scaling is introduced,
which supports arbitrary cost formulations and arbitrary point-wise
trajectory constraints. Moreover, an instantiation of the framework,
tailored to the fixed-wing application, is presented.
Recall from the previous section that an RRT* planner for flat systems
has been described already in [Cha13]. This approach differs from
the current one in that it was applied to quadrotors only, uses B-
splines (instead of Bézier curves in this thesis), does not support time
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reparametrizations, considers no other constraints than bounded input
signals and the cost measure is fixed to the length of the trajectory.
Thanks to flatness, a trajectory can be represented by a finite num-
ber of parameters and thus trajectory optimization can be formulated
as a semi-infinite problem. However, existing semi-infinite solution
techniques (see Section 2.2.3) are not very appealing. Discretization
methods introduce approximations one would preferably avoid. Ex-
change methods require the repeated identifications of all extrema of
the arbitrarily nonlinear constraint functions. The reduction approach
of [SS03] applies to convex functions only. The convexification tech-
nique of [FS08] may have been a viable option, but unfortunately, it
did not come to the author’s attention at the right time. Hence, a
novel approach was devised by extending an existing technique from
finite optimization.
Contribution 3: An novel formulation of an optimization algorithm
for semi-infinite problems (SIP) is proposed, based on a straightfor-
ward extension of the famous primal dual interior point concept from
finite optimization to the semi-infinite setting. To overcome numer-
ical ill-conditioning, a simplified version of the reduction approach
from [SS03] is employed.
The algorithm belongs to the class of feasible methods, which is not
found among widely-used existing codes, because infeasible methods
generally perform better in practice. However, only feasible methods
are anytime-capable (like the RRT*), which is highly desirable in the
hybrid context. The optimization algorithm has been implemented as
a generic software component that can also be used independently of
the RRT* and is therefore considered another major contribution of
this thesis. Where appropriate, the implementation borrows from the
public domain code IPOPT [WB06] to benefit from prior experience.
Contribution 4: A generic iterative optimization procedure was
created that can handle finite and semi-infinite nonlinear problems.
Unlike existing codes, the implementation supports modifications
of the constraint set over the course of the optimization and allows
client-code to influence the step acceptance procedure.
The latter features are a necessary requirement for implementing
61
2 Theoretical Background and State of the Art
obstacle-awareness, which is generally considered a major challenge
in variational trajectory optimization methods [KB01]. Note that the
flatness-based trajectory optimization approach of [MMM00] is quite
different from the one presented here, because it relies on sequential
quadratic programming (SQP), employs a B-spline parametrization
and does not consider geometric obstacles.
In addition to the main optimization code, two auxiliary modules for
automatic differentiation and integration have been developed, which
integrate seamlessly into the optimizer, but may also be useful in a
stand-alone context.
Contribution 5: A versatile automatic differentiation module and
a numeric quadrature routine with support for vector- and matrix-
valued integrands, as well as a user-defined integrand caching scheme
have been created. Both modules take advantage of vectorization
extensions available on modern CPUs.
Finally, from a more practical point-of-view, the application of the
developed methods to the fixed-wing planning problem in accordance
with the original objective of this PhD project constitutes another
contribution.
Contribution 6: Using contributions 1–5, a novel optimal trajectory
planner is presented for small fixed-wing airplanes, operating in a
cluttered environment at a constant nominal airspeed. The planner
employs a differentially flat nonlinear motion model and takes into
account state and input limits. Optimization is performed w. r. t.
to a combination of trajectory length, smoothness and accumulated
control effort.
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RRT* planners, as well as nonlinear numerical optimization algorithms
are regarded highly effective in their respective communities and have
been proven to solve a great variety of real-world problems. While
the connection to motion planning is obvious for the RRT*, numerical
optimization algorithms usually enter the field through optimal con-
trol problems. Both techniques are complementary in many aspects,
including their strengths and weaknesses. In a pursuit to boost the
former and alleviate the latter, a combination of an RRT* planner and
a numerical optimizer is attempted to arrive at a hybrid algorithm for
optimal motion planning. The first section motivates and describes
the basic concept of the hybrid approach. Subsequently, in Section 3.2,
the central application example of this thesis is introduced, followed
by the development of the planning component in Section 3.3 and the
optimization component in Section 3.4.
3.1 The Hybrid Concept
Perhaps the most obvious motivation for a hybrid RRT*/optimization
approach are their individual convergence behaviours. For the RRT
algorithm, it was shown in [KF10b] that, in a probabilistic sense, a
plan will be found in the limit as the number of iterations goes to
infinity. Furthermore, this limit is approached at an exponential rate.
In other words, the RRT will eventually solve any feasible planning
problem and, due to its rapid exploration behaviour, will usually not
need an excessive amount of iterations. This result also applies to the
RRT* algorithm, which is semantically equivalent to its predecessor
until an initial plan has been found. Afterwards, the ‘*’-part acts
as an optimization procedure for the initial plan or, more generally,
for the current best plan. It was proved in [KF10b] that, again in a
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Figure 3.1: Convergence behaviour of the RRT* algorithm in a 2D scene
without obstacles. The diagrams on the left display the evolution of the
path length as well as its difference to the theoretical minimum (dashed-
line in the top-left diagram) during the planning process (solid line: mean
over 25 trial runs, shaded patch: min/max range). An intermediate tree
from one trial run is depicted in the top right corner. For comparison,
some more desirable convergence rates are shown in the bottom right
corner.
probabilistic sense, the plan will approach optimality as the number
of iterations goes to infinity, but no statement was made concerning
the rate of convergence. Intuitively, the better the plan gets, the more
one would expect RRT*’s efficiency to decline, because the algorithm
keeps adding new nodes all over the search space, while the part where
new nodes are beneficial decreases to a measure of zero. Hence, the
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ratio of improving iterations should decrease as well. This intuition is
confirmed by the experiment documented in Figure 3.1. A standard
RRT* was invoked on a trivial 2D scenario with a known optimal
solution. The difference to the optimum was recorded for each iteration
and is plotted in the lower left diagram, using the familiar logarithmic
scaling for convergence plots. The plot reveals a highly undesirable
sub-linear convergence rate. When considering computation times,
the result gets even worse, because the time needed for each iteration
grows at least logarithmically with the number of nodes, which is
roughly identical to the iteration count (may be less if obstacles are
present). From a practical point of view, one may argue that the
remaining optimality gap is barely significant after a moderate number
of iterations. However, in certain “not-so-well scaled” applications, a
close-to-optimal plan may still exhibit very undesirable features that
need to be reduced further. For instance, in the aircraft trajectory
planning task of this thesis, the planned flight paths – while visually
pleasant – often remain a little wiggly, causing noticeable banking
motion and thus a discomfortable flight. On the other hand, if started
sufficiently close to an optimum, a numerical optimization algorithm
based on Newton’s method exhibit quadratic convergence or, if Hessians
are approximated, at least super-linear convergence. The convergence
rate may, however, be much worse if the algorithm is started from a
more distant initial guess. The discrepancy in convergence rates is not
surprising, because while the RRT* operates on a purely random basis
without adapting its behaviour to the progress towards the solution,
numerical optimization algorithms incorporate curvature information
from derivatives of the problem functions. The price to pay for the
latter is computational effort: RRT* iterations are generally cheap.
Optimizer iterations may be quite involved, especially if exact Hessians
are used.
In summary, the RRT* is good at finding an initial plan and correct-
ing some larger detours, but not very efficient later on. A numerical
optimizer is not able to find an initial plan, but is usually very good at
finalizing a plan from a reasonably good starting point. As a remedy,
the hybrid approach depicted in Figure 3.2 is proposed. A suitable
RRT* planner is invoked on the problem instance. After an initial plan
has been found or any time later, the current best plan is extracted and
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Figure 3.2: Concept of a hybrid planning approach that combines the ran-
domized RRT* algorithm and a deterministic numeric optimizer.
transformed into an initial guess for a compatible optimization problem.
This problem is then attacked by a numerical optimization algorithm.
On a multi-core machine, the optimizer may run in the background,
while the planner simultaneously tries to discover structurally different
plans. After the optimizer has finished, the solution may be returned
as-is, in which case the optimizer can be interpreted as a smoothing
or post-processing procedure for the planning result. Alternatively,
the solution can be reintegrated into the search tree to repeat the
process until planning time is exhausted. The presence of the numeri-
cal optimizer removes some pressure from RRT*’s own optimization
capabilities and hence, the influence of any mechanism to accelerate
convergence at the expense of exploration can be reduced. The RRT*
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Figure 3.3: Example of an im-
proved plan via rewiring.
Figure 3.4: Visualization of homotopy
classes defined by obstacle.
can thus better fulfil its role as a “global optimizer”, complementing
the local behaviour of the numerical optimizer. Another benefit is an
increased level of determinism. With a pure RRT* planner, every detail
of the resulting plan would be affected by the random nature of the
algorithm. In the hybrid setup, randomization only determines which
local solution (if there is more than one) the optimizer will converge to.
With the optimization algorithm in place, it is tempting to drop
the rewire step altogether and keep only the basic RRT algorithm
in the hybrid approach, especially since the extension step alone is
considerably cheaper than a full RRT* iteration. However, it is strongly
advised against doing so! The rewire step is still vital in identifying
structurally different partial plans, because in the basic RRT algorithm,
alternatives may only branch from, but never join existing sequences.
An example is provided in Figure 3.3. Finally, the notion of “structural
difference” shall be formalized by recalling the concept of homotopy
classes. In the planning context, a homotopy class is defined as the
set of all plans (paths, trajectories) that can be morphed into each
other without discontinuities. As there is no smooth way of morphing
a plan, which passes by an obstacle on the left, into one, where the
obstacle is passed by on the right, homotopy classes are mainly defined
by obstacles in the search space, see Figure 3.4. A structurally different
plan is then obtained by leaving the homotopy class. Since an iterative
numerical optimization process can be viewed as morphing the initial
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guess into a local solution, it cannot be expected to leave the homotopy
class of the initial guess and thus lead to a structurally different result
(although iterates “jumping” over obstacles have been observed in some
experiments). Therefore, choosing the optimal homotopy class is the
responsibility of the RRT* component, while the numerical algorithm
performs optimization mainly within the homotopy class.
3.2 Airplane Model and the Flatness Property
The central application example of this thesis is trajectory planning for
a fixed-wing aircraft. Besides its practical relevance, it has been chosen
because the dynamics of an aircraft exhibit interesting and nontrivial
motion characteristics, e. g. high speed, severely limited manoeuvring
capabilities when compared to a ground robot, velocity limited from
below to prevent stall and, of course, no option to stop or go backwards.
Yet, the math involved is simple enough for keeping the focus on the
underlying planning/optimization method. The specific application
in mind is trajectory planning for an autonomous unmanned model-
scale aircraft (UAV), operating at low altitude in an obstacle-rich
environment. The equations of motion are presented in Subsection
3.2.1. Next, in Subsection 3.2.2 the essentials of the flatness concept
are recapped, which is crucial to both planning and optimization in
the proposed hybrid approach. Finally, in Subsection 3.2.3, suitable
cost and constraint functions are described.
3.2.1 Fixed-Wing Aircraft Model
A fully featured model of an aircraft, which captures position and
attitude dynamics, engine behaviour, etc. can be quite complex. Alas,
there would still remain unaccounted influences, like uncertain inertial
or aerodynamic parameters, fuel slosh or unpredictable wind gusts.
These error sources accumulate over longer distances and can make
trajectories, that appear ideal at planning time, much more costly or
even infeasible at run-time. Hence, it is the authors belief that using
a highly complex model in a trajectory planning context is pointless.
The obtained planning result would in general not be more trustworthy
than with a coarser model.
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Figure 3.5: Mass-Point model and coordinate frames.
For this thesis, a 3-DoF- or mass-point model due to [FG09, chap-
ter 6.5] was selected, given by the ODE system⎡⎣ṙxṙy
ṙz
⎤⎦ = v
⎡⎣cos γ cos χcos γ sin χ
− sin γ
⎤⎦ [︃χ̇
γ̇
]︃
= g
v
[︃
n cos µ− cos γ
n sin µ
cos γ
]︃
. (3.1)
The aircraft is reduced to its center-of-mass (COM), whose motion is
described w. r. t. a North-East-Down (NED) frame {e}, attached to
a flat, non-rotating earth. A second frame, {k}, is hooked up to the
vehicle’s COM and oriented such that its Xk axis always points to the
instantaneous direction of motion. The state vector is comprised of
the COM position re = [rx, ry, rz]T and two angles χ and γ, defining
azimuth and elevation angle of the path-aligned Xk axis, as depicted
in Figure 3.5. The airspeed v, load factor n and path bank angle µ act
as system inputs. The load factor is a unit-less quantity describing the
lift-to-weight ratio and hence, its neutral value in horizontal level flight
is one. Higher or lower values correspond to a nonzero normal force,
causing climb or descent, respectively. The path bank angle is roughly
equivalent to the aircraft’s roll/banking angle, if angle-of-attack and
side slip are neglected.
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Despite its simplicity, essential dynamics of an aircraft are reasonably
well captured by the 3-DoF model, making it an adequate choice for
planning purposes. Furthermore, no inertial or aerodynamic param-
eters are required (except for gravity), which eliminates parameter
uncertainties as a source of error. Obviously, due to the lack of atti-
tude dynamics, the model is not applicable to aerobatic manoeuvre
planning, which is beyond the scope of this thesis anyway. However,
an approximate attitude for visualization purposes and collision testing
can be retrieved from the heading direction and the path bank angle
via a ‘ZYX’ rotation sequence:
RIB ≈
⎡⎣cos χ − sin χ 0sin χ cos χ 0
0 0 1
⎤⎦
⏞ ⏟⏟ ⏞
Rot(Z,χ)
⎡⎣ cos γ 0 sin γ0 1 0
− sin γ 0 cos γ
⎤⎦
⏞ ⏟⏟ ⏞
Rot(Y,γ)
⎡⎣1 0 00 cos µ − sin µ
0 sin µ cos µ
⎤⎦
⏞ ⏟⏟ ⏞
Rot(X,µ)
.
(3.2)
3.2.2 Flatness
The nonlinear dynamical system q̇ = Φ(q, u) with state vector q ∈ Rn
and inputs u ∈ Rm is differentially flat (or just “flat”), if a flat output
σ = ξσ(q, u, u̇, ü, . . . , u(γ)) ∈ Rm (3.3)
can be found as an analytic function of the system’s state variables,
inputs and a finite number of their derivatives, such that further analytic
functions
q = ξq(σ, σ̇, σ̈, . . . , σ(α)) u = ξu(σ, σ̇, σ̈, . . . , σ(β)) , (3.4)
exist, involving only the flat output and a finite number of its derivatives
to recover states and inputs of the original system. The concept was
introduced in the early 1990ies by M. Fliess and colleagues and fully
developed in [FLR95]. The relations (3.4) can be used to build a
dynamic feedback that transforms the original system globally into an
equivalent controllable linear system. Differential flatness can thus be
understood as an extension of linear controllability to selected nonlinear
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systems. Consequently, for linear systems, flatness and controllability
are equivalent properties. This special type of dynamic feedback is
called endogenous feedback, because, due to (3.3), it can be expressed
solely in terms of the system quantities (states, inputs and derivatives),
without introducing external variables. The two functions (ξq, ξu) are
referred to as endogenous transform.
The components σ1, . . . , σm of the flat output are differentially in-
dependent, i. e. they are not linked by differential equations. Yet,
the same trajectories are obtained as from the original ODE-based
system description. A flat system is thus equivalent in a Lie-Bäcklund1
sense to a trivial system without dynamics [Fli+99]. This observation
has huge implications for controller design and in particular optimal
control, because it eliminates the need to explicitly satisfy the differen-
tial constraints, which is usually the most challenging part. Instead,
it suffices to design a trajectory for the flat output, for example by
employing a sufficiently smooth parametric curve, and use (3.4) to
compute appropriate state and input trajectories exactly. The infinite
optimization task normally associated with an optimal control problem
is thus reduced to a finite optimization problem in the parameters of
the curve defining the flat output, or at worst a semi-infinite problem, if
point-wise inequality constraints are present. Of course, the finite tran-
scription can only find solutions representable by the parametric curve,
and most definitely, superior solutions could be obtained by selecting a
more complex curve type or sticking to the infinite-dimensional setting.
This might or might not be a problem, depending on the application
or problem instance, but at least, a finite transcription technique is
available as a viable option for flat systems. No simplification strategy
of comparable elegance is known for general nonlinear systems.
Unfortunately, to date no general predicate is known to detect if
a nonlinear dynamical system is flat and neither is a constructive
algorithm to find a flat output. Nevertheless, for many systems a flat
output has been identified by intuition. This includes most mobile robot
locomotion configurations of practical interest, e. g. differential drive
robots [Sam91], holonomic omnidrive platforms [NBC92], synchrodrives
1Two systems are considered equivalent in a Lie-Bäcklund sense if they generate
the same trajectories.
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[JS13], the Ackerman steering geometry (car-like configuration) with
zero or more trailers [Rou+93] and, more recently, quadcopters [FL11;
SLK13].
Differential flatness of the 3-DoF aircraft model can be established
intuitively by choosing the mass-point position as a flat output
σ = [σ1, σ2, σ3]T = [rx, ry, rz]T , (3.5)
which results in the state endogenous transform
rx = σ1
ry = σ2
rz = σ3
χ = atan2(σ̇2, σ̇1)
γ = −atan
(︄
σ̇3√︁
σ̇21 + σ̇22
)︄
.
(3.6)
For the flight path angles, an apparent similarity with spherical coordi-
nates was exploited. The input transform is given by
v =
√︂
σ̇21 + σ̇22 + σ̇23 = ∥σ̇∥
µ = atan2(ζ1, ζ2)
n =
√︂
ζ21 + ζ22
(3.7)
with intermediate variables
ζ1 =
v
g χ̇ cos γ and ζ2 =
v
g γ̇ + cos γ . (3.8)
The flat output admits to obtain system trajectories solely from
a given flight path. The trajectory design process therefore reduces
to the geometric task of drafting an appropriate flight path. Three-
dimensional Bézier curves, defined by
σ(τ) :=
N∑︂
i=0
(︃
N
i
)︃
τ i(1− τ)N−iki τ ∈ [0, 1], ki ∈ R3 (3.9)
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were selected as a suitable path description. It should be noted that
the main results of this thesis are not limited to Bézier curves. They
are, however, quite convenient for multiple reasons. Firstly, derivatives
of Bézier curves, i. e. the derivatives of the flat output στ , σττ , . . . ,
are itself Bézier curves. Secondly, the intuitive influence of the control
point vectors ki on the curve’s shape allowed the development of a local
planner for the RRT* component mostly by geometric considerations.
A serious problem of the above formulation arises from the first line
of (3.7), i. e. the definition of the airspeed v. Following the usual
approach of interpreting the curve parameter τ (or a scaled version
thereof) as time variable would lead to large airspeed variations. Such
trajectories are most certainly not energy efficient and also hard to
track by an underlying controller. As a remedy, the above model is
modified to exhibit a constant airspeed v(t) ≡ V , which should be
much easier to stabilize. The modification is achieved by introducing a
time scaling τ(t), defined by the differential equation
τ̇(τ) = V√︁
(∂τ σ1(τ))2 + (∂τ σ2(τ))2 + (∂τ σ3(τ))2
= V
∥∂τ σ(τ)∥
(3.10)
with initial condition τ(t0) = 0 (in case of Bézier curves). Given a
specific value of curve parameter τ , the states evaluate to
r(τ) = σ(τ)
χ(τ) = atan2(∂τ σ2(τ), ∂τ σ1(τ))
γ(τ) = −atan
(︄
∂τ σ3(τ)√︁
(∂τ σ1(τ))2 + (∂τ σ2(τ))2
)︄
.
(3.11)
These equations are identical to the endogenous transform (3.6), ex-
cept that time derivatives of the flat output have been replaced by
partial derivatives w. r. t. τ , which can be obtained analytically from
(3.9). These results and the reparameterization ODE (3.10) allow the
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computation of helper variables
ζ1(τ) =
V
g ∂τ χ(τ)τ̇(τ) cos(γ(τ))
ζ2(τ) =
V
g ∂τ γ(τ)τ̇(τ) + cos(γ(τ))
(3.12)
and subsequently the computation of the remaining input signals
µ(τ) = atan2(ζ1(τ), ζ2(τ))
n(τ) =
√︂
ζ21 (τ) + ζ22 (τ)
(3.13)
as functions of τ . Equations (3.10) to (3.13) constitute the model for
the demonstration system used in this thesis.
Due to the introduction of the differential equations (3.10), the 3-
DoF model with constant velocity is no longer a flat system, but no
noteworthy performance penalty is incurred by this reformulation. As
it turns out, a solution of the ODE is not required at any stage of the
planning component nor the optimization component of the proposed
hybrid approach. An evaluation of the reparameterization function τ(t)
is required only after the trajectory planning process has finished when
the tracking controller requests reference values for specific points in
time. From a practical point of view, a constant velocity is certainly
more realistic than a signal with strong variations, but not always ideal.
The rationale is therefore to consider the constant reference value as a
baseline, that a lower level tracking controller might choose to deviate
from, if admitted or required in a particular situation, but the specific
rules and conditions for these deviations are beyond the scope of the
planning model.
3.2.3 Constraints & Cost
Due to physical limitations of the aircraft, not every trajectory designed
in the above way can be realized. In addition to being compatible
with the system dynamics, feasibility implies that certain conditions
are satisfied throughout the whole trajectory, i. e. for all t ∈ [t0, tf ].
Since the time scaling τ(t) is smooth and monotone, this is equivalent
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to requiring the feasibility conditions to hold for every value of the
curve parameter τ in an appropriate interval T (e. g. T = [0, 1] in
case of Bézier curves). Under the mild assumption that the feasibility
conditions do not explicitly depend on time, this transformation can be
achieved without solving the ODE (3.10) and thus without incurring
any additional overhead. The specific limitations considered in this
PhD project are:
• Climb and descent capabilities approximated by a limited eleva-
tion angle γ
• Bank angle and roll rate restrictions, roughly equivalent to a
limited path bank angle µ and its first derivative µ̇
• Engine capacity and its first order dynamics, related to the signals
n and ṅ
Since the airspeed is fixed, a limited elevation angle also ensures stall
prevention. All of the above limitations can be implemented by im-
posing lower and upper bounds on states, inputs and derived system
quantities as subsumed by the following point-wise inequality con-
straints:
∀τ ∈ T
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
γmin ≤ γ(τ) ≤ γmax
|µ(τ)| ≤ µmax
nmin ≤ n(τ) ≤ nmax
|µ̇(τ)| ≤ µ̇max
ṅmin ≤ ṅ(τ) ≤ ṅmax .
(3.14)
The cost value assigned to a trajectory is composed of a discrete
part, computed from the Bézier control points, and an integral part,
where instantaneous contributions over the duration of the trajectory
are accumulated:
f = fd +
∫︂ tf
t0
fc(t)dt = fd +
∫︂
T
fc(τ)
1
τ̇(τ)dτ . (3.15)
In the rightmost expression, the integration variable is substituted by
the curve parameter, using τ̇ from (3.10), to remove the dependency
on the final time tf , because its computation would require another
integral evaluation. Of course, this substitution can be performed only
if the integrand admits a reformulation in terms of τ , which is the case,
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Figure 3.6: Effect of control point placement on trajectory cost for two
straight line Bézier curves.
if there is no explicit reference to time. Note that the same property
was assumed before in the τ -based constraint reformulation. The cost
integrand is defined as the weighted sum
fc(τ) = wLV + wµ (µ(τ))2 + wn(1− n(τ))2
+ wµ̇ (µ̇(τ))2 + wṅ (ṅ(τ))2 + wsmooth (τ̈(τ))2 , (3.16)
where the first contribution evaluates to the curve length, the second
and third term correspond to quadratic steering effort, the fourth and
fifth term penalizes variations of the steering commands and the last
term prevents excessive nonlinearities in the time scaling function τ(t).
A discrete cost contribution of
fd = wpot ·
N∑︂
i=1
∥ki − ki−1∥22 , (3.17)
is introduced to resolve ambiguities during trajectory optimization.
It is proportional to the potential energy stored in fictitious springs
connecting the control points. For a rationale, consider two straight
line curves as depicted in Figure 3.6. Any cost formulation solely
derived from the curve’s shape, e. g. length, quadratic steering effort
etc., is independent of the relative control point positions and therefore
would give the same result for the left and right configuration. The
energy equivalent (3.17) favours equidistant control point positions
and thus acts as a tie-breaker. More generally, the Hessian of fd
w. r. t. the control point coordinates is positive definite everywhere, if
wpot > 0. Therefore, a positive definite cost Hessian is guaranteed at a
solution (assuming that none of the remaining weight factors is negative)
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Table 3.1: Numeric parameters of the 3-DoF aircraft model. In the last
column, only the relative size of the weight factors matter.
Model Parameters Constraint Params. Cost Weights
V = 8 m s−1 γmin = −30°
γmax = 30°
µmax = 50°
nmin = 0.5
nmax = 1.5
µ̇max = 1500 ° s−1
ṅmin = −2 s−1
ṅmax = 2 s−1
wL = 0
wµ = 1
wn = 1
wµ̇ = 1
wṅ = 1
wsmooth = 1
wpot = 1
in accordance with the second order sufficient condition. It follows
that all minimizers of f are isolated, i. e. unique in their respective
neighbourhoods. In addition, the problem scaling is improved near an
almost straight curve. Note that the smoothing term wsmooth (τ̈(τ))2
from (3.16) exhibits a similar effect, but is more expensive to compute.
For experimentation purposes, both contributions have been kept in the
cost formulation. The numeric parameters of the model are summarized
in table 3.1.
3.3 Randomized Trajectory Planning for Flat Systems
The RRT* planning component of the hybrid approach closely follows
Algorithm 2.2 from Section 2.1.4. Two alterations have been made
to accelerate the retrieval of an initial result. These are the omis-
sion of rewire steps while the problem is still unsolved and skipping
the greedy search for better parents (lines 8–12) entirely. As noted
in [LK00], the RRT is not a self-contained planning algorithm, but
more accurately described as a framework, whose elements have to
be instantiated for a specific application. This perception is also true
for the RRT*. In both cases, the prime missing element for a usable
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algorithm is a local planner, which generates the tree branches. Hence,
implementing an RRT/RRT*-based planner for a specific application
is mostly synonymous to developing a suitable local planner. This
partition is also reflected by the current implementation. A generic
RRT* framework class, which is responsible for tree management and
the overall control-flow, is augmented by an “engine” class that supplies
the local planner and provides hooks to customize other operations of
the basic algorithm.
A suitable local planning framework for differentially flat systems
with optional time scaling is presented in Section 3.3.1. This is mainly a
generic result, except for a subordinate block that generates flat output
trajectories from boundary conditions. The content of the remaining
sections is specific to the fixed-wing application. An implementation of
the aforementioned flat output trajectory generator block, based on
geometric considerations, is discussed in Section 3.3.2. Section 3.3.3
addresses further implementation details (e. g. distance metric, biasing,
etc.) to improve the overall planner performance.
3.3.1 A Local Planner for Flat Systems
An overview of the proposed local planner is given in Figure 3.7. The
framed outer box implements the procedures steer and connect from
Algorithm 2.2. The active behaviour is selected by a boolean control
signal. In the former case, initial value conditions (states q0, inputs u0,
maybe derivatives q̇0, . . . ,u̇0, . . . ) for the desired trajectory segment and
a sample are provided by the RRT* framework. In the latter case, the
sample is replaced by exact final value conditions (qf , q̇f , . . . , uf , . . . ),
corresponding to the target node. In either case, the application specific
curve generator block (purple) outputs a parametric curve of the same
type, such that the remaining blocks can be shared between both
procedures. Candidate segments are tested for collisions with scene
obstacles and for compliance with point-wise trajectory constraints. A
disjunction of the #fail outputs correspond to the return value of an
isFeasible call in Algorithm 2.2. If local planning succeeds, the curve
parameters of the resulting segment and the computed cost are stored
in the new tree edge.
In contrast to most local planners, segments returned from the above
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Figure 3.7: Local Planning Module for flat systems.
module are not necessarily optimal! This requirement was intentionally
dropped, because an optimizing local planner would be conceptually
and computationally much more involved, and there is speculation in
[KF10a] that an optimal steering/connection procedure may not be
necessary under certain conditions. More importantly, since in the
hybrid approach an optimization sweep over the whole trajectory is
performed anyway, the overall result will not be affected by slightly
suboptimal segments. “Outsourcing” the optimization functionality
to a separate component can thus be interpreted as lazily applying
optimization only to those tree branches that constitute the final
solution (c. f. lazy PRMs on page 18). Nevertheless, in order to
not unnecessarily impair the RRT*, local planning results should be
reasonably close to optimal, especially for very short segments, which
is usually not too hard to ensure.
A look inside the flatness-based local planner box reveals that it is a
collection of blocks that need to be customized for a specific application.
For the green blocks, this can be easily mechanized by providing terms
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and equations from the problem definition. The blue blocks depend on
the chosen parametrization of the flat output. In principle, one could
choose the type of parametric curve independently of the system, but
in this context, it is determined by the output of the curve generator,
which is the only block that needs to be specifically tailored for each
system. The rest of this section is a detailed walk-through of the
individual blocks in the order of their invocation.
Curve Generator The first block is supposed to generate a parametric
curve that defines the flat output trajectory. In principle, every type
of parametric curve could be used, as long as it is sufficiently smooth.
For various reasons, Bézier curves were chosen for this project, which
are fully determined by their control points [ k0,...,kN ] = K. The
curve design process normally begins by transforming the boundary
conditions for state and input trajectories to equivalent boundary
conditions for the flat output using the inverse endogenous transform
(ξ−1q , ξ−1u ). In case of the fixed-wing application, the flat output and
its first two derivatives σ, στ and σττ are computed from the state
vector q and inputs u, though the derivatives are only fixed up to a
scale factor. Ideally, one would continue by writing the expressions for
the parametric curve and its derivatives, evaluated at both ends of the
curve, equate them to the boundary conditions and finally solve the
resulting system for the curve parameters. However, this procedure
may not always be possible due to complicated nonlinearities in the
equations or because the number of boundary conditions does not
match the number of curve parameters. Heuristics have to be applied
to fix the remaining degrees of freedom, which makes the development
of the curve generator a non-automatable, highly application-specific
task. Although not explicitly stated in the above figure, the generator
may fail to find a suitable curve for the given boundary conditions and
is therefore another valid cancellation point of the local planner.
Collision Detector The block wraps an intersection test routine for the
utilized obstacle model and curve type. A suitable routine for polygonal
obstacles and Bézier curves is described in Section 4.2. Assuming that
the flat output encodes the position of the vehicle, which is true at least
for quadrotors (position & yaw angle), differential-drive ground robots
(position) and the fixed-wing application considered in this thesis, the
curve (or a projection thereof) fully describes the path that has to stay
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in the obstacle-free subset of the operating space. Collision detection is
thus a purely geometric operation, that can be performed at an early
stage of the local planning process, before starting potentially futile
computations further down the line.
Parametric Curve In this block, expressions for evaluating the para-
metric curve and its derivatives w. r. t. the location parameter τ are
implemented, e. g. (3.9) for Bézier curves, in which case the derivatives
are Bézier curves, too.
Time Scaling As exemplified in Section 3.2.2, the curve’s location
parameter τ is rarely a good time equivalent. This can be overcome
by introducing a time scaling τ(t), which is conceptually similar to
the common hierarchical approach of first solving the geometric path
planning problem and then choosing a velocity profile. The time scaling
considered in this project is defined by a differential equation
τ̇ = fscal(σ(τ), στ (τ),σττ (τ), . . . ) , (3.18)
where fscal must be uniformly positive to ensure that τ(t) is monotone,
but otherwise fscal may be an arbitrary nonlinear combination of the flat
output and its derivatives. The differential formulation is motivated by
the fixed-wing application, in which the scaling defined by (3.10) is used
to achieve constant airspeed – a result that would have been impossible
with a purely algebraic time scaling. Aside from the increased modelling
flexibility, allowing an ODE-based time scaling might seem odd at first
sight, because it re-introduces differential relations just after arriving
at an algebraic system description thanks to flatness. However, it is
still possible to obtain analytic expressions for the system trajectories
and their derivatives w. r. t. time with the location parameter τ as an
independent variable. By the definition of flatness, this is trivially true
for the state vector
q(t) = ξq(σ(τ(t)), στ (τ(t)), . . . ) = q(τ) .
An application of the chain rule and subsequent substitution of the
scaling function yields the desired result for the first derivative
q̇ = ∂
∂τ
ξq ·τ̇ =
∂
∂τ
ξq(σ(τ), στ (τ), . . . )·fscal(σ(τ), στ (τ), . . . ) = q̇(τ) .
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Higher order derivatives q̈, ...q , . . . translate into higher derivatives of
the endogenous transform w. r. t. τ , which are functions of τ , obviously,
and higher derivatives of the time scaling w. r. t. time, i. e. τ̈ , ...τ , . . . ,
that can also be rewritten in terms of τ by successive applications of
the chain rule and substitutions, e. g.
τ̈ = τ̇τ τ̇ =
∂
∂τ
fscal(σ(τ), στ (τ), . . . ) ·fscal(σ(τ), στ (τ), . . . ) = τ̈(τ) .
Of course, the same transformations can be applied to the input tra-
jectory, too. More generally, every expression involving states, inputs
and their derivatives w. r. t. time, that does not contain any explicit
reference to time, can be written as a function of τ = τ(t) and therefore
shall be called implicitely time-dependent. The importance of this tran-
scription becomes apparent when realizing that the following blocks
will never evaluate these functions for specific points in time, but only
for values of τ . Consequently, there is no need to solve the ODE (3.18)
at any stage of local planning and thus, the added flexibility of a differ-
ential time scaling comes at almost no performance penalty. The only
place where a solution of the ODE definitely cannot be avoided is in
the generation of reference values for a tracking controller (see elements
at the bottom of Figure 3.7), but compared to the computational effort
associated with the planner, an iterative solution of a scalar differential
equation by a numerical scheme like Runge-Kutta should be barely
noticeable.
Feasibility Test The trajectory candidate obtained thus far is by con-
struction compliant with the dynamics of the system and has suc-
cessfully passed the collision detector. However, it might still exceed
physical limitations of the platform, which can be formally stated
as point-wise inequality constraints c(t) > 0 ∀t ∈ [t0, tf ]. These con-
straints are checked by the final feasibility test. The relevant expressions
for the fixed-wing application are given by (3.14). Note that the feasibil-
ity test is an a posteriori operation. The local planner is not equipped
to specifically design feasible trajectories, although heuristics may be
implemented in the curve generator or the overall RRT* framework
to reduce the rate of failure due to constraint violations. Since the
time scaling τ(t) is monotone and c is assumed to be implicitly time
dependent, the constraint conditions can be equivalently stated for the
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range of the location parameter τ :
∀t ∈ [t0, tf ] : c(t) > 0 ⇔ ∀τ ∈ T : c(τ) > 0 . (3.19)
This reformulation conveniently eliminates the unknown final time tf ,
but the parameter interval T is still an infinite set. The actual validation
is performed by wrapping each inequality in an indicator function that
goes to infinity as the constraint approaches zero, and integrating
the resulting indicator terms over the parameter interval. A suitable
indicator function is the natural logarithm, because it maps a wide range
of arguments to reasonable magnitudes, which mitigates numerical
difficulties associated with singular or almost singular integrands. If
the integration result is finite, feasibility of the associated trajectory
can be deduced:∫︂
T
∑︂
i
− log(max(0, ci(τ)))dτ <∞ ⇒ c(τ) > 0 a. e. τ ∈ T .
(3.20)
Testing an infinite number of inequalities has thus been replaced by a
single integral computation. Note that the feasibility conditions are
slightly relaxed due to the theoretical possibility of integrable singu-
larities. In practice, this should be of no consequence. The evaluation
of the integral is performed numerically. Since the evaluation routine
aborts prematurely upon encountering the first non-finite integrand
value, infeasible trajectory candidates will usually be recognized very
early in the computation process.
Cost Computation In general, the cost is composed of a discrete part
fd, which can be computed directly from the curve parameters K, and
a line integral over the trajectory segment. In accordance with [KF10a],
the combined cost function should be Lipschitz continuous (w. r. t. the
parameters K) and uniformly bounded away from zero. Assuming
that the integrand f ′c is implicitly time dependent, the integration
variable t can be substituted by the curve parameter τ , which does also
conveniently fix the integral boundaries to known values:∫︂ tf
t0
f ′c(t)dt =
∫︂
T
f ′c(σ(τ), στ (τ), . . . )
fscal(σ(τ), στ (τ), . . . )
dτ =
∫︂
T
f ′c(τ)
τ̇(τ) dτ .
(3.21)
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Note that the right-most expression is exactly the format used in the
cost definition (3.15) of the fixed-wing application. The cost integral
(3.21) is evaluated simultaneously to the feasibility test integral (3.20)
by a vectorized quadrature routine, because both integrands typically
share a substantial amount of terms (c. f. (3.14) and (3.16)) that would
be computed redundantly otherwise. The integral part of the cost
function is thus obtained as a by-product of the feasibility test (or vice
versa).
3.3.2 Curve Generator for a Fixed-Wing Aircraft
In the present section, an implementation of the purple curve generator
block from Figure 3.7 is described for fixed-wing aircrafts according to
the model (3.1), based on Bézier curves (3.9). A necessary property of
the generated curves is continuity of state and input signals across node
boundaries, because discontinuities in theses signals would result in
physically impossible trajectories. This requirement leads to dim(q) +
dim(u) = 5 + 2 = 7 boundary conditions at both ends of each curve.
On the other hand, the number of free parameters of a Bézier curve
with N + 1 control points k0, . . . ,kN can be varied in increments of
dim(ki) = 3 only. As there is no curve order N such that the number
of free parameters exactly matches the number of boundary conditions,
additional degrees of freedom are inevitable, which rules out a unique
solution for the control points. However, since the flat output trajectory
coincides with the aircraft’s flight path, free parameters may be sensibly
selected according to geometric considerations. The general procedure
for computing the control points of a single curve is given in Subsection
3.3.2.1. Due to the surplus degrees of freedom, the procedure involves
several undecided parameters. In Subsections 3.3.2.2–3.3.2.4, heuristics
are presented to select these parameters for different operating modes
of the local planner.
3.3.2.1 Computation of the Control Polygon
To decouple both ends of the curve, the first three control points k0, k1
and k2 are derived solely from the initial value conditions q0 and u0.
Since these are only seven conditions, two undecided parameters are
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Figure 3.8: Geometric relations for the computation of the Bézier control
polygon.
introduced. Likewise, in connect mode, the final value conditions qf
and uf determine the last three control points with another pair of
undecided parameters. Obviously, the outermost control points coincide
with the segment’s start and goal location:
k0 = r0 kN = rf (3.22)
In the following, the computation for the beginning of the curve, i. e.
for τ = 0, is described. It is assumed that the trajectory derivatives ṙ0
and r̈0 have been computed according to (3.1) and
r̈ = V
⎛⎝χ̇
⎡⎣− sin χ cos γcos χ cos γ
0
⎤⎦− γ̇
⎡⎣cos χ sin γsin χ sin γ
cos γ
⎤⎦⎞⎠ . (3.23)
For later reference, the first two derivatives of the curve w. r. t. τ are
stated:
στ (0) = N(k1 − k0)
σττ (0) = N(N − 1)(k2 − 2k1 + k0)
(3.24)
The first inner control point defines the tangent at the beginning of the
curve, which has to be parallel to ṙ0, but its length l0 is an undecided
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parameter:
ṙ0 = στ (0) · τ̇0 = V ·
k1 − k0
|k1 − k0|= l0
→ k1 = k0 +
l0
V
ṙ0 (3.25)
As an auxiliary result, the same parameter will also fix τ̇0 = V/(N · l0).
The next control point is obtained by evaluating r̈ = σττ τ̇2 + στ τ̈ at
τ = 0, plugging in (3.24) and rearranging for k2:
k2 = k0 +
1
N(N − 1)τ̇20
r̈0⏞ ⏟⏟ ⏞
pg0
+ l0
V
(︃
2− τ̈0(N − 1)τ̇20
)︃
⏞ ⏟⏟ ⏞
λ0
ṙ0
= pg0 + λ0ṙ0 .
(3.26)
The rightmost expression reveals that k2 is confined to a line in the
ṙ0/r̈0-plane parallel to ṙ0 (see Figure 3.8), which makes λ0 the second
undecided parameter by virtue of τ̈0.
An analogous derivation for the other end of the curve (τ = τ(tf) = 1)
leads to similar expressions
kN−1 = kN −
lf
V
ṙf (3.27)
kN−2 = kN +
r̈f
N(N − 1)τ̇2f⏞ ⏟⏟ ⏞
pgf
− lf
V
(︃
2 + τ̈f(N − 1)τ̇2f
)︃
⏞ ⏟⏟ ⏞
λf
ṙf (3.28)
= pgf − λf ṙf
with undecided parameters lf , λf and the auxiliary result τ̇f = V/(N · lf).
3.3.2.2 Curve Generation in Connect Mode
In connect mode, i. e. during a rewire attempt, the full set of boundary
conditions is present. A Bézier curve of order N = 5 with control points
k0 . . . k5 is designed in this case, using the results from the previous
section and fixing the undecided parameters according to the following
guidelines. The distances l0 and lf are selected equal for symmetry:
l0 = lf = min
(︃
|rf − r0|
N
, V
)︃
, N = 5 (order of the curve).
(3.29)
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(a) The intersection of the plane with the blue (green) constraint line
fixes the positions of k2 (k3).
(b) Planar visualization: The planes are centred
between k1k3 (blue) and k2k4 (green).
Figure 3.9: Strategy for selecting the innermost control points k2 and k3.
When ignoring the upper limit V , this is an optimal selection if the
curve is a straight line. It becomes worse the more the curve is bended.
However, as rewiring should neither happen nor succeed for heavily
bended curves, this is a minor issue.
The rationale for selecting the innermost control points is illustrated
in Figure 3.9. Recall that k2 and k3 are confined to the blue and green
lines, respectively. Now imagine a plane that is perpendicular to the
connection between k1 and k3 and has equal distance d0 to both of
these control points. The desired position of k2 is the intersection
of its confining line with the described plane. In the same way, a
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plane centred between k2 and k4 defines the position of k3. As the
construction of each plane involves a control point determined by the
other plane, one has to solve for both of the remaining parameters
simultaneously. The point-normal forms of the planes shown in Figure
3.9 are
(r − k2)T(k3 − k1) = 0 and (r − k3)T(k2 − k4) = 0 . (3.30)
Expressing the equal-distance constraints results in the system
kT1 k1 = kT3 k3 + 2kT2 (k1 − k3)
kT4 k4 = kT2 k2 + 2kT3 (k4 − k2)
(3.31)
Inserting (3.26) and (3.28), followed by regrouping for λ0 and λf yields
A1 = B1λ0 + Cλ0λf + D1λf + Eλ2f (3.32a)
A2 = Eλ20 + B2λ0 + Cλ0λf + D2λf (3.32b)
with
A1 = kT1 k1 − pTgfpgf + 2pTg0(pgf − k1) B1 = 2ṙT0 (k1 − pgf)
A2 = kT4 k4 − pTg0pg0 + 2pTgf(pg0 − k4) B2 = 2ṙT0 (pg0 − pgf)
D1 = 2ṙTf (pg0 − pgf) C = 2ṙT0 ṙf D2 = 2ṙTf (pg0 − k4) E = ṙTf ṙf .
This system can be solved by subtracting (3.32b) from (3.32a)
A1 −A2 = −Eλ20 + (B1 −B2)λ0 + (D1 −D2)λf + Eλ2f
∆A = E(λ2f − λ20) + ∆B λ0 + ∆D λf
(3.33)
and inserting the roots w. r. t. λ0
λ0 =
∆B
2E ±
√︄
λ2f +
∆D
E
λf +
(︃
∆B2
4E2 −
∆A
E
)︃
(3.34)
into (3.32a). After isolating the square root and squaring the equation,
a quartic in λf is obtained. Any negative solution would place k3 on
the opposite side of r̈f from k4 and would result in a heavily bended
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Figure 3.10: Illustration of the
default connection method
for a leaf node.
Figure 3.11: Illustration of an alternative
connection method (“straight line strat-
egy”).
curve. Hence, the smallest positive solution is selected. Other positive
solutions would place k3 at an undesirable far distance from k4. If
there is no positive solution, the curve generator returns failure. The
final parameter λ0 is obtained by evaluating (3.34) for λf . Experience
suggests that the “ + ” solution yields a more benign curve. In case of
a complex root, its real part is used.
3.3.2.3 Curve Generation for a Leaf Node
If the target is a leaf node, the rewire step is allowed to change the
instantaneous inputs and the orientation at the target node. The final
value conditions thus reduce to a position rf . A Bézier curve of order
N = 3 is sufficient in this case with k3 = rf . As sketched in Figure
3.10, the selection of the remaining control points is motivated by equal
distances |k1 − k0| = |k2 − k1| = l0 with
l0 = min
(︃
V,
|rf − r0|
N
)︃
. (3.35)
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Figure 3.12: An example in which control point selection according to (3.36)
(left) is worse than a straight line strategy (mid). The area for rf where
the alternative solution is preferred is hatched in the right figure.
Using (3.26) for k2, the approach turns into a quadratic in λ0, solved
by
λ0 = Re
⎧⎨⎩ ṙT0 ∆V 2 +
√︄[︁
ṙT0 ∆
]︁2
V 4
− |∆|
2 − l210
V 2
⎫⎬⎭ , ∆ = k1 − pg0,
(3.36)
where taking the real value results in (k2 − k1) ⊥ ṙ0 if |pg0 − k0| > l0.
The above strategy leads to highly suboptimal curves in certain
situations, e. g. when taking the real value in (3.36) is actually necessary.
A typical situation is depicted in Figure 3.12, alongside a superior
alternative. If the goal position is “behind” k1 and beyond the k2-line
(hatched areas in the right part of the figure), i. e. if the conditions
(rf − k1)Tṙ0 > 0 ∧ (rf − pg0)Tr̈0 > 0 (3.37)
are satisfied, a more suitable curve is obtained by following a “straight
line strategy” for the placement of k2. The name should not be taken
literally, because in practice, k3 = rf is typically not on the plane
formed by ṙ0 and r̈0 and therefore the last three control points k1
to k3 do not form a straight line. The next best approximation is to
define a perpendicular plane that contains both k1 and k3 and use its
intersection with the blue line as a control point location. This setup
90
3.3 Randomized Trajectory Planning for Flat Systems
Figure 3.13: Geometric definitions for control point placement in steer
mode.
is depicted in Figure 3.11. The corresponding line parameter is
λ0 =
(k1 − pg0)Tn
ṙT0 n
with n = (k3 − k1)× (ṙ0 × r̈0) . (3.38)
The control point k2 is then computed using λ0 from (3.38) if (3.37)
is true or from (3.36) otherwise.
3.3.2.4 Curve Generation in Steer Mode
In steer mode, which is invoked during tree extension, Bézier curves of
order N = 3 are designed. The first three control points are needed to
fulfill the initial value conditions q0 and u0, corresponding to the tree
node the potential new trajectory segment will be attached to. A fourth
control point is used to deflect the end of the curve into the direction
of a random sample rrand. Typically, the random sample is not reached
exactly, because the segment length is bounded and curvature limits
are enforced heuristically to take into account physical limitations of
the vehicle. The latter is crucial for achieving a high success rate of
extension attempts and therefore good exploration performance of the
RRT* algorithm.
The necessary definitions for the computation of the control points
are depicted in Figure 3.13. As usual, the first two control points are
obtained from (3.22) and (3.25). For symmetry reasons, the undecided
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parameters l0 and lf are selected equal,
l0 = lf =
min (|r0 − rrand| , dmax)
N
, (3.39)
where dmax is an implementation defined constant (here dmax = V ).
The placement of k2 is driven by a minimum turning radius Rmin for
level flight, which can be computed from (3.1) by setting ṙz = γ = γ̇ ≡ 0
and interpreting the resulting azimuth derivative χ̇ = g/V tan(µmax)
at maximum path bank angle as an angular rate:
ωmax ·Rmin = V → Rmin =
V
ωmax
= V
2
g ·
1
tan(µmax)
.
(3.40)
Recall from (3.26) that k2 is confined to a line parallel to ṙ0. The
distance ∆g is a function of l0, i. e. it is fully determined after k1
has been fixed. Now consider the lines g1 and g2 in the left part of
Figure 3.13, which are normal to k1k2 and k0k1, respectively. When
the initial portion of the control polygon is interpreted as a very crude
approximation of a circular arc, a curvature limit can be enforced by
choosing the location of k2 such that the intersection s of g1 and g2 is
at least Rmin away from both k0 and k2.
In the following derivation, unit vectors are denoted by ˜︁a = a/ |a|,
which makes (˜̇︁r0, ˜︁r0) an orthonormal basis. To begin with, (3.25) and
(3.26) are rewritten using the new notation:
k1 = k0 + l0˜̇︁r0
k2 = k0 + ∆g˜︁r0 + λ̃ ˜̇︁r0 with ∆g = |r̈0|N(N − 1)τ̇20 . (3.41)
Since (k2−k1) is a linear combination of the orthonormal basis vectors,
it is straightforward to get an expression for the normal vector
n = (λ̃− l0)˜︁r0 −∆g˜̇︁r0 . (3.42)
Now everything is in place to formally define the lines g1 and g2:
g1 : r = k2 + d1n = k0 +
(︁
∆g + d1(λ̃− l0)
)︁ ˜︁r0 + (λ̃− d1∆g)˜̇︁r0
g2 : r = k0 + d2˜︁r0 . (3.43)
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It is important to keep in mind that d1 is a metric length, but d2 is
not, because in general |n| ̸= 1. Equating both lines to obtain their
intersection s yields
d1 =
λ̃
∆g
and d2 = ∆g +
λ̃(λ̃− l0)
∆g
. (3.44)
The goal of keeping s at least Rmin away from k0 and k2 translates
into
d1|n| ≥ Rmin ∧ d2 ≥ Rmin , (3.45)
which has to be satisfied by an appropriate choice of λ̃. Determining
the critical value for both inequalities requires solving the following
equations:
0 = λ̃4 − 2l0λ̃3 + (l20 + ∆2g)λ̃2 −R2min∆2g (3.46a)
0 = λ̃2 − l0λ̃ + ∆g(∆g −Rmin) . (3.46b)
For obvious reasons, only the smallest positive solutions (if any) are
considered. Furthermore, it is advisable to avoid |k2 − k1| < l0, which
is ensured by
λ̃ ≥ Re
{︂
l0 +
√︂
l20 + ∆2g
}︂
. (3.47)
Taking the real value results in k1k2 ⊥ ṙ0 if ∆g > l0. Finally, the
maximum of the three results is inserted into (3.41) to obtain k2.
The last control point, which deflects the curve towards rrand, is
determined according to the magnified box in Figure 3.13. First,
a direction b is selected as a linear combination of (k2 − k1) and
(rrand − k2). Note that, despite the planar illustration, this vector
is not necessarily in the same plane as the control points k0, k1 and
k2. Ideally, b would point directly towards the random sample, which
would be achieved by setting α = φ. To prevent excessive curvature,
an upper limit is imposed:
α = min (φ, φmax) (here: φmax =
lf
V
) . (3.48)
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The nominal position of k3 is at a distance lf on the ray formed by
k2 and b. If this would place rrand on the segment k2k3, the sample
itself is used as the final control point instead. Hence, the steering
function can actually reach certain samples exactly. A final correction
may be applied to the z-coordinate of k3 in order to make sure that
the elevation angle of k2k3, i. e. γ(τ = 1), is in its allowed range
[γmin, γmax].
3.3.3 Fixed-Wing Specific Modifications of the RRT*
Further application-specific heuristics built into the RRT* algorithm
are briefly described below. These are familiar techniques that have
appeared more or less alike in the literature before. None of them is
absolutely necessary, but they all help to improve the computational
efficiency.
Task-Space Sampling: The attentive reader might have noticed that
the random sample rrand considered in Section 3.3.2.4 is not an element
of the full search space X = Q × U , but of a task-specific subspace,
similar to [ST09; JKF11]. Restricting the sampling process to position
coordinates accelerates the exploration of the operating space of the
aircraft, which is far more important for finding a (not necessarily opti-
mal) solution than an approximately uniform coverage in all dimensions
of the search space. Also, in a tightly constrained problem like the
fixed-wing application, the steering function greatly benefits from the
flexibility of freely choosing the target orientation etc. at intermediate
points to generate a feasible segment. Nevertheless, the RRT* imple-
mentation supports a fixed orientation and, for example, neutral inputs
at the goal by switching to the connect procedure (Section 3.3.2.2)
whenever a node is sufficiently close to the goal in an extension step.
Biasing: Unsurprisingly, the fixed-wing planner also implements the
widely-used goal biasing technique mentioned in Section 2.1.3.1 on
page 21. A rather strong goal bias of Pgoal = 0.35 is employed to
focus the tree growth to a more direct path towards the goal. The
performance impact is further analysed by an experiment in Section
5.2.3.1. After an initial solution has been found, there is no point
in sustaining the goal bias. Instead, sampling is biased towards the
current best solution in order to boost the otherwise barely existing
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Figure 3.14: Examples of flight path approximations by geometric primitives
for estimating the remaining cost-to-go.
effect of improving the trajectory via rewiring. With a probability
of Psln = 0.5, the sample is drawn from the vicinity of the solution
trajectory. In that case, with a 90 % chance, it is selected close to an
inner node of the trajectory, because rewiring will most likely succeed
for slight variations of an existing node. In the remaining 10 % of the
times, the sample is selected from a ball centred at a random trajectory
location. Note that in principle, the optimization performance of the
RRT* component is not important in the hybrid approach. However,
a better initial solution for the numeric optimizer will usually require
less computation time. On the occasion that the optimizer efficiency
can be improved in the future, a smaller bias Psln is advisable.
Cost-To-Go Heuristic: The node closest to vrand in line 4 of Algorithm
2.2 is determined by seeking the node that is expected to incur the least
cost between the node and the random sample. This is measured by
adding the true cost of the trajectory segment generated by the steer
function and a heuristic estimation of the remaining cost-to-go from
the end of the segment to the sample. The process starts by sorting the
nodes according to a weighted combination of their Euclidean distance
to the sampled position and the angle between the node’s heading
vector and the direction towards the sample. Afterwards, the nodes are
considered for extension in ascending order up to a predefined maximum
value or until the first successful extension attempt, whichever happens
later. For every successful extension attempt, the remaining cost-to-go
is approximated by the length of a concatenation of geometric primitives.
Several characteristic situations are illustrated in Figure 3.14. In the
two situations depicted on the left, the alleged flight path is composed
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of a circular arc, aligned with the end of the newly planned trajectory
segment, and a tangent section bridging the gap to rrand. The radius
of the arc is set to Rmin from (3.40). Both primitives are on a plane
formed by ṙf and the vector (rrand − rf). If the plane is inclined too
much for the allowed climb or descent capabilities of the modelled
aircraft, one or more full helix rotations are inserted before the arc in
order to reduce the height difference (rightmost situation in the figure).
Note that the number of helix rotations is an integer, which causes
discontinuities in the cost-to-go map. A similar heuristic was proposed
in [HKK07].
While the described approach is certainly an improvement over the
naïve Euclidean distance metric, it is still a purely length-based cost
approximation that does not take into account the true cost formulation
(3.15, 3.16). However, as the primary ingredient of the true cost is a
line integral, the longer the trajectory, the higher will be its cost, which
is consistent with the heuristic.
Approximate Reachability Test: Performing a connection attempt
(sections 3.3.2.2 and 3.3.2.3) is pointless, if the target node is not in
the forward-reachable set of the other node. Unfortunately, in case of
a nonlinear system, testing for reachability is equally complicated as
solving the local planning problem. Nevertheless, many pairs of nodes
can be ruled out by considering simple approximations of the reachable
set. Incorporating reachability considerations, albeit in a different part
of the algorithm, is also the main topic of [SWT09]. In the present
planning algorithm, a hand-crafted funnel-shaped approximation is
used, whose interior corresponds to the condition
⃓⃓̃̇rT0 ×∆⃓⃓⏞ ⏟⏟ ⏞
|∆| sin∢(ṙ0,∆)
≤ ̃̇rT0 ∆⏞ ⏟⏟ ⏞
|∆| cos ∢(ṙ0,∆)
· tan
(︄
π
4 min
(︂
1,
̃̇rT0 ∆
dreach⏞ ⏟⏟ ⏞
|∆|
dreach
cos ∡(ṙ0,∆)
)︂)︄
(3.49)
with ∆ = rf − r0. The funnel surface is depicted in Figure 3.15 (right),
alongside a visualization of the true reachable set, that was computed
by numerically propagating the equations of motion (3.1) for several
combinations of the most extreme input values.
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Figure 3.15: Reachable set for horizontal level flight computed numerically
(left) and funnel approximation according to (3.49) with dreach = 10 m
(right).
Sanity Measures: Because extension planning (c. f. Section 3.3.2.4)
involves several min/max-operations, whole regions of the sample space
are mapped to the same curves, which could lead to duplicated tree
nodes and branches, especially in difficult areas of the search space.
To avoid this nuisance, an extension attempt is rejected, if, with some
tolerance, it leads to an already occupied spot in the search space. Also,
failed extension attempts to the goal are memorized in the offending
nodes to avoid futile calculations in future iterations. Finally, a fan-out
limit is implemented as a precaution against highly unbalanced trees.
After the tree has grown to at least 20 branches, nodes aggregating
more than 25 % of the branches are excluded from the set of possible
extension candidates.
3.4 Nonlinear Trajectory Optimization
The RRT* planning component is now complemented by a trajectory
optimization approach. The exposition starts in Section 3.4.1 with a
specification of the optimization problem for the fixed-wing application.
Even more than in the previous section, the problem serves as a demon-
stration example only to make the presentation more tangible. Unlike
the planner, the optimizer is fully developed as a generic algorithm
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with no need to tailor components specifically for the given application.
The core algorithm – a semi-infinite primal dual method and one of the
main contributions of this thesis – is described in Section 3.4.2. This
version does not yet ensure a collision-free trajectory, which is why
obstacle support is added in Section 3.4.3. Subsequently, in Section
3.4.4, an inherent numerical degeneracy is analyzed and a remedy is
proposed. The chapter closes with a pseudo-code summary of the
augmented optimization algorithm in Section 3.4.5.
3.4.1 Derivation of the Optimization Problem
In this section, the fixed-wing aircraft trajectory optimization task is
stated as a semi-infinite optimization problem. To be able to migrate
trajectories between the RRT* planner and the optimizer, both compo-
nents must employ compatible trajectory descriptions, that are easily
convertible into each other. Recall from the previous section that the
RRT* represents trajectory segments as Bézier curves. The control
points were selected to ensure continuous state and input signals across
segment boundaries. To maintain these continuity conditions automat-
ically during the optimization process, the parametrization depicted
in Figure 3.16 is proposed. The vector of optimization variables is
composed of two alternating types of parameter sets:
x = [r0, χ0, γ0, µ0, n0⏞ ⏟⏟ ⏞
Node 0
, l1,1..4⏞ ⏟⏟ ⏞
Segment 1
, r1, χ1, γ1, µ1, n1⏞ ⏟⏟ ⏞
Node 1
, . . .
. . . , lS,1..4⏞ ⏟⏟ ⏞
Segment S
, rS , χS ,γS , µS , nS⏞ ⏟⏟ ⏞
Node S
]T (3.50)
Node parameter sets, comprised of state and input variables, charac-
terize the system behaviour at segment boundaries and also define the
shape of adjacent curves up to some scaling factors. These scaling
factors are provided by intra-segment parameter sets ls,1..4. The imple-
mentation allows to fix individual components of each node parameter
set. Typically, all components of the initial node as well as the final
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Figure 3.16: Parameterization of the optimization problem.
position are kept constant, yielding the modified vector
x̃ = [ l1,1..4⏞ ⏟⏟ ⏞
Segment 1
, r1, χ1, γ̃1, µ̃1, n1⏞ ⏟⏟ ⏞
Node 1
, . . . , lS,1..4⏞ ⏟⏟ ⏞
Segment S
, χS , γ̃S , µ̃S , nS⏞ ⏟⏟ ⏞
Node S
]T
(3.51)
with fixed components removed. As a minimum, the exterior node
positions must be fixed to prevent the trajectory from collapsing to a
single point. There is no provision to fix intra-segment scaling factors.
Furthermore, variable transformations
γ̃s = tan γs µ̃s = tan µs (3.52)
are introduced to attenuate nonlinearities and to avoid periodicity
issues with the model functions.
Given a sequence of Bézier curves of order N = 5 from the RRT*
with control point vectors ks,0 . . . ks,5, s = 1, . . . ,S, the optimization
problem can be initialized as follows: First, compute the node param-
eters from (3.11) and (3.13) using τ ∈ {0, 1} for s = 1 and τ = 1 for
s ≥ 2. Next, calculate
r̈ = V
⎛⎝χ̇
⎡⎣− sin χ cos γcos χ cos γ
0
⎤⎦− γ̇
⎡⎣cos χ sin γsin χ sin γ
cos γ
⎤⎦⎞⎠ (3.53)
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for each node, using (3.1) for χ̇ and γ̇. Finally, the scaling factors are
obtained as
ls,1 = |ks,1 − ks,0| ls,4 = |ks,5 − ks,4|
ls,2 = |ks,2 − ks,0 −
N
N − 1
(︃
ls,1
V
)︃2
r̈s−1| ·
1
V
ls,3 = |ks,5 − ks,3 +
N
N − 1
(︃
ls,4
V
)︃2
r̈s| ·
1
V
.
(3.54)
The reverse transformation from a vector x of node- and intra-segment
parameters is achieved by
ks(x) =
⎡⎢⎢⎢⎢⎢⎢⎣
ks,0
ks,1
ks,2
ks,3
ks,4
ks,5
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
rs−1
rs−1 + ls,1V ṙs−1
rs−1 + ls,2ṙs−1 + NN−1
(︂
ls,1
V
)︂2
r̈s−1
rs − ls,3ṙs + NN−1
(︂
ls,4
V
)︂2
r̈s
rs − ls,4V ṙs
rs
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.55)
with ks(x) ∈ R3(N+1), using ṙ and r̈ from (3.1) and (3.53), respectively.
With the control points available, the cost function (3.15) and the
constraints (3.14) can be evaluated for every segment, which translates
into the following problem statement:
min
x̃
→ see (3.51)
S∑︂
s=1
(︃
fd,s +
∫︂
T
f ′s(τ)
τ̇(τ) dτ
)︃
subject to γmin ≤ γs(τ) ≤ γmax
|µs(τ)| ≤ µmax
nmin ≤ ns(τ) ≤ nmax
|µ̇s(τ)| ≤ µ̇max
ṅmin ≤ ṅs(τ) ≤ ṅmax
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭∀τ ∈ [0, 1]
segment s is collision free.
s = 1, . . . ,S
(3.56)
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Figure 3.17: Illustration of a locally infeasible trajectory optimization prob-
lem due to an algorithm that allows infeasible intermediate iterates. It is
assumed that the optimization process is started without knowledge of
the obstacles, but discovers and adds them at later iterations as described
in Section 3.4.3. Because the depicted trajectory is now stuck between the
two obstacles, a feasible solution that adheres to the indicated curvature
limits cannot be reached anymore.
Obstacle penetration is prevented by dynamically adding appropriate
constraints during the optimization process as described in Section 3.4.3.
A simpler form of (3.56) for static manipulator trajectory planning
has been studied already in [Mar88] and some related attempts, e. g.
[VFG04; VF06], have surfaced since then.
3.4.2 The Main Algorithm
3.4.2.1 Classification and Preliminaries
The algorithm developed to attack the semi-infinite problem (3.56) is
an iterative local nonlinear optimizer based on a
feasible primal dual filter line search method.
Differential flatness is exploited only in the problem formulation and is
not a prerequisite for the optimizer itself. The algorithm follows the
primal-dual paradigm presented in Section 2.2.2.3 with lazy discretiza-
tion of the inner linear subproblems (see Section 2.2.4) to deal with
infinite constraints. In contrast to many publicly available NLP codes,
a feasible variant of the algorithm is implemented, i. e. no slack-based
reformulation of inequality constraints is attempted. Every intermedi-
ate trajectory is thus feasible with the benefits that (a) the algorithm
can be terminated prematurely after every iteration, much like the
RRT* planner, and (b) locally infeasible situations due to dynamically
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Algorithm 3.1: Basic primal dual line search optimization
Input: Initial guess x(0)
Output: Local optimizer x∗
1 assert isFeasible(x(0));
2 (y(0), z(0))← initializeIterates(x(0));
3 µ← initializeBarrierParameter;
4 while true do
5 ϵ← computeResidual;
6 if ϵ < ϵtol then return SUCCESS ;
7 if ϵ < κϵµ then µ← updateBarrierParameter;
/* else leave barrier parameter unchanged */
8 (∆x, ∆y, ∆z)← computeStep;
9 αz, max ← determineMaxDualStepLength(1); /* maximum is 1 */
10 α← 1; /* natural Newton step length */
11 repeat
12 αmax ← determineMaxStepLength(α); /* maximum is α */
13 α← performLineSearch(αmax); /* start search with αmax */
14 until isFeasible(x + α∆x);
15 (x, y, z)← (x + α∆x, y + α∆y, z + αz, max∆z);
detected obstacles, as illustrated by Figure 3.17, are avoided. A feasible
initial guess is always provided by the RRT*. Later, when treating
numerical difficulties in Section 3.4.4, feasibility w. r. t. trajectory con-
straints is slightly relaxed. The line search concept is a necessity for
the obstacle treatment described in Section 3.4.3. The filter approach
was selected to avoid estimating a penalty parameter.
The essential steps of the optimizer are laid out in Algorithm 3.1 as
a guideline for the presentation to come. A more detailed pseudo-code
can be found at the end of this chapter. The computation of the step
direction and related aspects (lines 5–8) are explained in Section 3.4.2.2,
while Section 3.4.2.3 covers the process of determining the step length
(lines 9–14).
As already pointed out in the background material, a considerable
portion of a good optimization code consists of mechanisms to han-
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dle problem-specific peculiarities and ensure good numeric properties.
These details often evolved over many years of research and testing.
To embrace previous results, the general purpose NLP code IPOPT
[Wäc02; WB06] has been selected as a starting point for this project.
This code has now matured for more than a decade and is also backed
at a theoretical level by global [WB05b] and local [WB05a] convergence
proofs. In the hope of transferring these favourable properties, the
developed algorithm follows procedures and mathematical formulations
from IPOPT exactly or in a form adapted to semi-infinite optimization,
whenever appropriate. However, no source code is reused. Also, due
to the extent of the IPOPT project, not all aspects were adopted and
thus, one should not expect a similar level of proficiency yet. On the
other hand, neither IPOPT nor its competitors implement all features
necessary to accommodate the present problem as a whole, which
justifies the development of a novel optimization code from scratch.
3.4.2.2 Step Direction Computation
The search direction is computed as a Newton step. It is assumed that
all functions are sufficiently smooth and their first and second deriva-
tives are available. Later, in Section 4.3 of the implementation chapter,
it is explained how this can be conveniently achieved using automatic
differentiation. The presentation starts by briefly sketching the step
computation for a finite optimization problem. The same principle is
then applied to a simple semi-infinite problem with a single functional
constraint and a practical algorithm is derived. Afterwards, the re-
sult is extended to multiple functional constraints and subsequently
to multiple trajectory segments to better reflects the structure of the
intended problem class. For brevity, no (finite) equality constraints are
considered during the main part of the derivation.
Recall from Section 2.2.1.3 the KKT system for a finite problem with
n optimization variables and m inequality constraints ci ≥ 0:[︃
W −AT
ZA C
]︃ [︃
∆x
∆z
]︃
= −
[︃
∇f −ATz
CZe− µe
]︃
. (3.57)
Remember also that diagonal matrix versions of vectors are indicated
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by upper case symbols, e. g. C = diag([c1, . . . ,cm]T), the matrix
W = ∇2f(x)−
m∑︂
i
zi∇2ci(x) (3.58)
denotes the Hessian of the Lagrangian and A = [∇c1, . . .∇cm]T = ∇c
is the Jacobian of the inequality constraints. The linear system (3.57) is
usually solved in two steps. First, the second block row is multiplied by
ATC and added to the first block row to eliminate ∆z. The resulting
condensed system
[︁
W + ATC−1ZA
]︁
∆x = −∇f + µATC−1e (3.59)
is symmetric and can be solved using an efficient symmetric factoriza-
tion. Note that since C is diagonal, its inversion is trivial. In contrast
to (3.57), the condensed system is seemingly ill-conditioned, because
active elements of c approach zero. However, it was shown in [Wri98]
that this ill-conditioning is of a special form and usually not prob-
lematic in practice, even in the presence of finite precision arithmetic.
Using ∆x, the second block-line of (3.57) can then be solved for the
dual step:
∆z = −z + C−1
(︁
µe−ZAT∆x
)︁
. (3.60)
Now consider a semi-infinite problem with a single functional inequal-
ity constraint c′(τ) ≥ 0 ∀τ ∈ T = [τ0, τf ] ⊂ R, which, in the primal-dual
spirit, is accompanied by a dual function z′(τ) of equal support. By
temporarily neglecting the infinite nature of T and instead interpreting
it as a “huge” set of indices {τ0, . . . , τf}, where each element generates
an individual constraint c′i = c′(τi) and an associated dual variable
z′i = z′(τi), one can formally write an equivalent to the KKT system
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(3.57) for the semi-infinite setting:
n
{︄
∞
{︄
⎡⎢⎢⎢⎢⎢⎢⎣
W ∇c′(τ0)···∇c′(τf)
⏞ ⏟⏟ ⏞
n
[︄
z′(τ0)
. . .
z′(τf)
]︄⎡⎣∇Tc′(τ0)...
∇Tc′(τf)
⎤⎦
⏞ ⏟⏟ ⏞
∞
[︄
c′(τ0)
. . .
c′(τf)
]︄
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
∆x
∆z′(τ0)...
∆z′(τf)
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
−∇f + [ ∇c′(τ0)···∇c′(τf) ]
[︄
z′(τ0)...
z′(τf)
]︄
µ ·
[︄
1...
1
]︄
−
[︄
c′(τ0)
. . .
c′(τf)
]︄[︄
z′(τ0)...
z′(τf)
]︄
⎤⎥⎥⎥⎥⎥⎥⎦
}︄
n}︄
∞
(3.61)
Obviously, solving this hypothetical system directly is impossible, but
the condensed reformulation from above is again a viable approach,
because it eliminates the infinite dimensional dual step ∆z′(τ) and
leaves a system of finite dimension n. Using the finite result (3.59)
as a template, in the following, corresponding expressions for the
semi-infinite case are developed. An analogue to the Hessian of the
Lagrangian (3.58) requires replacing the sum by an integral:
W = ∇2f +
∫︂
T
z′(τ)∇2c′(τ)dτ ∈ Rn×n . (3.62)
Forming an equivalent to ATC−1ZA is possible, because the infinite
direction appears as inner dimension of the matrix products only and
is therefore not preserved in the result. (The two inner diagonals have
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been combined into a single diagonal matrix):
n
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
∂c′(τ0)
∂x1
. . . ∂c
′(τf)
∂x1...
...
∂c′(τ0)
∂xn
. . . ∂c
′(τf)
∂xn
⎤⎥⎥⎦
⏞ ⏟⏟ ⏞
∞
·
⎡⎢⎢⎣
z′(τ0)
c′(τ0)
. . .
z′(τ1)
c′(τf)
⎤⎥⎥⎦
⏞ ⏟⏟ ⏞
∞
·
⎡⎢⎢⎣
∂c′(τ0)
∂x1
. . . ∂c
′(τ0)
∂xn...
...
∂c′(τf)
∂x1
. . . ∂c
′(τf)
∂xn
⎤⎥⎥⎦
⏞ ⏟⏟ ⏞
n
⎫⎪⎪⎬⎪⎪⎭∞
= n
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
z′(τ0)
c′(τ0)
∂c′(τ0)
∂x1
. . . z
′(τf)
c′(τf)
∂c′(τf)
∂x1
...
...
z′(τ0)
c′(τ0)
∂c′(τ0)
∂xn
. . . z
′(τf)
c′(τf)
∂c′(τf)
∂xn
⎤⎥⎥⎦
⏞ ⏟⏟ ⏞
∞
·
⎡⎢⎢⎣
∂c′(τ0)
∂x1
. . . ∂c
′(τ0)
∂xn...
...
∂c′(τf)
∂x1
. . . ∂c
′(τf)
∂xn
⎤⎥⎥⎦
⏞ ⏟⏟ ⏞
n
⎫⎪⎪⎬⎪⎪⎭∞
=
⎡⎢⎢⎣
⟨ z
′(τ)
c′(τ)
∂c′(τ)
∂x1
, ∂c
′(τ)
∂x1
⟩ . . . ⟨ z
′(τ)
c′(τ)
∂c′(τ)
∂x1
, ∂c
′(τ)
∂xn
⟩
...
...
⟨ z
′(τ)
c′(τ)
∂c′(τ)
∂xn
, ∂c
′(τ)
∂x1
⟩ . . . ⟨ z
′(τ)
c′(τ)
∂c′(τ)
∂xn
, ∂c
′(τ)
∂xn
⟩
⎤⎥⎥⎦
⏞ ⏟⏟ ⏞
n
⎫⎪⎪⎬⎪⎪⎭n
=
∫︂
T
z′(τ)
c(τ) ∇c
′(τ) [∇c′(τ)]T dτ ∈ Rn×n .
(3.63)
In the penultimate line, the computation of the matrix elements is
explicitly written in its most general form as inner products. For finite
dimensional matrices, this is equivalent to scalar products of finite
dimensional vectors. However, in the infinite case, the inner product
definition for continuous functions of compact support
⟨a(τ), b(τ)⟩ =
∫︂
T
a(τ)b(τ)dτ
must be applied. The second term of the RHS of (3.61) can be reduced
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to an n-dimensional vector in a similar way:
n
{︁
AT⏞ ⏟⏟ ⏞
∞
· C−1
⏞ ⏟⏟ ⏞
∞
·
⎡⎢⎣1...
1
⎤⎥⎦
⎫⎪⎬⎪⎭∞ =
⎡⎢⎢⎣
⟨ 1c′(τ)
∂c′(τ)
∂x1
, 1⟩
...
⟨ 1c′(τ)
∂c′(τ)
∂xn
, 1⟩
⎤⎥⎥⎦ = ∫︂
T
∇c′(τ)
c′(τ) dτ .
(3.64)
Combining (3.62), (3.63) and (3.64) yields the condensed primal-dual
system for semi-infinite problems:
(︃
∇2f +
∫︂
T
z′(τ)∇2c′(τ)dτ +
∫︂
T
z′(τ)
c′(τ)∇c
′(τ) [∇c′(τ)]T dτ
)︃
∆x =
−∇f + µ
∫︂
T
1
c′(τ)∇c
′(τ)dτ . (3.65)
The integrals are usually evaluated via numeric quadrature (a. k. a.
“automatic integration”). In principle, any black-box quadrature routine
should be able to form the condensed matrix and the RHS vector.
Afterwards, the system can be solved by a symmetric factorization
just as in the finite case. Numeric quadrature implicitly discretizes the
infinite linear subproblems, which has the advantage that no explicit
discretization routine must be developed for the optimization algorithm
or a specific problem. Furthermore, the optimizer automatically takes
advantage of results and advancements in the field of quadrature.
With the primal step ∆x available and by interpreting T as a set
{τ0, . . . , τf} again, an infinite-dimensional analogue to (3.60) can be
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formally stated:⎡⎢⎣∆z
′(τ0)
...
∆z′(τf)
⎤⎥⎦ = −
⎡⎢⎣z
′(τ0)
...
z′(τf)
⎤⎥⎦+
⎡⎢⎣
1
c′(τ0)
. . .
1
c′(τf)
⎤⎥⎦
·
⎛⎜⎜⎝µ
⎡⎢⎣1...
1
⎤⎥⎦−
⎡⎢⎣z
′(τ0)
. . .
z′(τf)
⎤⎥⎦
⎡⎢⎢⎣
∂c′(τ0)
∂x1
. . . ∂c
′(τ0)
∂xn...
...
∂c′(τf)
∂x1
. . . ∂c
′(τf)
∂xn
⎤⎥⎥⎦
⎡⎢⎣∆x1...
∆xn
⎤⎥⎦
⎞⎟⎟⎠ .
(3.66)
An arbitrary element extracted from this infinite-dimensional “vector”
yields the expression
∆z′(τ) = −z′(τ) + 1
c′(τ)
(︂
µ− z′(τ) [∇c′(τ)]T ∆x
)︂
. (3.67)
Applying this result to the previous iterate (with a step length αz)
makes z(τ) a recursive function
z′(k+1)(τ) = z′(k)(τ) + α(k)z ∆z′(k)(τ)
= (1−α(k)z )z′(k)(τ)+
α
(k)
z
c′(k)(τ)
(︃
µ− z′(k)(τ)
[︂
∇c′(k)(τ)
]︂T
∆x(k)
)︃
(3.68)
with initial value
z′(0)(τ) = zinit or z′(0)(τ) =
µ
c′(0)(τ) . (3.69)
The notation c′(k) is used to indicate that the constraint function is
evaluated at x(k), i. e. the optimization variables at iteration k. The re-
cursive definition reveals a dependency on all prior iterates x(0...k), steps
∆x(0...k), as well as µ(0...k) and α(0...k)z . The consequence is that the
evaluation effort increases with every iteration. A technique to alleviate
the increasing complexity by exploiting quadrature implementation
details is described in Section 4.4.
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The basic algorithm is now extended to multiple continuous in-
equality constraints, i. e. vector functions c′(τ) = [c′1(τ), . . . , c′m(τ)]T.
Furthermore, an integral-based cost function f =
∫︁
T
f ′dτ is assumed.
The extension is straightforward, because individual constraint con-
tributions just add up as in the finite-dimensional case. To avoid the
overhead of invoking the quadrature routine multiple times, the integra-
tion and summation operators in the resulting system are rearranged
such that only a single integration remains at each side of the equation:
(︄∫︂
T
∇2f ′(τ)−
m∑︂
i=1
z′i(τ)∇2c′i(τ)⏞ ⏟⏟ ⏞
W ′(τ)
+
m∑︂
i=1
z′i(τ)
c′i(τ)
∇c′i(τ)∇Tc′i(τ)dτ
)︄
∆x
= −
∫︂
T
∇f ′(τ) + µ
m∑︂
i=1
1
c′i(τ)
∇c′i(τ)dτ . (3.70)
To arrive at a more compact notation, additional matrix-valued func-
tions C ′(τ) = diag([c′1(τ), . . . , c′m(τ)]), Z ′(τ) = diag([z′1(τ), . . . , z′m(τ)])
and
A′
T(τ) = [∇c′1(τ), . . . ,∇c′m(τ)] are introduced. With these definitions,
a form closely resembling the finite-dimensional case is obtained:
(︃∫︂
T
W ′(τ) + A′T(τ)C ′(τ)−1Z ′(τ)A′(τ)⏞ ⏟⏟ ⏞
M ′(τ)
dτ
)︃
∆x
=
∫︂
T
−∇f ′(τ) + µA′T(τ)C ′ (τ)−1 e⏞ ⏟⏟ ⏞
b′(τ)
dτ . (3.71)
The next stage is to consider multiple trajectory segments s = 1, . . . , S.
A subscript ‘s’ is used to indicate a segment-specific instance of a quan-
tity. For example, c′s(τ) = c′(Ks(x), τ) indicates that a constraint is
evaluated for the control points that define the s-th trajectory segment,
which are in turn computed according to (3.55), using appropriate
entries from the iterates vector x. Of course, the definition can be
adapted to a different problem parametrizations and different types of
parametric curves, possibly with segment-specific integration intervals
Ts. In either way, per-segment cost and constraint contributions add
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up as follows:[︄
S∑︂
s=1
(︃
Md,s +
∫︂
Ts
M ′s(τ)dτ
)︃]︄
⏞ ⏟⏟ ⏞
M
∆x =
S∑︂
s=1
(︃
bd,s +
∫︂
Ts
b′s(τ)dτ
)︃
⏞ ⏟⏟ ⏞
b
.
(3.72)
The above expression also includes “discrete” parts
Md,s = ∇2fd,s +
∑︂
j∈Es
yj∇2hj −
∑︂
i∈Is
zi∇2ci⏞ ⏟⏟ ⏞
Wd,s
+ATs C−1s ZsAs
bd,s = −∇fd,s − JTs ys + µATs C−1s e ,
(3.73)
that cover non-integral cost contributions like fd from (3.17), as well
as ordinary non-functional inequality and equality constraints, both of
which are needed later in sections 3.4.3 and 3.4.4. For each segment s,
the sets Es and Is contain the indices of constraints associated with
that segment, i. e. constraints that can be computed solely from Ks(x).
Likewise definitions apply to the subscripted matrices As, Cs, Zs, Js
and vectors ys. A set may be empty if no constraint is associated with
its segment. Equation (3.72) is thus a universal formulation that can
accommodate finite-dimensional, semi-infinite and mixed use cases.
The condensed KKT system, including equality constraint Jacobians,[︃
M + δwI JT
J −δhI
]︃ [︃
∆x
∆y
]︃
=
[︃
b
−h
]︃
(3.74)
(with δw = δh = 0) yields a descent direction (in a barrier function), if
the projection of M onto the null space of the constraint Jacobian J is
positive definite (see Section 2.2.2.2). This condition is met, if the full
matrix has exactly n positive and me negative eigenvalues [FGW02,
lemma A.15], where me is the number of equality constraints. Note
that in case of zero equality constraints, the condition simplifies to
positive definiteness of M . If the actual matrix inertia (revealed by an
appropriate factorization) differs, the correction heuristic of Algorithm
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3.2 is employed to repeatedly select diagonal shifts δw ≥ 0 and δh ≥ 0,
until the desired inertia is achieved. The same heuristic is used in
IPOPT, which in turn adapted and extended it from [VS99].
At the beginning of each iteration, a convergence test is performed
(lines 5-7 of Algorithm 3.1). Since the optimizer basically solves the
KKT system, it is natural to examine its residual in an appropriate
norm. IPOPT chooses the ∞-norm by default, i. e. the maximum
absolute element of the RHS vector of (2.28). To mimic this behaviour,
three terms
ϵdual =
⃦⃦⃦⃦
⃦
S∑︂
s=1
(︁
∇fd,s + JTs ys −ATs zs
+
∫︂
Ts
∇f ′s(τ)−A′
T
s (τ)z′s(τ)dτ
)︃⃦⃦⃦⃦
∞
ϵprimal = ∥h∥∞ = ∥[h1; . . . ; hS ]∥∞
ϵcompl = max
{︁
∥[C1Z1e− µe; . . . ; CS ,ZSe− µe]∥∞ ,
p
√︂∑︁S
s=1
∫︁
Ts
∥C ′s(τ)Z ′s(τ)e− µe∥
p
p dτ
}︁
(3.75)
are computed, corresponding to the Lagrangian part2, the equality
constraints and the complementary part of the KKT system. Their
maximum ϵ = max(ϵdual,ϵprimal, ϵcompl) is taken as final value. The first
two terms admit the usual∞-norm definition, because the vectors are of
finite dimension, even for semi-infinite problems. The complementary
term contains a functional part, where determining the ∞-norm is
equivalent to global maximization and thus quite expensive. Instead,
an approximation by the p-norm (with p ≥ 2 and even) is used, which
is then combined with finite contributions to a mixed “norm”. If ϵ is
below a tolerance threshold ϵtol close to zero (line 6 in Algorithm 3.1),
the problem has been solved to sufficient accuracy and the current
iterate is declared a local minimizer. A less restrictive bound (line 7 in
Algorithm 3.1) triggers an update of the barrier parameter according
2An alternative name is the somewhat odd designation “dual residual”, as indicated
by the symbol ϵdual, which originates from linear optimization, were this part of
the system coincidentally measures the constraint violation of the dual system.
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to IPOPT’s monotone rule
µ← max
(︁
µmin, min(κµµ, µθµ)
)︁
. (3.76)
The decrease rate is linear (κµ ∈ (0, 1)) at the beginning, but later,
when µ becomes small enough, overruled by a superlinear rate (θµ ∈
(1, 2)). Please refer to table 3.2 for the default values of the algorithm
parameters. Alternative update rules like the quality function approach
from [NWW09] were also tried, but their performance in the semi-
infinite setting did not justify the additional complexity.
3.4.2.3 Step Length Selection
The purpose of the step length selection is to keep the iterates feasible
(lines 9 and 12 in Algorithm 3.1) and to achieve sufficient progress
towards a solution (line 13). Feasibility is ensured according to the
“fraction-to-the-boundary” rule
αz, max = max{αz ∈ (0, 1] : z + α∆z ≥ (1− ρbnd)z}
αmax = max{α ∈ (0, 1] : c(x + α∆x) ≥ (1− ρbnd)c(x)} ,
(3.77)
which preserves a small positive margin. This does not only keep the
iterates in the strict interior of the feasible region, but also helps to
avoid numerical difficulties. The parameter ρbnd ∈ (0, 1) is derived
from the barrier parameter µ such that (1− ρbnd) vanishes in the limit.
An explicit formula for the critical step length is available for discrete
duals:
αz, max = min
⎛⎝1, 1
max
{︂
. . . , max
(︂
0, −∆ziρbndzi
)︂
, . . .
}︂
⎞⎠ . (3.78)
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Algorithm 3.2: Matrix factorization with inertia correction
1 Function initializeInertiaCorrection
2 δw,prev ← 0 ; /* Called before 1st iteration */
3 Function factorizeWithInertiaCorrection(M , J)
4 n← rows(M); me ← rows(J);
5 δw ← 0; δh ← 0;
6 repeat
7 (F ,
matrix inertia⏟ ⏞⏞ ⏟
[n+,n−,n0])← factorize(
[︂
M+δwI JT
J −δhI
]︂
) ;
8 if [n+,n−,n0] = [n,me,0] then
9 δw,prev ← δw;
10 return F ; /* success */
11 else if δh = 0 and (n0 > 0 or n− < me) then /* singular case */
12 δh ← δhµθh ;
13 else
14 if δw > 0 then
15 if δw,prev > 0 then δw ← κ+wδw else δw ← κ+wδw ;
16 if δw > δw,max then
17 if δh = 0 and me > 0 then
/* last resort: treat matrix as singular and ramp up δw again */
18 δh ← δhµθh ; δw ← 0;
19 else return FAILURE ;
20 else
21 if δw,prev > 0 then δw ← max(δw,min, κ−wδw,prev) ;
22 else δw ← δw,init;
For continuous duals, a logarithmic indicator integral similar to (3.20)
∀τ ∈ T : z′+(τ) ≥ (1− ρbnd)z′(τ)
⇔ −
∫︂
T
log
(︂
z′
+(τ)− (1− ρbnd)z′(τ)
)︂
dτ <∞
⇔ −
∫︂
T
log
(︃
(ρbnd − α)z′(τ) +
α
c′(τ)
[︁
µ− z′(τ)∇Tc′(τ)∆x
]︁)︃
dτ <∞
(3.79)
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is used, embedded in a bisection procedure. Note that the argument of
the logarithm differs from the dual function (3.68) only by the factor
in front of the first occurrence of z′(τ). In contrast to the dual update
z(k+1) = z(k) + α∆z(k), which is always linear, the constraint update
c(x(k+1)) = c(x(k) +α∆x(k)) is nonlinear in general. Hence, a bisection
procedure is needed for both discrete and continuous constraints. To
avoid futile evaluations of the problem functions, bisection always starts
at the most offending segment from the previous iteration. Also, if α
is decreased, feasibility must be rechecked (line 14 in Algorithm 3.1),
because for nonlinear constraints, feasibility is not guaranteed to persist
for all α ≤ αmax. However, smoothness of the constraint functions
w. r. t. x guarantees the existence of a sufficiently small step length
α > 0, that results in a trajectory with the desired feasibility margin.
Progress towards a solution is measured by a filter (see Figure 2.1 in
Section 2.2.2.2). The filter tuple is comprised of the equality constraint
violation and a semi-infinite extension of the barrier merit function
from (2.26):
(θ(x), φ(x)) =
(︄
∥h(x)∥,
S∑︂
s=1
[︄
fd,s − µ
∑︂
i∈Is
log(ci) +
∫︂
Ts
f ′s(τ)− µ
m∑︂
i=1
log(c′s,i(τ))dτ
]︄)︄
.
(3.80)
Specifics of the implementation are once again carried over from IPOPT.
In particular, if the conditions
θ(x) < θmin and [∇φ(x)]T ∆x < 0 , (3.81a)
as well as
α
(︂
− [∇φ(x)]T ∆x
)︂sφ
> δ (θ(x))sθ (3.81b)
are met, the filter is replaced by Armijo’s condition
φ(x + α∆x) ≤ φ(x) + ηφα [∇φ(x)]T ∆x . (3.82)
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The intention is to prevent convergence to a feasible, but non-optimal
point. Otherwise, acceptance is based on the filter entries and the
criterion
φ(x + α∆x) ≤ φ(x)− γφθ(x) ∧ θ(x + α∆x) ≤ (1− γθ)θ(x).
(3.83)
If both (3.81) and (3.82) hold, the filter remains unchanged after an
iteration. Otherwise, it is updated based on (3.83). Note that for
problems without equality constraints (which is the standard situation
until Section 3.4.4), the switching conditions (3.81) are always true,
because, obviously, θ ≡ 0 and the inertia correction Algorithm 3.2
ensures that the primal step ∆x is a descent direction for the barrier
merit function. Hence, filter acceptance always reduces to Armijo’s
condition, applied to a barrier formulation.
The filter line search implementation thus far lacks a restoration phase
algorithm. This is a modified optimization algorithm with the primary
goal of reducing the constraint violation θ, which interrupts normal
iterations if θ grows too large and the second part of (3.83) cannot
be fulfilled. While technically, the provision of a restoration phase is
crucial to the convergence proof in [WB05b], experience from IPOPT
suggest that it is rarely invoked on practical problem instances. It is also
irrelevant for problems with no equality constraints, i. e. for the present
trajectory optimization problem until Section 3.4.4. But even with the
modifications from Section 3.4.4, the constraint violation is expected
to stay almost negligible over the course of the optimization, which
would make a restoration phase highly unlikely. After balancing the
potential importance and the complexity of implementing a restoration
phase algorithm, it was decided to defer this task to a future time.
3.4.3 Obstacle Handling
Geometric obstacles impose additional constraints on the optimization
problem, but unlike trajectory constraints computed from states and
input variables, it is usually very difficult to find concise mathematical
expressions to incorporate them globally into the problem statement.
If such expressions can be derived, it is only for simplistic scene de-
scriptions, e. g. ball- or ellipsoid-shaped geometries. Since this seems
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Figure 3.18: Step length reduction to avoid intersections with obstacles.
too restrictive, especially for the fixed-wing application, an approach
was devised that does not rely on an a priori constraint transcription
of the whole obstacle model. Much like the RRT*, that discovers and
circumvents obstacles on the fly, the optimizer starts with no obstacle
knowledge at all. At later iterations, whenever an interference with the
trajectory is detected, the offending obstacle is transcribed into one
or more locally valid constraint expressions, which are then used to
augment the problem statement.
The key to this approach is the step length selection process. If the
trajectory corresponding to the step length determined in the preceding
section does not touch or intersect with obstacles, then no further action
is required. If, as depicted in Figure 3.18, the optimal step length leads
to a colliding trajectory, then the step length must be reduced (“cut
back”), until a trajectory right on the brink of the free space is obtained.
It should be noted that due to nonlinearities, the reduced step length
αcoll could be subject to rejection by the filter or might not be feasible
anymore. For simplicity, these effects are not displayed in the figure.
In practice, it is however necessary to repeat the line search, starting
from αcoll, possibly followed by even more cut-back/line search cycles.
If the iteration was started with a collision-free trajectory, smoothness
of the problem functions guarantees the existence of a sufficiently small
value αcoll > 0.
To prevent the optimizer from urging into prohibited directions in
subsequent iterations, the constraint set must be modified, based on
information gathered during collision detection. The exact modification
rules depend on the obstacle model. In the remainder of this section,
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(a) Edge constraint (b) Face constraint
Figure 3.19: Geometric interpretation of obstacle constraints.
specific rules are presented and ultimately summarized in pseudo-code
in Algorithms 3.3 and 3.4 for a polygonal obstacle model. In this
model, which is also used in the fixed-wing application, obstacles
are described by polygonal faces (usually triangles or quadrangles) in
three-dimensional space. The format is extremely flexible and can
accommodate virtually every scene geometry at any level of detail. It
is assumed that an intersection test routine between the trajectory
segments and the obstacle geometry is available (line 5 in Algorithm
3.3), that can also deliver approximate intersection coordinates rcoll and
a curve parameter τcoll (line 10 in Algorithm 3.4). A suitable routine is
described in Section 4.2. Despite the large variety of possible obstacle
configurations, a practical collision avoidance strategy can be designed
by considering only the two basic situations depicted in Figure 3.19. The
by far most prevalent situation is formed by two faces sharing a common
edge. The second situation of a bulgy trajectory that approaches a
single face is quite rare in practice. More complex scenarios can be
handled by combining multiple instances of the above primitives. To
prevent the trajectory from cutting through the edge or penetrating the
obstacle surface polygon, a constrained arc is established, comprised of
discrete inequality constraints at tightly spaced intervals3 (white dots
3A more natural implementation of constrained arcs using continuous (functional)
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in Figure 3.19). An edge constraint expression (Figure 3.19a) for a
specific position r = r(x, τ) can be derived as follows: Given the face
normals n1, n2 and a point ol somewhere on the shared edge, a local
coordinate frame with axes
Xl =
n1 + n2
|n1 + n2|
, Zl =
n1 × n2
|n1 × n2|
, Yl = Zl ×Xl
and the associated transformation rl = [ rl x, rl y]T =
[︁
Xl Yl
]︁T (r− ol)
can be defined. Using local coordinates, it is possible to formulate an
inequality
cedge =
(︃
1− γ
2
γ2max
)︃(︂
1− exp(− rl 2x − rl 2y)
)︂ !
≥ 0 (3.84)
with γ = atan2( rl y, rl x) and γmax = π2 + acos
(︁
XTl n2
)︁
, that keeps r
away from the faces and the volume behind. The exponential in the
second factor was introduced to control the magnitude of the expression
independently of the scene size. A convenient expression for a face
constraint (Figure 3.19b) is the signed distance
cface = d = nT(r − o)
!
≥ 0 . (3.85)
Besides adding new constrained arcs based on the above expressions
(lines 10–20 in Algorithm 3.4), the function updateProblem, which
is called at the end of each iteration, also supervises existing arcs.
Depending on the evolution of the trajectory, an arc may be shifted
along the trajectory (lines 3–5), shrunk (line 9) or even deleted (line
7). The latter can be dangerous, because it might trigger oscillatory
behaviour. The constraint expressions (3.84) and (3.85) do not take
the finite extent of the defining faces into account and thus lead to
conservative over-approximations of the actual obstacle geometry. As
restrictive as this might appear at first glance, it usually has no major
impact on the optimization process, because the constraints are enforced
only locally on small subranges of the trajectory, covered by constrained
arcs. Clearly, the situation could be improved by implementing more
inequality constraints is left for future experimentation.
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Algorithm 3.3: Obstacle handling
Data: List of constrained arcs, List of offending locations
1 Function detectCollision(trajectory, obstacles)
/* invoked repeatedly during line search */
2 new offending locations ← ∅; hasCollision ← false;
3 for s← 1 to S do
4 curve ← trajectory.segment[s];
5 I ← intersectionTest(curve, obstacles);
6 for each intersection in I do
7 if intersection not within constrained arcs then
8 add intersection to new offending locations;
9 hasCollision ← true;
10 else save as arc.touchLocation;
11 if hasCollision then offending locations ←new offending locations;
12 return hasCollision;
complex arc handling rules and the author definitely encourages to
do so in case of a real-world application, but for this project, the
prospective gain of insight is limited and thus the current rule set was
deemed acceptable.
3.4.4 Special Treatment of Active Locations
From a numerical perspective, the algorithm presented thus far is
inherently flawed. This becomes apparent when examining the KKT
system at a solution. Without loss of generality, assume a problem with
cost function f and one functional inequality constraint c′(τ). Assume
further that the constraint is well-behaved, i. e. at a solution x∗, it
is active at only a finite number of locations τ∗a (a = 1, . . . ,A), such
that the problem reduces locally to a finite problem with A (discrete)
inequality constraints c∗a = c′(τ∗a ) and associated optimal multipliers
z∗a. Comparing the finite and the semi-infinite KKT systems and in
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Algorithm 3.4: Obstacle handling (continued)
Data: List of constrained arcs, List of offending locations
1 Function updateProblem() /* invoked at end of each iteration */
2 for each arc in constrained arcs do
3 if arc.touchLocation not sufficiently centered then
4 delete some constrained locations from far end;
5 add new constrained locations at close end;
/* Result: Arc centered around touch location */
6 if all constraints in arc sufficiently inactive then
7 delete arc ; /* optional */
8 if arc has “converged” then
/* few adjacent constraints almost active, others sufficiently inactive */
9 shrink arc by deleting inactive constraints from both ends
10 for each location (rcoll, τcoll) in offending locations do
11 if rcoll close to edge in obstacles then
12 if edge has two faces then
13 cnew ← instantiate edge constraint; /* see (3.84) */
14 else if edge has one face then
/* simulate virtual 2nd face forming sharp angle with existing face */
15 cnew ← instantiate degenerate edge constraint;
16 else return ERROR;
17 else if rcoll close to face in obstacles then
18 cnew ← instantiate face constraint; /* see (3.85) */
19 else return ERROR;
20 add arc for cnew centred at τcoll;
particular the condensed matrices
M∗ = ∇2f∗ +
∫︂
T
z′∗(τ)
(︃
1
c′∗(τ)∇c
′∗(τ)[∇c′∗(τ)]T−∇2c′∗(τ)
)︃
dτ
!= ∇2f∗ +
A∑︂
a=1
z∗a
(︃
1
c∗a
∇c∗a[∇c∗a]T −∇2c∗a
)︃
(3.86)
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Figure 3.20: Example of a functional constraint (blue) and its dual (purple)
at a local solution.
reveals that the optimal dual function is equal to
z′∗(τ) =
A∑︂
a=1
z∗aδ(τ − τ∗a ) , (3.87)
i. e. a superposition of Dirac delta distributions at the active locations
τ∗a , scaled by the optimal multipliers. The same result can be derived
by comparing other parts of the KKT systems. Note that the constraint
function does not exhibit any degeneracies at a minimizer x∗. See
Figure 3.20 for a typical example.
Clearly, any expression involving (3.87) is not smooth and thus
cannot be integrated by a numeric quadrature routine that assumes
a certain level of smoothness. In fact, as the dual function becomes
increasingly degenerate while approaching its final form, quadrature
breaks down way before arriving at a solution. The proposed remedy to
make the problem tractable again is to exclude active locations from the
constrained interval / integration range and install discrete constraints
instead. The details are stated in Algorithm 3.5. Similar to the obstacle
handling approach from the previous section, the optimization problem
is modified between iterations. Since the locations τ∗a are usually not
known explicitly, the first step is to scan the dual function for almost
active ranges (line 3). A reliable indicator is the ratio z′c′ , not only
because it is motivated by strict complementary, but also because it
is the most offending term of the integrand in the first line of (3.86).
Afterwards, each candidate interval is reduced to a single location τa
by searching for a minimum of the constraint function (line 5). While
these values pinpoint difficult locations for the current iteration, they
are not necessarily good approximations of the final active locations
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τ∗a , because constraint minimizers might still shift considerably before
the problem converges to a solution. In fact, there may not even be
a one-to-one correspondence between τa and τ∗a , because minimizers
might vanish, reappear, split or join in subsequent iterations.
To avoid integration problems, small subintervals (also called “cutout
ranges”) [τ−a , τ+a ] = [τa − δτ , τa + δτ ] with a clearance parameter δτ
are subtracted from the integration range. This effectively deactivates
the continuous constraint in the subtracted subintervals. A technique
from [SS03] is then employed to enforce the constraint inside each
subinterval and handle active locations in a numerically decent way.
Since the cutout ranges are small and specifically constructed to enclose
a minimum, it is legitimate to assume that the constraint function c′(τ)
is convex w. r. t. τ inside each cutout range. Hence, the minimizer and
in the limit the active location is uniquely determined by the first order
condition ∂c′∂τ = c′τ = 0. After appending the location estimate τa to
the vector of optimization variables, this condition can be installed as
an equality constraint on the optimization problem. The new variable
tracks the minimizer location and hopefully converges to the active
location parameter τ∗a . An additional discrete inequality constraint
c′(τa) ≥ 0 replace the original semi-infinite constraint in the interior of
the cutout range. Finally, box constraints τ−a ≤ τa ≤ τ+a are imposed
to prevent the location variable from wandering off too far. After
collecting the new constraints from all cutout ranges, an augmented
optimization problem is obtained:
min.
x,τ1,...,τA
f(x)
subject to c′(τ) ≥ 0 ∀τ ∈ T \
A⋃︁
a=1
[τ−a , τ+a ]
c′τ (τa) = 0
c′(τa) ≥ 0
τ−a ≤ τa ≤ τ+a
⎫⎬⎭ a = 1, . . . ,A .
(3.88)
Note that since the equality constraints cτ (τa) = 0 are not necessarily
satisfied at intermediate iterations, the inequalities are not necessarily
enforced at a minimum of the constraint function and thus there is a
chance that intermediate iterates for problem (3.88) are slightly infea-
sible. Consequently, the cutout size parameter δτ should be selected as
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Algorithm 3.5: Detection and management of active locations
Data: List of active locations
1 Function convertPeaks()
/* convert peaks in dual function to active locations */
2 for s← 1 to S do
3 Ta = {τ ∈ Ts : z(τ)c(τ) > ρact};
4 for each contiguous interval Ta in Ta do
5 τa ← min.
Ta
c(τ); /* perform golden section search */
6 setup new active location at τa;
7 Function updateActiveLocations()
/* supervise and modify active locations */
8 for each AL in active locations do
9 if AL is sufficiently inactive then delete AL;
10 merge active locations with almost identical curve parameters;
11 for each AL in active locations do
12 if AL.τ is close to boundary of cutout interval then
13 center cutout interval at AL.τ ;
14 if AL.τ is at segment boundary or beyond then
15 add discrete constraint at segment boundary;
16 delete AL;
small as possible to keep the unsupervised intervals narrow, but must
also be large enough such that degeneracies in the dual function have
sufficiently decayed. The optimal value is problem specific.
In contrast to (3.88), the problem considered in [SS03] includes
additional multipliers to handle the case of continuous constraints
becoming active at the boundary of their index sets. Translated into
terms of the present problem, the situation would arise if an active
location would coincide with either limit of its cutout range. As this
would defeat the whole purpose of the cutout range, the situation has
to be avoided by reinitializing the range limits τ−a and τ+a whenever the
location estimate comes sufficiently close (lines 12–13 in Algorithm 3.5).
Therefore, the additional multipliers and also the regularization method
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proposed in [SS03], which leads to a transformation into a sequence of
optimization problems, can be ignored. Note that it is not advisable to
unconditionally perform the re-centering of the cutout ranges in every
iteration, because any problem modification causes a disturbance in
the optimization process that needs some iterations to settle. In the
current implementation, an update of the cutout limits is triggered if
the active location estimate comes within a fraction ρrecenter of δτ of
the current limit. If the location estimate moves too close to either
boundary of the overall integration interval T , the location variable and
the associated constraint pair is removed in favour of a single ordinary
discrete inequality constraint at the appropriate interval boundary
(lines 14–16). The cutout range is retained as long as the boundary
constraint is sufficiently active. In addition to the cutout range updates,
the activation status of all active locations is monitored by examining
the ratio zac(τa) whenever the residual of the equality constraint cτ (τa)
is almost zero. If a location appears inactive for multiple iterations, it
is removed from the problem and the original continuous constraint is
reinstated in the cutout range (lines 8–9). Finally, if two or more active
locations move into close proximity of each other, they are merged
into a single active location (line 10). The latter is important to avoid
multiplier ambiguities due to a violation of the LICQ.
3.4.5 Summary of the Algorithm
The entire optimization algorithm, including obstacle handling and
active location treatment, is summarized in Algorithm 3.6. The major
steps are annotated with references to pseudo-code and formulas from
the preceding sections. For brevity, only the nominal process is stated
and the peculiarities of error handling are omitted. Default algorithm
parameters are given in table 3.2. Unless otherwise noted, these values
are used in all experiments documented in Chapter 5. Many parameters
and most (but not all) of their defaults are carried over from IPOPT
[WB06].
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Algorithm 3.6: Optimization algorithm with obstacle handling
Input: Initial guess x(0), obstacles
Output: Local optimizer x∗
1 assert isFeasible(x(0)) ∧ ¬detectCollision(x(0), obstacles);
2 (z(0), z′(0)(τ))← initializeDuals(); /* see (3.69) */
/* Initialize barrier parameter from medium complementary */
3 µ← κµ0 ·max
⎧⎪⎪⎨⎪⎪⎩
S∑︁
s=1
⃦⃦⃦∫︁
Ts
c
′(0)
s (τ)z
′(0)
s (τ)dτ
⃦⃦⃦
1
S∑︁
s=1
Ts dim(c′s)
,
S∑︁
s=1
[︁
c
(0)
s
]︁T
z
(0)
s
S∑︁
s=1
dim(cs)
⎫⎪⎪⎬⎪⎪⎭ ;
4 initializeInertiaCorrection(); /* see Algorithm 3.2 */
5 while true do
6 if new equality constraints since last iteration then
7 perform least squares multiplier initialization; /* see (2.21) */
8 (ϵdual, ϵprimal, ϵcompl)← computeResiduals(); /* see (3.75) */
9 ϵ← max{ϵdual, ϵprimal, ϵcompl};
10 if ϵ < ϵtol then return SUCCESS ; /* optimizer has converged */
11 if ϵ < κϵµ then µ← max
(︁
µmin, min(κµµ, µθµ )
)︁
; /* see (3.76) */
/* else leave barrier parameter unchanged */
12 prepare M , J , b and h of condensed system ; /* see (3.74) */
13 F ← factorizeWithInertiaCorrection(M , J); /* Algorithm 3.2 */
14 (∆x, ∆y)← solve(F ,
[︁
b
−h
]︁
);
15 (∆z, ∆z′(τ))← computeDualStep(∆x); /* see (3.60, 3.67) */
16 αz, max ← determineMaxDualStepLength(); /* see (3.78, 3.79) */
17 α← 1; /* natural Newton step length */
18 initialize collision detector for new iteration;
19 while true do
20 α← bisect [0, α] until isFeasible(x + α∆x);
21 αtemp ← α;
22 α← filterLineSearch(α);
23 if α < αtemp then repeat; /* jump to line 19 */
24 αtemp ← α;
25 α← bisect [0, α] until ¬detectCollision(x + α∆x, obstacles);
26 if α < αtemp then repeat /* jump to line 19 */ else break;
27 (x, y, z)← (x + α∆x, y + α∆y, z + αz, max∆z);
28 convertPeaks(); /* see Algorithm 3.5 */
29 updateActiveLocations(); /* see Algorithm 3.5 */
30 updateProblem(); /* see Algorithm 3.3 */
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Table 3.2: Default parameter values of the optimization algorithm.
Parameter Explanation
zinit = 1 Initial value of dual variables / dual functions
ϵtol = 10−7 Convergence threshold
κµ0 = 0.5 Medium complementary factor for µ initialization
κϵ = 10 Residual factor for barrier parameter reduction
p = 2 ℓp norm for continuous part of ϵcompl, see (3.75)
δh = 10−8
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
Inertia correction parameters,
see Algorithm 3.2
θh = 14
δw,init = 10−4
κ+w = 8
κ+w = 100
κ−w = 13
δw,min = 10−20
δw,max = 1040
κµ = 0.2
⎫⎬⎭Barrier parameter update, see (3.76)θµ = 1.1
µmin = 10−9
ρbnd = 0.99 Fraction-to-the-boundary parameter, see (3.77)
sφ = 2.3
⎫⎬⎭ Filter switching condition,see (3.81)sθ = 1.1
θmin = 10−4 max{1, ∥θ(x(0))∥}
γφ = 10−5
}︂
Filter acceptance parameters, see (3.83)
γθ = 10−8
ηφ = 10−8 Armijo condition parameter, see (3.82)
ρact = 104 Active constraint zc ratio threshold, see Alg. 3.5
δτ = 0.01 · |T | Active location clearance, see page 122
ρrecenter = 0.05 Cutout range recentering threshold fraction
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The present chapter is intended to complement algorithmic descriptions
given in Chapter 3 with selected implementation aspects that concern
the efficiency and practicability of the overall approach. The focus is on
algorithms and methods rather than software design or actual coding
techniques. Though the presentation is conducted with C++ in mind,
the material is in general independent of a programming language or
development environment, provided that typical features of a modern
programming language are available. In the first section, application-
specific modules are separated from parts of the implementation that
are of general scope. The objective is to establish a clean interface
between the the core algorithms and the problem specification, in order
to expose modules that have to be modified when transferring the
approach to other robotic vehicles beyond fixed-wing airplanes. Section
4.2 illustrates an easy iterative method for detecting and locating
collisions between a Bézier curve and a polygonal obstacle geometry.
Due to the versatility of the involved geometric primitives, the result is
quite generic and not limited to the fixed-wing application. The rest of
the chapter is only relevant for the optimization algorithm. In Section
4.3, a brief introduction to automatic differentiation is given, which
is a technique to obtain exact gradients and Hessians of the problem
functions in a fast and hassle-free way. The opposite mathematical
operation of integrating a function numerically is treated in Section
4.4. A caching technique is introduced, that has the potential to
greatly reduce the computational effort for repeated integrations of
recursive functions. Finally, in Section 4.5, the relevance of sparsity for
numerical optimization is highlighted and the sparsity pattern of the
current project is analyzed.
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4.1 Application Specific Modules
Whenever possible, the theoretical development presented in the previ-
ous chapter was conducted in an application-agnostic setting to arrive
at a general formulation, which is valid for a whole class of problems sat-
isfying certain properties. Naturally, a great deal of effort was devoted
to the design of a framework-type implementation that consist of mostly
reusable code and a clearly defined interface for application-specific
modules. While in optimization, it is common practice to separate the
problem from the solution method, it is not a widespread concept in
planning, where problem characteristics are often embedded into the
algorithm. The task was thus to precisely identify application specific
building blocks and combine them into an interface that can accommo-
date both, the planning component and the optimization component
of the hybrid approach in a compact and orthogonal manner.
The resulting interface is comprised of the blocks shown in Figure
4.1. From an object-oriented programming perspective, each block
corresponds to a class. In the present project, these classes implement
functionality specific to the fixed-wing application. Consequently,
they need to be replaced or at least modified when transferring the
approach to another platform. Many classes are shared between the
planner and the optimizer. Only obstacle-related constraints and
classes outputting curve parameters are exclusive to one component.
The figure primarily depicts input/output relations, which do not
necessarily coincide with data flows in the algorithms. For example,
cost and constraints may require the system outputs for different
trajectory locations and hence the framework may decide to create
multiple appropriately wired system instances. Each class maps to
a specific formula or procedure from the previous chapter. Thus,
the interface resembles the mathematical structure of the problem.
Since classes are in general implemented as functors, i. e. objects
with an overloaded operator(), their invocation syntax also ‘looks’
identical to evaluating a mathematical function. Furthermore, the
elements shaded in light red are intended for use with automatic
differentiation in forward mode. If supplied with appropriate input data,
they do not only produce ordinary output values, but also gradients
and Hessians required by the optimization algorithm. Appropriate
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Figure 4.1: Interaction of problem specific modules.
input data is generated by the inflater, which includes provisions to
properly initialize active variables. In a programming language like
C++, automatic differentiation support can be easily achieved by
using function templates. In fact, if all calculations are consistently
implemented in a templated fashion, automatic differentiation is enabled
without a single line of additional code and the programmer hardly has
to be aware of the feature itself or the derivative types requested by
the optimizer. Further details on this subject are deferred to Section
4.3. In the following, some aspects of selected classes are highlighted.
System: Given a parameteric curve and a location parameter τ , the
system class uses the endogenous transform to evaluate states and
inputs, perhaps intermediate quantities and derivatives up to the highest
order expected by downstream entities. For the fixed-wing application,
this amounts to an evaluation of the Bézier curve (3.9) and its first
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three derivatives, followed by equations (3.6)–(3.8) and finally their
first derivatives w. r. t. time. The results are stored as member variables
of the system object. If the curve or the location parameter contains
derivative information, the computed quantities will contain derivatives
w. r. t. the optimization variables, the location parameter or both.
Cost: The discrete cost contribution evaluates (3.17) for a given Bézier
curve. The continuous contribution takes an evaluated system instance
as input argument and computes the cost integrand f ′ = fcτ̇ from the
prepared system members according to (3.16). Thanks to function
overloading1, both operations can be conveniently implemented in the
same functor. Similar to the system class, if the input data contains
derivative information, the computed outputs will do so, too.
Constraints: Classes are provided that implement the trajectory con-
straints (3.14), as well as the two types of obstacle avoidance constraints
(3.84) and (3.85). The framework offers a generic constraint interface
that does not distinguish between different constraint types tailored
for a specific purpose. In principle, any functor accepting an evaluated
system instance and returning a scalar can be used as an inequality
constraint. In agreement with the standard NLP formulation, a positive
or zero return value is considered feasible, while a negative value indi-
cates a constraint violation. Vector-valued outputs are also supported,
to avoid redundant computations for closely related inequalities, e. g.
quantities bounded from above and below. No special provisions are
necessary for semi-infinite constraints. The same functor class can be
used simultaneously for discrete and continuous constraints.
Curve Generator: This is the most complex applications-specific mod-
ule. It covers the trajectory segment candidate generation of the
local planner for the extension step and the rewire step of the RRT*
algorithm, i. e. all elements from Section 3.3.2.
TrajSpec (Trajectory Specification): An instance of this class provides
an object oriented view on the trajectory parametrization (3.50) of the
optimization problem with array-like access to knots and intra-segment
parameters. It holds an internal copy of the trajectory parameters, as
well as flags indicating if a parameter is an optimization variable or fixed.
1The ability of a programming language to allow multiple functions/methods with
different parameter lists to share the same name.
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Using the member functions getVariables()/setVariables(), the
optimization algorithm can extract the actual optimization variables
(e. g. (3.51)) or update the stored values from a contiguous vector.
These methods also implement variable transformations like (3.52).
Inflater: Building on the TrajSpec class, an inflater object converts
optimization problem parameters to curve parameters, e. g. Bézier con-
trol points in case of the fixed-wing application, computed according to
(3.55). The name “inflater” refers to the higher number of degrees of
freedom in the curve as the number of optimization variables involved
in their computation, if some problem parameters are fixed. Since the
inflater class acts as the seeding point for automatic differentiation,
the level of derivative information at the output cannot be inferred
from input data. Instead, the desired derivative information is spec-
ified at instantiation time. A factory method is provided internally
for transparently initializing active variables when accessing problem
parameters.
Collision Detector: The collision detector module identifies intersec-
tions between a trajectory segment and the obstacle geometry. It is
used by both the planner and the optimization component. In case of
the latter, the set of intersecting locations is returned, while the former
only requires a binary collision indication. A detailed description is
given in the next section.
Problem Controller: The concept of a problem controller was devised
for the optimizer to accommodate the obstacle handling approach
described in Section 3.4.3 in a generic way. In this particular case,
the module is configured as an obstacle avoidance controller and thus
naturally wraps around the collision detector. The general problem
controller interface features three methods that are invoked at strategic
points of each iteration by the optimizer framework code. The first
method is prepareIteration (see line 18 in Algorithm 3.6), which tells
the controller to reset its internal state for the next iteration. Problem
data structures are locked at this point and therefore cannot be modified
from this callback. A second method isAcceptable is repeatedly
invoked during the line search stage and provides the opportunity to
conduct application specific acceptance tests on the given candidate
TrajSpecs. This is synonymous to the function detectCollision in
line 25 of Algorithm 3.6, whose implementation is based on the obstacle
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detector. The last invocation always corresponds to an acceptable
trajectory. The last member function updateProblem() is called at the
very end of each iteration. In general, the code in this callback can range
from simple logging of intermediate iterates over premature exits from
the optimization process to arbitrary complex problem modifications
using appropriate optimizer APIs. The obstacle avoidance strategy
chooses to add or remove some inequality constraints, based on collision
data collected during past calls to isAcceptable (see line 31 in the
optimizer pseudo-code and Algorithm 3.4 on page 120). The author is
not aware of a comparable interface in any well-established optimizer
implementation. Thus, the problem controller concept is considered a
powerful improvement over existing optimizer codes.
4.2 Collision Detection
A simple, yet effective iterative method is described to identify and
locate intersections between a Bézier curve C and a set of polygonal
obstacles O. To determine the collision status of a multi-segment
trajectory, the method is applied to each segment individually. Two
properties of Bézier curves are exploited [Far93]:
• It is possible to split a Bézier curve exactly at any desired pa-
rameter location by an analytic algorithm. The result is a pair
of Bézier curves of the same order as the original curve.
• The convex hull P formed by the control points is guaranteed to
include the curve completely (see Figure 4.2a)
As an extension of the latter, C ⊆ P ⊆ B holds for the bounding box
B of the control points. Consequently, B ∩ O = ∅ implies C ∩ O = ∅,
i. e. if the bounding box and the obstacle set O do not intersect, one
can safely conclude that the curve is not in collision. Otherwise, if the
box does intersect with the obstacle geometry, the Bézier curve is split
at its center location τ = 0.5 and the intersection test is conducted
for the bounding boxes of the control polygons of the resulting partial
curves. The subdivision process is repeated recursively until an empty
intersection set is confirmed for all bounding boxes at a certain sub-
division level (Figure 4.2c), or the sizes of some bounding boxes fall
below a predefined threshold value, e. g. 1 mm, such that the presence
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(a) Set definitions / no intersections
with top-level bounding box.
(b) Colliding configuration; intersec-
tion locations determined to suffi-
cient precision.
 
(c) Non-intersecting configuration; re-
sult obtained after two subdivision
levels.
Figure 4.2: Iterative collision detection for a Bézier curve based on subdivision
and bounding boxes.
of intersections is established at least up to the given resolution (see
Figure 4.2b). The centroids of the offending boxes then closely approx-
imate the intersection locations. In either case, it suffices to have an
intersection test routine available for a list of triangles (obstacles) and
the comparatively simple geometric primitive of an axis-aligned box.
Several well tested and optimized codes exist that support this par-
ticular combination. For the present project, the AABB-Tree module
[ATW16] of the CGAL2 library was selected. The module employs a
tree-like data structure to store the obstacle triangles in a way that
imposes a recursive subdivision of the space covered by obstacles. As
a result, the query complexity grows no more than logarithmically in
the scene size and the number of obstacle triangles. A decent query
2www.cgal.org
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performance is therefore obtained for large and complex scenes. The
creation of the internal tree, however, causes some preprocessing effort.
Furthermore, the obstacle data cannot be modified afterwards without
triggering a complete rebuild of the tree. If frequent obstacle updates
are expected, it is thus recommended to extend the CGAL module or
replace it with another library.
4.3 Automatic Differentiation
To a large extent, the efficiency of today’s numerical optimization algo-
rithms attributes to the use of derivative information. Yet, supplying
gradients and Hessians of the problem functions manually is one of the
most tedious and error-prone tasks when implementing an optimization
problem. Several techniques are available to alleviate this task:
• Symbolic differentiation using a computer algebra system to
eliminate potential errors in the derivation. Code generation
from the resulting expressions is usually automated, too, but
the generated output is often considerably less efficient than
hand-crafted code.
• Numeric differentiation via finite differences. This option is
fast and easy to implement, but the results are only approxima-
tions of the true values, which is problematic, because optimizers
can be quite sensitive to imperfections in the computed deriva-
tives, especially in first derivatives [GMW88, chapter 8]. It is
therefore important to select the size of the perturbation very
carefully.
• Automatic differentiation solves the task in the most prac-
tical and elegant way. A function’s value and its derivatives
are evaluated in a simultaneous computation. The computed
derivatives are exact (up to rounding errors), as with symbolic
differentiation, but no symbolic expressions are derived or imple-
mented in the process. The runtime effort required for automatic
differentiation is a constant multiple of the effort for evaluating
the original function and thus comparable to differentiation via
finite differences.
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In the present project, automatic differentiation is used in forward mode
to obtain gradients and Hessians, i. e. first and second derivatives w. r. t.
a vector of independent variables. While automatic differentiation is
clearly an established technology, it appears that its existence is not
universally known and thus in the following, a brief explanation shall
be given. It will become clear that the two pillars on which automatic
differentiation is built are the chain rule from the mathematical side
and operator overloading3 from the programmer’s perspective. Let’s
start with the fundamental concept of an active variable. This is an
aggregate data structure like
template <typename Scalar, size_t Dim>
struct ActiveScalar {
Scalar value;
Matrix<Scalar, Dim, 1> gradient;
Matrix<Scalar, Dim, Dim> hessian;
};
that bundles a scalar value with the desired derivatives. For future ref-
erence, an instance of this type is denoted by ⟨a(x),∇xa(x),∇2xxa(x)⟩.
The ActiveScalar class is designed as a drop-in replacement for built-
in number types. Therefore, overloads for all arithmetic operators
and elementary functions like sin, log, etc. are provided, which imple-
ment the intended mathematical operation, as well as the associated
derivation rules. As an example, consider the implementation of the
multiplication operator ‘*’:
⟨a,∇a,∇2a⟩ · ⟨b,∇b,∇2b⟩
= ⟨ab, a∇b + b∇a, a∇2b + b∇2a +∇a(∇b)T +∇b(∇a)T⟩
(4.1)
Note that the value of the product is simply the product of the values
of the factors and the first derivative immediately follows from the
product rule. Now imagine the example code snippet
3A feature of modern programming languages that allows a programmer to supply
custom code for operations involving objects of a user-defined class and a built-in
operator like ‘+’ (addition) or ‘=’ (assignment).
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template <typename Scalar>
Scalar norm(const Scalar &x1, const Scalar &x2) {
using std::sqrt ;
return sqrt(x1 ∗ x1 + x2 ∗ x2);
}
for computing the norm of a two-dimensional vector and assume that it
is desired to obtain derivatives w. r. t. the parameters x1 and x2. This
is achieved by instantiating the function template for arguments of
type ActiveScalar:
typedef ActiveScalar<double, 2> AD;
auto result = norm(AD::Variable<0>(
√
2), AD::Variable<1>(
√
2));
std :: cout << "result = " << result.value
<< ", grad = " << result.gradient
<< ", hess = " << result.hessian << "\n";
The static helper function AD::Variable<i> initializes the arguments
to
⟨︁√
2, [ 10 ], [ 0 00 0 ]
⟩︁
and
⟨︁√
2, [ 01 ], [ 0 00 0 ]
⟩︁
, respectively. The output from
the above code yields the expected numeric results:
result = 2, grad = [0.707; 0.707], hess = [0.25 -0.25; -0.25 0.25]
There are many implementations available for automatic differenta-
tion, e. g. ADOL-C, CasADI, CppAD, to name only a few examples
from the C++ community. Since the Eigen4 library is used throughout
this project for fast dense arithmetic, the natural choice was to adopt
the Eigen AutoDiff module5, although its code had to go through some
heavy rework and extension first. The above snippets give a quick
impression of the resulting syntax. As part of the interface specification
between the optimizer and problem specific code (see Section 4.1), all
implementations of the problem functions (cost, constraints, ...) have
to adhere to the template pattern demonstrated by the norm function.
This enables the optimizer to instantiate the problem functions for
various active scalars and builtin number types as demanded by the
implemented optimization algorithm, without requiring the user to
4http://eigen.tuxfamily.org
5http://eigen.tuxfamily.org/dox-devel/unsupported/group__AutoDiff_
_Module.html
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known about these algorithmic details. Automatic differentiation is
thus almost transparent to the user.
From the working principle of automatic differentiation outlined
thus far, it should be clear how gradients and Hessians w. r. t. the
optimization variables x are computed, but it is not immediately
obvious how to obtain mixed derivatives like ∇2xxc′τ = ∇2xx
(︂
∂c′
∂τ
)︂
, that
arise from the active location treatment presented in Section 3.4.4.
The solution is a recursive instantiation of the ActiveScalar class
template, where the template parameter Scalar is bound to another
ActiveScalar as in the following declaration:
typedef ActiveScalar<ActiveScalar<double, 1>, n> MultiLevelAD;
The resulting MultiLevelAD type can be used in mathematical expres-
sions like any other active scalar or number type and features a pretty
neat interface for accessing individual derivatives:
— ∇x ∇2xx
— c
′(τ) ∇xc′ ∇2xxc
c.value.value c.value.gradient c.value.hessian
∂
∂τ
c′τ ∇xc′τ ∇2xxc′τ
c.d.value c.d.gradient c.d.hessian
A convenience member ‘.d’, used in the last table row, is provided for
referencing the first (and in this case only) element of the “gradient”
w. r. t. τ . Note that the package CppAD6 supports a very similar
approach to multi-level automatic differentiation.
4.4 A Cached Quadrature Routine for Recursive
Functions
A major step in each iteration of the proposed semi-infinite optimization
algorithm is the integral computation for forming the primal-dual
system (3.71). As mentioned before, any decent numerical quadrature
routine should be a viable option. The selected routine for this project
6http://www.coin-or.org/CppAD/
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is a globally adaptive Gauss-Kronrod method from QUADPACK [Pie83],
or more precisely, a newly developed C++ re-implementation that can
handle vector- and matrix-valued integrands. The main concern of this
section is, however, not the quadrature method, but a technique to
efficiently cope with the special characteristics of the integrands that
occur in the presented semi-infinite optimization approach. Due to the
recursive nature of the dual function
z′(k+1) = (1− α(k)z )z′(k) +
α
(k)
z
c′(k)
(︃
µ− z′(k)
[︂
∇c′(k)
]︂T
∆x(k)
)︃
(see also (3.68)), the complexity of evaluating an integrand involving
the above function and therefore also the complexity of evaluating the
primal-dual system integrals grows linearly with the iteration number7.
Consequently, the complexity of the overall optimization algorithm
grows quadratically with the iteration number as opposed to a linear
overall growth rate or constant complexity per iteration in conventional
finite optimization. The reason for the favourable complexity properties
of finite optimization is that the dual part of the iterates vector serves
as a “cache” for the most recent values of the dual variables and thus
a recursive computation is avoided. By generalizing this perceived
role of the discrete dual variables, a caching scheme for dual functions
was devised and incorporated into the quadrature routine with the
objective of reaching an approximately constant computational effort
per iteration also for the semi-infinite case.
The working principle of numerical quadrature for a scalar integrand
is illustrated in the upper part of Figure 4.3. Basically, an integral is
approximated by a weighted sum of integrand samples:∫︂
T
f ′(τ)dτ ≈
∑︂
i
wif
′(τi) (4.2)
The evaluation points τi and accompanying weight factors wi together
form a quadrature rule. The evaluation points are selected according
to some mathematical properties (e. g. the roots of Gauss-Legendre
7To be accurate, the evaluation effort is linked to the “age” of the accompanying
functional constraint, i. e. the current iteration number minus the iteration in
which the constraint was added to the problem.
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Figure 4.3: Adaptive quadrature with cache support.
and Stieltjes polynomials in case of the Gauss-Kronrod rule). They
do not have to be equidistantly spaced, nor do the outer-most points
have to coincide with the boundaries of the integration interval. In
the first stage, the rule is applied to the whole integration interval
(green markers in the figure) to obtain an initial integral approximation.
Furthermore, a less accurate approximation of the integral is computed
from a subset of the already evaluated integrand samples. The differ-
ence between the two approximations serves as an estimation of the
approximation error. If the discrepancy is too big, the integration inter-
val is divided at its centre location and the integration rule is applied to
both sub-intervals (red markers in the figure). The subdivision process
is repeated recursively until the approximation error accumulated over
all sub-intervals falls below a user-defined threshold or erratic divergent
behaviour is detected.
The systematic selection and subdivision process outlined above
leads to predictable evaluation points. In fact, fixing the integration in-
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terval fixes all abscissae that might be chosen for evaluation potentially,
regardless of the actual integrand, which only governs the decision if
(as opposed to how) subdivisions are performed. Consequently, when
repeatedly integrating related functions over the same interval, the po-
tential evaluation points will be the same for all functions. Considering
the present use case of accelerating integrals involving the recursively
defined dual function, these are exactly the sampling locations where
the current dual function value must be cached to avoid most recursive
computations in the next iteration. For this purpose, the quadrature
routine is extended to build and maintain a tree matching the subdivi-
sion structure (see lower part of Figure 4.3). Each tree node contains
cache entries for all evaluation points in its associated (sub-)interval.
Hence, the number of cache entries per tree node is determined by the
quadrature rule. A cache entry stores a sample of the dual function,
the iteration number for which the sample was computed and maybe
further useful data. Whenever the dual function value is needed, the
cached iteration number is compared to the current iteration number.
If they match, the current dual sample is taken directly from the cache.
If the cache holds an older value (for example because the correspond-
ing subdivision level was not reached in the last iteration), the dual
function is evaluated recursively, but the recursion is stopped upon
hitting the cached iteration. Only if the tree node and therefore the
subdivision level has never been reached before, the recursive compu-
tation is performed all the way back to the dual initializer. In both
cases, the cache entry is updated with the newly computed sample.
As confirmed experimentally in Section 5.3.1, the linear growth of the
computation time per iteration is successfully avoided by the dedicated
caching scheme, at the expense of loosing the opportunity to use an
off-the-shelf quadrature code.
To implement the quadrature algorithm as a self-contained utility
module that is decoupled from the optimizer, tree management and
cache semantics have been separated. The quadrature routine itself is
responsible for creating and organizing tree nodes and for supplying
each invocation of the integrand function with its unique instance of
a user defined data structure, but otherwise, it does not care for this
data at all. The cache logic implemented on top of the data structure
is part of the optimizer, which in turn does not care about the internal
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storage of the cache entries. This separation enables various use cases
beyond caching, for example holding integrand samples for visualization
purposes. Moreover, the detection of active locations (line 3 in Algo-
rithm 3.5) is also implemented in terms of traversing cached data. The
full tree implementation is also a little more complex than explained
before. As indicated by the shaded background nodes in Figure 4.3,
multiple connected tree layers may be present to accommodate multiple
semi-infinite constraints that are combined into a single integral for
performance reasons. The replicated child node pointers may seem
redundant, but they are necessary if tree layers are removed in response
to the removal of constraints by the problem controller module (see
Figure 4.1).
It should be emphasized again that the validity of the cache data
is ultimately linked to the integration interval. Since the parameter
range of a Bézier curve is constant, regardless of the length or any other
characteristic of the curve, this condition is normally met. However, the
introduction of a tiny cutout range due to an active location changes
interval boundaries and thus renders the cache of a whole segment
obsolete. This is especially harmful, because active locations arise at
later stages of the optimization process, where a naïve re-initialization
of the caches would be very expensive. The following remedy has been
implemented. If the age of a constraint, which is equivalent to the
maximum recursion depth, does not exceed a certain limit (currently 4
iterations), a complete recursive recomputation of all evaluation points
is considered acceptable and the cache is simply invalidated. Otherwise,
a cubic spline interpolation is generated from the just obsoleted cache
entries and used for initializing the dual function at the new evaluation
points.
4.5 Sparsity Pattern
Most optimization problems with more than a few variables lead to
sparse linear sub-problems, i. e. linear systems where the number of
nonzero matrix elements is considerably lower than the number of zeros.
To boost the performance, it has become common practice to employ
sparse linear solvers, that obtain a solution much faster than their
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Figure 4.4: Hessian sparsity pattern due to locally limited influence of
trajectory parameters.
dense counterparts. Exploiting sparsity thus has a major impact on
efficiency and even tractability for large-scale problems, which is why
one can genuinely claim that sparse solution techniques are a prime
contributor to the success of primal-dual methods.
The proposed trajectory optimization approach does also lead to
a characteristic sparsity pattern. As visualized in Figure 4.4, each
optimization variable exhibits only a local influence on the trajectory.
Node parameters influence at most two adjacent segments. Intra-node
parameters affect a single segment only. This causes a pattern of
overlapping blocks on the diagonal of the cost- and constraint Hessians
(for both discrete and continuous constraints). The same sparsity
pattern is found on the top-left block of the condensed primal dual
system matrix displayed in Figure 4.5. Possible sparsity within these
blocks is ignored, because it is unlikely to be significant. The remaining
rows and columns of the condensed system matrix arise from active
locations (see Section 3.4.4). They are also mostly zero, except for
a segment and a single element that are aligned with the diagonal
contributions of the segment containing the active location. Note that
the portrayed sparsity pattern is characteristic for a trajectory described
by a concatenation of parametric curves. It is not specific to Bézier
curves nor the fixed-wing application. The diagonal block size and
the length of the gradient segments in J is application-specific (4–18
in the fixed-wing case), but independent of the number of trajectory
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Figure 4.5: Sparsity pattern of the condensed primal dual system.
segments. Complexity-wise, solving the primal-dual system is therefore
approximately linear in the number of segments, which is clearly the
best result one could expect (see also the computation times reported
in Figure 5.18 for different problem sizes). The solver implementation
used in this project is the sparse indefinite symmetric solver from
the MUMPS8 package, which has already proven its effectiveness in
IPOPT.
8http://mumps.enseeiht.fr/
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5 Experimental Evaluation
This chapter documents the experimental evaluation of the previ-
ously proposed algorithmic approaches and discusses the obtained
results. After some introductory remarks in Section 5.1, the random-
ized RRT/RRT* and the deterministic optimizer are first analyzed
individually in sections 5.2 and 5.3, before being combined and jointly
applied to a selection of non-trivial planning problems in Section 5.4.
A side-by-side comparison with the classic RRT* confirms that the
new hybrid approach generally leads to favourable results, but still at
considerable computational cost.
In order to maximize the possible insight into the behaviour of
the algorithms and thanks to extensive visualization features of the
developed software, the charts and diagrams are quite detailed, but
sometimes also fairly complex. Although important aspects have been
highlighted by appropriate annotations, it is strongly recommended
to rely on the guidance provided by the accompanying text when
interpreting the figures.
5.1 Preliminaries
5.1.1 Experimental Campaign Outline
The algorithms to be evaluated are
• an RRT-based trajectory planner for systems with flat dynamics,
• a matching RRT* extension for globally optimal motion planning
in the limit t→∞ and
• a deterministic numerical optimizer, that is supposed to reach a
local optimum in finite time.
As depicted in Figure 5.1, there are two general paths for combin-
ing these algorithms in order to solve the optimal motion planning
task. In both cases, the RRT serves as a starting point to provide
an initial feasible, but usually sub-optimal solution. Afterwards, one
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Figure 5.1: Possible execution flows when combining the RRT/RRT* with a
numeric optimizer.
can either follow the traditional RRT* approach of performing further
extension steps, interleaved with rewire steps, or alternatively branch
away just after obtaining an initial solution and implement the desired
“post-processing” using a numerical optimizer. Obviously, the latter
alternative corresponds to the hybrid approach proposed in this thesis.
Note that, of course, it is possible to branch to the optimizer after
having entered the RRT* phase, but since there is no fundamental
difference to branching away at the earliest possible occasion, the mixed
case is not treated separately. The ultimate goal of the experimental
evaluation, which is pursued in Section 5.4, is to compare the per-
formance of the two approaches in a side-by-side fashion, in order to
either confirm or deny the central claim of this thesis that the hybrid
approach might generally outperform the RRT* or at least be a viable
alternative. However, before focusing on the combination of the two
components, the RRT/RRT* and the optimizer deserve a thorough indi-
vidual evaluation in sections 5.2 and 5.3, respectively, because neither is
an off-the-shelf algorithm, at least not in the context of the considered
application class. These evaluations include general demonstrations of
the overall fitness of the algorithms for their respective tasks, exemplary
in-depth inspections of internal behaviour, algorithm- and/or problem
parameter studies and finally breakdowns of their computing time.
All experiments in the campaign rely on the 3-DoF fixed-wing air-
craft model introduced in Section 3.2. The application to other mobile
vehicles with flat dynamics is left as future work. The model param-
eters are set to the default values from table 3.1, corresponding to a
model-grade aircraft, that is also suitable for indoor operation due to
its comparatively low airspeed. Geometric obstacles, if present, are
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described by an arbitrary set of polygons in three dimensional space.
This representation can be efficiently processed by the collision detec-
tion mechanism from Section 4.2. The dimensions of the aircraft are
incorporated indirectly by inflating the obstacle geometry appropriately.
For simplicity, a circumscribing sphere is assumed, which leads to an
inflated obstacle geometry that is independent of the aircraft’s attitude.
Alternatively, one could have used a small set of oriented bounding
boxes (OBB) for the fuselage, wings and tail as a less conservative,
but slightly more costly circumscription. As a final remark, the colour
scheme established in Figure 5.1 for the algorithmic paths is consistently
adopted in subsequent figures, i. e. blue traces indicate RRT results,
while traces transitioning from red to green signal outputs from the
numeric optimization algorithm.
5.1.2 Experiment Setup
The experiments conducted in this campaign are based on synthetic
data. Therefore, they are technically simulation experiments. However,
unlike state estimation algorithms that incrementally process sampled
data over an extended period of time, a planning task spans just
a single point in time (albeit its solution usually consumes a very
noticeable amount of computing time). Thus, planning tasks are not
affected by an overlaid simulated or real-world time-domain noise signal.
Planning tasks are also hardly affected by spatial noise, unlike, for
example, still image analysis algorithms, because the primary input
data is only a single element from the rather low-dimensional product
space of start- and goal configurations. One may argue that at least
geometric obstacles as secondary input data are naturally susceptible
to spatial disturbances. But since the employed polygonal obstacle
representation does not make any assumptions about simplicity or
regularity of the obstacle configuration, said disturbances would also
not lead to fundamentally different input data. The bottom line is
that one-shot planning problems as considered in this thesis are not
structurally affected by either temporal or spatial disturbances of any
kind. Consequently, it is the authors belief that the presented results
are of general significance, despite their synthetic origin.
All experiments were conducted on a single core of a Desktop com-
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Figure 5.2: System architecture for the experimental evaluation.
puter, equipped with a 3 GHz Intel® Core™2 Duo (E8400) processor
launched in 2008 and 4 GB of RAM, running Arch Linux. Due to the
rather old age of the test system, comparable performance can be ex-
pected from a more recent Intel- or ARM-based embedded system that
could be mounted aboard a real-world version of the simulated model-
grade aircraft. However, parallelization opportunities in the algorithms
would have to be exploited due to the lower single-thread performance
of a typical embedded system. The core algorithms were implemented
in C++ and made accessible inside the MATLAB® R2012a (32 Bit)
environment using the Matlab external function interface (MEX inter-
face). The code was compiled with gcc-6.11 and the compiler flags -O2
-march=native -mtune=native in order to activate all instruction set
extensions up to SSE4.1. Auxiliary visualization and data manage-
ment functions were implemented in plain Matlab code. The system
architecture is depicted in Figure 5.2. The RRT/RRT* planner and
the optimizer are implemented as two independent applications, both
with their respective Matlab and C++ components. Collaboration is
realized via exporting a trajectory from the planner and importing
it into the optimizer. The export/import mechanism is implemented
1Officially, Matlab 2012a only supports the rather ancient gcc-4.4 compiler for
MEX file generation. However, besides an annoying warning message at the
Matlab command prompt, no issues were observed by using more recent compiler
versions.
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at the Matlab level and fully automated. A reverse channel has also
been prepared, but is not fully developed yet. As indicated by the
stopwatch icons, execution times are accurately measured inside the
C++ code. The reported timings are based on wall-clock times, cap-
tured at locations immediately surrounding the relevant portions of
code. They do not include the overheads of switching between the
Matlab environment and native code or converting data between these
environments. The decision to rely on C++ for the core algorithms
instead of sticking to the more comfortable Matlab level was made after
it proved impossible to achieve acceptable performance for computing
the integrals requested by the optimizer. Subsequently, the planner
was redesigned in a similar fashion to allow sharing common code (c. f.
Section 4.1) and avoid potential inconsistencies introduced by code
duplication. It should be pointed out, that since all the important
parts are compiled into native code, the present implementation does
not suffer from the usual performance degradation of an interpreted
language like Matlab. In particular, eliminating the remaining Matlab
code would not lead to any noteworthy performance gain. Nevertheless,
as discussed in Section 6.2, there is still room for optimizations inside
the C++ modules.
5.2 Experimental Evaluation of the RRT* Algorithm
The following results cover the randomized trajectory planning ap-
proach described in Section 3.3, which is based on the RRT/RRT*
planning framework introduced in sections 2.1.3 and 2.1.4. Before
diving into details, the intention of Section 5.2.1 is to convey an overall
impression of the planner’s capabilities and performance in several sce-
narios. Afterwards, a closer look is taken at the newly developed local
planning component and at the effect of varying certain key parameters
in sections 5.2.2 and 5.2.3, respectively. Finally, an iterative invocation
of the planner for generating limited horizon trajectories, interleaved
with plan execution phases, is demonstrated in Section 5.2.4. The
latter resembles the expected mode of operation in long-term missions.
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5.2.1 Overall Planning Algorithm
5.2.1.1 Scenario Descriptions
The RRT*-based trajectory planner is applied to three scenarios, de-
picted in Figures 5.3–5.8. In addition, two cost formulations are con-
sidered for each scenario. Preliminary versions of these experiments
have already appeared in [SJ14a; SJ14b]. In the left part of the fig-
ures, minimum-length trajectories are sought, i. e. the only nonzero
weight factor of the cost formulation (3.16) is wL. This choice allows
an easy visual assessment of the solution quality. In the right parts of
the figures, the default weight factors from column 3 of table 3.1 are
used, which generally lead to smoother flight paths. To cover a wide
range of applications, each scenario is designed to exhibit a different
characteristic.
Indoor scenario (Figs. 5.3 and 5.4): The simulated airplane operates
in an artificial building, consisting of a rectangular atrium, surrounded
by hallways. Further obstacles are two open stairways, multiple pillars
supporting the floors of the hallways and a two-storey “skybridge”,
which spans the full width of the atrium. The overall size of the scene
is 80 m× 50 m× 15 m. Trajectory planning starts at the front stairway
with the airplane facing slightly downwards and away from the atrium
(towards the viewer). The goal position is next to the rear stairway and
close to the ceiling, i. e. the airplane has to perform a 180-degree turn
while gaining some height. The decision how to proceed from the goal
position is not part of the problem. Due to curvature limitations, the
airplane has to travel through parts of a hallway first, before entering
the atrium through one of the openings. It then has to avoid the
skybridge, which was deliberately placed in the prospective flight path.
If interpreted literally, the described scenario is not expected to be the
most common application due to the high risk of damage, associated
with a flying vehicle in a constrained indoor space. Nevertheless, it is
a fair example of a small-to-medium-size environment with complex
obstacles. Similar setups have been considered by other researchers,
even in real-world experiments, e. g. [BBR12].
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Outdoor scenario “Boxworld” (Figs. 5.5 and 5.6): With a length of
500 m, this scenario is much larger than the previous one and consists
of typical outdoor features like hills and valleys. In this experimen-
tal campaign, it is undoubtedly the most natural environment for an
autonomous airplane. The terrain was generated from a Digital Ele-
vation Map (DEM), i. e. a monochrome image, where pixel brightness
corresponds to terrain height. In this particular case, every map pixel
translates into a box, whose base area is 5 m× 5 m. To prevent the
planner from simply commanding the vehicle to an altitude above the
hills, the scene’s bounding box is also part of the obstacle geometry.
The resulting flight paths are quite expected. For both cost formula-
tions, the plateau in the rear half gives rise to two homotopy classes.
Although solutions passing the plateau on the right are generally shorter
and more direct, they are less likely to be discovered, which puts the
majority of trials into the less favourable homotopy class.
Narrow Passages scenario (Figs. 5.7 and 5.8): This is again a DEM-
based scenario, but of a much smaller size. The obstacle geometry is
basically a vertical extrusion of a planar shape. The main features are
two narrow passages in a perpendicular arrangement. Since the vehicle
dynamics prohibit a hard left-turn inside the crossing, the airplane
has to travel through the left-to-right passage first, then perform a
270-degree turn to enter the second passage, before finally arriving
in the sector containing the goal. Due to their small relative volume,
narrow passages pose a natural challenge to any randomized planner.
Hence, a scenario with two narrow passages in a row can be rightfully
considered a stress test for the proposed trajectory planner.
5.2.1.2 Experiment Implementation
Each scenario and cost formulation was attempted 100 times with
different initial random seeds. In every trial, the planner ran for
exactly 5000 iterations. The least-cost flight paths after 5000 iterations
are displayed as red traces in the figures. For comparison, initial
solutions are shown in blue. After every iteration, the accumulated
computing time and the cost of the current best solution were recorded
in order to generate the length/cost evolution plots below the 3-D
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visualizations. For better readability, each line starts and ends with a
square marker. These markers also provide an intuitive visual clue to
assess the distribution of trajectory cost and computing time (vertical
and horizontal direction, respectively), both for generating an initial
solution and after a fixed number (5000) of iterations. Additional
diamond-shaped markers in Figures 5.3, 5.4, 5.7 and 5.8 indicate
“break-even” situations, where computing time and the duration of
the planned trajectory balance each other. In a real-time application,
break-even points identify the maximum available computing time,
before the planning result would have to be released to the tracking
controller. (Assuming pipelined operation and constant release intervals,
see Section 5.2.4 for further details.) They also mark the best achievable
planning result under these circumstances. Note that Figures 5.5 and
5.6 lack appropriate markers, because due to the scenario size, break
even would not occur within the first 5000 planner iterations, but rather
far beyond the diagram limits.
5.2.1.3 Results and Conclusion
The most important result of the conducted experiments is that a
feasible and reasonable solution was found for all scenarios and every
trial run. In fact, during the whole course of experimentation for this
PhD project, there was not a single problem instance, where the planner
did not successfully complete its task within a reasonable time frame.
Unfortunately, because of randomization, no success guarantees can be
deduced from this observation, at least not for finite planning times.
Moreover, a feasible solution was always obtained in a fraction of the
trajectory duration, which suggests applicability in a real-time setting
(again within the certainty limits of a randomized algorithm). This
is especially true for the scenario “Boxworld” (Figures 5.5 and 5.6),
which is considered the most common case. On average, it took the
planner only 1.4 % (and no more than 7.3 %) of the trajectory duration
to come up with a solution. This result is attributable to the rapid
exploration property of the RRT and is supported by the example tree
depicted in Figure 5.9, which was taken from one of the trial runs with
default cost weights. In areas not severely dominated by obstacles, the
tree spreads quite uniformly in the space of position coordinates, which
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Figure 5.3: 100 trial runs of RRT* planning for the “Indoor” scenario with
length-only cost weights (wL = 1, wµ = wn = wµ̇ = wṅ = wsmooth =
wpot = 0).
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Figure 5.4: 100 trial runs of RRT* planning for the “Indoor” scenario with
default cost weights (c. f. Table 3.1).
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Figure 5.5: 100 trial runs of RRT* planning for the “Boxworld” scenario
with length-only cost weights (wL = 1, wµ = wn = wµ̇ = wṅ = wsmooth =
wpot = 0).
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Figure 5.6: 100 trial runs of RRT* planning for the “Boxworld” scenario
with default cost weights (c. f. Table 3.1).
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Figure 5.7: 100 trial runs of RRT* planning for the “Narrow Passages”
scenario (stress test scenario) with llength-only cost weights (wL = 1,
wµ = wn = wµ̇ = wṅ = wsmooth = wpot = 0).
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Figure 5.8: 100 trial runs of RRT* planning for the “Narrow Passages”
scenario (stress test scenario) with ldefault cost weights (c. f. Table 3.1).
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is the subspace where task-space sampling is performed (see Section
3.3.3 on page 94). With an average of 0.5 % and a maximum of 4.3 %,
even shorter relative planning times were obtained for the “Indoor”
scenario, despite the complex obstacle structure. This proves that,
to some extent, planning complexity scales well with the size of the
scene, yielding a comfortable real-time margin in smaller scenarios, too.
Another important factor contributing to such a quick determination
of solution trajectories is a rather strong goal bias, whose influence is
further analyzed in Section 5.2.3.1.
A less delightful observation from the presented cost evolution traces
is that cost reduction due to rewiring is hardly effective and, even
worse, the performance seems to deteriorate the more computing time
is invested. Consider, for example, the cost plot in Figure 5.7 (Figure
5.8), where an average cost reduction of 8.8 % (5.4 %) is offset by an
averaged 21.8-fold (20.8-fold) increase in computing time. A somewhat
better average cost reduction of 15.1 % (8.6 %) is achieved for the
“Indoor” scenario in Figure 5.3 (Figure 5.4), but only by spending an
even larger multiple of 7813 times (6045 times) of the initial computing
time. To be fair, the maximum achievable cost reduction strongly
depends on the particular scenario and a small percentage could as well
suggest near-optimal initial solutions. Yet, the figures in Section 5.4,
obtained for the same scenarios using a numeric optimizer, indicate
otherwise. This inefficiency does not come as a surprise. In fact, it
was described already in Section 3.1 as an inherent flaw of the rewiring
approach and served as a motivation for the whole thesis. Therefore,
the obtained results can be summarized to confirm that the evaluated
algorithm is a viable fixed-wing trajectory planner, which inherits
common strengths and weaknesses from its RRT* foundation.
The coarse-level analysis of the overall planning algorithm is com-
pleted by taking a closer look at the generated trajectories. As an
example, a trajectory from the “Indoor” scenario with default cost
weights has been selected, because it fits into the constrained space
of this document. In Figure 5.10, the flight path, unobstructed by
obstacles, is accompanied by plots of the flight path derivatives up to
third order, the system states χ and γ, as well as the system inputs
µ and n. It is evident from the derivatives that the flight path is C2
continuous and the velocity coordinates always add up to the desired
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airspeed of 8 m s−1. Also, the flight path angles and the inputs stay
inside their feasible limits, given in table 3.1, throughout the trajectory.
In the planar subplots, alternating background colours are used for
adjacent Bézier curve segments to assist the visual inspection of conti-
nuity conditions across tree node transitions. (Similarily, Bézier control
points in the 3-D plot are displayed alternately by hollow circles and
gray dots.) It is obvious from the bottom row of plots that flight path
angles and input signals are continuous across segment boundaries, as
requested in Section 3.3.2. However, the local planner does not ensure
and – with the exception of χ(t) – does not achieve smoothness of
these signals, such that, technically, bounds on the input derivatives
µ̇ and ṅ as defined in (3.14) may be violated at segment transitions.
This is considered acceptable, because these bounds were introduced
merely to reduce ill-behaving tendencies of the numeric optimizer inside
trajectory segments. A secondary observation from the alternating
background colors concerns the spread of trajectory segment durations.
Clearly, there is some variation, but the level of non-uniformity is quite
benign. By stating that above results are characteristic for all of the
considered scenarios, one may conclude that the local planner reliably
generates well-behaved and feasibly concatenatable trajectory segments.
Next, the local planning performance is analyzed from an efficiency
perspective.
5.2.2 Local Planner Performance
Over the course of experiments conducted for the previous section, the
results of all local planner invocations were recorded, including futile
ones that eventually did not contribute to the search tree. Two separate
recordings were generated for invocations in steer mode and connect
mode, corresponding to extension steps and rewire steps, respectively.
In steer mode, possible outcomes may be grouped into five categories:
• Success: The local planner succeeded in generating a feasible
trajectory segment that was accepted into the tree.
• Duplicate Node: Same as above, but the segment was rejected,
because its endpoint coincides with (or is very close to) an existing
tree node. Avoiding duplicate nodes is part of the sanity measures
described on page 96. This situation happens quite often, because
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Figure 5.10: Detailed view of the final trajectory from the first trial run of
the “Indoor” scenario (with default cost weights).
due to min/max operations in the curve generator, whole sub-
volumes of the search space are mapped to the same candidate
segment.
• Collision: A feasible trajectory was generated, but later detected
to be in collision with geometric obstacles.
• Infeasible: The heuristically generated curve (which is always
compliant with the vehicle dynamics) was detected to violate
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Figure 5.11: Local planner statistics for the first trial of the “Boxworld”
scenario.
trajectory constraints, e. g. exceeds climb angle limits etc.
• Local Planning Failure: Internal heuristics suggest that no feasible
trajectory segment could be determined for the given inputs.
Hence, no output was generated.
From a local planning point of view, the first three categories are
considered successful, because obstacle handling and tree construction
is beyond the scope of the local planner. They are therefore displayed
in non-red colors in the forthcoming figure. In connect mode, the set of
possible outcomes is almost identical, except for the “Duplicate Node”
category, which is replaced by
• Cost too high: The generated candidate segment is feasible and
collision free, but does not yield a cost reduction.
This outcome may also be considered as a success from the local
planner’s perspective.
In Figure 5.11, the relative amount of each category, evolving over
time, is plotted from data collected during the first trial run of the box-
world scenario with default cost weights. The results for the remaining
trial runs do not differ in a noticeable way. Surprisingly, the other
scenarios and the length-only cost weights lead to similar charts, too,
which suggests that conclusions drawn from Figure 5.11 apply quite
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generally. Moreover, as the curves in the “Rewire” subplot (bottom)
are almost constant after a short settling period, they mostly apply
throughout the whole planning process. A steady trend is also apparent
from the “Extensions” subplot (top).
First, consider the “Extensions” subplot: From start to finish, al-
most all requests could be successfully answered by the local planner.
Between 10 % and 50 % of the candidate segments end up in the search
tree, which is a rather high success ratio and explains why the RRT
quickly finds initial solutions. The other candidates were ruled out due
to collisions or node duplications. It is the decay of the collision surface
(orange), as well as the split between Collisions and Duplicate Nodes,
that vary with the obstacle complexity of the scenario.
Rewire results are quite contrary. Almost 90 % of all queries failed.
Luckily, most of them were ruled out early by internal heuristics and
therefore the expensive integral computations (3.20) and (3.15) were
avoided. From the successful query results, most of them were rejected,
because they did not yield a cost reduction. The portion of candidate
segments that actually contributed to the search tree is too small
to be recognizable in the plot, which is why the absolute numbers
corresponding to the right-most sample point are displayed next to
the diagrams. Realizing that only 453 out of nearly 500000 local
planning attempts in total were successful in the RRT* context does
well explain the tremendous computation time increases documented in
the previous section for achieving a very limited cost reduction. This,
however, is not solely to blame on the local planner, but mostly on the
interworking principle with the RRT* framework. Also note that the
absolute number of local planner invocations for rewiring is about half
a magnitude larger than for tree extension, which is expected, because
in each RRT* iteration, there is a single extension step, followed by
multiple rewire attempts. Moreover, the absolute number of potentially
successful rewire attempts (non-red in the bottom plot) reveals that
on average roughly ten rewire attempt per RRT* iteration yielded a
feasible and collision-free candidate segment.
In summary, the local planner exhibits decent performance when
considered as an isolated component, but in combination with the
RRT* framework, the inefficiency observed in the previous section is
confirmed once again.
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5.2.3 Influence of Bias Parameters
The planner is enhanced by two biasing methods, whose influence is
analyzed in the forthcoming subsections.
5.2.3.1 Goal-Biased Sampling
Goal biasing describes a modification of the uniform sampling scheme,
where a higher probability Pgoal is assigned to samples from the goal
region. Because the relative volume of the goal region is often negligible,
goal biasing is absolutely necessary to complete the planning task in a
reasonable number of iterations. The optimal bias Pgoal depends on
the complexity of the scenario. A large bias strongly pulls trajectory
segments towards the goal and gives less weight to exploration. This
can be helpful, if the direct connecting path is hardly obstructed by
obstacles. If, on the other hand, the path is blocked, the tree is pulled
into obstacles instead, causing a high rate of local planning failures due
to collisions. To quantify the effect and decide for a suitable bias value,
a synthetic environment was designed, consisting of two windowed walls
in the path connecting the start and the goal. The difficulty of the
environment can be gradually increased by adjusting a single parameter,
which controls the wall thickness, the window size, their displacement
w. r. t. the direct path, as well as the wall tilt angle against this path.
The two extreme cases of lowest and highest difficulty are displayed
as axis labels in Figure 5.12. Note how at maximum difficulty the
windows have transformed into narrow passages.
The planner was applied to scenarios of six difficulty levels with
eight goal bias ratios, ranging from 1 % to 50 %. For each parameter
combination, 100 trial runs were conducted. The iteration numbers to
obtain initial solutions are presented as box plots in Figure 5.12. Due
to large variations, a logarithmic scale is employed. Unsurprisingly,
for the easy scenarios a larger bias decreases the iteration numbers
and therefore leads to faster planning, although for large biases the
impact is less pronounced than for smaller ones. The accelerating
effect of a large bias also diminishes for the more difficult scenarios
and is hardly recognizable anymore for the most difficult problem
instance. Fortunately, the slight performance degradation tendency
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Figure 5.12: Parametric RRT experiment to determine a suitable goal bias.
when increasing the goal bias is hardly visible, either. The highlighted
bias value of 35 % seems to be a reasonable compromise and is therefore
used throughout this thesis. Given that most RRT implementations
select values between 5 % and 10 %, this is a rather strong bias. However,
its effectiveness is supported not only by Figure 5.12, but also by the
results of Section 5.2. In fact, the value had been determined empirically
before the parameter study was conducted.
5.2.3.2 Solution-Biased Sampling
Goal biasing is no longer meaningful after an initial solution has been
found, i. e. the planner enters the RRT* phase. It can, however,
be beneficial to bias subsequent samples towards the vicinity of the
current best solution in order to shift planning effort from further
exploring the space into improving the solution. Such a solution bias
transforms the RRT* optimization characteristic from global to local.
Therefore, a fully biased operation could be a reasonable choice, unlike
for the previously considered goal biasing technique, where a 100 % bias
would generally cause the planner to fail in the presence of obstacles.
Specifically, for the fixed-wing application, sampling in the vicinity of
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Figure 5.13: Trajectory cost (=length) reduction achieved with several solu-
tion bias factors for the “Indoor” scenario.
the current best solution is implemented by first picking a location
on the current best flight path and then drawing a sample from a
ball centered at this location with a radius of 3 m. For the center
location, with a probability of 0.9, one of the inner nodes of the current
best path is sampled, because the local planner will then be invoked
on a slight variation of inputs it had once processed successfully. In
the remaining cases, an arbitrary location on the current best path is
chosen uniformly at random. Note that this sampling scheme does not
limit the optimized trajectory to stay in a three metre range of the
initial solution, even for a fully biased operation, because the vicinity
moves with the current best solution trajectory.
To identify a suitable bias value, the “Indoor” experiment from
Section 5.2.1 with length-only cost weights (see Figure 5.3) was repeated
for eight solution bias parameters, ranging from 0 % to 100 %. As usual,
100 trial runs were conducted for each parameter. The relative cost
reduction (=length reduction) after 5000 iterations w. r. t. the initial
solution cost is displayed as box plots in Figure 5.13. Dot markers
for individual trial results were added to include more information
about outliers and the underlying distributions. The data suggest that
a higher bias on average leads to better optimization performance,
although the picture is not as clear anymore when approaching a bias
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of 100 %. Regardless of these results, the achievable improvement is
quite limited (about 5 % on average), mainly due to the inherent RRT*
rewiring inefficiency already discussed in Section 5.2.1.3. Furthermore,
a high bias sacrifices the possibility to discover significantly better
solutions from other homotopy classes, as evident from the absence of
outliers beyond the lower whiskers for the two largest bias parameters.
Ultimately, a solution bias of 50 % was selected for this PhD project.
The number agrees with the above results, while still retaining some
amount of exploration, but is somewhat arbitrary otherwise. Anyway,
it would be preferable to have the optimization part handled by a more
efficient technique, like the one evaluated in Section 5.3, and use no
solution bias at all.
5.2.4 Invoking the RRT* Incrementally
In a practical application, a global path planner or trajectory planner is
usually complemented by a tracking controller and a navigation module.
The latter supplies localization and mapping information (see Figure
1.1). In large environments, it is not uncommon that conventional global
planning is inappropriate or even impossible, because the ultimate goal
is not yet known, chances are high that it will become obsolete in the
meantime or map knowledge is incomplete due to limited sensing range.
In these situations, one can still exploit a global planner to determine
a partial plan to an intermediate goal. In the time during which the
tracking controller is implementing the partial plan, the planner can be
tasked with the next segment, such that another partial plan is available
when the vehicle arrives at the first intermediate goal. Planning and
tracking is thus performed in an interleaved or “pipelined” fashion. In
case of an airborne vehicle, that is unable to stop and wait for the
planning module to finish, it is of utmost importance that the planner
always comes up with a feasible (but not necessarily optimal) solution
before the vehicle has completed the current segment. The purpose
of this section is to demonstrate the applicability of the RRT*-based
fixed-wing trajectory planner in a pipelined context. Since the focus
is on the planner, the tracking controller and the navigation module
are assumed ideal, i. e. tracking errors and map imperfections are not
considered.
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A larger variant of the boxworld scenario, which is depicted in
Figure 5.14, serves as environmental model for this experiment. The
planner’s knowledge is restricted to a 180 m× 180 m window, centered
at the current starting location, as indicated by the red square in the
figure. The aircraft starts at the west end of the environment and
the objective is to fly to the far east end by following the reference
path, marked by the thick dashed blue line. The intermediate goal
is always placed on the reference path about 30 m ahead of the map
window. In the partial map, this location is never obstructed. As soon
as the planner succeeds in finding an initial partial trajectory, 1/3 of
its length, but no more than 5 s worth of flight time, is released to
the tracking controller. At the same time, the state at the end of the
released trajectory segment is made the new root of the search tree by
discarding all ancestor branches. Also, the map window is moved to
the new root node position, the intermediate goal is shifted accordingly
and all tree branches determined to be in collision with the updated
obstacle map are pruned. While the airplane is moving, the planner
is invoked without an iteration number limit for the duration of the
previously released segment minus one second (as a safety margin,
since run time can only be guarded approximately). Once the tracking
controller has completed its segment, i. e. the airplane has arrived
at the root node of the current search tree, the initial portion of the
current best solution is released, again as new tracking reference, and
the planning task is adjusted according to the above description. This
process is repeated until the airplane crosses the goal line at 1900 m
east.
The concatenated trajectories of 10 trial runs are depicted by red
traces in Figure 5.14. All flight paths appear reasonable and are, of
course, feasible and collision free. Futile attempts to return to the
reference path, only to detect shortly after that it is blocked by obsta-
cles, are symptomatic for semi-global planning with incomplete map
knowledge. Note in particular the trial run, where the planner decided
for a turn-around after the deviation from the center line became too
much at approximately 550 m east! Over the course of the experiment,
the planner always came up with a solution before the planning time
was exhausted and, moreover, there was always a very comfortable
safety margin. The fixed-wing RRT* can therefore be regarded a vi-
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able option for pipelined operation, but due to randomization in the
algorithm, it is impossible to guarantee timely availability of partial
trajectories under all circumstances.
5.3 Experimental Evaluation of the Numeric Optimizer
In the section at hand, experimental results are provided for the obstacle-
aware numeric trajectory optimizer introduced in Section 3.4. Like
the RRT*-based planner, the optimizer is an iterative procedure, but
unlike the former, it is fully deterministic. Hence, there is no need for
repeating experiments and collecting statistics over several trial runs.
To become accustomed to the working principle of the algorithm, as
well as to validate that certain key quantities behave according to theory,
the process of solving a synthetic example problem is documented in
great detail in Section 5.3.1. This includes a fine-grained analysis of
the computing effort down to the level of major algorithmic steps in
each iteration. It is also demonstrated that the dual function caching
scheme from Section 4.4 successfully keeps the per-iteration effort
approximately constant, as opposed to a linear growth when using an
uncached quadrature routine.
Afterwards, Section 5.3.2 reports on a campaign with a total of 300
optimization problems, that are derived from three scenarios (two of
them with obstacles) and vary in problem size (degrees of freedom)
and physical dimension. The latter indirectly controls the non-linearity
of the problem and therefore how much of a challenge it poses to
algorithms based on linearization of the problem functions. The opti-
mizer successfully converges on all problem instances. Key performance
figures from the solution process are condensed into a comprehensive
overview. A discussion of the results concludes the section.
5.3.1 A Simple Optimization Problem
The example problem to be discussed is admittedly simple, but still
triggers most distinct behaviours of the optimization algorithm, while
being compact enough to fit into the constrained space of this document.
Problem Description: The scenario under consideration is a U-shaped
171
5 Experimental Evaluation
−10 −5 0 5 10
0
5
10
15
20
North (X) in m
E
as
t
(Y
)
in
m
Initial “guess”
intermediate steps
optimization result
control polygon
(with segment boundary)
edge constraints
0 20 40 60
10−5
10−4
10−3
10−2
10−1
100
quadratic
convergence
iteration number
ba
rr
ie
r
pa
ra
m
et
er
0
0.2
0.4
0.6
0.8
1
st
ep
si
ze
αmax αz, max α
−40
−20
0
µmin
µ in deg
constrained signals
0 2 4 6
1
1.2
1.4
t∗f t
(0)
f
nmax
active
location
t in s
n in 1
10−5
10−2
101
dual functions
act
ive
loca
tion
0 0.5 1 1.5 2
10−4
10−2
100
τ
cutout ranges
active locations discrete constraints (at segment boundaries)
Figure 5.15: Detailed results for optimizing a U-shaped example trajectory.
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trajectory in the horizontal plane, as depicted by the thick dark-red
line in the top-left subplot of Figure 5.15. States and input vectors
are fixed at both ends. The trajectory’s cost is given by (3.15)–(3.17)
with the weight factors w(·) set to their defaults from table 3.1. An
optimal solution that also correctly takes into account the gray box-
shaped obstacle, is indicated by the thick green line. Thin traces
gradually changing from red to green correspond to intermediate iterates
generated during the optimization process. Like the initial guess, the
solution is contained in the horizontal plane, which is not necessarily
the case for intermediate iterates. An illustrative interpretation of
optimizing a trajectory to minimize its cost is letting a rubber band,
fixed at both ends, snap into its natural state of minimal potential
energy. In addition, the rubber band in this particular example exhibits
a certain level of stiffness, imposing a lower limit on its bending radius.
The trajectory is composed of two Bézier curves, resulting in an op-
timization problem with 15 variables (7 at the joining point and 2×4
intra-curve parameters). Point-wise inequality constraints (3.14) ensure
feasibility of the solution (and all intermediate iterates!) and are imple-
mented via functional constraints according to Section 3.4.2.2. There
are a total of ten functional constraints, extending over the whole range
of the trajectory. Additionally, sets of discrete constraints are added
at both ends of each curve. In theory, these “guard” constraints are
redundant. Nevertheless, they have been helpful for avoiding numerical
difficulties, since the Gauss-Kronrod quadrature rule employed for han-
dling functional constraints is an “internal” rule that performs integrand
evaluations only in the strict interior of the integration interval.
Convergence Behaviour: The optimizer converges after a moderate
number of 63 iterations, whereas convergence is declared after the
residual error ϵ (see (3.75)) of the KKT system (3.74) has dropped
below 10−8 (approx. √eps in IEEE-754 double precision arithmetic).
According to the top-right subplots of Figure 5.15, the barrier parameter
µ, which is directly linked to the residual error, exhibits a text-book
like quadratic decrease. This is expected behaviour for a Newton-type
method. The step length plot in the top-right corner confirms, also
according to theory, that only full Newton steps are taken in later stages
of the optimization. Furthermore, the subplot reveals that the maximal
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step lengths αmax and αz,max to satisfy primal and dual constraints,
respectively, quite often coincide with the final step length α, i. e. in
most iterations, line search has no effect. Note that the optimization
problem itself changes during the solution process. Discrete constraints
are added and removed as part of the obstacle handling. Active location
management even requires the introduction of new variables. Each
of these modifications disturbs and thus slows down the convergence
process, typically by causing a setback of the step length (e. g. after
iterations 21 and 45). Hence, optimizing a trajectory using the proposed
algorithm will generally require more iterations than conventional static
optimization problems.
Obstacle Handling: The obstacle avoidance feature correctly identifies
the offending edge of the box-shaped obstacle and, as indicated by
the purple face normals in the main plot of Figure 5.15, deduces an
appropriate edge geometry. Based on this formulation, a set of discrete
constraints is added to the trajectory to keep it from entering the
occupied volume. Initially, the trajectory is pushed away from the
edge by the newly added constraints, only to return after a few more
iterations. In less trivial problem examples, multiple repetitions of
this cycle have been observed. Also, sometimes the trajectory tends
to “slide” across the edge, which can get quite expensive in terms of
optimizer iterations. When approaching convergence, the trajectory
“locks” on the edge, as shown in the magnified portion of the plot, with
the constraints closest to each of the two obstacle faces becoming active.
Most of the surrounding inactive constraints are then removed from
the problem to keep the obstacle influence as local as possible and also
to avoid unnecessary computations. Due to “cutting the edge” between
active constraints, a minimal obstacle intrusion is inevitable, the amount
of which can be controlled by the spacing parameter between constraint
locations.
Functional Constraints: Traces of the constrained system quantities
µ(t) and n(t) are plotted in the lower left part of the figure. Both
quantities start well away from their physical boundaries µmin and
nmax, but become active at the solution. The shape of these trajecto-
ries vary quite considerably over the course of the optimization – much
more than one might have expected from the change of the flight path.
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The plots also reveal the reduction of the trajectory duration tf . The
dual functions for µ(t)− µmin ≥ 0 and nmax − n(t) ≥ 0 are displayed
in the bottom right corner of the figure, next to their corresponding
constraints. A constant value of z′i(τ) = 1 is employed as dual initial-
izer. The alternative initializer from equation (3.69), z′i(τ) = µc′
i
(τ) , was
considered, too, but was found to be slightly less efficient, if the initial
guess is not already very close to a solution. While the constraint
functions approach their bounds, strict complementary forces the ac-
companying dual functions to develop peaks, which become increasingly
challenging for numeric quadrature. Fortunately, the active location
handling procedure from Algorithm 3.5 is able to correctly identify
the situation from data collected during quadrature and to modify the
problem according to (3.88). As part of this modification, the vicinities
of prospective active locations, indicated by a gray background in the
plots, are removed (“cut out”) from the integration range. Furthermore,
the problem is augmented by new variables, tracking the exact locations
of where the functional constraints become active. This reformulation
allows to determine, in a well-defined manner and with high precision,
the active locations and their strictly positive multipliers, while the
retained parts of the dual functions uniformly drop to values close to
zero.
Computing Time Analysis: The plethora of trace- and debug data
collected by the optimizer also includes the durations of the main
steps of each iteration, which are presented in the left part of Figure
5.16. The charts show the overall computing time per iteration, as
well as the relative contribution of each step. In conventional finite
optimization, computational effort is usually dominated by solving the
linear KKT systems, while for the proposed algorithm, this contribution
(red slices) is barely visible! However, in finite optimization, the times
for evaluating the problem functions and their derivatives is often
unaccounted, because, technically, problem functions are not part
of the optimizer. This distinction is no longer possible in the semi-
infinite setting, because problem function evaluation is intermingled
with quadrature. With approximately 75 %, the dominant step is
the computation of the KKT system matrix. This hardly comes as
a surprise, because this step involves integrating a 15 × 15 matrix.
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Figure 5.16: Computing time details for the U-shaped example problem with
(left) and without (right) dual function caches enabled.
The second-most costly step is the evaluation of the residual error
for convergence checking, which involves integrating over a vector
(that is later reused as part of the RHS of the KKT system). Step
length computation, including line search, and collision avoidance
(paraphrased as “problem controller”) are less significant, except when
a larger amount of backtracking steps is required.
To analyze the influence of dual function caching described in Section
4.4, the feature was disabled for a second computation. The recorded
timings are displayed in the right column of Figure 5.16. Aside from
some less interesting changes in the relative contributions, a linear
increase of the absolute per-iteration times is clearly evident, which
would become prohibitive for large iteration numbers. In the given
example, there is already a seven-fold increase of the overall iteration
176
5.3 Experimental Evaluation of the Numeric Optimizer
time after 63 iterations. In contrast, with dual function caching enabled,
iteration times stay approximately constant and ostensibly independent
of the iteration number. Hence, this performance optimization feature,
which is crucial for the practicality of the proposed algorithm, fully
works up to expectation.
5.3.2 Parametric Campaign
5.3.2.1 Campaign Description
To obtain a more complete picture of its behaviour, the optimizer is
applied to a series of problems, derived from the one discussed in the
previous section. The variation scheme is comprised of two directions
and is summarized in Figure 5.17. The first direction, associated with
the horizontal axis, is the physical size of the problem. While the
initial flight paths are just uniformly scaled versions of each other,
the solutions do also differ in shape, because scaling does not affect
curvature limits. The second direction, represented by the vertical axis,
is the problem size in terms of the number of variables. Thanks to the
possibility to subdivide Bézier curves without changing their shape,
more degrees of freedom can be seamlessly added to a problem. For the
sake of compactness, results are presented for 30 selected combinations
of scale factors and subdivision factors, although experiments were
successfully conducted for all integer factors between 1 and 10 in both
directions. Furthermore, the three obstacle configurations depicted
in the topmost row of Figure 5.18 are considered, i. e. the absence of
obstacles, the simple box from the previous section and a more complex
geometry that results in multiple partially overlapping constrained arcs.
Key performance results of the experiments are condensed into the
remaining charts of Figure 5.18, in particular the number of iterations
in the second row, the overall computing times in the third row and a
statistical display of the per-iteration computing times in the fourth
row. It should be pointed out that the first entry of the second column
is identical to the experiment covered by Section 5.3.1.
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Figure 5.17: Variation scheme to generate the parametric campaign problems.
5.3.2.2 Discussion of the Results
First of all, there appears to be no purely linear or similarly trivial
correspondence between the performance figures and any of the scenario
parameters. As a further distraction, for problem instances with
obstacles and a large scale factor, the flight path often switches into
another homotopy class by “jumping” over the obstacle geometry,
which effectively results in a solution identical to the no-obstacle case.
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Nevertheless, some statements are gathered in the following paragraphs,
starting with observations from the no-obstacle case in the first column
of Figure 5.18:
• The number of iterations seems to depend primarily on the subdi-
vision factor rather than the scenario size, although the variation
is not too pronounced. The latter is somewhat reassuring, be-
cause, from an application perspective, increasing the subdivision
factor yields a very similar problem, that should not trigger
fundamentally different optimization behaviour.
• When factoring in the iteration count, computing times increase
no more than linearly with the number of problem variables
(DoFs). One can safely assume that this favourable result is
at least partially due to exploiting the sparsity pattern of the
primal-dual system depicted in Figure 4.5. The result is also
supported by the per-iteration times plot, though there is a lot
of variation, denying a definite conclusion.
Moving on to the scenarios in columns two and three, the most
challenging problem instances appear to be the physically small ones
with many variables, i. e. a large subdivision factor. This is under-
standable to some extent, because Bézier control points are clutched
pretty tight in these scenarios. Therefore, even small variations have a
high risk of violating constraints – or, to put it in more general terms
– these problems exhibit higher non-linearities. The susceptibility is
specific to feasible interior point methods and advises a lower limit on
the size/length of individual trajectory segments, which, fortunately,
is realized by the RRT curve generator via the parameter dmax (see
(3.39) on page 92). The conclusion is further backed by the fact that
in each column, performance results are almost identical for larger
scale factors between 7 and 10, and it is also consistent with observing
the “jump-over-obstacles” effect only for larger, supposedly more linear
problems.
Concerning the computation times, noise levels are far too high for
a sophisticated analysis, but there is also no evidence that disagrees
with the linear complexity claim made for the no-obstacle case. Note
that for smaller scale factors, the per-iteration times with obstacles
are generally shorter than without obstacles, because the presence of
obstacles generally leads to fewer active locations and thus simplifies
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integral evaluations.
Finally, pie charts in the last row of Figure 5.18 indicate the relative
contributions of the major algorithmic steps to the overall computation
time. They were generated by summing step time measurements
from all iterations and every experiment in the respective column.
Despite the averaging effect of summing over multiple experiments,
the main conclusions drawn from Figure 5.16 regarding the dominance
of the KKT system preparation and the convergence check, as well
as the insignificance of linear system solving still hold, regardless of
the presence of obstacles. The only noteworthy difference is found
in the share of the “line search” category vs. the “other” category.
Apparently, without geometric obstacles, optimization step lengths are
mostly governed by the filter/Armijo condition, and by primal/dual
feasibility otherwise.
5.4 Hybrid Approach and Comparison to the RRT*
After the planner and the optimizer have been examined individually,
it is finally time to bring them both together. To this end, the “Indoor”
scenario and the “Narrow Passages” scenario from Section 5.2.1 are
revisited (with default cost weights, because the length-only cost for-
mulation is incompatible with the optimizer – see rationale for (3.17)
in Section 3.2.3). The experiment is comprised of the following steps:
1. Obtain an initial solution using the RRT planner.
2. Convert the initial solution into an optimization problem and
solve it using the numeric optimizer.
3. Return to the initial solution from step 1 and continue with RRT*
iterations for as much time as it took the optimizer in step 2 to
converge.
The experiment was repeated 25 times with different initial random
seeds. While this went flawlessly for the “Indoor” scenario, some trials
of the “Narrow Passages” scenario had to be reattempted with another
random seed, because MATLAB (32 bit version) struggled with the
accumulation of trace data and eventually ran out of memory.
The resulting trajectories are depicted in Figures 5.19 and 5.20. In
both scenarios, the RRT leads to 25 distinct initial solutions, which –
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unsurprisingly – are similar to the blue trajectories shown in Figures
5.4 and 5.8, because they were generated the same way. The continued
RRT* planning in step 3 still leads to 25 distinct trajectories, which are
omitted from the 3-D plots for clarity. On the other hand, the optimizer
solutions collapse to only a few homotopy classes (small variations are
due to different final positions inside the goal boxes). In the extreme
case of the “Narrow Passages” scenario, there is just a single homotopy
class, corresponding to mostly level flight with no unwanted climb
and descent motion. Such an ideal result is not even approximated
by the RRT*. The downside of optimization, however, is computing
effort: On average, it took the optimizer 650 (461...910) iterations or
480 (273...860) seconds worth of computing time to converge on this
scenario. Corresponding numbers for the “Indoor” scenario are still as
high as 223 (171...350) iterations and 70 (51...114) seconds.
Similar to Section 5.2.1, the cost evolution is plotted against the
computing time in the bottom halfs of Figures 5.19 and 5.20. The plots
also include markers at “break-even” locations, i. e. situtations, where
computing time and trajectory duration balance each other. Unlike
the RRT* traces, the optimizer cost evolutions do not decrease in a
monotone way, because the optimization algorithm seeks a decrease
w. r. t. a barrier function or a filter instead of merely reducing the cost.
As a consequence, break-even locations are not necessarily unique. In
case of ambiguities, the marker is placed at the earliest occurrence.
The final cost values determined by the optimizer may be interpreted
as a benchmark for the planner. It is revealed that, even after quite
an extended planning period, the RRT* is still off by more than 20 %
to 30 % in most trial runs. Recall that the average cost reduction
via rewiring observed in Section 5.2.1 was less than 10 %! Moreover,
the optimizer also beats the planner at break-even situations, either
by achieving lower costs or by determining a competitive value in
significantly less time. Hence, even though in a real-time setup, there
is generally not enough time for the optimizer (in its current form) to
converge, the hybrid approach of finding a feasible starting trajectory
via RRT planning, followed by deterministic numeric optimization is
still preferable over the purely stochastic RRT* approach.
The summarizing verdict is thus as follows: The combination of
RRT(*) planning and a numerical optimizer is undeniably effective (as
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in “able to correctly solve the optimal planning task”). However, when
it comes to efficiency (as in “economical use of resources to achieve a
certain level of task fulfillment”), there is still much left to be desired.
Luckily, many directions for further improving the implementation have
not been pursued yet. Some of them are sketched in the next chapter.
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6 Summary and Future Work
An optimal trajectory planning approach for mobile platforms with flat
dynamics and in particular fixed-wing aerial robots was proposed in
this work. The main steps, results and challenges are summarized in
Section 6.1. Some tasks and issues left for future research are listed in
Section 6.2.
6.1 Summary
After having stated the general importance of motion planning for
mobile robotics and related fields in Chapter 1, a thorough review
of the motion planning literature was conducted in Section 2.1. A
similar presentation was given in Section 2.2 for selected numerical
optimization techniques, which, surprisingly, do not play an important
role in motion planning (yet), although the connection to optimal
motion planning is obvious. It has become evident that all motion
planning algorithms employ simplifications of some sort. Therefore,
their applicability is limited to use cases where these simplifications are
justified. One of the more versatile approaches is an algorithm named
Rapidly-exploring Random Trees (RRT). In this randomized approach,
a search tree is generated by repeatedly drawing a sample (position,
configuration or state) from the search space and extending the closest
existing tree node towards the sample. If the scenario admits a solution,
this scheme is guaranteed (in a probabilistic sense) to find a feasible
plan eventually. On the other hand, the RRT cannot reliably detect the
absence of a solution, nor can it determine an optimal plan. The latter
issue was fixed by an extension called RRT*, where each new tree node
is considered as a potentially superior ancestor for existing nodes in its
neighbourhood. Both variants defer the complex task of generating the
tree branches to a so-called local planner, which has to be provided by
the application developer. The author of this thesis therefore prefers to
think of the RRT(*) as a planning framework, rather than an algorithm.
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A local planner suitable for the fixed-wing application was developed
in Section 3.3. It relies on the flatness property of the equations
of motion, which was briefly recapped and then established for the
fixed-wing model in Section 3.2.2. Despite the focus on this particular
application, the algorithm was presented in an application-agnostic
manner whenever possible to ease the transfer to other platforms
with flat dynamics. A major implication of differential flatness is the
existence of a flat output, that allows to generate valid state and
input trajectories without solving the equations of motion, simply by
designing a sufficiently smooth flat output trajectory. This task is often
simplified by a meaningful physical interpretation of the flat output,
e. g. for the fixed-wing model, it coincides with the aircraft’s center of
mass position. The thesis follows the common practice of designing the
flat output trajectory via a parametric curve. More specifically, Bézier
curves were selected for their intuitive geometrical derivation from a
set of control points, as well as the availability of an efficient obstacle
intersection test routine, which was detailed in Section 4.2. As a further
level of indirection, a differential relation between time and the curve
parameter is allowed to decouple the trajectory’s shape from its velocity
profile. The shape of the trajectory (i. e. the flight path) is determined
by the Bézier control point placement strategy described in Section 3.3.2,
which also ensures the necessary continuity conditions across tree node
boundaries. It is one of the few fixed-wing specific items that cannot be
generalized easily. In addition to the differential constraints imposed by
the equations of motion, the local planner supports arbitrary point-wise
inequality constraints, which were used to implement bounded state
and input signals. Unlike the differential equations, these constraints
are not satisfied automatically. Instead, they need to be validated
after the control points have been determined. This is achieved by
evaluating a single indicator integral, regardless of the number of
constraints. Similarily, the cost associated with a trajectory segment
is also formulated in terms of an integral. For efficiency reasons, it
was proposed to solve both integrals simultaneously via an adaptive
quadrature routine. It should be noted that the resulting trajectory
segments are not necessarily optimal with respect to the employed cost
function. However, several heuristics ensure a decent quality, as well
as a high success rate, which was also confirmed experimentally.
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The overall planning algorithm was evaluated experimentally in
Section 5.2. The considered scenarios include an artificial indoor
environment, a large hilly outdoor terrain and a stress test with narrow
passages. The planner was able to solve the problems after reasonably
short time periods in every trial run. The local planner output statistics
displayed in Section 5.2.2 reveal that very few invocations fail for
reasons within the scope of the local planner, thereby confirming the
effectiveness of the approach.
Although the flatness-based fixed-wing RRT* yields pleasant tra-
jectories on a coarse scale, the rewiring procedure is rather inefficient
in straightening smaller bumps and wiggles. In Section 3.1, it was
demonstrated that this issue is an inherent flaw of the RRT* framework,
by analyzing a very basic 2D planning example with no obstacles and
no constraints, i. e. a problem where the search tree is comprised of
straight line segments. The optimal solution is known to be the straight
line connecting the start and the goal position, which allows to monitor
progress in terms of the optimality error. The convergence plot in
Figure 3.1 confirms the common observation in RRT* implementations
that closing in on the optimal solution makes it increasingly difficult to
achieve any further improvement, for the obvious reason that reducing
the optimality error will also reduce the relative size of the beneficial
subset of the sample space. Accordingly, the probability of further
reducing the optimality error decreases as the algorithm progresses
towards the optimal solution. As a remedy, a hybrid approach was
proposed that replaces or at least complements the optimization feature
of the RRT* by a more traditional deterministic numerical optimization
approach.
A suitable optimization algorithm was presented in Section 3.4,
starting with a formal specification of the optimization problem. A
parameterization was devised that keeps continuity conditions across
segment boundaries intact, without requiring the optimizer to deal with
them explicitly. While the parameter vector dimension is finite, state
and input limits comprise an infinite number of inequality constraints,
resulting in a problem of semi-infinite type. The proposed optimiza-
tion algorithm follows the primal-dual interior point paradigm and in
particular the “feasible” flavor of the method, which produces strictly
feasible intermediate iterates and thus can be aborted prematurely
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in case of insufficient computing time. To avoid inane pitfalls, the
open-source implementation IPOPT was used as a template for various
heuristics. At the heart of every optimizer iteration is the solution of
the linear KKT system. Its size depends on the number of variables and
the (in this case infinite) number of constraints. Thanks to its special
structure, the KKT system can be rewritten in a condensed form, the
dimension of which equals the number of variables only and thus is
finite, even for semi-infinite problems. The condensed reformulation
was extended to the semi-infinite case by applying the inner product
definition for continuous functions. As a result, the preparation of the
system matrix involves matrix-valued integral computations, which are
efficiently handled by a vectorized re-implementation of the globally
adaptive Gauss-Kronrod quadrature routines from the QUADPACK
library.
Unfortunately, the semi-infinite primal dual method is not well
defined from a numerical perspective, because strict complementary
forces dual functions (the semi-infinite equivalent to dual variables)
to converge to a superposition of Dirac delta distributions at the
active locations of the corresponding functional constraints. Since this
characteristic conflicts with the smoothness assumption of quadrature,
an “active location” detection and handling mechanism had to be
implemented (see Section 3.4.4). The basic idea is to employ a reduction-
like approach, which involves introducing a new problem variable to
track the exact activity location, and invoking a convexity argument
to replace a sufficiently small neighbourhood from the range of the
functional constraint by an equivalent discrete constraint. A further
complication arises from the recursive definition of dual functions, that
occur in almost every part of the computation. Since each iteration
adds another recursion level, dual function evaluation, and thus the
whole algorithm, would soon become prohibitively expensive. As a
mitigation, an adaptive caching scheme was described in Section 4.4,
which is based on the predictable pattern of evaluation points, defined
by the Gauss-Kronrod rule.
Finally, the optimization algorithm was equipped with the obstacle
handling procedure explained in Section 3.4.3, which maintains the
“feasible” spirit of the method. Because the algorithm is started with a
feasible and collision free trajectory, it suffices to reduce the step length
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(originally determined by a filter) to arrive at a first iterate that is
again feasible and collision free. By induction, this property holds for
all subsequent iterations. Albeit, in order to prevent stagnation of the
optimization in front of obstacles, every offending location discovered
by the collision detector has to be translated into a set of new inequality
constraints, thereby dynamically incorporating local obstacle awareness
into the problem description. The exact constraint formulations depend
on the employed obstacle model. In the considered case of a triangles
mesh, two expressions were derived, that keep the trajectory away from
planar surfaces embedding a single triangle, as well as edges formed by
pairs of adjacent triangles.
The overall optimization algorithm was applied to U-shaped test
problems of various sizes and subdivision levels in Section 5.3. A
detailed inspection of several key quantities confirmed quadratic con-
vergence once a sufficiently small neighbourhood of a local optimum
has been reached. As more complex examples, two of the RRT* sce-
narios have been revisited in Section 5.4, where numerical optimization
showed a substantial improvement over the RRT* solution trajectories.
However, this result comes at disproportional computing cost. A de-
tailed breakdown revealed that almost 80 % of the computing time is
spent on preparing the linear systems. Fortunately, there is significant
optimization potential, some of which is sketched in the next section.
6.2 Future Work
Future tasks can be divided into algorithmic enhancements, optimiza-
tions of the implementation and transfer to other applications.
Transfer to other applications: Before attempting this task, it is
advised to refactor the implementation with the goal of maturing the
interface between the core algorithms and application-specific code.
Although a clean interface was already a major concern in the current
implementation, the design has not always kept pace with the urge to
integrate experimental new features. After the refactoring, it should be
much easier to explore the applicability to three of the most popular
platform types with flat dynamics, namely the Ackermann steering
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geometry (car-like robots), the ubiquitous differential drive configura-
tion and quadrotors. While in the past, especially differential drive
robots have been combined successfully with less advanced grid-based
planners, only an approach that fully takes into account the equations
of motion will allow to operate the platform at its full potential, ideally
resulting in an overall increased motion efficiency.
Algorithmic enhancements: There are two major algorithmic en-
hancements worth to consider. The first one targets the sampling
strategy of the RRT. It is well known that, without special precautions,
the performance of the planner deteriorates as the environment becomes
more complex (e. g. maze-like structures). While an inappropriate
distance metric that does not take into account obstructions caused by
obstacles is easily identified as the root cause of the problem, hoping
for a superior metric, that is aware of both platform constraints and
obstacles, seems not realistic either. As a remedy, one could bias the
samples towards existing nodes in prospective solution corridors. It
should be evaluated, if those corridors can be determined adequately
by coarse grid-based planning (e. g. via D* lite, see Section 2.1.2.2) and
thus if a suitable bias can be derived from the cost-to-go values stored
in the grid cells. A possible source of inspiration may be [PKV10],
where the authors have already explored a combination of grid-based
and randomized planning. Another related approach is [ZWB14], which
uses a simple geometric RRT to guide a more complex kinodynamic
RRT. However, the additional source of randomness would contravene
the general idea of making the planning process more deterministic.
The second enhancement proposal concerns the optimization algo-
rithm. As explained in Section 3.4.4, functional inequality constraints
are assumed to be convex w. r. t. the curve parameter in a small neigh-
bourhood of prospective active locations. If the convexity structure
of the constraints (i. e. the sequence of convex and non-convex sub-
intervals) would be known in advance, the semi-infinite problem could
be reduced to a much simpler finite form right from the beginning of
the optimization. The convexification algorithm in [FS08] claims to
find conservative piece-wise convex relaxations of the original problem
functions. Integrating this technique is expected to yield a tremendous
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performance improvement and would raise the overall sophistication
level of the optimization algorithm.
Optimization of the optimizer implementation: First of all, the cur-
rent implementation has evolved from a proof-of-concept state quite a
bit already. Decent performance is ensured by several design choices,
ranging from the implementation language to the use of highly op-
timized and widely-used library routines for isolated subtasks, e. g.
solving sparse linear systems. Nevertheless, there are notable options
for further improvement that have not been explored yet, mainly with
regards to the time-consuming preparation of the condensed linear
systems. The following list gives some recommendations, sorted by
increasing implementation effort.
• More Vectorization: The Eigen library used for all sorts of
linear algebra computations has built-in support for data paral-
lelism (“vectorization”) via SIMD instructions. The processor
used during this PhD project was equipped with Intel’s SSE
instruction set, which is based on 128 bit registers, to perform
two double-precision floating point calculations simultaneously.
More recent CPUs include the successor technology AVX, which
allows to process twice as many data elements at the same time,
thanks to its 256 bit registers. AVX support is already available
in the Eigen library. Hence, doubling the performance is simply
a matter of upgrading to a newer computer and recompiling the
software.
• Multithreading: In addition to more vectorization, it is strongly
advised to exploit the parallelization opportunities provided by
modern multi-core architectures. In the present use case, this
should not be too complicated, because the contribution of each
trajectory segment is already calculated independently from all
other segments and therefore constitutes an ideal candidate for
a parallelizable workload unit. Assuming a typical quad-core
CPU, enough trajectory segments and no memory bottlenecks,
quadrupling the performance seems realistic.
• Optimizing automtic differentiation: Although automatic
differentiation as presented in Section 4.3 is an incredibly helpful
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tool, because it completely eliminates the potential for miscal-
culated or otherwise inconsistent derivatives, the resulting code
may not be as efficient as a hand-crafted implementation of the
respective Gradients and Hessians. A benchmark conducted dur-
ing the development of the AutoDiff module place it at roughly
80 % of the achievable performance. The main reason for the
performance gap is lacking optimization of trivial sub-expressions
like all-zero matrices, occurring at early stages of the computa-
tion. Fixing this issue would require extending the Eigen library
by some special matrix types (e. g. a ZeroMatrix) and – more
importantly – adding optimized processing rules for these matrix
types to Eigen’s expression evaluator engine.
• Exploiting Hessian symmetry: Similar to the previous item,
automatic differentiation does not exploit the symmetry of the
Hessians. This is also due to a limitation of the Eigen library,
whose developers have not yet decided how to implement proper
support for symmetric matrices. While in principle, almost 50 %
of the computations could be avoided, the less regular memory
access pattern will interfere with vectorization, making it rather
difficult to predict the real savings, especially for small matrices.
Disregarding the uncertain impact of exploiting Hessian symmetry, the
list suggests a potential computing time reduction of the dominant
step of the optimization algorithm by an order of magnitude (2 times
SIMD register width × 4 cores × 1/(80 %) AutoDiff speedup = 10).
Moreover, it has not been investigated yet if the current usage of 64 bit
double precision floating point numbers is absolutely necessary or could
be at least partially replaced by 32 bit single precision types, which
would allow even more data parallelism.
Finally, the author would like to remind that, although Moore’s
law does not hold strictly anymore, there is still steady progress in
microelectronics. As such, in a not too distant future, more advanced
processors can be expected that deliver sufficient computation power
for real-time optimization in a mobile form factor.
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