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Abstract 
This tutorial paper (or technical note) deals with a somewhat similar game-theoretic situation as is 
studied in "Oligopoly and Information Structure" [1]. The main objective is to show a PC based 
approach to visualizing possible information structures and finding the firms' best response functions. 
 
 
1. はじめに 
 
この解説論文は，伊東洋三著，「寡占市場と情報構造」[1]
（以下では，単に「論文」とも呼ぶ）で取り扱われた寡占
市場に類似したゲーム論的状況を対象としている。そして，
その主な目的は，各企業の最適反応関数や均衡解を PC に
より求めることである。また，そこに現れる情報構造をグ
ラフとして視覚化する。このように，経済学的な含意など
にはあまり深入りせず，こうした問題への PC を利用した
アプローチの説明を中心として以下では記述を進める。そ
の意味では，解説というより技術ノート的な内容である。 
「論文」の主な目的は，寡占市場における多様な情報構
造（情報授受の関係）の下での企業の意思決定行動を調べ
ることだと考えられる。換言すると，可能な情報構造の下
での競争や均衡（一般化されたシュタッケルベルク均衡）
を定義し，「各企業が知らされた供給量に最適に対応する戦
略（知らされた供給量の関数）を求めること」である。シ
ュタッケルベルク競争は，元来，リーダーとフォロワーの
2 人ゲーム（従って複占市場での状況）として記述される
ものである：リーダーとフォロワーが決定した手（move）
の組み合わせに従って，各プレーヤーの利得が決まるが，
最初にリーダーが決めた手の情報がフォロワーに伝えられ，
フォロワーは，リーダーの手を所与として自身の最善手を
決定するしかない；リーダーは，フォロワーのそうした意
思決定行動を織り込んで，自身に有利になるよう当初の決
定を行うというものである。 
シュタッケルベルク競争の概念は，n人ゲームへの拡張
もなされている（例えば，[2]の 2 章 5 節を参照）が，そこ
での情報構造はユニークに定められ，各 nについて，1 つ
ずつの状況しか通常想定されていないようである。 
2. 寡占ゲーム 
 
ここでは，シュタッケルベルク競争・均衡に関連する概
念を復習し，以下で取り扱う簡単な寡占ゲームの概要と関
連する記法や計算上の問題点について述べる。 
市場における各企業 i（ ni ,,1  ）は自社（製品）の
供給量 ix を決定する。市場の需要関数を px  1 とする。
ここで， p は価格，xは総需要を示し，総供給とバランス
している（ 


n
i
ixx
1
）とする。なお，簡単化のため，[1]
と同じく，いずれの企業も生産・供給の費用は 0 とする（従
って，売上＝利益とみなしている）。 
2.1. 最適反応関数と均衡解 
ここでは，複占（ 2n ）の場合を想定する。このとき，
逆需要関数は 2111 xxxp  なので，企業 i
（ 2,1i ）の利益は   ii xxxxxf 2121 1),(  であ
る。この利益関数 if は， ix について上に凸な 2 次関数な
ので，
 
2
1 i
i
xsx  のとき最大値をとる。ただし， ix は
i以外の企業の供給量ベクトルであり，  ixs は ix の要素
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(3) Maxima 入力用のデータファイルを作成する（図 2）。 
 
表 1 有向グラフの隣接行列 
 
 
 
図 1 情報構造の有向グラフ 
 
 
図 2  Maxima 入力用データ 
 
参考図表の内容について簡単に説明する。 
(1) 3n の情報構造は 6 通りある。表 1 は，各情報構
造に対応する 6 つの有向グラフの隣接行列を示して
いる。例えば，一番最後の隣接行列[[6]]は，1 行 2
列と 2 行 3 列の要素が 1 でそれ以外は 0 である。こ
れは，「ノード 1 からノード 2 へ」と「ノード 2 か
らノード 3 へ」という 2 つの有向辺があるグラフを
示している。寡占ゲームでは，企業 2 は企業 3 の意
思決定行動を織り込んで，自身に有利になるような
意思決定を行う（そして自社の供給量を企業 3 に伝
える）こと，そして，企業 1 は企業 2 の意思決定行
動を織り込んで，自身に有利になるような意思決定
を行う（そして自社の供給量を企業 2 に伝える）こ
とを意味している。 
(2) 図 1 は，表 1 の隣接行列に対応した有向グラフを図
示している。各ノードには番号が，右側から反時計
回りに付与されている。すなわち，各グラフの右側
のノードが企業 1，左側上のノードが企業 2，左側下
のノードが企業 3 に相当している。 
(3) 図 2 は，Maxima への入力となる情報構造のデータ
であり，表 1 の隣接行列を簡単化したものである。
データの各 1 行が 1 つの隣接行列に対応している。
例えば，数値データのない 1 行目は有向辺が全くな
いグラフ（表 1 の[[1]]や図 1 の最初の図）に対応し
ている。3 つの数字が並んだ 3 行目は，再左端の番
号 1 のノードから，2 番目以降の番号 2, 3 のノード
に有向辺があることを意味している。また，カンマ
を含む 4 行目は，ノード 1 からノード 3 への辺と，
ノード 2 からノード 3 への辺があることを示してい
る。5, 6 行目の意味も同様である。 
3.2. アルゴリズムの要点 
ノード数 nが与えられたとき，可能な情報構造を重複な
くすべて求めることが基本的である。その際，以下の点に
注意することが有用であろう。 
(1) 各情報構造の有向グラフは非循環的であること。す
なわち，各情報構造のグラフは閉路（ループ）を含
んではならない。 
(2) 情報構造の集合は，2 つ以上の重複した情報構造を
含まないこと。そのためには，異なる情報構造の有
 
1 3 
1 2 3 
1 3, 2 3 
1 2 3, 2 3 
1 2, 2 3 
[[2]] 
     [,1] [,2] [,3] 
[1,]    0    0    1 
[2,]    0    0    0 
[3,]    0    0    0 
 
 [[4]] 
     [,1] [,2] [,3] 
[1,]    0    0    1 
[2,]    0    0    1 
[3,]    0    0    0 
 
 [[6]] 
     [,1] [,2] [,3] 
[1,]    0    1    0 
[2,]    0    0    1 
[3,]    0    0    0 
[[1]] 
     [,1] [,2] [,3] 
[1,]    0    0    0 
[2,]    0    0    0 
[3,]    0    0    0 
 
 [[3]] 
     [,1] [,2] [,3] 
[1,]    0    1    1 
[2,]    0    0    0 
[3,]    0    0    0 
 
[[5]] 
     [,1] [,2] [,3] 
[1,]    0    1    1 
[2,]    0    0    1 
[3,]    0    0    0 
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の和を示す。この
 
2
1)( iii xsxg  は，企業 i以外の供
給量 ix を所与としたとき，企業 iの利益を最大にする ix を
返す関数であり，（ iの）最適反応関数と呼ばれる。 
企業 1 と 2 が対等ならば，最適反応関数の連立方程式
)( iii xgx  （ 2,1i ）を満たす供給量 3121  xx
が均衡解（クールノー解）となる。この時，両企業の利益
は，いずれも 91 である。 
企業 1 がリーダー，企業 2 がフォロワーである場合は，
企業 2 が 2)1()( 1122 xxgx  なる意思決定を行う
ことを想定して，企業 1 は ))(,( 1211 xgxf を最大化するよ
うに供給量を決定する。 2)1())(,( 111211 xxxgxf 
より企業 1 は 211 x と決定する。すなわち，2 社の最適
反応関数は，それぞれ 21)( 21 xg （ 2x に依存しない定
数）と 2)1()( 112 xxg  であり，これらを満たす供給
量（企業 1 の 211 x と企業 2 の 41)21(22  gx ）
が均衡解（シュタッケルベルク解）となる。この時，両企
業の利益は，それぞれ 161,81 である。 
2.2. 情報構造 
前節の複占（ 2n ）のケースでは 2つの状況を考えた。
すなわち，（1）両企業ともに相手企業の（供給量の）情報
がない場合と，（2）企業 2 が企業 1 の情報を得る場合であ
る。以下では，このような情報授受の関係，あるいは情報
の流れ（の集合）を情報構造と考える。（1）は，情報の授
受がないので（空集合），（2）は，企業 1 から 2 へ情報
が送られるので }21{  がそれぞれの情報構造である。 
これらは，2 つのノードからなる有向グラフとみなせる
が， 2n の場合，寡占（複占）状況における情報構造と
してこれら以外の有向グラフを考慮する必要はない。まず
}12{  は，企業 1と 2の名前を付け替えれば }21{  と
同じこと（同型）なので不要である。また，自身の意思決
定情報を知っているのは当然なので，有向辺 ii を敢え
て含める必要はない。有向辺が 2 つの }12,21{  が
問題であるが，このようなループを含むグラフは，情報構
造（のグラフ）とはみなさない：シュタッケルベルク競争
の通常の意味から考えると，リーダー企業がフォロワーの
意思決定行動を織り込んで，自社に有利になるように意思
決定を行い，その結果をフォロワーに伝え，フォロワーは
それを所与として自身の意思決定を行うことになる。しか
しながら，2 社ともにリーダ （ーであり，かつフォロワー）
であるような状況は想定しにくい，あるいは，単に，クー
ルノー均衡と同じ状況に帰着してしまうからである。 
2.3. 計算上の問題点と解法へのアプローチ 
「論文」では， 4,3n について，情報構造によるゲー
ム状況の場合分けと各企業の最適反応関数や均衡解が求め
られている。 3n では 6 つのケース， 4n では 30 の
ケースに場合分けされている（ 4n での可能な情報構造
は，実は 31 通りあり，1 つのケースが欠けている）。 
展開されている計算を実際に手で行ってみれば実感で
きるが，1 つ 1 つの状況は比較的単純であるものの，人手
に頼って全ケースを場合分けし，最適反応関数や均衡解の
計算を進めるのは相当煩雑な作業である。また，企業数が
増えると，いわゆる組み合わせ的爆発が生じるため，
5n でも手計算は困難である。そこで，こうした問題を
PC によって解くことを提案したい。 
以下で考察する PC 処理は，次の 2 つに大別される： 
① 可能な情報構造の決定と有向グラフによる視覚化 
② 情報構造ごとの各社の最適反応関数と均衡解の計算 
ソフトウェアとしては，①については R 言語を用いた。R
言語は統計処理用に広く用いられているが，igraph や sna
のようなネットワーク分析用のパッケージを使えば，手軽
にグラフの描画を行うことができる。②の最適反応関数の
計算は数式処理であり，ソフトとしては wxMaxima を用
いた。いずれもオープンソースで高性能なフリーソフトウ
ェアである。 
 
 
3. 情報構造の決定 
 
ここでは，可能な情報構造の決定と有向グラフによる視
覚化の概要について述べる。 
3.1. 主要な処理内容 
主要な処理内容は，以下のようなものである（ここでの
参考図表は，いずれも 3n のケースである）。 
(1) 情報構造の非同型な全パターンを有向グラフの隣接
行列として生成する（表 1）。 
(2) 情報構造のパターンを視覚化する（図 1）。 
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(3) Maxima 入力用のデータファイルを作成する（図 2）。 
 
表 1 有向グラフの隣接行列 
 
 
 
図 1 情報構造の有向グラフ 
 
 
図 2  Maxima 入力用データ 
 
参考図表の内容について簡単に説明する。 
(1) 3n の情報構造は 6 通りある。表 1 は，各情報構
造に対応する 6 つの有向グラフの隣接行列を示して
いる。例えば，一番最後の隣接行列[[6]]は，1 行 2
列と 2 行 3 列の要素が 1 でそれ以外は 0 である。こ
れは，「ノード 1 からノード 2 へ」と「ノード 2 か
らノード 3 へ」という 2 つの有向辺があるグラフを
示している。寡占ゲームでは，企業 2 は企業 3 の意
思決定行動を織り込んで，自身に有利になるような
意思決定を行う（そして自社の供給量を企業 3 に伝
える）こと，そして，企業 1 は企業 2 の意思決定行
動を織り込んで，自身に有利になるような意思決定
を行う（そして自社の供給量を企業 2 に伝える）こ
とを意味している。 
(2) 図 1 は，表 1 の隣接行列に対応した有向グラフを図
示している。各ノードには番号が，右側から反時計
回りに付与されている。すなわち，各グラフの右側
のノードが企業 1，左側上のノードが企業 2，左側下
のノードが企業 3 に相当している。 
(3) 図 2 は，Maxima への入力となる情報構造のデータ
であり，表 1 の隣接行列を簡単化したものである。
データの各 1 行が 1 つの隣接行列に対応している。
例えば，数値データのない 1 行目は有向辺が全くな
いグラフ（表 1 の[[1]]や図 1 の最初の図）に対応し
ている。3 つの数字が並んだ 3 行目は，再左端の番
号 1 のノードから，2 番目以降の番号 2, 3 のノード
に有向辺があることを意味している。また，カンマ
を含む 4 行目は，ノード 1 からノード 3 への辺と，
ノード 2 からノード 3 への辺があることを示してい
る。5, 6 行目の意味も同様である。 
3.2. アルゴリズムの要点 
ノード数 nが与えられたとき，可能な情報構造を重複な
くすべて求めることが基本的である。その際，以下の点に
注意することが有用であろう。 
(1) 各情報構造の有向グラフは非循環的であること。す
なわち，各情報構造のグラフは閉路（ループ）を含
んではならない。 
(2) 情報構造の集合は，2 つ以上の重複した情報構造を
含まないこと。そのためには，異なる情報構造の有
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     [,1] [,2] [,3] 
[1,]    0    0    1 
[2,]    0    0    0 
[3,]    0    0    0 
 
 [[4]] 
     [,1] [,2] [,3] 
[1,]    0    0    1 
[2,]    0    0    1 
[3,]    0    0    0 
 
 [[6]] 
     [,1] [,2] [,3] 
[1,]    0    1    0 
[2,]    0    0    1 
[3,]    0    0    0 
[[1]] 
     [,1] [,2] [,3] 
[1,]    0    0    0 
[2,]    0    0    0 
[3,]    0    0    0 
 
 [[3]] 
     [,1] [,2] [,3] 
[1,]    0    1    1 
[2,]    0    0    0 
[3,]    0    0    0 
 
[[5]] 
     [,1] [,2] [,3] 
[1,]    0    1    1 
[2,]    0    0    1 
[3,]    0    0    0 
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の和を示す。この
 
2
1)( iii xsxg  は，企業 i以外の供
給量 ix を所与としたとき，企業 iの利益を最大にする ix を
返す関数であり，（ iの）最適反応関数と呼ばれる。 
企業 1 と 2 が対等ならば，最適反応関数の連立方程式
)( iii xgx  （ 2,1i ）を満たす供給量 3121  xx
が均衡解（クールノー解）となる。この時，両企業の利益
は，いずれも 91 である。 
企業 1 がリーダー，企業 2 がフォロワーである場合は，
企業 2 が 2)1()( 1122 xxgx  なる意思決定を行う
ことを想定して，企業 1 は ))(,( 1211 xgxf を最大化するよ
うに供給量を決定する。 2)1())(,( 111211 xxxgxf 
より企業 1 は 211 x と決定する。すなわち，2 社の最適
反応関数は，それぞれ 21)( 21 xg （ 2x に依存しない定
数）と 2)1()( 112 xxg  であり，これらを満たす供給
量（企業 1 の 211 x と企業 2 の 41)21(22  gx ）
が均衡解（シュタッケルベルク解）となる。この時，両企
業の利益は，それぞれ 161,81 である。 
2.2. 情報構造 
前節の複占（ 2n ）のケースでは 2つの状況を考えた。
すなわち，（1）両企業ともに相手企業の（供給量の）情報
がない場合と，（2）企業 2 が企業 1 の情報を得る場合であ
る。以下では，このような情報授受の関係，あるいは情報
の流れ（の集合）を情報構造と考える。（1）は，情報の授
受がないので（空集合），（2）は，企業 1 から 2 へ情報
が送られるので }21{  がそれぞれの情報構造である。 
これらは，2 つのノードからなる有向グラフとみなせる
が， 2n の場合，寡占（複占）状況における情報構造と
してこれら以外の有向グラフを考慮する必要はない。まず
}12{  は，企業 1と 2の名前を付け替えれば }21{  と
同じこと（同型）なので不要である。また，自身の意思決
定情報を知っているのは当然なので，有向辺 ii を敢え
て含める必要はない。有向辺が 2 つの }12,21{  が
問題であるが，このようなループを含むグラフは，情報構
造（のグラフ）とはみなさない：シュタッケルベルク競争
の通常の意味から考えると，リーダー企業がフォロワーの
意思決定行動を織り込んで，自社に有利になるように意思
決定を行い，その結果をフォロワーに伝え，フォロワーは
それを所与として自身の意思決定を行うことになる。しか
しながら，2 社ともにリーダ （ーであり，かつフォロワー）
であるような状況は想定しにくい，あるいは，単に，クー
ルノー均衡と同じ状況に帰着してしまうからである。 
2.3. 計算上の問題点と解法へのアプローチ 
「論文」では， 4,3n について，情報構造によるゲー
ム状況の場合分けと各企業の最適反応関数や均衡解が求め
られている。 3n では 6 つのケース， 4n では 30 の
ケースに場合分けされている（ 4n での可能な情報構造
は，実は 31 通りあり，1 つのケースが欠けている）。 
展開されている計算を実際に手で行ってみれば実感で
きるが，1 つ 1 つの状況は比較的単純であるものの，人手
に頼って全ケースを場合分けし，最適反応関数や均衡解の
計算を進めるのは相当煩雑な作業である。また，企業数が
増えると，いわゆる組み合わせ的爆発が生じるため，
5n でも手計算は困難である。そこで，こうした問題を
PC によって解くことを提案したい。 
以下で考察する PC 処理は，次の 2 つに大別される： 
① 可能な情報構造の決定と有向グラフによる視覚化 
② 情報構造ごとの各社の最適反応関数と均衡解の計算 
ソフトウェアとしては，①については R 言語を用いた。R
言語は統計処理用に広く用いられているが，igraph や sna
のようなネットワーク分析用のパッケージを使えば，手軽
にグラフの描画を行うことができる。②の最適反応関数の
計算は数式処理であり，ソフトとしては wxMaxima を用
いた。いずれもオープンソースで高性能なフリーソフトウ
ェアである。 
 
 
3. 情報構造の決定 
 
ここでは，可能な情報構造の決定と有向グラフによる視
覚化の概要について述べる。 
3.1. 主要な処理内容 
主要な処理内容は，以下のようなものである（ここでの
参考図表は，いずれも 3n のケースである）。 
(1) 情報構造の非同型な全パターンを有向グラフの隣接
行列として生成する（表 1）。 
(2) 情報構造のパターンを視覚化する（図 1）。 
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適反応関数が定数（ 21 ）となっている。一般に，
企業集合 J の全要素に企業 iからの有向辺のある情
報構造では，企業 i の最適反応関数に供給量 jx
（ Jj ）は含まれない。図 1 より，3 番目と 5 番
目の情報構造では，企業 1 から企業 2, 3 への有向辺
があることから，企業 1 の最適反応関数には他企業
の供給量が全く含まれず，定数になったものである。 
[2] 均衡解の出力（図 4）でも，各行が 1 つの情報構造
に対応している。行内の 3 つの数値が，それぞれ企
業 1 から企業 3 の供給量である。 
4.2. アルゴリズムの要点 
図 2 の各行が示す情報構造に対応して，各企業の最適反
応関数を求め，均衡解を計算する際には，ノードを適切に
順序付け，その順番に企業の最適反応関数を計算していく
とよい。以下では，図 1 の情報構造のいくつかを使って例
示する。なお，全企業（ノード）を },,1{ nN  とし，
任意の Na について，aを始点とする有向辺 ba の
終点b の集合を )(at と記す。 
(1) どの情報構造も閉路を含まないので，出次数が 0 のノ
ードが少なくとも 1 つ存在する。出次数が 0 のノード
の集合をK とする。図 1ケース 1では }3,2,1{K ，
ケース 2, 4, 5, 6 では }3{K ，ケース 3 では
}3,2{K である。 Kk なる任意の企業は，他企
業の供給量をそのまま受け入れて，自社の利益を最大
化するように供給量を決定するだけなので，その最適
反応関数は    21)( kkk xsxg  である。 
(2) K 以外のノード集合を KNH  とする。情報構
造が閉路を含まないので，もし H ならば，
Kjt )( を満たす Hj が存在する。 )( jt の最適
反応関数を考慮して j は自身の最適反応関数を決定
できる。例えば，図 1 のケース 6 では }2,1{H で
2j であり， }3{)2( t の最適反応関数 )( 33 xg に
よる行動 )( 333 xgx  を考慮して，企業 2 の利益は 
 
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である。最適反応関数は，この利益関数を最大化する
2x を求めて   21)( 112 xxg  となる。なお，図 1
のケース 3 の場合だと，企業 1j は }3,2{)1( t の
最適反応関数を考慮することになるが，それには，連
立方程式    21)( kkk xsxg  （ 3,2k ）を
32 , xx について解いた   31 1xxk  を 1j の利
益関数に代入してから最大化すればよい。 
(3) それ以降は，上の手順で最適反応関数が求められた j
により， }{ jK  を新たに K ， }{ jH  を新たに
H として， H となるまで同様の手順を繰り返
せばよい。 
 上記の手順を繰り返して，すべての企業（ノード）に対
する最適反応関数が求められれば，それらを連立して解く
ことで均衡解を求めることができる。 
 
 
5. いくつかの例 
 
ここでは，情報構造を有向グラフによって視覚化した例
と，最適反応関数と均衡解を求める Maxima のプログラム
の例を示す。また，「論文」での均衡解概念との違いについ
て述べる。 
「論文」では， 4,3n のケースが取り扱われている。
3 章では， 3n の場合の情報構造を有向グラフによって
視覚化したが（図 1）， 4n での情報構造（グラフ）を
付録 1 の左列に掲載する。特に，7 番目のグラフは，「論文」
では欠けているパターンである。表 2 に示したように，
5n （とりわけ 6n ）では，可能な情報構造のパター
ンがかなり大きいため，視覚化することに現実的な意味が
あるのは， 5,4n あたりまでであろう。また，付録 1 の
右列には，左側 2 列の情報構造に対応する最適反応関数
（x[1] ～x[4]）と均衡値が上下に示されている。 
付録 2 には，Maxima のプログラム実行例を示している。
前述のように，Maxima の処理では，図 2 のような，可能
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向グラフは同型であってはならない。 
条件(1)を保証するには，例えば，以下のように考えれば
よい： ji  なるノード ji, について，有向辺 ji は存
在しない。同じことだが，有向辺 ji が存在するのは
ji  のときに限られる（小さい番号の企業から大きい番
号の企業にのみ情報が流れる）。こうすると，例えば 3n
では，可能な有向辺は 32,31,21  の 3 本である
ことが分かる1。 
有向辺の集合 }32,31,21{ E の任意の部
分集合が 1 つの情報構造に相当する。例えば，4 つの部分
集合 , }31{  . }32,21{  , E は，図 1 のケー
ス 1, 2, 6, 5 にそれぞれ相当している。 
E のすべての部分集合は 8（ 32 ）通りあるが，情報
構造としては，その一部だけを考える方が適切である。例
えば，1 つの要素からなる 3 つの情報構造 }21{  , 
}31{  , }32{  は，互いに同型であり，これらは
}{  という1つの有向辺から成る同じ1つの情報構造
とみなすことができる。条件(2)を保証するには，同型なも
のの中から 1 つを代表として採用すればよい。ちなみに，
図 1 では，ノードの次数（degree）により，出入次数差（出
次数と入次数の差）の小さい順にノード番号を付与してい
る。従って， }{  という 3n の情報構造では，有向
辺の先行ノード（始点）は出入次数差が 1，有向辺の後続
ノード（終点）は出入次数差が-1，残りの孤立したノード
の出入次数差が 0 であり，図 1 のケース 2 のようなノード
の番号付け（ 31 ）となる。 
有向辺の総数が 2Cm n で，有向辺の組み合わせの総数
が m2 であり，そこから同型な構造を選んでいくことにな
るので，情報構造の決定は， 3n では簡単だが， nが少
し大きくなるとすぐに難しくなる（表 2）。さらに，グラ
フ同型性の判定問題自体が NP に属する問題2であるため，
効率的なアルゴリズムはあまり期待できない。 
                                                          
1 一般に 2)1(2  nnCn 本ある。 
2 P にも NP 完全にも属さない NP-intermediate クラスの
問題ではないかと信じられているとのことである。[5] 
 
表 2 情報構造の数 
ノードの数 辺の数m  m2  情報構造の数 
2 1 2 2 
3 3 8 6 
4 6 64 31 
5 10 1024 368 
6 15 32768 10817 
 
 
4. 最適反応関数と均衡解の計算 
 
ここでは，情報構造ごとの各社の最適反応関数と均衡解
の計算の概要について述べる。 
4.1. 主要な処理内容 
主要な処理内容は，以下のようなものである（ここでの
参考図表も 3n のケースである）。 
[1] 入力用ファイル（図 2）からデータを入力し，データ
の各行ごとに，それが表す情報構造の下での各社の最
適反応関数を計算してファイルに出力する（図 3）。 
[2] 情報構造ごとに，各社の最適反応関数を連立して解き，
均衡解を求める（図 4）。 
 
 
図 3 最適反応関数 
 
 
図 4 均衡解 
 
参考図表の内容について簡単に説明する。 
[1] 最適反応関数の出力（図 3）では，各行が 1 つの情
報構造に対応している。例えば，1 行目の式は，有
向辺のない情報構造の場合に対応しており，2.1 節の
   21 ii xsx  と同じ形である。この右辺は，3
社から成るクールノー均衡における最適反応関数で
ある。また，3 行目と 5 行目の式では，企業 1 の最
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適反応関数が定数（ 21 ）となっている。一般に，
企業集合 J の全要素に企業 iからの有向辺のある情
報構造では，企業 i の最適反応関数に供給量 jx
（ Jj ）は含まれない。図 1 より，3 番目と 5 番
目の情報構造では，企業 1 から企業 2, 3 への有向辺
があることから，企業 1 の最適反応関数には他企業
の供給量が全く含まれず，定数になったものである。 
[2] 均衡解の出力（図 4）でも，各行が 1 つの情報構造
に対応している。行内の 3 つの数値が，それぞれ企
業 1 から企業 3 の供給量である。 
4.2. アルゴリズムの要点 
図 2 の各行が示す情報構造に対応して，各企業の最適反
応関数を求め，均衡解を計算する際には，ノードを適切に
順序付け，その順番に企業の最適反応関数を計算していく
とよい。以下では，図 1 の情報構造のいくつかを使って例
示する。なお，全企業（ノード）を },,1{ nN  とし，
任意の Na について，aを始点とする有向辺 ba の
終点b の集合を )(at と記す。 
(1) どの情報構造も閉路を含まないので，出次数が 0 のノ
ードが少なくとも 1 つ存在する。出次数が 0 のノード
の集合をK とする。図 1ケース 1では }3,2,1{K ，
ケース 2, 4, 5, 6 では }3{K ，ケース 3 では
}3,2{K である。 Kk なる任意の企業は，他企
業の供給量をそのまま受け入れて，自社の利益を最大
化するように供給量を決定するだけなので，その最適
反応関数は    21)( kkk xsxg  である。 
(2) K 以外のノード集合を KNH  とする。情報構
造が閉路を含まないので，もし H ならば，
Kjt )( を満たす Hj が存在する。 )( jt の最適
反応関数を考慮して j は自身の最適反応関数を決定
できる。例えば，図 1 のケース 6 では }2,1{H で
2j であり， }3{)2( t の最適反応関数 )( 33 xg に
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である。最適反応関数は，この利益関数を最大化する
2x を求めて   21)( 112 xxg  となる。なお，図 1
のケース 3 の場合だと，企業 1j は }3,2{)1( t の
最適反応関数を考慮することになるが，それには，連
立方程式    21)( kkk xsxg  （ 3,2k ）を
32 , xx について解いた   31 1xxk  を 1j の利
益関数に代入してから最大化すればよい。 
(3) それ以降は，上の手順で最適反応関数が求められた j
により， }{ jK  を新たに K ， }{ jH  を新たに
H として， H となるまで同様の手順を繰り返
せばよい。 
 上記の手順を繰り返して，すべての企業（ノード）に対
する最適反応関数が求められれば，それらを連立して解く
ことで均衡解を求めることができる。 
 
 
5. いくつかの例 
 
ここでは，情報構造を有向グラフによって視覚化した例
と，最適反応関数と均衡解を求める Maxima のプログラム
の例を示す。また，「論文」での均衡解概念との違いについ
て述べる。 
「論文」では， 4,3n のケースが取り扱われている。
3 章では， 3n の場合の情報構造を有向グラフによって
視覚化したが（図 1）， 4n での情報構造（グラフ）を
付録 1 の左列に掲載する。特に，7 番目のグラフは，「論文」
では欠けているパターンである。表 2 に示したように，
5n （とりわけ 6n ）では，可能な情報構造のパター
ンがかなり大きいため，視覚化することに現実的な意味が
あるのは， 5,4n あたりまでであろう。また，付録 1 の
右列には，左側 2 列の情報構造に対応する最適反応関数
（x[1] ～x[4]）と均衡値が上下に示されている。 
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参考図表の内容について簡単に説明する。 
[1] 最適反応関数の出力（図 3）では，各行が 1 つの情
報構造に対応している。例えば，1 行目の式は，有
向辺のない情報構造の場合に対応しており，2.1 節の
   21 ii xsx  と同じ形である。この右辺は，3
社から成るクールノー均衡における最適反応関数で
ある。また，3 行目と 5 行目の式では，企業 1 の最
001_010_石鎚先生.indd   5 2014/02/22   13:33:57
6 専修ネットワーク＆インフォメーション No.22. 2014 専修ネットワーク＆インフォメーション No.×× 2012 
 
 
 
付録 1：情報構造・最適反応関数・均衡値 
 
 
 
 
x[1] = -(x[4]+x[3]+x[2]-1)/2 x[2] = -(x[4]+x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2000 0.2000 0.2000 0.2000 
 
x[1] = -(x[3]+x[2]-1)/2 x[2] = -(x[4]+x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.3333 0.1667 0.1667 0.1667 
 
x[1] = -(x[2]-1)/2 x[2] = -(x[4]+x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.4286 0.1429 0.1429 0.1429 
 
x[1] = 1/2 x[2] = -(x[4]+x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.5000 0.1250 0.1250 0.1250 
 
x[1] = -(x[3]+x[2]-1)/2 x[2] = -(x[4]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2857 0.2857 0.1429 0.1429 
 
x[1] = -(2*x[3]-1)/2 x[2] = -(x[4]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.3750 0.2500 0.1250 0.1250 
 
x[1] = 1/2 x[2] = -(x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.5000 0.2000 0.1000 0.1000 
 
x[1] = -(x[2]-1)/2 x[2] = -(x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.3750 0.2500 0.1250 0.1250 
 
x[1] = -(x[3]+x[2]-1)/2 x[2] = -(x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2857 0.2857 0.1429 0.1429 
 
x[1] = -(x[2]-1)/2 x[2] = -(x[4]+x[3]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.4444 0.1111 0.2222 0.1111 
 
x[1] = -(2*x[4]+x[2]-1)/2 x[2] = -(x[4]+x[3]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2857 0.1429 0.2857 0.1429 
 
x[1] = -(2*x[4]+2*x[3]-1)/2 x[2] = -(x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2500 0.3750 0.1250 0.1250 
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な情報構造のデータを入力とし，最適反応関数と均衡値を
一括して求めているが，付録 2 のプログラム例は，その部
分的な機能を例示するためのものであり，1 つの情報構造
（この例では，付録 1 の 15 番目の情報構造）を入力とし
て，それに対応する各企業の最適反応関数と均衡解を計算
している。 
情報構造は，リスト形式で与えている。例えば，
[[1,[2,3,4]],[2,[3,4]]]（出力の 1 行目）は，ノード 1 からノ
ード 2, 3, 4 への情報の流れと，ノード 2 からノード 3, 4
への情報の流れからなる情報構造を示している。 
プログラム例の出力の 2 行目（各式の右辺）は，各企業
の最適反応関数を示している。すなわち， 21 ,   21 1x , 
  21 421 xxx  ,    21 421 xxx  が，それぞ
れ最適反応関数 )( 11 xg ～ )( 44 xg を示している。ただし，
各式の中の供給量の記号 ix は，本来であれば，実際の値と
予測値とを区別して記すべきものである。例えば，
  21)( 42133 xxxxg  の 21, xx は企業 1, 2 の実
際の供給量だが， 4x は企業 4 の供給量の予測値である。そ
れは，当該の情報構造において，ノード 1, 2 からノード 3
への有向辺はあるが，ノード 4 からノード 3 への有向辺が
ないためである。 
各企業の供給量をその最適反応関数に従って決め，関数
に含まれる他社の供給量の予測が正しいとすれば，連立方
程式 )( iii xgx  （ ni ,,1 ）を解いて，均衡解を求め
ることができる。出力の 3 行目は，その解を示している。 
なお，「論文」には「均衡の結果実現する供給量」が数
値ベクトルとして記されている例が多いが，1 章に記した
ように，（数値としての）均衡供給量を求めることではなく，
「各企業が知らされた供給量に最適に対応する戦略（知ら
された供給量の関数）を求めること」が，その本来の目的
である。例えば，付録 2 のプログラム例（付録 1 の 15 番
目）は，「論文」ではケース 22 に相当するが， 211 x , 
  21 12 xx  ,   21 2143 xxxx  が均衡解と
して与えられている。つまり，企業 2 は企業 1 から情報を
受け取り，企業 3, 4 は企業 1 と 2 から情報を受け取るとい
う情報構造を反映した引数をとる関数として均衡解を定義
しているわけである。なお，これらの関数から決まる数値
解は，付録 2 や付録 1 の 15 番目と同じ値となっている。 
 
 
6. おわりに 
 
ゲーム論的な問題への PC を利用した 1 つのアプローチ
について，伊東論文のフレームワークに基づいて述べた。
R 言語の igraph などのパッケージを使えば，グラフ構造
が問題となる状況を手軽に視覚化することができる。また，
Maxima などの数式処理システムを使えば，数値的な均衡
解だけでなく，最適反応関数の関数形も陽に求められる。
理論的な科目の教育でも，こうしたアプローチの可能性を
探っても悪くないように思われる。 
 
 
謝辞 
 「論文」の内容に関連して，伊東洋三先生には色々とお
尋ねし，教えていただきました。その過程で，何度かプロ
グラムの誤りに気付かされました。親切に対応して下さい
ましたことに感謝いたします。なお，報文に残っている誤
りは，当然ながら，著者の責に帰属するものです。 
 
 
参考文献 
[1] 伊東洋三，寡占市場と情報構造，ネットワーク＆イン
フォメーション，No.7 (2005), pp.19-35. 
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付録 1：情報構造・最適反応関数・均衡値 
 
 
 
 
x[1] = -(x[4]+x[3]+x[2]-1)/2 x[2] = -(x[4]+x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2000 0.2000 0.2000 0.2000 
 
x[1] = -(x[3]+x[2]-1)/2 x[2] = -(x[4]+x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.3333 0.1667 0.1667 0.1667 
 
x[1] = -(x[2]-1)/2 x[2] = -(x[4]+x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.4286 0.1429 0.1429 0.1429 
 
x[1] = 1/2 x[2] = -(x[4]+x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.5000 0.1250 0.1250 0.1250 
 
x[1] = -(x[3]+x[2]-1)/2 x[2] = -(x[4]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2857 0.2857 0.1429 0.1429 
 
x[1] = -(2*x[3]-1)/2 x[2] = -(x[4]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.3750 0.2500 0.1250 0.1250 
 
x[1] = 1/2 x[2] = -(x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.5000 0.2000 0.1000 0.1000 
 
x[1] = -(x[2]-1)/2 x[2] = -(x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.3750 0.2500 0.1250 0.1250 
 
x[1] = -(x[3]+x[2]-1)/2 x[2] = -(x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2857 0.2857 0.1429 0.1429 
 
x[1] = -(x[2]-1)/2 x[2] = -(x[4]+x[3]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.4444 0.1111 0.2222 0.1111 
 
x[1] = -(2*x[4]+x[2]-1)/2 x[2] = -(x[4]+x[3]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2857 0.1429 0.2857 0.1429 
 
x[1] = -(2*x[4]+2*x[3]-1)/2 x[2] = -(x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2500 0.3750 0.1250 0.1250 
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な情報構造のデータを入力とし，最適反応関数と均衡値を
一括して求めているが，付録 2 のプログラム例は，その部
分的な機能を例示するためのものであり，1 つの情報構造
（この例では，付録 1 の 15 番目の情報構造）を入力とし
て，それに対応する各企業の最適反応関数と均衡解を計算
している。 
情報構造は，リスト形式で与えている。例えば，
[[1,[2,3,4]],[2,[3,4]]]（出力の 1 行目）は，ノード 1 からノ
ード 2, 3, 4 への情報の流れと，ノード 2 からノード 3, 4
への情報の流れからなる情報構造を示している。 
プログラム例の出力の 2 行目（各式の右辺）は，各企業
の最適反応関数を示している。すなわち， 21 ,   21 1x , 
  21 421 xxx  ,    21 421 xxx  が，それぞ
れ最適反応関数 )( 11 xg ～ )( 44 xg を示している。ただし，
各式の中の供給量の記号 ix は，本来であれば，実際の値と
予測値とを区別して記すべきものである。例えば，
  21)( 42133 xxxxg  の 21, xx は企業 1, 2 の実
際の供給量だが， 4x は企業 4 の供給量の予測値である。そ
れは，当該の情報構造において，ノード 1, 2 からノード 3
への有向辺はあるが，ノード 4 からノード 3 への有向辺が
ないためである。 
各企業の供給量をその最適反応関数に従って決め，関数
に含まれる他社の供給量の予測が正しいとすれば，連立方
程式 )( iii xgx  （ ni ,,1 ）を解いて，均衡解を求め
ることができる。出力の 3 行目は，その解を示している。 
なお，「論文」には「均衡の結果実現する供給量」が数
値ベクトルとして記されている例が多いが，1 章に記した
ように，（数値としての）均衡供給量を求めることではなく，
「各企業が知らされた供給量に最適に対応する戦略（知ら
された供給量の関数）を求めること」が，その本来の目的
である。例えば，付録 2 のプログラム例（付録 1 の 15 番
目）は，「論文」ではケース 22 に相当するが， 211 x , 
  21 12 xx  ,   21 2143 xxxx  が均衡解と
して与えられている。つまり，企業 2 は企業 1 から情報を
受け取り，企業 3, 4 は企業 1 と 2 から情報を受け取るとい
う情報構造を反映した引数をとる関数として均衡解を定義
しているわけである。なお，これらの関数から決まる数値
解は，付録 2 や付録 1 の 15 番目と同じ値となっている。 
 
 
6. おわりに 
 
ゲーム論的な問題への PC を利用した 1 つのアプローチ
について，伊東論文のフレームワークに基づいて述べた。
R 言語の igraph などのパッケージを使えば，グラフ構造
が問題となる状況を手軽に視覚化することができる。また，
Maxima などの数式処理システムを使えば，数値的な均衡
解だけでなく，最適反応関数の関数形も陽に求められる。
理論的な科目の教育でも，こうしたアプローチの可能性を
探っても悪くないように思われる。 
 
 
謝辞 
 「論文」の内容に関連して，伊東洋三先生には色々とお
尋ねし，教えていただきました。その過程で，何度かプロ
グラムの誤りに気付かされました。親切に対応して下さい
ましたことに感謝いたします。なお，報文に残っている誤
りは，当然ながら，著者の責に帰属するものです。 
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x[1] = -(2*x[3]-1)/2 x[2] = -(x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.4000 0.3000 0.1000 0.1000 
 
x[1] = -(x[2]-1)/2 x[2] = -(x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.3333 0.3333 0.1111 0.1111 
 
x[1] = 1/2 x[2] = -(x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.5000 0.2500 0.0833 0.0833 
 
x[1] = -(2*x[4]+x[2]-1)/2 x[2] = -(x[3]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2500 0.2500 0.2500 0.1250 
 
x[1] = -(3*x[4]-1)/2 x[2] = -(x[3]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.3333 0.2222 0.2222 0.1111 
 
x[1] = -(x[2]-1)/2 x[2] = -(x[3]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.4000 0.2000 0.2000 0.1000 
 
x[1] = 1/2 x[2] = -(x[3]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.5000 0.1667 0.1667 0.0833 
 
x[1] = -(x[3]+x[2]-1)/2 x[2] = -(x[3]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2500 0.2500 0.2500 0.1250 
 
x[1] = -(2*x[3]-1)/2 x[2] = -(x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.3333 0.3333 0.1667 0.0833 
 
x[1] = 1/2 x[2] = -(x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.5000 0.2500 0.1250 0.0625 
 
x[1] = -(x[2]-1)/2 x[2] = -(x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.3333 0.3333 0.1667 0.0833 
 
x[1] = -(x[2]-1)/2 x[2] = -(2*x[4]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.4000 0.2000 0.2000 0.1000 
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x[1] = -(4*x[4]-1)/2 x[2] = -(x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.3333 0.3333 0.1667 0.0833 
 
x[1] = -(2*x[4]+2*x[3]-1)/2 x[2] = -(x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2000 0.4000 0.2000 0.1000 
 
x[1] = -(2*x[3]-1)/2 x[2] = -(2*x[4]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2500 0.2500 0.2500 0.1250 
 
x[1] = -(2*x[3]-1)/2 x[2] = -(2*x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[2]+x[1]-1)/2 
0.4000 0.2000 0.1000 0.2000 
 
x[1] = -(2*x[3]+x[2]-1)/2 x[2] = -(2*x[3]+x[1]-1)/2 
x[3] = -(x[4]+x[2]+x[1]-1)/2 x[4] = -(x[2]+x[1]-1)/2 
0.2500 0.2500 0.1250 0.2500 
 
x[1] = 1/2 x[2] = -(2*x[4]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.5000 0.1667 0.1667 0.0833 
 
x[1] = -(2*x[3]-1)/2 x[2] = -(2*x[4]+x[1]-1)/2 
x[3] = -(x[2]+x[1]-1)/2 x[4] = -(x[3]+x[2]+x[1]-1)/2 
0.2500 0.2500 0.2500 0.1250 
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付録 2：プログラム例 
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