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Abstract
The research here will identify both thermal and electronic trends in 2D het-
erostructures and develop rigorous methodologies for calculating interface structures.
A link will be made between common devices and the materials and interfaces from
which they are constructed. A comprehensive presentation of the theories used
throughout the thesis will be given, defining density functional theory, the Frozen
phonon method and thermal conductivity via the Boltzmann transport equation.
The failure of Anderson’s rule in 2D heterostructures will be demonstrated
and explained. Also demonstrated, will be, how 2D heterostructure bandgap pre-
dictions can be improved using two physically based corrections to Anderson’s rule
∆EΓ and ∆EIF. We will show that ∆EΓ affects the bandstructure such that for any
constructed heterostructure the effective mass will always decrease and will likely ex-
hibit an indirect bandgap. Furthermore, we will provide expressions to give the band
alignments in terms of knowable material properties. It is then discussed how theory
could be readily extended to other 2D heterostructures by adjustments to correc-
tive terms ∆EΓ and ∆EIF. This insight allows for a method which avoids the need
for advanced calculation when estimating the properties of TMDC heterostructures.
This in turn will expand the possibilities for exploring the optoelectronic properties
of various heterostructures to the broader research community.
We will follow on by showing that the thermal conductivity of a TMDC het-
erostructure will be lower than either of its constituents. We will show that this is
consistent even when considering a wide range of possible conductivities. Generous
parameter allocation will be used to define maximum bounding conductivity values.
Such an approach will improve the confidence in the results. This is expected to
provide a route for artificially reducing heat flow in 2D layered materials and will
demonstrate a clear trend in the thermal transport of 2D heterostructure interfaces.
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To facilitate methods for heterostructures and interfaces A program, ARTEMIS,
well be developed. This software allows for the generation of interfaces by identi-
fying lattice matches between two parent crystal structures. To allow for further
exploration of the energetic space of the interface, multiple surface terminations
parallel to the Miller plane and interface alignments are used to generate sets of
potential interfaces for each lattice match. These interface structures can then be
used in atomic simulations to determine the most energetically favourable interface.
The software here can help to both drastically reduce the work of generating and
exploring interfaces, as well as aid in understanding of how the interface structure
influences subsequent properties. Using several test cases, we will demonstrate how
ARTEMIS can both identify the location of an interface in existing structures, and
also predict an optimum interface separation based upon the parents’ atomic struc-
tures, which aims to accelerate and inform the study of interface science.
The electronic and mechanical properties of Ba2TiSi2O8, an inter-grain mate-
rial, will be obtained and compared using the generalised gradient approximation
and hybrid functional methods. This will define procedures and limitations for the
investigation of inter-grain materials. With no need to adhere to the stoichiome-
try of the parent crystals procedural generation of inter-grain materials cannot be
achived by ARTEMIS. It will be demonstrated that for insulating inter-grain ma-
terials hybrid functionals can result in significant change. The hybrid functional
corrects the bandgap from 3.79 eV to 5.72 eV and shows overall stronger ionic
bonding and weaker covalent bonding within the structure. The calculated value of
131.73 GPa for the bulk modulus sits between the values of its two parent crystals
(BaTiO3 and SiO2). Using the HSE06 functional, will give a better understanding
of the optical and electron transport properties and provide better understanding of
the chemical structure making this investigation helpful for further work on similar
inter-grain systems. This body of work serves the purpose of identifying general
trends across heterostructures and interfaces and developing sound methodologies
iii
for the investigation of these structures.
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Presented below is a list of the symbols and notation used within this thesis.
The list shown is not exhaustive as the meaning of symbols is normally clear from
their context. Here the meanings of the most important and frequently occurring
symbols contained within this thesis are presented for clarity and ease of reference.
a† Creation operator
a Annihilation operator
Aαβγlσl′σ′l′′σ′′ third order force constants
b Orthogonal basis function
c Basis coefficient
c̄ Average acoustic phonon speed
CV Specific heat capacity
Dαβ(σσ




fi Fraction of the ith isotope of atomic an species
F Force
Exc Exchange correlation functional
FHK Hohenberg-Kohn functional
g Mass defect scaling parameter
Gmd The isotropic mass factor
G2 The species specific isotropic mass factor











m̄ Average atomic mass
n(r) Particle density
n0(r) Ground state particle density
n̄(qs) Bose-Einstein distribution, for state with wavevector q and mode s
N Number of unit cells








T̂ Kinetic energy operator
~u Atomic displacement vector
uα(lσ) Atomic displacement element, in direction α for atom σ in unit cell l
Û Total potential energy operator
V Volume
V̂ Potential energy operator
Vext External potential
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V Crystal potential energy
Z Atomic charge number
ZT Dimensionless thermoelectric figure of merit







σ Index over atoms within unit cell
τ Relaxation time
ϕ Electronic wavefunction
ψ A many body eigenstate
Φ Second order inter-atomic force constants
Ψ Full coupled molecular wavefunction
χ Coupled ionic & electronic wavefunction
ω Phonon frequency
∇ Vector differential operator
A[b] A functional, A of function, b
δij Kronecker delta
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MoS2 is fitted to Aiyiti et al.[175], SnS2 and SnSe2 are fitted to Chang
et al.[180], while both HfS2 and ZrS2 are fitted to theoretical data from
Glebko et al.[171]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.1 Theoretical and experimental elastic moduli, Cij (in units of GPa) for
Ba2TiSi2O8, BaTiO3 and quartz SiO2. Where the elastic constants
are defined in their usual notations. . . . . . . . . . . . . . . . . . . . 164
7.2 Raman-activate phonon frequencies (cm−1) for Ba2TiSi2O8. Calcu-
lated using PBE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
xxiv
LIST OF TABLES xxv
7.3 Bader analysis of the tetragonal unit cell of BsTiO3 using the PBE
and HSE06 functionals. Here, O(1) are the two O that lie in the Ti
plane and O(2) the O atom that lies in the Ba plane. . . . . . . . . . 167
7.4 Theoretical and experimental lattice parameters, cohesive energy and
band gap for Ba2TiSi2O8 and tetragonal BaTiO3 unit cells. . . . . . . 170
D.1 The set of parameter values used to produce test bandstructures.
Where possible the parameter values are taken from Liu et al.[303]. . 196
Chapter 1
Introduction
“As far as he can achieve it, readability is as important for the scientific
writer as it is for the novelist.”
— Donald O. Hebb
‘Scientific Writing and the General Problem of Communication’, 1968
1.1 The Needs of The Modern World
The modern world is teeming with technology. Within the space of a lifetime com-
puters have changed from huge, room filling machines, to pocket-sized appliances.
This trend is codified by Moore’s law [1] and has helped make computers an every-
day item. According to the Office of National Statistics [2] 99% of people between
the age of 25-34 in the UK use a smartphone. This fact is emblematic of the wide
spread usage of electronics and digital media, which will only have been increased
by the ongoing COVID-19 pandemic [3].
The tools and devices of the modern world can overheat as a result of their
basic operations, even when functioning as intended [4]. Such considerations force
1
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us to examine thermal properties alongside electronic ones. Furthermore, displays
and touch screens, alongside countless other practical applications, are governed by
a sub-field within the field of electronics called optoelectronics. These three consid-
erations, the thermal, electrical and optical properties, are vital for the construction
of materials for device applications.
All the work in this thesis is concerned with the modelling and predicting of
material properties. Indeed, it is the ability to predict, from ab initio/first principles,
the properties of “new materials” that is of primary concern in this work. So called
new or meta-materials are constructed by constraining their structure to unnatural
configurations, such as in 2D graphene. This principle can be taken further here, to
the merging of materials into heterostructures with new properties characteristic of
the interface. These properties, thermal, thermoelectric and optoelectronic, can be
defined as follows. Optoelectronics, the sub-field of technology which concerns the
interaction of light and electronics. Thermoelectrics, characteristics governing the
thermoelectric effect, in which a heat differential may be converted into accessible
electrical energy. Lastly, thermal properties, are those properties that relate to the
storage and transport of heat.
1.1.1 Optoelectronics
The field of optoelectronics is a sub-field of electronics (or sometimes photonics).
It is the branch of electronics engaged with studying how electronic devices can
manipulate, emit or detect light. Optoelectronics, is at some point a feature of most
devices since light emission is the primary way humans draw information from those
devices.
Electrons interact with photons through transitions within their bandstruc-
tures. The process of photon absorption is shown figure 1.1 with an electron in
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Figure 1.1. A diagram showing direct and indirect photon absorption.
the valence band absorbing a photon and rising to the conduction band. Photon
absorption can also occur indirectly, where an electron transition is mediated by a
phonon. By definition then, indirect photon absorption causes heating of the device.
The following is an elementary account of some common place optoelectronic
devices that have practical daily uses.
Light-Emitting Diode
An LED or light-emitting diode is a simple P-N junction that has been specially
fine-tuned such that recombination of the electron-hole pairs, results in emission
of optical frequency light. Because LEDs are dependent on the materials they are
made from, tailoring an LED to output a specific frequency is difficult and requires
dedicated materials engineering. Work on producing a blue LED led to the awarding
of the 2014 Nobel prize in Physics [5].
Photodetectors
Photodetectors are useful electronic components. They are likewise built from a
P-N junction, although the structure is usually more complex, incorporating an
intrinsic semiconductor layer between the P and N layers. This is often called a pin
diode. The basic mechanism involves the absorption of photons within the depletion
region of a P-N junction. The newly created electron and hole naturally flow along
their respective energy gradients. This produces a small current. Photodetectors
typically have a reverse bias which is useful since it will widen the depletion region
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Figure 1.2. Band diagram of a P-N junction in the unbiased condition.
and produce clear and detectable change from saturation current.
Photovoltaics
A photovoltaic is a P-N junction with a reverse bias which helps to enhance the
drift current of minority charge carriers. Photovoltaics are very often constructed in
a similar manner to photodetectors. However, where a photodetector is concerned
with the detection of small current changes due to photon excitations, the pho-
tovoltaic is concerned with the capturing of electrical gain induced by the optical
absorption.
Each of the described devices are built upon the physics of the P-N junctions;
an important part of optoelectonics and electronics in general. The P-N junction
is, in a fundamental way, an interface between two materials and is therefore an
example of the emergent properties that may spring from the interaction between
materials.
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A simple band diagram of the an unbiased P-N junction is shown in figure
1.2. A P-N junction is an interface between an n-type doped and a p-type doped
semiconductor. At the interface, electrons diffuse from the n-type side into the p-
type side. The same process happens in reverse with holes defusing from the p-type
to n-type sides. These electrons and holes recombine depleting the region of charge
carriers. At this point diffusion of majority charges (against the gradient) and drift
of minority charges (with the gradient) balance with no net conduction.
There is a set of material properties that determine the operation of optoelec-
tronic devices. However, those properties that describe the individual materials are
insufficient to describe optoelectronics that incorporate interface physics. Therefore,
when determining the properties which govern the majority of optoelectronic devices
one must consider both electron-phonon interactions and interface interaction.
The material property of most importance, in optoelectronics, is the band
gap. However, understanding of both the direct and indirect bandgap is important
as this will affect transition probabilities and device heating. Additionally, dopant
states and the Fermi level position and band alignments are crucial to determining
features of the semiconductor interfaces.
1.1.2 Thermoelectrics
Nothing is one hundred percent efficient. Whenever work is done, some energy will
always be given off in the form of heat. Such heat obstructs the efficient running
of most devices and must be drawn out of the system. This waste is ubiquitous
throughout modern technology and therefore accounts for a significant amount of
the energy produced by mankind. A very promising solution to the problem of
thermal management is given in the form of thermoelectric (TE) materials.
TE devices (see fig. 1.3) offer a means of converting a thermal gradient directly
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Figure 1.3. A diagram of a thermoelectric generator, composed of a P-type and
an N-type leg.
into electrical power. Unlike most conversion methods a thermoelectric generator
(TEG) has no intermediate steps, it converts heat energy into electrical energy
directly. Unlike other generators, this mechanism utilises a solid-state property of
the material. This means that it requires no moving parts and hence no maintenance
and therefore, that all of the costs of producing a TEG are upfront. This critical
feature of TEGs ensures that it would have a long lifetime demonstrated by its use
(and continued function) on spacecrafts such as VOYAGER I and II [6]. Devices
utilising a TEG can be cooled noiselessly. Again this is due to the mechanism by
which a TEG converts heat.
There are many factors that affect performance of a TEG. To understand these





where σ is the electrical conductivity, κ is the thermal conductivity and S is the
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Seebeck coefficient. Some attempts have been made to improve on ZT by removing
the explicit temperature dependence [7]. However, it is ZT, the dimensionless ther-
moelectric figure of merit which is used, almost exclusively, to determine the quality
of a TE material. It is useful to explain why this is the case. It is because the value





1 + ZT − 1√
1 + ZT + TC
TH
, (1.2)
where TH and TC are the hot side and cold side temperatures. The thermoelectric
is assumed to operate at the average temperature between the hot (TH) and the
cold (TC) sides. It is the value of the thermoelectric dimensionless figure of merit
ZT that is the focus of most materials research within the field of thermoelectrics
[8, 9, 10]. It can be seen from the expression for TEG efficiency that for ZT = 0
the efficiency will equal zero and as ZT tends to infinity, the efficiency tends to the
Carnot efficiency.
In a TE device the current is produced by the thermal excitation of charge
carriers causing electrons and holes to diffuse from the hot to the cold side of the
device. In actuality the situation is more complicated. Hot electrons do diffuse from
the hot side of the device to the cold side. However, holes cannot be considered as
hot carriers. Instead it is necessary to consider that electrons below the chemical
potential are cold and hence will diffuse from the cold side to the hot side.
The current of hot electrons and the current of cold electrons in a TEG occur in
opposing directions so as to negate each other. However, these carriers do not possess
the same mobility within the electronic structure of the material. This asymmetry
of mobilities leads to a net current. It follows that a highly doped P-type or N-type
semiconductor will show optimal thermoelectric performance.
Assessing the important properties for thermoelectric construction is made
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easy by the definition of the figure of merit (eq. 1.1). A TEG is made more efficient
by enhancing the electrical conductivity and to a greater extent the Seebeck coef-
ficient. Efficiency may be further enhanced by reducing the thermal conductivity.
There are, however, two contributions to thermal conductivity; the lattice thermal
conductivity and the electron thermal conductivity (κ = κL + κe). The relationship
between the electrical conductivity and electron thermal conductivity (κe/σ ∝ T )
is known as the Wiedermann-Franz law and serves to demonstrate the difficulty in
tailoring these material properties. Although the individual properties (σ, κ & S)
contributing to ZT may each vary by orders of magnitude, ZT itself rarely achieves
a value greater than 2 [10].
1.1.3 Thermal Management
Thermal management is the third issue and it is important for all modern electronic
devices. It’s importance is often overlooked; a report by the US Air Force found
that over 50% of equipment malfunction was due to poor temperature control [11].
The growing relevance of thermal management to the electronics industry is driven
even further by the desire for minimization of electronic devices, such as phones and
computers[1]. Any electronic device will have an inevitable waste heat output. This
waste must be managed effectively if we are to continue improving computers and
hand held devices[4].
There are two effective methods for limiting thermal failure. First is to improve
the base efficiency of a device and the second is to dissipate or harvest the waste
heat. There is often a compromise between performance and efficiency. Usually,
this is because if a device can be made more efficient, it will be made more efficient,
unless there is some drawback of the high efficiency version. For instance, one
could consider the electric car which is more then twice as energy efficient [12] as
any combustion engine car. However, there are notable draw backs to performance
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Figure 1.4. A diagram of a thermal management device. It shows a thermal bridge
that draws heat from a source to a drain (shown as thermal fins).
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making any future transition from combustion engine to electric cars uncertain. This
stands to illustrate the point that simply improving the base efficiency of a device
will typically lead to a compromise (be it performance, upfront cost or even comfort)
and therefore a wide proportion of the population would not elect to change.
TEGs have so far been reviewed in the context of energy harvesting. The
Peltier effect describes how thermoelectric materials may also be used for cooling.
When a current is passed through a device the disparity between the mobilities
of hot and cold electrons causes a heat flux to accompany the electronic current.
This will result in one side getting cooler as the other side heats up. Unlike with
thermoelectric power generation, the thermoelectric cooling does not depend of ZT ,
instead it is only dependent on the “power factor” PF . A definition for the power
factor can be given as, PF = σS2.
Thermal management also involves heat flow control, such as shown in figure
1.4. Low conductivity materials will transfer heat very slowly, where as a high ther-
mal conductivity material will dissipate that same heat quickly. Careful construction
can allow two points to be in thermal contact, via high conductivity materials, while
being effectively thermally isolated from other points separated by low conductivity
materials. It is such design principles that allow ovens to contain the majority of
their heat, and computers to channel heat into thermal sinks [13].
Tailoring materials to have better or worse thermal transport involves under-
standing the mechanisms behind thermal conductivity. Phonons, excitations of the
periodic crystal lattice, determine the thermal transport properties of a material. A
full theory of thermal transport is presented in chapter 3. Many of the properties
that govern the thermal conductivity, phonon group velocity, the density of states,
specific heat capacity, sample size, defect concentration and scattering rates are in-
terlinked and changing any one cannot be achieved without changing at least one
other. Even changing the material sample size will effect the phonon scattering rate.
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1.2 Materials Design: Changing The Focus
Historically the goals of materials science have been to model and predict the proper-
ties of existing materials. Through detailed and careful parameterisation the nature
of one material may be extended to new scenarios in which predictions of its be-
haviour may be made. Modern materials science has a growing focus on developing
new materials. Under lab conditions advanced fabrication methods such as molec-
ular beam epitaxy and epitaxial growth have allowed for the manipulation of the
material structure down to the atomic scale [14, 15].
Metamaterials, nanostructures, and heterostructures are all examples of new
materials with new emergent material properties. What makes something a material
is somewhat context dependent. A useful definition would be; A material is the
matter from which a device is made. From this definition any solid or combination
of solids or even an arrangement of solids may be a component material. This has
always been true, graphite and diamond are both comprised of the same components
differing only by their arrangement.
In device manufacturing, materials play a special role. It is the characteristics
of the materials that determine the properties and function of the device. The,
earlier discussed, efficiency of a TEG (eq. 1.2) is determined by properties of its
materials. In short, designing an ideal device relies on the existence of a material
that provides the ideal properties. Many devices are built upon interface interactions
(such as P-N junctions) and they derive all their characteristics from their materials.
The pursuance of the optimal design for interface devices depends, to some degree,
on serendipity to provide appropriate material combinations.
The problem of device limitation due to poor material options can be overcome
by designing the optimal material. The construction of heterostructures is one way
to design a material with novel properties. Another method of material design is
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Figure 1.5. Schematic of the microscopic grain boundary. The image displays an
exaggerated interface and inter-grain mater among the host crystal grains.
to form a nano-structure of the original material. This would include 2D materials
and 1D materials such as carbon nanotubes. A third way of generating emergent
material properties is simply by the assembly of interfaces.
1.2.1 Material Interfaces
Interfaces are common, both in devices and in the materials themselves. An interface
is a boundary region between two different materials. These interfaces form as a
natural part of the crystal growth. Alternatively, interfaces are deliberate structures
carefully constructed out of a pair of materials. It could even be an unwanted but
inevitable result of fabrication. Despite the origin of an interface its properties are
often hard to predict and can give rise to unusual phenomena [16, 17].
Natural interfaces are a consequence of crystal growth. Crystallization starts
with nucleation, small groups of molecules bind into a solid forming the first nucle-
ation sites from which crystal grains can grow. These have no guarantee of being
aligned and, as such, a single crystal cannot be maintained from one grain to an-
other. This results in the formation of grain boundaries; the interfaces formed
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between separate grains. A great variety of growth conditions can effect the forma-
tion of the grains, and some of those conditions can lead to entirely new materials
being formed in the grain boundary region. Such a material may be thought of
as an inter-grain material since strictly, the grain boundary would form between it
and the host crystal [17]. It is possible to remove or at least limit the formation
of grain boundaries within a material but the process of device fabrication makes
some interfaces inevitable anyway. Electrical devices will have interfaces between
the device components and the metallic contacts or the substrate. These interfaces
must be accounted for since they will affect the function of any manufactured device
[18].
Many interfaces in devices are also intentional. In these cases the interface
properties give the device its function. Here, great care must be taken to ensure
that the interface is clean to ensure that the intended properties of the interface are
realised.
1.2.2 2D materials
2D materials are typically constructed by isolating individual layers of a bulk layered
material bound by weak van der Waals forces [19]. However, some 2D materials are
formed from materials that are not layered in their bulk phase, such is the case for
2D tellurium [20] and germanene [21]. These 2D materials require a great effort
to make, which reflects the unusual condition 2D materials exist in. The unique
dimensional constraint leads to drastically different material properties.
There are a vast number of 2D materials, a great number of which were laid
out by Novoselov et al. the same research group [19] as published the now famous
paper on the electronic properties of graphene [22]. While the research attention
that graphene has received is fully merited there are many other 2D materials, such
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as: transition metal dichalcogenides (TMDCs), hexagonal boron nitride (hBN) and
phosphorene.
Here, crystal structures will be defined by the principal vectors and angles of
the lattice. The vectors ~a, ~b and ~c along with there angles α, β and γ, where each
angle applies to the two vectors that it is not corresponded to, hence α is the angle
between ~b & ~c, β is the angle between ~a & ~c and γ is the angle between ~a & ~b.
1.2.2.1 Graphene
Graphene has many impressive properties but the most renowned is its unique elec-
tronic structure. Novoselov et al. [22] demonstrated that the metallic dispersion
of graphene becomes linear close to the Fermi level. This dispersion characteris-
tic removes graphene from the regime of the non-relativistic Schrod̈inger equation.
Graphene represents a regime in which electron transport is governed by the rela-
tivistic Dirac equation for massless fermions. The dispersion pattern, known as the
Dirac cone, is formed from the out of plain pZ orbitals. This creates a platform
for the discovery and investigation of fundamental physics. This, as much as any
practical application, has helped increase the research interest in graphene. The
concept of using novel materials to investigate fundamental physics is one that we
continue in this thesis.
Graphene is an allotrope of carbon, consisting of a single atomic layer arranged
into an hexagonal honeycomb lattice that can be directly observed by scanning
tunneling microscope [23]. It’s structure (see fig. 1.6b) is that of a single layer of
graphite (see fig. 1.6a). Graphene has a lattice constant of 2.464 A and the cell can
be defined by its angles and edge lengths ~a = 2.464â, ~b = 2.464b̂ with angle γ = 60°.
Graphene has a two atom basis, the atoms may sit at any two of the three possible
sites in the crystal. In direct coordinates the three possible sites are [0, 0], [1/3, 1/3]
and [2/3, 2/3], when any two sites have an atom the hexagonal crystal is formed.
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Figure 1.6. (a) The structure of graphite and a top-down view of its primitive cell.
(b) The structure of graphene and a top-down view of its primitive cell.
Graphene has the space group (191) P6/mmm.
Many of graphene’s primary applications are in the lab setting. The commer-
cialisation of graphene has been slow due to economic and engineering barriers [24].
Commercial adoption of graphene has been compared to that of carbon fibre [25]
which can now be found in cars, sports equipment, even in phone cases. Just as
carbon fibre took time to become commercial, graphene can be expected to make its
way into everyday technology, but it could take several decades. Among the many
useful properties of graphene is its ultra high thermal conductivity [26] shared by
other allotropes of carbon. In the lab setting graphene makes excellent electrical
contacts for other 2D materials [18]. It also has impressive optical properties with
an exceptionally high optical absorption (for a single atomic layer) of over 2%[27].
Furthermore, specific patterning of defected graphene can lead to 100% absorption
[28]. Finally, it is emphasised that there is considerable interest in graphene for its
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ability to be used as a platform for investigating fundamental physics.
1.2.2.2 Hexagonal Boron Nitride
Whereas graphene is conducting hexagonal boron nitride is insulating with a 5.8
eV band-gap, meaning that, for the purposes of electronics, it fills a unique niche
separate from graphene. Boron nitride can exist in a number of different phases,
including cubic phase, an amorphous phase and, of course, the hexagonal phase,
shown in figure 1.7. The stoichiometry of all these phases is the same, with one
boron to one nitrogen atom. Unlike graphene hexagonal boron nitride has strong
ionisation between its a-site and b-site atoms. When multilayered, Hexagonal boron
nitride can be arranged into a number of different stacking configurations. Here, AA’
stacking indicates that each layer sits directly above the other but with the opposite
atoms occupying the same sites from one layer to the next. The AA’ stacking (see
fig 1.7) is the preferable configuration for hexagonal boron nitride.
The crystal structure of monolayer hexagonal boron nitride, shown in figure
1.7a & 1.7b, is similar to that of graphene and forms the same honeycomb lattice. Its
lattice can be described the same way, by two vectors of the same length separated
by an angle of 60°. The lattice constant of hexagonal boron nitride is 2.512 A. In
describing the basis, one of the atoms set at a potential site , [0, 0], [1/3, 1/3] or
[2/3, 2/3], must be boron and on either of the two remaining sites will sit a nitrogen.
The symmetry of hexagonal boron nitride gives it the space group (194) P63/mmc,
just the same as graphene.
Hexagonal boron nitride is considered to be one of the best substrate choices
for 2D materials fabrication. Due to its atomically smooth surface a clean interface
can be easily made with hexagonal boron nitride [29] and because of its wide bandgap
it remains electrically isolated from the components built on it [30]. Furthermore
hexagonal boron nitride has high chemical stability, mechanical strength and thermal
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Figure 1.7. (a) The structure of monolayer hexagonal boron nitride with a legend
for atomic spices. (b) The structure of mulitlayer hexagonal boron nitride in favor-
able AA’ stacking. (c) Shows the different stacking orders hexagonal boron nitride
can adopt
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conductivity and has been proposed as a new dielectric medium [31].
1.2.2.3 Transition Metal Dichalcogenides
While graphene is metallic (often described as a zero bandgap semiconductor) and
hexagonal boron nitride is insulating transition metal dichalcogenides (TMDCs) are
typically semiconducting. TMDCs (sometimes abbreviated to TMDs) are unlike
graphene and hexagonal boron nitride in that the TMDCs are a family of many
different 2D materials[32]. A single TMDC is formed from a transition metal (the
M atom) and two chalcogen atoms (the X atoms) of the same species. The chalcogen
atoms for TMDCs are usually restricted to sulphur, selenium and tellurium, since
oxygen compounds usually do not form layered structures [33]. While TMDCs
are often seen as semiconducting this is not necessarily the case, with 3 chalcogen
atoms and 29 transition metals there are in principle 87 TMDCs, each with unique
properties. We choose to neglect the heaviest row of transition metals from this
count due to their rarity and instability. Experimentally, much focus has been
placed on MoS2 due to its convenient semiconducting bandgap of 1.9 eV [34, 35]
and its high stability, making it relatively easy to fabricate. Numerous investigations
into TMDCs are performed first or only ever on MoS2 [36, 37]. Considerable research
interest has also been cast at WS2, MoSe2 and WSe2.
The crystal structure of the TMDCs is very different to hexagonal boron ni-
tride and graphene, in that, not all atoms are centred on a 2D plane. The lattice
however is made from the same 2D hexagonal cell with just three potential atomic
sites. The three sites are, as before, at [0, 0,±∆], [1/3, 1/3,±∆] or [2/3, 2/3,±∆].
Here, the three vectors include a displacement in the z-axis normal to the Bessel
plane. This shift applies to the chalcogen atoms that sit just above and below the
plane, while for transition metal, M atoms ∆ = 0. It could therefore be consid-
ered that a TMDC is not a true 2D material. If, however, this argument were
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extended it could also apply to graphene since each atom has a three dimensional
physical extent. While symmetry and periodicity play a crucial role in determining
two dimensionality, practical considerations are often more useful. A material can
reasonably be described as 2D when there is significant quantisation of energy levels
along this direction i.e. greater than ∼ KT .The lattice for the TMDCs is still 2D
with a lattice constant dependent on the specific compound.
There are two phases of TMDC, the H phase and T phase. In both the H
and T structures the chemical formula is the same with one transition metal and
two chalcogen atoms. However, the structure is such that in both cases a single M
atom will be bonded to three X atoms above the plane and to three below the plane.
Figure 1.8 shows that the 3 bonded X atoms form an equilateral triangle (when in
their respective unstained structures [38]). For a TMDC in the H structure, each X
atom occupies a site directly above or below another X atom. The X atom triangles
overlay each other in this structure . A T structure monolayer has X atom triangles
above and below the plane which are rotated by 60°. The H phase is more commonly
denoted 2H since TMDCs with a 2H structure have an AA’ stacking. The T phase
has AA stacking and correspondingly it is frequently called the 1T phase.
The electronic features of a great many TMDCs are well investigated [39,
40]. Among the most notable H phase TMDCs (MoS2, WS2, MoSe2 and WSe2) the
bandgap is indirect in the bulk structure, but becomes direct when reduced to the
2D structure. Some of the 2H-TMDC’s have been found to exhibit a spin splitting
at the K point, driven by spin orbit coupling [41, 42]. TMDCs demonstrate vastly
different thermal properties to either graphene or hBN. This is in part due to the
out of plane bonding leading to unique phonon behaviour. Furthermore, phonon
bandgaps may be induced in TMDCs as a result of their differing atomic masses.
TMDCs have also been examined for their application to water splitting [43], energy
storage [44, 45] thermoelectrics, optoelectronics, thermal management tribo eclectics
and piezo electricity.
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Figure 1.8. (a) Shows the local coordination about the M atoms for the 1H and
1T phases. Subfigures (b) & (c) show the unit 2H & 1T unit cells respectively, each
embedded within there crystal structures. (d) shows the layer structure of the 2H
cell and (e) shows the layer structure of the 1T cell.
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1.2.3 2D Heterostructures
2D heterostructures or van der Waals heterostructures are repeating structures con-
forming to alternating layers of material 1 and material 2. In the case of 2D (van der
Waals) materials this means stacking heterostructure pairs by switching materials
across the van der Waals gap. Other terminology employed includes heterobilayers
and heterojunctions, A heterobilayer is a heterostructure in which only one layer of
each material constitutes the structure, making it non-periodic in the out of plane
direction. A heterojunction is where focus is laid on electrical transport through
material 1 into material 2 or vice versa.
2D materials are an artificial phase of matter with altered physical properties
from their bulk counterparts. However, while 2D materials represent a significant
step forward in terms of materials design, it is a small step compared to the wealth of
variation provided by 2D heterostructures. For n 2D materials there are n(n− 1)/2
possible heterostructure pairs and even more permutations exist for more layers.
High throughput computational studies have estimated the number of possible 2D
materials at 5, 619 which would put the number of possible 2D heterostructures at
15, 783, 771, almost 16 million. This is is before a consideration has been made
for stacking order. As demonstrated in figure 1.7 relatively simple van der Waals
heterostructures can have many stacking arrangements. When the van der Waals
layers differ from each other and become more complicated the variation in stacking
arrangements will increase. As one considers supercells and Moiré lattices the variety
of stacking orders approaches a continuum.
The properties and applications of 2D heterostructures have as much variety
as there are heterostructure combinations. 2D heterostructures have been applied to
the fabrication of field-effect tunneling transistor [46] by sandwiching a semiconduct-
ing or insulating 2D layer between sheets of graphene. There have been studies on
2D heterostructures for their application to thermoelectrics [47]. Studies have inves-
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tigated using heterostructuring to enhance electrical conductivity, whilst exploiting
interface scattering to reduce thermal transport. 2D heterostructures should also
have the effect of increasing the asymmetry of the density of states, which will im-
prove the Seebeck coefficient thus further enhancing thermoelectric performance.
Heterostructures of MoS2 and graphene have been explored for nonvolatile mem-
ory [48]. Photovoltaic cells employing heterostructures have also been developed
[49]. Relevant to photovoltaics and other optoelectronic applications, electron hole
separation can be driven by the band alignment due to conduction and valence
bands in adjacent material layers [50]. Water splitting has also seen innovation
through 2D heterostuctures since a key requirement in their design is the efficient
separation of electron hole pairs [51]. Additionally ultrathin Sensing Devices have
been constructed using 2D heterostructures [52] based on the charge sensitivity of
photoluminescence.
1.2.3.1 Heterostucture Modelling
Despite the huge potential of heterostructures much of the possible research space
remains relatively unexplored. This is in part due to the broad scope of heterostruc-
ture research but also because of the inherent difficulties involved. Understanding
the electronics and phononics of interfaces and heterostructures requires atomic scale
modelling. In the case of electronics this further requires methods of calculating the
electronic structure of the interface. One approach to is to use first principles meth-
ods, that directly solve the Schröedinger equation for a given set of approximations.
These methods require no parameterisation to calculate an electronic structure. This
makes them predictive in any variety of situations. First principles methods include
density functional theory, DFT, which is detailed in chapter 2.
Non-ab initio electronic modelling techniques require comparison to analogous
scenarios and detailed parameterisation or they can be limited to non-specific broad
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statements. The investigation of systems in unique and/or unusual conditions re-
quires such parameterisation or an approach that can be considered parameterless.
All heterostructures represent a unique material condition including stress, charge
transfer and interface bonding. Additionally, any previously unstudied heterostruc-
ture will have no data to parameterise against. These structures force one to consider
parameterless methods, like DFT.
In the context of ab initio methods there are many complications that must be
considered for heterostructure calculations to be trusted. The first is commensura-
bility; no two materials are going to have a perfect ratio relationship between there
lattice constants. Both in real systems and in models two materials of a heterostruc-
ture will strain to fit each other. This makes lattice matching a key problem. This
leads on to the coincidence of the different basis. The rotation and strain are deter-
mined by the lattice matching, however, the in plane alignment can also change. In
terms of 2D heterostructures this would correspond to the stacking order. Just as
the layers can shift in plane, so can they shift in the interface direction. This is to
say that an optimal layer separation must be found. Finally, surface terminations
and interface reconstruction are of vital importance in 3D heterostructures but this
issue is somewhat avoided in the van der Waals case.
The calculation of heterostructures or interfaces, frequently requires the use
of super cell structures. Supercells can play a vital part in the calculation of lattice
matching, phonons, defects and geometry optimisation. A supercell is a legitimate
unit cell for the crystal. Upon periodic replication of the supercell the original crystal
is returned. Diagonal expansion of the unit cell is the simplest. A unit cell described
by three lattice vectors ~a, ~b and ~c may be expanded in those same directions. Where
a primitive cell may be described L = (i~a, j~b, k~c) for i = j = k = 1, with L being
the lattice, a diagonal supercell may be described by i, j and k taking integer values
greater than unity. These diagonal supercells are given using the notation i× j × k
and an example is shown in 2D in figure 1.9b. More complicated expansions can be
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Figure 1.9. Example supercells of 2D graphene. (a) Shows a diagonal 3×2 supercell
while (b) shows, in the highlighted region, a non-diagonal supercell of graphene with
the given 2D transformation matrix.
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made by linear combinations of the primitive cell vectors to form three new vectors.
These are non-diagonal supercells and can be written as
L = (T11~a+ T12~b+ T13~c , T21~a+ T22~b+ T23~c , T31~a+ T32~b+ T33~c). (1.3)
The notation used intentionally indicates that T is a transformation matrix. A
supercell is formed by any transformation matrix with integer elements and a de-
terminant greater than one (det(T) > 1). This process creates a cell with lattice
vectors that are linear combinations of primitive cell vectors and the requirement
for the determinant to be greater than one ensures that the supercell will be larger
than the primitive (an example is shown in 2D in figure 1.9c).
1.2.3.2 Constituent Interactions
There are a number of important physical features of the interface that need to be
explored in order to understand the behaviour of a heterostructure. Some of the
most important for thermal, electronic, optoelectronic and thermoelectric are band
alignment, phonon transport and interface reconstruction.
Band alignment is an important property of the interface. By understanding
the relative placement of the valence and conduction bands across the two materials,
we understand, to some extent how the interface will behave. The optoelectronic
(along with the just the electronic) are strongly controlled by the band alignment.
Type I band alignments are incorporated into light-emitting diodes. Type II band
alignments help create highly efficient photovoltaic cells. Finally, type III are rarely
helpful but nearly type III alignments are valuable for interlayer tunneling field effect
transistors [53].
While band alignments determine many optoelectronic properties, thermal
properties are governed by the phonons. This makes understanding the properties
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of phonon transport both along and across the interface vitally important. High
conductivity materials are wanted for crucial electrical components that can over-
heat, so that they can dissipate that heat more effectively. However, materials with
low thermal conductivity are just as important. Thermoelectric materials benefit
from low thermal conductivity, additionally two dimensional confinement will en-
hance the Seebeck coefficient [54]. This makes 2D heterostructures a promising new
meta-material for thermoelectric devices.
At the interface, chemical reactions and intermixing can lead to the formation
of amorphous interfacial materials. In some cases this material can grow large
enough and be favorable enough to crystallise into a new interface material. A
general approach to predicting the properties of an unknown material which may
or may not form are beyond ab initio methods. However, careful surface defect
analysis and random structure searches may yield considerable insights. Confidence
in these results still calls for experimental justification [17, 55].
1.3 Outline
In this thesis the concept of heterostructures will be investigated. This investigation
will be conducted with two primary goals; to identify trends in 2D heterostructures
and to establish a rigorous methodology for calculation of interface structures such
as heterostructures and their properties. The investigation into trends in 2D het-
erostructures is conducted on the TMDCs, while the development of methodologies
for interface calculations are established for the general case, with continuing excep-
tions, such as reconstruction, accounted for by case study. This chapter, (Chapter
1) acts as an introduction to the main body of the thesis
The fundamental theory of both ab initio electronic and phononic structure
calculation is detailed in chapter 2. Here, are derived the theories that form the
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basis of density functional theory (DFT). The principles of DFT are extended to the
understanding of phonons in atomic matter. Hence, are derived, the fundamentals
of the frozen phonon method. These theories and methods are used throughout
the work of this thesis. A separate theoretical discussion takes place in chapter 3.
The aims of this chapter are to derive the lattice thermal conductivity. In doing
so, the boundary, isotope and three phonon scattering rates are derived, along with
a quasi-anharmonic model of thermal conductivity. These derivations support the
work presented on thermal transport in chapter 5.
Chapter 4 explores trends in band alignment for TMDCs. This provides valu-
able insight into the nature of band alignments and interface interaction. The many
trends are consolidated into a simple rule that shows a marked improvement over An-
derson’s rule. In this chapter a trend in the band alignments of TMDC heterostruc-
tures is explored, developed and explained. In chapter 5 the thermal properties
of TMDCs are examined. The thermal conductivity of a TMDC heterostructure
will in general be reduced from either constituent. This establishes a trend in the
conductivities of TMDC heterostructures.
In chapter 6, the fundamental theory of interfaces is explored and an extensive,
rigorous methodology is developed for ab initio calculation. Uses and applications of
this methodology are presented for wider application. These methods do not yet in-
clude a systematic procedure for identifying, generating and modelling new interface
materials. Due to this limitation the case study of fresnoite is examined in chap-
ter 7. Fresnoite is a non-stoichiometric interface material that forms between SiO2
and BaTiO3, its chemical formula is BaTiSi2O3. This provides an understanding of
interface materials and represents a methodology for investigating them.
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1.4 Summary
We introduce the pressures of modern technology that we wish, in the long term, to
alleviate through our work. As part of this, a brief review of the technology is given,
exploring optoelectronics, thermoelectrics and thermal management. Recent years
and decades have seen an increase in materials design within the field of materials
research. This and current trends in the field of material research are discussed.
Furthermore, we discuss the intrinsic promise of 2D materials, heterostructures and
2D heterostructures in particular. The difficulties of working with these materials
and the key interface interactions are clearly defined. Lastly, a concise outline of the
thesis structure and content is explained. The following chapters present in depth
theory which provides the background physics that underpins the work presented in
this thesis.
Chapter 2
Theory of Electron and Phonon
Structure
“Truth... is much too complicated to allow anything but approximations.”
— John von Neumann,
“The Mathematician” in ‘The Works of the Mind’, 1947
2.1 Introduction
The research presented in this body of work will be predominantly theoretical and
from first principles. The theory behind first principles Density Functional Theory
(DFT) is both deep and broad. In order to preserve the fluidity of this work the
extensive background theory is reported here as part of a dedicated theory section.
The majority of work presented, in this thesis, is be underpinned by DFT.
A review of the basic operations of DFT is presented in this chapter. In addition
the specifics of ab initio phonon calculations are also presented here. Such phonon
calculations lead naturally on to thermal conductivity calculations described in the
29
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following chapter.
2.2 Density Functional Theory
Density functional theory or DFT is today the premier tool for the calculation of
electronic structure, both crystals and molecules. DFT is a first principles theo-
retical approach also called ab initio. The Latin expression ab initio means ”ab”-
”from” and ”initio”-”beginning”. In the world of physics and quantum chemistry
this means to apply theory with the fewest number of possible assumptions. In
DFT the only input assumptions are fundamental constants, electromagnetism and
quantum mechanics.
A basic principle of DFT was outlined in 1927 by Llewellyn Thomas in 1927[56].
He described that electrons within the crystal would respond to an effective poten-
tial, V , determined by the ionic positions and the distribution of electrons within
the solid. This theory is also used and developed by Fermi in 1928[57] and Dirac in
1930[58] who incorporated exchange into the method. However, a modern theory of
DFT begins with Hohenberg and Kohn’s work on density functionals in 1964[59]. It
is the modern formalism of DFT that will be reviewed here with special reference
to the lecture notes of Paolo Giannozzi[60].
Modern DFT has become a widely used tool for many reasons. In its current
form it is immensely versatile and can be used to calculate far more than electronic
structure. Through the application of DFT one can find material properties such
as: atomic structure, bulks modulus, formation and binding energies, magnetic
polarisation, dielectric response[61], phonon dispersions[62] and, with perturbation
theory both electrical[63] and heat transmission[64]. In fact, as we shall see from the
Hohenberg-Kohn theorem, any material property can in principal be determined by
a functional of the electron density[59].
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When describing DFT we are sometimes faced with the problem that, while
the core theories are relatively simple, any practical applications of the theory grow
rapidly in complexity. This is because there are many, physical and numerical,
theories and proofs, that are entirely necessary for practical computation, but are
generally superfluous for a detailed understanding of the theory. DFT can sometime
be described as “A few good ideas and a books worth of appendices”.
In the description presented here we will use Hartree atomic units (~ = me =
e = 4π/ε0 = 1). The problem will be broken down into the a set of questions each
corresponding to a section or subsection of the DFT theory:
• section 2.2.1 Many Body Problem: “Why do we need DFT?”,
• section 2.2.2 Born-Oppenheimer Approximation: “Why & How can we
solve for just electrons and ignore ionic motion?”,
• section 2.2.3 Hohenberg-Kohn Theorem: “Is a description based on func-
tionals valid?”,
• section 2.2.4 Kohn-Sham Auxiliary System “How can we handle inter-
acting electrons?” and subsection 2.2.4.1 Kohn-Sham Eigenvalues “Given
our assumptions, are the results still meaningful?”,
• section 2.2.5 The Secular Equation: “What equation are we solving?” and
subsection 2.2.5.1 Orthogonal Basis Set “How do we solve it?”
2.2.1 Many Body Problem
In quantum mechanics any system can be described by the Schrödinger equation[65].
For a system of electrons in equilibrium the time independent Schrödinger equation
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is appropriate and can be written generically as,
Ĥ |ψs〉 = Es |ψs〉 , (2.1)
where |ψs〉 is eigenstate s and Es is the corresponding energy eigenvalue. Here |ψs〉
is clearly defined as a coupled system of electrons and nuclei,
|ψs〉 = |ψs(r1,R1, ...rNi ,RNn)〉 . (2.2)
Here ri is the i’th electron’s position vector and Rn is the position vector of ion n.
The values Ni and Nn are the total number of electrons and ions respectively.
The Hamiltonian of a quantum solid, a system of interacting nuclei and elec-
trons, can be written as
Ĥ =T̂n + T̂e + Û
=T̂n + T̂e + V̂ee + V̂en + V̂nn,
(2.3)
where T̂ is a kinetic energy operator for the subscripts n and e denoting ions and
electrons respectively. V̂ee is the potential energy operator describing the electron-
electron interactions while V̂en and V̂nn are the electron-ion and the ion-ion interac-
































Here, the ion n has Zn as its atomic number and Mn as its mass. The ∇ operator is
constructed from derivatives with respect to either ionic position, ∇n, or electronic
positions, ∇i. There is no general solution to equation 2.4, neither are there any
trivial simplifications that can be made.
In order to make this soluble we can separate the ionic and electronic com-
CHAPTER 2. THEORY OF ELECTRON AND PHONON STRUCTURE 33
ponents. One may then, with an appropriate choice of base states, and a means of
determining the potential Û , solve for the eigenstates of a quantum solid.
2.2.2 Born-Oppenheimer Approximation
The Born-Oppenheimer approximation is often defined very loosely, stating that
as electrons are much less massive than ions, any perturbation in the crystal will
be compensated for by the motion of electrons before the ions have a chance to
react. This implies that for any given displacement of the ions, due to there motion,
the electrons will be in there equilibrium state. One may then say that even if a
vibration is excited in the lattice the electrons will always occupy their ground state
and therefore may be treated as separable.
Here is given a rigorous demonstration of the adiabatic approximation (Born
Oppenheimer Approximation to second order[66]). First we define the exact Hamil-
tonian for a crystal or of molecule as
Ĥ = T̂e + T̂n + V̂ee + V̂en + V̂nn (2.5)
We can separate the ionic kinetic energy from the electronic and potential terms to
give,
ĤΨs = ĤeΨs + T̂nΨs = EsΨs (2.6)
Now we may let the full coupled molecular/crystal wavefunction, Ψs, have sepa-
rable coupled χsi(R) and electronic ϕi(r; R) contributions. This does not assume





Here the electron wavefunction is determined by r which itself has a parametric
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dependence on R. Meaning that ϕi has a functional dependence on R.










If under the adiabatic approximation the coupled wavefunctions are determined by
a potential derived from only the electronic wavefunctions then it is valid (or at least
consistent) to neglect the coupling and interpret the coupled wavefunctions as ionic
wavefunctions. The ionic contribution can then also be neglected when calculating
the electron wavefunctions.
In order to derive an ionic Schrödinger equation we evaluate the integrals of the



















∣∣∣Ĥe + T̂n∣∣∣i〉 |χsi〉 =∑
i′
Es 〈i′′|i′〉 |χsi′〉 ,
(2.9)
where we allow ourselves to express the electronic wavefunction by only its index.
We can observe that the summation drops out of the right hand side of equa-
tion 2.9 leaving Es |χsi′′〉. Now we evaluate the first term on the left hand side



















∣∣∣T̂n∣∣∣i〉 |χsi〉 =Es |χsi′′〉 ,
(2.10)
where the two terms on the left account for the electronic energy and for the elec-
tronic transitions due to ionic motion.
We may now rearrange the equation,





∣∣∣T̂n∣∣∣i〉 |χsi〉 . (2.11)
This demonstrates that the difference between the complete coupled energy of the
system and the electronic energy is entirely described by the interaction between
the ionic kinetic energy operator and the electronic wavefunctions.












∣∣∣T̂n∣∣∣i〉 |χsi〉 = T̂n |χsi′′〉+∑
i
(Bi′′i + Ai′′i) |χsi〉 , (2.13)
where two expressions are convenient to define, from the product rule, Ai′′i and Bi′′i

















We now substitute back into equation 2.11 to get
(





(Bi′′i + Ai′′i) |χsi〉 (2.16)
The terms in the remaining summation can be separated into i = i′′ and i 6= i′′.
This separates the interactions into those which leave the electron state unchanged
and those which do not. Applying this separation gives,
(
Ei′′ + T̂n − Es
)
|χsi′′〉 = −(Bi′′i′′ + Ai′′i′′) |χsi′′〉 −
∑
i 6=i′′
(Bi′′i + Ai′′i) |χsi〉 . (2.17)
At this point we can impose the adiabatic condition. This is done by imposing the
condition that ionic motion cannot excite an electronic state, hence all terms in
which the initial and final states are different (i 6= i′′) go to zero. This expresses the
notion that ionic motion is slow compared to electronic relaxation rate and so the
electrons effectively remain in the ground state in spite of ionic vibration.
We can also remove Aii since it goes to zero. ∇〈i|i〉 = ∇[1] = 0, but by
product rule we can say




The inner product must return a real value, therefore we know that 〈i|∇i〉† = 〈i|∇i〉
and hence
〈i|∇i〉 = −〈i|∇i〉
〈i|∇i〉 = 〈i|∇|i〉 = 0
(2.19)
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Now we rewrite 2.17 and rearrange to obtain
(
T̂n + Ei +Bii
)
|χsi〉 = Es |χsi〉 (2.20)
Here the term Bii is the Diagonal Born Oppenheimer Correction. At this point
the subscripts must be evaluated. The term Bii and Ei can be combined into an
effective electronic potential Ui = Bii +Ei. This allows us to define an ionic motion




|χsi〉 = Es |χsi〉 (2.21)
In reaching this point we have demonstrated that the electronic wavefunctions are
separable from the coupled wavefunction, hence demonstrating that under the adi-








|χj〉 = Ej |χj〉 (2.23)
where the index j counts over ionic states, thus proving that electronic and ionic
states are separable under the adiabatic approximation . We can define the electronic
state i that will evolve adiabatically with ionic motion.
It has been demonstrated that, under the adiabatic approximation, the sepa-
rable electronic states may be defined,
Ĥe |ϕi〉 =
(
T̂e + V̂ee + V̂en
)
|ϕi〉 , (2.24)
allowing calculations of electronic energies and eigenvalues independently of ionic
motion. We note that here the ion-ion interaction is dropped since it only has the
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effect of applying a static shift to the energies. This term can therefore be neglected
without consequence.
2.2.3 Hohenberg-Kohn Theorem
The Hohenberg-Kohn theorem is actually two theories, both central to the concept
of DFT. The first Hohenberg-Kohn theorem establishes that the Hamiltonian may
be exactly and uniquely determined by an external potential which in turn is de-
termined by a ground state density of interacting particles. Second, it shows that
a functional for energy, with a global minimum corresponding to the ground state
density, always exists for an external potential.
These two Theorems are stated clearly and without ambiguity by R.Martin[61].
Theorem 1
For any system of interacting particles in an external potential Vext(r),
the potential Vext(r) is determined uniquely, except for a constant, by
the ground state particle density n0(r).
and
Theorem 2
A universal function for the energy E[n] in terms of the density n(r) can
be defined valid for any external potential Vext(r). For any particular
Vext(r), the exact ground state energy of the system is the global min-
imum value of this functional, and the density n(r) that minimizes the
functional is the exact ground state density n0(r).
We now expand on these rules.
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Theorem 1:
We will now provide the proof for the first Hohenberg-Kohn theorem by con-
tradiction[59]. To achieve this we evoke the variational principle, which states that,
for any Hamiltonian Ĥ(1) there is a corresponding ground state |1〉 which gives the
global minimum of 〈1|Ĥ(1)|1〉. Now suppose that we have two external potentials
(V
(1)
ext (r) and V
(2)
ext (r)) that both return the same ground state density n0(r). Having
two external potentials leads to two Hamiltonians, Ĥ(1) and Ĥ(2), each with a cor-
responding ground state |1〉 and |2〉. Remember it is only the ground state density
n0(r) that is chosen to be the same.




∣∣∣Ĥ(1)∣∣∣1〉 < 〈2∣∣∣Ĥ(1)∣∣∣2〉 . (2.25)
It is important to see that we could make an equivalent expression for E(2) by





∣∣∣Ĥ(2)∣∣∣2〉 < 〈1∣∣∣Ĥ(2)∣∣∣1〉 . (2.26)
This inversion of states can be applied at any stage of the derivation.
We may freely define
















The only terms of the two Hamiltonians which do not cancel out are the external
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potential terms. Further, because the external potential is not an operator, the state
vectors may form an inner product and go to unity.
We may now substitute this expression into equation 2.25 to give










We may again enact the inversion of states performed for equation 2.26 to give










Now if we simply add together equations 2.29 & 2.30 we obtain a contradiction.
E(2) + E(1) < E(1) + E(2) (2.31)
where, clearly the integral terms cancel out. This contradiction demonstrates that
for any given ground state density there is a single unique external potential (ex-
cluding a constant value difference) associated with it. This shows that it is the
particle density that defines the external potential (to within a static shift).
It follows that since the Hamiltonian may be defined in terms of the external
potential and the external potential is defined by the particle density, so can the
ground state wavefunction be defined in terms of the ground state particle density.
Theorem 2:
The second Hohenberg-Kohn theorem proof proceeds as follows. First we will
express the electron-electron (or particle-particle) interaction and the kinetic energy
as functionals and define the Hohenberg-Kohn functional,
FHK [n] = T [n] + Eint[n], (2.32)
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where T [n] is the kinetic energy functional and Eint[n] is the particle-particle inter-
action functional.
We can now define a functional for the total energy as,




As before we neglect the ion-ion interaction. The first Hohenberg-Kohn theorem
shows that an external potential can be determined, with the exception of a constant
shift. Because, the ion-ion interaction is, for any system, only a constant shift to the
energies, it can be neglected with no consequence to the applicability of the theory.
We put this formulation to the test by considering a specific state n(1)(r) which
corresponds to a distinct ground state, energy and wavefunction. We may now write
E(1) = EHK [n
(1)] = 〈1|Ĥ(1)|1〉 , (2.34)
and if we define the energy of state |2〉 for the same Hamiltonian








Here we have demonstrated that a functional, defined by a particular ground state
density, will return a greater energy when acting on a particle density that is not
the ground state. This can be restated as having its global minimum when it acts
on the ground state density.
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2.2.4 Kohn-Sham Auxiliary System
The transformation of the Hohenberg-Kohn theorem from a curiosity into a useful
tool takes place via the Kohn-Sham approach. The objective of the Kohn-Sham
auxiliary system is to replace the many body system of interacting electrons with an
artificial ”auxiliary” system of non-interacting electron-like particles. The auxiliary
system is built on the assumption that the ground state density of the electron





where each Kohn-Sham orbital ψk acts as a single-electron wavefunction. The
Hohenberg-Kohn energy functional has already been shown to give the exact ground
state energy (in principle). Therefore the requirement that the ground-state particle
density is exactly replicated is enough to ensure that the ground-state energy is also
replicated.
If we wanted to include spin in the description, a simple sum over spin states
would be incorporated into equation 2.37. The Kohn-Sham orbitals are defined
according to the condition that EHK is minimized. We now define the energy func-
tional
EKS[n] = Ts[n] +
∫
Vext(r)n(r) d
3r + EH [n] + Exc[n] (2.38)
where Ts[n] is the independent particle kinetic energy, EH is the Hartree energy and
Exc[n] is the exchange correlation functional.
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While this is sufficient to define the energy we cannot define a Kohn-Sham Hamil-




∇2 + VKS[n], (2.41)
Here VKS[n], is defined such that Kohn-Sham Hamiltonian should return the same
energy as the energy functional and that it must obey the same variational principle,
such that the ground state wavefunction gives the lowest energy.
We have demonstrated, already, that the Kohn-Sham energy is at a minimum
when evaluated at the ground state density and/or wavefunction. We can impose
this condition mathematically by setting the differential of the Kohn-Sham energy
functional to zero. It is necessary however to include the normalisation condition
by Lagrange multiplier technique.
ε[〈ψ|ψ〉 − 1] = 0, (2.42)
where ε is, for now, a Lagrange multiplier but, we will soon see, becomes the energy
eigenvalue. For this reason we have conveniently selected to represent it using ε.
The derivative of the Kohn-Sham energy functional is already defined as zero at the
ground state, hence we set the derivative of the left hand side of equation 2.38 equal



















ε[〈ψ|ψ〉 − 1] (2.43)
using their definitions (eq. 2.39 & 2.40) we can evaluate the derivatives of Ts and






∇2 |ψk〉 , (2.44)
δn(r)
δψ∗k
= |ψk〉 , (2.45)
and, lastly, the derivative of Lagrange multiplier condition gives,
δ
δψ∗k
ε[〈ψ|ψ〉 − 1] = ε |ψk〉 . (2.46)
Now, if we recognise the three derivatives with respect to n(r) (eq. 2.43) as potentials




∇2 |ψk〉+ Vext(r) |ψk〉+ VH(r) |ψk〉+ Vxc(r) |ψk〉 = ε |ψk〉 (2.47)
−1
2
∇2 |ψk〉+ VKS(r) |ψk〉 = εk |ψk〉 . (2.48)





∇2 + VKS(r) (2.49)
We have now expressed the Hamiltonian of the Kohn-Sham auxiliary system in
terms of calculable quantities (given the existence of an exchange-correlation func-
tional). However, it is unclear how helpful this auxiliary system is for describing
true electronic features of the solid.
2.2.4.1 Kohn-Sham Eigenvalues
It is easy to think that the Kohn-Sham eigenvalues have no physical meaning and
while this is true to some degree, the Kohn-Sham eigenvalues are not intrinsically
the energies required to add or subtract electrons from an interacting many body
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system. This being the case there are two items of research that demonstrate the
usefulness of the Kohn-Sham eigenvalues.
First we look at the work of Janak in 1978[67]. In this work, Janak derives
an expression for the rate of change of energy of the system with particle number.
This is done within the DFT formalism. It is demonstrated that the ∂E/∂ni = εi,
thus clearly showing that eigenvalues properly correspond to addition and subtrac-
tion energies for the fictitious Kohn-Sham electron-like particles. This is commonly
known as the Slater-Janak theorem[61]. It can further be stated that the exact
functional energy derivative (∂E/∂ni = εi) is discontinuous between electrons. The
total energy of electrons E(N) may be viewed as a series of straight-line segments
intersecting a curve at integer values of electron number. It is the absence of the
potential discontinuity (among other factors) that leads the failure of GGA and
LDA methods in predicting the bandgaps of Mott insulators; reintroducing this
discontinuity is goal of the Hubbard +U correction[68].
In relation to the Slater-Janak theorem it must be noted that part of the
exchange correlation potential, Vxc(r), depends on the derivative of Exc[n] with
respect to n(r) which can change discontinuously between states. This is the “band-
gap discontinuity”[69]. It follows that in principle the band-gap is not accurately
predicted, however many effective potentials and extended tools exist for correcting
this, including hybrid functionals[70] and GW quasiparticle methods[71].
The Slater-Janak theorem establishes a rigorous connection between N and
N + 1 particles systems. Next we review the work of Levy, Perdew and Sahni[72].
They demonstrate that at asymptotically long-range, the charge density is governed
by the occupied state with the highest eigenvalue. If we allow for the existence of
an exact exchange correlation functional then we can say, as Levy et al. do, that
since the particle density is exact then so should the ground-state ionisation energy
be exact.
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In summary the work of Levy et al.[72] lets us state that (for an exact Vxc)
the highest occupied molecular orbital has the genuine electronic energy eigenvalue.
Further, through the work of Janak[67] we can extend this trust somewhat, to
nearby occupied states. Some work has also been done to establish DFT as providing
well-defined approximations for excitation energies[73]. However, accurate band-gap
prediction requires methods beyond DFT[69, 70, 71].
2.2.5 The Secular Equation
The variational principle can be utilised in the construction of an equation which
allows us to reduce the many body Shrödinger equation to linear algebra. We must
expand the wavefunctions into a finite basis set. The variational principle can then
be used to find the optimal coefficients of the expansion. The procedure is very
simple, first we express the expectation value as,
〈ψ|Ĥ|ψ〉 = ε 〈ψ|ψ〉 (2.50)
We then describe a function equal to the variation in energy as you move away from
optimal wavefunction.
S[ψ] = 〈ψ|Ĥ|ψ〉 − ε 〈ψ|ψ〉 (2.51)
This is not yet the secular equation, but rather a variational functional.
At this point, we can, by expanding the wavefunctions as a sum of basis sets,
differentiate with respect to basis coefficients. Then to identify the minimum energy
condition we expand at the turning point where the derivative is equal to zero.
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2.2.5.1 Orthogonal Basis Set
The Schrödinger equation for the Kohn-Sham auxiliary system can be written as
ĤKS |ψk〉 = −
1
2
∇2 |ψk〉+ VKS(r) |ψk〉 = εk (2.52)
for each Kohn-Sham equation, which is to say, for each value of k a solution can be
obtained providing there is a known electron density (strictly it is an electron-like
particle density). From this point onward we drop the k index since we will only be
concerned with solving any single Kohn-Sham equation.





where bi is an orthogonal basis function, ci is the coefficient and N is the total
number of base states.
We can now use the definition from equation 2.53 and substitute it into our













c∗i cj 〈bi|bj〉 (2.54)
for brevity of notation we allow ourselves to define
Hij = 〈bi|ĤKS|bj〉 . (2.55)
Assuming the a Kohn-Sham potential can be calculated through means of an ex-
change correlation functional and using a plain wave basis set (plain waves are
orthonormal) the evaluation of each matrix element Hij is now trivial. Each of
element of Hij should, for this point onwards, be considered a known quantity.
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Hij − ε 〈bi|bj〉
) (2.56)














However, the equation 2.58 is not generally solvable (beyond trivial the case ~c = 0).
So it is here that we define the secular equation.
det|Hij − εδij| = 0 (2.59)
It is an algebraic equation, that admits N roots, each root returning a different
eigenvalue. Reformulating this as a matrix equation we have
H~c = ε~c (2.60)
This is now a standard eigenvector/eigenvalue problem. However, there is a problem,
we are seeking the set of coefficients that define a Kohn-Sham state but we have N
solutions. This corresponds to an N ×N matrix H.






CHAPTER 2. THEORY OF ELECTRON AND PHONON STRUCTURE 49
we can then define,
Ĥψλ = ελψλ (2.62)









It is these values, εk, that are the energy eigenvalues obtained from DFT. The total
energy of the system is found by summing across all the energy eigenvalues of the
Kohn-Sham orbitals.
The equation 2.60 is a very common problem in mathematics and computer
science; the process of solving such an equation is called diagonalisation.
2.2.6 DFT Summary
This section has derived and defined the theorems and approximations that coalesce
to form the fundamental theory of DFT. Section 2.2.1 explored why many body
ab initio methods are needed and to express the potential benefit they have. The
adiabatic approximation is shown, in section 2.2.2, to be sufficient to decouple the
electronic and ionic wavefunctions. This establishes the necessary electron Hamil-
tonian to derive the first and second Hohenberg-Kohn theorems (sec. 2.2.3) which
prove that (1st) a functional approach is, in principle, valid and that (2nd) it obeys
the variational principle. Section 2.2.4 explores the Kohn-Sham auxiliary system
and derives the Kohn-Sham equations. Then are derived the general quantum me-
chanical principles of solving for the optimal coefficients of a basis set. Section 2.2.5
introduces the secular equation, in which the variational method is reduced to an
algebraic problem, and orthogonal basis sets are explored as a method of solving a
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Hamiltonian of known or calculable terms (sec. 2.2.5.1). Thus, do we derive the
fundamentals of density functional theory and explore the means by which it is
solved.
2.3 Functional Choice
Much of the theory of DFT is built upon the assumption of a exact (or at least
suitable) exchange correlation functional Exc[n]. The Hohenberg-Kohn theorems
demonstrate that there exists a functional that describes the physical properties of
a set of interacting particles. The Kohn-Sham theorem shows how one may replace
the true system of interacting particles with a non-interacting auxiliary system of
the same ground state charge density. These foundational theories do not provide a
clear indication as to the form of Exc[n]. There are many different functionals used in
DFT however the majority can be classified as local density approximation (LDA),
generalised gradient approximation (GGA) or hybrid functionals. Each method
represents a different balance between computational cost and chemical accuracy.
Each functional gives two important physical properties of the system. The
first is the total exchange correlation energy. This value is minimised to give optimal
charge density of the system. The second is the exchange correlation potential,
Vxc(r), expressed in equations 2.43 and 2.47. Here are explored three formulations
of density functional theory: LDA, GGA and hybrid functionals.
2.3.1 Local Density Approximation
The local density approximation (or local spin density approximation (LSDA) more
generally) considers a solid to be a close to the limit of the homogeneous electron gas.
As such it depends on the local charge density at each point in space to determine
CHAPTER 2. THEORY OF ELECTRON AND PHONON STRUCTURE 51
the exchange correlation energy (ELDAxc [n]). Despite the fact that the energy of each
point is unchanged by it’s environment this approach yields some reasonable results.
The exchange correlation energy may be stated explicitly as,
ELDAxc [n(r)] =
∫
εLDAxc n(r) dr, (2.65)
where εLDAxc ≡ εLDAxc (n(r)) and is the exchange-correlation energy per particle (in
the case of LDA, this is the exchange-correlation energy of a homogeneous electron
gas). This gives the corresponding exchange correlation potential,
V LDAxc (r) =
δELDAxc [n(r)]
δn(r)




The LDA class of functionals are widely considered the least accurate of the three
discussed here. The local approximation depends heavily on the assumption that
exchange and correlation are very short range. This assumption has no formal
justification[61]. This functional can be expected to be most suitable for systems
which resemble the homogeneous electron gas (such as nearly free electron like met-
als). Two common LDA functionals are the PZ (Perdew-Zunger)[74] and the PW92
(Perdew-Wang 1992)[75].
2.3.2 Generalised Gradient Approximation
The generalised gradient approximation is a clear attempt to improve upon LDA by
incorporating pseudo non-local effects. In the generalised gradient approximation
both the local density and the local gradient of that density are used to determine
the exchange correlation energy. This means that while GGA is still a truly local
approximation each point inherently carries information about its surroundings.
This allows GGA to outperform LDA in most cases with minimal enhancement to
the computational cost.
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The exchange correlation energy for the GGA functional can be given as,
EGGAxc [n(r)] =
∫
εGGAxc n(r) dr. (2.67)
The crutial difference from the LDA is the definition of εGGAxc ≡ εGGAxc (n(r), |∇n(r)|).
This principle can be taken further with higher order derivatives constituting the
class of meta-GGA functionals[76]. The GGA exchange-correlation potential can be
written as
V GGAxc (r) =
δEGGAxc [n(r)]
δn(r)










Methods for incorporating the gradient effect into the energy are far more varied than
for LDA leading to a great many different functional forms. The most widely used
GGA functional is PBE (Perdew, Burke and Ernzerhof)[77]. The PBE functional
is used for the majority of calculations presented throughout this body of work.
The improvements offered by GGA over LDA come at a relatively small cost due to
the fact that the diagonalisation (the most time consuming part of the calculation)
is unaffected. GGA is however known to under perform compared to LDA in the
prediction of lattice constants and the van der Waals gaps. This is often attributed
to the cancellation of errors in LDA.
2.3.3 Hybrids
Hybrid functionals are, as the name suggests, a hybrid between the methods of
density functional theory and Hartree-Fock. A critical problem of DFT is an un-
derestimation of the exchange, leading to an underestimation of the bandgap. This
problem can be severe in cases where the bandgap is of importance. The hybrid
functional represents a method for overcoming this obstacle by incorporating the
exact exchange. This allows hybrid functionals to be far more accurate for bandgap
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prediction than GGA functionals.
The hybrid mixing can be defined as
Ehybxc = λE
HF
x + (1− λ)EDFTx + EDFTc , (2.69)
where EDFTx and E
DFT
c are the exchange and correlation of the DFT functional and
EHFx is the exchange energy calculated through Hartree-Fock. Most methodologies
fix the mixing parameter, λ, such that it’s value is determined by the choice of
hybrid functional.
Hybrid functionals offer improvements over the GGA functionals in predicting
bandgaps, lattice constants and phonon frequencies[78]. The enhancements due to
hybridisation incur a significant computational cost. This is because of the require-
ment to calculate the Hartree-Fock exchange and because this in turn effects the
diagonalization the cost is much more significant for plainwave calculations. Some
of the most common hybrid functionals are PBE0 [79], HSE06 [70] and B3LYP [80,
81]. In this body of work the only hybrid functional utilised is HSE06. This is
because HSE is a screened hybrid functional, where long range exchange interaction
is truncated, vastly improving performance in large supercells.
2.3.4 Functional Summary
Density functional theory and its predictions are dependent on the quality of the
functional used. Ultimately DFT lives or dies on how well it agrees with experi-
ment. While it is easy to recognise that the GGA functional, in principle, represents
an improvement over LDA, this will not hold for all crystals. For this reason no
functional can be said to be a universal improvement on any other, however, it can
be recognised that for the vast majority of cases hybrids represent an improvement
over GGA, just as GGA is an improvement over LDA. Further ab initio methods
CHAPTER 2. THEORY OF ELECTRON AND PHONON STRUCTURE 54
exist, providing improvements over DFT at the cost of ever more computational
requirements. Such methods include the quasi-particle GW method [82] and the
Quantum Monte Carlo [83].
2.4 Phonons
Phonons are lattice vibrations in the harmonic limit. It is a wave of motion carried
by the atoms of a crystal, even its name “phonon” is demonstrative of this property.
The word phonon, like the word phonics, indicates that it is a quantised sound wave
but it is probably best described as a quasi-particle existing in a specific mode of
the lattice with a specific frequency and momentum.
Crucially, phonons are the only modes of vibration permitted within a har-
monic crystal and this fact carries many consequences. For instance, consider a
frozen crystal in which only a single atom is displaced from equilibrium. When the
crystal is released the displaced atom will pull, and be pulled, on, and by, neigh-
bouring atoms. Each of these vibrations is a phonon and will propagate through the
crystal. Displacement of a single atom is therefore a linear combination of phonons;
more than this, any possible deformation of the lattice must be a linear combination
of phonons.
While a phonon is often described as a particle of sound it is more interesting
to consider that it can also be described as “a particle of heat”. Heat energy is
expressed as the random vibration of atoms in a solid but since the only permitted
vibrations are phonons, then heat in harmonic solids is in the form of phonons
distributed according to the Bose-Einstein distribution.
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2.4.1 The harmonic lattice
In this section we must apply the Adiabatic condition examined in section 2.2.2. This
condition is required in order to separate the electronic and ionic wavefunctions. The
Hamiltonian for lattice vibration can be extracted from equation 2.23 to give,
Ĥ = Tn + V . (2.70)
In this expression Tn is the ionic kinetic energy operator and V is the crystal potential
energy, which is determined by the electron density. In the absence of ionic motion
the system total energy would be determined entirely by the potential V . This
energy would be the ground-state total energy calculated by the solution of the
Kohn-Sham equations.






















here ~uα(lσ) is the atomic displacement vector of atom σ in unit cell l with polari-
sation α. The first term in the expansion is the equilibrium potential, the second
term goes to zero, by definition, since equilibrium is a natural turning point. It is
the third term, the harmonic potential, that is of most interest here.







However, the force constants themselves are not of interest. Lattice dynamics and
phonon calculations are predominantly concerned with calculation of phonon fre-
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quencies.
To find the phonon dispersion in the harmonic approximation we solve the















where r(l) is the position vector to the unit cell l and t is time. Uα(qσ) is an
arbitrary function or operator independent of l.
Substituting equation 2.74 into equation 2.73 and dropping the summation












Now it is convenient to apply lattice transitional symmetry to reduce the prob-
lem. The symmetry of the lattice means that Φαβ(lσl
′σ′) is unchanged upon lattice
translation, therefore if we choose to translate by −l then we show
Φαβ(lσl
′σ′) = Φαβ(0σ(l
′ − l)σ′) (2.76)







where we include the dynamical matrix, Dαβ(σσ
′|q). We use the vertical bar no-
tation to indicate that the dynamical matrix is set for a fixed value of q. The
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As with the secular equation we can determine non-trivial solutions using the de-
terminant,
det
∣∣Dαβ(σσ′|q)− ω2δαβδσσ′∣∣ = 0. (2.79)
If we consolidate the directional index and the atomic index, we can easily represent
this as a matrix equation. Since α can only be 1, 2, 3 or x, y, z it is straight forward
then to change to an index over σα.
~U(q) =
(
U(qσx), U(qσy), U(qσz), U(q(σ+1)x), U(q(σ+1)y), U(q(σ+1)z) . . .
)
(2.80)
Using this vector across atomic directions, equation 2.79 can be represented in matrix
form, as
~U(q)D(q) = ~U(q)ω2 (2.81)
It is clear from this that to find the phonon frequencies of a structure, described by a
set of force constants, one must diagonalise the dynamical matrix. The eigenvalues
of the dynamical matrix are the squared angular frequencies. A negative eigenvalue
would indicate an atomic directions vector, ~U(q), that returns a positive force i.e.
one that does not push the atoms back to the equilibrium positions and therefore
fulfills the conditions of an unstable crystal structure.
The difficulty in calculating a phononic structure lies in determining the inter-
atomic force constants, Φαβ(0σl
′σ′).
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2.4.2 Phonon ab initio Calculation Methods
There are three typical ab initio methods for the calculation of phonon modes. They
are: the frozen phonon method, the planar force constant method and the linear
response method also called density functional perturbation theory (DFPT).
The frozen phonon method involves taking static atomic arrangements at small
displacements away from equilibrium. Each small displacement corresponds to a
”frozen” vibrational mode. Either by calculating second order changes in energy
or more easily calculating the inter-atomic force constants matrix. This can then
be used to determine the dynamical matrix. This methodology is adopted, for
calculations within this work and is described in detail in section 2.4.3.2.
A simplified approach to the problem is offered by the planar force constant
model. If we consider a q-vector, then we may define a series of atomic plains per-
pendicular to that vector (let there be N plains). A vibrational mode corresponding
to the considered q-vector will excite either perpendicular or parallel displacements
within those plains. This means that the plains are acting as single rigid bodies,
each connected to it’s neighbors by inter-planar force constants. A force equation
can therefore be written for the n’th plain,
−~F (n) = kn~U0, (2.82)
where ~U0 is the displacement of the zeroth plain and kn is the force constant between
plain 0and n. A more detailed description of the planar force constant model is
provided by Srivastava 1990[84].
The linear response method is described breffly here following the method of
Giannozzi et al.[85]. In this approach a distortion, u to the lattice can be seen as
a static perturbation acting on the electrons. By consideration of the Hellmann-
Feynman theorem (see 2.4.3.1) linear variation of the electron density (due to a
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static perturbation) determines the second order variation in energy. The electronic
energy may be written,
E(u) = E(0) + δE(u∆n) (2.83)
where ∆n is the static change in the charge density. This change in the total energy
will lead to a change in the force constants matrix which is entirely determined
by the ionic cores and electron density. The ionic component may be determined
trivially however the electronic component requires the carefully application of the
Hellmann-Feynman theorem an can be given as










Here n0 is the electron density of the unperturbed system and ∂n/∂u is the electronic
response. This provides a means to calculate the force constants matrix. Within
the framework of DFT the electronic potential V(r) = VKS(r). The self consistent
Kohn-Sham potential can be written






dr′ + Vxc(n(r)), (2.85)
Where Vps is the ionic potential (derived from the pseudopotentials), the second
term is the the electronic potential and the third term, Vxc(n(r)), is the exchange
correlation potential. Using density functional perturbation theory one can define
the Kohn-Sham potential response to a perturbation as VKS → VKS + ∆VKS. To
evaluate diferent elements of the harmonic force constants matrix two values must
be found; they are ∆n(r) and ∆VKS(r). The Fourier components of ∆n(r) can be
expressed as













where Ω is the unit cell volume, N0 is the number of unit cells, G is a reciprocal lattice
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vector and ε is the energy eigenvalue at k-point k and of either the conduction (c)
or valence band (v). The perturbation induced change in the electronic Kohn-Sham
potential can be written,













These equations are generated from density functional linear response theory[85].
The equations for ∆n(r) and ∆VKS(r) solved iteratively. This provides the input
values necessary for the calculation of the elements of the dynamical matrix.
2.4.3 Calculating Inter-atomic Force Constants
When calculating the inter-atomic force constants matrix, it is important to under-
stand the inherent symmetries the matrix contains. This understanding reduces the
number of terms that must be explicitly calculated (alternatively, it could be used







Here, i the condition that the force on an atom due to a displacement x must be
equal to the force on all other atoms displaced −x.
Another useful property of the inter-atomic force constants is that they remain




This naturally extends to the dynamical matrix [D(q)]T = D(q), which informs the
diagonalisation routine.
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2.4.3.1 Hellmann Feynman Forces
In order to calculate the force constants on atoms it is useful to have a method
for force calculation from DFT. To do this we examine the Hellmann-Feynman
forces[86].




However, to establish a clear, well defined , quantum version of force we can look
at the classical definition. Ehrenfest’s theorem defines force in a time dependent







where V is the crystal potential energy, λ is just one of any number of parameters
which specify nuclear positions. A force Fλ corresponds with λ such that Fλdλ
measures the work done in displacing the nuclei by dλ
As has been stated, energy in a quantum system is well defined. In order to














We shall follow the method of Feynman[86] and show that each of these definitions
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of force is the same, and so demonstrate that all forces on atoms can be treated as
classical interactions via the Coulomb law.
















In accordance with our objectives, we wish to show that the final two terms go to






















































This justifies us in using classical Coulombic charge interaction to find the inter-
atomic force constants.
In the context of DFT the Hellmann-Feynman forces represent a viable method
for the calculating of atomic forces. The principle that forces can be properly calcu-
lated as a classical Coulomb interaction enables us to calculate atomic forces from
CHAPTER 2. THEORY OF ELECTRON AND PHONON STRUCTURE 63
the charge density and ionic cores. Because charge density is exact, in principle, so
will the atomic forces be exact.
2.4.3.2 Frozen Phonon Method
The frozen phonon method is built upon the application of the Hellmann-Feynman















Here, we are able to determine the forces on atoms by displacements of atoms, only,





′σ′; ∆uα(0σ))− Fβ(l′σ′; 0)
∆uα(0σ)
(2.101)
where we define Fβ(l
′σ′; ∆uα(0σ)) as the force in the β direction, on atom σ
′, in unit
cell l′, evaluated at the displacement uα(0σ), of atom σ in direction α. For a system
with a perfectly relaxed atomic geometry Fβ(l
′σ′; 0) would have a zero value.
2.4.4 Phonon Summary
It has been shown that the Hellmann-Feynman forces can be extracted from a DFT
calculation. It has further been demonstrated that the frozen phonon method may
utilise the Hellmann-Feynman forces to determine the interatomic force constants
matrix. An exploration of the harmonic lattice gives the relationship between in-
teratomic force constants and the dynamical matrix. For any given q vector within
the Brillouin zone the dynamical matrix may be diagonalised to obtain the squared
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angular frequencies and associated atomic displacements. Hence, from the theories
presented here, can a full phononic dispersion relation can be calculated.
Chapter 3
Thermal Transport Theory
“What’d ya got there? Numbers?”
- Bender Bending Rodŕıguez
Futurama: Benders Big Score, 2007
3.1 Introduction
A comprehensive exploration of thermal transport and scattering mechanisms is
necessary to support the discussion of thermal transport in 2D heterostructures
(Ch. 5). The discussion of ab initio thermal transport theory relies on and builds
upon the contents of the previous chapter(Ch. 2).
In this thesis the author develops their own model for thermal transport.
The model described throughout this chapter is an adaptation to Thomas et al.[88].
Specifically it follows the theories of Srivastava[84] in it’s application of the Grüneisen
constant and Ziman [89] in it’s treatment of momentum conservation, making it
uniquely distinct from either transport model. Initially thermal transport and its
dependence on scattering rate is described. The different transport mechanisms are
65
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then explored in detail.
3.2 Thermal Transport
The study of thermal transport in crystals is governed by the phonons. With suf-
ficiently accurate phonon dispersion relations a calculation method for the thermal
conductivity may be developed. The greatest difficulty in calculating this lies in
calculating appropriate scattering rates.
Throughout this thesis the lattice thermal conductivity is computed by solving
the linearised Boltzmann transport equation (see Appendix A) using the single mode
relaxation time approximation. The thermal conductivity tensor can be written as







where N and V0 are the number of unit cells and the unit cell volume respectively,
ν(qs) are group velocities and τ(qs) is the relaxation time. Further, CV is specific




n̄(qs)[n̄(qs) + 1], (3.2)
with ω(qs) being frequency and n̄, the Bose-Einstein distribution, all other symbols
have their usual meaning.
Thermal conductivity calculations require phonon frequencies and group ve-
locities to be summed over special q-points schemes[91]. This presents little difficulty
for computation, however, the methods for deriving the scattering rates are more
difficult. A system has more than one possible source of scattering. When the total
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scattering of a system is comprised of many different sources the scattering con-
tributions can be treated as additive. Specifically, it is the scattering rate (inverse
relaxation times) that can be summed to find a total scattering rate. In the context
of electrical conductivity this is known as Matthiessen’s rule[84].
Here three contributions to the scattering rate are considered, hence the total
scattering rate is defined as,





where the three contributions to the scattering rate are, boundary scattering (τ−1BS),
isotope or mass defect scattering (τ−1MD) and three phonon scattering (τ
−1
PP ). Only
these three scattering mechanisms will be be used in thermal conductivity calcula-
tions throughout this work.
Four-phonon processes are neglected due to their rarity. Just as three-phonon
processes are rare at low temperature, due to the low density of phonons within the
crystal, four-phonon processes are even more uncommon. Work by Thomas et al.[88]
show that Four-phonon contribution to the thermal conductivity is negligible until
∼ 600 Kelvin. Electron-phonon coupling is also neglected. At high temperature,
the thermal conductivity is governed by the three phonon process while at low
temperatures boundary scattering is dominant. In semiconductors electron-phonon
coupling is closely linked to mass defect scattering. This is because it is the charge
carriers, both electrons and holes, that scatter phonons. The number of charge
carriers is, especially at low temperature, determined by the impurity defects. In
this theory we concern ourselves with the lightly doped systems. In a lightly doped
system one can afford to neglect the weak electron-phonon coupling. It is worthy
of note that the mass defect scattering only derives isotope scattering (see section
3.2.2) and accounts for impurity scattering through a simple scaling parameter, most
appropriate for lightly doped systems.
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Three phonon interactions are either normal or Umklapp processes and which
is which depends on there momentum interaction. Phonons are quasi-particles and
can be described as having a quasi-momentum. This is because when the momen-
tum changes by an amount ~G then (where G is a reciprocal lattice vector) Bragg
reflection occurs and the momentum is transferred to the crystal as a whole and
leaving the phonon momentum unchanged. This is an example of an Umklapp pro-
cess, where the phonon “quasi-momentum” extends beyond the Brillouin zone and
so the phonon momentum is transformed back into the Brillouin zone by a recipro-
cal lattice vector. Normal processes do not exchange momentum with the lattice;
there “quasi-momentum” never extends beyond the Brillouin zone edge. In terms
of scattering both Umklapp and normal processes can be accounted for together
by constraining the momentum to any reciporical lattice vector (δG,q+q′+q′′). Here
normal processes correspond to G = 0 and Umklapp processes to G 6= 0.
3.2.1 Boundary Scattering
Boundary scattering is the simplest scattering rate contribution. Peierls developed
the first theory of heat transfer based on phonon scattering in 1929[92]. However,
this model led to asymptotic growth of the conductivity at low temperatures, which
was not found in experiments[93]. Peierls was then the first to suggest that scattering
of phonons at the boundaries of the crystal may contribute to thermal resistance.
The consequences of this suggestion were developed by Casimir in 1938[94] and the
balisttic boundary scattering model was developed by Callaway in 1959[95].
Here, boundary scattering is implemented following the methodology of Hep-
plestone[96] and Srivastava[84]. The boundary scattering rate is governed by the
scattering length and can, for a given phonon state, be given as
τ−1BS = |ν|/L, (3.4)
CHAPTER 3. THERMAL TRANSPORT THEORY 69
where L is the scattering length. This is an extremely intuitive representation of the
boundary scattering phenomena. However some complicating factors are obscured.
A material grain of given radius will have an effective boundary mean free path,
L0, equal to the radius. However, due to specular reflection (determined by surface
smoothness) this will not exactly represent the actual scattering length.
Let us assume probability p of a phonon reflecting at the boundary. Then
let us assume that the average starting point of a phonon is the grain center. We
can now say that (1 − p)L0 is the proportion of phonons that travel only one path
length before scattering. However some number of phonons will have traveled from
the zone center to the edge and back (a length of 2L0) any number of times before
now. Including them we find L = (1− p)[L0 + p(3L0) + p2(5L0)...]. Evaluating this
infinite sum[84] gives L = L0(1 + p)/(1 − p) where the parameter L is the same as
from equation 3.4.
The scattering length may in some regards be treated as a parameter, how-
ever, it is one that can in most cases be closely attributed to measurable physical
quantities. The two physical features that determine the scattering length are the
physical dimensions of a single crystal and, in large structures of many grains, the
typical grain size. In both cases this represents the mean free path of phonons in
the material.
3.2.2 Mass Defect Scattering
Few theoretical works looked into defect scattering[93] prior to Klemens in 1951[97]
and 1955[98]. It has since then, been approached many times (see Skoug et al.[99])
and we shall follow a combination of the treatments given by Srivastava [84] and
Tamura [100] focusing on the role of isotope scattering.
First, let us consider the crystal Hamiltonian within the harmonic approxima-
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m(lσ)u̇2α(lσ) + V2, (3.5)
where, α is the polarisation index, l, is the unit cell index and σ is the index over
the atoms within a single unit cell. The Crystal potential in the harmonic limit
is denoted V2. It is possible to separate the Hamiltonian into two components one
representing the default crystal and one representing the perturbation due to isotope
or mass defects.
H = H0 +Hmd (3.6)




















Thus we have defined a perturbation Hamiltonian describing the isotope or mass
defect scattering.
The perturbation Hamiltonian is defined in terms of the average mass of atom













where N0 is the number of unit cells in the solid and fi(σ) is the fraction of the ith
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isotope of atom σ having mass mi. The values of fi can be determined by global
isotope abundances[101].
The perturbation Hamiltonian can be utilised in a Fermi golden rule approach
to determine scattering probabilities. The perturbation method holds validity while
the perturbation Hamiltonian represents only a weak disturbance to the system.
Here we see that Hmd represents only kinetic energy and even then only a portion of
the total kinetic energy. While the kinetic energy of the unperturbed Hamiltonian is
composed of the average atomic mass the perturbation Hamiltonian uses the mass
difference. This makes the perturbation method highly appropriate for the case
of isotope mass differences. However, vacancies or defects of significantly different
masses will result in large perturbations that potentially fall outside the regime
of validity. However, because this methodology examines changes in average mass
across many atoms even vacancies can be accounted for at low concentrations.
To calculate the transition probabilities we must expand the perturbation












qs − a−qs]ei(q·r(l)) (3.11)














Here, ω(qs) is the angular frequency of a phonon in mode s and at q-point q, the




is the polarisation vector and its conjugate ê†(qs) and lastly r(l) is the position
vector of cell l.
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In order to evaluate scattering probability we need to look at the transi-
tion probability of a phonon scattering from one phonon state nqs to another
nq′s′ . This corresponds to the initial state |i〉 = |nqs, nq′s′〉 to a final state |f〉 =






|〈f |Hmd |i〉|2δ(Ef − Ei), (3.13)












q′s′ − a−q′s′ ]
Mqq′ |i〉 |2δ(Ef − Ei),
(3.14)




ê†(qs) · ê(q′s′)∆m(lσ)ei(q−q′)·r(l). (3.15)
Now expand the ladder operators and convert the delta function to angular frequency






















it can be seen that only two elements of the sum across phonon states in Hmd
will return a ket that matches the final state. Letting λ be an arbitrary phonon
state in the summation, one can consider the two interactions, a†λa−λ′ |nqs, nq′s′〉 and
a†λ′a−λ |nqs, nq′s′〉. Clearly, the only valid summation terms are λ = qs & λ′ = −q′s′
for a†λa−λ′ |nqs, nq′s′〉, and λ′ = qs & λ = −q′s′ for a
†
λ′a−λ |nqs, nq′s′〉. More than
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this knowing the condition of our final state it is clear that only the last 2 terms of
the expanded ladder operators will give a non-orthogonal results. We may therefore























ω2(qs)nqs(nq′s′ + 1)|Mqq′ |2δ(ωq′s′ − ωqs)
(3.18)
in this final expression, we apply the condition imposed by the delta function and
collect the frequencies.
The mass terms |Mqq′ |2 contains the mass difference ∆m(lσ), which has a









here the polarisation vectors are generalised for isotropic media using a factor of
(ê†(qs) · ê(q′s′))2 = 1/3[84]. This can be included, more rigorously, by a dot prod-
uct of the phonon eigenvectors[100] which are obtained by diagonalisation of the








which allows us to separate the special condition where the exponential vanishes,
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for any positionally identical atoms within two unit cells the mass difference can be
partially evaluated by considering a random distribution of isotopes in the structure.
For this random case the local mass can be expected to have as strong a negative
deviation from the mean as it does a positive one. As such, when summing across
the full structure, this value can be expected to approach zero. Only the term where
the same positional atom in the same unit cell is summed over do the values not











Previously, we defined the average mass (eq. 3.9 & 3.10) and the mass difference





































with the transition probability established we can use the formalism of the phonon
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δ(ωq′s′ − ωqs). (3.26)
We can again impose the condition on the delta function and change to a represen-




















The scattering rate is now expressed in terms of readily available quantities.
Equation 3.27 is an optimal representation of the mass defect scattering rate
for computational methods DFT. To further impose simplifications would be to
impose assumptions about the nature of the phonon dispersion and would be an-
tithetical to aims of this derivation. Computational methods and highly accurate
DFT phonon calculations obviate the need for further simplification.
In addition to the phonon dispersion the variation in number and masses of
the atomic isotopes is a vital component of the mass defect scattering rate. The
isotropic mass factor Gmd, expresses the contribution of the isotopes to the scattering
rate(eq. 3.25). This factor is entirely governed by the atomic species and their earth
isotope abundances. Each element G2(σ) is calculated by summing over the isotopes
of that element, it therefore has a unique value that depends only on the atomic
species.
In reality there are more point defects than just isotopic mass defects. There
are vacancies and substitutional atoms with different binding forces as well as masses.
This can to some degree be incorporated by simple parameterisation to experimental
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data, guided by theory. A parameter g is placed into the definition of Gmd, altering





It is important to note that the mass defect scaling parameter is required to
be greater than one (g ≥ 1) since isotope scattering can reasonably be expected to
be the minimum influence of mass defect scattering.
3.2.3 Three Phonon Scattering
The phonon-phonon interaction was the first scattering mechanism to be explored
and was done so (as mentioned previously) by Peierls[92]. It is clear, intuitively,
that ballistic heat transfer mechanisms that do not involve scattering of heat carriers
would not replicate diffusive heat transfer we observe in true solids.
Heat transfer based on three phonon scattering is the natural starting place
from an analytical, non-computational perspective. Three phonon interactions do
not depend on lattice imperfections or on limiting the infinite periodicity of the
crystal. However, from a computational perspective three phonon scattering is ex-
tremely demanding due to the necessity to loop over the square of the number of
q-points. Even that expense is dwarfed by computational requirements for calculat-
ing the third order force constants tensor.
In order to evaluate a three phonon scattering rate we need to examine the
anharmonic crystal potential. First, the crystal potential is expanded, as a Taylor
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series,
































here ~uα(lσ) is the atomic displacement vector of atom σ in unit cell l and in the di-
rection α. By expanding the Taylor series about the equilibrium position the system
is by definition at a natural turning point hence the second term of the expansion
vanishes. The third term is the harmonic condition used to derive phonons. The
fourth term is the first anharmonic potential that drives the phonon-phonon inter-
action. This anharmonic potential is far weaker than harmonic potentials. This is a
natural consequence of the thermodynamic stability of crystal structures. Because
each atom sits at the bottom of a local potential well, it is closely modeled by a
harmonic potential. It is therefore safe to say that the anharmonic potential is small
compared to the full harmonic Hamiltonian. This places the anharmonic potential
well within the perturbative limit. It is the anharmonic term that is responsible for
thermal expansion and as this is small compared to the crystal volume ∼ 5% then
the perturbation associated is also small.











the third order force constants Aαβγlσl′σ′l′′σ′′ is a third rank tensor with 3
3 elements per
atom.
In order to, further, examine the effects of the anharmonic potential on phonon
interaction, we are going to want to express the potential in terms of the second
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quantisation displacement vectors given above in equation 3.11. For convenience we

















λ′ − a−λ′ ][a
†











To make use of the crystal periodic symmetry we now redefine our summation over
unit cells
l′ = l + h′, l′′ = l + h′′, (3.32)

















λ′ − a−λ′ ][a
†














Due to our change of index we have made it possible to evaluate the sum over l.
This is because the transformed third order force constants tensor is defined relative
to a single unit cell. It is a fundamental part of the nature of crystals that properties
of the unit cell are replicated across all unit cells. For the system to adhere to this
basic law of crystals it would require that the third order force constants for one cell
l = x must be the same as for another cell l = y. This means that Aαβγlσ(l+h′)σ′(l+h′′)σ′′
is independent of l and the summation can proceed.
By utilising the crystal symmetry to change the index we have also created a
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′+q′′)·r(l) = NV δG,q+q′+q′′ . (3.34)
In order to evaluate this, it is necessary to remember that q is not continuous.
The number of q vectors that a crystal can support is limited by the number of
wavelengths that crystal can support. The supported q vectors of a crystal may be














Here N , M and L are the integer number of unit cells contained within the full
crystal (in their respective directions). The allowed values of n, m and l are integers
smaller than the corresponding number of unit cells (i.e. n < N). The reciprocal
lattice vectors can be defined by matrix inversion (which is well defined for 2D as
well as 3D)
[a∗b∗c∗] = 2π[a b c]−1, (3.36)
where each vector is treated as a column vector which fills out a 3 × 3 matrix and
a, b & c are the periodic lattice vectors.
























λ′ − a−λ′ ][a
†
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This can be simplified further by using the density in place of mass. This is valid













λ′ − a−λ′ ][a
†








Now we will drop the use of λ and return to qs. we may also simplify the reading

























Before we can proceed with a Fermi golden rule calculated transition probability we
must consider the set of possible interactions.
To evaluate transitions we must be able to define both an initial and final
state. Let us begin with the system in the initial state |i〉 = |nqs, nq′s′ , nq′′s′′〉.
We can let this be our initial state for all transitions considered. We can see from
equation 3.30 that the inclusion of anharmonic scattering will involve the interaction
of three phonons. It is possible to visualise a three phonon interaction in which two
phonons collide to form a third. This interaction is a class 1 event[84] and will
give a final state of |f〉 = |nqs − 1, nq′s′ − 1, nq′′s′′ + 1〉. A Feynman diagram of this
phonon interaction (3.1) reveals that we should consider the opposite interaction,
with one phonon decaying into two others. The second three phonon interaction is
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Figure 3.1. Three phonon Feynman diagrams showing class 1 and class 2 events.
(unsurprisingly) called a class 2[84] event. Class 2 events result in a final state of
|f〉 = |nqs − 1, nq′s′ + 1, nq′′s′′ + 1〉.










q′s′ − a−q′s′ ]
[a†q′′s′′ − a−q′′s′′ ]Φqsq′s′q′′s′′δG,q+q′+q′′ |i〉 δ(Ef − Ei).
(3.42)
In this equation there are two transition constraints, one imposing energy conserva-
tion and one momentum conservation. These two constraints take different forms
depending on which three phonon matrix element is being considered and on whether
it is a transition of class 1 or class 2. When we expand out the ladder operators
we will get 8 permutations consisting of 3 creation and annihilation operators. It is




q′′s′′ and aqsaq′s′aq′′s′′ since nether can conserve
energy. In both cases either 3 phonons are created or 3 phonons are annihilated re-
sulting in a change in energy. Ultimately, the energy conservation must hold for the
change from the initial state (|i〉) to the final state (|f〉). The Energy conservation
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can therefore be defined for each class of scattering event. For class 1 the energy
conservation takes the form
δ(Ef − Ei) =
1
~
δ(ω(qs) + ω(q′s′)− ω(q′′s′′)), (3.43)
and for class 2
δ(Ef − Ei) =
1
~
δ(ω(qs)− ω(q′s′)− ω(q′′s′′)). (3.44)
The momentum conservation is slightly more subtle. It is important to note
that creation and annihilation operators for the same state do not carry the same
index. The creation operators carry a positive index and the annihilation operators
carry a negative one. The q-points will sum over both positive and negative values
allowing each to operate for a particular value of q. This, however, has a consequence
on the momentum conservation as the Kronecker delta is effected. Effectively, we
can say that whenever an annihilation operator appears in the matrix element it will
cause the corresponding q-value to become negative. Hence, summing over a matrix
element of a−qsa−q′s′a
†
q′′s′′ will result in a momentum conservation of δG,−q−q′+q′′
corresponding to the condition of q + q′ = q′′ +G.
Through careful consideration of the final state we can identify a matrix ele-
ment for class 1 and class 2:
Φqsq′s′q′′s′′δG,−q−q′+q′′
〈
nqs − 1, nq′s′ − 1, nq′′s′′ + 1




nqs − 1, nq′s′ + 1, nq′′s′′ + 1
∣∣∣a−qsa†q′s′a†q′′s′′∣∣∣nqs, nq′s′ , nq′′s′′〉
(3.46)
Here the momentum condition has been updated to account for the summation.
Across the summation for both class 1 and class 2 there are 3! equivalent terms that
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come from the permutation of phonon states. Using the λ notation we can define
the phonon states that produce non-vanishing terms. For class 1 they are
(λ, λ′, λ′′) =(−qs,−q′s′,q′′s′′), (−q′′s′′,−qs,q′s′), (−q′s′,−q′′s′′,qs),
(−qs,−q′′s′′,q′s′), (−q′s′,−qs,q′′s′′), (−q′′s′′,−q′s′,qs)
(3.47)
Likewise there is such a set of states for class 2
(λ, λ′, λ′′) =(−qs,q′s′,q′′s′′), (−q′′s′′,qs,q′s′), (−q′s′,q′′s′′,qs),
(−qs,q′′s′′,q′s′), (−q′s′,qs,q′′s′′), (−q′′s′′,q′s′,qs)
(3.48)
With this we can cancel out the 1/3! term in equation 3.42.
Together we can combine energy conditions in equation 3.43 & 3.44 with the
elements 3.45 & 3.46 and accounting for the equivalent summation terms in equa-



















Now we have the transition probabilities, the scattering rate can be calculated.
There is, however, a complication to the SMRT LBTE methodology that we must



































where we have P̄ defined by setting all nqs to n̄qs. It is necessary to include a factor
of 1/2 to the second probability term so as to avoid errors from over counting. This
over counting occurs because, a state described as qs scattering into the states q′s′
and q′′s′′, should be indistinguishable from, the state qs scattering into the states
q′′s′′ and q′s′. An analogous rule applies when scattering from the states q′s′ and
q′′s′′. One could instead incorporate this law into equation 3.48 or even into the
summation routine, providing an optimal route for computation.
3.2.3.1 Quasi Anharmonic Approximation
At this point we have the inverse relaxation time in terms of the anharmonic force
constants tensor. Performing ab initio calculations to determine the third order
force constants is computationally exhaustive. The high demand on computational
resources is to this day prohibitive. While these methods are appropriate for single
crystals and small scale systems[102, 103, 104], they are not useful when applied
to large or complicated structures. When developing a theory to investigate het-
erostructures we choose to reside in the quasi-anharmonic approximation[84, 88, 96,
105].
Here we follow the methodology of Thomas et al.[88] with the exception that
we employ an improved momentum constraint and we neglect the temperature de-
pendence of the Grüneisen constant, γ. By consideration of the elastic continuum
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q′s′ − a−q′s′ ][a
†
q′′s′′ − a−q′′s′′ ]δG,q+q′+q′′
(3.53)
an exactly analogous procedure as detailed previously from equations 3.39 to 3.52
can be used to derive a scattering rate from the crystal potential of an anharmonic
elastic continuum. In order to remove the necessity for calculation of the full three
phonon coupling strengths tensor (Ass
′s′′
qq′q′′) we assume homogeneity in there interac-
tions. To achieve this we use the dimensionless Grüneisen parameter which provides








where E is the Internal energy and P is the pressure. The Grüneisen parameter
represents an effective pressure due to the thermal vibration of atoms, enhancing





whereKT is the isothermal bulk modulus[84]. However, a mode dependent Grüneisen
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By this method we may define
qq′q′′√
ω(qs)ω(q′s′)ω(q′′s′′)
∣∣∣Ass′s′′qq′q′′∣∣∣ = 2ρ|γ|c̄ √ω(qs)ω(q′s′)ω(q′′s′′, (3.58)
where c̄ is the average acoustic phonon speed. With this substitution it is possible






















This defines the quasi-anharmonic three phonon scattering rate. It is defined in
terms of the measurable material property γ. However, since the assumption of
homogeneity in three phonon interactions is not strictly accurate we allow the
Grüneisen constant to act as an adjustable parameter. By using only a single such
parameter, we can maintain a high statistical justification for the theory upon close
modeling to experimental results[106].
3.3 Thermal Transport Summary
In this chapter thermal transport theory has been explored. Using the phonon
Boltzmann transport equation and the single mode relaxation time approximation
an expression is developed for the thermal conductivity. Different contributions
to the scattering rate are then derived. Scattering rates are derived from three
mechanisms. One source of scattering in a crystal finite size occurs at its natural
boundaries. This boundary scattering is explored and an expression derived in
section 3.2.1. A second source of scattering form the presence of isotopes and other
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mass defects. A theory for randomly distributed isotopes is developed in section
3.2.2 and an equation for the mass defect scattering rate is derived. A third, and
arguably most important, scattering mechanism is the three phonon interaction. In
section 3.2.3 an expression for the three phonon scattering rate is derived using the
average Grüneisen constant as an adjustable parameter. All expressions are derived
to be applicable to data obtained through ab initioDFT.
Chapter 4
TMDC Heterostructures
“ ‘Normal science’ means research firmly based upon one or more past
scientific achievements, achievements that some particular scientific com-
munity acknowledges for a time as supplying the foundation for its fur-
ther practice.”
— Thomas S. Kuhn
The Structure of Scientific Revolutions, 1962
4.1 Introduction
Two-dimensional (2D), or atomically thin, materials offer a high degree of customis-
ability through their arrangement into van der Waals heterostructures. This is de-
sirable because it allows a wide range of fixed material parameters to be tailored by
the interface physics. This in turn leads to new properties [107], which are a result
of the combined heteorostructure. These van der Waals heterostructures are break-
ing new ground in applications such as high ZT thermoelectrics [47, 108], highly
efficient photodetectors [109] and photovoltaic cells [49]. A further unique feature
88
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of heterostructures that has caught considerable attention are interlayer excitons,
particularly in transition metal dichalcogenide (TMDC) heterostructures for opto-
electronics [110, 111, 112, 113, 114]. This is in part due to the spatial separation of
electron-hole pairs [50]. The fundamental physics driving these applications would
benefit from having a predictive approach allowing one to estimate the key proper-
ties of the heterostructure such as the band gap and a more detailed understanding
of the interface physics is determined by the band alignment and interactions of the
constituents. The interface physics of these 2D heterostructures has been of intense
focus, with several measurements [49, 50, 110, 111, 112, 115, 116, 117, 118, 119,
120, 121, 122, 123] and theoretical calculations [114, 124, 125]. However, given the
greater than 5000 2D materials and hence 16 million combinations [126], a predictive
approach made using only the properties of the constituents is vital.
Fundamentally, the band alignment of two-dimensional heterostructures is of
great interest. However, different approaches have been adopted to explain band
alignment in these systems. Many use Anderson’s rule, despite being a macroscale
approach, directly or implicitly for TMDCs to determine the band alignments [49,
50, 116, 117, 123, 124, 127], and it has even been reported that Anderson’s rule
is exact for these systems [117]. Conversely, those working with 3D materials, or
conventional heteostructures, have long cited that Anderson’s rule fails for these
systems [128, 129, 130]. The origin of this contradiction provides an opportunity
to develop a fuller understanding of band alignment in all these structures. Unlike
in macroscale interfaces, where the materials can be expected to adopt their bulk
properties far from the interface, these 2D materials are typically one nanometer in
thickness meaning such bulk methodologies would be expected to fail.
Anderson suggested (as well as Schottky Mott) that band alignment depended
purely on the relative work-function/affinities of the two constituents. However, rel-
atively few experimental systems have validated this approach. This model was
expanded [131] upon thereafter to include the effect of charge states at the inter-
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face. These states are a result of (a) the formation of new states due to chemi-
cal bonding between the two systems and (b) a requirement for charge neutrality
caused by the induced field created from the resultant electron affinities of the two
systems [132]. These charge states include interface (or metal) induced gap states,
IIGS (or MIGS) [133, 134]. Predicting the energies of these states, and the shape of
the electrostatic field induced across the interface is non-trivial due to the atomic
bonding and system geometry. The recent exploration [49, 50, 116, 117, 123, 124]
of weakly interacting two-dimensional materials offer a chance to revisit the under-
standing of band alignment in these systems, as unlike in the 3D case, dangling
bonds are not present at the surface and new bonds are not formed between the
layers, nor is substantial reconstruction present [135]. Effectively, these TMDC het-
erostructures are the closest real world likenesses to Anderson’s original thought
experiment, where the band alignment results from bringing two separate systems
close together from infinity with minimal interaction [128]. These interactions (such
as IIGS) should be more clearly identifiable in such systems and thus provides a
window to enhancing our understanding how the band alignment is governed.
In this chapter we explain how band alignment in TMDC heterostructures is
governed, providing insight into why Anderson’s rule appears exact in some cases and
fails in others. We determine how these differences arise based on the interactions of
the atomic wave functions and the induced electric field due to the difference in the
hole affinities of the constituents. From this, we derive analytical expressions that
can be applied to predict the bandgap in TMDC van der Waals heterostructures.
Our methodology comes from a combination of first principles density functional
theory and analytical modelling based upon tight binding. The final expression
given provides a method to estimate the band alignment of these heterostructures,
alleviating the necessity of large scale numerical simulations. Finally, we discuss
how the theory accounts for strain and Moiré systems and how such a theory could
be extended to all 2D heterostructures.
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4.2 Methodology
To investigate 2D TMDC heterostructures and their interactions, we employ an an-
alytical model developed using tight binding and ab initio methods. This model
utilises density functional theory to calibrate and validate it. For our ab initio
calculations, we use the PBE [77] and HSE06 [70] functionals with PAW pseudopo-
tentials [136] and Grimme-D3 [137] correction as implemented in VASP [138]. For
our density functional calculations, a plane-wave cutoff of 900 eV is used to ac-
curately capture the confinement effects. Simulations with cutoffs of 600 eV and
below showed changes in the electronic structure, which converged at 600 eV and
higher. For our consideration of the Monkhorst-Pack grid [91] used in the simula-
tions, we applied a minimum of 15 × 15 × 15 for bulk TMDCs and a 15 × 15 × 1
(or greater) Monkhorst-Pack grid for monolayer TMDCs. For Moiré cells, a k-point
density greater than 12 × 12 × 1 per monolayer constituent cell, is maintained.
Bulk TMDCs consisted of two 3-atom individual layers in the 2H structure. Sim-
ilarly, our monolayers consisted of a single layer of 3 atoms in H structure. Our
heterostructures are formed from two of these primitive cells with H-type stacking.
To generate Moire structures we used ARTEMIS[139]. This allows the generation
of supercells with a lattice matching of 12 MoS2 cells to 13 CrS2 cells with an angle
∼16.1◦, and 19 MoS2 cells to 16 HfS2 cells with an angle ∼23.4◦ between their re-
spective primary lattice vectors. The structures began with an interatomic distance
smaller than the average of the two bulks and were allowed to relax. In all the
systems considered, we used a 15 Å vacuum gap between monolayer and bilayers to
avoid spurious interactions with periodic replicas. All structures are relaxed using
the conjugate gradient algorithm to within 0.001 eV/Å. Also, to avoid the effect
of electric fields across the vacuum created by the charge transfer involved in the
heterostructures, we created mirror image structures which were compared with to
ensure the electric field effects were negligible in all cases. The bilayer structures
maintain their lack of inversion symmetry and therefore band splitting due to spin
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orbit coupling (SOC) still occurs [41, 42]. However, here SOC is neglected as it is
an intralayer effect [140] with no influence on the interlayer coupling [141] and has
no direct effect on the band alignment. All relevant systems have been examined
with SOC to confirm this conclusion.
4.3 Results and discussion
4.3.1 Band structure of TMDC heterostructures
A broad set of TMDCs are investigated using the PBE functional. In Fig. 4.1 we
can observe the full bandstructure of 9 TMDC heterostructures compared to their
individual constituents. For many of the heterostructures the overlay bands appear
to match there constituents almost exactly. The fact that this similarity is so strong
could help explain why Anderson’s rule is so commonly used in literature[49, 50,
116, 117, 123, 124, 127]. Despite this however, there are key differences that can be
identified between the bands of the heterostructure and the constituents. Two clear
alterations to the bands occur when a heterostucture is formed. Firstly, there is a
static shift in some of the bands and, secondly, there is an interaction that drives
up the valence band maximum at the Brillouin zone center (Γ). These two changes
are the only significant adaptation to the Anderson’s rule prediction. The limited
variation and consistency of these subtle effects in the bandstructure make truer
bandgap prediction for TMDC heterostructures attainable.
As discussed in chapter 2 the HSE06 hybrid functional can be considered gen-
erally more accurate in the prediction of bandstructures. Therefor we examine in
further detail the two sub-cases considered using HSE06. We present in Fig. 4.2
the band alignment of WSe2/MoS2 and MoS2/CrS2, and we show that, whilst An-
derson’s rule is a reasonable estimate, it is not precisely held. This is just as was
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Figure 4.1. The overlay band structures of all 9 studied heterobilayers. From
a) to i) they are a) CrS2/MoS2, b) WSe2/MoS2, c) MoS2/WS2, d) WSe2/WS2, e)
ZrS2/HfS2, f) CrSe2/WSe2, g) CrS2/WS2, h) MoS2/ZrS2, i) WS2/ZrS2. Each panel
consists of the band structure of the heterostructure, the individual constituents
and these are aligned by reference to the vacuum level. The BZ coordinates for the
special k-points are Γ = 0, M = 1
2
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found using the PBE functional. The results in Fig. 4.2 show that the deviation
from Anderson’s rule is 0.07 eV (8.0%) for WSe2/MoS2 and 0.12 eV (11.9%) for
MoS2/CrS2.
TMDC heterostructures are typically incommensurate and thus the creation of
a periodic unit cell inevitably results in strain. The two heterobilayers WSe2/MoS2
and MoS2/CrS2, are laterally strained resulting in a 1.90% compression on WSe2
and 1.92% expansion on MoS2, for the WSe2/MoS2 heterobilayer, and a 2.14% com-
pression on MoS2 and 2.53% expansion on CrS2, for the MoS2/CrS2 heterobilayer.
This is due to the aforementioned incommensurability and thus the creation of a
periodic unit cell inevitably results in strain. Despite this, it is still possible to
distinguish interlayer and strain effects. Our calculations show the effects of strain
can be treated as decoupled from the interlayer interactions.We further discuss the
effects of strain on our theory later.
4.3.2 Band alignment theory
The bandstructures in Fig. 4.1 and 4.2 show two consistent deviations from Ander-
son’s rule. As such, two factors are needed to correct for these deviations. These
corrections are (i) ∆EΓ, the change in the valence band energy at Γ created due
to interlayer interaction (An IIGS effect) and (ii) ∆EIF, the energy shift in all the
bands of the constituent with the smallest hole affinity created due to the induced
field.
First we discuss the role of IIGS, that is the change in the bandstructure due
to interlayer interactions. Adjacent layers interact through weak transient bonding
resulting in small distortions to the existing bands. The net (zone center) distor-
tions, ∆EΓ − ∆EIF and ∆EΓ are labeled in Fig. 4.2a and 4.2b respectively. The
heterobilayer, WSe2/MoS2, has a ∆EΓ value of 0.43 eV while for MoS2/CrS2 it is
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Figure 4.2. (a) The electronic dispersion of the heterostructure WSe2/MoS2 (black
dashed) overlaying the electronic dispersions of the two constituents WSe2 (red)
and MoS2 (blue). (b) Dispersion of the heterostructure MoS2/CrS2 (black dashed)
overlaying the electronic dispersions of the MoS2 (blue) and CrS2 (yellow). (c) Band
edge diagram of heterostructures and their constituents showing VBM and CBM. All
energies are plotted relative to the vacuum energy and calculated with the HSE06
functional.
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equal to 0.36 eV. In the WSe2/MoS2 ∆EΓ does not raise the valence band at Γ
above the height of the valence band at K. Similarly, one can observe that the
induced shift in the heterobilayer bands due to band alignment, ∆EIF, is equal to
0.11 eV, for WSe2/MoS2 and acts on the WSe2 bands. In the MoS2/CrS2 case, the
value of ∆EIF is very small, resulting in the MoS2 bands being shifted by 0.03 eV in
the heterobilayer. This shift is driven by an induced field created from the relative
positions of the two constituents’ valence bands. It is interesting that our results
show that correction due to charge transfer resulting from the band offset is non-
linear, as has been suggested in previous works [142]. This, in turn, suggests that
the electric field does not follow the simple quadratic form normally considered for
a heterojunction.
4.3.2.1 Induced field correction, ∆EIF
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α=0.03 ,  β=1.91
Figure 4.3. The relationship between the valence band offset (χh,B − χh,A) and
the resultant shift in the band energies (∆EIF). The inset gives the equation and
parameters for the empirical fit (blue dashed line).
The shift in band alignment due to the field induced from the band offset can
be described as ∆EIF. The simulation data for ∆EIF is plotted against the VBM
offset (χh,B − χh,A) in Fig. 4.3. ∆EIF is defined as the average band shift for all
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where α and β are 0.03 eV and 1.91 Å/eV, respectively. we define material A as
having the smaller hole affinity, χh,A, compared to the hole affinity of material B,
χh,B. The form of Eq. 4.1 both agrees with the data and obeys the condition ∆EIF
for identical layers (i.e. a bilayer system consisting of a single material).
The shift, ∆EIF, is similar to the description of band bending in conventional
heterostructures created by a charge transfer that occurs due to the VBM offset,
which induces an electric field. However, the functional form of the electric field is
not simply described. It’s effect is to change the relative energy of the bands in each
layer such that local electron affinity is preserved. The resultant electric field also
changes the vacuum energy in that region. By defining the highest local potential
energy as the vacuum, we observe that the lower valence band material (negatively
charged, so higher vacuum energy) is aligned with the hetero-bands and the other
layer has shifted bands. This shift is the term we describe as ∆EIF. As expected,
this induced field does not change the size of the band gap of either constituent as
has been observed in monolayer systems [143].
The effect of ∆EIF on the bands is constant however how it effects the bandgap
depends on the band alignment. In Type II band alignment (where the two bandgaps
partially overlap), the effect of ∆EIF will be to increase the bandgap since the VBM
will drop lower. In the case of Type I band alignment (where one constituents
bandgap lies completely within the other material), the heterobilayers will have an
unchanged bandgap because both the VBM and conduction band minima (CBM)
change together. Hence, from Eq. 4.1 it is possible to determine the shift, ∆EIF,
based only on the properties of the monolayer constituents.
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4.3.2.2 Layer hybridization correction, ∆EΓ
We have explored one of the identified consistent deviations from Anderson’s rule,
and a second corrective term, arising from the overlap of the atomic wavefunctions
between layers, is required, which we describe as ∆EΓ. This shift can be seen in
Fig. 4.2a and 4.2b at Γ, as well as many of the bandsructures in Fig. 4.1. This shift
will usually, but not always, affect the bandgap, depending on where the VBM is
located in the Brillouin zone. When the valence band at Γ, EVB(k = Γ), is below the
VBM, EVBM, by an amount greater than ∆EΓ, then the bandgap will not be affected.
As is the case in Fig. 4.2b, we find that, typically, ∆EΓ >
(
EVBM − EVB(k = Γ)
)
and thus it reduces the bandgap of the heterostructure.
The ∆EΓ term comes from the weak overlap of the orbitals of the two con-
stituent layers. To examine this behaviour, we have calculated the magnitude of
∆EΓ using first principles simulations by varying the interlayer spacing, d, in bulk
TMDCs, as shown in Fig. 4.4. Analysis of the projected density of states suggests
that the magnitude of ∆EΓ is controlled by the overlap of the 〈dz2|dz2〉 and 〈pz|dz2〉
(which is a function of d). The sharp discontinuity corresponds to the switch be-
tween energy configurations, i.e. from 〈dz2|dz2〉 to 〈pz|dz2〉. To confirm this, we have
developed a tight binding model [144, 145, 146], calibrated from our first principles
findings. In this model, we have shown that, whilst the in-layer components consist
of dxy and dx2−y2 , we only need to consider the interactions of the pz and dz2 orbitals
between layers to replicate the behaviour of ∆EΓ. In agreement with previous work
we dismiss the weaker π and δ bonding as insignificant interlayer contributions [147].
These results show that ∆EΓ is driven by the bonding and antibonding interaction of
the pz and dz2 orbitals between layers. Generally, the tight binding approach clearly
shows that the pz-dz2 (dz2-dz2) dominates in the high (low) separation regimes. We
note, however for HfX2 and ZrX2 the behavior is controlled by 〈pz|pz〉, which be-
comes metallic at low separations. This is due to these nanostructures effectively
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having their d-orbitals depleted to form the TMDC structure. Furthermore, the
splitting is no longer meaningful beyond the point that the nanostructure becomes
metallic.
Following our tight binding model (see appendix D), we derive a simplified
form for ∆EΓ by directly considering the overlap of 〈dz2|pz〉 or 〈dz2|dz2〉. This







where ∆d is the change in separation from the bulk interlayer spacing, defined as
d− d0, with d0 being the bulk interlayer spacing and d the interlayer spacing of the
hetero-/homo-bilayer. λ and ηi are constants, which differ for the pz-dz2 or dz2-dz2
regimes with n and n′ being principle quantum numbers. One can estimate the value
of λ and ηi using the 2H-TMDCs (ηi the pz-dz2 regime and where η
′
i denotes the
dz2-dz2 regime). Hence, we have evaluated ∆EΓ for many 2H-TMDCs at different
spacings (d), using the PBE functional, as shown in Fig. 4.4. From these results,
we determine that λ = 1.3 Å−1 (λ′ = 0.5 Å−1) with the exception of the those 2D
layered materials which are pz-pz dominated (ZrS2 and HfS2) where λ = 0.75 Å
−1.
The values of ηi for Eq. 4.2 are given in Fig. 4.4. The first two terms are sufficient
to make the error of Eq. 4.2 negligible (∼ 10−5 eV) compared with the simulation
data.
The remaining parameters are material-dependent and can now be evaluated
using the appropriate values for λ and ηi and the interlayer distance. The interlayer
distance can be approximated as the average of the distances between the layers in
the two bulk constituents. Now, one only has to consider the higher VBM material,
and use Eq. 4.2 with that materials parameters and the average interlayer spacing
to estimate ∆EΓ.
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Figure 4.4. (Top) The relation between ∆EΓ and ∆d. (Bottom) The tabulated
fitting parameters that reproduce the simulation data, corresponding to those in
eq. 4.2 for η0 (eV) and η1 (eV/Å). Both ZrS2 and HfS2 are metallic for d ≤ 6 Å and
therefore have no η′i values.
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Figure 4.5. Conduction and valence band edges calculated within PBE for the 2D
TMDCs. The colored bar edges represent the valence bands (shades of blue/cyan)
and the conduction bands (shades of red/yellow) for each monolayer; All energies
are taken with respect to the vacuum level. Due to the band gap underestimate by
PBE, the electron affinities are overestimated.
4.3.2.3 Bandgap prediction
Having evaluated the corrections to Anderson’s rule, we propose a corrected form
which calculates the band offsets using only information about the monolayer con-
stituents. We present the key properties, the band edges, of the monolayer con-
stituents in Fig. 4.5.
The two corrections explored in this work can be implemented on top of an
Anderson’s approach. It is first necessary to evaluate whether the system is Type I,
Type II or III. This is determined from the electron and hole affinities, χe and χh
respectively. By defining material A using the condition χh,A > χh,B, it is possible
to define the type of heterostructure following the normal convention, i.e. Type I
alignment if χe,B > χe,A, Type III if χe,A > χh,B, Type II otherwise. The ∆EIF
correction will only affect the bandgap for Type II band alignments. It is also
necessary to determine to what extent ∆EΓ will affect the bandgap. As discussed
earlier, ∆EΓ must be larger than (EVBM − EVB(Γ)), to alter the bandgap, and
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Hetero ∆EVB ∆EΓ ∆EIF d Bandgap (eV) Error
(eV) (eV) (eV) (Å) DFT Anderson’s Corrected Anderson’s Corrected
CrS2/MoS2 0.045 0.378 0.003 6.15 0.465 0.700 0.343 50.71% 20.90%
WSe2/MoS2 0.670 0.537 0.078 6.37 0.647 0.521 0.641 19.41% 7.36%
MoS2/WS2 0.141 0.342 0.009 6.22 1.260 1.505 1.107 19.51% 4.27%
WSe2/WS2 0.666 0.536 0.077 6.37 0.936 0.858 0.941 8.33% 0.09%
ZrS2/HfS2 0.295 0.656 0.023 6.22 0.696 1.021 0.683 46.67% 1.89%
CrSe2/WSe2 0.404 0.102 0.035 6.48 0.468 0.398 0.438 15.00% 7.54%
CrS2/WS2 0.252 0.371 0.019 6.17 0.393 0.451 0.301 14.85% 15.43%
MoS2/ZrS2 1.114 0.594 0.083 6.18 0.000 0.000 0.000 - -
WS2/ZrS2 1.313 0.340 0.113 6.22 0.000 0.000 0.000 - -
Average 24.93% 8.21%
Standard deviation 16.70% 7.48%
Table 4.1. Tabulated values of TMDC heterobilayers quantitatively comparing the
original and corrected Anderson’s bandgap predictions to the DFT PBE bandgap
values. The values of ∆EΓ and ∆EIF are calculated using Eq. 1 and Eq. 2,
respectively. Here ∆EVB equals EVBM−EVB(k = Γ) and d is the interlayer spacing.
The error values of the corrected method are directly compared to those obtained
using Anderson’s rule. Heterobilayers in this table without provided error values
have Type III band alignment and, are therefore, metallic.
generally this is the case. This requires the difference in energies for the valence
band at Γ, EVB(Γ), and the valence band maxima (normally at K), EVBM. We
implement the positive part function, which express the bandgap reduction due to
∆EΓ as
E ′Γ =
∆EΓ − (EVBM − EVB(Γ))
2
+
|∆EΓ − (EVBM − EVB(Γ))|
2
. (4.3)
Hence, we can evaluate the bandgap of the heterostructure. For Type I, it is ex-
pressed as
Eg = χe,B − χh,B − E ′Γ, (4.4)
and for Type II
Eg = χe,B − χh,A + ∆EIF − E ′Γ, (4.5)
and for Type III EG=0. This approach reduces the mean error in predicting the
bandgap of a heterostructure using Anderson’s rule (approximately 25%) to less
than 10%.
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A complete quantitative comparison between the ab initio simulation data
(from Fig. 4.1) and the predictive bandgap theory is included in Table 4.1. It shows
that the corrected values of Anderson’s rule have a reduced error on average. The
greatest reduction is given by ZrS2/HfS2 and the only system for which the corrected
prediction is worse is CrS2/WS2. The average error in bandgap prediction falls below
10% when applying the corrections. Conversely Anderson’s rule has an average error
above 24%. This demonstrates the advantages of applying the corrected theory over
the current Anderson’s rule approach. Furthermore, with the standard deviation
of the corrected rule being approximately half that of Anderson’s rule, there is
significantly more reliability that the corrected rule will, for a given heterostructure
pairing, provide a reasonable bandgap prediction.
Corrected rule bandgaps can be calculated by applying Eq.4.3, Eq.4.4 and
Eq.4.5 alongside the Table 4.1 values for ∆EVB, ∆EΓ, ∆EIF and Anderson’s bandgap.
When the heterobilayer is of Type I band alignment, the Anderson’s rule prediction
for the bandgap is equivalent to (χe,B−χh,B) from Eq. 4.4. When the heterobilayer
is of Type II band alignment, Anderson’s rule is (χe,B − χh,A) from Eq. 4.5. The
value of d is the interlayer distance, however, the average of the constituents can be
used with a mean error of 1.87%. Calculation of the bandgaps depends on using the
appropriate equation for the respective band alignment; CrS2/MoS2 and CrS2/WS2
are of Type I, MoS2/ZrS2 and WS2/ZrS2 are of Type III and all others are of Type
II.
4.3.3 Discussion of Moiré and strain effects on band align-
ment
Thus far all discussions have included strained TMDCs with no rotation between
layers. This is a product of the one-to-one cell matching. The assumption that
the effects of strain are additive to the effects of interlayer interaction is reasonable.
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Figure 4.6. (a & b) An overlay bandstructure showing the constituent bands (blue
& orange) overlayed by the heterobilayer bands (black dashed) with (a) showing the
Moiré structure and (b) showing the one-to-one cell matching for MoS2/HfS2. (c & d)
Constituent bands (blue & gold) with heterobilayer bands (black dashed) overlayed.
(c) showing the Moiré structure and (d) showing a one-to-one cell matching for
CrS2/MoS2. The BZ coordinates for the special k-points M and K are defined by
the unit cell reciprocal lattice vectors (M = 1
2




~b∗). The M′ and
K′ special k-points are defined equivalently but using the supercell reciprocal lattice
vectors.
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The basis of this assumption is that if a strained TMDC constitutes part of the
heterostructure then that constituent is not MX2 but is instead strained MX2. At
first, this would appear to undermine the empirical bandgap prediction presented in
this report as it would require exact knowledge of the strain characteristics of each
TMDC, both when in a heterostructure and when in isolation. This would, once
again, require the application of density functional theory and hence one might as
well calculate the heterostructure itself. However, real world TMDCs tend to form
heterostructures with incommensurate lattice matching resulting in a Moiré lattice
pattern. A greater concern of Moiré structures is how rotated lattices will affect the
interlayer interaction.
Through the examination of Moiré lattice heterostructures, testing the as-
sumption that strain is additive with the interlayer interaction is easily done, since
the Moiré structures are effectively without strain (average strain < 1%). It is also
possible to investigate the effects of rotation. For this purpose two heterostructures
have been examined. Calculations for MoS2/HfS2 and CrS2/MoS2 Moiré structures
were performed using the same methodology as the lattice matched heterostructures.
It can be observed from Fig. 4.6a & 4.6b that the both Moiré and lattice
matched systems have a significant ∆EIF. However comparison between the two
requires careful consideration of their relative strains. Because the strain on the
constituents changes between the two systems it is necessary to test them against
our identified trend instead of against each other. In the case of MoS2/HfS2 Moiré
structure the value of ∆EIF is 0.596 eV for a band offset of 1.520 eV, this deviates
from Eq. 4.1 by 0.07 eV. The one-to-one MoS2/HfS2 heterobilyer results in ∆EIF =
0.346 eV, for a band offset of 1.284 eV, deviating from Eq. 4.1 by 0.02 eV. This
demonstrates that Moiré twisting and strain do not effect the validity of Eq. 4.1.
It is expected that ∆EIF is preserved as it does not depend on the local
structure. It depends on the relative VBM heights across each layer. The effect on
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∆EΓ however is dependent on the local atomic positioning between the two layers.
The nature of an incommensurate Moiré lattice is that it will, at some point, pass
through all local configurations. By this logic, the vertical atomic alignment giving
rise to the 〈dz2|pz〉 interaction must occur within the structure. If this interaction is
present anywhere in the system, it will represent the band with the highest energies
at Γ.
Figure 4.6c and 4.6d show the effect of Moiré twisting and strain on ∆EΓ. In
spite of the changing strain on the systems, the change in ∆EΓ is less than 0.02
eV. This change is a direct result of the strain of the components and not the angle
twist. Hence, the Moiré lattice has no important effect on the band alignment
rule for the minimal gap presented in Eqs. 4.4 and 4.5. However, a significant
features that arises from the Moiré twisting is the band folding. Due to the reduced
periodicity, the symmetry breaking bands become folded back across the Brillouin
zone. This would mean for optical processes there would be more direct transitions.
This could be observed through a reduction in thermalization during electro/photo
luminescence.
In considering TMDC heterostructures, often strain is the first practical con-
cern. These effects have been thoroughly explored over the last decade [109, 118,
145, 148, 149, 150, 151, 152], which provides a guide to incorporating the effects
of strain into the above methodology. An effective tight binding model proposed
by Pearce et al.[145] provided a fundamental description of how strain influences
the electronic response at key points in the band structure. In addition, several
groups have applied first principles techniques to explore the role of strain. Johari
and Shenoy [149], in 2012, gave an exploration of lateral strain effects in MoX2 and
WX2 (where X= S, Se, Te) using first principles. These results can be used to
determine the bandgap changes of these constituents for strains of up to 10%. Ras-
mussen and Thygesen [151] provide details for in-plane strains of up to 2%, covering
all feasible TMDC structures, which can be used to extract the bandgap behaviour.
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The effects of strain have also been explored extensively by Kang and Kwon [153]
computationally showing how the bandgap with the PBE approximation for differ-
ing values of strain for various TMDC sulphides and selenides (M= Mo, W, Ti,
Cr, V, Nb, Ta, Hf, Zr) and show that the trends hold when considered using the
GW method. Whilst experiment has shown that these structures can sustain higher
strains than conventional materials [152] (up to 10%). However, heterostructures
formed from 2D materials show much lower or no strain [117, 118, 119, 120, 121,
122], due to the weak interlayer interaction meaning that there is no pinning of
adjacent layer positions. If one wishes to include the effects of strain in the theory
discussed, then one could consider the results presented in the above works and
use these to scale the band gap, and then apply the corrective terms, ∆EΓ and
∆EIF. In these cases, we expect that ∆EΓ and ∆EIF would be overestimates, but
not sufficiently different to prevent a reasonable estimate of the band gap, which
can be confirmed by comparison of our results with Lu et al. [154]. Our results have
indicated that strains of less than 5% have minimal impact on the theory presented.
4.3.4 Discussion
Experimental evidence for ∆EΓ and ∆EIF relies on optical techniques, where one
has to be careful to separate excitonic effects. However, recent measurements by
Wu et al. [122] of WSe2/WS2 show that the heterostructure has a clear reduction
in bandgap compared to the result expected from Anderson’s rule. In their report
it is suggested that this is an issue with the accuracy of their measurements, but
we suggest here that the reduction is due to ∆EΓ. Similarly, Aretouli et al. [119]
report a miscellaneous reduction in the bandgap of HfSe2/MoSe2, which is evidence
of the effect of ∆EΓ. Indirect evidence of this is also observed in the exciton be-
haviour in heterostructures[155], as the effect of ∆EΓ is to increase the energy of
the valence band at Γ and thus decrease its effective mass, resulting in the exciton
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lifetime increased. The case of MoS2/WSe2 is the most discussed case [117, 120,
121], however it is an unhelpful candidate for experimental comparison due to the
predicted correction term being negligible (see Fig. 4.2a,c). This prediction is, how-
ever, consistent with experimental results, which would suggest for this particular
pairing, Anderson’s rule is obeyed [117].
The expressions Eq. 4.4 and Eq. 4.5 have interesting implications for TMDC
heterostructures and for 2D materials in general. Firstly, the the effective mass
(and transport properties) of the valence band depends on ∆EΓ and hence on the
interaction between layers. This factor will always increase the curvature (and thus
mobility) of the valence band, and this provides a mechanism to enhance the trans-
port characteristics of the heterostructure over the constituents. Conversely, the
conduction band is almost identical (see Fig. 4.2) to the constituent that has the
highest electron affinity.
The particular orbital overlap here is unique to H-TMDCs, but due to all
orbital interactions following similar forms as Eq. 4.2, the shift from ∆EΓ will be
universal with values of λ and ηi changing, which implies that one could expect
external pressure applied perpendicularly to create a pressure sensitive bandgap for
all 2D heterostuctures, under the condition that this shift results in Eq. 4.3 being
non-zero. The interaction in ∆EΓ also clearly explains the transition between direct
and indirect behaviour between TMDC monolayers and the bulk in terms of a simple
analytically described interaction.
Type III 2D heterostructures offer an intriguing possibility compared to bulk
heterostructures. Normally, when considering a heterostructure, one considers the
system being in equilibrium with the bulk materials properties, forming a triangular
well. In this case, as both layers are less than a nanometer thick, one can expect
that one 2D layer will effectively have an empty valence band and the other will
have a significantly filled conduction band. This would result in both layers being
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metallic, but with electron and hole conduction localised to different layers.
4.4 Summary
In conclusion, we have demonstrated and explained the failure of Anderson’s rule
and how it can be corrected to more accurately predict 2D heterostructure bandgaps.
We have shown that due to ∆EΓ any constructed heterostructure is likely to exhibit
an indirect bandgap and that the effective mass will always decrease. Furthermore
we have provided expressions to give the band alignments in terms of the material
properties of the constituents and their separation. The theory could be readily
extended to other 2D heterostructures with some minor adjustments to ∆EΓ and
∆EIF. The approach presents a method which avoids the need for advanced calcu-
lation when estimating the properties of TMDC heterostructures. This expands the
possibilities for exploring the optoelectronic properties of various heterostructures
to the broader community.
Chapter 5
Thermal Attenuation In 2D
Heterostructures
“We’re all concerned about sustainable energy. If we could recycle waste
heat to generate energy, we could use it for something useful.”
— Mildred Dresselhaus
5.0.1 Introduction
Research interest in 2D materials has remained strong for over a decade, with work
presented on topics ranging from superconductivity[156] through ultra-high[157]
and ultra-low[158] thermal conductivity to exceptional photo-detection[109]. The
promise of 2D materials is widely understood, however, much of the focus is on op-
toelectronic properties[49, 50, 110, 111, 112, 113, 114, 115, 116, 117, 118, 119, 120,
121, 122, 123]. Fewer published works focus on thermal properties but, those that
do, tend to approach them from the thermoelectric perspective[159]. Fewer works,
still, have investigated thermal transport in 2D heterostructures[141, 160].
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Thermal management is of vital importance in most devices[11]. Computer
processor units, in particular, face a high level thermal toll due to the scale of current
transistor components[4]. In this context 2D layered materials are looked at, mostly,
for their high conductivity but have potential advantages in both heat dissipation
and thermal insulation[160, 161]. On the other hand heterostructures with low
thermal conductivity have significant research potential in the field of thermoelec-
tricity[158, 162, 163, 164, 165, 166]. Two dimensional materials have been a strong
focus for thermoelectrics research following the innovative work of Dresselhaus et
al.[54]. They demonstrated that 2D materials offer a method for enhancing the den-
sity of states and for increasing the electron mobility, thus, enhancing the Seebeck
coefficient. Furthermore 2D materials offer a greater degree of phonon boundary
scattering, than their 3D counterparts, reducing thermal conductivity. Both in-
creasing the Seebeck coefficient and decreasing the thermal conductivity, have the
effect of improving the thermoelectric efficiency[54].
The TMDCs have been extensively studied using both theoretical [88, 167, 168,
169, 170, 171] experimental methods [108, 158, 172, 173, 174, 175, 176, 177, 178,
179, 180, 181, 182]. The most studied TMDC is MoS2 [172, 173, 174, 175, 176, 177,
178, 179]. Thermal conductivity measurements of MoS2 range from 84 WK
−1m−1
measured by the optothermal Raman technique[108] down to 24 WK−1m−1 mea-
sured by resistance thermometer micro-device at room temperature[172] with other
measurements on differently grown samples lying between [178]. This wide range
can be attributed to layer number, growth (CVD or exfoliation) and measurement
technique. Aiyiti et al.[175] characterise both the crystalline and amorphous phase
of MoS2 and are accurately able to identify amorphous phase transition demonstrat-
ing the reliability of this study. The thermal conductivity is measured from ∼ 30
to ∼ 350 K with a room temperature value of 34 WK−1m−1. The work of Chang et
al.[180] is a study not focused on MoS2. Instead it is focused on SnS2 for thermo-
electric applications. A room temperature thermal conductivity of 3.6 WK−1m−1
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is derived using the laser flash method. They conclude that despite the low ther-
mal conductivity SnS2 shows poor thermoelectric properties due to low electrical
conductivity.
Theoretical approaches, to thermal conductivity, have solved the Boltzmann
transport equation, incorporating three phonon[167, 168, 171] and discussing four
phonon contributions[88], while other studies rely on isotope[170] or boundary scat-
tering[169] only. These theoretical studies support the the evidence that all explored
TMDCs exist in the anharmonic regime at room temperature. Glebko et al.[171] ob-
tain thermal conductivities for TiS2, ZrS2 and HfS2 by solving the phonon Boltzmann
transport equation with three phonon and boundary scattering. They calculate the
mode-dependent Grüneisen parameters directly from the third-order force constants.
Their calculations for TiS2 thermal conductivity give a room temperature value of
6.1 WK−1m−1 fitting neatly within the experimental range, 4.5 WK−1m−1[181] to
6.4 WK−1m−1[182]. While the reported studies have investigated the thermal prop-
erties of individual TMDCs, the majority of their heterostructures, presented here,
remain unexplored.
If one fabricates a van der Waals (vdW) heterostructure the lattice mismatch
induces strain (be it local or homogenous), which influences the local harmonic po-
tential present, which in turn effectively changes the forces between atoms. This
effect changes the phonon dispersion relations and this in turn changes the thermal
properties of the heterostructure. Furthermore a vdW heterostructure can be influ-
enced by their relative angle and by stacking sequence, with effects such as those
observed in graphene[183, 184]. The great appeal of 2D vdW heterostructures lies
with the potential to develop, novel emergent material properties, that go beyond
either of the constituents.
Recent work by Zhang et al.[185] using classical molecular dynamics on 2D
heterostructures has shown that the in-plain thermal conductivity has, approxi-
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mately, the average value of the two constituent materials. At room temperature
the heterostructure has a thermal conductivity of 24.8 WK−1m−1, while the two
constituents, MoS2 and MoSe2 have 32.9 and 24.8 WK
−1m−1, respectively. In-
vestigations on graphene substrates[186] show the thermal conductivity is not the
average. In this report, Zhang et al. demonstrate the conductivity changes with
stacking order with the variance in results being ∼ 9% for a sample length of 400
nm. This in turn demonstrates a significant interlayer coupling effect. Lastly Ma et
al.[187] performed conductivity calculations using a Boltzmann transport equation
(LBTE) methodology for a single heterobilayer of MoS2/MoSe2 and found similar
results to Zhang et al.[185]. It is noted that a recent review has stated that high
convergence is necessary to be sure 1st principle results are accurate, and these
results have yet to be verified (theoretically or experimentally)[188]
In this work, we will develop a quasi-anharmonic model of thermal trans-
port based on ab initio first principles results. This theory will be applied to
the transition metal dichalcogenides (TMDCs) and, where possible, to heterostruc-
tures of those same constituent materials. The phonon dispersion relations for the
heterostructures are reviewed and compared to their constituents. From these dis-
persion relations, we present the heat capacities of these systems and discuss the
connection between the heterostructures and their constituents. From this, we then
present results for the thermal conductivities. We explore the role of various scat-
tering mechanisms and how these affect the constituents and their heterostructures
appropriately. Lastly we will use our quasi-anharmonic model to calculate the ther-
mal conductivity for homostructures and heterostructures and compare their relative
values against temperature.
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Figure 5.1. A demonstration of spurious instability in 2D materials. Figure shows
the phonon bandstructure of ZrS2 computed with a 6×6×2 (red solid line) and with
a 9×9×2 supercell.
5.1 Methodology
5.1.1 ab initio calculation
We calculate the thermal properties of TMDCs bulks and their superlattices. To do
this, we employ density functional theory (DFT) as implemented in the Vienna ab
initio simulation package (VASP)[138]. We use the PBE [77] functional with VASP
library of PAW pseudopotentials [136] and Grimme-D3 [137] vdW correction. All
systems were geometrically relaxed to within phonon accuracy, with forces lower that
10−3 eV/Å for each atom and an energy cutoff of 700 eV. Phonons were calculated
using the frozen phonon method, as implemented in phonopy[62]. All structures are
modelled in the TMDC T-phase, with the exception of MoS2. MoS2 is considered in
both the T and H phases. We consider five TMDC systems, MoS2, HfS2, SnS2, SnSe2
and ZrS2. These constituent materials are calculated with supercells sufficient to
prevent spurious negatives in the long wavelength limit of the ZA mode, which can
be expected to be significant in thermal conductivity calculations. The existence
of spurious negative frequencies in the ZA mode of 2D materials is a recognised
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phenomena[188, 189] caused by convergence criteria and other issues. Here, we show
that these can be overcome by considering larger supercells, as seen from figure 5.1,
which shows that imaginary frequencies in the ZA mode can be prevented from
occurring in the calculation by increasing the supercell size. Other than MoS2 and
ZrS2, which required supercells of 3 × 3 × 1 and 9 × 9 × 2 respectively, a supercell
of 6 × 6 × 2 was found to be sufficient. All thermal properties calculation used
a Monkhorst-Pack grid [91] equivalent to at least 864 (12 × 12 × 6) k-points per
primitive cell with the exception of ZrS2 which has an equivalent 164 (9× 9× 2) k-
points per primitive cell. All heterostructures use a 2×2×6 k-point mesh regardless
of supercell size.
Thermal conductivity calculations are performed for the heterostructures of
HfS2/SnS2, HfS2/SnSe2, HfS2/ZrS2, SnS2/SnSe2, SnS2/ZrS2, MoS2/HfS2, MoS2/SnS2
and lastly MoS2/ZrS2. We also calculated the phonon dispersion relations of MoS2/SnSe2
and SnSe2/ZrS2 and found that these systems were unstable (i.e. possessed imag-
inary phonon modes) within the limits of our computational resources. Five of
the heterostructures are calculated with a 1-to-1 cell matching in the T phase;
HfS2/SnS2, HfS2/SnSe2, HfS2/ZrS2, SnS2/SnSe2 and SnS2/ZrS2. Of these five HfS2/SnS2
and HfS2/SnSe2 used a supercell for phonon calculations of 6×6×1 while the others
used 6×6×2 providing the equivalent of 36 q-points and 72 q-points per constituent
cell respectively. Thermal conductivity calculations are performed on an interpo-
lated 9× 9× 9 q-point mesh.
To generate Moiré structures we used the ARTEMIS[139] package (see chap-
ter 6). Three heterostructures require a lattice matched Moiré structure to be
phonon stable. A lattice matching of 10 MoS2 to 9 HfS2 is used to make the
MoS2/HfS2 heterostructure and 4 MoS2 cells to 3 SnS2 and 3 ZrS2 cells to form
MoS2/SnS2 and MoS2/ZrS2 heterostructures respectively. These are shown in Fig. 5.2.
When taking into account the Moiré rotations, each of these materials has an effec-
tive supercell consisting of 36 (6× 6× 1) constituent primitive cells for phonon cal-
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Figure 5.2. (a) Shows the Moiré lattice matching between 10 MoS2 primitive cells
and 9 HfS2 primitive cells, along side a legend denoting the different atomic species.
(b) Shows the 4 to 3 primitive cell matching between MoS2 and ZrS2, and (c) shows
the 4 to 3 primitive cell matching between MoS2 and SnS2.
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culations. Thermal conductivity calculations are performed on interpolated q-point
meshes which give greater than or equal to 729 q-points per constituent primitive
cell.
Previously, we have discussed how instabilities due to supercell limitaions can
be normally overcome using a larger unit cell. However, for larger systems such
as these, this is not currently possible with current computational resources. To
alleviate this issue, one can consider both the continuum model and the diatomic
linear chain[84], which both show that the acoustic branch is dominated by the heavy
component of a two mass (density) system. Specifically for the Moiré heterostructure
MoS2/SnS2, one requires a supercell that is considerably larger than the previously
discussed supercells in order to compute the phonons. However, based on the insight
from the previous models, we show that a reasonable agreement comes from using
the acoustic branch of the heavier of the two constituents (which is demonstrated
in Fig.5.3 for the HfS2/SnS2 and SnS2/SnSe2 heterostructure and its constituents).
This allows us to replace the the lowest mode of MoS2/SnS2 with the ZA mode of
SnS2 when calculating the thermal conductivity and allows us to consider far larger
cells thermal conductivity than had been previously considered possible.
5.1.2 Thermal conductivity calculations
The theory of the thermal conductivity and how it is calculated is outlined in Chap-
ter 3. Here, we provide a brief discussion of the computational considerations for
calculating the thermal conductivity. The first question one might examine when
calculating thermal conductivity (particularly anharmonic contributions) is why we
have not followed a parameterless fit, following the ideas suggested by Togo et al [64].
Whilst many approaches for high temperatures now rely on the parameterless 3-
phonon calculations from first principles, here this is not possible due to the large
interaction space (i.e. the multiple phonon branch interactions that one needs to
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consider in superlattice and Moire structures) which are beyond current computa-
tional limits. Furthermore, such an approach would not be guaranteed to succeed as
systems which possess phase transformations (such as H to T for MoS2[190]) cannot
be simply treated within the realms of most frozen phonon approaches [191]. As
such, we adopt an approach which allows us to examine these systems based upon
the principle of only fitting three parameters for the constituents, namely, l (see
eq. (3.4)), g (see eq.3.28) and γ (see eq (3.59)). These parameters are fitted to the
experimental data using a least squares method. As can be seen, the results of these
parameter fits are within reason for a real sample, and provide guidance as to the
choice of parameters for the heterostructure. We consider two different parameter-
isations for each heterostructures. The first result is highly conservative and based
on the principle of taking the parameters which would indicate the highest conduc-
tivity. i,e. the least amount of scattering. This ideally provides an upper bound
to our calculations. The second is based upon the average of the two materials’
parameters following an normalised approach.
Basic physical principles were followed in order to fit the parameters for the
conductivity of the constituents. Wherever possible the scattering boundary length,
l, was assigned from experimental measurements (this is the case for MoS2, from
Aiyiti et al.[175]). When this was not possible, l was constrained to an experimental
range i.e. SnS2 was constrained to grain size measurements 8 × 10−8 and 4 × 10−5
from Chang et al.[180]. To set the Grüneisen parameter (eq. 3.59) the fitting was
constrained such that its value must be greater than zero and less than one. Similar
constraints were placed on the the mass defect scaling parameter, which was held
between 1 and 10.
The parameters used to model each constituent are detailed in table 5.1. For
2H-MoS2 the scattering length , l, is set from experimental measurements, while
both g and γ are fitted to Aiyiti et al.[175]. The constituent materials SnS2 and
SnSe2 are highly similar and hence can be expected to have the same parameters
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2H-MoS2 SnS2 SnSe2 HfS2 ZrS2
l= 3.00× 10−6 2.12× 10−7 2.12× 10−7 2.11× 10−6 1.13× 10−6
g= 7.52 1.00 1.00 0.00 0.00
γ= 8.04× 10−2 7.34× 10−1 7.34× 10−1 4.17× 10−1 5.61× 10−1
Table 5.1. The parameterisation for each constituent. l is the scattering length, g
is the mass defect scaling parameter and γ is the Grüneisen constant. MoS2 is fitted
to Aiyiti et al.[175], SnS2 and SnSe2 are fitted to Chang et al.[180], while both HfS2
and ZrS2 are fitted to theoretical data from Glebko et al.[171].
to close approximation. The data SnS2 is fitted to is from Chang et al.[180]. Both
HfS2 and ZrS2 are fitted to theoretical data from Glebko et al.[171]. Following the
method of Glebko we set the isotope scattering to zero for these materials.
5.2 Results
5.2.1 Phonon bandstructures
Figure 5.3 shows the phonon band structure of HfS2, SnS2, and HfS2/SnS2 (a)
and SnS2, SnSe2 and SnS2/SnSe2 (b). Due to the weak interaction of the van
der waal force, the overlay shows the phonon modes of the heterostructure appear
highly similar to those of the constituents[107]. As can be seen from the Figure,
the constituents (shwon in red and blue) possess the standard LA (longitudinal
acoustic), TA (transverse acoustic)and the ZA (z-axis transverse acoustic) q2-like
mode expected in 2D materials. The heterostructure shows these same modes, with
an additional set of low-lying optical modes that closely map onto the acoustic
modes of the lower mass constituent (except near Γ). A linear scaling effect can
be observed in the heterostructure frequencies, most notably in SnS2/SnSe2. This
linear effect can be attributed to the strain interaction adjusting the lattice constant
of the constituent layers. The acoustic group velocities are similarly scaled by this
effect.
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Figure 5.3. The coloured lines (red & blue) denoting the constituent bands, display
the standard LA (longitudinal acoustic, steepest mode), TA (transverse acoustic,
middle mode)and the ZA (z-axis transverse acoustic, shallowest mode) q2-like mode
expected in 2D materials.
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For most bulk systems, the acoustic modes which are expected to most con-
tribute to the thermal conductivity, especially at low temperature. As expected, the
heterostructure phonon dispersion relations also present the LA, TA and ZA modes.
At the zone center three acoustic modes of the constituents generally overlay with
the six acoustic/pseudo-acoustic modes of the heterostructure. Close the Γ-point
(before the pseudo-acoustic modes are present) the true acoustic modes follow the
constituent with the greater mass density. The origin of the three pseudo-acoustic
modes come from the weak interaction between the different material layers. A unit
cell can only support three true acoustic modes, each associated with the uniform
vibration of atoms in the three principle directions. For there to be more than
three acoustic modes it would require the oscillation of atoms in different layers to
be completely uncoupled. The examples shown in figure 5.3 exhibit weak coupling
and therefor show only three acoustic-like bands near Γ and six away from the zone
center. Near the zone edge the heterostructure bands overlay those of both of the
constituents. The higher optical modes are more distorted than the lower modes.
This distortion is a result of the constituents adopting a matching lattice, which
results in a strain. The amount of distortion of the heterostructure optical modes
compared to the constituents hence increases with increasing frequency.
Our calculations showed the 1T MoS2 TMDC possessed imaginary phonon
modes and was unstable. However, when 1T-MoS2 is combined with other TMDC
layers, it forms a stable (no imaginary) phonon band structure. This result can-
not be explained simply as a result of the strain on the system as an equivalently
strained 1T-MoS2 system still possesses imaginary modes. Similarly, we found that
heterostructures made from MoS2/SnSe2 and SnSe2/ZrS2 were phonon unstable, de-
spite the constituents possessing no imaginary modes. Enlarged supercells of up to
5× 5 where used to confirm this instability.
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5.2.2 Specific heat
We have calculated the specific heat capacity due to phonon modes as a function of
temperature for the TMDC constituents (MoS2, HfS2, SnS2, SnSe2 and ZrS2) and
their heterostructures (where stable). Figure 5.4 shows the specific heat capacity as
a function of temperature for each heterostructure and its constituents. As expected
these systems all tend to the Debye limit and the heat capacity is the average of
the two constituents. The heat capacity varies as T 2 for these two dimensional
materials, as one would expect from a simple analysis of a 2D continuum phonon
model. In addition, at high temperatures they tend to the Dulong Petit (or free
particle) model.
The implications of the specific heat capacity results for the thermal conduc-
tivity are two fold: (i) the thermal conductivity of the system would be the average
of the two bulk materials if the scattering rate is constant, and (ii) the thermal
conductivity at low temperatures can be expected to vary as T 2.
5.3 Thermal Conductivity
The thermal conductivity of the heterostructures and their constituents is first calcu-
lated and discussed for the MoS2/SnS2 superlattice. The results of our calculations
and the fit of the constituents to experiment are shown in figure. 5.5. The experimen-
tal data used to model MoS2 was taken from Aiyiti et al.[175] while the data used to
model SnS2 was taken from Chang et al.[180]. Our results indicate good agreement
with experiment and show a drop in the thermal conductivity of the superlattice
compared to the constituents. They also show the expected T 2 dependence for the
conductivity at low temperatures and the 1/T dependence at high temperatures.
Our results indicate a small amount of defect scattering in the two constituents and
a Grüneisen parameter of 0.0804 and 0.734 for MoS2 and SnS2 respectively, which
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Figure 5.4. The specific heat capacity curves of heterostructures (Black lines)
shown relative to their constituent layers specific heat capacity curves (coloured
lines).
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Figure 5.5. In plane thermal conductivity plots for SnS2 (solid blue line) and 2H-
MoS2 (solid red line) are plotted against there experimental data sets. 2H-MoS2 exp.
data from Aiyiti et al.[175] is plotted in red triangles and SnS2 exp. data from Chang
et al.[180] is plotted in inverted blue triangles. The figure also shows the maximum
prediction for the 1T-MoS2/1T-SnS2 heterostructure thermal conductivity (dashed
black) and average prediction (solid black).
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Figure 5.6. The frequency group velocity graphs for the heterostructure,
MoS2/SnS2 (Left), and it’s two constituents, SnS2 (Middle) and MoS2 (Right). The
heterostructure shows a small reduction in group velocities compared to it’s two
constituents.
fits within the physical values one would expect for this constant. The two fits for the
heterostructures show that our conservative “least scattering” approach still has a
lower thermal conductivity than the constituents. This drop in thermal conductivity
originates from increased number of allowed phonon transitions. The out of plane
component of the wave-vector results in little change in the dispersion, this means
that several allowed phonon transitions (see Eq. 3.59) for 3-phonon scattering are
possible, resulting in a substantially higher scattering rate. Whilst the group veloc-
ity of these modes are lower, this change is very minor, especially at low frequencies
which dominate thermal transport, as can be seen in figure 5.6. The “least scatter-
ing” approach does not meet the constituent conductivity, to increase the thermal
conductivity of the heterostructure to that of the bulk constituents would required
a parameter fit with exceptionally low Grüneisen parameter or a lower scattering
rate from mass defects than the minimum associated from isotope scattering.
In comparison to other methods of thermal conductivity reduction the het-
erostructuring is very competitive. Alloying is another, more traditional, method for
reducing the thermal conductivity that has been explored in TMDC structures[192].
It is found that for an alloy of MoS2 and MoSe2 the maximum thermal conductivity
reduction is 6.64 times. This value is well within the range of thermal conductivity
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reduction shown in (at 100 K) in figure 5.7. The largest and smallest reductions
are 39.13 and 3.866 times, respectively. The unique electrical properties provided
by heterostructuring make this approach highly attractive for future consideration.
The data in figures 5.5 and 5.7 show anomalies in the conductivity at low
temperature. Our corrections at the Brillouin zone edge offer improvements but are
not granular enough to facilitate the accurate modeling of scattering at extremely
low temperatures outside of the intended range of the code. By correcting the group
velocity we improve the overall scattering rates. At very low temperatures scattering
can become under estimated due to the fact that very few q-points are contributing
to the calculation. This can result in thermal transport being dominated by low-
est zone center q-point at temperatures below ∼ 10 Kelvin. Such errors are best
accounted for by increasing the density of q-points evaluated in the calculation.
Normally artificially low scattering will occur due to the corrections in 1 q-
point in 9× 9× 9 (729) q-points. This however will also allow these modes to carry
heat at higher temperatures when boundary scattering not the primary scattering
mechanism controlling thermal conductivity. For this reason we restrict all of our
comments and analysis to the region above 30 Kelvin.
The thermal conductivity of eight heterostructures and their constituents
(MoS2, SnS2, SnSe2, HfS2 and ZrS2) are calculated as a function of temperature.
These results are presented in Fig. 5.7. As noted for MoS2/SnS2, these superlattices
all show a reduced thermal conductivity as a function of temperature when compared
to their bulks. The most surprising of these superlattices is the SnS2/SnSe2 super-
lattice. However, due to the difference in the S and Se atomic masses, this results
in several additional phonon branches (see Fig. 5.3) as well as the low-lying optical
branches, which considerably enhance the scattering rate. This trend holds for all
heterostructures investigated. We note that our results show the least promise for
MoS2/SnS2 and HfS2/SnSe2,as our estimate for the highest thermal conductivity of
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the superlattice closely approaches the lower of the two constituents. However, most
promisingly, for thermoelectric and thermal management applications, MoS2/ZrS2
and HfS2/MoS2,show a significant reduction in the thermal conductivity. The con-
ductivity for constituents SnS2 and SnSe2 represent an interesting case since both
use the same parameter set. The TMDCs SnS2 and SnSe2 have a crossing in there
conductivity demonstrating the importance of bandstructure over parameterization
in determining the conductivity. In this case SnSe2 has a reduced boundary scatter-
ing at low temperature due to reduced group velocity, however, the more clustered
bands, with many overlapping acoustic and optical modes, drastically increase the
three phonon scattering at high temperature. This leads to the conductivity curves
observed in Fig. 5.7 with SnSe2 being greater at lower temperature and SnS2 be-
coming greater as temperature increases.
The drop in the thermal conductivity in superlattices of TMDCs is supported
by previous studies into superlattice results. As noted for Si/Ge superlattices [193]
the drop in thermal conductivity due to increased phonon interaction space is to be
expected. Furthermore, phonon scattering rates are shown to be the driving mech-
anism behind the reduced thermal conductivity, since the specific heat capacities
are shown to adopt an approximate average of the two constituents. Similarly, the
phonon velocity reduction due to phononic gaps results in only a small decrease [167]
in the thermal conductivity. In addition, in this consideration, no additional scat-
tering mechanisms were considered to include interfaces scattering [84, 193]. such
scattering mechanisms, would result in a further decrease in the thermal conduc-
tivity, resulting in a higher performance for applications (such as thermoelectrics)
where low thermal conductivity is key.
CHAPTER 5. THERMAL ATTENUATION IN 2D HETEROSTRUCTURES 128
Figure 5.7. In plane thermal conductivity plots for constituents (solid coloured
lines) and there heterostructure (black lines). Both the maximum prediction (dashed
black) and average prediction (solid black) for the heterostructure are plotted.
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5.4 Summary
In conclusion we have shown that the thermal conductivity of a TMDC heterostruc-
ture will (almost always) be lower than either constituent. Whilst this result agrees
with previous results for superlattice systems, the already ultralow thermal conduc-
tivity of TMDCs due their layered character makes these systems very exciting for
thermoelectric applications. By being conservative with our parameter fitting, we
have shown that for a wide range of possible conductivities these superlattices will
possess low thermal conductivity, even in the least optimal case. We define a region
of thermal conductivities using generous parameter allocation to define maximum
conductivity values. This approach significantly improves the confidence in our con-
clusions. This therefore provides a route for artificially reducing heat flow in 2D
layered materials. Such advancements are highly attractive for 2D thermoelectrics
applications, where careful application of band alignments can simultaneously en-
hance electrical conductivity [194] and reduce thermal conductivity.
Chapter 6
ARTEMIS
“God made the bulk, the surface was invented by the devil”
— W. Pauli [195]
“Interface is the device”
— H. Kroemer [196]
6.1 Introduction
Heterostructures and metal-semiconductor interfaces display several unique features,
such as Andersons- and Schottky-like band alignment [129, 194, 197, 198, 199, 200,
201], thermal barrier effects [96, 202, 203], atomic reconstructions [204, 205, 206,
207], and nanometer scale metamaterials [193, 208]. The modelling of these features
is generally based upon atomic scale approaches, which require an accurate interface
structure, or a close approximation, such that atomic simulations can find the ground
state. However, the complexity of the interface is vast, due to the issues of lattice
matching, surface termination, intermixing, the large size of the unit cells, poor
initial guesses and reaction kinetics, which can be further hindered by unintended
130
CHAPTER 6. ARTEMIS 131
human biases. The electronic properties are sometimes considered using Anderson’s
rule, but atomic scale physics and measurements has shown repeatedly that this
rule is invalid [209, 210, 211] and hence to accurately predict the band alignment
requires the interface structure. Similarly, thermal boundary resistance is governed
by the structure and make up of the interface [96, 202]. Thus the need for an accurate
atomic structure is high. In addition, interfaces can yield unique physical phenomena
such as quantum wells, new material phases [212, 213, 214, 215] and conductivity
between insulators [16, 17, 216], all of which require accurate modelling. All these
issues are compounded by the fact that experimental characterisation of an interface
is exceptionally difficult. The best characterisations such as Transmission Electron
Microscopy [217, 218], X-ray-diffraction [219, 220] , and others [221, 222, 223] can
only provide hints as to the structure, the range of intermixing, and which surface
reconstruction formed the interface.
The last 40 years has seen significant interest in methods to define, identify
and consider the properties of interfaces and, in particular, for examining and cal-
culating the most favourable interface between two materials. Starting in 1984,
Zur et al. [224] presented a method of lattice matching that lay the foundation for
subsequent methods [225, 226, 227, 228]. Raclariu et al. [225] implemented Zur’s
method for lattice matching, and applied a nearest neighbour method to estimate
the optimum position of the two materials with respect to each other. Mathew et
al. [226] developed a series of scripts with capabilities to predict the structure of
surface structures according to Wulff construction, and also match interfaces using
Zur’s lattice matching algorithm. Daniele and Jelver et al. [227, 228] implement the
method by Zur and extend it by introduction the elastic tensors of the two indi-
vidual crystals in order to determine the energy cost of performing a lattice match.
Whilst these methodologies involve lattice matching, little focus is placed on the
surface stoichiometry the materials at this interface and the potential fo diffusion of
the two materials across the interface.
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Another approach to interface prediction involves random structure searches [229,
230]. The methodology involves generating an interface and randomly moving the
atoms within a region around the interface; the generated structures are then mod-
elled using first-principles methods in order to determine the most energetically
favourable configuration. However, this process has, thus far, been limited to grain
boundaries of a single material, simplying circumventing the need for lattice match-
ing. The use of this method is to model diffusion of materials across the interface,
which cannot be captured by first-principles relaxation methods alone (due to the
large energy barriers involved in relaxing such a system).
There has been little focus on joining these two approaches of lattice matching
and random-structure generation, mainly due to the significant number of systems
that one would need to explore before finding the true interface for a pair of ma-
terials. The software package presented here attempts to go beyond the previous
methods by fully exploring the surface stoichiometry of slabs, developing a method
to more accurately predict the optimum position of two materials with respect to
each other, and developing a methodology for investigating diffusion alongside the
lattice matching method.
ARTEMIS is a software package designed to produce a set of interface struc-
tures between two bulk materials. From these interfaces, one can then use either
empirical or ab initio software to refine the structure, rank the stability of the var-
ious potential interfaces by energy, and then calculate the desired properties. The
workflow for producing the interface structures follows a logical progression allowing
the user to modify settings as they wish. ARTEMIS estimates the optimum inter-
face separation and includes the capability to both shift and intermix interfaces. In
addition, the software allows the user to submit existing interface structures and
use the software for both post processing and further reconstructions/interface gen-
eration. These tools aid in a more thorough exploration of the interface and thus
reduces human bias. The software is being continuously developed and the latest


























Figure 6.1. An overview of the workflow process of ARTEMIS, outlining its key
stages.
version can be obtained from http://www.artemis-materials.co.uk/.
6.2 ARTEMIS: overview
The ARTEMIS software package generates interfaces as outlined in Figure 6.1. It
takes two parents crystals and then considers a set of Miller planes over which to
search for matches. On each plane, it generates supercells for both materials and
determines whether they match each other, as detailed in Section 6.2.1. When
successful matches are found, unique terminations of those Miller planes are used
to generate interfaces. The two slabs of materials are then shifted (displaced) with
respect to each other, both parallel and perpendicular to the interface, and in the
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process, a set of shifted interface structures are generated. Output structure files are
then written for each configuration for use in atomic simulation software packages.
The software also has the option to take in pregenerated interface structures and
perform further shifts or intermixings on them.
The ARTEMIS software package is written in Fortran, using a set of default
Fortran functions and in-house developed functions and subroutines and is developed
to read and output in the Quantum Espresso, CASTEP and VASP structure file
formats.
Built into the ARTEMIS code is a help function accessible via the use of flags.
This help function details the possible tags for use in the code’s input file. Also,
ARTEMIS can be run using flags, though the recommended method of running is
using the input file.
6.2.1 Lattice matching
In order to construct an interface between two crystals, one needs to consider how
one would match the lattices of the two structures. The first objective is create
a set of interfaces between the two parent crystals that minimises the potential
strain caused by mismatch between them. The second is to identify the interfaces
with minimal supercell area so as to reduce the total number of atoms in each
structure. This second objective allows for more feasible computational simulation
of the structures using various atomic scale approaches.
Here, we outline the algorithms for lattice matching and, how, within this
routine, Miller planes are generated, unique surface terminations are identified and
vector matching is performed. A schematic of this scheme can be seen in Figure 6.2a.
The approach developed here is similar to that developed by Zur et al. [224] and
Jelver et al. [228].
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(a) Rotations (b) Terminations
Figure 6.2. Schematics outlining two main stages of lattice matching. (a) Rota-
tions (supercells) of two surfaces can lead to better matching and, hence, less strain.
The top two panels depict the lattice of two crystal surfaces, along with the primi-
tive and a supercell for each lattice. The bottom panel displays the poor matching
(highlighted in green) of the two primitive cells and the better matching of the cho-
sen supercells. (b) Potential surface terminations of the crystal for the (0 0 1) and
the (0 1 1). Top panel shows the different potential cleavage planes. The bottom
left and bottom middle panel depict the two unique surface terminations for the (0
0 1) Miller plane. The bottom right panel depicts the unique surface terminations
for the (0 1 1) plane.
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Figure 6.3. Workflow of the lattice matching method implemented in ARTEMIS.
The method is split into three phases labelled cell generation, vector match and
angle match. tv and ta correspond to the TOL VEC and TOL ANG input file tags,
respectively.
























Figure 6.4. Surface identification workflow diagram. The process by which
ARTEMIS identifies unique surface terminations.
Figure 6.3 represents the workflow of the lattice matching method. To begin
with, we define our two crystals. These input lattice crystals are defined by lattice






3). Vectors relating to the upper crystal will be
defined by a prime (′) in this section, with all other vectors being related to the lower
crystal. For both crystals, a set of Miller planes are generated to be considered for
the lattice matching. Planes are constructed such that (h, k, l) obeys the condition
of −10 ≤ h, k, l ≥ 10. Symmetry operations of the crystals are then applied to their
respective Miller planes in order to reduce these sets to the unique Miller planes. The
two Miller plane sets are then cycled over, determining the lattice vectors for each





obtained using the Lenstra-Lenstra-Lovász lattice basis reduction algorithm [231].
( As LLL-reduction only applies to integer vectors, this is performed on the two
columns of the transformation matrix that will act on lattice vectors b1 and b2.)
For each Miller plane, integer quantities of the two surface vectors are then combined
to generate a list of lattice vectors that span this plane, i.e. u = ib1 + jb2. These
lattice vectors are then generated with the condition |u| ≤ MAXLEN (MAXLEN, default
= 20 Å). The list of lattice vectors obtained for the two parent crystals are then




2). These pairs are obtained




2) to within the
user-defined tolerance (TOL VEC, default = 5 %). The list of lattice vector pairs
defined above are then cycled through to find potential lattice matches. By joining
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two lattice vector pairs, it can be determined whether the angle between u1 and u2
matches that of u′1 and u
′
2 to within a tolerance defined by TOL ANG (TOL ANG, default
= 1◦). Pairs matching this criteria are then stored as a suitable lattice match. The
set is then ordered by their vector and angular mismatch. A weighting is applied to
favour matches of a smaller area, as such matches are more likely to be modellable).
The user can define the number of most favourable lattice matches to be generated
(NMATCH, default = 5).
6.2.2 Surface Terminations
A method is implemented in ARTEMIS to distinguish the atomic layers within each
material (with respect to the surface plane) and thus allowing for unique termina-
tions to be defined. However, in doing so, non-physical surfaces can be generated
and care must be taken, especially for 2D materials.
In order to define unique surface terminations, we first need to specify what
constitutes a layer. We define distinct atomic layers within a crystal as regions
parallel to the chosen Miller direction that are separated by vacuum gaps of greater
than LAYER SEP (LAYER SEP, default = 1 Å). This definition creates atomic layers
appropriate to the chosen Miller direction, with the caveat that high atomic density
regions remain grouped. Cleaving through such high-density regions is forbidden as
this would be expected to result in a high cleavage energy (akin to cutting through a
large number of bonds). Using this technique alone to create layers can result in two
different layers being defined which are symmetrically equvialent. To determine if a
layer is unique, we consider whether there exists a symmetry operation that matches
the layer to another layer within the set (excluding mirror symmetries in the Miller
direction); if a symmetry operation matches two layers in such a way, then one of
these is discarded. From this set, the top atom for each of these layers is then defined
as a unique surface termination. This process is performed for both crystals for each
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Miller plane being considered. The result is a set of unique surface terminations for
each crystal. Figure 6.2b depicts potential terminations of a crystal structure based
on the choice of Miller plane and the workflow can be seen in Figure 6.4.
The ideal end goal of the surface termination finding process is to generate
two symmetrically equivalent interfaces. This is intended to prevent the creation of
spurious electric fields, and model a single unique interface per simulation. However,
ARTEMIS does allow the user to create asymmteric interfaces if they wish. The
initial thickness of each slab is defined by the number of symmetrically equivalent
layers, perpendicular to the Miller plane, within the parent crystal. The user can
define the number of equivalent layers to be contained within the lower (upper) slab
using the parameter LW SLAB THICKNESS (UP SLAB THICKNESS).
A notable exceptions this process occurs when a material displays neither Sn
nor Cnh symmetries [232](n = 1, ..., 6) in the Miller plane. This condition prevents
asymmetrically equivalent surfaces from existing for such a crystal. For materials of
this nature, such as fresnoite [214], ARTEMIS will create two unique interfaces in
the system and, therefore, users have the option to change the surface termination
of each slab. This is done using the LW SURFACE (UP SURFACE) tags. These same
parameters can be also be used for symmetric structures if the user wishes.
6.2.2.1 Layered 2D Materials
The case of 2D materials presents a couple of unique problems. Because layered
materials have weak van der Waals forces between their 2D sheets, cleavage does
not occur in the same manner as in other crystals. Cleavage in layered materials
occurs preferentially along the van der Waals gap. Any surface termination that
occurs in the plane of the layers must coincide with the van der Waals gap or else
it will be unphysical. The second problem with surface terminations in layered
structures is that equivalent surfaces should not include symmetries that require
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Figure 6.5. The 2H structure of the Transition metal dichalcogenides.
interlayer coordination. However, the default symmetry analysis will include this.
When considering the 2H structure of the transition metal dichalcogenides (shown in
fig. 6.5) it is clear that each layer is equivalent to each other. When considering the
complete structure, however, it shows a different space group for even (P3̄m1, #164)
and odd (P6̄m2, #187) number of layers[233]. The default symmetry operations
will therefore prevent an odd number of layers from being generated from a parent
structure with an even number of layers. In short the surface termination procedure
is preserving the stacking order of the layered material.
2D structures may present difficulties due to stacking order and preferential
cleavage plains, the rules that govern their interface generation are relatively sim-
ple. Both of these problems are solved by identifying the direction of the layering
and removing the symmetry equivalence condition on layers. We include an input
parameter LW LAYERED to account for this condition. If LW LAYERED (UP LAYERED)
is set to true, then only stoichiometric surface terminations are considered for the
lower (upper) material. This ensures that only full layers are generated (i.e. cleaving
occurs along the van der Waals gap) and that the generation does not erroneously
replicate stacking order.
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Figure 6.6. The two methods implemented in ARTEMIS for interface identifi-
cation. (a) Density of neighbours (DON), with a graphene monolayer used as an
example. Top panel depicts the five shortest unique bond lengths of graphene. Bot-
tom panel displays the radial distribution of bond lengths as gaussian peaks, where
the height of peak relates to the number of that bond length present. (b) Cumula-
tive atomic density (CAD), with an Si/Ge interface used as an example. Top panel
shows the structure of the chosen interface. Bottom panel graph plots the species-
dependent cumulative atomic density (ρc) and its derivative (dρ
m
c /dx). The arrows
on the graph indicate which data relates to which axis.
6.2.3 Interface Identification
Both to examine existing structures that have been made by other users and to al-
low reruns on existing interface structures, ARTEMIS includes a subroutine capable
of reading a structure and identifying the interfaces within it. The code has the
capability to perform interface manipulations on pregenerated interface structures.
To begin with, we define the direction perpendicular to the interface as the ’inter-
face direction’. To locate the interfaces in the pregenerated structures, ARTEMIS
identifies the interface direction using a process we name DON and location of the
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interfaces along this axis are identified using CAD. These two processes are discussed
below.
6.2.3.1 DON - Density of neighbours
In order to determine the interface direction, correlation functions are employed
to determine the axis of greatest dissimilarity. To do so, we start by generating a
species-dependent density of neighbours (sDON). The DON is an angle-independent
description of the distance of atoms akin to the nearest neighbour profile used to
characterise amorphous materials [234] and Figure 6.6a gives a visual description
of how it works. For each atom in the structure, a DON is generated in order to












where rs,i and ∆r are the location of and the distance from atom i in species s,
respectively. nspec is the total number of species in the system, natom,p defines the
number of atoms associated with species p, and σ = 0.05 Å. The sDON of each atom
is then compared, with all the other atoms in order to determine the similarity of
that one atom to the rest of the structure (with a heavier weighting placed on the
atoms nearby, offering a description for the similarity of the local environment). We
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Then we compare the range of these similarity values associated with each axis and
define this range as the dissimilarity,
disimα = max
(







1, |x| ≤ 1 Å
0, otherwise,
(6.6)




3 axes, respectively. The axis with the smallest
dissimilarity determines the interface direction, defined as β. Having determined
the interfacial axis, the locations along this axis of the two interfaces needs to be
found.
6.2.3.2 CAD - Cumulative atomic density
After having defined the interface direction (β), we now need to determine the in-
terface location along that axis. The use of this method can be seen in Figure 6.6b.
Firstly, the species-dependent cumulative atomic density profile (CAD) for the in-
terfacial axis is calculated from










where σ = 2 Å, rβ,s,a is the β
th element of the position vector of atoms,a and
∆rβ defines the position along the β
th axis. The derivative at each point is then
determined for each species. Finally, all of the species-dependent cumulative atomic
density derivative profiles are multiplied together and the two greatest maxima of
this function are defined as the two interfaces of the system (as the structures are








The CAD process identifies the two interfaces within the cell as the two loca-
tions with greatest multiCADDβ(∆rβ). The location of these interfaces along the
interface direction are stored as xintf,1 and xintf,2. This method works for nearly
all interfaces with the exception of planar defects where material effectively has a
stacking fault.
6.2.4 Interface Manipulation
Matching two crystals lattice vectors is the first stage of making an interface. How-
ever, as discussed previously, many other factors need to be considered. Chief among
these factors are sources of stress in the structure. These can originate from the
misalignment of the two materials, or from broken bonds or a lack of intermixing
across the interface. In this section, we outline the various methods available within
ARTEMIS to generate structures with different interface alignments (shifts) and to
include atomic diffusion (in the form of atomic swaps). These structures are gen-
erated so that the user can examine the energy space dependence on these factors
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Figure 6.7. Schematic outlining shifting (alignment) and swapping (intermixing)
used to relieve interface strain. (a) Shifts, The left panel shows two crystal surfaces.
The top right panel depicts the shifts in the interface plane, whilst the bottom right
panel highlights shifts parallel to the interface direction. (b) Swaps. The left panel
depicts a non-intermixed interface. The three unique swap structures are shown in
the right panel as top, middle and bottom, with the structures being separated by
the bold black bars. The vertical black lines denote the boundaries of the unit cell;
as such, any atoms lying on a black line are repeated on the opposite black line.
6.2.4.1 Shifting
We define the shifting of material A with respect to material B as the ’interfacial
alignment’. Interface alignment is the first step in reducing stress. When deter-
mining shifts, it is important to consider the bonds that have been cleaved through
in order form a surface from a crystal. Here, these cut (broken) bonds are termed
as missing bonds. Having matched lattice vectors, one needs next to consider the
correct alignment of the basis of the two separate structures in order to best accom-
modate for these missing bonds at the interface. A depiction of interfacial aligment
can be seen in Figure 6.7a.
A set of methods are available in ARTEMIS to manipulate interface alignment,
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via generating and performing sets of shifts, δ. A shift is defined as a displacement
of one surface with respect to the other. These methods are selected using the
ISHIFT tag. ISHIFT = 0 allows for user-defined shift values, 1 uses random shifts,
2 matches the average interfacial bond to the two materials’ bulk bonds, 3 and 4
attempt to predict a set of descriptive bonds. In particular, ISHIFT = 3, 4 rep-
resents ARTEMIS at its most comprehensive, generating a set of interfaces with
different shift values. The number of shifted structures generated per lattice match
is determined by NSHIFT (NSHIFT, default = 5).
ISHIFT = 0 allows the user to specify the tag SHIFT = a b c, where a, b and
c are the manual shifts defined by the user and each can be any real number.
ISHIFT = 1 creates NSHIFT number of random shifts of the interface structure.
ISHIFT = 2 ensures that the average minimum separation between atoms
either side of the interface best matches to the mean of the two parent crystals’
averaged bond lengths.
ISHIFT = 3 begins using the ISHIFT = 2 methodology and then produces a
set of NSHIFT shifts parallel to the interface plane, whilst maintaining its interfacial
separation (the spacing parallel to the interface direction). By fixing the interface
separation to that determined by ISHIFT = 2, a new set of shifts (parallel to the
interface) are generated that allow for the average interface bond to most and least
match to the average bulk bonds (best, worst, second best, second worst, etc.).
These set of shifts are intended to be descriptive of the energetic space of potential
interface shifts, which allows the user to determine how drastically the energy can
change depending on the alignment for chosen systems.
ISHIFT = 4 is a method of shifting which attempts to match the bond lengths
across the interface to the missing bulk bond lengths of the surface atoms. By
determining the shortest missing bond of the surface atoms of each crystal (and the
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number of those bonds missing for each of them), the opposite crystal’s structure
can be used to supplement these absent bonds. This is similar to the broken-bond
rule for metal surfaces, which assumes that the cleaving energy is directly related to
the number of broken bonds for the metal’s surface. Thus our method here assumes
that the most energetically favourable alignment of two surfaces is to compensate
for the greatest number of missing bonds [235, 236].
To determine the missing bonds for ISHIFT = 4, we generate for each indi-
vidual atom within each component slab a DON. We then subtract the individual
DONs from their Wyckoff bulk (i.e. ideal) counterparts. This produces a nearest
neighbour profile which highlights the missing bonds of each atom. These missing
bonds are characterised by both their bond length and the number of such missing
bonds. We then store the value of the shortest missing bond for each atom for later
reference, where the shortest bond of an atom must be smaller than MBOND MAXLEN
(MBOND MAXLEN, default = 4 Å).
Next, the two slabs are placed on top of each other such that the top of the
lower slab’s surface and the bottom of the upper slab’s surface occur at the same
point (i.e. zero separation). No initial shift is applied either parallel or perpendicular
to the interface plane. In order to determine a set of suitable shifts, the code
evaluates a bond ideality factor, Ds, for each possible shift (δ) and generates NSHIFT
number of structures using the shifts with the smallest bond ideality factors. In the
case of a perfectly matching interface, the bond ideality factor has a value of zero.
The value of Ds is given as
Dδ = dδ,lu + dδ,ul (6.9)
where

















dδ,lu quantifies how well slab u compensates for the missing bonds in the surface of
slab l, which is generally distinct from dδ,ul. Here, l and u are the sets of missing
bonds for atoms from the lower and upper slabs, respectively. Nm is the total number
of missing bonds for atom m, rm is the location of atom m and r
′
n is the location of
atom n. bm is the length of the missing bond for atom m. We also include a pair of
weighting functions,
f(x) =








| tan(πx/2)|, x < 0
0, otherwise.
(6.12)
where the f(x) function weights the set of shifts towards ones that compensate for
the surface atoms’ missing bonds, whilst g(x) helps to prevent shifts that place atoms
too close to one another. The specific forms of the two functions, f(x) and g(x),
are used in order to satisfy the three following conditions. Firstly, f(x) and g(x)
should be at their maximum and minimum, respectively, when a bond across the
interface perfectly matches the missing bond length. Second, f(x) should decrease
with increasing disagreement between the interface bond and missing bond lengths.
Finally, g(x) should go to infinity when an interface bond goes to zero. The exact
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parameterization and function used was selected mimic a softened top-hat function
that would return a value of ≈ 0.5 when the bond length changed from the ideal
length by 0.5 Å. This is based on an assumption that a deviation of 0.5 Åis at
the destructive limit of a typical bond. It is reasoned that this be treated as ”half
stabilising” as it would provide a compensating bond but only when the rest of the
structure supports it. The exact parameterization of the function can be improved
in the future by testing against broader data sets. This could provide a promising
application for machine learning since there are few parameters and much data.
To further validate the above approach, ISHIFT = 4 can be used between two
identical bulk crystals. This methodology identifies appropriate shifts to reproduce
a crystal’s bulk bonds (to within 0.1 Å) across the interface and has been tested on
numerous bulks containing either single or multiple species.
6.2.4.2 Intermixing
In order to enable exploration of diffusion across the interface, sets of structures are
generated in which atoms from either material are intermixed (swapped), as demon-
strated in Figure 6.7b. Intermixing is introduced to serve two main purposes. Firstly,
we previously observed [205] that the intermixing both reduces strain and produces
interface structures more favourable than the initial abrupt boundary model. The
second is that by introducing disorder it allows for interfaces involving more elabo-
rate reconstructions to be explored, such as the GaAs β(2×4) surface [105, 237].
The concentration of intermixing is governed by the SWAP DENSITY tag (units
of Å2) and the number of uniquely intermixed structures generated per shift is deter-
mined by NSWAP. Each set of swaps in a structure are generated randomly, excluding
symmetrically equivalent swaps. New swaps are performed until the SWAP DENSITY
has been reached. By default, intermixing is turned off (ISWAP = 0). To turn on
random intermixing, set ISWAP = 1. To use the physics-based swapping procedure,
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set ISWAP = 2.
ISWAP = 1 is purely a random swapping routine, based upon the user specifying
a depth (SWAP DEPTH, default = 3 Å), and the swapping density (SWAP DENSITY, de-
fault = 0.05 Å2). ARTEMIS then randomly swaps atoms either side of the interface
to create a more graded interface.
ISWAP = 2 is based upon the observation [205] that the amount of intermixing
exponentially decays with distance. As such, we use the following function to weight




where xintf is the location of the interface and σswap defines the decay of the prob-
ability of atoms further from the interface being swapped (SWAP SIGMA, default =
0.05 Å). This function mimics the behaviour seen in reference [205] by selecting
atoms to swap with an exponential weighting towards selecting atoms closer to the
interface.
For a system where the two interfaces are symmetrically equivalent, any swaps
performed across one interface are then mirrored to the opposite interface. In doing
so, each generated structure still has two interfaces in the unit cell, with those two
still interfaces being symmetrically equivalent. In doing so, this will prevent the
introduction of spurious electric fields into the system.
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(a) BaTiO3 (0 0 1) (b) CaCu3Ti4O12 (1 2 1)
Figure 6.8. The two unique surface planes as identified by ARTEMIS for (a) the
(0 0 1) Miller plane of BaTiO3 and (b) the (1 2 1) Miller plane of CaCu3Ti4O12.
6.3 Test Cases
6.3.1 Surface terminations
Using the LSURF INFO tag, users can get the surface terminations of the lower (upper)
parent crystal along the Miller plane specified by the LW MILLER (UP MILLER) tag.
The surface is generated using the 1 × 1 unit cell reconstruction with the shortest
lattice vectors on that plane. The number of symmetrically equivalent layers in the
lower (upper) slab is specified using the LW SLAB THICKNESS (UP SLAB THICKNESS)
tag.
The surface termination identification method used in ARTEMIS has been
tested on a large set of structures. In Figure 6.8, the unique surfaces identified by
ARTEMIS are shown for BaTiO3 and CaCu3Ti4O12 for the (0 0 1) and the (1 2
1) Miller planes, respectively. For all of the test cases, ARTEMIS generates the
surfaces using the smallest lattice vectors parallel to the surface.
For the (0 0 1) Miller plane, the BaTiO3 crystal is shown to have two unique
surfaces, the AO-rich and the BO2-rich surfaces (where a perovskite’s chemical for-
mula is given as ABO3). These are the two most common surfaces of perovskites,
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with the BO2 being the most commonly studied [238, 239, 240, 241, 242, 243].
In the case of examples similar to the CaCu3Ti4O12 (1 2 1) Miller plane, more
care needs to be taken. As can be seen in Figure 6.8b, surface terminations are less
clearly identifiable and, as such, defining surfaces is more difficult. Still, two unique
surface terminations are identified, with these being chosen due to possessing the
largest interplanar spacing.
Surface terminations have been generated for the two-atom primitive cell of
silicon using the (1 0 1) Miller plane. It is found to properly identify the well-known
surface (0 0 1) termination with the [1 1 0] and [1 1̄ 0] in-plane lattice vectors [244,
245, 246].
6.3.2 Interface Identification
Interface identification is tested on a set of sample structures as shown in Figure 6.9.
As can be seen, ARTEMIS identifies the interface in all cases. These four interface
structures are used to exhibit different structural features an interface may have
(only the CaCu3Ti4O12/CuO structure has been relaxed, all others are generated
examples for testing). The Si/Ge system is used as an example of structurally identi-
cal regions that differ only by species. The graphite/TiO2 system shows an interface
between 2D layered and a 3D bulk crystals. The CaCu3Ti4O12/CuO system demon-
strates a chemically diverse and disordered interface. Finally, the graphite/diamond
interface demonstrates a transition between two phases of the same material. In
each structural scenario, the interface is successfully identified.
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Figure 6.9. Interface identification performed on four structures. Cumulative
atomic density derivative plots shown for (a) CaCu3Ti4O12/CuO, (b) Si/Ge, (c)
graphite/TiO2 and (d) graphite/diamond interfaces. The arrows on the graphs in-
dicate which data relates to which axis. These interfaces have been used to display
four different qualities interfaces can exhibit. For all plots, the righthand axis de-
notes the cumulative density for each species in the system, whilst the lefthand axis
denotes the 1st-order derivative of the species-multiplied cumulative atomic density
(multiCADD).
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(a)
(b) (c)
Figure 6.10. The relationship between energy and the alignment of the two parent
crystals. (a) & (b) show the relation between energy and the interface seperation for
2D/3D and 3D/3D interfaces, resepectively. The optimum separation as estimated
by ARTEMIS for each interface structure is is denoted by the red dots. The energies
are obtained using the VASP density functional theory software package. (c) dis-
plays the energy cost of different shifts parallel to the interface plane for an Au/Ag
interfacial structure. The optimum shift as estimated by ARTEMIS for each inter-
face structure is is denoted by the red dot. The inset displays the Au/Ag interface
structure used to display the effect of shifting on the interface energy.
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6.3.3 Shifting
Here, the ISHIFT = 4 interface alignment setting is tested and presented on three
2D layered/3D bulk (Figure 6.10a) and two 3D bulk/3D bulk (Figure 6.10b) inter-
face structures. To test this method, we generate a set of 20 interface separations
within the range shown on the separation axes for each structure and calculate the
energy for each. The interface separation predicted by ARTEMIS is then indicated
on these lines by a red dot. We find that, in all cases, the default interface sepa-
ration prediction is close to the most energetically favourable separation (to within
0.2 Å in these cases shown). This initial estimate of the separation of the two slabs
means that the structure can be relaxed to its optimum distance using external first-
principles software packages. This suggests the method of ISHIFT = 4 discussed in
Section 6.2.4.1 is an appropriate method for interface separation estimation.
For shifts parallel to the interface, a test case of an Au/Ag interface has been
chosen. The chosen Miller planes are (0 0 1) for both parent crystals. The ener-
getic space of the in-plane shifts is shown in Figure 6.10c, with the shift predicted
by ARTEMIS being labelled with a red dot. The shift determined by ARTEMIS is
found to be the most favourable alignment for this metal-metal interface. Currently,
this method has only been found to automatically identify the most favourable paral-
lel shift for interfaces between simple, single-species crystals. For more complicated
structures, the number of required structures (as generated by ISHIFT= 4) increases
and the user needs to consider each case. However, it should be emphasised that
interface separation predicted by ARTEMIS is generally found within the first iter-
ation.
All energies reported in this subsection are obtained using density functional
theory as implemented in the Vienna Ab initio Simulation Package (VASP). The
energy for each shifted structure has been obtained by performing self-consistent
field calculations on the generated, unrelaxed, structures. The calculations have
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been performed using the PBE GGA functional with PAW pseudopotentials and an
energy convergence of 10−7 eV. k -point grids of 3 × 3 × 2 have been used for each
structure.
6.4 Inputs and outputs
The code requires either one or two material structure files (depending on whether
the user is supplying a preconstructed interface or two bulk materials) and one
ARTEMIS input file.
If the user has supplied two material structure files for the purposes of gen-
erating an interface between them, then Sections 6.2.1 and 6.2.4 are used. If a
preconstructed interface structure file is supplied, then Sections 6.2.3 and 6.2.4 are
used.
The ARTEMIS input file has a set of cards and tags that can be explored and
understood by using the built-in help function
. / bin / artemis −−help a l l
This will print all potential tags to the terminal, with a brief description of each.
For further information on tag [TAGNAME], use the command
. / bin / artemis −−search [TAGNAME]
With this, users can find the full set of tags available in the latest release version of
ARTEMIS.
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6.5 Summary
We have devloped a software package, ARTEMIS, for the generation of potential
interfaces between any two materials; here the parent materials can be single-species
or mutli-species, layered or bulk. The generated interface structure files can be out-
put in a set of different formats that allow ease of use for DFT calculations using
either QuantumEspresso, CASTEP or VASP, with an aim output in file formats for
large-scale empirical calculations in the future. Through the use of the ARTEMIS
software, users can more easily automate the task of interface generation and iden-
tification; for example, sets of interfacial alignments and intermixings can be easily
generated, allowing for more thorough studies of potential interfaces between two
parent crystals and their energy landscapes. With the lattice matching method able
to scan over large sets of Miller planes, users can quickly identify low-strain matches
which would otherwise take a lot of time to find. The test cases outlined in Sec-
tion 6.3 show how the ISHIFT = 4 method can help in identifying the most favourable
interface separation. ARTEMIS is under continuous development at the University
of Exeter, with the intent of adding additional features, tools and methodologies for




“Shut up and calculate!”
—David Mermin
What’s Wrong with this Pillow?, 1989
7.1 Introduction
Due to the high permittivity exhibited by BaTiO3 (BTO) (over 5000 at 1 kHz)
[247, 248], it is seen as a material with great potential for device applications,
such as capacitors [249], energy storage devices [250], phased array radar [251] and
random access memory [252]. Recent literature has looked into the potential to form
composites that can exhibit both the high permittivity found in BTO whilst also
displaying the low dielectric loss of materials such as silica, SiO2 (SO) [253, 254, 255].
To this end, BTO/SiO2 core-shell composites have recently been made that exhibit
the high breakdown voltage of SiO2 whilst maintaining the colossal permittivity of
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the BTO [256, 257, 258], giving them greater promise for use in supercapacitors.
However, it has been shown that, during growth, a layer of fresnoite, Ba2TiSi2O8
(BTSO), forms across a diffusion length into either material at the interface [259,
260]. These core-shell structures have been shown to exhibit both desired properties
experimentally, yet theoretical studies of BTO/SO interfaces do not mirror these
results [234, 261]. BTO/BTSO interfaces are, therefore, potentially responsible for
the properties of such a structure. Furthermore, as many manufacturing processes
for BTO involve growth on silica wafers, intermediate fresnoite layers can form
during the process [259]. Clearly the properties of BTSO needs to be understood
before the interface can be explored.
Successful growth of large BTSO crystals, as well as the characterisation of
its piezoelectric and dielectric properties were reported in the 1970s [262]. BTSO
has the space group P4bm, experimental lattice parameters of a = 8.529 Å and
c = 5.211 Å, and displays a melting temperature of 1445 °C [263]. The tetrahedral
TiO5 structure present in fresnoite makes it highly polar [264], causing it to exhibit
piezoelectricity [265, 266], nonlinear optical properties [262, 267] and ferroelectricity
[268]. Due to the highly polar structure, modelling surfaces of fresnoite becomes
rather challenging as most potential cleavage planes form non-stoichiometric and
charged surfaces. For modelling purposes, this creates a net electric field across the
structure, which is unphysical.
In order to fully understand the electronic and elastic characteristics of materi-
als [269], such as BTSO, density functional theory (DFT) calculations are necessary.
Very little literature is currently available on first principles calculations for BTSO,
with only one paper partially exploring its electronic properties via the generalised
gradient approximation (GGA) of DFT [270]. It is therefore unclear whether such
results can be fully reliable as it is well known that GGA significantly underestimates
the band gap of semiconductors, as well as electron
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localisation[271]. Our choice of the Heyd-Scuseria-Ernzerhof (HSE06) hybrid
functional[272] is due to its improved accuracy for electron localisation and band gap
values [271]. An alternate approach would be to consider GW calculations, however,
it has been recently shown [273, 274, 275] that for systems without a defect, HSE06
calculations accurately capture the bulk properties as well as GW calculations, for
a lower computational cost. Hence our approach here is focused on application of
HSE06.
In this work, we perform ab initio first principle calculations on the bulk
fresnoite structure. We study the electronic properties, comparing GGA and hybrid
functionals and their effects on the band structure, band gap and charge distribution.
We also present the bulk elastic properties and the Raman modes to investigate the
stability criteria of fresnoite. For the elastic properties, we compare and contrast
with the properties of BTO and SO.
7.2 Methodology
First principles calculations are performed using the plane-wave DFT software pack-
age VASP [276, 277, 278]. The Perdew-Burke-Ernzerhof (PBE) [279] and projector-
augmented-wave method [280] is used for GGA calculations. For hybrid DFT calcu-
lations, the HSE06 method [281] is applied. The valence electrons for each atomic
species are considered as follows: 5s25p66s2 for Ba, 3s23p2 for Si, 3p63d44s2 for Ti
and 2s22p4 for O.
In order to optimise the structure of BTSO, the internal atomic coordinates
are fully relaxed using PBE-DFT until the residual Hellmann-Feynman forces act-
ing on every atom became smaller than 0.01 eV/Å. The theoretical lattice constants
are then found for both PBE and HSE06 whilst maintaining the experimental ratio
of a/c, which is done to better compare with experimental data. The structural
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optimisation was carried out using an energy cutoff of 600 eV and a 4 × 4 × 6
Monkhorst-Pack k-point mesh [282]. To better understand the localisation of elec-
trons within fresnoite, Bader charge analysis [283] is performed on BTSO and BTO
using both functionals.
Planewave DFT codes sometimes use aggressive pseudopotentials where only
the valence electrons will be modeled directly. This can lead to the misattribution
of charge to ionic cores. Bader charge analysis uses a second order turning points in
the charge density which form zero flux surfaces dividing the atomic cores[283]. The
charge within the each closed surface can then be attributed to each ion. Aggressive
pseudopotentials can result in the valence charge density decaying into the atomic
cores and preventing the identification of turning points only present in the total
charge density. In these cases it is important to include the core charge density in
addition to the valence charge or else the turning points cannot be established and
charge may be erroneously designated.
For the calculation of the dielectric and elastic tensors, as well as the Raman
frequencies of the fresnoite structure, a higher accuracy is required. An energy cutoff
of 650 eV is used along with a 6× 6× 8 Γ-centred Monkhorst-Pack k-point mesh to
sample the Brillouin zone for these calculations, which are obtained through use of
density functional perturbation theory (DFPT) [284, 285] using the PBE functional
for the Raman and dielectric properties and the finite difference method [286] using
PBE for the elastic properties.
Figure 7.1 displays the crystal structure of BTSO. Ba and Si are in Wyckoff
position 4(c), whilst Ti is in 2(a). Whilst the other atomic species each display only
one type, oxygen displays four distinct types, with O(1) in Wyckoff position 2(b),
O(2) in 4(c), O(3) in general 8(d) and O(4) in 2(a).
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(a) a (b) a
Figure 7.1. The crystal structure of Ba2TiSi2O8 seen from (a) the [001] and (b)
[100] planes, with the unit cell being outlined in both. The TiO5 pentahedrons and
SiO4 tetrahedrons are highlighted, where O(4) and O(2) are located at the bottom
of them, respectively.


































Figure 7.2. Calculated results using the PBE functional of the total energy vs.
volume for fresnoite Ba2TiSi2O8.
7.3 Results and discussions
7.3.1 Mechanical properties
The elastic properties of fresnoite are presented in table 7.1. The tetragonal struc-
ture of BTSO breaks symmetry between the C11 and C33 elastic constants. We
find that our results agree well with the experimental values for direct deformation.
From figure 7.2, one can extract the bulk modulus, B, through use of the equation





where V is volume, E is energy and V0 is the volume at zero pressure. In this
case, the value of 131.73 GPa is obtained for the single crystal. This value lies be-
tween that of BTO (175 GPa) [287] and quartz silica (37.2 GPa) [288, 289]. Values
for polycrystalline elastic moduli can also be obtained from the elastic tensor via
the Voigt-Reuß-Hill approach [290] . For BTSO, we find values of the bulk, shear
and Young’s moduli are 85.06 GPa, 35.57 GPa and 94.60 GPa, respectively. For
single-phase BTO, we show a Young’s modulus of 247 GPa, in good agreement with
literature [291]. From these results, we find that polycrystalline BTSO is more flex-
ible than that of BTO. The difference between the two values of bulk modulus for
BTSO are due to the difference between single crystal and polycrystalline structures.
The bulk modulus shows that the system becomes more susceptible to deformation
when under pressure with increasing SO content. The mechanical stability of a sys-
tem is defined using the Born stability criteria [292]. This criteria specifics that a
crystal is mechanical stable when no phonon modes have an imaginary frequency
which would lead to displacements causing an amplifying force rather than a return-
ing force. The elastic constants, presented in table 7.1, show the system is stable,
according to these criteria.
By comparing the value of C11 for BTSO to that of BTO and SO, the elasticity
along the [100] direction is found to be the average of the two. Whereas, for the
elasticity along the [001] direction, we find fresnoite to be lower than that of both
BTO and SO; through the inclusion of Si and O in BTSO, the direct deformation
in c becomes close to the value found in pure SO.
The O(4)–Ti–O(3) bond angles are found to be 106.4°, whereas the O(2)–Si–
O(3) and O(2)–Si–O(1) bond angles are 115.4° and 110.7°, respectively. In compar-
ison, the bond angle for O–Ti–O in BTO is 90°, and the angle for O–Si–O is 109.5°
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Table 7.1. Theoretical and experimental elastic moduli, Cij (in units of GPa) for
Ba2TiSi2O8, BaTiO3 and quartz SiO2. Where the elastic constants are defined in
their usual notations.
C11 C12 C13 C33 C44 C66
Ba2TiSi2O8
a 180.57 84.06 45.25 102.56 23.47 66.74
Ba2TiSi2O8
b 165.5 57.7 43.6 99.9 31.7 69.4
BaTiO3
a 280.52 102.65 101.34 271.62 120.23 120.76
SiO2
c 81.1 8.3 7.5 104.8 49.7 36.4
a This work, calculated using PBE
b Expt. [267]
c Local density approximation. [293]
in quartz silica. The larger Ti–O bonding angle found in fresnoite suggests that the
Si–O bonding is dominant; whilst the larger Si–O bonding angle than in SO is likely
caused by the large ionic Ba–O bonds in fresnoite.
Raman frequencies are obtained for BTSO and the system is shown to be
dynamically stable as it exhibits no modes below 0 cm−1. Through factor group
analysis, BTSO is shown to have 47 Raman-active modes, split into 11A1, 6B1,
10B2 and 20E modes, where the 20 E modes are doubly degenerate. The strongest
peak exhibited in Raman spectra, found at around 876 cm−1 [294, 295], is found in
our analysis. We see good agreement in the vibrations that give rise to these modes.
For example, the bands between 600–700 cm−1 are due to Si–O(1)–Si stretching;
whereas the bands between 800-925 cm−1 are due to SiO3 stretching. We find that
two bands around 854 cm−1 are due to symmetric and antisymmetric stretching of
the Ti–O(4) bonds. Bands are found at 864 cm−1 and 890 cm−1 that correspond to
symmetric and antisymmetric stretching modes of the SiO3 groups.
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(a)
(b)
Figure 7.3. Bader charge analysis of Ba2TiSi2O8 performed using the (a) PBE and
(b) HSE06 functionals. The numbers depict the amount of charge gained by each
atom when compared to the isotropic charge of the respective atomic species.
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Table 7.2. Raman-activate phonon frequencies (cm−1) for Ba2TiSi2O8. Calculated
using PBE.






































































To better understand the electronic and polar properties, we first examine the charge
distribution. By performing Bader charge analysis, we are able to find a more
accurate picture of the localisation of electrons across the unit cell. In figure 7.3, we
present the charge distribution across the fresnoite unit cell for both the PBE and
HSE06 functionals. In the system, strong oxidation occurs to the barium atoms,
causing them to display strong ionic bonding with nearby oxygen atoms. This is
typical of barium in oxides and is very similar in its behaviour to BTO (tab. 7.3).
Bader analysis shows very little charge on the silicon atoms and further analysis
of the charge density suggests this is due to covalent bonding between them and
their neighbouring oxygen. Although titanium shows partial ionic bonding between
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Table 7.3. Bader analysis of the tetragonal unit cell of BsTiO3 using the PBE and
HSE06 functionals. Here, O(1) are the two O that lie in the Ti plane and O(2) the
O atom that lies in the Ba plane.
Functional
Electrons gained
Ba Ti O(1) O(2)
PBE -1.640 -2.085 +1.235 +1.256
HSE06 -1.696 -2.307 +1.322 +1.360
neighbouring oxygen atoms, it exhibits more covalent-like bonding than the barium,
with the charge being shared between both the Ti and O atoms.
Comparison of the HSE06 and PBE functionals shows that the charge locali-
sation broadly remains the same. Small charge redistribution is seen on the barium,
and no charge redistribution occurs on the silicon. Significant charge redistribution
is instead seen on the titanium and oxygen atoms. Overall, these results are ex-
pected as charge is generally found to be more delocalised with GGA functionals
than the HSE06 functional.
The HSE06 functional calculations show slightly stronger oxidation occurring
to the Ba atoms than the PBE functional. In general, Bader charge analysis reveals
the Ba has a positive charge. In PBE calculations, this value is +1.657, whereas in
HSE06, the value is +1.699, indicating the ionic bonding is stronger in the real sys-
tem than a PBE calculation would suggest. Although no change of charge is found
on the silicon atoms, their neighbouring oxygen atoms see slight charge redistribu-
tion. O(2), O(1) and O(3) all exhibit an increase in charge comparing HSE06 with
PBE. Similarly, silicon atoms show slightly increased ionicity and decreased cova-
lency. In comparison, O(4) and Ti atoms all show significant differences in charges
between the two functionals. Overall, an increased localisation of charge doesn’t
change covalent bonds much; whereas ionic bonding is shown to depend quite heav-
ily on the choice of functional. This stronger ionisation is also visible in the band
structures seen in figure 7.4; the increased ionisation results in a larger band gap.
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When comparing BTSO and BTO, we find that barium and titanium show
similar charge characteristics, regardless of choice of functional. Through the intro-
duction of silica to form BTSO, electron distribution across the oxygens is radically
changed. Oxygens neighbouring silicon atoms gain roughly 1.8 electrons each -
whereas O(4) gain only 1.07 electron. In both systems, Ti atoms ionise roughly 2.3
electrons each. Due to the polar nature of BTSO, Ti atoms undergo ionic bonding
with oxygen in the Si-Ti plane, and more covalent-like bonding to oxygens near the
Ba plane. This polar structure is also present with the Si atoms, but to a much
smaller extent.
For HSE06, the in-plane bond lengths of Ti–O(4) are found to be 1.68Å,
which is shorter than the in-plane bonds in BTO (1.99Å in-plane and 2.01Å in-
tetragonal-plane). Along with the average loss of 0.3 electrons for O(4) compared
to BTO, this indicates the TiO bonds in fresnoite are more covalent-like. Because
SO is dominant in this region, the TiO bonds orientated in the [001] direction are
decreased, preventing O(4) from extending further.
7.3.3 Band structure and density of states
In figure 7.4, we present BTSO’s band structure and density of states. We compare
also the PBE and HSE06 results. The first clear result is that using PBE gives
a value of 3.79 eV for the band gap of fresnoite, whereas the hybrid functional
method of HSE06 gives the band gap as 5.717 eV (tab. 7.4). By comparison, the
experimental band gaps of BaTiO3 and quartz are 3.2 eV [296] and 8.9 eV [297],
respectively, showing that inclusion of SO in BTSO significantly increases the band
gap.
BTSO is shown to have an indirect band gap of 5.717 eV along the Γ–M
direction, with a second indirect gap of 0.330 eV appearing above the first two
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(a) Atomic structure.











































































(d) Band structure (HSE06).
Figure 7.4. (Colour online) (b) Projected density of states (PDOS) for BTSO
calculated using the HSE06 functional. (a) distinguishes between the four oxygen
atoms, where their various colours match those of the states found in the PDOS in
(b). The band structure and total density of states for Ba2TiSi2O8 using the PBE
(c) and HSE06 (d) functionals. All energies are given with respect to the valence
band maximum.
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Table 7.4. Theoretical and experimental lattice parameters, cohesive energy and
band gap for Ba2TiSi2O8 and tetragonal BaTiO3 unit cells.
Method Lattice parameter (Å) Cohesive energy (eV/atom) Eg (eV)
a c
Ba2TiSi2O8 PBE
a 8.6500 5.2918 -6.297 3.793
HSE06a 8.56500 5.2398 -6.989 5.717
Expt.b 8.529 5.211
BaTiO3 PBE
a 4.03 4.048 -6.331 1.788
HSE06a 3.98 3.998 -5.978 3.114





conduction bands. This suggests that BTSO can display not only a broadband
response between the conduction band and valence band, but also a small optical
response within the conduction band. This optical transition in the conduction band
will look similar to that of defect transitions. Figure 7.4 shows that the electronic
contribution due to the oxygen create the valence band edge of BTSO, whilst the
titanium orbitals are dominant in the conduction band. Strong hybridisation of the
O(4) orbitals with the Ti orbitals can be seen in figure 7.4(b), in which both atoms
display very similar features near to the band edges. This structure of the titanium
orbitals being dominant in the conduction band, oxygen orbitals being the main
contributor to the valence band edge and barium orbitals filling the lower valence
band is similarly present in BTO [287, 298, 299].
By comparing figure 7.3(b) and figure 7.4(b), the weaker localisation of charge
on the O(4) atoms (when compared to the other O atoms in the system) is, again,
attributed to a stronger covalent-like bonding between the Ti atoms above, as evi-
denced by the hybridisation of the O(4)-2p and Ti-3d orbitals. One of the largest
differences between the two band structures in figure 7.4 is the downward shift of a
band near the conduction band edge. This band splitting and increased dispersion
of the O(4)-2p and Ti-3d orbitals is a result of the charge redistribution in this
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bond between the two functionals. Due to this splitting, the anti-crossings present
in these bands also increase with use of HSE06. As expected, there is no significant
change of the bands within the valence region between functionals.
The BTSO HSE06 band structure displays a strong difference between the
band edges and the sub bands. Whilst the valence band maximum (VBM) and con-
duction band minimum (CBM) states are relatively dispersionless, the sub bands
show significant dispersion. Large anisotropy in the system is also present in the
bands; we find both the band edges along Γ–Z display almost entirely flat bands,
whereas the other directions display more dispersion - with a maximum band vari-
ation of 0.17 eV. Across the entire Brillouin zone, we find that two Ti electronic
bands at the CBM are separated from the rest of the conduction band and act like
a defect in the band structure, with very little dispersion. We describe this state as
defect-like as the difference in the energies of minima-maxima of the band is under
0.001 eV, which means the electron mobilities are expected to be very low along
Γ–Z unless excited to the second set of conduction bands. This is due to the low
percentage of Ti in the structure, constituting approximately 20% of the potential
Si/Ti sites. The conduction band is, therefore, highly sensitive to the titanium and
its surrounding environment.
Finally, we present the effective masses of the electrons and holes (m∗e and
m∗h, respectively) at the CBM and VBM when using the HSE06 functional. Due to
the curvature, the values for m∗e,h depend on the total range of the Brillouin zone
considered. The value ranges represent us approximating the band edge within 15%
or 25% of the Brillouin zone near to the band edge in the quadratic regime. It is
found that holes travelling along the Γ–M direction display an m∗h of 2.1–2.3 me.
Whereas electrons at the conduction band edge exhibit an effective mass, m∗e, of
4.7–5.7 me along Γ–M. By comparison, we notice the conduction band edge along
Γ–Z displays an almost completely flat band. This suggests very little conduction
along this direction with an effective mass of approximately 300 me. However, this
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value is difficult to quantify in a meaningful manner as we attempt to fit a nearly
flat band to a quadratic. But we can confidently state a minimum value of at least
147 me.
7.4 Conclusion
Electronic and mechanical properties of Ba2TiSi2O8, have been obtained and com-
pared using the generalised gradient approximation and hybrid functional methods.
The Ti-3d state is found to dominate the conduction band edge, whilst the O-2p is
the main contributor to the valence band edge. With use of a hybrid functional, the
band gap is corrected from 3.79 eV to 5.72 eV. The hybrid functional shows overall
stronger ionic bonding and weaker covalent bonding within the structure; both the
barium and titanium atoms are found to show stronger ionic bonding than with
the GGA functional. The calculated value of 131.73 GPa for the bulk modulus sits
between the values for BaTiO3 and SiO2. Theoretical values for Raman frequencies
of the system allow us to show the system to be mechanically stable, as well as the
origin of the vibrational modes. The elastic tensor values we obtain agree strongly
with those found in experiment, showing the system to be highly anisotropic, as
expected. Both the electronic and elastic properties of fresnoite show it to be a
highly anisotropic system, with little dispersion visible in its band edges along Γ–Z
and significant differences between the elastic moduli along the [100] and [001] direc-
tions. We believe that the more accurate HSE06 electronic structure of BTSO will
give a better understanding of the optical and electron transport properties as well
as providing better understanding of its chemical structure, which will be helpful
for further work on systems like fresnoite which occur at interfaces.
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Chapter 8
Closing Remarks
“So long, and thanks for all the fish”
— Douglas Adams
8.1 Summary
The research presented here, identifies thermal and electronic trends in 2D het-
erostructures and develops a rigorous methodology for calculation of interface struc-
tures. Chapter 1 provides the reader with the necessary context to understand the
relevance and importance of this work. The link is made between common devices
and the materials and interfaces from which they are constructed. Lastly, 2D ma-
terials and their heterostructures are described.
Chapter 2 and 3 present and derive the theories used throughout the thesis. In
chapter 2, the fundamental theories of DFT are derived and defined. The reason why
many body ab initio methods are needed is described and the Hohenberg-Kohn and
Kohn-Sham theorems are derived, under the adiabatic approximation, thus defining
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DFT. This theory provides vital background for chapters 4, 5, 6 and 7. Chapter
2 further demonstrates that the frozen phonon method may, using the Hellmann-
Feynman forces to determine the force constants, calculate the dynamical matrix
and hence, a full phononic dispersion relation. This theory applies in chapters 5
and 7. Chapter 3 explores the phonon Boltzmann transport equation and uses the
single mode relaxation time approximation to derive an expression for the thermal
conductivity. The derived thermal transport model is applied to TMDCs and their
heterostructures in chapter 5.
In chapter 4, we have demonstrated and explained the failure of Anderson’s
rule in 2D heterostructures. We also demonstrate how 2D heterostructure bandgap
predictions can be improved using two physically based corrections to Anderson’s
rule ∆EΓ and ∆EIF. We have shown that ∆EΓ affects the bandstructure such that
for any constructed heterostructure the effective mass will always decrease and is
likely to exhibit an indirect bandgap. Furthermore we have provided expressions to
give the band alignments in terms of knowable material properties. It is discussed
how theory could be readily extended to other 2D heterostructures by adjustments
to corrective terms ∆EΓ and ∆EIF. This insight allows for a method which avoids
the need for advanced calculation when estimating the properties of TMDC het-
erostructures. This in turn expands the possibilities for exploring the optoelectronic
properties of various heterostructures to the broader research community. This work
presents and describes a set of interactions in 2D heterostructures. These interac-
tions are generalised and provide a fundamental understanding of 2D heterostructure
interfaces.
While chapter 4 explores Electrical properties of the 2D heterostructure in-
terfaces, chapter 5 considers their thermal properties. In chapter 5 we have shown
that the thermal conductivity of a TMDC heterostructure will be lower than either
constituent. We have shown that this is consistent even when considering a wide
range of possible conductivities. To bound this region a generous parameter allo-
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cation is used to define maximum conductivity values. This approach significantly
improves the confidence in our conclusions. It also provides a route for artificially
reducing heat flow in 2D layered materials. Such advancements are highly attractive
for 2D thermoelectrics applications, where careful application of band alignments
can simultaneously enhance electrical conductivity and reduce thermal conductivity.
This work demonstrates a clear and consistent trend in 2D heterostructure interfaces
with regards to thermal transport.
In chapter 6, the focus of the thesis turns from trends in heterostructure
interfaces to the development of methodologies for their calculation. In this chapter
a software package, ARTEMIS, is developed for the generation of potential interfaces
between any two materials; 3D as well as 2D. The two parent materials can be single-
species or multi-species, layered or bulk. Interface structures are the primary output
of this code and can be printed in a range of formats that allow easy use in DFT
calculations, performed using either QuantumEspresso, CASTEP or VASP. Through
the use of the ARTEMIS software more thorough studies of potential interfaces
between two parent crystals and their energy landscapes may be conducted. With
the lattice matching method employed in this software, users can quickly identify
low-strain matches by scanning over large sets of Miller planes. The code has been
developed with post processing tools for pregenerated interface structures to allow
users to further study an already tested interface. These tools include interface
identification, interface alignment and intermixing. Collectively the functions of this
code provide a rigorous methodology for the investigation of interface structures and
heterostructures.
A shortcoming of ARTEMIS, (in its current version) is that there is no straight
forward way to calculate interfacial materials although the intermixing methods can
approach this. However, due to interactions with their local environment, such inter-
grain materials need not adhere to the stoichiometry of the host crystal or crystals.
The study of the surface vacancy energies and random structure searches can be
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used. However, any confidence in these results still calls for experimental justifi-
cation. For known interfacial materials such as Ba2TiSi2O8 (known as fresnoite)
an extensive study can be performed. In chapter 7, the electronic and mechanical
properties of Ba2TiSi2O8, have been obtained and compared using the generalised
gradient approximation and hybrid functional methods. It is demonstrated that for
insulating inter-grain materials hybrid functionals can result in significant change.
The hybrid functional corrected the bandgap from 3.79 eV to 5.72 eV and shows
overall stronger ionic bonding and weaker covalent bonding within the structure.
The calculated value of 131.73 GPa for the bulk modulus sits between the values for
BaTiO3 and SiO2. Theoretical values for Raman frequencies of the system show it
to be mechanically stable, and provide the measurable vibrational modes. The elas-
tic tensor values show the system to be highly anisotropic. The electronic structure
calculated by the more accurate HSE06 functional, will give a better understanding
of the optical and electron transport properties and provide better understanding of
the chemical structure. This investigation will be helpful for further work on similar
inter-grain systems.
Each chapter in this thesis serves the purpose of identifying general trends
across heterostructures and interfaces or developing sound methodologies for the
investigation of these structures. The first chapter provides context for this work
while the following chapters describe the underlying theories used throughout. The
first half of this thesis is concerned with the identification of trends, and the second,
with the development of methodologies. This body of research invites further study,
both continuing with the themes of the thesis and beyond.
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8.2 Future Work
As is the nature of research, much of the work collected here opens the door for new
investigative research. The work presented in chapter 4 derives a tool for the pre-
diction of band alignments in heterostructures. This work could be extended by the
application of this theory to a set of potential TMDC heterostructures. Using exist-
ing experimental or high throughput theoretical data for 2D materials (and TMDCs
in particular) the band edges can be accurately predicted. These low cost predic-
tions may be used to identify heterostructures for high efficiency photovoltaics. This
investigation would require deeper knowledge of the interlayer excitations (layered
materials have stronger excitonic effects due to reduced Coulomb screening[301])
and an understanding of the selection rules at play, which, in most cases, forbid the
K to K transition in homostructures of 2H TMDCs. However, the study in chapter
4 demonstrates that the bandgap prediction is sound even for Moiré lattices which
break the symmetry underlying the known selection rules. Furthermore, interlayer
excitons have received much research attention with some work deriving expres-
sions for exciton binding energies[302]. These same principles may be considered for
screening materials for photo catalysis. This would require the calculation of surface
molecules corresponding to the hydrogen evolution reaction.
The work presented in chapter 5 demonstrates a reduction in the thermal
conductivity of heterostructures relative to their constituents. This reduction in
thermal transport has clear benefits for thermoelectric applications. However, any
potential benefits must be tested against the change in electrical conductivity and
the Seebeck coefficient. Electrical conductivity calculations (and Seebeck coeffi-
cient) can be performed using the same Boltzmann transport methodology as the
phonon transport model. Typically such calculations use a constant relaxation time
approach, as implemented in the BoltzTraP code[63], but because a full phonon
calculation has already been done on these systems, the electron-phonon scatter-
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ing could be calculated for each electronic state. A second area of this study that
warrants further investigation is the homogenised Grüneisen constant. The spatial
separation of phonons in the two respective layers can be expected to result in lower
interlayer coupling than the intralayer coupling. The significance of the asymmetry
in the mode dependent Grüneisen constant could influence the thermal conductiv-
ity. A full phonon calculation, using the third order force constants to compute the
phonon coupling constants matrix, would be the ultimate theoretical test of these
results.
The electronic and thermal work on TMDC heterostructures in chapters 4 &
5 each provide some basic understanding of the coupling of electrons or phonons
across van der Waals layers. A staggered TMDC heterostructure could lead to
effective thermoelectric performance. Both thermal and electronic transport across
layers has been investigated. A staggered TMDC heterostructure would include
intralayer transport through the layers with interlayer transport in an overlap region.
The thermal and electronic interlayer transport are governed by the electronic and
phononic coupling respectively. The ratio of the interlayer couplings can be directly
linked to an enhancement or reduction in the thermoelectric figure of merit. A
highly simplistic thermoelectric model might relate an interface figure of merit, ZT ′,
to the figure of merit of the constituents, ZT , as a basic equation ZT ′ = f(Rep)ZT ,
where f(Rep) is a function of the ratio of electronic to phononic coupling. Such
structures are experimentally viable and could provide advancements in the field of
thermoelectric devices.
Chapter 6 explores the automated generation of interface structures. The
lattice-matching procedure may be improved by incorporating relative strain be-
tween the crystals. When lattice-matching, the fitting will not, in general, have an
integer ratio of lattice vectors. By consideration of the elastic tensor for each crystal
an optimal strain may be estimated for any interface. Each lattice-matching can be
expressed as an integer set of vectors plus a strain term. Strain is related to energy
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density by the equation U = 1
2
Cijklεijεkl, where ε is stress and Cijkl is the elastic
tensor. If the elastic tensor is calculated for each crystal then the strain may be
optimised to minimise the energy of the interface. The elastic tensor is calculated
through the same perturbation theory approach as zone center phonon calculations.
This provides a second area for improvement of ARTEMIS. A γ point phonon calcu-
lation would serve two purposes. The first, is to determine the mechanical stability
of the interface. If the phonon calculation returns imaginary modes then the inter-
face is unstable and cannot form. The second purpose for such a calculation is to
provide clear evidence that the calculations are performed to sufficient convergence.
8.3 Closing Remarks
The themes of this thesis are to identify trends in 2D heterostructures and to estab-
lish a clear and consistent methodology for calculation of interface structures such
as heterostructures. As part of this body of work I have identified characteristic
interactions at TMDC interfaces and used this to develop a general rule that de-
scribes the trend for the electronic band alignment in TMDC heterobilayers. I have
also presented a study on the behaviour of thermal transport along an interface and
established the trend that conductivity is reduced from either constituent. I have
jointly developed the ab initio Restructuring Tool Enabling the Modeling of Inter-
face Structures (ARTEMIS), this represents a significant contribution to the existing
library of structure tools for atomistic modeling. For those cases that fall outside
of the capabilities of this code a case study (on fresnoite) has been performed. The
goals of this thesis have been met. I have delivered on the objectives of identifying
trends in heterostructure interfaces and have provided a methodology for interface




Single Mode Relaxation Time
Approximation
A.1 Linearised Boltzmann Transport Equation
First, we begin with the phonon Boltzmann transport equation. We assume there
exists a distribution function nλ which gives the occupation number of state λ (where
λ = qs). We balance the rate of change by thermal diffusion with that of the





= ν(λ) · ∇T ∂nλ
∂T
, (A.1)
where ν is the group velocity, T is the temperature and n is the occupation. We
may attempt to express this in terms of deviations from equilibrium. We can see
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hence using a first order expansion,
∂nλ
∂t
=− ∂(nλ − n̄λ)
∂t
≈− (nλ − n̄λ)
τλ
(A.3)
and so we may define






Now we must define the occupations in terms of deviations from equilibrium. In or-
der to do this, we expand the occupation number to second order, about equilibrium.












The second order Taylor series is expanded about equilibrium (ωλ = ξλkBT/~+ωλ),
giving














= n̄λ + ξλn̄λ(n̄λ + 1)
(A.6)
Where we call ξ the deviation from equilibrium which we assume to be small. We
can now also use this to define
∂nλ
∂t
= −ξλn̄λ(n̄λ + 1)
τλ
(A.7)
We may now define the scattering rate for an arbitrary interaction. Here, we








λλ′ − P λλ
′
λ′′λ′′′ , (A.8)
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where P fi is a transition probability from an initial to a final state. We may better
understand the probabilities by expressing their initial and final states for P λ
′′λ′′′
λλ′ .
|i〉 = |nλ, nλ′ , nλ′′ , nλ′′′〉 (A.9)
|f〉 = |nλ − 1, nλ′ − 1, nλ′′ + 1, nλ′′′ + 1〉 (A.10)







nλnλ′(nλ′′ + 1)(nλ′′′ + 1) |f〉 .
(A.11)
We may therefore define the transition probabilities as
P λ
′′λ′′′





λ′′λ′′′ = (nλ + 1)(nλ′ + 1)nλ′′nλ′′′Q
λλ′
λ′′λ′′′ (A.13)
where Qfi is the intrinsic scattering rate and due to the principle of micro reversibility




λλ′ ). We may






[nλnλ′(nλ′′ + 1)(nλ′′′ + 1)− (nλ + 1)(nλ′ + 1)nλ′′nλ′′′ ]Qλ
′′λ′′′
λλ′ (A.14)
Now, using equation A.6 we may express the scattering rate in terms of the equilib-
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(n̄λ + ξλn̄λ(n̄λ + 1))(n̄λ′ + ξλ′n̄λ′(n̄λ′ + 1))
(n̄λ′′ + ξλ′′n̄λ′′(n̄λ′′ + 1) + 1)(n̄λ′′′ + ξλ′′′n̄λ′′′(n̄λ′′′ + 1) + 1)
− (n̄λ + ξλn̄λ(n̄λ + 1) + 1)(n̄λ′ + ξλ′n̄λ′(n̄λ′ + 1) + 1)
(n̄λ′′ + ξλ′′n̄λ′′(n̄λ′′ + 1))(n̄λ′′′ + ξλ′′′n̄λ′′′(n̄λ′′′ + 1)).
]
(A.15)
Upon expansion we follow the approximation already applied. By assuming only
small deviations from equilibrium, we can neglect all terms with higher order devia-











n̄λn̄λ′(n̄λ′′ + 1)(n̄λ′′′ + 1)
+ ξλn̄λ(n̄λ + 1)n̄λ′(n̄λ′′ + 1)(n̄λ′′′ + 1)
+ n̄λξλ′n̄λ′(n̄λ′ + 1)(n̄λ′′ + 1)(n̄λ′′′ + 1)
+ n̄λn̄λ′ξλ′′n̄λ′′(n̄λ′′ + 1)(n̄λ′′′ + 1)
+ n̄λn̄λ′(n̄λ′′ + 1)(ξλ′′′n̄λ′′′(n̄λ′′′ + 1))
− (n̄λ + 1)(n̄λ′ + 1)n̄λ′′n̄λ′′′
− ξλn̄λ(n̄λ + 1)(n̄λ′ + 1)n̄λ′′n̄λ′′′
− (n̄λ + 1)ξλ′n̄λ′(n̄λ′ + 1)n̄λ′′n̄λ′′′
− (n̄λ + 1)(n̄λ′ + 1)ξλ′′n̄λ′′(n̄λ′′ + 1)n̄λ′′′
− (n̄λ + 1)(n̄λ′ + 1)n̄λ′′(ξλ′′′n̄λ′′′(n̄λ′′′ + 1))
]
(A.16)
This may be considerably simplified by defining,
Qλ
′′λ′′′
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λλ′ [1 + ξλ(n̄λ + 1) + ξλ′(n̄λ′ + 1) + ξλ′′n̄λ′′ + ξλ′′′n̄λ′′′ ]












ξλ + ξλ′ − ξλ′′ − ξλ′′′
)
(A.20)
This is the process of linearising the scattering rate and is part the methodology of
the single mode relaxation time (SMRT). The final step in the application of SMRT
is to reduce all but the phonons of state λ to equilibrium (i.e. ξλ′ = ξλ′′ = ξλ′′′ = 0).
Equation A.7 can then be applied to obtain a value for the scattering rate.
A.2 Three Phonon
The example of the three phonon scattering rate is provided. The scattering rate



















λ − P λλ′λ′′
)]
(A.21)















λ (ξλ − ξλ′ − ξλ′′)
]
(A.22)
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The scattering rate is now in terms of only equilibrium properties.
Appendix B
Brillouin Zone Integration Scheme
Periodic functions of a crystal often require an integration over the Brillouin zone.
Such summations are needed for charge density, energy and scattering rates; indeed
this applies to any continuous property of the solid. We can define a periodic function





where V0 is the unit cell volume (equivalent to one over the k-space volume). The






where ~T are the translation vectors of the crystal and f(~T ) are Fourier coefficients.
The contribution of higher order values of ~T are reduced exponentially. This is
analogous to the manner in which integrations of successive orders of plane waves
return smaller values. Due to the fact that the higher orders have diminishing
returns, equation B.2 may be truncated to a finite sum.
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where wi is the i’th weighting factor, (this is included for summations over the
irreducible Brillouin zone), f(ki) is the value of the function at the i’th k-point and
R is the remainder. The remainder my be treated as small for appropriate k-point
samplings. The method proposed by Monkhorst and Pack [91] is the predominant
approach for Brillouin zone integration schemes. It give a uniform set of points




2nα −Nα − 1
2Nα
Gα, (B.4)
where Nα is the total number of k-points along the direction of the reciprocal lattice
vector Gα and nα = 1, 2, ..., Nα. This k-point set exactly integrates a function of
Nα ~Tα Fourier components.
Appendix C
2D Phonon Specific Heat












D(ω) ~ω n̄ dω, (C.2)
where D(ω) is the phonon density of states, ~ω is the phonon energy and n̄ is the
Bose-Einstein distribution. In order to evaluate the specific heat in 2 dimensions it
is necessary to define the 2D density of states.






equate the total number of states in the form of an integral over the density of
states with respect to angular frequency and an q-space integral over the states per
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where we drop the integral.
The Debye dispersion relation is used can be used to define the density of
states in terms of frequency.






This is the 2D density of states.
Substituting Eq. C.6 into Eq. C.2 and writing out the Bose-Einstein distri-













This can be simplified using the substitution x = ~ω/kBT and expressing the upper
bound on the integration as x = Θ/T where Θ = ~ωD/kB thus replicating the upper
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dx = 2ζ(3) ≈ 2.404... (C.9)
We may simplify the expression C.8 further by evaluating the integral for the total



























With this definition of the phonon internal energy the the 2D phonon specific heat












This expression shows the typical T 2 dependency expected of 2D materials.
Appendix D
TMDC Tight Binding Model
D.1 The Hamiltonian
We construct a tight binding Hamiltonian to investigate the nature of the interlayer
interaction. The work of Fang et. al.[147] and Liu et al.[146] discussed the inter-
actions between d-orbitals and how they are mediated by the p-orbitals. Fang et.
al.[147] specifically draw attention to the importance of the interlayer interaction
between the dz2 and pz orbitals.
The model presented here for the interlayer interaction demonstrates that
the ∆EΓ splitting (see chapter 4) is driven by an interaction between the M-ion
dz2 orbitals and pz orbitals of the X-ions within an adjacent layer. The bilayer





where HM is the monolayer TMDC Hamiltonian and HI is the interlayer Hamilto-
nian.
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The monolayer Hamiltonian is constructed from the d-orbitals of the M-ion and
the pz orbitals of the two X-ions. The basis states are φα = {ptz, pbz, dz2 , dx2−y2 , dxy},











h1 h12 h13 0 0
h21 h2 h23 0 0
h31 h32 h3 h34 h35
0 0 h43 h4 h45
0 0 h53 h54 h5

(D.2)
Here the p-orbital Hamiltonian is formed of h11, h22 and h12 and the d-orbital block is
formed of h33, h44, h55, h34, h35 and h45 as well as their Hermitian conjugates. As can




∣∣dz2〉 interactions (corresponding to h13 & h23). These interaction
terms are necessary if the dz2 orbitals of adjacent layers are to interact via the
p-orbitals. The matrix elements of the monolayer Hamiltonian are:
h1 = εp
h2 = εp
h12 = Vz−zcos(δxc) + iVz−zsin(δxc)
h3 = 2[cos(2a) + cos(a)cos(b)]Vz2−z2 + εz2
h4 = 2cos(2a)Vxy−xy + (Vxy−xy + 3Vyx−yx)cos(a)cos(b) + εxy
h5 = 2cos(2a)Vyx−yx + (3Vxy−xy + Vyx−yx)cos(a)cos(b) + εxy
h34 = −2
√
3 sin(a)sin(b)Vz2−yx + 2i[sin(2a) + sin(a)cos(b)]Vz2−xy





3 (Vyx−yx − Vxy−xy)sin(a)sin(b) + 4i sin(a)[cos(a)− cos(b)]Vxy−yx
h13 = Vz2−z e
iδic
[
eiaeib/3 + e−iaeib/3 + e−i2b/3
]
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h23 = Vz2−z e
−iδic
[
eiaeib/3 + e−iaeib/3 + e−i2b/3
]
All index inversions are Hermitian conjugates (h†xy = hyx). There are three on-site
energy parameters {εp, εz2 , εxy} and 8 bond energies, {Vz−z, Vz2−z2 , Vxy−xy, Vyx−yx,
Vz2−yx, Vz2−xy, Vxy−yx, Vz2−z}, δi is the interlayer distance and δx is the intralayer
X-ion to X-ion separation. The variables a, b and c are defined 1/2kx,
√
3/2ky and
kz, respectively. It must be noted that in the 2D regime kz = c = 0.
The interlayer Hamiltonian presented here is designed to facilitate an inter-
action between the dz2 orbitals of layers 1 and 2 both directly and indirectly. The
∆EΓ splitting is shown to occur due to the interaction between the dz2 orbitals of the
M-ions in adjacent layers[144, 145, 303]. Here we define a bilayer with layer 1 sitting
above layer 2, the upper X-ion is labeled “t” and the lower X-ion as “b”; the full set of
basis states for the bilayer Hamiltonian are φα = {p1tz , p1bz , d1z2 , d1x2−y2 , d1xy, p2tz , p2bz , d2z2
, d2x2−y2 , d
2




the indirect interaction is mediated by the pz orbitals of the X-ions and takes the
form of two overlaps,
〈
d1z2




∣∣p1tz 〉) are neglected in the bilayer case.
The interlayer Hamiltonian can written as,
HI =

0 0 0 0 0




0 0 0 0 0
0 0 0 0 0

, (D.3)
where the superscript index represents the layer and the subscript index represents
the atomic orbital. The direct interaction between the d-orbitals is governed by





elements of the interlayer interaction Hamiltonian are listed:
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εp εz2 εxy Vz−z Vz2−z2 Vxy−xy Vyx−yx Vz2−yx Vz2−xy Vxy−yx Vz2−z
-3.0 1.046 2.104 -0.1 -0.184 0.218 0.057 0.507 0.401 0.338 0.300
Table D.1. The set of parameter values used to produce test bandstructures.
Where possible the parameter values are taken from Liu et al.[303].
h1233 = 2I0cos(c)[2cos(a)cos(b/3) + cos(2b/3)]+
2iI0cos(c)[2cos(a)sin(b/3) + sin(2b/3)]








The interlayer matrix elements reveal 2 interaction parameters I0 and I1. The param-
eter I0 determines the strength of the direct dz2 interaction; setting this parameter to
zero prevents the direct interaction between dz2 orbitals. The parameter I1 controls
the strength of the interactions between pz and dz2 orbitals.
D.2 Band Splitting
The bilayer Hamiltonian is used to produce a selection of bandstructures. One
bandstructure is generated with no interlayer interaction, a second is generated with
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interaction mediated by the pz orbitals. The set of parameter values unrelated to the
interlayer interaction are given in table D.1. There are 3 sets of interlayer interaction
strengths, they are: {I0 = 0.00, I1 = 0.00} for no interaction, {I0 = 0.05, I1 = 0.00}
for the direct interaction and {I0 = 0.00, I1 = 0.50} for the indirect interaction. The
splitting for each interaction is shown in figure D.1.
The three bandstructures (see fig. D.1) demonstrate that the indirect interac-
tion properly replicates the Γ point splitting in the valence band due to the direct
interaction.
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