Is DNA computing viable for 3-SAT problems?  by Li, Dafa
Theoretical Computer Science 290 (2003) 2095–2107
www.elsevier.com/locate/tcs
Note
Is DNA computing viable for 3-SAT problems?
Dafa Li
Department of Mathematical Sciences, Tsinghua University, Beijing 100084, China
Received 9 November 2000; received in revised form 29 October 2001; accepted 25 April 2002
Communicated by D.-Z. Du
Abstract
Adleman reported how to solve a 7-vertex instance of the Hamiltonian path problem by
means of DNA manipulations. After that a major goal of subsequent research is how to use
DNA manipulations to solve NP-hard problems, especially 3-SAT problems. Lipton proposed
DNA experiments on test tubes to solve 3-SAT problems. Liu et al. reported how to solve a
simple case of 3-SAT using DNA computing on surfaces. Lipton’s model of DNA computing
is simple and intuitive for 3-SAT problems. The separate (or extract) operation, which is a key
manipulation of DNA computing, only extracts some of the required DNA strands and Lipton
thinks that a typical percentage might be 90. But it is unknown what would happen due to
imperfect extract operation. Let p be the rate, where 0¡p¡ 1. Assume that for each distinct
string s in a test tube, there are 10l (l=13 proposed by Adleman) copies of s and that extracting
each of the required DNA strands is equally likely. Here, the present paper will report, no matter
how large l is and no matter how close to 1 p is, there always exists a class of 3-SAT problems
such that DNA computing error must occur. Therefore, DNA computing is not viable for 3-SAT.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
In 1994, Adleman [1] reported how to solve an instance of Hamiltonian path problem
(HPP) by presenting a DNA-based polynomial-time method. HPP is to ?nd an air @ight
path from given cities such that each city is visited once and only once. (For exact def-
inition of HPP please see any textbook for graphics.) HPP is NP-complete. After that
a major goal of subsequent research is how to use DNA manipulations to solve NP-hard
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problems, especially 3-SAT problems [2]. 3-SAT is the hardest of all NP problems,
which is to search for a model (or solution) of a set of clauses with each clause
composed of no more than three literals, where a literal is a variable (or an atom)
or its negation. Various solutions were tried to solve the 3-SAT problem; Lipton [4]
proposed DNA experiments on test tubes to solve it. Liu et al. [5] presented how
to solve a simple case of 3-SAT using DNA computing on surfaces. Lila Kari et
al. [3] reported how to solve the bounded post-correspondence problem using DNA.
The models of DNA computing proposed by Adleman, Lipton and others include two
phases: solution space generation and computation [2]. By Lipton’s model, the so-
lution space generation phase yields a test tube in which DNA strands encode all
2n assignments of a set of clauses, where n is the number of variables occurring
in the set of clauses; in each step of the computation phase, the separation is per-
formed on the sequence of test tubes. That is, the separation operation takes one test
tube and returns two test tubes: one containing the DNA strands that contain some
connective pattern of length , and the other containing the remaining DNA strands.
Since the separation is not complete, Lipton suggests to use the term “extract” for this
operation.
2. How to use Lipton’s model of DNA computing to solve 3-SAT
Lipton’s model of DNA computing in test tubes is simple and intuitive for 3-SAT.
The results in the present paper are based on his model. Let us brie@y describe the
model to understand the paper. It includes four manipulations: (1) synthesize large num-
ber of copies of any single DNA strand, (2) create a double DNA strand by annealing,
(3) extract (or separate) those DNA strands that contain some pattern, (4) “detect”
if a test tube is empty by PCR(polymerase chain reaction) [1,4]. Let C1; C2; : : : ; Cm
be the clauses with n variables x1; x2; : : : ; xn. Let us see how a solution which si-
multaneously satis?es all clauses above is found using Lipton’s method. By Lipton’s
method a series of test tubes t0; t1; : : : ; tm are constructed so that tk contains the DNA
strands corresponding to the assignments in which C1; C2; : : : ; Ck are true. The DNA
strands in the initial test tube t0, which correspond to the following graph Gn, are
formed in the same way that Adleman formed the test tube of all paths of a graph
[1]. For the clauses C1; C2; : : : ; Cm with n variables x1; x2; : : : ; xn let us construct a graph
Gn.
Gn has nodes a1; x1;¬x1; a2; x2;¬x2; : : : ; an; xn;¬xn; an+1. At each stage, a path has two
choices. If it takes the vertex xi, then it will encode a 1; if it takes the vertex ¬xi, then it
will encode a 0. Each path of the graph that starts at a1 and ends at an+1 is of the form
a1l1a2l2 : : : anlnan+1, where li is xi or ¬xi. For example, the path a1x1a2x2 : : : anxnan+1
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encodes the n-bit binary number 11 : : : 1; and the path a1¬x1a2¬x2 : : : an¬xnan+1 en-
codes the n-bit binary number 00 : : : 0. Therefore, all the paths of the graph that start
at a1 and end at an+1 encode all the n-bit binary numbers which correspond to all the
2n assignments of the set of clauses with n variables x1; x2; : : : ; xn. Following [1] each
vertex of the graph is associated with a random DNA pattern of the same length 
(for example =20 used in [1].) Then [1], using DNA manipulations this graph is
encoded into test tube t0 of DNA strands which encode all the paths of the graph that
start at a1 and end at an+1; that is, all the n-bit binary numbers, that is, all the 2n
assignments of the set of clauses with n variables x1; x2; : : : ; xn. Let test tube E(t; i; a)
contain all the DNA strands in test tube t for which the ith bit equals a, where a is 0
or 1: It is done by performing one extract operation that checks for the DNA strands
which contain the connective pattern associated with the variable xi(¬xi) if a=1(0).
Assuming that test tube tk has been constructed, let us construct tk+1: Let the clause
Ck+1 be lj1 ∨ lj2 ∨ lj3 , where lji is xji or ¬xji . Form E(tk ; j1; 1) if lj1 is xj1 , otherwise
form E(tk ; j1; 0). Let test tube t′k+1 be E(tk ; j1; a) and test tube r
′
k+1 contain the re-
maining DNA strands. Then construct E(r′k+1; j2; a). Let test tube t
′′
k+1 be E(r
′
k+1; j2; a)
and test tube r′′k+1 contain the remaining DNA strands. Then construct E(r
′′
k+1; j3; a).
Let t′′′k+1 be E(r
′′
k ; j3; a). Pour t
′
k+1, t
′′
k+1 and t
′′′
k+1 together to form test tube tk+1. Fi-
nally, check if the last test tube tm is empty to decide if the set of the clauses is
satis?able.
3. The key issue is the error for DNA computing
One of the Bach et al. contributions [2] is the analysis of errors due to an imperfect
split operation. Lipton’s solution generation model implies the fact. That is, assume that
for each distinct strand s in a test tube there are 10l (l=13 proposed by Adleman)
copies of s. The split operation partitions a test tube into two, such that there are 10l=2
copies in each of the two test tubes. However, a split operation is implemented by
pouring equal amounts of the contents of a test tube into two test tubes, but we cannot
get exactly half of the copies of identical strands.
Lipton thinks that the main open question is if one can actually build a DNA
computer based on the methods (see [4, p. 545, 6]). The key issue is the error
[4]. The separate (or extract) operation, which is a key manipulation of DNA
computing, only extracts some of the required DNA strands and Lipton thinks that a
typical percentage might be 90. But it is unknown what would happen due to the
imperfect extract operation. In the paper, let p be the rate, where 0¡p¡1 and
assume that extracting each of the required DNA strands is equally likely and for
each distinct string s in a test tube there are 10l (l=13 proposed by Adleman)
copies of s. The present paper will report, no matter how large l is and no mat-
ter how close to 1p is, there always exists a class of 3-SAT problems such that
DNA computing error must occur with Lipton’s model. The methods in the
present paper might also be used to study the Adleman and Liu et al.
models.
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Table 1
Test tube ti t0 t1 t2 . . . tn
Number of DNA strands 2n10l p2n−110l p22n−210l : : : pn2010l
4. There is a class of 3-SAT problems such that for Lipton’s model DNA computing
error arises
4.1. For the set of clauses C1; C2; : : : ; Cn, where Ci just is the variable xi,
DNA computing error arises
Example 1. Consider the clauses C1; C2; : : : ; Cn, where Ci is the variable xi,
i=1; 2; : : : ; n. Clearly, the set of the clauses is satis?able and there is only one
solution (or model) which simultaneously satis?es the clauses above that is,
x1 x2 : : : xn
1 1 : : : 1
:
Let us construct the series of the test tubes t0; t1; : : : ; tn. The original test tube t0
contains 2n10l DNA strand copies corresponding to 2n diLerent assignments of the
set of the clauses C1; C2; : : : ; Cn. Clearly, there are 2n−1 assignments which satisfy
C1, corresponding to 2n−110l DNA strand copies. The ?rst extract operation only ex-
tracts p2n−110l DNA strand copies corresponding to 2n−1 assignments in which C1
is true. Let t1 be E(t0; 1; 1): Then form E(t1; 2; 1): There are p2n−210l DNA strands
in the test tube t1 which correspond to 2n−2 assignments which satisfy C1 and C2.
The second extract operation only extracts p22n−210l from the test tube t1. Let t2
be E(t1; 2; 1). Then form E(tn−1; n; 1): The nth extract operation only extracts pn2010l
DNA strand copies. Let tn be E(tn−1; n; 1). Clearly, there are pn2010l DNA strand
copies in tn corresponding to one assignment in which all clauses above are true, see
Table 1.
For any p∈ (0; 1), no matter how close to 1, and for any l¿0, no matter how
large (that is, no matter how many copies of the desired DNA strands there are in the
original test tube) there always exists a natural number [l=lg(1=p)] such that pn10l¡1,
whenever n¿[l=lg(1=p)]. It means that the last test tube tn contains nothing. There-
fore an error arises. When l=13, p=0:9 suggested by Lipton, pn10l¡1 provided that
n¿284: Therefore when n¿284, for the clauses C1; C2; : : : ; Cn, where Ci is the variable
xi; i=1; 2; : : : ; n, after a series of extract operations the last test tube contains nothing.
It means that DNA computing error arises since the set of the clauses is satis?able.
When l=13, the following p and n in Table 2 satisfy pn10l¡1; that is, in these cases
DNA computing error arises.
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Table 2
p= 0:9 0:8 0:7 0:6 0:5
n¿ 284 134 84 59 43
Table 3
Test tube ti t0 t1 t2 : : : tm
The number of DNA strands 2× 10l p10l p210l : : : pm10l
Table 4
p= 0:9 0:8 0:7 0:6 0:5
m¿ 284 134 84 59 43
4.2. Let the set of clauses C1; C2; : : : ; Cm, where each Ci is the same variable x it is
intuitive to show that DNA computing error arises
Example 2. The example is trivial for SAT. Consider the clauses C1; C2; : : : ; Cm, where
each Ci is the variable x: It is allowable for 3-SAT. There is only one solution (or
model) for the clauses. Let us construct the series of the test tubes t0; t1; : : : ; tm by Lip-
ton’s method. Let t0 contain 2:10l DNA strand copies corresponding to two assignments
of the set of the clauses. Then form E(t0; 1; 1). There is only one assignment satisfying
C1, and there are 10l DNA strand copies in t0 corresponding to the assignment. It ex-
tracts p10l DNA strands of the 10l DNA strand copies. Let t1 be E(t0; 1; 1). Then form
E(t1; 1; 1). It extracts p210l DNA strands corresponding to the assignment which satis-
?es C1 and C2. Let t2 be E(t1; 1; 1). Finally, form E(tm−1; 1; 1). Let tm be E(tm−1; 1; 1).
Clearly, tm contains pm10l DNA strand copies. For any p∈ (0; 1), no matter how close
to 1, and for any l¿0, no matter how large (that is, no matter how many copies of the
desired DNA strands there are in the original test tube), there always exists a natural
number [l=lg(1=p)] such that pm10l¡1, whenever m¿[l=lg(1=p)]. It means that the
last test tube tm contains nothing. Then an error arises because the set of the clauses
is satis?able, see Table 3.
When l=13, p=0:9 suggested by Lipton, pm10l¡1 provided that m¿284. There-
fore, after a series of extract operations the last test tube contains nothing. It means that
DNA computing error arises since the set of the clauses is satis?able. When l=13,
we obtain Table 4 which is the same as Table 2, and the p and m in Table 4 satisfy
pm10l¡1; that is, in these cases DNA computing error arises.
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4.3. We can construct a set of clauses, where each clause is composed of two
literals, such that DNA computing error arises
Example 3. Let us consider the set of the clauses x1 ∨¬x2; x2 ∨¬x3; x3 ∨¬x4; : : : ; xn−1 ∨
¬xn. Let us construct the series of the test tubes t0; t1; : : : ; tn−1 by Lipton’s method. The
original test tube t0 contains 2n10l DNA strand copies corresponding to 2n diLerent
assignments of the set of the clauses above. For simplicity, let us omit the factor 10l.
Let q=1− p in the paper.
For the clause x1 ∨¬x2, let us construct the test tube t1 for it.
Step 1.1: Form E(t0; 1; 1). Clearly, there are 2n−1 assignments in which x1 is true.
By Lipton’s method the extract operation extracts p2n−1 DNA strands in which x1 is
true; that is, the DNA strands are of the following form:
x1 x2
1 
;
where  is 0 or 1. Since the extract operation is not perfect, after the extraction there
remains q2n−1 DNA strands in which x1 is true, as the form above, and 2n−1 DNA
strands in which x1 is false, as the following form:
x1 x2
0 
;
where  is 0 or 1. Let t′1 be E(t0; 1; 1) and the remainder be in r
′
1:
Step 1.2: Then form E(r′1; 2; 0). There are two cases.
Case 1: From the q2n−1 DNA strands remained in step 1.1 in which x1 is true; it
extracts pq2n−2 DNA strands in which x1 is true and x2 is false, as the following form:
x1 x2
1 0
:
Case 2: From the 2n−1 DNA strands remained in step 1.1 in which
x1 is false, as the form:
x1 x2
0 
;
it extracts p2n−2 DNA strands in which x1and x2 are false, as the following form:
x1 x2
0 0
:
Let t′′1 be E(r
′
1; 2; 0). The test tube t
′′
1 contains totally p(1+q)2
n−2 DNA strands. Pour
t′1 and t
′′
1 together to form t1. Clearly, t1 contains p2
n−1 +p(1+ q)2n−2 DNA strands.
Let us construct the test tube t2 for the clause x2 ∨¬x3.
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Step 2.1: Form E(t1; 2; 1). There are three cases:
Case 1: From the p2n−1 DNA strands extracted in step 1.1 in which x1 is true, as
the form:
x1 x2
1 
;
where  is 0 or 1, it extracts p22n−2 DNA strands in which x1 and x2 are true, as the
following form:
x1 x2 x3
1 1 
;
where  is 0 or 1; there remains pq2n−2 DNA strands in which x1 and x2 are true,
as the form above, and p2n−2 DNA strands in which x1 is true and x2 is false, as the
following form:
x1 x2 x3
1 0 
;
where  is 0 or 1.
Case 2: From the pq2n−2 DNA strands extracted in case 1 of step 1.2 in which x1
is true and x2 is false, as the following form:
x1 x2
1 0
;
it extracts nothing since x2 is false in the DNA strands, that is, all the DNA strands
remained.
Case 3: From the p2n−2 DNA strands extracted in case 2 of step 1.2 in which x1
and x2 are false, as the following form:
x1 x2
0 0
;
it extracts nothing since x2 is false in the DNA strands, that is, all the DNA strands
remained.
Let t′2 be E(t1; 2; 1) and the remainders be in r
′
2. Clearly, t
′
2 contains p
22n−2 DNA
strands.
Step 2.2: Form E(r′2; 3; 0). There are four cases.
Case 1: From the pq2n−2 DNA strands remained in case 1 of step 2.1 in which
x1 and x2 are true, as the form:
x1 x2 x3
1 1 
;
where  is 0 or 1, it extracts p2q2n−3 DNA strands in which x1 and x2 are true and
x3 is false, as the form:
x1 x2 x3
1 1 0
:
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Case 2: From the p2n−2 DNA strands remained in case 1 of step 2.1 in which
x1 is true and x2 is false, as the following form:
x1 x2 x3
1 0 
;
where  is 0 or 1, it extracts p22n−3 DNA strands in which x1 is true and x2 and x3
are false, as the following form:
x1 x2 x3
1 0 0
:
Case 3: From the pq2n−2 DNA strands remained in case 2 of step 2.1 in which
x1 is true and x2 is false, as the following form:
x1 x2
1 0
;
it extracts p2q2n−3 DNA strands in which x1 is true and x2 and x3 are false, as the
following form:
x1 x2 x3
1 0 0
:
Case 4: From the p2n−2 DNA strands remained in case 3 of step 2.1 in which
x1 and x2 are false, as the following form:
x1 x2
0 0
;
it extracts p22n−3 DNA strands in which x1 and x2 and x3 are false, as the following
form:
x1 x2 x3
0 0 0
:
In step 2.2, it extracts totally 2p2(1+q)2n−3 DNA strands. Let t′′2 be E(r
′
2; 3; 0). Pour
t′2 and t
′′
2 together to form the test tube t2. Clearly, t2 contains p
22n−2+ 2p2(1+q)2n−3
DNA strands.
Also we can construct the test tubes t3 and t4, which contain p32n−3+3p3(1+q)2n−4
and p42n−4 + 4p4(1 + q)2n−5; respectively. Let us construct the test tube tn−1 for the
clause xn−1 ∨¬xn. Assume that the test tube tn−2 has been constructed. Form E(tn−2; n−
1; 1) and let the test tube t′n−1 be E(tn−2; n−1; 1) and the remainder be in r′n−1. Clearly,
t′n−1 contains 2p
n−1 DNA strands. Then form the test tube E(r′n−1; n; 0). Let t
′′
n−1
be E(r′n−1; n; 0). Clearly, t
′′
n−1 contains (n − 1)pn−1(1 + q) DNA strands. Pour t′n−1
and t′′n−1 to form the test tube tn−1. Clearly, the last test tube tn−1 contains 2p
n−1 +
(n−1)pn−1(1+q) DNA strands, which is rewritten as pn−1(n(1+q)+p)10l. Clearly,
the limit of the latter is 0 when n→∞. From this it is not hard to see the following
fact. For any p∈ (0; 1), no matter how close to 1, and for any l¿0, no matter how
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Table 5
p= 0:9 0:8 0:7 0:6 0:5
n¿ 350 170 100 70 55
large, there always exists a natural number N such that when n¿N , pn−1(n(1 + q) +
p)10l¡1. That is, the last test tube tn−1 contains nothing. It means that DNA com-
puting error arises since the set of the clauses is satis?able.
When l=13, the following p and n in Table 5 satisfy pn−1(n(1 + q) + p)10l¡1;
that is, in these cases DNA computing error arises.
Note that when p=1, tn−1 just contains (n + 1)10l DNA strand copies of all the
n+ 1 models of the set of clauses.
Remark. There always exists a class of satis?able sets of clauses such that DNA
computing error arises due to the fact that the extract operation is not complete.
5. There is a class of 3-SAT problems for which Lipton’s model is reliable
5.1. For the set of clauses C1; C2; : : : ; Cm, where each Ci
is x3i−2 ∨ x3i−1 ∨ x3i, Lipton’s model is reliable
Example 4. Let us consider the clauses C1; C2; : : : ; Cm with n variables, where each
clause is composed of three literals. Assume that there are no common variables
between Ci and Cj, in the case n=3m. Without loss of generality, let C be x1 ∨ x2 ∨ x3,
where xi is variable, i=1; 2; 3. By Lipton’s method let us construct a series of test tubes
to ?nd solutions for the clause C. Let the test tube t0 contain all 2n10l DNA strands.
Step 1: Form E(t0; 1; 1). Clearly, there are 2n−1 assignments in which x1 is true.
By Lipton’s method it extracts p2n−110l DNA strands in which x1 is true; that is, the
DNA strands are of the following form:
x1 x2 x3
1 1 2
;
where i is 0 or 1, i=1; 2. After the extraction there remains q2n−110l DNA strands
in which x1 is true, as the form above, and 2n−110l DNA strands in which x1 is false,
as the following form:
x1 x2 x3
0 1 2
;
where i is 0 or 1, i=1; 2. Let t′ be E(t0; 1; 1) and the remainder be in r′.
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Step 2: Then form E(r′; 2; 1). There are two cases.
Case 1: From the q2n−110l DNA strands remained in step 1 in which x1 is true,
as the form:
x1 x2 x3
1 1 2
;
it extracts pq2n−210l DNA strands in which x1 and x2 are true, as the following form:
x1 x2 x3
1 1 
;
where  is 0 or 1. After the extraction there remains q22n−210l DNA strands in which
x1 and x2 are true, as the form above, and q2n−210l DNA strands in which x1 is true
and x2 is false, as the following form:
x1 x2 x3
1 0 
;
where  is 0 or 1.
Case 2: From the 2n−110l DNA strands remained in step 1 in which x1 is false, as
the following form:
x1 x2 x3
0 1 2
;
where i is 0 or 1, i=1; 2, it extracts p2n−210l DNA strands in which x1 is false and
x2 is true, as the following form:
x1 x2 x3
0 1 
;
where  is 0 or 1. After the extraction, there remains q2n−210l DNA strands in which
x1 is false and x2 is true, as the form above, and 2n−210l DNA strands in which x1
and x2 are false, as the form:
x1 x2 x3
0 0 
;
where  is 0 or 1.
In step 2, let t′′ be E(r′; 2; 1) and the remaining be in r′′. The test tube t′′ contains
totally p(1 + q)2n−210l DNA strands.
Step 3: Then form E(r′′; 3; 1). There are four cases.
Case 1: From the q22n−210l DNA strands remained in case 1 of step 2 in which x1
and x2 are true, as the following form:
x1 x2 x3
1 1 
;
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where  is 0 or 1, it extracts pq22n−310l DNA strands in which x1, x2 and x3 are all
true, as the following form:
x1 x2 x3
1 1 1
:
Case 2: From the q2n−210l DNA strands remained in case 1 of step 2 in which x1
is true and x2 is false, as the following form:
x1 x2 x3
1 0 
;
where  is 0 or 1, it extracts pq2n−310l DNA strands in which x1 and x3 are true and
x2 is false, as the following form:
x1 x2 x3
1 0 1
:
Case 3: From the q2n−210l DNA strands remained in case 2 of step 2 in which
x1 is false and x2 is true, as the following form:
x1 x2 x3
0 1 
;
where  is 0 or 1, it extracts pq2n−310l DNA strands in which x1 is false and x2 and
x3 are true, as the following form:
x1 x2 x3
0 1 1
:
Case 4: From the 2n−210l DNA strands remained in case 2 of step 2 in which x1
and x2 are false, as the form:
x1 x2 x3
0 0 
;
where  is 0 or 1, it extracts p2n−310l DNA strands in which x1 and x2 are false and
x3 is true, as the form:
x1 x2 x3
0 0 1
:
Let t′′′ be E(r′′; 3; 1). In step 3, it extracts (pq22n−310l+pq2n−310l+pq2n−310l+
p2n−310l)=p(1 + q)22n−310l.
Pour t′, t′′, t′′′ together to form the test tube t: Let T =p2n−1 + p(1 + q)2n−2 +
p(1 + q)22n−3 = ((23 − (2− p)3)=23)2n=(1 − (1 − p=2)3)2n. Therefore, the test tube
t contains ((23 − (2− p)3)=23)2n10l DNA strands in which C is true. Clearly, there
are 782
n assignments of the set of the clauses satisfying C. Totally, there are 782
n10l
DNA strand copies corresponding to the 782
n assignments in which C is true. Now the
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rate r of extracting the desired DNA strands is (23 − (2− p)3)=7. The results are the
following.
Result 1. r increases with p. When p=0, r=0; when p=1, r=1, where 06r61.
Result 2. p¡r. r − p=(p(5− p)(1− p))=7. When p=(6−√21)=7=0:472, r − p
takes the maximum 0:37: It means that when p=47:2%, r is 37% more than p: When
p=90%; r is 95%.
Let us show why r¿p. For example, for the clause C given above, where C is
x1 ∨ x2 ∨ x3, there are 2n−1 assignments in which x1 is true. When forming E(t0; 1; 1),
it extracts only p2n−110l DNA strands in which x1 is true, and there remains q2n−110l
DNA strands in which x1 is true. When forming E(r′; 2; 1), from the q2n−110l DNA
strands remained above, it extracts pq2n−210l DNA strands in which x1and x2 are
true, and the others remain. Then form E(r′′; 2; 1). From the remainder it will continue
extracting the DNA in which x1 is true.
Result 3. T increases with p. When p=0, T =0; when p=1, T = 782
n, it means that
it extracts all of the required DNA strands.
Result 4. If the clause C is composed of k literals, then T =((2k − (2− p)k)=2k)2n=
(1 − ((2− p)=2)k)2n; that is, test tube t contains ((2k − (2− p)k)=2k)2n10l DNA
strands. T increases with p (when p=1, T =(1−1=2k)2n. It means that it extracts all
of the required DNA strands and that there are (1− 1=2k)2n assignments in which C
is true.). T increases with k, when p is ?xed. Now the rate r of extracting the desired
strands is (2k − (2− p)k)=(2k − 1), so clearly r increases with k and r → 1 when
k →∞, though the rate p of each extraction of the desired DNA strands is ?xed.
By Lipton’s method let us construct a series of test tubes for Example 4. Let the test
tube t0 contain all 2n10l DNA strands. Then the test tube t1 contains
23−(2−p)3
23 2
n10l
DNA strands. Then the last test tube tm contains (
23−(2−p)3
23 )
m2n10l DNA strands since
there are no common variables between any two clauses Ci and Cj. In the case n=3m,
( 2
3−(2−p)3
23 )
m2n10l=(23 − (2− p)3)n=310l. Clearly 23 − (2− p)3 increases with p and
23 − (2− p)3¿1 whenever p¿2− 713 :=0:08. Therefore the last test tube tm contains
at least 10l DNA strands whenever p¿8%. For the class of 3-SAT problems Lipton’s
model of DNA computing is reliable since there is no problem to make p¿8%.
5.2. For the set of clauses, C1; C2; : : : ; Cm, where Ci is x2i−1 ∨ x2i,
Lipton’s model is reliable
Example 5. For the clauses C1; C2; : : : ; Cm with n variables, each clause is composed
of two literals, and we assume that there are no common variables between Ci and
Cj. The last test tube tm contains ((22 − (2− p)2)=22)m2n10l DNA strands. In the case
n=2m; ((22 − (2− p)2)=22)m2n10l=(4p − p2)n=210l. 4p − p2 increases with p and
D. Li / Theoretical Computer Science 290 (2003) 2095–2107 2107
Table 6
 Limit of  when n→∞
Example 1 1=2n 0
Example 2 1=2n 0
Example 3 (n+ 1)=2n 0
Example 4 7n=3=2n 1
Example 5 3n=2=2n 1
when p¿2−√3 :=0:27, 4p−p2¿1, it means that the last test tube tm contains at least
10l DNA strands. For the class of 3-SAT problems Lipton’s model of DNA computing
is reliable since there is no problem to make p¿27%.
Conjecture. Let S be a set of clauses and the rate  of “satis6ability” be
all solutions(or models) of S
all assignments of S
:
Then we can obtain Table 6.
From Table 6, we ?nd it is possible that the more models a set of clauses has, the
more reliable DNA computing is.
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