We propose a theory of nonlinear surface resistance of a dirty superconductor in a strong radiofrequency (RF) field, taking into account magnetic and nonmagnetic impurities, finite quasiparticle lifetimes, and a thin proximity-coupled normal layer characteristic of the oxide surface of many materials. The Usadel equations were solved to obtain the quasiparticle density of states (DOS) and the low-frequency surface resistance Rs as functions of the RF field amplitude H0. It is shown that the interplay of the broadening of the DOS peaks and a decrease of a quasiparticle gap caused by the RF currents produces a minimum in Rs(H0) and an extended rise of the quality factor Q(H0) with the RF field. Paramagnetic impurities shift the minimum in Rs(H0) to lower fields and can reduce Rs(H0) in a wide range of H0. Subgap states in the DOS can give rise to a residual surface resistance while reducing Rs at higher temperatures. A proximity-coupled normal layer at the surface can shift the minimum in Rs(H0) to either low and high fields and can reduce Rs below that of an ideal surface. The theory shows that the behavior of Rs(H0) changes as the temperature and the RF frequency are increased, and the field dependence of Q(H0) can be very sensitive to the materials processing. Our results suggest that the nonlinear RF losses can be minimized by tuning pairbreaking effects at the surface using impurity management or surface nanostructuring.
I. INTRODUCTION
The physics of electromagnetic response of superconductors, and the fundamental limits dissipation in the Meissner state at low temperatures and frequencies has recently attracted much interest. The issue of ultra-lowdissipation is particularly important for microresonators for quantum computing or radio-frequency (rf) superconducting cavities for particle accelerators [1] [2] [3] [4] [5] . At temperatures T well below the critical temperature T c and frequencies ω smaller than the gap frequency 2∆/h, swave superconductors have very small surface resistance R s ∝ exp(−∆/T ) 6 . Indeed, the Nb cavities typically have R s ∼ 10 nΩ at 2 K and 1 GHz, which translates into huge quality factors Q ∝ 1/R s ∼ 10 10 -10 11 . The surface resistance depends on the amplitude H 0 of the rf magnetic field H(t) = H 0 sin ωt and can be significantly altered by the materials treatments. For instance, R s of electropolished Nb cavities 4 at 2 K and 1 GHz increases with the rf field amplitude, consistent with the reduction of a quasiparticle gap and the superfluid density by the rf pairbreaking currents [7] [8] [9] . This manifests itself in a field-dependent London penetration depth λ(H) and the nonlinear Meissner effect [10] [11] [12] [13] [14] [15] . Yet the Nb cavities infused with nitrogen 16 , titanium 17 or other impurities 18, 19 can exhibit a striking field-induced reduction of R s (H 0 ) by factors of 2-4 as H 0 increases from 0 to < ∼ 0.5H c , where H c is the thermodynamic critical field.
The behavior of R s (H 0 ) is determined by multiple mechanisms including interplay of temporal oscillations of the density of states (DOS) and the kinetics of nonequilibrium quasiparticles under the strong rf field. The field dependence of R s (T, H 0 ) is also sensitive to the ratios ω/T and T /∆, as well as the electronic structure and compositional inhomogeneities at the surface. It was shown 20 that the well-known effect of broadening of the DOS gap peaks by the pairbreaking current [21] [22] [23] [24] can result in a pronounced minimum in R s (H 0 ), in agreement with experiment 17, 25 . Such microwave reduction of the surface resistance 20, 26 is a manifestation of a general effect by which R s can be reduced by engineering an optimum broadening of the DOS peaks at the surface using pairbreaking mechanisms. These mechanisms can be due to the rf Meissner currents, magnetic impurities, local reduction of the pairing constant, or a proximity-coupled normal layer which models nonstoichiomentry and metallic suboxide layers at the surface 27 . Sparse magnetic impurities in Nb are among realistic materials features 28, 29 which broaden the DOS peaks 24, [30] [31] [32] [33] and can reduce the low-field R s by ∼ 50% despite a small reduction of T c 27 . The DOS broadening and the appearance of subgap states at quasiparticle energies |ǫ| < ∆ have been revealed by numerous tunneling experiments 17, 34 . Such DOS has been commonly described by the phenomenological Dynes model which incorporates a constant quasiparticle lifetimeh/Γ by the replacement ǫ → ǫ + iΓ 35, 36 :
where N s is the density of states in the normal state.
Numerous STM experiments have shown that the DOS broadening can be significant, particularly in thin films and bilayers [37] [38] [39] . The subgap states have been attributed to inelastic scattering of quasiparticles on phonons 9, 40 , Coulomb correlations 41 , anisotropy of the Fermi surface 42 , inhomogeneities of the BCS pairing constant 43 , magnetic impurities 31 , spatial correlations in impurity scattering 31, 44 , or diffusive surface scattering.
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The Dynes model with a constant Γ has not been derived from a microscopic theory (see, e.g., Ref. 46 for an overview of different mechanisms), yet Eq. (1) gives an insight into how the DOS broadening could affect R s (T ) at different temperatures. For instance, at (ω, Γ) ≪ T ≪ ∆, the surface resistance is mostly determined by thermally-activated quasiparticles with ǫ ≈ ∆. In this case the DOS broadening reduces R s (T ) ∝ e −∆/T ln(T /Γ) 26 . However, the effect of subgap states reverses at very low temperatures T < (Γ, ω) for which R s (T ) is dominated by quasiparticles with ǫ ≪ ∆ if Γ(ǫ) does not vanish at ǫ → 0. In this case a finite DOS at the Fermi level N (0) = N s Γ/∆ increases R s as compared to the BCS model, giving rise to a residual surface resistance R i ∝ (Γ/∆) 2 at T → 0 26, 27 . This dependence of R s on Γ can be used to minimize R s (T ) in a particular temperature region by engineering an optimum DOS at the surface. While ways of affecting Γ in the bulk are not well understood, a better way of engineering the optimum DOS is to use the materials treatment and nanostructuring of the surface of superconducting materials which usually have a thin layer of weakened superconductivity. For instance, the Nb surface is covered by a layer of dielectric Nb 2 O 5 oxide followed by a few nm thick layer of normal metallic suboxides. Other materials such as Nb 3 Sn, MgB 2 , or iron-based superconductors can exhibit a significant surface nonstoichiometry, which can be modeled by a thin normal (N) layer coupled with the bulk by the proximity effect or a superconducting (S ′ ) layer separated by a thin insulating (I) layer from the S substrate [47] [48] [49] [50] [51] . Modification of realistic surface structures can cause profound changes in the low-energy DOS which determines the surface resistance. In particular, it has been shown 27,52,53 that a proximity-coupled N layer causes a disturbance of DOS at ǫ ≈ ∆ which extends into the S region over distances much greater than the coherence length. As a result, a thin N layer with a moderately transparent NS interface can reduce R s at weak RF fields by ∼ 15% relative to the ideal surface 27 . Here both the thickness of N layer or the transparency of the N-S interface can be tuned by the materials processing and heat treatment.
Nonlinear dc screening for an ideal surface 10-15 and proximity-coupled N-S sandwiches, including the superconductivity breakdown under a strong dc magnetic field [54] [55] [56] [57] have been thoroughly investigated in the literature. Yet the surface resistance, which is rather sensitive to the details of DOS at |ǫ| < ∆, paribreaking effects and nonequilibrium kinetics of quasiparticles, has been understood to a much lesser extent. Recently we calculated R s for a proximity-coupled N layer under a weak rf field 27 but a theory of the field-dependent nonlinear surface resistance in the Meissner state affected by different pairbreaking effects at the surface is lacking. Such a theory should take into account the microwave reduction of R s due to current pairbreaking 20, 26 , the nonlinear rf response of a proximity-coupled N layer and nonequilibrium kinetics of quasiparticles due to collision with phonons and impurities under strong rf field 9, 58 . In this work we address some of these issues and calculate the field-dependent surface resistance for an imperfect surface using the Usadel equations for dirty superconductors [59] [60] [61] . Our results show how the dependence of R s (H 0 ) on the rf amplitude is affected by multiple realistic materials features and suggest ways by which R s (H 0 ) could be optimized by tuning the concentration of paramagnetic impurities or properties of the N layer. These results may be useful for improving the quality factors of the resonant cavities for particle accelerators and microresonators for quantum information processing and photon detectors.
The paper is organized as follows. In Sec. II, the geometry of the problem, the Usadel equations, and the boundary conditions are formulated. We obtain formulas for a low-frequency nonlinear surface resistance and evaluate a contribution of nonequilibrium effects. In Sec. III, we calculate R s (H 0 ) for a superconductor with paramagnetic impurities and show that they can produce a significant minimum in R s (H 0 ) as a function of H 0 . In Sec. IV, we investigate the effect of the Dynes parameter Γ on R s and show that a finite Γ results in a residual resistance at T ≪ T c and affects a nonlinear field dependence of R s (H 0 ) in the way similar to that of paramagnetic impurities at intermediate temperatures. In Sec. V, we consider the effect of SIS ′ surface nanostructuring which can shift the minimum in R s (H 0 ) to higher fields. In Sec. VI, we calculate R s (T, H 0 ) for a superconductor covered with a thin, proximity-coupled N layer and investigate the field dependence of R s (H 0 ) and the position of the minimum of R s (H 0 ) as functions of temperature, thickness of the N layer and the contact resistance R B . In Sec. VII, we discuss implications of our results for engineering an optimum DOS at the surface to reduce the rf losses in superconductors under strong electromagnetic fields.
II. GREEN'S FUNCTIONS AND SURFACE RESISTANCE A. Usadel equation
Consider the geometry shown in Fig. 1 which represents a superconductor with an ideal surface or a superconductor S covered with a proximity-coupled N layer or a layer of another superconductor S ′ at −d ≤ x < 0. For a dirty superconductor, the equilibrium normal and anomalous Green's functions G = cos θ and F = sin θ satisfy the thermodynamic Usadel equation:
Here D is the electron diffusivity, the prime denotes differentiation with respect to x, ω n = πT (2n + 1) are the Matsubara frequencies,ω n = ω n + Γ, and Γ accounts for a finite quasiparticle lifetime in the Dynes model. The pairbreaking parameter s = DQ 2 /2 + Γ p contains two contribution: the first term comes from the effect of pairbreaking currents and the second term accounts for spin-flip scattering on magnetic impurities. Here Q = ∇θ + 2πA/φ 0 is the gauge invariant phase gradient, A is the vector potential, φ 0 is the flux quantum, and Γ p is the spin-flip parameter due to magnetic impurities [31] [32] [33] . For the planar geometry shown in Fig. 1 , (φ 0 /2π)Q(x, t) = −µ 0 λH 0 e −x/λ sin ωt at x ≥ 0 and Q(x, t) = Q(0, t) at x < 0, where λ is the bulk London penetration depth. We assume that H 0 is well below the superheating field 62-64 so a weak dependence of λ on H 0 due to the nonlinear Meissner effect 10-15 is negligible. We also neglect the field attenuation in the N surface layer with the thickness d ≪ ξ ≪ λ. Hence,
where H c = (N s /µ 0 ) 1/2 ∆ is the thermodynamic critical field, ∆ is the pair potential at T = 0, and Γ p is assumed uniform. Here ∆(x, T, s) satisfies the BCS selfconsistency equation,
Here g is the pairing constant in the S region, and the summation over ω n is cut off at the Debye frequency Ω. Eqs. (2)- (5) are supplemented by the following boundary conditions at x = −d and x = ∞:
Here θ s defines the bulk Green's function satisfying Eq. (2) with θ ′′ → 0. We also use the standard boundary conditions at the N-S interface:
Here θ − ≡ θ| x=−0 , θ 0 ≡ θ| x=+0 , R B is the N-S contact resistance, and σ n and σ s are the normal-state conductivities in the N and S regions, respectively. It is convenient to define the dimensionless parameters:
where N n and N s are the normal densities of states in N and S regions, and ξ n = D n /2∆ and ξ s = D s /2∆ are the respective coherence lengths. More general boundary conditions for quasiclassical Green's functions are given in Refs. 66 and 67. Yet Eqs. (7) and (8) can be used if the NS interface has a small transmission coefficient
where ξ 0 is a coherence length in the clean limit 27 . For a thin N layer with d ≪ ξ s < ξ 0 , the condition t ≪ 1 includes the essential cases with both β > 1 and β ≪ 1.
Calculation of the electromagnetic response requires retarded Green's functions G R = cosh θ and F R = sinh θ. In the case of dc currents and magnetic fields, θ satisfies the real-frequency Usadel equation:
whereǫ = ǫ + iΓ. The quasiparticle DOS is given by
For a uniform superconductor with s = 0, G R = ǫ/ √ǫ 2 − ∆ 2 and Eq. (12) reduces to Eq. (1). The pair potential ∆ s for an ideal surface in the case of weak pairbreaking (s ≪ ∆, Γ ≪ ∆) was calculated in Appendix A:
where ∆ = 2Ω exp(−1/g).
B. Surface resistance
We consider here type-II superconductors (λ ≫ ξ) for which the nonlocal BCS electromagnetic response 6 simplifies to the local relation J ω = σ(ω)E ω between the Fourier components of the current density J ω and the electric field E ω . Here σ(ω) = σ 1 − iσ 2 is a complex conductivity, where σ 2 (ω) = 1/µ 0 ωλ 2 accounts for the Meissner effect, and the quasiparticle conductivity σ 1 (ω) determines the rf dissipation. To express R s in terms of σ 1 , we use E ω (x) = −iωA ω (x) and J ω (x) = −iωσ(x, ω)A ω (x) and calculate the power dissipation per
dx by integrating the local power density σ 1 E 2 (x). For the case shown in Fig. 1(a,b) , this yields
where d ≪ λ. We used Eq. (14) previosly to calculate a low-field R s in a superconductor with a proximitycoupled N layer at the surface 27 . Extension of Eq. (14) to high rf fields requires taking into account nonlinearities of the electromagnetic response in both σ 1 and σ 2 = (µ 0 ωλ 2 ) −1 . The dependence of λ on H 0 usually referred to as the nonlinear Meissner effect [10] [11] [12] [13] [14] , is rather weak at T ≪ T c , ω ≪ ∆, and H 0 < ∼ 0.5H c , so it will be neglected in this work. By contrast σ 1 controlled by the current-induced DOS broadening and nonequilibrium kinetics of quasiparticles is far more sensitive to a low-frequency rf field than σ 2 determined by the net superfluid density. Calculation of the field-dependent σ 1 in a dirty limit can be done using the time-dependent Usadel equation and kinetic equations for quasiparticles under strong low-frequency rf field 9, 58 . In this case Eq. (14) can describe the field-dependent surface resistance, if the quasiparticle conductivity σ 1 (H 0 ) is averaged over the rf period, taking into account temporal oscillations of the DOS and the distribution function of quasiparticles caused by the current pair-breaking parameter s(x, t). The nonlinear conductivity σ 1 (H 0 ) derived in Appendix B is given by 20 :
where f (ǫ, t) is a distribution function of quasiparticles and M [ǫ, ω, x, s(x, t)] is a spectral function:
For weak or low-frequency rf fields, f (ǫ) tends to the equilibrium Fermi distribution f 0 (ǫ) = (e ǫ/T + 1) −1 , and Eq. (15) takes the form:
This formula determines the local nonlinear conductivity in a type-II superconductor where both the magnitude of the rf field and σ 1 (x, H 0 ) vary slowly over ξ. At low fields H 0 ≪ (ω/∆) 3/4 H c and frequencies ω ≪ T , the surface resistance R s = µ 2 0 ω 2 λ 3 σ 1 /2 can be calculated from Eqs. (16) and (17) 
at Γ = 0 and d = 0. This yields 1, 6, 26 :
where ρ n = 1/σ n , and C ≈ 9/2. The logarithmic factor in Eq. (18) results from two close square root singularities at ǫ = ±∆ and ǫ = ±(∆ + ω) in M (ǫ, ω). These singularities characteristic of the idealized BCS model disappear as the DOS peaks are broaden by pair-breaking 20 , bulk subgap states 26 or realistic surface features 27 . In turn, strong rf fields can drive quasiparticles out of equilibrium, so f (ǫ) in Eq. (15) should in general be calculated by solving a kinetic equation 9, 58 .
C. Nonequilibrium effects
Deviation of f (ǫ, x, t) from f 0 (ǫ) is determined by an absorbed rf power and a rate of the power transfer from quasiparticles to phonons. At T ≪ ∆ the power transfer bottleneck is provided by scattering of quasiparticles on phonons which determine an inelastic scattering time τ s and a recombination time of Cooper pairs τ r , where τ s and τ r depend on T and ǫ 9,68 . For instance, τ r and τ s at ǫ = ∆ in the absence of the rf field are given by
where τ 1 and τ 2 are materials constants. For Nb with T c = 9.2 K, ∆ = 1.9T c , τ 1 = 3·10 −12 s, and τ 2 = 8·10 −11 s 68 , Eq. (19) gives τ r ∼ 4 · 10 −8 s and τ s ≃ 2 · 10 −8 s at T = 2 K. As T increases to 4K, the time constants τ r ≃ 4 · 10 −10 s and τ s ≃ 2 · 10 −9 s diminish but remain much longer than the relaxation time constant of the superconducting condensate,h/∆ ∼ 10 −12 s. At T ≪ T c and ω ≪ ∆/h an exponentially small density of quasiparticles has practically no effect on the dynamics of the condensate which reacts nearly instantaneously to the timedependent currents. As a result, the spectral function M in Eq. (16) is determined by the quasi-static Green's functions. However, σ 1 can be very sensitive to a slow dynamics of nonequilibrium quasiparticles which control the distribution function f . Depending on the magnitude of the rf field, and the relation between ω and the relaxation time constants, quasiparticles can either follow the temporal variations of M (t) if (τ r , τ s )ω ≫ 1 or relax quickly to the equilibrium state if (τ r , τ s )ω ≪ 1. Both τ r and τ s increase strongly as T decreases, so nonequilibrium effects become more pronounced at T ≪ T c .
We evaluate non-equilibrium effects in f using the kinetic equation for the matrix distribution function in a dirty superconductor in a low-frequency magnetic field 9, 58, 69 . In this case the quasiparticle electron-hole symmetry and the charge neutrality are preserved and the matrix kinetic equation reduces to only one equation for a correction to the odd in ǫ distribution function δf ǫ (t). It is convenient to define
where the amplitude h ǫ (x, t) quantifies deviation of f from equilibrium (nonequilibrium effects are negligible if h ǫ ≪ 1). Using Eq. (13) and the parameterization G R = cosh(u + iv), F R = sinh(u + iv), the kinetic equation obtained in Ref. 58 can be recast in the form:
where I ph is the electron-phonon collision integral:
. (22) Here phonons are assumed to be at equilibrium, and the low-energy phonon spectral function µ(ω) = α 2 (ω)F (ω) = bω 2 is used, where the constant b was calculated in Ref. 68 for different materials.
We neglect the diffusion term in Eq. (21) assuming that the rf currents vary slowly over ξ and the diffusion length of quasiparticles. We also neglect the contribution of h ǫ ′ to the collision integral (42) 
Here γ ǫ is the rate of electron-phonon inelastic collisions, and F ǫ (t) is a driving term. Because u ǫ (t) and v ǫ (t) depend on s(t), both γ ǫ (t) and F ǫ (t) are functions of time.
At low frequencies ω ≪ γ ǫ , the term ∂h/∂t in Eq. (23) can be neglected, and
At high frequencies ω ≫ γ ǫ , the electron-phonon collisions term in Eq. (23) can be neglected, and
The functions h ǫ (t) given by Eqs. (26) and (27) θ = u + iv was calculated by numerically solving the uniform quasistatic Usadel equation (11). Hence, it follows that: 1. The magnitude of h ǫ increases as T decreases, consistent with the above qualitative analysis. 2. The function h ǫ has broadened peaks at ǫ ≃ ±∆ and decreases rapidly at |ǫ| > ∆ as |ǫ| increases. 3. Nonequilibrium subgap states which appear in h ǫ become more pronounced as the rf field increases and T decreases. 4. As the subgap parameter Γ increases, the amplitude of the gap peaks in h ǫ diminishes. As follows from Figs. 2 and 3, the nonequilibrium effects become negligible (h ǫ ≪ 1) as ω and H 0 decrease or Γ increases. For instance, at H 0 < ∼ 0.5H c and ω ≃ (2 − 3) · 10 −3 ∆ (which corresponds to 1-2 GHz for Nb), the condition h ∆ < ∼ 1 is satisfied at 4K at Γ/∆ = 0.05 and at 2K at Γ/∆ = 0.1. The reduction of h ǫ as Γ increases reflects acceleration of the energy relaxation of quasiparticles due to a finite DOS at |ǫ| < ∆ and the smearing out the DOS gap singularity. In turn, faster energy relaxation and diminishing nonequilibrium effects are facilitated by a proximity coupled N layer at the surface which provides a source of low-energy quasiparticles with ǫ < ∆. This layer plays a role of a "quasiparticle trap" which can reduce the density of nonequilibrium quasiparticles in a superconductor 70, 71 . Given the wide range of the materials parameters, H 0 , ω and T where the nonequilibrium effects are not of prime importance, we assume here the Fermi-Dirac distribution in Eq. (15) to identify the material features which can be tuned to optimize R s (H 0 ).
III. AN IDEAL SURFACE WITH MAGNETIC IMPURITIES IN THE BULK
Consider the effect of pairbreaking magnetic impurities on the nonlinear surface resistance at Γ = 0. Here G R = cosh θ and F R = sinh θ in the spectral function M are calculated from a quasi-static Usadel equation (11) θ = u + iv, where the low-frequency rf currents (ω ≪ ∆) vary slowly over ξ so θ ′′ can be neglected:
Separating real and imaginary parts of Eq. (28) gives a quadratic equation for sin v and a cubic equation for sinh 2u with the solutions 20 :
The density of states n = ReG R = cosh u cos v calculated from Eqs. (29)- (31) is shown in Fig. 4 for different values of the pairbreaking parameter s. Here the DOS vanishes at energies |ǫ| < ǫ g , where 24 :
Because of current and paramagnetic pairbreaking effects the quasiparticle gap ǫ g is smaller than ∆, vanishing at s > 0.43∆ s . If Γ p < 0.22 the gap ǫ g remains finite even at the superheating field H sh ≃ 0.84H c , consistent with the previous result obtained for Γ p = 0 15 .
Surface resistance
We calculate the nonlinear surface resistance R s (H 0 ) using Eqs. (14), (16) In this case the x-integration in Eq. (14) can be changed to integration over s, giving
where τ = ωt. Shown in is a minimum in R s (H 0 ) resulting from the interplay of the current-induced broadening of the DOS peaks which reduces R s and the reduction of ǫ g which increases R s 20 . This effect of the rf field suppression of R s (H 0 ) can be qualitatively understood from Eq. (18) in which the logarithmic term results from two close square root singularities in M (ǫ) for the idealized DOS of the BCS model at ω ≪ T . This logarithmic singularity at ω = 0 is suppressed by either magnetic or current pairbreaking or the Dynes DOS broadening. As was pointed out above, any weak broadening of the DOS peaks reduces R s . For instance, the pairbreaking effects take over if they broaden the DOS peaks to the width δǫ ∼ s 2/3 ∆ 1/3 exceeding ω, so that the gap singularity in M (ǫ) is cut off at the fielddependent δǫ rather than ω. Thus, R s at s > ω 3/2 ∆ −1/2 can be roughly evaluated by replacing ω → δǫ in Eq. (18) , giving a logarithmic decrease of R s with H 0 :
The decrease of R s (H 0 ) with H 0 eventually stops at the field H m defined by δǫ(H m ) ∼ T . Hence,
At
which decreases with T . This qualitative consideration is consistent with the numerical calculations of R s (H 0 ) done at T /∆ = 0.11 and ω/∆ = 0.004. For this case shown in Fig. 5 , the minimum disappears at Γ p > ∼ 0.01∆. As follows from Fig. 5 , moderate magnetic pairbreaking decreases R s (H 0 ) at low fields while increasing R s (H 0 ) at higher fields. Here Γ p ≃ 0.01∆ corresponds to an optimum DOS broadening due to magnetic pairbreaking. At higher fields the combined magnetic and current pairbreaking parameter s exceeds the optimal value and R s (H 0 ) increases sharply with H 0 so the position of the minimum in R s (Γ p ) depends on H 0 . Shown in Fig 6 are R s (Γ p ) curves calculated for various H 0 and T . Here the optimal Γ p proportional to the density of magnetic impurities decreases as H 0 increases but increases as T increases. For Γ p =hv F /2ℓ s ∼ 0.01∆, the optimum spin-flip scattering mean free path ℓ s ∼ 10 2 ξ 0 is much larger than ξ 0 in the absence of low-energy bound states on magnetic impurities 27 . The evolution of R s (H 0 ) as temperature increases is shown in Fig. 7 . Here the minimum in R s (H 0 ) becomes shallower and shifts to lower fields as T decreases. This behavior is consistent with the above qualitative discussion around Eqs. (36) and (37) that at low temperatures T ∼ δǫ ∼ ∆(s/∆) 2/3 , the effect of DOS broadening on R s (H 0 ) weakens and R s (H 0 ) is dominated by the reduction of the quasiparticle gap ǫ g (H 0 ) with H 0 . The evolution of R s (H 0 ) with the frequency ω is similar to the effect of Γ p and T considered above. For instance, the results of our calculations presented in Fig. 8 show that the minimum in R s (H 0 ) becomes shallower and shifts to lower fields as ω increases, and disappears at ω > ∼ T . It should be noted that this behavior of R s (H 0 , T, ω, Γ p ) obtained for the equilibrium distribution function of quasiparticle can change at low temperatures where the nonequilibrium effects become important. For 
IV. AN IDEAL SURFACE WITH BULK SUBGAP STATES
In this section we address the effect of bulk subgap states on the dependencies of the nonlinear surface resistance on the rf field, frequency and temperature. 
The density of states n = cosh u cos v calculated from Eqs. (38) and (39) is shown in Fig. 9 . Here the gap peaks in the DOS are smeared even at s = 0 and subgap states appear at ǫ = 0. The density of these subgap states increases with s. For instance, at ǫ = 0, the solution of the uniform Usadel equation in the first order in (Γ, s)/∆ ≪ 1 gives:
where Eq. (13) was used. 
B. Surface resistance
The surface resistance at Γ > 0 is calculated by generalization of Eq. (34):
Here τ = ωt, and the spectral function M is defined by Eq. (16), where G R and F R are obtained from the solutions of Eqs. (38) and (39) .
Shown in in Fig. 10 is R s (H 0 ) calculated for different values of Γ. Here the effect of subgap states on the field dependence of R s (H 0 ) appears similar to the effect of magnetic impurities shown in Fig. 5 . The dashed curve in Fig. 10 corresponds to R s (H 0 ) for an ideal surface with no magnetic impurities and bulk subgap states 20 . The minimum in R s (H 0 ) comes from the interplay of the broadening of the DOS peaks and a reduction of the quasiparticle gap by current. Here the DOS peaks are broaden by both rf currents and a finite lifetime of quasiparticle, so the minimum in R s (H 0 ) shifts to lower fields as Γ increases. If Γ exceeds a critical value Γ c ∼ T 3/2 ∆ −1/2 (see Eq. (37)), the optimum DOS peak width occurs at H 0 = 0, and R s (H 0 ) increases monotonically with H 0 . Yet the effect of subgap states on the temperature dependences of R s (H 0 , T ) turns out to be rather different from that of magnetic impurities. Shown in Fig. 11 are the Arrhenius plots of R s versus 1/T calculated for different values of s and Γ. At higher temperatures, ln R s follows the linear dependence of 1/T expected from Eq. (18) of the BCS model. Here moderate broadening of the DOS peaks due to current pairbreaking and subgap states reduce R s . At lower temperatures, ln R s deviates from the linear dependence and levels off at a finite residual surface resistance, which comes from a finite density of subgap states at ǫ = 0 26, 27 . Because n(ǫ = 0) depends on s (see Eq. (40)), the residual surface resistance also depends on the rf field. Figure 12 shows the effect of temperature on the field dependence of R s (H 0 ). Here the minimum in R s (H 0 ) becomes shallower and shifts to lower fields as T decreases, similar to that is shown in Fig. 7 . At the lowest temperature in Fig. 12 , the monotonic increase of R s (H 0 ) with H 0 mostly reflects the field dependence of the residual surface resistance. The effect of the rf frequency on the field dependence of R s shown in Fig. 13 is similar to that in Fig. 8 for magnetic impurities.
V. S ′ -I-S SURFACE NANOSTRUCTURING
In this section we consider a way of tuning the nonlinear surface resistance by a higher -T c or H c superconducting (S ′ ) layer separated by a thin dielectric (I) layer from the bulk superconductor (S) as shown in Fig.  1b . Here the I layer is assummed thick enough to suppress the Josephson coupling of the S and S ′ layers which remain coupled through the electromagnetic interaction of screening currents. The use of S ′ -I-S multilayers was proposed to increase the superheating field and the onset of dissipative penetration of vortices in superconductors under strong rf fields 47 . It has been shown 48-51 that, if the penetration depth λ ′ of the S ′ layer exceeds λ of the S-substrate, the S ′ -I-S structure can withstand the fields exceeding the superheating fields of both S and S ′ regions at the optimal thickness of the S ′ layer d ∼ λ ′ . This results from a current counterflow 48, 49 induced in the S ′ layer by the S-substrate with λ < λ ′ . Here we address manifestations of this counterflow effect in the field-dependence of R s (H 0 ) for a S ′ -I-S structure.
A. Density of states
The retarded Green's functions and ∆(x) are calculated from the Usadel equations in the S and S ′ regions with the respective pair-breaking parameters s(x) obtained by solving the London equations with the boundary conditions ∂ x A(−d) = µ 0 H(t) and the continuity of A(x) and ∂ x A(s) at the S − S ′ interface at x = 0. Using the solution of the London equation 48, 49 , we obtain:
The amplitudes s 0 and s ′ 0 are given by
Here the prime corresponds to the respective parameters of the S ′ layer, and the factor C describes the field attenuation by the S ′ layer at the S-S ′ interface. Shown in Fig. 14 is the DOS calculated for a Nb 3 Sn layer on the bulk Nb. Here the DOS in the S ′ layer is less broadened as compared to the S region, even though it is the S ′ layer which is directly exposed to the external field. Such reduction of the pairbreaking effect in the S ′ layer results from a counterflow induced by the S substrate if λ ′ > λ 48, 49 . This condition is satisfied for Nb 3 Sn-Nb multilayers with typical values of λ ′ ≃ (2 − 3)λ. 
B. Surface resistance
The surface resistance of the S ′ -I-S structure is:
Here the first term in the brackets describes the contribution of the S region in the same way as in Eq. We first use Eq. (47) to calculate R s (H 0 ) for a dirtier S ′ layer deposited onto the same but a cleaner material S with ∆ = ∆ ′ . For instance, Fig. 15 shows the results for a dirty Nb layer on a cleaner Nb substrate. Here the dirtier layer always increases R s (H 0 ) at low fields consistent with the Mattis-Bardeen Eq. (18). However,
Mitigation of the highfield increase of R s (H 0 ) by a dirty surface layer reflects the counterflow effect which reduces the surface current in the S ′ layer, while the S ′ layer partially screens the bulk S region. As a result, the minimum in R s (H 0 ) shifts to a higher field at d ≃ d m , where d m is an optimal thickness at which the S-I-S ′ structure can screen the magnetic field exceeding the bulk superheating fields of both S and S smaller than R s for Nb at T ≪ T c . As a result, R s reduces as d increases, in contrast to the case for a Nb-Nb multilayer. However, thick Nb 3 Sn films with d ≫ λ ′ are prone to the dissipative vortex penetration at lower fields
, resulting in a significant increases of R s . Thus, we are interested in optimum thicknesses d < ∼ λ ′ for which the field onset of vortex penetration is greatly increased 47 while the screening field limit is pushed up beyond the superheating fields of both S and S ′ superconductors 48, 49 . As an illustration, Fig. 16 shows R s (H 0 ) calculated for Γ ′ = 0.05∆ and Γ = 0.01∆. In this case the minimum in R s (H 0 ) in a thick S ′ layer with d ≫ λ ′ disappears due to the large Γ ′ . However, a thin S ′ coating with d ∼ λ ′ not only preserves the minimum in R s (H 0 ) but also pushes it to higher fields exceeding H c of the S substate. These results suggest that a thin Nb 3 Sn coating can be used to produce high gradient resonant cavities with no field degradation of the quality factors Q(H 0 ) which can exceed Q Nb (H 0 ) up to fields close to the superheating field of Nb 3 Sn.
VI. PROXIMITY COUPLED NORMAL LAYER AT THE SURFACE
In this section we consider the effect of a thin N layer on R s (H 0 ), generalizing our approach developed for the calculations of R s at low fields 27 to the case of strong current pairbreaking in type-II superconductors with λ ≫ ξ and proximity-coupled systems [59] [60] [61] . For the geometry shown in Fig. 1(b) , θ(x) is nearly constant across a thin N layer with d N ≪ ξ N , so the problem can be reduced to solving the Usadel equation only in the S region and taking into account the effect of the N layer by a selfconsistent boundary condition at x = 0. In what follows we outline the essential steps of this approach and give the final formulas necessary for the calculations of R s (H 0 ), relegating all technical details to Appendix C.
Retarded Green's functions and density of states
The real-frequency Usadel equation for the functions u and v in the S-region can be written in the form
where
Here u s and v s are the solutions of the uniform Usadel Eq. (38) and (39) . As shown in Appendix C, Eqs. (48) and (49) are supplemented by the following boundary condition on the S-side at x = +0:
According to the boundary condition (7), the complex function θ(x) = u(x) + iv(x) has a jump at x = 0 for any nonzero contact resistance R B . Here θ(−0) = u − + iv − on the N side of the N-S interface is related to θ(x + 0) = u 0 + iv 0 by two coupled equations:
where r = D S /D N , and the parameter Ψ in Eq. (52) and (53) which accounts for a short-range disturbance of the pair potential caused by the N layer in the S region was calculated in Appendix C:
Here ∆(x) is given by Eq. (13), and θ s is determined by the uniform thermodynamic Usadel equation: The closed set of Eqs. (48)- (58) determine selfconsistently the Green functions and the pair potential. We solved these equations numerically to calculate the spectral function M (ǫ, s) and the DOS which are the key input characteristics in the calculations of R s (H 0 ). For instance, Fig. 17 shows the DOS at (a) the N and (b) S side of the interface at x = 0. For a small contact resistance R B , that is, a nearly transparent interface with β ≪ 1 (solid curves), the N and S regions are strongly coupled and the behaviors of both N N (ǫ) and N S (ǫ) are similar to that of N (ǫ) shown in Fig. 9 for an ideal surface. As R B and β increases (dashed curves), the proximity coupling of the N and S regions weakens, and minigap states in the N layer appear. These states are further broaden and shifted to lower energies by current. Figure 18 shows the evolution of the DOS in the S region with the distance from the NS interface calculated for: (a) s/∆ = 0.005 and (b) s/∆ = 0.1. As x increases, the effect of the N layer on the DOS weakens and N (ǫ) approaches the bulk DOS in the S region. A spatial extent of the DOS disturbance by the proximity effect is given by L ∼ ξ s (∆/δǫ) 1/4 , where δǫ is the DOS peak width 27 . As s increases δǫ increases and the proximity induced DOS disturbance becomes more short-ranged.
Surface resistance
The surface resistance is given by Eqs. (47):
Here the first term in the brackets comes from the contribution of the N layer. The integral term describes the contribution of the S region, where I(x) defined by Eq. (42) is calculated by solving Eqs. (48)- (58) taking into account both the proximity effect and the spatial variation of the current pairbreaking parameter s(x). Shown in Fig. 19 is R s (H 0 ) calculated from Eq. (59) for different thicknesses of the N layer, where the dashed curves correspond to R s (H 0 ) for an ideal surface with Γ = 0.005∆. In all cases the minimum in R s (H 0 ) is due to the interplay of the current-induced DOS broadening and the reduction of the quasiparticle gap. As a result, the N layer shifts the minimum in R s (H 0 ) to lower fields as d increases because the proximity-induced DOS broadening becomes more pronounced as the N layer gets thicker, so that the optimum width of DOS peaks is achieved at smaller H 0 . For strongly-coupled N layers represented in Fig. 19(a) , the minimum in R s (H 0 ) disappears as the N layer thickness exceeds a critical value d > d c = αξ s N s /N n which is still much smaller than ξ s at α ≃ 0.1.
As follows from Fig. 19(a) , for thin strongly-coupled N layers with α < ∼ 0.05, there is a crossover in the field dependence of R s (H 0 ): the low-field R s (H 0 ) is smaller than the corresponding R s for an ideal surface but this relation reverses as H 0 increases. This reduction of R s at small d comes from the long range proximity effect in which the length L ∼ ξ s (∆/δǫ) 1/4 of the DOS disturbance produced by the N layer extends deep into the S region providing an optimum DOS broadening 27 . The resulting reduction of R s (H 0 = 0) in the S region overwhelms the increase of R s due to dissipation in the N layer if δǫ ∼ Γ ≪ ∆. However, as H 0 increases, the current-induced DOS broadening takes over, shortening the range of DOS disturbance L as shown in Fig. 18 and increasing R s in the S region. It should be noted that this behavior of R s (H 0 ) is only characteristic of stronglycoupled N layers with β ≪ 1. For weakly coupled N lay- ers with large contact resistances and β > 1, the field crossover in R s (H 0 ) disappears, as shown in Fig. 19(b) .
The effects of contact resistance on R s (H 0 ) is shown in Fig. 20 . In the case of D n = 0.5D s represented by Fig. 20(a) the proximity effect reduces R s at low fields at β < ∼ 0.1 but the optimal β at high RF fields becomes much larger. For instance, the deepest minimum in R s (H 0 ) and the lowest high field R s (H 0 ) occur at intermediate coupling β ≃ 0.5. For larger β > ∼ 1, the minigap reduction in the N layer becomes dominant mechanism which increases R s (H 0 ). A rather different evolution R s (H 0 ) with β occurs for a highly conductive N layer with D n = 10D s represented in Fig. 20(b) . In this case the N layer gives the main contribution to R s but the effect of the contact resistance on R s is rather intricate: R s first increases with β reaching the maximum low-field values at β ≃ 7 and then decreases as β further increases. Here R s (H 0 )) at β > ∼ 3 exceeds R s of a completely decoupled N layer at β → ∞. Such unexpected behavior can be understood by analysing the Green functions in the N and S regions shown in As the field increases, ReF decreases, so R s approaches R s of the normal state. Shown in Fig. 22 is the effect of diffusivity ratio D n /D s on R s (H 0 ) calculated for different values of β. As the ratio D n /D s increases, the minimum first shifts to lower fields because the effect of current pair-breaking in the N layer becomes more pronounced so that R s (H 0 ) turns to increase at lower fields. However, this trend reverses at larger β as it is evident from Fig. 22(c) , where the minimum disappears and the field dependence of R s (H 0 ) is determined by the behavior of the Green functions dis- Now we turn to the effects of temperature and the rf frequency on the field dependence of R s (H 0 ). Fig. 23 shows that the evolution of R s (H 0 ) with T can change as the interface resistance increases and the N layer becomes more decoupled. For instance, at β = 1, the minimum in R s (H 0 ) becomes shallower and shifts to lower fields as T decreases. This behavior of R s (H 0 , T ) is controlled by the same mechanism discussed above in relation to Figs. 7 and 12. However, this evolution of R s (H 0 ) with T reverses for β = 7 corresponding to the solid curves in Fig. 23 . In this case the minimum becomes more pronounced and shifts to higher fields as T decreases. Here the field dependence of R s (H 0 ) is mostly determined by the effect of the N layer similar to that is shown in Fig. 22(c) , whereas the contribution of the S region diminishes at T decreases. The effect of frequency on R s (H 0 ) shown in Fig. 24 is qualitatively similar to that was discussed above in relation to Figs. 8 and 13 . In both cases our calculations do not take into account nonequilibrium effects which become more pronounced at lower temperatures and higher frequencies.
VII. DISCUSSION
In this work we address mechanisms of nonlinear RF losses and show that R s (H 0 ) can be reduced by optimizing the DOS using a multitude of pairbreaking mechanisms, including the N-S or S-I-S ′ surface nanostructuring, impurity management or the rf Meissner currents. Here the nonmonotonic field dependence of R s (H 0 ) results from the broadening of the DOS gap peaks by the pair-breaking rf currents 20 . Combining the rf current pairbreaking with pairbreaking caused by the material features 26, 27 opens up opportunities to tune the field dependence of R s (H 0 ) by materials processing and surface treatment. For instance, magnetic impurities shift the minimum in R s (H 0 ) to lower fields and can reduce R s (H 0 ) in a wide range of H 0 (Figs. 5) . Bulk subgap states can give rise to a residual surface resistance while reducing R s at higher temperatures (see Figs. 10 and 11) . A S-I-S ′ multilayer with the optimal thickness d ∼ λ ′ can shift the minimum in R s (H 0 ) to higher fields exceeding the superheating field of the S-substrate. A proximitycoupled N layer not only affects the field position and the depth of the minimum in R s (H 0 ) but can also reduce the surface resistance below R s for an ideal surface without the N layer (see Figs. 19, 20, and 22) .
These results can explain why the field dependence of the quality factor Q(H 0 ) ∝ 1/R s (H 0 ) can be very sensitive to the materials processing. For instance, magnetic impurities in Nb have been attributed to oxygen vacancies in Nb 2 O 5 , while other impurities can segregate at the surface during chemical polishing and electro polishing 28, 29 . It has been found that low-temperature baking increases the Curie constant, which in turn increases the spin flip parameter Γ p and affects R s (H 0 ) curves as shown in Fig. 5 . Tunneling experiments have shown that the DOS is strongly affected by infusion of Ti at hightemperatures, which sharpens the DOS peaks and results in a pronounced minimum in R s (H 0 ) 17 . These observations are consistent with the results of this work in which the behavior of R s (H 0 ) is controlled by the DOS at the surface and the values of Γ and Γ p which manifest themselves in different R s (H 0 ) curves shown in Fig. 10 .
A common feature of many superconducting materials is a thin proximity-coupled N layer on the surface, for example, metallic suboxides underneath the dielectric Nb 2 O 5 pentooxide layer on the Nb surface. Chemical or heat treatments change the properties of the N layer, particularly the thickness, impurity concentration, and the interface contact resistance 72, 73 . As a result, the materials processing used for superconducting resonator cavities 79, 80 , such as electropolishing 74 and heat treatments at high temperatures 16, 17 and low temperatures [75] [76] [77] , can significantly affect R s (H 0 ). These observations are qualitatively consistent with our calculations which show that various R s (H 0 ) curves similar to those observed on the Nb cavities can occur, depending on the N layer properties and the value of R B , as illustrated by Figs. 19, 20, and 22. Yet a quantitative comparison of our theory with experiment would require independent measurements of multiple parameters characterizing a particular material, for example, the thickness and conductivity of the N layer, R B , Γ N and Γ S , as well as the way these parameters change after different materials treatments. This information can be extracted from different surface characterization techniques, for example, scanning tunneling microscopy or X-ray photoelectron spectroscopy. Such surface measurements combined with the rf measurements of Q(H 0 ) and the theory analysis could clarify whether it is a reduction of the thickness of the N layer or contact resistance or the Dynes parameters in the bulk which plays a major role in the development of the fieldinduced reduction of R s (H 0 ) after the Ti or N infusion or other heat treatments in Nb. Tuning of R s (H 0 ) can also be done by depositing a S ′ layer with higher-H c and λ ′ > λ on the S surface, which can withstand magnetic fields of the order of the superheating field H ′ s while significantly increasing the field onset of vortex penetration 47 . Moreover, the current counterflow caused by the S substrate in the S ′ layer with λ ′ > λ allows the S-I-S ′ structure to remain in the Meissner state at H 0 exceeding both superheating fields H s and H ′ s at an optimum thickness d ∼ λ ′ 48-50 . This counterflow effect can shift the minimum in R s (H 0 ) to higher fields exceeding H s of the S-region at d ≃ λ ′ , as shown in Fig. 16 for a Nb 3 Sn-I-Nb structure. Also, the Nb covered with a dirtier Nb layer, which models the Nb surface after low-temperature baking 78 , mitigates the high-field increase of R s (H 0 )
26,64 as shown in Fig. 15 . This conclusion is also qualitatively consistent with experiments on the Nb cavities (see, e.g., reviews 79 and 80 or Refs. 77 and 81 for recent developments).
For a superconductor with an ideal surface, the minimum in R s (H 0 ) shown in Figs. 7 and 12 becomes shallower as T decreases. On the other hand, for a weaklycoupled N layer with a large contact resistance (β > ∼ 1), the minimum in R s (H 0 ) becomes more pronounced as the temperature decreases (see Fig. 23 ) because the N layer contribution to R s (H 0 ) becomes dominant at low T . These conclusions follow from our calculations in which the equilibrium distribution function of quasipar-ticles f 0 (ǫ) was assumed. As shown in Sec. II C, this condition is satisfied at low frequencieshω ≪ k B T , the subgap states and minigaps in the N layer accelerate the energy relaxation of quasiparticles reducing the deviation of f (ǫ) from the Fermi distribution. Yet the calculations of R s (H 0 ) at low temperatures and higher frequencies would require the non-equilibrium quasiparticle distribution function obtained by solving the kinetic equations for strong RF fields 9,58,69 . We considered different ways of minimization of R s (H 0 ) by optimizing the DOS at the surface. Yet it should be noted that the optimum parameters actually depend on the rf amplitude. For instance, Fig. 6 shows that the optimum spin flip parameter Γ p is different for different H 0 , although the optimum concentration of paramagnetic impurities is roughly determined by the spin-flip scattering mean free path ℓ s ∼ 10 2 ξ 0 , at which R s can be significantly reduced in a wide range of H 0 . The subgap states affect R s in a way similar to that of paramagnetic impurities at higher temperatures. While the physics and materials mechanisms behind the Dynes parameter Γ are not well understood, tunneling spectroscopy can give valuable insights into how Γ is affected by various materials processing. The observed values of Γ can then be used as input parameters in the theory of this work to identify the optimum materials treatments which minimize the nonlinear surface resistance.
The time-averaged nonlinear conductivity σ 1 =σ is defined in terms of the mean dissipated power q =σE 
In the dirty limit P 1 (ǫ, ǫ ′ , t 0 ) and P 2 (ǫ, ǫ ′ , t 0 ) are even functions of t 0 , so only sin ωt 1 contributes:
π/ω 0 dt dǫ 2π P 1 (ǫ, ǫ + ω, t)− P 1 (ǫ + ω, ǫ, t) + P 2 (ǫ + ω, ǫ, t) − P 2 (ǫ, ǫ + ω, t) . (B12)
Using TrĜ z ·Ĝ z = 2G · G + F · F † + F † · F gives 
If s = 0, we have cos v ǫ = 1, cosh u ǫ = ǫ/ √ ǫ 2 − ∆ 2 , sinh u ǫ = ∆/ √ ǫ 2 − ∆ 2 at |ǫ| > ∆. If |ǫ| < ∆ the integrand in Eqs. (B14) and (B15) vanishes andσ reproduces the Mattis-Bardeen result for ω < ∆: 
Hence
Here a modified Bessel function reduces to K 0 (ω/2T ) ≃ ln(4T /ω) − γ E at ω ≪ 2T , where γ E = 0.577 is the Euler constant. Then Eq. (B18) gives R s = µ 0 ω 2 λ 3 σ 1 /2 which reproduces Eq. (18) with C = 4e −γE ≈ 9/2. 
where α and β are defined by Eqs. (9) and (10) . To obtain the relation between θ − at the N side of the boundary and θ 
Hereω Sn = ω n + Γ S . In the vicinity of the NS interface, the proximity effect causes a weak short-range disturbance ∆(x) = ∆ s + δ∆(x). we can approximate by 27 :
with Ψ to be determined self-consistently. Integrating Eq. (C5) from 0 to +0 and using θ ′ (−0) = αη, we obtain the boundary condition for Eq. (C5) at x = +0: θ ′ (+0) = αη + Ψ cos θ 0 .
A thin N layer produces a weak disturbance of the pair potential, Ψ ≪ 1 27 , so Eq. (C5) can be linearized in δθ(x) = θ(x) − θ s , giving δθ ′′ = −k 2 δθ where k is defined by Eq. (57) . Hence, 
whereǫ N = ǫ + iΓ N . In the S region we have:
whereǫ S = ǫ + iΓ S , and Ψ is given by Eq. (56) . Substituting θ = u + iv into Eq. (C10) and separating real and imaginary parts at x = +0 yields Eqs. (48) 
Taking here θ 0 = u 0 + iv 0 and θ − = u − + iv − and separating real and imaginary parts yields Eqs. (54) and (55) . Another boundary condition is obtained by integrating Eq. (C10) from x = −0 to x = +0, which yields rθ Separating here real and imaginary parts results in Eqs. (52) and (53) .
