We study a continuous time random walk X in an environment of dynamic random conductances in Z d . We assume that the conductances are stationary ergodic, uniformly bounded and bounded away from zero and polynomially mixing in space and time. We prove a quenched invariance principle for X, and obtain Green's functions bounds and a local limit theorem. We also discuss a connection to stochastic interface models.
Introduction
We consider the Euclidean lattice Z d equipped with the set E d of non oriented nearest neighbour bonds: E d = {e = {x, y} : x, y ∈ Z d , |x − y| = 1}. We will also write x ∼ y when {x, y} ∈ E d . Denote byΩ = [0, ∞) E d and by Ω the set of all measurable functions from R toΩ. We equip Ω with a σ-algebra F and a probability measure P so that (Ω, F , P) becomes a probability space. The random environment is given by the coordinate maps µ ω e (t) = ω e (t), t ∈ R, e ∈ E d . We will refer to µ e (t) as the conductance of the edge e at time t. Further, write µ ω xy (t) = µ {x,y} (t) = µ yx (t), and µ xy (t) = 0 if {x, y} ∈ E d , and set µ x (t) = (1.1)
We denote by D(R, Z d ) the space of Z d -valued càdlàg functions on R. For a given ω ∈ Ω and for s ∈ R and x ∈ Z d , let P ω s,x be the probability measure on D(R, Z d ), under which the coordinate process (X t ) t∈R is the continuous-time Markov chain on Z d starting in x at time t = s with time-dependent generator given by: (1.2)
That is, X is the time-inhomogeneous random walk, whose time-dependent jump rates are given by the conductances. Note that the counting measure, independent of t, is an invariant measure for X. Further, we denote by p ω (s, x; t, y), x, y ∈ Z d , s ≤ t, the transition densities of the time-inhomogeneous random walk X. This model of a random walk in a random environment is known in the literature -at least in the case of timeindependent conductances -as the Random Conductance Model or RCM. Note that the total jump rate out of any site x is not normalized, in particular the sojourn time at site x depends on x. Therefore, the random walk X is sometimes called the variable speed random walk (VSRW). However, for the purpose of this paper it would also be possible to consider the constant speed random walk (CSRW) with total jump rates normalized to one (cf. Remark 1.5 below).
On (Ω, F , P) we define a d + 1 parameter group of transformations (τ t,x ) (t,x)∈R×Z d by τ t,x : Ω → Ω (µ e (s)) s∈R,e∈E d → (µ x+e (t + s)) s∈R,e∈E d so that obviously τ s+t,x+y = τ s,x • τ t,y . Notice that p τ h,z ω (s, x; t, y) = p ω (s + h, x + z; t + h, y + z), µ τ h,z ω xy (t) = µ We are interested in the P almost sure or quenched long range behavior, in particular in obtaining a quenched functional limit theorem (QFCLT) or invariance principle for the process X starting in 0 at time 0. To that aim we need to state some assumptions on the environment measure P.
Assumption A1 (Ergodicity). τ t,x (A) ∈ F for all A ∈ F , and the measure P is invariant and ergodic w.r.t. (τ t,x ), i.e. P[A] ∈ {0, 1} for any event A such that τ t,x (A) = A for all t ∈ R and x ∈ Z d .
Assumption A2 (Stochastic Continuity). For any δ > 0 and f ∈ L 2 (P) we have
Thanks to Assumption A1 and A2 the family of operators (T t ) t∈R acting on L 2 (P), defined by T t f = f • τ t,0 , forms a strongly continuous group of unitary operators. Its L 2 (P)-generator will be denoted by
f (τ t,0 ω).
By Corollary 1.1.6 in [EK] the generator is closed and densely defined. Note that D t is an anti-selfadjoint operator in L 2 (P), i.e.
in particular
(1.4) Assumption A3 (Ellipticity). There exist positive constants C l and C u such that P C l ≤ µ e (t) ≤ C u , ∀e ∈ E d , t ∈ R = 1.
(1.5)
We recall that under Assumption A3 the following heat kernel estimates have been proven in [DD] (see also [GOS, Appendix B] for similar bounds). Proposition 1.1. There exist constants c 1 , . . . , c 5 such that for P-a.e. ω and for every t ≥ s ≥ 0 the following holds: i) If x, y ∈ Z d and D = |x − y| ≤ c 1 (t − s), then p ω (s, x; t, y) ≤ c 2 (t − s) d/2 exp(−c 3 D 2 /(t − s)) (Gaussian regime).
ii) If x, y ∈ Z d and D = |x − y| ≥ c 1 (t − s), then p ω (s, x; t, y) ≤ c 4 1 ∨ (t − s) d/2 exp(−c 5 D(1 + log(D/(t − s))) (Poisson regime).
Our first result is the following averaged or annealed FCLT. Let P ⊗ P ω s,x be the joint law of the environment and the random walk, and the annealed law is defined to be the marginal P *
Theorem 1.2. Let d ≥ 1 and suppose that Assumptions A1-A3 hold. Then, the law of X (ε) converges under P * 0,0 to the law of a Brownian motion on R d with a deterministic non-degenerate covariance matrix Σ.
To prove a QFCLT we will need some mixing assumptions on the environment. We denote by B(Ω) the set of bounded and measurable functions on Ω and C 1 b,loc (Ω) the set of differentiable functions onΩ = [0, ∞) E d with bounded derivatives depending only on a finite number of variables.
Assumption A4 (Time-mixing of the environment). There exists p 1 > 1 such that for every m ∈ N the following holds: For each ϕ, ψ ∈ B(Ω) of the form ϕ(ω) =φ(ω(t 1 )) and ψ(ω) =ψ(ω(t 2 )) with
Assumption A5 (Space-mixing of the environment). Let d ≥ 3. There exists p 2 > 2d/(d − 2) such that for every m ∈ N and for every x ∈ Z d the following holds: For each ϕ, ψ ∈ B(Ω) of the form ϕ(ω) =φ(ω(t 0 )) and ψ(ω) =ψ(ω(t 0 )) for someφ,ψ ∈ C 1 b,loc (Ω) depending on m variables we have
We are now ready to state the following QFCLT as our main result. converges (under P ω 0,0 ) in law to a Brownian motion on R d with a deterministic nondegenerate covariance matrix Σ.
Notice that Theorem 1.3 only covers the transient lattice dimensions d ≥ 3. In order to get an invariance principle for X also in dimensions d ≤ 2, we need to modify the mixing assumptions as follows.
Assumption A4'. Assumption A4 holds with
Assumption A5'. There exists p 2 > 1 such that for every m ∈ N and for every L > 0 the following holds: For each ϕ, ψ ∈ B(Ω) of the form ϕ(ω) =φ(ω(t 1 )) and ψ(ω) =ψ(ω(t 2 )),
Theorem 1.4. Let d ≥ 1 and suppose that Assumptions A1-A3, A4' and A5' hold. Then, P-a.s. X (ε) converges (under P ω 0,0 ) in law to a Brownian motion on R d with a deterministic non-degenerate covariance matrix Σ. Remark 1.5. One can also consider the time-inhomogeneous constant speed random walk or CSRW Y = (Y t , t ∈ R, P ω s,x , (s, x) ∈ R × Z d ) with generator given by:
In contrast to the VSRW X, whose waiting time at any site x ∈ Z d depends on x, the CSRW waits at each site an exponential time with mean one. Since the CSRW is a time change of the VSRW, an invariance principle for Y follows from an invariance principle for X by the same arguments as in [ABDH, Section 6.2] . In this case the limiting object is a Brownian motion in R d with covariance matrix Σ C = (1/Eµ 0 (0))Σ V , where Σ V denotes the covariance matrix of the limiting Brownian motion in the invariance principle for X.
Next we state some consequences of our results, which follow from arguments in [BH] by combining the invariance principle for X and the Gaussian bound for the heat kernel. First, we have a local limit theorem for the heat kernel. Write
for the Gaussian heat kernel with diffusion matrix Σ.
ii) Under the assumptions of Theorem 1.3 or Theorem 1.4 we have
Proof. Given the annealed or quenched invariance principle and the heat kernel bounds in Proposition 1.1 this can be proven as in Section 4 of [BH] .
When d ≥ 3 the calculations in Section 6 of [BH] then give the following bound on the Green kernel g ω (x, y) defined by
Theorem 1.7. Let d ≥ 3 and suppose that the assumptions of Theorem 1.3 or Theorem 1.4 hold.
i) There exist constants c 1 and c 2 such that for
iii) We have, P-a.s.,
In the case of static conductances, quenched invariance principles for the random conductance model have been proven by a number of different authors under various restrictions on the law of the conductances, see [SS, BP, Ma, BD] . Recently, these results have been unified in [ABDH] , where a QFCLT has been obtained for the RCM with general nonnegative i.i.d. conductances. We also refer the reader to [Bi] for a recent survey on this topic.
On the other hand, to our knowledge the present paper is the first one proving an invariance principle for the RCM with a time-dynamic environment. However, quenched invariance principles have been proven for several other discrete-time random walks in a dynamic random environment. In [BMP1] a QFCLT is obtained for random walks in space-time product environments by using Fourier-analytic methods. This result has been improved in [BMP2] to environments satisfying an exponential spatial mixing assumption and in [BZ] to Markovian environments by using more probabilistic techniques. Another very successful approach is the well-established Kipnis-Varadhan technique based on the process of the environment as seen from the particle. In [RS1] this approach has been used to get a QFCLT for the random walk in space-time product environments. Moreover, it has been applied in [DoLi] to random walks in a dynamic enviroment, which forms a Gibbsian Markov chain in time with spatial mixing, and in [JR] to random walks on R d , where the environment is i.i.d. in time and polynomially mixing in space. Recently, a general class of random walks in an ergodic Markovian environment satisfying some coupling conditions has been studied in [RV] .
Also in this paper we will follow the approach in [RS1] , so we use the process of the environment as seen from the particle and the method of the 'corrector', that is we decompose the random walk X into a martingale and a time-dependent corrector function. Due to the time-inhomogeneity and the resulting lack of reversibility we need to apply the adaptions of the Kipnis-Varadhan method to non-reversible situations in [MW] and [KLO] . In particular, in order to construct the corrector we show that the generator of the environment seen from the particle is a perturbation of a normal operator in the sense of [KLO, Section 2.7.5] . This is done in Section 2. As a byproduct this will already imply the annealed FCLT in Theorem 1.2.
Once the corrector is constructed, the QFCLT for the martingale part is standard, so it remains to control the corrector. To that aim we still follow [RS1] and apply the theory of 'fractional coboundaries' of Derriennic and Lin in [DeLi] . The main step in this approach is to establish a subdiffusive bound on the corrector (see Proposition 3.1 below), which is done in Section 3. To obtain this bound we establish so-called two-walk estimates, i.e. we consider the difference of two independent copies of X evolving in the same fixed environment ω (cf. e.g. [JR] or Appendix A in [RS2] ). In d ≥ 3, following [Mou] we show that the variance decay of the environment viewed from the particle is strong enough for our purposes by using the mixing assumption A4 and A5 (see Lemma 3.3). In the recurrent lattice dimensions d ≤ 2 the estimate for the variance decay is not good enough, so we give a different argument here involving the modified mixing asumptions A4' and A5'.
In Section 4 we prove the main result, i.e. we state a tightness result, which is a direct consequence from the heat kernel bounds in Proposition 1.1, and show the QFCLT for the martingale part. To control the corrector we apply the results in [DeLi] , which are stated in the discrete-time setting. Since it is not clear to us, how to apply them directly in the continuous-time setting, we first prove the QFCLT for the discretized process as in [BD] . More precisely, we define X n = X n , n ∈ N, and consider the process
We can control sup t≤T |X
will follow from one for X (ε) .
Finally, in Section 5 we point out a link to stochastic interface models (see [F] ). Namely, a local limit theorem for the RCM with dynamic conductances can be used to obtain scaling limits for the space-time covariation of the Ginzburg-Landau interface model via Helffer-Sjöstrand representation.
Throughout the paper we write c to denote a positive constant which may change on each appearance. Constants denoted c i will be the same through each argument.
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Construction of the Corrector
Throughout this section we suppose that Assumptions A1-A3 hold. We define the process of the environment seen from the particle by
Proposition 2.1.
i) The process (η t ) t≥0 is Markovian with transition semigroup
The semigroup (P t ) extends uniquely to a strongly continuous semigroup of contractions on
ii) The measure P is invariant and ergodic for η.
Proof. i) The Markov property as well as the representation of the semigroup follow from (1.3) by similar arguments as in Lemma 3.1 in [KLO] . For every bounded f ∈ D(D t ) we have
Taking limits for t ↓ 0, using the fact that p ω (0, 0; t, y) → δ 0y , we obtain the formula for Lf . Obviously, the operators L and D t have the same domain.
ii) Let f ∈ D(L). Since the operator D t is anti-selfadjoint we have D t f P = 0. Hence,
where we have used the invariance of P w.r.t. τ t,x and (1.3). Thus, P is an invariant measure for η. To prove that P is also ergodic, let now A ∈ F with P t 1l A = 1l A . Then,
Since for all t > 0 and y ∈ Z d there is a stricly positive lower bound for p ω (0, 0; t, y) independent of ω (see Proposition 4.3 in [DD] ) we get
Thus, the set A is invariant under τ t,x . Since P is ergodic w.r.t. τ t,x we conclude that A is P-trivial and the claim follows.
where we have used again the invariance of P w.r.t. τ t,x and (1.3).
Let P * t and L * denote the L 2 (P)-adjoint operators of P t and L, respectively.
Proposition 2.3. We have
Proof. Using (1.3) we compute the adjoint of P t as
and the representation for P * t follows. To compute L * we use a similar procedure as in Lemma 2.2 and get
which gives the claim.
Next we introduce the Hilbert spaces H 1 and H −1 . Let C be a common core of the operators L and L * . On C we define the seminorm
Let H 1 be the completion of C (or more precisely the completion of equivalence classes of elements in C w.r.t. the equivalence relation f ∼ g if f − g H 1 = 0) w.r.t. . H 1 . Then, H 1 is a Hilbert space with inner product ., . H 1 given by polarization:
.
Associated with H 1 we define the dual space H −1 as follows. For f ∈ L 2 (P) let
The Hilbert space H −1 is then defined as the . H −1 -completion of (equivalence classes of) elements in C with finite . H −1 -norm. As before the inner product ., . H −1 is defined through polarization. We refer to Section 2.2 in [KLO] for more details. Next we define the local drift
where f j (x) = x j , x j and y j denoting the j-th component of x and y. Since µ
Proof. It suffices to show that
. By definition of V j we have
Hence, using Cauchy Schwarz and Lemma 2.2
and we obtain (2.1).
For λ > 0, we consider for each j the solution u
The proof of Proposition 2.5 will be based on the following statement proven in [KLO] .
ii) The Dirichlet forms of L and L 0 are equivalent, i.e. there exist positive constants c 1 and c 2 such that
iii) B satisfies a sector condition w.r.t. L 0 , i.e. there exists a positive constant c such that
Proof. By Proposition 2.25 in [KLO] the assumptions imply that
The claim follows then from Lemma 2.16 in [KLO] .
Proof of Proposition 2.5. We decompose the operator L = L 0 + B with
and
A similar calculation as in the proof of Lemma 2.2 shows that
The claim will follow from Proposition 2.6 and Lemma 2.4 once we have verified conditions i)-iii) in Proposition 2.6. To show i), note that the closure of L 0 is the generator of a semigroup (P 0 t ) that corresponds to a process seen from the particle associated with a simple random walk on Z d with constant jump rates C l . In particular, the associated process is time-homogeneous, i.e. the corresponding transition probabilities satisfy p
Since this random walk is obviously reversible w.r.t. the counting measure, we have p ω 0 (t, x, y) =p ω 0 (t, x, y). Then, since we have similar representations for P 0 t and (P 0 t ) * as for the semigroups in Proposition 2.1 and Proposition 2.3, we get
which implies that the closure of L 0 is normal (see Theorem 13.37 in [Ru] ). Condition ii) is immediate from Lemma 2.2, (2.3) and the ellipticity condition (1.5).
To prove iii) we use (2.4), Cauchy Schwarz and the ellipticity condition (1.5), which gives f, Bg
and the claim follows.
For abbreviation we write
Proposition 2.7. For all non-negative t ∈ Q and x ∈ Z d the limit
exists along a subfamily (λ ′ ) for P-a.e. ω. Moreover, the mapping t → χ(t, X t , ω) can be extended to a right-continuous function on [0, ∞) such that
Proof. For every j = 1, . . . , d and every λ > 0 we have that for P-a.e. ω the processes
are both P ω 0,0 -martingales, where as before f j (x) = x j . Then, using the definition of V j and the fact that u j λ solves the resolvent equation (2.2) we get
(2.9)
In a first step we show that the martingale N j,λ t converges in L 2 (P ⊗ P ω 0,0 ) as λ ↓ 0 to a martingale N j t . To that aim it is enough to prove that N j,λ t is a Cauchy sequence in L 2 (P ⊗ P ω 0,0 ). Since P is an invariant measure for η we use Lemma 2.2 to obtain
converges to a martingale, whose right-continuous modification we denote by M j t . We define
The next step is to show that the last term in (2.9) converges to zero in L 2 (P ⊗ P ω 0,0 ) as λ ↓ 0. Since V j ∈ H −1 we have that lim λ λu j λ = 0 in L 2 (P) (cf. equation (2.15) in [KLO] ). Thus, for every j = 1, . . . , d,
Thus, by taking L 2 (P ⊗ P ω 0,0 )-limits in (2.9) we get that χ λ (t, X t , ·) converges in L 2 (P ⊗ P ω 0,0 ) as λ ↓ 0 for every t ≥ 0. By a diagonal procedure we can extract a suitable subsequence λ ′ such that for P-a.e. ω we have that χ λ (t, X t , ω) has a limit in L 2 (P ω 0,0 ) and P ω 0,0 -a.s. along λ ′ for all non-negative t ∈ Q. In particular, the limit is σ(X t )-measurable and will therefore be denoted by χ(t, X t , ω). Hence,
(2.10)
Moreover, for P-a.e. ω,
Since p ω (0, 0; t, y) > 0 for all t > 0 and x ∈ Z d , we conclude that for P-a.e. ω the limit in (2.5) exists for every non-negative t ∈ Q and every y ∈ Z d . Finally, using (2.10) and the fact that X t and M t have right-continuous trajectories, we can extend χ(t, X t , ω) to a right-continuous function on [0, ∞) and (2.6) follows.
Remark 2.8. Note that for all non-negative s, t ∈ Q and x, y ∈ Z d ,
along the chosen subsequence for P-a.e. ω. The function h λ (ω 0 , ω 1 ) :
to a function h. In particular, for P-a.e. ω, h(τ s,x ω, τ t,y ω) = χ(t, y, ω) − χ(s, x, ω).
Corollary 2.9. For P-a.e. ω the corrector satisfies the cocycle property
for non-negative s, t ∈ Q.
Proof. We have
and the claim follows by taking the L 2 (P)-limit along λ ′ on both sides.
In the following, for any G :
Corollary 2.10. For every v ∈ R d the covariation process of the martingale Proof. First we compute the covariation process of the martingale M j,λ t defined as in the proof of Proposition 2.7. To that aim we define z j,λ (t, x, ω) := x j + u j λ (τ t,x ω). Then, by adding (2.7) and (2.8) we get
In particular,
and by taking limits on both sides along λ ′ , we obtain
For an arbitrary v ∈ R d a similar computation gives (2.11).
We conclude this section with a convergence result, which will imply the annealed invariance principle. Nevertheless, it will be convenient to complete the proof of Theorem 1.2 in Section 4 below. Proposition 2.11.
Proof. Consider an arbitrary fixed j ∈ {1, . . . , d}. Still using the notation in the proof of Proposition 2.7 we have for every t and any λ > 0,
and by Cauchy-Schwarz we get
We argue similarly as in the proof of Proposition 2.7. Using the fact that P is an invariant measure for the environment process η we obtain
13)
14)
Choosing λ = t −1 the claim follows by Proposition 2.5.
Subdiffusive Bound on the Corrector
In this section we shall prove the following Proposition 3.1. Under the assumptions of Theorem 1.3 or Theorem 1.4, there exists an α < 1/2 such that EE ω 0,0 |χ(n, X n , ω)| 2 = O(n 2α ).
Convergence of the Resolvents
Proposition 3.2. Under the assumptions of Theorem 1.3 or Theorem 1.4, there exists an α < 1/2 such that for every j = 1, . . . , d,
Note that while for the annealed FCLT the convergence in Proposition 2.11 is sufficient, we will need the stronger statement in Proposition 3.1 for the QFCLT. This difference also appears in the corresponding results on the resolvents u λ , (cf. Proposition 2.5 and Proposition 3.2). Before we prove Proposition 3.2 we will first show how it implies Proposition 3.1.
Proof of Proposition 3.1. Similarly to the proof of Proposition 2.11 we show that for a certain λ chosen below depending on n the terms in the right hand side of (2.13)-(2.15) are in O(n 2α ). We shall use similar arguments as in [MW] , in particular cf. Lemma 2 and Corollary 4 in [MW] . In a first step we will show that
Indeed, using the fact that u j λ solves the resolvent equation (2.2) we have
, which gives (3.1). In particular, choosing λ k = 2 −k , we get
Let now k n be the integer k such that 2 k−1 ≤ n < 2 k . Then, we use the elementary estimate
m ) by Proposition 3.2. Therefore, for n large enough
Thus, the claim follows by choosing λ kn for λ in equation (2.13)-(2.15).
Recall that (P t ) t≥0 denotes the transition semigroup of the environment process η.
Lemma 3.3. Under the assumptions of Theorem 1.3 or Theorem 1.4, there exists α < 1/2 such that for every j = 1, . . . , d,
Lemma 3.3, which will be proven in the next subsection, immediately implies Proposition 3.2.
Proof of Proposition 3.2. Since u j λ is the solution of the resolvent equation (2.2),
Hence, by Lemma 3.3 we get that
which is the claim.
A Two-Walk Estimate
In this subsection we prove Lemma 3.3. We shall use techniques from [JR, Section 3] , [RS2, Appendix A] and [Mou] . Denote by (X t ) t and (X t ) t two independent random walks evolving in the same environment ω both starting from zero. We will write P 2,x,x in short for the averaged law of (X,X) starting in (x,x) ∈ Z d ×Z d and E 2,x,x for the corresponding expectation, i.e. E 2,x,
For abbreviation we will write P 2,x = P 2,x,0 and E 2,x = E 2,x,0 as well as P 2 = P 2,0,0 and E 2 = E 2,0,0 . Furthermore, let (Y t ) t≥0 be the continuous time Markov chain evolving in an environment ω with transition probabilities given by
The corresponding expectation will be denoted by E π,ω s,x . In particular, note that for every ω the law of X t −X t induced by E 
Proof. By the heat kernel estimates in Proposition 1.1 we have
Proof of Lemma 3.3 under Assumptions A4 and A5
Let d ≥ 3 and assume that A1-A5 hold. It is enough to show that there exists β > 1/2 such that for every j = 1, . . . , d,
(0), so by Assumptions A1 and A3 we have E[V j ] = 0 and V j L ∞ (P) ≤ 2C u , respectively. In particular, it suffices to prove (3.2) for t ≥ 1. Setting
we have by the translation invariance of P
Let κ > 0 to be chosen below. Then, for every z ∈ Z d we use Lemma 3.4 and Assumption A5 and obtain
Hence,
Next we rewrite the Dirichlet form of the process η as
Then, by the time mixing in Assumption A4 we have
where we also used Assumption A1 in the fourth step and (3.3) in the last step. The other three terms in (3.5) can be treated similarly, and we obtain that
Note that by the ellipticity in Assumption A3 for any f ∈ D(L) the Dirichlet form f, f H 1 is comparable with the Dirichlet form of the environment process associated with a simple random walk on Z d . Thus, by Proposition 3.2 in [Mou] , which is a simple consequence of the local Poincaré inequality on Z d , there exists C S > 0 such that for any f ∈ D(L) and n ∈ N,
Combining this with (3.4) and (3.6) we get
By Assumption A5 we have p 2 > 2d/(d − 2), so there exists δ > 0 such that
Finally, choosing n = t ̺ in (3.7) gives (3.2).
Proof of Lemma 3.3 under Assumptions A4' and A5'
Let d ≥ 1 and assume that A1-A3, A4' and A5' hold. Notice first that
and that by definition V j (ω) = µ ω 0,e j (0) − µ ω 0,−e j (0), so by Assumption A1 and A3 we have E[V j ] = 0 and V j L ∞ (P) ≤ 2C u , respectively. Again it suffices to consider t ≥ 1.
For any 0 ≤ r < s ≤ t with s − r ≥ 1 we have by Assumption A4'
and set T t := t δ and L t := (1 ∨ c 1 )T t (with constant c 1 as in Proposition 1.1). Then,
Now we shall consider pairs of times r and s with distance less than T t . We decompose the integral as follows.
To estimate the first term in (3.9) note that conditioned on the event {|X r −X s | > L t } we have that V j (τ r,Xr ω) and V j (τ s,Xs ω) depend only on variables contained in two subsets of Z d with distance L t . Thus, by Assumption A5' we obtain
Next we estimate the second term in (3.9). First we use the Markov property to get
1 L t , we use the heat kernel estimates in Proposition 1.1 to obtain
An elementary computation now gives
To estimate the last term in (3.9) we use Lemma 3.4 to obtain in the case d ≥ 2 (3.12) and if d = 1
Finally, combining (3.8) and (3.9) we get in the case d ≥ 2 by (3.10), (3.11) and (3.12)
Analogously, if d = 1 we obtain by (3.10), (3.11) and (3.13) that
The claim follows by our choice of δ, L t and T t .
Invariance Principle for X
In this section we prove the annealed FCLT in Theorem 1.2 and the quenched FCLT in Theorem 1.3 and Theorem 1.4, respectively. Throughout this section we suppose that Assumptions A1-A3 hold. The first step to prove a quenched invariance principle for the random walk X is to show that the processes X (ε) are tight.
Proof. From the heat kernel estimates in Proposition 1.1 one can derive tail estimates for the exit times of X from balls (see e.g. [ABDH, Proposition 4.7] ). Then tightness follows by the same arguments as in [ABDH, Proposition 5.13 ].
For n ∈ N let X n = X n , and set
Thus it is sufficient to prove that the martingale M (ε) converges to a Brownian motion with a certain covariance matrix, and that the second term in (4.4) converges to zero in P ω 0,0 -probability for P-a.a. ω (resp. in P * 0,0 -probability) to get the quenched FCLT (resp. the annealed FCLT). For any G :
Proposition 4.3. For P-a.e. ω, the sequence of processes ( M (ε) ) converges in law in the Skorohod topology to a Brownian motion with a non-degenerate covariance matrix Σ given by Σ ij = EΦ i Φ j .
Proof. We proceed as in [BB] . Let v ∈ R d be a unit vector, write as before M v n = v · M n , and let
In the notation of Corollary 2.10
, and so by (2.11) the covariance process of
So by the ergodicity of the environment process η w.r.t. P we have n
Using the same arguments as in [BB, Theorem 6.2] it is straightforward to check the conditions of the Lindeberg-Feller FCLT for martingales (see for example [Du, Theorem 3.4 .5]), and deduce that v · M (ε) converges to a real-valued Brownian motion with nonrandom covariance E[ v · Φ 2 ω ], which can be written as v · Σv, where Σ is the matrix with coefficients given by Σ ij = E[Φ i Φ j ]. By the Cramer-Wold Theorem (see e.g. Theorem 3.9.5 in [Du] ) we get that M (ε) converges in law to an R d -valued Brownian motion with covariance matrix Σ.
It remains to show that Σ is non-degenerate. By the uniform lower bound on the conductances in Assumption A3 we have for every unit vector v ∈ R d that v·Σv ≥ v·Σ C l v, where Σ C l denotes the non-degenerate covariance matrix of the limiting Brownian motion in the invariance principle for the simple random walk on Z d with constant jump rate C l . Thus, v · Σv > 0, which implies that Σ is positive-definite.
To conclude the proof of the invariance principles we need to control the corrector function. First we complete the proof of the annealed FCLT.
Proof of Theorem 1.2. Setting R n := χ(n, X n , ω) we need to show that
By Proposition 2.11 we have that n −1/2 R n converges to 0 in L 2 (P * 0,0 ) and thus in P * 0,0 -probability. By an elementary property of real convergent sequences, we get (4.5).
Finally, to complete the proof of the quenched invariance principle we prove Proposition 4.4. Let T > 0. Under the assumptions of Theorem 1.3 or Theorem 1.4, for P-a.e. ω, sup
Proof. We will proceed as in [RS1] applying the theory of "fractional coboundaries" of Derriennic and Lin [DeLi] . Setting R n := χ(n, X n , ω) we need to show that
LetP denote the path measure on Ω N of the random sequence (τ n,Xn ω) n≥0 with initial distribution P, and let θ be the shift map on the sequence space Ω N . By the cocycle property in Corollary 2.9 we have χ(0, 0, ω) = 0 and hence
with h defined as in Remark 2.8. For sequencesω = (ω
Then H ∈ L 2 (P) and the process (R n ) has the same distribution underP as the process (R n ) under P ⊗ P ω 0,0 . By Proposition 3.1 the assumptions of Theorem 2.17 in [DeLi] are satisfied. We conclude that H ∈ (I − θ) γ L 2 (P) for any γ ∈ (0, 1 − α). Since α < 1/2 there exists such a γ ∈ (1/2, 1 − α). Then, (i) in Theorem 3.2 in [DeLi] implies that n −1/2R n converges to 0, P-a.s. Hence, n −1/2 R n converges to 0, P ⊗ P ω 0,0 -a.s. In other words, n −1/2 R n converges to 0, P ω 0,0 -a.s., for P-a.e. ω, which implies (4.6).
Application to Stochastic Interface Models
In this section we point out a relation between our results and the stochastic dynamic of an interface describing the separation of two pure thermodynamical phases, known as the Ginzburg Landau ∇ϕ model. We refer to [F] for a survey on these models. The interface is described by a field of height variables ϕ t (x), x ∈ Z d , t ≥ 0, whose stochastic dynamics are given by the following infinite system of stochastic differential equations involving nearest neighbour interaction:
Here ϕ is the height of the interface at time t = 0, {w(x), x ∈ Z d } is a collection of independent Brownian motions and the potential V ∈ C 2 (R, R + ) is even and strictly convex, i.e.
2) for some 0 < c − < c + < ∞. Let for each r > 0
x |ϕ x | 2 e −2r|x| < ∞} denote the set of tempered configurations. Then, for every initial value ϕ ∈ E r the SDE (5.1) admits a unique strong solution ϕ t ∈ E r , t ≥ 0, see [FS] . Let H be the formal Hamiltonian given by
then the formal equilibrium measure for the dynamic is given by the Gibbs measure
This can be made rigorous for the corresponding dynamic on a finite box. In dimension d ≥ 3 Gibbs measures for the ϕ-field on the whole lattice can be constructed by taking the thermodynamical limit, cf. Section 4.5 in [F] . More precisely, for every h ∈ R there exists a shift-invariant and ergodic ϕ-Gibbs measure m h with mean h, i.e.
These measures are also reversible and ergodic for the SDE (5.1). We denote by P m h the law of the process ϕ t started under the equilibrium distribution m h (and by E m h the corresponding expectation). Next we consider discrete gradients, i.e. height differences of the form ∇ b ϕ = ϕ y b − ϕ x b for any bond b = {x b , y b } ∈ E d . Then, as a vector field ∇ϕ has zero curl in the sense that b∈C ∇ b ϕ = 0 for every closed loop C, i.e. the bonds {x i , x i+1 } of a sequence of x 0 , . . . , x n in Z d satisfying x 0 = x n and |x i − x i−1 | = 1 for i ∈ {1, . . . n}. Let X be the subset of R E d , whose elements have zero curl, and let for r > 0 X r = {η ∈ R E d : η b = ∇ b ϕ for some ϕ ∈ E r } be the subset of tempered gradients. Note that the drift term in the SDE (5.1) can be rewritten as − y:|x−y|=1
Then, for each initial ∇ϕ ∈ X r , the gradient process (∇ b ϕ t , b ∈ E d , t ≥ 0) is the unique strong solution of the SDE
where ∇ b w t = w t (y b ) − w t (x b ), see again [FS] . Also it has been shown in [FS, Theorems 3.1 and 3.2] that in any lattice dimension d ≥ 1, given any u ∈ R d , there exists a unique shift invariant ergodic ∇ϕ-Gibbs measurem u on X r satisfying X η 0,e i dm u = u i , for every i = 1, . . . , d. Here u is the tilt andm u the u-tilted measure. Moreover,m u is known to be an invariant reversible and ergodic measure for the gradient process ∇ϕ t ( [FS, Proposition 3.1 
]).
Our aim is to investigate the decay of the space-time correlation functions under the equilibrium Gibbs measures. The idea -originally from Helffer and Sjöstrand [HS] -is to describe the correlation functions in terms of a certain random walk in dynamic random environment (cf. also [DD, GOS, BG] ). Let (X t ) t≥0 be the random walk on Z d with jump rates given by the random dynamic conductances
Since V is even, the jump rates are symmetric, i.e. µ ii) Let d ≥ 1 and letm u be any ergodic ∇ϕ-Gibbs measure. Then, the environment µ ∇ϕ started underm u satisfies Assumptions A1-A3. Moreover, µ ∇ϕ also satisfies Assumptions A4 and A5 if d ≥ 5.
Proof. Assumption A1 is immediate from the ergodicity of the Gibbs measures m h and m u , respectively. Assumption A2 is clear from the pathwise continuity of ϕ t and ∇ϕ t and the strict convexity of V in (5.2) guarantees the ellipticity in Assumption A3.
By Theorem 6.1 in [DD] We combine now the Helffer-Sjöstrand representation and the local limit theorem in Theorem 1.6 to get a scaling limit for the space-time covariation of the ϕ-field. Ultimately, we would like to derive an analogous scaling limit for the space-time covariance of the gradient process ∇ϕ t , see also the discussion in [BG, Section 6] . However, what is still missing until now is a local limit theorem for the gradient of the heat kernel.
