A two-stage neural network architecture constructed by combining Support Vector Machines (SVMs) with selforganizing feature map (SOM) is proposed for financial time series forecasting. In the first stage, SOM is used as a clustering algorithm to partition the whole input space into several disjoint regions. A tree-structured architecture is adopted in the partition to avoid the problem of predetermining the number of partitioned regions. Then, in the second stage, multiple SVMs, also called SVM experts, that best fit each partitioned region are constructed by finding the most appropriate kernel function and the optimal learning parameters of SVMs. The Santa Fe exchange rate and five real futures contracts are used in the experiment. It is shown that the proposed method achieves both significantly higher prediction performance and faster convergence speed in comparison with a single SVM model.
Introduction
In the modeling of financial time series, two of the key problems are that financial time series are noisy and non-stationary [1, 2] . The noisy characteristic means that there is no complete information which can be obtained from the past behaviors of financial markets, and the information not included in the model is considered as noise. The noise in the data could lead to the overfitting or underfitting problem. The obtained model will have a poor level of performance when applied to a new data point. The non-stationarity implies that financial time series switch their dynamics between different regions, depending on economy growth or recession. In the modeling of financial time series, this will lead to gradual changes in the dependency between input and output variables. In general, it is very hard for a single model to capture such dynamical input-output relationship.
Over the past few years, neural networks have been popularly used for modeling financial time series [3] [4] [5] . This is because neural networks have several distinctive advantages such as non-linearity, non-assumption and data-driven characteristic which are unavailable in traditional models. Neural networks are universal function approximators that can map any nonlinear function without priori assumptions about the data [6] . They are less susceptible to the model mis-specification problem than most of the traditional models, and they are more noise-tolerant, having the ability to learn complex systems with incomplete and corrupted data. So neural networks are more powerful in describing the dynamics of financial time series than traditional models.
Recently, Support Vector Machine (SVM), a novel neural network developed by Vapnik and his coworkers in 1995 [7] , provides another promising tool in financial time series forecasting [8] [9] [10] . From theoretic background, SVM is proved to be more resistant to the overfitting problem than traditional neural networks. Unlike most of the traditional neural networks which implement the Empirical Risk Minimization Principle, SVMs implement the Structural Risk Minimization Principle which seeks to minimize an upper bound of the generalization error rather than minimize the training error. This induction principle is based on the fact that the generalization error is bounded by the sum of the training error and a confidence interval term that depends on the Vapnik-Chervonenkis (VC) dimension. Established on this principle, SVMs will achieve an optimum network structure by striking the right balance between the training error and the VC-confidence interval, eventually resulting in better generalization performance than other neural networks. In addition, unlike other networks' training which requires non-linear optimization with the danger of getting stuck into local minima, the training of SVMs is equivalent to solving a linearly constrained quadratic programming whose solution is unique and optimal. Originally, SVMs have been developed for pattern recognition problems [11, 12] . Later, with the introduction of ε-insensitive loss function, SVMs have been extended to solve nonlinear regression problems [13] [14] [15] .
Similar to traditional neural networks, the successful application of SVMs is based on the condition that the modeled data should have certain uniformity. That is, the data presented to SVMs is generated according to a constant distribution. For the financial data with switching dynamics, a single SVM model cannot perform well in capturing such unstructured and dynamical input-output relationship inherent in the financial data. Moreover, using a single SVM model to learn the financial data is a mismatch as there are different noise levels in different input regions -before the single SVM model starts to extract features in some region (local underfitting), it potentially could have extracted in another region (local overfitting).
A potential solution to the above problems is to use a mixture of experts architecture (ME) proposed by Jacob et al. [16, 17] . Inspired by the so-called divide-and-conquer principle that is often used to attack a complex problem by dividing it into simpler problems whose solutions are combined to yield a solution to the complex problem, the well-known ME uses a set of expert networks and a gating network that cooperate with each other to solve a complex problem. The expert networks are used to solve different input regions which are softly decomposed from the whole input space by a softmax based gating network, and the outputs of the expert networks are then combined by the softmax based gating network. The motivation of the ME is that individual expert networks can focus on specific regions and attack them well. As ME may also fail to capture the non-stationarity in the situations where the input data is not sufficient for determining the output, Muller et al. [18, 19] propose the annealed competition of experts (ACE) where expert networks are competed based on their relative performance and not on the inputs as used in ME.
Based on the same idea of using different experts for different input regions, Milidiu et al. [20] generalize the ME architecture into a two-stage architecture for handling the non-stationarity of a time series. In the first stage, the Isodata clustering algorithm is used to partition the whole input space into several disjoint regions. Then, in the second stage, a mixture of experts including partial least squares (PLS), K-nearest neighbors (KNN) and carbon copy (CRB) are competed to solve each region. For every partitioned region, only the expert that best fits the region will be used in the model. By taking this strategy, the proposed method has an adaptive architecture in the sense that any expert that is the most adequate one to a particular region will be selected. The most important thing is that the prediction performance can be significantly enhanced by using this two-stage architecture in comparison with using a single model to learn the whole input space.
The idea of generalizing SVMs into the ME architecture has already been proposed by Kwok [21] . His method is a direct way of using SVMs as expert networks, resulting in a weighted quadratic programming problem. As the weights of the weighted quadratic programming are a function of input vectors, it is very complex in practice to solve this problem. Motivated by Milidiu's work, this paper generalizes the EM architecture into SVMs by using a two-stage neural network architecture for financial time series forecasting. As illustrated in Fig. 1 , in the first stage, self-organizing feature map (SOM) is used to partition the input space into several disjoint regions. Then, in the second stage, different SVM experts are constructed to deal with different input regions, which are obtained by using different kernel functions and learning parameters of SVMs. As in Milidiu's work, every constructed SVM expert is the most adequate one for a particular region. There are two rationales for the proposed method. Firstly, as SOM is an unsupervised clustering algorithm based on the competitive learning algorithm [22] , the training data points which have similar characteristics in the input space will be classified into the same region that can be specifically attacked by the following individual SVM expert. Since the partitioned regions have more uniform distributions than that of the whole input space, it will become easier for a SVM expert to capture such more stationary input-output relationship in each region. Secondly, different choices of the kernel function in SVMs will define different types of feature space resulting in different solutions [7] . As different partitioned regions have different characteristics, by taking this architecture, the SVM experts that best fit particular regions will be used in the modeling by choosing the most appropriate kernel function and the optimal learning parameters of SVMs. This is very different from a single SVM model that learns the whole input space globally and thus cannot guarantee that each local input region is the best learned. The proposed method is illustrated experimentally using the Santa Fe Competition exchange rate and five real futures contracts. The experiment results show that there is great improvement in the prediction performance by using the proposed method than a single SVM model. Other additional advantages are that the proposed method converges fast and uses few support vectors. This paper is organized as follows. In Section 2, we briefly introduce the theories of SVMs and SOM. In Section 3, the detailed architecture of the proposed method is described and a systematic learning algorithm is developed. Section 4 gives the experimental results on both Santa Fe financial data and five real financial data, followed by the discussions and conclusions in the last two sections.
Methodologies

Support Vector Machines (SVMs) in regression estimation
Compared to other neural network regressors, there are three distinct characteristics when SVMs are used to estimate the regression function. First of all, SVMs estimate the regression using a set of linear functions which are defined in a high dimensional space. Secondly, SVMs define the regression estimation as the problem of risk minimization where the risk is measured using Vapnik's ε-insensitive loss function. Thirdly, SVMs use the risk function consisting of the empirical error and a regularization term, which is derived from the Structural Risk Minimization Principle.
Given a set of data points,
i is the desired value, and n is the total number of data patterns), SVMs approximate the function using the following:
where φ(x) is the high dimensional feature space which is nonlinearly mapped from the input space x. The coefficients w and b are estimated by minimizing
In the regularized risk function Eq. (2), the first term
They are measured by the ε-insensitive loss function Eq. (3) because this loss function provides the advantage of using sparse data points to represent the decision function Eq. (1). The second term 1 2 w 2 , on the other hand, is the regularization term. C is referred to as the regularized constant, and it determines the trade-off between the empirical risk and the regularization term. ε is called tube size. Both C and ε are user-prescribed parameters.
To get the estimations of w and b, Eq. (2) is transformed to the primal function Eq. (4) by introducing the positive slack variables ζ i and ζ * i . Minimize:
Subjected to:
Finally, by introducing Lagrange multipliers and exploiting the optimality constraints, the decision function Eq. (1) has the following explicit form [7] :
Lagrange multipliers and support vectors
In Eq. (5), a i and a * i are the so-called Lagrange multipliers. They satisfy the equalities a i * a * i = 0, a i 0 and a * i 0 where i = 1, . . . , n, and are obtained by maximizing the dual function of Eq. (4), which has the following:
with the constraints:
Based on the Karush-Kuhn-Tucker (KKT) conditions of quadratic programming, only a number of coefficients (a i − a * i ) in Eq. (5) will assume non-zero. The data points associated with them have approximation errors equal to or larger than ε and are referred to as support vectors. That is, they are the data points lying on or outside the ε-bound of the decision function. According to Eq. (5), it is evident that support vectors are the only elements of the data points that are used in determining the decision function as the coefficients (a i − a * i ) of other data points are equal to zero. In this sense, the fewer the number of support vectors, the sparser the representation of the solution.
Kernel function
K(x i , x j ) is defined as the kernel function. The value of kernel is equal to the inner product of two vectors X i and X j in the feature space φ(
The elegance of using the kernel function is that one can deal with feature spaces of arbitrary dimensionality without having to compute the map φ(x) explicitly. Any function satisfying Mercer's condition [7] can be used as the kernel function. Common examples of the kernel function are the polynomial kernel From the implementation point of view, training SVMs is equivalent to solving a linearly constrained Quadratic Programming (QP) with the number of variables twice that of the number of training data points. The Sequential Minimal Optimization algorithm extended by Scholkopf and Smola [23, 24] has proved to be very effective in training SVMs for solving the regression problem. 
Self-organization feature map (SOM)
SOM is an unsupervised learning algorithm proposed by Kohonen in 1982 [22] . In SOM, the output neurons are usually arranged into a one or two-dimensional map in a form of rectangular or hexagonal lattice in which each of the output neurons is connected to all the input neurons (Fig. 2) .
The competitive learning algorithm is implemented in SOM. For a given input, the neuron that matches best with it wins the competition and is allowed to be updated towards the input vector. The SOM generalizes the wining neuron to its neighbors on the map. Not only the winning neuron but also its neighbors are allowed to be updated in SOM. To serve the competitive learning algorithm, a reference vector (m) and a neighborhood area (Λ) are defined to every neuron. The reference vector is of the same size as input vectors, which is used to evaluate the closeness between neurons and input vectors. The commonly used criterion is the Euclidean distance. The neighborhood area is defined by a function that is symmetrical and decreases monotonically with distance of the neurons on the map from the winning neuron. In the implementation, the neighborhood area is chosen to be wide in the beginning of the learning and shrinks monotonically during learning. A common example of the neighborhood function is the Gaussian function. The competitive learning algorithm begins by calculating the Euclidean distance between the reference vectors of the neurons and the given input to find the winning neuron, followed by adapting the wining neuron and its neighbors by modifying their reference vectors towards the given input. The learning algorithm of SOM is outlined as follows:
Step 1: Select the size and structure of the network. Initialize reference vectors {m i (t)} N i=1 with small random values. N is the total number of neurons in the network. t is the index of the learning step.
Step 2: Present an input vector X(t). Compute the Euclidean distance between X(t) and all neurons:
where K is the dimension of the input vector X(t).
is the Euclidean distance. Step 3: Select the i * th neuron closest to X(t) based on the distance
Step 4: Update the reference vectors of the i * th neuron and its neighbors by Fig. 3 . A typical tree-structured architecture generated by the proposed method. There are 5 non-terminal nodes located by SOM and 6 leaves located by SVM experts.
Where η is the learning rate.
, the Gaussian neighborhood function. r i and r i * are the position vectors of the neighborhood neurons and of the winning neuron respectively. δ(t) is a width parameter that is gradually decreased.
Step 5: Repeat by going to step 2 until the change in the reference vectors is less than a predetermined threshold or the maximum number of iterations is reached.
SOM is widely used for clustering because after training the output neurons of SOM are automatically organized into a meaningful one or two-dimensional order in which similar neurons are closer to each other than the more dissimilar ones in terms of the reference vectors, thus keeping close in the output space the data points which are similar in the input space.
Architecture and systematic learning algorithm
The basic idea underlying the proposed method is to use SOM for partitioning the whole input space into several regions and to use SVM experts for solving these partitioned regions. As there is no prior knowledge about how many regions could be partitioned from the whole input space, the tree-structured architecture proposed by Chen et al. [25, 26] is adopted here for partition, which recursively partitions a large input space into two regions until the partition condition is not satisfied. The main advantage of the tree-structured architecture is that it could automatically find a suitable network structure and size for partitioning a large problem without predetermining the number of partitioned regions.
As illustrated in Fig. 3 , each SOM sits at the non-terminal node of the tree and plays a 'divide' role to heuristically partition a large input space into two regions, and each SVM expert sits at the leave of the tree and plays a 'conquer' role to tackle each partitioned region. For a data set ψ, a terminal node is created and located by the data set. A SOM is developed to automatically partition the data set into two regions according to the input space of the data set. If the number of training data points in the partitioned regions is both larger than a predetermined threshold value N threshold (partition condition), the terminal node for the data set becomes a non-terminal node, and it is replaced by the SOM. Two new terminal nodes are created and located by the two regions. As a result, the data set is partitioned into two non-overlapping regions ψ 1 and ψ 2 where ψ 1 ∩ ψ 2 = φ and ψ 1 ∩ ψ 2 = ψ (φ denotes the null set). The aforementioned procedures are applied in the partitioned regions until the partition condition that the number of training data points in the following partitioned regions is both larger than N threshold is violated in all the regions. Finally, all the terminal nodes of the tree become leaves, and they are located by the SVM experts which are appropriately constructed to deal with each region. A systematic approach for the proposed architecture is outlined as follows.
1. Create a terminal node and put the training data set at it. Set a minimum number of training data points N threshold . 2. Let ψ denotes the data set located at the terminal node. Present the input spaces of ψ (the data set ψ without outputs) to a SOM which will automatically partition ψ into two regions ψ 1 and ψ 2 (ψ 1 ∩ ψ 2 = φ and ψ 1 ∪ ψ 2 = ψ).
Calculate the number of training data points in each region
is both larger than N threshold , change the terminal node as a non-terminal node and locate it by the SOM. Create two new terminal nodes and locate them by the two regions ψ 1 and ψ 2 . Otherwise, merge the two regions ψ 1 and ψ 2 and stop. 4. Repeat from step 2 to step 3 until the partition cannot be proceeded in all the regions. 5. Choose appropriate SVM experts for each region. Locate them at the terminal nodes of the tree.
For an unknown data point in testing, it is first classified into one of the partitioned regions by the SOMs traversing path downs to leaves of the tree. Then its output is produced by the corresponding SVM expert. Similarly, the validation set is also classified into the partitioned regions and used to choose the optimal parameters of the SVM experts.
Experiments
Data sets and data preprocessing
The first financial time series examined in the experiment is the currency exchange rate taken from the Santa Fe Time Series Prediction Analysis Competition, held during the fall of 1990 under the auspices of the Santa Fe Institute [27, 28] . It contains 10 segments of 3000 points each, representing the highfrequency exchange rate between the Swiss franc and the US dollar from August 7, 1990 to April 18, 1991. In the experiment, the data points are resampled using a sliding window with the width of 20 data points, reducing the size of the time series to 1500 data points as illustrated in Fig. 4 .
Five real futures contracts collated from the Chicago Mercantile Market are also used in the experiment. They are the Standard&Poor 500 stock index futures (CME-SP), United Sates 30-year government bond (CBOT-US), United States 10-year government bond (CBOT-BO), German 10-year government bond (EUREX-BUND) and French government stock index futures (MATIF-CAC40). The daily closing prices are used as the data sets.
For each data set, the original price is transformed into a 5-data point relative difference in percentage of price (RDP). As mentioned by Thomason [29] , there are four advantages in applying this transformation. The most prominent advantage is that the distribution of the transformed data will become more symmetrical and follows more closely to a normal distribution as illustrated in Fig. 5 . The modification to the trend of the data distribution will improve the predictive power of the neural network.
The input variables are constructed from four lagged RDP values based on 5-data point (RDP-5, RDP-10, RDP-15 and RDP-20) and one transformed price (EMA15) which is obtained by subtracting a 15-day exponential moving average from the price. The subtraction is performed to eliminate the trend in price, as there is a ratio of the maximum value to the minimum value about 1.5:1 in all the six data sets. The optimal length of the moving day is not critical, but it should be longer than the forecasting horizon of five data points [30] . The use of EMA15 is to maintain the information contained in the original price as much as possible, as the application of the RDP transform to the original price may remove some useful information. The output variable RDP+5 is obtained by first smoothening the price with a 3-day exponential moving average, because the application of a smoothing transform to the dependent variable generally enhances the prediction performance of neural network [30] . The calculations for all the indicators are found in Table 1 .
The long left tail in Fig. 5(b) indicates that there are outliers in the data set. Since outliers may make it difficult or time-consuming to arrive at an effective solution for the SVMs, RDP values beyond the limits of ±2 standard deviations are selected as outliers. They are replaced with the closest marginal 
EMAn(i) is the n-day exponential moving average of the ith data point, and p(i) is the price of the ith data point.
values. The other preprocessing technique is data scaling. All the data points are scaled into the range of [−0.9,0.9] as the data points include both positive values and negative values. For each data set, the entire data points are partitioned into three parts according to the time sequence. The first part is for training, the second part for validating which is used to select the optimal parameters of the SVM experts, and the last part for testing. In the Santa Fe exchange rate time series, there are a total of 970 data points in the training set, 200 data points in the validation set and 300 data points in the test set, while in the five real futures time series, there are a total of 907 data points in the training set, 200 data points in both the validation set and the test set.
Performance measures
The prediction performance is evaluated using the following statistical metrics. They are the normalized mean squared error (NMSE), mean absolute error (MAE), directional symmetry (DS) and weighted directional symmetry (WDS). The definitions of these criteria are found in Table 2 . NMSE and MAE are the measures of the deviation between actual values and predicted values. The smaller the values of NMSE and MAE, the closer are the predicted time series values to the actual values. DS provides the correctness of the predicted direction of RDP+5 in terms of percentages, with large values suggesting a better predictor. The WDS measures both the magnitude of the prediction error and the direction. It penalizes the errors related to incorrectly predicted direction and rewards those associated with correctly predicted direction. The smaller the value of WDS, the better is the forecasting performance in terms of both the magnitude and direction.
Experiment results
The performance of the proposed method is evaluated by using the aforementioned six financial data sets including Santa Fe exchange rate, CME-SP, CBOT-US, CBOT-BO, EUREX-BUND and MATIF-CAC40 with a single SVM model used as a benchmark.
The SOM software used in the experiment is directly taken from the Matlab5.1 neural network toolbox. In each of our used SOM, there are only two output neurons representing two categories. After training by randomly presenting the input spaces of the training data set, SOM automatically classifies the training data set into two regions according to the winner neuron. The value of N threshold is chosen experimentally, which could vary in the six data sets due to different characteristics of the data sets. Table 2 Performance metrics and their calculations Metrics Calculation
ai and pi are the actual and predicted values.
The used value of N threshold and the number of partitioned region in each set are given in Table 3 . The number of training data points in each partitioned region and its inter-class distance are also illustrated in this table. Obviously, the inter-class distance in each partitioned region is much smaller than that of the whole input space, which demonstrates the clustering characteristic of SOM. For each region, one SVM expert is constructed. To guarantee that the constructed SVM expert is the best one for a particular region, the polynomial kernel, Gaussian kernel and two-layer tangent kernel are all tested in the experiment. Moreover, for each kernel function, the optimal values of the kernel parameters, C and ε are chosen based on the smallest value of NMSE on the validation set. The SVM with the kernel function, the kernel parameters, C and ε that produce the smallest value of NMSE on the validation set is chosen as the final expert. To assure the best generalization performance in the single SVM model, similar procedures are also used to select the kernel function which could be the polynomial kernel, Gaussian kernel and two-layer tangent kernel, the kernel parameters, C and ε. The Sequential Minimal Optimization algorithm extended by Scholkopf and Smola for solving the regression problem is implemented in this experiment and the program is developed by using VC + language.
The results of the proposed method and the single SVM model are given in Table 4 . It can be observed that there are much smaller values of NMSE, MAE and WDS on the test set in the proposed method than those of the single SVM model. This means that the proposed method gives smaller deviation between predicted values and actual values than that of the single SVM model. Furthermore, the value of DS is larger in the proposed method than that of the single SVM model, which indicates that there is larger consistency in the predicted RDP+5 direction in the proposed method. The results are consistent in all the six data sets.
A paired -test is performed to determine if there is significant difference between the two methods based on the NMSE of the test set [31] . The calculated t-value is listed in Table 4 . The result shows Table 3 The number of partitioned regions, the number of training data points (n) and the inter-class distance (d) in each partitioned region, and the used value of N threshold in each data set that the proposed method outperforms the single SVM model with a = 0.25% significance level for a one-tailed test. In addition to calculating the performance criteria, the used CPU time and the number of converged support vectors in the two methods are also reported in Table 5 . It shows that the time spent to find the solution is largely less for the proposed method than that of the single SVM model. There are fewer converged support vectors in the proposed method than that of the single model.
The predicted values and actual values of RDP+5 in Santa Fe exchange rate are illustrated in Fig. 6(a) . The figure shows that the proposed method forecasts more closely to the actual values and captures the turning points better than the single SVM model. The absolute prediction error in Santa Fe exchange rate is illustrated in Fig. 6(b) , which shows that at most of time there is smaller prediction error in the proposed method than that of the single SVM model. The same conclusions can be applied to the other data sets. 
Related work
Our proposed method can be considered similar in spirit to the "local learning" algorithm proposed in [32] . In the local learning algorithm, for every test data point, a fixed number of training data points which are closest to it in the input space are found and used to train a neural network. The same amount of neural networks as that of the test data point is established in this method. In our proposed method, the similar test data points are firstly grouped together, then the training data points which are closest to them in the input space are used to train a neural network. Thus, in our proposed method, the amount of neural networks that are required to be developed is reduced. The number of training data points for different test data points could vary according to the given training data set. However, when the number of test data points is reduced to one, our proposed method is equivalent to the local learning algorithm.
Conclusion
A two-stage neural network architecture by combining SVMs with SOM is developed that greatly improves the prediction performance and convergence speed of SVMs in forecasting financial time series. For a given input, multiple SOMs first classify it into one of the partitioned regions based on a tree-structured architecture. The corresponding SVM expert is then used to produce the output. There are several advantages in this proposed method. First, it achieves high prediction performance because different input regions are separately learned by the most appropriate SVM experts. Second, it allows efficient learning. As pointed out in Section 2, training SVMs is equivalent to solving a linearly constrained QP problem with the number of variables twice that of training data points. The time complexity of solving such a QP problem scales approximately between quadratic and cubic in the number of training data points [23] . With the number of training data points getting smaller in each SVM expert, the number of variables in the QP problem is correspondingly reduced, consequently increasing the convergence speed of SVMs. Third, the proposed method uses fewer support vectors. Thus the solution can be represented more sparsely and simply. The proposed method has been evaluated using the Santa Fe exchange rate and five real futures contracts. Its superiority is demonstrated by comparing it with the single SVM model.
Although this paper shows the effectiveness of the proposed method, there are more issues to be investigated. Firstly, due to the 'hard' decision used in the current partition, there may be deterioration in the performance to some regions. The 'soft' partition which allows the data to simultaneously lie in multiple regions may be more suitable near these regions. This should be investigated in future work. Secondly, as illustrated in the experiment, the performance of SOM is very sensitive to its initial condition. The selection of the optimal parameters of SOM needs to be done. Other more robust clustering algorithms can also be explored and used here. Finally, in this study only three kernel functions are investigated. Future work needs to explore more useful kernel functions for further improving the performance of SVM experts.
