Abstrucl-
then shown in 1331 that allocating resources to maximize a queue-length-weighted sum of the rates (which are feasible in the current time slot) is a stabilizing policy. This result was then generalized in many different directions in [31, 1291, [281, [lo] , [4], 1201, [9] ? [25] . Such policies are called rhroirghpirr optimal since the queues are stable under any sustainable throughput.
Fair Schedding: An obvious drawback of throuphputoptimal policies is that no traffic policing is enforced. For instance, if one or more sources misbehave and increase their arrival rates so that the set of arrival rates lies outside the capacity region, then the system becomes unstable. In other words, all flows will be penalized due to the behavior of a few misbehaving flows. Thus, an alternative is to provide some degree of flow isolation at least in the long term, by allocating resources in a fair manner to the various queues. A commonly-used framework for such allocation is the concept of proportional fairness [ 131. It was shown in [34] that proportional fairness can be achieved in TDMA cellular networks by scheduling the user which has the largest ratio of the achievable data rate at the current instant to the average rate that it has been allocated so far. The properties of such a policy have been studied empirically in [121 and analytically in [311, [18] , and a multiple antenna implementation of such an algorithm over slowly time-varying channels has been proposed in [35] . Related work on channel-state-aware scheduling in wireless networks can also be found in [l] , [XI+ [22] , [7] , Wl.
From an applications point of view, throughput-optimal scheduling as described above is more suitable for inelastic traffic where the sources do not adapt their transmission rate based on congestion in the network. In this case, admission control is required to ensure that the arrival rates lie within the capacity region of the network and further, in the case of wireless networks, due to the time-varying nature of the network, an appropriate scheduling algorithm is required to ensure that the network can stably serve the admitted traffic. On the other hand, fair scheduling is more suited for elastic traffic sources which can ad-just their traffic rates in response to feedback from the network regarding the network conditions. Without such a ratecontrol mechanism, fair scheduling would either lead to under utilization (when a traffic source is not generating enough data to make use of the bandwidth allocated to it) or packet losses or large delays (when a traffic source is generating data at a much 0-7803-8968-9/05/$20.00 (C)zOOS IEEE larger rate than the rate allocated to it by the base station).
In this paper; we are interested in allocating resources to elastic sources whose utilities are described by concave functions.
Specifically. user i derives a utility U i ( a j ) when it transmits at rate ai. For ease of exposjtion, we consider utility functions of the form U,(ni) = fii log a.<: where pi is some fixed weight, which can be different for different users. Thus. we consider weighted proportionally fair resource allocation: however, our results are easily generalizable to more general utility functions as we will comment later. We assume that congestion information is conveyed to the sources by putting the corresponding congestion price in the ACK packets. Each source react to its congestion price by choosing its transmission rates such that its marginal utility (V:(ai)) is equal to the congestion price. We take the queue length at the base station to be the congestion price. In the Internet context, this is a special case of the dual algorithm proposed in [24] , [38] , [26] . In wireline networks, this interpretation of queue length (or delay) as the congestion price naturally arises from an convex optimization perspective where the resource constraints are linear [30] . However We note that the'dual controller is derived for the Internet applications where all users sharing a common resource can receive the same treatment from the router. However, here the situation is fundamentally different due the fact that the channel conditions for the different users can be different. One of the contributions of this paper is show that. somewhat surprisingly, the dual controller still leads LO fair resource allocation provided that the base station uses the scheduler described above. Such a scheduling mechanism is not necessary in the Intemet. but is crucial in the wireless network context studied here. We now describe the congestion controller.
CONGESTION CONTROLLER: For the it* Row, given its current buffer occupancy zi [t] , the data generation rate in slot t .
equal to ai [?.] that the arrival rate is bounded (by imposing an upper bound on the arrival rate) and our results can be easily extended to these models. We note the well-known basic characteristics of a congestion controller from the above mechanism: the higher the congestion level, which is indicated by an increased level of buffer occupancy, the lower the data generation rate.
Notice that we have introduced a constant l< in the congestion control algorithm. This corresponds to assuming that the utility function of user i IS KGQ log%. Since I< is the same for all users. this will not affect the relative resource allocation among the users. However, this constant plays a crucial role in determining how well w e approximate weighted proportional fairness in a wireless network. Indeed. we will show that weighted proportional fair allocation is closely approximated for large K.
CHARACTERIZING THE SYSTEM PERFORMANCE
In this section, we will analyze the system described in the previous section. To accomplish this. we will start with a heuristic continuous-time fluid model and understand its behavior. Later, we will use these observations in the analysis of the original model and show that the original model behaves like the fluid model for large A' .
A. Continrtous-time Fluid Model
In the fluid-model, we assume that the channel state process is not random. but constant at its mean level. In other words, the achievable rate region is fixed at @. Also, the arrival rate is no longer a random variable, but is taken to be equal to its mean, i.e., a t ( t ) = *.
Here
, is used to signify that time is a continuous variable. Then, the evolution of the ith queue-length is described by (3) n where z ( t ) E argniax x i ( t ) v i and (3): is equal to g when z > 0 and is equal to max(y,O) when 5 <_ 0. In this formulation, the queue-length state space is assumed to be continuous. We now identify the set of service rates and queue lengths such that if the these queue lengths are chosen as the initial state and at each time instant, resources are allocated to achieve these service rates, then the queue lengths will remain at the initial conditions forever.
Dejniiairion I-Imarianlpair:
The pair (Z*, ,2) forms an invurianrpair (more precisely, p is an invariant senlice rate ~e ctar and 9 is an invariant queue-length vecror) if they satisfy both of the following conditions:
Notice that, if at any timet' we have 2(t') = i 7 and @(t') = ,T7 then, due to (D,) and (D2), k ( t ) given by ( 3 ) will be zero for all t 2 t'. We now show that the invariant pair exists and is unique.
Proposition 1: [Existence and Uniqueness of (P, Pi*)] An invariant pair of rates and queue lengths exists and i s unique.
Proof: Note that the conditions on p ' given by (D1) and ( 0 2 ) can be concisely written as This is simply the condition for p* to be an optimal solution to the following problem of maximizing a concave function over a convex set [6] :
Since is a bounded set, clearly a solution exists to the above optimization problem. Further. since the objective i s strictly m The above proof shows that the invariant point is simply the set of rates and queue lengths achieved under fair resource allocation, which is our goal. Next, we are interested in showing that the queue lengths described by the invariant point is atuactive, i.e., all trajectories eventually converge to it.
Proposition 2: Starting from any initial queue-length vector, 5(0), the queue-length vector Z(1') eventually reaches P as t + concave the solution is unique.
CO.
hoc$ Consider the Lyapunov function 
W ( Z ( t ) ) = C(LZ(t) -.:).%(t)
i=l where v i ( t ) is a non-negative quantity which denotes the wasted service given to queue i at time t . Note that u i ( t ) = 0 whenever z+(t) > U, which allows us to write Note that Consider ( 4 ) : if x i ( t ) > s,*, then which follows from the definition of ( r , P ) . Similarly We will ROW show that this expression is negative unless F = Z(t). First we note the following two inequalities which follow from he definition of the invariant point and our scheduling policy which is the solution to the optimization problem (1).
By adding both sides of the inequalities (6) and (7) 
where 2;l denotes the set of all non-negative n dimensional integer valued vectors. In the above derivation, (I 1) follows from the fact that Z[t] is a Markov chain, and we have used (9) to get the inequality in (12). We note that for any 2 E 2?, to converge to a region around the vector (%, . . ., 2) when K is large. In Section V, we will present simulation results which will reinforce this observation.
Next, we address the implications of the above analysis on the delay and fairness characteristics of the system. It was observed in the above analysis that, for sufficiently large values of K , the queue-length vector will evolve towards the invariant point i ? and stay relatively close to it i n a probabilistic sense. Therefore, we can make the following approximation:
?[t]
Icy, when t becomes large. Consequently. the local scheduler described by (1) will make its decision at time t: roughly as F: ' Thus, from the proof of Proposition 1, our proposed combination of the local scheduler with the end-to-end congestion controller guarantees stability and weighted proportional fairness among the flows. In Section V, we will present simuIation results to support the above arguments.
Recalling Theorem 2 and the discussion following it, we can expect the mean of X E to be very close to 2. In fact. using a Lyapunov function of the form and using arguments very similar to the ones used in the proof of Theorem 2, we can prove that for large enough IC7 E [F') = O ( P ) . ' Therefore, Little's Law suggests that the delays experienced by Aow i is where the last step is true for large h ' . Hence, we can see a linear dependence of Zr' on the mean delay experienced by the flows. Since we need large h' to ensure a close approximation to weighted proportional fairness, this also implies large delays in the queues. This can be alleviated by a virtual queue implementation of the scheduling mechanism which will be discussed in the next section.
Iv. GENERALIZATIONS AND IMPLEMENTATION CONSIDERATIONS

A. Other Schediilers and Utilify Fimctions
Our fairness and stability results will continue to hold even if the basic algorithms are modified slightly. For example, the local queue-length-based scheduler can be modified to maximize for appropriately chosen "negative, increasing, unbounded . set of functions {fi(.)}. The 
C. Redicciizg Delays Using Virtual Qireues
As we have discussed earlier, one penalty for achieving userdefined fairness (as opposed to network-dictated fairness) is the possibility of large delays at the base station buffers. We can alleviate this problem by implementing the base station scheduler using virtual queues [ll] with obvious modifications necessary to ensure that the arrival rate is bounded. In this case, instead of proportional fairness, the mean service rates /.LL~ will be allocated to maximize Thus, instead of proportional fairness, one can modify the algorithm to achieve other forms of fairness.
B. Multi-hop Wireless Networks
The model analyzed so far focuses on cellular networks with a base station to perform the scheduling, i.e., the single-hop case. The results can also be extended to cover the multi-hop network case. Consider a multi-hop radio network where each user is identified by a origin-destination (0-D) pair and a collection of nodes describing the route between the 0 -D pair. The congestion controller is described in the same manner as before except that the congestion price will no longer be a single queue length, but will now be the sum of the queue lengths of all the queues in a user's path. However, the scheduler will now have to be a version of the multi-hop resource allocation described in [32], 1251. The algorithm can also be extended to the case where a collection (more than one) of routes exists between an 0 -D pair. The congestion control algorithm in this case would be the multi-path routing algorithm proposed in 1141, [36] , [ By choosing the p parameter appropriately the delay levels and the packet loss probabilities can be adjusted: the lower the p, the lower the actual queue lengths. However, there is a possible loss in throughput by choosing p < 1. In Section V, we will provide simulation results which show that, by choosing p close to 1, but not equal to 1, we can reduce Lhe queue lengths dramatically while maintaining close to 100% throughput.
D. End-to-End versus Last-Hop Congestion Contiid
The advantage of end-user-implemented congestion control is that it allows each user to choose a congestion control algorithm based on its utility function. Thus, instead of the base station imposing a particular notion of fairness, the resource allocation truly reflects the needs (as defined by the user utility functions) of the users. Further, rcsource allocation based on a base station-defined notion of fairness could result in underutilization of the resources or large backlogs it' the allocated data rate is not matched to the users' transmission rates.
An argument against congestion control at the end-user is that It does not provide for isolation among the flows. In other words, if a user misbehaves by transmitting at a much larger rate than is dictated by its congestion control algorithm, then there is no policing at the base station to prevent other users from experiencing poor quality-of-service. A base-station-defined fair resource allocation solves this problem by allocating resources to the users independent of the user's behavior. Here. we discuss a last-hop congestion control strategy. in place of the end-user congestion control algorithm, which can provide the same type of flow isolation albeit with the same drawbacks as described in In the original implementation of proportional fairness given in [MI, [35] , the base station must decide on a time window over which the average rate allocated to each user is computed. This parameter is now replaced by the choice of the parameter h' in our algorithm. It is interesting to note that both parameters directly impact the ability of the respective algorithms to precisely mimic weighted proportional fairness.
V. SIMULATION RESULTS
In this section. we provide simulation results to complement the analysis in the previous sections. We present results for a simple two-user scenario since the observations are no different in the case of multiple users. We make the reasonable assumption that the channels between the base station and each of the users fade independently. The base station is only allowed to serve il single queue in a given slot. For this scenario, the scheduling algorithm ( I ) is equivalent to serving the user that solves We take CY< = 10 and -yi = 1 for all i.
-. The effect of h' on the mean and variance of the queue-length values in Figure 5 . We observe the linear increase in both the means and the variances of the queue lengths with increasing I<. Although we did not explicitly give a bound on the variance (which can be done by choosing a different Lyapunov function), our earlier analysis showed that Z[t] will fluctuate around 3 with the expected difference in the mean of the order of G.
In Figure 6, 
where Zit] is updated using an exponential weighted low-pass tilter as follows:
0
In our simulations, we let tc to be 100. Figure 8 shows the empirical average obtained by this proportionally fair scheduler for the same scenario we considered previously. Empirical averaze of the szrvice rates provided to the Bows with the VI. CONCLUSiONS We showed that the interaction between the end-to-end congestion controller and the local queue-length-based scheduler interestingly results in a proportionally fair allocation of the services. Furthermore, using virtual queues, the buffer levels are kept low and hence the delays experienced by the flows are also low. We also provided a characterization of the point of operation for the queue-length and service rate levels for each of the flows.
A PPE h' DIX Proof: [Proof of (9) 
