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We consider testing the validity of the generalized logit model with I+1
categories based on case-control data. After reparametrization, the assumed logit
model is equivalent to an (I+1)-sample semiparametric model in which the I log
ratios of two unspecified density functions are linear in data. By identifying
this (I+1)-sample semiparametric model, which is of intrinsic interest in general
(I+1)-sample problems, with a biased sampling model, we propose a weighted
Kolmogorov–Smirnov-type statistic to test the validity of the generalized logit
model. We establish some asymptotic results associated with the proposed test statis-
tic. We also propose a bootstrap procedure along with some results on simulation
and on analysis of three real data sets. © 2002 Elsevier Science (USA)
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1. INTRODUCTION
Let Y be a multicategory response variable with I+1 categories and X
be the associated p×1 covariate vector. When the possible values of the
response variable Y are denoted by y=0, 1, ..., I and the first category (0)
is the baseline category, the generalized logit model has the form
log 1 P(Y=i | X=x)
P(Y=0 | X=x)
2=agi+byix, i=1, ..., I, (1.1)
where ag1 , ..., a
g
I are scale parameters and b1, ..., bI are p×1 vector
parameters. Note that model (1.1) reduces to the standard logistic regres-
sion model for binary responses when I=1. In this paper, we consider
testing the validity of model (1.1) based on case-control data as specified
below.
Let Xi1, ..., Xini be an independent random sample from P(x | Y=i) for
i=0, 1, ..., I and assume that {(Xi1, ..., Xini ) : i=0, 1, ..., I} are jointly
independent. Let pi=P(Y=i) and gi(x)=f(x | Y=i) be the conditional
density or frequency function of X given Y=i for i=0, 1, ..., I. If f(x) is
the marginal distribution of X, then applying Bayes’ rule yields
f(x | Y=i)=
P(Y=i | X=x)
pi
f(x), i=0, 1, ..., I.
It is seen that
f(x | Y=i)
f(x | Y=0)
=
p0
pi
P(Y=i | X=x)
P(Y=0 | X=x)
=
p0
pi
exp(agi+b
y
ix), i=1, ..., I.
Consequently,
gi(x)=f(x | Y=i)=
p0
pi
exp(agi+b
y
ix) f(x | Y=0)
=exp(ai+b
y
ix) g0(x), i=1, ..., I,
where ai=a
g
i+log (p0/pi) for i=1, ..., I. As a result, we arrive at the
following (I+1)-sample semiparametric model:
X01, ..., X0n0 ’
i.i.d.
g0(x), Xi1, ..., Xini ’
i.i.d.
gi(x)
=exp(ai+b
y
ix) g0(x), i=1, ..., I.
(1.2)
Throughout this paper, let a=(a1, ..., aI)y, b=(b
y
1, ..., b
y
I)
y, and Gi(x) be
the corresponding cumulative distribution function of gi(x) for i=
0, 1, ..., I. Note that model (1.2) is equivalent to an (I+1)-sample semi-
parametric model in which the ith (i=1, ..., I) ratio of a pair of unspe-
cified density functions gi and g0 has a known parametric form, and thus is
of intrinsic interest in general (I+1)-sample problems. Note also that
model (1.2), equivalent to model (1.1), is a biased sampling model with
weight functions exp(ai+b
y
ix) (i=1, ..., I) depending on the unknown
vector parameters a and b. Vardi (1982, 1985), Gill et al. (1988), and Qin
(1993) discussed estimating distribution functions in biased sampling
models with known weight functions. Weinberg and Wacholder (1990)
considered more flexible design and analysis of case-control studies with
biased sampling. Qin and Zhang (1997) considered testing the validity of
model (1.2) when I=1.
Our focus of attention in this paper is to test the validity of model
(1.2) for I \ 1. Let {T1, ..., Tn} denote the pooled sample {X01, ..., X0n0 ;
X11, ..., X1n1 ; · · · ; XI1, ..., XInI} with n=;Ii=0 ni. Furthermore, let Gˆi(t)=
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(1/ni);nij=1 I[Xij [ t] and G¯0(t)=(1/n);nk=1 I[Tk [ t] be, respectively, the
empirical distribution functions based on the sample Xi1, ..., Xini from the
ith (i=0, 1, ..., I) category and the pooled sample T1, ..., Tn. In the special
case of testing the equality of G0 and G1 for which I=1 and b=0 in model
(1.2), as argued by van der Vaart and Wellner (1996, p. 361) and Qin and
Zhang (1997), the Kolmogorov–Smirnov two-sample statistic is equivalent
to a statistic based on the discrepancy between the empirical distribution
function Gˆ0 and the pooled empirical distribution function G¯0. This fact,
along with the fact that Gˆ0 and G¯0 are, respectively, the nonparametric
maximum likelihood estimators of G0 without and with the assumption of
G0(t)=G1(t), motivates us to employ a weighted average of the I+1
discrepancies between Gˆi and G˜i (i=0, 1, ..., I) to assess the validity of
model (1.2), where G˜i is the maximum semiparametric likelihood estimator
of Gi under model (1.2) and is derived in Section 2 by employing the
empirical likelihood method developed by Owen (1988, 1990). For a more
complete survey of developments in empirical likelihood, see Hall and
La Scala (1990) and Owen (1991).
This paper is structured as follows. In Section 2, we propose our test
statistic by deriving the maximum semiparametric likelihood estimator of
Gi under model (1.2). Some asymptotic results are presented in Section 3.
In Section 4, we propose a bootstrap procedure which allows us to find
P-values of the proposed test. Also in Section 4, we report some results on
analysis of three real data problems. In Section 5, we present a simulation
study to demonstrate the performance of the proposed test statistic.
Finally, proofs of the main theoretical results appear in Section 6.
2. METHODOLOGY
Based on the observed data in (1.2), we can write the likelihood function as
L(a, b, G0)=D
I
i=0
D
ni
j=1
exp(ai+b
y
iXij) dG0(Xij)
=5 Dn
k=1
pk6 5exp 1 CI
i=1
C
ni
j=1
(ai+b
y
iXij)26 ,
where a0=0, b0=0, and pk=dG0(Tk), k=1, ..., n, are (nonnegative)
jumps with total mass unity. Similar to the approach of Owen (1988, 1990)
and Qin and Lawless (1994), it can be shown by using the method of
Lagrange multipliers that for fixed (a, b), the maximum value of L, subject
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to constraints ;nk=1 pk=1, pk \ 0, and ;nk=1 pk[exp(ai+byiTk)−1]=0
for i=1, ..., I, is attained at
pk=
1
n0
1
1+;Ii=1 ri exp(ai+byiTk)
, k=1, ..., n,
where ri=ni/n0 for i=0, 1, ..., I. Therefore, the (profile) semiparametric
log-likelihood function of (a, b) is given by
a(a, b)=−n log n0− C
n
k=1
log 51+CI
i=1
ri exp(ai+b
y
iTk)6
+C
I
i=1
C
ni
j=1
(ai+b
y
iXij).
Next we maximize a over (a, b). Let (a˜, b˜) with a˜=(a˜1, ..., a˜I)y and b˜=
(b˜y1, ..., b˜
y
I)
y be the solution to the following system of score equations:
“a(a, b)
“ar
=nr− C
n
k=1
rr exp(ar+b
y
rTk)
1+;Ii=1 ri exp(ai+byiTk)
=0, r=1, ..., I,
“a(a, b)
“br
=C
nr
j=1
Xrj− C
n
k=1
rr exp(ar+b
y
rTk)
1+;Im=1 rm exp(am+bymTk)
Tk=0,
r=1, ..., I.
(2.1)
Then we have
p˜k=
1
n0
1
1+;Ii=1 ri exp(a˜i+b˜yiTk)
, k=1, ..., n. (2.2)
On the basis of the p˜k in (2.2), we propose to estimate Gi(t), under
model (1.2), by
G˜i(t)=C
n
k=1
p˜k exp(a˜i+b˜iTk) I[Tk [ t]
=
1
n0
C
n
k=1
exp(a˜i+b˜iTk)
1+;Im=1 rm exp(a˜m+b˜ymTk)
I[Tk [ t], i=0, 1, ..., I,
(2.3)
where a˜0=0 and b˜0=0. Throughout this paper, a [ b and −. [ a [.
with a=(a1, ..., ap)y and b=(b1, ..., bp)y stand for, respectively, ai [ bi and
−. [ ai [. for i=1, ..., p. Note that G˜i is the maximum semiparametric
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likelihood estimator of Gi under model (1.2) for i=0, 1, ..., I. Let Gˆi(t)=
(1/ni);nij=1 I[Xij [ t] be the previously defined empirical distribution func-
tion based on the sample Xi1, ..., Xini from the ith (i=0, 1, ..., I) category.
Moreover, let
Dni(t)=`n (G˜i(t)−Gˆi(t)), Dni= sup
−. [ t [.
|Dni(t)|, i=0, 1, ..., I.
Then Dni is the discrepancy between the two estimators G˜i(t) and Gˆi(t).
Since Gˆi(t) is a consistent estimator of Gi(t) for each i and t whether or not
model (1.2) is valid and since G˜i(t) is, according to Theorem 3.2 below, a
consistent estimator of Gi(t) for each i and t when model (1.2) is valid, we
would anticipate that the discrepancy Dni is small for each i when model
(1.2) is valid and is large for some i if model (1.2) does not hold. Thus, Dni
measures the departure from the assumption of the generalized logit model
(1.1) within the ith (i=1, ..., I) pair of category i and the baseline category
(0). Consequently, we can make use of a weighted sum of Dn0, Dn1, ..., DnI
to detect the overall departure from the generalized logit model (1.1) on the
basis of case-control data. Since ;Ii=0 riDni(t)=`n;Ii=0 ri[G˜i(t)−Gˆi(t)]
=0, we propose to employ the weighted average of the Dni defined by
Dn=
1
I+1
C
I
i=0
riDni (2.4)
to assess the validity of model (1.2). The weights in (2.4) are motivated by
the fact that if cˆ satisfies the equation ;ni=1 wi(xi−c)=0, then cˆ mini-
mizes the function S(c)=;ni=1 wi(xi−c)2 over c. Clearly, the proposed test
statistic Dn measures the global departure from the assumption of the gen-
eralized logit model (1.1). Since the same value of Dn occurs no matter
which category is the baseline category, there is a symmetry among the
I+1 category designations for such a global test. Thus, the choice of the
baseline category in model (1.1) is arbitrary for testing the validity of model
(1.1) or model (1.2) based on Dn. Note that the test statistic Dn reduces to
that of Qin and Zhang (1997) when I=1 in model (1.1) since Dn=
1
2 (Dn0+r1Dn1)=Dn0 for I=1.
Remark 2.1. The test statistic Dn can also be applied to mixture
sampling data in which a sample of n=;Ii=0 ni members is randomly
selected from the whole population with n0, n1, ..., nI being random (Day
and Kerridge, 1967). Let (Xk, Yk), k=1, ..., n, be a random sample from
the joint distribution of (X, Y), then the likelihood has the form of
L=D
n
k=1
P(Yk | Xk) f(Xk)=D
I
i=0
D
ni
j=1
[pif(Xij | Y=i)],
GENERALIZED LOGIT MODELS 21
where pi=P(Y=i) for i=1, ..., I. The first expression is a prospective
decomposition and the second one is a retrospective decomposition.
Remark 2.2. When all explanatory variables are categorical, the gen-
eralized logit model (1.1) has a corresponding loglinear model for contin-
gency tables. Thus, Remark 2.1 indicates that the test statistic Dn can be
employed to assess the validity of certain loglinear models in which all the
response variables are categorical.
Remark 2.3. The Pearson X2 and likelihood-ratio G2 test statistics are
two summary goodness-of-fit statistics commonly used in investigating the
adequacy of (prospective) logistic regression models. The large-sample
theory for X2 and G2 in which both X2 and G2 have approximate chi-
squared distributions applies when all explanatory variables are categorical.
This theory is, however, violated when explanatory variables are continu-
ous or nearly continuous. In order to achieve potentially a better chi-
squared approximation for continuous explanatory variables, one usually
performs a goodness-of-fit analysis for (prospective) logistic regression
models by grouping data into a fixed number of categories. Remark 2.1
indicates that the test statistic Dn furnishes an alternative way of testing the
validity of (prospective) logistic regression models whether explanatory
variables are categorical or continuous.
3. ASYMPTOTIC RESULTS
In this section, we study the asymptotic properties of the proposed esti-
mator G˜i(t) (i=0, 1, ..., I) in (2.3) and the proposed test statistic Dn in
(2.4). To this end, let (a(0), b(0)) be the true value of (a, b) under model
(1.2) with a(0)=(a10, ..., ap0)y and b(0)=(b
y
10, ..., b
y
p0)
y. Throughout this
paper, we assume that ri=ni/n0 (i=1, ..., I) is positive and finite and
remains fixed as n=;Ii=0 ni Q.. Let J be an I×I matrix of 1 elements
and D=Diag (1/r1, ..., 1/rI) be the I×I diagonal matrix having elements
{1/r1, ..., 1/rI} on the main diagonal. Write r=;Ii=1 ri and
s rr11=
1
1+r
F rr exp(ar0+b
y
r0y)[1+;Ii ] r ri exp(ai0+byi0y)]
1+;Ii=1 ri exp(ai0+byi0y)
dG0(y),
r=0, 1, ..., I,
s rs11=−
1
1+r
F rr exp(ar0+b
y
r0y) rs exp(as0+b
y
s0y)
1+;Ii=1 ri exp(ai0+byi0y)
dG0(y),
r ] s=0, 1, ..., I, S11=(srs11)r, s=1, ..., I,
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s rr21=
1
1+r
F rr exp(ar0+b
y
r0y)[1+;Ii ] r ri exp(ai0+byi0y)]
1+;Ii=1 ri exp(ai0+byi0y)
ydG0(y),
r=0, 1, ..., I,
s rs21=−
1
1+r
F rr exp(ar0+b
y
r0y) rs exp(as0+b
y
s0y)
1+;Ii=1 ri exp(ai0+byi0y)
ydG0(y),
r ] s=0, 1, ..., I, S21=(s rs21)r, s=1, ..., I,
s rr22=
1
1+r
F rr exp(ar0+b
y
r0y)[1+;Ii ] r ri exp(ai0+byi0y)]
1+;Ii=1 ri exp(ai0+byi0y)
yyy dG0(y),
r=0, 1, ..., I,
s rs22=−
1
1+r
F rr exp(ar0+b
y
r0y) rs exp(as0+b
y
s0y)
1+;Ii=1 ri exp(ai0+byi0y)
yyy dG0(y),
r ] s=0, 1, ..., I, S22=(s rs22)r, s=1, ..., I,
S=RS11 Sy21
S21 S22
S , S=S−1−(1+r) RD+J 0
0 0
S ,
Brs(t)=F
t
−.
rr exp(ar0+b
y
r0y) rs exp(as0+b
y
s0y)
1+;Im=1 rm exp(am0+bym0y)
dG0(y), r, s=0, 1, ..., I,
ars(t; a, b)=rr exp(ar+b
y
r t) rs exp(as+b
y
s t), r ] s=0, 1, ..., I,
arr(t)=− C
I
s=0, s ] r
ars(t; a, b), r=1, ..., I,
d1h(t; a, b)=(a1h(t; a, b), ..., aIh(t; a, b))y, h=0, 1, ..., I,
brs(t; a, b)=rr exp(ar+b
y
r t) rs exp(as+b
y
s t) t, r ] s=0, 1, ..., I,
brr(t)=− C
I
s=0, s ] r
brs(t; a, b), r=1, ..., I,
d2h(t; a, b)=(b
y
1h(t; a, b), ..., b
y
Ih(t; a, b))
y, h=0, 1, ..., I,
Akh(t)=F
t
.
1
1+;Im=1 rm exp(am0+bym0t)
dkh(t; a(0), b(0)) dG0(t),
k=1, 2, h=0, 1, ..., I. (3.1)
We first study the asymptotic behavior of the maximum semiparametric
likelihood estimate (a˜, b˜) defined in (2.1). Theorem 3.1 concerns the
asymptotic distribution of (a˜, b˜) and follows from standard results on
likelihood.
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Theorem 3.1. Suppose that model (1.2) holds and S is positive definite.
As nQ., one can write
1 a˜−a(0)
b˜−b(0)
2=1
n
S−1 R “a(a(0), b(0))“a“a(a(0), b(0))
“b
S+op(n−1/2),
where “a(a(0), b(0))/“a=“a(a, b)/“a|(a, b)=(a(0), b(0)) and “a(a(0), b(0))/“b=
“a(a, b)/“b|(a, b)=(a(0), b(0)). As a result,
`n 1 a˜−a(0)
b˜−b(0)
2
0
d
N(p+1) I(0, S).
Remark 3.1. Theorem 3.1 matches the results of Prentice and Pyke
(1979). A consistent estimate of the covariance matrix S is given by
S˜=S˜−1−(1+r) RD+J 0
0 0
S ,
where S˜ is obtained from S with (a(0), b(0)) replaced by (a˜, b˜) and G0
replaced by G˜0.
In the following we consider the case of p=1, though all the results can
be naturally generalized to the case of p > 1. We now establish the weak
convergence of `n (G˜0−Gˆ0, ..., G˜I−GˆI)y to a multivariate Gaussian
process by representing G˜i−Gˆi (i=0, 1..., I) as the mean of a sequence of
independent and identically distributed stochastic processes with a
remainder term of order op(n−1/2).
Theorem 3.2. Suppose that model (1.2) holds and S is positive definite.
For i=0, 1, ..., I, one can write
G˜i(t)−Gˆi(t)=H1i(t)−Gˆi(t)−H2i(t)+Rin(t), (3.2)
where
H1i(t)=
1
n0
C
n
k=1
exp(ai0+bi0Tk)
1+;Im=1 rm exp(am0+bm0Tk)
I[Tk [ t],
H2i(t)=
1
nri
(Ay1i(t), A
y
2i(t)) S
−1 R “a(a(0), b(0))“a
“a(a(0), b(0))
“b
S , (3.3)
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and the remainder term Rin(t) satisfies
sup
−. [ t [.
| Rin(t) |=op(n−1/2). (3.4)
As a result,
`n R G˜0−Gˆ0G˜1−Gˆ1
x
G˜I−GˆI
S
0
D RW0W1
x
WI
S in DI+1[−.,.], (3.5)
where DI+1[−.,.] is the product space defined by D[−.,.]× · · · ×
D[−.,.] and (W0, W1, ..., WI)y is a multivariate Gaussian process with
continuous sample path and satisfies, for −. [ s [ t [.,
EWi(t)=0, i=0, 1, ..., I,
EWi(s) Wi(t)=
1+r
r2i
[Gi(s)−Bii(s)]−
1
r2i
(Ay1i(s), A
y
2i(s)) S
−1 1A1i(t)
A2i(t)
2 ,
i=0, 1, ..., I,
EWi(s) Wj(t)=−
1+r
rirj
Bij(s)−
1
rirj
(Ay1i(s), A
y
2i(s)) S
−1 1A1j(t)
A2j(t)
2 ,
i ] j=0, 1, ..., I. (3.6)
Theorem 3.2 forms the basis for testing the validity of model (1.2) on
the basis of the test statistic Dn in (2.4). Let wc denote the c-quantile
of the distribution of 1I+1;Ii=0 ri{sup−. [ t [. |Wi(t)|}, i.e., wc satisfies
P( 1I+1;Ii=0 ri{sup−. [ t [. |Wi(t)|} [ wc)=c. According to Theorem 3.2
and the Continuous Mapping Theorem (Billingsley, 1968, p. 30), we have
lim
nQ.
P(Dn \ w1− c)
= lim
nQ.
P 1 1
I+1
C
I
i=0
ri 3 sup
−. [ t [.
`n |G˜i(t)−Gˆi(t)|4 \ w1− c 2
=P 1 1
I+1
C
I
i=0
ri3 sup
−. [ t [.
|Wi(t)|4 \ w1− c 2=c.
Thus, our proposed goodness of fit test procedure has the following deci-
sion rule: reject model (1.2) at level c if Dn > w1− c. In order for this
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proposed test procedure to be useful in practice, we need to find the distri-
bution of 1I+1;Ii=0 ri{sup−. [ t [. |Wi(t)|} and are able to calculate the
(1− c)-quantile w1− c. Unfortunately, no analytic expressions appear to be
available for the distribution function of 1I+1;Ii=0 ri{sup−. [ t [. |Wi(t)|}
and the quantile function thereof. A way out is to employ a bootstrap
procedure as described in the next section.
4. A BOOTSTRAP PROCEDURE AND SOME
NUMERICAL RESULTS
In this section we present a bootstrap procedure which can be employed
to approximate the quantile w1− c defined at the end of the last section. If
model (1.1) is valid, since ag=(ag1 , ..., a
g
I )
y is not estimable in general on
the basis of the case-control data T1, ..., Tn, we can only generate data,
respectively, from G˜0, G˜1, ..., G˜I, where G˜i (i=0, 1, ..., I) is given by (2.3).
Specifically, let Xgi1, ..., X
g
ini be a random sample from G˜i for i=0, 1, ..., I
and assume that {(Xgi1, ..., X
g
ini ) : i=0, 1, ..., I} are jointly independent.
Let {Tg1 , ..., T
g
n} denote the combined bootstrap sample {X
g
01, ..., X
g
0n0 ;
Xg11, ..., X
g
1n1 ; · · · ; X
g
I1, ..., X
g
InI} and (a˜
g, b˜g) with a˜g=(a˜g1 , ..., a˜
g
I )
y and
b˜g=(b˜g
y
1 , ..., b˜
gy
I )
y be the solution to the system of score equations in (2.1)
with the Tgk in place of the Tk. Moreover, similar to (2.2)–(2.4), let
Gˆgi (t)=
1
ni
;nij=1 I[Xgij [ t] for i=0, 1, ..., I and
p˜gk=
1
n0
1
1+;Ii=1 ri exp(a˜gi+b˜g
y
i T
g
k )
, k=1, ..., n,
G˜gi (t)=C
n
k=1
p˜gk exp(a˜
g
i+b˜
gy
i T
g
k ) I[Tgk [ t]
=
1
n0
C
n
k=1
exp(a˜gi+b˜
gy
i T
g
k )
1+;Im=1 rm exp(a˜gm+b˜g
y
m T
g
k )
I[Tgk [ t], i=0, 1, ..., I,
where a˜g0=0 and b˜
g
0=0. Then the corresponding bootstrap version of the
test statistic Dn in (2.4) is given by
Dgn=
1
I+1
C
I
i=0
riD
g
ni,
where Dgni=sup−. [ t [. |D
g
ni(t)| with D
g
ni(t)=`n (G˜gi (t)−Gˆgi (t)) for i=
0, 1, ..., I. To see the validity of the proposed bootstrap procedure, we can
mimic the proofs of Theorems 3.1 and 3.2 with slight modification to show
the following theorem. Here we omit the details.
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Theorem 4.1. Suppose that model (1.2) holds and S is positive definite.
(a) Along almost all sample sequences T1, T2, ..., given (T1, ..., Tn), as
nQ., we have
`n 1 a˜g− a˜
b˜g− b˜
2
0
d
N(p+1) I(0, S).
(b) Along almost all sample sequences T1, T2, ..., given (T1, ..., Tn), as
nQ., we have
`n R G˜g0 −Gˆg0G˜g1 −Gˆg1
x
G˜gI −Gˆ
g
I
S
0
D RW0W1
x
WI
S in DI+1[−.,.],
where (W0, W1, ..., WI)y is the multivariate Gaussian process defined in
Theorem 3.2.
Theorem 3.2 and part (b) of Theorem 4.1 indicate that the limit pro-
cess of `n (G˜g0 −Gˆg0 , ..., G˜gI −GˆgI )y agrees with that of `n (G˜0−Gˆ0, ...,
G˜I−GˆI)y. It follows from the Continuous Mapping Theorem that D
g
n=
1
I+1;Ii=0 riDgni has the same limiting behavior as does Dn= 1I+1;Ii=0
riDni. Thus, we can approximate the quantiles of the distribution of Dn by
those of Dgn . For c ¥ (0, 1), let wn1− c=inf{t; Pg(Dgn [ t) \ 1− c}, where Pg
stands for the bootstrap probability under G˜i (i=0, 1, ..., I). Then we have
the following bootstrap decision rule: reject model (1.2) at level c if
Dn > w
n
1− c.
Next we consider three real data sets.
Example 4.1. Schwartz et al. (1991) carried out a research into quan-
tifying the effect of cigarette smoking on standard measures of lung func-
tion in patients with idiopathic pulmonary fibrosis. As part of their
research they took measurements on the percent predicted residual volume
in three samples of people. Let X0 denote ‘‘People who never smoke,’’ X1
represent ‘‘Former smokers,’’ and X2 stand for ‘‘Current smokers.’’ Then
the measurements on the percent predicted residual volume according to
smoking history are given, respectively, by 35, 120, 90, 109, 82, 40, 68, 84,
124, 77, 140, 127, 58, 110, 42, 57, 93, 70, 51, 74, 74 for X0, 62, 73, 60, 77,
52, 115, 82, 52, 105, 143, 80, 78, 47, 85, 105, 46, 66, 91, 151, 40, 80, 57, 95,
82, 141, 64, 124, 65, 42, 53, 67, 95, 99, 69, 118, 131, 76, 69, 69, 97, 137, 103,
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FIG. 1. Example 4.2. Primary food choice for 59 Florida alligators. Left panel, estimated
cumulative distribution functions G˜0 (solid curve) and Gˆ0 (dashed curve). Middle panel,
estimated cumulative distribution functions G˜1 (solid curve) and Gˆ1 (dashed curve). Right
panel, estimated cumulative distribution functions G˜2 (solid curve) and Gˆ2 (dashed curve).
108, 56 for X1, and 96, 107, 63, 134, 140, 103, 158 for X2. Here, we analyze
the data on the basis of model (1.2). The system of score equations in (2.1)
yields a˜1=−0.20679, a˜2=−3.39710, b˜1=0.00249, and b˜2=0.03461.
Moreover, the proposed test statistic Dn in (2.4) is found to be
Dn=0.63021. The observed P-value is 0.824 based on 1000 bootstrap
replications of Dgn . As a result, we can not reject model (1.2).
Example 4.2. Agresti (1996) analyzed, by employing the generalized
logit model (1.1), the relationship between the alligator length and the
primary food choice of alligators based on 59 alligators sampled in Lake
George, Florida. The complete dataset is listed on p. 207 in his book. Let
X denote ‘‘length of alligator (in meters)’’ and Y represent ‘‘primary food
choice’’ in which Y=0, 1, and 2 stand for three categories: Other, Fish,
and Invertebrate. Since the alligator length X is a continuous explanatory
variable, as argued in Remark 2.3, the Pearson X2 and likelihood-ratio G2
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FIG. 2. Example 4.3. Pneumoconiosis among coalminers with X representing period
spent in years. Left panel, estimated cumulative distribution functions G˜0 (solid curve) and
Gˆ0 (dashed curve). Middle panel, estimated cumulative distribution functions G˜1 (solid curve)
and Gˆ1 (dashed curve). Right panel, estimated cumulative distribution functions G˜2 (solid
curve) and Gˆ2 (dashed curve).
test statistics are not appropriate in checking the adequacy of the
(prospective) generalized logit model (1.1) for these data without grouping
them into a fixed number of categories. Now since the sample data
(Xi, Yi), i=1, ..., 59, can be thought as being drawn independently and
identically from the joint distribution of (X, Y), Remark 2.1 implies that
we can make use of the test statistic Dn in (2.4) to test the validity of model
(1.1).
Under model (1.2) we find (a˜1, b˜1, a˜2, b˜2)=(0.26319, −0.11011, 4.78115,
−2.46545) and Dn=1.97539 with the observed P-value identical to 0.202
based on 1000 bootstrap replications of Dgn . Note that since n0=8, n1=31,
and n2=20, a
g
1 and a
g
2 in model (1.1) can be estimated by a˜
g
1=0.26319+
log(31/8)=1.61773 and a˜g2=4.78115+log(20/8)=5.69744, respectively.
The estimates a˜g1 , b˜1, a˜
g
2 , and b˜2 given here are slightly different from those
given in Table 8.2 of Agresti (1996, p. 207).
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FIG. 3. Example 4.3. Pneumoconiosis among coalminers with X representing period
spent in log years. Left panel, estimated cumulative distribution functions G˜0 (solid curve) and
Gˆ0 (dashed curve). Middle panel, estimated cumulative distribution functions G˜1 (solid curve)
and Gˆ1 (dashed curve). Right panel, estimated cumulative distribution functions G˜2 (solid
curve) and Gˆ2 (dashed curve).
Figure 1 shows the curves of G˜0 and Gˆ0 (left panel), the curves of G˜1 and
Gˆ1 (middle panel), and the curves of G˜2 and Gˆ2 (right panel) based on this
data set. The curve of G˜1 (G˜2) bears a resemblance to that of Gˆ1 (Gˆ2),
whereas the dissimilarity between the curves of G˜0 and Gˆ0 indicates some
evidence of lack of fit of the generalized logit model (1.1) to these data
within the baseline category for ‘‘Other.’’
Example 4.3. Table 5.2 in McCullagh and Nelder (1989, p. 179) con-
tains data concerning the degree of pneumoconiosis in coalface workers as
a function of exposure x measured in years. McCullagh and Nelder (1989)
analyzed this data set by employing the proportional odds model and the
continuation-ratio logit model, whereas Aitkin et al. (1989) analyzed this
data set by using the generalized logit model (1.1). Here we consider testing
the validity of model (1.1) based on this data set. Let X denote ‘‘Period
spent (years)’’ and Y represent ‘‘prevalence of pneumoconiosis’’ in which
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FIG. 4. Example 4.3. Pneumoconiosis among coalminers with X representing period
spent in log years and with one common odds ratio parameter in model (1.1). Left panel,
estimated cumulative distribution functions G˜0 (solid curve) and Gˆ0 (dashed curve). Middle
panel, estimated cumulative distribution functions G˜1 (solid curve) and Gˆ1 (dashed curve).
Right panel, estimated cumulative distribution functions G˜2 (solid curve) and Gˆ2 (dashed
curve).
Y=0, 1, and 2 stand for three categories: Normal, Mild pneumoconiosis,
and Severe pneumoconiosis. Since the sample data (Xi, Yi), i=1, ..., 371,
can be thought as being drawn independently and identically from the joint
distribution of (X, Y), Remark 2.1 implies that we can use the test statistic
Dn in (2.4) to test the validity of model (1.1). Under model (1.2), we have
(a˜1, b˜1, a˜2, b˜2)=(−2.26284, 0.08357, −3.17761, 0.10929) and Dn=0.21315
with the observed P-value identical to 0.195 based on 1000 bootstrap
replications of Dgn . Since n0=289, n1=38, and n2=44, a
g
1 and a
g
2 in
model (1.1) can be estimated by a˜g1=−2.26284+log(38/289)=−4.29168
and a˜g2=−3.17761+log(44/289)=−5.05984, respectively. Figure 2 dis-
plays the curves of G˜0 and Gˆ0 (left panel), the curves of G˜1 and Gˆ1 (middle
panel), and the curves of G˜2 and Gˆ2 (right panel) based on this fitted
model. The three panels indicate some evidence of lack of fit of the gener-
alized logit model (1.1) to these data.
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Aitkin et al. (1989) also fitted the generalized logit model (1.1) to this
data set by using the log transformation of years. Let X represent ‘‘Period
spent (log years).’’ Thenwe find (a˜1, b˜1, a˜2, b˜2, a˜
g
1 , a˜
g
2 )=(−6.90719, 2.16537,
−10.09285, 3.06747, −8.93603, −11.97509) and Dn=0.13789 with the
observed P-value equal to 0.832 based on 1000 bootstrap replications of
Dgn . Figure 3 demonstrates that model (1.1) provides a good fit to these
data.
Since the three-category response Y has a natural order to the categories:
normal, mild, severe, Aitkin et al. (1989) fitted a common odds ratio
parameter for the response categories in the generalized logit model by
setting b1=b2 — b in (1.1). Then necessarily we have a1=a2 — a in model
(1.2). In this case, with X still representing period spent in log years, we
find (a˜, b˜, a˜g1 , a˜
g
2 )=(−8.34921, 2.57602, −10.37805, −10.23145) and Dn=
0.19873 with the observed P-value identical to 0.584 based on 1000 boot-
strap replications of Dgn . Figure 4 shows that model (1.1) with one common
odds ratio parameter also fits data well.
5. A SIMULATION STUDY
We now assess the finite sample performance of the proposed goodness-
of-fit test statistic Dn in (2.4) via simulation. In our simulation study, we
assume that I=2 and that g0(x) is the standard normal density function,
g1(x) is the density function of a N(m1, 1) distribution, and g2(x) is
the density function of a N(m2, s2) distribution. Then the three density
functions g0(x), g1(x), and g2(x) are related by
g1(x)=exp(a1+b1x) g0(x), g2(x)=exp(a2+b2x+cx2) g0(x), (5.1)
where
a1=−
m21
2
, b1=m1, a2=−
1
2
1m22
s2
+log s22 ,
b2=
m2
s2
, n=
1
2
11− 1
s2
2 . (5.2)
It is seen that under model (5.1), if s=1, then c=0 and thus model (1.2)
holds.
If model (5.1) is valid, then testing the validity of model (1.2) with I=2
is equivalent to testing the null hypothesis H0: c=0 under model (5.1). Let
(a˜1, a˜2, b˜1, b˜2, c˜, G˜0) be the maximum semiparametric likelihood estimate
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TABLE I
Achieved Significance Levels and Powers of Dn and Tn
Power
c (n1, n2, n3) Nominal level Dn Tn
0.0 (20, 30, 40) 0.10 0.147 0.106
0.0 (20, 30, 40) 0.05 0.069 0.063
0.0 (20, 30, 40) 0.01 0.016 0.015
−0.5 (20, 30, 40) 0.10 0.288 0.317
−0.5 (20, 30, 40) 0.05 0.192 0.204
−0.5 (20, 30, 40) 0.01 0.066 0.076
−1.0 (20, 30, 40) 0.10 0.460 0.595
−1.0 (20, 30, 40) 0.05 0.334 0.466
−1.0 (20, 30, 40) 0.01 0.146 0.194
0.0 (30, 30, 30) 0.10 0.133 0.081
0.0 (30, 30, 30) 0.05 0.074 0.034
0.0 (30, 30, 30) 0.01 0.017 0.013
−0.5 (30, 30, 30) 0.10 0.287 0.311
−0.5 (30, 30, 30) 0.05 0.177 0.208
−0.5 (30, 30, 30) 0.01 0.059 0.060
−1.0 (30, 30, 30) 0.10 0.479 0.620
−1.0 (30, 30, 30) 0.05 0.341 0.471
−1.0 (30, 30, 30) 0.01 0.146 0.170
0.0 (40, 30, 20) 0.10 0.142 0.103
0.0 (40, 30, 20) 0.05 0.063 0.053
0.0 (40, 30, 20) 0.01 0.010 0.011
−0.5 (40, 30, 20) 0.10 0.257 0.292
−0.5 (40, 30, 20) 0.05 0.142 0.158
−0.5 (40, 30, 20) 0.01 0.037 0.030
−1.0 (40, 30, 20) 0.10 0.404 0.579
−1.0 (40, 30, 20) 0.05 0.269 0.378
−1.0 (40, 30, 20) 0.01 0.094 0.110
of (a1, a2, b1, b2, c, G0) by maximizing the semiparametric likelihood func-
tion L(a1, a2, b1, b2, c, G0) jointly with respect to (a1, a2, b1, b2, c) and G0
under model (5.1). When H0: c=0 is true under model (5.1), `n c˜0
d
N(0, s2c) according to Theorem 3.1, where s
2
c is the asymptotic variance of
`n c˜ given by the last element in the main diagonal of the 5×5 asymptotic
covariance matrix S in Theorem 3.1. If s˜2c is the empirical version of s
2
c on
the basis of G˜0 in (2.3), we can make use of the statistic
Tn=
`n c˜
s˜c
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to test H0: d=0 under model (5.1). Thus, both Dn and Tn can be used to
test the validity of model (1.2) with I=2. We would anticipate that Tn is
better than Dn if model (5.1) is valid.
In our simulations, we considered c=0, −0.5, −1.0 and sample sizes
of (n0, n1, n2)=(20, 30, 40), (n0, n1, n2)=(30, 30, 30), and (n0, n1, n2)=
(40, 30, 20). Furthermore, we let (m1, m2)=(−0.5, 0.5) be fixed so that
a1=−0.125, b1=−0.5, a2=−(1/2)(1/4s2+log s2), and b2=1/2s2.
Note that for c=0, −0.5, −1.0, we have s=1.0, 0.70711, 0.57735 by
(5.2). For each pair (n0, n1, n2) and each value of c, we generated 1000
independent sets of combined random samples from the N(0, 1), N(m1, 1),
and N(m2, s2) distributions. Moreover, we generated 1000 independent
combined bootstrap samples for each simulation to compute the critical
values of Dn for significance levels 0.01, 0.05, and 0.1.
The simulation results are summarized in Table I. It is seen that the
achieved significance levels of both Dn and Tn are quite close to the corre-
sponding nominal significance levels and the powers of Dn and Tn are
getting larger when c is away from 0. As anticipated, the powers of Tn
are all greater than those of Dn except for the case with c=−0.5,
(n0, n1, n2)=(40, 30, 20), and nominal level equal to 0.01.
6. PROOFS
We first present two lemmas, which will be used in the proof of the main
results. The proofs of Lemmas 6.1 and 6.2 are lengthy yet straightforward
and are therefore omitted here. Throughout this section, the norm of an
m1×m2 matrix A=(aij)m1 ×m2 is defined by ||A||=(;m1i=1 ;m2j=1 a2ij)1/2 for
m1, m2 \ 1. Furthermore, in addition to the notation in (3.1) we introduce
some further notation. Write
H0i(t)=
1
ni
C
n
k=1
I[Tk [ t]
{1+;Im=1 rm exp(am0+bym0Tk)}2
d1i(Tk; a(0), b(0)),
i=0, 1, ..., I,
H3i(t)=
1
ni
C
n
k=1
I[Tk [ t]
{1+;Im=1 rm exp(am0+bym0Tk)}2
d2i(Tk; a(0), b(0)),
i=0, 1, ..., I.
Lemma 6.1. Suppose that model (1.2) holds and S is positive definite. For
−. [ s [ t [., we have
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Cov(`n [H1i(s)−Gˆi(s)],`n [H1i(t)−Gˆi(t)])=
1+r
r2i
[Gi(s)−Bii(s)]
−
1+r
r2i
C
I
k=0, k ] i
1
rk
Bik(s) Bik(t)−
1+r
r3i
[Gi(s)−Bii(s)][Gi(t)−Bii(t)],
i=0, 1, ..., I,
Cov(`n [H1i(s)−Gˆi(s)],`n [H1j(t)−Gˆj(t)])
=−
1+r
rirj
Bij(s)−
1+r
rirj
C
I
k=0
1
rk
Bik(s) Bjk(t)
+
1+r
rir
2
j
Bij(s) Gj(t)+
1+r
r2i rj
Gi(s) Bij(t), i ] j=0, 1, ..., I,
where H1i(t) is defined in (3.3).
Lemma 6.2. Suppose that model (1.2) holds and S is positive definite. For
−. [ s, t [., we have
Cov(`n [H1i(s)−Gˆi(s)]),`n H2i(t))=Cov(`n H2i(s),`n H2i(t))
=
1
r2i
(Ay1i(t), A
y
2i(t)) S
−1 1A1i(s)
A2i(s)
2−1+r
r2i
C
I
k=0, k ] i
1
rk
Bik(s) Bik(t)
−
1+r
r3i
[Gi(s)−Bii(s)][Gi(t)−Bii(t)], i=0, 1, ..., I,
Cov(`n [H1i(s)−Gˆi(s)]),`n H2j(t))=Cov(`n H2i(s),`n H2j(t))
=
1
rirj
(Ay1i(s), A
y
2i(s)) S
−1 1A1j(t)
A2j(t)
2−1+r
rirj
C
I
k=0
1
rk
Bik(s) Bjk(t)
+
1+r
rir
2
j
Bij(s) Gj(t)+
1+r
r2i rj
Gi(s) Bij(t), i ] j=0, 1, ..., I,
where H1i(t) and H2i(t) are defined in (3.3).
Proof of Theorem 3.2. Since EH0i(t)=(1/ri) A1i(t) and EH3i(t)=
(1/ri) A2i(t) for i=0, 1, ..., I and (a˜, b˜) is strongly consistent, applying a
first-order Taylor expansion and Theorem 3.1 gives, uniformly in t,
G˜i(t)=
1
ni
C
n
k=1
ri exp(a˜i+b˜iTk) I[Tk [ t]
1+;Im=1 rm exp(a˜m+b˜mTk)
=H1i(t)−H
y
0i(t)(a˜−a(0))−H
y
3i(t)(b˜−b(0))+op(dn)
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=H1i(t)−(EH
y
0i(t), EH
y
3i(t))1 a˜−a(0)
b˜−b(0)
2−rin(t)+op(dn)
=H1i(t)−
1
nri
(Ay1i(t), A
y
2i(t)) S
−1 R “a(a(0), b(0))“a
“a(a(0), b(0))
“b
S
+op(n−1/2)−rin(t)+op(dn)
=H1i(t)−H2i(t)+Rin(t), i=0, 1, ..., I, (6.1)
where dn=||a˜−a(0) ||+||b˜−b(0) || and for i=0, 1, ..., I,
rin(t)=[H
y
0i(t)−EH
y
0i(t), H
y
3i(t)−EH
y
3i(t)] 1 a˜−a(0)
b˜−b(0)
2 ,
Rin(t)=op(n−1/2)−rin(t)+op(dn).
It follows from Theorem 3.1 that dn=Op(n−1/2). Furthermore, it can be
shown that sup−. [ t [. |rin(t)|=op(n−1/2). As a result, sup−. [ t [. |Rin(t)|=
op(n−1/2), which along with (6.1) establishes (3.2) and (3.4). To prove (3.5),
according to (3.2) and (3.4), it suffices to show that
`n RH10−Gˆ0−H20H11−Gˆ1−H21
x
H1I−GˆI−H2I
S
0
D RW0W1
x
WI
S in DI+1[−.,.]. (6.2)
According to (3.6) and Lemmas 6.1 and 6.2, we have for −. [ s [
t [.,
E{`n [H1i(t)−Gˆi(t)−H2i(t)]}=0=EWi(t), i=0, 1, ..., I,
Cov(`n [H1i(s)−Gˆi(s)]−`n H2i(s),`n [H1i(t)−Gˆi(t)]−`n H2i(t))
=Cov(`n [H1i(s)−Gˆi(s)),`n [H1i(t)−Gˆi(t)])
−Cov(`n H2i(s),`n H2i(t))
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=
1+r
r2i
[Gi(s)−Bii(s)]− C
I
k=0, k ] i
1+r
r2i rk
Bik(s) Bik(t)
−
1+r
r3i
[Gi(s)−Bii(s)][Gi(t)−Bii(t)]
−
1
r2i
(Ay1i(s), A
y
2i(s)) S
−1 1A1i(t)
A2i(t)
2+ CI
k=0, k ] i
1+r
r2i rk
Bik(s) Bik(t)
+
1+r
r3i
[Gi(s)−Bii(s)][Gi(t)−Bii(s)]
=
1+r
r2i
[Gi(s)−Bii(s)]−
1
r2i
(Ay1i(s), A
y
2i(s)) S
−1 1A1i(t)
A2i(t)
2
=EWi(s) Wi(t), i=0, 1, ..., I,
Cov(`n [H1i(s)−Gˆi(s)]−`n H2i(s),`n [H1j(t)−Gˆj(t)]−`n H2j(t))
=Cov(`n [H1i(s)−Gˆi(s)),`n [H1j(t)−Gˆj(t)])
−Cov(`n H2i(s),`n H2j(t))
=−
1+r
rirj
Bij(s)−
1+r
rirj
C
I
k=0
1
rk
Bik(s) Bjk(t)
+
1+r
rir
2
j
Bij(s) Gj(t)+
1+r
r2i rj
Bij(t) Gi(s)
−
1
rirj
(Ay1i(s), A
y
2i(s)) S
−1 1A1j(t)
A2j(t)
2+1+r
rirj
C
I
k=0
1
rk
Bik(s) Bjk(t)
−
1+r
rir
2
j
Bij(s) Gj(t)−
1+r
r2i rj
Gi(s) Bij(t)
=−
1+r
rirj
Bij(s)−
1
rirj
(Ay1i(s), A
y
2i(s)) S
−1 1A1j(t)
A2j(t)
2
=EWi(s) Wj(t), i ] j=0, 1, ..., I.
It then follows from the multivariate central limit theorem for sample
means and the Cramer–Wold device that the finite-dimensional distribu-
tions of `n (H10−Gˆ0−H20, ..., H1I−GˆI−H2I)y converge weakly to those
of (W0, ..., WI)y. Thus, in order to prove (6.2), it is enough to show that the
process {`n (H10(t)−Gˆ0(t)−H20(t), ..., H1I(t)−GˆI(t)−H2I(t))y, −. [ t
[.} is tight in DI+1[−.,.]. But this can be established by employing
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the tightness criteria in Billingsley (1968) or the tightness axiom in Sen and
Singer (1993). The proof of Theorem 3.2 is complete.
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