Abstract. We give a general technique for designing fast subexponential algorithms for several graph problems whose instances are restricted to graphs of bounded genus. We use it to obtain time 2
conquer" techniques, dynamic programming (here we refer to tree or branch decompositions -see Section 2 for details). The main idea behind this approach is very simple: Suppose that for a problem P we are able to prove that for every n-vertex graph G of branchwidth at most , the problem P can be solved in time 2
O( (G)) · n O (1) . Since the branchwidth of an n-vertex graph of a fixed genus is O( √ n), we have that P is solvable on G in time 2 (1) .
For some problems like Minimum Vertex Cover or Minimum Dominating Set, such an approach yields directly algorithms of running time 2
on graphs of bounded genus. However, for some problems, like Hamiltonian Cycle, Σ-embedded Graph TSP, Max Leaf Tree, and Steiner Tree, branchwidth arguments do not provide us with time 2
The reason is that all these problems are "non-local" and despite many attempts, no time 2 o( (G) log ) · n O (1) algorithm solving these problems on graphs of branchwidth at most is known.
Recently, it was observed by several authors that if a graph G is not only of branchwidth at most but is also planar, then for a number of "non-local" problems the log overhead can be removed [3, 5] , resulting in time 2
O(
√ n) ·n O(1) algorithms on planar graphs. Similar result can be obtained by making use of separators [1] .
It is a common belief that almost every technique working on planar graphs can be extended on graphs embedded on a surface of bounded genus. However, this is not always a straightforward task. The main difficulty in generalizing planar graph techniques [1, 3, 5] to graphs of bounded genus is that all these techniques are based on partitioning a graph embedded on a plane by a closed curve into smaller pieces. Deineko et al. use cyclic separators of triangulations [1] , Demaine and Hajiaghayi use layers of k-outerplanar graphs [3] , and Dorn et al. sphere cut decompositions [5] . But the essence of all these techniques is that, roughly speaking, the situation occurring in the "inner" part of the graph bounded by the closed curve can be represented in a compact way by Catalan structures. None of these tools works for graphs of bounded genusseparators are not cyclic anymore, nor are there sphere cut decompositions and k-outerplanarity in non-planar graphs.
In this paper we provide a method to design fast subexponential algorithms for graphs of bounded genus for a wide class of combinatorial problems. Our algorithms are "fast" in the sense that they avoid the log n overhead and also because the constants hidden in the big-Oh of the exponents are reasonable. The technique we use is based on reduction of the bounded genus instances of the problem to planar instances of a more general graph problem on planar graphs where Catalan structure arguments are still possible. Such a reduction employs several results from topological graph theory concerning graph structure and noncontractible cycles of non-planar embeddings.
Our techniques, combined with the excluded grid theorem for graphs of bounded genus and bidimensionality arguments [2] provide also faster parameterized algorithms. For example we introduce the first time 2
algorithm for parameterized p-Cycle which asks, given a positive integer p and a n-vertex graph G, whether G has a cycle of length at least p. Similar results can be obtained for other parameterized versions of non-local problems.
This paper is organized as follows. Towards simplifying the presentation of our results we decided to demonstrate how our approach works for the Hamiltonian Cycle problem. Later, at the end of Section 4, we will explain how it can be applied to other combinatorial problems. We start with some basic definitions in Section 2 and some results from topological graph theory. Section 3 is devoted to the solution of Hamiltonian Cycle problem (which asks if a given graph G has a cycle containing all its vertices) on torus-embedded graphs. These graphs already inherit all "nasty" properties of non-planar graphs and all difficulties arising on surfaces of higher genus appear for torus-embedded graphs. However, the case of torus-embedded graphs is still sufficiently simple to exemplify the minimization technique used to obtained reasonable constants in the exponent. In Section 4, we explain how the results on torus-embedded graphs can be extended for any graphs embedded in a surface of fixed genus. Also in this section we discuss briefly applications of our results to parameterized algorithms on graphs of bounded genus.
Definitions and preliminary results
In this section we will give a series of definitions and results that will be useful for the presentation of the algorithms in Sections 3 and 4. Surface embeddible graphs. We use the notation V (G) and E(G), for the set of the vertices and edges of G. A surface Σ is a compact 2-manifold without boundary (we always consider connected surfaces). We denote by S 0 the sphere (x, y, z | x 2 + y 2 + z 2 = 1) and by S 1 the torus (x, y, z
2 ). A line in Σ is subset homeomorphic to [0, 1]. An O-arc is a subset of Σ homeomorphic to a circle. Whenever we refer to a Σ-embedded graph G we consider a 2-cell embedding of G in Σ. To simplify notations we do not distinguish between a vertex of G and the point of Σ used in the drawing to represent the vertex or between an edge and the line representing it. We also consider G as the union of the points corresponding to its vertices and edges. That way, a subgraph H of G can be seen as a graph H where H ⊆ G. We call by region of G any connected component of (Σ \ E(G)) \ V (G). (Every region is an open set.) A subset of Σ meeting the drawing only in vertices of G is called G-normal. If an O-arc is G-normal then we call it noose. The length of a noose N is the number of its vertices and we denote it by |N |. Representativity [12] is the measure how dense a graph is embedded on a surface. The representativity (or face-width) rep(G) of a graph G embedded in surface Σ = S 0 is the smallest length of a noncontractible noose in Σ. In other words, rep(G) is the smallest number k such that Σ contains a noncontractible (non null-homotopic in Σ) closed curve that intersects G in k points. Given a Σ-embedded graph G, its radial graph (also known as vertex-face graph) is defined as the the graph R G that has as vertex set the vertices and the faces of G and where an edge exists iff it connects a face and a vertex incident to it in G (R G is also a σ-embedded graph). If the intersection of a noose with any region results into a connected subset, then we call such a noose tight. Notice that each tight noose N in a Σ-embedded graph G, corresponds to some cycle C of its radial graph R G (notice that the length of such a cycle is 2 · |N |). Also any cycle C of R G is a tight noose in G. As it was shown by Thomassen in [14] (see also Theorem 4.3.2 of [11] ) a shortest noncontractible cycle in a graph embedded on a surface can be found in polynomial time. By Proposition 5.5.4 of [11] ) a noncontractible noose of minimum size is always a tight noose, i.e. corresponds to a cycle of the radial graph. Thus we have the following proposition. The Euler genus of a surface Σ is eg(Σ) = min{2g(Σ),g(Σ)} where g is the orientable genus andg the nonorientable genus. We need to define the graph obtained by cutting along a noncontractible tight noose N . We suppose that for any v ∈ N ∩ V (G), there exists an open disk ∆ containing v and such that for every edge e adjacent to v, e ∩ ∆ is connected. We also assume that ∆ \ N has two connected components ∆ 1 and ∆ 2 . Thus we can define partition of 
One of the following holds • G can be embedded in a surface with Euler genus strictly smaller than eg(Σ).
• G is the disjoint union of graphs G 1 and G 2 that can be embedded in surfaces
Branchwidth. A branch decomposition of a graph G is a pair T, µ , where T is a tree with vertices of degree one or three and µ is a bijection from the set of leaves of T to E(G). For a subset of edges X ⊆ E(G) let δ G (X) be the set of all vertices incident to edges in X and E(G) \ X. For each edge e of T , let T 1 (e) and T 2 (e) be the sets of leaves in two components of T \ e. For any edge e ∈ E(T ) we define the middle set as mid(e) = v∈T1(e) δ G (µ(v)). The width of T, µ is the maximum size of a middle set over all edges of T , and the branch-width of G, bw(G), is the minimum width over all branch decompositions of G. For a S 0 -embedded graph G, we define a sphere cut decomposition or scdecomposition T, µ, π as a branch decomposition such that for every edge e of T and the two subgraphs G 1 and G 2 induced by the edges in µ(T 1 (e)) and µ(T 2 (e)), there exists a tight noose O e bounding two open discs ∆ 1 and
Thus O e meets G only in mid(e) and its length is |mid(e)|. Clockwise traversing of O e in the drawing G defines the cyclic ordering π of mid(e). We always assume that in an sc-decomposition the vertices of every middle set mid(e) = V (G 1 ) ∩ V (G 2 ) are enumerated according to π. The following result follows from the celebrated ratcatcher algorithm due to Seymour and Thomas [13] (the running time of the algorithm was recently improved in [8] ; see also [5] 
Hamiltonicity on torus-embedded graphs
The idea behind solving the Hamiltonian cycle problem on S 1 -embedded graphs is to suitably modify the graph G in such a way that the new graph G is S 0 -embedded (i.e. planar) and restate the problem to an equivalent problem on G that can be solved by dynamic programming on a sc-decomposition of G . As we will see in Section 4, this procedure is extendable to graphs embedded on surfaces of higher genus. Let G be an S 1 -embedded graph (i.e. a graph embedded in the torus ). By Proposition 1, it is possible to find in polynomial time a shortest noncontractible (tight) noose N of G. Let G be the graph obtained by cutting along N on G. By Proposition 2, G is S 0 -embeddible. 
Definition 2. A set of disjoint paths P in G is relaxed Hamiltonian if: (P1) Every path has its endpoints in N X and N Y . (P2) Vertex x i is an endpoint of some path P if and only if y i is an endpoint of a path P = P . (P3) For x i and y i : one is an inner vertex of a path if and only if the other is not in any path. (P4) Every vertex of
A cut of a Hamiltonian cycle in G is a relaxed Hamiltonian set in G , but not every relaxed Hamiltonian set in G forms a Hamiltonian cycle in G. However, given a relaxed Hamiltonian set P one can check in linear time (by identifying the corresponding vertices of N X and N Y ) if P is a cut of Hamiltonian path in G. Two sets of disjoint paths P = (P 1 , P 2 , . . . , P k ) and P = (P 1 , P 2 , . . . , P k ) are equivalent if for every i ∈ {1, 2, . . . , k}, the paths P i and P i have the same endpoints and an inner vertex in one set is also an inner vertex in the other set. Proof. In [5] it is argued that the number of non-crossing paths with its endpoints in one noose corresponds to a number of algebraic terms, namely the Catalan numbers. Here we deal with two cut-nooses and our intention is to transform them into one cut-noose. For this, assume two vertices x i ∈ N X and y j ∈ N Y being two fixed endpoints of a path P i,j in a relaxed Hamiltonian set P. We look at all possible residual paths in P \ P i,j and we observe that no path crosses P i,j in the S 0 -embedded graph G . So we are able to 'cut' the sphere S 0 along P i,j and, that way, create a "tunnel" between ∆ X and ∆ Y unifying them to a single disk ∆ XY . Take the counter-clockwise order of the vertices of N X beginning with x i and concatenate N Y in clockwise order with y j the last vertex. We denote the new cyclic ordering by π XY (see Figure 1 for We call a candidate C of an equivalence class of relaxed Hamiltonian sets to be a set of paths with vertices only in N X ∪ N Y satisfying conditions (P1)-(P3). Thus for each candidate we fix a path between N X and N Y and define the ordering π XY . By making use of dynamic programming on sc-decompositions we check for each candidate C if there is a spanning subgraph of the planar graph G isomorphic to a relaxed Hamiltonian set P such that P is equivalent to C.
Instead of looking at the Hamiltonian cycle problem on G we solve the relaxed Hamiltonian set problem on the S 0 -embedded graph G obtained from G. Given a candidate C: a set of vertex tuples
. . , k and a vertex set I ⊂ N X ∪ N Y . Does there exist a relaxed Hamiltonian set P such that every (s i , t i ) marks the endpoints of a path and the vertices of I are inner vertices of some paths? Our algorithm works as follows: first encode the vertices of N X ∪ N Y according to C by making use of the Catalan structure of C as it follows from the proof of Lemma 1. We may encode the vertices s i as the 'beginning' and t i as the 'ending' of a path of C. Using order π XY , we ensure that the beginning is always connected to the next free ending. This allows us to design a dynamic programming algorithm using a small constant number of states. We call the encoding of the vertices of N X ∪ N Y base encoding to differ from the encoding of the sets of disjoint paths in the graph. We proceed with dynamic programming over middle sets of a rooted sc-decomposition T, µ, π in order to check whether G contains a relaxed Hamiltonian set P equivalent to candidate C. As T is a rooted tree, this defines an orientation of its edges towards its root. Let e be an edge of T and let O e be the corresponding tight noose in S 0 . Recall that the tight noose O e partitions S 0 into two discs which, in turn, induces a partition of the edges of G into two sets. We define as G e the graph induced by the edge set that corresponds to the "lower side" of e it its orientation towards the root. All paths of P ∩ G e start and end in O e and G e ∩ (N X ∪ N Y ) . For each G e , we encode the equivalence classes of sets of disjoint paths with endpoints in O e . From the leaves to the root for a parent edge and its two children, we update the encodings of the parent middle set with those of the children (for an example of dynamic programming on sc-decompositions, see also [5] ). We obtain the algorithm in Figure 2 . In the proof of the following lemma we show how to apply the dynamic programming step of HamilTor. The proof is technical, and can be found in the long version of this paper [4] . But we sketch the main idea here: For a dynamic programming step we need the information on how a tight noose O e and N X ∪ N Y intersect and which parts of N X ∪ N Y are a subset of the subgraph G e . Define the vertex set X = (G e \ O e ) ∩ (N X ∪ N Y ) . G e is bordered by O e and X . G e is partitioned into several edge-disjoint components that we call partial components. Each partial component is bordered by a noose that is the union of subsets of O e and X . Let us remark that this noose is not necessarily tight. The partial components intersect pairwise only in vertices of X that we shall define as connectors. In each partial component we encode a collection of paths with endpoints in the bordering noose using Catalan structures. The union of these collections over all partial components must form a collection of paths in G e with endpoints in O e and in X . We ensure that the encoding of the connectors of each two components fit. During the dynamic programming we need to keep track of the base encoding of X . We do so by only encoding the vertices of O e without explicitely memorizing with which vertices of X they form a path. With several technical tricks we can encode O e such that two paths with an endpoint in O e and the other in X can be connected to a path of P only if both endpoints in X are the endpoints of a common path in C.
Lemma 2. For a given a sc-decomposition T, µ, π of G of width and a candidate C = (T, I) the running time of the main step of HamilTor on
To finish the estimation of the running time we need some combinatorial results. The proof of the following two lemmata can be found in [4] .
Lemma 3. Let G be a S 1 -embedded graph on n vertices and G the planar graph after cutting along a noncontractible tight noose.Then bw(G ) ≤ √ 4.5 · √ n + 2.
Putting all together we obtain the following theorem. 
Hamiltonicity on graphs of bounded genus
Now we extend our algorithm to graphs of higher genus. For this, we use the following kind of planarization: We apply Proposition 2 and cut iteratively along shortest noncontractible nooses until we obtain a planar graph G . If at some step G is the disjoint union of two graphs G 1 and G 2 , we apply Proposition 2 on G 1 and G 2 separately. The proof of the following lemma is in [4] . 
We examine how a shortest noncontractible noose affects the cut-nooses: 
Proposition 4. (Mohar and Thomassen [11]) The family of Σ-noncontractible cycles of a Σ-embedded graph G satisfies the 3-path-condition.
Proposition 4 is useful to restrict the number of ways not only on how a shortest noncontractible tight noose may intersect a face but as well on how it may intersect the vertices incident to a face. The proof of the following lemma can be found in [4] .
, and x and y are both incident to one more face different than F which is intersected by
We use Lemma 6 to extend the process of cutting along noncontractible tight nooses such that we obtain a planar graph with a small number of disjoint cutnooses of small lengths. Let g ≤ eg(Σ) be the number of iterations needed to cut along shortest noncontractible nooses such that they turn a Σ-embedded graph G into a planar graph G . However, these cut-nooses may not be disjoint. In our dynamic programming approach we need pairwise disjoint cut-nooses. Thus, whenever we cut along a noose, we manipulate the cut-nooses found so far. After g iterations, we obtain the set of cut-nooses N that is a set of disjoint cut-nooses bounding empty open disks in the embedding of G . Let L(N) be the length of N as the sum over the lengths of all cut-nooses in N. The proof of the following proposition can be found in [4] . Similar to torus-embedded graphs, we order the vertices of N for later encoding in a counterclockwise order π L depending on the fixed paths between the cut-nooses of N. The proof of the following can be found in [4] . g·(log g+rep(G) ) .
Given the order π L of the vertices N in the encoding of a candidate C of a relaxed Hamiltonian set. As in the previous section, we preprocess the graph G and encode the vertices of N with the base values. We extend the dynamic porgramming approach by analysing how the tight noose O e can intersect several cut-nooses. The proofs of the next two statements can be found in [4] . Our dynamic programming technique can be used to design faster parameterized algorithms as well. For example, the parameterized p-Cycle on Σ-embedded Graphs problem asks for a given Σ-embedded graph G, to check for the existence of a cycle of length at least a parameter p. First, our technique can be used to find the longest cycle of G with g ≤ eg(Σ) in time n 
Conclusive Remarks
In this paper we have introduced a new approach for solving non-local problems on graphs of bounded genus. With some sophisticated modifications, this generic approach can be used to design time 2
O(
√ n) algorithms for many other problems including Σ-embedded Graph TSP (TSP with the shortest path metric of a Σ-embedded graph as the distance metric for TSP), Max Leaf Tree, and Steiner Tree, among others. Clearly, the ultimate step in this line of research is to prove the existence of time 2 O( √ n) algorithms for non-local problems on any graph class that is closed under taking of minors. Recently, we were able to complete a proof of such a general result, using results from the Graph Minor series. One of the steps of our proof is strongly based on the results and the ideas of this paper.
