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Abstract. This paper is devoted to the problem of blob detection in
manifold-valued images. Our solution is based on new definitions of blob
response functions. We define the blob response functions by means of
curvatures of an image graph, considered as a submanifold. We call the
proposed framework Riemannian blob detection. We prove that our ap-
proach can be viewed as a generalization of the grayscale blob detec-
tion technique. An expression of the Riemannian blob response functions
through the image Hessian is derived. We provide experiments for the
case of vector-valued images on 2D surfaces: the proposed framework is
tested on the task of chemical compounds classification.
Keywords: blob detection, image processing, manifold-valued images,
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1 Introduction
Blob detection [1] is a widely used method of keypoints detection in grayscale
images. Informally speaking, blob detection aims to find ellipse-like regions of
different sizes with similar intensity inside. Blobs are sought as local extremums
of a blob response function. Several color blob detection algorithms were pro-
posed in [2, 3]. Blob detection has applications in 3D face recognition, object
recognition, panorama stitching, 3D scene modeling, tracking, action recogni-
tion, medical images processing, etc.
Our goal is to propose a blob detection framework for the general setting of
an image being a map between Riemannian manifolds. Our approach is based
on a definition of blob response functions by means of image graph curvatures.
Furthermore, we derive the expression of Riemannian blob response functions
through image Hessian. This expression shows that Riemannian blob detection
coincides with the classical blob detection framework for the grayscale case. Also
this expression provides a more convenient way to calculate Riemannian blob
response functions for vector- and manifold-valued images.
Research of connections between image processing methods and image graph
geometry is of its own interest. This research helps deeply understand tradi-
tional methods, provides insights and gives natural generalizations of classical
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methods to vector-valued and manifold-valued images [4–6]. Connections be-
tween the blob response functions and image graph curvatures were mentioned
in papers [7, 8]. Our work is the first to accurately analyze this question in the
general setting.
Contributions:
1. We are the first to provide a blob detection framework for the general setting
of an image being a map between manifolds. This framework can be viewed
as a generalization of grayscale blob detection. Our framework provides blob
response functions for the previously uncovered problems: blob detection
in color images on manifold domain and blob detection in manifold-valued
images (both on Euclidian and manifold domains).
2. We are the first to analyze connections between the blob response functions
and curvatures of image graph both for Euclidian and manifold domains.
3. The experiments on the task of chemical compounds classification show the
effectiveness of our approach for the case of vector-valued images on 2d
surfaces.
2 The Problem Introduction
Blob detection was firstly proposed for grayscale images on 2D Euclidian domain
[1]. In [9] blob detection was generalized to 2D surfaces. Several approaches to
generalization of blob detection to color case were proposed in [2, 3]. However,
these approaches are based on global or local conversion of a color image to the
grayscale, so they can’t be used for manifold-valued images.
Consider a grayscale image I(x) : X → IR on a smooth 2-dimensional manifold
X. The blob detection framework by [9] is as follows:
1. Calculate the scale-space L(x, t) : X × IR+ → IR. L(x, t) is the solution of
the heat equation on the surface ∂tL(x, t) = −∆LBL(x, t), L(x, 0) = I(x),
where ∆LB is the Laplace-Beltrami operator;
2. Choose a blob response function and calculate it:
the determinant blob response: BRdet(x, t) = detHL(x, t) or (1)
the trace blob response: BR tr (x, t) = trHL(x, t), (2)
where HL is the Hessian of L(x, t) as a function of x with fixed t;
3. Find blobs centers and scales as C = {(x, t) = arg minx,t B˜R(x, t) or (x, t) =
= arg maxx,t B˜R(x, t)}, where B˜R = tBR tr or B˜R = t2BRdet. Find the
blobs radii as s =
√
2t.
For the general case of a map between manifolds I(x) : X → Y the Hessian is
the covariant differential of the differential: HL = ∇dL,HL ∈ T ∗X⊗T ∗X⊗TY .
Consider the straightforward generalization of the blob detection stages:
1. Scale-space calculation. L(x, t) is calculated as the solution of ∂tL(x, t) =
= − trHL(x, t), L(x, 0) = I(x). Methods of manifold-valued PDEs solution
for different cases are discussed in the papers [?, 5, 10] and others. These
methods are out of scope of our work.
2. Blob response calculation. The determinant blob response BRdet = detHL
is not defined.
3. Blobs centers calculation. We can’t find maximums or minimums of the trace
blob response because it is not scalar-valued: BR tr = trHL ∈ TY .
We see that there is no straightforward generalization of the blob response
functions to the manifold-valued case. How can the problem of blob response
generalization be solved? Our key ideas are the following:
1. Consider the image graph Gr as a submanifold embedded in X × Y . The
grayscale and manifold-valued cases differ only by a co-dimension of the
embedding. Then a formulation of the blob response through notions defined
for all co-dimensions will give an immediate generalization to the manifold-
valued case.
2. What notions to use? The scalar and the mean curvatures are defined for all
co-dimensions and are close to the determinant and the trace of the image
Hessian respectively if tangent planes to Gr and to X are ”close”.
3 The Proposed Method
3.1 Used Notations
All functions and manifolds here and further are considered to be smooth. Con-
sider m- and n-dimensional manifolds X and Y . Denote the (n+m)-dimensional
manifold X×Y as E. Consider the isometric embeddings ix(y) = id(x, y) : Y →
E, iy(x) = id(x, y) : X → E. Further we identify X (resp. Y ) and related notions
with iy(X) (resp. ix(Y )). The letters i, j, k, l (resp. α, β, γ) are used as indices
for notions related to X (resp. Y ). The set {ei} (resp. {eα}) is an orthonormal
basis of TxX (resp. TyY ).
For a map f(x) : X → Y its graph Grf is an n-dimensional manifold embedded
in E. Denote the Hessian of f as Hf . Let µY , µ ∈ IR+, be the manifold Y with
the metric µGY . For a map f : X → Y denote µf : X → µY .
We analyze a manifold-valued image I(x) : X → Y . Denote L(x, t) : X × IR+ →
IR the solution of the heat equation ∂tL(x, t) = −∆LBL(x, t), L(x, 0) = I(x),
where ∆LB is the Laplace-Beltrami operator.
For a manifold N and its submanifold M denote the mean curvature of M as
hNM , its scalar curvature as rM , an exponential map from TmM to N as exp
N
M .
Subscripts and superscripts are omitted when they are clear from a context. The
definitions of used differential geometric notions can be found in textbooks [11].
3.2 Main Definitions and Theorems
Definition 1. The scalar blob response is defined as:
BRscalar = lim
µ→0
1
µ2
(
rGrµL − rexpX×µYGrµL
)
,
the mean blob response is defined as:
BRmean = lim
µ→0
1
µ
hX×µYGrµL .
The next theorem connects BRscalar and BRmean with the scale-space Hes-
sian. The obtained expression provides a more convenient way for calculation of
the Riemannian blob response functions.
Theorem 1. Let Hij = HL(ei, ej), H
α(, ) = 〈HL(, ), eα〉Y . Then
BRscalar =
n∑
i,j=1
(
〈Hij , Hji〉Y − 〈Hii, Hjj〉Y
)
,
BRmean = ‖( trH1, . . . , trHm)‖Y .
The next corollary from Theorem 1 states that for the grayscale case Rieman-
nian blob detection coincides with usual blob detection. This corollary allows to
consider our method as a generalization of grayscale blob detection.
Corollary 1. Let dim(X) = 2. Then the scalar blob response is equal to the
determinant blob response (1):
BRscalar = BRdet,
the mean blob response is equal to the trace blob response (2):
BRmean = BR tr .
3.3 Proof of the Theorem 1
Additional notations. Consider maps y = f(x) : X → Y , f˜(x) : X → E,
f˜(x) = (x, f(x)) = y˜. {e′i = df˜(ei)} is a basis (not orthonormal) of Ty˜Grf ,
{e′α : (e
′
α, e
′
i)E = 0∀i ∀α} is a basis of Ty˜(Grf )⊥. Then {e
′
i, e
′
α} is a basis of Ty˜E.
For a manifold M denote its metric as g(, )M or 〈, 〉M , the Levi-Civita connection
as ∇M , a connection on a vector bundle E over M as ∇E .
Denote as P V (resp. P
U
V ) an orthogonal (resp. along a subspace U) projection
on a subspace V .
Some minor formal details of the proofs are omitted due to the space constraints.
Proposition 1. Let f : X → Y , u, v ∈ TxX. Then Hf (u, v) = ∇f∗TYv df(u)−
−df(∇Xv u). If f is injective then Hf (u, v) = ∇Ydf(v)df(u)− df(∇Xv u).
Proof. Consider the Hessian Hf as Hf : TX ⊗ TX → f∗TY , then Hf (u, v) =
=
∑m
α=1∇v(df(u, eα))eα. We apply the Leibniz rule to this expression and ob-
tain the first statement. Recall that if f is injective then df is an isomorphism
between f∗TY and TY . This gives the second statement. uunionsq
Lemma 1. Let u, v ∈ TxX. Let ∇f˜(X) be the connection on Grf induced by the
isomorphism f˜ . Let II be the second fundamental form of the submanifold Grf
of E with respect to the connection ∇f˜(X). Then Hf˜ (u, v) = II(df˜(u),df˜(v)).
Proof. As f˜ is injective, by Prop. 1: Hf˜ (u, v) = ∇Ydf˜(v)df˜(u)− df˜(∇Xv u) =
= ∇Y
df˜(v)
df˜(u)−∇f˜(X)
df˜(v)
df˜(u) = II(du,dv) uunionsq
Proposition 2. Let u, v ∈ TxX, 0 ∈ TxX, Hf (u, v) ∈ Tf(x)Y . Then Hf˜ (u, v) =
= (0, Hf (u, v)).
Proof. By Proposition 1: Hf˜ (u, v) = ∇f˜
∗(X×Y )
v df˜(u)− df˜(∇Xv u).
Recall that ∇X×Y(u1,u2)(v1, v2) = (∇Xu1v1,∇Yu2v2). Then
∇f˜∗(X×Y )v (diy,df)(u)− (diy(∇Xv u),df(∇Xv u)) =
= (∇Xv (diyu),∇Ydf(v)(dfu))− (∇Xv u,df(∇Xv u)) =
= (0,∇Ydf(v)(dfu)− df(∇Xv u)) = (0, Hf (u, v)) uunionsq
Proposition 3. Let IIf˜ be the second fundamental form of the submanifold Grf
of E with respect to the connection ∇f˜(X) and IIE be the second fundamental
form with respect to the connection ∇Grf induced by ∇E. Let u, v ∈ Ty˜Grf .
Then IIE(u, v) = P Ty˜Gr⊥f IIf˜ (u, v).
Proof. By properties of a second fundamental form of a normalized manifold:
IIE(u, v) = P Ty˜Gr⊥f ∇Eu v and ∃N ⊂ Ty˜E : IIf˜ (u, v) = P
Ty˜Grf
N ∇Eu v. Then by
simple operations with vectors we obtain the lemma proposition.
Lemma 2. IIGrf (e
′
i, e
′
j) =
∑m
α,β=1H
α
ijg
′αβe
′
β.
Proof. P Ty˜Gr⊥f eα = g
′αβe
′
β . Then IIGrf (e
′
i, e
′
j) = (from Prop. 3 and Lemma 1)
= P Ty˜Gr⊥f Hf˜ (ei, ej) = (by Prop. 2) P Ty˜Gr⊥f H
α
fijeα =
∑m
α,β=1H
α
ijg
′αβe
′
β uunionsq
Proposition 4. Consider {e′i} as a basis of Ty˜Grf . dF is the matrix of df in
the basis {ei, eα} and E is the n× n unit matrix.
Then: the induced metric g
′
ij on Grf has the matrix E + dF
T dF ; the induced
metric on Grµf has the matrix E + µ
2dFT dF ; the covariant induced metric on
Grµf has the matrix E − µ2dFTdF + o(µ2); Hµf = µHf .
Lemma 3. limµ→0 1µ2
(
rGrµf−rexpX×µYGrµf
)
=
∑n
i,j=1
(
〈Hij , Hji〉Y −〈Hii, Hjj〉Y
)
.
Proof. Write the Gauss equation, the scalar curvature definition and apply
Lemma 2: rGrf −rexpEGrf = g
′ikg
′jl∑m
α,β=1 g
′αβ
(
HαikH
α
jl−HαilHαjk
)
. Then substi-
tute µf for f as µ tends to 0, apply Prop. 4 and obtain the needed equality. uunionsq
Lemma 4. limµ→0 1µh
X×µY
Grµf
= ‖( trH1, . . . , trHm)‖Y .
Proof. hEGrf
2 = (by Lemma 2)
∑m
γ,δ=1 g
′iig
′iig
′
αβg
′αγHγfiig
′βδHδfii. For µf :
limµ→0 1µh
X×µY
Grµf
= (by Prop. 4) limµ→0
(∑
i,αH
α
fiiH
α
fii + o(1)
) 1
2
=
= ‖( trH1, . . . , trHm)‖Y uunionsq
Theorem 1 follows from Lemmas 3 and 4. The formulation of Theorem 1 is
obtained by substitution of f with L.
4 The Experiments
Experimental Setup. We apply our blob detection framework to a chemical
compounds classification problem, called also the QSAR problem [12]. The task
is to distinguish active and non-active compounds using their structure. Each
compound is represented by a triangulated molecular surface [13] and several
physico-chemical and geometrical properties on the surface. So an input data
element can be modeled as a 2-dimensional manifold X with a vector-valued
function f(x) : X → IRm. We use the following properties: the electrostatic and
the steric potentials, the Gaussian and the mean curvatures. These properties
are calculated in each triangulation vertex.
Implementation. We use Riemannian blob detection for the construction of
descriptor vectors. The procedure is the following:
1. Detect blobs by our method in each compound surface;
2. Form pairs of blobs on each surface;
3. Transform the blobs pairs into vectors of fixed length by using the bag of
words approach [14].
The Riemannian blob response functions are calculated for each triangulation
vertex v. The procedure is the following:
1. Find the directional derivatives ∂zjLi by the finite differences approximation,
where zj are the directions from v to its neighbour vertices.
2. Find the differential dL = (dLi) by solving the overdetermined linear system
dL(Z) = ∂zjLi , Z is a matrix which columns are vectors zj .
3. Find the covariant derivatives of the differential in the neighbour directions,
i.e. find ∇XzjdL for each j as by ∇XzjdL = P TxX(∇IR
3
zj dL). ∇IR
3
zj dL are found
by the finite differences approximation.
4. Find the covariant differential ∇XdL by solving the overdetermined linear
system ∇XdL(Z) = ∇XzjdL , Z is a matrix which columns are vectors zj .
∇XdL = {Hαij} is obtained. Calculate BRscalar(x, t) =
∑m
α=1 detH
α,
BRmean(x, t) = ‖ trHα‖.
The Results. An example of the algorithm result is presented in Fig. 1.
We compare the prediction models built on the base of the following blob detec-
tion methods:
1. Riemannian blob detection with BRscalar as a blob response function;
2. A naive method of applying blob detection to each channel separately;
3. Riemannian blob detection with BRmean as a blob response function. It
coincides with the method [2], adapted to the case of 2D surface;
4. The method of adaptive neighbourhood projection [3]. It is adapted by us
to the case of 2D surface.
The feature reduction SVM [16] is used for construction of the prediction model.
The cross-validation functional [15] is used as an index of the performance qual-
ity. The test data is the following: 3 datasets (bzr, er lit, cox2) from [17], 3
datasets (glik, pirim, sesq) from Russian Oncology Science Center. The results
are presented in Table 1.
Fig. 1. A molecular surface with BRscalar
on it and found centers (denoted by white
color) of blobs of radii 3.
BRscalar naive BRmean Adapt. [3]
glik 1.0 0.954 0.975 1.0
pirim 0.99 0.96 0.97 0.98
sesq 1.0 0.98 0.976 1.0
bzr 0.992 0.971 0.975 0.983
er lit 0.98 0.961 0.956 0.98
cox2 0.991 0.967 0.985 0.986
Table 1. The results: the cross-validation
of the models, based on feature vectors
built by the blob detection methods.
Riemannian blob detection with BRscalar as a blob response function is the
best performing method. This shows the effectiveness of our approach. This
particular method for vector-valued functions on 2D surfaces wasn’t presented
in the literature before.
5 Conclusion and Future work
We propose the Riemannian framework for blob detection in manifold-valued
images. This framework is based on the definition of the blob response functions
by means of the image graph curvatures. Our approach gives new methods for the
uncovered problems and coincides with classical blob detection for the grayscale
case. The experiments results show the effectiveness of the proposed approach.
The next direction for the research is a generalization of our framework to the
case of sections of non-trivial fiber bundles. In particular, such generalization
will cover an important case of tangent vector fields.
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