Abstract-For quantitative analysis of histopathological images, such as the lymphoma grading systems, quantification of features is usually carried out on single cells before categorizing them by classification algorithms. To this end, we propose an integrated framework consisting of a novel supervised cell-image segmentation algorithm and a new touching-cell splitting method. For the segmentation part, we segment the cell regions from the other areas by classifying the image pixels into either cell or extra-cellular category. Instead of using pixel color intensities, the color-texture extracted at the local neighborhood of each pixel is utilized as the input to our classification algorithm. The color-texture at each pixel is extracted by local Fourier transform (LFT) from a new color space, the most discriminant color space (MDC). The MDC color space is optimized to be a linear combination of the original RGB color space so that the extracted LFT texture features in the MDC color space can achieve most discrimination in terms of classification (segmentation) performance. To speed up the texture feature extraction process, we develop an efficient LFT extraction algorithm based on image shifting and image integral. For the splitting part, given a connected component of the segmentation map, we initially differentiate whether it is a touching-cell clump or a single nontouching cell. The differentiation is mainly based on the distance between the most likely radial-symmetry center and the geometrical center of the connected component. The boundaries of touching-cell clumps are smoothed out by Fourier shape descriptor before carrying out an iterative, concave-point and radial-symmetry based splitting algorithm. To test the validity, effectiveness and efficiency of the framework, it is applied to follicular lymphoma pathological images, which exhibit complex background and extracellular texture with nonuniform illumination condition. For comparison purposes, the results of the proposed segmentation algorithm are evaluated against the outputs of superpixel, graph-cut, mean-shift, and two state-of-the-art pathological image segmentation methods using ground-truth that was established by manual segmentation of cells in the original images. Our segmentation algorithm achieves better results than the other compared methods. The results of splitting are evaluated in terms of under-splitting, over-splitting, and encroachment errors. By summing up the three types of errors, we achieve a total error rate of 5.25% per image.
Index Terms-Color-texture feature extraction, discriminant analysis, follicular lymphoma, histopathological image segmentation, local fourier transform, radial-symmetry point, supervised learning, touching-cell splitting.
I. INTRODUCTION
F OR quantitative analysis of histopathological images, such as grading systems of lymphoma diseases, quantification of features is usually carried out on single cells before categorizing them by classification algorithms [1] . For example, the grading systems of lymphoma are based on average count of large malignant cells per standard microscopic high power field (HPF) defined as 0.159 mm [2] . In clinical practice, this grading protocol involves of a visual evaluation of hematoxylin and eosin (H&E) stained tissue slides under a microscope by pathologists. However, this visual examination not only requires intensive labor, but also suffers from interand intra-reader variability and poor reproducibility due to the sampling bias. It is shown in [3] - [5] that the agreement between pathologists is between 61% and 73%. To overcome these problems, computerized image analysis techniques are introduced to automate the cell analysis in histopathological images [1] . The success of an automatic cell analysis system largely depends on the quality of cell segmentation from the background and extra-cellular regions, and the splitting of the interweaved cells. However, segmentation of cell images are far from easy due to complex nature of histology images. The major issues include overlapping or touching of nuclei, wide variation of nucleus size and shape, nonuniformity of staining, and changing contrast between the nuclei and background among different sections (which is caused by illumination inconsistency). To this end, the objective of this paper is to develop accurate and robust cell segmentation and touching-cell splitting method that can be used to deal with the outlined issues in computer-assisted histopathological image analysis.
Specifically, there are two main goals in this paper. The first goal is motivated by the fact that the color and texture of the cell regions typically do not exhibit uniform statistical characteristics, but segmentation of these cells into perceptually or semantically uniform regions is highly desired for subsequent feature quantification or cell-type classification purposes. Therefore, the first goal is to develop a segmentation algorithm which can partition histopathological images as cell regions, background and extra-cellular areas. Since both feature quantization and cell-type classification depend to a large extent on shape, size and the interior texture characteristic 0278-0062/$26.00 © 2011 IEEE of each individual cell, the overlapping of cells may result in a misleading cell-type classification. Thus, the second goal is to develop a splitting algorithm for touching cells.
The contributions of this paper are as follows. 1) We propose to segment histopathological images via a classification algorithm, where each pixel is categorized into either the cell or extra-cellular class based on the local context features extracted around this pixel. The local Fourier transform (LFT) [6] , [7] is adopted to extract the context texture feature from each channel of a new defined color space, called the most discriminant color space (MDC). The MDC color space is designed to be a linear combination of the RGB color space so that the extracted texture features in this color space can achieve optimal class separation, and therefore enhance the segmentation performance. 2) We propose an efficient LFT calculation algorithm based on image shifting and image integral [8] to speed up the texture feature extraction process. 3) We propose a novel two-step touching-cell splitting algorithm. Initially, we separate touching-cell clumps from non-touching cells based on their morphology features, and the distance between the most likely radial-symmetry point and the geometrical center of them. Once the touching-cell clumps are identified, an iterative, concave-point and radial-symmetry based splitting algorithm is given and applied to them.
We apply the proposed framework to the digitalized H&E-stained slide images of follicular lymphoma (FL), which is a cancer of lymph system and is the second most common lymphoid malignancy in the western world. Recommended by the World Health Organization, the current risk stratification of FL relies on a histological grading method, which is based on average count of large malignant cells called centroblasts (CB) per high power field (HPF) [2] . Follicular lymphoma cases are stratified into three histological grades: grade I (0-5 CB/HPF), grade II (6-15 CB/HPF), and grade III( CB/HPF). Grades I and II are considered as low risk category while grade III is considered as high risk category. Therefore, the grading accuracy largely depends on the accuracy of the cell image segmentation and touching-cell splitting. The accuracy of segmentation is evaluated based on a comparison with the Superpixel [9] , Graph-Cut [10] , Mean-shift [11] and two cell image segmentation/splitting methods [12] , [13] using ground-truth manual segmentation. The cell-splitting algorithm is evaluated by counting the number of under-split, over-split, and encroachment errors of the splitting results and compared with one state-of-the-art cell splitting method [13] .
The rest of the paper is organized as follows. The related work in pathological image segmentation and touching-cell splitting is given in Section II. The proposed supervised histopathological image segmentation algorithm is introduced in Section III. The proposed touching-cell splitting algorithm is presented in Section IV. The application of the whole proposed framework to the case of follicular lymphoma images and experimental results are shown in Section V. Finally, conclusions and future work are given in Section VI.
II. RELATED WORK IN HISTOPATHOLOGICAL IMAGE SEGMENTATION AND TOUCHING-CELL SPLITTING
Color-based segmentation is one of the most widely investigated research areas in pathological image analysis. Many popular algorithms have been applied so far to medical image segmentation, e.g., K-means [14] , expectation-maximization (EM) [14] , graph-cut [10] , normalized-cut [15] , Markov random field (MRF) [16] , mean-shift [11] , and partial differential equation and level set, [17] etc. Several works have been conducted on the segmentation of various structures in different types (e.g., lymphoma, breast, and prostate cancers) of histopathology images. These methods can be categorized based on the types of features used for segmentation. Generally, gray-scale pixel value, color, texture (such as co-occurrence [18] , local binary patterns [19] , Fourier transform [20] or wavelet [21] , etc.), graph [22] , and contours [23] are the most widely used features.
Another aspect is to consider the segmentation methods as unsupervised and supervised ones depending on whether training data are employed. The unsupervised algorithms such as clustering (k-means [24] , fuzzy c-means [25] , etc.), expectation-maximization (EM) [26] , watershed [27] , [28] and mean-shift [11] , etc., tend to work only when the cell has an uniform nuclear region, and typically produce under-segmentation results (i.e., it generates some holes in the cell) if the nuclear region has significant variation in color and texture. Usually the under-segmentation resulting from these methods requires some improvements using morphological operations, e.g., to fill the gaps produced by the algorithms [29] . Active contour models [23] , [30] and level set method [31] , [32] can avoid the under-segmentations caused by nonuniform nuclear areas. However, contours containing multiple overlapping objects pose a major limitation. Therefore, some works [33] - [35] have been proposed to deal with this problem by hybrid active contours.
In comparison, the supervised algorithms work in a segmentation-by-classification way so that each image pixel is classified into a particular category (such as nuclei or extra-cellular region) by a classifier. Classifiers such as linear discriminant analysis (LDA) [12] , [36] or Bayesian classifier [37] has been used. Kong et al. [12] propose an EMLDA method for image segmentation, which uses the Fisher-Rao criterion as the kernel of the expectation maximization (EM) algorithm. Typically, the EM algorithm is used to estimate the parameters of some parameterized distributions, such as the popular Gaussian mixture models, and assign labels to data in an iterative way. Instead, the EMLDA algorithm uses LDA as the kernel of the EM algorithm and iteratively groups data points projected to a reduced dimensional feature space in such a way that the separability across all classes is maximized. The authors successfully applied this approach in the context of histopathological image analysis to achieve the segmentation of digitized H&E stained whole-slide tissue samples. In [37] and [38] , nuclear segmentation from breast and prostate cancer histopathology is achieved by integrating a Bayesian classifier (driven by image color and image texture) and a shape-based template matching algorithm. The most comparable cell segmentation work to ours is the supervised learning-based two-step procedure proposed by Mao et al. [36] , which consists of a color-to-gray image conversion process and a histogram-thresholding of the converted gray image [39] . The conversion from color to gray-level is obtained using Fisher-Rao and maximum-margin class separability. The converted gray-level image might be optimal in terms of object classification (nuclei versus background) for the images used in [36] , which have very uniform nuclear regions, and clean extra-cellular and background areas. Generally, a simple PCA-based conversion may also achieve satisfying segmentation accuracy for such images with good contrast and separability between classes to be identified. However, for the images in our study, a thresholding of converted gray-level image can hardly produce good segmentation results, especially when the extra-cellular regions share more or less similar characteristics with the nuclear areas (see the supplemental images at http://bmi.osu.edu/~hkong/Partition_Histopath_Images.htm).
Compared to the above supervised methods [12] , [36] , our method has the following advantages: Since it utilizes both color and texture information, it can segment nonuniform nuclei from background and extra-cellular areas. Compared to the above unsupervised methods [10] , [11] , it can extract local context texture feature from an optimal color space to improve the segmentation accuracy. Thus, our method can provide more accurate delineation between nuclei and extra-cellular regions due to the obtained novel color representation in a discriminative framework. This can be reflected by empirical results that less touching-cell clumps are produced after our segmentation step as opposed to the compared unsupervised ones. For compactness, the works related to the touching-cell splitting will be introduced in Section IV.
III. SUPERVISED HISTOPATHOLOGICAL IMAGE SEGMENTATION
Our segmentation algorithm is based on the classification of image pixels as a membership of nuclear or extra-cellular region, where the membership is determined by the Fisher-Rao discrimination criterion [14] . The LFT color texture feature is extracted from the pixel's local neighborhood as the input of the classifier. It has been reported that the discriminative ability of the LFT color feature depends on the choice of color space [7] , e.g., RGB or HSV. However, the choice of a typically suitable color space for LFT features is rather difficult, we thus seek an optimal color space, called MDC, learned by maximizing the classification performance. Mathematically, we aim to construct the new MDC color space by (1) where denotes the image in RGB space, the is the corresponding image represented in MDC color space. is a 3 3 coefficient matrix for constructing MDC from the RGB color space.
Let and be the inter-class (between nuclei and extra-cellular region) and intra-class (within nuclei or extra-cellular region) covariance matrices of LFT features in the MDC color space, respectively. It is noted that both and are dependent on (see the details in Section III-D). Based on Fisher-Rao discrimination criterion, can be obtained by optimizing the following:
The matrix is an matrix that is used to project the LFT color features extracted from the MDC color space for the nuclei and extra-cellular classes, respectively, so that the nuclei and extracellular classes can be optimally separated by this projection. Before explaining the process of extracting LFT color features from and how to construct and , we briefly introduce the collection of training image patches.
A. Collection of Training Images
Due to the nonuniform staining, and especially, the varying contrast between the nuclei and extra-cellular regions across different sections (caused by inconsistent illumination), histopathological images usually exhibit nonconsistent colors (e.g., see the five training images in the first row of Fig. 1 ). Therefore, it is desirable to normalize the contrast across different section images. To do this, we transform the original section images by applying histogram equalization to each channel of the RGB color space. The second row corresponds to the transformed training images, which show more consistent 
B. Extraction of LFT RGB-Color Feature From an Image Patch
Let be a continuous time function with period . The is discretized into series by taking samples apart. So has period of length . The pair of Fourier transform of is
where and represents the discrete Fourier transform and inverse discrete Fourier transform, respectively.
For an image patch, its LFT color feature is extracted from RGB channels, respectively. In the following, we only introduce the LFT feature extraction process from a single channel (e.g., R-channel). Let denote the pixel of the grey-tone (i.e., single-channel) image patch at , where and correspond to the height and width of . The eight-neighbor pixels of are illustrated as Fig. 2 . The discrete Fourier transform (DFT) of the eight-pixel sequence through is computed based on (3) for each pixel of . Therefore we can get eight local Fourier transform (LFT) maps [6] , denoted by . The first-order moment, i.e., the mean value, of each LFT map (excluding border pixels which are invalid due to the LFT operation) is used for a more compact representation. Therefore, an eight-dimensional feature vector can be extracted from a single color channel. Repeating the above process to each channel independently, an 8 3 LFT feature matrix, which encodes both color and texture, can be extracted from a color image patch.
We might extract the LFT feature for each training image patch by applying the above process in RGB channels, and the LFT feature is denoted by , where is the index of class (cell-nuclei and extra-cellular regions) and ( is the number of image patches of class ) is the index of image patch within each class. Let be the number of classes ( in this paper), and be the total number of training image patches. The intra-and inter-class covariance matrices of are constructed as (5) (6) where is the total mean of of all classes, and is the mean of of class .
C. Efficient LFT Feature Extraction
Although the computation of LFT feature from one single small image patch might take a very small amount of time, if the image to be segmented has a large size (e.g., over 2000 1000 for our histopathological images), it would be extremely time-consuming by using the LFT feature extraction method described in Section III-B. The reason is that, at each pixel, the segmentation algorithm needs to extract an LFT feature (in an 11 11 neighborhood) as input.
Therefore, we propose an efficient LFT extraction method in this section. We use similar notations as in Section III-B except that the image is not limited to small image patches. Instead, we use to represent the whole histopathological image. By re-examining the above LFT feature extraction, it can be noticed that this process is equivalent to applying eight kernels [7] , , to image , where the eight kernels are shown in Fig. 3 . To get a fast computation for , we initially make a shift of image to eight different directions by some offset ( for our application), where the eight directions correspond to left, right, up, down, up-left, up-right, down-left, and down-right. We denote the eight shifted versions as and , respectively (see Fig. 4 ). Accordingly, the eight LFT maps are computed as follows (note that is approximately 0.707):
(10) (11) (12)
To efficiently compute the LFT feature at any pixel location from the above LFT maps, we use an intermediate representation for each LFT map, i.e., the integral map. The integral map (or integral image) technique [8] provides a very efficient way to compute the sum of an arbitrary subset of a 2-D matrix. The integral map at location contains the sum of the pixels above and to the left of , inclusive (15) where is the integral map, and is the original 2-D matrix, shown as Fig. 5 . Using the integral map, any rectangular sum can be computed in four array references. As illustrated in Fig. 5 (b), the sum of the pixels within rectangle D can be computed with four array references. The value of the integral map at location is the sum of the pixels in rectangle A. The value at location is , at location is , at location is . The sum within D can be computed as . We construct an integral map representation for each LFT map, and we denote these eight integral maps by . Since, for a given pixel, the LFT feature extracted from its local neighborhood consists of the first-order moments (mean) of the LFT maps. Using , the mean can be efficiently retrieved by referencing four array entries and multiplying one factor.
By assuming that the complexity of multiplication is times that of addition, theoretically, we can approximately achieve (e.g., 147 if let be 2 with new processor architecture) times faster than brute-force one (see the complexity analysis in the Appendix section).
D. Construction of Covariance Matrices in MDC Space
In the above section, the LFT features are extracted in RGB space. However, these LFT feature vectors might not be optimal in terms of discrimination of nuclei from extra-cellular region. Therefore, the purpose of this and next sections is to learn the most discriminant color space, MDC, from which the extracted LFT features have more discriminative power.
The learning of MDC space (or the coefficient matrix A) is based on the Fisher-Rao discriminant analysis [14] , for which the intra-and inter-class covariance matrices of the LFT features need to be constructed in MDC space. To this end, we assume in (1) is known so that we can transform the images from RGB to MDC space. Thanks to the linear nature of (1), the efficient LFT feature extraction method proposed in Section III-C can also be applied to the MDC channels. Let and be the whole image represented in RGB and MDC space, respectively. Correspondingly, let and be the shifted versions of . Similar to [from (7) to (14)], let be the LFT maps obtained from and . Obviously, , , , , and . Therefore, we can easily obtain the following equation: (16) and (17) where is the integral map of . Likewise, the LFT feature extracted from MDC channels at the local neighborhood of a given pixel, denoted as . It is straightforward to see that (18) Similarly, the LFT feature matrices can be extracted for each training image patch from the MDC channels, which are denoted by . Thereafter, we create the intra-and inter-covariance matrices of as follows:
where is the total mean of the of all classes, and is the mean of of class . Based on Fisher-Rao discriminant analysis (2), the most discriminant color space, MDC, (i.e., the coefficient matrix ), can be obtained by maximizing the inter-class scatter and minimizing the intra-class scatter of based on projection matrix . By inserting the re-formulated and into (2), we get
E. Iterative Fisher-Rao Optimization
To our best knowledge, there is no close-form solution for the maximization of (21) . Therefore, we propose to iteratively optimize it. The algorithm is listed in Table I . The basic idea is to initialize by a 3 3 identity matrix. Then we get by solving the following well-posed generalized eigenvalue problem (step , and of Table I , see Lemma 2 for proof)
Due to the fact that and for any two matrix and , we can readily see that the maximization of the following two equations is equivalent:
Therefore, inserting , we get by solving the following well-posed eigenvalue problem (step of The is a well-posed generalized eigenvalue problem ( of Table I ). See proof in Appendix.
Note that the is also a well-posed generalized eigenvalue problem ( of Table I ). This is due to the fact that is full rank (proof similar to the one for Lemma 2).
F. Learned Color Space and Segmentation via Classification
By the iterative optimization, the learned optimal , for the MDC color channels are . We set to 0.001 ( of Table I ), which makes the algorithm converge within eight iterations (see Fig. 7 ). The learned MDC color space achieves more discriminative power than RGB space in terms of the obtained optimal , where in MDC space and in RGB space.
Based on the learned , the histogram-equalized RGB image is transformed to the new MDC color space. Fig. 6 shows one example image which is subject to the color transformation based on . Before segmentation, the background (white region) and red-blood cells (red region) are pre-segmented in an heuristical thresholding way in RGB channels. The segmentation is performed in the MDC channels, where, for each pixel of the remaining area, an 8 3 LFT feature matrix is extracted from its 11 11 local neighborhood (based on the proposed efficient method in Section III-C). Then the LFT feature is projected by the learned to get a more compact 3 3 LFT feature matrix. In a similar way, a 3 3 LFT feature matrix is extracted from the MDC channels for each training image patch. Therefore, a total number of 750 such LFT feature matrices are extracted for each class. K-means clustering is applied to these feature matrices to get a more compact representation of each class (each class is represented by 20 cluster centers). In segmentation of a given image, the 3 3 LFT feature extracted at each pixel is compared with those of two classes (40 cluster centers), K-NN classifier ( in this paper) is used to determine the pixel's class label. Fig. 8 shows an example segmentation result by the proposed algorithm and comparison with Superpixel [9] and GraphCut [10] algorithms, where the top left one is the result of the proposed segmentation method, the top right one corresponding to Superpixel result. The bottom two are the results by GraphCut (the left set to two clusters and the right to three clusters). The result of our algorithm looks much better than those of Superpixel and GraphCut in terms of the number of touching cells and segmentation accuracy. For example, the red elliptical areas are wrong segmentations by GraphCut (with two clusters). The blue elliptical areas show the touching cells that exist in GraphCut segmentation (with three clusters) while they do not exist in our segmentation (our result shows much fewer touching cells than GraphCut). More evaluation on the proposed segmentation method and comparison with the Graph-cut, Mean-shift, Superpixel and two cell image segmentation algorithms will be given in Section V.
IV. TOUCHING-CELL SPLITTING
The color segmentation algorithm given in the above section can separate the nuclear regions from the extra-cellular and background areas, and results in a binary foreground/background complex structures, which can be rather far away from a final quantification of features of single cells since cells may overlap and cluster strongly. Separating partially or totally fused entities like cells is a problem which cannot be solved completely by a single watershed segmentation [27] , [28] or basic morphological operations of images. In this section, we propose an iterative algorithm to split touching cells based on radial-symmetry interest point [40] and concavity detection. Before giving details of our algorithm, we briefly review some related works in touching-cell splitting.
Generally, the watershed algorithms [27] , [28] are probably the most widely used touching-cell splitting schemes. Recently, it has been improved by marker-controlled methods such as h-minima [41] . Mao et al. propose to use both gray-scale and complimented distance images for marker detection by assuming that the intra-nuclei region is homogeneous while inter-nuclei region has more variations in pixel intensity [36] . Cheng and Rajapakse apply active contour algorithm to separate the cells from background before proposing to use an adaptive H-minima transform to extract shape markers [42] . Schmitt and Hasse propose to detect the radial symmetry points by iterative voting kernel approach, and use these radial symmetry points as the markers of the watershed segmentation [43] . Note that Keenan et al. also proposed an iterative touching-cell splitting method [44] . The difference between [44] and ours is that we use morphological features (such as the distance between the geometric center and the radial-symmetry point), while [44] used intensity values of pixels as the major feature. In addition, concave points [45] , ellipse/curve fitting [46] , and graph-cut algorithm [13] have also been widely used for touching-cell splitting.
A. Differentiation of Touching Cells From the Nontouching Ones
Different from previous cell splitting work where the touching and nontouching cells are treated equally [36] , [43] , we differentiate the touching cells from the nontouching ones so that our cell-splitting algorithm is only applied to the touching cells. Given a certain connected region, , of the segmentation image, we use two variables to decide whether it is a single cell or a clump of touching cells: 1) by applying the radial symmetry point detector [40] to , one can find the most likely radial symmetry center . Let denote the geometrical center of . In [40] , each pixel in the image votes for symmetry at a given radius based on the orientation of the pixel's gradient. A vote is made for bright symmetrical forms on a dark background at p-, and the reverse, p+. Doing this for all pixels in the image gives the symmetry transform of the image. The can be found as the corresponding pixel with maximum value in the symmetry transform image. We let (22) 2) We denote the area of the convex hull of by and the area of by , and we let (23) where is a threshold of the distance between the radial-symmetry center and geometrical center of . The is a threshold of the ratio of to . In practice, we set to 5 pixels and to 0.88 after tuning on some training data. The is deemed as a touching-cell clump if and satisfy the following condition:
Equation (24) means that is a touching-cell clump as long as it satisfies either of the two conditions: the distance between and is larger than 5 or the ratio of to is smaller than 0.88. However, if only satisfies the later condition, its is enforced to be reallocated so that is far from its (the reallocation of is for the purpose of the splitting step, see Section IV-D). The reallocated is searched pixels away from , and is set to two fifths of the distance between two most apart boundary points. As an example, the second and third images of Fig. 9 show the separated nontouching and touching cells, respectively. In Fig. 10 , each row shows the reallocated radial-symmetry point of .
B. Smoothing Cell Boundaries by Fourier Shape Descriptors
We assume that cells generally have elliptical shapes. Although cells have smoother boundaries, the images obtained from previous segmentation step are often characterized by irregular and undulated contours as shown in the first image of Fig. 9 . To reduce those irregularities, we use Fourier shape descriptors to smooth out the boundaries of the segmented regions [47] . Fourier descriptors provide a powerful mathematical framework to reduce the irregularities of shape boundaries by eliminating high order frequencies, which usually are representative of those irregularities. The fourth image of Fig. 9 shows an example of Fourier shape smoothing of the touching cells (the first 12 harmonic components are retained for smoothing).
C. Concave Point Detection via Dominant Concave Region Detection
In the previous concave-point cell-splitting algorithms, angles and curvature are probably the most widely used features for concavity detection. However, both angle and curvature are vulnerable to noise, especially when the cell segmentation step cannot produce a neat and clean cell contour due to the complex background and nonuniform extra-cellular regions of the cell image. For simplicity and robustness, instead of just locating the single concave points, we propose to find the most likely concave points via detecting the dominant concave regions. Specifically, let be the contour of the th touching-cell clump after Fourier shape smoothing. Let represent a point on , correspondingly, and representing the contour points which are -point ( is set to 12) ahead and behind of , respectively. If more than 60% of the line , which links and , is outside of the clump, is deemed as a concave point. In an iterative way, the concave regions on can be detected (e.g., see the two red detected concave regions and in Fig. 11 ). To avoid the discontinuity in one concave region caused by noise, the adjacent fragments/points whose manifold distance (along the cell boundary) in between is less than a certain value should belong to the same concave region and, therefore, are connected. To improve robustness, we only keep the dominant concave regions by discarding the trivial ones that only include three or fewer points. The most likely concave points are found as the midpoints of corresponding concave regions. Note that although certain parameters are set to work for follicular lymphoma images, the proposed approach is general and can be used for other applications with a different set of parameters.
D. Iterative Cell-Clump Splitting
For each clump of smoothed touching cells , we propose an iterative splitting algorithm where initially the two most likely concave points, which are on either side of the line linking and (see Section IV-A for definition), and also closest to , are found and used for splitting the whole clump (the touching-cell clump is split into two by cutting along the two detected concave points). Iteratively, we apply the same splitting steps to each of the separated parts until its size is small enough (smaller than a threshold 1 ) or it satisfies the nontouching cell condition in (24) . Note that the proposed splitting algorithm is much similar to a peeling process where the outermost cells are separated from the main body of cell clump before splitting the innermost cells (recall that, in the touching-cell clump, the most likely radial symmetry point should be far away from the geometrical center of the cell clump based on our touching/nontouching cell differentiation process). The iterative touching-cell splitting process is visually illustrated in Fig. 12 , and the whole splitting algorithm is summarized in Table II . Some representative split results are displayed in Fig. 13 with one triplet for each individual clump.
V. EXPERIMENTAL RESULTS
We apply the proposed framework to the follicular lymphoma (FL) images, which is a cancer of lymph system and is the second most common lymphoid malignancy in the western world. The accuracy of segmentation is evaluated by comparing our results with those obtained by Graph-Cut [10] , Superpixel 1 Based on the nontouching cells obtained from the previous nontouching/ touching cell discrimination step, we construct a histogram based on the size (area) of the nontouching cells. The T is decided as the value, which has the highest occurrence in the histogram, multiplied by 0.8.
[9], Mean-shift [11] and two state-of-the-art pathological image segmentation algorithms [12] , [13] based on ground-truth segmentation. 2 The accuracy of splitting is evaluated in terms of the number of under-splitting, over-splitting, and encroachment errors. We compared our splitting method with Al-Kofahi et al.'s method [13] .
A. Parameter Tuning on Training Images
There are a few parameters that we tuned on five follicular lymphoma training images based on cross validation. Note that these training images are cropped with a size of 600 800 from each of the five training images that are shown in the first row of Fig. 1 (therefore, the five cropped training images contain stained tissues which are subject to different illumination, contrast, and colors). These parameters include the window size used to define LFT features (selected as 11 11), the K value for K-NN classifier (selected as 9), the number of cluster centers in k-means algorithm (a total of 40 clusters for two classes), the thresholds used for the separation of touching and nontouching cells , and the parameters used in Sections IV-B and IV-C (i.e., the number of harmonics reserved for smoothing, %). The five cropped training images are provided with groundtruth nuclei segmentation and splitting of touching-cells. For the size of the window used for LFT feature extraction, we adjusted the window size at 9 9, 11 11, 13 13, and 15 15, respectively. At the same time, we kept the other parameters unchanged. We computed the average segmentation accuracy on the five validation images, and we got the accuracy of 75.8%, 76.6%, 77.2%, and 78.5%, respectively. Although the window with the size of 15 15 gives optimal segmentation accuracy, it also produces the largest average number of touching-cell clumps after segmentation (115, 124, 144, and 157). Therefore, we choose 11 11 as the optimal window size for LFT feature extraction in terms of both segmentation accuracy and the number of produced touching-cell clumps.
For the number of clusters which are used to represent each class, we set it to 40, 30, 20, and 10, respectively, with K set to 15. Correspondingly, the segmentation accuracy is 73.2%, 74.3%, 75.5%, and 74.4%, respectively, and the number of produced touching-cell clumps is 131, 137, 128, and 129, respectively. Based on the tradeoff, we use 20 clusters in k-means to represent each class. To decide the "K" in the K-NN classifier, we adjusted it from 7 to 15 with a step of 2. The corresponding classification accuracy is 76.4%, 76.6%, 76.2%, 75.9%, and 75.6%, respectively. The number of produced touching-cell clumps is 124, 124, 125, 125, and 123, respectively. Therefore, we set K to 9.
We tune from 4 to 9 (set to 0.9) with a step of 1, and the number of errors in differentiation per image (on average) is 16.5, 13.4, 16.1, 17.2, 18.0. We tune from 0.8 to 1 (keep being 5) with a step of 0.02, and the number of differentiation errors per image (on average) is 15.5, 14.7, 13.9, 12.4, 12.7, 13.1, Fig. 12 . Illustration of the evolving process of splitting cell clump iteratively, where one cell is separated from the clump at each step. Fig. 13 . Examples of split touching-cell clumps: for each triplet, the right image corresponds to the split result for each touching-cell clump (red boundary sections representing concave regions). The middle image corresponds to the likelihood map of radial-symmetrical point, where the blue point is the detected mostly likely radial-symmetrical point (the brighter the pixel's intensity, the more likely the pixel is a radial symmetrical point), and the purple point is the geometrical center of the segmented clump. The left image is the original image used for producing the middle image. Note that some images have been re-scaled for better viewing. 13.3, 13.5, 13.9, and 14.1, respectively. Based on the differentiation error, we set to 5 and to 0.88. From the validation errors, we found that the performance is not sensitive to the selection of and . For the parameters used for dominant concave point detection, (e.g., the number of harmonics reserved for smoothing, , etc.), we manually counted the number of dominant concave points (or the number of concave regions) for each of the touching-cell clumps. Then we applied our concave region detection algorithm to these clumps, and tune one of these parameters at a time until we get the optimal dominant concave point detection accuracy. Specifically, we found that the concave regions become flat (i.e., vanishing) if the number of harmonics set for Fourier smoothing is less than 10. Therefore, we adjusted it from 10 to 20. Based on empirically results, we found that there is no significant change in concave region detection accuracy when this number is larger than or equal to 12. The parameters and thr were initially set based on the average number of pixels in a concave region. Then, we tuned one at a time to achieve the optimal dominant concave region detection accuracy.
B. Evaluation of Segmentation Accuracy
The ground-truth segmentation results are obtained manually by drawing boundaries of each cell using an in-house developed software. Typically, the size of a follicular-region image is over 2000 1200, whose sheer size makes the manual cellnuclei segmentation impractical. Therefore, we have randomly cropped 21 600 800 images from 10 selected follicular-region images and carried out manual segmentation on these cropped images. Note that the 10 large follicular images are also selected based on the same criterion as the one to the five training images since we hope to test the robustness of our algorithm to illumination, contrast and color variations. Therefore, although the 21 test images are cropped randomly, they are not random indeed.
For each compared algorithm, we get a black and white (binary) image whose white pixels correspond to the cell-nuclei regions. Let A be the binary image produced by our method and B be the ground-truth mask, the cell-nuclei segmentation accuracy can be computed as . In this way, the segmentation accuracy is computed for GC-2, GC-3, and Mean-shift, EMLDA, and Al-Kofahi et al.'s [13] algorithms, respectively. The comparison of segmentation performance is shown in Fig. 15 . Table III shows the mean and variance of the segmentation accuracy achieved by the compared algorithms.
For the Graph-cut algorithm, the segmentation results will be different if the initialized number of object classes is different. For example, the image can be partitioned into cell-nuclei and extra-nuclei regions if the number of object classes is set to two, and into cell-nuclei, extra-cellular, and background regions if the number of object classes is set to three. Correspondingly, we have set two and three object classes for the Graph-cut algorithm, respectively, which is denoted as GC-2 and GC-3 in short. By checking Table III , we observe that GC-2 cannot consistently achieve good performance across the 21 test images as the method proposed in this paper, and GC-3 is even worse than GC-2. In addition, we also find that the segmentation results obtained by GC-2 has an important disadvantage when compared to our method for the next-step touching-cell splitting, since GC-2 tends to produce more touching-cell clumps than our algorithms. Fig. 14 shows the comparison of the proposed segmentation algorithm with GC-2 and GC-3 in producing the number of touching-cell clumps before the splitting step.
For Mean-shift algorithm, we use the EDISON software which is free for downloading [48] . The most accurate segmentation performance by EDISON is obtained when the two parameters, and , are tuned to 9 and 8, respectively. We find that Mean-shift can generally achieve better performance than GC-3, and performs worse than GC-2 for most test images. To demonstrate that the generated MDC color space is more discriminant than the RGB space in classification performance based on the extracted LFT features, we directly apply the proposed segmentation method on the RGB space. This can be done by extracting the LFT feature in the RGB space and Fig. 14. Comparison of segmentation performance with GC-2/GC-3, EMLDA [12] and Al-Kofahi et al.'s method [13] in terms of the number of produced touching-cell clumps before the splitting step. Fig. 15 . Comparison of segmentation performance with Graph-cut [10] , Meanshift [11] , EMLDA [12] and Al-Kofahi et al.'s method [13] . make a classification of each pixel afterwards. Our algorithm on MDC color space can achieve about an average of 2.8% improvement in segmentation accuracy on the 21 test images. In addition, we have also tested our segmentation algorithm in the Lab color space, and our algorithm can achieve about 2.5% improvement. The comparisons are shown in Fig. 15 and Table III . The Superpixel algorithm partitions the image into many small disjoint areas by boundary pixels, however, it does not explicitly specify which class each individual small area belongs to. Therefore, we compare the segmentation accuracy of the Superpixel algorithm with our segmentation algorithm ' s method in terms of segmentation accuracy. Both of them are worse than our segmentation algorithm in terms of the number of produced touching-cell clumps (25.4 more clumps than ours per image) and segmentation accuracy (at least 1% worse per image).
It should be noted that the contribution of our segmentation algorithm cannot be just evaluated by the improvement in average segmentation accuracy. This is due to the following fact: our algorithm is more successful in segmenting some important minor regions, e.g., the joining area of two touching cells. The segmentation of these minor areas are extremely important for the subsequent cell-splitting step since our ultimate goal is to partition the whole pathological image into single cells. However, since these minor regions only cover a very small portion of the whole image, the advantage of our segmentation over the others cannot be fully reflected by the marginal improvement if only based on the segmentation accuracy. Therefore, the number of produced touching-cell clumps is a more important measure for evaluating our segmentation method. In addition, another way to evaluate our algorithm is to compare the combination of our segmentation method our splitting algorithm with the combinations of the other segmentation methods our splitting algorithm. This comparison is to show the ultimate splitting accuracy, as shown in Tables V and VI. Through the experimental results, our algorithm has two advantages over the other compared ones: The first one, it can produce more accurate and robust nuclei segmentation (reflected by the consistently good performance in Fig. 15 and Table III ). More importantly, the second advantage is that it can produce much fewer touching-cell clumps than the compared algorithms, as shown in Fig. 14 . Additionally, the resulting touching-cell clumps by our segmentation algorithm are usually much smaller than the ones produced by the other methods, which makes it much easier for the subsequent splitting algorithm to successfully split these touching-cell clumps into single cells. This has been reflected (validated) by comparison results in Tables V and VI.
C. Evaluation of Splitting Accuracy
To evaluate the splitting accuracy, we use the following types of errors: the under-splitting error, over-splitting error, and encroachment error. The under-splitting error occurs when the algorithm does not place a boundary between a pair of touching nuclei. The over-splitting error occurs when the algorithm places a boundary within a single nontouching cell. The encroachment error occurs when the splitting algorithm does not correctly place the boundary between a pair of touching nuclei. In other words, it is the error in delineating the true border between two nuclei. The under-splitting errors occur both in the group of separated nontouching cells and the group of touching-cell clumps. The over-splitting and encroachment errors occur mostly during the splitting of the touching-cell clumps.
We initially evaluate the accuracy in separating the touching-/nontouching cells. The total splitting accuracy is shown in Table V . Note that since the under-splitting errors occur both in the nontouching/ touching-cell discrimination process and touching-cell splitting stage, the statistics of under-splitting error listed in Table V include errors in both cases. As a comparison, the h-minima marker-controlled watershed algorithm and the splitting algorithm proposed in [13] has been applied to our test images. In average, the watershed algorithm (h set to 2) has more than 144 under-splitting errors than our splitting algorithm. The oversplitting error (during splitting all the connected components in the segmentation map) is quite low, about 1.35% of the total number of split cells are over-split cells. In addition, we have also compared our splitting performance with [13] and the comparison is shown in Table V. Note that the source code (software) for [13] is available at [50] . This software automatically sets the optimal values for necessary parameters. On average, Al-Kofahi et al.'s method [13] produces 22.6 more errors than our splitting algorithm. To check whether the splitting results by our method are significantly better than [13] , we made a significance -test with the following steps: we got the splitting error based on our method and the error based on [13] for each of the 21 test images. Then we computed the value based on the two groups of errors. We got the value of 9.466 for , which shows that our results are significantly better than [13] ( should approximately be at least 2.0 to reach significance level by looking up the -distribution table). Since [13] can achieve better splitting result than the other compared methods, we just neglected the significance -test for the other methods. Finally, four examples are given in Fig. 16 to demonstrate the results of segmentation, nontouching/touching-cell discrimination, and touching-cell clump splitting (each row corresponding to one example).
D. Evaluation of Time-Cost in Segmentation
Our algorithm was originally implemented using Matlab (ver. 7.10.0). We tested our segmentation algorithm on 21 800 600 images. Originally, we run our Matlab code on a 64-bit Windows PC, which has a 2.4 GHz CPU and a four GB RAM. The average time-cost is about 7.3 min per image. It is important to note that we do not use any mex files. In comparison, the Graph-cut algorithm takes about 20 s with compiled mex files. The Mean-shift algorithm runs in 14 s with the freely downloaded EDISON software. The EMLDA (Matlab code) needs 6.6 min and Al-Kofahi et al.'s software (written by Python) uses 22 s. The Superpixel is the most time-consuming one, which takes about 24 min per image, even using some compiled mex files. For a fair comparison, we have implemented our segmentation algorithm in C++. The time cost by our C++ implementation is about 28 s per image.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose an integrated framework consisting of a novel supervised cell-image segmentation algorithm and a new touching-cell splitting method. The segmentation algorithm learns a most discriminant color space in a linear discriminant framework so that the extracted local Fourier transform features can achieve optimal classification (segmentation) in it. We also propose an efficient LFT feature extraction scheme to speed up the segmentation process. In the touching-cell clump splitting step, we propose an novel strategy in that the touching-cell clump is differentiated from the non-touching cells beforehand, and only the touching-cell clump is split by a new iterative splitting algorithm.
The whole framework can produce accurate cell-nuclei segmentation and touching-cell splitting results, which are highly desirable for quite a number of applications, such as the automatic histopathological grading systems which carry out feature quantification on single cells before categorizing them by classification algorithms (note that, since the cell nuclei in cut-tissue images have elliptical boundaries in most cases, features based on cell shape can be readily quantified by applying a simple ellipse-fitting algorithm to the single spit cells obtained by our method). In our future work, we will use the output of the proposed framework for grading of Lymphoma diseases based on detection a typical type of cancer cells (e.g., Centroblast). 
APPENDIX

A. Complexity Analysis of the Brute-Force and Fast LFT Feature Extraction Methods
The complexity in extracting an LFT feature from each pixel during segmentation can be analyzed as follows: the complexity of the brute-force method is , where the first item refers to the complexity of producing , while the second item refers to the complexity of computing eight means at each pixel location. The refers to the number of kernels , the to the number of multiplication operation in convolving with each kernel , the to the number of mean computation . The is the size of the local neighborhood at each pixel.
is the complexity of computing a mean of each pixel's local neighborhood, which involves addition and one multiplication operations. For efficiency, the mean operation is replaced by sum operation in practice, which can speed up the feature extraction process without sacrificing segmentation performance.
can thus be represented by addition operations. We use to represent the number of pixels in the whole image. Therefore, the complexity of extraction LFT feature at every pixel of the whole image in a brute-force way consists of multiplication and addition operations, i.e., multiplication and addition operations when is set to 11 in our paper.
In comparison, the complexity of segmentation based on the proposed efficient LFT feature extraction can be estimated as follows:
, where is the complexity of shifting an image, corresponding to the complexity of calculating corresponding to the complexity of building integral maps from , and to the complexity of computing means at each pixel of . It should be noted that here only involves four addition and one multiplication operations. Likewise, this mean operation is also replaced by sum operation for efficiency.
can thus be represented by four addition operations here. Therefore, equals to addition operations. is also equivalent to addition operations. has addition and multiplication operations. Therefore, the total complexity can be approximated as addition and multiplication operations by ignoring the time used for shifting an image.
By assuming that the complexity of multiplication is times that of addition, theoretically, we can approximately achieve (e.g., 147 if let be 2 with new processor architecture) times faster than brute-force one. However, in practice, we can achieve about times speed improvement (in an experiment involving 10 tries). The reasons can be: 1) the shifting of images takes small but finite amount of time; 2) it takes longer for the efficient feature extraction algorithm to access memory.
B. Proofs of Lemma 1 and Lemma 2
Lemma 1: The row vectors of (or ) are linearly independent.
Proof: First, we prove that the row vectors of are linearly independent. For convenience, we denote the -th training image patch of class as . Since , where is an LFT feature matrix extracted from . Reminiscent of the fact that the -th row of is the first-order moment feature of , and is the result of applying kernel to (in RGB channels, denoted by and , respectively). Let be the kernel vector formed by concatenating each column of . Let be the column vector formed by concatenating each column of the 3 3 local neighborhood of pixel (u,v) of . Correspondingly, and refer to G and B channels, respectively. Mathematically, the th row of is (25) where and correspond to the height and width of , , and . Accordingly, can be represented as (26) and is represented as (27) 
We notice that the dimension of is 9 (9 4500 in this paper), whose row vectors are linearly independent because of the variety of texture in training samples (not all of the training samples have uniform patterns, e.g., purely black or white). We have also observed through extensive experiments that this assumption is valid. Therefore, is invertible. We have (29) That is (30) We can conclude that based on the fact that for any , and . Therefore, the row vectors of are linearly independent. A similar proof can be derived for .
Lemma 2:
The is a well-posed generalized eigenvalue problem ( of Table I ).
Proof: We have known that , and the dimension of is (note that is the number of training image patches of class ). It is also known that . Based on Lemma 1, . Since the dimension of is 8 8, we can show that is full rank. Therefore, it is equivalent to solving .
