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Abstract
Consider a one-dimensional CA whose local evolution rule is de$ned by a quasigroup (G;?).
When the initial state is only known over a $nite string of adjacent cells, the CA’s orbit
(state-time diagram) is only de$ned on a triangular array of cells. This well-de$ned triangu-
lar part of the orbit, in which each cell has a value in G, is called a (G;?)-con$guration. A
generating set is a subset of the triangular array such that any attribution of G-values to the
cells of this subset determines a unique (G;?)-con$guration. It turns out that the collection of
all potential generating sets form a particular matroid, which we have called the Pascal matroid.
The main subject of this work is related to the question whether every base of this matroid
actually occurs as a generating set for a (G;?)-con$guration.
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1. Introduction
Let G be a $nite set with a binary operator ?, such that (G;?) forms a quasigroup,
i.e., for all a; b∈G, the equations a ? x= b and y ? a= b have a unique solution.
This is equivalent to the corresponding Cayley table being a Latin square [7]. Let
g=(g(k))k∈Z ∈GZ be a sequence with elements in the G. Consider the one-dimensional
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Fig. 1. (a) A cellular automaton de$ned by the quasigroup (F2;+), where F2 is the $nite $eld with two
elements {0; 1} ( = {white; black}) with “+” the corresponding addition. Knowledge of the initial con$g-
uration of a cellular automaton over an interval of $nite size produces only a triangular part N of the
CA’s orbit, where N is the number of cells whose states are initially known. (a) and (b) display two
(F2;+)-con$gurations de$ned on the triangular array 22. The two con$gurations, a nonsymmetric and a
symmetric one, satisfy the particular local matching rule shown.
cellular automaton (CA) de$ned by the map A :GZ→GZ, such that
A(g)(k) = g(k)? g(k + 1): (1)
Quasigroup-based cellular automata form an interesting class from the point of view
of computational complexity, see [8].
The orbit of the CA, starting from an initial sequence g
0
, is then the two-dimensional
“state-time” sequence (At(g
0
))t∈N. Suppose that the initial sequence is known only for
k ∈ [s; s + N − 1], then At(g
0
)(k) is only de$ned for k ∈ [s; s + N − t]. Fig. 1, which
illustrates the situation, shows that only a triangular part of the CA’s orbit is known.
Observe that a skew “time”-axis is used in this graphical representation of the orbit:
this will allow us to exploit geometric symmetries which may possibly arise in the
triangular con$guration.
If we isolate such a triangular con$guration, we see that any elementary triangular
con$guration in it which is of the form
satis$es c= a ∗ b, (a; b; c∈G). This local matching rule between three cells in an ele-
mentary triangular con$guration corresponds to the CA’s local evolution rule speci$ed
by Eq. (1). The underlying quasigroup structure implies that knowledge of any two
cells in an elementary triangular array uniquely determines the state of the remaining
third cell.
Triangular con$gurations like the ones in Fig. 1 will be called (G;?)-con3gurations
(for the particular example in the $gure: (F2;+)-con$gurations). The collection of
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cells supporting such a triangular con$guration is denoted as N (read “triangle N”),
where N refers to the size of the con$guration, i.e., the number of cells along the top
row (which also equals the number of cells along the left or right edge
of N ).
Notice that the particular CA producing the (F2;+)-con$gurations in Fig. 1 is the one
that generates Pascal’s triangle modulo 2, see e.g. [2,3,5]. Also observe that the (F2;+)-
quasigroup is a totally symmetric quasigroup, as is clear from the symmetry of the local
matching rule under 120◦-rotations and reKections along the medians. This allows the
existence of (F2;+)-con$gurations that exhibit the symmetries of an equilateral triangle,
as shown in the rightmost con$guration in Fig. 1. Symmetric (F2;+)-con$gurations
were studied in [3,5], symmetric con$gurations for more general quasigroups were
studied in [4].
It is clear that knowledge of the G values on the top-row cells of a triangular ar-
ray N uniquely determines the whole (G;?)-con$guration through application of the
local matching rule. However, the quasigroup structure of this matching rule implies
that knowledge of the triangle’s cells on the left- or the right side also uniquely de-
termine the complete con$guration. Each of the three sides form simple examples of
a generating set for (G;?)-con$gurations.
However, as shown in [5] for the (F2;+)-case, there are other generating sets as
well, i.e., sets of N cells in N such that an assignment of F2-values to these cells
uniquely de$nes the whole con$guration. In [5], these more general types of generating
sets play a crucial role in a random recursive algorithm whose attractors are symmetric
(F2;+)-con$gurations. The nature of the generating sets was stated there as an open
problem. Special generating sets were also considered in [4], in order to count the
number of symmetric (G;?)-con$gurations for arbitrary quasigroups.
The central question in this paper is about characterizing generating sets for (G;?)-
con$gurations. The paper is organized as follows.
After a preliminary section which introduces some basic notions, Section 3 recalls
the de$nition of a quasigroup (G;?), see [7], and introduces the notion of a (G;?)-
con$guration. It also contains the de$nition of (G;?)-generating sets and some ele-
mentary properties of these sets.
Section 4 presents a necessary condition on subsets S ⊂N to be (G;?)-generating
(Theorem 4.1). This condition is purely geometric and independent of the quasigroup
under consideration. The main result of this section is Theorem 4.3 which states that
the subsets which comply with the geometric condition of Theorem 4.1 form a matroid.
For reasons which will be explained later, we propose to call this matroid “the Pascal
matroid” and denote it as PN . A base B of the matroid PN is a candidate for being
a generating set.
The main theme of this article is centered around the following questions.
(1) Are there bases B of PN such that B is (G;?)-generating for every quasigroup
(G;?)?
(2) If B is a base of PN does there exist at least one quasigroup (G;?) such that B
is (G;?)-generating?
(3) If B is a base such that B is (G;?)-generating, does there exist a quasigroup
(G1; ?1) such that B is not (G1; ?1)-generating?
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The $rst question is dealt with in Section 5. We will show that there indeed exist
bases B of PN such that B is (G;?)-generating for every quasigroup (G;?) (Theorem
5.11). These bases are called -primitive sets. Examples of -primitive sets are the
edges of the triangle N .
The Sections 6 and 7 consider the remaining two questions. To this end, we consider
so called linear quasigroups, see [10] and the references there. Linear quasigroups occur
naturally if the $nite set G is supposed to be a $nite $eld or a $nite (commutative)
ring. This approach allows us to associate a natural number to every base of the
Pascal matroid PN . This number is the absolute value of the determinant of a matrix
associated with the base. If this number is diMerent from zero, then the answer to the
second question is aNrmative (Theorem 6.14). Moreover, if this number is diMerent
from 0 and diMerent from 1, then there exist quasigroups (Gi;?i), i=1; 2, such that
the base at hand is (G1; ?1)-generating and not (G2; ?2)-generating. This answers
question 3.
In Section 7, we give some partial answers to the situations not covered by linear
quasigroups. We introduce the notion of n-dimensional linear quasigroups, where the
elements of the quasigroup are n-dimensional vectors, and which are generalizations
of linear quasigroups. Like in the case of linear quasigroups, we can associate a de-
terminant of a certain matrix to a base B. Only, this time, the determinant will be a
polynomial in several variables with coeNcients in Z. The number of variables depends
on the dimension of the linear quasigroup.
By considering special two-dimensional linear quasigroups the polynomial associated
with a base B will be an element of Z[x]. This polynomial allows us to answer the
questions 2 and 3, see Theorem 7.9. We conclude Section 7 with some conjectures
about this polynomial and its relation to the Pascal matroid.
2. Preliminaries
N denotes always an integer ¿1. N (“triangle N”) denotes the set of points
N = {(x; y) ∈ N2 | 06 x 6 y 6 N − 1}: (2)
On N we de$ne a partial order by setting for a, b∈N : a6b if there exists a c∈N
such that a+ c= b, where + is the addition in Z2.
The set N and its partial order, i.e., the Hasse diagram of (N ;6), are visualized
as shown in Fig. 2 below for the case N =5. In most of the $gures, the partial order
as such is not important, and the cells will be touching.
The circles (cells) represent elements of N and the partial order is represented by
the solid connections, i.e., a6b if there exists a descending path from b to a. Note
that any two elements a, b have an in$mum. With inf S we denote the in$mum of a
nonempty subset S ⊆N .
The distance d(a; b) between two points a; b on N is de$ned as the length of a
shortest path connecting a and b, where a path runs along the solid lines and the dotted
lines, see Fig. 2.
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(0,4) (4,4)
(0,0) x
y
a
b
Fig. 2. The Hasse diagram of (5;6), where the solid lines represent the partial order, the dotted lines are
additional lines for de$ning a distance on 5. E.g., the distance between a and b is d(a; b)= 3.
τ1
τ2
τ3
τ4
τ5
(a) (b)
Fig. 3. (a) The triangular closure (S) (gray and black cells) of the set consisting of the black cells; (b)
2,3,4 and 5 are separate from 1; 5 is separate from 2 and 3; 4 and 2 are close and disjoint; 2 and
3 are close and not disjoint (overlapping).
A subtriangle of size M is a subset of N which looks exactly like M , where
16M6N . The empty set is considered as a subtriangle of size 0.
Furthermore, we denote the size of a subtriangle , i.e. the number of cells in an
edge of the subtriangle, by (). If S ⊆N is the union of mutually disjoint triangles
j, j=1; : : : ; l, then the size of S is (S)=
∑
j (j).
The set of subtriangles of size M is denoted as TM , while the set of all subtrian-
gles of N is denoted by TN . Subtriangles of size 2, i.e. elements of T2, are called
elementary triangles.
It is often useful to consider N as a subtriangle of N+1. Since N+1 has three
diMerent subtriangles of size N , we agree to regard N as the lower subtriangle of
N+1. The notion N ⊂N+1 has always to be understood in this way.
For a given subset S ⊆N we de$ne the triangular closure, (S), of S as the
smallest subtriangle that contains S. This is illustrated in Fig. 3(a).
Two subsets S1, S2 of N are called separate, as illustrated in Fig. 3(b), if min{d(a;
b) | a∈ S1; b∈ S2}¿2. This means that there exists no elementary triangle  such that
∩ S1 = ∅ and ∩ S2 = ∅.
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Two subsets S1, S2 of N are close, see Fig. 3(b), if min{d(a; b) | a∈ S1; b∈ S2}61.
This means that there exists an elementary triangle  such that ∩ S1 = ∅ and ∩ S2 = ∅.
For later use we note the following elementary result.
Lemma 2.1. If 1 and 2 are triangles that are close, then the size of the triangular
closure of the union of 1 and 2 is given by
((1 ∪ 2)) = (1) + (2)− (1 ∩ 2):
We also consider a group action on N . Since the points of N form an equilat-
eral triangle it is natural to consider the action of the dihedral symmetry group of an
equilateral triangle on N . We denote this group by . Besides the identity id∈,
the group  contains the rotations by 2 =3 (to the left or to the right) and the re-
Kections across the medians. Note that the elements of  are isometries of (N ; d),
i.e., d(a; b)=d("(a); "(b)). Furthermore, the triangular closure is -equivariant, i.e.,
("(S))= "((S)) for all "∈ and all S ⊆N . Also the notion of being close or
separate is invariant under the group action, i.e., if S1 and S2 are close (separate), so
are "(S1) and "(S2) for all "∈.
We conclude the preliminaries with a brief introduction to matroids, for more details
see e.g., [9]. We begin with a de$nition of a matroid. Let E be a set and I a family
of subsets of E. The pair M=(E; I) is called a matroid if
(1) ∅∈I
(2) If I ∈I, then I ′⊆ I implies I ′ ∈I.
(3) If I1, I2 ∈I such that |I2|= |I1| + 1, then there exists an i∈ I2\I1 such that {i}∪
I1 ∈I.
The elements of I are called the independent sets of M. A base of M is an element in
B∈I such that |B| is maximal. Due to requirement (3) of the de$nition, all bases of a
matroid have the same cardinality. This number is called the rank of M. The collection
of bases of M is denoted by B. It is easy to see that B satis$es the following exchange
property
If B1, B2 ∈B, then for every b∈B1 there exist b∗ ∈B2 such that (B1\{b})∪{b∗}∈B.
A Theorem of Whitney, see e.g. [9], guarantees the converse, i.e., if B is a col-
lection of subsets (of E) of same cardinality and satisfying the exchange property,
then M=(E; I) is a matroid, where the collection of independent sets is given as
I = {I | I ⊆B; for B∈B}. We say that B de3nes a matroid.
Important examples of matroids are matrix matroids. These are de$ned by a matrix
A∈ Fn×m, where F is a $eld. Then there are two ways to de$ne independent sets. Either
the independent sets are given by collections of linearly independent columns or the
independent sets are given by collections of linearly independent rows.
3. Quasigroups, (G;?)-congurations, and generating sets
In this section we introduce the notion of (G;?)-con$gurations and (G;?)-generating
sets. We prove several basic properties of (G;?)-generating sets.
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x1 x2
x3
Fig. 4. The names for the elements of 2.
From now on let G denote a $nite set. A map ? :G2→G denoted as (g; h) → g?h
de$nes a quasigroup structure on G if the maps rb, lb :G→G de$ned as rb(a)= a?b
and lb(a)= b ? a, respectively, are bijective for all b∈G. The pair (G;?) is called a
quasigroup, see [7] for more details.
In order to de$ne the notion of (G;?)-con$gurations we agree to associate the letters
x1, x2, and x3 to the three elements of 2, as shown in Fig. 4.
The notion of a (G;?)-con$guration is a straightforward generalization of (F2;+)-
con$gurations mentioned in the introduction.
Denition 3.1. Let (G;?) be a quasigroup and let N¿1 be a natural number. A map
c :N →G is called a (G;?)-con3guration (of size N ) if for every elementary triangle
= {x1; x2; x3}∈T2 one has
c(x1)? c(x2) = c(x3):
For N =1, we consider any map c : 1 →G as a (G;?)-con$guration. For N =0
we speak of the empty (G;?)-con$guration. The set of all (G;?)-con3gurations of
size N is denoted by CN (G;?).
+N denotes the top-row elements of N . A map ' : +N →G, called top-row con-
3guration, is an assignment of values in G to the top-row elements.
The map ' uniquely determines a (G;?)-con$guration. Indeed, the whole con$gu-
ration can be obtained by applying the CA’s local matching rule iteratively from top
to bottom. As two diMerent top-row con$gurations give diMerent (G;?)-con$gurations,
and two diMerent (G;?)-con$gurations c1, c2 have diMerent top-row con$gurations,
there exists a bijection from the set of all top-row con$gurations to the set of all
(G;?)-con$gurations. This motivates the general de$nition of a (G;?)-generating set.
Denition 3.2. A subset S ⊂N is called a (G;?)-generating set (for (G;?)-con$gur-
ations of size N ) if the restriction map
 S : CN (G;?)→ GS
c → c|S
is a bijection.
The set of all (G;?)-generating sets of size N is denoted by GN (G;?). We imme-
diately see that a necessary condition for S to be a (G;?)-generating set is |S|=N .
Unfortunately, this is not a suNcient condition.
178 A. Barb%e, F. von Haeseler / Theoretical Computer Science 325 (2004) 171–214
30 21
(a) (b)
πS
πS  πS πS
Fig. 5. The set S ⊂4 indicated by the highlighted cells in (a) is (G;?1)-generating (see Example 3.1 for
(G;?1) and (G;?2)). However, it is not (G;?2)-generating as the four (G;?2)-con$gurations shown in
(b) have the same restriction to S.
Example 3.1. Let G1 =G2 =G= {0; 1; 2; 3} and de$ne the quasigroups (G;?1) and
(G;?2) by
?1 0 1 2 3
0 0 2 1 3
1 1 3 0 2
2 3 1 2 0
3 2 0 3 1
?2 0 1 2 3
0 0 1 2 3
1 1 0 3 2
2 3 2 1 0
3 2 3 0 1
Fig. 5 gives an example of a set S ⊂4 such that S is not (G;?2)-generating. On
the other hand, as an inspection shows, the set S is (G;?1)-generating.
We remind the reader of the notion of isotopic and isomorphic quasigroups, see [7].
Two quasigroups (G1; ?1) and (G2; ?2) are isotopic if there exist bijections (, ),  
from G1 to G2 such that
((g ?1 h) = )(g)?2  (h) (3)
holds for all g, h∈G1. If (=)=  , then the quasigroups are called isomorphic.
Lemma 3.3. If (G1; ?1) and (G2; ?2) are isomorphic quasigroups, then GN (G1; ?1)=
GN (G2; ?2) for all N ∈N.
Proof. Let ( :G1→G2 be an isomorphism such that ((g?1 h)= ((g)?2 ((h) holds for
all g, h∈G1. Then ( induces a bijective map Q( : CN (G1; ?1) → CN (G2; ?2)
de$ned as
Q((c)(x) = ((c(x))
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for x∈N . If one de$nes the bijection (S :GS1 →GS2 as
(S(')(s) = (('(s))
for '∈GS1 , s∈ S and S ⊂N , then the diagram
CN (G1; ?1)  S−−−−−→ GS1
Q(

 (S
CN (G2; ?2) −−−−−→
 ˜S
GS2
is commutative. If S ∈GN (G1; ?1), then  ˜S is equal to (S ◦  S ◦ Q(−1 and therefore bi-
jective, i.e., S ∈GN (G2; ?2). With a similar argument we conclude that S ∈GN (G2; ?2)
implies S ∈GN (G1; ?1). This proves the assertion.
Lemma 3.3 does not hold for merely isotopic quasigroups.
Example 3.2. The quasigroups (G;?1) and (G;?2) as de$ned in Example 3.1 are
isotopic quasigroups. In fact, if (, ), and  are de$ned as (=)= idG and  (0)= 0,
 (1)= 2,  (2)= 1, and  (3)= 3, then Eq. (3) holds for all g, h∈G. As already shown
in Example 3.1, the sets GN (G;?1) and GN (G;?2) are diMerent. Example 6.2 will show
that this fact is not incidental.
The following lemma deals with subquasigroups of a quasigroup.
Lemma 3.4. Let (G;?) be a quasigroup and let S ⊂N be a (G;?)-generating set.
If (H;?) is a subquasigroup of (G;?), then S is (H;?)-generating.
Proof. Consider the commutative diagram
CN (H;?)  ˜S−−−−−→ HS
,

 ,˜
CN (G;?) −−−−−→
 S
GS
where the maps ,, ,˜ are the canonical embeddings, and the maps  S ,  ˜S are the usual
restrictions. Since S is (G;?)-generating,  S is bijective and therefore the map  S ◦ ,
is injective. This implies that ,˜ ◦  ˜S is injective and thus  ˜S is injective also. This fact
and the fact that |CN (H;?)|= |H |N = |HS | yield that  ˜S : CN (H;?)→HS is bijective.
The next example shows that a subquasigroup (H;?) of (G;?) may have (H;?)-
generating sets S which are not (G;?)-generating.
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Fig. 6. The set S ⊂4, indicated by highlighted cells, is (H;+)-generating but not (G;+)-generating: (b),
(c), (d) are diMerent (G;+)-con$gurations with the same restriction on S. The con$guration (b) is the only
(H;+)-con$guration with this restriction.
Example 3.3. Consider (G= {0; 1; 2; 3; 4; 5};+) with addition modulo 6 and (H =
{0; 3};+) as sub(quasi)group. The set S ⊂4, shown in Fig. 6, is (H;+)-generating but
not (G;+)-generating. However, the (G;+)-generating sets are also (H;+)-generating.
If (G1; ?1) and (G2; ?2) are quasigroups, then their direct product is the quasigroup
(G;?), where G=G1 × G2 and (g1; g2)? (h1; h2)= (g1 ?1 h1; g2 ?2 h2).
Lemma 3.5. Let (G1; ?1) and (G2; ?2) be quasigroups. If (G;?) is the direct product
of (G1; ?1) and (G2; ?2), then
GN (G;?) = GN (G1; ?1) ∩ GN (G2; ?2):
Proof. We consider the commutative diagram
CN (G1; ?1)× CN (G2; ?2)  S× S−−−−−→ GS1 × GS2
(

 -
CN (G;?) −−−−−−−−−−−−−−→
 S
GS
where - is the natural isomorphism. Due to the de$nition of (G;?) we have that the
map ( de$ned as ((c1; c2)(x)= (c1(x); c2(x)) is a bijection. If S ∈C(G1; ?1)∩CN (G2;
?2), then  S× S is bijective and therefore  S = -◦ ( S× S)◦(−1 is bijective too. On
the other hand, if S ∈CN (G;?), then  S is bijective and we have  S× S = -−1 ◦ S ◦(
is also bijective, i.e., each of the components of  S ×  S is bijective. This proves the
assertion.
4. The Pascal matroid as a home for generating sets
In this section we investigate (G;?)-generating sets more closely. Clearly, if S is
(G1; ?1)-generating, then there is no good reason to assume that S is also
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(G2; ?2)-generating. This dependence on the quasigroup causes no little trouble in
characterizing generating sets without referring to a speci$c quasigroup.
However, one of the main results of this section is to establish the existence of a
universal matroid PN such that every set S which is (G;?)-generating is a base of
PN . It means that this matroid forms the natural habitat (home) for these generating
sets. We call this matroid the Pascal matroid. A justi$cation for this name will be
presented in Section 6. We begin with a kind of geometric description of generating
sets.
Theorem 4.1. Let S ⊂N be a (G;?)-generating set. If  is a subtriangle of N of
size (), then
| ∩ S|6 ():
Proof. For every subtriangle  of N , we have the commutative diagram
CN (G;?)  S−−−−−→ GS
r1

 r2
G −−−−−−−−→
 ˜
GS∩
where all maps are restrictions. Since r1(c)= c| can also be considered as a (G;?)-
con$guration of size (), i.e., as an element of C()(G;?), it follows that
|r1(CN (G;?))|6 |G|(): (4)
Since r2 ◦  S is surjective and since the above diagram is commutative, the map
 ˜ ◦ r1 is surjective, too. We therefore conclude that
|r1(CN (G;?))|¿ |G||S∩|:
Combining this inequality with the inequality (4) we obtain ()¿|S ∩ |.
As a consequence of the above theorem we note
Corollary 4.2. Let S ∈N be a (G;?)-generating set. If  is a triangle such that
|S ∩ |= (), then S ∩  is a (G;?)-generating set for (G;?)-con3gurations of size
().
Proof. Using the notation of the proof of Theorem 4.1, we show that  ˜ : r1(CN (G;?))
→GS∩ is bijective. Due to Theorem 4.1,  ˜ is surjective. Now we have seen that
|G|() ¿ |r1(CN (G;?))|¿ |G||S∩|
and ()= |S ∩ | implies
|r1(CN (G;?))| = |G|() = |C()(G;?)|:
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Since the domain of de$nition and the range of  ˜ have the same $nite cardinality and
since  ˜ is surjective, it follows that  ˜ is bijective. Since every element of r1(CN (G;?))
is also an element of C()(G;?) it follows that  ˜ : C()(G;?) → GS∩ is also a
bijection.
The candidates for generating sets are therefore subsets S of N such that |S|=N
and such that the elements of S are properly distributed over the subtriangles of N ,
i.e., the number of elements of S in a triangle  does not exceed the size of the triangle.
With BN we denote the collection of all these subsets, i.e.,
BN = {S ⊂ N | |S| = N; |S ∩ |6 () for all  ∈ TN}: (5)
Theorem 4.3. The set BN de3nes of a matroid.
Proof. Since the assertion is trivial for N =1, we assume from now on that N¿2.
Obviously, BN is nonempty. It remains to show that the exchange property for bases
holds (see Section 2): If B1 and B2 are elements of BN and b∈B1\B2, then there exists
a b∗ ∈B2\B1 such that (B1\{b})∪{b∗} is an element of BN . To this end, assume that
B1 and B2 are diMerent elements of BN and b ∈ B1\B2. Let B′1 =B1\{b} and let
L = { ∈ TN | | ∩ B′1| = ()};
i.e., L contains all subtriangles  such that B′1 ∩  is an element of B(). Obviously,
L is nonempty (there are triangles of size one in L) and the inclusion of triangles
provides a partial order on L. Due to the $niteness there exist $nitely many maximal
triangles j, j=1; : : : ; k in L.
These maximal triangles are mutually separate. Indeed, if two maximal triangles 
and ′ are close, then, see Lemma 2.1, their triangular closure has size ((∪ ′))=
() + (′)− (∩ ′) and since B′1⊂B1 we have
|B′1 ∩( ∪ ′)|6 (( ∪ ′)) = () + (′)− ( ∩ ′): (6)
On the other hand, we have |B′1∩(∪ ′)|¿ |B′1∩ (∪ ′)| and we compute, using
the fact that , ′ ∈L,
|B′1 ∩ ( ∪ ′)|= |B′1 ∩ |+ |B′1 ∩ ′| − |B′1 ∩  ∩ ′|
= () + (′)− |B′1 ∩  ∩ ′|:
Since ∩ ′ is a triangle, we have −|B′1 ∩ ∩ ′|¿− (∩ ′). This gives
|B′1 ∩ ( ∪ ′))|¿ () + (′)− ( ∩ ′);
and combined with inequality (6) we conclude that (∪ ′) is a triangle in L which
contains  and ′. By the assumption that  and ′ are maximal elements of L, this
is a contradiction. We have therefore shown that two distinct maximal elements in L
are mutually separate. Moreover, since B′1 is contained in the union of the maximal
triangles j, j=1; : : : ; k we have that (1) + · · ·+ (k)=N − 1.
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The union of the maximal elements of L, i.e., 1 ∪ · · · ∪ k , is a set which does not
contain B2. To prove this, we estimate∣∣∣∣∣B2 ∩
k⋃
j=1
j
∣∣∣∣∣ =
k∑
j=1
|B2 ∩ j|6
k∑
j=1
(j) = N − 1:
In other words, at least one element b∗ in B2 is not contained in the union of the
maximal elements of L.
It remains to show that B′1 ∪{b∗} is an element of BN . By its construction it is clear
that |B′1 ∪{b∗}|=N .
Let  be any subtriangle. If b∗ =∈ , then we have
|(B′1 ∪ {b∗}) ∩ | = |B′1 ∩ |6 ();
the desired inequality.
Now assume that b∗ ∈ . Then  is not an element of L, since b∗ was chosen to
be not in the union of the maximal elements of L. We therefore conclude that the
inequality |B′1 ∩ |6() can be improved to |B′1 ∩ |6() − 1, for  =∈L. Using this
improvement we have
|(B′1 ∪ {b∗}) ∩ )| = |B′1 ∩ |+ 16 ()− 1 + 1 = ():
This shows that B′1 ∪{b∗} belongs to BN .
Denition 4.4. The matroid PN =(N ;MN ) de$ned by BN is called the Pascal ma-
troid (of rank N ).
The set of independent sets MN of the Pascal matroid PN is characterized by MN =
{S | S ⊆B; B∈BN}, or equivalently,
MN = {S ⊂ N | |S ∩ |6 () for all  ∈ TN}: (7)
As a consequence of Theorem 4.1 and the de$nition of BN , see Eq. (5), we state
Theorem 4.5. If S ⊂N is a (G;?)-generating set, then S is a base of PN .
In Figs. 7, 8, 9 all bases, modulo the action of , i.e., reKections and rotations, are
shown for N =1; 2; 3; 4; 5.
We remind the reader of the notion of rank of a subset S ⊆N with respect to the
matroid PN , for details see [9]. The rank of S ⊆N (w.r.t. PN ), denoted as rk(S), is
de$ned as
rk(S) = max{|S ∩ B| |B ∈ BN}: (8)
As a consequence, the rank of a base B∈BN equals N . Moreover, we have the
obvious inequality
rk(S)6 max{N; |S|}: (9)
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Fig. 7. The diMerent (modulo actions of ) bases of the Pascal matroid PN for N =1; 2; 3; 4 are represented
by black cells. ‘I’ stands for irreducible (De$nition 4.8), ‘p’ stands for -primitive (De$nition 5.6), ‘U’
stands for undecomposable (De$nition 6.2), ‘S’ stands for singular (De$nition 7.1).
The following lemma relates the independent sets of N with independent sets of
subtriangles.
Lemma 4.6. Let  be a subtriangle of N .
(1) If S ∈MN , then S ∩ ∈M().
(2) If S ∈M(), then S ∈MN .
Proof. We use the characterization of independent sets given by Eq. (7). The $rst
assertion is obviously true. For the second assertion, consider an S ⊆  and S ∈M().
In order to show that S ∈MN one has to prove that |S ∩ ′|6(′) for all triangles
′ ∈N . Since S ⊂  one has
|S ∩ ′| = |S ∩  ∩ ′|6 ( ∩ ′);
where the inequality follows from the fact that S ∈M(). Since ∩ ′ is a subtriangle
of  it follows that
|S ∩ |6 ()
for every subtriangle .
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Fig. 8. The diMerent (modulo actions of ) bases of P5. See Fig. 7 for the legend.
As BN ⊂MN for all N ∈N, assumption 2 of Lemma 4.6 also holds if M() and
MN are replaced by B() and BN , respectively. Then this second assertion gets the
following meaning: If B is a base in a subtriangle  of N , it can be extended into a
base B in N . On the other hand, assertion 1 of the Lemma 4.6 only implies: if S ∈BN ,
then S ∩ ∈M(), meaning that the intersection of a base in N with a subtriangle
is not necessarily a base in that subtriangle.
Now, let B ∈B() be a base in a subtriangle . Then, as just mentioned, it can be
extended to a base B∈BN in N . Moreover, B∩ =B, as  cannot contain more than
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Fig. 9. Continuation of Fig. 8.
() elements of the base B (Eq. (5)). Therefore, according to the de$nition of rank
(Eq. (8)), it holds that
rk() = () (10)
for every subtriangle of N .
Applying the same reasoning as in the proof of Lemma 4.6 to several disjoint
subtriangles, and the subsequent reasoning leading to (10), one obtains a useful
generalization.
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τ1
τ2
Fig. 10. On the left a reducible base in B6, on the right an irreducible one.
Corollary 4.7. If 1; 2; : : : ; l are mutually disjoint subtriangles of N , then
rk
(
l⋃
j=1
j
)
=
l∑
j=1
(j):
The abovementioned extension of bases in a subtriangle of N motivates the de$-
nition of reducible and irreducible bases in BN .
Denition 4.8. A base B∈BN is called reducible if there exist two nonempty triangles
1, 2 such that
(1) 1 and 2 are close and disjoint.
(2) |B∩ i|= (i) for i=1; 2.
(3) The triangular closure (1 ∪ 2) is equal to N .
A base B which is not reducible is called irreducible. The collection of irreducible
elements in BN is denoted as IN .
Reducible bases B∈BN are therefore the union of two properly placed smaller bases
(B∩ 1)∈B(1) and (B∩ 2)∈B(2), as they satisfy the base-condition (5). Fig. 10
shows an example of a reducible and an irreducible base for N =6.
The elements of B1 are irreducible. The elements of B2 are all reducible. The irre-
ducible elements in BN for N =1; : : : ; 5 are marked by I in Figs. 7–9.
In Table 1, obtained by exhaustive means, the column labeled |BN | shows the number
of bases in PN , the column labeled |IN | displays the number of irreducible bases
in PN .
Lemma 4.9. For every N¿3 there exists an irreducible base B∈BN .
Proof. The proof is by induction on N . For N =3, 4 there exist an irreducible base.
If B∈BN is an irreducible base in N ⊂N+2, then choose two points x1, x2 in the
top row of N+2 such that {x1} and {x2} are separate. The set B∪{x1; x2} is clearly
an element of BN+2 (as it satis$es (5)) and is irreducible.
5. Primitive generating sets
In this section, we are particularly interested in (G;?)-generating sets S for which
it is possible to compute the (G;?)-con$guration by successive applications of the
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Table 1
Cardinalities of certain subsets of set of bases BN of the Pascal matroid, for sizes up to N =8. There
are |BN | bases, of which |N | are -primitive sets, |IN | are irreducible, |SN | are singular, |SN ∩IN | are
singular and irreducible, and |det.⊕S |=1 bases B are such that det(.⊕B )= ± 1
N |BN | |N | |IN | |SN | |SN ∩IN | |det.⊕S |=1
1 1 1 1 0 0 1
2 3 3 0 0 0 3
3 17 16 1 0 0 16
4 150 121 24 1 1 122
5 1848 1188 276 24 9 1194
6 29636 13844 5549 635 263 14081
7 589362 185448 129469 15813 4561 192111
8 14032452 2781348 3459816 428451 125574 2950413
0 0
0
0
0 0
1
1
2 3
3
4
4
4
4
5
5
5 5
6
6
Fig. 11. Knowledge of the con$guration on the set of black cells on the left (indicated with “0”) is suNcient
to generate the whole con$guration. At each step, the new cells whose state can be determined by applying
the local matching rule in an elementary triangle are indicated in black with the proper iteration number.
CA’s local matching rule, i.e., by “completing” elementary (size-2) triangles in which
we already know the values of two cells. As already explained in Section 3, the top
row of N provides an example of a (G;?)-generating set for which this computation
is straightforward. But there are other sets from which it is possible to determine the
whole con$guration by iteration of the local matching rule: Fig. 11 gives an example.
In this section, we introduce a map E :P(N ) → P(N ), where P(N ) denotes
the set of subsets of N , which mimics this successive “completing” of elementary
triangles. This will lead to so-called -primitive subsets, which are (G;?)-generating
for every quasigroup, and from which the whole con$guration can be determined by
the abovementioned stepwise completion of elementary triangles.
Denition 5.1. The map E :P(N )→ P(N ) which is de$ned as
E(S) = S ∪ ⋃
∈T2 ; |∩S|¿2

is called the extension map (of size N ).
Fig. 12 demonstrates the application of the extension map (actually, Fig. 11 already
did so). As usual, En with n∈N denotes the nth iterate of E, and we agree that
E0(S)= S.
Since S ⊆E(S), it follows that En(S)⊆En+1(S) holds for all n∈N. Due to the
$niteness of N , there exists an n0 = n0(S) such that En0 (S)=En(S) for all n¿n0.
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E E E
S Ω(S)
Fig. 12. Iteration of the extension map starting with the set S of black cells in the left triangle. The gray
cells are the cells generated by E in successive steps. The set of nonwhite cells in the right triangle forms
(S), which is a $xed point of E.
Denition 5.2. Let E :P(N )→ P(N ) be the extension map. The map  :P(N )→
P(N ) de$ned as
(S) =
⋃
n∈N
En(S)
is called the limit map.
Note that (S)=En0 (S), where n0 was de$ned above. In other words: (S) is a
$xed point of the extension map (see Fig. 12).
Lemma 5.3. Let S1 and S2 be subsets of N .
(1) If S1⊆ S2, then E(S1)⊆E(S2).
(2) If S1⊆ S2, then (S1)⊆(S2).
(3) ((S1)∪(S2))=(S1 ∪ S2).
(4) (S1)⊆ (S1).
(5) If 1, 2 are subtriangles of N which are close, then (1 ∪ 2)=  (1 ∪ 2).
(6) E and  are -equivariant maps, i.e., E ◦ "= " ◦ E and  ◦ "= " ◦ for all " in
the dihedral symmetry group  of N .
Proof. The assertions 1 and 2 are obvious. To prove 3 we observe that
S1 ∪ S2 ⊆ (S1) ∪ (S2) ⊆ (S1 ∪ S2)
and apply . This gives
(S1 ∪ S2) ⊆ ((S1) ∪ (S2)) ⊆ 2(S1 ∪ S2):
Since 2(S)=(S) for all S ⊆N the assertion follows.
For assertion 4. we use that ()=  for every subtriangle  of N . We obviously
have S ⊆(S), and an application of  yields (S)⊆((S))=(S). The assertions
5,6 are also clear.
The next theorem describes the $xed points of E or, equivalently, the images of .
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Theorem 5.4. S ⊆N is a 3xed point of E if and only if S is the union of mutually
separate triangles.
Proof. Let S be the union of mutually separate triangles, i.e., S = 1 ∪ · · · ∪ k such
that no ∈T2 intersects two diMerent i, j. It follows that every ∈T2 that intersects
S in more than one point intersects S in only one triangle j. Since j and  are
subtriangles of N , it follows that ⊆ j. Therefore E(S)= S. This proves that unions
of mutually separate triangles are $xed points.
Now assume that S =E(S). Let S = S1 ∪ · · · ∪ Sk be the disjoint union of connected
components of S, where Sj is a connected component if any two a, b∈ Sj can be joined
by a path (consisting of either solid or broken lines, see Fig. 2) in the Hasse diagram
of (N ;6) which completely stays in Sj, and Sj is maximal with this property.
Then the connected components are mutually separate. Indeed, suppose there exists
a ∈T2 such that ∩ S1 = ∅ and ∩ S2 = ∅, then the $xed point property of S implies
∈ S. This yields that S1 and S2 form one connected component; which is a contra-
diction. We can therefore say that every connected component Sj is a $xed point of
E. It remains to show that each Sj is a subtriangle. To this end it suNces to assume
that S is connected and E(S)= S. If |S|=1, then S is a triangle of size one, and we
are done. From now on we assume that S contains more than one point.
Since S is not empty, the set of subtriangles of S, i.e. the set { | ∈TN and
⊆ S}, is not empty. Now let ∗ be a maximal element (w.r.t. inclusion) of the
above set and let us assume that ∗ = S. Then there exists an s∈ S such that s =∈ ∗
and, due to the connectedness of S, d(s; ∗)= min{d(s; a) | a∈ ∗}=1. Then we have
(∗ ∪{s})⊂(S)= S and (∗ ∪{s}) is a subtriangle that contains S and ∗. This
is a contradiction to the assumed maximality of ∗ and we conclude that S = ∗.
For $xed points of E, i.e., for sets of the form (S), S ⊆N , we therefore have a
canonical decomposition
(S) =
l⋃
j=1
/j
into mutually separate triangles /j, j=1; : : : ; l= l(S) (see Fig. 12). Then the size
of (S) is given by the sum of the sizes of the composing triangles, i.e., ((S))=∑l
j=1 (/j):
Combining Theorem 5.4 and Corollary 4.7 gives
Corollary 5.5. For a 3xed point (S) of the extension map E, it holds that
rk((S)) = ((S)):
We can now consider the main subject of this section.
Denition 5.6. A subset S of N is called -generating if (S)=N .
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Fig. 13. A minimal -generating set S ⊂7. Any subset of cardinality 7 is not -generating.
A subset S of N is called -primitive if S is -generating and |S|=N .
Note that the property of being -generating (-primitive) is invariant under the
group action de$ned by  (2 =3-rotations and median reKections). The set N is
-generating but not -primitive. The top row of N as well as the edges, i.e. the
rotations of the top row, provide straightforward examples of -primitive sets.
In Figs. 7, 8, and 9 the -primitive bases (modulo the operation of the dihedral
group ) for N =1; 2; 3; 4; 5 are marked with ‘p’. Those not marked by ‘p’ provide
examples of bases which are not -generating for the underlying N .
The set of all -generating set is partially ordered w.r.t. the inclusion. One may
therefore suspect that the -primitive sets are the minimal -sets. This is not true.
Fig. 13 shows an example of a minimal (w.r.t. inclusion) -generating set S ⊂7 of
cardinality 8.
We continue by showing that the -primitive sets are (G;?)-generating for every
quasigroup (G;?). This is achieved by showing that for an -primitive set S the
whole (G;?)-con$guration can be determined from the con$guration restricted to S
by application of the local matching rule as mentioned at the beginning of this section.
To this end we associate a certain function fS :N → N∪{∞} with a subset S ⊆N .
Then it is possible to characterize -primitive sets by properties of the function fS .
Denition 5.7. Let S ⊂N . The function fS :N → N∪{∞} de$ned as
fS(a) =
{
min{n ∈ N | a ∈ En(S)} if a ∈ (S)
∞ otherwise
is called the evolution function of S.
We obviously have that S is -generating if and only if the evolution function fS
is bounded, i.e., there exists M ∈N such that fS(a)6M for all a∈N . Indeed, if S
is -generating then N\S contains at most n0 =
(N
2
)
points. Thus after at most n0
iterations of E we have En0 (S)=N . In other words, if S is -generating then
fS(a)6
(
N
2
)
;
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Fig. 14. An -primitive set S (in black) such that max{fS (a) | a∈4}=
(
4
2
)
=6. The numbers indicate
fS (a), the black cells indicate fS (a)= 0.
for all a∈N . Fig. 14 shows an example of an -generating set S for which fS
achieves the maximal possible value
(N
2
)
. Note further that if S is -generating and
fS reaches this maximal value, then S is -primitive. An -primitive set for which
fS ¡
(N
2
)
was already displayed in Fig. 11.
Before describing the properties of the evolution function of an -primitive set, we
state two obvious properties of evolution functions.
Lemma 5.8. If S1, S2 are subsets of N , then
fS1∪S2 (a)6 min{fS1 (a); fS2 (a)}
for all a∈N .
If additionally (S1)∩(S2)= ∅, then
fS1∪S2 (a) = fSj (a)
for all a∈(Sj), j=1; 2.
Moreover, in the special case where S is the union of two disjoint but close triangles
1 and 2, then the values of fS are easily determined.
Lemma 5.9. If S ⊂N is the union of two disjoint and close triangles 1, 2, then the
set O= {x | x∈ \(1 ∪ 2) and ∈T2; ∩ i = ∅ for i=1; 2} is not empty and contains
at most 2 elements. Furthermore,
fS(x) =


0 if x ∈ 1 ∪ 2
∞ if x =∈ (1 ∪ 2)
1 + min{d(x; o) | o ∈ O} if x ∈ (1 ∪ 2)\1 ∪ 2:
Proof. For simple geometric reasons the complement R of 1 ∪ 2 in (1 ∪ 2) is
given by at most two disjoint regions R1 and R2, each containing an element of O,
see Fig. 15.
Obviously, we have fS(x)= 1 for the elements of O. The assertion on fS follows
by applying E successively along the edges of R, as illustrated in Fig. 15.
We are now prepared to state that the evolution function of an -primitive set is
such that it has a unique maximum in each elementary triangle, and that each cell a
has a value fS(a) that is maximal in only one elementary triangle. Formally:
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Fig. 15. (a) A typical complement R=R1 ∪R2, in (1 ∪ 2), of two disjoint but close triangles 1 and
2. This complement is indicated by the cells with a fat boundary. The gray cells form the set O; (b) The
corresponding evolution function for the set 1 ∪ 2.
Lemma 5.10. If S is -primitive for N , then the evolution function fS has the
following properties:
(1) For every elementary triangle = {x1; x2; x3} there exists a unique x= 5()∈ 
such that fS(x)= 1 + max{fS(y1); fS(y2)}, where {y1; y2}= \{x}.
(2) For every x ∈ (N\S) there exists a unique elementary triangle (x) such that
5((x))= x.
Proof. The proof of 1 and 2 will be done simultaneously by induction on N . It is
straightforward that the assertions are true for N =2.
Let us assume that the assertions are true for all k =1; : : : ; N − 1. Before giving the
details of the proof we present the basic idea. If S is an -primitive set for N , N¿3,
then we try to $nd two nonempty subtriangles 1, 2 such that S ⊂ 1 ∪ 2 and S ∩ j
is -primitive for j, j=1; 2 and, moreover, 1 and 2 are close and disjoint. Due to
Lemma 5.8, we then have
fS(a) = fS∩j (a)
for all a∈ j, j=1; 2. Moreover, the induction hypothesis then implies that fS satis$es
the assertions for every elementary triangle which is a subtriangle of 1 ∪ 2.
It remains to $nd the values of fS for the elements of R= N \(1 ∪ 2). If o is
an element of O⊂R, see Lemma 5.9, we see that fs(o)= 1 + max{fS(y1); fS(y2)},
where y1 and y2 are the two remaining cells in the elementary triangle that contains
o and that overlaps with both 1 and 2. By Lemma 5.9, we can see that for x∈R
such that f1 ∪ 2 (x)= t + 1 there exists an elementary triangle , such that x∈  and
f1 ∪ 2 (y)= t for y∈ \{x}, therefore fS(x)= 1 + max{fS(y) |y∈ \{x}}. Therefore
fS has properties 1, 2.
Finally, we show that there exist two disjoint triangles 1, 2 with the above proper-
ties. Let S = {s1; : : : ; sN}, then the collection of mutually disjoint triangles (0)j = {sj},
j=1; : : : ; N contains S, and, moreover, S ∩ (0)j is -primitive for the triangle (0)j . Since
S is -primitive at least two, say (0)1 and 
(0)
2 , of these triangles are close. Therefore
we obtain a new collection of mutually disjoint triangles (1)j , j=1; : : : ; N −1 such that
S ∩ (1)j is -primitive for (1)j , j=1; : : : ; N−1. As before, the fact that S is -primitive
194 A. Barb%e, F. von Haeseler / Theoretical Computer Science 325 (2004) 171–214
Sl Sr
Fig. 16. Two -primitive sets, Sl, Sr , of size 4. If the gray circle is removed from Sl, then there exists no
x∈ Sr such that (Sl\{gray})∪{x} is -primitive.
implies that at least two of these triangles, say (1)1 and 
(1)
2 , are close. We therefore
obtain mutually disjoint triangles (2)j , j=1; : : : ; N−2 with the already mentioned prop-
erties. Continuing in this manner, we $nally arrive at two disjoint triangles 1 and 2
such that j ∩ S is -primitive for j, j=1; 2 and such that 1 and 2 are close. This
proves the assertion.
As an important consequence we state
Theorem 5.11. If S is an -primitive set of ∇N , then S is (G;?)-generating for any
quasigroup (G;?).
Proof. It suNces to prove that every '∈GS gives rise to a unique (G;?)-con$guration.
To this end we consider the evolution function fS of S and de$ne a (G;?)-con$guration
recursively on the level sets f−1S (t). For t=0, we have f
−1
S (0)= S, with con$guration
'. For t=1, the level set is non-empty, and if fS(x)= 1, then there exists a unique
elementary triangle = (x) such that x∈  and fS(y)= 0, y∈ \{x}. Now the local
matching rule can be applied in this elementary triangle: the already assigned values
for these y∈ \{x} and the fact that (G;?) is a quasigroup determine uniquely the
new value at x.
It is clear that a continuation of this process produces a (G;?)-con$guration of
size N .
Theorem 5.12. If S is an -primitive set of ∇N , then S is a base of PN .
Proof. By Theorem 5.11, S is (G;?)-generating for any quasigroup. Then the assertion
follows from Theorem 4.5.
In Table 1 the number of -primitive sets is listed for values of N up to 8.
Example 5.1. (1) For N =1; 2; 3 the -primitive sets de$ne a matroid. In fact for
N =1; 2 this matroid is equal to PN . For N =3 the matroid de$ned by the bases
labeled ‘p’ in Fig. 7 is properly contained in P3, the base marked by IU is not -
primitive.
(2) For N¿4 the collection of -primitive sets does not de$ne a matroid as Fig. 16
shows two -primitive sets which do not have the exchange property. This example
readily generalizes to N¿5.
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A further consequence of Lemma 5.10 is given by
Lemma 5.13. If S ⊂∇N , N¿3, is an -primitive set, then S is reducible.
Proof. Since N¿3, the proof of Lemma 5.10 shows that there exist two nonempty
triangles 1 and 2 such that 1 and 2 are close, disjoint, and S ∩ i ∈B(i). Therefore
S is reducible.
If B∈BN is reducible, i.e., B is the union of two properly placed sets B∩ i ∈B(i),
i=1; 2, then the method of proof used in Lemmata 5.9 and 5.10 enables us to prove
Lemma 5.14. Let B∈BN be reducible and let 1, 2 be as in De3nition 4.8. B is
(G;?)-generating for (G;?)-con3gurations of size N if and only if (B∩ i) is (G;?)-
generating for (G;?)-con3gurations of size (i) for i=1; 2.
Proof. If B is (G;?)-generating for (G;?)-con$gurations of size N , then Corollary 4.2
implies that i ∩B are (G;?)-generating for (G;?)-con$gurations of size (i), i=1; 2.
Now let Bi = i ∩B be (G;?)-generating for (G;?)-con$gurations of size (i),
i=1; 2. If 'i ∈GBi are given, then there exist unique (G;?)-con$gurations ci of size
(i). Placing the con$guration ci, i=1; 2 at the places i⊂∇N we have de$ned a
map d : 1 ∪ 2→G such that for every elementary subtriangle = {x1; x2; x3}⊂ 1 ∪ 2
we have
d(x1)? d(x2) = d(x3):
Since 1 and 2 are close we can extend, by the arguments given in the proof of
Lemma 5.9, this map to a (G;?)-con$guration c∈CN (G;?). This de$nes an injective
map , from GB =GB1 ×GB2 to CN (G;?). Since GB and GN (G;?) have equal cardi-
nality, this map is bijective. By the construction we also have  B ◦ ,= idGB . Therefore
B is (G;?)-generating.
If S is a subset of ∇N , then the complement of S is denoted by Sc, i.e., Sc =∇N\S.
With the help of the limit map  and the evolution map fS we can give another,
more geometric, characterization of bases in PN . It places a lower bound on the dis-
tribution of the complement of a base B∈BN over unions of elementary triangles. It
also complements the geometric characterization for BN itself as given in Eq. (5).
Lemma 5.15. Let B be a base of the Pascal matroid PN , let 1; : : : ; l be mutually
di:erent elementary triangles and let S = 1 ∪ · · · ∪ l. Then
|Bc ∩ S|¿ |(S)| − ((S))− |(S)\S|¿ l: (11)
Proof. First, notice that rk(S)6rk((S))= ((S)), the inequality following from def-
inition of the rank (Eq. (8)) and from the fact that S ⊆(S), the equality being for-
mulated in Corollary 5.5. Thus rk(S)6((S)), and together with the de$nition of a
base and of the rank (Eqs. (5), (8)), this gives the inequality |S ∩B|6((S)). This
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leads directly to the leftmost inequality in (11). Indeed, we have |B∩ S|+ |Bc ∩ S|= |S|
which gives
|Bc ∩ S|¿ |S| − ((S)):
Using |S|= |(S)| − |(S)\S|, the leftmost inequality in (11) follows.
It remains to prove the rightmost inequality. To this end we distinguish two cases.
(1) S is the union of the elementary triangles j, j=1; : : : ; l such that every elementary
triangle ⊂(S) is an element of {j | j=1; : : : ; l}.
(2) S is the union of the elementary triangles j, j=1; : : : ; l and there exists an ele-
mentary triangle ⊂(S) which is not an element of {j | j=1; : : : ; l}.
If S satis$es the $rst condition, then S =(S) and S is therefore the union of mutually
separate triangles (Theorem 5.4). Let us therefore assume that S =  is a subtriangle
of ∇N and let {1; : : : ; L} be the set of all elementary triangles contained in . Then
the $rst inequality gives
|Bc ∩ |¿ || − ()− |\| =
(
()
2
)
= L;
which proves the assertion for this special case. If S is the union of mutually separate
subtriangles of ∇N , then the inequality also holds.
To complete the proof we assume that S satis$es the second condition. That means
that S = 1 ∪ · · · ∪ l is the union of diMerent elementary triangles and that the set
{1; : : : ; l; l+1; : : : ; L} of all elementary triangles which are subtriangles of (S) con-
tains {1; : : : ; l} as a proper subset. By Theorem 5.4, (S) is the union of mutually
separate triangles /j, j=1; : : : ; k, and we have
|Bc ∩ (S)| =
k∑
j=1
|Bc ∩ /j|¿
k∑
j=1
(
(/j)
2
)
¿ L:
The idea is now to remove the triangles j with j¿l from (S) and to keep track
of the change of the cardinality of the intersection of Bc with the remaining triangles.
To this end, we consider the evolution map fS , see De$nition 5.7, restricted to the set
(S). Note further, that fS restricted to the triangles i, i=1; : : : ; l is equal to zero.
A triangle j with l¡j6L is called essential if there exists xj ∈ j such that
fS(xj) ¿ fS(y) for all y ∈ j\{xj};
i.e., fS restricted to j has a unique maximum.
Since every x∈(S)\S does belong to at least one essential triangle, we have
|Bc ∩ (S)| =
∣∣∣∣Bc ∩
(
S ∪ ⋃
i∈J
i
)∣∣∣∣¿ L;
where J = {i | l¡i6L; i is essential}. Now let x0 ∈(S) be a global maximum of fS ,
i.e., fS(x0)¿fS(y) for all y∈(S). The point x0 is contained in at least one and in
at most three essential triangles. Removing all these triangles decreases the cardinality
of Bc ∩ (S ∪ ⋃i∈J i) by one while the number of triangles decreases at least by one.
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Fig. 17. Three examples of sets which are unions of elementary triangles in ∇8. The numbers in boldface
provide a lower bound for the cardinality of the intersection of the complement of a base of P8 with Si .
The removal of all triangles which contain an x such that fS(x)=fS(x0) gives
∣∣∣∣∣Bc ∩
(
S
⋃
i∈J\J1
i
)∣∣∣∣∣
=
∣∣∣∣Bc ∩
(
S
⋃
i∈J
i
)∣∣∣∣− |{x |fS(x) = fS(x0)}|
¿ L− |{x |fS(x) = fS(x0)}|¿L− |J1|;
where J1 = {i | there is an x∈ i with fS(x)=fS(x0)}. In a next step we consider
the global maxima of fS on the set (S)\{x |fS(x)=fS(x0)}. Again we remove the
essential triangles which contain the maxima. Iterating this procedure, we $nally have
removed all triangles l+1; : : : ; L and arrive at
|Bc ∩ S|¿ L− |{x |fS(x) ¿ 0}|¿ l:
This shows the assertion.
Corollary 5.16. Under the conditions of Lemma 5.15 one has
|Bc ∩ S|¿ max{|S| − N; |(S)| − ((S))− |(S)\S|}:
Proof. Since |Bc ∩ S|+ |B∩ S|= |S| and |B∩ S|6N , we have |Bc ∩ S|¿|S|−N for all
B∈BN and any S ⊂∇N . If additionally, S is the union of elementary triangles, then
the assertion follows.
Fig. 17 shows three sets Si, i=1; 2; 3 and the corresponding lower limits for |Bc ∩ S|.
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6. (G;?)-generating sets for cellular automata dened by linear quasigroups
In the previous sections we studied the Pascal matroid without referring to any
speci$c quasigroup. The goal of this section is to provide tools to decide whether a
base of PN actually occurs as a (G;?)-generating set for some quasigroup (G;?).
To this end, we discuss linear quasigroups (see [10]). The linearity of the quasigroup
associates a N ×N -integer matrix with a base of PN . The determinant of this matrix
provides a tool to decide whether the base is generating. It turns out that if the matrix
has a nonzero determinant, then there exist quasigroups (G;?) such that the base is
(G;?)-generating. The case of a singular matrix is partially dealt with in the next
section.
In order to introduce linear quasigroups (G;?) we assume that the set G has an
additional structure, namely the structure of a $nite commutative ring or a $nite $eld.
In order to emphasize the underlying ring or $eld structure, we write (R; ?).
A quasigroup (R; ?) is called linear if there exist a, b∈R∗, where R∗ denotes the
units of R, such that
g ? h = ag+ bh
holds for all g, h∈R. The quasigroup (R; ?) is called a;ne if there exist a, b∈R∗
and c∈R such that g ? h= ag+ bh+ c holds for all g, h∈R.
In this section we are only discussing properties of linear quasigroups since all results
for linear quasigroups readily generalize to aNne quasigroups.
Important examples are provided by the quasigroups (Zm;+), where (Zm;+; ·) with
Zm = {0; : : : ; m− 1} is the ring of integers modulo m, m¿2.
In order to study linear quasigroups it is advantageous to introduce another, equiva-
lent characterization of (G;?)-generating sets. As already noted, the top row of ∇N , i.e.
the set ∇+N , is a (G;?)-generating set. This means that the map  ∇+N : CN (G;?)→G∇
+
N
is a bijection. Moreover, for any x∈∇N there exists a map
:x : G∇
+
N → G
de$ned as
:x =  {x} ◦  −1∇+N ; (12)
i.e., a top-row con$guration '∈G∇+N gives a unique con$guration c=  −1∇+N ('), and the
value of c at x, i.e.  {x}(c), is then the value of :x(').
If S is a subset of ∇N , then we de$ne the map .?S :G∇
+
N →GS by
.?S (')(x) = :x(')
for x∈ S. The next result is an immediate consequence of the relation  S =.?S ◦  ∇+N .
Theorem 6.1. Let S be a subset of ∇N . The set S is (G;?)-generating if and only if
the map .?S : G
∇+N →GS is bijective.
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By Theorem 4.5, we already know that a (G;?)-generating set is a base in PN .
Therefore it is suNcient to restrict our attention to the bases of the Pascal matroid.
If B is a base of the Pascal matroid, then the map .?B can be split into a global map
and a number of local maps. To this end we introduce the notion of decomposable
bases. Let B ∈ BN . A collection C= {1; : : : ; l} of mutually disjoint triangles is called
a cover of B if
(1) B⊂⋃ i,
(2) B∩ i ∈B(i) for all i=1; : : : ; l.
It is clear that every B has at least two covers, namely, {∇N} and {{x} | x∈B}. These
are the trivial covers.
Denition 6.2. A base B ∈ BN is called decomposable if B has a nontrivial cover.
Otherwise B is called undecomposable.
The following lemma gives a characterization of undecomposable bases B.
Lemma 6.3. The base B∈BN is undecomposable if and only if
|B ∩ |¡ ()
holds for all subtriangles  with 1¡() ¡ N .
Like for the case of irreducible bases we have
Lemma 6.4. For every N¿3 there exists an undecomposable base B in PN .
Proof. The proof is by induction on N . For N =3; 4; 5; 6 we $nd examples of unde-
composable bases in Figs. 7, 8, 19, and 22 (marked ‘U’). Now let N¿7. Let B be
an undecomposable base of PN−2. Then B⊂∇N−2⊂∇N is an independent set of PN .
Let b∈B be any point of B, let xl be the leftmost point of the top row of ∇+N , and let
xr be the rightmost point of ∇+N . Furthermore let xm be a point of ∇+N such that the
distance of xm to xl and to xr is greater than 2, respectively. Since N¿7 such a point
exists.
We conclude the proof by showing that B∗=B\{b}∪ {xl; xm; xr} is an unde-
composable base of PN . To this end, we use the characterization of undecompos-
able bases given in Lemma 6.3. Let  be a subtriangle of ∇N such that 1¡()¡N .
If ⊂∇N−1⊂∇N , then |B∗ ∩ |¡(), due to the fact that B is undecomposable.
If ∩∇N−2 = ∅, then ()= 2 and therefore |B∗ ∩ |= |B∗ ∩ ∩∇+N |¡ 1, due to the
choice of xl, xm, and xr .
The $nal case is given by ∩∇+N = ∅ and ∩∇N−2 = ∅. Then ()¿3 and |B∗ ∩ |=
|B∗ ∩ ∩∇+N |+|B∗ ∩ ∩∇N−2| and ∩∇N−2 is a triangle of size ()−2. This implies
|B∗ ∩ |6
{
2 if () = 3;
2 + ()− 3 if () ¿ 3:
This shows that |B∗ ∩ |6()−1 for all triangles  such that 1¡() ¡ N . Therefore
B∗ is undecomposable.
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Fig. 20 shows undecomposable bases for N =7.
If B∈BN has a cover C, then the map .?B can be split into the composition of local
maps and a global map.
Theorem 6.5. Let B∈BN and let (G;?) be a quasigroup. Also, let C= {1; : : : ; l}
be a cover of B and let Bi = i ∩B, i=1; : : : ; l. The top rows of the triangles i for
i=1; : : : ; l are denoted by +i , respectively. Consider the maps .
?⋃
+i
:G∇
+
N →G
⋃
+i =∏
G
+
i , .?Bi :G
+i →GBi and ∏.?Bi : ∏G+i → ∏GBi .
Then .?B :G
∇+N →GB is bijective if and only if the maps .⋃ +i and .∗Bi , i=1; : : : ; l
are bijective.
Proof. The assertion follows from the fact that .?B =(
∏
.?Bi) ◦.?⋃ +i .
The local maps are the maps .?Bi and the global map is the map .
⋃
+i
. The bijectivity
of the local maps is equivalent to the fact that the sets Bi are (G;?)-generating. The
bijectivity of the global map takes care of the right placement of the sets Bi in the
triangle ∇N .
Obviously, Theorem 6.5 is useful only for decomposable bases B and implies
Corollary 6.6. Let B∈BN and let C= {1; : : : ; l} be a cover of B. Furthermore,
(1 ∪ · · · ∪ l)=∇N . The base B is (G;?)-generating for (G;?)-con3gurations of
size N if and only if .?Bi is (G;?)-generating for (G;?)-con3gurations of size (i)
for all i=1; : : : ; l.
Proof. If 1 ∪ · · · ∪ l is -generating, then the set +1 ∪ · · · ∪ +l is -primitive. There-
fore .?⋃ +i is bijective (Theorem 5.11, Theorem 6.1). By Theorem 6.5 the assertion
follows.
In the context of a linear quasigroup (R; ?) we have that every map :x, de$ned
as in Eq. (12), is linear. In fact, there exist :x; t ∈R such that :x(')=
∑
t∈∇+N :x; t'(t)
holds for all '∈G∇+N and all x∈∇N .
Due to the linearity and commutativity of the ring R we can give an explicit formula
for the entries :x; t , where x∈∇N and t ∈∇+N . To this end we remind the reader of the
initial de$nition of (∇N ;6) as a subset of Z2, see Eq. (2). If x, y∈∇N , then we had
x6y if there exists a z=(5; <)∈∇N such that x + z=y (addition in Z2). Using this
formalism we obtain an explicit formula for the vectors (:x; t)t ∈∇+N .
Lemma 6.7. Let (R; ?) be a linear quasigroup with g ? h= ag+ bh and let x∈∇N .
If t ∈∇+N then
:x;t =

 a
5b<
(
5+ <
5
)
if there exists z ∈ ∇N such that x = t − z
0 otherwise:
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Proof. If x∈∇+N , then we obviously have :x; x =1 and :x; t =0 for all t ∈∇+N \{x}. If
x∈∇N\∇+N , then there exists a unique size-2 triangle = {x1; x2; x} such that inf = x.
For a (G;?)-con$guration c we therefore have
c(x) = ac(x1) + bc(x2):
If x1, x2 ∈∇+N we are done. Otherwise we express c(x1) and c(x2) in the same way as
we did for c(x). Continuing in this manner we $nally reach the top row and $nd the
desired expression for :x; t .
For a subset S ⊂∇N with |S|=N we consider the map .?S as an N ×N -matrix
with coeNcients in the ring R, i.e., .?S =(:x; t)x∈ S;t ∈∇+N . The matrix .
?
S can be
considered as a matrix formed by the rows labeled by s∈ S of the |∇N | ×N -matrix
A?N =(:x; t)x∈∇N ; t∈∇+N .
Lemma 6.8. A set S ⊂∇N with |S|=N is (R; ?)-generating for the linear quasigroup
(R; ?) if and only if det(.?S )∈R∗.
Proof. By Theorem 6.1, S is (R; ?)-generating if and only if .?S : ∇+N →GS is bi-
jective. This is equivalent to .?S : R
N →RN is bijective, where we consider .?S as
N ×N -matrix and ∇+N , GS as R-modules. We conclude that .+S is bijective if and
only if det(.?S )∈R∗, i.e., det(.?S ) is a unit in R.
Note that if S is not a base of PN , then det(.?S ) =∈R∗. For a linear quasigroup
(R; ?) we therefore have that
GN (R; ?) = {S | |S| = N; det(.+S ) ∈ R∗} = {B |B ∈ BN ; det(.?B ) ∈ R∗}:
This fact already indicates that the set GN (R; ?) does not necessarily de$ne a matroid.
The reason being that the exchange property for the elements of GN (R; ?) is not
necessarily true. However, if R is a $nite $eld, then we have
Lemma 6.9. Let F be a 3nite 3eld. If (F; ?) is a linear quasigroup, then the elements
of the set
GN (F; ?) = {B ∈ BN |B is (F; ?)-generating}
de3ne a matroid PN (F; ?). Moreover, PN (F; ?) is a submatroid of PN .
Proof. A row with index x∈∇N of the matrix A?N =(:x; t)x∈∇N ; t∈∇+N ∈F|∇n| ×N is given
by (:x; t)t ∈∇+N . Then A
?
N de$nes a matroid by de$ning the independent sets as subsets
of the rows of A?N which are F-linearly independent. By Lemma 6.8 the set of bases
of this matroid is given by GN (F; ?).
The second assertion follows from Theorem 4.5.
As a next step we shall show that the property of a set S ⊂∇N to be generating
for a linear quasigroup (R; ?) does not depend on the particular choice of the linear
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quasigroup. It rather depends on the geometry of S and on the units of R. In order to
prove this result we introduce the in$nite quasigroup (Z;⊕), where ⊕ is de$ned as
l⊕ m = −l− m
w.r.t. the usual addition in Z, and the corresponding matrix A⊕N ∈Z|∇N | ×N .
Example 6.1. If N =6 then, by Lemma 6.7, A⊕6 is given as the transpose of

1 0 0 0 0 0 −1 0 0 0 0 1 0 0 0 −1 0 0 1 0 −1
0 1 0 0 0 0 −1 −1 0 0 0 2 1 0 0 −3 −1 0 4 1 −5
0 0 1 0 0 0 0 −1 −1 0 0 1 2 1 0 −3 −3 −1 6 4 −10
0 0 0 1 0 0 0 0 −1 −1 0 0 1 2 1 −1 −3 −3 4 6 −10
0 0 0 0 1 0 0 0 0 −1 −1 0 0 1 2 0 −1 −3 1 4 −5
0 0 0 0 0 1 0 0 0 0 −1 0 0 0 1 0 0 −1 0 1 −1


Theorem 6.10. Let (R; ?) be a linear quasigroup. B∈BN is (R; ?)-generating if and
only if det(.⊕B )∈R∗.
Proof. Let g?h= ag+ bh with a, b∈R∗. We shall show that for every B∈BN there
exist L=L(B), M =M (B)∈Z and a -∈R∗ such that
det(.?B ) = -a
LbM det(.⊕B )
and the assertion is then a consequence of Lemma 6.8.
The proof of the above equality is based on Lemma 6.7 and the explicit formula for
the determinant. Let > :B→∇+N be a $xed bijection and let Sym(B) be the symmetric
group over B. Then the determinant of .?B is given by
det(.?B ) =
∑
 ∈Sym(B)
?( )
∏
s∈B
:s;>( (s));
where ? denotes the sign of the permutation  . Due to Lemma 6.7 we have that∏
s∈B
:s;>( (s)) = 0
if there exist one s∈B such that >( (s)) − s =∈∇N (again we use the convention to
consider the points s, t as elements of Z2). If  is of this type, then the product is
zero no matter what the linear quasigroup is.
Now suppose that there exists a  ∈Sym(B) such that >( (s))− s=(5s; <s)∈∇N for
all s∈ S, then, again due to Lemma 6.7, one has
∏
s∈B
:s;>( (s)) =
∏
s∈B
a5sb<s
(
5s + <s
5s
)
:
If we write s=(s′; s′′)∈Z2 for elements in B and t=(t′; t′′)∈Z2 for elements in ∇+N ,
then we have (5s; <s)= (t′ − s′; t′′ − s′′), where t= >( (s)) and the above formula
A. Barb%e, F. von Haeseler / Theoretical Computer Science 325 (2004) 171–214 203
becomes
∏
s∈B
:s;>( (s)) = a
∑
t∈∇+N
t′−∑s∈B s′b
∑
t∈∇+N
t′′−∑s∈B s′′ ∏
s∈B
(
5s + <s
5s
)
and we see that the exponents of a and b depend only on B and not on  , respectively.
We now write
∏
s∈B
:s;>( (s)) = aLbM
∏
s∈B
(
5s + <s
5s
)
= aLbM (−1)L+M ∏
s∈B
(−1)5s(−1)<s
(
5s + <s
5s
)
and each factor of the product over s is precisely the coeNcient of :s; >( (s)) of A
⊕
N for
the quasigroup (Z;⊕). This shows that
det(.∗B) = a
LbM (−1)L+Mdet(.⊕B );
the desired result.
Example 6.2. (1) Let (G;?1) and (G;?2) be as in Example 3.1. Note that (G;?2)
contains the subquasigroup ({0; 1}; ?2) which is isomorphic to the linear quasigroup
(Z2;+). If B⊂∇3 is the base marked IU in Fig. 7, then det(.⊕B )= 2 and therefore B
is not (Z2;+)-generating. Lemma 3.4 now implies that B is not (G;?2)-generating
either. On the other hand, an inspection shows that B is (G;?1)-generating, i.e.,
 B : C3(G;?)→GB is bijective.
(2) Example 3.3 revisited. (G=Z6 = {0; 1; 2; 3; 4; 5};+) is a linear quasigroup and
(H = {0; 3};+) is a linear subquasigroup of (G;+). Moreover, H is a subring of Z6
which is isomorphic to the ring Z2. For the base B displayed in Fig. 6 one easily
computes that
.⊕B =


1 0 0 0
0 1 0 0
−1 −1 0 0
−1 −3 −3 −1


and det(.⊕B )= 3. Since 3 is not a unit in Z6 the base B is not (G;+)-generating. How-
ever, since (H;+) is isomorphic to the ring Z2, it follows that B is (H;+)-generating.
Before continuing we take the opportunity to explain the name “Pascal matroid”
for PN . If F is a $nite $eld and (F; ?) a linear quasigroup, then, by the above results,
we have that the generating sets are precisely the bases of the matroid generated by
the F-linear independent rows of the matrix A⊕N . These rows are formed by rows of
Pascal’s triangle (over the $eld F), see Example 6.1. Thus we $nd it suitable to name
the matroid PN (F; ?) in Lemma 6.9: “Pascal matroid modulo F”. Since PN contains
all these matroids, it seems appropriate to call PN the Pascal matroid (of rank N ).
As a further application of Theorem 6.10 we give a necessary condition for a base
B∈BN to be -primitive.
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Lemma 6.11. If B∈BN is an -primitive set, then |det.⊕B |=1.
Proof. By Theorem 5.11, B is (G;?)-generating for every quasigroup (G;?). In par-
ticular, B is (Zm;+)-generating for every m∈N, m¿2. Lemma 6.8 implies that
det(.⊕B ) ∈ Z∗m
for all m∈N, m¿2. This implies gcd(|det(.⊕B )|; m)= 1 for all m∈N. In other words
|det(.⊕B )|=1.
Unfortunately, there exist sets B∈BN such that |det(.⊕B )|=1 but B is not -
generating, see Fig. 21.
In connection with Theorem 6.5 we obtain a kind of product formula for the deter-
minant of .⊕B .
Lemma 6.12. If B∈BN satis3es the conditions of Theorem 6.5, then
|det(.⊕B )| = |det(.⊕⋃ +i )|
l∏
i=1
|det(.⊕Bi)|:
Proof. By Theorem 6.5, we have
.⊕B =
(∏
.⊕Bi
) ◦ .⊕⋃ +i :
The map
∏
.⊕Bi is given as a diagonal block matrix formed by the matrices .Bi .
Due to the block structure of
∏
.⊕Bi the assertion follows.
Lemma 6.13. If B∈BN satis3es the conditions of Corollary 6.6, then
|det(.⊕B )| =
l∏
i=1
|det(.⊕Bi)|:
The proof is a consequence of Lemmas 6.12 and 6.11. Note that Lemma 6.13 espe-
cially applies to reducible elements of BN .
Example 6.3. Consider B∈B7 as displayed in Fig. 18, where the cover {1; 2; 3; 4}
is also indicated. Then we have
.⊕B =
(
4∏
j=1
.Bj
)
◦ .⋃ +j
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Fig. 18. Partition of a base in P7 in subtriangles i , i=1; 2; 3; 4 used in Example 6.3 and illustrating
Lemma 6.12.
which becomes

1 0 0 0 0 0 0
1 2 1 0 0 0 0
0 0 −1 −1 0 0 0
0 0 1 2 1 0 0
1 4 6 4 1 0 0
0 0 1 4 6 4 1
1 6 15 20 15 6 1


=


1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 1 0 0 0
0 0 −1 −1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 1
0 0 0 0 1 2 1


·


1 0 0 0 0 0 0
1 2 1 0 0 0 0
0 0 −1 −1 0 0 0
0 0 0 −1 −1 0 0
1 4 6 4 1 0 0
0 1 4 6 4 1 0
0 0 1 4 6 4 1


Then one computes |det.⊕⋃ +j |=2 and |det.⊕B1 |=1, |det.⊕B2 |=1, |det.⊕B3 |=1,
|det.⊕B4 |=2. Therefore |det.⊕B |=4.
The approach via the determinant of .⊕B allows us to give a partial answer to the
question whether any B∈BN is a (G;?)-generating set for a quasigroup (G;?).
Theorem 6.14. If B∈BN is such that det(.⊕B ) =0, then there exists a linear quasi-
group (R; ?) such that B is (R; ?)-generating.
Proof. Suppose det(.⊕B )= l =0 then choose m∈N such that m¿2 and gcd(l; m)= 1.
Lemma 6.8 implies that every linear quasigroup (Zm;?) has B as a (Zm;?)-generating
set.
On the other hand, we have
Lemma 6.15. If B∈BN and if det(.⊕B ) =∈{−1; 0; 1}, then there exists a linear quasi-
group (R; ?) such that B is not (R; ?)-generating.
Proof. Choose the ring Zm, where m= |det(.⊕B )|.
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The matrix A⊕N allows us to identify a further submatroid of the Pascal matroid.
Corollary 6.16. The matrix matroid AN de3ned by the Q-linearly independent rows
of the matrix A⊕N ∈Q|∇N | ×N is a submatroid of PN .
Proof. If S de$nes a maximal independent element of AN , then |S|=N . By Theo-
rem 6.14, we have that S is (G;?)-generating for a linear quasigroup (G;?). Theo-
rem 4.5 then implies that S ∈BN . This shows the assertion.
7. The case det(⊕B )∈{−1; 0; 1}
In the previous section we established the fact that if det(.⊕B ) =∈{−1; 0; 1}, B∈BN ,
then there exist quasigroups (G1; ?1) and (G2; ?2) such that B is (G1; ?1)-generating
but not (G2; ?2)-generating.
In this section we discuss this question for the remaining case, namely det(.⊕B )∈{−1;
0; 1}. As already noted, if B is -primitive, then |det(.⊕B )|=1 and B is (G;?)-
generating for every quasigroup. However, Fig. 21 presents an example of B∈B5
such that det(.⊕B )= 1 and B is not -primitive. Due to the results of the previous
section, we have that B is generating for every linear quasigroup. It is therefore natural
to ask whether B is generating for every quasigroup. The answer will be negative.
A similar problem occurs if B∈BN is such that det(.⊕B )= 0. Due to the results
of the previous section, we have that B is not generating for every linear quasigroup.
Therefore the question arises, whether B is generating at all, i.e., does there exist a
quasigroup (G;?) such that B is (G;?)-generating? The methods developed suggest
the conjecture that for a base B with det(.⊕B )= 0 there exists a quasigroup (G;?)
such that B is (G;?)-generating.
Denition 7.1. The base B∈BN is called singular if det(.⊕B )= 0. The set of singular
bases is denoted by SN .
For N =1; 2; 3 there exists no singular base. For N =4 there exists exactly one
singular base, see Fig. 19. Therefore one can easily construct reducible bases of order
N¿5 which are singular by taking the singular base for N =4 as one of the components
for the larger sizes. In Figs. 7–9 the singular irreducible bases for N =4; 5 are labeled
by ‘SI’. Fig. 20 shows the undecomposable singular bases for N =7.
Lemma 7.2. For every N¿4 there exists a singular irreducible base.
Proof. The proof is by induction on N . For N =4; 5 there exist singular irreducible
bases. To complete the proof we construct a singular irreducible base in BN+2 from
a singular base B∈SN . To this end, we consider B⊂∇N ⊂∇N+2 and we choose two
arbitrary separate points x1, x2 ∈∇+N+2. Then the set B′=B∪{x1; x2} is an element of
IN+2, the set of irreducible bases in PN+2. Now choose triangles 1 = {x1}, 2 = {x2}
and 3 =∇N ⊂∇N+2. Then B′ and the three chosen triangles satisfy the conditions of
Lemma 6.12. Therefore |det.⊕B′ | is a multiple of |det.⊕B |=0.
A. Barb%e, F. von Haeseler / Theoretical Computer Science 325 (2004) 171–214 207
I
I I
I
I I
I
I I
I
I I
I
I
I I I I I
I
I
I II II II II I
I II II II II I
I II II II II I
IUIUIUIU
Fig. 19. The singular bases (modulo actions of ) of P6. See Fig. 7 for the legend.
Table 1 shows the number of singular bases and the number of irreducible singular
bases for values of N up to 8. A more delicate question is whether there exist singular
bases which are also undecomposable. We conjecture that this is true for all N¿4.
After this digression, we return our attention to the question of the existence of a
quasigroup (G;?) for which a given set B∈BN with det.⊕B ∈{−1; 0; 1} is (G;?)-
generating. To this end, we consider a generalization of linear quasigroups.
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Fig. 20. The singular undecomposable bases (modulo actions of ) of P7.
As before, R denotes a commutative ring with 0 and 1. For a natural number n¿1 we
consider the set Rn as an R-module. As usual, Gl(n;R) denotes the set of invertible
n× n-matrices with entries in R. For A0, A1 ∈Gl(n;R) we can de$ne a quasigroup
(Rn;?n) by
g ?n h = A0g+ A1h:
The so de$ned quasigroup is called n-dimensional linear quasigroup. Note that one-
dimensional linear quasigroups correspond to the linear quasigroups introduced before.
If (Rn;?n) is an n-dimensional linear quasigroup and if B∈BN , we also study the
map .?nB . Due to the de$nition of n-dimensional linear quasigroups, it follows that .
?n
B
is given by a nN × nN -matrix with coeNcients in R. Moreover, .?nB is composed of
N 2 submatrices .s; t ∈Rn×n, s∈B and t ∈∇+N . Like in the linear case, see Lemma 6.7,
these matrices can be computed as
Lemma 7.3. Let (Rn;?n) be an n-dimensional linear quasigroup with g?n h=A0g+
A1h. If x∈∇N and t ∈∇+N , then .x; t ∈Rn× n is given by
.x;t =
{
@5;<(A0; A1) if x = t − z; where z = (5; <) ∈ ∇N ;
0 otherwise;
where 0 stands for the n× n-zero matrix and
@5;<(A0; A1) =
∑
ej∈{0;1}; j=1;:::;5+<
e1+···+e5+<=<
Ae1Ae2 · · ·Ae5+<
and @0;0(A0; A1)= Idn, the n× n-unit matrix.
The proof goes along the same lines as the proof of Lemma 6.7 without having the
advantage of commutativity.
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Example 7.1. Consider the base B∈B4 labeled as ‘SIU’ in Fig. 7. Then .?nB ∈R4n×4n
is given as
.?nB =


Idn 0 0 0
0 0 0 Idn
0 A0 A1 0
A30 @2;1 @1;2 A
3
1

 ;
where @2;1 =A20A1 + A0A1A0 + A1A
2
0 and @1;2 =A
2
1A0 + A1A0A1 + A0A
2
1.
As in the case of linear quasigroups, the determinant of .?nB plays a prominent role.
Theorem 7.4. Let (Rn;?n) be an n-dimensional linear quasigroup and let B∈BN . The
base B is (Rn;?n)-generating if and only if det(.
?n
B )∈R∗.
Proof. The arguments given in the proof of Lemma 6.8 apply.
If A0 and A1 commute, i.e., A0A1 =A1A0, then .x; t is as in Lemma 6.7 replacing a
by A0 and b by A1, respectively.
Lemma 7.5. Let A0, A1 ∈Gl(n;R) such that A0A1 =A1A0. If (Rn;?n) is the n-
dimensional quasigroup with g?n h=A0g+A1h, then there exist -∈R∗ and L, M ∈N
such that
det(.?nB ) = - det(.
⊕
B )
n det(A0)L det(A1)M :
Proof. The commutativity of A0 and A1 implies that either
.x;t =A50A
<
1
(
5+ <
5
)
or .=0. Moreover .?nB is formed by n× n-matrices of the form .s; t , s∈B, t ∈∇+N .
These matrices are mutually commutative. Due to a result in [1], we therefore have
det(.?nB ) = det
( ∑
 ∈Sym(B)
?( )
∏
s∈B
.s;>( (s))
)
;
and the same arguments as in the proof of Theorem 6.10 apply.
Lemma 7.5 may be interpreted in the following way. If A0 and A1 commute, then we
are in the same situation as with linear quasigroups. Therefore new phenomena may
occur in the case that A0 and A1 do not commute. The underlying idea is: If A0 and
A1 do not commute, then det(.
?n
B ) is diMerent from zero even though det(.
⊕
B )= 0,
implying that B is (Rn;?n)-generating.
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Before continuing, we agree to the following. Every polynomial p(z1; : : : ; zl)∈Z[z1;
: : : ; zl] in l variables can also considered as a polynomial with coeNcients in R. This is
done by interpreting a positive k ∈Z as 1+1+ · · ·+1∈R, i.e., k additions of ones in
the ring R and similarly for negative integers. Note further, that if p(z1; : : : ; zl) over Z
is the zero polynomial, then it is the zero polynomial for all rings. If p(z1; : : : ; z2) over
Z is not the zero polynomial, then there exist rings R such that p(z1; : : : ; zl) regarded
as a polynomial with coeNcients in R is not the zero polynomial.
Denition 7.6. Let R be a commutative ring with 0 and 1, let n¿1 be a natural number
and let S ∈BN . The map
BS : Gl(n;R)2 → R
(A0; A1) → det(.?nS );
is called the character map of S.
Note that the de$nition of BS also makes sense for arbitrary matrices A0, A1 ∈Rn×n
and for any subset S of ∇N with |S|=N . In this case, BS can be considered as a
polynomial in the 2n2 variables a(0)s; t and a
(1)
s; t , i.e., the entries of the matrices Ai =(a
(i)
s; t),
i=0; 1, with coeNcients in Z. Moreover, the coeNcients depend only on the set S.
We denote this polynomial by BˆS .
For particular choices of subsets S ⊂∇N such that |S|=N , the map BS can take only
special values.
Lemma 7.7. (1) If B∈BN is -primitive, then there exist L, M ∈N such that
|BB(A0; A1)| = |det(A0)L| |det(A1)M |:
(2) If S ⊂∇N , |S|=N and S =∈BN , then
BS(A0; A1) = 0
for all A0, A1 ∈Gl(n;R).
Proof. (1) The proof is by induction on N . For N =1; 2 the assertion is clear. If B∈BN
is -primitive, then, by Lemma 5.13, B is reducible. Now the proof of Theorem 6.5
gives
.?nB = (.
?n
B1 × .?nB2 ) ◦ .?n+1 ∪+2 ;
where 1, 2 and B1, B2 are as in Theorem 6.5. Due to the above product, we have
|det.?nB | = |det.?nB1 | |det.B2 | |det.?n+1 ∪+2 |:
By construction of the matrix .?n+1 ∪ +2
, one easily sees that
|det(.?n+1 ∪+2 )| = |det(A0)
L′ | |det(A1)M ′ |;
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for certain L′, M ′ ∈N. Since Bi ∈B(i) and (i)¡N , i=1; 2, the assertion follows
from the induction hypothesis.
(2) For the proof we have to return to Section 3. If G is a $nite set and ! :G2→G
any map, then De$nition 3.1 is still meaningful. The same applies to De$nition 3.2.
Finally, an inspection of the proof of Theorem 4.1 reveals that the theorem also holds.
We $x a prime number p and for matrices A0, A1 ∈Zn×np , we de$ne g! h=A0g+A1h
over G=Znp. Now suppose that there exist A0, A1 ∈Zn×np such that BS(A0; A1) =0.
Obviously, Theorem 7.4 also applies to the case at hand. In other words, S is a
(Znp;!)-generating set, implying that S ∈BN (Theorem 4.1). This is a contradiction.
We have therefore shown that
BS(A0; A1) = 0modp
for all matrices A0, A1 ∈Zn× n and all prime numbers p. This shows that the polynomial
BˆS is the zero polynomial, i.e., BS(A0; A1)= 0.
For B∈BN and B not -primitive we are led by the following idea. If the polynomial
BˆS is not the zero polynomial, then it is plausible to conjecture that there exist a
$nite ring, or even a $nite $eld, and invertible (!) matrices A0, A1 ∈Rn×n such that
BS(A0; A1) =0.
As we have seen, there exist sets S ⊂∇N , |S|=N , such that the polynomial BˆS
is equal to zero. These are sets S ⊂∇N , |S|=N , for which the triangle condition
|S ∩ |6() is violated at least for one triangle, i.e., S does not belong to BN .
It is not clear whether there exist B∈BN such that the polynomial BˆB is the zero
polynomial. We conjecture that for every B∈BN the polynomial BˆB is not the zero
polynomial.
For concrete applications it is advantageous to consider parametrizations of subsets
of Gl(n;R)2 which depend on few parameters. To restrict the amount of computation
further, we restrict ourself to the case n=2.
For a∈R we consider the matrices
A0(a) =
(
1 a
0 1
)
; A1(a) =
(
1 0
a 1
)
and the set {(A0(a); A1(a)) | a∈R}⊂Gl(2;R)2. The character map of S, with |S|=N
for A0(a) and A1(a) can be considered as a polynomial in a with coeNcients in Z.
We denote this polynomial BˆS(a).
Corollary 7.8. BˆS(0)= det(.
⊕
S )
2.
The proof is a consequence of Lemma 7.5. The relevance of the polynomial BˆS(a)
is demonstrated by the following theorem.
Theorem 7.9. If B∈BN and if BˆB(a)∈Z[a] is a polynomial of degree d¿1, then
(1) there exists a quasigroup (G;?) such that B is (G;?)-generating.
(2) there exists a quasigroup (G;?) such that B is not (G;?)-generating.
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Fig. 21. A base B∈B5 such that |det.⊕S |=1 and B is not -primitive. In fact, B is undecomposable.
Proof. (1) If BˆB(0)= det(A
⊕
B )
2 =0, then Theorem 6.14 applies, i.e., choose a prime
number p such that gcd(p; BˆB(0))= 1 and choose (Zp;+) as quasigroup.
Suppose BˆB(0)= 0. Since BˆB(a) has degree d¿1 there exists a prime number p ¿ d
such that the greatest common divisor of p and the coeNcient of ad is equal to one.
The polynomial BˆB(a)modp is a polynomial of degree d with coeNcients in the $eld
Zp. Since p ¿ d and since a polynomial of degree d over a $nite $eld has at most
d zeros, there exists an a∗ ∈Zp such that BˆB(a∗) =0. Now Theorem 7.4 applies for
A0 =A0(a∗) and A1 =A1(a∗) and R=Zp and n=2, since BˆB(a∗)= BB(A0(a∗); A1(a∗)).
(2) Choose a prime number p such that BS(a)modp is a polynomial of degree d′¿1.
Then there exists a $eld extension F of Zp such that BˆB(-)= 0 (w.r.t. F). Therefore the
matrices A0(-), A1(-) de$ne a two-dimensional linear quasigroup (F2; ?2) for which
B is not ?2-generating.
Example 7.2. (1) Consider N =4 and let B be the singular base labeled ‘SIU’ in
Fig. 7. Then det(.⊕B )= 0 and a lengthy computation leads to
BˆB(a) = −9a4 + 4a6:
Although BˆB(0)= 0, we see that BˆB(a)mod 2= a
4 and therefore B is a generating set
for the two-dimensional linear quasigroup (Z22; ?2) with matrices A0(1) and A1(1) in
Z2×22 .
We consider BˆB(a)mod 5, and compute BˆB({0; 1; 4})mod 5=0 and BˆB({2; 3})mod 5
=2. Therefore B is not (Z25; ?2)-generating for the quasigroups de$ned by A0(a), A1(a)
and a∈{0; 1; 4}, and B is (Z25; ?2)-generating for the quasigroups de$ned by A0(a),
A1(a) and a∈{2; 3},
(2) Consider N =5 and B as in Fig. 21, then det(.⊕B )= 1 and one computes that
BˆB(a) = 1− 24a4 + 36a6 − 21a8 + 4a10:
Then BˆB(a)mod 2=1+ a
8 and we have BˆB(0)mod 2=1, i.e., B is (Z22; ?2)-generating
for (Z22; ?2) de$ned by A0(0) and A1(0) in Z
2×2
2 .
However, BˆB(1)= 0mod 2 and therefore B is not (Z22; ?2)-generating for (Z22; ?2)
de$ned by A0(1) and A1(1)∈Z2× 22 .
The remaining case to be discussed is the case where BˆB(a) is a constant. If
BˆB(a) = − 1; 0; 1, then the discussion of linear quasigroups already revealed that B
can be generating as well as nongenerating depending on the linear quasigroup under
consideration. All examples which have been studied so far suggest the following.
Conjectures. (1) If B∈BN is a singular base, then BˆB(a) is not a constant.
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Fig. 22. The bases of P6 (modulo actions of ) such that |det.⊕B |=1 and B is not -primitive.
(2) If B∈BN , B is not -primitive but det(.⊕B )2 = 1, then BˆB(a) is not a constant.
If these conjectures were true, then every base B∈B would be either an -primitive
set, i.e., (G;?)-generating for every quasigroup, or B is (G;?)-generating for certain
quasigroups while B is not (G;?)-generating for certain other quasigroups.
Example 7.3. In order to support Conjecture 1, we give a list of the polynomials BˆB(a)
for the bases in the top row of Fig. 19
1. BˆB(a)= − 64a4 + 164a6 − 184a8 + 108a10 − 33a12 + 4a14:
2. BˆB(a)= − 900a4 + 1300a6 − 745a8 + 176a10 − 180a12 + 208a14 − 100a16 + 16a18:
3. BˆB(a)= − 144a4 − 44a6 + 12a8 + 16a10:
4. BˆB(a)= − 25a4 − 200a6 + 110a8:
5. BˆB(a)= − 225a4 + 100a6 + 20a8:
6. BˆB(a)= 4a
6 − 9a4:
7. BˆB(a)= − 400a4 + 60a8 + 16a10:
8. BˆB(a)= − 900a4 + 400a6 + 140a8 + 24a10 − a12 + 4a14:
9. BˆB(a)= − 400a4 + 60a8 + 16a10:
10. BˆB(a)= − 900a4 + 400a6 + 140a8 + 24a10 − a12 + 4a14:
Example 7.4. As a support for Conjecture 2 we give a list of the polynomials BˆB(a)
for the four undecomposable bases in Fig. 22 (numbering from left to right).
1. BˆB(a)= 1− 192a4 + 288a6 − 192a8 + 64a10.
2. BˆB(a)= 1− 72a4 + 124a6 − 98a8 + 24a10.
3. BˆB(a)= 1− 30a4 − 72a6 + 38a8.
4. BˆB(a)= 1 + 18a
4 − 8a6 − 19a8 + 8a10.
Note that all results are primarily related to CA-rules de$ned by two-dimensional linear
quasigroups. There are other interesting questions related to all quasigroups. We state
some of them.
(1) Suppose that B∈BN . What is a characterization of quasigroups (G;?) for which
B is generating, i.e., what is the common feature of quasigroups in the set
QN (B) = {(G;?) |B is (G;?)-generating} ?
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(2) Two quasigroups (Gi;?i), i=1; 2 are called GN -equivalent if GN (G1; ?1)=GN (G2;
?2). How can one characterize the equivalence classes?
(3) What are necessary and suNcient conditions on a quasigroup (G;?) to ensure that
the collection of generating sets GN (G;?) de$nes a matroid?
(4) Does there exist a quasigroup (G;?) such that GN (G;?)=BN ?
We conclude with a $nal remark concerning generalizations. First, a natural gener-
alization to three-dimensional (top-down) tetrahedron-con$gurations, where elementary
tetrahedra replace the elementary triangles and where local rules are de$ned by ternary
quasigroups, seems straightforward and will lead to similar results. But one could also
conceive less homogenous structures, i.e. a kind of cellular con$gurations where sub-
sets of cells are considered such that within a subset of cardinality n, a local rule is
de$ned by an (n − 1)-ary quasigroup. Then generating sets generally belong to some
kind of pre-matroid structure, which sometimes turns out to be a matroid. This is the
subject of the follow-up paper [6].
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