We suggest a modification of the operator exponential method for the numerical solving the difference linear initial boundary value problems. The scheme is based on the representation of the difference operator for given boundary conditions as the perturbation of the same operator for periodic ones. We analyze the error, stability and efficiency of the scheme for a model example of the one-dimensional operator of second difference.
Introduction
Numerical solution of the linear difference initial-boundary value problems is an essential part of modelling of the physical processes and phenomena described by the evolutionary differential equations, such as the Schrödinger equation, diffusion equation, GinzburgLandau equation and many other.
Along with the classical grid methods [1] , an ever increasing use in treatment of such evolutionary problems is currently made of the operator exponential (OE) method [2] , which is based on the Lee-Trotter-Kato formula [3] for approximate calculation of the exponential of the sum of noncommuting matrices.
The OE method offers a number of advantages relevant to both explicit and implicit difference schemes. It does not involve iteration procedures and often proves to be absolutely stable. Its applicability is, however, limited by the impossibility to explicitly calculate the exponential of the difference operators expressed in a general form. In fact, effective algorithms of exponential calculation exist only for the difference operators with constant coefficients and periodic boundary conditions on "rectangular" subsets of Z n . These algorithms are based on the fast Fourier transform [4] and allow one to calculate the exponential in O(N log 2 N ) operations, where N is the number of points in the domain. For other boundary conditions such algorithms are not available.
In this work a linear difference operator with assigned boundary conditions is considered as perturbation of the same operator with periodic boundary conditions, and the exponential of such an operator is calculated by the Lee-Trotter-Kato formula.
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Description of the method
Let M be a set of points and C(M) a set of complex-valued functions on M. LetÂ :
where γ x is a finite subset of M for each value of x, and a x (·) is a given function on γ x .
Let Ω be a subset of M. We call point x ∈ Ω an inner point of Ω relative toÂ if γ x ⊆ Ω, and a boundary point of Ω relative toÂ if γ x does not completely lie in Ω. Denote by ∂ A Ω the set of all boundary points of Ω relative toÂ and let
Note that by definition (2.1), to calculate the values ofÂf at boundary points of Ω, we have to know the values of function f on the set Ω ∪ b A Ω. A linear operator
for all x ∈ Ω will be called an L-expansion of operatorÂ. The operatorL plays the same role for difference operators as the boundary conditions play for differential operators.
We now consider a difference initial-boundary value problem for operatorÂ:
where f (t, ·), g ∈ C(Ω),L is a given extension operator forÂ. The solution of problem (2.2) is of the form:
where operator exp(tÂ L ) can be defined as a matrix power series since Ω is finite. GivenÂ and Ω, the efficiency of computation of exp(tÂ L ) in (2.3) may largely depend on the extension operatorL. Let us clarify the above said with a test example. Let M = Z, let∆ be the difference Laplacian [1] defined by the relation
In this case γ x in (2.1) is the set {x − 1, x, x + 1},
Let Ω = {0, 1, . . . , N −1}. Then ∂ ∆ Ω = {0, N −1}, and b ∆ Ω = {−1, N }. Let the extension operatorL correspond to the periodic boundary conditions for∆:
The exponential exp(t∆ L ) in (2.3) can be expressed by the following formula: 6) whereΛ is the diagonal operator of the form:
F is the operator of the discrete Fourier transform:
Note that computation of the vector exp(t∆ L )f via formula (2.6) takes about N log 2 N operations if we make use of the known Fast Fourier Transform (FFT) algorithm [4] .
LetK be the extension operator for∆, corresponding to the boundary conditions of the 3rd kind, i.e.,
where α and β are, generally, the complex coefficients. (The case α = β = −1 corresponds to the Dirichlet boundary conditions, and α = β = 1 to the Neumann boundary conditions.) In this case the known algorithms for exact computation of the vector exp(t∆ K )f (for example, using expansion in eigenfunctions of∆ K ) involve ∼ N 2 operations.
Considering the general case again, the question arises: whether the available effective algorithm for the exp(tÂ L ) computation (L is the given extension operator) can be used to approximately evaluate exp(tÂ K ) for another extension operatorK?
Below we describe a version of an OE method which establishes the relation between the exponents of different extensions of a difference operator and thus answer the above question.
LetK andL be two different extension operators for the operatorÂ. We further assume for simplicity that these operators satisfy the following additional condition: the equationsLf =Lg andKf =Kg are fulfilled for any f, g ∈ C(Ω) such that f (x) = g(x) for x ∈ Ω\∂ A Ω.
Consider
It follows from definition of extension operators, that (Ĝ KL f )(x) = 0 at all inner points x ∈ Ω, and thatĜ
at the inner points x ∈ Ω. Therefore,Ĝ KL is the direct sum of the zero operator in the subspace C(Ω\∂ A Ω) of C(Ω) and an operator in the subspace C(∂ A Ω); we will denote the restriction ofĜ KL on C(∂ A Ω) by the same characterĜ KL .
This suggests that when the number of boundary points of Ω is much smaller than the total number of points in Ω, the problem of computing exp(tĜ KL ) becomes much simpler than the initial problem of evaluating exp(tÂ K ).
Remark. For the extension operators of the general form a small modification of these arguments leads to the same result. In the above example of operator∆ the number of boundary points is equal to two, and the computation reduces to finding the exponential of a 2 × 2 matrix.
SinceÂ K =Â L +Ĝ KL , the following relations hold:
They are similar to the conventionally used OE schemes of the 1st and 2nd order approximation [2] . Owing to the above mentioned properties of operatorĜ KL , these formulas allow one to roughly calculate the exponential ofÂ K with almost same efficiency as that of exp(tÂ L ). The natural domain of application of (2.8), (2.9) is the one whenÂ is a difference operator with constant coefficients in C(Z s ), s ≥ 1 (i.e., the functions a x (y) in expression (2.1) only depend on the difference x − y), and Ω = s j=1 {0, 1, . . . , N j − 1} is a parallelepiped in Z s . In this case there is a specific extension operatorL which is defined by the relation (Lf )(x) = f (x mod N ), where (x mod N ) j = x j mod N j for j = 0, 1, . . . , s, corresponding to the periodic boundary conditions forÂ. The exact value of operator exp(tÂ K ) is calculated using a multidimensional discrete Fourier transform, the calculation procedure involves about M log 2 M operations, where M = N 1 · . . . · N s . The number of points of the set ∂ A Ω can be estimated as
where the constant C(A) depends on #(supp a(x)). Hence, if C(A) ≪ min N j , then the size of matrixĜ KL is much smaller than that ofÂ K ; this allows to effectively use formulas (2.8), (2.9). Such a situation occurs in approximations of differential operators with difference ones, and the constant C(A) in this case depends on the order of the operator approximated and, generally, on a method of approximation.
Error and stability of the method
Let us now study error and stability of numerical algorithms based on formulas (2.8) and (2.9). Let f (t, ·) = exp(tÂ K )g be the exact solution of problem (2.2) with operatorÂ K and h j (t, ·) =Ŝ j (t)g, j = 1, 2, g ∈ C(Ω). As an error estimate of one step of the OE algorithms we consider the norms of differences of the functions f (t, ·) and h j (t, ·):
By expanding f − h j in the Taylor series at t = 0 we find 
for the Euler scheme and
for the Krank-Nicolson one. It is easy to obtain the estimates for errors of these approximation, namely
for Euler and KN schemes, respectively. Clearly, unlike the values δ j , the estimates ε j , where j = 1, 2, are determined by the norms of commutators ofÂ K withĜ KL , rather than by the powers ofÂ K . This accounts for the differences in the features of the OE algorithms and classical schemes.
Stability analysis of the OE methods (2.8) and (2.9) requires evaluation of the norms of the relevant step operatorsŜ 1 (t) andŜ 2 (t). We are going to show that these methods are stable for rather small t > 0, if operatorÂ K satisfies the condition Re(Â K g, g) < 0
for any g ∈ C(Ω).
Indeed, the functions
are analytic in t in a vicinity of zero, and s j (0, g) = g 2 . Besides,
due to the assumption (3.7). Therefore, for a sufficiently small positive values of t the inequality
is valid, i.e., the schemes (2.8), (2.9) are stable. Note that the condition (3.7) means that the spectrum specÂ K lies in the left half-plane [9] ; this guarantees stability of the initial problem (2.2). There exist two classes of operatorsÂ K for which the OE method shows absolute stability.
1. Schemes (2.8), (2.9) are absolutely stable, ifÂ K andÂ L are Hermitian operators and specÂ L and specĜ KL both lie in the left half-plane. This immediately follows from the simplest estimates:
This class of operators includes, in particular, the difference Laplace operator with the Dirichlet boundary conditions. 2. The OE method is also absolutely stable, if operatorsÂ K andÂ L are both skewsymmetric, i.e.,
This condition is equivalent to the case when specÂ K and specÂ L both lie on the imaginary axis. Then operators (2.8), (2.9) are unitary (just as the operator exp(tÂ K )); hence, their norms are equal to 1. An example of such case is the Schrödinger operator.
The OE algorithm may, however, lack absolute stability even when both specÂ K and specÂ L are in the left half-plane. This loss of stability is associated with the positive eigenvalues available for the "boundary" operatorĜ KL . The example is a difference Laplacian with the Neumann boundary conditions. The above estimates can be illustrated by the D-expansion of Laplace operator∆ D with the extension operatorD corresponding to the Dirichlet boundary conditions (α = β = −1 in (2.7)). In this case, as mentioned earlier, schemes (2.8), (2.9) are absolutely stable.
The error estimates for the time step in the OE methods (3.1) and (3.2) depend on the initial vector g. As typical vectors g we consider the eigenfunctions of the operator∆ D :
where σ j = 2, j = 0, 1, . . . , N − 2; σ N −1 = 1. In this case 
Comparing the above estimates we see that, given the same order of approximation, the error of the OE method is much greater for eigenfunctions with small numbers and much smaller for higher harmonics.
Observe that the error in the classical schemes comes from the difference between the eigenvalues of the step operator and exp(tÂ K ), while their eigenfunctions coincide. The step operators of OE algorithm have error in both the eigenvalues and the eigenfunctions 1 . However, as shown numerically, the eigenvalues of the operatorsŜ 1 (t) andŜ 2 (t) approximate the spectrum of exp(tÂ K ) better than the eigenvalues of the classical schemes.
To make sure the above is true, let us find spectrum λ j (t), j = 0, 1, . . . , N −1, of the step operatorŜ 2 (t) for Laplacian∆ D . We show in Appendix that for j odd the eigenvalues and eigenfunctions of operatorsŜ 2 (t) and exp(t∆ D ) coincide. This is exactly why for these harmonics the errors of the OE methods (3.8) and (3.9) vanish. The remaining N 2 eigenvalues are λ 2j (t) = exp(tξ j (t)), j = 0, 1, . . . , The results of numerical solution of this equation are shown in Fig. 1 which provides the values of |ξ j − µ 2j | as function of j (curve 1).
Clearly, for the majority of harmonics the eigenvalue error of the OE method is much smaller than the error of the KN scheme (curve 2). Besides, one should note the "uniformity" of the spectrum estimate of scheme (2.9): the error weakly depends on the number of the eigenvalues. A similar situation holds also for the operator i∆ D . This property of the step operator in the numerical scheme is important when solution of the input evolution problem includes contributions from all eigenfunctions of operatorÂ K . This is the case, for example, in solving problem (2.4) with skew-Hermitian operatorÂ K (Schrödinger equation). 
as a function of time for the OE scheme (2.9) (curve 1) and the Krank-Nickolson one (curve 2). The initial vector g is chosen as a random one; it is uniformly distributed on the unit sphere in C N .
Conclusion
Splitting methods, including the operator exponential one, are widely used for solving difference linear and quasilinear initial-boundary value problems [2, 4] . The proposed modification of the OE method can be applied when the evolution operator is represented as a sum of a difference operator with constant coefficients on a rectangular domain in Z s (the main part) and some, perhaps nonlinear, operator (perturbation). If the boundary conditions for the main part do not allow explicit computation of the input operator exponential, the problem can be approached by a splitting method in two stages: first we split off the perturbation, and then calculate an approximate exponential of the main part using the method proposed in this work. Consider a rectangular domain in Z 2 for the Laplacian with boundary conditions of the 3rd kind. Even in this case application of methods like the implicit Euler or KrankNickolson schemes requires iteration procedures to obtain the resolvent. The method we propose is explicit and, as follows from the one-dimensional examples provided in the work, competitive with conventional methods.
One of important features of our method is a "uniform" property of the spectral estimate of the initial problem. We have succeeded in applying the scheme described to solve one-and two-dimensional Ginzburg-Landau equation [10] , four-order diffusion equation [11] and some other problems.
Appendix
In what follows we derive the equation for the eigenvalues of operatorŜ 2 (t) defined by relation (2.9) for one-dimensional difference Laplace operator∆ D with the Dirichlet boundary conditions. To simplify the calculations, we assume that N is even: N = 2M .
In this case the "boundary" operatorĜ KL is of the form:Ĝ KL = −2Q 0 , whereQ 0 is the orthogonal projection on vector
, where
j=0 is a standard basis in C N . It is easy to calculate the exponential of such an operator:
Let λ be an eigenvalue ofŜ 2 (t) and Φ λ the corresponding eigenfunction. Then
Using expression (A.1) and notation Ψ λ = exp 1 2 tĜ KL Φ λ , we express the relation in the form:
j=0 be the eigenbasis of operator∆ L (Laplacian with periodic boundary conditions):
the corresponding eigenvalues ν j being
Note that ν j = ν N −j and ν j = µ 2j+1 for j = 1, 2, . . . , M , where µ k are the eigenvalues of∆ D . Note also that the right hand side of (A.3) for any value of Ψ λ is proportional to vector x 0 whose expansion with respect to basis (A.4) is:
If c j , where j = 0, 1, . . . , N − 1, are the expansion coefficients of function Ψ λ with respect to basis (A.4), then relation (A.3) can be expressed in the form:
where a λ = (Ψ λ , x 0 ). In order to find all solution of equation (A.6) we consider two cases: 1) a λ = 0. In this case c j = 0 or λ = exp(tν j ) for each j = 0, 1, . . . , N − 1. Since Ψ λ = 0, there exists index l such that c l = 0. In this case λ = exp(tν l ) = exp(tν N −l ) for l = 1, 2, . . . , M and c j = 0 for j = l, N − l. The corresponding eigenfunctions are found from the condition a λ = 0: where ξ = ln λ t . It is easy to see that equation (A.9) has exactly M real roots, one in each interval (ν j , ν j+1 ), where j = 0, 1, . . . , M − 1. These roots can be easily found numerically by the bisection method.
Denote the solutions of (A.9) by ξ j (t), where j = 1, 2, . . . , M . Then, for the spectrum λ j (t), where j = 0, 1, . . . , N − 1, of operatorŜ 2 (t) we finally obtain: λ 2j (t) = exp(tξ j (t)), λ 2j+1 = exp(tν j ), j = 0, 1, . . . , M − 1.
Note that for the eigenvalues λ(t) = exp(itξ(t)) of the step operatorŜ 2 (t) corresponding to (Schrödinger) operator i∆ D equation (A.9) is of the form: The solutions of this equation are in good agreement with those of (A.9).
