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Abstract
Let X1; X2; X3; : : : be independent d-dimensional variables with common density function f.
Let Ri;k;n be the distance from Xi to its kth nearest neighbour in fX1; : : : ; Xng. Suppose (kn) is a
sequence with 1.kn.n2=(2+d) as n tends to innity (or 1.kn.n2=3 for a uniform distribution).
Subject to conditions on f, we nd a central limit theorem (in the large-n limit) for a time-change
of the counting process with jumps at the points f(Xi)Rdi;kn;n; 16i6n. c© 2000 Elsevier Science
B.V. All rights reserved.
Keywords: Nearest neighbours; Empirical process; Goodness-of-t test; Gaussian process;
Geometric probability; Dependency graph
1. Introduction
Suppose X1; X2; : : : are independent variables in Rd with common distribution F
having a specied density function f. Given n in N = f1; 2; 3; : : :g, let Xn denote
the point process (random set) fX1; : : : ; Xng. For k 2N with k <n, let Ri;k;n denote
the distance from Xi to its kth nearest neighbour in the set Xn. In this paper we
investigate large-n asymptotics for the empirical distribution of the variables f(Xi)Rdi;k;n;
16i6n, with k taken to be a function of n that grows with n, say as a fractional
power of n. These k-nearest neighbour distances are a multidimensional analogue to
k-spacings for univariate data, which have been studied in a variety of contexts; see
for example Barbour et al. (1992), Hall (1986), Jammalamadaka et al. (1989), and
references therein.
The initial motivation came from the multidimensional goodness-of-t problem in
statistics. Suppose instead of the above that F has an unknown density function g
and one wishes to test the null hypothesis H0: g=f against a general alternative. For
general discussion and various approaches to this problem see Khmaladze (1988, 1993),
Bartoszynski et al. (1997). Taking k=1, Bickel and Breiman (1983) proposed tests for
H0 based on the empirical point process ff(Xi)Rdi;1; n; 16i6ng. Although such tests can
have power against xed alternatives, Zhou and Jammalamadaka (1993) showed that
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they do not have power against alternatives depending on n with densities converging
to f at a rate faster than n−1=4; see also Schilling (1983). Allowing k to vary with n
is a well-known technique in nonparametric density estimation (see for example Mack
and Rosenblatt (1979), or more generally Silverman (1986)), and might be expected to
yield tests which can give discrimination against alternatives converging to f at rates
faster than n−1=4.
The present paper is a rst step towards deriving such tests. We show that if k
grows in a suitable way, then the nite-dimensional distributions of a time-change of
the counting process associated with the values of f(Xi)Rdi;k;n, suitably centred and
scaled, converge to those of a limit process that does not depend on f (although the
centring constants do depend on f).
In the important special case where the distribution F with density f is uniform
on some region, for example the unit cube, our results reduce to statements about
the empirical distribution of the variables Ri;k;n. These k-nearest neighbour distances
have many applications; for discussion and bibliography see Henze (1987), and Cressie
(1991), (in particular Section 8:4:2 of Cressie (1991)); for recent work using nearest
neighbour methods see for example Byers and Raftery (1998). Note that Cardfi: Ri;k;n
6rg is the number of vertices of degree at least k if we make a graph with vertex set
f1; 2; : : : ; ng and edges between those i and j satisfying jXi−Xjj6r. Various properties
of such graphs have been investigated recently as an alternative to the Erdos{Renyi ran-
dom graph paradigm; see for example Appel and Russo (1997), Harris and Godehardt
(1998), Godehardt and Jaworski (1996), Penrose (1997, 1998).
As well as k-nearest neighbour distances in Xn, we shall consider k-nearest neighbour
distances in a Poisson process. For each n2N, let Nn be a Poisson variable with
mean n, independent of fXig, and let Pn be the point process fX1; : : : ; XNng, which
is a Poisson process with mean measure nF . Let Ri;k;Nn be the distance from Xi to
its kth nearest neighbour in Pn. We shall consider the empirical distribution of the
variables f(Xi)Rdi;k;Nn ; 16i6Nn, which is a useful step towards deriving results for
a xed number of points, and is also of interest in its own right. For example if f
is uniform on some region, Pn could represent the set of points of a homogeneous
Poisson process observed within some window; some of the applications cited above
(Byers and Raftery, 1998; Cressie, 1991) are in a Poisson setting. In the Poisson case,
we extend our result on convergence of nite-dimensional distributions to a result on
convergence in distribution for the entire scaled and centred counting process.
2. Statement of results
Specify some arbitrary norm jj  jj on Rd, and dene k-nearest neighbour in terms of
this norm, for example R1; k;n is the kth smallest of the numbers fjjXj−X1jj: 26j6ng.
For x2Rd and r > 0, let B(x; r) denote the ball fy: jjy − xjj6rg. Let  denote the
volume of the unit ball B(0; 1).
Let (kn; n2N) be a sequence of positive integers with kn !1 as n !1, and also
lim
n!1 kn=n
2=(2+d) = 0; (2.1)
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and
sup
n>1
kn=n1=2<1: (2.2)
When d> 1 (the main case of interest to us), (2.2) follows automatically from (2.1).
We are interested in the empirical distribution of the values ff(Xi)Rdi;kn;n; 16i6ng,
suitably scaled and centred. Further information is obtained by also recording the
point positions Xi to obtain a (d + 1)-dimensional distribution. Let B be the class of
all Borel measurable subsets A of Rd with F(A):=
R
A f(x) dx> 0. For t 2R and
A2B, set
Sn(t;A) :=
nX
i=1
1fk−1=2n (nf(Xi)Rdi;kn;n − kn)6t;Xi 2Ag:
In the Poisson setting the analogous process S 0n is dened by
S 0n(t;A) =
NnX
i=1
1fk−1=2n (nf(Xi)Rdi;kn;Nn − kn)6t;Xi 2Ag:
Throughout this paper we make the following assumptions about the density f:
Assumption 2.1. The ‘region of regularity’ R satises F(R) = 1, where we set
R :=fx2Rd: f(x)> 0 and lim sup
y!x
(jf(y)− f(x)j=jjy − xjj)<1g: (2.3)
Assumption 2.2. The density f is directly Riemann integrable (see Feller, 1966).
Assumption 2.3. The density f decays rapidly in the sense that
lim
u#0
u−1F(fx2Rd: f(x)<ug) = 0: (2.4)
Assumption 2.1 holds for example if f is dierentiable. Assumption 2.2 implies that
the quantity fmax :=supx2Rdf(x) is nite. Assumption 2.3 holds for any distribution
with bounded support, and also for any multivariate normal distribution.
Our main results concern weak convergence for scaled and centred versions n; 0n
of the processes Sn; S 0n, dened by
n(t;A) =
Sn(t;A)− ESn(t;A)
(nkn)1=2
t 2R; A2B;
0n(t;A) =
S 0n(t;A)− ES 0n(t;A)
(nkn)1=2
; t 2R; A2B:
See the end of this section for some comments about the centring constants in these
denitions.
Let x be the volume of the intersection of two unit volume balls centred at 0 and
x, that is,
x = jB(0;  −1=d) \ B(x;  −1=d)j; (2.5)
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with j  j denoting Lebesgue measure. For A2B, let (01(t;A): t 2R) be a zero-mean
Gaussian process with covariance function
Cov(01(t;A); 
0
1(u;A))
=F(A)
Z
Rd
Cov(1fZ1(z) + Z 0(z)6tg; 1fZ2(z) + Z 0(z)6ug) dz;
where Z1(x); Z2(x); Z 0(x) denote independent normal variables with mean zero and
variances (1− x); (1− x); x respectively.
This covariance function can be checked directly to be nonnegative denite using the
fact that for any bounded measurable function h: R! R, the variables h(Z1(z)+Z 0(z))
and h(Z2(z) + Z 0(z)) are nonnegatively correlated; see Eqs. (6.1) and (6.2) below.
Theorem 2.1. Let A2B. The nite-dimensional distributions of the process (0n(t;A):
t 2R) converge to those of the Gaussian process (01(t;A): t 2R); that is; for any
J 2N; and any t1; t2; : : : ; tJ 2R;
(0n(t1;A); : : : ; 
0
n(tJ ;A))
D!(01(t1;A); : : : ; 01(tJ ;A));
where D! denote convergence in distribution of RJ -valued variables.
We now turn to the non-Poisson case. Let  and  denote the standard normal
density and distribution functions, i.e.
(t) = (2)−1=2 exp(−t2=2); (t) =
Z t
−1
(s) ds:
Let (1(t;A); t 2R) be a zero-mean Gaussian process with covariance function
Cov(1(t;A); 1(u;A)) = Cov(01(t;A); 
0
1(u;A))− (t)(u)(F(A))2:
Theorem 2.2. Let A2B. The nite-dimensional distributions of the process (n(t;A):
t 2R) converge to those of the Gaussian process (1(t;A): t 2R).
Remarks. Our main interest is in the case A=Rd. However, the proof of the theorems
involves approximating to fx: f(x)> 0g by sets on which f is bounded away from
zero; hence the more general formulation. Even more generality could be obtained, if
one wished, by viewing n(t;A) as a multiparameter process indexed by (t; A)2RdB.
The limiting processes (;Rd) and 0(;Rd) are distribution free; they do not depend
on F . However, the denition of Sn(t;Rd) and S 0n(t;Rd) depends on F , and so do the
centring constants ESn(t;Rd) and ES 0n(t;Rd).
The processes n(;A) and 0n(;A) lie in the space D(−1;1) of right-continuous
functions on R with left limits. The above theorems show that under suitable con-
ditions, the nite-dimensional distributions of these processes converge to those of
1(;A) and 01(;A) respectively. Also, it can be shown using Kolmogorov’s conti-
nuity criterion that the processes 1(;A) and 01(;A) have versions with continuous
sample paths. We conjecture that the distribution of n(;A) actually converges weakly
to that of 1(;A) in the space D(−1;1) with the Skorohod topology as described
in Billingsley (1968) and amended to noncompact time intervals in Whitt (1980). This
could be important in the construction of statistical tests. We have been able to prove
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weak convergence in D(−1;1) only in the case of the Poissonized process 0n(;A)
with f bounded away from zero on A:
Theorem 2.3. Suppose d>2; and jj  jj is the Euclidean norm. Let A2B with
inf Af> 0. Then the distribution of the process 0n(;A) converges weakly to that
of 01(;A) in D(−1;1) with the Skorohod topology.
2.1. The uniform case
We say F is a uniform distribution on some region RRd if f() = jRj−11R(). In
this important special case, we can let kn grow faster than in the general case, giving
us the following:
Theorem 2.4. Suppose F is uniform on a bounded open region R. Suppose instead of
(2:1) and (2:2) that (kn=n)! 0. Then
(a) the conclusion of Theorem 2:1 still holds;
(b) if also we assume (kn=n2=3)! 0; the conclusion of Theorem 2:2 still holds.
2.2. The centring constants
It would be pleasant to be able to describe more explicitly the constants
(nkn)−1=2ESn(t;A) and (nkn)−1=2ES 0n(t;A) which are subtracted in the denition
of n(t;A) and 0n(t;A) respectively. A start towards this is the following result.
Proposition 2.1. Let t 2R and A2B. Then
lim
n!1 n
−1ES 0n(t;A) = (t)F(A); (2.6)
lim
n!1 n
−1ESn(t;A) = (t)F(A): (2.7)
If we had explicit constants approximating (nkn)−1=2ESn(t;A) to within o(1), these
could be used as the centring constants in the denition of n, and the conclusion of
Theorem 2.2 would still hold. In general, it appears to be infeasible to nd such con-
stants when kn grows slowly. But in the uniform case when kn grows rapidly enough,
such constants can be found. For A; BRd, write dist(A; B) for inf x2 A;y2 Bjjx − yjj:
Proposition 2.2. Suppose F is uniform on some bounded open set R; and A2B with
dist(A; @R)> 0; where @R denotes the topological boundary of R. Suppose instead of
(2:1) that kn=n1=2 !1 and kn=n ! 0. Then for any t 2R;
lim
n!1((nkn)
−1=2ES 0n(t;A)− (n=kn)1=2F(A)(t)) = 0; (2.8)
lim
n!1((nkn)
−1=2ESn(t;A)− (n=kn)1=2F(A)(t)) = 0: (2.9)
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If in the above we take A = R, then boundary eects come into play. Dene the
surface area j@Rj of R by
j@Rj := lim
u#0
(u−1jfx2R: dist(fxg; @R)6ugj)
whenever this limit exists. Also we say @R satises the bounded curvature condition
if there exists r0> 0 such that for all x2 @R, there exists y with jjy − xjj = r0 and
B(y; r0) \ R= ;.
Proposition 2.3. Suppose d= 2. Suppose F is uniform on some bounded open set R;
and j@Rj exists and is nite. Suppose also that @R satises the bounded curvature
condition. Suppose instead of (2:1) that kn=n1=2 ! 1 and kn=n ! 0. Then for any
t 2R;
lim
n!1((nkn)
−1=2ES 0n(t;R)− (t)((n=kn)1=2 − j@Rj(jRj)−1=2)) = 0; (2.10)
lim
n!1((nkn)
−1=2ESn(t;R)− (t)((n=kn)1=2 − j@Rj(jRj)−1=2)) = 0: (2.11)
Propositions 2.1{2.3 are proved in Section 3. In the Poisson case, a certain amount
of work is required to nd the asymptotics for the second moments of the process S 0n;
we do this in Section 4. In Section 5, we prove that the eect of the Poissonization is
essentially linear in Nn− n. In Section 6 we use the spatial independence properties of
Pn to derive Theorem 2.1 by dependency graph methods related to those used by Avram
and Bertsimas (1993) for another central limit theorem concerning nearest neighbours,
and then use the results of Section 5 to deduce Theorem 2.2 by a ‘de-Poissonization’
argument similar to that found in Lee (1997) for a minimal spanning tree problem.
In the sequel, we denote by c and c0 various positive nite constants, the values of
which may change from line to line.
3. Proof of results on means
Proof of Proposition 2.1. For any point process X let X(A) denote the number of
points of X in A. Dene
an = an(t) = kn + tk1=2n ;
and
Bn(x) = Bn(x; t) = B
 
x;

an(t)
nf(x)
1=d!
: (3.1)
For x; y2Rd, dene variables Wn(x) =Wn(x; t) and Wyn (x) =Wyn (x; t) by
Wn(x) =Pn(Bn(x)); Wyn (x) =Wn(x) + 1Bn(x)(y): (3.2)
By Palm theory for the Poisson process (or from rst principles by conditioning
on Nn),
E[S 0n(t;A)] = n
Z
A
P[Wn(x)>kn]f(x) dx: (3.3)
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For x2R dened at (2.3), the mean of the Poisson variable Wn(x) is given by the
expression
nF(Bn(x)) = nf(x)jBn(x)j+ n
Z
Bn(x)
(f(y)− f(x)) dy
= kn + tk1=2n +O(kn(kn=n)
1=d):
= kn + tk1=2n + o(k
1=2
n ) (by (2:1)): (3.4)
By the normal approximation to the Poisson with a large mean, P[Wn(x)>kn] tends
to (t), where  denotes the standard normal distribution function. Hence by the
Dominated Convergence Theorem, we have (2.6). The proof of (2.7) is similar.
Proof of Propositions 2.2 and 2.3. Suppose F is uniform on a bounded open set R.
Suppose kn=n1=2 !1 and kn=n ! 0. Let Rn=fx2R: Bon(x)Rg, where Bon(x) denotes
the interior of Bn(x). Then EWn(x) = kn + tk
1=2
n for all x2Rn. By the Berry-Esseen
Theorem (Feller, 1966, Section XVI.5),
P[Wn(x)>kn] = P
2
4kn + tk1=2n −Wn(x)q
kn + tk
1=2
n
6
tk1=2nq
kn + tk
1=2
n
3
5
=(t) + O(k−1=2n ); (3.5)
uniformly on Rn. Using (3.3), (2.8) now follows. The argument for (2.9) is similar.
Suppose now that also d= 2. Then by (3.5),
(n=kn)1=2
Z
Rn
P[Wn(x)>kn]F(dx) = (n=kn)1=2F(Rn)(t) + o(1)
= (n=kn)1=2(t)
 
1− jRj−1

knjRj
n
1=d
j@Rj
!
+ o(1)
=(t)((n=kn)1=2 − j@Rj(jRj)−1=2) + o(1): (3.6)
For >0 set
n = fx2R: dist(x; @R)< (1− )(anjRj=(n))1=2g;
so that 0n = RnRn. By the bounded curvature condition, for each > 0 there
exists > 0 such that for n large, for all x2n; nF(Bn(x))< (1 − )kn, and hence
supx2n P[Wn(x)>kn] tends to zero. Also, for d= 2; jnj=O((kn=n)1=2), and hence
lim
n!1 (n=kn)
1=2
Z
n
P[Wn(x)>kn]F(dx) = 0: (3.7)
Finally, (n=kn)1=2j0nnnj tends to (jRj=)1=2j@Rj, and since > 0 is arbitrarily small,
we can take = 0 in (3.7). Combining this with (3.6) gives us
(n=kn)1=2
Z
R
P[Wn(x)>kn]F(dx) = (t) ((n=kn)1=2 − j@Rj(jRj)−1=2) + o(1):
Then (2.10) follows using (3.3), and (2.11) is proved in the same way.
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4. Second moments for the Poisson case
This section is devoted to proving the convergence of moments corresponding to
Theorem 2.1:
Proposition 4.1. Suppose t; u2R and A2B. Then
lim
n!1 Cov(
0
n(t;A); 
0
n(u;A)) = Cov(
0
1(t;A); 
0
1(u;A)):
To prove this, we start by investigating asymptotics for the variance of S 0n(t;A).
By Palm theory for the Poisson process (or from rst principles by conditioning
on Nn),
E[S 0n(t;A)(S
0
n(t;A)− 1)] = n2
Z
A
Z
A
P[Wyn (x)>kn;W
x
n (y)>kn]F(dy)F(dx); (4.1)
with Wxn dened at (3.2). Set
 n(x; y) = P[Wyn (x)>kn; W
x
n (y)>kn]− P[Wn(x)>kn]P[Wn(y)>kn]:
By (3.3) and (4.1),
Var(S 0n(t;A))− ES 0n(t;A) = n2
Z
A
Z
A
 n(x; y)f(x)f(y) dy dx: (4.2)
With Z1(z); Z2(z) and Z 0(z) independent normals as described in Section 2, set
 1(z) = Cov(1fZ1(z) + Z 0(z)6tg; 1fZ2(z) + Z 0(z)6tg):
Lemma 4.1. Let x2R and z 2Rd; dene yn(x; z) = x + (an=(nf(x)))1=dz. Then
lim
n!1  n(x; yn(x; z)) =  1(z): (4.3)
Proof. Given x and y, let Un(x; y) =Pn(Bn(x)nBn(y)), and let Vn(x; y) =Pn(Bn(x) \
Bn(y)). Then Un(x; y); Un(y; x) and Vn(x; y) are independent Poisson variables. Also,
Wn(x) = Un(x; y) + Vn(x; y) and Wn(y) = Un(y; x) + Vn(x; y).
Set yn = yn(x; z). Then j(1=f(yn))− (1=f(x))j=O(kn=n)1=d, so that
jBn(yn)4 B(yn; (an=(nf(x)))1=d)j=O(kn=n)1+1=d: (4.4)
Also, jf(z)− f(x)j=O(kn=n)1=d on z 2Bn(x), so with z dened at (2.5),
EUn(x; yn) = n(f(x)jBn(x)nBn(yn)j+O(kn=n)1+1=d)
= nf(x)

(1− z)an
nf(x)

+O(k1+1=dn n
−1=d)
= (1− z)an + o(k1=2n ) by (2:1):
Likewise,
EUn(yn; x) = (1− z)an + o(k1=2n );
and EVn(x; yn) = zan + o(k
1=2
n ). Set
U (1)n (x; z) = k
−1=2
n ((1− z)an − Un(x; yn));
U (2)n (x; z) = k
−1=2
n ((1− z)an − Un(yn; x));
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and
V 0n(x; z) = k
−1=2
n (zan − Vn(x; yn)):
Then
fWn(x)>kng= fU (1)n (x; z) + V 0n(x; z)6tg
and
fWn(yn)>kng= fU (2)n (x; z) + V 0n(x; z)6tg:
Also, U (1)n (x; z); U
(2)
n (x; z); V 0n(x; z) are independent and asymptotically normal with
mean zero and variances (1− z); (1− z); z respectively, and (4.3) follows.
Lemma 4.2. Suppose A2B. Then
lim
n!1
Var[S 0n(t;A)]
nkn
= F(A)
Z
Rd
 1(z) dz: (4.5)
Proof. By (4.2), Var(S 0n(t;A))− ES 0n(t;A) = In + Jn, where we set
In = n2
Z
A
Z
A
 n(x; y)1ff(y)>f(x)=2gf(x)f(y) dy dx;
and Jn is dened similarly with 1ff(y)<f(x)=2g instead of 1ff(y)>f(x)=2g, so
that by interchanging the ro^les of x and y,
Jn = n2
Z
A
Z
A
 n(x; y)1ff(y)> 2f(x)gf(x)f(y) dy dx:
For x; y2Rd, dene ~ n(x; y) :=  n(x; y)1ff(y)>f(x)=2g and f1A(y) :=f(y)1A(y).
By the change of variable y = yn(x; z) = x + (an=(nf(x)))1=dz,
In = nan
Z
A
Z
Rd
~ n(x; yn(x; z))f1A(yn(x; z)) dz dx: (4.6)
We aim to dominate the integrand in (4.6). Whenever f(y)>f(x)=2 and
jjy − xjj> (1 + 21=d)

an
nf(x)
1=d
;
we have
jjy − xjj>

an
nf(x)
1=d
+

2an
nf(x)
1=d
>

an
nf(x)
1=d
+

an
nf(y)
1=d
;
so that Bn(x) \ Bn(y) = ; and  n(x; y) = 0. Hence j ~ n(x; yn(x; z))j61fjjzjj63−1=dg.
By the assumption of direct Riemann integrability, the function f1(x) :=
supy2 B(x;1)f(y) is integrable in x. There exists K > 0 and n0 2N such that if
we set
Dn = fx: f(x)>Kkn=ng;
we have, for all n>n0, that 3 −1=d(an=(nf(x)))1=d < 1 for all x2Dn, and hence
j ~ n(x; yn(x; z))jf(yn(x; z))61fjjzjj63−1=dgf1(x); 8z 2Rd; x2Dn:
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Hence, by (4.3) and Dominated Convergence,
lim
n!1
Z
A\Dn
Z
Rd
~ n(x; yn(x; z))f(yn(x; z)) dz dx = F(A)
Z
Rd
 1(z) dz: (4.7)
For each x2Dn,Z
Rd
j ~ n(x; yn(x; z))jf1Ac(yn(x; z)) dz6f1(x)
Z
jjzjj63 −1=d
1Ac(yn(x; z)) dz; (4.8)
which is uniformly bounded by 3df1(x), and tends to zero for almost every x2A by
the Lebesgue Density Theorem (see Rudin, 1987, Theorem 7:7). So by Dominated
Convergence, the integral of the left side of (4.8) over x2A \ Dn tends to zero, and
(4.7) remains true with f replaced by f1A. Moreover,
(nkn)−1n2
Z
AnDn
Z
A
j ~ n(x; y)jf(y)f(x) dy dx6

n
kn

F(AnDn);
which tends to zero by the assumption (2.4). Hence (4.7) remains true with A\Dn re-
placed by A as well as f replaced by f1A, and by (4.6), (nkn)−1In ! F(A)
R
 1(z) dz.
By a similar argument (nkn)−1Jn ! 0. Also (nkn)−1ES 0n(t;A) ! 0 by (2.6), so (4.5)
holds.
Lemma 4.3. Suppose A2B and t; u2R with t <u. Dene S 0n(t; u;A) = S 0n(u;A) −
S 0n(t;A). Then
lim
n!1
Cov(S 0n(t; u;A); S
0
n(t;A))
nkn
= F(A)
Z
Rd
1(z) dz; (4.9)
where we set
1(z) = Cov(1fZ1(z) + Z 0(z)2 (t; u]g; 1fZ2(z) + Z 0(z)6tg):
Proof. If Xi=x, then k
−1=2
n (nf(Xi)Rdi;kn;Nn −kn) lies in the interval (t; u] if and only if
Wn(x; t)6kn <Wn(x; u) (note that Xi itself contributes to Wn(x; t) and Wn(x; u)). The
analogous equation to (4.2) is
Cov(S 0n(t; u;A); S
0
n(t;A)) = n
2
Z
A
Z
A
n(x; y)f(y)f(x) dy dx = I 0n + J
0
n;
where we set
n(x; y) = P[Wyn (x; t)<kn6W
y
n (x; u); W
x
n (y; t)>kn]
−P[Wn(x; t)<kn6Wn(x; u)]P[Wn(y; t)>kn];
and set I 0n; J
0
n to be integrals over f(x; y): f(y)>f(x)=2g and over f(x; y): f(y)<
f(x)=2g respectively.
Set ~n(x; y) = n(x; y)1ff(y)>f(x)=2g. With yn(x; z) = x + (an=(nf(x)))1=dz as
before, the change of variable y ! yn(x; z) yields
I 0n = nan
Z
A
Z
Rd
~n(x; yn(x; z))f1A(yn(x; z)) dz dx:
Let x2R; z 2Rd. By (3.4), Wn(x; u)−Wn(x; t) is Poisson with mean (u−t)k1=2n +o(k1=2n ),
so that k−1=2n (Wn(x; u)−Wn(x; t)) converges in probability to u− t. Hence,
lim
n!1P[fWn(x; u)>kng 4 fWn(x; t)>kn − (u− t)k
1=2
n g] = 0;
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and likewise for Wyn with y = yn(x; z). Similarly, with yn = yn(x; z),
lim
n!1P[fWn(yn; u)>kng 4 fWn(yn; t)>kn − (u− t)k
1=2
n g] = 0;
and likewise for Wxn . Hence
n(x; yn) = P[kn − (u− t)k1=2n 6Wynn (x; t)<kn;W xn (yn; t)>kn]
−P[kn − (u− t)k1=2n 6Wn(x; t)<kn]P[Wxn (yn; t)>kn] + o(1):
By a similar argument to the proof of Lemma 4.1, we have n(x; yn(x; z)) ! 1(z)
as n ! 1. Then (4.9) follows by a similar domination argument to the proof of
Lemma 4.2.
Using Lemmas 4.2 and 4.3, Proposition 2.1 follows by linearity.
5. Second moments for the non-Poisson case
In this section we take A2B and t 2R to be xed. The numbers an= an(t) and the
sets Bn(x) = Bn(x; t) are dened at (3.1). For n; m2N, set
Tm;n =
mX
i=1
1fXi 2A;Xm(Bn(Xi)nfXig)>kng;
so that Tn;n=Sn(t;A) and TNn;n=S
0
n(t;A). Most of this section is devoted to proving the
following result, which provides enough information on the dierence between Sn(t;A)
and S 0n(t;A) to enable us to deduce the central limit theorem for Sn from the central
limit theorem for S 0n, in the next section.
Proposition 5.1. Let K > 0. Then with () denoting the standard normal density
function;
lim
n!1 supm:jm−nj6Kn1=2
E
2
4 Tm;n(t)− Tn;n(t)− (m− n)k1=2n (t)F(A)
(nkn)1=2
!235= 0: (5.1)
For n2N and p2 (0; 1), let n;p() be the corresponding binomial probability function:
n;p(k) =
n
k

pk(1− p)n−k ; k = 0; 1; 2; : : : ; n:
We shall repeatedly use the following facts about the binomial distribution. The rst
is a matter of simple calculus, while the second is a local central limit theorem, and
can be proved by the argument in Shiryayev (1984, p. 56).
Lemma 5.1. (a) Suppose n; k 2N with k <n. Then pn;p(k) is maximised over p2
(0; 1) by setting p= (k + 1)=(n+ 1).
(b) Suppose (jn) is a sequence of integers satisfying jn !1 and (jn=n)! 0 as n !
1. Suppose t 2R and (pn) is a sequence in (0; 1) satisfying (jn − npn)=(npn)1=2 ! t
as n !1. Then
j1=2n n;pn(jn)! (t) as n !1:
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For each r 2N the increment Tr+1; n(t)−Tr;n(t) is equal to Dr;n+D0r;n, where we set
Dr;n =
rX
i=1
1fXi 2A;Xr(Bn(Xi)nfXig) = kn − 1; Xr+1 2Bn(Xi)g (5.2)
and D0r;n= 1fXr+1 2A;Xr(Bn(Xr+1))>kng. The next lemma shows where the last term
in the numerator of (5.1) comes from.
Lemma 5.2. Let K > 0. Then
lim
n!1 supfr: jr−nj6Kn1=2g
jk−1=2n EDr;n − (t)F(A)j= 0: (5.3)
and
lim
n!1 supfr: jr−nj6n=2g
jk−1=2n EDr;nj<1: (5.4)
Proof. By (5.2),
k−1=2n EDr;n = k
−1=2
n
rX
i=1
P[Xi 2A;Xr(Bn(Xi)) = kn; Xr+1 2Bn(Xi)]
=
Z
A
rk−1=2n P[Xr−1(Bn(x)) = kn − 1]F(Bn(x))F(dx): (5.5)
It is straightforward to show from Lemma 5.1 that
lim
n!1 supjr−nj6n=2
rk−1=2n sup
06p61
pr−1;p(kn − 1)<1; (5.6)
and (5.4) follows from (5.5) and (5.6).
To prove (5.3), take an arbitrary sequence (rn) with jrn − nj6Kn1=2. For each
x2R; (rn=kn)F(Bn(x)) ! 1 by (3.4). Also, Xrn−1(Bn(x)) is binomial with parame-
ters rn − 1 and F(Bn(x)), with mean kn + tk1=2n + o(k1=2n ), by (3.4). By the second part
of Lemma 5.1,
lim
n!1 k
1=2
n P[Xrn−1(Bn(x)) = kn − 1] = (t):
Thus, the integrand in the right side of (5.5) tends to (t), and is uniformly bounded
by (5.6). Hence by Dominated Convergence, k−1=2n EDrn;n ! (t)F(A). Since the choice
of sequence (rn) was arbitrary, (5.3) follows.
Lemma 5.3. limn!1(n−1=2k−1n supjr−nj6n=2 ED
2
r;n) = 0:
Proof. It suces to show that n−1=2k−1n ED
2
rn;n ! 0 for any sequence (rn) satisfying
jrn − nj6n=2 for all n. Choose such a sequence, and let Xxn denote the point process
Xn [ fxg. Then by (5.2),
ED2rn;n =
X
i6rn
X
j6rn
P[Xrn(Bn(Xi)) = kn;Xrn(Bn(Xj)) = kn;
Xrn+1 2Bn(Xi) \ Bn(Xj); Xi 2A; Xj 2A]
= EDrn; n + rn(rn − 1)
Z
A
Z
A
hrn; n(x; y)F(Bn(x) \ Bn(y))F(dx)F(dy); (5.7)
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where we set
hr;n(x; y) = P[X
y
r−2(Bn(x)) = kn − 1;Xxr−2(Bn(y)) = kn − 1]:
With p=F(Bn(x)), the integrand in the right side of (5.7) is bounded by prn−2;p(kn−1),
and so by Lemma 5.1, is at most a constant times (kn=n)k
−1=2
n . Also, if f(x)6f(y) and
Bn(x) \ Bn(y) 6= ; then y must lie in the ball B2n(x) dened by
B2n(x) :=B(x; 2(an=(nf(x)))
1=d): (5.8)
Hence, there is a constant c such that for any Borel QRd,ZZ
(x;y)2 AA:f(y)>f(x)
hrn; n(x; y)F(Bn(x) \ Bn(y))F(dx)F(dy)
6
 
ck1=2n
n
!Z
A
F(dx)F(B2n(x))
6
 
ck1=2n
n
!Z
A\Q
f(x) dx(2dfmax)

an
nf(x)

+ F(AnQ)

6
 
c0k1=2n
n
!
kn
n

jA \ Qj+ F(AnQ)

: (5.9)
A similar bound is obtained for the integral over f(x; y): f(x)>f(y)g by reversing
the ro^les of x and y in the above argument. The factor rn(rn − 1) in (5.7) is O(n2),
while EDrn; n is O(k
1=2
n ) by (5.4). So
n−1=2k−1n ED
2
rn; n6c
 
kn
n
1=2
jA \ Qj+

n
kn
1=2
F(Qc)
!
+ o(1): (5.10)
Let L> 0 and let Qn=fx2Rd: f(x)>L(kn=n)1=2g. Then by (2.4), (n=kn)1=2F(Qcn)! 0,
while by Markov’s inequality, (kn=n)1=2jQnj6L−1. Since L is arbitrary, the left side of
(5.10) tends to zero, completing the proof.
Lemma 5.4. Let K > 0. Then
lim
n!1 supn−Kn1=26r<s6n+Kn1=2
jk−1n EDr;nDs;n − ((t)F(A))2j= 0: (5.11)
Also;
lim sup
n!1
k−1n sup
n=26r<s63n=2
EDr;nDs;n <1: (5.12)
Proof. For r < s we have
EDr;nDs;n =
X
i6r
X
i 6=j6s
P[Xi 2A; Xj 2A;Xr(Bn(Xi)) = kn;Xs(Bn(Xj)) = kn;
Xr+1 2Bn(Xi); Xs+1 2Bn(Xj)]
= r(r − 1)
Z
A
Z
A
gn;r; s(x; y)F(dy)F(dx)
+ r(s− r)
Z
A
Z
A
g0n; r; s(x; y)F(dy)F(dx); (5.13)
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where we set
gn;r; s(x; y) = P[X
y
r−2(Bn(x)) = kn − 1; Xr−1 2Bn(x);Xxs−2(Bn(y)) = kn − 1;
Xs−1 2Bn(y)];
and
g0n; r; s(x; y) = P[Xr−1(Bn(x)) = kn − 1; Xr 2Bn(x);Xxs−2(Bn(y)) = kn − 1;
Xs−1 2Bn(y)]:
By Assumption 2.1, we can assume without loss of generality that AR. Take x and
y in A with x 6= y. Choose arbitrary sequences (rn) and (sn) with n−Kn1=26rn < sn6
n+ Kn1=2. By (3.4),
P[Xrn−1 2Bn(x)]  kn=n; P[Xsn−1 2Bn(y)]  kn=n; (5.14)
and by Lemma 5.1,
k1=2n P[X
y
sn−2(Bn(y)) = kn − 1jXrn−1 2Bn(x)]! (t): (5.15)
Dene the set Fn (the F stands for ‘far apart’) by
Fn = f(x; y)2A A: Bn(x) \ Bn(y) = ;g:
Suppose (x; y)2Fn. If Xsn−1(Bn(y)) = kn − 1, then Xrn−2(Bn(y)) = j for some j with
06j6kn − 1. Given Xrn−2(Bn(y)) = j for such a j, the conditional distribution of
Xrn−2(Bn(x)) is binomial with parameters rn− 2− j and F(Bn(x))=(1−F(Bn(y))). By
(3.4), for all such j, the mean of this distribution satises
(rn − 2− j)F(Bn(x))
1− F(Bn(y)) = (kn + tk
1=2
n + o(k
1=2
n ))

1 + O

kn
n

+O(n−1=2)

= kn + tk1=2n + o(k
1=2
n ); (5.16)
since kn = o(n2=3) by (2.1). Hence, by the second part of Lemma 5.1,
k1=2n P[X
x
rn−2(Bn(x)) = kn − 1jXysn−2(Bn(x)) = kn − 1; Xrn−1 2Bn(x)]! (t):
Combining this with (5.14) and (5.15), we have
(n2=kn)gn;rn; sn(x; y)! (t)2: (5.17)
If (x; y)2Fn, then, setting p1 = F(Bn(y)) and p2 = F(Bn(x))=(1− p1), we have
gn;rn;sn(x; y)6 sup
06j6kn−1
p1p2sn−3;p1 (kn − 1)rn−2−j;p2 (kn − 1):
Hence by Lemma 5.1, there is a constant c such that
gn;rn;sn(x; y)6c(k
−1=2
n (kn=n))
2 = ckn=n2: (5.18)
It follows that by (5.17) and Dominated Convergence,
lim
n!1

n2
kn
ZZ
Fn
gn;rn;sn(x; y)F(dy)F(dx) = ((t)F(A))
2: (5.19)
To deal with x and y close together, observe that with p=max(F(Bn(x)); F(Bn(y))),
the quantity gn;rn; sn can be bounded by a product of p
2 and a binomial probability
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with parameter p. For example, if F(Bn(y))>F(Bn(x)) and x2Bn(y), then with
p= F(Bn(y)),
gn;rn; sn6 P[Xsn−2(Bn(x)) = kn − 2; Xrn−1 2Bn(x); Xsn−1 2Bn(y)]
6p2 max(sn−3;p(kn − 2); sn−3;p(kn − 3)):
To take another case, if F(Bn(x))>F(Bn(y)) and y 62Bn(x) then with p= F(Bn(x)),
gn;rn;sn6p
2rn−1;p(kn − 1):
Combining all the cases, setting p=max(F(Bn(x)); F(Bn(y))), we have
gn;rn; sn6max(p
2rn−2;p(kn − 1); p2rn−2;p(kn − 2); p2sn−3;p(kn − 1);
p2sn−3;p(kn − 2); p2sn−3;p(kn − 3)):
Each of these ve possibilities is maximised over p at p = O(kn=n), and by Lemma
5.1, there exists a constant c such that gn;rn; sn(x; y)6ck
3=2
n =n2.
Split the set Fcn :=(AA)nFn into the sets Gn:=f(x; y)2Fcn : f(x)6f(y)g and Hn:=
f(x; y)2Fcn : f(x)>f(y)g. Suppose (x; y)2Gn. Then y2B2n(x) (dened at (5.8)
above), soZZ
Gn
F(dx)F(dy)gn;rn; sn(x; y)6
ck3=2n
n2
Z
A
F(dx)F(B2n(x)):
Interchanging the ro^les of y and x gives a similar bound for the integral over Hn. Thus,
by the calculation at (5.9), there is a constant c such that for any Borel QRd,
n2
kn
ZZ
Fcn
F(dx)F(dy)gn;rn;sn(x; y)6ck
1=2
n
Z
A
F(dx)F(B2n(x))
6c0
  
k3=2n
n
!
jA \ Qj+ k1=2n F(Qc)
!
: (5.20)
Let L> 0 and set Qn = fx: f(x)>Lk−1=2n g. Then k1=2n F(Qcn) ! 0 by (2.4). Also
jQnj6k1=2n =L, so that by (2.2), since L is arbitrarily large, the left side of (5.20) tends
to zero.
Thus (5.19) holds with the region of integration modied to A  A. The asymp-
totics for g0n; rn; sn are just the same, and we nd from (5.13) that k
−1
n EDrn;nDsn;n !
(F(A)(t))2. Since the sequences (rn) and (sn) are arbitrary, (5.11) follows.
The proof of (5.12) is similar. Indeed, if we allow any sequence (rn) and (sn) with
n=26rn < sn63n=2, the bounds (5.18) and (5.20) hold by the same arguments.
Proof of Proposition 5.1. We consider just the case n<m6n+Kn1=2 (the case m<n
is similar). Recall the identity Tr+1; n−Tr;n=Dr;n+D0r;n, given at (5.2). Since 06D0r;n61,
Tm;n − Tn;n − (m− n)k1=2n (t)
(nkn)1=2
= n−1=2
 
m−1X
r=n
(k−1=2n Dr;n − (t)F(A))
!
+O(k−1=2n ): (5.21)
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By (5.3), the right-hand side of (5.21) is a mean of quantities each of which has mean
close to zero, and (5.1) is a sort of weak law of large numbers. For n<m6n+Kn1=2,
n−1E
 
m−1X
r=n
(k−1=2n Dr;n − (t)F(A))
!2
= 2n−1
XX
n6r<s6m−1
E(k−1=2n Dr;n − (t)F(A))(k−1=2n Ds;n − (t)F(A))
+ n−1
m−1X
r=n
E(k−1=2n Dr;n − (t)F(A))2: (5.22)
By Lemmas 5.2 and 5.4, each term in the double sum in the right side of (5.22) tends
to zero uniformly over r; s with n6r < s6n+Kn1=2, so this sum, divided by n, tends
to zero uniformly on fm: n<m6n + Kn1=2g. As for the other term in the right side
of (5.22), by Lemma 5:2
n−1
m−1X
r=n
E(k−1=2n Dr;n − (t)F(A))26n−1=2k−1n sup
jr−nj6Kn1=2
ED2r;n +O(n
−1=2);
which tends to zero by Lemma 5.3. Thus (5.22) tends to zero, and by (5.21) this
completes the proof.
Lemma 5.5. supn>0 E(S
0
n(t;A)− Sn(t;A))2=(nkn)<1.
Proof. Recall the denition of Pn in terms of an independent Poisson variable Nn. The
proof is based on the identity
E[(S 0n(t;A)− Sn(t;A))2] =
1X
m=0
P[Nn = m]E(Tm;n − Tn;n)2: (5.23)
Since Tm;n6m, the contribution to this sum from terms with jm− nj>n=2 is bounded
by E[N 2n 1fjNn−nj>n=2g], and hence by E[N 4n ]1=2P[jNn−nj>n=2]1=2. By Markov’s in-
equality applied to euNn for suitable choices of u; P[jNn−nj>n=2] decays exponentially
in n, and hence
lim
n!1
X
m:jm−nj>n=2
P[Nn = m]E(Tm;n − Tn;n)2 = 0:
To deal with the contribution to the right side of (5.23) from jm−nj6n=2, we again use
the identity Tr+1; n − Tr;n = Dr;n + D0r;n, with 06D0r;n61, and also the bound E(Y + Z)2
64(EY 2 +EZ2), taking Y to be a sum of Dr;n terms and Z to be a sum of D0r;n terms.
For jm− nj6n=2 we have
E(Tm;n − Tn;n)2
64
 
jm− nj sup
jr−nj6n=2
(ED2r;n) + (m− n)2
 
sup
n=26r<s63n=2
EDr;nDs;n + 1
!!
:
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Hence, the contribution to (5.23) from terms with jm− nj6n=2 is bounded by
4EjNn − nj sup
jr−nj6n=2
(ED2r;n) + 4E(Nn − n)2
 
sup
n=26r<s63n=2
EDr;nDs;n + 1
!
;
and the result follows by Lemmas 5.3 and 5.4.
6. Proof of central limit theorems
Because of the spatial independence properties of the Poisson process Pn, Theorem
2.1 can be proved by using dependency graphs to formalise short-range dependence of
random variables. If G=(V; E) is a graph with nite vertex set V and edge set E, and
fYi; i2Vg are random variables, then G is said to be a dependency graph for fYig if
for any pair of disjoint sets A; B in V which are unconnected by edges of G, the sets
of random variables fYi; i2Ag and fYi; i2Bg are independent.
The following central limit theorem for sums of random variables indexed by the
vertices of a dependency graphs is a simple consequence of a result of Baldi and Rinott
(1989). We could equally well use the similar central limit theorems in Petrovskaya
and Leontovich (1982) or Heinrich (1988).
Lemma 6.1. For n2N suppose fYj;n; j2Vng is a nite collection of random variables
with nite 4th moments and with dependency graph Gn = (Vn; En); and let Zn =P
j2 Vn Yj;n. Suppose the vertex degrees in Gn are bounded uniformly in n; and suppose
that for p= 3; 4;
lim
n!1 (Var Zn)
−p=2 X
j2 Vn
EjYj;njp = 0; p= 3; 4:
Then (Var(Zn))−1=2(Zn − EZn) D!N(0; 1); where N(; 2) denotes the normal distri-
bution with mean  and variance 2.
Proof of Theorem 2.1. Let M 2N, and (b1; : : : ; bM )2RM , and (t1; : : : ; tM )2RM . De-
ne tmax = max(t1; : : : ; tm). Set h(u) =
PM
m=1 bm1(−1; tm](u), for u2R. Then for A2B,
MX
m=1
bmS 0n(tm;A) =
NnX
i=1
h(k−1=2n (nf(Xi)R
d
i;kn;Nn − kn))1A(Xi):
Denote this quantity S 0n(h;A), and set 
0
n(h;A) = (S
0
n(h;A) − ES 0n(h;A))=(nkn)1=2. By
Proposition 4.1,
lim
n!1(nkn)
−1Var(S 0n(h;A)) = Var
 
MX
m=1
bm01(tm;A)
!
: (6.1)
By the denition of 01, this limit equals F(A)
0(h), where we set
0(h) :=
Z
Rd
Cov(h(Z1(z) + Z 0(z)); h(Z2(z) + Z 0(z))) dz: (6.2)
Let > 0, and let A = fx2A: f(x)>g. Since f is assumed directly Riemann inte-
grable, fx: f(x)>g is bounded, and hence so is A.
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Given n2N, divide Rd into cubes Cj;n; j>1; of volume kn=n, and let Yj;n be the
contribution to S 0n(h;A) from points of Pn in Cj; that is,
Yj;n =
NnX
i=1
h(k−1=2n (nf(Xi)R
d
i;kn;Nn − kn))1fXi 2Cj \ Ag:
Let Gn be a graph with vertex set Vn = fj: Cj \ A 6= ;g, and with vertices j and j0
linked by an edge if and only if
dist(Cj; Cj0)62

2kn
n
1=d
:
For n big, Gn is a dependency graph for the variables Yj;n; j2Vn, since Yj;n is deter-
mined by the positions of the points of Pn distant at most ((kn + tmaxk
1=2
n )=(n))1=d
from the set A \ Cj. Moreover, the degrees of vertices of Gn are uniformly bounded.
Also Card(Vn) is bounded by a constant times n=kn, since A is bounded.
For each j; n; let Nj;n =Pn(Cj), a Poisson variable with mean bounded by knfmax.
Then with hmax denoting the maximum value taken by h; 06Yj;n6hmaxNj;n, and hence
for some constant c; EjYj;njp6ckpn . Now, S 0n(h;A) =
P
j2 Vn Yj;n, and by (6.1), there
are constants c; c0 such that
(Var S 0n(h;A))
−p=2 X
j2 Vn
EjYj;njp6c(nkn)−p=2
X
j2 Vn
kpn6c
0(kn=n)p=2−1:
For p= 3; 4, this tends to zero as n !1, so by Lemma 6.1,
0n(h;A)
D!N(0; F(A)0(h)): (6.3)
Given w2R and > 0,
P[0n(h;A)6w] = P[
0
n(h;A)6w − ]− P[0n(h;A)6w − ; 0n(h;A)>w]
+P[j0n(h;A)− wj<; 0n(h;A)6w]
+P[0n(h;A)>w + ; 
0
n(h;A)6w]:
Hence, setting A:=AnA,
jP[0n(h;A)6w]− P[0n(h;A)6w − ]j
6P[j0n(h;A)j>] + P[j0n(h;A)− wj<]:
By Chebyshev’s inequality, (6.1) and (6.3),
lim sup
n!1
jP[n(h;A)6w]− P[0n(h;A)6w − ]j
6
0(h)F(A)
2
+
2p
20(h)F(A)
: (6.4)
By taking > 0; > 0 suciently small, we can make right side of (6.4) arbitrarily
small, and also make ((w− )=p0(h)F(A)) arbitrarily close to (w=p0(h)F(A)).
Then by (6.3), it follows that P[n(h)6w] ! (w=
p
0(h)F(A)), that is, n(h)
D!
N(0; 0(h)F(A)). The result then follows by the Cramer{Wold device (see Billingsley
(1968) for example).
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Proof of Theorem 2.2. Set h(u) =
PM
=1 b1(−1; t](u) as before. Then for A2B,
MX
=1
bSn(t;A) =
nX
i=1
h(k−1=2n (nf(Xi)R
d
i;kn;n − kn))1A(Xi):
Denote this quantity Sn(h;A). Write
P! for convergence in probability. By Proposition
5.1 and Chebyshev’s inequality, for each ,
Sn(t;A)− S 0n(t;A) + (Nn − n)k1=2n (t)F(A)
(nkn)1=2
P! 0;
and hence,
(nkn)−1=2(Sn(h;A)− S 0n(h;A)) + n−1=2(Nn − n)F(A)
MX
=1
b(t)
P! 0: (6.5)
By the proof of Theorem 2.1, with 0(h) dened at (6.2),
(nkn)−1=2(S 0n(h;A)− ES 0n(h;A)) D!N(0; 0(h)F(A)): (6.6)
By (6.5) and (6.6), and Exercise 1 of Billingsley (1968, p. 28),
(nkn)−1=2(Sn(h;A)− ES 0n(h;A)) + n−1=2(Nn − n)F(A)
MX
=1
b(t)
D!N(0; 0(h)F(A)):
Set (h;A) :=Var
PM
=1 b1(t;A); that is, set
(h;A) = 0(h)F(A)−
0
@F(A) MX
=1
b(t)
1
A
2
:
Since (Nn−n)n−1=2 D!N(0; 1) and Nn is independent of Sn(h;A), by considering char-
acteristic functions one deduces that
(nkn)−1=2(Sn(h;A)− ES 0n(h;A)) D!N(0; (h;A)): (6.7)
By Lemma 5.5, the random variables on the left side of (6.5) are uniformly integrable,
so their mean tends to zero, and hence by linearity, (nkn)−1=2(ES 0n(h;A) − ESn(h;A))
tends to zero. Thus we can replace ES 0n(h;A) by ESn(h;A) in (6.7). The result then
follows by the Cramer{Wold device.
Proof of Theorem 2.4. As long as kn=n ! 0, the radii of the balls Bn(x) shrink to zero.
The assumption (2.1) was used at (3.4), but in the uniform case this can be seen to
be true without that assumption. Likewise, in the proof of Lemma 4.1, this assumption
is not needed if F is uniform, since the right side of (4.4) is then automatically zero.
In proving Theorem 2.2 we made further use of (2.1) at (5.16), but as stated there,
all we need at that point is kn=n2=3 ! 0. We also used (2.2) in showing the right side
of (5.20) was negligible, but when F is uniform on R we can show this as long as
kn=n2=3 ! 0, simply by taking Q = R. The rest of the proofs carry through.
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7. Convergence in D(−1;1)
In this section we prove Theorem 2.3, on convergence in distribution of 0n( ;A) in
D(−1;1), restricting attention to the case where jj  jj is the Euclidean norm. We
start with a geometrical lemma.
Lemma 7.1. Suppose d>2. Let A(x; r; ) denote the annulus B(x; r+)nB(x; r). There
exists 0> 0 and c> 0 such that for any r; r0 2 (0; 1]; any ; 0 2 (0; 0); and any x2Rd
with jxj>5max(; 0)1=2; we have
jA(0; r; ) \ A(x; r0; 0)j6cmax(; 0)3=2:
Proof. We concentrate on the case d = 2. We assume without loss of generality that
x, the centre of the second annulus, lies on the x-axis, to the right of the origin, and
also that r = 1, and >0.
For any point (x1; x2)2R2 let its height be the absolute value of x2. For any point
(x1; x2)2A(0; 1; ), with height greater than 1− , we have jx1j2 + (1− )26(1 + )2,
and therefore x162
p
.
From now on we assume jjxjj>51=2. By the above, the intersection of A(0; 1; ) and
A(x; r0; 0) lies entirely at a height less than 1− , and is contained in the union of two
small rectangles, one above the x-axis and one below (or, in higher dimensions, the
product of an interval and a (d− 1)-dimensional annulus). We look for upper bounds
on the width and height of these rectangles.
First, consider a horizontal cross-section through A(0; 1; ) consisting of an interval
at height h. The width of this cross-section is equal to
p
(1 + )2 − h2 − p1− h2.
Using the inequality
p
a − pb6pa− b, valid whenever 0<b<a, we see that the
cross-section has width at most 21=2. However, if h60:8, we can do better than this
since in that case, the width is at most
p
0:36 + 4 − p0:36, so is at most 0:6((1 +
2)1=2 − 1), and therefore is at most 2.
By an analogous argument, each vertical cross-section through A(0; 1; ) will be of
height bounded above by 41=2, and if it is at an x-coordinate less than 0.8, will have
height bounded above by 2.
Take the smallest possible rectangle containing the part of the intersection of A(0; 1; )
and A(x; r0; 0) lying above the x-axis. This is the product of a horizontal cross-section
through A(0; 1; ) and a vertical cross-section through A(0; 1; ). By simple trigonome-
try, assuming  is small enough, either the horizontal cross-section is at a height at most
0.8, or the vertical cross-section is at an x-coordinate at most 0.8 (or both). Therefore,
combining the above estimates, the total area of the rectangle is at most 83=2 and the
area of the intersection of the annuli is at most 163=2.
Proof of Theorem 2.3. By Theorem 2.1, we have convergence of the nite-dimensional
distributions of 0n( ;A) to those of 01( ;A). Therefore by Billingsley (1968,
Theorem 15:6) and Whitt (1980, Theorem 2:8), it suces to prove that given K > 0,
there are constants c> 0 and > 1 such that for −K6s< t<u6K ,
Ms;t;u :=E[(0n(u)− 0n(t))2(0n(t)− 0n(s))2]6c(u− s): (7.8)
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For the purposes of this proof, given s; t; u, set Y = S 0n(u;A) − S 0n(t;A) and X =
S 0n(t;A)−S 0n(s;A), write eX for E[X ] and eY for E[Y ]. Thus X is the number of points
Xi of the Poisson process fX1; : : : ; XNng for which Xi 2A and nf(Xi)Rdi;kn;n 2 (s; t], and
Y is the number of points Xj of the Poisson process fX1; : : : ; XNng for which Xj 2A
and nf(Xj)Rdj;kn;n 2 (t; u]. We have
(nkn)2Ms;t;u = E[(X − eX )2(Y − eY )2] = E[X 2Y 2]− 2eYE[X 2Y ] + e2Y E[X 2]
− 2eX E[XY 2] + e2X E[Y 2] + 4eX eYE[XY ]− 3e2X e2Y :
Let M 0s; t; u be dened similarly but with X
2 replaced by the descending factorial (X )2:=
X (X − 1), and likewise, Y 2 replaced by (Y )2. Thus,
M 0s; t; u := (nkn)
−2(E[(X )2(Y )2]− 2eYE[(X )2Y ] + e2Y E[(X )2]
−2eX E[X (Y )2] + e2X E[(Y )2] + 4eX eYE[XY ]− 3e2X e2Y ):
The advantage of using the descending factorials is that (X )2 is the number of ordered
pairs (Xi; Xj) of distinct points of the Poisson process fX1; : : : ; XNng for which Xi; Xj 2A
and k−1=2n (nf(Xi)Rdi;kn;n−kn)2 (s; t] and k
−1=2
n (nf(Xj)Rdi;kn;n−kn)2 (s; t]; similarly for
(Y )2. The following formal representation is valid, as we explain below:
(nkn)2M 0s; t; u = n
4
Z Z Z Z
E[(Uw − pw)(Ux − px)(Vy − qy)(Vz − qz)]
F(dw)F(dx)F(dy)F(dz); (7.9)
with all four integrals being over A. This expression needs some explanation. First, it is
to be understood that the integrand is in fact the sum of 16 terms obtained by expanding
the product. For x2Rd; px is the probability that the distance from x to the knth nearest
point of Pn lies between ((sk
1=2
n + kn)=(nf(x)))1=d and ((tk
1=2
n + kn)=(nf(x)))1=d;
similarly qx is the probability that the distance from x to the knth nearest point of Pn
lies between ((tk1=2n + kn)=(nf(x)))1=d and ((uk
1=2
n + kn)=(nf(x)))1=d. By Palm theory
for the Poisson process (or from rst principles by conditioning on the value of Nn)
we have
eX = n
Z
A
pxF(dx); eY = n
Z
A
qxF(dx):
Terms such as Uw and Vy in the integrand are more complicated. Loosely speaking,
Ux is the indicator of the event that the distance from x to its knth nearest neighbour
lies between ((sk1=2n + kn)=(nf(x)))1=d and ((tk
1=2
n + kn)=(nf(x)))1=d, while Vx is the
indicator of the event that the distance from x to its knth nearest neighbour lies between
((tk1=2n + kn)=(nf(x)))1=d and ((uk
1=2
n + kn)=(nf(x)))1=d. However the phrase ‘knth
nearest neighbour’ refers to a set of points that depends on which of the sixteen terms
we are taking. As well as the Poisson process Pn, the set of points has an added point
for each of the other U ’s or V ’s in the product for that particular term. To give an
example, in the term UwUxqyVz, the knth nearest neighbour in the denition of Uw
would be the knth nearest neighbour of w amongst the points of Pn [ fx; zg. In the
term UwpxVyqz, the knth nearest neighbour in the denition of Vy would be the knth
nearest neighbour of y amongst the point set Pn [ fwg.
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Thus, to take one example, one of the sixteen terms is
− n4
Z Z Z Z
UwUxqyVzF(dw)F(dx)F(dy)F(dz); (7.10)
and by performing the y-integral rst, this is equal to
−eY
Z Z Z
n3UwUxVzF(dw)F(dx)F(dz):
By our convention, for this integral the kn nearest neighbours in the denition of
Uw; Ux and Vz will all refer to the point process Pn [ fw; x; zg. By this convention
and some Palm theory, we nd that the triple integral equals the expected number
of ordered triples (Xi; Xj; Xk) of distinct points of Pn with Xi and Xj contributing to
S 0n(t;A)− S 0n(s;A) and Xk contributing to S 0n(u;A)− S 0n(t;A), and therefore is equal to
E[(X )2Y ]. Therefore the expression in (7.10) equals eYE[(X )2Y ], which is one of the
terms contributing to (nkn)2M 0s; t; u; combining all sixteen terms we obtain (7.9).
Let  = inf A f. Given x2A, let the ‘ball of inuence’ of x be the set of points
within a distance at most 2((Kk1=2n + kn)=(n))1=d from x. Note that for points outside
the ball of inuence of x, it does not matter whether or not they are included in the
set of points dening Ux or Vx.
Given w; x; y; z in A, we now introduce a graph structure on the fw; x; y; zg by setting
two points to be adjacent if they lie in each other’s balls of inuence. We claim that
if in the resulting graph with vertex set fw; x; y; zg, one or more of the four vertices is
isolated, then the integrand in the right side of (7.9) is equal to zero. For example, if z
is isolated from fu; v; wg, then each of the sixteen terms with a factor Vz will cancel out
with the corresponding term with factor qz; for example E[UwpxVyVz]=E[UwpxVyqz].
This is because by spatial independence of the Poisson process, Vz is independent of
UwpxVy, and has mean qz, and changing Vz to qz does not change the denition of
Uw or Vy since fzg lies outside the balls of inuence of w and of y.
It follows from the above that in (7.9), the only regions of integration contributing
to the right-hand side are the region R1 where the induced graph on fw; x; y; zg is
connected, and the region R2 where it has two components of size 2. We consider
rst R2, this consists of three dierent subregions; we just consider one of these,
with w adjacent to x and y adjacent to z, but fw; xg disconnected from fy; zg. We
call this subregion R21. By a similar argument to the previous paragraph, for such
(w; x; y; z)2R21 we have
E[(Uw − pw)(Ux − px)(Vy − qy)(Vz − qz)]
=E[(Uw − pw)(Ux − px)]E[(Vy − qy)(Vz − qz)]:
Also, jUx−pxj62 and jVz−qzj62, and for each w the volume of the ball of inuence
of u is bounded by a constant times kn=n. Therefore, the contribution to the right side
of (7.9) from region R21 is bounded by a constant times
n4(kn=n)2
Z Z
E[Uw + pw]E[Vy + qy] dw dy: (7.11)
We need a uniform bound for pw and for qy in terms of u − s. For Uw to take the
value 1, we require that there be fewer than kn points in Bn(w; s) but at least kn points
M.D. Penrose / Stochastic Processes and their Applications 85 (2000) 295{320 317
in Bn(w; t). Therefore using independence properties of the Poisson process,
pw =
1X
m=1
P[Pn(Bn(w; t))−Pn(Bn(w; s)) = m]P[Pn(Bn(w; s))2 [kn − m; kn]] ;
and since Pn(Bn(w; s)) is Poisson with mean asymptotic to a constant times kn, by
the local limit theorem the second factor is bounded by a constant times k−1=2n m, and
therefore
pw6 ck−1=2n
X
m
mP[Pn(Bn(w; t))−Pn(Bn(w; s)) = m]
6 c(t − s); (7.12)
where the last line follows because the mean of the Poisson variable Pn(Bn(w; t)) −
Pn(Bn(w; s)) is bounded by a constant times k
1=2
n (t − s). Similarly, qx6c(u − t), and
combining these, we nd that the contribution (7.11) to the right side of (7.9) from
region R21 is bounded by a constant times (nkn)2(u − s)2, and likewise for the other
parts of R2. So the contribution of R2 to M 0s; t; u is bounded by a constant times (u− s)2,
which is consistent with the right side of (7.8).
The other region we need to consider is the region R1 where the induced graph on
fw; x; y; zg is connected. We bound each of the 16 terms in the right side of (7.9). The
hardest to deal with is the rst term
R
R1
E[UwUxVyVz]; for the other fteen terms we
get a bound of the form c(t−s)2 for the integrand by (7.12). Also, the 4d-dimensional
volume of this region is bounded by a constant times (kn=n)3, so these 15 terms make
a contribution to M 0s; t; u which is bounded by c(kn=n)(u − s)2, which is consistent
with (7.8).
The other term to be considered is the contribution to M 0s; t; u from the integral over
R11 of E[UwUxVyVz]. By the bound c(u− s) on E[Uw] from (7.12), this contribution
to M 0s; t; u is bounded by
c(kn=n)
Z
pwF(dw)6c0(kn=n)(u− s):
Let  be a large positive constant. Just how large, we shall see below. If u−s>(kn=n)
then the above bound is less than a constant times (u− s)1+1=, which is of the correct
form for the right-hand side of (7.8).
Suppose now, instead, that u−s6(kn=n). Note that the annulus Bn(x; u)nBn(x; s) has
thickness bounded by u − s. We introduce a secondary graph structure on fw; x; y; zg
by taking two points, say w and x, to be adjacent if either jw − xj62ju − sj1=2, or if
x lies in the annulus Bn(w; u)nBn(w; s) and=or w lies in the annulus Bn(x; u)nBn(x; s).
Given w, the volume of the set of x which are adjacent to w using this secondary
adjacency relationship is bounded by a constant times u− s (using the assumption that
d>2).
Using this secondary graph structure, we consider separately the contributions to the
integral of E[UwUxVyVz] from the region R12 where the graph has two or more edges,
and the region R11 it has at most one edge.
Suppose rst that the secondary graph has two or more edges, say involving w; x; y.
Then, given w, the x-integral is over a region of volume at most u − s, and so is
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the y-integral. Hence, the region R11 has 4d-dimensional volume bounded by a con-
stant times (u − s)2, and the contribution to M 0s; t; u from this region of integration in
(7.9) is bounded by (n=kn)2(u− s)2. Provided  is chosen large enough, the condition
(u− s)6(kn=n) ensures that this is bounded by (u− s)1+ for some > 1.
Now consider the subregion R11 of R1 where the secondary graph has at most one
edge. Then it must have two isolated points, say w and x. We look for useful upper
bounds on E[UwUxVyVz] in this region. This is bounded by E[UwUx], which is bounded
by the probability that there is at least one Poisson point both in the annulus Bn(w; t)n
Bn(w; s), and also at least one Poisson point in the annulus Bn(x; t)nBn(x; s). So,
either there exist points in disjoint regions of these annuli, or there is a point in
their intersection. The probability of the rst of these events is bounded by a constant
times ((u − s)k1=2n )2, and the probability of the second of these events is bounded by
n times the volume of the intersection; by Lemma 7:1, this last probability is bounded
by a constant times n(u− s)3=2. Thus, on region R11 we have E[UwUxVyVz]6c(kn(u−
s)2 + n(u − s)3=2). Therefore the contribution to M 0s; t; u from the integral over R11 in
(7.9) is bounded by a constant times
(n=kn)2(kn(u− s)2 + n(u− s)3=2)
and for a suitably large choice of , this is bounded by a constant times (u − s)1+
for some > 1. This shows that M 0s; t; u is bounded in a way consistent with (7.8).
Finally we must estimate the error due to taking factorial moments rather than mo-
ments; that is, we estimate Ms;t;u−M 0s; t; u. From the denitions, by subtracting term by
term we get
(nkn)2(Ms;t;u −M 0s; t; u)
=E[XY (X + Y − 1)]− 2eYE[XY ] + e2Y E[X ]− 2eX E[XY ] + e2X E[Y ]
= (E[X 2Y ]− 2eX E[XY ] + e2X eY ) + (E[XY 2]− 2eYE[XY ] + eX e2Y )− E[XY ]
= (E[(X)2Y ]−2eX E[XY ]+e2X eY )+(E[X (Y)2]−2eYE[XY ]+eX e2Y )+E[XY ]:
Let us consider rst the term (E[(X )2Y ]− 2eX E[XY ] + e2X eY ). This is equal to
n3
Z Z Z
E[Vy(Uw − pw)(Ux − px)]F(dw)F(dx)F(dy);
using the same conventions as in (7.9). The integrand is zero except when both w and x
are connected to something (possibly each other), using our primary graph relationship
on fw; x; yg. We consider separately the regions R3, where w is connected to x but y
is isolated both from w and x, and the region R4 where w; x; y form a connected graph.
In the region R3, there is independence between Vy and (Uw − pw)(Ux − px), and
each of them has expectation bounded by a constant times (t− s), by arguments along
the lines of (7.12). The 3d-dimensional volume of the region R3 is bounded by a
constant times kn=n, and therefore the contribution from this region to Ms;t;u−M 0s; t; u is
bounded by
(nkn)−2n3
Z
R3
E[Vy(Uw − pw)(Ux − px)]F(dw)F(dx)F(dy)6ck−1n (u− s)2:
The region R4 has 3d-dimensional volume at most (kn=n)2, and the integrand Vy(Uw−
pw)(Ux−px) is always bounded by a constant times (u−s). Therefore the contribution
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from R4 to Ms;t;u −M 0s; t; u is bounded by a constant times (nkn)−2n3(kn=n)2(u− s), that
is, by a constant times n−1(u− s). If u− s>n− then this is bounded by (u− s)1+1=.
If u− s6, the contribution can be dealt with in a similar manner to the contribution
of R1 to M 0s; t; u, to show it is less than (u− s) for some > 1.
The second term (E[X (Y )2]−2eX E[XY ]+eX e2Y ) in the expression above for Ms;t;u−
M 0s; t; u is equal to
n3
Z Z Z
E[Ux(Vy − qy)(Vz − qz)]F(dx)F(dy)F(dz);
and can be dealt with in the same way as the rst term. This leaves us to estimate the
nal term E[XY ]. We have
(nkn)−2E[XY ] = k−2n
Z Z
E[UxVy]F(dx)F(dy):
Using the same primary graph structure as before on fx; yg, consider separately the
region R5 where x and y are not connected, and the region R6 where they are. On the
region R5 the variables Ux and Vy are independent and the expectation of their product
is bounded by a constant times (u − s)2. The region R6 has 2d-dimensional volume
bounded by a constant times kn=n, and on it, E[UxVy] is bounded by a constant times
(u− s). So the contribution of this region to (nkn)−2E[XY ] is bounded by a constant
times n−1(u − s). Again for u − s>n− this is bounded by (u − s)1+1=, while for
u − s6n the integral can be dealt with in a similar manner to the argument for the
region R1.
Combining all the above arguments, we nd that for a suitable > 0, the bound
(7.8) holds for all s< t<u in the range [− K; K], as required.
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