Abstract. Voids are a prominent feature of fractal point distributions but there is no precise definition of what is a void (except in one dimension). Here we propose a definition of voids that uses methods of discrete stochastic geometry, in particular, Delaunay and Voronoi tessellations, and we construct a new algorithm to search for voids in a point set. We find and rank-order the voids of suitable examples of fractal point sets in one and two dimensions to test whether Zipf's power-law holds. We conclude affirmatively and, furthermore, that the rank-ordering of voids conveys similar information to the number-radius function, as regards the scaling regime and the transition to homogeneity. So it is an alternative tool in the analysis of fractal point distributions with crossover to homogeneity and, in particular, of the distribution of galaxies.
Introduction
As is well known, self-similar fractal sets can be characterized by a power-law number-radius function (variation of the number of points in a cluster with its radius). Accordingly, tests for fractality are made by measuring this function and fitting it to a power law. On the other hand, Mandelbrot in his seminal work on fractals [1] introduced the concept of fractal holes, under the greek word tremas, and studied their distribution, showing that the distribution of one-dimensional holes (gaps) follows a simple power law as well; namely, the number of gaps of length U greater than u is N (U > u) ∝ u −D , where D is the fractal dimension.
He also considered the higher dimensional generalization of this distribution for those fractals with mathematically well-defined holes, such as fractal carpets, sponges, foams, etc. These fractal sets have topological codimension one, so they are formed by curves in two dimensions or surfaces in three dimensions (etc.) which enclose empty holes.
Apart from Mandelbrot's general ideas, fractal holes have not been a special object of study except in Cos-mology [2] . The presence of large voids in the distribution of galaxies is known to cosmologists since the late 70's, although their importance has only been recognized recently. The distribution and properties of these voids are now a subject of systematic study [3, 4, 5, 6 ]. Mandelbrot considered tremas in the distribution of galaxies but, according to the observational situation at the time, favored models with small voids and, actually, introduced the concept of lacunarity to account for this feature. At any rate, a fractal model of the distribution of galaxies must have zero topological dimension, so the concept of hole is not mathematically well defined. In fact, Mandelbrot's description of the distribution of galaxies as having low lacunarity was based on visual impression. The procedure to define voids in current cosmological studies is algorithmic: given a galaxy catalog, one designs an algorithm to find large empty regions sequentially (a void-finder). Different voidfinders provide different lists of voids. Presumably, to have sound statistics of voids in the galaxy distribution or, generally, in abstract fractal sets one needs an adequate definition of void.
We proposed in Ref. [2] to apply to voids in the distribution of galaxies rank-ordering techniques [7, 8] . A powerlaw rank order is Zipf's law [7] and is equivalent to the 
Scaling of voids
It is easy to reach conclusions on the scaling of voids in deterministic Cantor-like fractals constructed by a recursive procedure, especially in one dimension [2] . The fractal generator is characterized by three independent num- In the second iteration, there will be mN tremas with ranks from R 2 = m + 1 to m + mN and average size
− log N/ log r is independent of m. In the k-th iteration We must remark that the last number defining the generator, namely, the number of tremas m, has no effect on dimension but characterizes the morphology of the fractal.
For given r and N , and therefore given fractal dimension, the largest m = 1/r d − N corresponds to the smallest tremas that the generator can have, and viceversa. Therefore, m is a measure of the size of tremas, that is, of lacunarity. We recall that the notion of lacunarity (from the latin word "lacuna", meaning lake) was defined by Mandelbrot [1] as an intuitive measure of the size of tremas:
fractals with larger tremas (and the same dimension) are more "lacunar". It is easy to prove that the multiplicative factor in the Zipf law Λ(R) ∝ R −d/D is related with m (in addition to r and N ) [2] . In the log-log plot of the Zipf law, the multiplicative factor becomes an additive factor so it only affects the overall position of the plot along the ordinate axis. This effect of lacunarity is trivial. However, there is no unique definition of lacunarity. For example, a more elaborate definition of lacunarity relates it with the three-point correlation function [11] . In fact, higher order correlations contain morphological information that goes beyond lacunarity, including information on the shape of voids.
Discrete geometry methods and void-finder
To design a robust void finding algorithm, it is natural to rely on concepts of discrete stochastic geometry (in- spheres [4, 5, 6] . A simple and efficient way to implement it is to demand that the distance between the centers of two overlapping spheres be less than a given fraction f of the smaller radius (see Fig. 1 ). This criterium generalizes the similar criterium in Ref. [5] by adding the fraction f as a free parameter (set to one in that reference). The advantage of having a free parameter is that one has some control on the shape of the voids: for f ≪ 1 we just have the elementary voids, that is, the simplices of the Delaunay tessellation, but for f ≃ 1 the voids adopt a ramified shape and the largest void may percolate through the sample. When this happens, the percolating void takes too large a fraction of the total size and imbalances the statistics. Actually, the imbalance effect takes place before percolation and it is best to keep f sufficiently small. We have devised the algorithm for two-dimensional point sets but the generalization to three (or more) dimensions is straightforward. To begin the search for voids we need to estimate where we may find the largest one, but we cannot measure the size of a void until it has been found; so we look instead for the largest Delaunay triangle.
The algorithm consists of the following steps:
1. Construct the Delaunay triangulation and Voronoi tessellation for the given point set. To generate random fractals we use either random Cantorlike algorithms or fractional Brownian motion (FBM) methods [13] . A fractional Brownian motion or its generalization to more than one dependent variable are not selfsimilar but self-affine [1, 13] . However, appropriate sections are self-similar, so fractional Brownian functions constitute an adequate method to generate random fractals, especially adequate when a precise control of their fractal dimension is useful. We use the method of spectral synthesis. We start from an array of wave-numbers, with a given power-law power spectrum (with the appropriate Hurst exponent) and random phases, and such that the amplitudes corresponding to opposite wave-numbers are conjugate, to yield real data in real space. Then we perform a fast Fourier transform to obtain these real-space data. These self-affine data are then subjected to the appropriate sections to construct the final self-similar fractal point set.
In Fig. 2 In two dimensions, we have run our void-finder on various fractal point sets with different dimensions and various values of the overlap parameter f . As expected, Zipf's law is obtained; however, to get the maximum scaling range (that is, similar to the scaling range of the number function), the value of f must be properly tuned. To a certain extent, this is due to the fact that one must keep away from the percolation threshold. Fig. 3 shows the voids found in a fractal with dimension D = 1 and 12288 points. We apply a similar method to the rank-ordering of voids 0. (Fig. 4, bottom We can also fit the slope of the rank-ordering of voids (taking into account the discrete nature of the rank) to
give a quantitative measure of Zipf's law (Fig. 5, bottom) .
For example, a fit of the range 256-8192 (2 8 -2 13 ) yields 2/D = 1.51 ± 0.02.
As explained above, the precise way in which the scaling region of a Zipf plot crosses over to homogeneity, namely, the way it flattens, can be simulated by considering the corresponding random distribution of coarse-grained par- The overlap fraction used for both is f = 0.3 (as displayed).
ticles. Indeed, looking at the pattern of voids in Fig. 3 , it is obvious that small voids between points in a cluster are approximately independent of voids between clusters.
The largest coarse-grained particles correspond to clusters that are, essentially, distributed randomly. So the largest voids must follow the law of distribution of voids in a random point distribution. To check it, we have applied our void-finder to a random distribution of 57 points in the unit square, which happens to have smallest-rank voids of the same size as the smallest-rank voids of the fractal set in Fig. 3 . Then we have superposed the respective log-log plots of rank-ordered voids in Fig. 6 (joining the points corresponding to individual voids). Both plots agree sufficiently well, within statistical errors, down to the rank where the scaling regime begins. There the random point distribution has essentially no more voids (except for a few small ones) and the corresponding line falls abruptly. To derive the exponent of the Zipf law we can also apply maximum-likelihood estimation through Hill's esti-
, taking data down to rank R. The result for our example is plotted in Fig. 7 . The advantage of this estimator is that it allows us to see how the small voids progressively contribute to the measure of the value of D and where the fluctuations due to discreteness begin to make it less precise.
Discussion
We must stress that the rank-ordering of voids and the corresponding Zipf's law convey no more information than the number-radius function, as regards scaling. In fact, one may need to tune somewhat the void-finder parameter to extract the same information. This is probably due to the fact that the morphology of voids depends on the type of fractal. The information on morphology (including features like lacunarity) has value on its own but the existence of various morphologies corresponding to the same scaling dimension poses difficulties for void-finders. Especially, void-finders need to adapt to the particular shape of voids of the given fractal. Having tunable parameters in the void-finder helps. Clearly, these parameters must only depend on relative magnitudes, like the one we have used (f ), but one has some liberty in their choice, nevertheless.
The rank-ordering of voids is likely to be useful for the analysis of fractal distribution such that information on their voids is readily available. Regarding the distribution of galaxies, and considering the great amount of information on its voids that is being compiled, we infer that it is convenient to try to establish the Zipf law. Moreover, we have demonstrated that the measure of the fractal dimension D provided by this law can reach similar accuracy to the one given by the number-radius relation, which is the standard method of measuring it. In addition, the rankordering of voids also provides the scale of transition to homogeneity, and in a very intuitive manner, since it is realted with the size of the largest voids. This information is already available in the catalogues of galaxy voids. In contrast, the search for a scaling range in these catalogues fails [2] . Hopefully, the use of simple and well-defined voidfinders, such as the one proposed here, and their use in the compilation of more complete catalogues of galaxy voids will lead to the observation of the scaling of voids and to independent measures of the fractal dimension and the scale of transition to homogeneity of the galaxy distribution.
