Abstract. We define generalized Li coefficients, called τ −Li coefficients for a very broad class S (σ 0 , σ 1 ) of L−functions that contains the Selberg class, the class of all automorphic L−functions and the Rankin-Selberg L−functions, as well as products of suitable shifts of those functions. We prove the generalized Li criterion for zero-free regions of functions belonging to the class S (σ 0 , σ 1 ), derive an arithmetic formula for the computation of τ −Li coefficients and conduct numerical investigation of τ −Li coefficients for a certain product of shifts of the Riemann zeta function.
Introduction
The Li criterion for the Riemann hypothesis, proved in [13] is a simple positivity criterion stating that the Riemann hypothesis is equivalent to non-negativity of a certain sequence of real numbers, called the Li coefficients. The Li criterion is generalized to many classes of functions. For Dirichlet and Hecke L−functions it is proved in [14] , for automorphic L−functions the Li criterion is deduced in [12] , for the Rankin-Selberg L−functions it is proved in [15] . In [19] , a class S that contains both the Selberg class S and the class of automorphic L−functions is introduced and the Li criterion for this class is obtained.
The Li coefficients for various classes of zeta and L−functions may be generalized in different ways. A. Droll [6] , following [7] , defined for τ ∈ [1, 2) and positive integers n the generalized τ −Li coefficients λ F (n, τ ), for F ∈ S as (1) λ F (n, τ ) = ρ∈Z(F ) * 1 − ρ ρ − τ n where the sum is taken over the set Z(F ) of all non-trivial zeros of F and * denotes that the sum is taken in the sense of the limit lim T →∞ |Imρ|≤T .
In [6] it is proved that non-negativity of Re(λ F (n, τ )) for all positive integers n is equivalent to the statement that all non-trivial zeros of F ∈ S are in the strip 1 − τ /2 ≤ Res ≤ τ /2. We will refer to this criterion as τ −Li criterion. It is a generalization of the Li criterion in the sense that non-negativity of Re(λ F (n, 1)) is equivalent to the statement that all non-trivial zeros of F are on the critical line Res = 1/2, i.e. non-negativity of Re(λ F (n, 1)) is equivalent to the generalized Riemann hypothesis for F . However, for τ > 1 the τ −Li criterion is a weaker statement, as it produces only zero-free regions. The τ −Li criterion for the Rankin-Selberg L−functions and asymptotic behavior of coefficients λ F (n, τ ) was deduced in [5] .
The main purpose of investigation conducted in this paper is to define τ −Li coefficients for a very broad class of L−functions, we denote by S (σ 0 , σ 1 ), prove the τ −Li criterion for this class,
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derive an arithmetic formula for the computation of τ −Li coefficients and investigate analytically and numerically the properties of τ −Li coefficients.
The class S (σ 0 , σ 1 ) consists of all Dirichlet series F converging in some half-plane Res > σ 0 ≥ 1, such that the meromorphic continuation of F to C is a meromorphic function of a finite order with at most finitely many poles, satisfying a functional equation relating values F (s) with F (σ 1 − s) up to multiplicative gamma factors and such that the logarithmic derivative F /F has a Dirichlet series representation converging in the half plane Res > σ 0 ≥ 1. The assumptions posed on F ∈ S (σ 0 , σ 1 ) imply that all non-trivial zeros of F lie in the strip σ 1 − σ 0 ≤ Res ≤ σ 0 . The class S (σ 0 , σ 1 ) contains S as its subclass. Furthermore, the class S (σ 0 , σ 1 ) contains products of suitable shifts of L−functions from S , as well as products of shifts of certain L−functions possessing an Euler product representation that are not in S (such as the Rankin-Selberg L−functions).
Another reason why we introduce the class S (σ 0 , σ 1 ) lies in the fact that, as proved in Theorem 15 below, for F ∈ S and an arbitrary positive real number a > 0 the τ −Li criterion for the function F (s − a)F (s + a) (that belongs to the class S (a + 1, 1) and does not belong to S ) with τ = 2a + 1 is equivalent to the generalized Riemann hypothesis for F . On the other hand, as proved in Theorem 18 the τ −Li coefficients for τ = 2a + 1 may be expressed in terms of a sum of derivatives of digamma functions, certain finite sums and a rapidly converging Dirichlet series (for large values of a), an expression that is suitable both for analytic considerations and numerical computations since the sum of derivatives of digamma functions may be easily estimated up to an error term n −k , for an arbitrary positive integer k (see e.g. computations in [5] , Section 6). Let us note that for F ∈ S the τ −Li criterion for τ = 1 is equivalent to the generalized Riemann hypothesis, however, in this case an arithmetic expression for the Li coefficients is far from being rapidly converging, see Theorem 6.1. and Theorem 6.2. from [19] .
The paper is organized as follows. In Section 2 we recall definition of the class S , the fundamental class of functions and introduce the class S (σ 0 , σ 1 ). In Section 3 we prove an explicit formula for the class S (σ 0 , σ 1 ) and, as a consequence, derive that for F ∈ S (σ 0 , σ 1 ) and s / ∈ Z(F ), the series ρ∈Z(F ) * 1 s−ρ converges to the logarithmic derivative of the completed function ξ F at s. In Section 4 we show that τ −Li coefficients attached to a function F ∈ S (σ 0 , σ 1 ) are well defined and derive the τ −Li criterion in this setting. In Section 5 we derive arithmetic formulas for computation of Li coefficients. In Section 6 we conduct numerical computation of τ −Li coefficients for
where ζ denotes the Riemann zeta function and α i are positive real numbers. We give an effective bound on the error term in computations and evaluate coefficients for a different range of τ in the case when K = 4 and α i = i, i = 1, 2, 3, 4. Finally, we pose certain conjectures on the asymptotic behavior of τ −Li coefficients based on these numerical calculations.
Certain classes of L−functions
2.1. The Selberg class of functions. The Selberg class of functions S, introduced by A. Selberg in [18] , is a general class of Dirichlet series F satisfying the following properties: (i) (Dirichlet series) F posses a Dirichlet series representation
that converges absolutely for Res > 1. (ii) (Analytic continuation) There exists an integer m ≥ 0 such that (s − 1) m F (s) is an entire function of finite order.
(iii) (Functional equation) The function F satisfies the functional equation
where b F (n) = 0, for all n = p m with m ≥ 1 and p prime, and b F (n) n θ , for some θ < . The extended Selberg class S , introduced in [10] is a class of functions satisfying conditions (i), (ii) and (iii).
It is conjectured that the Selberg class coincides with the class of all automorphic L−functions. However, the Ramanujan conjecture, boundedness of coefficients in the Dirichlet series representation of log L(s, π) and the bound Reµ j ≥ 0 on the archimedean Langlands parameters have not yet been verified for all automorphic L−functions. In order to be able to apply results unconditionally to all automorphic L−functions, in [19] , a broader class of functions, denoted by S was defined.
2.2. Class S . The class S is a class of functions F ∈ S satisfying the following modification of the axiom (v) of the Selberg class:
(v*) (Euler sum) The logarithmic derivative of the function F possesses a Dirichlet series representation
converging absolutely for Res > 1.
2.3.
Class S (σ 0 , σ 1 ). Though very broad, the class S still does not (unconditionally) contain some number theoretic functions possessing an Euler product representation. For example, the Rankin-Selberg L−functions attached to a convolution of two irreducible, unitary cuspidal representations of GL m (A k ) and GL n (A k ) over a number field k might have poles on the line Res = 1, different from s = 1, hence they do not satisfy axiom (ii). Furthermore, coefficients µ j appearing in the functional equation (iii) for the Rankin-Selberg L−functions unconditionally satisfy the bound Reµ j > −1, different from the bound Reµ j ≥ 0, posed in axiom (iii). In order to apply our results to all automorphic L−functions, as well as to zeta and L−products of the type
for some α i ∈ C, throughout this paper, we shall focus on the class S (σ 0 , σ 1 ) of functions where axioms (i), (ii), (iii) and (v) are modified and axiom (iv) is not assumed. Let σ 0 and σ 1 be real numbers such that σ 0 ≥ σ 1 > 0. The class S (σ 0 , σ 1 ) is the class of functions F satisfying following four axioms:
(i') (Dirichlet series) The function F possesses a Dirichlet series representation (2) that converges absolutely for Res > σ 0 .
(ii') (Analytic continuation) There exist finitely many non-negative integers m 1 , . . . , m N and complex numbers s 1 , . . . , s N such that the function
is an entire function of finite order. (iii') (Functional equation) The function F satisfies the functional equation
where the completed function ξ F is defined as
where |ω| = 1, Q F > 0, r ≥ 0, λ j > 0, µ j ∈ C, j = 1, . . . , r. Here we assume that poles of F are arranged so that the first 2M + δ(σ 1 ) poles (0 ≤ 2M + δ(σ 1 ) ≤ N ) are such that s 2j−1 + s 2j = σ 1 , for j = 1, . . . , M , and δ(σ 1 ) = 1 if σ 1 /2 is a pole of F in which case s 2M +δ(σ 1 ) = σ 1 /2; otherwise δ(σ 1 ) = 0. (v') (Euler sum) The logarithmic derivative of the function F possesses a Dirichlet series representation
converging absolutely for Res > σ 0 . We define the non-trivial zeros of F to be the zeros of the completed function ξ F . The set of non-trivial zeros of F (s) is denoted by Z(F ). By the functional equation and axiom (v'), all those zeros lie in the critical strip σ 1 − σ 0 ≤ Res ≤ σ 0 . The other zeros of the function F are the trivial zeros and they arise from the poles of the gamma factors of the functional equation axiom (iii').
Remark 1.
If a function F ∈ S (σ 0 , σ 1 ) has a pole w such that σ 1 − w is not a pole of F , then w = s i for some i ∈ {2M + 1 + δ(σ 1 ), . . . , N }. In this case, the functional equation, written as F (s)Ψ F (s) = F (σ 1 − s), where we put F (s) = F (s) and
is the factor of the functional equation, implies that σ 1 − w is a pole of Ψ F (s) which is not a trivial zero of F . In other words, trivial zeros of F are poles of Ψ F (s), different from σ 1 − s i , for
Remark 2. In the definition of the completed zeta function it was necessary to distinguish between two classes of poles of F i.e. the poles z and w such that z + w = σ 1 and other poles since the condition
2 (s − w) 2 , hence if one would take the product (s − s i )(σ 1 − s − s i ) over all i = 1, . . . , N then the poles s i of F of order m i such that s i + s j = σ 1 for some j ∈ {1, . . . , N } could become zeros of ξ F of the same order.
for arbitrary complex constants α i , where ζ denotes the Riemann zeta function. Then, F ∈ S (σ 0 , 1) with σ 0 = max
Namely, since function ζ(s ± α i ) has a Dirichlet series representation converging absolutely for Res > 1 + |Reα i |, the function F has a Dirichlet series representation converging absolutely for Res > 1 + max 1≤i≤K {|Reα i |}. Furthermore, function F is a meromorphic function of order one and it possesses simple poles at s = 1 ∓ α i , i = 1, . . . , K, hence axioms (i') and (ii') are clearly satisfied. By the functional equation satisfied by the completed zeta function
we immediately deduce that in the case when α i ± α j = 1, for i, j ∈ {1, . . . , K}, the function
If α i ± α j = 1 for some i, j ∈ {1, . . . , K} it is sufficient to transform the completed zeta function as
to conclude that axiom (iii') is satisfied in this case as well. In particular, when b = −a, a > 0 and F ∈ S , the function F (s − a)F (s + a) belongs to S (a + 1, 1).
Fundamental class of functions.
In the sequel we will show that the class S (σ 0 , σ 1 ) is a subclass of a much wider class of functions, the fundamental class of functions, introduced by J. Jorgenson and S. Lang in [9] .
The fundamental class of functions is a class of triples Z, Z, Φ satisfying the following three conditions (see [9] , pp. 45-46): 
and the factor Φ of the functional equation is of a regularized product type. The function Φ is of a regularized product type [9, Def. 6.1.] if it can be written as
where Q(s) is a rational function, P (s) is a polynomial, k j are integers, D j are regularized products and complex numbers α j and β j are chosen such that the zeros and poles of D j lie in the union of vertical strips and sectors z ∈ C : − π 2
+ and z ∈ C :
The definition of a regularized product associated to some sequence of complex numbers is fully described in [8, Part I, Section 2 ] . Since the definition is rather long, let us note here that a regularized product can be viewed as a generalization of a Weierstrass product. Therefore, the (classical) gamma function is a regularized product. A reduced order of a regularized product D j is defined as a pair of numbers (M j , m j ) depending on D j in a way that is fully described in [9, pp. 18-19] . For our purposes it is sufficient to know that a reduced order controls the growth of
for σ belonging to an arbitrary segment of the real line. In particular, the gamma function is a regularized product of reduced order (0, 0), as proved in
The notion of a reduced order of a function that is of a regularized product type is important in the proof of the explicit formula. Namely, this order controls the growth of functions 3. An explicit formula for the class S (σ 0 , σ 1 )
In this section we prove that the class S (σ 0 , σ 1 ) is a subclass of the fundamental class of functions. Then, using results of [2] with M = 0 and the modifying the evaluation of the Weil functional similarly as in [3] we prove the explicit formula for functions in the class S (σ 0 , σ 1 ).
is entire function of order one.
Proof. Axioms (ii') and (iii') imply that the function ξ F is an entire function of some finite order, so it is left to be proved that the order is one. By the Stirling formula, the gamma factors appearing (iii') are bounded by exp(CR log R) for |s| < R, where C > 0 is some positive constant. The axiom (i') implies that ξ F (s) is bounded by exp(CR log R) for |s| < R and Res > σ 0 . The functional equation and boundedness of gamma factors yields the same bound for |s| < R and Res < σ 1 − σ 0 . The application of the Phragmén-Lindelöf principle in the strip σ 1 − σ 0 ≤ Res ≤ σ 0 implies that the maximum modulus of ξ F in the disc |s| < R is bounded by exp(CR log R). Therefore, the function ξ F is of order at most one. Since for real s, log ξ F (s) ∼ C 1 s log s, as s → +∞, for some C 1 > 0, we conclude that ξ F is of order one.
Lemma 6. Let F ∈ S (σ 0 , σ 1 ). Then, the family of triples F, F , Ψ F , where F and Ψ F are defined in Remark 1, belongs to the fundamental class of functions.
Proof. The first axiom of the fundamental class is satisfied, since, by Lemma 5 functions F and F are meromorphic functions of order one. The Euler sum axiom of the fundamental class is satisfied with sequences {q} and { q} taken to be the sequence of positive integers n ≥ 2, c(q) =
and σ 0 = σ 0 . Finally, the functional equation axiom of the fundamental class is satisfied with σ 0 = σ 1 . The function Ψ F (s) is of a regularized product type since the gamma function is a regularized product and numbers λ j and µ j are such that the poles and the zeros of the gamma factors lie in the union of vertical strips and sectors, described above. Obviously, the reduced order of Ψ F is (0, 0). Proof. If the factor Ψ F (s) has a pole σ 1 /2 + it, t ∈ R then, since the gamma function has only simple poles at zero and negative integers, we have
+ it, for some non-negative integer n and some j ∈ {1, . . . , r}, is a simple pole of Γ(λ j s + µ j ). Then,
+ it is not a pole of Ψ F . Analogously, we conclude that Ψ F does not have a zero on the line Res = σ 1 /2.
Before we state the explicit formula for the triple (F, F , Ψ F ) let us introduce some notation. Assume that F ∈ S (σ 0 , σ 1 ) has poles of order m i at s i , i = 1, . . . , N and put η = 1+ max We assume that parameters µ j are indexed such that Reµ j ≤ Reµ j+1 .
If M max ≥ 0 for a fixed k ∈ {0, . . . , M max }, we let l k and d k be nonnegative integers such that
We adopt the notation that if, for a fixed k the set {j ∈ {1, . . . , r}
− k is empty, then l k is equal to zero and the sum up to l k is empty. Analogously, if the set j ∈ {1, . . . , r} | Reµ j = −λ j σ 1 2 − k is empty, then l k = d k and the sum over j ∈ {l k + 1, . . . , d k } is empty. We adopt similar convention also if the set {j ∈ {1, . . . , r} | Reµ j ∈ −λ j σ 1 2
The following proposition is the explicit formula.
Proposition 9. Let F ∈ S (σ 0 , σ 1 ) and let a > 0, M max , l k and d k be as defined above. Assume that a regularized function G satisfies the following conditions:
Then, for any non-negative integer N c such that
Here we put g(x) = G(− log x), for x > 0 and
g(s) denotes the translate by σ 1 /2 of the Mellin transform of g, evaluated at s. BV (R) denotes the set of functions of bounded variation. If M max < 0, then we may take N c = 0 and all sums appearing in the last four lines of the formula (9) are empty. If c ≥ 0, we may take N c = 0 and the last two sums in the formula (9) to be empty.
Proof. Let T > max 1≤i≤N {|Ims i |}. The proof of this proposition follows the lines of the proof of the explicit formula in [2] , the only difference being the evaluation of the Weil functional. The integration is done along the rectangle R a,T with vertices −a−iT , a+σ 1 −iT , a+σ 1 +iT ,−a+iT . Applying the explicit formula proved in [2, Theorem 6.1.] we get
The first sum on the left hand side of the above equation is taken over all zeros and the poles of the function F (s), and the second sum is taken over all zeros and the poles of the factor Ψ F (s), ord(ρ), respectively ord(κ), denoting the order of zero or minus the order of pole ρ respectively κ.
The last term on the right hand side is the Weil functional. The parameter a is chosen in such a way that all poles and non-trivial zeros of F belong to the strip −a ≤ Res ≤ a + σ 1 , hence
where ρ denotes trivial zeros of F . The set of trivial zeros in R a,T is
Now, we get 
Using relations (9) and (10), we get
It is left to evaluate the Weil functional. Using the functional equation for the gamma function Γ(s + 1) = sΓ(s) and the definition (4) of the factor Ψ F , we get that the Weil functional is given by
Let us notice that the limit of the integral appearing in the sum containing the logarithmic derivatives of the gamma functions can be written as
where α Nc,j (u) = λ j by the interval (−T, T ), to get
Application
On the other hand, applying [2, Lemma 8.
1.] we get (14) combined with (15) yields
This, together with (8) and (11) proves (7).
Proposition 10. Let F ∈ S (σ 0 , σ 1 ), for some fixed σ 0 ≥ σ 1 > 0 be a function such that 0 / ∈ Z(F ). Then the logarithmic derivative of ξ F satisfies the relation
for all s ∈ C \ Z(F ), where the zeros are counted according to their multiplicities.
Proof. We proceed analogously as in [15] and apply the explicit formula (7) to the test function
where a is defined in Proposition 9. For Reθ ≤ a + σ 1 < Res, one has
for Res > σ 1 + a > σ 0 . Additionally, for t > 0 we have
by the Gauss formula for the gamma function. Furthermore, when
and for
Since M max = aλ − c ≥ −c , we may take N c = M max + 1 and put (17), (18), (19) , (19) and (20) into (7) to get
The completed function ξ F (s), using the functional equation for the gamma function can be written as
Taking the logarithmic derivative of ξ F (s), combined with (21) yields
Since the four sums in the above equation cancel out, we end up with the equation
The left hand side of the above equation is well defined for all s ∈ C \ Z(F ), hence, by meromorphic continuation, we deduce the statement of the theorem.
When 0 / ∈ Z(F ), inserting s = 0 into equation (16) we immediately deduce that
4. τ −Li coefficients and τ −Li criterion for the class S (σ 0 , σ 1 )
In this section we give the precise definition of τ −Li coefficients attached to functions from the class S (σ 0 , σ 1 ) and prove the Li-type criterion for the zero-free regions of functions from S (σ 0 , σ 1 ).
Definition 11. Let τ ∈ [σ 1 , +∞) . For an arbitrary positive integer n, the nth τ −Li coefficient associated to the F ∈ S (σ 0 , σ 1 ) is defined as
where Z(F ) denotes the set of non-trivial zeros of F .
The above definition is a generalization of the corresponding definition of τ −Li coefficients attached to a function from the class S from [6] , in the sense that it is given for a broader class of functions.
First, we prove that the coefficients λ F (n, τ ) are well defined.
Lemma 12. Let F ∈ S (σ 0 , σ 1 ) and let τ ∈ [σ 1 , +∞) be an arbitrary fixed real number such that 0, τ / ∈ Z(F ). Then the following assertions are valid.
(i) The sum (23) defining λ F (n, τ ) is * −convergent for every positive integer n.
(ii) We have
where the sum on the right-hand side is absolutely convergent for every positive integer n. : ρ ∈ Z(F ) , together with Lemma 5, Proposition 10 and formula (22) completes the proof. Now, we are able to state and prove the Li-type criterion for the zero-free regions for the functions from the class S (σ 0 , σ 1 ). It is based on the Li criterion for arbitrary complex multiset proved in [4] and its modification derived in [6] .
Theorem 13. Let F ∈ S (σ 0 , σ 1 ) and let τ ∈ [σ 1 , +∞) be an arbitrary fixed real number such that 0, τ / ∈ Z(F ). The following two statements are equivalent
for every ρ ∈ Z(F ), (ii) Reλ F (n, τ ) ≥ 0 for every positive integer n.
Proof. For the proof we apply [4, Theorem 1] or [6, Theorem 1.6.2] to the multiset R = Z(F, τ ) = ρ τ : ρ ∈ Z(F ) . Since τ / ∈ Z(F ) implies 1 / ∈ Z(F, τ ) in order to apply [4, Theorem 1] it is left to prove that (24) ρ∈Z(F,τ )
Zeros ρ ∈ Z(F ) are located in the critical strip σ 1 − σ 0 ≤ Res ≤ σ 0 , hence |Reρ| ≤ M σ 0 ,σ 1 , where
for all ρ ∈ Z(F ). Function F is entire function of order one (Lemma 5) such that 0 / ∈ Z(F ), and therefore the series
2 is absolutely convergent. Summation of the above inequality over all elements of Z(F ) shows that
and (24) Furthermore, since the Dirichlet series is non-vanishing in the region of its absolute convergence, for τ > 2σ 0 , the statement Reρ ≤ τ /2 is satisfied by all ρ ∈ Z(F ). Hence the natural interval for values of τ in the τ −Li criterion for
In the sequel, if not stated otherwise, we assume that τ ∈ [σ 1 , 2σ 0 ].
The class S (1, 1) obviously contains S , hence the τ −Li criterion for the class S (σ 0 , σ 1 ) is a generalization of the τ −Li criterion for the class S derived in [6] . Actually, we can say more and relate τ −Li criterion for the class S (σ 0 , σ 1 ) to the generalized Riemann hypothesis in the class S . Namely, the following theorem holds true.
Theorem 15. Let F ∈ S , a > 0 be an arbitrary real number and let G a (s) = F (s − a)F (s + a). Then, all non-trivial zeros of F are located on the line Res = 1/2 if and only if Re(λ Ga (n, 2a+1)) ≥ 0 for all positive integers n.
Proof. Function G a belongs to the class S (a + 1, 1), as shown in Example 4. Therefore, by Theorem 13 the inequality Re(λ Ga (n, 2a + 1)) ≥ 0 for all positive integers n is equivalent to the statement that for all ρ Ga ∈ Z(G a ) one has 1 − 
. The last two inequalities reduce to Reρ F = 1/2 and the proof is completed.
Arithmetic formulas for τ −Li coefficients
In this section we prove two equivalent formulas for the τ −Li coefficients and derive an arithmetic formula for the computation of those coefficients in terms of the coefficients c F (n) appearing in axiom (v').
Let d F (n, z 0 ) be the power series coefficients in the expansion of the logarithmic derivative of ξ F 1 1−s around the point z 0 = 1 which is not a zero of ξ F 1 1−s , i.e., assume that in a small neighborhood of z 0 , we have
Preforming calculations analogous to those in the proof of [6, Lemma 2.1.2] and having in mind the properties of the class S (σ 0 , σ 1 ), we are able to derive alternate definitions of the τ −Li coefficients attached to F ∈ S (σ 0 , σ 1 ).
Theorem 16. Let F ∈ S (σ 0 , σ 1 ) and let τ ∈ [σ 1 , 2σ 0 ] be an arbitrary fixed real number such that 0, τ / ∈ Z(F ). For every positive integer n one has
Proof. For the first equality in (26) we may apply formula for the n-th derivative of the product of two analytic functions to get
then to calculate derivatives of the logarithm of the function ξ F , we may use the Hadamard product representation
where the sum is absolutely and uniformly convergent on any closed bounded region not containing non-trivial zeros of F . Relation (22) and differentiation term by term (which is justified by the uniform convergence of the above sum) imply
where the convergence is actually absolute for n − k ≥ 2. After inserting the last expression in (27) and interchanging the sums, using the binomial theorem completes the first part of the theorem.
For the second equality in (26) we will use an analogous procedure as in [6, Lemma 2.1.2]. The procedure is based on the Hadamard product representation and the uniqueness of the power series expansions. We interpretate certain expressions as geometric series. Basically, starting with (28) we obtain
for s sufficiently close to z 0 = 1−1/τ . Now, by the fact that b F can be represented as * −convergent sum (22), splitting absolutely convergent sum in the last equation into two * −convergent sums imply
The uniqueness of the series expansions and (25) complete the proof.
Remark 17. Simple calculations preformed on the expression (23) from the definition of τ −Li coefficients, including the binomial theorem and (22) show that the τ −Li coefficients attached to F ∈ S (σ 0 , σ 1 ) such that 0 ∈ Z(F ) can also be represented as
The following theorem gives an arithmetic formula for the computation of the τ −Li coefficients. Theorem 18. Let F ∈ S (σ 0 , σ 1 ) and τ ∈ (σ 0 , 2σ 0 ]. For every positive integer n we have
, and L k n denotes the associated Laguerre polynomial.
Proof. We start with the expression (26) for the τ −Li coefficients given in terms of the derivatives, so
Let us first evaluate the derivatives. Axiom (v') yields that
The contribution coming from the term s log Q F is log Q F if k = 1 and zero otherwise. Furthermore, we have
The term with the gamma functions is the only one remaining. We have
Substituting now s = τ , and having in mind that, by definition of the associated Laguerre polynomials, we get
plugging everything into the formula for λ F (n, τ ), after simplification, we obtain the desired formula.
We may now derive an arithmetic formula for τ ∈ [σ 1 , 2σ 0 ].
For every positive integer n, we have
where Proof. Let us again start with the expression for the τ −Li coefficients in terms of the derivatives given in (26). We have
Let us now concentrate for a moment on the part (s − τ ) m F (s), where m is the order of the pole of the function F (s) at s = τ , as everything else can be treated as in the proof of Theorem 18. Let 
This completes the proof. (29) is not well defined. One could overcome this issue by grouping together factors (τ − s) m i and γ F (s) and computing the logarithmic derivative of the product (τ − s) m i γ F (s) after one applies the functional equation for the gamma function. In this case one obtains a formula similar to (29), with m i terms being different in the last sum and some additional terms arising from the application of the functional equation. We omit this case, due to a very complicated notation and the fact that those values of τ are not of high importance in the τ −Li criterion.
Numerical computations
Numerical computations for the τ -Li coefficients can be done using definition (11) . Obviously, for the numerical evaluation truncation of the sum over zeros needs to be done, which will produce some error term. Additionally, computations can be done using only approximate values of zeros of corresponding functions up to some error of the given size, which will produce another error term. Our computations are conducted for the product of suitably shifted Riemann zeta functions from the Example 3. In the following propositions we obtain the bounds for both error terms in this special case.
, where α i are positive real numbers and let
, where {|a
Proof. Definition of the function F gives us possibility to write attached τ -Li coefficients as a sum over zeros of the Riemann zeta function, thus the error term to be estimated can be written in the following form
where Z(ζ) denotes set of zeros of the Riemann zeta function.
Let us first estimate terms for j ≥ 2 appearing in the above sum. We will use dyadic splits, i.e. separate zeros in the regions 2 h T < |Imρ| ≤ 2 h+1 T , for h = 0, 1, . . .. The number of zeros of the Riemann zeta function up the the height T , i.e. zeros ρ such that 0 ≤ Imρ ≤ T , is [11, p. 465] (31)
where |θ| < 1. We may now calculate the number of zeros in the region 2
where |θ 1 | < 1 and |θ 2 | < 1. The contribution coming from terms 8.9θ 1 log(2 h+1 T ) and 8.9θ 2 log(2 h T ) is at most 8.9(log(2 h+1 T )+ log(2 h T )). Furthermore,
Clearly, we can bound the difference N (2
Using WolframAlpha, we easily derive this inequality to hold when T ≥ 319. Bounds determining the strip 2 h T < |Imρ| ≤ 2 h+1 T give us bounds for the term in the sum. Namely, |ρ ± α i − τ | ≥ |Imρ| and thus
This, together with the estimate of number of zeros, for j > 1, implies
It is left to estimate the term for j = 1, i.e. the term
We will pair zeros ρ = a + it, a ∈ R, |t| > T with ρ = a − it, in the sum defining the term with n = 1 to get
By the same line of argumentation as above, we can bound the number of zeros ρ with 0 ≤ Imρ ≤ T given by (31) to be at most 5 8 T log T whenever T ≥ 14, since then
and when T < 14, N (T ) = 0. Therefore, for T ≥ 14, using integration by parts we get
for all i = 1, . . . , K. Inserting estimates (34) and (32) into expression for the error term given by (30) yields
Knτ (4 log T + 8 log 2) + 15 2 nKτ A log T T and the proof is completed.
Proposition 22. Assume the zeros of the function F ∈ S (σ 0 , σ 1 ) are known up to an error of size ϑ. Let the number of zeros of function F up to the height t, i.e. such that 0 ≤ Imρ ≤ t, denoted by N F (t) be bounded by N F (t) ≤ C F t log t for some constant C F > 0 and all t ≥ t 0 ≥ 1, where t 0 is the smallest positive imaginary part of the zeros of function F . Further assume that τ ≥ 2 max ρ∈Z(F ) {Reρ} and that the zeros are symmetric with respect to the x-axis. Then the error E par app (n, τ, T ) between the computation of λ F (n, τ, T ) using actual zeros and the computational approximations is such that
Proof. Let ρ be the approximation of ρ. Then |ρ − ρ | ≤ ϑ. Assumption posed on τ implies . Notice now that the contribution for given zero can be bounded as follows
where t = Imρ and |t| ≥ 1. Let us notice that the integrand is holomorphic function, thus the integral is independent of path of integration, and we can integrate over line segment S.
Assumptions of the proposition imply that |x| n−1 < 1 for all x ∈ S, thus the above bound holds true.
Bounding partial sum with the sum over all zeros, using integration by parts and the bound for number of zeros we estimate the total contribution coming from all zeros by
The proof is completed.
Remark 23. Proposition 22 can be proved without assumption t 0 ≥ 1, but in that case some bounds and corresponding integrals are different producing more complicated error term. This assumption is satisfied by the Riemann zeta functions, and thus functions used in our examples.
Example 24. Let
where α i are real numbers. Assume that the zeros of the Riemann zeta function ζ(s) are known up to height T with an error of at most size ϑ in the imaginary part and τ ≥ 2 max
Kt log t, for all t ≥ t 0 , where 14.13 < t 0 < 14.14 therefore we may apply Proposition 22 with C F = 5 4 K to deduce that the difference E par app (n, τ, T ) between the actual value of λ (n, τ, T ) and the computational value is such that
The error term E par app (n, τ, T ) in Proposition 22 and Example 24 is actually independent of the value of T , hence, in the sequel we will denote it by E par app (n, τ ). The following proposition is the error estimate for our particular example.
Proposition 25. Consider the function
where α i = i, i = 1, 2, 3, 4. Assume the zeros of the Riemann zeta function up to height T ≥ 319 are known with an error of size ϑ 0 < 4 · 10 −9 in the imaginary part, and that the first nine zeros are known with an error of size ϑ 1 < 10 −997 in the imaginary part. Then the errors E par app (n, τ ) in the computations done with the computational zeros (vs. actual zeros) are such that Example 26. Let
where α i = i, i = 1, 2, 3, 4. Then, F ∈ S (5, 1). According to Remark 14 natural interval for parameter τ is [1, 10] .
We use first 2001052 zeros of the Riemman zeta function in our calculations, implying that the truncation is done at T = 1132490.658714411. Values for the first 9 zeros are with the error ϑ 1 < 10 −997 in the imaginary part, while the error for other zeros is ϑ 0 < 4 · 10 −9 in the imaginary part.
We have conducted numerical investigation of τ −Li coefficients for τ ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} and obtained the extensive set of data. At figures 1-4 we present results for τ ∈ {1, 5, 10}. Those values for τ are chosen in order to represent three different situations. Namely, assuming that the Riemann hypothesis holds true, zeros of the function F (s) are located at lines Res = a/2, where a ∈ {−7, −5, −3, −1, 3, 5, 7, 9}, thus in the case τ = 1, we have σ 1 − τ /2 = τ /2 = 1/2 and there are no zeros of the function F (s) on the line Reρ = 1/2, (see assertion (i), Theorem 13). In the case τ = 5 some zeros are contained in the strip −3/2 ≤ Reρ ≤ 5/2, but some are not, while in the case τ = 10 all zeros are in the strip −4 ≤ Reρ ≤ 5, determined by value of τ . Let us notice that the τ -Li coefficients in this case are real, i.e. Reλ F (n, τ ) = λ F (n, τ ).
Approximate values λ * F (n, τ, T ) as well as the total error term |E(n, τ, T )| + |E the bounds for the error terms imply that they increase with increase of n, as well as with increase of τ . Values for these bounds presented at figures 1 and 2 may seem large, but having in mind the order of magnitude of approximate values λ * F (n, τ, T ), they are negligible, since the actual values of the τ -Li coefficients belong to the segment λ * F (n, τ, T ) − |E(n, τ, T )| − E par app (n, τ ) , λ * F (n, τ, T ) + |E(n, τ, T )| + E par app (n, τ ) . Corresponding strip in the case τ = 10 and the approximate values of τ -Li coefficients are presented in figure 3 . As the error term is very good, the strip is narrow, therefore one part of the strip is magnified in the figure 3. . Coefficients λ * F (n, 10, T ) with T = 1132490.658714411 for n for 1 to 300 calculated with step 5 and line y = 40n log n Besides that, there are some other implications suggested by the obtained numerical evidence.
We conjecture that for the class S (σ 0 , σ 1 ) a criterion relating asymptotic behavior of τ −Li coefficients and validity of τ −Li criterion analogous to the criterion for the class S and τ = 1 obtained in [16] , Theorems 3.3. and 3.4 holds true. More precisely, we pose following two conjectures based on numerical evidence and asymptotic behavior of τ −Li coefficients obtained in [16] and [5] .
Conjecture 27. For F ∈ S (σ 0 , σ 1 ) non-vanishing of F in the half-plane Re(s) > τ /2 is equivalent to growth of λ F (n, τ ) as C F τ n log n, as n → ∞, where C F = r j=1 λ j and λ j are positive real numbers appearing in the axiom (iii').
Conjecture 28. Function F ∈ S (σ 0 , σ 1 ) possesses non-trivial zeros in the half-plane Re(s) > τ /2 if and only if coefficients λ F (n, τ ) oscillate with exponentially growing amplitude as n → ∞.
