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A b s t r a c t
Synchronization of chaos in coupled systems of ordinary differential equations is an area of 
mathematics which has attracted much attention in recent years, in particular for the potential 
technological applications such systems have in engineering and industry. The motivation for 
this research was to understand mathematically, synchronization observed in systems of two 
and three solid state lasers studied by collaborators at the Georgia Institute of Technology.
The main objectives of this thesis are to understand more clearly some of the dynamical 
phenomena associated with the synchronization of chaos, and to develop new techniques for 
the analysis of dynamical systems with symmetry; with a view to applying these techniques 
to models of solid state laser systems and other applications.
First we introduce the main ideas of chaotic synchronization and some useful tools for the 
analysis of dynamical systems with symmetry. We then introduce a model for a solid state 
Nd:YAG laser and examine the types of dynamics which may be exhibited. Subsequently 
we look at systems of two and three coupled solid state lasers and examine the onset of 
synchronization in such systems, both in a fully symmetric system and in the case of two 
coupled lasers, the case of broken symmetry. We then contrast these results with those of a 
modified Rossler system and observe similar results in both cases.
We examine how chaotic systems may be used for communication purposes and develop a new 
scheme for the communication of a signal using the synchronization of chaos.
Finally we introduce a new definition of attractor and using topological and measure theoretic 
properties of sets, we reexamine the concepts of basin riddling and are able in certain situations 
to determine the presence or otherwise of riddling.
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Chapter 1
Introduction
Synchronization of chaotic systems is now established as a major subset of nonlinear dynamics 
and yet at first it seems fascinating, if not bizarre even, to see two seemingly unrelated terms 
forming part of the same sentence. The word synchronize is defined by the Oxford English 
Dictionary to be ‘Occuring at the same instants of time; to keep time with; to have coincident 
periods, as two sets of movements or vibrations’, whereas chaos is defined to be ‘A state of 
utter confusion and disorder’. An English scholar might snigger and blame this apparent poor 
use of the language on the mathematical mind having no talent for linguistic licence. However, 
we shall see that not only do these two phrases belong together, in fact it is natural for them 
to be there.
1.1 Periodic synchronization
To gain an idea of how the term synchronization first entered the mathematical vocabulary, 
we must go back to the 17th century and enter the house of a gentleman who had been taken 
ill and was confined to bed rest. Christiaan Huygens was born in the Netherlands in 1629 
and was a scientist of international reputation. He is known for the Huygens principle in the 
wave theory of light, the observation of the rings of Saturn and for the effective invention of 
the pendulum clock. Huygens suffered from frequent poor health yet he did not allow this 
to deter his thirst for knowledge. On one particular day in the 1660’s, he was lying in bed
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facing a wall on which were hung two pendulum clocks. He observed a strange phenomenon; 
when one clock’s pendulum was at a maximum to the left, the other’s was at a maximum 
to the right. As time went on they remained precisely out of phase and at first he thought 
this must just be an amazing coincidence. So he struggled out of bed and grabbed one of the 
pendulums, thus knocking it out of phase with the other. He returned to bed and rested for a 
time, but when he awoke, the two pendulums had returned to this out of phase state that he 
had first observed. What Huygens had seen was the first example of phase synchronization of 
periodic oscillators to appear in the literature [29]. By placing both clocks on the same wall, 
vibrations from them had caused the two clocks to couple together and this had caused their 
two pendulums to synchronize. Huygens performed some experiments and noticed that by 
moving them to separate walls, and thus removing the coupling, the two pendulums behaved 
in a different manner and phase synchronization did not occur. Phase synchronization was 
then observed in a variety of contexts, but it would be nearly 300 years after Huygens discovery 
before another major step forward occured.
1.2 The Lorenz equations
In 1963, Ed Lorenz [39] developed a three dimensional system of nonlinear equations for two 
dimensional convection in an horizontal fluid heated from below,
=  cr {y -x ) ,
-  p x - y - x z , (1 .1 )
=  —0z  +  xy.
In these equations, Lorenz used the variable x to represent the velocity of convection, and y 
and z as variables representing the temperature of the fluid at each point. The parameters 
a ,p and 0  are assumed positive and represent the physical properties of the fluid, the heating 
of the fluid and the height of the layer respectively. Lorenz noticed that these equations, 
known now as the Lorenz equations, could display a great range of behaviour. In particular 
there were values of the parameters for which there was seemingly no periodic motion of the
2
dx
dt
dy
dt
dz
dt
solutions of the equations! This was an amazing and no doubt alarming leap forward, since 
up until this time motion in system was assumed to be periodic, such as the swinging back 
and forth of the pendulum of a Huygens clock. The fact that motion need not repeat itself at 
specific intervals introduced to the mathematics community a whole new concept; Chaos!
Lorenz himself did not use the phrase “Chaos” to describe the strange aperiodic behaviour 
that he had discovered and it is in fact Professor James Yorke of the Maryland group who is 
often credited, along with Professor T. Y. Li for coming the term “Chaos” to describe such 
aperiodic motion, in their famous paper “Period Three Implies Chaos” [38].
Despite the great amount of work since carried out investigating chaotic phenomena, there 
has yet to be a definition of chaos that is uniform for all systems. However, chaos is often 
thought of as long-term unpredictability. This is frequently described as a sensitivity to initial 
conditions; where a solution of the system goes is impossible to predict from where it starts.
To demonstrate this, we consider two identical Lorenz systems where the values of the pa­
rameters are (cr,p,/3) =  (10,28,|). We then run the system for 100 time units with initial 
conditions (x,y,z) =  (0.1,0.25,0.3) and (0.11,0.245,0.3). Figure 1 .1  illustrates that although 
the same pattern emerges in each system, predicting where the solution is, even after only 
a small amount of time is exponentially difficult. The pattern seen has been immortalised 
in numerous articles on chaos and nonlinear dynamics. These so called patterns arise fre­
quently when numerically investigating chaotic systems and are known as attractors. In due 
course, we shall make rigorous many of the ideas concerning attractors and sensitivity to 
initial conditions.
1.3 Chaotic synchronization
As the powers of computers has increased at what has seemed a superexponential rate, so 
too has the knowledge of nonlinear dynamics progressed equally swiftly. In fact this progress 
was so rapid that in 1983, only two decades after Lorenz had first observed this strange new
3
Figure 1.1: Illustrating two Lorenz systems run with initial conditions (0.1,0.25,0.3) and 
(0.11,0.245,0.3) respectively. The top two parts show projections on the (x,y) plane of the 
attractor which is observed to be the same in each system. We see from the bottom two parts 
that although the initial conditions are very close for each system, their solutions quickly be­
come uncorrelated. Thus although both solutions lie on the same attractor, predicting the 
location of the solution from its starting point would seem to be impossible.
behaviour in nonlinear systems, Yamada and Fujisaka made the connection that would enable 
research such as that in this thesis to be pursued [25, 90, 91]. What Yamada and Fujisaka 
noticed was that by coupling together oscillators which on their own evolved chaotically, it 
was possible under certain circumstances to force them to evolve in an identical fashion. This 
happened even if the two systems did not start in an identical manner, much as in the case 
of Huygen’s clocks, over 300 years earlier!
This idea that chaotic oscillators could be made to behave identically at first seems “counter­
intuitive” , since the nature of a chaotic system would seem to defy the notion of synchroniza­
tion. Counter-intuitive is often a phrase associated with problems in nonlinear dynamics and 
in particular chaotic systems. Having too strong a view on where a particular path might lead 
is more often than not a recipe for trouble!
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Despite this breakthrough, the subject of chaotic synchronization seemed to have no obvious 
applications and little further research was carried out until in 1990, when Lou Pecora and 
Tom Carroll made an important breakthrough [55]. They were able to demonstrate necessary 
conditions under which two systems would synchronize and indicated that by using chaotic 
synchronization it might be possible to communicate in a secure manner by using the chaotic 
signal as a mask with which to hide the message to be sent. If the receiver could synchronize 
their system to the chaotic signal of the sender then they would be able to remove the mask 
and see the message!
Following the work of Pecora and Carroll, a vast literature of work concerning the synchro­
nization of chaotic systems has appeared. To date over 750 articles have appeared in the 
mathematical research journals and more appear each and every week! With such a vast body 
of work on the subject it will not be possible to consider all of the many areas in which chaotic 
synchronization has been reported, and instead we shall concentrate on some specific areas.
1.3.1 C oupled laser sy stem s
One early physical example of chaotic synchronization was the synchronization of laser ar­
rays. Shortly after the paper of Pecora and Carroll appeared, Herbert Winful and Luther 
Rahman [89] examined numerically, the onset of synchronized chaos in an array of coupled 
semi-conductor lasers and discovered that the loss of synchronization in such an array was 
associated with spatial symmetry breaking. Subsequently Professor Rajarshi Roy and co­
workers investigated experimentally the synchronization of coupled solid-state lasers and in 
1994 they were able to demonstrate the synchronization of two linearly coupled solid-state 
lasers [6 6 ]. Chapter 4 is concerned with introducing a mathematical model for a system of 
two coupled lasers and investigating the dynamics and bifurcations that can occur in the 
system. Aspects of this chapter appear in a joint work with Ashwin, Roy and Thornburg [11].
After further experimental work, Professor Roy’s group discovered instabilities could occur in 
the experimental system, depending on particular observables of the system. In chapter 5,
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we examine numerically the dynamics of the system when in a regime containing instabilities 
and we obtain a bifurcation structure for the model. This analysis agrees qualitatively with 
the observed experimental data and appears in print as [77].
More recently Professor Roy’s experimental group examined the behaviour of three nearest- 
neighbour linearly coupled solid state lasers and novel dynamics were observed. In particular 
synchronization was only seen between the two outer lasers in the system, even though they 
were not directly coupled to each other! A thorough numerical and analytical investigation 
of this system took place and is considered in chapter 6 , which along with the supporting 
experimental data obtained appears in a joint paper [78].
1.3.2 C haotic com m un ication
As well as being interested in the fundamental phenomena associated with chaos and synchro­
nization in coupled systems, we shall also be concerned with applications of such phenomena. 
By developing a mathematical framework encompassing both chaos and synchronization, we 
apply this to the ideas of communication using chaotic systems. Building upon the ideas of 
Pecora and Carroll [55, 56], Cuomo and Oppenheim [19] and others, we propose a new scheme 
for communication of a signal using chaotic synchronization and discuss some of the benefits 
and shortcomings of using chaos synchronization for such a purpose.
1.3.3 R id d led  basins o f  a ttraction
When given a dynamical system, a sensible question to ask is ‘What is the effect on the 
dynamical system of an initial condition?’ . A number of final states are possible, for example 
the trajectory could stay where it is, or diverge off to infinity. More likely it will settle down 
to some periodic motion, such as the pendulum of a Huygen’s clock, or in the case of a chaotic 
system such as the Lorenz equations, it will map out a complex pattern in the phase space.
If enough initial conditions end up at the same state, then we call that state an attractor for 
the dynamical system. A dynamical system may contain many attractors and for this reason,
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it is often the set of points which asymptote to the attractor concerned that is of greater 
interest. We call such a set a basin of attraction and these can be straightforward or very 
complex indeed.
It may seem reasonable to think that if an initial condition asymptotes to a particular at­
tractor, then nearby trajectories would also asymptote to the same state. Unfortunately this 
is not necessarily the case. In fact in the case of coupled chaotic systems, the situation can 
arise that arbitrarily close to any initial condition belonging to the basin of one attractor, 
are points belonging to the basins of other attractors. If such a situation arises then we refer 
to the basin as being riddled. This phenomenon was first noticed by James Alexander and 
co-workers in 1992 [4].
In chapter 2 we shall make mathematically rigorous all of these concepts and classify different 
types of attractors according to their basins of attraction. Following this, in chapter 9 we shall 
develop these ideas of riddled basins by applying the concept of riddling to arbitrary sets and 
examining the types of dynamics that can occur.
1.3 .4  C onclusions and Future W ork
Finally in chapter 10, we draw some conclusions from the work studied in this thesis and 
present ideas for future work in this area.
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Chapter 2
Definitions and terminology
Throughout this thesis we shall make use of a number of techniques for the examination of 
chaotic dynamical systems and in this chapter we shall bring together a number of common 
definitions and techniques that we shall make frequent use of.
2.1 Lebesgue measure and Borel sets
In order to make rigorous the ideas of measure and in particular Lebesgue measure, we must 
introduce some fundamental concepts of set theory. A deeper discussion of measure and set 
theory may be found in any of the following [23, 24, 70, 8 8 ].
2.1.1 L ebesgue O uter M easure
We shall be concerned with both closed and sometimes compact n-dimensional subsets I  of 
the Euclidean space M” . We define / ,  a closed subset of Rn by I  =  {  x  : aj <  Xj <  fy, j =  
l,...,n }. The volume of I  denoted v(I), is defined as v(I) =  IIj=i(fy ~ aj)- To define the outer 
measure of an arbitrary subset E  C W 1, cover E  by a countable collection S  of intervals fy, 
such that E  C (JjE=o-^ and let a(S) — JZikeSv (h)-
The Lebesgue outer measure, sometimes referred to as the exterior measure of E , denoted 
|E\e, is defined by \E\e =  inf cr(5'), where the infimum is taken over all such covers S of E.  
Thus the Lebesgue outer measure of E  is a value between 0 and +oo.
1. If E x C E 2, then \Ex\e <  \E2\e.
2 .  If E  =  (J E k  is a countable union of sets, then \ E \ e  <  Y 2  \ E k \ e -
It is apparent that any subset of a set with outer measure zero will also have outer measure 
zero. As well as this, any countable union of sets, each having zero outer measure, will 
also have outer measure zero. Uncountable sets may also have Lebesgue outer measure zero. 
An example of this is the middle-thirds Cantor set. The following theorem is quoted from 
Wheeden and Zygmund [8 8 ],
Theorem  2.1.1 Let E  C R L  Then given e >  0, there exists an open set G such that E  C G 
and \G\e <  \E\e +  e. Hence,
|E|e= inf \G\e, 
where the infimum is taken over all open sets G containing E.
2.1.2 L ebesgue m easure
A subset E  of Rn is said to be Lebesgue measurable, if given e >  0, there exists an open set G 
such that
E  C G and |G — E \ e  <  e.
If E  is Lebesgue measurable, its outer measure is called its Lebesgue measure, or simply its 
measure and is denoted 1(E).  Therefore,
i(E) =  \E\e, for measurable E.
It is apparent from these definitions that any open set is measurable, as is every set of outer 
measure zero. At this time we quote some further useful results from [8 8 ].
Theorem  2 .1 .2
1. Every closed set is measurable.
P r o p o s i t i o n  2 . 1 . 1  ( B a s i c  p r o p e r t i e s )
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2. The complement of a measurable set is measurable.
3. The intersection E  =  of a countable number of measurable sets is measurable.
2.1 .3  a- algebras
A class of sets that are closed under the set-theoretic operations of taking complements, 
countable unions, and countable intersections is called a cr-algebra, which we define formally 
as follows:
Definition 2.1.1 A nonempty collection S of subsets E  is called a a-algebra if it satisfies
1. E c  G F i fE  G S.
2. UkEk G E if Ek G S, k =  1 ,2 ,... .
It is apparent that the entire space as well as the empty set belong to any cr-algebra. 
Proposition 2 .1 . 2  The collection of measurable subsets of Rn is a a-algebra.
2.1 .4  B orel cr-algebra and B orel se ts
The smallest cr-algebra of subsets of Rn containing all the open subsets of Rn is called the 
Borel cr-algebra, B of Rn and the sets belonging to B are called Borel subsets of Rn.
Theorem  2.1.3  Every Borel set is measurable.
Proof: Let A  be the collection of measurable subsets of Rn. It is apparent that A  is a cr-
algebra. Since every open set belongs to A , and B is the smallest cr-algebra containing the
open sets, B  C A.
2.1 .5  C om pactness
We say that a subset I  C Rn is compact if any collection of open sets which covers I  has a 
finite subcollection which also covers I. This is a useful property since it enables infinite sets 
of conditions to be reduced to finitely many. For certain metric spaces such as Rn, a set I  is 
compact if it is both closed and bounded.
1 0
2.2 Attractors
In chapter 1 we saw how solutions of the Lorenz equations (1.1) for different initial conditions 
gave rise to the same asymtotic pattern, which we informally termed an attractor. A reason­
able question to ask at this time is how can we define an attractor mathematically? In order 
to answer this question we must think carefully about what we mean by the same asymptotic 
pattern and how we can classify whether two different initial conditions give rise to solutions 
lying on the same pattern.
Thus suppose that X  G Rn is a vector consisting of n independent variables and that 
f : Rn —> Rn is some continuous, non-linear function in n dimensions. Then we say that
X  =  f (X ) , or (2.1)
X n + 1  =  f ( X n), (2.2)
is an n-dimensional dynamical system. In system (2.1) time is assumed to be continuous and 
we refer to the solution of the system as a flow, whereas in system (2 .2 ), time is assumed to 
be discrete and we call the system a map. The solutions of the Lorenz equations (1.1) are an 
example of a chaotic flow, whereas the Logistic map which is defined by,
xn+l — xn), (2.3)
is a simple example of a map, which for certain values of the parameter a is observed to be 
chaotic. Computationally, maps are easier to work with than flows, since a computer can 
work out values of the orbits (subject to rounding errors) from any given initial conditions. In 
general working out a flow exactly is not possible and one must use a numerical integrator in 
order to gain an idea of the solutions. A numerical integrator effectively transforms the flow 
into a map and solves a discrete version of the continuous system.
In the discussion which follows, we shall assume that we are working with maps, although
the case for flows is similar. Thus suppose that we have a system of the form (2.2), it is now
sensible to ask given an initial condition X 0, what happens to the solution, X n as n-+ oo? To
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consider this we are interested in sequences ( X 0, X l5 . . . }  i.e. the orbits { X n} =  (frt(X 0)}. 
Where f 7 is the nth iterate of the map f.
If there exists Xoo and an infinite subsequence { X nr} for integers nr such that 0 <  n\ <  n2 <  
n3 <  . . .  and X „ r —» X ^  as r —> oo, then we say that X ^  is a limit point or an oo-limit point 
of the series { X n}. For example if {X n} =  then the sequence has two
limit points, namely plus 1 and minus 1 .
We call the set of all such w-limit points of the orbit (fftxo)} the w-limit set. Thus for the 
previous example the a/-limit set is {-1 ,1}. We now wish to determine the difference between 
an w-limit set and an attractor; an cu-limit set refers to a particular orbit, whereas in the 
case of an attractor we would wish for many orbits as opposed to just one going to the same 
cu-limit set. These special w-limit sets are what we shall term attractors. In order to make 
this statement more rigorous, we should make clear what is meant by many orbits, using the 
ideas of section 2 .1  and the following proposition:
Definition 2 .2 .1  A compact set A is called invariant under the action of a map f , if f n(A) C 
A for all n >  0.
Actually the condition f (A)  C A  is sufficient for invariance, since the definition follows by 
induction.
2.2.1 B asin  o f a ttraction
Given a compact, invariant subset A of a phase space, consisting of an open set M C I ' 1, we 
are interested in the set of initial conditions x in M  whose cu-limit sets are contained in A.  We 
call such a set the basin of attraction of the set A, which we define mathematically as follows,
Definition 2 .2 . 2  Suppose that AC- M  is a compact, invariant set. Then we define the basin 
of attraction of A  as,
B(A) =  {x  G M  : w(x) C A }.
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It is apparent that the basin of attraction could be infinitely large, or indeed contain only one 
point, in the case of a repelling fixed point. For a compact, invariant set A  to be attracting, 
we would want many initial conditions x to have cu-limit sets within A.
2.2.2 R elative basin  o f a ttraction
Another concept that we shall make use of, is that of a relative basin of attraction. Thus, 
suppose that V  is a Borel subset of M  and A is a compact, invariant set such that A  C V  C M . 
Then we define the basin of A  relative to V  as,
Definition 2 .2 .3
Bv(A) — {x  £ M  : c j ( x )  C A and f k(x) G V for all k =  0 ,1 ,2 ,...} .
A relative basin is the set of initial conditions x , whose w-limit sets are in A  and whose iterates 
remain in V.
2.2 .3  W eak attractor
If the basin of attraction of a compact, invariant set A is a positive measure set (we assume 
that the dynamical system does support a measure), then we say that A is a weak attractor 
for the dynamical system (2.2). This is a very weak notion of attractor, since any positive 
measure invariant set is arbitrarily a weak attractor. Although we shall later make use of such 
attractors, we shall also define some stronger notions of attractor.
2.2 .4  M ilnor a ttractor
In his famous paper “On the concept of attractor” [45, 46], Milnor defined a closed subset 
A C M  to be an attractor if it satisfied the following conditions:
1. The basin of attraction of A, is a positive measure set.
2. There is no strictly smaller closed set A! C A, such that B(A') = 0 B(A),  where = 0 is 
used to represent equality of two sets, up to a set of measure zero.
We shall refer to such sets A as Milnor attractors.
1 3
2.2 .5  M inim al M ilnor a ttractor
Milnor further defined a closed set A  C M  to be a minimal attractor, if for all proper closed 
subsets A' c  A , l(B(A!)) =  0 .
2 .2 .6  A sy m p to tica lly  stab le  a ttractor
An asymptotically stable attractor is the strongest form of attractor that we consider. A fairly 
standard way of defining an asymptotically stable attractor is as follows:
Definition 2 .2 .4  If B(A) is a neighbourhood of A and for all neighbourhoods V of A there 
is a neighbourhood U of A such that f n(U) C V for all n G N, we say A is asymptotically 
stable.
We may restate this concept using relative basins of attraction:
Lem m a 2 .2 . 1  An invariant set A is an asymptotically stable attractor if and only if for any 
neighbourhood V of A, By (A) is a neighbourhood of A.
Proof: Suppose that A  is asymptotically stable. Then given any neighbourhood V  of A  there 
is a neighbourhood U such that U C By (A) and so By (A) is a neighbourhood. Conversely, if 
By (A) is a neighbourhood for any neighbourhood V, B(A) D  By (A) is a neighbourhood and 
U — By (A) will satisfy f n(U) C V  for all n G N.
2.3 Lyapunov exponents
In chapter 1, we discussed how chaos is often described as sensitivity to initial conditions. To 
be more rigorous we use the following definition, from Drazin [20]:
Definition 2 .3 .1  A compact, invariant set A is said to exhibit sensitivity to initial conditions 
if there exists 6 >  0 such that for all x G A and all neighbourhoods B  of x, there exists y G B  
and N  >  0  such that — f N(y) | >  S.
One way of characterising chaos is to require that neighbouring orbits separate faster than 
an exponential function on average. It is consequently this rapid separation of neighbouring
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trajectories which makes it impossible to predict the behaviour of a chaotic solution far into 
the future. We may quantify these ideas using Lyapunov exponents.
Hence suppose that
X  =  f  (X ) (2.4)
is a set of ordinary differential equations on a measurable phase space M. We may denote 
the solution of (2.4) by
where is a solution operator for the system. Then we may define the average rate of growth 
as
where D is the Jacobian with respect to X  and JX is a small perturbation.
Typically, the largest Lyapunov exponent will give the rate of exponential separation of nearby 
orbits. Consequently the largest Lyapunov exponent being positive is an indicator of chaotic 
dynamics of the system (2.4).
Although A(X, JX) can vary wildly, Oseledec’s multiplicative ergodic theorem [47], gives that 
for any ergodic measure p, X (X, JX) takes only finitely many values for p almost all X .
A more in depth discussion of Lyapunov exponents appears in the book of Ruelle [67].
X (t) =  $t(X (0)), (2.5)
A(X(0),<5X) =  lim ilog|!Z>$((X(0))#X||
t—)-oo t
(2.6)
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C h a p t e r  3
D y n a m i c a l  s y s t e m s  w i t h  s y m m e t r y
Most of the dynamical systems that are considered within this thesis have additional structure 
due to symmetry. By symmetry within a dynamical system, we mean a system of the form 
(2.1/2.2) such that 7 / ( X )  =  / ( 7 X ). We denote the set of all such 7  satisfying this condition 
by T. Whilst these symmetries may take the form of a simple rotation or reflexion, symmetry 
groups can be extremely complex and hard to detect. However, given any subgroup E of T, 
we define the fixed point space as, Fix(E) =  { x  E M  : crx =  x , Vcr E E}. This is a subspace of 
M  that is invariant under the action of /  because for any x  E Fix(E), x  =  a x  which implies 
f ( x )  =  f ( a x )  =  a f ( x )  and so f ( x )  E Fix(E) as well. For a typical group action this will 
give rise to non trivial invariant subspaces of M  and henceforth we do not consider the group 
action and concentrate only on the invariant subspaces.
As was seen in section 2.3, Lyapunov exponents provide a useful indicator of expansion and 
contraction rates in a dynamical system, and therefore prove useful in determining issues of 
stability and bifurcations.
3 . 1  T r a n s v e r s e  a n d  T a n g e n t i a l  L y a p u n o v  e x p o n e n t s
Suppose that M  is an m-dimensional manifold and /  : M  —> M  is a smooth function which 
leaves an n-dimensional submanifold N  invariant. Further, suppose that for the restricted 
mapping /|jv, A C N  is an attractor. Then, given an ergodic, invariant measure p supported
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in A, for /i-almost all x G A, there will exist m — n transverse Lyapunov exponents A / (x) 
with i running from 1  to m — n, (i. e. Exponents whose corresponding eigenspaces are normal 
to N ) and n tangential Lyapunov exponents A^  (x) with j  running from 1 to n. Since the 
measure p is assumed ergodic, we may drop the dependence on x. The largest transverse 
Lyapunov exponent is sometimes referred to as the normal Lyapunov exponent. If this is 
negative, then there exists a set f y  C A of full p-me&sme such that for all x  G fy ,  there 
exists an ra — n dimensional local stable manifold which is transverse to N. Therefore, if 
we consider a neighbourhood U of A, then points lying in the intersection between U and 
the stable manifold will forward-asymptote to A. On the other hand, if at least the normal 
Lyapunov exponent is positive, then for all x G Bp there exists an unstable manifold and A 
must be at least Lyapunov unstable.
Unfortunately however, ergodic, invariant measures on A are often not unique. For example, 
each (unstable) periodic orbit contained in a chaotic attractor has an ergodic measure whose 
support is the orbit. Since chaotic attractors often contain many unstable periodic orbits, 
the question of transverse stability arises independently for each ergodic measure supported 
in A. If there exists a ‘natural’ measure on A, then Lebesgue-almost all points in the basin 
have the same set of corresponding transverse Lyapunov exponents and manifolds, but there 
can still exist a dense set in A with different behaviour. We shall typically assume that the 
attractor A does support a ‘natural’ measure, although this is difficult to prove in general. If 
the attractor is chaotic, then we assume that at least the largest tangential exponent will be 
positive for the ‘natural’ measure.
For a more rigorous discussion of these issues including thorough defintions of transverse and 
tangential Lyapunov exponents, see [7, 8].
3 .1 .1  B lo w o u t  b i f u r c a t i o n
When considering bifurcations of dynamical systems, we are typically concerned with changes 
in system behaviour as a parameter is varied. A situation that we will be particularly interested
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in, is the circumstances under which the attractor A for the restricted map fjjy, is also an 
attractor for the full system /  : M  —> M. The answer to this question lies with the normal 
Lyapunov exponent for the ‘natural’ measure on A.
If this exponent is negative than we know that trajectories nearby to the manifold N  will 
contract exponentially onto N  and consequently the attractor A  is an attractor for the full 
system. This will of course not be the case if the normal Lyapunov exponent is positive. The 
point at which the attractor A  ceases to be an attractor for the full map /  : M  M, we term 
a blowout bifurcation point. We formulate these statements into the following definition:
Definition 3.1.1 (B low out B ifurcation [50]) Suppose that f  : M  M , where M  is 
an m-dimensional manifold, and that under the action of f  there exists an invariant n- 
dimensional submanifold, N. Further suppose that A  c  N is a chaotic attractor for the 
restricted mapping f\# : N  -+ N, with natural measure p(.). Then we say that the system 
undergoes a blowout bifurcation, if the normal Lyapunov exponent with respect to p passes 
through 0 as a parameter r) is varied.
The term “blowout” was coined because as the normal Lyapunov exponent passes through 0 
from below, the attractor A C N  ceases to be an attractor for the full system /  : M  —» M  
and consequently typical trajectories in M  are blown away from the submanifold N  to other 
attractors present in M.
The type of bifurcation parameter 77 plays an important role in determining the nature of 
the blowout bifurcation. If varying the parameter has no effect on the dynamics within the 
invariant submanifold then we refer to 77 as a normal parameter and the transverse Lyapunov 
exponents will vary smoothly with 77. Consequently, the bifurcation will occur at a single 
point. If however, upon varying 77, the dynamics within the invariant submanifold are also 
varied, then we refer to 77 as a non-normal parameter. In this case, the transverse Lyapunov 
exponents do not vary smoothly, or even necessarily continuously. In this case, the bifurcation 
appears blurred and occurs accross a fuzzy region. Most of the systems we consider within 
this thesis possess non-normal parameters.
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The blowout bifurcation, like a Hopf bifurcation can be either subcritical or supercritical 
depending on conditions away from the manifold N. These hard and soft bifurcations may 
result in either riddled basins [4] or on-off intermittency [60]. In this thesis we are typically 
interested in blowout bifurcations which occur upon varying only one parameter. However, 
blowouts have been observed upon varying multiple parameters, see for example [9, 10].
3 .1 .2  R id d le d  B a s in s
The term ‘riddled basins’ was coined by Alexander and co-workers in 1992, in their paper of 
the same name [4]. Essentially they discovered that it was possible for the basin of attraction 
for an attractor in an invariant submanifold to have positive measure but not contain any 
open sets. They formulated this into the following definition:
Definition 3.1.2 (R iddled Basins [4]) Suppose that A  C N  is an attractor, with basin of
attraction B (A ) .  Further suppose that B § (x ) is a ball of radius 6 about the point x . Then we
say that B (A )  is riddled if for all x  G B (A )  and all 6 >  0 we have
£ (B g (x ) fl B (A ) )  >  0  and £(B $(x ) n B C(A ))  >  0  (3.1)
The meaning of equation (3.1) is that arbitrarily close to any point belonging to the basin of 
attraction of A, are points belonging to the basins of other attractors. Consequently, you can 
not guarantee selecting initial conditions in general that will asymptote to a particular state 
of the system, since any small perturbation will result in asymptoting to different states. We 
expand these ideas considerably in chapter 9. Riddled basins have been studied extensively 
in recent years and a selection of additional references to those mentioned explicitly include 
[30, 40, 51, 54, 87].
3 .1 .3  O n -o fF  I n t e r m i t t e n c y
Platt, Spiegel and Tresser termed the extreme temporal bursting that was often seen close 
to a blowout bifurcation, ‘on-off intermittency’ in their paper in 1993 [60], since the trajecto­
ries would remain close to the submanifold containing an attractor for a long time (the ‘on’
19
phase), before bursting away and being reinjected (the ‘off’ phase). Pikovsky and Grassberger 
observed similar behaviour in 1991 [59] and subsequently to the work of Platt et al., Ashwin 
et al. [7, 8], related the idea of on-off intermittency, to that of an attractor having a locally 
riddled basin. We define this as follows:
D efinition 3.1.3 (Locally R iddled Basin [8]) An attractor A has a locally riddled basin 
if there exists a neighbourhood V of A such that, for all x G A and 6 >  0,
£(B6( x )D U (V ) c) > 0 , (3.2)
where U(V) =  Dn>o f~ n{V); that is, U(V) is the set of points in V whose iterates always 
remain in V.
This definition differs from that of a riddled basin, in that it says: arbitrarily close to any 
point of the attractor there exists a set of points which leave the neighbourhood V  under 
forward iteration of the map / .  It does however, allow for them to be reinjected and return 
to A, hence the phrase local riddling.
On-off intermittency has since been examined in a number of contexts, see for example [6, 17, 
61, 92].
3 . 2  S y n c h r o n i z a t i o n
We now extend these ideas to consider the issues of chaotic synchronization. Typically syn­
chronization in systems comes about due to the presence of attractors in symmetry forced 
invariant subspaces and we use some of these ideas in order to classify the behaviour of cou­
pled systems. Various types of synchronization can occur in chaotic systems and throughout 
this thesis we will be concentrating on two main types, complete synchronization and gener­
alized synchronization.
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In the description which follows we consider only the case of bidirectionally coupled m dimen­
sional mappings, but the results apply in an appropriate manner to unidirectionally coupled 
maps and flows. Suppose that we have a system of the form,
X N+1 =  f (X N, Y N, h),
(3.3)
Y n+1 =  f (Y N,X N,h),
where f  is a mapping in m dimensions. The vector h is a set of parameters characterising the 
coupling between the two systems X  and Y . Define a new system by letting Xn+ =  | (X n  
+  Y n ) and X ^_ =  ■ Y n). This leads to the new equations,
X (n+i )+ =  f+ (^ n+ , X n-  , h ),
(3.4)
X(N+1)_ =  ’ f - ( X N - ,  X n +, h).
Then the synchronization manifold is defined by X n -  =  0. Consequently the two systems 
will synchronize if and only if X n -  —»■ 0 as N  —>• oo. In the limit this leads to the variational 
equation,
£ n + i  =  J f _ ( X N + ,  X n -, h ) £ N )
where Jf_ is the Jacobian of the mapping f ' with respect to X. Consequently a necessary 
condition for synchronization of X  and Y  to occur is the following, which relates to definition 
(3.1.1):
Theorem  3.2.1 (Pecora and Carroll [55]) The two systems X  and Y  will synchronize 
only if the the largest transversal Lyapunov exponent of system (3.4) is negative.
This of course is not a sufficient condition for synchronization to occur, since the initial 
conditions in X  and Y  are not considered. It could occur for example, that the synchronization 
manifold contains a Milnor attractor, but the attractor has a riddled basin and consequently
3 .2 .1  C o m p l e t e  S y n c h r o n i z a t i o n
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we could not guarantee obtaining synchronization for an arbitrary initial condition. Pecora 
and Carroll use the term conditional Lyapunov exponents in their paper, .however, for the 
situations that we shall consider conditional and transversal are interchangeable. See the 
paper of de Sousa Vieira et al. [74].
For a simple example o f complete synchronization, consider the case of the skewed tent map 
defined by,
tent (ft) =  <
% 0 <  x  <  a,
“  “  “  (3.5)
x  a <  x  <  1 ,, 1 — a
on the interval [0,1], where the parameter a G [0,1], a #  To consider the issue o f synchro­
nization, we examine two coupled tent maps o f the form,
XN + 1  =  te n t ( x N +  e(yN -  x N )),
(3.6)
y N+i =  tent^jv +  e(xN -  2/iv)),
where e is a parameter representing the coupling strength between the two systems. In Fig­
ure 3.1, we consider the manifold defined by x n  — yn against the number of iterations o f the 
map (3.6), with values of the parameters {a , e} =  {0 .55 ,0 .25 } respectively.
Hassler and Maistrenko [27] considered a system o f coupled tent maps similar to (3.6) and 
showed analytically that the transverse Lyapunov exponent for system (3.6) is given by,
A_l =  a ln a — (1 — a) ln (l — a) +  In |1 — 2e|, (3.7)
which for the values o f the parameters {a , e } =  {0 .55 ,0 .25 } gives a value o f Aj_ =  —0.005. Since 
this is negative we have via Theorem 3.2.1 a necessary condition for chaotic synchronization 
to occur. To confirm numerically that synchronization will occur in this case, we compute the 
basin o f attraction for the attractor within the synchronization manifold x r^ =  Vn - To do this 
we use the algorithm in Appendix A, on the interval [0 , 1] x  [0 , 1], with 2500 forward iterations 
o f system (3.6). The result o f the com putation is illustrated in Figure 3.2. To determine
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Figure 3.1: I l lu s tra t in g  the d ifference between the variab les x n  and y n  aga inst ite ra tio n s  f o r  
system  (3 .6 ). I t  is apparen t th a t the tw o systems synchron ize a fte r an in i t ia l  tra n s ie n t phase, 
since x n  — V n  —? 0 on increas ing  the num ber o f ite ra tio n s  o f (3 .6 ).
the occurence o f synchronization, we specified a small region around the synchronization 
manifold and evaluated whether or not the solution for a given initial condition lay within 
the region after a given number of iterations. A  few initial conditions remained white, but 
almost all initial conditions end up on the synchronization manifold. Thus we may conclude 
that numerically at least, for system (3.6), synchronization will occur for the parameter values 
{ a ,e }  =  {0 .55 ,0 .25 }.
3 .2 .2  G e n e r a l iz e d  s y n c h r o n iz a t io n
The concept o f complete synchronization is however somewhat restrictive, especially in physi­
cal applications. The requirement that both systems be identical is difficult to achieve except 
in idealized circumstances. Therefore it is desirable to consider a less restrictive form of 
synchronization, namely generalized synch ron iza tion .
For the purposes o f this discussion we consider only the case o f drive-response systems. A l­
though we lose generality, this condition enables us to use certain techniques to determine the 
presence of generalized synchronization.
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Figure 3.2: I l lu s tra t in g  the basin o f  a ttra c tio n  fo r  two coupled te n t maps. The basin was com ­
puted  by subd iv id ing  the phase space in to  a 512 x 512 g r id  o f in i t ia l  cond ition s  and then fo r  
each in i t ia l  co n d itio n  ite ra tin g  fo rw a rd  system (3 .6 ) 2500 steps. The p redom ina te ly  black g r id
ind ica tes  th a t a f u l l  measure set o f  p o in ts  belong to the basin o f  a ttra c tio n  o f the a ttra c to r
in  the synch ron iza tio n  m a n ifo ld  and  we m ay conclude the syn ch ro n iza tio n  occurs fo r  the pa ­
ra m e te r values considered. N ote  however, th a t there are a sm a ll num ber o f po in ts  f o r  w h ich  
syn ch ro n iza tio n  does n o t occur.
Thus suppose that we have a phase space M  — X  ©  Y  and a drive-response system o f the 
form,
X  =  / ( X ) ,  (3.8)
Y  =  s (X ,  Y ,h ) ,  (3.9)
where X  may be thought o f as the driving system with phase space X , Y  the response system 
with phase space Y , and the coupling between the two systems is characterised by a set o f 
parameters h. This type o f coupling may also be referred to as unidirectional.
0 X 1
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If the set o f parameters are all identically zero, then it is assumed that the chaotic evolution 
o f Y  in the Y  space, is independent o f that o f X  in the X  space. Rulkov et al. [68], first 
introduced the term “generalized synchronization” which they subsequently defined as follows 
[2],
Definition 3 .2 .1  Suppose th a t we have a system  o f the fo rm  (3 .8 ,3 .9 ), then we say th a t the 
two systems exh ib it generalized synchronization i f  there exists a con tinuous fu n c t io n  (ft, such 
th a t Y (t) — < ft(X (t)). In  such a case we re fe r to  (ft as the generalized syn ch ro n iza tio n  fu n c tio n .
This definition is not particularly satisfying from our viewpoint for a number o f reasons. 
Firstly, it makes no reference to the attracting nature or otherwise o f the manifold defined 
by Y ( t)  =  ( f t(X ( t) ) .  Further, Abarbanel and co-workers attach a number of conditions to the 
nature o f (ft that are too general to be verified in a mathematical setting.
Thus we extend the definition o f generalized synchronization to take these considerations into 
account as follows,
Definition 3 .2 .2  (Generalized Synchronization) G iven an in v a r ia n t  m a n ifo ld  A4 =  { ( X ,Y )
(ft(X ) =  Y }  f o r  the system (3 .8 ,3 .9 ), w h ich  con ta ins at least a M iln o r  a ttra c to r , fo r  the whole  
space, then we say th a t X  and Y  are generalized synchronized and th a t the fu n c t io n  (ft is the 
generalized synch ron iza tio n  fu n c tio n .
If we have such a situation as described in Definition 3.2.2, this guarantees us the ability to 
predict the state o f the response system from measurements o f the drive system only. It is 
important to note that this functional relationship <ft does not need to hold throughout the 
phase space M , but only on the manifold Ad. i. e. Invariance is only required on A4. Stronger 
conditions may be imposed on (ft, for example differentiability [28], but are not considered here.
3 .2 .3  T h e  A u x i l i a r y  s y s t e m  a p p r o a c h
In order to detect generalized synchronization we may use a technique called the A u x ilia ry  
system  approach , which was first suggested by Abarbanel et a l [ 2]. Thus, we consider the
25
where Z  evolves in a phase space Z , in the absence o f h. It is apparent that when the response 
system (3.9) and the auxiliary system (3.10) are driven by the same drive system (3.8), then 
the evolution in M  and M' =  X  ©  Z  should give rise to the same chaotic attractor. It is 
possible o f course that the orbits o f Y  and Z  do not evolve onto the same attractor. In 
particular this could arise if there are multiple attractors for the driven system and the initial 
conditions for Y (0 ) and Z (0) lie in the basins o f different attractors. However, if we assume 
that the initial conditions for Y (0 )  and Z (0 ) both lie in the same basin, then after an initial 
transient phase, the solutions o f both Y  and Z  will certainly lie in the same attractor in phase 
space.
We are interested in the circumstances which imply that the solutions Y  ( t)  and Z ( t)  not only 
lie on the same attractor, but actually |Y( t)  — Z(£)| —» 0 as t  - J  oo. This will not be the 
case in general, since the nature o f chaos is such that neighbouring orbits on some chaotic 
attractor will separate exponentially until they are distance apart the magnitude o f the chaotic 
attractor, and then remain uncorrelated.
However, if there exists the generalized synchronization relation between drive and response 
variables, i . e . Y { t )  — </>(X(£)) and Z (i)  =  </>(X(t)), then a solution does exist o f the form 
Y ( t )  =  Z (t). Hence, the question regarding the stability o f the synchronization manifold 
Y ( t )  =  4>(X(t)) is equivalent to  that o f the stability o f the synchronization manifold Y (t) =  
Z (t) [2],
To demonstrate the fact that linear stability o f Y  (t) — Z (t) is equivalent to the linear stability 
o f Y (t) — in M , we consider the linearized equations that govern the evolution of the
auxiliary system
Z =  g(X, Z, h), (3.10)
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quantities, £y(£) =  Y ( t )  — 0 (X (£ )) and f z ( t )  — Z(£) — 0 (X (ft ) .  These are given by
where J g ( - , X , h )  is the Jacobian o f g  with respect to (•). Since the equations governing the 
linearized m otion for and f z { t)  are identical, then the linearized equations for & ( t )  -  
£y(£) =  Zfy) — Y (t) will have the same Jacobian J g ( * , X , h )  as before. Therefore, if the 
manifold corresponding to synchronization o f Z ( t)  — Y ( t )  is linearly stable in the phase space 
M  © Z,  then the manifold corresponding to Y (t) =  0 (X (£ )) is linearly stable in M .
This is somewhat easier to work with, since we may use the notions o f complete synchronization 
and the theory o f transverse Lyapunov exponents in the auxiliary phase space M  0  Z  to 
determine stability o f the generalized synchronization manifold in M  as well.
3 .2 .4  E x a m p le  o f  g e n e r a l iz e d  s y n c h r o n iz a t io n
For a straightforward example o f two systems exhibiting generalized synchronization, we con­
sider a unidirectionally coupled system where a logistic map drives a tent map,
£ y  -  J g ( X , 0 ( X ) , h ) . < £ Y (3.11)
£ z  =  J g ( X , ^ ( X ) , h ) . £ z (3.12)
«^n+l 4xn(\ Xn)
(3.13)
V n + i  =  tent(yn -f  e(xn -  yn))
where the function tent is as defined in (3.5). To test for the presence o f generalized synchro­
nization, we introduce an auxiliary system o f the form,
zn+1 =  ten tft„ +  e(xn -  zn)), (3.14)
and examine the onset o f complete synchronization between y  and z.
For small values o f the coupling parameter e, the solutions of y and the auxiliary system z ap­
pear uncorrelated, even when the system is iterated forward for large numbers (~  100000). In
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Figure 3.3: E x a m in in g  the onset o f generalized syn ch ro n iza tio n  in  a coupled lo g is tic -te n t m ap  
system (3 .13 ), us ing the A u x il ia ry  system  approach. We considered a value o f the te n t m ap  
pa ram e te r o f 0.55. In  the top two graphs, the coup ling  strength  was 0.25 and no synch ron iza ­
t io n  occurs between y  and  the a u x ilia ry  system z. H owever, when the coup ling  is increased  
to  0.5, synch ron iza tio n  between y  and z does occur, in d ic a tin g  the presence o f generalized  
synch ron iza tio n  between x  and y.
the numerical experiments performed this appeared to be the case for e ~  [0,0.475], However, 
for values of e larger than this, the solutions of y  and the auxiliary system z did synchronize 
after an initial transient phase. With a coupling strength of 0.5, this transient phase was in 
the region of 50-100 iterations depending on the initial conditions for x , y  and These results 
are illustrated in Figure 3.3.
Thus using Abarbanel’s auxiliary system approach, we have demonstrated the existence of 
generalized synchronization in system (3.13) for suitable coupling strength.
The interested reader may like to browse the review article [57] and its extensive bibliography 
of articles on chaotic synchronization of various types.
X y
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C h a p t e r  4  
S y n c h r o n i z a t i o n  o f  c h a o s  i n  a  s o l i d  
s t a t e  l a s e r  s y s t e m
4 . 1  I n t r o d u c t i o n
In this chapter, we introduce a model for a trivalent Neodymium doped Yttrium Aluminium 
Garnet laser (Nd:YAG) and examine the behaviour thereof. In the first instance we develop 
an understanding of the mechanisms that lead to chaotic intensity fluctuations of the laser’s 
electric field amplitude. We discover that the route to chaos is via a period doubling cascade, 
much like the case of the logistic map introduced previously. Having understood the dynamics 
of a single Nd: YAG laser, we introduce a model for two coupled Nd: YAG lasers with symmetric 
coupling. We demonstrate that under certain conditions the chaotic amplitude intensities and 
the electric field phases of the two lasers may synchronize. Such synchronization is shown to 
be lost via a blowout bifurcation from a fully synchronized state into a state where only the 
electric field phases are synchronized. Finally we discuss the implications of noise within the 
system, and indicate the presence of bubbling  effects [7].
4 .1 .1  P h y s ic a l  d e s c r ip t i o n
A single Nd:YAG laser can be created by pumping a Nd:YAG rod with an Ar+ (Argon) laser. 
The pump beam is parallel with respect to the axis of the YAG crystal and typically the pump
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power is in the region of 5W. The optical cavity consists of a high reflection coated end face 
of the rod and of an external planar coupler with a transmittance rate of the order of 2 %. A 
typical value of the relaxation oscillation frequency of the laser is between 100kHz & 150kHz. 
Chaotic intensity fluctuations of the laser may be obtained by sinusoidally modulating the 
pump beam or intra cavity loss at a rate close to that of the relaxation oscillation frequency. 
This can be achieved by use of an Acousto-Optical Modulator (AOM), which can modulate 
either the pump beam or intra cavity loss in the desired manner. For a detailed discussion of 
the dynamics of an Nd:YAG laser see [2 2 ].
4 . 2  E q u a t i o n s  o f  m o t i o n  f o r  a  s i n g l e  N d : Y A G  l a s e r
4 .2 .1  T h e  u n m o d u la t e d  c a s e
The equations of motion for a single, unmodulated Nd:YAG laser are given by,
f  =
dF
—  =  7 (A-F2), (4.1)
where X  represents the electric field amplitude and F  the gain of the laser. These equations 
were developed by Roy et al. and the physical manifestations of them are described in [2 2 ]. 
For the purposes of our study here, we are more concerned with the bifurcation problems 
associated with the model and we shall only consider the relationship to the physical system 
at a relatively superficial level. In system (4.1), the parameter A  relates to the pump excitation 
rate of the pump laser, a  relates to the intra cavity loss rate. 7  is a ratio of the timescale of 
light in the laser cavity and the upper level spontaneous emission lifetime of the lasing media.
It is apparent from system (4.1) that there exists two equilibrium points in the positive 
quadrant, corresponding to (0 ,A) and ( y j  ~~ a' ,a). Using standard linearization techniques, 
we find that (0,A) is a saddle point. The stability of the equilibrium point ( \ j fy--^,a) is
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determined by the eigenvalues o f the matrix,
(4.2)
/  Q . /  A  — OL ^
a
V - 27a / f t r 2  A 1  ]
which are, —^ 7  ^  V >  7 &7a jr) ^ ssum,ng that A  a and 7  are all positive and that
the excitation rate A  is greater than the rate of loss a, then for 0  <  7  <C 1, the eigenvalues of 
the linearized system are complex with negative real part. Hence the equilibrium point is a 
spiral sink. This can be observed experimentally in an unmodulated laser whereby the system 
exhibits damped oscillations to a steady state.
4 .2 .2  T h e  m o d u la t e d  c a s e
The equations for a modulated laser are defined to be,
d X
d t 
d F
=  ( F  — a 0 +  a xco s icv tA X , 
a
^ -  =  7 (A) +  A lCo s {u t)  -  F  -  F X 2), (4.3)
a t
where 0 7  and A i  represent the strength of modulation of the intra cavity loss and pump beam 
respectively. Typically in the experiments only one of the loss or pump beam is modulated at 
any one time and for the purposes of the analysis we consider only the case of loss modulation. 
The case of modulation of the pump beam is the same, provided an appropriate rescaling of 
the timescales is carried out [82].
We fix the value of the loss coefficient cn0 =  0.9 and the pump rate A 0 =  1 .2  . 7 , which is 
effectively a stiffness coefficient is chosen to be 0 . 0 1  in order to ease the numerical calculations. 
For solid state lasers 7  is typically in the range [10- 2 ,10~8], with the value for Nd:YAG lasers 
of the order 10“ 6. However, the numerical simulations with 7  =  10- 2  produces qualitatively 
the same results as in the experiments of [6 6 ].
If we introduce a small modulation rate 0 7  #  0, the method of averages tells us that we should 
expect the system to oscillate in a stable manner at an order of that of the modulation rate. 
In our system this results in the formation of a stable limit cycle. As the modulation strength
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is increased, we notice the appearance of a period- 2  orbit, which occured for «  0 .1 1 , the 
result of a period doubling bifurcation (see Figure 4.3). Increasing the modulation strength 
still further results in a period doubling cascade to chaos, much like the logistic map, and in 
a similar manner to that observed by Tang et a i  [75] in an N H 3 (Ammonia) laser system.
As the modulation strength is increased over a range of parameter values, windows of pe­
riodicity occur and in some cases are quite long-lasting. This is illustrated in Figure 4.1, 
where the variation in Lyapunov exponents is plotted against change in modulation rate, aq. 
We compute these exponents using the algorithm in Appendix B, by numerically solving the 
variational equations related to system (4.3). It is interesting to note that the two Lyapunov 
exponents are negative and that their average value remains approximately identical as oq 
is varied. When oq is zero, the expected average value of the Lyapunov exponents may be 
evaluated from the determinant of the matrix (4.2), and is =  ~ x 10—3? which we
see from Figure 4.2 is approximately the same.
Figure 4.1: A  crude p lo t o f how the L ya p u n o v  exponents o f system  (4 -3 ) change upon va ry in g  
oq. I t  is  apparen t tha t regions o f chaos exist, i.e . where the largest Lyapun ov  exponent is  
positive . How ever, as a i  is va ried  i t  is apparen t tha t pe riod ic  w indow s exist as well, f o r  
example  oq ~  0.165 .
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Figure 4.2: The average value o f  the two L yapun ov  exponents fro m  F igu re  4-.1, p lo tted  aga inst 
change in  aq. N ote  th a t the average value o f the L yapun ov  exponents is  always negative in  
the pa ram ete r regim e considered.
Choosing a value of aq =  0.2, puts the system in a region of chaotic behaviour as seen in
Figure 4.1. Figure 4.3 shows the attractor which forms in the positive quadrant of the X  — F
plane. It is apparent from system (4.3) that the line X  — 0 is invariant and so solutions which
dFstart with X  >  0, will remain in the top half plane. On the line F  =  0, ^  =  7  An which 
is positive and so all solutions which start in the positive quadrant will remain there for all 
time. In fact we expect trajectories close to F  =  0  to remain there for long periods of time, 
the length of which scales in proportion to q-1 .
A reasonable question to ask is, is the chaotic attractor in the positive quadrant bounded? 
The numerical simulations of the single laser would suggest that the attractor is bounded, 
and in fact Rodriguez [69] demonstrated the global boundedness of the attractor in the single 
laser case, using a modified Lyapunov functions technique.
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XFigure 4.3: Illustrating the period doubling route to chaos in a single model o f a solid-state 
Class B laser, which occurs as the modulation rate o f the loss is increased. Part a) shows the 
limit cycle which form s when aq ~  0.05. b) illustrates the period 2 orbit which form s when 
aq ~  0.11, c) the period 4 orbit when aq ~  0.125 and finally d) the chaotic attractor which 
occurs when aq s\j 0.2
4 . 3  I n t r o d u c t i o n  t o  t h e  t w o  l a s e r  p r o b l e m
We are now interested in understanding the underlying dynamics of the experimental system 
investigated by Roy and Thornburg [6 6 ]. The experimental system they considered consisted of 
two Nd:YAG lasers coupled via an overlap in their respective electric fields. A beam splitter 
was used to separate the Argon pump laser into two equal intensity beams and an AOM  
placed before this splitter or inside the laser cavity enabled equal pump or loss modulation. 
The experimental setup used in the case of pump modulation is illustrated in Figure 4.4.
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Figure 4.4: E xp e rim e n ta l system  f o r  genera ting  tw o sp a tia lly  coupled chao tic  lasers and m o n ­
ito r in g  th e ir  outputs. A n  acousto-op tic  m o d u la to r (A O M ) can be placed in  p o s itio n  (a ) to  
m odulate on ly  laser 1, o r  in  p o s itio n  (b) to m odula te  both lasers s im ultaneously. Beam  s p lit ­
ters d iv ide  the argon lase r o u tpu t in to  tw o beams, each o f w h ich pum ps a sp a tia lly  separate 
region in  the N d :Y A G  crysta l. The separation  o f  the beams can be va ried  by m ov ing  the beam 
com biner, B C . The video camera is used to  m o n ito r  the beam pro files. A  lens is used to  im ­
age the lasers so th a t the in d iv id u a l beams can be resolved and m on ito red  by the photodiodes  
P D 1 and PD 2. The tim e  traces o f the tw o lasers can be displayed and stored by the d ig ita l 
oscilloscope, (reproduced w ith  pe rm iss ion  fro m  [6 6 ])
4 . 4  E q u a t i o n s  o f  m o t i o n
The simplest model that provides an agreement with the known experimental data consists 
of equations for the complex electric fields, E  and gains G  of the two lasers,
dEx
d T
dGx
d T
d E 2
~dT
d G 2
~dT
tc — e\)Ex  — k E 2] 4- iuj\Ex, 
tJ \ p i - - G x - G x \Ex\2),
Tc 1 [ ( ^ 2  — “  n E \]  +  iu j2E 2)
Tf  l (P2 — g 2 — g 2 \e 2\2).
(4.4)
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In these equations, rc is the cavity round trip time of light in the laser cavity, 7 7  is the
fluorescence time of the upper lasing level of the Nd3+ ion, Pi and (i=l,2) are the pump and
cavity loss coefficients for lasers 1 and 2  respectively, cj* are the detunings of each laser from
a cavity mode, which is assumed identical due to the same crystal being used for both lasers.
The parameter k  represents the amount of overlap of the electric fields and may be thought of
as a coupling parameter. If it is assumed that the lasers have Gaussian intensity profile 1 /e 2
and radii w2, then the coupling may be assumed to be proportional to the area of overlap of
- d 2ey 2
the two lasers, hence the coupling parameter k ~  e zcoo . Due to this exponential relationship 
between the distance d and radius u ,  the laser coupling decays rapidly upon increasing the 
distance between the laser beams and so a wide variety of coupling strengths may be accessed 
by a relatively small adjustment of the separation between the beams. Figure 4.5 gives an 
illustration of this coupling scheme and indicates the overlap in Gaussian intensities. Currently
f\\ / \/ \ / \
/ \ / \
/ \ / t
/ \ 1 \
/ \ 1 \
I \ 1 11 \ 1 11 \ d 1 \1 ------------ \
i \ 1 \1 \ 1 \1 \ 1 \
/ \ / \
/ \ / \_ / / \/ \/ \ / \
---------- -----------
overlapping fields
Figure 4.5: S chem atic  o f  coup ling  m echanism  o f  two la te ra lly -coup led  class B  lasers. The laser 
beams, each w ith  G aussian in te n s ity  p ro files  o f 1 /e 2 rad ius ojq, are separated by a d istance d. 
The resu lting  laser beams overlap in  the area between the two lasers, resu lting  in  a coup ling  
between the two lasers o f  s treng th  k .
equations (4.4) do not appear like those for the single laser considered in Section 4.2. However, 
by letting E j — X y e ^ f  where X  is the amplitude and the phase of the electric field and
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setting — 0 ! — 02 , then we achieve the following transformed system o f equations,
dXj  =  (F i -  a iP C  -  0 * 2  cos($ ) ,
dt
dFl =  7 ( +  -  F , -  F1X 2),
dt
=  (F2 - a 2) X 2 - p X l C os($ ) , (4.5)
^  =  7  ( 4 2 - F 2 - F 2X f ) ,
^  =  A  +  ^ ^ X p  +  X ^ - 1) sin ($ ).
Here we have rescaled time to be in terms o f units o f the cavity round trip time and introduced 
a rescaled gain variable F.  As well as these we have introduced the following dimensionless
parameters, the coupling coefficient /?, pump parameters A», detuning A , loss coefficients a*
and 7  — which provides a measure o f the stiffness o f the dynamic equations.
Since we are interested in the behaviour o f the lasers when in a region of chaotic behaviour, 
we introduce a forced loss into system (4.5) and in order that we consider the simplest form 
possible, we assume that neither laser is detuned from a common cavity mode, i. e. A  =  0, 
and that both forced losses and pump parameters are identical,
d X
——  =  (Fx -  (a0 +  ax cos (uj t ) ) )Xx -  {3X2 co s ($ ),
I E  =  7  (4 , _  Fl -  F y X 2),
JV
=  (F2 -  (ck0 +  ax cos(c0 t ) ) ) X 2 -  (3Xx co s ($ ), (4.6)
f f z  =  j ( A 0 - F 2 - F 2X 2),
^  =  p  ( X 2X g  +  X y X p )  sin(O).
We now wish to address the problem o f synchronization, so we introduce sum and difference 
variables,
X + =  i ( X 1 +  X 2), X _  =  | (X 1 - X 2),
F+ =  \{F1 +  F2), F_ =
It is apparent that Amplitude synchronization occurs when X _  =  0 . Phase (anti)synchronization
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X+(F+ — a 0 — a:i cos (cut) — 0 cos(<h)) +  F_X_,
occurs when <f> =  (7r)0. The result o f (4.7) is to transform system (4.6) into,
dX+
dt
: 7 ( A o -  F+( 1 +  X 2 +  x l )  -  2 F _X _X +),
dt 
dX
=  X _ (F + — o:o — q;i cos(o/£) +  /?co s ($ )) H- F _ X + , (4-8)
(LC
dF
-j= - =  -y (F .. ( l  +  X l  +  X i )  +  2F+X - X +), 
dt
4 . 5  S y m m e t r i e s  o f  t h e  t w o  l a s e r  s y s t e m
The system (4.8) is equivariant under the action of the order two symmetry,
« (* + , F+, X_, F_, * )  =  (X+, F+ , - X _ ,  -F _ , - $ )
which corresponds to interchanging the two lasers. There is also another less obvious symmetry 
of the system, namely
p(X +, F+, X _ , F_, $ ) =  (X+, F+, X _, F_, - $ )
as the only coupling is via cos(<f>) terms. This corresponds to interchanging the phases of 
the beams without interchanging their amplitudes. Since <3> is a periodic variable, p will fix 
subspaces where $  =  0 or n.
There is a further parameter symmetry involving 0\ this adds 7r onto $  whilst reversing the 
sign of the parameter 0. This parameter symmetry may be used to simplify the numerics; 
however it is not physically relevant since 0  > 0 in practice. Thus there are in total five 
distinct dynamically invariant subspaces by virtue of these symmetries. These are listed in 
Table 4.1.
By Synchronized, we mean a state where the lasers are both amplitude and phase synchronized. 
By Antisynchronized, we mean a state where the lasers are amplitude synchronized and phase 
antisynchronized. Of particular interest is the existence of states we call Phase synchronized
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Symmetry Representative point Dim. Name
Z 2( k ) x Z 2 (a)“ ( X + , F + ,0 ,0 ,0 ) 2 Synchronized
Z 2(«) x Z 2 (/i)+ (X +, F+) 0 , 0 , w) 2 Antisynchronized
z 2 (a*)- ( X h F + ,X _ ,F _ ,  0 ) 4 Phase synchronized
M r V ( X + , F + , X - , F - , 1 r) 4 Phase antisynchronized
Z 2 (/qu) ( X + ,F + ,0 ,0 ,$ ) 3 Amplitude synchronized
Table 4.1: The sym m etry-fo rced  in v a r ia n t subspaces o f  the equations f o r  tw o coupled lasers. 
The f i r s t  co lum n gives a sym bol f o r  the subgroup o f  sym m etries th a t f ix  a typ ica l p o in t in  
th is  in v a r ia n t  subspace w ith  coord inates g iven by the second co lum n (X + , F + t X _ , F_, $  are 
a rb itra ry  values fo r  these coord inates). The th ird  co lum n gives the d im ens ion  o f th is  in v a r ia n t  
subspace w ith in  the 5 d im ens iona l phase space.
and Phase an tisynchron ized  where the phases are both identical or 7r radians out of phase, 
but the amplitudes evolve independently. Possibly even more surprisingly is the existence 
of the A m p litu d e  synchron ized  state where the amplitudes synchronize but the phase evolves 
independently.
It is interesting to note that in the case of no detuning any chaotic attractor is contained 
either in the Phase synchronized or Phase antisynchronized subspaces. This is because for 
any ( X \ , X 2) bounded away from zero we have,
d #
—— =  B F s in Q ,  
d t
with (3 positive and F  positive and bounded below (see Section 4.2.2). Therefore $  —» n  as 
t  —> oo, for almost all initial conditions. Thus any attractor must be contained in the Phase 
synchronized subspace. Note that if (3 <  0, the above holds but the attractor will be contained 
within the Phase antisynchronized subspace.
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4 . 6  N u m e r i c a l  S i m u l a t i o n s  o f  t h e  m o d e l
The simulations were performed using the dynamical systems package, D S T oo l [21] and the 
mathematical package M a tla b  [44]. Bulirsch-Stoer and Runge-Kutta fourth order integrators 
were used in the simulations. However, the Bulirsch-Stoer integrator seemed to be unstable 
and so the Runge-Kutta fourth order scheme was more commonly employed for the numerics. 
As mentioned previously we considered more moderate values of the stiffness parameter 7  =  
[1 0 ~ 2 , 5 x 10 4] than those of the experimental system considered by Roy and Thornburg, 
where 7  ~  10-6 . However, by considering different resonator lengths or class B laser media, 
it is quite plausible to have values of 7  in the region considered.
4 .6 .1  P e r i o d i c a l l y  m o d u la t e d  lo s s
We consider system (4.8) with parameter values 7  =  0.01, A 0 — 1 .2 , a© =  0.9 and c0  =  0.045. 
uj is the period of the forcing and is related to the natural oscillation frequency of the laser 
under consideration. Figure 4.6 represents a scan of the Lyapunov exponents for system (4.8) 
upon varying the strength of modulation 0 7  and keeping 0  fixed and equal to 0.002. As can 
be seen, some care is needed when choosing a value for 0 7  since there exist some quite large 
windows of periodicity. However, for 0 7  = 0 .2  the system is seen to be chaotic for most values 
of 0.
As shown in Figure 4.7, for arbitrary initial conditions in the case of no coupling, both 
lasers’ intensities evolve chaotically and independently. It is apparent that the two lasers are 
desynchronized in this case. Upon introduction of a small amount of coupling, 0  ~  0.00175, 
we observe an apparent region of on-off intermittency, characterized by partially synchronized 
intensities, with occasional large deviations away (Figure 4.8). This type of behaviour is a 
characteristic of systems with symmetry which are close to blowout bifurcation.
Recall that a blowout bifurcation occurs when the largest transverse Lyapunov exponent with 
respect to the support of the natural measure of a chaotic attractor in an invariant subspace 
passes through zero. In the problem that we are considering, such a bifurcation corresponds to
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Figure 4.6: A crude plot o f how the Lyapunov exponents o f system ( f .8 )  change upon varying 
ail. It is apparent that regions o f chaos exist, i.e. where the largest Lyapunov exponent is 
positive, fo r  example 07 =  0.14 . However, as 07 is varied it is apparent that periodic windows 
exist as well, fo r  example 07 ~  0.16 .
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Figure 4.7: Numerically calculated electric field amplitudes in the case o f two loss-modulated 
lasers, computed by integrating ( f .6 )  with randomly chosen initial conditions. On the left is 
a plot o f  ( X x ,X 2), while on the right is a plot o f ( X i}t). It is apparent that both lasers are 
fluctuating chaotically and in a non-synchronous manner.
a transition from the Phase (anti) synchronized subspace to the (Anti)synchronized subspace.
Figure 4.9 depicts time series for the amplitude intensities o f the two lasers with the coupling
Figure 4.8: Here we consider /3 ~  0.00175. It is observed that fo r  long periods o f time the 
orbits lie close to the attractor within the antisynchronised subspace, with occasional bursts 
away from  the manifold; the so called “ on -off inter mitt en cy” [60].
strengths f i  =  0.002,0.003. Upon taking the difference between the two we observe apparent 
amplitude synchronization for the value /3 — 0.003.
Therefore we may categorise the behaviour of the system as follows. For the given parameter 
values and a randomly chosen initial condition:
1. For 0 <  (3 <  (3e the trajectory is attracted to a chaotic attractor within the Phase 
antisynchronized subspace that is not contained within the Antisynchronized subspace.
2 . For (3 >  (3c there is an attractor within the Antisynchronized subspace.
For negative (3 the above holds, but with the signs of the inequalities switched and Synchro­
nized replacing Antisynchronized.
This critical value /3C is extremely significant for the system, since the attracting nature of 
the synchronized space alters at this value of f3. This is as the result of an apparent non- 
hysteretic or supercritical blowout bifurcation [50]. The blownout attractor moves away from
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Figure 4.9: Numerically calculated electric field amplitudes in a loss-modulated laser, computed 
by integrating Eqs. 4-8 with randomly chosen initial conditions. X  is shown in arbitrary units, 
t in units o f  the round-trip lifetime o f the laser. Figs. (a) and (b) show the intensity sum  
( X +)  and difference ( X - )  variables, respectively, at a coupling (3 — 0.003, and the complete 
synchronization o f their intensities typical o f  dynamics on the (anti)synchronized attractor. 
Figs. (c ) and (d) show the intensity sum and difference variables at a value o f (3 =  0.002 that 
is less than f3c. O n-off intermittent behavior is seen in the occasional, large fluctuations away 
from  the (anti)synchronized attractor.
the synchronized subspace in a sm ooth manner upon changing f3 and as the bifurcation point 
is approached from above, the basin o f attraction of the chaotic attractor is not observed to 
be riddled. Rather as we pass through the bifurcation point, a period o f on-off intermittency 
occurs.
From the numerical simulations it seems apparent that the critical value, j3c lies in the region
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(0.002,0.003). In order to determine the value more precisely we examine the Lyapunov 
exponents on the Antisynchronized subspace.
4 .6 .2  L y a p u n o v  E x p o n e n t s
We consider the stability of an invariant set, or more precisely a natural measure supported on 
an invariant set in the antisynchronised space. In effect this means we consider an attractor 
for the system (4.8) in the subspace Z 2 (/c) x Z 2 (/x)+ , the Antisynchronised subspace for this 
two laser system. Thus it is assumed that we start on a typical trajectory (#+(£),/+(£),0 ,0 ,7r) 
and then linearise about this trajectory. To achieve this we set
M
( x+(t) ^
F+ /+(*) <*/+
x_ = 0 +
F_ 0 <5 f -
V *  J { 7r ) V W )
where the 8 terms represent a small perturbation from the antisynchronised state. It is then 
possible to determine the stability of this state, by numerically computing the transverse 
Lyapunov exponents. From Table (4.1) we recall that the antisynchronised subspace is codi­
mension three. Thus, there will be three transverse Lyapunov exponents; these are divided 
into a pair Ai and A2 corresponding to perturbations within the antisynchronised subspace 
and one exponent A3 which corresponds to perturbations outside of this state. It is easy to 
compute A3 directly, and we see that
A3 =  —2 | j3\.
Since A3 is negative for all 0  #  0, consequently for almost all initial conditions, an attractor 
will lie in the Phase (anti)synchronized space. However, if the (Anti)synchronized space is 
to be attracting, then we need Aj <  0 , for i=  1 ,2  as well; we compute these by numerical 
approximation and is done by solving the variational problem in the directions
d f t *  \ _ f t + --  a 0 — a  i cos (off) — 0 S x -
d t
V * f -  J - 2 7  f + x + - 7 (1 + 0  j ( s f -
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to extract the rates of exponential growth/decay of initial perturbations (&r_,<5/_).
We employ a code similar to that for the calculation of Lyapunov exponents for the single 
laser case shown in Appendix B, which enables the calculation of the Lyapunov Spectrum 
to be accomplished in a relatively economic fashion. Values of (3 were taken in the range 
[0.002,0.003] and both the tangential and transverse Lyapunov exponents were calculated. 
A timeseries of length 300,000 was used along with a fourth order Runge-Kutta method to 
numerically integrate the variational equations. This is illustrated in Figure 4.10. From this 
figure we see that the approximate critical value of f3 is (3C ~  0.00221. The jagged appearance 
of the Lyapunov exponents as /3 is varied is because the coupling parameter is a n o n -n o rm a l 
parameter. By which we mean the parameter varies the dynamics in a tangential direction 
to the antisynchronized subspace as well as those in a transverse direction to it. This can be 
clearly seen from the presence of {3 in the variational equations.
Investigations were also carried out for smaller values of 7  i. e. 7  =  10~ 3 and 5 x 10-4 . Similar 
behaviour was observed in these cases, although there was an apparent “flattening” out of the 
largest transverse (Normal) Lyapunov exponent. It was also apparent that the critical value 
of (3 occured for progressively smaller values as 7  was decreased.
For real systems such as those considered in [6 6 ], noise and imperfections in the symmetry 
are both unavoidable and will play an important role in determining the dynamics. Noise and 
symmetry-breaking have similar effects; in the region of on-off intermittency, very little change 
will be observable if the perturbations are small. Before the blowout, however, the presence 
of bubbling [7] will tend to create on-off intermittent like dynamics that will persist up to 
a bubbling tra n s it io n  [8 6 , 87]. Thus in the presence of imperfections, the blowout scenarion 
should still be present with the following modifications. On decreasing the coupling strength 
there should be a transition to bubbling; this will change smoothly into an on-off intermittent 
regime. If there are mismatches in the laser parameters, this will destroy some of the invariant 
subspaces and cause the dynamics to become more nontrivial. This is discussed in the next 
chapter.
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Figure 4.10: Scan through parameter space showing the variation o f the Lyapunov exponents 
with (3 fo r  an initial condition started within the antisynchronized subspace. The A* are tan­
gential Lyapunov exponents whereas the A* are transverse Lyapunov exponents. N. B., (a) The 
most positive Aj passes through 0 at (3 ~  0.00221 indicating a blowout bifurcation occurs here, 
(b) A i is positive, indicating the presence o f  chaotic behavior, (c ) There are occasional dips 
in A i corresponding to windows o f stabilisation o f periodic attractors in the antisynchronized 
subspace, (d) A3 =  —2(3 exactly.
4 . 7  C o n c l u s i o n s
In this chapter we have introduced a model for a class B laser. We examined the types of 
behaviour which the system could exhibit, in particular the chaotic amplitude fluctuations 
which are seen when the laser is periodically modulated by an A cousto-O ptic Modulator. We 
then introduced a model for two coupled class B lasers, with a periodically modulated loss 
and investigate both  amplitude and phase synchronizations in this regime. Symmetries o f the 
system forced a number o f invariant subspaces and as a result o f these, synchronization was 
seen to occur and this was dependent on the coupling between the two lasers. By performing 
numerical simulations and estimating Lyapunov exponents we were able to demonstrate the
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existence of an apparent supercritical blowout bifurcation in this system. Previous investi­
gations into the loss of synchronization in laser models had needed to use forced symmetry 
breaking in order to explain lack of synchronization, whereas this analysis has demonstrated 
a new route to loss of synchronization in a coupled laser system. Although in the numerical 
simulations we concentrated on a periodically modulated loss system, our results remain valid 
in the case of a periodically modulated pump excitation [82], although the timescales of the 
chaos are of different magnitudes. Roy and Thornburg [6 6 ] demonstrated experimentally the 
synchronization of the two Nd:YAG lasers with a periodically modulated pump excitation 
back in 1994.
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C h a p t e r  5
D e t u n i n g  a n d  s y m m e t r y  b r e a k i n g  i n  a  
s y s t e m  o f  c o u p l e d  c h a o t i c  l a s e r s
5 . 1  I n t r o d u c t i o n
In the previous chapter we introduced a model for a system o f two solid state class B lasers, 
where a coupling between them was induced via an overlap in their electric fields. By assum­
ing that both lasers were identical and were subject to the same modulation, we were able 
to classify different synchronization types according to symmetries o f the dynamical system 
considered. However, in an experimental system o f lasers, we would not expect both lasers to 
be completely identical, even if both result from the same lasing crystal.
It is reasonable to assume however that the imperfections resulting from the crystal are small 
and that care was taken in the experiments to ensure that defects in the experimental equip­
ment result in only small perturbations. Underlying noise in the system is also an issue and in 
this chapter we examine the changes that occur in the dynamical behaviour caused by these 
small symmetry breaking perturbations.
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5 . 2  E q u a t i o n s  o f  m o t i o n
In order to examine the dynamics of a more realistic system, we must introduce perturbations 
which break the symmetries introduced in Section 4.5. We may break the phase conjugation 
symmetry p , by assuming that one of the lasers is frequency detuned from a common cavity 
mode. The interchange symmetry may be broken by altering slightly the modulation rate 
of the losses of the two lasers.
Consequently the following system of equations is used to consider the behaviour of the laser
=  [Fi — (cy0 T  aq cos cvt)] X i  — (3X2 cos <$,
=  7  [ A - F 1 - F 1X l ] ,
=  [F2 — (a0 +  a:2 coscot)] X 2 — /3 X i cos $ , (5.1)
=  7  [A- F 2-  F 2X l ],
=  A  +  0( X i X p  +  sin $ .
Again, X i  represents the electric field amplitude, F* the gain of laser * =  1,2 and $  the 
difference in phases between the electric fields of the two lasers fa  — fa .  A is the rescaled 
pump parameter, while the parameter 7  represents the ratio of the timescales of the electric 
field and the spontaneous emission lifetime of the lasing material. A  represents a measure of 
the detuning of the two lasers. The lasers are modulated with a depth aq for the first laser 
and a 2 for the second, represents the coupling between the two lasers.
To consider the issue of synchronization, we again introduce the sum and difference variables, 
X + — \ ( X i  +  X 2 ) ,X _  =  \ ( X \  — X 2) , F + =  \ { F 1 +  F2 ),F _  =  \ (F x  — F 2), and so system (5.1)
system with perturbations,
d X x
d T
d F x
I t
d X 2
d T
m
d T
dT
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becomes,
=  X + (F + - a 0 - i ( a i + a 2) c o 8( u t ) ) - /8 co s ($ ))  +  l ( a 2 - a 1) c o s M ) X _ + F _ X _ ,
JP
Z - ±  =  7 ( 4 - F + ( i  +  x i +  x ! ) - 2 F _ x _ x + ), 
a t
dX  1 1
— —1  — X _ ( F + -  a 0 — o(ai +  a 2) cos(wf)+y6 cos(^)) + - ( a 2 — CKi) cos(a;i)X+ +  F „9 (^ 2)d t 2 I
d W
~ =  - 7 (F _(l +  X j  +  X i )  +  2.F+X _ X + ),
d t
d&
d t L +
In the case where A  =  0 and =  a 2, system (5.2) reverts to system (4.8) and the symmetry- 
forced invariant subspaces listed in Table 4.1 exist.
5 . 3  S y m m e t r y  b r e a k i n g  o f  t h e  a m p l i t u d e  s y n c h r o n i z a ­
t i o n
In the first instance we consider the case where the modulation rates differ, i. e. a \  #  a 2, hat 
neither laser is frequency detuned, i .e .  A  =  0 . The breaking of this symmetry has the effect 
of destroying all subspaces where the laser amplitudes are synchronized, and as such has a 
similar effect on the system as would the addition of low levels of additive noise, which would 
necessarily be present in the real laser system. This does not destroy all of the invariant 
subspaces listed in Table 4.1, and in fact the following remain invariant
Symmetry Representative point Dim. Name
M » r (X + ,F + ,X _ ,F _ ,  0) 4 Phase-synchronized
Z 2 (/i)+ (X + ,F + ,X _ ,iA ,7 r ) 4 Phase-antisynchronized
As before, in the absence of frequency detuning, any chaotic attractor must be contained in 
either of these invariant subspaces, the particular one being determined by the sign of (3.
For small perturbations from the purely symmetric case it is apparent that the two amplitudes 
remain approximately synchronized for large time, due to the continuity of the equations con­
sidered. These are tempered by sporadic deviations from the synchronous state as illustrated
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in Figure 5.1. This type o f intermittency resembles that o f bubbling [7] and arises as a result 
o f arbitrarily small levels o f noise or perturbations. In contrast to [81], where the amplitude 
instability was dependent on the detuning passing a critical value, these bubbling type effects 
lead to an amplitude instability that is independent o f detuning o f the phase shift equations.
Figure 5.1: Illustrating the fluctuations from  the synchronized state in the case where the 
k symmetry has been broken, by varying the modulation o f one o f the lasers slightly. The 
parameter values considered were cko =  0.9, oq =  0.2, a 2 =  0.199, 0  =  0.0035, oj =  0.045 
and A =  1.2, time has been rescaled in terms o f  the cavity round trip time o f light in the laser 
cavity.
The behaviour o f continuous systems subjected to large perturbations is somewhat less well 
understood. However, experimental results such as [66] have demonstrated good levels o f 
synchronization between two coupled lasers and so it is reasonable to assume that the system 
is only subjected to small perturbations.
51
5 . 4  D e t u n i n g  o f  t h e  p h a s e  s h i f t  e q u a t i o n
Detuning one of the lasers from a common cavity mode by an amount A, means that symme­
tries involving the phase difference <f> no longer exist. Thus both the k  and p  symmetries are 
broken. However the composition of the two symmetries with each other,
K t i(X + , F + , X - , F - , $ )  =  (X + ,F + ,-X _ ,-F _ ,< I > ) ,
is preserved and this means that the state we labeled A m p litu d e  synchronized  in Table 4.1 
remains upon addition of detuning.
Symmetry Representative point Dim. Name
Z 2(n p ) ( X + , F + ,0 ,0 ,V ) 3 Amplitude synchronized
If we restrict ourselves to a trajectory within this Amplitude synchronized subspace and 
assume that both lasers have the same modulated loss cym then the dynamics of the system 
are governed by the following
d X +
— X + (F + — ( a 0 +  &m  cos(cu t )  — 0  cos(<I>)) 
=  y ( A - F + { l  +  X l ) ) ,
d t
( l  
^  =  A  +  2 /J sin($),
(5.3)
which defines an evolution on the phase space I 2 x S1. Thus in the case where both laser 
amplitudes are synchronized, the phase dynamics are in fact independent of the amplitude 
dynamics. Consequently the issue of phase-locking in this case is somewhat simpler than 
in general and may be addressed by considering the phase equation as a one dimensional 
dynamical system and using straightforward one dimensional bifurcation theory to classify 
the dynamics.
4 =  A +  2/3sin($). (5.4)
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For values of $  on S1, and A  and (3 >  0, we see that there exists two fixed points of (5.4) at
$  =  7T +  s in -1( A ) ,
$  =  2 7 r - s i n - 1( + ) ,
the former being a stable fixed point and the latter unstable, as illustrated in Figure 5.2. 
These dynamics form a simple example of a Saddle-node  bifurcation; there exists a critical 
value of A  (for fixed /5) such that the two fixed points merge into one and then the single 
fixed point vanishes completely. From equation (5.4) it is apparent that this occurs when A  =  
2(3, as indicated in Figure 5.3. This regime indicates that for A  <  2/5, the two lasers remain
Figure 5.2: C ons ide ring  $  as a one d im e n s io n a l dynam ica l system, in  th is  case w ith  a pos itive  
de tun ing  A  and a pos itive  coup ling  (3, we see the existence o f 2 fixed  p o in ts  a tQ  =  7r+sin-1 ( ^ )  
and  $  =  2tt — sin_1( ^ ) .  F rom  the graph i t  is apparent tha t the fo rm e r  o f  these po in ts  is stable  
V$.
phase-locked with their amplitudes synchronized. Somewhat surprisingly there also exists a 
state where the amplitudes are synchronized in the absence of phase-locking. This occurs for 
values of A  >  2/5 where $  becomes monotone increasing and <F #  0 for all $ . However, this 
state is not observed to be an attractor of the full system.
For the purposes of the analysis, a value of /5 =  0.0035 is considered, which in the case of no 
detuning, gives rise to an attractor in the Antisynchronized subspace. The introduction of a
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Figure 5.3: C ons ide ring  as a one d im e n s io n a l dynam ica l system, in  th is  case w ith  a pos itive  
de tun ing  A  and a pos itive  coup ling  0 , we see th a t the 2 fixed  po in ts  a t Q =  7r +  sin_1( ^ )  and  
=  27r — sin_1(< ^ ); have merged in to  one fixed  p o in t, w hich w il l  van ish  com plete ly when  A  
is  made la rge r s t il l.
small detuning, has the effect of perturbing the attractor from the Antisynchronized subspace 
into the Amplitude synchronized subspace. Upon carrying out numerical simulations the 
behaviour of a typical trajectory appeared to be as follows. For a fixed value of 0 , there exist 
two critical values of A , A ci and A c2 (dependent on 0 )  such that for 0  <  A  <  A ci there is 
an attractor within the Amplitude synchronized subspace and for A  >  A ci, the trajectory 
remains phase-locked but otherwise unconstrained within the system. The second critical 
value of A  is A c2 — 2 0 , which corresponds to destabilization of the laser system and the 
breaking of phase-locking [81].
Similar behaviour is observed in the case of a fixed detuning A and variation of the coupling 
strength 0 . For 0  <  0 C the amplitudes of the two lasers appear unsynchronized, but for 
larger values of the coupling, 0  >  0 C, amplitude synchronization was observed. In this case 
destabilization occurs when 0  =  In both cases, these transitions at A ci and 0 C are again 
suggestive of a blowout bifurcation, as was the case in the fully symmetric system considered 
in Chapter 4.
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To investigate more closely these various scenarios, we again consider the Lyapunov exponents 
of system (5.2) by numerically integrating the variational equations.
Figure 5.4 illustrates the Lyapunov spectrum upon varying the coupling strength (3, whilst 
keeping the detuning fixed equal to 0.001. In this case we see that for values of j3 significantly 
larger than (3C) there is an attractor contained within the Amplitude synchronized subspace, 
which appears to be asymptotically stable. As the coupling strength is lowered closer to 
j3c, a region of on-off intermittent type behavior is observed. This may occur over a wide 
range of the coupling parameter (3 according to the values of the other system parameters. 
Immediately after the bifurcation point, there appears to be an attractor close to the Am­
plitude synchronized subspace. This scenario also resembles that of a supercritical blowout 
bifurcation.
The second case we consider is to fix the coupling strength (3 =  0.0035 and to vary the 
detuning A. The Lyapunov Spectrum is illustrated in Figure 5.5. The behaviour in this case 
is somewhat similar, although the intermittency is present over a much wider range of the 
parameter A.
This time, both the coupling strength (3 and the detuning A  are non-normal parameters [1 2 ] 
and consequently the Lyapunov exponents appear considerably blurred in Figures 5.4 and 
5.5. However, there is a noticeable trend in the value of the largest transverse Lyapunov 
exponent in both cases and strong evidence to suggest that a blowout bifurcation leads to loss 
of synchronization in both cases.
5 . 5  F u l l  s y m m e t r y  b r e a k i n g  o f  t h e  s y s t e m
We finally consider the case with all symmetries of the system broken, which may occur by 
introducing detuning to the system with an amplitude instability. Due to continuity of the 
equations under consideration, the system may remain approximately amplitude synchronized
5 .4 .1  L y a p u n o v  E x p o n e n t s
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Figure 5.4: Lyapun ov  exponent d iag ram  in  the case o f m odulated loss. The pa ram e te r values 
f o r  the lasers were assumed id e n tica l and  were cco =  0.9, — 0.2, A  =  1 .2  . The de tun ing
o f the lasers was equal 0.001 The largest ta n g e n tia l Lyapunov exponent is labeled Aj and the 
largest transverse o r  n o rm a l L yapun ov  exponent is  labeled Ai. The blowout although som ewhat 
blurred is  apparen t and occurs f o r  (3 ~  0.002955.
and phase-locked for small perturbations away from the symmetric case considered previously.
There will be no genuine fixed points of the $  equation in the non-symmetric case, due to the 
dynamical equation no longer being simply defined on the circle, S1. However, effectively the 
equation governing the behaviour of the phase over long periods of time will be
$  =  A  +  2/5sin($), (5.5)
due to the approximate amplitude synchronization.
The effect of bubbling is to cause sporadic but sometimes significant deviation from the Xi =  
X 2 plane and consequently (5.5) behaves like
4  =  A +  /?(X2X f 1 +  X 1X 2-1)sm ($),
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Figure 5.5: A scan through parameter space showing the variation o f  the three Lyapunov 
exponents with A  fo r  an initial condition In this case (3 is kept fixed at 0.0035, so that initially 
the amplitude synchronised subspace is attracting. There is a noticeable trend in the normal 
Lyapunov exponent, X\ from  negative to positive as the detuning A  is increased, although the 
non-normality o f  A  and (3 causes the blowout to be considerably blurred. So we expect a large 
range o f parameter values fo r  which we observe on -o ff intermittency. Notice the trend towards 
destabilization o f the system  A  =  0.007  i. e. 2/3, where there will be a pair o f  identical positive 
exponents, two identical negative exponents and one zero exponent.
for short periods of time. This is in a manner similar to that of the on-off intermittent case. 
Consequently there exists a fundamental instability in the phase-locking of the laser system 
due to the amplitude instability demonstrated in Section 5.3.
An example of this phase-locking instability is shown in Figure 5.6, and some of the troughs 
are quite pronounced, noting of course that time is in terms of the round trip of light in 
the laser cavity. No experimental measurements of relative phase-locking were taken in [81], 
so although this numerical study is related, a direct comparison can not be made. This 
instability is unlikely to be significant in small laser arrays, but in larger systems the effect 
may be magnified and a thorough experimental investigation of this phenomenon should be
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undertaken.
Interestingly in the case where only phase-locking was broken, the phase grew unboundedly 
as time increased when the amplitudes o f the detuned lasers were synchronized. However, 
numerically at least, the phase remained bounded in the situation where amplitude synchro­
nization was broken, seemingly due to large amplitude fluctuations in the unstable regime 
shortly after phase-locking was broken.
Figure 5.6: Graph showing numerically calculated instability o f phase-locking o f a two laser 
system when symmetry has been fully broken. Here A  =  0.003 and 0  =  0.0035. The straight 
line represents the stable fixed point o f  6  =  A  +  2/3sin(<f>), given by <1? =  7r -f- sin-1 ( ^ ) ;  the 
instability can be clearly seen with the irregular deviations from the straightline.
5 . 6  C o n c l u s i o n s
In this chapter we examine the change o f dynamics in a system o f coupled chaotic class B 
lasers in a non-symmetric situation, relative to the symmetric case considered in chapter 4. 
It is shown that the loss o f amplitude stability which could occur via a blowout bifurcation
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in the symmetric case, can also occur in the detuned system. The bifurcation therefore is 
independent o f Phase (anti)synchronization. The type o f bifurcation was examined and at 
least in the numerical situation is believed to be supercritical.
It is also seen that for an attractor in the Amplitude synchronized state, the question of 
phase-locking is independent o f the chaotic dynamics o f the two amplitudes. We further 
show that the strength of detuning required to observe desynchronization of the amplitudes 
via a blowout bifurcation increases with increased coupling. Interestingly the desynchronized 
attractors remain effectively phase-locked due to the properties o f the periodic variable $ .
However, breaking the interchange symmetry o f the two lasers has a greater effect on the 
system, leading to a bubbling effect in the dynamics o f the amplitudes, and consequently 
bursts away from the synchronized state. It was seen that in the absence o f detuning the 
attractor o f the system remains within the phase-antisynchronized state for positive /5 and 
demonstrated that the effect o f bubbling in the presence of detuning leads to a fundamental 
and more pronounced instability in phase-locking o f the two lasers.
This instability may have a profound effect on the energy levels that larger arrays o f lasers 
can produce. An area o f future research would be to examine the level o f the phase-locking 
instability experimentally and this is currently being undertaken in the case of three lasers 
coupled in a linear array. In the m odel at least, it is possible in some cases to control the level 
o f the instability, by lowering perturbations and it is hoped that these techniques can be used 
experimentally. Bubbling however, may be triggered by arbitrarily small levels o f noise and 
consequently perfect synchronization will never be seen experimentally.
For the purposes o f the analysis only periodic forcing o f the losses o f the two lasers was 
considered in order to simplify the numerics. However, all o f the results remain valid in the 
case o f periodic forcing o f the laser’s pump excitation [82]. Past research has concentrated 
more on this type o f modulation, for example [66, 81], although recent experimental work has 
demonstrated synchronization o f laser systems with modulated losses.
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C h a p t e r  6  
C h a o t i c  s y n c h r o n i z a t i o n  i n  a  t h r e e  
l a s e r  s y s t e m
6 . 1  I n t r o d u c t i o n
In this chapter, the synchronization of a straight line array of three lasers is considered. One 
of the reasons for studying the synchronization of coupled laser systems, is a desire to build 
high power coherent lasers, from arrays of cheaper low power units. In order to develop an 
understanding of the types of behaviour that can occur in large arrays, it is important to 
extend the ideas considered in chapters 4 and 5.
Using symmetry methods we analytically demonstrate a number of forced invariant subspaces 
and demonstrate that these correspond to synchronized states of the system. We compare this 
to experimental data [78], using the false nearest neighbours method suggested by Abarbanel 
[3], and numerically estimating the attractor dimension of the experimental system. The 
types of synchronization we find are similar to those seen by Winful and Rahman [89], who 
considered a linear array of three semiconductor lasers.
60
6 . 2  E x p e r i m e n t a l  S e t u p
A series of experiments were performed using an array of three Nd:YAG lasers, coupled in a 
manner similar to that for the system of two lasers. A fan-out grating being used to split the 
original Argon laser into three near identical beams. A schematic of this experimental setup 
is illustrated in Figure 6.1. We do not concern ourselves greatly with the experimental results 
here, although we shall use some of the data to estimate the attractor dimension later. The 
joint paper [78] contains a full description of the experiments and the results achieved.
6 . 3  E q u a t i o n s  o f  m o t i o n
As in the previous Chapters, we assume the lasers have complex electric field E  and real gain 
G. Under this assumption and extending system (4.4), we achieve the following equations of 
motion,
= Tc 1[(Ui — ex(T))Ex — kEJl + ioJiEi,
= T p (p 1( T ) - G 1 - G 1 \E1\2),
=  Tc 1[(Gr2 — f 2{ T ) ) E 2 — k(E\ +  Es)] +  iw2i?2,
(6.1)
=  T p ( p 2( T ) - G 2 - G 2 \E2\2),
=  Tc 1 [(<^3  — e 3 ( T )) E ,  — k E 2] +  i io \E 2l 
=  T p ( p 3( T ) - G 3 - G 3 \E 3\2).
As before, rc is the cavity round trip time, Tf is the fluorescence time of the upper lasing 
level, and p»(T) =  poi + p u  cos(QT), efyT) =  eoi +  eu cos (D T ) ,  and oji are the modulated pump 
parameters, modulated losses, and detunings (from a common cavity mode), respectively, of 
laser i .  For numerical reasons we shall concentrate on the case of the modulated loss. The 
joint paper [78], however contains experimental results from systems with both modulated 
pump excitation and modulated losses. The lasers are linearly coupled to each other in an 
identical fashion to before, k  representing the strength of coupling between each element.
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Figure 6.1: E xp e rim e n ta l system fo r  genera ting  three lin e a rly  coupled lasers in  a N d :Y A G
crys ta l and observing the syn ch ro n iza tio n  o f  chao tic  laser in tens itie s . A  d iffra c tiv e  o p tic  is 
used to  s p lit the A rgon  laser in to  three beams w ith  a lm ost equal in tens ities . The three beams are 
made p a ra lle l by a telescope; chang ing the m a g n ifica tio n  o f the telescope changes the separa tion  
d between each laser. A n  A cous to -O p tic  M o d u la to r (A O M ) is placed in  p o s itio n  (a ) in  the case 
o f loss m od u la tio n  and in  p o s itio n  (b), in  the case o f pum p m odu la tion . The N d :Y A G  c rys ta l 
is coated f o r  h igh re fle c tiv ity  (H R ) on one side and  a n tire fle c tio n  coated (A R ) on the other. 
The ou tpu t coup ler (O C ) is 2% transm iss ive ; both m ir ro rs  are f la t.  A  C C D  camera is  used to 
measure the fa r - f ie ld  in te n s ity  p a tte rn  o f the a rray , w h ile  the three photodetectors  P D 1, P D 2 , 
and  P D 3 s im u ltaneous ly  measure each la se rs ’ in te n s ity  dynam ics, w h ich  are subsequently  
recorded on a d ig ita l sam p ling  oscilloscope ( D S O ) .  (reproduced fro m  [7 8 ])
We first let Ei =  X ie%<t>i where X i is the amplitude and fa the phase o f laser i and rescale 
time, expressed in units o f the round-trip time o f light around the cavity rc. We subsequently 
introduce — fa — fa  and <&r =  fa  — fa  (and similarly for A l  and A r ) ,  so that we may 
rewrite equations (6.1) as the following system o f ordinary differential equations defined on 
R8,
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=  ( F i  ~  e i ( Q ) X i  -  k X 2 c o s ( $ l ) ,
=  7  ( A - F x - F x X 2),
— (F 2 ~  e2( t ) ) X 2 -  k ( X i eos($L) 4- X 3 cos($B)),
=  7 (A — F 2 — F 2X 2), (6 .2 )
=  (F3 — e3( t ) ) X 3 — k,X 2 cos(<lfy),
-  7 ( A - F 3 - F 3X 32),
=  A l  +  « ( ( ^ -  +  ^ )  sin($L) +  ~  sin($*)),
A i A 2 A 2
=  A #  +  « ((— • +  ^ )  sin(<I>/?) +  ^  sin(<&i)).
A  2 A  3 A  2
The issue of synchronization between the two outer lasers is addressed by introducing the 
sum and difference of these lasers and assuming that all three lasers are equally detuned,
i .e .  A i  =  A r  =  0. Then, X + =  \ { X x +  X 3), X _  =  \ ( X x -  X s), F + =  \ { F X +  F 3),
I
F_ =  — F 3). and synchronization between the two outer lasers occurs when X _  =  F_ =
0. The transformed system is equivariant under the action of the following symmetries,
( ( X + ,  F + , X 2, F2, A _ , F_, $ r ) =  { X +1 F+i X 2, F2y - X _ ,  - F _ ,  $ Ri $ L),
corresponding to interchanging the two outer lasers,
p ( X + , F + , X 2, F 2, X - ,  F_, fiq,, <!>#) =  (A + , F+ , A 2, -F2, X _ , F_, — dfy),
corresponding to conjugating the phases of the electric fields of all three lasers.
There is also a parameter symmetry involving the coupling parameter k  that takes
( « ,  $ L ,  $ R ) - >  ( - « ,  +  7 T ,  +  7 T ) ,
which adds 7r onto the phase of the middle laser whilst reversing the sign of k . It is interesting 
to note that all three lasers are phase synchronized when k  is negative, corresponding to
— $ r  =  0. However, only the two outer lasers are phase synchronized when k  is positive
and this is the physically relevant situation since k. is assumed positive in some sense.
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dX i
dt
dFi
dt 
d X 2
dt
dF2
dt 
d X3
dt
<m
dt
d $ L
dt
d$R
dt
Owing to these symmetries, a number of invariant subspaces exist. Those of relevance to our 
study are shown in Table 6.1.
Symmetry Representative point Dim. Name
z 2( o  x ( X + ,F + )X 2 ,F 2 )0 , 0 , 0 , 0 ) 4 Synchronized
z 2(£) X Z 2( / i ) - (X_|_, jF_)_, X 2} F 2, 0, 0, 7T, 7r) 4 Antisynchronized
z 2( X ) (X + , F + , X 2, F 2, 0 ,0 ,  — fa) 5 Amplitude antisynchronized
(X + ,F + , X 2 ,F 2 , X _ , F _ ,  0 ,0 ) 6 Phase synchronized
(X + , F + , X 2, F 2, X - , F_, 7r, 7r) 6 Phase antisynchronized
Table 6.1: Dynamically invariant subspaces in Eqs. (6.2). A list o f  symmetry forced invariant 
subspaces o f the equations fo r  a system o f three linearly coupled lasers. We have listed only 
those states which contained an attractor in the numerical simulations. Note that other states 
exist but are not seen as attracting fo r  the system.
6 .3 .1  F a ls e  N e a r e s t  N e ig h b o u r s
Notice in particular the five dimensional subspace labeled Amplitude antisynchronized, cor­
responding to the case where the p  symmetry has been broken, via equal detuning of the two 
outer beams from a common cavity mode. If the assumptions concerning the experimental 
system are realistic, than this is the subspace which we would expect to contain the exper­
imental attractor. To consider whether this is the case we use the False nearest neighbours 
method of Abarbanel [3]. Essentially this is a technique for determining the dimensionality 
of an attractor in an experimental system from a time-series taken from the system. Suppose 
that a state space reconstruction is made in dimension d with data vectors,
y (k) =  [s(k), s(k  +  T),
where the time delay T  is chosen in a suitable manner and s represents measurements from 
the time-series. Now consider the nearest neighbour, y n n (k) of y(k ), which we define as the 
vector,
y ™ ( K) =  [sNN(n), s n n ( k  +  T), . . . , s n n ( k  + ( d -  1)T)].
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If the vector y NN(u) is truly a neighbour of y(k) ,  then it came into a neighbourhood of y(k)  
through dynamical origins i. e. by evolution along an orbit about an attractor. If however, 
the vector y NN(K) is a false neighbour of y( k)  then it arrived in a neighbourhood of y(k)  
by projection from a higher dimension because the current dimension d  does not completely 
unfold the attractor. We may then consider the same process, but in the dimension d +  1 and 
so forth. By examining every data point y ( k )  and asking at what dimension ‘all’ (this typically 
means 1 % or less of false nearest neighbours remaining) false neighbours are removed, will 
give us the actual value of the dimension of the attractor in question.
In the case of the experimental three laser system, we used a time-series of 25 000 units from 
an experimental run with loss modulation. We see at the 1% mark that the experimental 
attractor is five dimensional; this is illustrated in Figure 6 .2  and agrees with the analytical 
dimension.
We do not concentrate too deeply on the False nearest neighbours method as some doubt 
exists as to its accuracy in high dimensional systems [16].
6 .3 .2  I n n e r - O u t e r  S y n c h r o n iz a t io n
The other interesting aspect of the subspace listed in Table 6 .1  is that although there are 
several invariant subspaces where the phases of all three lasers are locked, there are NO 
invariant subspaces forced by symmetry such that all the amplitude and gains are equal, 
X +  =  X 2 and F+ =  F 2. We may examine this using two approaches; firstly by examining 
the set of such points in the phase space and showing that it is not invariant and secondly by 
reducing the system of three lasers to one of two lasers with unequal coupling.
To this end, we define the manifold
A i \ 2 — {(-ft , F i,  X 2, F 2, X 3, F3, <!>£,, ® r ) : X i  =  X 2, F i  =  F 2 & 4 > r  =  Q or 7r},
corresponding to perfect (anti)synchronization between lasers 1 and 2  in terms of the original 
variables.
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Figure 6.2: Using the false nearest neighbours method, we numerically estimate the dimen­
sionality o f  the experimental system by plotting percentage o f false nearest neighbours aginst 
dimension, using measured time series o f  the intensity fluctuations. The 1% mark suggests 
that the system is five dimensional, giving good agreement between the experiments and the 
dimension o f the Amplitude antisynchronized subspace.
6 .3 .3  N o n - in v a r ia n c e  o f  M \2
In order to demonstrate this, we show that if k #  0, any non-zero trajectory can only be 
in M n  instantaneously. Thus, we assume that X 3 and X 2 are non-zero and examine the 
evolution o f the difference x _ =  \(Xy — X 2) and sum x+ =  |(Afi +  X 2). Note that
If the system state lies on M n  this means that =  0 and F\ =  F2; so the trajectory at this 
point will have
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Thus the trajectory must leave M.\2 unless k — 0, X 3 — 0 and/or 4>r =  § +  kw, h e  Z . We 
eliminate the first possibility by assumption. If X 3 =  0 then we note that
dX% . T . .
=  - kX 2 cos (fyR), (6.3)
and so this will be non-zero as long as 4>r #  | +  kzr for some k E Z , but from our definition 
of M n ,  ^ r  — 0 or 7r, so any trajectory satisfying (6.3) will not be contained in A4i2- For the 
same reason we rule out the case <5# =  | +  &tt and this implies that a trajectory can only 
be in M u  for an instant in time. As a result, M i2 is ONLY  an invariant subspace for the 
ordinary differential equation if k — 0 and the only trajectories that remain within M \ 2 for 
all time have X\ — X 2 =  X 3 =  0.
6 .3 .4  R e d u c t io n  t o  a  s y s t e m  o f  t w o  la s e rs  w i t h  u n e q u a l  c o u p l in g
If we assume that we lie on one o f the amplitude synchronized subspaces, where X _  =  F_ = 0 ,
i. e. X i =  X 2 and =  F3, then the system (6.2) simplifies to a two laser system with unequal 
coupling between the two lasers.
=  {F1 - e { t ) ) X 1 -KXcos ($ ), 
/ /  =  7 (A -  Fx -  FrX2),
/ "V
2 =  ( F 2 - e ( i ) ) X 2 - 2 K X lC os($ ), (6.4)
dt
dF2 =  7  (A  -  F2
dt
/7<T)
—  -  k ( X 2X / 1 +  2 X 1X / 1) sin ($ ).
Introducing sum and difference variables in this case gives us the transformed system, 
d X +
dt
dF+
dt
d X _
dt
dF .,
dt
d §
dt
=  X + (F +  -  e (t))  +  F _ X _  -  k  cos(<L)(3X+ -I- X _ )) ,
=  y ( A -  F+ ( l  +  X \  + X 2_ ) - 2 F - X - X +),
=  X _(.F + - e ( ( ) )  +  F _ X f +  K cos ($ )(3 X _  +  X +), (6.5)
=  - 7 ( F _ ( 1 + X 2 + X ? )  +  2 F + X . X + ) ,
=  K
( 3 ( X l  +  N + X . .  +  X l ) \  
( X l - X 2)
V +
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sin(<h).
If we assume that the two lasers X i  and X 2 are synchronized then we find that,
f f  =  KCos($)X + ,
f f  -  0, (6.6)
d$ . . .
—  =  3 « s m ($ ) ,
assuming that k #  0, X + #  0, then we see that X _ =  0 for at most an instant in time. Since 
if cos($ ) =  0 then ^  +  kir for some k G Z  and so
g  =  3«, (6.7)
which is nonzero and therefore moves away from ^  (mod 7r). Consequently moves
away from 0 and so X _  also moves from 0. Therefore synchronization is not achieved in the
asymmetric two laser setup and thus not achieved in the original three laser system.
6 . 4  N u m e r i c a l  R e s u l t s
We carried out numerical simulations independently in both the loss modulation situation as 
well as modulation o f the pump excitation. We concentrate on the loss modulated situation 
due to numerical considerations, but note that as in the previous chapters, our results remain 
valid in the case o f pump modulation [82].
6 .4 .1  L o s s  M o d u la t e d  C a s e
For the loss modulated case, the simulations were performed using a Runge-Kutta integrator. 
The stiffness parameter 7 , was o f the order 0.01 and 0.001. In both the cases 7  =  0.01 and 7  
=  0.001 we saw similar results and these agreed qualitatively with the experimental data [78]. 
We carried out simulations for many values o f the pump coefficient and various modulation 
strengths for the loss.
As in the model for a two laser system, in the case 0 <  7  «  1 , the system undergoes a 
period doubling cascade to chaos as the strength o f loss modulation is increased. Typically
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we see that for small values of the coupling parameter ft, there is no amplitude synchroniza­
tion and the amplitude behavior of all three lasers appears to be independent, although with 
Antiphase synchronization between adjacent lasers. As the coupling strength is increased, a 
period of on-off intermittent type behaviour is observed in the amplitude fluctuations of the 
two outer lasers. During this period there are times when the two outer lasers appear to be 
synchronized in both amplitude and phase, before bursts away from amplitude synchroniza­
tion, whilst remaining Phase (anti)synchronized. Then as the coupling strength is increased 
still further, there is no more bursting away from synchrony and the two outer lasers remain 
amplitude synchronized for all time after an initial transient phase. These types of behaviour 
are illustrated in Figure 6.3. For the particular case where all losses are modulated equally at 
the rate, 0.9 +  0.2 cos ( 0.045 t ), the pump parameters were equal to 1.2 for each laser and 
A l  =  Aft =  0, the behavior of a typical trajectory is as follows. Upon varying the strength 
of coupling ft, we see that there exists a critical value ftc ~  0.003125 such that for values 
of ft <  ftc, trajectories evolve on to the Phase antisynchronized state. For values of ft >  ftc 
trajectories evolve on to the Amplitude antisynchronized state. This transition at k c is again 
strongly suggestive of a blowout bifurcation, as was the case in a system of two lasers.
To confirm the blowout scenario we again numerically compute the Lyapunov exponents of 
(6 .2 ) by integrating the variational equations and examine the change that occurs in the 
exponents upon varying the coupling strength ft. These are illustrated in the case of no 
detunings in Fig 6.4. For this system, the blowout bifurcation does not occur at an isolated 
parameter value because as in the two laser case, the bifurcation parameter ft varies the 
dynamics tangentially within the Antisynchronized subspace as well as those in a transverse 
direction from it; it is not a normal parameter for the dynamics. Because of this (and apparent 
fragility of the chaotic attractors) we do not expect the Lyapunov exponents to vary smoothly 
or even continuously with the parameter. Hence we again observe a blurred blowout much 
like the case of the two laser system.
The tangential variation of the dynamics is clearly indicated in Figure 6.4, where windows of
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4 1
Figure 6.3: Plot showing the behaviour o f the two outer lasers, in a three laser straight line 
array. Given initial conditions, X x =  0.82, F\ =  0.75, X 2 =  0.85, F2 =  0.77, X 3 =  0.83, 
F3 =  0.765, =  0.1 and <&r =  0.2, we see no obvious synchronisation in the case where
(3 =  0.002 (top). When (3 =  0.003 a period o f on -off interm ittency is observed, a precursor 
o f a supercritical blowout bifurcation (middle). For (3 =  0.004 amplitude synchronisation is 
observed (bottom). This scenario mirrors that seen in the symmetric two laser system.
stability arise as the coupling strength n is increased. These windows o f stability correspond 
to all Lyapunov exponents o f system (6.2) being negative. In particular there is a window o f 
stability shortly after the bifurcation point.
In order to examine the branching behavior at blowout, we have simulated the behaviour 
o f typical trajectories that are not in any invariant subspace. Starting with k >  uc, there 
appears to exist a chaotic attractor A  within the Antisynchronized subspace, since after an
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Figure 6.4: Lyapunov exponent diagram in the case o f modulated loss. The parameter values 
fo r  the lasers were assumed identical and were CKoi =  0.9, an =  0.2, Pi =  1.2 (for i—1,2,3). 
We assumed the detunings o f the lasers were such that A l =  A r =  0. W e have labelled the 
largest tangential Lyapunov exponent Notice that this is positive fo r  most values o f the 
coupling strength k . The non-normality o f k is apparent through the windows o f stability that 
arise when varying k . These correspond to the periods where Ai is negative. The blowout 
occurs when the normal Lyapunov exponent, Ai passes through 0. In this case this occurs fo r  
k ~  0.003125.
initial transient phase (which may be prolonged for some initial conditions), all trajectories 
eventually appear to converge to the Antisynchronized subspace. Reducing k  towards k c we 
find regions of on-off intermittent type behavior, typical for a supercritical blowout.
After the blowout, we no longer observe any attractors in the Antisynchronized subspace, but 
there is a new branch of attractors in the Phase antisynchronized subspace created at the
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bifurcation. Just after k c these attractors are apparently on-off intermittent and close to the 
antisynchronized subspace. The average position of the trajectory moves away as k —* 0. 
This is a strong indicator that the blowout in this three laser problem is also of supercritical 
type [50]. In chapter 7 we consider a system of three modified Rossler oscillators, which 
preserve the same symmetry group as this three laser problem and are able to numerically 
compute local basins of attraction for the system close to blowout. This process was too 
intensive numerically to perform on the three laser system, but we present numerical evidence 
to suggest that the two systems are closely related.
We also performed simulations of three loss modulated lasers in situations where the detunings 
were equal, i. e. A L =  A #  =  A. We calculated the Lyapunov spectrum in this case and 
saw similar results to that of the purely symmetric case, with the main difference being a 
bifurcation from the Amplitude antisynchronized subspace, rather than the Antisynchronized 
subspace. Again the blowout appears to be soft with an extended period of on-off intermittent 
behavior.
For the particular case with parameters identical to those considered above and a value of 
the detuning, A  =  0.001, the Lyapunov spectrum upon varying k  is illustrated in Figure 6.5. 
Again a blurred blowout is evident, and the normal Lyapunov exponent passes through zero 
at ftc -  0.003175.
6 . 5  C o n c l u s i o n s  a n d  D i s c u s s i o n
In this chapter, the synchronization of three class B Nd:YAG lasers coupled in a straight line 
linear array, was examined analytically and numerically. The theory and numerics predicted 
that a high degree of synchronization should occur only between the two outer lasers in the 
array, which agreed well with known experimental results concening such systems [78]. In the 
case of a loss modulated system, we examined how synchronization between the two outer 
lasers could be lost. In both the fully symmetric case and that of equal detunings an apparent 
supercritical blowout bifurcation occurred, as a result of the coupling strength passing through
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Figure 6.5: Lyapunov exponent diagram in the case o f modulated loss. Here the detunings 
were assumed equal with A l =  A r =  0.001 and the exponents were plotted upon varying the 
strength o f coupling k . The parameter values fo r  the lasers were assumed identical and were 
once again a ^  =  0.9, a n  — 0.2, Pi =  1.2 (for i= l ,2 ,3 ) .  We have labelled the largest tangential 
Lyapunov exponent Ai and the normal Lyapunov exponent fa. Similar behavior to the case o f 
no left and right detuning is seen. However, the point o f blowout is altered, in this case k ~  
0.003175.
a critical value.
In the numerical simulations, noise and symmetry breaking have similar effects; in the region 
o f on-off intermittency, it is unlikely that there will be a noticeable change if the perturbations 
are small. Low levels o f noise and imperfections can result in bubbling type effects [7], which 
can resemble on-off intermittency in numerical simulations.
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C h a p t e r  7
S y n c h r o n i z a t i o n  o f  a  s y s t e m  o f  
m o d i f i e d  R o s s l e r  o s c i l l a t o r s
In this chapter we introduce equations o f m otion for the Rossler oscillator and then m odify the 
system in such a way that the simple Rossler type dynamics are preserved at the same time 
as introducing the symmetries present in the systems o f coupled lasers considered previously. 
We do this by extending the original Rossler system, defined on R3 to a new system defined 
on R2 x C. We then investigate the dynamics close to onset o f synchronization and examine 
the basins o f attraction o f the various chaotic attractors.
7 . 1  I n t r o d u c t i o n
The standard Rossler system,
x  =  ~ {y  +  z ),
y =  x  +  a y , (7.1)
z =  b z ( x  — c ),
was introduced in 1976 [65] as a demonstration that only one nonlinear term was needed in 
order for what has now become known as chaotic fluctuations to occur. Rdssler based his
system on the well known model o f convection proposed by Lorenz [39] and as ‘a model o f a
m odel’ , could not forsee any immediate physical applications of the new system.
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However, much research has subsequently been carried out on systems o f Rossler oscilla­
tors, particularly with respect to Phase synchronization in systems (often large) o f coupled 
Rossler oscillators [48, 63, 64, 93].
In general there is no unambiguous definition o f a phase for chaotic systems. Ideally, one would 
like to describe the phase as a variable that corresponds to the zero Lyapunov exponent o f 
the chaotic dynamical system under consideration. In the case o f the Rossler system (7.1) 
a simple definition o f the phase depends on the topology o f the chaotic attractor, which is 
in turn determined by the value o f the parameter a. For example, when a — 0.125, and we 
project the attractor onto the (x,y)  plane, it resembles a smeared limit cycle orbiting the 
origin (Fig. 7.1(a)). Hence the attractor is said to be phase coherent and the phase may be 
defined approximately as,
0 =  arctan (y/x),
providing ( x ( t ) , y ( t ) )  #  (0 ,0) for all t. Correspondingly the amplitude can be defined as
A  — \Jx? -|- y 2.
However, when the value o f the parameter a passes 0.21, the topology o f the attractor changes, 
and the phase is no longer well defined. This is due to large and small loops on the (x ,y ) plane 
(Fig. 7 .1(b)), and ascribing a phase gain to these different loops is not possible. Because o f 
its appearance, it has becom e known as the Funnel attractor.
W hen considering systems o f coupled Rossler oscillators (7.1), they differ from for example 
the system o f two coupled lasers (4.5) in that although a system will preserve an interchange 
symmetry, as such there is no phase conjugation symmetry in a system o f coupled Rossler os­
cillators, as was the case in the laser systems we considered. Consequently, we wish to m odify 
the Rossler oscillator (7.1) in such a way as to preserve its simplicity (as much as possible), 
whilst introducing the same symmetries as in the case o f the laser systems (4.5,6.2).
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a) Phase coherent attractor b) Funnel attractor
Figure 7.1: Illustrating the two topologically different attractors o f the Rossler system,. In both 
cases the parameters b and c are fixed at O.f and 8.5 respectively. In part a) the value o f the 
parameter a =  0.15, and the attractor is known as phase coherent. In part b) a — 0.3 and the 
topology o f the attractor has altered, there are both large and small loops now and it is not 
obvious what phase gain to ascribe to these different loops.
7 . 2  T h e  m o d i f i e d  R o s s l e r  s y s t e m
We notice that in the original Rossler system (7.1), the variable z is always positive, providing 
the initial condition for z is positive and the parameters b and c are suitably chosen. This is 
the case for (b,c) =  (0.4,8.5). Consequently the first step we take is to square the z term in 
the derivative o f the x  variable,
x  =  - ( y +  z 2),
V =  x  +  a y , (7.2)
z =  b +  z (x  — c).
We now assume that the variable z is in fact complex, i. e. z =  A eld>, where A  is an amplitude 
and f  the phase, and take the modulus o f the 2 variable in the derivative o f x ,
x  =  ~ { y + \ z \ 2),
z =  b +  z (x  — c).
y =  x +  ay, (7.3)
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Finally we introduce a frequency detuning into the z derivative as iuoz,
x  -  ~ ( y  +  \z \2),
y  — x  +  a y , (7.4)
z =  b +  z (x  — c) +  io jz ,
which should preserve the dynamics of the Rossler oscillator whilst giving the dynamic equa­
tions a flavour of the features of the laser models (4.5,6 .2). The system (7.4) has the advantage 
over systems (4.5 , 6 .2), in that there is no stiffness coefficient and consequently is easy to work 
with numerically. We may rewrite system (7.4) by letting z =  A e %cp, which gives us the 
following amplitude equations,
x  =  - ( y  +  A 2),
y  -  x  +  a y , (7.5)
A  =  5 cos <f> +  A (x  — c),
there is also the phase equation,
d> — cu — —r  sin 6.
A
By assuming that the initial phase is small and positive and that the detuning cu is less than 
the parameter b, the phase tends to zero (of course assuming the initial condition of A  is 
positive) and we obtain the following modified Rossler oscillator,
x  =  - ( y  +  A 2),
y  =  x  +  ay, (7.6)
A  — b +  A ( x  — c).
This system preserves many of the features of the original Rdssler oscillator, for example the 
phase coherent and funnel attractors on variation of a (Figure 7.2). It is also easy to work with 
numerically since the system is autonomous as opposed to system (4.5), which was forced. In 
fact a simple Runge-Kutta fourth order integrator has little trouble integrating system (7.6).
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a) Phase coherent attractor b) Funnel attractor
Figure 7.2: I l lu s tra t in g  the s im ila r ity  in  the two d iffe re n t a ttra c to rs  o f the m odified R ossler sys­
tem. Once again the param eters b and c are fixed  at O .f and 8.5 respectively. In  p a rt a ) the 
value o f the pa ram e te r a =  0.125, and the a ttra c to r  resembles the phase coherent a ttra c to r  
seen in  F ig . 7.1a). In  p a r t b) a =  0.3 and a s im ila r  fu n n e l type a ttra c to r  is observed.
7 . 3  T w o  c o u p l e d  m o d i f i e d  R o s s l e r  o s c i l l a t o r s
Since we are interested in comparing synchronization of this modified Rossler oscillator with 
that of the coupled laser systems considered previously, we shall consider the following system 
of coupled Rossler oscillators,
x i  =  -? /i -  A \  +  /3(x 2 -  x x ), x 2 =  - 2/2 -  A \  +  (3(xx -  x 2),
2/i =  x i  +  ay i ,  2/2 =  +  ay2,
(7.7)
A l =  b F  A f x i  -  c) -  /3cos<l>(A2 -  AQ, A 2 =  b +  A 2(x 2 -  c) -  /3cosfi>(Ai -  A2),
$  =  o; +  / 3 ( ^  +  ^)sin<I>.
Here we have used (3 to represent a coupling coefficient, and $  to represent the phase difference 
between the two systems. Although the coupling has been introduced in a complex looking 
manner, the dynamics of the system remains largely unaltered. The system (7.7) is also 
equivariant under both the action of the interchange symmetry 2/1 , A i,  x 2, y2, A 2, $ ) =  
(x 2, 2/2 , A 2, aq, 2/1 , Ai, - $ ) ,  as well as the phase conjugation symmetry p ( x l t  2/1 , A x, x 2, y2, A 2. T>) 
( x i , y i ,  Ai, x 2, 2/2 , A 2, — T>), since like the laser system, coupling with the phase difference only 
involves cos terms.
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7.3.1 Numerical simulations
Numerical simulations were preformed using a simple Runge-Kutta fourth order integrator 
and noticed that the two oscillators appeared to synchronize as the coupling strength 0  was 
increased. The phase difference between the two systems tended to n  for reasons much the 
same as in section 4.5. Simulations were performed for fixed values of (a,6 ,c) =  (0.15,0.4,8.5) 
and for 0  =  0.1, 0.11 and 0.12. These are illustrated in Figure 7.3, where it is seemingly 
apparent that the system undergoes a transition to synchronization in a manner very similar 
to that of the laser system (4.5). Figure 7.4 illustrates the onset to synchronization in the 
laser system (4.5). There is a noticeable similarity between the dynamics of the modified 
Rossler system and that of the laser system. In both cases the amplitudes under consideration 
spend considerable lengths of time close to zero with sporadic and occasionally extended bursts 
away from the origin. Also in both systems there is an apparent transition to synchronization 
through a region of on-off intermittency before eventual synchronization.
7.3.2 Lyapunov exponents
To consider this regime more carefully, we first compute the transverse and tangential Lya­
punov exponents of system (7.7) using an algorithm based on that in Appendix B. The output 
of this is illustrated in Figure 7.5.
We considered values of (a,b,c) =  (0.15,0.4,8.5) and values of the coupling parameter 0  in 
the range [0.05,0.15]. The largest tangential Lyapunov exponent is always positive indicating 
the presence of chaotic dynamics in system (7.7) throughout the parameter regime consid­
ered. The largest transverse Lyapunov exponent was positive for small values of 0  indicating 
asynchronous fluctuations of the amplitudes in this region. The transition to synchroniza­
tion occurred for 0  ~  0.009 via a blowout bifurcation and the two oscillators were amplitude 
synchronized after this point for larger coupling strengths. The system appeared to be phase 
antisynchronized for all values of the coupling parameter considered, indicated by a constant 
phase difference of n  between the two oscillators.
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Figure 7.3: I l lu s tra t in g  the onset o f  s yn ch ro n iza tio n  in  a system o f tw o coupled m odified  
R ossler o sc illa to rs  (7 .7 ). a), c) and e) p lo t the am plitudes A \  aga inst A 2 f o r  values o f
0  =  0.07,0.085 and  0.1 respectively, b), d) and  f )  p lo t the d ifference between the a m p li­
tudes aga inst tim e . The system goes through an apparent region o f o n -o ff in te rm itte n c y  before 
synch ron iz ing  f o r  s trong  enough coupling.
This transition to synchronization also resembles that seen in the two laser system (4.5) and 
the Lyapunov spectrum shown in Figure 4.10.
7.3.3 Relative basins
The ease of integration of the modified Rossler system, i. e. lack of stiffness and no forcing, 
allows us to compute in a relatively straightforward manner the relative basin of attraction 
for the chaotic attractor close to synchronization. This enables us to visualise local riddling
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Figure 7.4: I l lu s tra t in g  the onset o f  syn ch ro n iza tio n  in  the system  o f two coupled N d :Y A G  
lasers considered in  chap te r f .  a), c) and  e) p lo t the am plitudes x \  aga inst x 2 fo r  values o f  
the coupling pa ram e te r 0.0015, 0.00205 and  0.003 respectively, b), d) and  f )  p lo t the d ifference  
between the am plitudes aga inst tim e . The s im ila r it ie s  between the dynam ics o f  the m odified  
R ossle r system and the lase r m odel are som ewhat s tr ik in g .
of the basin of attraction in a continuous dynamical system for the first time.
In order to visualise this we took a two dimensional projection in the ( A i ,A 2) plane and 
considered a neighbourhood about the invariant manifold defined by A \ =  A 2. The technique 
involved dividing the neighbourhood into a fine mesh of initial conditions, which we then 
iterated forward a number of times. We coloured black those initial conditions for which the 
flow left the neighbourhood within a specified number of forward iterations. We considered
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pFigure 7.5: I l lu s tra t in g  the transverse and ta n g e n tia l Lyapunov exponents o f system (7 .7 ) as 
the coup ling  strength  0  is increased fro m  0.05 ->  0.15. I t  is apparent th a t one ta n g e n tia l L y a ­
p unov  exponent is always pos itive  in d ic a tin g  chao tic  behaviour o f the m od ified  R oss le r system  
over the pa ram e te r regime considered. F u rth e rm o re  the largest transverse Lyapunov  exponent 
begins pos itive  f o r  sm a ll coup ling  before becoming negative f o r  la rge r values o f  0 . The b low out 
b ifu rca tio n  p o in t is app rox im a te ly  0.09, in d ic a tin g  a tra n s it io n  to  syn ch ro n iza tio n  a t th is  po in t. 
Two s trong ly  negative ta n g e n tia l L yapun ov  exponents ( ~  - 3  .5 / are n o t inc luded  in  o rde r th a t 
the re m a in in g  exponents m ay be viewed in  a m ore app rop ria te  scale.
values of a, b and c as before and a value of the coupling parameter 0  =  0.0825.
Figure 7.6 illustrates the result when considering a neighbourhood of width three units about 
the invariant manifold A \  — A 2 of system (7.7). It seems apparent that numerically at least the 
relative basin is riddled, i. e. arbritrarily close to initial conditions for which the flow remains 
within the neighbourhood for all time, are points for which the flow leaves the neighbourhood 
to be subsequently reinjected. Thus we may conclude that the attractor has at least a locally 
riddled basin of attraction. To determine whether the basin of attraction was globally riddled,
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we calculated the relative basin for a neighbourhood of width six units about the manifold. On 
this occasion the basin appeared open and no riddling occurred (Figure 7.7). Since the relative 
basin does not appear riddled for all neighbourhoods of the invariant manifold A  =  A 2, we 
may conclude that the basin of attraction is strictly locally riddled in this case.
x_i
Figure 7.6: C om pu ta tion  o f  the re la tive  basin o f  a ttra c tio n  f o r  system (7 .7 ). We considered a 
p ro je c tio n  in  the ( x \ , x 2)  p lane  and a neighbourhood o f three u n its  about the in v a r ia n t m a n ifo ld  
X i =  x 2. I t  seems apparent th a t the re la tive  basin is ridd led , in d ica tin g  tha t the chao tic  
a ttra c to r  has a loca lly  r id d le d  basin o f a ttra c tio n . In  th is  p ic tu re , the re la tive  basin o f  the 
chao tic  a ttra c to r  are the po in ts  in  white.
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Figure 7.7: In  th is  case we com puted the re la tive  basin o f a ttra c tio n  f o r  a neighbourhood o f  
s ix  u n its  about the in v a r ia n t m a n ifo ld  X i =  x 2. On th is  occasion, the basin appears to be open 
and no r id d lin g  o f any d e sc rip tio n  occurs, in d ic a tin g  th a t the a ttra c to r  has a locally, but n o t 
globa lly  r id d le d  basin.
7.3.4 Time-one maps
To further illustrate the similarities between the system of two modified Rossler oscillators 
and the two coupled lasers, we consider the time-one maps of both systems by taking Poincare 
sections and considering various time delays.
In the first instance we consider the case of the modified Rossler system (7.6) and we take 
a Poincare section defined by x  — 0, with values of the paramters (a,b,c) — (0.15,0.4,8.5).
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The attractor and this section are illustrated in Figure 7.8 a) and b) respectively. Part c) 
illustrates the time-one map with a time delay of 2  units; producing a familiar one hump 
map as observed in the original Rossler oscillator (7.1). Finally we consider the time-one map 
where the time delay is 3 units. On this occasion the map breaks into two distinct sections 
and the familiar one hump map is not present.
- 1 5  - 1 0  - 5 10  15
>3 0
-10
- 1 5
- 1 5  - 1 0  - 5 10 15
Figure 7.8: I l lu s tra t in g  tim e-one  m aps in  the case o f  a m odified  R oss le r o sc illa to r. Top le ft 
illu s tra te s  a p ro je c tio n  o f the a ttra c to r  in  the ( x ,y )  p lane. Top r ig h t is the P o inca re  section  
taken a t x  =  0. B o tto m  le ft illu s tra te s  the tim e -one  m ap fo r  th is  section  w ith  a tim e  delay o f  
two un its . F in a lly  bottom  r ig h t illu s tra te s  the tim e -one  m ap w ith  a delay o f  three un its .
In a similar manner we consider the case of a single modulated laser (4.3). On this occasion 
we took a Poincare section defined by periods of the forcing term cos(w t). By examining the 
time-one map and considering a time delay of six units, we also see a one hump map in the
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case of a modulated one laser system. (See Fig. 7.9).
1 .25
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Figure 7.9: I l lu s tra t in g  tim e -o n e  m aps in  the case o f a m odulated one laser system. Top le ft 
i llu s tra te s  a p ro je c tio n  o f  the a ttra c to r  in  the ( X , F )  p lane. Top r ig h t is the P o in ca re  section  
defined by cos (u t )  — 0 . B o tto m  le ft illu s tra te s  the tim e -o n e  m ap f o r  th is  section  w ith  a tim e  
delay o f  s ix  un its . F in a lly  bottom  r ig h t illu s tra te s  the tim e-one  m ap w ith  a delay o f  fo u r  un its .
In both cases a familiar one hump map is observed, indicating similar dynamics in both 
systems.
7 . 4  C o n c l u s i o n s
In this chapter we have introduced the Rossler oscillator and subsequently a modified Rossler os­
cillator, which conserved many of the features of the original oscillator, but when coupled to-
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gether preserved the same symmetry groups as the two laser system considered in chapters 4 
and 5. The system of coupled modified Rossler oscillators presented a number of advantages 
over the two coupled laser model, in that it was autonomous and the equations were not stiff, 
meaning that it was possible to work with much more easily numerically.
We performed a thorough numerical investigation of the system, observing many of the features 
witnessed in the laser system. Namely,
• A blowout bifurcation to on-off intermittency.
• A Poincare section producing a one-hump map, as is seen to be the case in the two laser 
system, indicating similar dynamics in each case.
• Similar invariant subspaces were observed, whereby phase dynamics could synchronize 
in the absence of amplitude synchronization and vice versa.
Consequently there are strong reasons to believe that the local riddling scenario observed 
in the modified Rossler system is also present in the systems of coupled lasers considered 
previously.
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C h a p t e r  8  
G e n e r a l i z e d  s y n c h r o n i z a t i o n  a n d  
c h a o t i c  c o m m u n i c a t i o n
8 . 1  I n t r o d u c t i o n
One of the main reasons for studying the synchronization of chaotic systems is the potential for 
communicating information at high speeds and with a degree of security. A number of schemes 
have been developed for masking messages using chaos [5, 18, 19, 34, 35, 52, 83, 84, 85]. As 
schemes have developed for masking signals, so too have techniques concerning interception 
and deciphering of messages masked by chaos [58, 71, 72, 73]. These have frequently used 
reconstruction techniques whereby a chaotic attractor may be constructed from a single ob­
servable of the system. Typically if one has a time series from a chaotic system, one may 
use techniques based upon Takens’ embedding theorem to gain information about the chaotic 
attractor, providing there is enough data of a high enough quality. All of these schemes 
have made use of the fact that two identical systems (or subsystems) may exhibit complete 
synchronization under certain conditions.
Complete synchronization is however a fairly restrictive concept and is often difficult to achieve 
except under ideal conditions. Generalized synchronization is however a less restrictive concept 
and has been demonstrated to be more robust experimentally than complete synchronization,
in for example electronic circuits [2, 32], chemical systems [53] and laser systems [76].
In this chapter we use some of the concepts of generalized synchronization we introduced in 
chapter 2  and examine techniques for communicating a signal using these ideas.
8 . 2  T h e o r e t i c a l  s e t u p
In order to be able to communicate a message using generalized synchronization, we extend 
some of the ideas of Abarbanel and co-workers [2 , 6 8 ], which they used for the detection of 
generalized synchronization.
Thus, suppose that we have a system of the form,
X  =  / ( X ) ,
(8 .1 )
Y  =  s ( X ,Y ,h ) ,
where X  can be thought of as the driving system, Y  the response system and the coupling 
between the drive and response systems is determined by a set of parameter values h. We 
assume that the set of parameters are such that there exists a generalized synchronized relation 
between the drive and response systems of the form in Definition 3.2.2. Typically in order to 
achieve such a relationship, the parameter set h need not couple every element of the drive 
system into that of the response. In order to consider how it might be possible to communicate 
a signal which makes use of this generalized synchronization property, we introduce the ideas 
of a transmitter and receiver systems which incorporate generalized synchronization.
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Suppose that we have a system of the form,
X  -  / ( X ) ,
(8 .2 )
Y t =  j ( X , Y T,h ,m (t)),
where m ( t)  is a time-dependent message function which we use to transmit a binary message. 
We require the message function to be such that when a ‘O’ is transmitted, there exists a 
generalized synchronized relationship between X  and Y t ,  such that Y t  =  0 O(X ).
When transmitting a ’1 ’ , the message function m (t) will cause one of the following situations 
to arise:
1 . Generalized synchronization is preserved and consequently Y T =  / i ( X ) .
2 . Generalized synchronization is broken between X  and Y t -
In order to determine which of the above situations are satisfied, one may use techniques such 
as the A u x il ia ry  system  approach  suggested by Abarbanel et al. [2 ]; we consider a replica Y ' of 
system Y T and examine the transverse Lyapunov exponents of the manifold Y T =  Y ' .  If the 
largest of these transverse exponents is negative then there exists generalized synchronization 
between X  and Y t  and situation 1 applies. If the largest transverse Lyapunov exponent is
positive then there does not exist a function and we lie in situation 2 . For an exposition
on the behavior of transverse Lyapunov exponents, see for example [8 ].
It is important to note that the transmission of a ‘ 1 ’ which preserves generalized synchroniza­
tion does not imply that the functions 0O and <# are identical or even necessarily similar. By 
similar it is meant that the long-time behavior of the trajectories does not significantly alter 
when a message is transmitted. This is a desirable property to have, since a significant devi­
ation may give an unauthorized interceptor warning that a message is present. Consequently 
we wish to avoid situation 2  and we concern ourselves with transmitting the message in such 
a way that the functions 0 o and </>i are similar to each other.
8 .2 .1  T r a n s m it t e r  S y s t e m
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We now wish to consider how recovery of the transmitted message might take place. In its 
simplest form to implement, an individual who has been authorized to receive the message 
will have a system of the form,
Yft =  # (X , Yft, h), (8.3)
where Y r  is a replica of the system Y t  in (8 .2 ). Since the set of parameters h is the same 
as in the master system, the same function fa  exists such that Y R =  fa (X .) ,  and so Y T and 
Yft will evolve in an identical fashion. However, transmission of a ‘1 ’ will cause Y t  and Y R 
to evolve differently since Y T =  ^ i(X ) but Y r  =  </>o(X). Consequently if an element yTi of 
Y t  is picked up by a receiver, an analysis of the error dynamics,
=  Vm — y n ,
will enable the receiver to clearly distinguish between a ‘O’ and a *1’. A hypothetical experi­
mental setup for this system is shown in Fig. 8.1.
8 . 3  N u m e r i c a l  e x a m p l e
To demonstrate this technique, we consider a drive-response system of the form,
fa = - ( x 2 + s3), yri = s(yr2 ~ yn) ~ h(yn -  m(f)(aq)),
x 2 ~  x x +  a x 2 , y f  2 =  —y n y r z  +  yy n  — y r 2 , (8.4)
x 3 =  +  x 3( x i  — /i ) , y f 3 =  ?/ti2/T2 ~  b y r3 ,
where the drive system X  =  ( x i , x 2,x 3) is a Rossler system and the response system Y T =
( y n ,y T 2 ,yTz), a Lorenz system. This is the system that the sender of the binary message will
use. The receiver will have a system Y # , similar to the system Y T namely,
8 .2 .2  R e c e iv e r  S y s t e m
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Figure 8.1: H ypo the tica l setup f o r  tra n s m itt in g  and receiv ing a message using generalized  
synch ron iza tion . A ssum ing  th a t there exists a generalized synchron ized re la tionsh ip  between 
X  and Y t  in  the transm iss ion  setup, then an analysis o f the e rro r  dynam ics in  the decoder 
w il l  reveal the presence o f a b in a ry  message. In  th is  setup the same d r iv in g  s igna l fro m  X  
m ust be sent to  Y t  and Y r .
y'm =  s'(yR2 -  yR1) -  h(yR1 -  xi),
VR2 — — ymyR3 +  r'yp x  — yR2, (8-5)
yhs =  yRiURz ~  b'yRs.
We assume the values of the parameters are (a , 0 , p , s, r, b, s', r', b') =  (0.2, 0.2, 5.7, 16, 45.92, 
4, 16, 45.92, 4), values for which there exists a generalized synchronization relationship between 
X  and Y y  in (8.4). This was first demonstrated by Abarbanel et al. in [2 ]. Consequently 
assuming that the message function m(t) — 1 , then the systems Y T and Y R will evolve onto 
identical attractors and the error dynamics between their variables will go to zero after an
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initial transient phase.
In order to send a binary message, we use a simple “return to zero” type approach. Namely, 
we assign a length of time t , for each bit, and in the case of a ‘1 ’ , we alter the driving force 
for half the bit length before returning to the original forcing. This enables the receiver to 
determine easily the difference between a ‘1’ and a ‘O’, since the systems resynchronize before 
transmission of the next bit.
In our example, we use m (t)=  1 for all time during which a ‘0’ is transmitted and m(t) =
0.975 for transmission of a ‘1’. To allow for transients to decay we run the system for 50 time 
units and then in order to send the message we use a bit length of 2 0  time units (time is 
arbitrary in this case). The bit rate for transmission of the message is related to the speed 
with which transients decay onto the generalized synchronization manifold between the X  and 
Y t  systems. We chose a time length of 20 to clearly illustrate our ideas. In order to detect 
the message, we need to send two signals; we must send the driving signal which we use to 
generate the attractor in our system Y R as well as one of the variables from the system Y T 
in order to compare the two and detect the message. In the first instance we do not concern 
ourselves with noise or small parameter mismatches and we simply modulate the drive signal 
with the message (1011010) in system (8.4). Figure 8.2 illustrates the transmitter signal from 
Y t 2 , the receiver generated signal from Y # 2 and the error dynamics generated from them. 
We have overlaid the message function m(t) to indicate that the message (1011010) is easily 
recoverable.
In our second simulation we include a small additive noise term into the drive system variable 
of the receiver (8.5), as well as onto the variable y2 which we use for the retrieval of the message. 
We implemented this scheme by converting system (8.4) into a stochastic differential equation 
along the lines of Kloeden and Platen [33]. We used the same magnitude for the noise in 
each case, since the driving variable and the transmitted signal are both travelling through 
the same medium. However, the seed in the random number generator was not the same, in 
order that the same pseudo-random sequence was not identically generated in each case. This
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Error dynamics
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Figure 8 .2 : D e m o n s tra tin g  recovery o f the b in a ry  message (1011010). The figu re  shows the 
chaotic  behavior o f the second e lem ent o f the tra n s m itte r  dynam ics (y rz )  and those o f  the 
second elem ent o f the rece iver dynam ics ( y R 2 ) .  The e rro r  dynam ics e2 are calculated by tak ing  
the d ifference between the two. We have ove rla id  the message fu n c t io n  m  ( t )  corresponding to  
(1011010) over the top o f the e rro r  dynam ics to  dem onstra te  tha t the message can be accura te ly  
recovered. N ote  th a t we are us ing a re tu rn  to zero approach to tra n s m it the message and thus  
the b it length is tw ice as long as the tim e  f o r  w h ich  a ‘1 ’ is transm itted .
is indicated in Fig. 8.3 a). Once again an examination of the error dynamics between the 
transmitter signal and the receiver generated signal reveals the content of the binary message.
Finally we consider the case where there is a small parameter mismatch of approximately 1% 
between the parameters of system Y T and system Y r . The results of this are displayed in
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Fig. 8.3 b). and again the message is easily distinguishable. The mismatch needs to be small 
enough to maintain generalized synchronization, else the dynamics of Y t  and Y r will evolve 
in a different fashion over time.
0 50 100 150 200
Time
Figure 8.3: I l lu s tra t in g  the e rro r  dynam ics in  the separate cases o f  noise and pa ram e te r m is ­
m atches between the two systems. In  case a) we have added a sm a ll noise te rm  (approx im ate  
am p litude  o f  the noise is  ~  2 % o f the am p litu d e  o f  the dynam ics) and in  case b) we have 
altered the param ete rs  o f one o f the systems by approx im ate ly  1%. In  both cases the message 
is s t i l l  c lea rly  recoverable.
8 . 4  S e c u r i t y  I s s u e s
As mentioned earlier, one of the primary motivations for chaotic communication has been a 
desire for communication privacy. Many chaotic communication schemes have been proposed 
in which the message is hidden within the chaos of the transmission signal [19, 34, 52, 35]. 
Communication using generalized synchronization may offer advantages in privacy over meth­
ods using complete synchronization. Several potential advantages are evident in the specific
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technique described above.
For example, in many of the chaotic communication methods that utilize complete synchro­
nization, the message is an explicit component of the transmitted signal, i.e . s ig (t) =  x / t )  +  
m(t), where aq(t) is a chaotically fluctuating variable and m ( t)  is a message. However, in the 
method described here, the message is not explicitly a component of the transmitted signals 
in either of the communication channels. The signal in communication channel # 1  is gener­
ated by system X  which evolves independently of the message. The signal in communication 
channel # 2  is simply an element, y f it), of the system Y t ,  with no explicit message depen­
dence. The implicit dependence of yfyt) on the message is determined by the complicated 
generalized synchronization functions. Consequently, extracting a message from y f it) should 
be more challenging than extracting a message from sfy(t).
In many “conventional” communication schemes, a chaotic variable that is directly modulated 
by the message must be transmitted. In the system described here however, the message, m (t), 
does not directly modulate any variable in the Y T system. Instead, it modulates the amplitude 
of a chaotic signal from system X  that is itself modulating the dynamics of the system Y t -  In 
fact, the manner in which m(t) modulates the signal from X  may change in time without loss 
of message recovery. Furthermore, the element transmitted in communication channel # 2 , 
may be chosen so that it is not directly modulated by a signal from system X . Interestingly, it 
would also be possible to transmit linear combinations or multiples of elements of the system 
Y r . If we apply the same procedure to the elements of Y R and then compare these new error 
dynamics, the message can still be recovered, i. e. If we apply a function F to the elements of 
the system Y t  and the same function to the elements of the system Y r  then this generates 
error dynamics of the form e7 — F (Y ft  — F ( Y t ) .  If this were the case the error dynamics 
would still equate to zero, when a ‘O’ was transmitted and would be non-zero when we transmit 
a ‘1 ’ .
By adapting our scheme (Fig. 8.4) and introducing a replica of the drive system in the receiver 
system, it would be possible to send a different element through communication channel # 1 ,
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Figure 8.4: H ypo the tica l setup w h ich  inc ludes a rece iver d rive  system  as w e ll as the response 
system. The advantage here is th a t the s igna l fro m  X y  tra n sm itte d  through com m un ica tion  
channe l f f l  need n o t be the same as th a t w h ich  d rives Y r .
than that onto which the message is modulated. Effectively one considers a receiver system 
of the form,
X R =  f ( X R,x
(8 .6 )
Y r =  s ( X r , Yfl ,h),
where X #  is a replica of system X  of the transmitter system and the signal aq is not involved 
in the coupling of X  to Y t -  The set of parameters h ' are chosen in such a way that X  
and Xft synchronize in a complete sense, assuming of course, the absence of riddled basins. 
This ensures that the systems Y r  and Y r  would still evolve onto identical attractors in the 
absence of the message m(t). With the scheme we present here, we can ensure that the 
signal we transmit from the Y T system is only in communication channel # 2  during message
97
transmission. Consequently the unauthorized receiver will never have access to a long enough 
sequence of unmodulated data with which they could reconstruct the time series dynamics of 
the attractor to a high enough level of accuracy to detect the message.
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C h a p t e r  9
R i d d l i n g  a n d  w e a k  a t t r a c t o r s
In this chapter we extend the definition of Riddling of a basin of attraction proposed by [4] 
to positive measure subsets V  of Mm and introduce the idea of partial riddling. We shall also 
use the concept of a weak attractor to reexamine and classify riddled basins of attraction and 
contrast these results with recently published work in 2 -dimensional non-invertible mappings.
9 . 1  P r o p e r t i e s  o f  r i d d l e d  s u b s e t s  o f
We first fix some notation that will be used throughout this chapter. It is assumed that 
M  — Mm, £(.) denotes Lebesgue measure on M ,  and subsets will be assumed to be Borel 
subsets of M .  We denote the J-ball around x  by
B fi(x )  — { y  e M :  \x — y \ < 8 } .
In applications of dynamical systems, one is usually only interested in the fate of points up 
to any subsets of measure zero. To this end we define equality and containment up to zero 
measure. If U  and V  are two (Borel) subsets of M  we say U  =o V  if t ( U A V )  =  0 , where 
U A V  =  (U  \  V )  U ( y  \  U ) is the symmetric difference. In other words, we say U  = 0 V  if 
U  and V  differ only on a set of measure zero. We denote the complement V c =  M  \  V . If 
A  is such that there is an open set C  with A  = 0 C  then we say A  is a lm ost open. Also, if 
A  =  o 0 we say A  is alm ost em pty. Similar we define Co and C0. (NB we use the convention 
that t ( V )  >  0 includes the ease £ (V ) =  oo.) The following definitions generalize the concept
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of riddling of Alexander et al. [4] to arbitrary sets.
Definition 9.1 .1
1. Suppose th a t V  is a measurable subset o f M .  We define the riddled component of V  to
2 .  We re fe r to V u n r i d  — V  \  V r i d  as the unriddled component of V .
3. I f  Vr id =o V  f o  0 then we say th a t the set V  is  (fully) riddled. I f  Vr id =o 0 we say i t  is
unriddled. I f  i t  is n e ith e r r id d le d  n o r  un rid d le d , we say i t  is  partially riddled.
4. I f  U  and V  have £ (U ) >  0, & {V ) >  0 and U  D V  — 0, and f o r  a lm ost a ll x  G U  and a ll
6 >  0 we have
then we say th a t U  is riddled with V .
5. I f U  is r id d le d  w ith  V  and V  is r id d le d  w ith  U  then we say the sets are  intermingled.
Any embedded manifold is unriddled, as is any set with zero Lebesgue measure. A simple 
example of a riddled set can be constructed as follows: Take a sequence of points p i dense in 
[0 ,1 ] and consider
One can show that £(Se) >  1 — e and so if e <  1 , this set will be fully riddled but still have 
open dense complement.
Theorem  9.1 .1 Suppose tha t V  # 0 0 is a m easurable subset o f  M .
be
Vrid =  { x  G V  : £ {B s(x )  H V )  £ {B d(x )  n V c) >  0  f o r  a ll  6 >  0} (9.1)
t ( B s(x )  H V )  £ (B g (x ) n U ) >  0 (9.2)
( i )  Vrid is closed in  the subset topology o f V .
( i i ) Vunrid is a lm ost open.
(H i)  I f V  is the closure o f its  in te r io r  then Vunrid =  In t (V )  and Vr id — d V .
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Proof: (i) Suppose x n is a sequence in Vrid that converges to some point x  E V . Consider any 
5 >  0 and note that there is an N  and e >  0 such that B €(x n ) C B $ (x ). Therefore if U  — V  
or V c then
t ( B s(x )  n u )  >  £{b €{x n ) n u )  >  o
and so x  E
(ii) Let
U  =  { x  E M  : There is a 8 >  0 with £ (B s {x )  ft V c) =  0}
and
V  =  { x  E V  : There is a 8 >  0 with £(B&(x) fi V c) =  0}
and note that if x  E U  has 8 >  0 such that £ (B d(x )  D V c) — 0 then for any y  E B $/2(x ), 
£ (B s /2(y ) fl V c) =  0. Hence y  E U  and so U  is open.
Observe that trivially Vunrid C U  U V  and suppose that £ (U  \  Vunrid) >  0 . An application 
of the Lebesgue density theorem gives £ (V ) =  0 and by further application of the Lebesgue 
density theorem we can choose an x  E U  such that £ (B g (x ) D V c) >  0 for all 8 >  0 which 
contradicts the assumption x  E U. Hence U  = 0 Vunrid and consequently Vunrid is almost open 
as required.
(iii) Let U  =  Int(H) and by assumption we have V  =  U . Clearly U  C Vunrid. By part (i) and 
the fact that V  is closed, the riddled component Vrid must also be closed and so Vunrid must 
be an open subset of V . Since U  contains all open subsets of V  we conclude that U  =  Vunrid 
and Vr id — d V .
9.1.1 M ap p in g s o f r id d led  se ts
Assume that a map /  : M  —> M  is continuous. We say that it is of type (P) if the following 
is true:
(PI) /  is almost everywhere a local homeomorphism, i.e. for ^-almost every x  E M  there is 
a neighbourhood U  of x  such that /  : U  -A  f ( U )  is a homeomorphism.
(P2 ) £ (V )  >  0 if and only if £ ( f ( V ) )  >  0 for all measurable V .
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We do not require that the map is invertible; many non-invertible (e.g. piecewise smooth) 
maps also satisfy (P). If /  is almost everywhere a local diffeomorphism then both (PI) and 
(P2) follow directly. Unless stated otherwise, we assume that all maps /  are of type (P).
If f ( V )  =o V  we say V  is a lm ost in v a r ia n t  under / ;  in the stronger case that f ( V )  =  V  we 
say V  is in v a r ia n t  under / .
Theorem  9 .1 .2  I f V  is  a lm ost in v a r ia n t u n d e r a m ap f  : M  -4  M  then Vru  and Vunrid are 
a lm ost in v a r ia n t. I f  a d d it io n a lly  f  is a local hom eom orph ism  and V  is in v a r ia n t then Vr id and  
Vunrid are in v a r ia n t.
Proof: By (PI), for almost all x  G V  we can find open neighbourhoods U x of x  and U2 of
f ( x )  such that /  : U i —> U2 is a homeomorphism.
Now consider any 6 >  0 such that B $ (x )  C U x and B g ( f ( x ) )  C U2. By continuity of /  on Ux
we can find an e with 6 >  t  >  0 such that f ( B e (x ) )  C B s( f ( x ) ) .
Therefore £ (B s ( f ( x ) )  fl V c) >  £ ( f ( B f x ) )  D V c). As /  : Ux -4  U2 is invertible we have 
f ( A n B )  =  f ( A ) n f ( B )  for any A , B  C Ux. Now f ( V n U x) =  f ( V n U x) r \U 2 = 0 V n U 2 because 
V  is almost invariant. Hence its complement in Ux is almost invariant, ie f ( V cn U i)  =o V cn U 2. 
Suppose that £ (B s( f ( x ) )  n V c) =  0 and note that £ ( f ( B e(x ) fl V c)) =  £ ( f ( B e(x ))  n V c) <  
£ (B s ( f ( x ) )  D V c). Therefore £ ( f ( B e(x ) )  fl Uc)) — 0 and by (P2 ) we have £ (B e(x )  n V c) — 0. 
Considering / - 1  : U2 —> Ux this is also a homeomorphism that satisfies (P2 ) and so for 
any 5 >  0 such that £ (B s (x )  D V c) =  0 and B f lx )  C Ux we can find an e >  0 such that 
£ ( B f f ( x )  n v c)) =  o.
Hence, for almost all x  G V , £ ( B s (x )n V c) =  0 for some 6 >  0 if and only if £ ( B s ( f ( x ) ) n V c) =  0 
for some 6 >  0. This is equivalent to saying that Vr id and T4nr^  are almost invariant under / .  
If /  is everywhere a local homeomorphism then the above argument can be applied at a ll 
p o in ts  x  G V  and we can conclude that Vunrid and Vr id are both invariant.
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9 . 2  A t t r a c t o r s  a n d  r i d d l i n g
We now apply some of these ideas to the concepts of attractors which were introduced in 
chapter 2. We shall be specifically concerned with Weak attractors (2.2.3), Milnor attractors 
(2.2.4) and minimal Milnor attractors (2.2.5). Recall that these definitions are successively 
more restrictive,
Weak attractor 4= Milnor attractor 4= minimal Milnor attractor
Note that any compact invariant set containing a Milnor attractor is a weak attractor. If A  
is a compact invariant set that has positive Lebesgue measure then it is a weak attractor, but 
in dissipative systems, weak attractors themselves will typically have zero measure.
Recall that if V  is a Borel subset of M  such that V  contains a compact invariant set A , then
we define the basin o f A  re la tive  to V  to be
B y (A )  =  { x  E M  : u ( x )  C A  and f k (x )  G V  for all k  G N}. (9.3)
If U  D V  D A  then clearly B u {A )  D  B y  (A ) .
By examining not just the measure of the basin but also the basin topology we get several more 
concepts of attractor that are increasingly more restrictive than that of Milnor attraction. An 
a lm ost open basin a ttra c to r  is a Milnor attractor whose basin is almost open. An open basin 
a ttra c to r  is a Milnor attractor whose basin is open.
We now prove some elementary results that relate these concepts of attraction. If X  is a 
subset of M  we define the limit set Q (X )  =  Uzex<*>{x) and the l ike ly  l im it  set
A ( X ) =  p| Q (Y )
Y = 0X
where we take the intersection over all Borel Y  that differ by X  on a set of zero measure (this 
is referred to as A ( f , X )  in Milnor’s paper [45]). Note that f2(X) D A ( X )  and if X  is almost 
empty then A ( X )  is empty. Note that Q (X ) is a weak attractor containing A (X ).
Lemma 1 of Milnor [45] implies that if X  is any positive measure compact absorbing subset 
of M  then A (X ) is an attractor that contains all attractors in X , for the restricted map 
f \ x -  Moreover, the same paper shows that if X  is any positive measure, compact, absorbing
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subset of M, then A(X) is non-empty, closed and invariant; if A(X) is compact then it is 
a Milnor attractor. Suppose that C  is any positive measure invariant set contained in a 
compact absorbing set. If D  C C  is not almost empty then we have A (D )  C A (C )  and so 
C  C0 B (A (C ) ) .
Lem m a 9.2.1  Suppose th a t A  is a weak a ttra c to r. Then there is a M iln o r  a ttra c to r A m C A  
such th a t
B (A )  = 0 B (A m).
Proof: Let A m =  A (B (A ) ) \  note that A m is an attractor with A m C A  and so B (A m) C B (A ) .  
Now consider any positive measure set C  C0 B (A )  and note that A (C ) C A m. Hence C  C 0 
B (A m) for all C  and therefore B (A )  = o  B (A m).
Note that weak attractors containing a single common Milnor attractor need not be contained 
in each other. For example, consider the mapping on R given by
f ( x )  =  x  +  x ( x 2 — 1 ).
This has two weak attractors [— 1,0] and [0,1]. However the only Milnor attractor is the point
0. More generally we can state the following:
Lem m a 9 .2 .2  Suppose th a t A  is  a weak a ttra c to r.
( i )  I f  Am is  an m in im a l a ttra c to r  A m C A  w ith  B  = 0 B (A m) and  B  open such tha t B  D A  
then A m is the on ly  a ttra c to r  in  A .
( i i )  I f  B (A )  is open then there is a M i ln o r  a ttra c to r  A m C A  w ith  an a lm ost open basin.
The first part of the previous Lemma follows on noting that A (B )  =  A m\ the second part can - 
be shown by application of Lemma 9.2.1.
9.2.1 R id d lin g , in term in glin g  an d  local rid d lin g  o f  b asin s
The work of Alexander et al. [4] showed that one can have a minimal Milnor attractor with 
basins that are riddled in the following sense:
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Any weak attractor contains a Milnor attractor by Lemma 9.2.1 and so if A is a weak attractor 
with a riddled basin then the Milnor attractor A m also has a riddled basin. An important 
consequence of the previous results is the following:
Theorem  9.2.1  Suppose th a t A  is a m in im a l M iln o r  a ttra c to r and le t B  =  B (A ) .  I f  B  is  
p a r t ia lly  r id d le d  then
A  C B r id n B unrid.
Proof: Since B  is assumed to be partially riddled, both B r id and B unrid have positive measure; 
therefore A (B r id) and A (B unrid) are nonempty. Clearly both are closed subsets of the compact 
set A (B )  =  A  and hence they are Milnor attractors. Because A  is minimal it is the only 
attractor in A (B )  and therefore
A  — A (B rid )  — A (B unrid) •
By Theorem 9.1.2, both B r id and B unrid are almost invariant. Since B r id is closed in B  and 
moreover all w-limit sets of points in B rid remain in B , we have A (B r id) C B rid. Therefore 
A  =  A (B r id) 0  B ^ d • Now B unrid has positive measure and is almost invariant. Almost 
invariance implies there is a full measure set of points that remain in B unrid under iteration and 
so their limits are in B unrid, implying that A (B unrid) 0  B unrid■ Hence A  =  A (B unrid) Q B unrid■ 
Similarly, if B  is a basin relative to some open neighbourhood of A  we can conclude that A  
must be in the intersection of the closures of the riddled and unriddled components of B .
A  consequence of this result is that any attractor with a basin that has full measure in a 
neighbourhood of the attractor must have an unriddled basin. For example, Figure 9.1 shows 
(in black) part of the local basin of attraction of a periodic orbit for the map
f ( x , y ) =  (3.88605a:(l -  x )  -  0.3x y 2, 0.545exy -  y 3) (9.4)
consisting of all points that remain within y e  [0,0.1]. This is a particular case of a map studied 
by [1 2 ]; the attractor is in the apparently open region of black. Although the basin boundary 
becomes very convoluted as one moves further away from the immediate neighbourhood of
Definition 9 .2 .1  A weak attractor A has a globally riddled basin if 13(A) is fully riddled.
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the periodic orbit, Theorem 9.2.1 implies that the basin is unriddled. For this example, the 
periodic orbit is hyperbolic and so the basin is open, not just almost open.
Figure 9.1: The black region shows tha t com puted basin o f a ttra c tio n  o f an a ttra c to r  fo r  the 
m ap (9 .4 ) re la tive  to the s tr ip  0 <  y <  0.1. The basin in  the area (x , y) E [0.49,0.50] x [0., 0.05] 
is shown. Observe tha t the (loca l) basin con ta ins open sets and these con ta in  a stable a ttra c tin g  
pe riod ic  p o in t in  y  — 0. As a resu lt o f Theorem  9.2.1 we can conclude tha t the basin is to ta lly  
unridd led . (Reproduced from . [12 ]).
Using the idea of a relative basin of attraction, we may redefine the concept of a locally riddled 
basin as follows:
Definition 9 .2 .2  Suppose tha t A  is a weak a ttra c to r. We say i t  has a locally riddled basin 
i f  there exists a neighbourhood V  o f  A  such th a t the basin o f A  re la tive  to V , ie B y ( A ) ,  is 
ridd led .
This means that an arbitrarily small ball centered around any point of B y  ( A )  has a set of 
positive measure which eventually leaves V under iteration. Clearly a riddled basin is locally 
riddled, but vice-versa need not apply; it is possible for a locally riddled basin to be almost 
open.
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NB This is a more restrictive assumption than the definition of local riddling in [8 ], who 
assumed that there is an open set V  and U (V )  =  HnLo f ~ n (V )  such that
£ (B s(x )  n U ( V )C) >  0 (9.5)
for all 6 >  0 and all x  G A . Moreover it is required that the above holds for all x  G U (V ) .  
This has the advantage that it excludes some undesirable examples, for example the fixed 
point 0 =  0 of the ODE 0  =  1 — cos 9 (mod 2 -7r) is not locally riddled according to Definition 
9.2.2, although it is according to the previous definition in [8 ].
Lem m a 9 .2 .3  Suppose th a t A  is a weak a ttra c to r  such th a t 13(A) is loca lly  ridd led . Then  
there is a M iln o r  a ttra c to r  A m C A  such th a t B (A m) is loca lly  r idd led .
Proof: If A is a weak attractor with a locally riddled basin then there exists a neighbourhood 
V  of A such that B V (A )  is riddled. By Lemma 9.2.1 there is a Milnor attractor Am C A such 
that V  is also a neighbourhood of Am and B (A m) = 0 5 (A ). Hence 5 y (A m) = 0 B V (A )  and 
consequently 5 y (A m) is riddled. Thus B (A m) is riddled.
It is interesting to note that the converse of Lemma 9.2.3 is false. In general it is not true that 
the basin of a weak attractor A is locally riddled if the basin of a Milnor attractor Am C A is 
locally riddled.
If the basin is almost open then for almost all x  G 5(A )
£ (B s{x )  n 5(A )) £ {B d(x ) n B(A)C) =  0 
for small enough J. Hence 5(A ) is not globally riddled.
Lem m a 9 .2 .4  Suppose th a t a weak a ttra c to r  A  has a basin th a t is  a lm ost open. Then its  
basin is n o t g loba lly  ridd led .
This does not however preclude A from having a locally riddled basin even if it is the unique 
Milnor attractor inside a weak attractor whose basin is not locally riddled. The following 
result gives necessary (but not sufficient) conditions for a basin of an attractor to be locally 
riddled.
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Theorem  9 .2 .2  Suppose th a t A  is a weak a ttra c to r  w ith  an a lm ost open basin and a un ique  
M iln o r  a ttra c to r  A m C A . Then B (A m) is n o t g loba lly  ridd led. I f  in  a d d it io n  A m #  A  and  
there is a dense o rb it { / n(£)}neN in  A , then the basin o f  a ttra c tio n  o f  A m is loca lly  ridd led.
Proof: Suppose that A m is the unique Milnor attractor such that A m C A  implies that 
B (A m) =o B (A ) .  By Lemma 9.2.4, B (A )  is not globally riddled and hence neither is B (A m). 
Now pick any y  G A  and e >  0 such that
B t (y ) P \ A m =  q>.
Now choose any V , a neighborhood of A m such that
vf]se(y) =  0
Consider any x  G B v ( A m) and 6 >  0. Due to the existence of a dense orbit, there is an n0 
such that / n°(£) G B (f ix ) .  Also there is an n 3 >  n 0 such that / ni(£) G B e(y ). By continuity 
of / ,  given any neighbourhood P  of y , there is a Q  C B g (x ) such that f n i~n° (x )  C P . Hence 
Q  0  U ( V ) C. Therefore, B § (x )  P|£/(y)c D Q  implies that
l { B s{ x ) p \ U ( V ) c) > l ( Q ) > Q
and so we can conclude that the basin of A m is locally riddled.
9.2.2 E x am p le  o f  an  a t tra c to r  w ith  a  p artia lly  r id d led  b asin
If we examine the mapping
F ( x , y )  =  ( f ( x , y ) , g ( x , y ) )  (9.6)
o n r G  [0,1], y  G [—2,2] where f ( x , y ) — 4 x { l  — x ) ( l  — 0.1 y 2) and
/
y y > i
g (x ,y )  =  < exp(sina; — |)y 1 >  y  >  0  •
y /2  y  <  0
Note that f ( x , 0) is the full logistic map on y  =  0, y  — 0 is invariant as g ( x , 0) =  0 and g is 
continuous but only piecewise smooth in ( x ,y )  for y  G (—1,1). Figure 9.2 illustrates the basin
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1.5
Figure 9.2: The black region shows a n u m e rica l a p p ro x im a tio n  o f a p a r t ia lly  r id d le d  basin 
o f a ttra c tio n  fo r  an a ttra c to r  o f the m ap (9 .6 ) tha t lies in  y  =  0 . Observe tha t the basin 
has a r id d le d  com ponent in  y  >  0 and u n rid d le d  com ponent in  y <  0. In  agreement w ith  
Theorem  9.2.1, the a ttra c to r  lies in  the in te rse c tio n  o f the closures o f the rid d le d  and u n rid d le d  
components.
of attraction of and attractor in [0 , 1 ] that appears to be partially riddled; y  >  0  contains the 
riddled component of the basin while y  <  0  has the almost open component.
For the map (9.6) one can prove the assertions above that the basin is partially riddled by 
observing as follows: one can define upper and lower transverse Lyapunov exponents (ie for 
y  >  0 and y  <  0) and these are in general different. The transverse Lyapunov exponents 
for y >  0  are positive for some periodic measures whereas that for the natural measure is 
negative. For y  <  0 there is uniform contraction with all Lyapunov exponents equal to — log 2 
and so this part of the basin is open. In agreement with Theorem 9.2.1, the attractor in this 
example is in the intersection of the riddled and the closure of the unriddled component, even 
though the map g is discontinuous at y = l .
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Note that this map does not have well defined Lyapunov exponents on A  as the derivative at 
A  is not defined. Also, note that the attractor lies in an invariant manifold that splits the 
basin into two distinct parts. We believe that this is a necessary condition for partial riddling 
of a basin of attraction to occur and conjecture that the existence of a partially riddled basin 
in this case is also due to the lack of smoothness. More precisely, we conjecture the following 
holds in general:
Conjecture: A minimal attractor A of a C 1+a map /  with natural measure p  cannot have a 
partially riddled basin if all Lyapunov Exponents with respect to p  are non-zero.
There are examples where such attractors have riddled or non-riddled basins [4], and lack of 
riddling is implied by uniform hyperbolicity of an attractor in a smooth system.
9 . 3  A b s o r b i n g  r e g i o n s
The concept of an absorbing area of a two dimensional non-invertible map was introduced in 
1977 [26] as a region in R2 bounded by images of critical curves. This has proven very useful in 
describing the structure of attractors for two dimensional non-invertible maps. More recently, 
a number of articles [14, 41, 42, 43] have shown that there are connections between absorbing 
areas and the bifurcations and basins of attraction of systems exhibiting riddled basins and 
blowout bifurcations.
We generalise the idea of an absorbing area to consider absorbing regions; these can be defined 
even for smooth invertible maps that do not have critical curves in the sense of [26], and hence 
we should also be able to extend these ideas to apply to flows generated by ODEs. As before 
we suppose that M  =  Rm, and that we have a type (P) map,
/  : M  -+  M
Definition 9.3.1 We say th a t an u n rid d le d  set A  C M  is an  absorbing region f o r  f  i f  the 
fo llo w in g  p roperties  are sa tis fied :
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( A l )  f ( A )  C 0 A .
(A 2 ) £ {A ) >  0 .
Note the fact that A  is unriddled implies that A  is almost open, (A2) implies that A  # 0 0- 
An absorbing area in the sense of [14, 26, 41] is an absorbing region in our sense but they 
also require that A  has a boundary that consists of segments of images of a critical curve 
corresponding for differentiable maps to L C  =  { x  e  M  : det( D f ( x ) )  =  0}. Our absorbing 
region is a generalisation in that the map /  can be invertible and/or smooth, and the notion 
generalises easily to flows or semiflows in arbitrary dimension as long as the time-T maps 
satisfy property (P). The phase space is not restricted to one or two dimensions.
The strength of using critical curves is that they provide a tool one can use to construct 
absorbing regions numerically. We do not suggest that absorbing areas are in general easy to 
find, nor do we aim to give any methods to find them.
If A  is an absorbing region such that f ( A )  =  A  we say it is an in v a r ia n t  absorbing region. 
Noting that £ (B (A ) )  >  £ (A )  >  0  leads us to conclude the following:
Lemma 9.3.1 I f  A  is an in v a r ia n t absorb ing reg ion then i t  is a weak a ttra c to r .
In other words, an invariant absorbing region is a special case of a weak attractor. More 
generally, if an absorbing region is not invariant it must contain a weak attractor which can 
be constructed by
A  =  f|
neN
along the lines of [45, Lemma 1].
In [41], Maistrenko et al. consider a system of two coupled logistic maps and demonstrate 
how a synchronized chaotic attractor can lose stability via either a hard or soft blowout 
bifurcation. They give evidence that the change from hard to soft blowout is caused by 
a collision between the basin boundary and the absorbing area A  containing the attractor. 
More recently, Bischi and Gardini [14] show that this can only be the case if A  is an invariant 
absorbing area, as an absorbing area for which f ( A )  C A  is a proper containment will have 
transient points on the boundary. Moreover they indicate that their arguments in [14] go
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through if one considers absorbing area of mixed type (these have boundaries that consist not 
only of segments of critical curves). We indicate here that their results can be understood in 
the general setting of weak attractors; the precise form of the boundary of a weak attractor 
appears to be unimportant.
9.3.1 Absorbing regions and bifurcations of chaotic attractors
Suppose we have a family of type (P) mappings
f r : M  ->  M
indexed by r  G R such that /  changes continuously with r. Suppose that f r has a continuous 
family of invariant absorbing regions A r (recall that these are weak attractors) and a family 
of minimal Milnor attractors A r C A r such that
• A r # 0 A r for r  <  r 0
9  A r = 0 A r  for r  >  r 0.
Then we say A r undergoes an expansion b ifu rca tio n  at r  — To- The following is a simple 
consequence of Theorem 9.2.2.
Lem m a 9 .3 .2  Suppose f r has a fa m ily  o f  a ttra c to rs  th a t undergoes an expansion b ifu rca tio n  
a t r0. Then no A r has a g loba lly  r id d le d  basin.
This has the following consequence for blowout bifurcations: suppose that an attractor inside 
an almost open invariant absorbing region undergoes a blowout such that at all times there is 
only one attractor within the absorbing region. Then this blowout must be supercritical [7]. 
Note that a weak attractor can undergo a bifurcation itself without the attractor within 
bifurcating. Such a bifurcation can take the form of a c ris is  where the boundary of a weak 
attractor hits some unstable dynamics that is not in its basin of attraction. This will typically 
lead to destruction of the weak attractor.
If A  is an invariant absorbing region that is asymptotically stable, then A  will persist under 
small perturbations of the map. Correspondingly, if an absorbing region suddenly ceases
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to exist, this must be due to its basin of attraction (which is almost equal to the basin of 
attraction of Milnor attractors inside the region) touching the boundary of the absorbing 
region.
We say a branch of minimal Milnor attractors A r (that may or may not be contained in 
absorbing areas) undergoes a b ifu rca tio n  to (g lobal) r id d lin g  if there are basins of attraction 
B r — B (A r ) such that
• B r is unriddled for r  <  r 0.
•  B r is riddled for r  >  r0.
Similarly, we say there is a bifurcation to local r id d lin g  if A r is contained in a family of 
neighbourhood Ur and the above holds for B r =  B ur {A r ). In the literature, there are several 
ways that global riddling can happen, and the above definition brings the following cases 
together:
1 . An attractor in an invariant subspace can lose asymptotic stability at what is called a 
riddling bifurcation, or a bifurcation to bubbling [7, 36, 49, 8 6 ]. In this case unstable 
dynamics bifurcates away from A r transversely, typically a periodic orbit loses transverse 
stability.
2. The basin of attraction of an attractor can undergo a crisis leading to ‘leakage’ from 
the basin. This will occur if the attractor is contained inside a weak attractor A r that 
loses asymptotic stability; for example if the invariant absorbing region has a boundary 
crisis and hits part of its basin boundary. This case has been investigated recently by 
Maistrenko et al. [31, 41, 43] and gives a transition from local riddling to global riddling.
3. A chaotic attractor in an invariant subspace is created at bifurcation from a stable peri­
odic orbit. This situation was found in [12] to occur readily in systems with parameters 
that do not preserve dynamics on invariant subspaces (non-normal parameters).
These three cases above are shown schematically in Figure 9.3. It is quite possible that there 
are other mechanisms by which these bifurcations may occur and there is still evidently much
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Figure 9.3: The three cases o f  b ifu rca tio n  to global r id d lin g  o f basins as discussed in  the text. 
In  a ll cases there is an a ttra c to r  con ta ined  in  the h o riz o n ta l in v a r ia n t subspace. P o in ts  outside  
the grey region are assumed to be in  the basin o f  some o the r a ttra c to r. In  case (1 ) an a ttra c to r  
in  an in v a r ia n t subspace loses asym p to tic  s ta b ility  v ia  a transverse b ifu rca tion . In  case (2 ) an  
a ttra c to r  is conta ined in  a weak a ttra c to r  and the la tte r  loses asym pto tic  s ta b ility  a t a cris is . 
In  case (3 ) an a ttra c to r  in  an in v a r ia n t  subspace undergoes an explosion which causes i t  to  
lose a sym p to tic  s ta b ility . In  case (2 ) note tha t a lthough the weak a ttra c to r  is destroyed a t a 
c ris is  w ith  the basin boundary, m any  in v a r ia n t sets w ith in  the weak a ttra c to r  w il l  pe rs is t on  
the basin boundary. Case (3 ) requires p e rtu rb a tio n  w ith in  the in v a r ia n t subspace but cases (1 ) 
and (2 ) do not. Case (2 ) has a loca lly  r id d le d  basin before the b ifu rca tio n  whereas (1 ) and (3 ) 
do not.
work needed before we can say that we understand generic bifurcations to riddling in chaotic 
systems.
9 . 4  R i d d l i n g  o f  C h a o t i c  S e t s  i n  P e r i o d i c  W i n d o w s
In October of 1999, a letter appeared in the literature [37] in which it was claimed that the 
basin of attraction of a chaotic invariant set could be riddled, even if that set was not an 
attractor in at least the weak sense. Under the universally accepted definition of Alexander 
and co-workers [4], it is clear that the chaotic invariant set must be at least a weak attractor, 
since the basin of attraction must have positive measure for the definition to be satisfied.
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In an attempt to further their argument for the presence of riddling in this new situation, 
the authors also examine F e, defined as being the probability that an initial condition chosen 
randomly from a line y  — e near the invariant manifold at y  =  0  being asymptotic to an 
attractor away from y  =  0. They numerically verify the scaling law F e ~  e7 where 7  is some 
constant. However, although riddled basins can produce this scaling, the scaling does not 
imply anything is riddled. For example, any map that has an unstable (repelling) fixed point 
p  on an invariant manifold can display the same scaling if there are trajectories forming sepa- 
ratrices that divide the local unstable manifold of p  into different regions according to whether 
points are asymptotic to an attractor inside or outside the invariant subspace. Moreover one 
can obtain scalings in this way with any value of 7  >  0 , simply by adjusting the linearization 
at p. (See Figure 9.4 for an illustration.)
Figure 9.4: S chem atic  d iagram  o f a f lo w  whose tim e-one  m ap can be seen to p rov ide  examples 
w ith  the same sca ling  o f  F e but w ith  c lea rly  no r id d lin g  o f basins. We place saddles a t C  and  
C \  a node a t B  and a ttra c tin g  fixed  p o in ts  a t A  and A  ’. I f  the connections fro m  B  to C  and C ’ 
are as shown, the region o f the lin e  y  — e th a t is in  the basin o f in f in i ty  w i l l  scale as F e ~  e7 
where 7  =  A1 /A 2 , Ai is the transverse e igenvalue o f  B  and X2 the ta n g e n tia l eigenvalue o f B .  
Thus 7  can c lea rly  be made to be equal to  any value fro m  0 to  0 0 .
In fact a basin of attraction of a linearly stable periodic orbit (or fixed point) cannot be riddled
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in a very general setting. Suppose that f  : M  M  is a continuous map, p  is a linearly stable 
periodic orbit and /  is differentiable near p. Linear stability implies that there is an open 
neighbourhood U  of p  in the basin of p. The basin of attraction of p  can then be found as 
U n > o f~ n {U )  which is an open set, by continuity. The basin of attraction of a periodic orbit 
can have a highly convoluted boundary (and numerically appear to be riddled), but openness 
means that no riddling in the sense of [4, 51] occurs. Moreover, if the only Milnor attractors 
in the system studied in [37] are the periodic orbit in the invariant manifold and the fixed 
point at infinity, neither of them can have riddled basin by the above argument. The same 
reasoning can be applied to show that, for the ‘periodic windows’ considered, if the periodic 
orbit is the only Milnor attractor for the system in the invariant subspaces then almost all 
points will be in the open basin of this periodic orbit.
To say that a basin is riddled if a zero measure set of points satisfy (3.1) is not appropriate 
as this would say that a unit ball is riddled as the points on the boundary satisfy (3.1). The 
reason for any confusion may be explained by the fact that in a periodic window the basin 
of the chaotic saddle (which has zero measure) nevertheless has a dimension very close to the 
dimension of phase space and hence in this sense is close to being riddled.
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C h a p t e r  1 0
C o n c l u s i o n s  a n d  F u t u r e  W o r k
The aim of this thesis was to understand mathematically some of the aspects of chaotic syn­
chronization in coupled systems. The motivation for this work was a number of experiments, 
examining the onset of chaotic intensity synchronization in linear arrays of solid-state lasers. 
These experiments were performed by the group of Professor Rajarshi Roy, during his time 
at the Georgia Institute of Technology.
1 0 . 1  L a s e r  S y s t e m s
In the case of a linear two laser array, we modelled the system by considering an extention 
of the Maxwell-Bloch equations and assuming in the first instance that the two lasers were 
identical, with modulated loss dynamics. This approach reduced the dynamical equations to 
a system of five first order ordinary differential equations and enabled us to show the existence 
of several invariant manifolds, corresponding to various synchronous states of the two lasers. 
By using a combination of numerical simulations and analysis using symmetry properties, we 
were able to determine physically realistic regions of parameter space in which synchronization 
of the intensities occurred. Subsequently the loss of synchronization was demonstrated to be 
attributable to a purely dynamical cause, namely a blowout bifurcation. Previous work had 
ascribed the loss of synchronization to the effect of noise and physical imperfections introduced 
into the system, for example as a result of minute differences inside the laser crystal.
117
We then examined the effect of symmetry breaking perturbations on the system. By break­
ing the symmetries in a constructive way, we demonstrated that the synchronization of the 
the amplitude intensities was due to an interchange symmetry between the two lasers. The 
phase synchronized and phase locked states arose as a result of what we termed the phase 
conjugation between the two lasers. A result of these symmetry breaking perturbations was 
an amplitude instability, which was observed in a system of Nd:YAG lasers in [81]. In turn we 
demonstrated, that numerically at least, this amplitude instability is responsible for a phase 
locking instability.
Following further experimental work, we examined numerically and analytically synchroniza­
tion in a system of three linearly coupled solid-state lasers, again with modulated loss dynam­
ics. The experimental data demonstrated a high degree of synchronization between the two 
outer lasers, with no apparent synchronization between outer and inner lasers. This turned 
out to be in good agreement with the theory subsequently developed, where we prove the lack 
of an invariant manifold corresponding to synchronization between outer and inner laser in a 
three laser linear array. In a manner similar to that of the two laser case, the loss of synchro­
nization between outer lasers was attributed to an apparent supercritical blowout bifurcation, 
which occurred upon varying of the coupling strength between the lasers. In both the cases 
of two and three lasers we numerically examined the Lyapunov exponents within a particular 
parameter regime in order to confirm the blowout scenario.
1 0 . 2  C h a o t i c  c o m m u n i c a t i o n
We introduced the concept of generalized synchronization and developed the idea of commu­
nicating a signal by utilizing some of the properties of systems exhibiting generalized syn­
chronization. The method we developed is easy to implement and only required knowledge of 
the existence of generalized synchronization functions. This is beneficial since finding analytic 
forms for generalized synchronization functions would appear impossible for all but the most 
trivial examples.
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1 0 . 3  R i d d l e d  B a s i n s  a n d  R i d d l i n g  o f  S e t s
Also within this thesis, we have examined the interplay between topology and measure in 
dynamical systems that possess invariant sets that are riddled, with the aim of understand­
ing the appearance and structure of basins that have a riddled component. A more precise 
quantitative classification of riddled sets using, for example, exterior dimension should also 
be possible but is not considered within the body of this work, due to the restrictions of 
time. Also the implications for the dynamics on basin boundaries are not considered and it is 
expected that bifurcations to riddling will affect this greatly; see for example [62].
By introducing the concept of a weak attractor, sufficient conditions have been demonstrated 
to ensure that a basin of attraction is or is not globally riddled, a fact which has important 
consequences in particular for synchronization problems [7, 8 , 59, 91]. For example, if two 
or more oscillators are coupled in a way that preserves a symmetry, riddled basins have been 
observed to appear in a very natural way. Indeed, they have not been seen robustly in 
systems that do not have invariant submanifolds. The existence of riddled basins is associated 
with instability of an attractor to perturbations by noise and so is of important interest in 
applications considered within this thesis and elsewhere.
1 0 . 4  F u t u r e  w o r k
The topics discussed within this thesis leave considerable scope for further research and de­
velopment.
10.4.1 C ou p led  la se rs
With regard to systems of coupled lasers, it would be interesting to examine both experimen­
tally and analytically the dynamics of a system of solid-state lasers with D3 symmetry and 
explore what happens as the symmetry is broken. A direct comparison could then be made 
with the behaviour of the system with Z 2 symmetry considered within this thesis. Since a 
particular interest is to maximize coherent output from arrays of low power lasers, such an
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analysis would be desirable in order to exploit the benefits of chaotic synchronization within 
such a system.
10.4.2 C h ao tic  com m un ication
Recently a letter outlining a technique for approximating the function between two systems 
exhibiting generalized synchronization has appeared [15]. The technique is loosely based 
on ideas concerning the approximation of center manifolds. This technique could potentially 
provides a means of communicating more complicated (non-binary) messages than those which 
we consider within this thesis. However, the technique in its present form is computationally 
quite expensive and was not considered within this work.
Also the effect of noise is an important question and should be investigated further. Gen­
eralized synchronization has been demonstrated experimentally and has been observed to be 
robust even in relatively noisy systems. Thus, a better understanding of the interplay between 
noise level, amplitude of message function and the loss of accurate recovery of the message is 
important if a practical implementation of such a system is to be achieved.
10.4.3 R id d led  b asin s
Within this thesis we considered only the dynamics of systems where the fuction /  was con­
tinuous. It would be interesting to examine the case where the function /  is discontinuous, 
particularly in the situation where the discontinuity occurs within the o;-limit set for the func­
tion. This would effectively destroy forward invariance of the w-limit set and thus invalidate 
many of the notions of attractor described within this work. Thus, an extension of the theory 
to this case would be strongly desirable and is underway in the special case where /  is area 
preserving.
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A p p e n d i x  A  
B a s i n  o f  A t t r a c t i o n  C o m p u t a t i o n
The following algorithm written in C, was used to compute the basin of attraction of a
chaotic map. In the particular case given below, the basin of attraction to be calculated is for
a system of coupled tent maps and the output is shown in Figure 3.2. The equations for the
system under consideration are input in the main body of the program by the user and are
highlighted below. The program itself asks the user to input the region for which the basin
will be calculated and for the reso lu tion  of the picture. The algorithm subdivides the region
specified into a n x n grid, where n  is the resolution specified by the user.
#include <stdio.h>
#include <stdlib.h>
#include <math.h>
#define MAXVALS 2048
#define MAXPIX MAXVALS*MAXVALS/8
unsigned char sen[MAXPIX];
long nvals; 
long nbits;
double xmin, xmax, yrain, ymax, xstep , ystep ; 
int mainO
•C
long nits, ii, jj, kk; 
double x,y,f [2],yy[2],pp;
/** input values **/
/* Specify region for basin, resolution of grid, number of forward
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iterates * /
printf (nxmin,xmax,ymin,ymax,ngrid,nits \n"); 
if (scanf ("Xlf%lf%lf°/„lf%lf%lf°/old%ld" ,
%&xmin,&xmax,&ymin,&ymax,&param,&p2,&nvals,&nits) != 8) { 
printf("Eof or data error\n"); exit(O);
>
if(nvals>MAXVALS) {nvals=MAXVALS;> 
printf (" nvals = °/0ld \n",nvals);
xstep=(xmax-xmin)/nvals; 
ystep=(ymax-ymin)/nvals;
scrn_clearO; 
x=xmin;
for(jj=0;jj<nvals;jj++){ 
y=ymin;
for(ii=0; ii<nvals; ii++) •{ 
yy[0]=x; 
y y [ i ] = y ;
for (kk=0; kk<nit s; kk++) {. 
def_map(f,yy); 
yy CO] =f [0]; 
yy[l]=f [1] ;
}
if (yy [0]>=yy[l]){
PP=yy [o]-yy  [ l ] ;
>
if (yy [0] <yy[l]H 
pp=yy[l]-yy[0];
>
if(-0.05<pp && pp<0.05) { 
set_pt(jj,ii) ;
}
y+=ystep;
}
x+=xstep;
>
scrn_output();
/* Function defining coupled maps */ 
int def_map(f,x) 
double f [] , x [] ;
double d e lte n t_ f( ) ;
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f[0] = deltent_f(x[0]+0.25*(x[l]-x[0]),0.55); 
f[l] = deltent_f (x[l]+0.25*(x[0]-x[l] ) ,0.55);
>
/* Function defining the tent map */ 
double deltent_f(xx,par) 
double xx,par;
{
if (xx<=par)
{
return xx/par;
>
else
{
return (1-xx)/(1-par);
>
>
/* Subroutine determining colour of point; black belonging to basin */ 
int set_pt(xp,yp) 
long xp,yp;
-C
long xpos,scpos,temp;
xpos=xp+nvals*(nvals-l-yp); 
scpos=xpos/8; 
xpos=xpos-8*scpos; 
temp=(0x80»xpos);
scn[scpos] |= temp;
>
scrn_clear()
{
long i;
for (i=0; KMAXPIX; i++) {sen [i] =0;}
>
/* Subroutine to produce a postcript file output of the basin */ 
scrn_output()
{
long int I,J,io,lzfile,scpos,xpos;
FILE *fdc; 
int count,n;
char c[65],s[3],outfile [30]; 
unsigned char u;
printf("Please input file for bit map image\n");
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scanf ("°/0s" ,&outf ile); 
fdc=fopen(outfile,"w"); 
fprintf (fdc,'T/,!\n");
fprintf(fdc,"/Times-Roman findfont\nl2 scalefont\nsetfont\n"); 
fprintf (fdc, "172 10 moveto\n(range [%lf °/»lf] x [%lf °/«lf])
°/0sh.ow\n" ,xmin,xmax,ymin,ymax); 
fprintf (fdc, "172 30 moveto\n(°/0s) show\n" ,outf ile); 
fprintf (fdc, "172 50 moveto\n( resolutionfttd param = °/0lf p2=
°/,7olf)
yo0/0show\n" ,nvals,param,p2);
fprintf(fdc,"newpath\n45 140 moveto\nO 500 rlineto\n500 0 rlineto\n"); 
fprintf(fdc,"0 -500 rlineto\nclosepath\n");
fprintf(fdc,"0 -10 rlineto\n 250 10 rmoveto\n"); 
fprintf(fdc,"0 -10 rlineto\n 250 10 rmoveto\n"); 
fprintf(fdc,"0 -10 rlineto\n -500 10 rmoveto\n"); 
fprintf(fdc,"-10 0 rlineto\n 10 250 rmoveto\n"); 
fprintf(fdc,"-10 0 rlineto\n 10 250 rmoveto\n"); 
fprintf(fdc,"-10 0 rlineto\n 5 -520 rmoveto\n");
fprintf(fdc,"1 setlinewidth\nstroke\n"); 
fprintf(fdc,"/picstr 64 string def\n46 141 translate\n"); 
fprintf (fdc, "499 499 scale\n°/0d %d l\n[%d 0 0 -%d 0 0/0d]\n", 
nvals,nvals,nvals,nvals,nvals);
fprintf(fdc,"{currentfile\npicstr readhexstring pop}\nimage\n");
count = 0; 
strcpy(c,"");
for(1=0;I<nvals*nvals/8;I++) { 
u = ~scn[I] ; 
sprintf (s,"°/o02x",u); 
strncat(c,s,2); 
count++;
if (count >=32 || I==nvals*nvals/8-l) { 
fprintf(fdc,c) ; 
fprintf(fdc,"\n"); 
count = 0; strcpy(c,"");
>
>
fprintf(fdc,"\n\nshowpage\n"); 
close(fdc);
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A p p e n d i x  B
L y a p u n o v  E x p o n e n t  C a l c u l a t o r
The following algorithm is used to numerically integrate the variational equations of a user 
defined system and consequently evaluate the Lyapunov spectrum of that system. The user 
has control over the length of time over which to integrate as well as the convergence criterion 
for each exponent. The algorithm uses a Runge-Kutta fourth order integrator to integrate the
variational equations.
#include <stdio.h>
#include <math.h>
#define MAX_0RDER 21
#include "nrutils.h"
#define MDIM 2
#define NDIM 4
double tstep,dt; 
double p [5]; 
double u[MDIM][MDIM];
int rktimestep(x,y,t,dt) 
double *x,*y,*dt,t;
{
double f[NDIM],ml[NDIM],m2[NDIM],m3[NDIM],m4[NDIM]; 
int j;
/* Runge-Kutta step by dt from x to y
* /
fcn(t,x,ml) ;
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for (j=0; j<NDIM; j++){y[j]=x[j] + (*dt)*ml[j]/2. ;> 
fcn(t+0.5*dt,y,m2);
for (j=0; j<NDIM; j++Hy [j]=x[j] + (*dt)*m2[j]/2. ;} 
fcn(t+0.5*dt,y,m3);
for (j=0; j<NDIM; j++){y [j]=x[j] + (*dt)*m3[j] ;} 
fcn(t+dt,y,m4);
for (j=0;j<NDIM;j++){y[j]=x[j]+(*dt)*(ml[j]+2.*m2[j]+2.*m3[j]+m4[j])/6.
>
>
/************* USER DEFINED FUNCTION HERE ******************/
int fcn(t,x,f) 
double t ,x[] ,f [] ;
{
double cosO, sinO;
f [0] = x[0] * ( x[l] - p[0] - p [Id * cos ( p[2] * t ) );
f[l] = p[3] * ( p[4] - x[l] - x[l] * x[0] * x[0] );
f [2] = x[MDIM+0] * ( x[l] - p[0] - p[1] * cos ( p[2] * t ) ) +
x [0] * x[MDIM+l] ; 
f[3] = p[3] * ( - x[MDIM+1] - x[MDIM+1] * x[0] * x[0] - 2. * 
x[l] * x[0] * x [MDIM+0]); 
return 0;
>
int mainO 
int i,j,k;
int nsteps,transsteps;
double y[MDIM],x[MDIM],uu[NDIM],vv[NDIM],t,beta;
nsteps=800; 
transsteps=50000;
f or (i=0; KMDIM; i++){
f or(j=0; j<MDIM; j++M 
if (i==j){
u[i] [j]=l;
} else{
u[i] [j] =0;
>
>
>
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d t=0.25 ;
tstep=dt;
x [0]=0.1;x [1]=0.11;
p [0]=0.9; 
p[l] “0.; 
p [2]=0.045; 
p[3]=0.01; 
p[4]=l .2;
t=0.;
printf("alpha.1 lambda[l] ... lambda[n] t \n"); 
for(beta=0.;beta<0.20001;beta+=0.00025){ 
t=0.;
p[l]=beta; 
x [0]=0.1;x [1]=0.11;
f or ( j =0; j <MDIM; j ++) -[ 
uu[j]=x[j] ; 
uu[j+MDIM]=0;
>
f or (k=0;k<transsteps ;k++H 
rktimestep( uu, vv, t, &dt); 
f or C j =0; j<MDIM; j++)*C 
uu[j] = vv [j] ;
>
t+=dt;
>
for(j =0;j<MDIM;j++){ 
x[j] =uu[j] ;
>
lyap(nsteps, le-5 , 650 , 50, x, transsteps, beta);
>
>
int lyap(nsteps, tol, lmax, lmin, x, trs, b) 
int nsteps,lmax,lmin,trs; 
double tol,x[],b;
{
int i,j,k,l,m;
double lambda[MDIM] ,lambdaold[MDIM]; 
double v [MDIM][MDIM],sum[MDIM],dx[MDIM][MDIM]; 
double uu[NDIM],vv[NDIM],innerp,norml,norm; 
double xnew[MDIM],normvi,t;
double cosO ,sin() ,sqrt() ,log();
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t= (double) tr s*tste p ;
fo r(k = 0 ; k<MDIM; k++){  
lambda[k]=0 ; 
lambdaold[k] =0 ; 
sum[k]=0 ;
for(1=1; (l<lmax)&&((Klmin) I I (norm>tol)) ;l++){ 
for(k=0;k<MDIM;k++){ 
lambdaold[k]=lambda[k];
>
/* Integrate forward the vectors nsteps * dt */ 
for(k=0;k<nsteps;k++){ 
for(i=0;i<MDIM;i++){ 
for(j=0;j<MDIM;j++){ 
uu[j] = x[j] ; 
uu[j+MDIM] = u[i] [j] ;
>
rktimestep( uu, vv, t, &dt) ; 
for(j=0;j<MDIM;j++){ 
xnew[j] = vv[j]; 
dx[i] [j] = vv[j+MDIM] ;
>
>
t+=dt;
for(i=0;i<MDIM;i++){ 
x[i] = xnew[i] ; 
for(j=0;j<MDIM;j++){ 
u[j] [i] =dx[j] [i] ;
>
>
>
for(i=0;i<MDIM;i++){
for(i=0;i<MDIM;i++){ 
v[i] [j] = dx[i] [j] ;
>
if(i>0){
f o r (j = 0 ; j < i ; j ++ ) {  
innerp=0.;
for(k=0;k<MDIM;k++){
innerp += v[i] [k] * u[j] [k] ;
>
for(k=0;k<MDIM;k++){
v[i] [k] = v[i] [k] -innerp*u[j] [k] ;
>
>
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>
normvi=0.;
for(j =0;j<MDIM;j++){
normvi += v[i] [j]*v[i] [j] ;
>
if(normvi==0.){ 
normvi=l.; 
v[i] [0] =1. ;
>
normvi = sqrt(normvi); 
for(j =0;j <MDIM;j ++){
u[i] [j] = v[i] [j] / normvi;
>
sum[i] = sum[i] + log( normvi );
lambdati] = sum[i]/ ( (double) 1 * (double) nsteps * dt);
>
norm=0.;
for(i=0;i<MDIM;i++){ 
norml = sqrt (
(lambdaold[i] -lambda[i]) * (lambdaold[i] - lambda[i]) ); 
if(norml>norm){norm=norml;>
>
} /* end of for(l=..) loop */
printf("°/0g ",p[l]>; 
for (i=0;i<MDIM;i++){
printf (" °/0g ", lambda [i] ) ;
>
printf("0 \n");
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