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Abstract
The boundedness of pseudodifferential operators on modulation spaces deﬁned by the
means of almost exponential weights is studied. The results are applied to symbol class with
almost exponential bounds including polynomial and ultra-polynomial symbols. The Weyl
correspondence is used and it is noted that the results can be transferred to the operators with
appropriate anti-Wick symbols. It is proved that a class of elliptic pseudodifferential operators
can be almost diagonalized by the elements of Wilson bases, and estimates for their
eigenvalues are given. Furthermore, it is shown that the same can be done by using Gabor
frames.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Modulation spaces introduced by Feichtinger [9], have important applications in
time frequency analysis (see [10,13,14,16,17,26,31]). They are usually deﬁned by the
means of polynomial weights. The use of almost exponential weights in the deﬁnition
of modulation spaces leads to ultra-modulation spaces and even more to abstract
spaces of ultradistributions [26]. We refer to [11] for the characterization of
modulation spaces by the means of Gabor expansions, and to [12] for the description
of the space of tempered distributions by the means of modulation spaces.
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Pseudodifferential operators (CDO) on modulation spaces deﬁned via polynomial
weights are fairly well studied [16,17,19,21,31–34]. In this paper we consider CDOs
on ultra-modulation spaces deﬁned via almost exponential (or subexponential)
weights and thus deﬁned on a class of ultradifferentiable functions. Consequently the
results are formulated in the context of a certain Gevrey–Beurling type spaces;
appropriate modiﬁcations would lead to the corresponding Gevrey–Roumieu class.
CDOs acting in the Gevrey–Roumieu class of spaces have been analyzed by many
authors. For example, ultradifferential operators in [20], analytic CDOs in [3,35,36],
and hypoelliptic CDOs in [1,18,23,24,29,39]. In this paper we consider the so-called
Weyl correspondence, i.e. CDOs sðx; DÞ deﬁned as the Weyl transforms [38] of their
symbols sðx; xÞ as
sðx; DÞf ðxÞ ¼
Z
Rd
Z
Rd
s
x þ y
2
; x
 
e2piðxyÞxf ðyÞ dy dx; fASðgÞðRdÞ ð1Þ
(see Section 2 for the deﬁnition of SðgÞðRdÞÞ: In order to emphasize this fact we call
sðx; xÞ the Weyl symbol of the operator sðx; DÞ: Our class of symbols is
accommodated to ultra-modulation spaces and it is wide enough to contain symbols
which do not belong to known classes considered in the above-mentioned papers. On
the other hand, it contains polynomial symbols, and the symbol of a Schro¨dinger
operator Wþ V ; with an increasing potential V ; see Section 5. Note, an anti-Wick
symbol s determines Weyl symbol s  ð22dejj2Þ [1]. It belongs to our class of
symbols even if s is a tempered ultradistribution, see Section 4. Also, a Weyl symbol
determines an anti-Wick symbol up to a smoothing operator [1]. This opens up the
possibility of analyzing general Weyl symbols through the analysis of our class up to
a smoothing operator. Anti-Wick operators in the context of modulation spaces are
studied in [2,6].
Our general idea was to use the technique of CDOs for the analysis and synthesis
of modulation spaces deﬁned by almost exponential weights, and to study various
classes of operators acting on them. This involves the use of elliptic ultradifferential
operators and, consequently, more complex technical difﬁculties in comparison to
the ones of [31,32] where, for the similar purpose, elliptic differential operators are
used.
The paper is organized as follows. In Section 2 some notions and facts for the later
use are listed. Ultra-modulation spaces and their relation to modulation spaces
deﬁned via polynomial weights are considered in Section 3. In Section 4 a class of
pseudodifferential operators is deﬁned and their boundedness on ultra-modulation
spaces is proved. The corresponding class of symbols is compared to some well-
known classes of symbols, and it is shown that the Weyl symbol s  ð22dejj2Þ; where
s is a tempered ultradistribution, belongs to the introduced class of symbols. In
Section 5 a class of elliptic pseudodifferential operators is introduced and their
approximate diagonalization by the means of Wilson bases is shown. Their
boundedness on ultra-modulation spaces is proved in the same section. In Section
6 the results obtained in Section 5 are applied to the spectral asymptotics of elliptic
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pseudodifferential operators. Spectral properties of integral and pseudodifferential
operators are studied in [18]. It is known that certain local trigonometric bases and
Gabor frames could be used for the analysis of pseudodifferential operators acting
on modulation spaces deﬁned by polynomial weights [7,18,28]. In Section 7 it is
shown that the results of Sections 5 and 6 can be obtained using Gabor frames
instead of Wilson bases.
2. Preliminaries
We write Da ¼ Da11 ?Dadd ¼ 12pi @@x1
 a1
? 1
2pi
@
@xd
 ad
; jaj ¼ a1 þ?þ ad ; a! ¼
a1!?ad !; aANd0 ; x ¼ ðx1;y; xdÞARd ; dAN: If b is another multi index such that
bjpaj; jAf1; 2;y; dg; then ðabÞ ¼ ða1b1Þ??ð
ad
bd
Þ: The letter C denotes a positive
constant, not necessarily the same at every occurrence. The symbol g is reserved for a
real number in ð0; 1Þ; unless otherwise indicated. The translation and modulation
operators on a space of test functions are given by Tx f ðÞ ¼ f ð  xÞ; xARd ; and
Mx f ðÞ ¼ e2pixf ðÞ; xARd ; respectively. These operators are extended to the dual
space via duality. The dual pairing is denoted by /; S: For functions j;cAS (S is
the space of rapidly decreasing functions), /j;cS ¼ R jc dx: As usual, FcðxÞ ¼
#cðxÞ ¼ RRd e2pixxcðxÞ dx is the Fourier transform of cAL2ðRdÞ: We denote the
norm in L2 by jj  jj; and jj  jjN denotes the LNnorm. Recall [25], the space SðgÞ; is
deﬁned by SðgÞ ¼ proj limh-NSðgÞh ; where SðgÞh ; hX0; is the space of smooth
functions f on Rd such that
sup
a;bANd0
haþb
a!1=gb!1=g
jjxaDbf ðxÞjjNoN: ð2Þ
It is a Banach space of Gelfand–Shilov type [15] and the Fourier transform is an
isomorphism of SðgÞ onto itself. This fact is essential for applications in time
frequency analysis. The inclusion SðgÞ+S is dense and continuous and the dual
S0ðgÞ is called the space of Gevrey–Beurling tempered ultradistributions. Recall,
MðrÞ ¼ supp ln r
p
p!1=g
; r40; is the associated function to the sequence ð p!1=gÞpAN0 and
MðrÞBrg; r-N: We will use the following estimates [20]:
ð(C40Þ e2MðLjzjÞpjPLðzÞjpCe
4
1g2MðLjzjÞ; zAC
 
; ð3Þ
ð(C140Þ japjpC1 4
1 g2
 p=g
Lp
p!1=g
; pAN0
 !
; ð4Þ
where L40 and PLðzÞ ¼
QN
p¼1 1þ L
2z2
p2=g
 
¼PNp¼0 apzp; zAC; RzX0:
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We recall that a Wilson basis ck;n; kAN; nAZ; of exponential decay is generated
by a suitable real-valued and even function jASðgÞ:
#c1;nðxÞ ¼ e2pinxjðxÞ; nAZ;
#c2lþk;nðxÞ ¼ e
2pixðnþk=2Þﬃﬃﬃ
2
p ðjðx lÞ þ ð1Þlþkjðxþ lÞÞ; lAN; kAf0; 1g
ð5Þ
[8]. As in [31], the d-dimensional Wilson basis is given by the tensor product
ck;nðxÞ ¼ ck1;n1ðx1Þ#ck2;n2ðx1Þ#?#ckd ;nd ðxdÞ;
x ¼ ðx1; x2;y; xdÞARd ; k ¼ ðk1; k2;y; kdÞANd ; n ¼ ðn1; n2;y; ndÞAZd : Functions
ck;n; kAN
d ; nAZd ; are real valued and satisfy
jck;nðxÞjpCeajxj; j #ck;nðxÞjpCebjxj x; xARd ; kANd ; nAZd ;
for some constants a; b; C40; depending on k and n:
For f ; gAL2 the (cross) Wigner transform Wð f ; gÞ is given by
Wð f ; gÞðx; xÞ ¼
Z
Rd
e2pixpf ðx þ p=2Þgðx  p=2Þ dp; x; xARd :
The connection to the Weyl symbol sðx; xÞ of a CDO sðx; DÞ is given by
/ %g; sðx; DÞfS ¼
Z
Rd
Z
Rd
sðx; xÞWð f ; gÞðx; xÞ dx dx
(see Section 4 for more on this). For the Wigner transform we have the relation
Wð f ; gÞðx; xÞ ¼ Wð fˆ; gˆÞðx;xÞ: ð6Þ
The Wigner transform maps SðgÞðRdÞ SðgÞðRdÞ into SðgÞðR2dÞ: Consequently, for
every jASðgÞðRdÞ and hX0; we have
sup
a;bANd0
sup
x;xARd
haþb
a!1=gb!1=g
jDaxDbxWðj;jÞðx; xÞehðjxj
gþjxjgÞjoN: ð7Þ
3. Modulation and ultra-modulation spaces
Modulation spaces consist of functions or distributions whose Short-time Fourier
transform satisﬁes some prescribed decay at inﬁnity as well as some integrability
conditions. The decay is controlled by a weight function, i.e. a nonnegative locally
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integrable function on R2d : Recall, a weight v is submultiplicative if vðz1 þ
z2Þpvðz1Þvðz2Þ; z1; z2AR2d ; and a weight m is moderate with respect to
submultiplicative weight v if
mðx þ y; xþ ZÞpCvðx; xÞmðy; ZÞ; x; y; x; ZARd :
Weights m1 and m2 are equivalent if C1m1pm2pC2m1 for some positive constants
C1 and C2: Every submultiplicative weight is equivalent to a continuous weight. We
start with a special class of moderate weights.
Deﬁnition 1. Let gA½0; 1Þ: A strictly positive and continuous function wg on Rd  Rd
is called an exp-type weight if there exist sX0 and C40 such that
wgðx þ y; xþ ZÞpCe sðjxj
gþjxjgÞwgðy; ZÞ; x; y; x; ZARd
and wgðx; e1  x1;y; ed  xdÞ ¼ wgðx; xÞ; e ¼ ðe1;y; edÞAf1; 1gd :
By the above deﬁnition, a weight wg is an exp-type weight if it is moderate with
respect to e sðjxj
gþjxjgÞ for some sX0 and ﬁxed gA½0; 1Þ: A typical example of an
exp-type weight is
wgðx; xÞ ¼ e s1jxj
gþs2jxjg ; x; xARd ; s1; s2X0: ð8Þ
More generally, ð1þ jxj þ jxjÞaebjxjg1þcjxjg2 is an exp-type weight for any a; b; cX0 and
g1; g2A½0; 1Þ: If s ¼ 0 then wgðx; xÞ is bounded, and if g ¼ 0 then w0ðx; xÞ is a
constant. The deﬁnition also implies
1
C
wgð0; 0Þesðjxj
gþjxjgÞpwgðx;xÞ; x; xARd :
Note also that an exp-type weight wg satisﬁes Beurling–Domar’s non-quasianalicity
condition
PN
n¼1 n
2 log wgðnx; nxÞoN; x; xARd :
Deﬁnition 2. Let there be given gA½0; 1Þ; 0cgASðgÞ (if g ¼ 0; then 0cgASÞ; an
exp-type weight wg; tAR; and 1pp; qoN: Then
Mwg;tp;q ¼ f fAS0ðgÞ : jj f jjMwg ;tp;q oNg;
jj f jj
M
wg ;t
p;q
¼
Z
Rd
Z
Rd
j/TxMxg; fSjpwpgðx; xÞetðjxj
gþjxjgÞ dx
 q=p
dx
" #1=q
ð9Þ
is called the ultra-modulation space.
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M
wg;t
p;q is a Banach space [16, Theorem 11.3.5]. If t ¼ 0; we write Mwgp;q ¼ Mwg;tp;q ; for
short. The above deﬁnition is independent of the choice of g; 0cgASðgÞ; in the sense
that different functions deﬁne the same ultra-modulation space and equivalent
norms [9].
Let there be given l; tAR; an exp-type weight wgðx; xÞ; and let
w˜gðx; xÞ ¼ wgðx; xÞeljxj
gtjxjg ; x; xARd : ð10Þ
The function w˜g is also exp-type weight, and for l; tX0 and gA½0; 1Þ we have
M
wg;t
p;q DM
w˜g;t
p;q ; which we use in the proof of Corollary 1. This fact is a consequence of
a more general property of moderate weights, see [16, Lemma 11.1.1].
Modulation spaces Mwp;q; where 1pp; qoN; and w being an s-moderate weight,
sX0; i.e. wðx þ y; xþ ZÞpCð1þ jxj þ jxjÞswðy; ZÞ; for some C40 and all
x; y; x; ZARd ; are studied in [14,16,31]. Obviously, every s-moderate weight
deﬁned in such a way is also an exp-type weight. Particularly, for wðx; xÞ ¼
ð1þ jxj þ jxjÞs; x; xARd ; sX0 and p ¼ q ¼ 2; properties of pseudodifferential
operators whose Weyl symbols belong M
ð1þjxjþjxjÞs
2;2 are given in [17], see also
[19,33,34] for some generalizations. The composition of pseudodifferential
operators with the symbols in Mw2;2 is studied in [21], where wðx; xÞ ¼ ð1þ jxj2 þ
jxj2Þs=2; x; xARd ; sX0: Note that Mð1þjxjþjxjÞs2;2 ¼ Mð1þjxj
2þjxj2Þs=2
2;2 ; since ð1þ jxj þ jxjÞs
and ð1þ jxj2 þ jxj2Þs=2 are equivalent weights. Moreover, they are equivalent to the
weight ðjxj2 þ jxj2Þs=2 invariant under rotations. To emphasize the difference between
modulation spaces deﬁned by polynomial weights and ultra-modulation spaces
deﬁned by exp-type weights, note that e sðjxj
2þjxj2Þg=2 is not an exp-type weight,
although e sð1þjxj
2þjxj2Þg=2 is. For modulation spaces deﬁned by the weight e sðjxj
2þjxj2Þg=2
we refer the reader to [16].
Note S ¼ proj lims-N Mw2;2 [11,12]. However, we are able to study the spaces of
ultradistributions by the means of ultra-modulation spaces, since SðgÞ ¼
proj lims-N M
wg
2;2; where wgðx; xÞ ¼ e sðjxj
gþjxjgÞ; gAð0; 1Þ; see [26].
The following theorem is proved in [26]. We refer to [10, pp. 367; 31, pp. 266] for
modulation spaces deﬁned via polynomial weights.
Theorem 1. Let M
wg;t
p;q be an ultra-modulation space defined by (9), and
fck;n; kANd ; nAZdg any Wilson basis of exponential decay. Then
(a) The Wilson basis is an unconditional basis for M
wg;t
p;q :
(b) Every element fAMwg;tp;q has a unique expansion
f ¼
X
kANd ; nAZd
ck;nck;n where ck;n ¼ /ck;n; fS; kANd ; nAZd :
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(c)
P
kANd
P
nAZd ck;nck;nðxÞAMwg;tp;q 3
X
kANd
X
nAZd
jck;njpwpg
n
2
; k
 
etpðjkj
gþ n
2j jgÞ
 !q=p24
3
5
1=q
oN:
(d) There exist positive constants C1; C2 such that
C1jj f jjMwg ;tp;q p
X
kANd
X
nAZd
jck;njpwpg
n
2
; k
 
etpðjkj
gþjn
2
jgÞ
 !q=p24
3
5
1=q
pC2jj f jjMwg ;tp;q ; fAM
wg;t
p;q :
4. A class of pseudodifferential operators
As indicated in the introduction, g denotes a real number in ð0; 1Þ: Let there be
given L1; L2X0; and l; tAR: We deﬁne the symbol class S
l;t;g
L1;L2
ðR2dÞ ¼ Sl;t;gL1;L2 as a set
of sACNðR2dÞ satisfying
L
jaj
1
a!1=g
L
jbj
2
b!1=g
DaxD
b
xsðx; xÞ

pCeljxjgþtjxjg ; a; bANd0 ; x; xARd
for some positive constant C ¼ Cs depending on L1; L2; l; t and g: The inﬁmum of
such constants Cs will be denoted by jjsjjl;t;gL1;L2 :
We consider the Weyl correspondence (1) between a pseudodifferential operator
sðx; DÞ and a symbol sðx; xÞASl;t;gL1;L2 and call sðx; xÞ the Weyl symbol of sðx; DÞ:
Let us compare the class Sl;t;gL1;L2 to the class
Sl;t ¼fsðx; xÞACNðRd  RdÞ j 8a; bANd0 (Ca;b such that
j@ax@bxsðx; xÞjpCa;bð1þ jxjÞlð1þ jxjÞt; x; xARdg
containing polynomial symbols (such as the symbol of the Schro¨dinger operator for
the harmonic oscillator [31]). Sl;t;gL1;L2 contains polynomial symbols as well as
ultrapolynomial symbols (for l; tX0Þ which do not belong to Sl;t: Proof of the
following proposition is given in [27].
Proposition 1. (a) Let there be given a sequence fangnAN0 such that janjpC k
n
n!1=g
; for
some positive constants C and k; and all nAN0: Then sðx; xÞ :¼
PN
n¼0 anð1þ jxj2 þ
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jxj2Þn=2; x; xARd ; belongs to Sl;t;gL1;L2 for all L1; L240 and l; tXðkg2g=2ð1þ dðL21 þ
L22ÞÞg=2Þ=g:
(b) Let there be given a sequence of smooth functions on Rd ; fanðxÞgnAN0 such that
jDaanðxÞjpC 1
L
jaj
1
a!1=g
kjnj
n!1=g
; xARd ; a; nANd0 ;
for some positive constants k; L1 and C: Then sðx; xÞ :¼
P
nANd0
anðxÞxn; x; xARd ;
belongs to S
l;t;g
L1;L2
for all lX0 and all tXð2kdL2Þg=g if L241=d; and tXð2kÞg=g if
L2p1=d:
A class of symbols SN;yR;d ðOÞ; here denoted by SN;yR;d ðOÞ; and the corresponding
operators acting on the space of ultradistributions of Roumieu type has been studied
in [39]. We compare our symbol class to a subclass of SN;yR;d ðOÞ deﬁned by a global
condition with respect to the variable x: Let there be given y; R and d such that y41;
0pdoRp1; yRX1: Following [39], SN;yR;d ðR2dÞ consists of all functions sACNðR2dÞ
satisfying the condition: there exist constants C40 and BX0 such that for every e40
there is a constant ce40 such that
sup
xARd
jDaxDbxsðx; xÞjpceCjaþbja!yðRdÞb!ð1þ jxjÞdjajRjbjeðejxjÞ
1=y ð11Þ
for every a; bANd0 and every jxjXBjbjy:
Let sðx; xÞASN;yR;d ðR2dÞ: Since a!yðRdÞb!oa!yb!y; putting L1 ¼ L2 ¼ C1; with the
constant C given in (11) and y ¼ g1; we have
sup
xARd
jDaxDbxsðx; xÞjp ceLjaj1 Ljbj2 a!1=gb!1=gð1þ jxjÞdjajRjbjeðejxjÞ
g
p ctLjaj1 L
jbj
2 a!
1=gb!1=getjxj
g
;
for any t4e1=y; sufﬁciently large jxj and ﬁxed e40: Therefore, for R ¼ 1; d ¼ 0 and
y ¼ g1;
SN;1=g1;0 ðR2dÞC
\
t40
S
l;t;g
L1;L2
ðR2dÞ;
where lX0; and L1; L2 as above.
Remark 1. Our global condition on x variable can be transferred in an adequate way
to symbols with the supremum taken over compact subsets of OCRd (instead of the
supremum taken over the whole RdÞ: Note that in (11), the right-hand side of the
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inequality does not depend on x; while in our case, where both x and x are treated
symmetrically, it is bounded by a constant times eljxj
g
:
An interesting subclass of Sl;t;gL1;L2ðR2dÞ; L1; L2; l; t40 is considered in [4] in the
study of the solvability of a Cauchy problem. For given real numbers m; n41; and
y ¼ maxfm; ng; the class GNm;n;y is deﬁned by
GNm;n;yðR2dÞ ¼ proj lim
C-N
GNm;n;yðR2d ; CÞ
where pðx; xÞACNðR2dÞ belongs to GNm;n;yðR2d ; CÞ if and only if
sup
a;bANd0
sup
x;xARd
Cjajþjbj
a!mb!n
/xSjaj/xSjbjeeðjxj
1=yþjxj1=yÞjDaxDbxpðx; xÞjoN;
for every e40: Obviously,
GNm;n;yðR2dÞCGNy;y;yðR2dÞCSl;t;1=yL1;L2 ðR2dÞ:
Let us now show that for an anti-Wick symbol sAS0ðgÞ the corresponding Weyl
symbol s  ð22dejj2Þ belongs to the introduced class of symbols. It is known [25] that
s is of the form
sðx; xÞ ¼
X
m;nANd0
am;nD
m
x D
n
xFðx; xÞ;
jam;njpC h
jmjþjnj
m!1=gn!1=g
; m; nANd0 ð12Þ
where C; h40 and F is a continuous function on R2d such that
jFðx; xÞjpCe sðjxjgþjxjgÞ; ðx; xÞAR2d ; ð13Þ
for some C; s40:
Proposition 2. Let sðx; xÞAS0ðgÞ: Then ð22dejj2ÞASl;t;gL1;L2 for any l; tXs; where s is
given in (13) and 0pL1; L2p21=2:
Proof. We will use the estimate
jDqejj2 jpCe
jj2
2 ðq!Þ1=22jqj=2; qAN2d0 ½22:
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Let ðx; xÞAR2d ; a; b; m; nANd0 : The above estimate, (12) and (13) imply
jDaxDbxð22ds  ejj
2Þðx; xÞj
p22d
Z
R2d
X
m;nANd0
am;nD
m
y D
n
ZFðy; ZÞDaxDbxejxyj
2jxZj2 dy dZ


p22d
X
m;nANd0
jam;nj
Z
R2d
jFðy; ZÞjjDmy DnZDaxDbxejxyj
2jxZj2 j dy dZ
pC
X
m;nANd0
jam;nj
Z
R2d
jFðy; ZÞje
jxyj2
2
 jxZj
2
2 ða!b!m!n!2jajþjbjþjmjþjnjÞ12 dy dZ
pCða!b!2jajþjbjÞ12
X
m;nANd0
ð21=2hÞjmjþjnj
m!
1
g
1
2n!
1
g
1
2
Z
R2d
jFðx  y; x ZÞje
jyj2
2
jZj
2
2 dy dZ
pCða!b!2jajþjbjÞ12
X
m;nANd0
ð21=2hÞjmjþjnj
m!
1
g
1
2n!
1
g
1
2
Z
R2d
e sðjxyj
gþjxZjgÞe
jyj2
2 
jZj2
2 dy dZ
pCða!b!2jajþjbjÞ12e sðjxjgþjxjgÞ
Z
R2d
e sjyj
gjyj
2
2
þsjZjgjZj
2
2 dy dZ
pCða!b!2jajþjbjÞ12e sðjxjgþjxjgÞ:
Therefore, since 1=g41=2;
2
1
2
ðjajþjbjÞ
a!
1
gb!
1
g
DaxD
b
x 2
2ds  ejj2
 
ðx; xÞ
 pCe sðjxjgþjxjgÞ;
it follows 22ds  ejj2ASl;t;gL1;L2 for every l; tXs and 0pL1; L2p21=2: &
4.1. Main result
We ﬁrst give Lemma 1 which will be used in the proof of Theorem 2.
Lemma 1. Let there be given L1; L2X0; a Wilson basis of exponential decay
fck;ngkANd ;nAZd ; and let
A42*gL1; B42*gL2; where *g ¼ 4
1 g2
 1=g
:
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Let sðx; xÞASl;t;gA;B and L1X t2gþ1=g if to0: There exists a positive constant C such that
j/ck0;n0 ; sðx; DÞck;nSjp
Cjjsjjl;t;gA;B elj
nþn0
2
þkþk
0
4
jgþtjlþl
0
2
jg
e2 MðL1jll
0 jÞþM L2 nn0þkk
0
2
   ; ð14Þ
where k ¼ 2l þ k; k0 ¼ 2l0 þ k0; l; l0ANd ; k; k0Af0; 1gd ; li ¼ ki ¼ 0 for ki ¼ 1;
iAf1;y; dg; l0j ¼ k0j ¼ 0 for k0j ¼ 1; jAf1;y; dg (In (14), MðrÞ is the associated
function for the sequence ð p!1=gÞpAN0 :)
The proof will be given in the separate subsection.
Remark 2. Under the same assumptions as in Lemma 1, using the inequality ja þ
bjgXjajg  jbjg; we obtain
j/ck0;n0 ; sðx; DÞck;nSjp
Cjjsjjl;t;gA;B elj
nþn0
2
jgþtjlþl
0
2
jg
e2ðMðL1jll0jÞþMðL2jnn0jÞÞ
: ð15Þ
Theorem 2. Let there be given an exp-type weight wg; a Weyl symbol sðx; xÞASl;t;gA;B ;
l; tAR; with A; B as in Lemma 1,
L14 2gðs þ jtjÞ þ t
2g
 1=g
; L24 jlj þ s þ l
2g
 1=g
;
and L14max t2gþ1=g; 2
gðs þ jtjÞ þ t
2g
 1=gn o
if to0:
The corresponding operator sðx; DÞ : Mwgp;q/Mw˜gp;q is a bounded linear operator,
where 1pp; qoN and w˜gðx; xÞ ¼ wgðx; xÞe2gljxjgtjxjg ; i.e. there exists C˜40 such that
jjsðx; DÞf jj
M
w˜g
p;q
pC˜jjsjjl;t;gA;B jj f jjMwgp;q ; fAMwgp;q:
Corollary 1. Observe a pseudodifferential equation sðx; DÞu ¼ f ; where the Weyl
symbol of sðx; DÞ belongs to the class Sl;t;gA;B ; with A; B as in Lemma 1. If uASðgÞ; then
fASðgÞ as well. Moreover, the mapping sðx; DÞ :SðgÞ/SðgÞ is continuous.
Proof of Corollary 1. Since SðgÞ ¼ proj lims-N Mw˜g2;2 (see also 2). It sufﬁces to prove
that fAMw˜g2;2; where w˜gðx; xÞ ¼ e s0ðjxj
gþjxjgÞ; for every s040: Put wˇgðx; xÞ ¼
e2
gljxjgþtjxjg w˜gðx; xÞ and
wg ¼ wˇgðx; xÞetjxj
gþ2gljxjg ¼ w˜gðx; xÞeð2glþtÞðjxj
gþjxjgÞ; l; tX0; x; xARd :
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We have jjujj
M
wˇg
p;q
pjjujjMwgp;q ; 1pp; qoN: Now, since uASðgÞ; Theorem 2 implies
jj f jj
M
w˜g
2;2
pCjjsjjl;t;gA;B jjujjMwˇg
2;2
pCjjsjjl;t;gA;B jjujjMwg
2;2
oN: &
Another consequence is the boundedness of the operator
P
jajpnaaD
a; on SðgÞ: It
follows from the fact that its Weyl symbol belongs to the class Sl;t;gA;B for any choice of
A; B40:
We now prove Theorem 2.
Proof. We prove the special case p ¼ q ¼ 2: This is only a technical restriction. By
Theorem 1(d) it is enough to show
X
k0ANd
X
n0AZd
j/ck0;n0 ; sðx; DÞfSj2w˜2gðn0=2; k0Þ
pCðjjsjjl;t;gA;B Þ2
X
kANd
X
nAZd
j/ck;n; fSj2w2gðn=2; kÞ: ð16Þ
Put ck;n ¼ /ck;n; fS; k ¼ 2l þ k; lANd ; kAf0; 1gd ; ðli ¼ ki ¼ 0 if ki ¼ 1;
iAf1;y; dgÞ: By Theorem 1(d), (15) and Ho¨lder’s inequality we have
j/ck0;n0 ; sðx; DÞfSj2 ¼
X
kANd
X
nAZd
/ck0;n0 ; sðx; DÞck;nSck;n


2
pCðjjsjjl;t;gA;B Þ2
X
kANd
X
nAZd
e2 lj
nþn0
2
jgþtjlþl
0
2
jg
 
e2ðMð2pL1jll0 jÞþMðL2jnn0 jÞÞ
jck;nj2:
From l n
2
 g n0
2
 g pjlj n0n
2
 g; the deﬁnition of w˜g and the fact that it is an exp-type
weight, we have
w˜gðn0=2; k0Þpwgðn=2; kÞ e
ðsþ2gjljÞjðn0nÞ=2jgþðsþjtjÞjk0kjg
e2
gljn=2jgþtjkjg :
Therefore,
X
n0AZd
j/ck0;n0 ; sðx; DÞfSj2w˜2gðn0=2; k0Þ
pCðjjsjjl;t;gA;B Þ2
X
n0AZd
X
kANd
X
nAZd
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e2 lj
nþn0
2
jgþtjlþl
0
2
jg
 
e2ðMðL1jll0jÞþMðL2jnn0 jÞÞ
jck;nj2
 w2gðn=2; kÞ
e2ðsþ2
gjljÞjðn0nÞ=2jgþ22gðsþjtjÞjl0ljg
e22gljn=2j
gþ22gtjljg  e
sþjtj:
The series
X
n0AZd
e2l j
nþn0
2
jg2gjn=2jg
 
e2jnn0 j
gðLg
2
ðsþ2gjljÞ=2gÞ ð17Þ
can be estimated by a constant which does not depend on n for
L24 jlj þ s þ l
2g
 1=g
since, putting n00 ¼ n  n0; we conclude that (17) is less than or equal toX
n00AZd
e2ljn
00=2jg
e2jn00 j
gðLg
2
ðsþ2gjljÞ=2gÞ:
Since MðL2jn  n0jÞBðL2jn  n0jÞg; jn  n0j-N; we haveX
k0ANd
X
n0AZd
j/ck0;n0 ; sðx; DÞfSj2w˜2gðn0=2; k0Þ
pCðjjsjjl;t;gA;B Þ2
X
k0ANd
X
kANd
e2tðjðlþl
0Þ=2jg2gjljgÞ
e2ðMðL1jl0ljÞ2gðsþjtjÞjl0lj
gÞ

X
nAZd
jck;nj2w2gðn=2; kÞ:
Further on, for L14 2gðs þ jtjÞ þ t2g
 1=g
the seriesX
k0ANd
e2t jðlþl
0Þ=2jg2gjljgð Þ
e2jl0lj
gðLg
1
2gðsþjtjÞÞ
is convergent uniformly in lANd0 : HenceX
k0ANd0
X
n0AZd
j/ck0;n0 ; sðx; DÞfSj2w˜2gðn0=2; k0Þ
pCjjsjj2A;B
X
kANd
X
nAZd
jck;nj2w2gðn=2; kÞ;
where MðrÞBrg; r-N; is used again. Finally, by Theorem 1(d) we obtain
jjsðx; DÞf jj
M
w˜g
2;2
pCjjsjjl;t;gA;B jj f jjMwg
2;2
: &
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4.2. Proof of Lemma 1
Proof. Let e ¼ ðe1;y; edÞAf0; 1gd ; e0 ¼ ðe01;y; e0dÞAf0; 1gd and le ¼ ð1Þel; l0e0 ¼
ð1Þe0 l0; for l; l0ANd : We introduce
*xe;e0 ¼ x le þ l
0
e0
2
and x˜ ¼ x  n þ n
0
2
 kþ k
0
4
; x; xARd ;
for le; l
0
e0AN
d ; k; k0Af0; 1gd ; n; n0AZd : From (5) and (6), after an easy but
cumbersome calculation, we obtain
Wðc2lþk;n;c2l0þk0;n0 Þðx; xÞ
¼ e2pixðnn0þðkk0Þ=2Þ
X
e;e0Af0;1gd
Ge;e0e
2piðlel0e0 ÞxWðj;jÞð*xe;e0 ; x˜Þ; ð18Þ
where
Ge;e0 ¼ clcl0 ð1ÞeðlþkÞþe
0ðl0þk0Þ
e2piðlel
0
e0 Þ
nþn0
2
þkþk
0
4
 
; cl ¼ cl0 ¼ ð1=
ﬃﬃﬃ
2
p
Þd ;
Wðj;jÞð*xe;e0 ; x˜Þ ¼ Wðj;jÞð*x1;e;e0 ; x˜1Þ#?#Wðj;jÞð*xd;e;e0 ; x˜dÞ:
The special cases Wðck;n;ck0;n0 Þ; where ki ¼ 1 (or k0i ¼ 1Þ; iAf1;y; dg; are also
included in (18). For example, if d ¼ 1; the case k ¼ 1; k0a1 is obtain putting
e ¼ le ¼ k ¼ 0; cl ¼ 1 in (18).
We now have
/c2l0þk0;n0 ; sðx; DÞc2lþk;nS ¼
Z
Rd
Z
Rd
sðx; xÞWðc2lþk;n;c2l0þk0;n0 Þðx; xÞ dx dx
¼
X
e;e0Af0;1gd
Z
Rd
Z
Rd
sðx; xÞe2pixðnn0þðkk0Þ=2Þe2piðlel0e0 Þx
 Ge;e0Wðj;jÞð*xe;e0 ; x˜Þ dx dx:
Integrating by parts, we obtain
/c2l0þk0;n0 ;sðx; DÞc2lþk;nS
¼
X
e;e0Af0;1gd
Ge;e0
Z
Rd
Z
Rd
e2pixðnn
0þðkk0Þ=2Þ2piðlel0e0 ÞxIe;e0
PL1ðle  l0e0 ÞPL2ðn  n0 þ ðk k0Þ=2Þ
dx dx; ð19Þ
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where
Ie;e0 ¼ PL1ðDxÞPL2ðDxÞ½sðx; xÞWðj;jÞð*xe;e0 ; x˜Þ;
PL1ðDxÞ ¼
Yd
i¼1
YN
pi¼1
1þ L
2
1D
2
xi
pi!2=g
 !
¼
X
aANd0
aaD
a
x;
PL2ðDxÞ ¼
Yd
i¼1
YN
pi¼1
1þ L
2
2D
2
xi
pi!2=g
 !
¼
X
bANd0
bbD
b
x : ð20Þ
We have
Ie;e0 ¼
X
jajX0
aaD
a
x
X
jbjX0
bbD
b
x ½sðx; xÞWðj;jÞð*xe;e0 ; x˜Þ
¼
X
jaj;jbjX0
aabbD
a
x
X
rpb
b
r
 
D
br
x sðx; xÞDrxWðj;jÞð*xe;e0 ; x˜Þ
¼
X
jaj;jbjX0
aabb
X
rpb
b
r
 X
kpa
a
k
 
Dakx D
br
x sðx; xÞ
 DkxDrxWðj;jÞð*xe;e0 ; x˜Þ:
By (4), there exist positive constants C1 and C2 such that
jaajpC1ð*gÞ
jaj
L
jaj
1
a!1=g
; jbbjpC2 ð*gÞ
jbj
L
jbj
2
b!1=g
; a;bANd0 :
Since a!b!pðaþ bÞ!; for 2oEp A*gL1; 2oFp B*gL2; we have
jIe;e0 jpC
X
jaj;jbjX0
1
Ejaj
1
F jbj
X
rpb
X
kpa
b
r
 
a
k
 
 ð*gL1EÞ
jakj
ða kÞ!1=g
ð*gL2FÞjbrj
ðb rÞ!1=g jD
ak
x D
br
x sðx; xÞj
 ð*gL1EÞ
jkj
k!1=g
ð*gL2FÞjrj
r!1=g
jDkxDrxWðj;jÞð*xe;e0 ; x˜Þj
pCeljxjgþtjxjg jjsjjl;t;gA;B
X
jaj;jbjX0
1
Ejaj
1
F jbj

X
rpb
X
kpa
b
r
 
a
k
 ð*gL1EÞjkj
k!1=g
ð*gL2FÞjrj
r!1=g
jDkxDrxWðj;jÞð*xe;e0 ; x˜Þj: ð21Þ
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Therefore, by (19) and (21), we have
j/c2l0þk0;n0 ; sðx; DÞc2lþk;nSj
p
X
e;e0Af0;1gd
Cjjsjjl;t;gA;B  elj
nþn0
2 þ
kþk0
4 j
gþtj
leþl0e0
2 j
g
PL1ðle  l0e0 ÞPL2ðn  n0 þ ðk k0Þ=2Þ

X
jaj;jbjX0
1
Ejaj
1
F jbj
X
rpb
X
kpa
b
r
 
a
k
 ð*gL1EÞjkj
k!1=g
ð*gL2FÞjrj
r!1=g

Z
Rd
Z
Rd
eljxj
gþtjxjgDkxD
r
xWðj;jÞð*xe;e0 ; xÞ dx dx

:
By (7) and (3), i.e.
jPL1ððle  l0e0 ÞÞjX e2MðL1jlel
0
e0 jÞ;
jPL2ððn  n0 þ ðk k0Þ=2ÞÞjX e2MðL2jnn
0þðkk0Þ=2jÞ;
it follows
j/c2l0þk0;n0 ; sðx; DÞc2lþk;nSjp
X
e;e0Af0;1gd
Cjjsjjl;t;gA;B  elj
nþn0
2
þkþk
0
4
jgþtj
leþl0e0
2
jg
e2MðL1jlel
0
e0 jÞe2MðL2jnn0þðkk0Þ=2jÞ
:
To obtain (14) we use the fact that for every tX0 and every e; e0Af0; 1gd the
inequality ja þ bjXjjaj  jbjj implies
etjðleþl
0
e0 Þ=2j
g
e2MðL1jlel
0
e0 jÞ
p e
tjðlþl0Þ=2jg
e2MðL1jll0 jÞ
:
For to0; the same is true when L1X t2gþ1=g: This completes the proof. &
5. A class of elliptic pseudodifferential operators
We consider a class of symbols sACNðRd  RdÞ satisfying:
(S1) sðzÞX1; z ¼ ðx; xÞARd  Rd :
(S2) ð(C40Þð(Z40Þ such that
sðz þ wÞpCeZjzjgsðwÞ; z; wAR2d :
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(S3) ð8hX0Þ ð(C40Þ ð(s˜X0Þ such that
sup
aAN2d0 ; jajX1
hjaj
a!1=g
DasðzÞ

pC sðzÞð1þ jzjÞs˜; zAR2d :
(S4) sðx; xÞpsðx; x0Þ for all x; x0ARd such that jxjpjx0j:
Without loosing generality, instead of (S1), we can assume sðzÞXC0; zARd  Rd ;
for some C040: The above form of (S1) simpliﬁes the notation. Note, by (S2), (S3)
and jzjpjxjg þ jxjg; we have sðx; xÞASZ;ZL1;L2 for every L1; L2X0: Also, condition (S2)
implies that s is an exp-type weight and sðzÞXsð0Þ
C
eZjzj
g
for all zAR2d :
For example, sðx; xÞ ¼ eð1þjxj2þjxj2Þg=2 ; 0ogo1; x; xARd satisﬁes (S1)–(S4).
Another example is the symbol of the Schro¨dinger operator Wþ V ; with an
increasing potential V : More precisely, if V is a real valued function which satisﬁes
the conditions:
(V1) VACNðRdÞ; VX1; VðxÞ-N when jxj-N xARd ;
(V2) (C40; (Z40 such that Vðx þ yÞpCeZjxjgVðyÞ; x; yARd ;
(V3) 8hX0; (C40; such that
sup
aANd0 ; jajX1
hjaj
a!1=g
DaVðxÞ

pCVðxÞ; xARd ;
then Wþ V satisﬁes (S1)–(S4).
To shorten the notation, we put sl;n ¼ sðn þ k2; lÞ;
y ¼ s n þ n
0
2
þ kþ k
0
4
;
l þ l0
2
 
; N ¼ n þ n
0
2
þ kþ k
0
4
; L ¼ l þ l
0
2
; ð22Þ
l; l0ANd ; k; k0Af0; 1gd ; n; n0AZd :
The following simple observation will be used in the proof of Theorem 3. By (S2)
we have
y ¼ sðN; LÞ
¼ s n þ k
2
þ n  n
0
2
þ k k
0
4
; l þ l  l
0
2
 
p s n þ k
2
; l
 
eZ
nn0
2
þkk
0
4
;
ll0
2
  g
;
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and similarly
ypsl0;n0eZ
nn0
2
þkk
0
4
;
ll0
2
  g
;
where from
yp ðsl;nsl0;n0 Þ1=2eZ
nn0
2
þkk
0
4
;
ll0
2
  g
;
yp sl;neZj
nn0
2
þkk
0
4
;
ll0
2
 
jg :
Theorem 3. Assume that fck;n; kANd ; nAZdg is a Wilson basis of exponential decay
and that sðx; xÞ satisfies (S1)–(S4). Then
(a) For every a; b40 it holds
j/c2l0þk0;n0 ; sðx; DÞc2lþk;nS sl;n/c2l0þk0;n0 ;c2lþk;nSj
pC ðsl;nsl0;n0 Þ
1=2
eajll
0 jgþbjnn0þkk
0
2
jg
1
ð1þ jLjÞs˜ þ
1
ð1þ jNjÞs˜ þ
1
ð1þ jNj þ jLjÞs˜
 !
;
where N and L are given in (22), and s˜ is the constant from (S3).
(b) For
sðx; DÞc2lþk;nðxÞ ¼ sl;nc2lþk;nðxÞ þ rl;nðxÞ
there exists a positive constant C such that
jjrl;nðxÞjjpCsl;n:
(c) Let 1pp; qoN and sX0: For every fAMs;sp;q there exist positive constants C1; C2
and C3 such that
C1jj f jjMs;sp;qpjjsðx; DÞf jjM1;sp;q þ C2jj f jjM1;0p;qpC3jj f jjMs;sp;q : ð23Þ
Corollary 2. If, additionally,
sðzÞXCemjzjg for jzjXK ;
for some positive constants C; m and K ; and if sðx; DÞfAM1;s2;2 for fAL2ðRÞ; then
f belongs to M
1;sþm
2;2 :
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Remark 3. An immediate consequence of Theorem 3 is the continuity of the
mapping s : Ms;sp;q/M
1;s
p;q: Moreover, sðMs;sp;qÞ; the image of Ms;sp;q under s; is a Banach
subspace of M1;sp;q:
5.1. Proof of Theorem 3
As in the previous section put *g ¼ ð 4
1g2Þ1=g (for given gAð0; 1Þ),
*xe;e0 ¼ x le þ l
0
e0
2
and x˜ ¼ x  n þ n
0
2
 kþ k
0
4
; x; xARd ;
le ¼ ð1Þel; l0e0 ¼ ð1Þe
0
l0ANd ; k; k0Af0; 1gd ; n; n0AZd :
Proof. We give only the proof of (a) and (c) since (b) follows immediately from (a).
Using the above notation and integration by parts, we obtain
/c2l0þk0;n0 ;sðx; DÞc2lþk;nS sl;n/c2l0þk0;n0 ;c2lþk;nS
¼ /c2l0þk0;n0 ; sðx; DÞc2lþk;nS y/c2l0þk0;n0 ;c2lþk;nS
¼
Z
Rd
Z
Rd
ðsðx; xÞ  yÞWðc2lþk;n;c2l0þk0;n0 Þðx; xÞ dx dx
¼
X
e;e0Af0;1gd
Z
Rd
Z
Rd
ðsðx; xÞ  yÞe2pixðnn0þðkk0Þ=2Þe2piðlel0e0 Þx
 Ge;e0Wðj;jÞð*xe;e0 ; x˜Þ dx dx
¼
X
e;e0Af0;1gd
Ge;e0
Z
Rd
Z
Rd
e2pixðnn
0þðkk0Þ=2Þ2piðlel0e0 ÞxIe;e0
PL1ðle  l0e0 ÞPL2ðn  n0 þ ðk k0Þ=2Þ
dx dx;
where Ie;e0
¼ PL1ðDxÞPL2ðDxÞ sðx; xÞ  s
n þ n0
2
þ kþ k
0
4
;
le þ l0e0
2
  
Wðj;jÞð*xe;e0 ; x˜Þ
 
;
and operators PL1ðDxÞ; PL2ðDxÞ are given by (20). Further on
jIe;e0 jpC sðx; xÞ  s n þ n
0
2
þ kþ k
0
4
;
le þ l0e0
2
  
Wðj;jÞð*xe;e0 ; x˜Þ

þ jJj
 
;
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where
J ¼
X
jajþjbjX1
1
E jaj
1
F jbj
X
rpb
X
kpa
b
r
 
a
k
 
 ð*gL1EÞ
jakj
ða kÞ!1=g
ð*gL2FÞjbrj
ðb rÞ!1=g D
ak
x D
br
x sðx; xÞ
 ð*gL1EÞ
jkj
k!1=g
ð*gL2FÞjrj
r!1=g
DkxD
r
xWðj;jÞð*xe;e0 ; x˜Þ
and E42; F42: We ﬁrst estimate the case e ¼ e0 ¼ 0; and write *x0;0 ¼ *x for short. By
(S2), (S3) and (S4) we have
jsðx; xÞ  yj ¼ jsxðx0; x0Þjjx˜j þ jsxðx0; x0Þjj*xj
pC jsðx
0; x0Þj
ð1þ jx0j þ jx0jÞs˜ðjx˜j þ j
*xjÞ
pC jyje
Ztgðjx˜j2þj*xj2Þg=2ðjx˜j þ j*xjÞ
ð1þ jx0j þ jx0jÞs˜ ;
where
x0 ¼ n þ n
0
2
þ kþ k
0
4
þ t x  n þ n
0
2
þ kþ k
0
4
 
¼ N  tx˜;
x0 ¼ l þ l
0
2
þ t x l þ l
0
2
 
¼ L  t*x:
Using the fact that there exists l40 such that Wðj;jÞðz˜Þ ¼ Oðeljz˜jÞ; z˜ ¼ ðx˜; *xÞAR2d
and putting
A ¼ eZtgjz˜jgðjx˜j þ j*xjÞjWðj;jÞðz˜Þj;
we obtainZ
Rd
Z
Rd
A
ð1þ jx0j þ jx0jÞs˜jdx˜jjd
*xj
p
Z
Rd
jd *xj
Z
jx˜jpN
A
ð1þ jx0j þ jx0jÞs˜jdx˜j þ
Z
Npjx˜j
A
ð1þ jx0j þ jx0jÞs˜jdx˜j
 !
p
Z
Rd
jd *xj
Z
jx˜jpN
A
ð1þ jx˜j þ jx0jÞs˜jdx˜j þ
Z
Npjx˜j
A
ð1þ jNj þ jx0jÞs˜jdx˜j
 !
p
Z
Rd
jd *xj
Z
jx˜jpN
A
ð1þ jx0jÞs˜jdx˜j
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þ
Z
Npjx˜j
jdx˜j
Z
j*xjpL
A
ð1þ jNj þ j*xjÞs˜jd
*xj þ
Z
Lpj*xj
A
ð1þ jNj þ jLjÞs˜jd
*xj
 !
p
Z
Rd
Z
Rd
ð1þ jt*xjÞs˜A
ð1þ jLjÞs˜ jdx˜jjd
*xj þ
Z
Rd
Z
Rd
A
ð1þ jNjÞs˜jdx˜jjd
*xj
þ
Z
Rd
Z
Rd
Ajdx˜jjd *xj
ð1þ jNj þ jLjÞs˜
pC 1ð1þ jLjÞs˜ þ
1
ð1þ jNjÞs˜ þ
1
ð1þ jNj þ jLjÞs˜
 !
:
It follows Z
Rd
Z
Rd
ðsðx; xÞ  yÞWðj;jÞðz˜Þ dx dx


pCy 1ð1þ jLjÞs˜ þ
1
ð1þ jNjÞs˜ þ
1
ð1þ jNj þ jLjÞs˜
 !
: ð24Þ
We now observe J: Let a; bANd ; kpa; rpb and h40: Then, by (S2) and (S3),
hjakj
ða kÞ!1=g
hjbrj
ðb rÞ!1=gjD
ak
x D
br
x sðx; xÞjpC
sðzÞ
ð1þ jzjÞs˜
pC yð1þ jzjÞs˜ e
Zjz˜jg :
The similar estimates as in the proof of (24) imply
Z
Rd
Z
Rd
J dx dx
 jpCy 1ð1þ jLjÞs˜ þ
1
ð1þ jNjÞs˜ þ
1
ð1þ jNj þ jLjÞs˜
 !
:
Since sðx; xÞ ¼ sðx; jxjÞ; the case e ¼ e0 ¼ 1 is analogous. Let eiae0i for some
iAf1;y; dg; and let
*y ¼ sðN; ðl  l0Þ=2Þ ¼ sðN; ðl0  lÞ=2Þ:
We have
j*y yjp jsðN; ðl  l0Þ=2Þ  sðN; ðl þ l0Þ=2Þj
p jsxðN; ðl  l0Þ=2þ tððl þ l0Þ=2Þ
 ðl  l0Þ=2Þjjðl þ l0Þ=2 ðl  l0Þ=2Þj
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p jsxðN; LÞjmaxfl; l0gp sðN; LÞð1þ jNj þ jLjÞs˜ maxfl; l
0g
pC yð1þ jNj þ jLjÞs˜ maxfl; l
0g:
Since ðsðx; xÞ  *yÞWðj;jÞð*xe;e0 ; x˜Þ
¼ ðsðx; xÞ  yÞWðj;jÞð*xe;e0 ; x˜Þ þ ð*y yÞWðj;jÞð*xe;e0 ; x˜Þ;
and jl  l0jpjl þ l0j it followsZ
Rd
Z
Rd
Ie;e0 dx dx

pCy 1ð1þ jLjÞs˜ þ
1
ð1þ jNjÞs˜
1
ð1þ jNj þ jLjÞs˜
 
þ maxfl; l
0g
ð1þ jNj þ jLjÞs˜
!
and also Z
Rd
Z
Rd
jIe;e0 j
PL1ðle  l0e0 ÞPL2ðn  n0 þ ðk k0Þ=2Þ
dx dx
p Cy
PL1ðle  l0e0 ÞPL2ðn  n0 þ ðk k0Þ=2Þ
 1ð1þ jLjÞs˜ þ
1
ð1þ jNjÞs˜ þ
1
ð1þ jNj þ jLjÞs˜
 !
þ Cymaxfl; l
0g
PL1ðle  l0e0 ÞPL2ðn  n0 þ ðk k0Þ=2Þð1þ jNj þ jLjÞs˜
:
The last term is, by (3), less than or equal to
Cy
eð2L
g
1
1Þjll0 jge2 L2 nn
0þkk
0
2
  gð1þ jNj þ jLjÞs˜:
Therefore,
j/c2l0þk0;n0 ; sðx; DÞc2lþk;nS sl;n/c2l0þk0;n0 ;c2lþk;nSj
pC y
PL1ðl  l0ÞPL2ðn  n0 þ ðk k0Þ=2Þ
 1ð1þ jLjÞs˜ þ
1
ð1þ jNjÞs˜ þ
1
ð1þ jNj þ jLjÞs˜
 !
þ Cy
eð2L
g
1
1Þjll0 jge2 L2 nn
0þkk
0
2
  gð1þ jNj þ jLjÞs˜
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pCðsl;nsl0;n0 Þ
1=2
eZ
nn0
2
þkk
0
4
;
ll0
2
  g
eð2L
g
1
1Þjll0 jÞgþ2 L2 nn0þkk
0
2
  g
 1ð1þ jLjÞs˜ þ
1
ð1þ jNjÞs˜ þ
1
ð1þ jNj þ jLjÞs˜
 !
pC ðsl;nsl0;n0 Þ
1=2
eð2L
g
1
1Z2gÞjll0jgeðL
g
2
Z2gÞjnn0þkk
0
2
jg
 1ð1þ jLjÞs˜ þ
1
ð1þ jNjÞs˜ þ
1
ð1þ jNj þ jLjÞs˜
 !
:
For given a; b40; choosing
L1X
a
2
þ 1þ Z
2g
 1=g
; L2X b þ Z
2g
 1=g
;
we ﬁnally obtain
j/c2l0þk0;n0 ; sðx; DÞc2lþk;nS sl;n/c2l0þk0;n0 ;c2lþk;nSj
pC ðsl;nsl0;n0 Þ
1=2
eajll
0 jgþb nn0þkk
0
2
 g 1ð1þ jLjÞs˜ þ
1
ð1þ jNjÞs˜ þ
1
ð1þ jNj þ jLjÞs˜
 !
:
(c) Operator sðx; DÞ whose Weyl symbol sðx; xÞ satisﬁes (S1)–(S4) is continuous
on SðgÞ: It follows from Corollary 1, since sðx; xÞASZ;ZL1;L2 for every L1; L2X0: We
deﬁne sðx; DÞ :S0ðgÞ/S0ðgÞ by /g; sðx; DÞfS :¼ /sðx; DÞg; fS for all gASðgÞ and
fAS0ðgÞ: Then sðx; DÞ is a continuous operator on S0ðgÞ:
Now we show the second inequality in Theorem 3(c). For fASðgÞ; we have
jjsðx; DÞf jj
M
1;s
p;q
pC
X
kANd
X
nAZd
jð/ck;n; sðx; DÞfSjpe spðjkj
gþjn=2jgÞÞq=p
 !1=q0@ ;
where we used the fact that sðx; DÞfASðgÞCM1;sp;q as well as Theorem 1(d). Put now
sk;n ¼ sðn þ k2; lÞ; k ¼ 2l þ kANd : Again by Theorem 1 and the continuity of sðx; DÞ
on S0ðgÞ the last term does not exceed
C
X
kANd
X
nAZd
/ck;n; fSsk;n þ
X
k0ANd
X
n0AZd
 
/ck0;n0 ; fS /ck;n; sðx; DÞck0;n0S

 0@
 sk;n/ck;n;ck0;n0S
!
p
e spðjkj
gþjn=2jgÞ
!q=p1A
1=q
pIþ II; ð25Þ
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where
I ¼ C
X
kANd
X
nAZd
j/ck;n; fSjpspk;ne spðjkj
gþjn=2jgÞ
 !q=p0@
1
A
1=q
;
II ¼C
X
kANd
X
nAZd
X
k0ANd
X
n0AZd
/ck0;n0 ; fS

 0@
 ð/ck;n; sðx; DÞck0;n0S sk;n/ck;n;ck0;n0SÞ

p
e spðjkj
gþjn=2jgÞ
!q=p1A
1=q
:
We put
A ¼ 1ð1þ jLjÞs˜ þ
1
ð1þ jNjÞs˜ þ
1
ð1þ jNj þ jLjÞs˜;
where N and L are given by (22) and s˜ is the constant from the condition (S3).
Since jk  k0jgp2gjl  l0jg þ 1; it follows
1
e2
gjll0 jgp
C
ejkk0 j
g :
By Theorem 3(a), II is less than or equal to
C
X
kANd
X
nAZd
X
k0ANd
X
n0AZd
/ck0;n0 ; fS
sk0;n0Ae sjn=2j
g
eajkk
0 jgþb nn0þkk
0
2
 g


 !p
e spjkj
g
 !q=p0@
1
A
1=q
for arbitrary a; b40: Ho¨lder’s inequality gives
X
k0ANd
X
n0AZd
j/ck0;n0 ; fSj
sk0;n0Ae sjn=2j
g
eajkk
0 jgþb nn0þkk
0
2
 g
 !p
p
X
k0ANd
X
n0AZd
j/ck0;n0 ; fSjp
spk0;n0A
pe spjn=2j
g
eajkk
0 jgþb nn0þkk
0
2
 g :
Using
X
nAZd
e spjn=2j
g
eb nn
0þkk
0
2
 gp
X
nAZd
e sp=2 nn
0þkk
0
2
 gþsp=2 n0=2kk0
4
 g
eb nn
0þkk
0
2
 g
pCe spjn0=2jg
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for b4sp=2; we obtain
X
nAZd
X
k0ANd
X
n0AZd
j/ck0;n0 ; fSjp
spk0;n0A
pe spjn=2j
g
eajkk
0 jgþb nn0þkk
0
2
 g e spjkjg
 !1=p
pC
X
k0ANd
X
n0AZd
j/ck0;n0 ; fSjpspk0;n0Ape spjn
0=2jg e
spjkjg
eajkk0 j
g
 !1=p
pC
X
k0ANd
X
n0AZd
j/ck0;n0 ; fSjpspk0;n0e spjn
0=2jg
 !1=p
e sjkj
g
ea=pjkk0 j
g :
Hence,
X
kANd
X
k0ANd
X
n0AZd
j/ck0;n0 ; fSjpspk0;n0e spjn
0=2jg
 !1=p
e sjkj
g
ea=pjkk0 j
g
0
@
1
A
q
p
X
kANd
X
k0ANd
X
n0AZd
j/ck0;n0 ; fSjpspk0;n0e spjn
0=2jg
 !q=p
e sqjkj
g
ea=pjkk0 j
g
pC
X
k0ANd
X
n0AZd
j/ck0;n0 ; fSjpspk0;n0e spjn
0=2jg
 !q=p
e sqjk
0jg ;
where we have used
X
kANd
e sqjkj
g
ea=pjkk0 j
gpCe sqjkj
g
for a4spq: Therefore,
IIpC
X
k0ANd
X
n0AZd
j/ck0;n0 ; fSjpspl0;n0e spðjl
0 jgþjn0=2jgÞ
 !q=p0@
1
A
1=q
:
We conclude jjsðx; DÞf jj
M
1;s
p;q
pCjj f jjMs;sp;q : This and jj f jjM1;0p;qpjj f jjMs;sp;q ; imply the
second inequality in (23).
Remark 4. Since
ApC ð1þ l=2Þ
s˜
ð1þ l0=2Þs˜ þ
1þ n
2
þ kþk0
4
  s˜
1þ n0
2
  s˜
 !
;
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we actually have
IIpC
X
k0ANd
X
n0AZd
j/ck0;n0 ; fSjpAp1spl0;n0e spðjl
0 jgþjn0=2jgÞ
 !q=p0@
1
A
1=q
; ð26Þ
where A1 ¼ 1ð1þl0=2Þs˜ þ
1
1þ n
0
2
  s˜:
To prove the ﬁrst inequality in Theorem 3 we set
L1 ¼ fðk; nÞANd  Zd : sk;npKg; L2 ¼ fðk; nÞANd  Zd : sk;n4Kg;
where K is a positive constant which will be determined later. If kANd and there
exists nAZ such that ðk; nÞAL1 (L2; respectively), we will write kAL1;k (kAL2;k
resp.). Similarly, nAL1;n; (nAL2;n resp.) means that there exists kAN0 such that
ðk; nÞAL1 (L2; resp.).
Let f ¼ f1 þ f2; where
f1 ¼
X
ðk;nÞAL1
/ck;n; fSck;n and f2 ¼
X
ðk;nÞAL2
/ck;n; fSck;n:
Since jj f jjMs;sp;qpjj f1jjMs;sp;q þ jj f2jjMs;sp;q and, by Theorem 1(d), jj f1jjMs;sp;qpCjj f jjM1;0p;q ; to
prove the ﬁrst inequality in (23), it remains to show
jj f2jjMs;sp;qpCjjsðx; DÞf jjM1;sp;q þ C
0jj f jj
M
1;0
p;q
: ð27Þ
Let sðx; DÞf2 ¼ g1 þ g2; where
g1 ¼
X
ðk;nÞAL1
/ck;n; sðx; DÞf2Sck;n and g2 ¼
X
ðk;nÞAL2
/ck;n; sðx; DÞf2Sck;n:
Theorem 1(d) implies
jjg2jjM1;sp;qXC
X
kAL2;k
X
nAL2;n
j/ck;n; g2Sjpe spðjkj
gþjn=2jgÞ
0
@
1
A
q=p
0
B@
1
CA
1=q
XC
X
kAL2;k
X
nAL2;n
j/ck;n; fSsk;n
0
@
0
@
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þ
X
ðk0;n0ÞAL2
/ck0;n0 ; fSð/ck;n; sðx; DÞck0;n0S
 sk;n/ck;n;ck0;n0SÞjpe spðjkj
gþjn=2jgÞ
1
A
q=p
1
CA
1=q
X I0  II0;
where
I0 ¼ C
X
kAL2;k
X
nAL2;n
j/ck;n; fSjpspk;ne spðjkj
gþjn=2jgÞ
0
@
1
A
q=p
0
B@
1
CA
1=q
;
II0 ¼C
X
kAL2;k
X
nAL2;n
X
ðk0;n0ÞAL2
/ck0;n0 ; fS

0
@
0
B@
 ð/ck;n; sðx; DÞck0;n0S sk;n/ck;n;ck0;n0SÞ

p
e spðjkj
gþjn=2jgÞ
1
A
q=p
1
CA
1=q
:
Similar arguments as in the ﬁrst part of the proof, together with (26) give
II0pC1
X
k0AL2;k
X
n0AL2;n
j/ck0;n0 ; fSjpspk0;n0Ap1e spðjkj
gþjn=2jgÞ
0
@
1
A
q=p
0
B@
1
CA
1=q
:
If we choose K such that C1A1pC2 holds for all ðk; nÞAL2; we obtain
I0  II0XC
2
X
kAL2;k
X
nAL2;n
j/ck;n; fSjpspk;ne spðjkj
gþjn=2jgÞ
0
@
1
A
q=p
0
B@
1
CA
1=q
XC2jj f2jjMs;sp;q
and jj f2jjMs;sp;qpCjjg2jjM1;sp;qpCjjsðx; DÞf2jjM1;sp;q ; where Theorem 1 has been used again.
By Minkowski’s inequality we have
jjsðx; DÞf2jjM1;sp;qpCjjsðx; DÞf jjM1;sp;q þ Cjjsðx; DÞf1jjM1;sp;q
pCjjsðx; DÞf jjM1;sp;q þ C
0jj f jjM1;0p;q
since jjsðx; DÞf1jjM1;sp;qpC00jj f1jjMs;sp;qpC0jj f1jjM1;0p;q : We have proved (27). Thus Theorem 3
is proved. &
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6. Spectral asymptotics
We again use the notation sk;n ¼ sðn þ k2; lÞ for k ¼ 2l þ kANd :
Lemma 2. Let there be given a Wilson basis of exponential decay fck;n;
kANd ; nAZdg: Let fAL2; symbol sðx; xÞ satisfy (S1)–(S4) and sðx; xÞ-N as jxj þ
jxj-N: Then:
(a) There exists C40 such that
ð1 CÞ
X
kANd ; nAZd
j/ck;n; fSj2sk;n
p/ f ; sðx; DÞfSpð1þ CÞ
X
kANd ; nAZd
j/ck;n; fSj2sk;n:
(b) There exist C1AR; C240; C340; such that
C1
X
kANd ; nAZd
j/ck;n; fSj2sk;n
p/ f ; sðx; DÞfSþ C2jj f jj2pC3
X
kANd ; nAZd
j/ck;n; fSj2sk;n:
Proof. Part (a) can be proved using Theorem 3(a) and Ho¨lder’s inequality (see also
[32, Lemma 5.1]). Part (b) then follows directly from (a), (S1) and
jj f jj2 ¼
X
kANd ; nAZd
j/ck;n; fSj2: ð28Þ
It is sufﬁcient to take C1 ¼ 1 C and C3 ¼ 1þ C þ C2; where C is given in (a). &
Theorem 4. Suppose that symbol sðx; xÞ satisfies the conditions (S1)–(S4) and
sðx; xÞBemðjxjgþjxjgÞ when jxj þ jxj-N: ð29Þ
(a) sðx; DÞjSðgÞ is essentially self-adjoint in L2 and the domain of its unique self-adjoint
extension L is Ms;02;2 :
(b) The self-adjoint operator L has only the discrete spectrum and its eigenfunctions
belong to SðgÞ:
Proof. (a) We prove that sðx; DÞjSðgÞ is essentially self-adjoint by using [30, Theorem
26.1]. To that end we need to show the hypoellipticity. The difference to arguments
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given in [32] is that we cannot use the hypoellipticity directly [30, Theorems 26.1 and
26.2]. Instead, due to Corollary 2, we have the SðgÞ hypoellipticity since SðgÞ ¼T
sX0 M
1;s
2;2:
(b) By the standard arguments, it is sufﬁcient to prove that the set
fAL2 :
X
kANd ; nAZd
j/ck;n; fSj2sk;np1
8<
:
9=
;
is compact in L2: This easily follows from (28) and sðx; xÞ-N when jxj þ jxj-N:
The fact that eigenfunctions of L belong to SðgÞ is derived by Corollary 2 andT
sX0 M
1;s
2;2 ¼ SðgÞ: &
Let l1pl2py be eigenvalues of L; and NðlÞ the number of lk less then or equal
to l40:
Theorem 5. Suppose that a symbol sðx; xÞ satisfies (S1)–(S4) and (29). We rearrange
the set fsk;ngkANd ; nAZd into a non-decreasing order and denote it by fmlglAN:
(a) There exists a positive constant C such that
ð1 CÞmlpllpð1þ CÞml ; lAN:
(b) Let MðlÞ be the number of elements of the set fl : mlplg for l40: Then
M
l
1þ C
 
pNðlÞ;
with the constant C given by (a). Moreover, if Cp1; we have NðlÞpMð l
1CÞ:
Proof. We will use the following max–min and min–max principles [37].
Let L be a lower semi-bounded self-adjoint operator in L2 with the domain DðLÞ
having only the discrete spectrum. Let l1pl2py be eigenvalues of L: Then the kth
eigenvalue of L is characterized by:
lk ¼ sup
Mk1
inff/u; LuS : uADðLÞ; jjujj ¼ 1; u>Mk1g; ð30Þ
¼ inf
MkCDðLÞ
supf/u; LuS : jjujj ¼ 1; u>Mkg; ð31Þ
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where Mk denotes a k-dimensional subspace of L
2 and inf and sup are taken over all
k  1 and k-dimensional subspaces, respectively.
By Theorem 4(a) we have DðLÞ ¼ Ms;02;2 ; where L is the self-adjoint extension of
sðx; DÞjSðgÞ :
Since fmlglAN is the rearrangement of fsk;ngkANd ; nAZd ; for every lAN; there exists
kANd and nAZd such that ml ¼ sk;n: In this case we deﬁne fl ¼ ck;n: Set
Ml1 ¼ linear span of ff1;y;fl1g:
Let uADðLÞ; jjujj ¼ 1 and u>Ml1: Then, by Lemma 2
ð1 CÞmlp/u; sðx; DÞuS:
Using (30), we obtain ð1 CÞmlpll : Similarly, for uAMl ; jjujj ¼ 1; we have
ð1þ CÞmlX/u; sðx; DÞuS:
This and (31) imply llpð1þ CÞml :
(b) If mlp l1þC; then llpl follows from (a). Therefore,
M
l
1þ C
 
pNðlÞ:
Similarly, if CAð0; 1Þ; mlX l1C implies llXl: Hence, NðlÞpMð l1CÞ: &
7. Pseudodifferential operators and Gabor frames
As we already mentioned, in [7,28] a class of elliptic CDOs is approximately
diagonalized by the means of local trigonometric bases, and Gabor frames,
respectively. The same can be done with CDOs introduced in Section 5. We will
shortly explain how to prove Theorems 3(c), 4 and 5 using Gabor frames instead of
Wilson bases. Local trigonometric bases can be treated analogously, so we omit the
details (see also [28]). We restrict to the one-dimensional case for the sake of simple
notation only.
Gabor frames are indispensable tool in time frequency analysis, and its main
properties are well known [5]. Here we give only deﬁnitions and properties necessary
for our purpose and refer to [5,13,16] and references therein for more information on
general frame theory. Recall, a set of functions fgk;n; k; nAZg is called a Gabor
system if
gk;nðxÞ ¼ e2pbnxgðx  akÞ ¼ MbnTakg; k; nAZ;
ARTICLE IN PRESS
S. Pilipovi!c, N. Teofanov / Journal of Functional Analysis 208 (2004) 194–228 223
for a ﬁxed function g and time-frequency shift parameters a; b40: A Gabor system is
a Gabor frame in L2ðRÞ if there exists 0oApBoN such that
Ajj f jj2p
X
k;nAZ
j/gk;n; fSj2pBjj f jj2:
If A ¼ B the frame is tight.
Approximate diagonalization of CDOs given in Theorem 3(a) can be reformu-
lated for Gabor systems (not necessarily Gabor frames) as follows.
Theorem 6. Let fgk;n; k; nAZg be a Gabor system with gASðgÞ; and symbol s satisfy
(S1)–(S4).
(a) For every a; b40 we have
j/gk0;n0 ; sðx; DÞgk;nS sk;n/gk0;n0 ; gk;nSj
pCa;b
ðsk;nsk0;n0 Þ1=2
eajaðkk0Þj
gþbjbðnn0Þjg
1
ð1þ jaðk þ k0ÞjÞs˜ þ
1
ð1þ jbðn þ n0ÞjÞs˜
 
þ 1ð1þ jaðk þ k0Þj þ jbðn þ n0ÞjÞs˜
!
;
where sk;n ¼ sðak; bnÞ and s˜ is the constant from the condition (S3).
(b) Assume that fgk;n; k; nAZg is a tight Gabor frame with A ¼ B ¼ 1: For
sðx; DÞgk;nðxÞ ¼ sk;ngk;nðxÞ þ rk;nðxÞ
there exists C40 such that jjrk;nðxÞjjpCsk;n:
Proof. (a) For a Gabor system fgk;n; k; nAZg equality (18) becomes
Wðgk;n; gk0;n0 Þðx; xÞ ¼Ck;ne2pibxðnn0Þe2piaxðkk0Þ
 Wðg; gÞ x  bðn þ n
0Þ
2
; x aðk þ k
0Þ
2
 
;
where jCk;nj ¼ 1: Since gASðgÞ; we use (7) and repeat the proof of Theorem 3(a) step
by step. Part (b) then follows immediately. &
It is easy to see that Theorem 6 can be used to prove Theorem 3(c) in the same way
as we used Theorem 3(a) in its proof. The only novelty is use of the reconstruction
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formula for tight frames which gives
/gk;n; sðx; DÞfS ¼ 1
A
/gk;n; fSsk;n þ
X
k0;n0AZd
/gk0;n0 ; fS
0
@
ð/gk;n; sðx; DÞgk0;n0S sk;n/gk;n; gk0;n0SÞ
1
A
for every fAS0ðgÞ:
To prove Theorem 4 with the use of Gabor frames we only need the equality
jj f jj2 ¼
X
k;nAZd
j/gk;n; fSj2
which is valid for tight frames with A ¼ 1:
Finally, in order to estimate eigenvalues of the elliptic CDOs introduced in
Section 5 by the means of Gabor systems, we need the following modiﬁcation of
Lemma 2, which is easy to prove.
Lemma 3. Let fAL2 and symbol sðx; xÞ satisfying (S1)–(S4), sðx; xÞ-N as
jxj þ jxj-N:
(a) For a tight Gabor frame fgk;n ¼ MbnTakggk;nAZ with A ¼ 1 there exists Ca;b40
such that for every fAL2ðRÞ
ð1 Ca;bÞ
X
k;nAZd
j/gk;n; fSj2sk;n
p/ f ; sðx; DÞfSpð1þ Ca;bÞ
X
k;nAZd
j/gk;n; fSj2sk;n;
where sk;n ¼ sðak; bnÞ:
(b) For an orthogonal Gabor system fg˜k;n ¼ MdnTckggk;nAZ there exists Cc;d40 such
that for every fAspanfg˜k;ngk;nAZ
ð1 Cc;dÞ
X
k;nAZd
j/g˜k;n; fSj2 *sk;n
p/ f ; sðx; DÞfSpð1þ Cc;dÞ
X
k;nAZd
j/g˜k;n; fSj2 *sk;n;
where *sk;n ¼ sðck; dnÞ:
Recall, if the elements of a Gabor system fMdnTckggk;nAZ are mutually orthogonal
then cd41: On the other hand if an atom g is a sufﬁciently ‘‘nice’’ function, e.g., the
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Gaussian, and the family fMbnTakggk;nAZ is a tight Gabor frame, we have abo1 [13].
Actually Wilson bases were discovered in the search for Gabor system’s ‘‘critical
density’’ ab ¼ 1 [8]. We now give the statement analogous to Theorem 5.
Theorem 7. Suppose that a symbol sðx; xÞ satisfies (S1)–(S4) and (29). We rearrange
the families fsk;ngk;nAZd and f *sk;ngk;nAZd into a non-decreasing order and denote them
by fmlglAN and f *mlglAN:
(a) For a; b; c; d40; such that abo1 and cd41 there exists Ca;b; Cc;d40
such that
ð1 Ca;bÞmlpllpð1þ Cc;dÞ *ml ; lAN:
(b) Let MðlÞ and M˜ðlÞ be the number of elements of the family fl : mlplg and
fl : *mlplg respectively, for l40: Then
M
l
1þ Cc;d
 
pNðlÞ;
where the constant Cc;d is given in (a). Moreover, if the constant Ca;b in (a) is less
than 1; we also have NðlÞpM l
1Ca;b
 
:
Proof. The proof, based on Lemma 3 and the min–max principle, is a slight
modiﬁcation of the proof of Theorem 5. &
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