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A dataminingalgorithmbuilds a modelthat capturesinterest-
ing aspects of the underlying data. We develop a framework
for quantifying the difference, called the deviation, between
two datasets in terms of the models they induce. Our frame-
workcoversawidevarietyofmodelsincludingfrequentitem-
sets, decision tree classiﬁers, and clusters, and captures stan-
dard measures of deviation such as the misclassiﬁcation rate
and the chi-squared metric as special cases. We also show
howstatistical techniquescanbeappliedtothedeviationmea-
sure to assess whether the difference between two models is
meaningful (i.e., whether the underlying datasets have statis-
tically signiﬁcant differencesin their characteristics), and dis-
cuss several practical applications.
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The goal of data mining is to discover (predictive) models
based on the data maintained in the database [16]. Several
algorithms have been proposed for computing novel mod-
els [1, 2, 3, 28, 29], for more efﬁcient model construction
[9, 15, 20, 21, 23, 31, 32, 33, 34, 38], and to deal with new
data types [19, 21, 24]. There is, however, no work address-
ing the important issue of how to measure the difference, or
deviation, between two models.
As a motivating example, consider the following appli-
cation. A sales analyst who is monitoring a dataset (e.g.,
weekly sales for Walmart) may want to analyze the data thor-
oughly only if the current snapshot differs signiﬁcantly from
previously analyzed snapshots. In general, since successive
database snapshots overlap considerably, they are quite simi-
lar to eachother [11, 17, 37]. Therefore,an algorithmthat can
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quantifydeviationscansave theanalystconsiderabletimeand
effort.
As a second example, a marketing analyst may want to
analyze if and how data characteristics differ across sev-
eral datasets of customer transactions collected from differ-
ent stores. The analysis can then be used to decide whether
different marketing strategies are needed for each store. Fur-
ther, based on the deviation between pairs of datasets, a set
of stores can be grouped together and earmarked for the same
marketing strategy.
In this paper, we develop the FOCUS framework for com-
puting an interpretable, qualiﬁable deviation measure be-
tween two datasets to quantify the differences between “in-
teresting” characteristics in each dataset (as reﬂected in the
model it induces when a data mining algorithm is applied on
it [16]). Thecentral idea is that a broadclass of modelscan be
described in terms of a structural component and a measure
component. The structural component identiﬁes “interesting
regions,” and the measure component summarizes the subset
of the data that is mapped to each region. TheFOCUS frame-
work has several desirable features:
￿ The deviation measure obtained from FOCUS is intu-
itively interpretablein termsof the work requiredto trans-
form one model to the other (Section 3). It can be com-
puted using a single scan of the underlying datasets; a
good upper bound for frequent itemsets can be computed
by simply examining the models (Section 4.1.1).
￿ Theframeworkallowscomparisonofspeciﬁc partsoftwo
models. This makes it possible to focus attention on in-
teresting changes that might not signiﬁcantly affect the
model as a whole (Section 5).
￿ The framework covers the models obtained by several
mining algorithms, including frequent itemsets, decision
trees, and clusters (Sections 4.1 and 4.2). It also captures
the misclassiﬁcation rate (commonly used for evaluating
decision trees) and chi-squared statistic as special cases
of the deviation measure. (In Section 5.2.2, we also show
how the chi-squared statistic can be applied to decision
trees, using the bootstrapping technique to avoid someAge<= 30
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standard restrictions that would otherwise make it inap-
plicable.)
We illustrate the power of the framework through these
additional contributions:
￿ We show how FOCUS canbe usedto interactivelyidentify
andexploresubsetsofdatathatleadtointerestingchanges
in the model being studied (Section 5). We deﬁne a set
of operators to discover regions where the differences be-
tween the datasets are interesting.
￿ We applyour measure of deviation to study whethermod-
els based on a sample of the available data differ signiﬁ-
cantly from the model based on all the data. Interestingly,
evenforverylargesamplesizes, thereis a statistically sig-
niﬁcant difference between the sample-based models and
the model based on all data. However, the difference di-
minishes quickly with increasing sample size. In many
situations, it may sufﬁce to use a sample, and our mea-
sure of deviation can be used to determine the appropriate
sample size (Section 6).
2
E
x
a
m
p
l
e
s
I
l
l
u
s
t
r
a
t
i
n
g
D
e
v
i
a
t
i
o
n
In general, a data mining model constructed from a dataset is
designed to capture the interesting characteristics in the data.
Therefore, we use the differencebetween data mining models
as the measure of deviation between the underlying datasets.
In this paper, we consider three classes of data mining mod-
els widely studied in the database literature: lits-models, dt-
models,a n dcluster-models. Informally,a lits-model is the
set of “frequent” itemsets; a dt-model is a decision tree; a
cluster-model is a set of clusters. We assume that the reader
is familiar with each of these classes of models. (For a for-
mal description, see [3, 8, 38] or the full paper [18].) In this
section, we illustrate the concepts and ideas behind the com-
putation of deviation between two datasets ﬁrst through the
class of decision tree models and then through the class of
frequent itemsets. In Section 3, we formalize these concepts.
2
.
1 dt-models
Let the decision tree constructed from a hypothetical dataset
D with two classes
|
C
1 and
C
2
|be as shown in Figure 1.
The decision tree consists of three leaf nodes. The class dis-
tribution at each leaf node is shown beside it (on the left
side) with the top (bottom) number denoting the fraction of
database tuples that belongto class
C
1 (
C
2, respectively). For
instance, the fractions of database tuples that belong to the
classes
C
1 and
C
2 in the leaf node (1) are
0
:
0 and
0
:
3, respec-
tively. Each leaf node in the decision tree corresponds to two
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regions (one region for class
C
1 and one region for class
C
2),
and each region is associated with the fraction of tuples in the
dataset that map into it; this fraction is called the measure of
the region. Generalizing from this example, each leaf node of
a decision tree for
k classes is associated with
k regionsin the
attribute space each of which is associated with its measure.
These
k regionsdiffer only in the class label attribute. In fact,
the set of regions associated with all the leaf nodes partition
the attribute space.
We call the set of regionsassociated with all the leaf nodes
in the dt-model the structural component of the model. We
call the set of measures associated with each region in the
structural component the measure component of the model.
The property that a model consists of structural and mea-
sure componentsis called the
2-componentproperty. Figure2
shows the set of regionsin the structuralcomponentof the de-
cision tree in Figure1 wherethe two regionscorrespondingto
a leaf node are collapsed together for clarity in presentation.
The two measures of a leaf node are shown as an ordered
pair, e.g., the ordered pair
h
0
:
0
;
0
:
3
i consists of the measures
for the two collapsed regions of the leaf node (1) in Figure 1.
We now illustrate the idea behind the computationof devi-
ation between two datasets over a set of regions. Let
D
1 and
D
2 be two datasets. Given a region and the measures of that
region from the two datasets, the deviation between
D
1 and
D
2 w.r.t. the region is a function (e.g., absolute difference) of
the two measures; we call this function the difference func-
tion. A generalization to the deviation over a set of regions
is a “combination” of all their deviations at each region; we
represent this combination of deviations by a function called
the aggregate function, e.g., sum.
If two datasets
D
1 and
D
2 induce decision tree models
with identical structuralcomponents,we can combinethe twob
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ideas
|the
2-component property and the deviation w.r.t. a
set of regions
|to compute their deviation as follows: the de-
viation between
D
1 and
D
2 is the deviation between them
w.r.t. the set of regions in their (identical) structural compo-
nents.
However, the decision tree models induced by two distinct
datasets typically have different structural components, and
hence the simple strategy described above for computing de-
viations may not apply. Therefore, we ﬁrst make their struc-
tural components identical by “extending” them. The exten-
sion operation relies on the structural relationships between
models, and involves reﬁning the two structural components
by splitting regions until the two sets become identical. In-
tuitively, the reﬁned set of regions is the ﬁner partition ob-
tained by overlaying the two partitions of the attribute space
induced by the structural components of both decision trees.
We call the reﬁned set of regions the greatest common reﬁne-
ment (GCR) of the two structural components. For instance,
in Figure 5,
T
3 is the GCR of the two trees
T
1 induced by
D
1
and
T
2 induced by
D
2. In each region of the GCR
T
3,w e
show a hypothetical set of measures (only for class
C
1) from
the datasets
D
1 and
D
2. For instance, the measures for the re-
gion salary
￿
1
0
0
K and age
<
3
0 for the class
C
1 from
D
1 and
D
2 are
0
:
0 and
0
:
0
4, respectively. The property that
the GCR of two models always exists, which we establish
later for decision tree models, is called the meet-semilattice
property of the class of models.
To summarize, the deviation between two datasets
D
1 and
D
2 is computed as follows. The structural components of the
two dt-modelsare extendedto their GCR. Then, the deviation
between
D
1 and
D
2 is the deviation between them over the
set of all regions in the GCR. In Figure 5, if the difference
function is the absolute difference and the aggregate function
is the sum then (part of) the deviation between
D
1 and
D
2
over the set of all
C
1 regionsis givenby the sum of deviations
at each regionin
T
3:
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2 lits-models
Paralleling the above example computation using the class of
decision tree models, we now illustrate the deviation compu-
tation through the class of frequent itemset models.
Figure 3 shows a simple itemset model where
I
=
f
a
;
b
g.
It has three interestingregionsidentiﬁed bythe frequentitem-
sets
f
a
g,
f
b
g,a n d
f
a
;
b
g. Each itemset (equivalently, the cor-
responding region) is associated with its support:
f
a
g with
0
:
5,
f
b
g with
0
:
4,a n d
f
a
;
b
g with
0
:
2
5. The measure of a
region identiﬁed by an itemset is the support of the itemset.
Generalizing from this example, each frequent itemset
X in
a lits-model represents a region in the attribute space (where
the supportis higherthan the threshold) whose measure is the
support of
X. The set of all frequent itemsets is the struc-
tural component and the set of their supports is the measure
component.
As in the case of decision trees, if the structural compo-
nents of two models are identical we compute the deviation
between them to be the aggregate of the deviations between
the measures at all regions in either structural component.
However, if the structural components are different, we ﬁrst
make them identical by extending both models to their great-
est common reﬁnement.F o rt h elits-models, the GCR is the
union of the sets of frequent itemsets of both models. For
example, Figure 6 shows the GCR of two lits-models
L
1 in-
duced by
D
1 and
L
2 induced by
D
2. Then, the deviation be-
tween the datasets is the deviation between them over the set
of all regions in the GCR. The measures (or supports) from
D
1 and
D
2 for each itemset in the GCR are shown below it.
If the difference function is the absolute difference, and the
aggregate function is the sum then the deviation between
D
1
and
D
2 is
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In the above examples, we computed the deviation between
two datasets over the entire attribute space. In cases where
an analyst is interactively exploring two datasets to ﬁnd re-
gions where they differ considerably, it is necessary to “fo-
cus” the deviation computationw.r.t. a speciﬁc region
R.T h e
FOCUS framework covers such requirements. The compu-
tation is focussed w.r.t. region
R by ﬁrst intersecting each re-
gion in the GCR with
R and then combining(usingthe aggre-
gate function) the deviations over these intersected regions.
The intersection with
R ensures that the deviation is com-
puted only over regions contained in
R. In Figure 5, suppose
the analyst is interested only in the differencebetween
T
1 and
T
2 over the region
R: age
<
3
0. The regions in the GCR
T
3
intersected with
R are the three leftmost regions that satisfy
the condition age
<
3
0. The deviation between
T
1 and
T
2
w.r.t.
R is:
j
0
:
0
￿
0
:
0
j
+
j
0
:
0
￿
0
:
0
4
j
+
j
0
:
1
￿
0
:
1
4
j
=
0
:
0
8.
A complementary approach is to declaratively specify a
set of “interesting” regions in terms of the structural compo-
nents of the two models and then rank the interesting regions
in the order of their deviations. In Section 5, we introduce a
set of structural operators and a ranking operator for declar-
ative speciﬁcation of interesting regions and region-ranking,
respectively.2
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A cluster-model induced by a dataset identiﬁes a set of non-
overlapping regions. Even though the set of regions in the
structural componentof a cluster-model may not be exhaus-
tive, the discussion forcluster-models is a special case of dt-
models. Due to space constraints, we do not discuss cluster-
models in the rest of the paper.
NotethatthederivationoftheGCR oftwomodelsdepends
on the class of models being considered. We formalize this
dependence in a later section. The computation of the devi-
ation requires the measures from
D
1 and
D
2 over all the re-
gions in the GCR to be computed;therefore, both the datasets
need to be scanned once.
Suppose the deviation between
D
1 and
D
2 is
0
:
0
0
5,a n d
that between
D
1 and
D
3 is
0
:
0
1. From just the deviation val-
ues, we are able to say the data characteristics of
D
1 and
D
2
are more similar than those of
D
1 and
D
3. But, we still donot
know whether they have “different” data characteristics; a de-
viation of
0
:
0
1 may not be uncommon between two datasets
generated by the same process. In other words, is the devia-
tion value statistically “signiﬁcant”? We answer these ques-
tions rigorously using statistical techniques in Section 3.4.
We instantiate the misclassiﬁcation error metric (fromMa-
chine Learning and Statistics) and the chi-squared goodness
of ﬁt statistic (from Statistics) from the FOCUS framework.
Both metrics only consider the class of dt-models; thus, our
FOCUS framework which covers other classes of models as
well is more general than the current approaches in Machine
Learning and Statistics.
3 FOCUS
In this section, we describe the FOCUS framework for com-
puting deviations between the “interesting characteristics” of
two datasets. FOCUS can be applied to any class of data min-
ingmodelsthatsatisfy the2-Componentandmeet-semilattice
properties. In Section 4, we will prove that these proper-
ties are satisﬁed by lits-models, dt-models,a n dcluster-
models.
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We nowintroduceournotation,beginningwithsomestandard
terms. A partially ordered set
h
P
;
￿
i consists of a non-empty
set
P and a reﬂexive,antisymmetric,transitive binaryrelation
￿ on
P.L e t
h
P
;
￿
i be a partially ordered set and let
H
￿
P.
An element
a
2
P is called a lower bound of
H if
a
￿
h for
all
h
2
H. A lower bound
a of
H is the greatest lower bound
of
H if, for any lower bound
b of
H,w eh a v e
b
￿
a.W e
denote the greatest lower bound of
H by
V
H. A partially
ordered set
h
P
;
￿
i is a meet-semilattice if for all
a
;
b
2
P,
V
f
a
;
b
g exists.
Let
I
=
f
A
1
;
:
:
:
;
A
n
g be a set of attributes. Let
D
i be the
domain of the attribute
A
i,
i
2
f
1
;
:
:
:
;
n
g.
Deﬁnition 3.1 The attribute space
A
(
I
) of
I is the cross
productof the domainsof all attributes:
D
1
￿
￿
￿
￿
￿
D
n.Are-
gion
￿ is asubset oftheattributespace
A
(
I
);
t
=
h
t
1
;
:
:
:
;
t
n
i
is an
n-tuple on
I if
t
2
A
(
I
). Each region
￿ has a corre-
sponding predicate
P
￿ such that
f
P
￿
(
t
)=true iff
t
2
￿
g.A
dataset
D is a ﬁnite set of
n-tuples.
In contrast to a region, a dataset is an enumerated set of
tuples in the attribute space. Let
I
=
f
A
1
;
A
2
g with domains
[
1
;
1
0
]
;
[
1
;
1
0
] respectively.
A
1
￿
5 and
D
=
f
h
1
;
1
i
;
h
2
;
1
i
g
are examples of a region (deﬁned by the predicate) and a
dataset respectively.
Deﬁnition 3.2 The selectivity
￿
(
￿
;
D
) of a region
￿
￿
A
(
I
)
w.r.t. a dataset
D is the fraction of tuples in
D that map into
￿:
￿
(
￿
;
D
)
d
e
f
=
j
f
t
:
t
2
D
^
t
2
￿
g
j
j
D
j .
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The main idea behind FOCUS is that a model
M has a struc-
tural component
￿
M that identiﬁes interesting regions of the
attribute space, and that each such region is summarized by
a measure (e.g., a count). If the structural component sat-
isﬁes some properties that allow us to “reﬁne” two models
naturally, we have the basis for an intuitive and quantitative
deviation measure.
We already discussed the 2-componentpropertyof models
in Section 2. We now describe the meet-semilattice property,
which captures the structural relationship between models in
a class of models
M. Figure 5 illustrates the relationship be-
tween two decision trees
T
1 and
T
3. The structure of
T
3 is
“ﬁner” than that of
T
1 because we can deduce
T
1’s measure
component with respect to any dataset
D if the measure com-
ponent of
T
3 with respect to
D is known. Intuitively,
T
3 cap-
turesinformationataﬁnerlevelthan
T
1. Similarly,amongthe
two sets offrequentitemsets
L
1 and
L
3 shownin Figure6,
L
3
is “ﬁner” than
L
1 because we can deduce the measure com-
ponent of
L
1 from that of
L
3. We capture this relationship
between the structural components of two models in
M us-
ing a binary relation called the reﬁnement relation.
For the classes of models we consider, given two mod-
els
M
1 and
M
2, the greatest lower bound of their structural
components
￿
M
1
;
￿
M
2 under the reﬁnement relation always
exists; we call this the greatest common reﬁnement (GCR) of
￿
M
1 and
￿
M
2, and denote it by
￿
V
(
M
1
;
M
2
).T h e s e t o f a l l
structural components of models in
M along with the reﬁne-
ment relation thus forms a meet-semilattice.
Deﬁnition 3.3 A class of models
M is said to satisfy the 2-
component property if any
M
2
Minduced by a dataset
D
can be described as
h
￿
M
;
￿
(
￿
M
;
D
)
i where
￿
M
=
f
￿
i
M
:
1
￿
i
￿
l
g is a set of regions in
A
(
I
) and
￿
(
￿
M
;
D
)
=
f
￿
(
￿
i
M
;
D
)
:
￿
i
M
2
￿
M
g.W eu s e
￿
M to denote the set of
structural components of all models in
M.
Deﬁnition 3.4 Let
￿
M
1
;
￿
M
2
2
￿
M. We say that a set of
regions
f
￿
j
1
;
:
:
:
;
￿
j
k
g reﬁnes ar e g i o n
￿
i if for any dataset
D,
￿
(
￿
i
;
D
)
=
P
k
i
=
1
￿
(
￿
j
i
;
D
). We say that
￿
M
1 reﬁnes￿
M
2 (denoted
￿
M
1
￿
￿
M
2)i ff o re v e r yr e g i o n
￿
j
M
2
2
￿
M
2
there exists a set of regions
f
￿
j
1
M
1
;
:
:
:
;
￿
j
k
j
M
1
g
￿
￿
M
1 which
reﬁne
￿
j
M
2. We call
￿ a reﬁnement relation.
Observation 3.1 Let
M be any one of the following three
classes of models: lits-models, dt-models, cluster-models.
Then
M satisﬁes the 2-component property and there exists
a reﬁnement relation
￿ on
￿
M such that
h
￿
M
;
￿
i is a meet-
semilattice.
This observation summarizes results in Sections 4.1 and 4.2.
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We now develop our measure of deviation between two mod-
els
M
1 and
M
2, and thereby, between the underlying two
datasets. Intuitively, the difference between the models is
quantiﬁed as the amount of work required to transform one
model into the other, which is small if the two models are
“similar” to each other, and high if they are “different.”
Whenthestructuralcomponentsareidenticalwecantrans-
form the measure component of one model to the other by
making the measure at each region under the ﬁrst model
agree with that under the second model. Let
￿
M
1
=
￿
M
2.
Then, the amount of work for transforming
￿
(
￿
M
1
;
D
1
)
into
￿
(
￿
M
2
;
D
2
) is the aggregate of the differences between
￿
(
￿
i
M
1
;
D
1
) and
￿
(
￿
i
M
2
;
D
2
),
i
=
1
;
:
:
:
;
j
￿
M
1
j. We assume
that the difference, at a region, between the measures of the
ﬁrst and the second models is given by a difference function
f (not necessarily the usual difference operator “-”), and that
the aggregateof the differencesis givenby an aggregatefunc-
tion
g. We discuss these functions, which enhance FOCUS’s
ability to instantiate deviation functions for specialized appli-
cations, in Section 3.3.2. For now, it sufﬁces to say that
f
and
g are model-independent parameters of FOCUS with the
signatures
f
:
I
4
+
7
!
R
+,a n d
g
:
P
(
R
+
)
7
!
R
+
1.
We now formally deﬁne the deviation when the structural
components of the two models are identical.
Deﬁnition 3.5 Let
f be a difference function,
g an aggre-
gate function, and
M
1
;
M
2
2
Mbe two models induced by
the datasets
D
1
;
D
2 respectively, such that
￿
M
1
=
￿
M
2
=
f
￿
1
;
:
:
:
;
￿
l
g.F o r
j
2
f
1
;
2
g,l e t
￿
i
D
j
=
￿
(
￿
i
;
D
j
)
￿
j
D
j
j de-
note the absolute numberof tuples in
D
j that are mappedinto
￿
i
M
j
2
￿
M
j. The deviation between
M
1 and
M
2 is deﬁned as
follows:
￿
1
(
f
;
g
)
(
M
1
;
M
2
)
d
e
f
=
g
(
f
f
(
￿
1
D
1
;
￿
1
D
2
;
j
D
1
j
;
j
D
2
j
)
;
:
:
:
;
f
(
￿
l
D
1
;
￿
l
D
2
;
j
D
1
j
;
j
D
2
j
)
g
)
In general, two models induced from different datasets
have signiﬁcantly different structural components. Therefore
we ﬁrsthavetoreconcilethedifferencesinthestructuralcom-
ponents of two models to make them comparable. To do this,
we rely on the meet-semilattice property exhibited by many
1
I
+ and
R
+ denote thesetsof non-negative integersand non-negative realnumbers
respectively.
classes of data mining models (see Observation 3.1). The
idea is to “extend” both models to the GCR of their structural
components, and then compare the extensions. Intuitively, to
extend a model
M to
￿
M
0
(
￿
￿
M
) we ﬁnd the measure com-
ponent
￿
(
￿
M
0
;
D
) for
￿
M
0 using the dataset
D, i.e., we ﬁnd
the selectivity of each region in
￿
M
0 w.r.t.
D.
Deﬁnition 3.6 Let
M
1
;
M
2
2
Mbe two models induced by
D
1
;
D
2 respectively. We deﬁne the deviation
￿
(
f
;
g
)
(
M
1
;
M
2
)
between
M
1 and
M
2 as follows:
￿
(
f
;
g
)
(
M
1
;
M
2
)
d
e
f
=
￿
1
(
f
;
g
)
(
h
￿
V
(
M
1
;
M
2
)
;
￿
(
￿
V
(
M
1
;
M
2
)
;
D
1
)
i
;
h
￿
V
(
M
1
;
M
2
)
;
￿
(
￿
V
(
M
1
;
M
2
)
;
D
2
)
i
)
Usually, we drop
f and
g because they are clear from the
context.
For certain choices of
f and
g (identiﬁed in Sec-
tions 4.1 and 4.2), using the GCR gives the least value for
￿ over all common reﬁnements. This property of the least
deviation then corresponds to the least-work transformation
between the two models.
Summarizing, the instantiation of FOCUS requires:
1. A reﬁnement relation
￿.
2. A difference function
f and an aggregate function
g.
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￿
Thecomputationof
￿
(
M
1
;
M
2
)requirestheselectivitiesofall
regions in
￿
V
(
M
1
;
M
2
) to be computed w.r.t. both the datasets
D
1 and
D
2. For the three classes of data mining models we
consider, this requires
D
1 and
D
2 to be scanned once.
3
.
3
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In this section, we motivate the use of parameters
f and
g in
the FOCUS framework. We then present two example instan-
tiations each for
f and
g.
We ﬁrst consider
f.L e t
L
1 and
L
2 be two lits-
models induced by
D
1 and
D
2. Without loss of general-
ity, let us assume that
L
1 and
L
2 have identical structural
components
￿. (Otherwise, we can extend them to their
GCR.) Consider two itemsets
X
1 and
X
2 in
￿. Suppose
￿
(
￿
X
1
L
1
;
D
1
)
=
0
:
5
;
￿
(
￿
X
1
L
2
;
D
2
)
=
0
:
5
5,a n d
￿
(
￿
X
2
L
1
;
D
1
)
=
0
:
0
;
￿
(
￿
X
2
L
2
;
D
2
)
=
0
:
0
5.S o ,
X
1 varies between a “signiﬁ-
cant” 50% and a “more signiﬁcant” 55% whereas
X
2 varies
between a “non-existent” 0% and a “noticeable” 5%. For
some applications,thevariationin
X
2 is moresigniﬁcantthan
that in
X
1 because noticing an itemset for the ﬁrst time is
more important than a slight increase in an already signif-
icant itemset. For some other applications which just con-
centrate on the absolute changes in support, the variations in
X
1 and
X
2 are equally important. To allow both cases, our
ﬁrst instantiation
f
a ﬁnds the absolute difference between thesupports, while the second instantiation
f
s “scales.” We now
deﬁne the two instantiations.
2
Deﬁnition 3.7 Let
￿
1
;
￿
2
;
N
1
;
N
2
2
I
+ such that
￿
1
<
N
1
and
￿
2
<
N
2.T h eabsolutedifferencefunctionandthescaled
difference function are deﬁned as follows:
f
a
(
￿
1
;
￿
2
;
N
1
;
N
2
)
d
e
f
=
j
￿
1
N
1
￿
￿
2
N
2
j
f
s
(
￿
1
;
￿
2
;
N
1
;
N
2
)
d
e
f
=
(
j
￿
1
N
1
￿
￿
2
N
2
j
(
￿
1
N
1
+
￿
2
N
2
)
=
2
; if
(
￿
1
+
￿
2
)
>
0
0
; otherwise
The aggregate function
g takes as input a set of values.
The two most commonly used aggregate functions are sum
and max. Since the instantiations of
f and
g are independent
of each other, these example instantiations generate four dif-
ferent instantiations of
￿.
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Is the deviation sufﬁciently large that it is unlikely that the
two datasets are generated by the same generating process?
The availability of a quantitative deviation measure makes it
possible to answer such questions rigorously. If we assume
that the distribution
F of deviation values under the hypoth-
esis that the two datasets are generated by the same process
is known, we can use standard statistical tests to compute the
signiﬁcance
s
i
g
(
d
) of the deviation
d between two datasets.
We use bootstrapping techniques from Statistics [14] to com-
pute
F. We omit the details due to space constraints. (See the
full paper for details of the bootstrapping procedure and the
statistical tests [18].)
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In this section, we instantiate the FOCUS framework for lits-
models, dt-models,a n dcluster-models. Wherever possi-
ble, we analyze the properties of the instantiated deviation
functions.
4
.
1 lits-models
We ﬁrst show that the class of lits-models exhibits the meet-
semilattice property. Next, we analyzethe deviationfunctions
and discuss interesting characteristics that arise due to the use
of the GCR. We then derive an upper bound for the deviation
functions
￿
(
f
a
;
g
) where
g
2
f
g
s
u
m
;
g
m
a
x
g.
Thereﬁnementrelationbetweenthe structuralcomponents
of two sets of frequent itemsets is deﬁned by the superset re-
lation. Let
￿
M
1
=
L
m
s
D
1 and
￿
M
2
=
L
m
s
D
2 be two sets of
frequent itemsets
3. Formally,
￿
M
1
￿
L
￿
M
2 if
L
m
s
D
1
￿
L
m
s
D
2.
2The signature
f
:
R
+
￿
R
+
7
!
R
+ for
f where the two arguments correspond
to the selectivities of a region w.r.t. both datasets sufﬁces for most purposes. However,
some functions require absolute measures. We give one such example in Section 5.2.2.
Therefore, we use absolute measures.
3
L
m
s
D
1 is the set of itemsets in
D
1 with support greater than
m
s.
The powerset of a set of objects (here,
I) along with the su-
perset relationformsa meet-semilattice[22]. (Infact, it forms
a lattice.)
Proposition 4.1 The class of lits-models
M on the set of
items
I exhibits the 2-component property and
h
￿
M
;
￿
L
i is
a meet-semilattice.
Once again, consider the example in Figure 6.
L
3 is the
GCR of
L
1 and
L
2. The supports from
D
1 and
D
2 for each
itemset in the GCR are shown below it.
￿
(
f
a
;
g
s
u
m
)
(
L
1
;
L
2
)
=
0
:
4
+
0
:
1
+
0
:
4
+
0
:
2
+
0
:
1
5
=
1
:
1
2
5,and
￿
(
f
a
;
g
m
a
x
)
(
L
1
;
L
2
)
=
0
:
4.
We now show that using the GCR of two models rather
than any common reﬁnement gives the least deviation.
Theorem 4.1 Let
f
2
f
f
a
;
f
s
g and
g
2
f
g
s
u
m
;
g
m
a
x
g.L e t
￿
M be a common reﬁnement of
￿
M
1 and
￿
M
2. Then,
￿
(
M
1
;
M
2
)
￿
￿
1
(
f
;
g
)
(
h
￿
M
;
￿
(
￿
M
;
D
1
)
i
;
h
￿
M
;
￿
(
￿
M
;
D
2
)
i
)
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In an exploratory, interactive environment where
￿ is repeat-
edly computed, we can typically work with just estimates of
the actual answers, but require fast responses. For the case
where the difference function is
f
a, we now derive an up-
per bound
￿
￿ of
￿ that can be computed fast using just the
two models (which will probably ﬁt in main memory, unlike
the datasets). Using the upper bound
￿
￿ instead of
￿ is safe;
we will not ignore signiﬁcant deviations.
￿
￿ also satisﬁes the
triangle inequality, and can therefore be used to embed a col-
lection of datasets in a
k-dimensional space for visually com-
paring their relative differences.
Deﬁnition 4.1 Let
M be the class of lits-models and
M
1
;
M
2
2
M be two models at minimum support level
m
s induced by
D
1 and
D
2.L e t
￿
1
;
￿
2
2
I
+.L e t
f
￿
(
￿
1
;
￿
2
;
j
D
1
j
;
j
D
2
j
)
d
e
f
=
8
>
<
>
:
f
a
(
￿
1
;
￿
2
;
j
D
1
j
;
j
D
2
j
)
; if
￿
1
j
D
1
j
;
￿
2
j
D
2
j
>
m
s
f
a
(
￿
1
;
0
;
j
D
1
j
;
j
D
2
j
)
; if
￿
1
j
D
1
j
>
m
s and
￿
2
j
D
2
j
<
m
s
f
a
(
0
;
￿
2
;
j
D
1
j
;
j
D
2
j
)
; if
￿
1
j
D
1
j
<
m
s and
￿
2
j
D
2
j
>
m
s
We deﬁne
￿
￿
(
g
)
(
M
1
;
M
2
)
d
e
f
=
￿
(
f
￿
;
g
)
(
M
1
;
M
2
).
Theorem 4.2 Let
M
1
;
M
2
2
M be two models induced by
D
1
;
D
2 and let
g
2
f
g
s
u
m
;
g
m
a
x
g. Then the following prop-
erties hold:
(1)
￿
￿
(
g
)
(
M
1
;
M
2
)
￿
￿
(
f
a
;
g
)
(
M
1
;
M
2
)
(2)
￿
￿
(
g
) satisﬁes the triangle inequality.
(3)
￿
￿
(
g
) can be computed without scanning
D
1 or
D
2.4
.
2 dt-models
For the rest of the section, let
M
1
;
M
2
2
M be two dt-
models induced by
D
1
;
D
2 respectively, and
P
￿ denote the
predicate identifying a region
￿.
Deﬁnition 4.2
￿
M
1
￿
T
￿
M
2 if,
8
￿
i
M
2
2
￿
M
2
;
9
f
￿
i
1
M
1
;
:
:
:
;
￿
i
j
i
M
1
g
￿
￿
M
1:
f
(
P
￿
i
1
M
1
_
￿
￿
￿
_
P
￿
i
j
i
M
) iff
P
￿
i
M
2
g.
Intuitively, the GCR of the structural components of two
dt-models is the ﬁner partition of
A
(
I
) obtained by overlay-
ing the two structural components
￿
M
1 and
￿
M
2. The corre-
sponding set of predicates is obtained by “anding” all possi-
ble pairs of predicates from both the structural components.
For example, Figure 5 illustrates the ﬁner partition formed
by overlaying the partitions of the models
T
1 and
T
2.F o rt h e
sake of clarity,we showthemeasuresonlyforregionsofclass
label
C
1 in the GCR. (Anidentical structureexists forthe sec-
ond class label.) Formally, the GCR
￿
V
(
M
1
;
M
2
) of
￿
M
1 and
￿
M
2 is:
f
￿
:
￿ is identiﬁed by
P
￿
1
^
P
￿
2
3
￿
1
2
￿
M
1
^
￿
2
2
￿
M
2
g
Proposition 4.2 Let
M be the class of dt-models with re-
ﬁnement relation
￿
T.T h e n
M exhibits the 2-component
property and
h
￿
M
;
￿
T
i is a meet-semilattice.
Once again, we consider the example in Figure 5.
T
3’s
structural component is the GCR of the structural compo-
nents of
T
1 and
T
2. For the sake of clarity, only the mea-
sures of class
C
1 from both
D
1 and
D
2 are shown in
T
3.
￿
(
f
a
;
g
s
u
m
)
(
T
1
;
T
2
) over regions corresponding to class
C
1 is:
j
0
:
1
￿
0
:
1
4
j
+
j
0
:
0
￿
0
:
0
4
j
+
j
0
￿
0
j
+
j
0
￿
0
j
+
j
0
￿
0
j
+
j
0
:
0
0
5
￿
0
:
1
j
=
0
:
1
7
5.
The following theorem shows that using the greatest com-
mon reﬁnement, rather than any common reﬁnement, gives
the least deviation value for the case
g
=
g
s
u
m.
Theorem 4.3 Let
￿
M be a common reﬁnement of
￿
M
1
and
￿
M
2.L e t
g
=
g
s
u
m,a n d
f
2
f
f
a
;
f
s
g. Then,
￿
(
f
;
g
s
u
m
)
(
M
1
;
M
2
)
￿
￿
1
(
f
;
g
)
(
h
￿
M
;
￿
(
￿
M
;
D
1
)
i
;
h
￿
M
;
￿
(
￿
M
;
D
2
)
i
)
Observe that this theorem is less general than Theorem 4.1
for lits-models. (For a counter example to see that the above
lemma is not valid for
g
=
g
m
a
x, see the full paper [18].)
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In this section, we illustrate the power of the FOCUS frame-
work by applying it to two different scenarios: exploratory
analysisand changemonitoring. The objectivein the ﬁrst set-
ting is to interactively explore and understand the differences
between two datasets, similar to the drill-down and roll-up
strategies in OLAP databases [12] and the ad hoc mining ap-
proach emphasized in [26, 30]. The objective in the second
setting is to check how well a model built from an old dataset
ﬁts a new dataset.
For both application scenarios, a very useful property of
FOCUS is that we can compute deviations w.r.t. a speciﬁc re-
gion
￿
￿
A
(
I
). Each region in the structural component
￿
M
=
f
￿
i
M
;
i
=
1
;
:
:
:
;
j
￿
M
j
g of the model
M can be inde-
pendently focussed w.r.t.
￿ by taking its intersection with
￿.
T h em e a s u r ew . r . t .ad a t a s e t
D for each region
￿
i
M focussed
w.r.t.
￿ is
￿
(
￿
\
￿
i
M
;
D
).
Deﬁnition 5.1 Let
M
2
M be a model induced by the
dataset
D and
￿
￿
A
(
I
) be a region, called the focussing
region. Then the focus of
M w.r.t.
￿ is deﬁned as:
M
￿
d
e
f
=
h
￿
￿
M
;
￿
(
￿
￿
M
;
D
)
i
where
￿
￿
M
=
f
￿
\
￿
i
M
:
￿
i
M
2
￿
M
g.W eu s e
M
￿ and
￿
￿
M to
denote the sets of all models in
M and structural components
in
￿
M focussed w.r.t.
￿.
The following theoremshows that all the theory developed
for the class of models
M can be applied to
M
￿ as well.
Theorem 5.1 Let
M be one of the following three classes of
models: lits-models, dt-models,a n dcluster-models.L e t
￿ be a reﬁnement relation such that
h
￿
M
;
￿
i forms a meet-
semilattice. Let
￿
￿
A
(
I
) be the focussing region. Then
h
￿
￿
M
;
￿
i is a meet-semilattice.
Deﬁnition 5.2 Let
f be a difference function,
g an aggregate
function, and
M
1
;
M
2 be two models induced by
D
1
;
D
2,r e -
spectively. The deviation
￿
￿
(
f
;
g
)
(
M
1
;
M
2
) between
M
1 and
M
2 focussed w.r.t. a region
￿
￿
A
(
I
) is deﬁned as:
￿
￿
(
f
;
g
)
(
M
1
;
M
2
)
d
e
f
=
￿
(
f
;
g
)
(
M
1
￿
;
M
2
￿
)
We emphasize that the deviation function may not be
monotonic,i.e.,if
￿
￿
￿
0 thenthedeviationover
￿ maynotbe
less thanthat over
￿
0. Forexample,if
M
1
;
M
2 are two models
constructed from
D
1
;
D
2 respectively and
g
2
f
g
s
u
m
;
g
m
a
x
g
then
￿
￿
￿
0
)
￿
￿
(
f
a
;
g
)
(
M
1
;
M
2
)
￿
￿
￿
0
(
f
a
;
g
)
(
M
1
;
M
2
).H o w -
ever, the same is not true for
￿
(
f
s
;
g
)
(
M
1
;
M
2
).
The ability to compute region-speciﬁc deviations is en-
hanced by adding operators to manipulate sets of regions. We
now introduce a small collection of such operators, divided
into two groups: structural and rank operators.
1. Structural Union (
t): The structural union of
two sets of regions
￿
1 and
￿
2 i sg i v e nb yt h e i r
GCR
V
(
￿
1
;
￿
2
).
2. Structural Intersection (
u): The structural
intersection of
￿
1 and
￿
2 is the set of regions
￿ such that
each region in
￿ is a member of both
￿
1 and
￿
2.T h i si s
identical to the standard intersection operation on sets.3. Structural Difference
￿: The structural dif-
ference of
￿
1 and
￿
2 is
(
￿
1
t
￿
2
)
￿
(
￿
1
u
￿
2
).
4. Predicate
p: The predicate region is a subset of the
attribute space identiﬁed by
p.
Given a set of regions, the rank operator orders them by
the “interestingness”of changebetweenthetwo datasets. The
interestingnessof a regionis capturedbya deviationfunction.
￿ Rank: Given a set of regions
￿, two datasets
D
1
;
D
2,
and a deviation function
￿
(
f
;
g
),t h erank operator
￿
(
￿
;
￿
(
f
;
g
)
;
D
1
;
D
2
)
4 returns as output a list
~
￿ of regions
in the decreasing order of interestingness.
￿ Select: Given the output of the rank operator, the se-
lection operator selects a subset of the output. For exam-
ple, top-region , top-n regions, min-region,
and bottom-n regions are common selections; we
denote these selections by
￿
t
o
p,
￿
n,
￿
m
i
n,a n d
￿
￿
n re-
spectively.
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The objective in exploratory analysis is to ﬁnd a set of in-
teresting regions in terms of the differences between the two
datasets. Consider the decision trees
T
1 and
T
2 constructed
from
D
1 and
D
2 shown in Figure 5. Suppose that deviations
above
0
:
0
5 are considered signiﬁcant.
D
1 and
D
2 differ con-
siderably in the shaded regions (1) and (2).I f
f
=
f
a then
these regions have a deviation (w.r.t. class
C
1)o f
0
:
0
8 and
0
:
0
9
5 respectively. Note that region (1) is a leaf node of
T
1
but region (2) is a sub-region of a leaf node in
T
2.M o r e -
over, the sub-regions of (1) in
T
3 do not cause signiﬁcant
differences between
D
1 and
D
2. Therefore, we have to ﬁnd
regions that are signiﬁcantly different at all levels of the tree
in addition to the regions of
T
3. The following expressions
ﬁnd the regions (1) and (2) respectively:
￿
t
o
p
(
￿
(
￿
T
1
[
￿
T
2
;
￿
(
f
a
;
g
s
u
m
)
)
)
;
￿
t
o
p
(
￿
(
￿
T
1
t
￿
T
2
;
￿
(
f
a
;
g
s
u
m
)
)
)
Next, consider an example in the frequent itemset domain.
The shoes and clothes departmentsin the Walmart super mar-
k e ts e l ls e t so fi t e m s
I
1 and
I
2 respectively. Suppose
D
1 and
D
2 are datasets collected at two different outlets. An analyst
compares the top-10 itemsets in each department to see if the
popular itemsets are similar across the two departments. Let
L
1 and
L
2 be the sets of frequent itemsets computedfrom
D
1
and
D
2 respectively. Let
f and
g be chosen appropriately.
The following expressions return the top-10 lists from each
department, and the combined top-20:
￿
(
￿
1
0
(
￿
(
P
(
I
1
)
\
(
￿
L
1
t
￿
L
2
)
)
;
￿
)
[
￿
1
0
(
￿
(
P
(
I
2
)
\
(
￿
L
1
t
￿
L
2
)
)
)
;
￿
)
￿
2
0
(
￿
(
P
(
I
1
)
[
P
(
I
2
)
)
\
(
￿
L
1
t
￿
L
2
)
;
￿
)
4Since
D
1 and
D
2 are usually clear from the context, we omit them from the
notation.
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The objective in this setting is to know how well the model
constructed from the old dataset ﬁts the new dataset. There-
fore, the structural component for the model on the new
dataset is expected to be that of the old dataset, and the ques-
tion can be cast as “By how much does the old model misrep-
resent the new data?” For decision trees, the misclassiﬁcation
error is widely used for this purpose; as we show, the chi-
squared metric can also be adapted (using bootstrapping) to
addressthisquestion. We showthatthesetwotraditionalmea-
sures can be captured as special cases of the FOCUS frame-
work by appropriate choices of
f and
g. Thus, FOCUS gen-
eralizes change monitoring in two ways: (1) to models other
thandecisiontrees, and(2)tochangemonitoringoverspeciﬁc
regions.
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Let
T
=
h
￿
T
;
￿
(
￿
T
;
D
1
)
i be a dt-model constructed on the
dataset
D
1,a n dl e t
D
2 be an independent dataset. For each
tuple
t
2
D
2,l e t
C
0
=
T
(
t
) be the class label predicted by
T for
t. If the true class
C of
t is different from
C
0 then
t
is said to be misclassiﬁed by
T. The misclassiﬁcation error
M
E
T
(
D
2
) of
T w.r.t.
D
2 is the fraction of the number of
tuples in
D
2 misclassiﬁed by
T.
M
E
T
(
D
2
)
d
e
f
=
j
f
t
2
D
2 and
T misclassiﬁes
t
g
j
j
D
2
j
We deﬁnethepredicteddataset
D
T
2 of
D
2 w.r.t.
T to bethe
set of tuples formed by replacing the class label of each tuple
t
2
D
2 with
T’s prediction for
t. Denoting the replacement
of the class label of a tuple
t with
c by
t
j
c,
D
T
2
d
e
f
=
f
t
0
:
t
0
=
t
j
T
(
t
)
;
t
2
D
2
g
The following theorem shows that
M
E
T
(
D
2
) is the devi-
ation between
D
2 and
D
T
2 at
￿
T.
Theorem 5.2 Let
T be a dt-model induced by
D
1.L e t
D
2
be another dataset. Then
M
E
T
(
D
2
)=
1
2
￿
(
f
a
;
g
s
u
m
)
(
h
￿
T
;
￿
(
￿
T
;
D
2
)
i
;
h
￿
T
;
￿
(
￿
T
;
D
T
2
)
i
)
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The computation of the chi-squared statistic
X
2 assumes that
the entire space is partitioned into cells each of which is as-
sociated with “expected”and “observed”measures. (See [13]
for details.) To apply the chi-squared test to dt-models,w e
use the regions associated with a decision tree
T as the cells
since these regionspartitiontheentire attributespace. Theex-
pected and observed measures are:
E
(
￿
i
;
D
2
)
=
￿
(
￿
i
;
D
1
)
￿
j
D
2
j
;
O
(
￿
i
;
D
2
)
=
￿
(
￿
i
;
D
2
)
￿
j
D
2
j. The statistic
X
2 can now
be computed in a straightforward way except for two prob-
lems:Sample Fraction 0.01 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Signiﬁcance 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 -
Table 1: lits-models:% signiﬁcance of increase in representativeness with sample size from
s
i to
s
i
+
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Figure 7: SD vs SF Figure 8: SD vs SF Figure 9: SD vs SF
(1) For the chi-squared statistic to be well-deﬁned,
E
(
￿
i
;
D
2
)
should not be zero. We follow the standard practice in Statis-
tics and add a small constant
c
>
0 (0.5 is a common choice)
to ensure this [13].
(2) At least
8
0
% of the expectedcountsmust be greaterthan 5
in order to use the standard
X
2 tables. In a decision tree, this
condition is often violated. For example, if all tuples in node
n are of class
i, the expected measures for regions
￿
n
j
;
j
6
=
i
will be zero. The solution to this problem is to use an exact
calculation for the probability distribution of the
X
2 statis-
tic under the null hypothesis, i.e., distribution of
X
2 values
when the new dataset ﬁts the old model [13]. The procedure
(see Section 3.4) to estimate the exact distribution using the
bootstrapping technique can be used to perform the test.
It is easy to show that chi-squared statistic, adapted as de-
scribed above, can be instantiated from FOCUS.
Proposition 5.1 Let
T be the decision tree induced by
D
1,
and let
D
2 be another dataset. Let
c be a (small) constant.
Then the chi-squared statistic
X
2 is given by:
X
2
=
￿
(
f
;
g
s
u
m
)
(
h
T
;
￿
(
T
;
D
1
)
i
;
h
T
;
￿
(
T
;
D
2
)
i
) where
f
(
v
1
;
v
2
;
j
D
1
j
;
j
D
2
j
)
=
8
<
:
j
D
2
j
(
v
1
j
D
1
j
￿
v
2
j
D
2
j
)
2
v
1
j
D
1
j
,i f
v
1
>
0
c
; otherwise
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In this section, we address the followingquestion. While con-
structing a model using a random sample of the dataset, do
bigger sample sizes necessarily yield better models? We ap-
ply FOCUS to quantify the notion of “representativeness” of
a random sample in inducing the “true” model induced by the
entire dataset.
The intuition behind our approach is as follows. The de-
viation obtained from an instantiation of FOCUS quantiﬁes
the difference between the models induced by two datasets.
If one of the datasets is a sample randomly drawn from the
other, the deviation between the models they induce is then a
measure of the representativeness of the sample in inducing
the true model.
Let
M be the model induced by
D,a n d
M
S the model in-
duced by a random sample
S drawn from
D. We deﬁne the
sample deviation (SD) of
S to be
￿
(
M
;
M
S
). The smaller the
SD of
S, the more representative
S is of
D. This deﬁnition
gives us a handle to study the inﬂuence of the size of the sam-
ple on its representativeness.
Using the SD, we now address two questions. Does in-
creasing the size of the sample decrease its SD? If so, by how
much? If the answer to the ﬁrst question is afﬁrmative, then
the SDs of two sample sizes can be compared to answer the
second question; in Sections 6.1.1and 6.1.2, we carry out this
comparison for a wide variety of datasets and models. If the
answer to the ﬁrst question is negative, then the second ques-
tion is irrelevant. We now describe a procedure that returns
the statistical signiﬁcance of the decrease in SD due to an in-
crease in the sample size. The signiﬁcance is the percentage
conﬁdence
1
0
0
(
1
￿
￿
)
% with which the null hypothesis that
the two sample sizes are equally representative is rejected.
The basic intuition behind the procedure is as follows.
Consider two sets of random samples where the ﬁrst set
S
1
contains samples of size
s
i
+
1, and the second set
S
2 contains
samples of size
s
i
(
<
s
i
+
1
). If the SD measures for size
s
i
+
1
is smallerthanthatof
s
i
(
<
s
i
+
1
) thenweexpectalargenum-
ber of SD values for
S
1 to be smaller than those for
S
2.W e
use the Wilcoxon two-sample test to check the signiﬁcance of
this hypothesis [7]. (We omit the details due to space con-
straints. See the full paper for details [18].)
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In this section, we present an empirical study of the repre-
sentativeness of a sample versus its size for lits-models and
dt-models.Sample Fraction 0.01 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Signiﬁcance 99.99 99.99 99.99 99.97 99.69 79 99.22 99.93 95.25 -
Table 2: dt-models:% signiﬁcance of decrease in sample deviation with sample fraction from
s
i to
s
i
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Figure 10: SD vs SF Figure 11: SD vs SF Figure 12: SD vs SF
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1 lits-models
We used the synthetic data generator from the IBM Quest
Data Mining group
5.W e u s e
NM.
t
lL.
j
I
jI.
N
ppats.
pplen to
refer to a dataset with
N million transactions, average trans-
action length
t
l,
j
I
j thousand items,
N
p thousand patterns,
and average pattern length
p. We used the Apriori algorithm
[5] to compute the set of frequent itemsets from a dataset.
We studied all four combinationsof
f and
g. Due to space
constraints, we only present the results of
￿
(
f
a
;
g
s
u
m
).( T h e
remaining plots are given in the full paper [18].) We var-
ied two parameters: the size of the dataset and the minimum
support level. The datasets used for this study have three dif-
ferent sizes: 1 million, 0.75 million, and 0.5 million trans-
actions. All other parameters to the data generator are set
as follows:
j
I
j
=
1
0
0
0
;
t
l
=
2
0
;
N
p
=
4
0
0
0
;
p
=
4.F i g -
ures 7, 8, and 9 show the sample deviation (SD) versus the
sample fraction (SF) values. We draw the following conclu-
sions. (1) As the minimum support level decreases, the size
of the sample required to achieve a certain level of represen-
tativeness increases. This is to be expected because the lower
the minimum support level the more difﬁcult it is to estimate
the model. (2) For a given SF value, the representativenessof
samples of a ﬁxed size increases with the dataset size. Again,
this is as expected.
Table 1 shows the signiﬁcance of the decrease in SD
for the dataset 1M.20L.1I.4pats.4plenas we increase
the sample size. We measured the signiﬁcance using the
Wilcoxon test on sets of 50 sample deviation values for each
size. We conclude that the representativeness of samples in-
creases with the size of the sample. However, from Fig-
ures 7, 8, and 9 we see that the decrease in SD is not high
when the sizes of the sample relative to the dataset size (SF)
are larger than 30%.
5Available from http://www.almaden.ibm.com/cs/quest/syndata.html.
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2 dt-models
We use the synthetic generator introduced in [2]. It has sev-
eral classiﬁcation functionsto generatedatasets with different
characteristics. We selected four functions (FunctionsF1, F2,
F3, and F4) forour performancestudy. We use
NM.F
n
u
mto
denote a dataset with
N million tuples generated using clas-
siﬁcation function
n
u
m. We used a scalable version of the
widely studied CART [8] algorithmimplementedin the Rain-
Forest framework [20] to construct decision tree models. We
used
￿
(
f
a
;
g
s
u
m
) to compute the deviation between two mod-
els.
Table 2 shows the signiﬁcance of the decrease in sample
deviations for the dataset 1M.F1 as the sample size is in-
creased. The signiﬁcance is measured using the Wilcoxon
test on sets of 50 sample deviation values for each sample
size. The decrease in sample deviation values is quite signiﬁ-
cant even at SF=70%.
Figures 10, 11, and 12 show the plots for differentclassiﬁ-
cation functions (F1, F2, F3, and F4) in the IBM data genera-
tor and for varying dataset sizes.
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For both classes of models, based on the signiﬁcance values
from the Wilcoxon tests, we conclude that it is better to use
larger samples because the decrease in sample deviations is
statistically signiﬁcant even for sample sizes as large as 70-
80%. On the other hand, the SD versus SF plots suggest that
the rate of additional information obtained decreases with in-
creasing sample size, and for many applications, it may be
sufﬁcient to take a sample of size 20-30% of the original
dataset.
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In this section, we evaluate the deviation computation and
signiﬁcance detection algorithms in two parts: ﬁrst for lits-Dataset
￿ %
s
i
g
(
￿
)
￿
￿ Time for
￿ Time for
￿
￿
D
(
1
) 0.0913 1 0.0913 0 0.01
D
(
2
) 3.2198 99 3.6893 46.27 0.01
D
(
3
) 6.0957 99 6.60874 46.16 0.01
D
(
4
) 6.0096 99 6.4435 44.19 0.01
D
+
￿
(
5
) 0.1511 2 0.1610 17.37 0.0
D
+
￿
(
6
) 0.2760 99 0.3645 19.53 0.01
D
+
￿
(
7
) 0.2784 99 0.3668 18.86 0.0
Figure 13: Deviation with D: 1M.20L.1I.4pats.4plen
ID
￿ %
s
i
g
(
￿
)
D
(
1
) 0.0022 10
D
(
2
) 1.2068 99
D
(
3
) 0.8146 99
D
(
4
) 1.4819 99
D
+
￿
(
5
) 0.0569 99
D
+
￿
(
6
) 0.03722 99
D
+
￿
(
7
) 0.0689 99
Figure 14: Deviation with D: 1M.F1
models a n dt h e nf o rdt-models. The datasets we used for
this study are also generated from the IBM data generators
described in Section 6.1, and the naming conventions are the
same as in Section 6.1.
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In this section, through controlled experiments on synthetic
datasets, we ﬁrst evaluate the procedure for detecting signiﬁ-
cant deviations. We then evaluate the quality and speed of the
upper bound of the deviation function
￿
￿.
Let
D=1M.20L.1I.4pats.4plen. We compute de-
viations between
D and a variety of datasets. All datasets
D
(
1
)
￿
D
(
7
) are generated with an average transaction length
20, and 1000 items;
D
(
1
) consists of 500K transactions,
D
(
2
)
￿
D
(
4
) consist of a million transactions each, and
￿
(
5
)
￿
￿
(
7
) consist of 50K transactions each. The number
of patterns and the average pattern length for each dataset
is as follows.
D
(
1
):( 4 K , 4 ) ;
D
(
2
)
;
￿
(
5
):( 6 K , 4 ) ;
D
(
3
)
;
￿
(
6
):
(4K,5);
D
(
4
)
;
￿
(
7
): (5K,5). In each case, we set the mini-
mum support level to 1% to compute the set of frequentitem-
sets from both datasets. Figure 13 shows the deviation val-
ues and their signiﬁcance. The deviation value
￿
(
f
a
;
g
s
u
m
) and
its signiﬁcance in row (1) reﬂect the fact that
D
(
1
) has the
same distribution as that of
D. As expected,
D
(
2
)
;
D
(
3
)
;
D
(
4
)
differ signiﬁcantly from
D. Moreover, the deviation values
suggest that the parameter patlen has a large inﬂuence on
data characteristics. The addition of
￿
(
5
) and
￿
(
6
) to
D (rows
(6),(7)) cause signiﬁcant deviationsbecause they differ in
the patlen parameter whereas the addition of
￿
(
7
) which
differs only in the parameter pats does not cause a signiﬁ-
cant deviation (row (5)).
The last three columns in Figure 13 show that
￿
￿ delivers
a good estimate instantaneously. The equality of the times in
the row (1) is due to the fact that
D and
D
(
1
) have identi-
cal distributions. Therefore,the sets offrequentitemsetswere
identical; so all the measures necessary to compute the devi-
ation are obtained directly from the models.
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We evaluate the signiﬁcance detection procedure (see Sec-
tion 3.4) for dt-models using the same experimental frame-
work as in Section 6.1.2. In this experiment, we com-
pute the deviations using
￿
(
f
a
;
g
s
u
m
) and their signiﬁcance
values between
D=1M.F1 and a variety of datasets. The
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Figure 15:
D
e
v
i
a
t
i
o
n vs. ME
datasets for the ﬁrst four rows are generated using the func-
tions F1, F2, F3, and F4 respectively. The datasets used
for the last three rows are obtained by extending
D with a
new block of 50000 tuples generated using
F
2
;
F
3
; and
F
4.
D
(
1
)=0.5M.F1,
D
(
2
)=1M.F2,
D
(
3
)=1M.F3,
D
(
4
)=1M.F4,
D
(
5
)=D+
￿
(
5
)=D + 0.05M.F2,
D
(
6
)=D+
￿
(
6
)=D + 0.05M.F3,
and
D
(
7
)=D+
￿
(
7
)=D + 0.05M.F4.
The signiﬁcance of the deviation for
D
(
1
) in row (1) is
low because it has the same distribution as that of
D.T h e
signiﬁcance of deviations in rows (2),(3),(4) are high,
as expected. From rows (5),(6),(7), we see that even
the additionof new blocks of size 50K to
D causes signiﬁcant
deviations.
In Figure 15, we plot the misclassiﬁcation error (ME) for
the tree constructed from
D w.r.t. a second dataset (chosen
from
￿
(
5
)-
￿
(
7
) and
D
(
2
)
￿
D
(
4
)) againstthe deviationbetween
the two datasets. We see that they exhibit a strong positive
correlation.
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A lotofresearchonclusteringconcentratedondetecting“out-
liers” withinthedatasetas noiseanddevisedspecialstrategies
to handle them [15, 23, 29, 35, 38]. In contrast to the work on
clustering, [6, 25, 27] concentrated primarily on discovering
outliers in a dataset.
Interestingness measures to monitor variation in a single
pattern were proposed in [36]. A similar problem of moni-
toring the support of an individual itemset was addressed in
[4, 10]. Given a pattern (or itemset) their algorithms propose
to track its variation over a temporally ordered set of transac-
tions. However, they do not detect variations at levels higher
than that of a single pattern.
In future work, we intend to apply our framework to ap-
proximate query answering.R
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