Introduction
An R n valued α-permanental random variable X = (X 1 , . . . , X n ) is a random variable with Laplace transform
where K is an n × n matrix and S is an n × n diagonal matrix with diagonal entries (s 1 , . . . , s n ). We refer to K as a kernel of X. But note that K is not unique. For example, if K satisfies (1.1) so does ΛKΛ −1 for any Λ ∈ D n,+ , the set of n × n diagonal matrices with strictly positive diagonal entries.
Let K(X) denote the set of all kernels that determine X by (1.1). We are particularly interested in α-permanental random variables X for which K(X) does not contain any symmetric kernels. (We explain at the end of this section why we are interested in such processes and kernels.)
If K(X) contains a symmetric matrix we say that X is determined by a symmetric matrix or kernel and that any K ⊂ K(X) is equivalent to a symmetric matrix, or is symmetrizable. It follows from (1.1) that a kernel K is equivalent to a symmetric matrix if and only if there exists an n × n symmetric matrix Q such that |I + KS| = |I + QS| for all S ∈ D n,+ .
(1.2)
An α-permanental process {X t , t ∈ T } is a stochastic process that has finite dimensional distributions that are α-permanental random variables. An α-permanental process is determined by a kernel {K(s, t), s, t ∈ T } with the property that for all distinct t 1 , . . . , t n in T , {K(t i , t j ), i, j ∈ [1, n]} is the kernel of the α-permanental random variable (X t 1 , . . . , X tn ).
Definition We say that an α-permanental process {X t , t ∈ T } with kernel {K(s, t), s, t ∈ T } is determined by a symmetric kernel if for all n ≥ 1 and distinct t 1 , . . . , t n in T , {K(t i , t j ), i, j ∈ [1, n]} is symmetrizable. When this is the case we also say that {K(s, t), s, t ∈ T } is symmetrizable. (In what follows we always take |T | ≥ 3.)
The next theorem is [4, Theorem 1.9] . It shows that we can modify a very large class of symmetric potentials so that they are no longer symmetric but are still kernels of permanental processes. Theorem 1.1 Let S a be locally compact set with a countable base. Let X = (Ω, F t , X t , θ t , P x ) be a transient symmetric Borel right process with state space S and continuous strictly positive potential densities u(x, y) with respect to some σ-finite measure m on S. Then for any finite excessive function f of X and α > 0,
is the kernel of an α-permanental process.
A function f is said to be excessive for X if E x (f (X t )) ↑ f (x) as t → 0 for all x ∈ S. It is easy to check that for any positive measurable function h,
is excessive for X. Such a function f is called a potential function for X.
Unless the function f in (1.3) is constant, { u f (x, y); x, y ∈ S} is not symmetric. We now show that, generally, we can choose f so that { u f (x, y); x, y ∈ S} is also not equivalent to a symmetric matrix. The next two theorems show how restricted the symmetric matrix {u(x, y); x, y ∈ S} must be for { u f (x, y); x, y ∈ S} to be symmetrizable for all potential functions f .
We use ℓ + 1 to denote strictly positive sequences in ℓ 1 . Theorem 1.2 Let X = (Ω, F t , X t , θ t , P x ) be a transient symmetric Borel right process with state space T ⊆ N, and potential U = {U j,k } j,k∈T . Then
where Λ j ≥ 0 and d ≥ 0,
(ii) or we can find a potential function f = U h, with h ∈ ℓ
is not symmetrizable.
When we consider limit theorems for infinite sequences of permanental random variables {Y (k), k ∈ N} with kernel V = {v(j, k), j, k ∈ N} it is not enough to know that V is not symmetrizable since we are only concerned with the permanental variables generated by V (n) = {v(j, k), j, k ≥ n} as n → ∞. We would like to know that V (n) is not symmetrizable for large n. We say that the kernel V is asymptoticly symmetrizable if there exists an n 0 such that V (n) is symmetrizable for all n ≥ n 0 . We can modify Theorem 1.2 to handle this case also. Theorem 1.3 Let X = (Ω, F t , X t , θ t , P x ) be a transient symmetric Borel right process with state space N, and potential U = {U j,k } j,k∈N . Then (i) Either there exists an n 0 such that
is not asymptoticly symmetrizable.
The next theorem shows that when the state space of a transient symmetric Borel right process has a limit point, then under reasonable conditions on the potential densities that determine the process, the process is not determined by a kernel that is asymptoticly symmetrizable. Theorem 1.4 Let S ′ = {x 0 , x 1 , . . .} be a countable set with a single limit point x 0 . Let X be a transient symmetric Borel right process with state space S ′ , and continuous strictly positive potential densities u := {u(x, y), x, y ∈ S ′ } such that u(y, x 0 ) < u(x 0 , x 0 ) for all y = x 0 . Then we can find a potential function f = uh, with h ∈ ℓ + 1 , that is continuous at x 0 , and is such that,
Theorems 1.2-1.4 show that generally there exists an excessive function f for X which gives a kernel for an α-permanental processes that is not determined by a symmetric matrix. However, in specific examples we deal with specific functions f and want to know that the kernels determined by these functions are not symmetrizable. With some additional structure on the symmetric matrix u(x, y) in (1.3) we can show that u f (x, y) in (1.3) is not asymptoticly symmetrizable. Lemma 1.1 In the notation of (1.3), let u = {u(j, k); j, k ∈ N} be a symmetric Toëplitz matrix, with at least two different off diagonal elements, and set
where f is a strictly monotone potential for u. Then { u f (j, k); j, k ∈ N} is not asymptoticly symmetrizable.
where f is a strictly monotone potential for {s j ∧ s k ; j, k ∈ N}. Then for any triple of distinct values s j , s k , s l ,
is not symmetrizable. In particular { v f (s j , s k ; j, k ∈ N} is not asymptoticly symmetrizable.
We can use this lemma to show that certain α-permanental processes, studied in [4] , are not determined by kernels that are asymptoticly symmetrizable. When S is an interval on the real line we say that {u(x, y); x, y ∈ S} is not asymptoticly symmetrizable at x 0 ∈ S, if we can find a sequence {x k } in S such that lim k→∞ x k = x 0 , and {u(x j , x k ); j, k ∈ N} is not asymptoticly symmetrizable.
Example 1.1 In [4, Example 1.3] we obtain a limit theorem for the asymptotic behavior of the sample paths at 0 of α-permanental processes with the kernel,
where f = q + t β , β > 2, and q ≥ q 0 (β), a constant depending on β. We show in Section 4 that u f (s, t) is not asymptoticly symmetrizable at any
Example 1.2
In [4, Example 1.4] we obtain limit theorems for the asymptotic behavior of the sample paths at zero and infinity of α-permanental processes with the kernel,
where f is a concave strictly increasing function. We show in Section 4 that for any s 0 ∈ R + and any sequence of distinct values
We explain why we are particularly interested in α-permanental processes determined by kernels K that are not equivalent to a symmetric matrix. When {u(s, t); s, t ∈ T } is symmetric and is a kernel that determines α-permanental
where G = {G(t), t ∈ T } is a mean zero Gaussian process with covariance u(s, t).
If α = m/n for integers m and n,
where Y (j,k)
1/(2n) are independent copies of Y 1/(2n) . Therefore, in some sense, Y m/n , is only a modification of the Gaussian process G. This is not true when the kernel of α-permanental processes is not symmetrizable. In this case we get a new class of processes. These are the processes that we find particularly interesting.
To study permanental processes with kernels that are not equivalent to a symmetric matrix our first step is to characterize those kernels that are equivalent to a symmetric matrix. This is done in Section 2. In Section 3 we give the proofs of Theorems 1.2-1.4. In Section 4 we give the proof of Lemma 1.1 and details about Examples 1.1 and 1.2.
Kernels that are equivalent to a symmetric matrix
Let M be an n × n matrix. For I ⊆ [1, . . . , n] we define M I to be the |I| × |I| matrix {M p,q } p,q∈I . (Recall that D n,+ is the set of all n × n diagonal matrices with strictly positive diagonal elements.)
Lemma 2.1 Let K be an n × n matrix and assume that
In particular
and
and for all distinct i 1 , i 2 , i 3 ∈ [1, . . . , n]
Proof Denote the diagonal elements of S by {s i } n i=1 . Let s i → 0 for all s i ∈ I c in (2.1) to get
Multiply both sides of (2.7) by |S −1 | and let the diagonal components of S go to infinity to get (2.2). The relationships in (2.3) and (2.4) are simply examples of (2.2). Let I = {j, k}. It follows from (2.2) that
This gives (2.5). Finally, let I = {i 1 , i 2 , i 3 } and take the determinants |K(I)| and |Q(I)|. It follows from (2.2), (2.4) and (2.5) that
By (2.5) this is equal to
Then we have
It is clear from this that x and y have the same sign. If they are both positive, we have
That is, ( √ x − √ y) 2 = 0, which gives (2.6).
On the other hand, if x and y are both negative, (2.12) implies that (−x) + (−y) = 2 (−x)(−y), (2.14)
which also gives (2.6).
Remark 2.1 Even when K is the kernel of α-permanental processes we must have absolute values on the left-hand sides of (2.5). This is because when (2.1) holds it also holds when |I + QS| is replaced by |I + VQVS| for any signature matrix V. (A signature matrix is a diagonal matrix with diagonal entries ±1.) So the symmetric matrix Q need not be the kernel of α-permanental processes On the other hand, by [1, Lemma 4.2], we can find a symmetric matrix Q that is the kernel of α-permanental processes such that (2.1) holds with Q replaced by Q and we have
3 Proofs of Theorems 1.2-1.4
We begin with a simple observation that lies at the heart of the proofs of Theorems 1.2 and 1.3.
For y ∈ R n we use B δ (y) to denote a Euclidean ball of radius δ centered at x.
Suppose that W x is symmetrizable for all x ∈ B δ (x 0 ), for some x 0 ∈ R 3 and δ > 0. Then, necessarily,
where Λ j ≥ 0 and d ≥ 0.
Proof It follows from Lemma 2.1 that for all x ∈ B δ (x 0 )
3) We differentiate each side of (3.3) with respect to x 1 and x 2 in B δ (x 0 ) and see that
Therefore, we must have w 2,3 = w 1,3 . Differentiating twice more with respect to x 1 and x 3 , and x 2 and x 3 , we see that if (3.3) holds for all x ∈ B δ (x 0 ) then w 2,3 = w 1,3 , w 1,2 = w 3,2 , and w 3,1 = w 2,1 .
This implies that for some (
Furthermore, since W is symmetric, we must have
Then, since w i,i ≥ w i,j , i, j = 1, 2, 3, we can write w i,i = λ i + d for some λ i ≥ 0, i = 1, 2, 3. This shows that (3.2) holds.
In using Lemma 3.1 we often consider 3 × 3 principle submatrices of a larger matrix. Consider the matrix {W (x, y)} x,y∈S , for some index set S. Let {x 1 , x 2 , x 3 } ⊂ S. Consistent with the notation introduced at the beginning of Section 2 we note that
We also use 1 n to denote an n × n matrix with all its elements equal to 1.
Proof of Theorem 1.2. If (i) holds then
where G is a |T | × |T | diagonal matrix with entries f 1 + d, f 2 + d, . . .. Let I be any finite subset of T . Obviously,
and Λ I + G 1/2
is symmetric, we see that U f is symmetrizable. This shows that if (i) holds then (ii) does not hold.
Suppose that (i) does not hold. We show that in this case we can find a triple {t 1 , t 2 , t 3 } such that U {t 1 ,t 2 ,t 3 } does not have all its off diagonal elements equal.
Since (i) does not hold there are two off diagonal elements of V that are not equal, say u l,m = a and u p,q = b. Suppose that none of the indices l, m, p, q are equal. The kernel of (X l , X m , X p ) has the form.
where we use · when we don't know the value of the entry. If any of the off diagonal terms of U {l,m,p} are not equal to a we are done. Assume then that all the off diagonal terms of U {l,m,p} are equal. This implies, in particular, that (U {l,m,p} ) m,p = (U {l,m,p} ) p,m = a. Therefore, U {m,p,q} has the form,
Therefore, if none of the indices l, m, p, q are equal we see that there exists a triple {t 1 , t 2 , t 3 } such that U {t 1 ,t 2 ,t 3 } does not have all its off diagonal elements equal.
If l = p the argument is simpler, because in this case
Using the fact that U is symmetric we see that cases when l = q or m = p are included in the above. This shows that when (i) does not hold we can find a triple {t 1 , t 2 , t 3 } such that U {t 1 ,t 2 ,t 3 } does not have all its off diagonal elements equal. We now show that in this case (ii) holds, that is, we can find a potential f for which (1.6) is not symmetrizable.
For convenience we rearrange the indices so that {t 1 , t 2 , t 3 } = {1, 2, 3}. We take any h * ∈ ℓ + 1 and consider the potential
is not symmetrizable, we are done. That is, (ii) holds with f = f * . However, it is possible that U {1,2,3} is not of the form of (3.2) but (3.3) ). Nevertheless, since U {1,2,3} is not of the form (3.2), it follows from Lemma 3.1 that for all δ > 0 there exists an (
is not symmetrizable. (Here we use the facts that a symmetric potential density U j,k is always positive and satisfies
Note that U {1,2,3} is invertible. (See e.g., [3, Lemma A.1] .) Therefore, we can find c 1 , c 2 , c 3 such that
Now, set h = h * + c, where c = (c 1 , c 2 , c 3 , 0, 0, . . .), i.e., all the components of c except for the first three are equal to 0 and set f = U h. The components f 1 , f 2 , f 3 are given by (3.16). Furthermore, we can choose δ sufficiently small so that for (
, c 1 , c 2 , c 3 are small enough so that h 1 , h 2 , and h 3 are strictly greater than 0, which, of course, implies that h ∈ ℓ + 1 , (defined just prior to Theorem 1.2). Therefore, (ii) holds with this potential f .
In Theorem 1.2 it is obvious that if (i) does not hold then there are functions f for which (1.6) is not symmetrizable. What was a little difficult was to show that f = (f 1 , f 2 , . . .), is a potential for X. We have the same problem in the proof of Theorem 1.3 but it is much more complicated. If we start with a potential f * = U h * , to show that U f is not asymptotically symmetrizable, we may need to modify an infinite number of the components of f * and still end up with a potential f . The next lemma is the key to doing this. Lemma 3.2 Let X = (Ω, F t , X t , θ t , P x ) be a transient symmetric Borel right process with state space N, and potential U = {U j,k } j,k∈N . Then we can find a potential function f = U h, with h ∈ ℓ + 1 , such that for all α > 0,
is the kernel of an α-permanental sequence. Moreover, for I l = {3l + 1, 3l + 2, 3l + 3}, the following dichotomy holds for each l ≥ 0:
where Λ ∈ D 3,+ and d ≥ 0.
We note that when U I l is given by (3.18), then for any sequence {f
is symmetrizable. The first assertion in the previous sentence follows because all the terms {U i j .i k } 3 j =k=1 are equal d. The second is proved in the first paragraph of the proof of Theorem 1.2. On the other hand, it follows from Lemma 2.1 that if F l (f ) = 0 then U f I l is not symmetrizable. Therefore, to prove this theorem it suffices to find an h ∈ ℓ + 1 for which the potential function f = U h satisfies the following dichotomy for each l ≥ 0:
Either F l (f ) = 0 or U I l has the form (3.18).
(3.20)
To find h we take any function h * ∈ ℓ + 1 and define successively h (n) ∈ ℓ
and such that f (n) := U h (n) satisfies,
As we point out just below (3.19), if U I l is of the form (3.18), (3.22 ) is satisfied trivially since F l (f ) = 0 for all f . However, when U I l is not of the form (3.18) we also require that h (l+1) is such that
(The actual construction of {h (n) ; n ≥ −1} is given later in this proof.) By (3.21), h (n) −h (m) 1 ≤ 2 n j=m h * j for any n > m, hence h = lim n→∞ h (n) exists in ℓ + 1 . We set f = U h and note that
Here we use the property pointed out in the proof of Theorem 1.2 that
for each j ≥ 1 and consequently, by (3.22),
Then u(x j , x j ) = Λ j + d, and since, by hypothesis, u(x, y) is continuous,
which implies that limit Λ 0 := lim j→∞ Λ j must exist and
It also follows from (3.28) that u(x j , x k ) = d for all n 0 ≤ j < k. In addition, since lim k→∞ u(x j , x k ) = u(x j , x 0 ), we see that for all j ≥ n 0 ,
Comparing the last two displays we get that for all j ≥ n 0 ,
This contradicts (3.28), because the assumption that u(x 0 , x 0 ) > u(x j , x 0 ) implies that Λ 0 > 0, whereas the assumption that u is continuous and (3.32) implies that Λ 0 = 0. Since (3.28) does not hold for any integer n 0 , (1.9) follows from Theorem 1.3. The fact that f is continuous at x 0 follows from the Dominated Convergence Theorem since lim j,k→∞ u(x j , x k ) = u(x 0 , x 0 ) implies that {u(x, y); x, y ∈ S ′ } is uniformly bounded. 
Note that we can cancel the term u(m 2 − m 1 ) + f (m 2 ) from each side of (4. (ii) Consider s j ∧s k at the three different values, s j 1 , s j 2 , s j 3 , and the matrix  is not symmetrizable.
Proof of Example 1.1 Let s 0 ∈ S. We choose a sequence s j → s 0 with the property that it contains a subsequence {s j k }, s j k → s 0 , such that
The kernel of the 3 × 3 matrix u f (s j 3k+p , s j 3k+q ), p, q = 0, 1, 2, (4.8)
is   1 + f (s j 3k ) e −λa k + f (s j 3k+1 ) e −λ2a k + f (s j 3k+2 ) e −λa k + f (s j 3k ) 1 + f (s j 3k+1 ) e −λa k + f (s j 3k+2 ) e −λ2a k + f (s j 3k ) e −λa k + f (s j 3k+1 ) 1 + f (s j 3k+2 )   , (4.9) similar to (4.1). Therefore, following the proof of Lemma 1.1, we see that the kernel in (4.8) is not symmetrizable. Since this holds along the subsequence {s j k }, s j k → s 0 , we see that { u f (s, t); s, t ∈ S} is not asymptoticly symmetrizable at s 0 . The result in (1.14) is proved similarly.
Proof of Example 1.2 The proof of Example 1.2 is similar to the proof of Example 1.2 but even simpler. This is because for all distinct values, s j 1 , s j 2 , s j 3 , the matrix in (4.4) is not symmetrizable.
