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SOME CHARACTER GENERATING FUNCTIONS ON BANACH
ALGEBRAS.
C. TOURE´, F. SCHULZ AND R. BRITS
Abstract. We consider a multiplicative variation on the classical Kowalski-
S lodkowski Theorem which identifies the characters among the collection of
all functionals on a Banach algebra A. In particular we show that, if A is a
C∗-algebra, and if φ : A 7→ C is a continuous function satisfying φ(1) = 1
and φ(x)φ(y) ∈ σ(xy) for all x, y ∈ A (where σ denotes the spectrum), then
φ generates a corresponding character ψφ on A which coincides with φ on the
principal component of the invertible group of A. We also show that, if A is
any Banach algebra whose elements have totally disconnected spectra, then,
under the aforementioned conditions, φ is always a character.
1. Introduction
In this paper A will always be a complex and unital Banach algebra, with the
unit denoted by 1. The invertible group of A will be denoted by G(A), and the
connected component of G(A) containing 1, by G1(A). It is well known (see for
instance [1, Theorem 3.3.7]) that
(1.1) G1(A) = {e
x1 · · · exk : k ∈ N, xj ∈ A}.
If x ∈ A then the spectrum of x is the (necessarily non-empty and compact) set
σ(x) := {λ ∈ C : λ1 − x /∈ G(A)}. A character of A is, by definition, a linear
functional χ : A→ C which is simultaneously multiplicative i.e. χ(xy) = χ(x)χ(y)
holds for all x, y ∈ A. Depending on the specific algebra, or class of algebras,
characters may or may not exist. One immediately recalls the famous result of
Gleason, Kahane, and Z˙elazko, [3, 5, 12] which identifies the characters among the
dual space members of A via a spectral condition:
Theorem 1.1 (Gleason-Kahane-Z˙elazko). Let A be a Banach algebra. Then φ ∈
A′, the dual of A, is a character of A if and only if φ(x) ∈ σ(x) for each x ∈ A.
A perhaps lesser known, but stronger result, due to Kowalski and S lodkowski [6],
identifies the characters among all complex-valued functions on A via a spectral
condition:
Theorem 1.2 (Kowalski-S lodkowski). Let A be a Banach algebra. Then a function
φ : A→ C is a character of A if and only if φ satisfies
(i) φ(0) = 0,
(ii) φ(x) − φ(y) ∈ σ(x − y) for every x, y ∈ A.
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Remark 1.3. It is easy to see that the Kowalski-S lodkowski Theorem can be more
economically formulated as
φ(x) + φ(y) ∈ σ(x+ y) for every x, y ∈ A⇔ φ is a character of A.
One is now naturally led to ask whether there exist “multiplicative” versions of
Theorem 1.1 and Theorem 1.2. That is, under what conditions is a function with
multiplicative properties, perhaps involving the spectrum, a character? The prob-
lem seems thorny, but some positive results were obtained in [7] and [11].
Theorem 1.4 ([11, Corollary 2.2]). Let A be a Banach algebra. Then a multiplica-
tive function φ : A→ C satisfying φ(x) ∈ σ(x) for each x ∈ A is a character if and
only if for each x ∈ A the map
(1.2) λ 7→ |φ(x − λ1) + λ|
is subharmonic on C.
One may show ([11, Theorem 2.1]) that the subharmonic condition on(1.2) in The-
orem 1.4 can be replaced with the requirement that λ 7→ φ(x − λ1) is an entire
function for each x ∈ A.
Theorem 1.5 (Maouche). Let A be a Banach algebra, and let φ : A → C be a
multiplicative function satisfying φ(x) ∈ σ(x) for each x ∈ A. Then, corresponding
to φ, there exists a unique character on A which agrees with φ on G1(A).
Among a number of results for C⋆-algebras (on the above-mentioned topic), it is
further shown, in [11], that for the particular case of von Neumann algebras, a
continuous multiplicative function with values φ(x) ∈ σ(x), for each x ∈ A, is
always a character.
The current paper is motivated by multiplicatively spectrum preserver problems
which were studied already in 1997 by B. Aupetit in [2, Theorem 3.5, p.74], and
later also in [4, 8, 9, 10], as well as the Kowalski-S lodkowski Theorem. We shall
consider a function φ : A→ C (not assumed to be linear or multiplicative) satisfying
the following conditions:
(P1) φ(x)φ(y) ∈ σ(xy) for all x, y ∈ A,
(P2) φ(1) = 1,
(P3) φ is continuous on A.
In [4] Hatori et. al. show that a multiplicative Kowalski-S lodkowski Theorem
is generally not possible. In particular, even for commutative C∗-algebras, the
conditions (P1)–(P2) are not enough to guarantee that φ is a character (see also
[11, p.56] and [7, p.44–45]). What we want to show here is that some positive
results can be obtained (with (P3) added to the list) for at least two classes of
Banach algebras, one of which is general C∗-algebras. Our proofs rely on the
Lie-Trotter Formula, stated below, and the additive Kowalski-S lodkowski Theorem
stated above. The current paper seems to be the first attempt to address the issue
raised by Hatori et. al., and so the paper is essentially self contained.
Obviously, if φ satisfies (P1)–(P2), then
(1.3) x ∈ A⇒ φ (x) ∈ σ(x)
and
(1.4) x ∈ G(A)⇒ φ
(
x−1
)
= φ(x)−1
3from which it follows that
(1.5) x ∈ G(A)⇒ φ (λx) = λφ(x) for all λ ∈ C.
In the remainder of this paper we shall make use of the classical:
Theorem 1.6 (Lie-Trotter Formula, [1, p.67]). Let A be a Banach algebra, and let
x, y ∈ A. Then
lim
n→∞
(
ex/ney/n
)n
= ex+y.
2. Totally disconnected spectra
Throughout this section, A is a complex and unital Banach algebra for which σ(x)
is totally disconnected for each x ∈ A, and φ : A→ C is a map which satisfies the
properties (P1)–(P3) in Section 1.
Lemma 2.1. Let x ∈ A. Then:
(i) φ (λ1+ x) = λ+ φ(x) for each λ ∈ C.
(ii) φ (λx) = λφ(x) for each λ ∈ C.
Proof. (i) If we define αλ := φ(λ1+ x)− λ, then it follows that αλ is a continuous
function on C with values belonging to σ(x). So, since C is connected and σ(x) is
totally disconnected, we infer that φ(λ1+x)−λ is constant on C. Thus φ(λ1+x) =
λ+ φ(x) holds for all λ ∈ C.
(ii) If we define αλ := φ(λx)/λ, then it follows that αλ is a continuous function on
C \ {0} with values belonging to σ(x). Using a similar reasoning as in (i) we infer
that φ(λx) = λφ(x). 
Lemma 2.2. Let r ∈ A and suppose that σ(r) = {1, k}, where k 6= 0 and k 6= 1. If
φ(r) = 1, then φ (rn) = 1 for all n ∈ N.
Proof. Suppose, for the sake of a contradiction, that φ (rn) 6= 1 for some n ∈ N. By
the Spectral Mapping Theorem, σ (rm) = {1, km} for all m ∈ N. Hence, φ (rn) =
kn. However, since
kn = φ (rn) = φ (rn)φ(r) ∈ σ
(
rn+1
)
,
we obtain kn = kn+1 or kn = 1 which gives a contradiction. 
Lemma 2.3. φ satisfies:
(i) For each x ∈ G(A), φ (xn) = φ(x)n for all n ∈ N.
(ii) For each x ∈ A, φ (ex) = eφ(x).
Proof. (i) Let x ∈ G(A) and suppose that φ(x) = α. For the sake of a contradiction,
assume that φ (xn) 6= αn for some n ∈ N. By the Spectral Mapping Theorem, and
the fact that φ (xn) ∈ σ (xn), it follows that φ (xn) = βn for some β ∈ σ(x) with
α 6= β. Let |βn − αn| =: ǫ > 0. By continuity of the polynomial g(λ) = λn, there
exists a δ > 0 such that |λ− α| < δ implies |λn − αn| < ǫ. Since σ(x) is totally
disconnected it is well-known that we can find disjoint open sets U1, . . . , Um in C
such that each Uj has diameter less than δ and σ(x) ⊆ U := U1∪ · · · ∪Ul. Without
loss of generality we may assume that α ∈ U1. Since U1 has diameter less than δ it
follows that β ∈ U \ U1. Choose k ∈ N such that kα /∈ σ(x) and note that k 6= 1.
Now, let f be the holomorphic function on U defined by
f(λ) =
{
1 if λ ∈ U1
k if λ ∈ U \ U1
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By the Holomorphic Functional Calculus, it follows that r := f(x) has spectrum
σ(r) = {1, k}. We claim that φ(r) = 1: If φ(r) 6= 1, then φ(r) = k. However, then,
by (P1) and the Holomorphic Functional Calculus, we obtain
kα = φ(r)φ(x) ∈ σ(rx) = {λ : λ ∈ σ(x) ∩ U1} ∪ {kλ : λ ∈ (σ(x) ∩ U) \ U1} .
But this yields a contradiction since kα /∈ σ(x) and the Uj are all disjoint. We may
therefore conclude that φ(r) = 1 as claimed. By Lemma 2.2 it therefore follows
that φ (rm) = 1 for all m ∈ N. Now, by the Holomorphic Functional Calculus, we
have for each m ∈ N that
(2.1) σ (rmxn) = {λn : λ ∈ σ(x) ∩ U1} ∪ {k
mλn : λ ∈ (σ(x) ∩ U) \ U1} .
Moreover, by the (P1) property of φ, we get
βn = φ (xn) = φ (rm)φ (xn) ∈ σ (rmxn)
for each m ∈ N. Since λ ∈ σ(x) ∩ U1 implies that |λ
n − αn| < ǫ, it must be the
case that for each m ∈ N, βn belongs to the second set in the union in (2.1).
Consequently, for each m ∈ N there exists a λm ∈ σ(x) such that β
n = kmλnm. But
then
lim
m→∞
|λm|
n
= lim
m→∞
km |λm|
n
/km = lim
m→∞
|β|
n
/km = 0 since k > 1,
and so, 0 ∈ σ(xn). But this is absurd since x ∈ G(A). We therefore conclude that,
for each x ∈ G(A), φ (xn) = φ(x)n for all n ∈ N.
(ii) Let x ∈ A. Then 1+ x/n ∈ G(A) for all sufficiently large n ∈ N, say n ≥ m. In
particular, by hypothesis and Lemma 2.1, this means that if n ≥ m
φ ((1+ x/n)
n
) = φ (1+ x/n)
n
= (1 + φ(x)/n)
n
.
By (P3) we therefore obtain that
φ
(
lim
n→∞
(1+ x/n)
n
)
= lim
n→∞
(1 + φ(x)/n)
n
.
Hence, φ (ex) = eφ(x) as desired. 
Theorem 2.4. φ is a character of A.
Proof. Let x, y ∈ A be arbitrary, and let n be a natural number. Using (P3), the
Spectral Mapping Theorem, and Lemma 2.3 we have
φ
(
ex/n
)
φ
(
ey/n
)
∈ σ
(
ex/ney/n
)
⇒ φ
(
ex/n
)n
φ
(
ey/n
)n
∈ σ
([
ex/ney/n
]n)
⇒ φ (ex)φ (ey) ∈ σ
([
ex/ney/n
]n)
⇒ eφ(x)+φ(y) ∈ σ
([
ex/ney/n
]n)
Since σ(a) is totally disconnected for each a ∈ A the map a 7→ σ(a) is continuous
at each a ∈ A, and so, by the Lie-Trotter Formula, we have
(2.2) eφ(x)+φ(y) ∈ σ
(
ex+y
)
.
Letm be a sufficiently large natural number such that the set σ((x+ y)/m) and the
complex number (φ(x) + φ(y))/m are both in the fundamental strip {λ ∈ C : −π <
Im(λ) ≤ π}. Then, since the exponential function is injective on the strip, it follows
from (2.2) with x, y replaced by x/m, y/m that (φ(x) + φ(y))/m ∈ σ(x + y)/m.
This implies that φ(x) + φ(y) ∈ σ(x + y), and so, by the Kowalski-S lodkowski
Theorem, φ is a character.
5
In particular if A is finite dimensional and φ : A→ C satisfies (P1)–(P3), then φ is
a character.
3. C⋆-algebras
Throughout this section A will denote a complex and unital C⋆-algebra, and S will
denote the (real) Banach space of self-adjoint elements of A. If x ∈ A then we
denote
Re(x) := (x+ x⋆)/2 and Im(x) := (x− x⋆)/2i.
As before φ : A→ C is a map which satisfies the properties (P1)–(P3) in Section 1.
We shall, from now on, also use (1.3) as well as the Spectral Mapping Theorem
without further specific reference. Passing through a sequence of lemmas we derive
the main result, Theorem 3.7
Lemma 3.1. Let x ∈ S. If φ(x) 6= 0, then:
(i) φ(1+ ix) = 1 + iφ(x),
(ii) φ(tx) = tφ(x), for each t ∈ R,
(iii) φ(etx) = eφ(tx) = etφ(x), for each t ∈ R,
(iv) φ(xn) = φ(x)n, for each n ∈ N.
Proof. (i) From (P1) we get that φ(x)φ(1 + ix) ∈ σ(x+ ix2). Writing φ(1+ ix) =
1 + iα where α ∈ σ(x) it follows that φ(x)(1 + iα) = β + iβ2 for some β ∈ σ(x).
Since σ(x) ⊂ R we infer that φ(x) = α = β, and hence that φ(1+ ix) = 1 + iφ(x).
(ii) Fix t ∈ R, and let α > 0 (which we will regard as a variable). By (P1)
φ(x)φ(αi1 + tx) ∈ σ
(
αix+ tx2
)
,
from which we can write
(3.1) φ(x)φ(αi1 + tx) = βααi+ tβ
2
α with βα ∈ σ(x).
But we can also write φ(αi1+ tx) = αi + tλα so that
(3.2) φ(x)φ(αi1 + tx) = φ(x)αi + tφ(x)λα with λα ∈ σ(x).
Comparing the real and imaginary parts of (3.1) and (3.2) on the right, using the
fact that φ(x) 6= 0, α 6= 0, and α, t, φ(x), βα, λα ∈ R it follows that φ(x) = βα = λα
for all α > 0. So, for all α > 0, we have
φ(αi1+ tx) = αi+ tφ(x).
If we let α→ 0 then (P3) implies φ(tx) = tφ(x).
(iii) By (ii) it suffices to show that φ(ex) = eφ(x). Consider
φ(ex)φ(1 + ix) ∈ σ(ex + ixex).
Then, using (i), φ(ex) + iφ(ex)φ(x) = eγ + eγγi for some γ ∈ σ(x). Consequently
φ(ex) = eγ and φ(x) = γ which implies φ(ex) = eφ(x).
(iv) Let α > 0 be a variable. Then, from (P1), φ(x)φ (xn + αi1) = βn+1α + αiβα,
where βα ∈ σ(x). On the other hand, we can also write φ(x
n + αi1) = λnα + αi
where λα ∈ σ(x). Thus
φ(x)λnα + αiφ(x) = β
n+1
α + αiβα,
which implies that φ(x) = βα and λ
n
α = φ(x)
n. Therefore
φ(xn + αi) = φ(x)n + αi,
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and the result follows from (P3) by letting α→ 0.

Lemma 3.2. If u ∈ S is positive then:
(i) φ(eu) = eφ(u),
(ii) φ(un) = φ(u)n for each n ∈ N.
Proof. (i) Let α > 0. Then φ(u + α1) 6= 0 so that Lemma 3.1 gives φ(eu+α1) =
eφ(u+α1). Taking the limit as α→ 0, using (P3), we obtain φ(eu) = eφ(u).
(ii) Let α > 0. Then φ(u+α1) 6= 0 whence φ ((u + α1)n) = φ(u+α1)n. So taking
the limit as α→ 0 we get φ(un) = φ(u)n. 
Lemma 3.3. Let x ∈ S and let 0 6= t ∈ R. Then φ(x) = 0 if and only if φ(tx) = 0.
Proof. Suppose φ(x) = 0 but φ(tx) 6= 0. Let α > 0. Notice first that φ(αi1+x) 6= 0
since αi1+ x ∈ G(A). Arguing as before we have
(3.3) φ(tx)φ(αi1 + x) = αtβαi+ tβ
2
α where 0 6= βα ∈ σ(x).
Writing φ(αi1+ x) = αi+ λα we also have
(3.4) φ(tx)φ(αi1 + x) = φ(tx)αi + φ(tx)λα where λα ∈ σ(x).
Comparing the imaginary parts of (3.3) and (3.4) we see that tβα = φ(tx) for each
α. If we let α → 0, then, since φ(x) = 0, we observe from (3.3) that β2α → 0
whence βα → 0. But this means that φ(tx) = 0, contradicting the assumption.
For the reverse implication, if φ(tx) = 0, then the preceding argument implies that
φ(x) = φ(tx/t) = 0. 
Lemma 3.4. Let x ∈ S. If φ(x) = 0, then φ
(
x2
)
= 0.
Proof. Suppose to the contrary that φ(x2) 6= 0. Let α > 0. As before
(3.5) φ
(
x2
)
φ (x+ αi1) = β3α + αβ
2
αi,
where βα ∈ σ(x) for each α. If we write φ (x+ αi1) = λα + αi then it follows that
(3.6) φ
(
x2
)
φ (x+ αi1) = λαφ
(
x2
)
+ αφ
(
x2
)
i,
where λα ∈ σ(x) for each α. Comparing (3.5) and (3.6), using φ
(
x2
)
6= 0, we
obtain φ
(
x2
)
= β2α and λα = βα for each α. With (P3) we have that
lim
α→0
λα = lim
α→0
φ (x+ αi1)− αi = φ(x) = 0.
From the above relations it is then clear that φ
(
x2
)
= 0 which contradicts the
assumption. 
Lemma 3.5. Let x ∈ S, and let t ∈ R. Then φ (etx) = eφ(tx) = etφ(x).
Proof. If t = 0 the result is clear; so we assume t 6= 0. From Lemma 3.1(iii) and
Lemma 3.3, it suffices to prove the result for the case φ(x) = 0 = φ(tx). In particular
it remains to prove that φ (etx) = 1. Consider φ(etx)φ(1+ ix) ∈ σ(etx+ ietxx) with
φ(1 + ix) = 1 + iλ where λ ∈ σ(x). We then have, using the Spectral Mapping
Theorem as before, that
φ(etx) + iφ(etx)λ = etβ + iβetβ ,
for some β ∈ σ(x). By comparison we see that λ = β and thus φ(etx) = etλ. A
similar argument with φ
(
e(tx)
2
)
φ(1+ ix) yields φ
(
e(tx)
2
)
= e(tλ)
2
. Since (tx)2 is
7positive Lemma 3.2 gives φ
(
e(tx)
2
)
= eφ((tx)
2). But, by Lemma 3.4, φ(tx) = 0⇒
φ
(
(tx)2
)
= 0 from which we conclude that e(tλ)
2
= 1. This implies that λ2 = 0
and hence φ(etx) = etλ = 1. 
Lemma 3.6. φ has the following properties:
(i) If x ∈ S, then φ
(
eλx
)
= eλφ(x) holds for all λ ∈ C.
(ii) If x, x1, . . . , xn ∈ S, and λ ∈ C, then
φ
(
eλxex1 · · · exn
)
= φ
(
eλx
)
φ (ex1) · · ·φ (exn) .
(iii) If x, y ∈ S, then φ(x + y) = φ(x) + φ(y).
Proof. We first derive equation (3.7) which will be used throughout the remainder
of the proof: Let x ∈ S and let α ∈ R. By the assumption on φ we have that
φ
(
ex+α1
)
φ
(
e−x
)
∈ σ
(
eα1
)
= {eα}.
Hence, using Lemma 3.5, it follows that
eφ(x+α1)−φ(x) = eα
which implies that
(3.7) φ(x+ α1) = φ(x) + α if α ∈ R.
(i): If λ ∈ C, then, by the hypothesis on φ, we have that
(3.8) φ
(
eλx
)
φ
(
e−Re(λ)x
)
∈ σ
(
eIm(λ)xi
)
.
We may write φ(eλx) = eλαλ where αλ ∈ σ(x) depends on λ. So, using Lemma 3.5,
φ
(
eλx
)
φ
(
e−Re(λ)x
)
= eRe(λ)[αλ−φ(x)]eIm(λ)αλi,
and on the other hand, using (3.8),
φ
(
eλx
)
φ
(
e−Re(λ)x
)
= eIm(λ)βλi
where βλ ∈ σ(x) depends on λ. This forces Re(λ)[αλ − φ(x)] = 0 from which
αλ = φ(x) when Re(λ) 6= 0. We may therefore conclude that φ
(
eλx
)
= eλφ(x)
holds whenever Re(λ) 6= 0 and hence, by (P3), φ
(
eλx
)
= eλφ(x) holds for all λ ∈ C.
(ii): Take x, y ∈ S and assume that φ(x) = φ(y) = 0. Let λ ∈ C arbitrary. By the
hypothesis on φ we have that
φ
(
e−λx
)
φ
(
eλxey
)
∈ σ (ey) .
From part (i) of the proof, together with the assumption that φ(x) = 0, it then
follows that φ
(
e−λx
)
= 1 whence φ
(
eλxey
)
∈ σ (ey) . So we can write φ
(
eλxey
)
=
eαλ where αλ ∈ σ(y) depends on λ. Similarly, since φ(e
−y) = 1, it follows from the
hypothesis on φ that
φ
(
eλxey
)
= φ
(
eλxey
)
φ(e−y) ∈ σ
(
eλx
)
,
and so we can write φ
(
eλxey
)
= eλβλ where βλ ∈ σ(x) depends on λ. Together we
have that eαλ = eλβλ for all λ ∈ C. If we then write
(3.9) eαλ = eRe(λ)βλ+Im(λ)βλ i = eRe(λ)βλeIm(λ)βλ i
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it follows, from the fact that αλ, βλ ∈ R, that αλ = Re(λ)βλ. Since λ 7→ αλ is
continuous this proves that the function λ 7→ βλ is continuous when Re(λ) 6= 0.
Further, since (3.9) forces eIm(λ)βλ i ∈ R, we have that
sin(Im(λ)βλ) = 0⇒ Im(λ)βλ = kλπ
where λ 7→ kλ is a continuous function on Re(λ) 6= 0. Since kλ takes values in Z it
must be constant, and in particular, since βλ is bounded, kλ = 0 when Re(λ) 6= 0.
So we observe that βλ = 0 when both Re(λ) 6= 0, and Im(λ) 6= 0. Thus e
αλ = 1
when Re(λ) 6= 0, and Im(λ) 6= 0, and by (P3) we find that φ
(
eλxey
)
= 1 holds
for all λ ∈ C. Now if we replace x, y ∈ S by respectively x − φ(x)1 and y − φ(y)1
then both elements belong to S and, by (3.7), both are in the kernel of φ. By the
preceding paragraph we then have, using (1.5),
1 = φ
(
eλ(x−φ(x)1)ey−φ(y)1
)
= φ
(
e−[λφ(x)+φ(y)]1eλxey
)
= φ
(
e−[λφ(x)+φ(y)]eλxey
)
= e−[λφ(x)+φ(y)]φ
(
eλxey
)
from which we obtain φ
(
eλxey
)
= φ
(
eλx)φ(ey
)
. To extend the preceding formula,
let us assume, for any collection of n+1 elements {x, x1, . . . , xn} ⊂ S, it holds that
φ
(
eλxex1 · · · exn
)
= φ
(
eλx
)
φ (ex1) · · ·φ (exn) (λ ∈ C).
Take {x, x1, . . . , xn, xn+1} ⊂ S and assume
(3.10) φ(x) = φ(x1) = · · · = φ(xn+1) = 0.
Observe, from the hypothesis on φ, that
φ
(
eλxex1 · · · exn+1
)
φ
(
e−xn+1 · · · e−x1
)
∈ σ
(
eλx
)
,
and then, from the induction assumption together with (3.10) and (i), that
φ
(
eλxex1 · · · exn+1
)
∈ σ
(
eλx
)
.
So we can write
φ
(
eλxex1 · · · exn+1
)
= eλβλ where βλ ∈ σ(x).
On the other hand we also have
φ
(
e−xne−xn−1 · · · e−x1e−λx
)
φ
(
eλxex1 · · · exn+1
)
∈ σ (exn+1) ,
and, again using the induction assumption together with (3.10) and (i),
φ
(
eλxex1 · · · exn+1
)
= eαλ where αλ ∈ σ(xn+1).
Using the same argument that was used for eλxey we obtain
φ
(
eλxex1 · · · exn+1
)
= 1.
If we consequently replace the collection {x, x1, . . . , xn, xn+1} by
{x− φ(x)1, x1 − φ(x1)1, . . . , xn − φ(xn)1, xn+1 − φ(xn+1)1},
and use the argument that was used for eλxey we arrive at
φ
(
eλxex1 · · · exn+1
)
= φ
(
eλx
)
· · ·φ (exn+1) .
So the result follows by induction.
(iii): If n ∈ N then, from (ii), it follows that
φ
([
ex/ney/n
]n)
= eφ(x)+φ(y).
9But, by (P3), we have
lim
n
φ
([
ex/ney/n
]n)
= φ
(
lim
n
[
ex/ney/n
]n)
= φ
(
ex+y
)
= eφ(x+y).
Since φ takes real values on S we have the result. 
Theorem 3.7. The formula
ψφ(x) := φ (Re(x)) + iφ (Im(x))
defines a character on A.
Proof. By Lemma 3.6(iii), together with the Kowalski-S lodkowski Theorem, ψφ
would be a character if we can prove that ψφ(x) ∈ σ(x) for each x ∈ A. Write
x = u + i v where u := Re(x) and v := Im(x). By the hypothesis on φ it follows
that [
φ
(
etu
)
φ
(
eitv
)
− 1
]
/t ∈ σ
([
etueitv − 1
]
/t
)
.
Hence, by Lemma 3.6(i), we have that[
etφ(u)eitφ(v) − 1
]
/t ∈ σ
([
etueitv − 1
]
/t
)
.
If we let t → 0, then, using the fact that A \ G(A) is closed in A, it follows that
φ(u) + iφ(v) ∈ σ(u + i v). 
Lemma 3.8. If x1, . . . , xn ∈ S, and λ1, . . . , λn ∈ C, then
φ
(
eλ1x1 · · · eλnxn
)
= φ
(
eλ1x1
)
· · ·φ
(
eλnxn
)
= eλ1φ(x1) · · · eλnφ(xn).
Proof. Let x, y ∈ S such that φ(x) = φ(y) = 0. For any λ ∈ C consider the
expression φ
(
eγxeλy
)
where γ ∈ C is arbitrary but fixed. By the assumption on φ
we have
φ
(
eγxeλy
)
φ
(
e−γx
)
∈ σ
(
eλy
)
,
and so, by Lemma 3.6(i), φ
(
eγxeλy
)
= eλαλ where αλ is a function of λ with values
belonging to σ(y). Again by the assumption on φ we have that
φ
(
eγxeλy
)
φ
(
e−Re(λ)ye−γx
)
∈ σ
(
eIm(λ)yi
)
,
and so, since −Re(λ)y ∈ S, Lemma 3.6(i) and (ii) give φ
(
eγxeλy
)
= eIm(λ)βλi
where βλ is a function of λ with values belonging to σ(y). Hence we obtain
eIm(λ)βλi = eRe(λ)αλeIm(λ)αλi,
from which it follows that αλ = 0 whenever Re(λ) 6= 0. Consequently φ
(
eγxeλy
)
=
1 for all λ with Re(λ) 6= 0 which extends to φ
(
eγxeλy
)
= 1 for all λ ∈ C via (P3).
Now if we replace x, y ∈ S by respectively x − φ(x)1 and y − φ(y)1 then both
elements belong to S and, by (3.7), both are in the kernel of φ. Exactly as in the
proof of Lemma 3.6 we obtain
φ
(
eγxeλy
)
= φ (eγx)φ
(
eλy
)
= eγφ(x)eλφ(y).
Assume now, for any collection of n elements, λ1, . . . , λn ∈ C, and n elements,
x1, . . . , xn ∈ S it holds that
φ
(
eλ1x1 · · · eλnxn
)
=
n∏
i=1
φ
(
eλixi
)
=
n∏
i=1
eλiφ(xi).
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Let z ∈ S. Consider the expression φ
(
eλx1 · · · eλnxnez
)
where λ is a variable and
λ2, . . . , λn are fixed. Suppose that φ(xi) = 0 = φ(z). Then, from the induction
hypothesis,
φ
(
eλx1 · · · eλnxnez
)
= φ
(
e−λnxn · · · e−λx1
)
φ
(
eλx1 · · · eλnxnez
)
= eαλ
where αλ ∈ σ(z). On the other hand, again using the induction hypothesis, we also
have that
φ
(
eλx1 · · · eλnxnez
)
= φ
(
eλx1 · · · eλnxnez
)
φ
(
e−ze−λnxn · · · e−λ2x2
)
= eλωλ
where ωλ ∈ σ(x1). It thus follows, by using the same argument following equation
(3.9) in the proof of Lemma 3.6, that φ
(
eλx1 · · · eλnxnez
)
= 1 for each λ ∈ C.
Replacing {x1, . . . , xn, z} with
{x1 − φ(x1)1, . . . , xn − φ(xn)1, z − φ(z)1},
as in the proof of Lemma 3.6, we have, setting λ = λ1, that
φ
(
eλ1x1 · · · eλnxnez
)
=
(
n∏
i=1
eλiφ(xi)
)
eφ(z).
With the same induction hypothesis, let x1, . . . , xn, xn+1 ∈ S, let λ1, . . . , λn, λ ∈ C,
where λ is variable, and suppose φ(xi) = 0 for i = 1, . . . , n+ 1. Arguing as before,
we have
φ
(
eλ1x1 · · · eλnxneλxn+1
)
∈ σ
(
eλxn+1
)
from which it follows that
φ
(
eλ1x1 · · · eλnxneλxn+1
)
= eλγλ
where γλ ∈ σ(xn+1). On the other hand, using the result derived in the preceding
paragraph, we also have
φ
(
eλ1x1 · · · eλnxneλxn+1
)
= eIm(λ)ηλi
where ηλ ∈ σ(xn+1), and, using the same argument following equation (3.10) in the
proof of Lemma 3.6, we obtain
φ
(
eλ1x1 · · · eλnxneλxn+1
)
= 1.
Replacing xi by xi − φ(xi)1 for each i, using (1.5), and setting λ = λn+1 we then
deduce
φ
(
eλ1x1 · · · eλn+1xn+1
)
=
n+1∏
i=1
φ
(
eλixi
)
=
n+1∏
i=1
eλiφ(xi).
So the result follows by induction. 
Theorem 3.9. ψφ agrees with φ on G1(A).
Proof. For j = 1, . . . ,m let xj = uj + ivj where uj := Re(xj) and vj := Im(xj). By
Lemma 3.8 we have
(3.11) φ

 m∏
j=1
(
euj/neivj/n
)n = m∏
j=1
eφ(uj)+iφ(vj).
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Taking the limit as n→∞ on the left side of (3.11) gives
φ

 m∏
j=1
exj

 = m∏
j=1
eφ(uj)+iφ(vj) =
m∏
j=1
eψφ(xj) = ψφ

 m∏
j=1
exj

 ,
and the result is clear from (1.1). 
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