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ABSTRACT
Rapid Prediction of Low-Boom and Aerodynamic Performance of Supersonic Transport
Aircraft Using Panel Methods.
by
Ted N. Giblette, Master of Science
Utah State University, 2019
Major Professor: Douglas F. Hunsaker, Ph.D.
Department: Mechanical and Aerospace Engineering
A framework of analysis tools is developed for the rapid prediction of the sonic boom
loudness and aerodynamic performance of supersonic transport geometries. An outer mold
line description of the geometry is generated using parametric Class/Shape Transformation
surfaces. A linearized supersonic solution of the nearfield aerodynamics is obtained using
a high-order panel method, specifically, the PANAIR (A502) program. Pressure signa-
ture propagation is performed using the NASA sBOOM code, which solves the augmented
Burgers equations. The loudness of the pressure signature at the ground is calculated using
PyLdB, a code that implements Steven’s Mark VII method for perceived loudness. Grid
convergence studies are used to verify the nearfield panel solution and results are bench-
marked against high-fidelity solutions available from the 2017 AIAA Sonic Boom Prediction
Workshop. Good agreement is found between PANAIR and Euler results except for in re-
gions where the assumptions of weak shocks, not transonic, and small perturbation velocities
are violated.
(95 pages)
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PUBLIC ABSTRACT
Rapid Prediction of Low-Boom and Aerodynamic Performance of Supersonic Transport
Aircraft Using Panel Methods.
Ted N. Giblette
The Utah State University Aerolab developed and tested a set of tools for rapid predic-
tion of the loudness of a sonic boom generated by supersonic transport aircraft. This work
supported a larger effort led by Texas A&M to investigate the use of adaptive aerostructures
in lowering sonic boom loudness at off design conditions. Successful completion of this effort
will improve the feasibility of supersonic commercial transport over land.
Funding was provided by a NASA University Leadership Initiative grant to several
universities, including Utah State University, as well as industry partners to complete this
work over a five year period. The work presented in this thesis was done over the first year
of the grant.
The Aerolab team was specifically tasked with developing a set of tools for rapidly
predicting the sonic boom loudness of supersonic aircraft. Specifically, this work included
an assessment of the existing analysis tools available followed by the planning, development,
and testing of a framework of tools for performing the needed calculations.
Results of the framework were compared against high fidelity solutions available from
the 2017 AIAA Sonic Boom Prediction Workshop. These comparisons revealed that panel
methods perform well for simple geometries. However, localized errors appear when model-
ing more complex geometries that reduce the accuracy of the predicted sonic boom loudness.
It was found that these localized errors were a consequence of the inherent assumptions built
into panel methods. Consequently, in future work, it may be necessary to develop tech-
niques for combining the results of panel methods with higher fidelity methods or to revisit
the panel method formulation.
vFor my family...
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CHAPTER 1
INTRODUCTION
The disturbances caused by sonic booms are a major barrier to the use of supersonic
transport aircraft. Aircraft traveling at supersonic speeds cause shock waves that correspond
to abrupt changes in the properties of the air such as pressure, density and temperature.
These shock waves travel out and away from the aircraft and down to the ground where
the rapid pressure changes in the air cause an audible noise often referred to as a sonic
boom. In addition to the noise of the sonic boom, these pressure changes can cause other
disturbances such as rattling windows and, if severe enough, structural or environmental
damage. As a result of the noise and potential hazards, supersonic travel over land has
been restricted, such as in the Code of Federal Regulations (CFR) 91.817 in the United
States [1]. Overcoming the barrier that the sonic boom poses to supersonic flight requires
the ability to understand and model the shock wave generation and propagation and the
resulting sonic boom.
The initial theories and models developed for shock wave propagation predict that,
at large propagation distances, all shock waves asymptotically approach the characteristic
N-wave shape shown in Fig. 1.1 regardless of initial shape [2]. Thus, it appeared that the
pressure disturbance at the ground was mostly independent of the shape of the aircraft and
that little could be done to overcome this obstacle. However, in 1965, F. Edward McLean
showed that the shock waves from large supersonic aircraft have often not yet reached a
fully asymptotic state upon arrival at the ground [3]. Thus, the shape of the shock wave
at the ground and the resulting disturbance can be controlled by changing the shape of the
aircraft. Since then, many studies have been performed that investigate optimal aircraft
shapes for minimizing the disturbance at the ground.
Although significant progress has been made over the last several decades [4], this
progress has come slowly because of the difficult nature of the problem. Developing quiet
2Fig. 1.1: Asymptotic N-wave pressure signature.
supersonic transport aircraft is analogous in some ways to trying to drive a speed boat
across a small lake while only generating waves that have a certain shape and amplitude at
the shoreline. For the case of supersonic aircraft, the aircraft must produce sufficient lift,
have low levels of drag, be structurally sound, and be stable and maneuverable in addition
to producing a specific shape of shock wave at the ground. Furthermore, the shape of the
shock wave at the ground is a function of the altitude of the aircraft and the properties of
the atmosphere between the aircraft and the ground, including the temperature, humidity,
pressure, and wind.
Several supersonic transport concepts have been developed that show low-boom per-
formance for specific flight and atmospheric conditions [5, 6]. However, this performance
tends to degrade rapidly at off-design conditions [7,8]. The present work is part of an effort
involving both academic and industry partners to achieve robust low-boom performance
through structurally morphing the aircraft during flight.
The aims of the present work are two-fold. First, the development of a framework of
tools for the automated, rapid prediction of sonic boom loudness and aerodynamic perfor-
mance to be used as part of a multidisciplinary analysis and optimization (MDAO) effort.
Second, to verify solution convergence and to benchmark the solution against existing high-
fidelity solutions.
The prediction of the sonic boom loudness at the ground commonly involves multiple
steps/models as outlined in Fig 1.2. Once a description of the geometry is obtained, the
next step is to model the air flow directly around the aircraft using an aerodynamic model.
3The pressure changes caused by the shock waves generated by the aircraft can then be
measured. The measured pressure changes are often referred to as the nearfield pressure
signature. A wave propagation model is then used to propagate the nearfield pressure
signature down to the ground. Finally, the resulting pressure signature at the ground is
processed using a noise metric to yield a loudness.
Aircraft Geometry
Nearfield Signature
Ground Signature
Perceived Loudness
 Propagation Model
Noise Metric
Aerodynamic Model
Fig. 1.2: Process for predicting sonic boom loudness.
While it is common to employ full computational fluid dynamics (CFD) to obtain the
nearfield aerodynamics, this is a computationally intensive process often requiring super
computers and long run times. Instead, the current work employs panel methods which are
several orders of magnitude faster. Panel solutions have some limitations but still capture
much of the critical physics of this problem as shown previously by others [9–11]. It is
expected that, with faster run times, this framework will be able to explore a broad design
space and inform subsequent, narrower, high-fidelity studies.
An important step in achieving the goals of the current work is understanding the
accuracy of the models used inside it. Grid convergences studies provide model verification
as well as insight into the grid refinement necessary to balance performance and accuracy.
The recent 2017 AIAA Sonic Boom Prediction Workshop has provided a wealth of data for
4several supersonic geometries [12]. This allows the current framework to be benchmarked
against cutting edge, high-fidelity results from many prominent researchers in the field.
CHAPTER 2
LITERATURE REVIEW
This chapter summarizes the theory that provides the foundation for the present work.
This summary will be divided by topic into several sections: classical sonic boom theory,
modern methods for sonic boom prediction, sonic boom metrics, and sonic boom prediction
frameworks and tools.
Since the sonic boom prediction touches on a broad range of topics, the information
presented in this chapter focuses only on the previous work that is most relevant to the
current work. For a more complete review of all the topics involved, the reader is referred
to other sources [4, 13–16]. A particularly thorough coverage of much of what has been
done in the past six decades is provided in [4].
2.1 Classical Sonic Boom Theory
Initial attempts to model supersonic flow focused on linearized solutions to the equa-
tions governing compressible inviscid fluid flow, hereafter referred to as linear theory. These
efforts began in 1925 by developing linear theory for the two-dimensional supersonic airfoil
problem in order to obtain lift, drag, and moment coefficients [17]. As time continued, the
theory continued to be developed by many researchers [18–22] and was applied to geome-
tries such as bodies of revolution [18] and delta wings [22–24]. A complete development
of the linearized supersonic theory was put forward by Hayes in 1947 [25].
Although successful in modeling supersonic aerodynamic performance in many common
applications, linear theory is fundamentally insufficient for predicting flow properties far
away from the body. This is because supersonic flow is fundamentally nonlinear and the
effects of this nonlinearity accumulate at large distances away from the body.
In order to address the shortcomings of linear theory for predicting flow properties away
from the body, Whitham developed a modified linear theory [2]. The primary development
6in this modified theory is the use of the actual non-linear characteristic lines in combination
with the linearized governing equations. Additionally, Whitham developed an approach for
approximating the location and strength of shock waves that form as the pressure waves
propagate away from the body. This is done using an equal area bisection method at points
where the non-linear characteristic lines intersect.
There were several important implications of Whitham’s findings. First, it was shown
that linear theory can provide an accurate model of the flow field far away from the body if
combined with the exact non-linear characteristics. Second, Whitham showed that, despite
initial shape, all shock wave patterns asymptotically approach an N-wave shape, shown
in Fig. 1.1, at large distances. Thus, at very large distances, the strength of the shock
depends only on the properties of the fluid, the distance from the body, and the length of
the body and is independent of the particular body shape. Finally, Whitham established
that similar principles would hold for non-axisymmetric bodies at distances sufficiently far
from the aircraft when the cross-wise gradients due to asymmetry become small relative to
axial gradients.
Whitham’s work has grown into the now common nearfield-midfield-farfield paradigm
[4]. This approach to the sonic boom prediction divides the domain into three parts as shown
in Fig. 2.1. The nearfield extends from the aircraft out to where the cross-wise gradients
are small and the pressure signature can be accurately approximated as one dimensional.
This is not an immediate transition and the distance will vary based on the specific aircraft
geometry. The midfield extends from where the signature can be treated as one dimensional
to where it has reached the N-wave shape. At this point, referred to as the farfield, the
shape of the wave is independent of the specific aircraft geometry and is no longer changing
with further propagation except that the amplitude continues to decay. When divided in
this way, the problem can be treated piecewise, using the models best suited to each part.
Additionally, if a farfield signature is assumed, the calculation is greatly simplified.
Much of the work done in the years immediately following Whitham’s 1952 paper
assumed farfield signatures. It wasn’t until 1965, that McLean showed that for a rep-
7Nearfield
Midfield
Farfield
Fig. 2.1: Nearfield-midfield-farfield paradigm.
resentative supersonic transport configuration the signature wouldn’t actually reach the
asymptotic state until much further than a cruise altitude of 44,000 feet [3]. Additionally,
The distance over which the signature would reach the asymptotic state or the length of the
midfield depended on the shape of the aircraft. These findings had important implications
for the supersonic community because it meant that the shape of the sonic boom signature
at the ground could, in many cases, be controlled by the shape of the aircraft.
In the years following Whitham’s 1952 paper, several researchers verified the accuracy
of modified linear theory [26–28] and some improvements were made to the theory. In
1955, Lomax generalized modified linear theory for arbitrary lifting configurations [29] and
in 1958, Walkden applied these findings to sonic boom prediction [30].
Another important step forward was the use of geometric acoustics to model how the
sonic boom propagates through a non-uniform atmosphere. Researchers had been studying
the propagation of sound through a non-uniform atmosphere as early as 1921 [31], but much
of the major development of geometric acoustics occurred in the 1940s and 50s [32–36] along
with efforts in applying the theory to the problem of sonic boom prediction [37–41].
The combination of Whitham’s method and its subsequent extensions with geometric
acoustics constitutes what is referred to in this work as classical sonic boom theory. A more
8detailed explanation of this theory, including a systematic description of the process and
corresponding equations, is provided by Plotkin [15].
Classical sonic boom theory can provide accurate predictions of the sonic boom ground
signature of asymmetric, lift-producing aircraft, but the theory does have inherent limi-
tations. Many of the limitations of classical sonic boom theory stem from its foundation
in linear theory, which assumes long slender bodies and supersonic, inviscid, and irrota-
tional flow. Other limitations include difficulties in modeling geometry using an equivalent
axisymmetric representation [42], modeling shock rise times [43], and modeling effects of
atmospheric turbulence [44]. As discussed in the next section, methods have been developed
to supplement or replace elements of the classical theory and overcome these limitations.
2.2 Modern Methods for Sonic Boom Prediction
Increased understanding of the underlying physics and improvements in computational
technology has allowed for the use of more complete models and tools in predicting the sonic
boom. These improved models include full CFD solutions for the flow field near the body,
propagation using the Augmented Burger’s equations, and even methods for modeling the
effects of atmospheric turbulence. This section provides some brief examples of some of the
more prominent developments for both the nearfield solution and the pressure signature
propagation.
2.2.1 Improvements in the Nearfield Solution
In order to analyze a lifting wing-body geometry using modified linear theory, the ef-
fects of lift, geometry, and the interference between the wing and body must all be modeled
with an equivalent axisymmetric body of revolution [30]. This modeling process becomes
increasingly difficult as the complexity of the geometry increases [42]. Additionally, modi-
fied linear theory breaks down as the Mach numbers rise above 3 [45]. As a result of these
limitations and improvements in CFD methods and computational technology, researchers
began to use full Euler CFD solutions to obtain the nearfield solution [46–48].
Full CFD solutions come with their own set of challenges since solutions are expensive
9and become increasingly more so with increase in domain size. This cost is especially
high when extending out the domain far enough as to correctly match the nearfield CFD
solution with the one dimensional propagation models. As a result, techniques have been
developed to match the three-dimensional nearfield solution produced by the CFD with the
propagation codes [46, 49–51]. These techniques allow for a smaller domain to be used for
the nearfield CFD solution. As computational technology has continued to mature rapidly
and solution methods have improved, it has become common in recent years to just increase
the domain size of the nearfield solution enough to provide a nearfield pressure signature that
is well-approximated as one dimensional. While possible, this type of solution still comes
at a high computational cost and is impractical for applications such as optimization.
Another option is to use panel methods as a compromise between obtaining quick
solutions and maintaining reasonable accuracy. High-order panel methods, which were
developed heavily in the 1970s and 80s, can provide a linearized inviscid supersonic solution
of the nearfield flow at a computational cost that is orders of magnitude smaller than a
full CFD solution [52]. Because of this cost advantage, panel methods have been used
in optimization studies of low-boom supersonic transport aircraft where large numbers of
solutions are required [9–11,53].
In addition to performance, there are other trade offs when considering panel methods.
Panel solutions have advantages over classical theory in that the geometry is modeled di-
rectly. Consequently, the three-dimensional effects of non-axisymmetric geometries such as
lift and shielding effects are modeled without the need of determining equivalent axisym-
metric bodies. However, since panel methods provide a linearized inviscid solution, they are
restricted to long slender bodies, low Mach numbers, and are not able to accurately model
the nearfield signature at large distances. Unlike full CFD, panel solutions can provide a
nearfield solution at any distance away from the aircraft with no additional computational
cost. However, because this solution is linear and assumes a uniform flow field, the error
of the solution increases with distance [9]. Thus, the error due to the signature being
sufficiently far away as to be safely treated as one dimensional and the error due to the
10
uniform atmosphere and linear assumptions of the panel method must be balanced. This
balance will be investigated in the present work.
A method for correcting the error due to the linearity of the panel solution was pro-
posed by Chan [9]. This method involves calculating the nearfield signature using a panel
method, finding an equivalent axisymmetric source distribution, and then using modified
linear theory, which does take into account the nonlinearity, to calculate a new nearfield
signature.
It is also important to note that panel solutions are not good for flow that is transonic
or near transonic. Previous research has found that the wave drag predictions provided by
the panel solution have large errors when the Mach number normal to the leading edge of
the wing is near transonic [9, 11].
In addition to using full CFD and panel solutions to obtain the near field solution,
researchers have revisited the classical methods of modified linear theory [42]. This research
investigated improvements that can be made to the classical theory and compared results
to experimental data for modern supersonic aircraft.
2.2.2 Improvements in the Pressure Signature Propagation
The modified linear theory developed by Whitham allowed for the pressure signature
at the ground to be calculated by hand for simple geometries and a uniform atmosphere.
However, as the method was extended to more complex lifting bodies and ray tracing was
used to account for the effects of a stratified atmosphere, wind, and maneuvering flight, it
became necessary to develop computer programs to carry out the calculations. An early
example of such a program was published in its entirety, including the FORTRAN source
code, in 1969 [54].
In addition to extending modified linear theory, new methods and models have been
developed for propagating the nearfield pressure signature to the ground. One method is
to use the Burger’s equation and extend it to include effects such as molecular relaxation
and thermoviscous absorption [43, 55–57]. The primary advantage of this method over
modified linear theory is the ability to accurately model shock rise-times which factor into
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the calculation of the sonic boom loudness at the ground. Another method for the pressure
signature propagation is to use a full potential solution coupled with an Euler CFD nearfield
solution [58]. Since the full potential solution is three-dimensional, it can be coupled with
the Euler solution close to the aircraft. This method is also able to account for atmospheric
changes in temperature and pressure.
An important aspect of the pressure signature propagation which will not be considered
in the current work is the effect of atmospheric turbulence. For more information on this
subject, the reader is referred to other sources [4, 16].
2.3 Sonic Boom Metrics
Once a sonic boom pressure signature is obtained at the ground, there are several
metrics which can be used to provide a measure of the sonic boom severity. Early stud-
ies investigating sonic boom minimization suggested several options, including maximum
overpressure, impulse (area under the pressure-time curve), or the pressure rise through
the shock [59]. Additionally, investigations have been performed into loudness as a metric
[60–63].
Metrics such as maximum overpressure or impulse are easily calculated, but each by
itself is incomplete when it comes to gauging human response or annoyance. In order to
determine effects of the pressure signature shape on the subjective loudness, studies have
been performed using sonic boom simulators and human subjects [62–65]. One of these
studies determined that increasing the front shock rise time and decreasing the front shock
peak amplitude generally reduced the subjective loudness [62].
Because the human response is sensitive to both the amplitudes and the associated
frequencies, loudness metrics have been developed that attempt to weight the frequencies
accordingly. These metrics include Steven’s Mark VII perceived loudness [66] and the
commonly used A-weighted and C-weighted loudness metrics [67]. Studies correlating
these and other loudness metrics to the subjective loudness have shown that some of these
metrics perform better than others [63, 68]. Steven’s Mark VII perceived loudness or PL
has been consistently shown to be a good indicator of outdoor and indoor loudness [63,68].
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In general, there is no one metric that effectively quantifies the severity of the sonic
boom with respect to all of the various considerations. For example, the human response is
different than a structural response and thus sensitive to different signature characteristics.
The current work will only consider the human response and will use PL as the metric with
units of PLdB.
2.4 Sonic Boom Prediction Frameworks and Tools
In performing optimization of supersonic aircraft configurations, a framework of tools
is desired that accepts parameters describing a specific geometry and then performs the
necessary steps to return aerodynamic performance coefficients and sonic boom loudness.
A generic outline of such a framework is shown in Fig. 2.2. Several frameworks of this
nature have been developed for low-boom aircraft optimization [9–11,69–71].
Aircraft Geometry
Nearfield Signature
Ground Signature
Perceived Loudness
 Propagation Model
Noise Metric
Geometry Parameters
Aerodynamic Model
Parametric Geometry
Description
Aerodynamic Coefficients
Fig. 2.2: Outline of framework for sonic boom optimization.
Rallabhandi outlined a method for combining parametric surfaces together to obtain a
structured surface mesh and then combined this with a panel code and a propagation code
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to predict pressure signatures at the ground [10]. The method for obtaining a structured
mesh involved generating meshes for each individual surface and then using a geometry
triangulation library to find the intersections. The intersection information along with
predefined logic for a given wing configuration was then used to divide the surface into the
networks required for the panel code.
Previous efforts that have employed high-order panel methods for sonic boom prediction
[9,10,53] have all used the Boeing developed PANAIR code [72] since no other comparable
public domain options exist. Although previous efforts have shown the PANAIR program
to be sufficient, some undesirable limitations have been reported including, restrictions in
defining the surface mesh, insufficient precision on the data, and the boundary conditions
for the nacelles not working at supersonic speeds [9].
In performing the propagation of the sonic boom signatures, both classical theory
and the augmented Burger’s equation methods have been used [9, 10]. Currently, several
software tools exist that implement modern propagation algorithms at a computational cost
much less than the nearfield solution. Thus, in most cases, it doesn’t make sense to resort
to less accurate classical methods.
One of the most prominent sonic boom propagation tools, is the NASA developed PC-
Boom code. PCBoom uses full ray tracing propagation theory to track the entire boom
carpet including the effects of maneuvering flight, non-standard atmospheric profiles, wind,
and even the focused superbooms that can occur during maneuvering flight [73]. Addition-
ally, the effects of atmospheric absorption, diffusion, and molecular relaxation are included
through frequency domain corrections. The code has also been modified to include a full
three-dimensional atmosphere and ellipsoidal earth model [74]. The ability to track the
entire boom carpet for a given flight path is important in planning flights that minimize
impact on populated areas.
Another propagation tool is the NASA developed sBOOM. Propagation in sBOOM is
done with an algorithm that handles all propagation mechanisms in the time domain [43].
This avoids the error and computational cost of the frequent Fast-Fourier Transform (FFT)
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and inverse FFT operations employed in other methods. Additionally, sBOOM handles
stratified atmospheres with wind and is able to predict off-track signatures and ground
intersection location with respect to aircraft location. Both sBOOM and PCBoom are
available through the NASA Technology Transfer Program.
CHAPTER 3
METHODS
This chapter summarizes the development of a framework of tools for generating pa-
rameterized supersonic aircraft geometries and predicting the corresponding aerodynamic
performance and sonic boom loudness. As outlined in Fig. 3.1, the tools and models used
for each step are as follows. A parametric geometry description is developed using the
Aircraft Geometry
Nearfield Signature
Ground Signature
Perceived Loudness
 Propagation Model (sBOOM)
Noise Metrics (PyLdB)
Geometry Parameters
Aerodynamic Model (Panair)
Parametric Geometry
Description (CST)
Aerodynamic
Coefficients
Fig. 3.1: Overview of tool framework.
Class/Shape Transformation (CST) method which, once intersections of various surfaces
are found, provides a watertight and fully parameterized description of the outer mold
line. With this geometry description, the structured surface mesh required by PANAIR
can be generated. A PANAIR solution provides aerodynamic performance coefficients and
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the nearfield pressure signature. The pressure signature is propagated to the ground using
sBOOM and a corresponding loudness is calculated using PyLdB [75], a code that imple-
ments Steven’s Mark VII method for calculating perceived loudness. The following sections
will describe each step and the tools used in greater detail.
3.1 Geometry Description
The first component of the sonic boom prediction framework is the description of the
aircraft geometry. How the geometry is parameterized affects the types of geometries achiev-
able and will depend on the goals of the optimization study. For example, in preliminary
design it is import to explore broader changes in wing sweep, twist, and taper and even
different wing, tail, and nacelle configurations as done previously by others [9, 10, 69, 70].
However, the current work is different in that the objective is to look at small localized
changes that can be made to an existing design. Thus, geometry description and parame-
terization techniques are desired that, given a baseline geometry, provide fine control over
the surface.
Several methods have been developed for parameterizing geometries and studies have
been performed comparing the strengths of each method [76, 77]. The CST description
has been shown to reach a large portion of the desired design space (smooth geometries)
with a minimal number of parameters [78]. Additionally, recent work by Leal and Hartl
has shown that the CST equations can be modified to provide a structurally consistent
description [79]. Consequently, the use of a CST description for supersonic geometries will
be investigated in the current work.
3.1.1 Class/Shape Transformation Equations
The CST formulation was originally introduced with two forms of the three-dimensional
CST equations, one set of equations for axisymmetric bodies and another for wings [78].
The current work employs an extended CST methodology which was outlined by Leal et
al. [80]. This extended CST formulation provides a general set of equations that captures
both fuselage and wing geometries and calculates true wing twist instead of the small angle
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twist used in the original formulation.
The CST methodology provides a set of parametric equations
x = f1(ψ, η, pi) (3.1)
y = f2(ψ, η, pi) (3.2)
z = f3(ψ, η, pi) (3.3)
that map dimensionless coordinates ψ and η, each with a range (0, 1), to the physical x,
y, and z coordinates of a surface. In addition to the nondimensional coordinates, each
equation is also a function of several parameters pi, which control the shape of the surface.
The behavior of the CST equations is understood most easily in two dimensions where
instead of a surface, a parameterized line is generated. The CST equations in two dimensions
are
x = ψX (3.4)
and
z = C(ψ)S(ψ)Z . (3.5)
The parameters X and Z are characteristic lengths, corresponding to the length of
the curve in the x-direction and height of the curve in the z-direction respectively. The
functions C(ψ) and S(ψ) are called the class and shape functions respectively and are the
primary elements of the CST methodology. The class function is defined as
C(ψ) = ψN1(1− ψ)N2 (3.6)
and controls the general shape of the curve. This can be seen by setting the shape function
equal to 1 and varying the N1 and N2 parameters as shown in Fig. 3.2. The N1 parameter
controls the shape of the curve at values of ψ close to 0 and the N2 parameter controls the
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shape near ψ = 1.
z
N1 = 0.5, N2 = 0.5 N1 = 0.5, N2 = 1.0
0 1
ψ
z
N1 = 0.75, N2 = 0.0
0 1
ψ
N1 = 0.01, N2 = 0.01
Fig. 3.2: Examples of class function.
As discussed by Leal et al. [80], a normalizing coefficient, k, can be added to the class
function such that the peak always has a magnitude of 1. The class function becomes
C(ψ) = kψN1(1− ψ)N2 (3.7)
where
k =
(N1 +N2)
N1+N2
NN11 N
N2
2
(3.8)
The shape function, S(ψ), is used to fine tune the shape of the curve. For example,
a class function with N1 = 0.5 and N2 = 1.0 gives the general shape of a low-speed airfoil
with a round nose and sharp trailing edge. The shape function could then be adjusted to
produce the specific geometry of a NACA 2412 or any other airfoil that fits well within the
class. Kulfan uses a Bernstein polynomial for the shape function since it provides a smooth
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curve and the ability to improve accuracy by increasing the order of the polynomial [78].
Bernstein polynomials are defined as
Bn(x) =
n∑
i=0
Ai
n
i
xi(1− x)n−i (3.9)
where n
i
 ≡ n!
i!(n− i)! (3.10)
The order of the polynomial is n and the An terms or Bernstein coefficients are parameters
that can be adjusted to achieve a specific shape of curve. An example curve is shown in
Fig. 3.3 where the individual terms of the Bernstein polynomial are plotted along with the
total.
Fig. 3.3: Example of Bernstein polynomial.
As shown by Kulfan [78], using Bernstein polynomials for the shape function provides
good accuracy and control for a large range of shapes. However, in some instances, it may
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make sense to use something other than Bernstein polynomials for the shape function. It
should also be noted that, with the addition of the shape function, the characteristic length
Z is no longer equal to the max height of the curve in the z-direction. This would only be
the case if the class and shape functions both had a max height of 1 at the same ψ location,
which is not going to be true in general.
In order to complete the general two-dimensional CST equations, two more additions
will be made. First, a zψ term in the z equation provides the ability to create an offset
in the z-direction that varies with ψ. Second, the addition of reference values, ζ0 and ψ0,
allow for the reference coordinate system to be shifted relative to the curve. The resulting
two-dimensional CST equations are
x = (ψ − ψ0)X (3.11)
z = [C(ψ)S(ψ)− ζ0]Z + zψ(ψ) (3.12)
The zψ term provides the ability to create a trailing edge gap. For example, a trailing
edge gap with thickness 2δte can be created by using zψ = ψδte as shown in Fig. 3.4.
0 1
ψ
z
Fig. 3.4: Example of airfoil with trailing edge gap.
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Using the ψ0 and ζ0 reference values, with a range of [0, 1], the coordinate system can
be moved relative to the curve. Examples of this movement are shown in Fig. 3.5. The
−1 0 1
x
−0.5
0.0
0.5
z
ψ0 = 0.0, ζ0 = 0.0
−1 0 1
x
ψ0 = 1.0, ζ0 = 0.0
−1 0 1
x
ψ0 = 0.5, ζ0 = 1.0
Fig. 3.5: Example of shift in reference coordinate system in 2D.
utility of this shift in the reference coordinate system will become more obvious in the full
three-dimensional CST formulation.
The three-dimensional CST equations are simply an extension of the two-dimensional
formulation. The three-dimensional surface consists of a continuous series of two-dimensional
curves with parameters that vary in the y-direction. The general formulation used in this
work is similar to that introduced by Leal et al. [80] and is

x
y
z
 = T

[ψ − ψ0]X(η)
[η − η0]Y
[C(ψ, η)S(ψ, η)− ζ0]Z(η) + zψ(ψ)
+

xη(η)
0
zη(η)
 (3.13)
where
T =

cos(αT (η)) 0 sin(αT (η))
0 1 0
−sin(αT (η)) 0 cos(αT (η))
 (3.14)
In addition to the two-dimensional parameters being allowed to vary along the span,
this three-dimensional formulation adds several terms. The xη(η) and zη(η) terms shear
the surface in the x and z directions respectively and a twist matrix, T, rotates the two-
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dimensional sections about the y-axis to obtain a washout or twist distribution, αT (η). The
Y and η0 terms are a characteristic length and reference value respectively and perform a
function similar to those found in the x and z equations. The class and shape functions are
the same as in the two-dimensional case except that the class exponents and the Bernstein
coefficients are now functions of η.
An example wing case helps illustrate the function of the parameters in the CST equa-
tions. Figure 3.6 shows the planform of a supersonic wing generated using the three-
dimensional CST equations. In the case of a wing, X(η) and Z(η) are set equal to each
Fig. 3.6: Example of wing surface generated using CST equations.
other and are the chord as a function of the span. The xη(η) term is used to sweep the
wing. As show in Fig. 3.7, these parameters are implemented as piecewise functions for this
wing. The zη(η) term controls the dihedral of the wing. Note that dihedral is commonly
defined as a solid body rotation of the wing whereas the zη(η) term shears each section
upward. For small amounts of dihedral there is only a small difference between the two
approaches. If the traditional definition of dihedral is desired, the wing can be rotated in
the global reference frame as will be explained later in this section.
Changing the ψ0 term shifts the reference coordinate system and changes how the sweep
is defined. Figures 3.8 and 3.9 show, for the cases of 0 degrees sweep and 30 degrees sweep,
how the sweep can be defined about the leading edge, quarter chord, or trailing edge.
The same three-dimensional CST equations used to generate wing geometries can also
be used for fuselage geometries. For example, the class exponents can be adjusted to achieve
a circular cross-section and the radius of the fuselage specified as a function of distance along
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Fig. 3.7: Example of parameter variation with span.
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Fig. 3.8: Wing planform change with shift of reference coordinate system, 0 degrees sweep.
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Fig. 3.9: Wing planform change with shift of reference coordinate system, 30 degrees sweep.
it via the X(η) and Z(η) parametric functions. If X(η) = Z(η) and ψ0 = 0.5, then the
result will be an axisymmetric body. An example of a supersonic fuselage generated using
three-dimensional CST equations is shown in Fig. 3.10. Class and shape functions can
Fig. 3.10: Example of fuselage surface generated using CST equations.
also be used for X(η) and Z(η). Taking this approach, Eq. 3.13 can be reduced to the
axisymmetric equations introduced by Kulfan [78].
Equation 3.13 provides each surface in a local coordinate frame. To obtain the surface
of a complete aircraft, the individual surfaces must be brought into a global coordinate
frame and oriented appropriately. Euler angles or quaternions can be used to rotate each
surface in the global frame and a position vector can be used for translation.
3.1.2 Surface Intersections
The panel method employed in this work requires a watertight description of the outer
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mold line of the aircraft. This necessitates that the intersections between the individual CST
surfaces that make up each component of the aircraft be known. Since the CST formulation
provides an analytical equation for each surface, it was initially thought that a closed form
solution could be found for these intersections. However, due to the non-linear nature of
the CST equations, efforts to obtain a closed form solution were unsuccessful. However, a
very simple and yet effective method was found based on fixed point iteration [80]. This
section will outline the procedure for this method.
The intersection method essentially consists of guessing an initial point on one of the
surfaces (surface 1) and then projecting that point onto the other surface (surface 2) along
one of the axis of the global coordinate system. This yields a point on surface 2 that can
be projected back onto surface 1 along a different axis of the global coordinate system.
This process is repeated in an iterative fashion until convergence is achieved or the method
diverges.
This process is best understood visually and with a specific example. An example of a
simple wing and fuselage intersection as shown in Fig. 3.11 will be used. In this example,
the subscripts w and f indicate values for the wing and fuselage respectively. For a given
ψw and an initial guess of ηw, a point (x0, y0, z0) on the surface of the wing can be calculated
using the CST equation for the wing. Using the x0 and z0 coordinates and the inverse of
Eq. 3.13, the ψf and ηf of the fuselage corresponding to x0 and z0 can be calculated. This
information is then plugged into the fuselage CST equation to calculate y1 on the surface
of the fuselage. Using the inverse of the wing CST equation, a new ηw corresponding to y1
is calculated. The given ψw and the new ηw are then used to repeat this same process over
again. The process is iterated until the distance between the new point and the previous
point falls between a specified tolerance.
Note that the method is not guaranteed to converge, and while good behavior is
achieved in the simple cases explored in this work, the method is not robust to the general
case of surfaces at arbitrary orientations to each other. Additionally, for the wing-fuselage
case just demonstrated, the local coordinate systems of the wing and fuselage line up such
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Fig. 3.11: Example of intersection method.
that only the inverse of x and y in Eq. 3.13 need to be computed. In this case, the inverse
can be solved directly by first computing the inverse of y to obtain η and then using this
to compute the inverse of x. In other possible orientations of the two coordinate systems,
performing the necessary inverse calculations will require an iterative solution due to the
non-linear nature of the equations.
The method outlined in this section is able to provide intersection information at
discrete points corresponding to user specified stations in ψ or η of one of the surfaces.
Ideally, a continuous description of each intersection could be obtained. Due to the discrete
nature of the intersection solution, the geometry description and meshing are coupled. This
coupling will be explained in detail in section 3.2.2 once more context has been provided
for how the meshing is performed.
3.1.3 Reproducing Existing Geometries
The CST formulation has been shown to be flexible enough to accurately represent
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a wide range of common aircraft geometries [78]. However, it is often not a straightfor-
ward task to back out the parameters that most accurately reproduce an existing three-
dimensional configuration. This is due to the large number of parameters that need to be
fit and the fact that each of these parameters do not have independent influences on the
shape. Additionally, an appropriate metric for the error between two three-dimensional
surfaces needs to be defined.
Leal, et al. [80] overcame these issues by separating the fitting process into two steps.
First, all terms except for the class exponents and the shape coefficients are either specified
from what is known about the geometry or curve fit. In the case of a wing, this would likely
correspond to obtaining a curve fit for the leading edge of the wing (ψ0 = 0) as well as the
twist and chord distributions. In the second step, a fit of the class exponents and shape
coefficients is performed utilizing the fits from the first step.
The second step requires a definition of an error metric between the CST surface and
the data being fit. One approach is to use the average distance between each point on the
surface being fit and the projection of each point onto the CST surface. In other words,
ψ and η values for each data point are obtained using the inverse of Eq. 3.13 and then
used to calculate the corresponding points on the CST surface. The error then becomes the
distance between the data points and the corresponding points on the CST surface. This
metric was used successfully in the work outlined by Leal et al. [80]. Another possible error
metric is the Hausdorff distance also known as the Pompeiu-Hausdorff distance [81]. Since
the Hausdorff distance is calculated using two discrete sets of points, the CST surface would
need to be first evaluated at a grid of points over the surface.
Once the parameter values are fit, the CST equations provide a fully parameterized
model of the geometry that can be used as initial conditions for shape optimization studies.
However, since the CST equations are a curve fit there is inevitably some error between
the CST equations and existing geometry being modeled. Studies of this error need to be
performed in order to understand how the error in the geometric model is affecting the error
in the aerodynamic results.
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For the purpose of the performing these types of studies as well as performing bench-
marks of the current framework, a more accurate representation of existing geometries is
desired. In the current work, this was done using multivariate cubic interpolation to trans-
late between the existing unstructured CFD surface grids and the structured grids required
by PANAIR.
3.2 Nearfield Solution
The next step in the framework is to obtain a solution of the flow directly around
the aircraft. The nearfield solution provides the aerodynamic forces and moments on the
aircraft as well as the pressure signature required for sonic boom prediction. This section
will outline the use of high-order panel codes to obtain this solution, including the governing
equations being solved and the problem formulation.
3.2.1 The Prandtl-Glauert Equation
The PANAIR code solves the Prandtl-Glauert equation
(1−M2∞)φxx + φyy + φzz = 0 (3.15)
which provides a linearized description of steady, inviscid, irrotational, isentropic flow. The
derivation of this equation can be found in several resources [82,83] and will not be addressed
in detail here.
The φ term is a perturbation potential which is defined as the difference between the
velocity potential Φ and the freestream potential Φ∞
φ = Φ− Φ∞ (3.16)
Thus, the velocity can be written as the sum of the freestream velocity
−→
V∞ and the pertur-
bation velocity −→v
−→
V = ∇Φ = ∇Φ∞ +∇φ = −→V ∞ +−→v (3.17)
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In obtaining the Prandtl-Glauert equation, two primary assumptions were made [83].
These assumptions are
M2∞ |−→v |  1−M2∞ (3.18)
M2∞ |−→v |  1 (3.19)
Considering these two assumptions, it becomes apparent that the Prandtl-Glauert equation
breaks down at large perturbation velocities and at Mach numbers near transonic or much
greater than 1. The general rule of thumb, is that the linearized equation is valid for 0 ≤
M∞ ≤ 0.8 and M∞ ≤ 5 [82]. Additionally, the assumption of small perturbation velocities
and isentropic flow (weak shocks only) limits the application to long thin geometries at
small angles of attack. In practice, it is not always clear how well the assumptions hold
until after a solution is realized and the resulting velocities can be inspected.
The Prandtl-Glauert equation can be rescaled to obtain a simpler form [83]. This is
done with the coordinate rescalings
x = x (3.20)
y = βy (3.21)
z = βz (3.22)
where
β =
√
s(1−M2∞) (3.23)
and
s = sign(1−M2∞) (3.24)
The resulting rescaled equation is
sφxx + φyy + φzz = 0 (3.25)
It should be noted by comparing Eq. 3.15 and Eq. 3.25 that subsonic Mach numbers
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result in an equivalent incompressible case and supersonic Mach numbers result in an equiv-
alent M =
√
2 case. Although the rescaled equations for the subsonic and supersonic cases
only differ by the sign on the first term, this results in completely different solutions and
behavior. The subsonic case (s = 1) is called Laplace’s equation and is elliptic in nature,
meaning that information is propagated everywhere throughout the flow. On the other
hand, the supersonic case (s = −1) is called the wave equation and is hyperbolic in nature,
meaning that information is only propagated downstream inside the Mach cone.
In developing a panel solution, the Prandtl-Glauert equation is transformed into an
integral form. For subsonic compressible flow, this is done using Green’s theorems which
relate a function that is harmonic and continuously differentiable on a bounded region to
the potential distributions on the boundary [84]. An analogous integral equation can be
obtained for supersonic flow by using supersonic source and doublet distributions and lim-
iting the integral to its finite part [85]. The derivation of the supersonic integral equations
and the corresponding boundary conditions used in PANAIR are are outlined in detail by
Ehler et al. [52] and will not be repeated in this work.
For the present work, it is sufficient to understand the capabilities as well as the restric-
tions placed upon the solution by the formulation. As discussed in this section, solutions
are limited to steady, inviscid, irrotational, isentropic supersonic flow about long slender
geometries at low angles of attack. For these types of geometries, the assumptions of isen-
tropic shocks and small perturbation velocities hold and the resulting solutions can provide
accurate information about the non-viscous aerodynamic forces on the aircraft as well as a
description of the flow immediately around the aircraft.
3.2.2 Problem Specification
In order to obtain a solution from PANAIR, surface meshes must be generating for the
various surfaces of the aircraft and appropriate boundary conditions and wakes must be
specified. All the necessary information for a given case is specified in the PANAIR input
file. This section will outline the methods developed for generating the necessary surfaces
meshes as well as the appropriate settings and boundary conditions.
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One of the challenges in developing the proposed framework is automating the process
of mesh generation from the parameterized geometry description. Instead of developing
algorithms to handle arbitrary numbers of surfaces and orientations, the problem is much
simplified if a given configuration of surfaces is assumed [10]. Thus, for the current work,
tools were developed to allow the user to specify a specific configuration of surfaces which
can then be meshed in an automated fashion. In other words, for a given configuration of
surfaces, code must be written to handle the details of the orientations and intersections of
the surfaces. Once this is done, the parameters controlling the shape of the surfaces can be
changed and a surface mesh generated without any user input. Bounds should be placed
on the parameters such that the changes in the surfaces don’t violate the orientations and
intersections of the surfaces assumed in the code generating the mesh.
The PANAIR solution requires that the boundary conditions, which includes surface
and wake boundaries, be specified using what are called networks. Each network is made
up of a structured grid of panels where each panels is defined by four corner points and no
gaps exist between panels. Thus, to specify a network, the user provides a two-dimensional
array of the corner points of the panels in the network. Network edges shared with other
networks are called abutments. Along abutments between networks the points of each
network must match within a tight tolerance. PANAIR does allow for mismatching of
points along abutments but requires the user to input additional information on how to
handle the mismatch. If all of the points along abutments match, PANAIR is able to
recognize and specify the appropriate relationships between networks for the solution. For
the current work, the meshing is handled in such a way that the points will always match
along network boundaries. It is also important to note that many of the common boundary
conditions used by PANAIR assume that the networks that make up the surface of the
geometry form a watertight surface, completely separating the solution inside the geometry
from the solution outside. The exception to this is along planes of symmetry where no
networks need to be specified to close off the geometry.
In order to obtain the PANAIR networks from the CST surfaces, a relationship was
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defined between a network and a CST surface. In this work, a network corresponds to
a region of a CST surface defined by a closed loop of four curves in the CST parameter
space. Thus, a single CST surface may define multiple networks but a network may never
be comprised of more than one CST surface.
Figure 3.12 shows an example parameter space with a region corresponding to a
network. The curves defining the network boundaries must be single-valued in the direction
they correspond to. The two curves on the sides define the upper and lower boundaries in
ψ and must be single-valued in η. The two curves on the top and bottom define the upper
and lower boundaries in η and must be single valued in ψ. With the region corresponding
to a network defined by four curves in this manner, it becomes easy to define a structured
grid over the network.
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Network Boundary
Fig. 3.12: Example network boundary in the parameter space.
An example of the parameter spaces, network boundaries, and corresponding grids for
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a wing fuselage configuration is shown in Fig. 3.13. The fuselage is represented with
a single CST surface and two networks. The upper and lower surfaces of the wing are
each represented with a CST surface and three networks. Only the wing upper surface is
shown in Fig. 3.13. Both linear and cosine spaced points have been used between network
boundaries to redistribute points as desired. Notice how an empty region has been cut out
in the center of the fuselage parameter space by the wing and the root of the wing has been
cut off where it intersects the fuselage.
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Fig. 3.13: Example networks and grids for a wing-fuselage configuration. Colors used to
distinguish separate networks.
With the requirement of points matching along network abutments, the meshing of a
given network is often dependant on the mesh used in adjacent networks. Additionally,
since the intersection algorithm used yields discrete points, the meshing and intersection
processes are usually done at the same time. A good example of how this situation might
be handled is illustrated with the wing-fuselage configuration shown in Fig. 3.13. First,
points at the intersection between the upper surface of the wing and the fuselage are found
that correspond to the number of points and spacing desired along the chord of the wing.
This process is also done for the lower surface of the wing. The inverse of the CST functions
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for the wing and fuselage surfaces are then used to find the corresponding ψ and η values
of these points in the wing and fuselage parameter spaces. These intersection points are
used along with additional information from the user to define four sets of points for the
four boundaries of each network. These boundaries are then used to generate the grids for
each network in ψ and η. These grids are then plugged into the CST functions to obtain
the x, y, z point grids for each network.
Each network has an outer and inner surface. Which side is which depends on the
ordering of the network points as they are passed to PANAIR. The specific details of this
ordering is outlined in the PANAIR user manual [86].
PANAIR allows for the details of the boundary conditions to be specified by the user but
also provides the most common boundary conditions via network types. As recommended
by the user manual, the type 11 network which implements velocity impermeability on a
thick surface was used for all surfaces sub-inclined to the freestream Mach number. The
type 5 boundary condition was used for super-inclined surfaces such as on the tail cap of the
fuselage. The standard type 18 wake was used for all wakes except for the wake connecting
the wing and fuselage wakes for which a type 20 wake was used.
A detailed example of the networks, wakes, and corresponding paneling of a wing-
fuselage configuration can be found in Chapter 5.
3.3 Propagation and Noise Metrics
Once a solution of the nearfield flow is obtained, the nearfield signature is passed into a
propagation code which propagates the signature down to the ground. The ground signature
is then passed into a noise metrics code which outputs a loudness.
The nearfield signature is the deviation in the local pressure from the freestream pres-
sure measured along a line sensor that runs parallel to the freestream at some distance
away from the aircraft. PANAIR allows for off-body points to be specified in the input
file and will output the flow properties at these points along with the rest of the solution.
This functionality was used to measure the pressure coefficient along the line sensor. The
number of samples along this line sensor was limited to roughly 1600 due to hard-coded
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limits in PANAIR. The pressure coefficient can be converted to the standard representation
using
P − P∞
P∞
=
1
2
γM2Cp (3.26)
In this work, the NASA developed sBOOM code [43] was used to propagate the
nearfield signature down to the ground. It was found that the use of 40,000 propagation
points and 8,000 padding points provided a converged solution in sBOOM and this was
used in most cases. The standard atmosphere built into sBOOM was used for all the results
presented in this work.
Once the pressure signature at the ground is obtained, Stevens’ Mark VII method [66]
is then used to calculate the perceived loudness. To do this, a Fast Fourier Transform (FFT)
is used to convert the signal to the frequency domain. The energy contained in each third-
octave band and the corresponding loudness is then calculated. Stevens’ method provides
weightings for the loudness in each band that allows for the calculation of a perceived
loudness in decibels (PLdB). This method takes into account the sensitivities of the human
ear in order to determine a loudness based on human perception. A code developed at Utah
State University, called PyLdB, that implements this method is used in the current work
[75].
CHAPTER 4
VERIFICATION AND BENCHMARK OF AXISYMMETRIC GEOMETRY
The axisymmetric geometry provided in the 2017 AIAA Sonic Boom Prediction Work-
shop provides a simple starting point to begin investigating the performance of the present
framework. The investigation of this geometry will focus first on verifying that a correct
solution is being obtained and then on benchmarking the solution against high-fidelity re-
sults.
4.1 Solution Verification
The verification focuses on two primary areas. First, an investigation is performed into
how the grid used in the nearfield solution affects the resulting loudness prediction. Second,
an investigation is performed into the effect of the distance between the aircraft and the
location at which the nearfield signature is measured on the perceived loudness prediction.
The results of these investigations provide insight into the grid refinement necessary to
achieve the appropriate balance between accuracy and run time and insight into the effect
of the linear nearfield solution on the loudness prediction.
4.1.1 Grid Convergence Study
In the current framework, there are multiple tools and communication points that use
discrete data. To effectively use these tools, it is important to understand the effects of the
coarseness of the discretizations on the solution. Once these effects are understood, it is
easier for the user to ensure that the best solution accuracy is being obtained with the time
and computational resources available. The main discretization evaluated in this work is
the number of panels used to describe the geometry in the aerodynamic model.
The PANAIR program requires that the case geometry be described by a structured
surface mesh where each cell represents a panel. In the axisymmetric case, the PANAIR
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surface mesh has two primary components: the mesh spacing along the centerline or axial
direction and the mesh spacing around the circumference of the body or tangential direction
as seen in Fig. 4.1. Because the PANAIR code was developed in the 70s and 80s, limits on
the file sizes are hard coded. With the version of PANAIR used in the current work, cases
above 7500 to 8000 panels fail with an error. Efforts to remove or change these limits have
thus far been unsuccessful. Due to these limits, the current work will investigate the axial
and tangential spacing separately, allowing for greater refinement to be achieved along the
direction of interest for each case.
Fig. 4.1: Example structured mesh of AXIE geometry.
The AXIE geometry is available from NASA as a series of points that represent the
radius as a function of distance down the centerline. A simple coarsening algorithm is
developed to remove unnecessary points in the axial direction based on how much each
point contributes to the geometry description. This coarsening algorithm is used on the
original AXIE geometry description to obtain a coarse, medium, and fine representation
with 187, 375, and 751 points respectively in the axial direction. These representations are
used to create surface meshes which are passed to the sonic boom prediction framework
to obtain nearfield pressure signatures, ground signatures, and corresponding perceived
loudness levels at the same flight conditions used in the Sonic Boom Prediction Workshop.
These conditions consist of an altitude of 15760 m in the U.S. Standard Atmosphere (1976)
[87] and a flight Mach number of 1.6. The nearfield signatures for the grid convergence
study are all taken at one body length away from the aircraft, where one body length is
32.92 m as specified by the workshop. Figures 4.2 and 4.3 compare the nearfield and
ground signatures respectively for the different grid refinements.
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Table 4.1: Loudness at the ground vs. axial refinement.
Mesh
Number of Panels Loudness
Axial Tangential PLdB A-Weighted C-Weighted
Coarse 186 36 77.62 63.06 90.32
Medium 374 36 77.57 63.09 90.33
Fine 750 36 77.59 63.10 90.34
All three levels of mesh refinement produce similar nearfield signatures, as shown in
Fig. 4.2 . While the overall signature shapes are similar, the coarser grids produce signals
with more small-scale noise. This is likely because the coarser grids have sharp corners
which produce small shocks when the nearfield solution is obtained from PANAIR.
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Fig. 4.2: Nearfield signatures vs. axial refinement.
After being propagated through the atmosphere, the ground signatures are almost
indistinguishable as observed in Fig. 4.3. It appears that the small scale shocks produced
by the coarser grids are smoothed out and effectively disappear as the signal is propagated
down to the ground. This is further seen in the predicted perceived loudness at the ground,
as shown in Table 4.1, where little variation is seen in the predicted loudness even for the
coarsest mesh.
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Fig. 4.3: Ground signatures vs. axial refinement.
The effect of the tangential refinement is also investigated in a similar manner. The
medium level of axial refinement, 374 panels in the axial direction, is used along with three
levels of refinement for the tangential direction. Because PANAIR is able to take advantage
of symmetry in the problem, the geometry only needs to be revolved a quarter of a full
revolution. The coarse, medium, and fine grids for the tangential study have 5, 10, and
20 points respectively in the tangential direction, corresponding to 16, 36, and 76 panels
around the full circumference.
Figures 4.4 and 4.5 show the nearfield and ground signature respectively for the
varying levels of mesh refinement in the tangential direction. The coarse mesh is clearly
insufficient and produces large oscillations at the tail end of the nearfield signature that
also appear in the ground signature. However, the differences seen between the medium
and fine meshes appear to be small.
The corresponding loudness levels for the tangential grid refinement study are shown
in Table 4.2. A finer mesh in the tangential direction better resolves the cross-sectional
area and results in slightly larger peaks in the pressure signature and an increase in the
calculated perceived loudness.
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Fig. 4.4: Nearfield signatures vs. tangential refinement.
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Fig. 4.5: Ground signatures vs. tangential refinement.
4.1.2 Sensor Location Study
The second part of the axisymmetric validation is to investigate the effect of the
nearfield sensor location on the predicted nearfield signature, ground signature, and corre-
sponding loudness. There are two effects that the sensor location has on the sonic boom
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Table 4.2: Loudness at the ground vs. tangential refinement.
Mesh
Number of Panels Loudness
Axial Tangential PLdB A-Weighted C-Weighted
Coarse 375 16 77.17 63.06 89.63
Medium 375 36 77.57 63.09 90.33
Fine 375 76 77.78 63.28 90.49
pressure signature. First, the nearfield pressure signature is better approximated as a line
source the further it is taken away from the body. This is important because the propaga-
tion code assumes that this is the case. Second, there is a non-linear steepening or ”aging”
of the pressure signature as it travels away from the body. PANAIR provides a linearized
solution of the flow field and is unable to account for the nonlinearity. Thus, the further the
nearfield signature is taken away from the body, the more time the linear and non-linear
solutions have had a chance to diverge. Hereafter, this second type of error will be called
non-linear error.
To investigate the effect of the sensor location, four sensor locations where used at one,
three, five, and ten body lengths away from the aircraft. The same flight conditions used
in the grid convergence study were used here along with a mesh containing 500 axial by 56
tangential panels. The nearfield signatures obtained at the different sensor locations can be
easily compared by scaling them by
√
R/L to account for the effects of the natural pressure
decay as shown in Fig. 4.6. There is a significant difference between the signatures at one
and three body lengths but this difference diminishes at further distances. However, the
same is not true for the ground signature.
The further away the nearfield signature is taken from the body, the greater the distance
of propagation over which the effects of nonlinearity are not properly accounted for. This is
seen in Fig. 4.7 which shows the ground signatures corresponding to each nearfield signature
in Fig. 4.6. Even though the nearfield signatures converge at distances far enough away
from the body, the corresponding ground signatures continue to diverge. The resulting
loudness values are shown in Table 4.3. The differences seen in the ground signature due to
nearfield sensor location aren’t as obvious in the corresponding perceived loudness. This is
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Fig. 4.6: Nearfield signatures vs. sensor location.
likely because the longer rise time and higher amplitude seen in the ”under-aged” signatures
tend to change the perceived loudness in opposing ways, which results in a small difference
overall.
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Fig. 4.7: Ground signatures vs. sensor location.
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Table 4.3: Loudness at the ground vs. sensor location.
R/L
Number of Panels Loudness
Axial Tangential PLdB A-Weighted C-Weighted
1 500 56 77.57 63.20 90.39
3 500 56 77.50 63.08 90.49
5 500 56 77.47 63.12 90.54
10 500 56 77.46 63.34 90.66
To mitigate the error due to the linearity of PANAIR at large sensor distances, one
could potentially scale a signature taken at a far distance back up to a distance near the
aircraft as done to generate Fig. 4.6. This scaled signature could then be propagated from
this new closer location, reducing the distance over which the nonlinearity is not accounted
for. An approach similar to this was taken by Chan [9] and resulted in a closer matching
of Euler and experimental data.
4.2 Benchmarking Study
Results for the axisymmetric geometry are benchmarked in this section against high-
fidelity results available from the AIAA Sonic Boom Prediction Workshop as well as col-
laborators from Texas A&M University. Specific results were selected for comparison in
the current work because they had been submitted to the workshop by collaborators on
the grant funding the current work. These include full Euler solutions generated by the
CART3D and FUN3D codes. Collaborators at Texas A&M used their in-house UNS3D
code [88] to provide a full Euler solution as well. In all cases, the flight conditions specified
by the workshop were used along with a sensor distance of 5 body lengths. A PANAIR mesh
of 360 axial by 76 tangential panels was chosen based on the results of the grid convergence
studies. The number of propagation and padding points used in sBOOM for each case were
40,000 and 8,000 respectively.
The nearfield signatures for each code are shown in Fig. 4.8. It can be seen that
the Euler solutions all lie roughly on top of each other. Although the PANAIR solution
is shifted slightly from the Euler Solutions, it has a very similar shape. This shift in the
PANAIR results is due to the linear assumptions built into the panel method. Essentially,
44
the non-linear aging of the signature has been neglected in the first five body lengths of
the propagation. The effect of the linearity of PANAIR can also be seen in the signatures
on the ground signatures as shown in Fig. 4.9. As in the nearfield signatures, it can be
seen that, although under-aged, the PANAIR pressure signature at the ground matches the
Euler solutions well.
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Fig. 4.8: Comparison of nearfield pressure signatures.
The perceived loudness predicted for each of these cases is shown in Fig. 4.10 along
with the workshop mean and corresponding standard deviation. The workshop mean was
generated using the finest grid solution of each Euler case submitted to the workshop. For
consistency, the nearfield signatures of each case were propagated through sBOOM with
the same settings and a perceived loudness calculated using PyLdB instead of using the
workshop calculated loudness values.
The results of this benchmark show that PANAIR compares reasonably well to the
high-fidelity Euler solutions for the AXIE geometry. This isn’t totally unexpected since
the AXIE geometry fits well in the assumptions of linearized supersonic flow. It should be
noted that many of the grids for the workshop cases were over 12,000,000 cells.
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Fig. 4.9: Comparison of ground pressure signatures.
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Fig. 4.10: Comparison of perceived loudness levels.
4.3 Summary of Axisymmetric Results
Solution convergence for an axisymmetric geometry was verified with grid convergence
studies. Additionally, a study into the effect of nearfield sensor distance provided insight into
the effect of the linearized panel solution. The panel solution allows a nearfield signature
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to be taken at any distance away from the aircraft without additional cost. However, the
further the nearfield signature is taken away from the body, the greater the error due to
linearity of the PANAIR solution. Techniques similar to those used by Chan [9] could be
used to overcome this error.
The nearfield and ground signatures and the perceived loudness levels were compared
with high fidelity Euler solutions from collaborators and from the 2017 2nd AIAA Sonic
Boom Prediction Workshop. The linearized solution of the panel method tended to produce
an under-aged solution that was, otherwise, similar in shape to the high-fidelity solutions.
The resulting perceived loudness levels compared well with the high-fidelity solutions.
The good agreement seen between the panel method and the high-fidelity Euler so-
lutions is encouraging but by no means conclusive. In order to be an effective tool for
low-boom design and optimization, PANAIR must also perform well for more complex
geometries that include lifting and tail surfaces and even nacelles.
CHAPTER 5
VERIFICATION AND RESULTS OF WING-BODY GEOMETRY
The JAXA wing-body (JWB) geometry from the 2017 AIAA Sonic Boom Prediction
workshop [53] is an ideal beginning case for verifying and understanding the panel solution
for a lifting configuration. The geometry introduces several of the primary components
of a full configuration without being overly complex. These components include fuselage
and main wing geometries and the aspects of lift and asymmetry. If these fundamental
components can not be appropriately modeled, there is no point laboring on the details
of a full configuration. Once the solution is verified with this simpler geometry, one can
confidently approach the remaining components found in a full configuration.
Before pursuing the details of the verification and benchmarking of the JWB geometry,
it is helpful to view some of the preliminary results that were obtained with an initial set
up of the case. Figure 5.1 compares the JWB nearfield signature obtained with PANAIR to
that of a full Euler solution. It is seen that the PANAIR solution performs well with respect
to what might be expected of a panel solution until the end of the signature. At the end of
the signature, large spikes in the pressure occur that do not exist in the Euler solution. Even
though the front portion of the signature matches the Euler solution reasonably well, the
large spikes at the end result in large differences in the ground signature and the loudness.
Since similar spikes were not seen in the results of Chan [9], it was expected that some
incorrect setting or boundary condition in PANAIR was the cause of the issue. Significant
effort was expended digging into the user manuals and literature and testing different possi-
ble settings. However, nothing that was tried fixed the issue. Refining the grid only served
to increase the spikes. At this point, efforts turned to seeking a deeper understanding of
the fundamental formulation of PANAIR as well as seeking out people with substantial ex-
perience using the tool. Feedback from Matthew F. Smith (Boeing) and Stephen C. Smith
(retiree of NASA Ames) who have both used PANAIR extensively in their professional
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Fig. 5.1: Preliminary nearfield signature results for JAXA wing-body geometry.
careers helped verify that we were indeed setting up the cases correctly.
A quote from the paper that outlines the theory for PANAIR also yields insight into
the problem [52].
“In exact theory, the expansion waves are in the form of a continuous cen-
tered fan of characteristics instead of a single discontinuity. The approximation
of expansion waves by an expansion shock is valid near the surface but is a poor
representation of the flow at greater distances away from the surface. Linearized
theory solutions involving rapid expansions can be expected to yield good pres-
sure distributions on the surface but the induced flow at large distances from
the expansion surface will not be accurately described.”
This quote establishes that, in the presence of strong expansions, good results are ex-
pected to be achieved in the surface pressure solution but not necessarily at large distances.
Consequently, the verification of the solution should start by looking at the surface pres-
sures and not the pressure away from the body. Additionally, verifying the solution from
the integrated result of the nearfield signature provides scant insight into the location or
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cause of the issues. Once it is clear that a good surface pressure solution can be obtained,
then the accuracy of the off-body solution can be investigated.
A preliminary comparison of the surface pressures produced by the PANAIR solution
and an Euler solution is shown in Fig. 5.2 and 5.3 where the top half of the geometry
is showing PANAIR results and the bottom half Euler results. The Euler solution was
obtained using the UNS3D code developed at Texas A&M [88]. The solution of the nose of
the aircraft was not included in the figures because it matched very well. For the aft end
of the geometry, it can be seen that, qualitatively, the surface solution matches remarkably
well except for regions at the outboard portion of the wing and at the tail of the fuselage.
Fig. 5.2: Preliminary Comparison of PANAIR and Euler surface pressures for top surface
of JAXA wing-body geometry.
This chapter focuses on verifying and improving the surface solution in the outboard
and tip region of the wing and the tail of the fuselage. Due to the relative orientation
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Fig. 5.3: Preliminary Comparison of PANAIR and Euler surface pressures for bottom sur-
face of JAXA wing-body geometry.
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of these regions and the flight Mach number, the surface solutions of the wing and the
tail are mostly independent. Examining these regions separately allows for increased mesh
refinement in the area of interest. After these regions are investigated, an examination of
the off-body solution is performed.
5.1 General Description of Case Setup
Setting up a case for a wing-fuselage geometry in PANAIR includes providing appro-
priate surface and wake networks as well as specifying boundary conditions and various
other settings.
Figure 5.4 provides a quick snapshot of the network meshes and the corresponding
boundary conditions that were used in the present work. The type 11 network is the stan-
dard supersonic boundary condition and enforces velocity impermeability on the surface. A
type 5 network was used on the tail cap for a superinclined surface boundary condition. The
standard type 18 wake network was used for the wing with the default option of matchw=0.
A type 20 wake network that maintains a constant doublet strength was used to connect
the wing wake to the fuselage side and wake. Type 18 wakes with a matchw option of 1
were used on the fuselage as recommended in the user manual. However, no significant
difference was noticed in the solution when the matchw=0 option was employed. An x-z
symmetry plane was used such that only half of the geometry needed to be input.
5.2 Wing Study
A study of the wing is conducted in two portions. First, the validity of the solution
is checked by examining the flow properties of the solution on the surface. Second, a grid
convergence study is performed to further verify the solution and to understand the amount
of paneling necessary to obtain a converged solution.
5.2.1 Solution Check
The validity of the panel solution for a given geometry can be easily checked by looking
at several different aspects of the solution. For a good solution, the local mach numbers on
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Fig. 5.4: Networks and boundary conditions for JWB geometry.
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the surface should not be much larger than one and the mass flux normal to the surface
should be close to zero.
An inspection of the Mach numbers on the surface of the wing reveal good results other
than at the wing tip as shown in Fig. 5.5. These large and very unrealistic spikes in the
Mach number at the wing tip are due to the sharp corners present there. These spikes
are typical in a potential flow solution which predicts an infinite velocity around sharp
corners. While large, these spikes are found only in small regions right at the wing tip and
consequently don’t have a large effect on the rest of the solution. Additionally, it will be
shown in the following section that the area of the solution with these large spikes can be
reduced by adding mesh resolution to the affected area.
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Fig. 5.5: Mach on top and bottom surfaces of wing.
For a wing with a symmetric airfoil at zero angle of attack, these large spikes in the
Mach number at the wing tip disappear. In this case, no lift is being generated and there is
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no cross-wise flow going around the sharp corners. Most cases of interest, however, will be
producing lift, resulting in spikes in the Mach number at the wing tip. While not attempted
in the current work, it is expected that rounded corners at the wing tip with sufficient surface
mesh resolution would further mitigate the large spikes in the Mach number.
Another check on the solution is to look at the mass flux normal to the surface which for
a perfect solution would be zero. Figure 5.6 shows the magnitude of the mass flux normal
to the surface on the upper and lower surfaces of the wing. It can be seen that results over
the wing are reasonable except except in small regions at the leading and trailing edges near
the wing tip.
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Fig. 5.6: Mass flux normal to surface on top and bottom of wing.
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5.2.2 Grid Convergence Study
The grid convergence study for the wing is done in two portions. The first takes
a qualitative look at how the grid resolution affects the low pressure region at the wing
tip and also the shock across the trailing edge of the outboard portion of the wing. The
convergence will then be examined in greater detail by looking at the surface pressures along
two-dimensional chord-wise slices of the wing.
Based on the preliminary comparisons with the Euler solution and the results of the
solution check, it seems that the greatest area of concern on the wing is the outboard
portion. A basic understanding of how the grid resolution affects the surface pressure can
be obtained by simply looking at contours of the surface pressure as the grid is refined. The
grid refinement along the span of the wing and along the chord of the wing were examined
separately to see the effects of each. Figure 5.7 shows three levels of grid refinement along
the span with the chord-wise refinement held constant. It can be seen that the size of the
low-pressure region at the wing tip is directly proportional to the panel width at the tip.
These results are encouraging because it shows that the large and unrealistic spikes predicted
by the potential flow solution at the sharp corners of the wing tip can be constrained to a
small area of the solution.
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Fig. 5.7: Outboard wing surface pressure with span-wise grid refinement.
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Figure 5.8 shows three levels of grid refinement in the chord-wise direction with a
constant, cosine spacing of panels in the span-wise direction. With an increase in chord-
wise paneling, the shock across the trailing edge is better resolved but, any other changes
are hard to see from just the surface contour plot.
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Fig. 5.8: Outboard wing surface pressure with chord-wise grid refinement.
A more quantitative understanding of the effect of grid refinement can be obtained by
taking slices at several locations along the wing and plotting the pressure along each slice
for different levels of grid refinement. These slices are taken at 6 span wise stations along
the wing with each slice running in the chord-wise direction as shown in Fig. 5.9.
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Fig. 5.9: Location of slices along wing for grid convergence and benchmark studies.
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Table 5.1: Number of panels used in span-wise portion of grid convergence study.
Mesh
Span-Wise Panels
Inner Middle Outer
Coarse 2 3 8
Medium 4 6 16
Fine 8 12 32
The span-wise and and chord-wise refinement of the mesh were again treated separately.
In the span-wise case, 20 cosine spaced panels were used along the chord. The span-wise
paneling was handled based on the three sections of the wing. The spacing in the inner
and middle sections of the wing was handled linearly while the spacing on the outer section
was clustered towards the tip using half of a cosine distribution. The number of span-wise
panels used in the coarse, medium, and fine cases are shown in Table 5.1. The wing tip
was capped with a flat network consisting of the same number of chord-wise panels as the
wing surface and 5 panels in the other direction. The same flight condition used in the
workshop was used here, which consists of a Mach = 1.6 and α = 2.3067◦. The paneling
used on the fuselage was kept to a minimal level to allow more refinement on the wing.
Coarse paneling on the fuselage is not expected to have a significant effect on the solution
of the wing because the nose and middle section of the fuselage are very smooth and well
represented with coarse paneling. The tail portion does not influence the wing at all due to
its location relative to the wing and the case Mach number.
The results of the span-wise portion of the grid convergence study are shown in Fig.
5.10. Note that the y-axis of the plot has been inverted so that the upper line represents
the upper surface of the wing and the lower line the lower surface. It is seen that the
solution on the surface of the wing is insensitive to the span-wise paneling even for coarse
paneling except near the wing tip. This result should be expected as the strongest gradients
in the solution are in the direction of free-stream flow. Additionally, the geometry along
the span-wise direction of the wing is smooth.
The final portion of the wing grid convergence study is to repeat the previous exercise
except with the span-wise paneling held constant and the chord-wise paneling varied. In
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Fig. 5.10: Cp on wing surface vs. span-wise paneling at six span-wise stations.
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doing this, the medium level of span-wise refinement specified in Table 5.1 was used with
10, 20, and 40 cosine-spaced panels in the chord-wise direction for the coarse, medium, and
fine cases respectively. The wing tip was capped with a flat network consisting of the same
number of chord-wise panels as the wing surface and 5 panels in the other direction. Figure
5.11 shows the results for the chord-wise variation in paneling. As expected, it is seen that
the solution is more sensitive to the chord-wise paneling.
Several points are learned from looking at grid convergence on the wing. First, the
wing solution is fairly insensitive to the span-wise paneling except near the wing tip where
very fine span-wise paneling is needed. Using very fine span-wise paneling near the wing tip
mitigates the effect of the large pressure spikes at the sharp corners of the tip. Thus, the
number of panels needed to effectively resolve the wing can be minimized using a clustering
technique like cosine spacing. It was initially thought that additional span-wise refinement is
needed at the sharp changes in leading and trailing edge sweep between different sections of
the wing. However, this is not true because these sharp changes in geometry are effectively
normal to the direction of flow. Second, the wing solution is more sensitive to the chord-
wise paneling at the leading and trailing edges where sharp gradients in the pressure usually
exist. Cosine spacing can also be used here to cluster points towards these regions.
5.2.3 Benchmark Against Euler Solution
Now that the appropriate level of grid refinement is known, the PANAIR wing solution
can be benchmarked in detail against the Euler solution. This benchmark is done by taking
slices along the wing at the same locations used in the previous section, see Fig. 5.9, of
both the Euler and UNS3D solutions and plotting the results against each other.
The Euler solution was obtained using UNS3D with one of the grids provided by the
2017 AIAA Sonic Boom Prediction Workshop [12]. The grid used contained 6,491,425
control volumes. The UNS3D code has been benchmarked against results from the workshop
for the full 25D configuration and was found to be in good agreement [89]. The PANAIR
solution used 40 panels along the chord of the wing and 32 along the span. Figure 5.12
shows the surface meshes of PANAIR and UNS3D used for the wing benchmark.
60
−0.4
−0.3
−0.2
−0.1
0.0
0.1
0.2
C
p
2y
b
=0.23
coarse
medium
fine
2y
b
=0.4
−0.4
−0.3
−0.2
−0.1
0.0
0.1
0.2
C
p
2y
b
=0.5 2y
b
=0.7
0.00 0.25 0.50 0.75 1.00
% chord
−0.4
−0.3
−0.2
−0.1
0.0
0.1
0.2
C
p
2y
b
=0.85
0.00 0.25 0.50 0.75 1.00
% chord
2y
b
=0.95
Fig. 5.11: Cp on wing surface vs. chord-wise paneling at six span-wise stations.
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Fig. 5.12: Comparison of PANAIR and UNS3D surface meshes for wing benchmark.
62
Figure 5.13 shows the results of the benchmark. The PANAIR and UNS3D solutions
compare well at the root of the wing but are increasingly different towards the tip of the
wing. The primary difference is at the trailing edge of the outboard section of the wing as
initially seen in Fig. 5.2. This difference at the trailing edge of the outboard portion of the
wing is due to PANAIR using linear characteristics inclined at the freestream Mach angle
throughout the solution. Thus, PANAIR predicts a subsonic trailing edge on the outboard
portion of the wing when, in reality, the local mach number in this region is higher than
the freestream and the trailing edge is supersonic. As a result, PANAIR shows the trailing
edge shock on the outboard portion of the wing passing over the down stream portion of
the wing. In the non-linear UNS3D solution this shock is inclined further aft of the trailing
edge.
The difference in the location of the trailing edge shock can be seen clearly at a lower
Mach number where the non-linear solution also predicts a subsonic trailing edge. Figure
5.14 shows contours of the pressure on the top surface of the wing for the PANAIR and
UNS3D solutions at Mach = 1.3. As expected, the linear panel solution predicts a shock
along a linear characteristic aligned at the freestream Mach angle. The non-linear solution
shows a curved shock that aligns with the local Mach angle which decreases as the Mach
number increases towards the wing tip. Since the higher Mach numbers on the upper
surface of the outboard portion of the wing correspond to higher perturbation velocities, it
isn’t surprising that the linear panel solution, which assumes small perturbation velocities,
suffers in this region.
An additional difference between the PANAIR and UNS3D solutions on the wing that
should be noted is that the UNS3D solution does not show the large velocities at the wingtip
that the PANAIR solution does. Even though the Euler equations being solved by UNS3D
are inviscid, there is enough numerical viscosity in the solution that the flow will separate
at any sharp corners instead of becoming unrealistically large.
5.3 Fuselage Study
Following the same pattern as was done for the wing, this section will investigate the
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Fig. 5.13: Comparison of PANAIR and UNS3D wing surface pressures.
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Fig. 5.14: Comparison of outboard wing trailing edge shocks for linear and non-linear
solutions at Mach 1.3.
PANAIR solution for the fuselage. The investigation includes checking the validity of the
solution, performing grid convergence studies, and benchmarking against the Euler solution.
5.3.1 Solution Check
Based on the preliminary comparisons of the PANAIR and UNS3D results, the tail of
the fuselage is the primary area of interest on the fuselage. Similar to the region at the tip
of the wing, the corners and higher curvature at the tail test the limits of the linearized
supersonic solution. The nose and middle portions of the fuselage appear to match the
Euler solution well and will be ignored for the solution check.
The Mach numbers on the tail, as shown in Fig. 5.15, reveal two issues. The first issue
is seen on the top of the tail near the end. At this location, there is a small region where
the flow Mach number dips below one. Since the linearized supersonic formulation assumes
the flow is not transonic or close to transonic, this region is likely to have larger errors. The
second issue is seen on the bottom of the tail near the side where there is a large spike in
the Mach number. Figure 5.16 shows the magnitude and direction of the velocity vector
on the surface using arrow glyphs and lends insight into why this spike in the Mach number
occurs. Near the aft region of the tail, there is a cross-flow around the side of the fuselage
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from the bottom to the top of the tail. At the point of the spike in Mach number, there is a
relatively sharp corner on the side of the fuselage and this, combined with the cross-flow, is
resulting in perturbation velocities that violate the assumptions of the linearized solution.
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Fig. 5.15: Mach number on surface of fuselage tail.
Figure 5.17 shows the mass flux normal to the surface of the tail. In the same region
where there are Mach numbers close to transonic, the PANAIR solution struggles to enforce
the boundary conditions of no flow through the surface. Note that, similar to the top of the
tail, there is also a recompression shock on the bottom of the tail, see Fig. 5.3. However,
this is a weaker shock than on the top and the resulting surface Mach numbers are not
transonic. As a result, the linearized solution does not show any issues on the bottom of
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Fig. 5.16: Velocity on surface of fuselage tail.
the fuselage in this region.
While the geometry on the tail may appear relatively smooth to the observer, the
solution check has revealed that there are several issues with the linearized solution. The
cross-flow around the side of the tail combined with the sharp edge results in unrealistic
velocities. Additionally, there is a strong recompression shock near the tip of the tail
that results in near transonic Mach numbers that violate the assumptions of the linearized
formulation.
5.3.2 Grid Convergence Study
Completing a grid convergence study on the tail was unsuccessful due to large oscilla-
tions in the solution on the tip of the tail that appeared as the grid was refined. Figure 5.18
shows the oscillations in the pressure on the surface. The oscillations, which only worsened
as additional refinement was added, resulted in the Mach number jumping back and forth
between subsonic and supersonic. The oscillations occurred right in and around the location
on the tail that has transonic Mach numbers and is likely due to the inability of the panel
method to handle transonic flow.
The nose and middle portions of the geometry had no issues with grid refinement and
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Fig. 5.17: Mass flux normal to surface of fuselage tail.
yielded uninteresting results due to the smoothness of the geometry in these regions. As
little as 14 panels that were cosine clustered towards the tip were sufficient to provide a
converged solution on the nose. Convergence of the solution around the circumference of
the fuselage is very similar to that of the axisymmetric geometry reviewed in the previous
chapter.
5.3.3 Benchmark Against Euler Solution
Due to the convergence issues on the tail, it is not possible to compare a fully converged
PANAIR solution on the fuselage with the UNS3D solution. However, it was found that
using a fairly coarse paneling on the tail in the lengthwise direction avoided the oscillations
in the solution and provided the best possible results. Thus, a solution using this coarser
paneling on the tail is used to benchmark the fuselage solution. The grid used 14 panels
on the nose, 32 panels along the middle portion of the fuselage, and 30 panels around the
circumference. The panels on the nose were cosine clustered towards the tip of the nose.
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Fig. 5.18: Oscillations in solution of the tail as grid is refined.
Since the paneling on the middle portion of the geometry matches the paneling along the
chord of the wing, the middle panels were cosine clustered towards the leading and trailing
edges of the wing. The panels in the lengthwise direction on the tail were clustered towards
regions of higher curvature. The paneling around the circumference of the geometry was
clustered towards the middle of the side to put additional panels on the sharp corner located
on the side of the tail. Coarse paneling was used on the wing to allow for additional paneling
on the fuselage.
The pressure was compared at slices running lengthwise down the very top and bottom
of the fuselage parallel to the plane of symmetry. As shown in Fig. 5.19, the PANAIR
solution compares well with the Euler solution along the nose and middle portions of the
fuselage. At the tail, the solutions follow a fairly similar trend but the PANAIR solution
has larger peaks in both the expansion and the shock on the tail.
5.4 Sonic Boom and Aerodynamic Performance
Now that the PANAIR solution is well understood, another look is taken at the nearfield
and ground sonic boom signatures. Results from the grid convergence studies are used to
construct the best possible grid. Aerodynamic performance for the design flight condition
is also examined and compared against results from the Euler solution.
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Fig. 5.19: Comparison of PANAIR and UNS3D fuselage surface pressures.
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Table 5.2: Comparison of perceived loudness using PANAIR, UNS3D, and CART3D.
PANAIR UNS3D % CART3D
Loudness (PLdB) 86.5 79.9 79.7
The results in this section were generated using a grid similar to that used in the
benchmarking of the surface solution. For the wing, 32 panels were used in the chord-wise
direction and 4, 6, and 16 panels were used in the span-wise direction for the inboard,
middle, and outboard sections respectively. For the fuselage, 30 panels were used around
half of the circumference and 13, 32, and 20 panels were used in the length-wise direction
for the nose, middle, and tail sections respectively.
Figure 5.20 compares the PANAIR nearfield signature with the Euler nearfield signa-
tures from UNS3D and CART3D. The CART3D results are from the adapted grid solution
submitted to the workshop [12] by Lazzara who is a collaborator on the current work. While
there are some differences from the preliminary results shown in Fig. 5.1, the PANAIR
results still show very large spikes near the end of the signature that are not in the Euler
solutions. The end result of these spikes can be seen in the ground signature which is shown
in Fig. 5.21 and in the perceived loudness values shown in Table 5.2. The differences
between the ground signatures obtained from the PANAIR and Euler solutions do not ap-
pear to be as drastic as in the nearfield signature. However, the difference is enough to
significantly change the predicted loudness.
It is clear that the axial location of the spikes in the nearfield signature correspond to
the axial location of the issues in the surface solution. Based on the analysis of the solution
on the aircraft surface, the large spikes in the PANAIR nearfield signature can be attributed
to the large over prediction of the magnitudes of the expansion and shock on the the tail.
The lift, drag, and pitching moment coefficients were also computed and are shown
in Table 5.3. While the difference in drag is around 6%, the difference in lift and pitching
moment is less than 2% and 1% respectively. The small size of these differences is surprising
considering how much more computationally inexpensive the panel solution is over the
Euler solution. The panel solution performs well in this regard because these performance
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Table 5.3: Comparison of PANAIR and UNS3D aerodynamic performance.
PANAIR UNS3D % Error
CL 0.07893 0.07766 1.6
CD 0.00661 0.007018 5.8
CM -0.06722 -0.06662 0.90
coefficients are integrated quantities and the majority of the panel solution compares well
with the Euler solution.
CHAPTER 6
CONCLUSIONS AND FUTURE WORK
The goal of this work is to develop a framework of tools to rapidly predict sonic boom
and aerodynamic performance of supersonic transport aircraft using high-order panel meth-
ods for the nearfield solution. Panel methods were selected over other low-order techniques
based on several papers which showed good results for this application [9, 10, 90]. The
framework consisted of CST equations for modeling the aircraft geometry, the panel method
PANAIR for obtaining the nearfield solution, sBOOM for the pressure signature propaga-
tion, and PyLdB for the calculation of the perceived loudness at the ground. Once finished,
the results of the framework were verified and benchmarked against results for axisymmetric
and wing-fuselage geometries from the recent 2017 AIAA Sonic Boom Prediction Workshop.
In using the CST equations, the current work sought to take a slightly different ap-
proach for surface grid generation than had been used previously. In a similar framework
developed by Rallabhandi [10], the surface of each component of the aircraft was meshed
individually and then intersections between components were found using a geometry tri-
angulation library. At the beginning of this work, it was thought that the analytical nature
of the CST equations would allow for closed form equations for the intersections between
surfaces, providing an elegant and alternative solution. However, the nonlinear nature of
the CST equations prevented the arrival at a closed form solution. Instead, a simple fixed
point iteration method was found to quickly obtain points of intersection at discrete loca-
tions and showed good convergence for the surface orientations used. Using this method,
techniques and tools were developed to automate the surface mesh generation of a given
configuration of surfaces. In addition to using CST surfaces, a more exact representation
of the wing-fuselage geometry was obtained using multivariate interpolation. This more
accurate representation was desired to remove the error in fitting the CST equations from
the benchmark study. Future work will study the effect that the error in the fit of the CST
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equations has on the aerodynamic solution. This type of study would provide insight into
the number of parameters needed to sufficiently represent the geometry and support future
use of these tools in optimization and design.
Verification and benchmarking of the framework of tools developed herein began first
with an axisymmetric geometry. This geometry provided a simple starting point to getting
all of the tools connected together and understanding the performance of the panel method.
Solution convergence with grid refinement was shown as well as the effect of varying the sen-
sor distance. Results showed good agreement with high-fidelity results. Ground signatures
were slightly under-aged compared to the non-linear Euler solutions but otherwise similar
in shape. These differences between PANAIR and the Euler solutions due to the linearity of
PANAIR could likely be corrected in future work using techniques similar to those employed
by Chan [9]. Despite slight discrepancies in the pressure signatures, calculated perceived
loudness values of the PANAIR and Euler solutions were close and well within one standard
deviation of the results submitted to the workshop.
While the axisymmetric results are encouraging, the primary interest is in the abil-
ity of panel methods to model the sonic boom of aircraft geometries. A wing-fuselage
geometry from the workshop provided a good compromise between the complexity of a
full-configuration and incorporating important elements of a real aircraft. Preliminary re-
sults for the JAXA wing-body geometry showed large spikes at the tail end of the nearfield
signature and observing the nearfield signature provided little insight into the cause. Thus,
the primary focus of the verification and benchmarking of the wing-body geometry turned
to the solution on the surface. Results of the surface solution showed good agreement with
the Euler solution except at the outboard wing and on the tail.
The JAXA wing-body geometry proved to be a very good case for highlighting the
shortcomings of PANAIR. Because PANAIR is a potential flow solution, unrealistically
large velocities were calculated on the sharp corners at the wing tip and on the side of
the tail. The regions affected by the spikes in velocity at the wing tip were shown to be
mitigated by increasing panel density at the wing tip. The PANAIR solution also predicted
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a shock across the trailing edge of the outboard wing section that did not exist in the
Euler solution. This shock is due to PANAIR using linear characteristics oriented at the
freestream mach angle, resulting in a subsonic trailing edge. In reality, the flow accelerates
enough over the outboard portion of the wing to make the outboard trailing edge supersonic,
meaning the Mach number normal to the trailing edge is supersonic. The result of the shock
on the trailing edge resulted in pressure values on the outboard portion of the wing that
were significantly different from the Euler solution. Despite these issues the solution on the
wing was shown to converge with increases in grid refinement. The panel solution on the
tail failed to converge with increased paneling. Instead, large oscillations in the solution
developed at finer levels of grid refinement and grew worse with increased refinement. These
issues arose because the specific shape of the tail results in a small subsonic region on the
top of the tail near the tip. As additional refinement is added, the linear panel formulation
is unable to resolve the transonic flow. It was found that the best results could be obtained
by instead using a coarser grid in this subsonic region on the tail. Comparing the pressure
solution of PANAIR on the fuselage to Euler results revealed good agreement along the
entire fuselage except at the tail. Although, roughly similar trends were found at the tail
between the two solutions, PANAIR largely over predicts the magnitudes of the expansion
and following compression shock.
With the surface solution better understood, focus turned again to the nearfield pres-
sure signature. The nearfield and ground signatures generated using PANAIR were com-
pared with those produced using two separate Euler solutions. Despite improvements in the
surface paneling, PANAIR still showed large spikes in the tail end of the nearfield signature.
These spikes result in large differences in the ground signature and perceived loudness as
well. Considering all of the results, it is clear that the issues in the nearfield signature cor-
respond to the issues found at the tail and wingtip of the surface solution. Good agreement
is found between the PANAIR and Euler solutions everywhere else. The lift, drag, and
pitching moment coefficients obtained using PANAIR were also compared with the UNS3D
solution and found to be within 2% error for the lift and moment and 6% error for the drag.
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The primary issue encountered in using PANAIR in the present framework is that it
may produce good results for most of the solution but then perform very poorly in a few
small regions. Although the regions containing poor results are small, the overall accuracy
of the sonic boom prediction is greatly diminished. Thus, the challenge is figuring out
how the results can still be utilized despite localized regions of poor performance. It may
be that the error in the loudness due to, for example, poor results at the aft end of the
aircraft can be treated as a systematic error that can be filtered out. Another possibility is
that even though the magnitude in the predicted loudness is erroneous, reliable gradients
of the loudness with respect to changes in the aircraft shape are still produced for changes
in regions where the panel solution is good. In this case, the panel solution could still be
directly utilized since the primary input for optimization is gradients of the loudness with
respect to changes in design variables and not necessarily loudness magnitudes.
One of the most promising paths forward is to separate the optimization problem
into two portions. First, optimal small changes to the baseline nearfield signature or the
corresponding equivalent area could be found for expected variations in atmospheric profile
and altitude. A second round of optimization could then find the small changes in the OML
of the aircraft that produce the optimal changes to the nearfield signature. Approaching
it this way, PANAIR could be used to optimize the OML for the portions of the nearfield
signature that it models accurately and a higher fidelity tool could be used for the remaining
portions of the signature. Another significant advantage to this approach is that the analysis
required for the first round of optimization is relatively cheap, allowing for optimal solutions
to be explored across a wider range of atmospheres. Trends in these optimal solutions could
then be identified to better inform the second round of optimization.
Results from this work have helped illuminate some of the fundamental shortcomings
of using high-order panel methods for sonic boom prediction as well as its potential. While
the limitations are explicit in the derivation of the method, it is not immediately clear just
by looking at a geometry that the assumptions of the formulation will be violated or to
what degree the results will be impaired. The results in the current work provide a concrete
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example of what can be expected. It should also be noted that, while the sonic boom
results obtained for the wing-fuselage geometry were impaired by the specific tail design,
everywhere else the PANAIR solution showed good agreement with the Euler solution at
a fraction of the cost. Consequently, PANAIR continues to be a compelling option for
multi-fidelity work when the number of design variables is large. For preliminary design
with basic geometries, panel methods can likely be utilized directly. For more sophisticated
designs, panel methods will likely need to be incorporated into multi-fidelity frameworks
with higher fidelity tools.
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