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de toujours et toujours leur donner des explications. Pourtant, toutes les grandes personnes ont
d’abord été des enfants. (Mais peu d’entre elles s’en souviennent.) »
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Chapitre 1
Introduction
Perception (nom féminin, du latin perceptio, -onis)
— Action de percevoir par les organes des sens : La perception des couleurs.
— Événement cognitif dans lequel un stimulus ou un objet, présent dans l’environnement immédiat
d’un individu, lui est représenté dans son activité psychologique interne, en principe de façon
consciente ; fonction psychologique qui assure ces perceptions.
Larousse
On trouve trace très tôt dans l’histoire de la volonté des Hommes de construire des ma-
chines à même d’opérer des tâches répétitives. Aujourd’hui qualifiées d’automates (MEYER,
2015), elles visaient également à tenter de reproduire (et donc comprendre) les mécanismes
du mouvement, que ce soit chez l’Homme ou les animaux. Au 18ème siècle, on venait ainsi
voir ces machines curieuses reproduire certaines capacités du vivant, comme a pu le faire
le fameux canard de Jacques de Vaucanson (HEUDIN, 2008), capable de se nourrir, de ca-
queter et digérer sa nourriture. Ce n’est qu’en 1920 que le terme robot apparaît, à l’occasion
d’une pièce de théâtre où sont ainsi désignés des androïdes à l’apparence humaine. Les pre-
miers robots ainsi qualifiés apparaissent dans la foulée, souvent inspirés d’animaux (chien
électrique de Hammond et Miessner, tortues cybernétiques de W. Grey Walter, etc.). Ces pre-
mières machines se distinguent des automates précédents par leur capacité à réagir à leur
environnement. Elles sont ainsi équipées d’organes sensoriels (des capteurs) qui viennent
influencer l’activité de leurs organes moteurs. S’en suivi l’apparition des premiers robot in-
dustriels, ainsi que la création des premiers laboratoires dédiés à leur étude : la Robotique,
en tant que discipline, était née. Le terme "robotique" fait aujourd’hui parti de notre quo-
tidien. Si ce n’est probablement pas la définition qu’en donnerait le grand public, on peut
néanmoins tenter d’en préciser les contours d’une manière (très) simplifiée. Un robot peut
être vu comme la réunion :
— de capteurs qui servent à renseigner le robot sur son environnement et sur son état
interne ; ces éléments s’apparentent aux sens, comme par exemple la vision, l’audition,
etc. Ces capacités ne sont pas nécessairement limitées à celles de l’Homme : un robot
peut être sensible aux ultrasons, voir dans l’infrarouge, etc. ;
— d’actionneurs permettant l’interaction mécanique du robot avec ce qui l’entoure via le
déplacement de parties de son propre corps, ou au sein même de son environnement ;
— de capacités de traitement de ces informations, de raisonnement et de décision, sou-
vent implémentées logiciellement au sein de calculateurs numériques embarqués ou
déportés.
Et c’est l’union indissociable de ces trois éléments qui fournit à un robot la capacité d’ana-
lyser son environnement, de décider et d’agir en son sein. A cette définition historique on
pourrait ajouter aujourd’hui les capacités d’autonomie et d’adaptation dont il semble main-
tenant difficile de faire abstraction dans les applications récentes de la robotique, comme
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l’assistance aux personnes ou les applications plus industrielles autour de l’agriculture et
les transports par exemple.
Contexte
J’ai eu l’occasion de travailler ces dix dernières années sur une de ces trois briques de
base qui semblent définir la robotique : la perception. Cette perception a longtemps été en-
visagée selon une définition proche de celle suggérée par la définition du Larousse et rappe-
lée en début de cette introduction : la capacité à interpréter les données issues des organes
des sens. Cette interprétation peut s’effectuer à un niveau très bas, directement en sortie des
senseurs : par exemple, la perception de la couleur rouge est immédiatement accessible en
sortie de notre œil, grâce aux photorécepteurs dont il est équipé. A vrai dire, il serait bien
plus juste de parler ici de sensation de rouge. Car cette même perception peut s’effectuer à
un niveau plus haut, peut être plus cognitif : cette même couleur est alors interprétée, res-
sentie, comme rouge et non pas comme une autre couleur. Pour continuer cette illustration
avec la modalité visuelle, on peut aussi se demander comment cette catastrophe qu’est l’œil
–comme s’amuse à le dénommer K. O’Regan dans (J. O’REGAN, 2011)– nous donne accès de
manière consciente à une scène stable, nette et complète alors que tout dans la physiologie
de l’œil et son fonctionnement s’oppose à ces ressentis qualitatifs.
Ces questions fondamentales semblent encore loin de la façon dont la perception est
abordée dans un contexte robotique, où une distinction est traditionnellement faite entre la
proprioception –c’est à dire la capacité pour un robot de ressentir son état interne (en termes
de positions ou vitesses angulaires, d’orientation, etc.)– et l’extéroception –qui renseigne
le robot sur l’état de son environnement (via des ultrasons, des caméras, des lasers, des
microphones, etc.)–. Au sein de cette dernière, la vision est probablement la modalité la plus
utilisée au sein des tâches robotiques les plus variées. La richesse des informations visuelles
et le coût devenu négligeables de caméras hautes performances explique probablement cet
état de fait. A bien y regarder, les autres modalités n’ont pas reçu autant d’attention par la
Communauté Robotique. En particulier, et bien que l’audition soit reconnue comme un sens
critique à l’interaction et la socialisation entre humains, cette modalité n’aura été identifiée
comme une thématique scientifique pertinente dans un contexte robotique qu’au début des
années 2000. C’est précisément sur cette thématique que j’ai effectué ma thèse, soutenue
en 2006, et sur laquelle j’ai eu l’occasion de continuer à travailler au sein de l’Institut des
Systèmes Intelligents et de Robotique (ISIR) depuis 2008. Doter un robot de capacités de
perception sonore est séduisant ; cela permet en particulier d’envisager un des moyens de
communication les plus naturels de l’homme : sa voix. Mais cela complémente également de
manière pertinente les informations visuelles éventuellement disponibles. J’aurai l’occasion
d’illustrer le rôle important de cette multimodalité dans la première partie de ce document.
Cependant, doter une machine de capacités de perception seules n’en fait pas un robot.
Comme énoncé précédemment, l’action de cette machine sur et dans son environnement est
au moins nécessaire. Et alors que beaucoup de travaux en Robotique envisage le processus
de perception comme passif et instantané, les contributions synthétisées dans ce manus-
crit envisagent l’existence de l’action parfois comme une contrainte, mais surtout comme
une opportunité pour repenser le sens de cette perception. Ainsi, le rôle de l’action ne se
retrouve plus disjoint de celui de la perception, et ces deux capacités peuvent toutes deux
être entremêlées au point qu’il semble difficile d’aborder l’une sans l’autre. C’est néanmoins
sous le prisme de la perception, vue dans ce document comme la capacité pour un robot à
comprendre son interaction avec son environnement, que j’ai abordé cette problématique.
Il faut bien comprendre qu’il ne s’agit pas de remettre en cause tous les travaux déjà effec-
tués dans le domaine de la perception en Robotique : ils sont nombreux, impressionnants, et
les résultats obtenus permettent aujourd’hui de résoudre des problématiques très concrètes.
On sait aujourd’hui exploiter des données issues de capteurs très différents pour rendre une
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voiture autonome; reconnaître une image ou un son, même des des situations difficiles ; faire
apparaître des objets virtuels au sein d’un environnement réel ; etc. L’enjeu ici est plutôt de
tenter de proposer un cadre plus général dans lequel peut être exploité la perception et l’ac-
tion afin d’atteindre ce quatrième objectif qu’est l’autonomie. J’aurai également l’occasion
de discuter de ces enjeux plus en détails dans la seconde partie de ce document.
Structure du document
Le document est structuré de la façon suivante. Après cette courte introduction, un pre-
mier chapitre est dédié à mes contributions à l’analyse de scène sonore en Robotique. Après
quelques éléments de contextualisation présentés dans une première partie, les deux par-
ties suivantes sont dédiées aux travaux que j’ai mené autour de la localisation binaurale de
source sonore. Enfin, des considérations actives sont introduites dans une dernière partie,
où la modulation du mouvement de tête d’un robot équipé de capacités audio et visuelles
sera abordée.
Je présente alors dans un second chapitre mes contributions pour une approche inter-
active de la perception. Radicalement différent dans son approche de mes contributions
précédentes, ce chapitre est l’occasion pour moi d’introduire un point de vue sensorimoteur
de la perception, au travers de l’estimation de la dimension de l’espace et de l’extraction de
structures invariantes au sein du flux sensorimoteur.
Enfin, une conclusion termine ce document. J’en profite pour esquisser quelques pistes
sur mon travail futur.
Tout au long du document, le lecteur trouvera des boites de texte grisées. Elles sont
l’occasion pour moi de préciser le contexte et la direction des travaux ayant donnés
lieux aux résultats synthétisés ensuite.
Publication
Ces parties sont en général conclues par une sélection des publication (en journal ou
conférence) effectuées par l’étudiant que j’ai co-encadré.
Les travaux synthétisés dans ce manuscrit ont été menés par les étudiants suivants, du-
rant la période précisée (le taux d’encadrement, ainsi que leur directeur de thèse sont égale-
ment mentionnés) :
• Alban LAFLAQUIÈRE (septembre 2009 - juin 2013), co-encadré à 50% avec Bruno GAS ;
• Alban PORTELLO (septembre 2010 - décembre 2013), co-encadrée à 20% avec Patrick
DANÈS ;
• Karim YOUSSEF (septembre 2010 - octobre 2013), co-encadré à 80% avec Jean-Luc ZA-
RADER ;
• Benjamin COHEN-LHYVER (décembre 2013 - septembre 2017), co-encadré à 80% avec
Bruno GAS ;
• Valentin MARCEL (septembre 2015 - encore en cours), co-encadré à 80% avec Bruno GAS.
Si ce document a vocation à présenter le contexte général de mon travail d’encadrement,
c’est bien en collaboration avec ces étudiants (et leur directeur de thèse) que les travaux
présentés dans la suite ont été effectués. A ce titre, j’emploierai dans ce manuscrit non pas
un "nous" de politesse, mais bien un "nous" collectif qui reflétera j’espère ce travail commun
que j’ai eu la chance de partager avec toutes ces personnes.
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Selon (BERGMAN, 1990), l’analyse de scène auditive (ASA) désigne habituellement l’en-
semble des processus grâce auxquels notre système auditif transforme un mélange de sons,
en provenance d’un environnement acoustique complexe, en des entités perceptives indé-
pendantes (i.e. des objets sonores, spatialisés ou non). Son pendant computationnel, connu
sous le terme d’analyse computationnelle de scène auditive (CASA), est alors exploité dans
le domaine de la perception artificielle pour doter des systèmes de capacités d’analyse auto-
matique d’une scène sonore. Néanmoins, la définition même de l’ASA met l’homme et ses
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capacités d’interprétation au cœur de la problématique de l’analyse de la scène. En d’autres
termes, l’ASA comporte une partie importante de psychoacoustique, i.e. d’interprétations
subjectives d’une scène acoustique. Et c’est d’ailleurs un de ses objectifs que de comprendre,
interpréter, modéliser et reproduire dans un cadre computationnel les formidables capaci-
tés de notre système auditif. A l’opposé, on a longtemps attendu des systèmes de perception
artificielle, et en particulier dans un contexte robotique, qu’ils soient capables de proposer
une analyse objective de la scène acoustique. Le système d’analyse automatique doit alors
être capable d’estimer les paramètre physiques de la scène acoustique (position, intensité,
hauteur, etc.) des sources acoustiques. On compare alors ses performances par rapport à la
vérité terrain, et l’objectif est alors que l’analyse de la scène sonore (ASS) effectuée se rap-
proche au plus prêt de sa description acoustique physique. Cette distinction entre analyse
de scène auditive et sonore est rarement effectuée dans la littérature. Très souvent, et nous
le ferons nous même largement dans la suite de ce manuscrit, l’ASA est le terme consacré
pour qui s’intéresse à la perception artificielle des sons. Pourtant, cette distinction est la clé
pour comprendre en quoi et comment le contexte robotique est à même de proposer des
solutions originales au fameux cocktail party problem (BRONKHORST, 2000), et plus spécifi-
quement dans un cadre binaural.
Nous proposons de présenter dans ce chapitre nos différentes contributions dans le do-
maine de l’analyse de scène sonore en Robotique. De fait, aucune (ou très peu) de considéra-
tions psychoacoustique entreront en jeu dans la suite. Ce chapitre est composé comme suit.
Dans une première section nous préciserons le contexte de ces travaux, en mettant en avant
le contexte robotique et ses spécificités. Puis dans les sections suivantes nous détaillerons
différents travaux, portant autant sur les aspects dits « bas-niveau » (extraction de caracté-
ristiques, localisation) que plus « haut-niveau » (modulation attentionnelle du mouvement
de la tête). Comme indiqué dans l’introduction de ce manuscrit, une attention particulière
sera portée à l’aspect actif ou interactif des méthodes.
2.1 Introduction
2.1.1 Contexte
Une célèbre citation, attribuée à Hellen Keller 1 nous rappelle que “la cécité sépare les
gens des objets. La surdité sépare les gens les uns des autres” (KOHLRAUSCH et al., 2013).
L’audition est en effet une modalité critique à l’interaction et la socialisation. Pour autant, s’il
apparaît difficile aujourd’hui de se passer d’informations auditives, son exploitation dans
un contexte robotique n’a attiré l’attention que tardivement, du moins comparativement à
la modalité visuelle. L’explosion des problématiques liées à l’interaction homme-machine
a sans nul doute contribué, au début des années 2000, à la redécouverte de cette moda-
lité. C’est ainsi que la communauté “Robot Audition” a émergé, dans un contexte où il était
encore difficile d’imaginer des systèmes auditifs artificiels autres que bio-inspirés (NAKA-
DAI, LOURENS et al., 2000). Pour autant, ce nouveau contexte (robotique) interroge de ma-
nière pertinente les approches déjà nombreuses d’analyse d’une scène sonore au regard des
différentes contraintes qu’il apporte. Parmi celles-ci, on retrouve (ARGENTIERI, DANÈS et
SOUÈRES, 2015) :
— contrainte géométrique : le système auditif artificiel doit pouvoir être embarqué sur
une plateforme robotique, humanoïde ou non. Deux philosophies s’affrontent ici :
• l’approche “antennerie” : le capteur audio est ici constitué d’un réseau de mi-
crophones, et la redondance de ce type de design permet d’envisager tout type
1. H. Keller (1880–1968) est la première femme aveugle et sourde à avoir obtenu un diplôme universitaire
aux États-Unis. Auteur et activiste engagée, elle a écrit de nombreux ouvrage sur ses convictions et sa condition.
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FIGURE 2.1 – Organisation bottom-up traditionnelle, depuis le signal audio récupéré sur le robot à son inter-
prétation. Reproduction de (ARGENTIERI, PORTELLO et al., 2013).
d’analyse de scène sonore. C’est aujourd’hui le type de capteur le plus utilisé en
robotique, car les performances btenues sont très bonnes. La littérature sur les
antennes de microphones est aussi très riche (VAN TREES, 2002 ; BENESTY, CHEN
et HUANG, 2008), ces capteurs étant depuis longtemps utilisés en traitement du
signal et acoustique ;
• l’approche “binaurale” : le capteur audio est ici constitué de seulement deux mi-
crophones, placés généralement de part et d’autre d’une “tête” robotique dont
l’effet acoustique est primordial à la mise en place des algorithmes dits “binau-
raux” d’analyse audio. Ce type de design convient particulièrement aux robot
humanoïdes, sans être exclusifs (LÖLLMANN et al., 2017). De même, l’aspect bio-
inspiré est logiquement présent pour ce type d’approche, bien que les traitements
effectués en sorties des microphones ne le soient pas nécessairement. Ce contexte
binaural reste privilégié pour qui souhaite s’inspirer, reproduire et évaluer des
modèles d’audition humaine.
— contrainte temporelle : l’exploitation de données audio doit pouvoir se faire de ma-
nière réactive dans un contexte robotique incluant souvent des comportements ré-
flexes. Analyser une scène audio nécessite donc une rapidité de traitement impor-
tante, que peu d’approches déjà existantes peuvent revendiquer. Un certain nombre
de travaux ont ainsi eu pour objectif d’optimiser autant que possibles les temps de cal-
culs, tandis que d’autres contributions ont proposé des solutions matérielles (LUNATI,
MANHÈS et DANÈS, 2012) (via des systèmes hardware dédiés) et/ou logiciels (NAKA-
DAI, OKUNO et al., 2008 ; GRONDIN et al., 2013) (modules spécifiques de middlewares
robotiques ou framework à part entière) à cette contrainte ;
— contrainte environnementale : les applications robotiques modernes envisagent des
environnements fondamentalement dynamiques et hautement imprédictibles. Cela se
traduit par des conditions acoustiques variables, incluant bruits et réverbérations aux-
quels les méthodes devront être robustes. Une originalité du contexte robotique réside
également dans le fait que le robot lui-même participe à ces perturbations : les bruits
propres, issus d’actionneurs ou des ventilateurs sont souvent à l’origine de bruits im-
portants venant dégrader les performances de l’analyse (INCE, 2011 ; OKUTANI et al.,
2012).
Pour tenter de résoudre tout ou partie de ces problématiques, l’essentiel des travaux exis-
tant s’appuie sur une architecture classique dite bottom-up, partant du signal “brut” pour al-
ler vers une représentation plus haut-niveau, très souvent traduite sous la forme d’une carte
spatiale de l’environnement du robot, cf. figure 2.1. Dans ce type d’architecture, les signaux
issus des capteurs sonores sont très souvent d’abord exploités pour localiser la ou les sources
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sonores présentes dans l’environnement. Il s’agit ici d’estimer, en terme spatial (distance,
azimut, élévation par exemple), les positions relatives des sources sonores présentes autour
du robot. Sur la base de ces positions estimées, des algorithmes de séparation de source
sont alors mis en œuvre pour extraire de la mixtures de signaux perçus par le robot le ou
les signaux d’intérêt 2. Une fois les signaux séparés, il est alors possible d’en extraire l’in-
formation. L’exploitation la plus typique consiste ici à extraire des signaux de paroles pour
en déterminer l’origine (reconnaissance de locuteur) ainsi que le contenu ( reconnaissance de
parole). Ainsi, toute architecture audio moderne se doit d’être équipée au minimum de ces
trois capacités de localisation, extraction et reconnaissance, en témoigne les solutions propo-
sées dans les projets européens récents EARS (KELLERMANN, 2016) et TWO!EARS (RAAKE,
2016) impliquant des robots.
Cependant, le contexte robotique n’apporte pas que des contraintes. A la différence des
approches standard de l’analyse de scène audio, les systèmes robotiques sont capables de
bouger dans leur environnement. Cette capacité motrice unique différencie ainsi les ap-
proches robotiques des méthodes traditionnelles de part leur incarnation en des systèmes
actifs, capables de modifier dynamiquement la configuration spatiale de leur(s) capteur(s)
audio. Le potentiel de cette approche active de l’audition a été identifié très tôt par la commu-
nauté (NAKADAI, LOURENS et al., 2000 ; F. WANG et al., 1997). Depuis, un certain nombre
de travaux ont clairement démontré comment le mouvement pouvait être exploité pour
améliorer l’analyse de la scène sonore (KNEIP et BAUMANN, 2008 ; Y.-C. LU et COOKE, 2010 ;
MARTINSON, APKER et BUGAJSKA, 2011 ; BERNARD et al., 2012 ; ZHONG, SUN et YOST, 2016 ;
V. NGUYEN et al., 2017). Cette approche active prend d’ailleurs tout son sens au sein du
paradigme binaural qui, s’il est exploité de manière statique, n’apporte que peu d’avan-
tage comparativement aux approches s’appuyant sur des réseaux de microphones. De telles
considérations réinterrogent les approches proposées ces 15 dernières années, au point que
les communautés traditionnelles de l’audio (Traitement du Signal et Acoustique) se sont
en partie réappropriées ces questionnements (cf. sessions spéciales aux conférences ICASSP
2015, 2016 et 2017 (BUSTAMANTE, DANÉS et al., 2016 ; EVERS et al., 2017)) en lien avec la ro-
botique. Ainsi, en comparaison avec l’architecture présentée précédemment, les approches
récentes incluent donc l’action comme composante à part entière de l’analyse de la scène
sonore. Il en résulte une nouvelle architecture, schématisée à la figure 2.2. Ce schéma met en
évidence les 2 chemins traditionnels mêlant action et perception (CHAUMETTE, 1998) :
— la voie montante, qui depuis une plateforme possiblement mobile exploite les consé-
quences du mouvement pour explorer et analyser la scène sonore. On parle alors d’au-
dition active ;
— la voie descendante, qui exploite les informations tirées de la scène sonore pour contrô-
ler le système mobile. On parle alors de commande référencée capteur (PORTELLO, BUS-
TAMANTE et al., 2014 ; MAGASSOUBA, BERTIN et CHAUMETTE, 2015 ; MAGASSOUBA,
2016 ; BUSTAMANTE, DANÉS et al., 2016).
Il est intéressant de remarquer que la figure 2.2 indique que toute brique d’analyse audio
peut potentiellement être à l’origine de la génération d’une action. Néanmoins, l’essentiel
des travaux récents s’est concentré sur la localisation active et la façon dont le changement
de position du capteur sonore peut être exploité pour remonter à la localisation du ou des
sources sonores présentes dans la scène (T. MAY, N. MA et G. J. BROWN, 2015 ; ZHONG,
SUN et YOST, 2016 ; ODO et al., 2017). Les autres analyses peuvent intuitivement bénéficier
du mouvement pour améliorer leurs performances : typiquement, une source est d’autant
2. On notera qu’il existe néanmoins des approches conjointes de localisation et extraction de source, cf. (DE-
LEFORGE et HORAUD, 2012) par exemple.
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Réverbérations
r = 2m
r = 2.5m
Localisation
Extraction
Reconnaissance
Représentation
Extr. de
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FIGURE 2.2 – Approche active de l’audition. A la partie bottom-up précédente s’ajoute un retour moteur dont
la conséquence est la modification des signaux audio perçus en fonction du mouvement.
mieux reconnue que le système d’analyse en est proche. Pour autant, peu d’auteurs ont en-
core exploité cette possibilité (KUMON et al., 2010). Enfin, l’élaboration de cartes (audio) de
l’environnement peut difficilement s’envisager sans exploration du capteur sonore (SU et
al., 2016), à la façon du SLAM exploitant habituellement des données lasers et/ou visuelles.
Pour terminer cette rapide contextualisation, il est important de noter que très peu d’ap-
proches proposent d’aborder le schéma bouclé de la figure 2.2 dans son ensemble, en traitant
à la fois des aspects actifs et de contrôle. On citera dans ce domaine les travaux récents portés
par E. Vincent (VINCENT, SINI et CHARPILLET, 2015 ; V. NGUYEN et al., 2017) (contrôle op-
timal pour la localisation de sources et planification de l’action) et P. Danès (BUSTAMANTE,
DANÈS et al., 2017) (contrôle basé information pour la localisation).
Publication
Ces éléments de contextualisation sont en partie abordés dans l’article (ARGENTIERI,
DANÈS et SOUÈRES, 2015) publié au sein de la revue “Computer, Speech and Lan-
guage”. Cet article propose un état de l’art détaillé des méthodes de localisation de
sources sonores dans un contexte robotique.
2.1.2 Positionnement et ligne de recherche
En 2003, au tout début de nos travaux sur l’audition en robotique (au LAAS-CNRS, Tou-
louse), les toutes premières contributions cherchaient à reproduire –dans un cadre binaural
exclusivement– nos facultés de localisation et reconnaissance. Très rapidement, les limites
de ce cadre binaural ont été identifiées, en particulier en terme de robustesse aux différentes
contraintes listées précédemment. Les approches à base de réseaux de microphone ont alors
été évaluées, adaptées, remaniées de façon satisfaisante, et sont aujourd’hui de loin les plus
utilisées. Il est d’ailleurs clair que qui souhaite un système auditif artificiel performant doit encore
aujourd’hui nécessairement se tourner vers des réseaux de microphones. Nous avons ainsi contri-
bué à l’évolution des systèmes à base de formation de voie pour la localisation de sources
sonores, en cherchant à satisfaire la contrainte d’embarquabilité (ARGENTIERI, DANES et
SOUÈRES, 2006) (synthèse d’une formation de voie adaptée aux antennes de petite taille)
et temporelle (ARGENTIERI et DANÈS, 2007) (approches mixant formation de voie et algo-
rithme MUSIC réduisant drastiquement les temps de calcul). Nous avons également conçu
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en parallèle un système hardware à même de déporter un certain nombre d’opérations dé-
diées à l’analyse de la scène sonore au sein d’un composant FPGA dédié (BONNAL et al.,
2010).
Toutes ces approches, bien que prenant en compte explicitement le contexte robotique,
n’exploitaient néanmoins pas le mouvement de la plateforme mobile. Ainsi, les opérations
de localisation étaient effectuées de manière statique, ou du moins supposées instantanées
et sans consolidation temporelle ou prise en compte du contexte. Par ailleurs, les approches
humanoïdes –devenues importantes dans les applications envisageant une interaction “na-
turelle” avec l’homme– ont réinterrogé nos travaux autour des années 2010. Nous nous
sommes alors tournés dès 2008 (au sein de l’ISIR, Paris) vers le paradigme binaural, encore
très peu exploité en robotique.
C’est dans ce contexte que nous avons monté le projet BINAAHR (BINaural Active Au-
dition for Humanoid Robots, ANR blanche internationale franco-japonaise, 2009-2013) en
collaboration avec P. DANÈS (LAAS-CNRS, porteur du projet), et mêlant les équipes fran-
çaises de l’ISIR et du LAAS-CNRS avec les équipes japonaises du Prof. OKUNO (Université
de Kyoto), du Prof. NAKADAI (Institut de technologies de Tokyo) et Prof. KUMON (Uni-
versité de Kumamoto). Le projet BINAAHR avait pour objectif d’évaluer des techniques de
localisation, de séparation et reconnaissance de sources sonores dans un contexte binaural
incluant l’action, ou plus naïvement, ses conséquences (i.e. un changement de position dans
une pièce échoïque, par exemple). Ce projet était ainsi notre première tentative d’inclure
l’action et ses conséquences au sein d’un système d’analyse audio binaural. Dans ce cadre,
seront synthétisés dans la suite de ce manuscrit nos contributions sur les thèmes suivants :
— localisation de sources sonore (thèse de Karim Youssef (YOUSSEF, 2013)) :
• étude et caractérisation des indices binauraux en contexte audio réaliste ;
• méthode d’apprentissage pour la localisation de sources sonores ;
Ainsi, les travaux présentés dans la suite sur ces sujets s’inscrivent pleinement dans l’archi-
tecture traditionnelle montante schématisée à la figure 2.1.
Dans les travaux de Karim YOUSSEF, seul le changement de position du récepteur bi-
naural induit par l’action est pris en compte. C’est clairement une des limites fortes de ses
travaux, et à ce titre il est délicat de parler encore de perception active. C’était précisément
l’objectif de la thèse d’Alban PORTELLO (PORTELLO, 2013) que d’apporter une formalisation
précise de ce problème dans un cadre binaural. Encadrée en grande partie à Toulouse par
Patrick DANÈS au cours du projet BINAAHR, cette thèse sera très rapidement abordée au
sein de la section 2.3.
Dans ces 2 thèses soutenues en 2013, aucune problématique de commande (au sens “au-
tomatique”), même bas-niveau, n’a été abordée. Pour autant, l’enjeu de la chaîne de retour,
décidant de l’action à mener pour conduire l’analyse de la scène sonore, est une probléma-
tique primordiale. A défaut d’aborder cette question sous l’angle de la commande, nous
avons néanmoins cherché à exploiter le mouvement pour guider l’exploration d’un robot
dans un environnement inconnu. Ces travaux ont été effectués à l’occasion du projet Eu-
ropéen TWO!EARS 3, qui avait pour objectif d’investiguer l’apport des rétroactions de type
“top-down” au sein d’une architecture audio binaurale complète, incluant toutes les étapes
d’analyses figurant sur la figure 2.2. Notre contribution à ce projet a ainsi porté sur :
— interprétation active de la scène sonore : définition d’un étage haut-niveau d’analyse
de la scène sonore, fusionnant les informations audio et visuelles disponibles sur un
robot mobile à l’aide de mouvements de tête pouvant être modulés selon la congruence
des stimulis (thèse de B. Cohen-Lhyver (COHEN-LHYVER, 2017)).
Une partie de nos contributions à ces deux problématiques (localisation et interprétation)
est synthétisée dans la suite de ce manuscrit.
3. 2013–2016, projet FET open.
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2.2 Contributions à la localisation binaurale de source sonore
Cette section décrit nos contributions en localisation de sources sonores dans un contexte
binaural et robotique. Comme mentionné précédemment, un défit important de cette pro-
blématique est la robustesse aux conditions acoustiques, qui seront systématiquement sup-
posées réalistes, i.e. incluant du bruit et des réverbérations. De plus, nous avons proposé
d’inclure le mouvement et ses conséquences (changement de position du récepteur binaural
dans une pièce échoïque et modification en conséquence de la perception audio de la scène)
de façon à caractériser, modéliser et exploiter ses effets dans le processus de localisation.
Cette section s’articule comme suit. Dans un premier temps, nous proposons un bref rappel
sur la localisation des sons, en particulier chez l’homme. Sur cette base, nous étudierons tout
d’abord les conséquences des réverbérations sur les indices acoustiques extraits des signaux
binauraux. Il s’agit ici d’identifier parmi l’ensemble des techniques d’estimations de ces in-
dices, laquelle est la plus robuste (au sens défini dans la suite) aux réverbérations. Alors,
nous proposons dans une seconde contribution d’utiliser les méthodes identifiées préala-
blement pour localiser, via des méthodes d’apprentissage, un son dans un environnement
depuis un robot mobile placé en différents endroits au sein d’une pièce réverbérante. L’ex-
ploitation explicite du mouvement dans le processus de localisation sera mentionnée dans la
section 2.3, où des méthodes de filtrage stochastique permettront l’estimation de la position
d’une source au cours du mouvement.
2.2.1 Comment localiser un son dans un contexte binaural?
Les mécanismes régissant la localisation des sons chez l’homme ont fait l’objet de beau-
coup d’études (et continuent encore à être objet de recherches aujourd’hui (AFGHAH et al.,
2017 ; BEDNAR, BOLAND et LALOR, 2017)). Néanmoins ses principes de base sont mainte-
nant largement connus depuis plus d’un siècle et les études de Lord Rayleigh (RAYLEIGH,
1907), complétées depuis par de larges considérations psychoacoustiques (MIDDLEBROOKS
et M. GREEN, 1991). L’ensemble de ces connaissances constitue naturellement la base des dé-
veloppements sur l’audition binaurale en robotique. Ainsi, les différentes étapes successives
nécessaires à la localisation d’un son peuvent être résumées en les étapes suivantes :
— Propagation : le son se propage depuis la source sonore à localiser jusqu’à atteindre
le récepteur binaural. Sur son chemin, l’onde sonore va interagir avec le corps, la tête,
et l’oreille externe du robot. Les effets de cette interaction peuvent être capturés par la
fonction de transfert de la tête (Head Related Transfer Function, ou HRTF), pouvant
inclure dans un contexte robotique les effets combinés des différents éléments consti-
tutifs du “corps” du robot. On suppose donc ici que l’environnement n’a aucun effet
sur la propagation : la HRTF ne caractérise alors que l’effet physique du robot, sup-
posé seul dans un environnement anéchoïque (i.e. dans un des conditions acoustique
proches du champ libre) ;
— Caractéristiques audio : ensuite, les sons captés par le récepteur binaural sont analysés
pour en extraire des caractéristiques. Chez l’homme, ces indices monauraux ( extraits
depuis seulement un des 2 signaux disponibles) ou binauraux (extraits depuis les 2
signaux binauraux) ont fait l’objet de nombreuses études, et sont également exploités
en robotique comme caractéristiques bas niveau pour la localisation ;
— Algorithmie : enfin, sur la base des caractéristiques binaurales précédentes, on peut
envisager n’importe quelles méthodologies (apprentissage, analytiques, estimation,
etc.) pour permettre de mettre en relation ces indices audio avec leur origine spatiale.
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FIGURE 2.3 – Représentation des effets de la tête sur les signaux binauraux, capturés en fonction du temps
(HRIR, en haut) ou de la fréquence (HRTF, au milieu). La différence d’amplitude entre les signaux gauche et
droite (ILD, en bas) constitue un des indices binauraux les plus utilisés. Figure tirée de (ARGENTIERI, DANÈS
et SOUÈRES, 2015).
2.2.1.1 Notations
Dans toute la suite, les deux signaux binauraux (notés comme provenant de la gauche
et de la droite de la tête par exemple) sont obtenus par échantillonnage à la fréquence fe et
seront notés l[n] et r[n] respectivement, où n désigne l’indice temporel. Leurs pendants fré-
quentiels seront respectivement notés L[k] et R[k], avec k l’indice fréquentiel. En pratique,
ces deux représentations fréquentielles sont classiquement obtenues à l’aide d’une transfor-
mée de Fourier discrète sur des fenêtres deN points, de sorte que la fréquence f [k] = kfe/N .
Ces deux signaux binauraux ont pour origine une source sonore s placée en les coordonnées
polaires (rs, θs, ϕs), où le centre de la tête est pris par convention comme origine du repère.
Ainsi, rs représente la distance à la source, θs l’azimut de la source (dans le plan horizontal)
et ϕs son élévation (dans le plan vertical). Cette source s émet un signal ss[n], de contenu
fréquentiel Ss[k]. On supposera enfin que la position (θs, ϕs) = (π/2, 0) correspond à une
source placée devant la tête.
2.2.1.2 Fonction de transfert de la tête et indices audio pour la localisation
La HRTF met en relation le signal émis par la source sonore et les deux signaux binau-
raux, de sorte que {
L[k] = Hl(f [k], rs, θs, ϕs)Ss[k]
R[k] = Hr(f [k], rs, θs, ϕs)Ss[k]
, (2.1)
où Hl et Hr désignent respectivement les HRTF gauche et droite, représentées pour une po-
sition de source sonore latérale droite sur la figure 2.3. On peut y constater que d’une part,
l’amplitude de la HRTF droite est plus élevée que celle de gauche, traduisant ainsi l’exis-
tence d’une différence interaurale d’amplitude (ILD). La source placée à droite produit en effet
un son d’amplitude plus faible sur l’oreille gauche, celle-ci n’ayant pas de vue directe sur la
source. Cette différence d’amplitude n’est pas constante et dépend de la fréquence, comme
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le stipule les lois de diffraction acoustique à la surface d’un solide. De la même façon, on
peut mettre en évidence sur les contreparties temporelles des HRTFs, appelées réponses im-
pulsionnelles de la tête (HRIR), l’existence d’un délais entre elles. Il s’agit ici d’une différence in-
teraurale en temps (ITD), causée par la différence de chemin à parcourir entre la source sonore
et les deux oreilles. A nouveau, cette différence temporelle n’est pas en général constante et
dépend, pour les mêmes raisons que l’ILD, de la fréquence. Enfin, on peut remarquer la pré-
sence de zéros (spectral notches) plus ou moins marqués dans les HRTFs gauche et/ou droite.
L’ensemble de ces caractéristiques constitue la base des indices utilisés chez l’homme pour
localiser un son : les différences interaurales sont majoritairement influencées par la posi-
tion azimutal de la source sonore, tandis que la position des zéros en fréquence sur chacune
des 2 oreilles (on parle alors d’indice monaural) est dépendante de son élévation. Enfin, l’in-
fluence de la distance de la source sur tous ces indices est faible au delà d’environ 1m, de
sorte qu’il est particulièrement difficile d’en estimer la valeur de manière statique. D’autres
caractéristiques peuvent néanmoins être extraites des signaux binauraux, sous l’hypothèse
de l’existence de réverbérations qui habituellement dégradent fortement les performances
de l’analyse de scène. L’importance de ces réverbérations peut être en partie évaluée grâce
au temps de réverbération RT60 qui mesure le temps mis par le signal mesuré pour diminuer
de 60dB une fois la source dans l’environnement éteinte. Le RT60 dépend principalement
de la taille de la pièce et de l’absorption acoustique des murs (KINSLER et al., 1999). Plus sa
valeur est importante, et plus l’environnement sera qualifié de réverbérant. Sur la base de
cette propriété acoustique, l’estimation de la distance peut se baser sur le rapport de l’éner-
gie directe sur réverbérante (DRR), ce rapport venant à diminuer d’environ 25dB lorsque
la distance à l’émetteur double (ZAHORIK, 2002). L’ensemble de ces indices, naturellement
exploités en robotique, est défini et caractérisé dans la suite.
2.2.2 Définition et caractérisation des indices binauraux
Tandis qu’il y a un consensus évident sur l’origine et la signification des différents in-
dices binauraux ou monauraux mentionnés précédemment, nous avons fait le constat
à l’occasion des débuts de la thèse de Karim YOUSSEF qu’il n’en était pas de même
sur la façon de les estimer. Plus précisément, des définitions différentes en ont été
données dans de nombreux travaux. Ce constat, fait au début de ses travaux en 2010,
a également été fait par la communauté Acoustique (KATZ et NOISTERNIG, 2014). Il
nous semblait dès lors important de tenter de synthétiser l’ensemble des définitions
proposées par les différentes Communautés, mais également de mettre en évidence
leurs propriétés au sein d’une étude statistique comparative. Ces deux points sont
abordés dans les 2 sous-parties suivantes.
2.2.2.1 Définitions et propriétés
Dans toute la suite, nous nous restreindrons à l’étude des caractéristiques exploitées
pour estimer la position d’une source sonore dans le plan horizontal via son azimut θs et sa
distance rs. L’élévation de la source sera donc supposée nulle ou, à défaut, connue d’avance.
Les méthodes listées dans la suite s’appuient pour la plupart sur un fenêtrage des signaux
surN points, de sorte que les indices binauraux sont estimés toutes lesN/fe secondes (si au-
cun recouvrement temporel n’est effectué lors de l’analyse). Par commodité, toute référence
à ce fenêtrage est ôté des notations.
Indices binauraux pour l’estimation de l’azimut Travailler sur la localisation horizon-
tale revient à estimer un retard (l’ITD) et une différence d’amplitude (l’ILD) entre les deux
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signaux binauraux gauche et droite l[n] et r[n]. Dès lors, il parait naturel d’exploiter la cor-
rélation croisée pour l’estimation de ce retard, ainsi que le rapport des énergies de ces deux
signaux, de sorte qu’on définisse respectivement ITDCC et ILD par



ITDCC =
1
fe
arg max
m
Clr[m], avec Clr[m] =
N−m−1∑
n=0
l[n+m]r[n],
ILD = 10 log10
∑N−1
n=0 l[n]
2
∑N−1
n=0 r[n]
2
.
(2.2)
Ces deux définitions sont probablement les plus utilisées dans la littérature. Elles souffrent
néanmoins de plusieurs limites : la précision du calcul de l’ITD est faible et limitée à la valeur
d’une période d’échantillonnage, et les résultats d’ITD comme d’ILD ne dépendent pas de
la fréquence. Le premier point peut être résolu en exploitant des techniques d’interpolation
et/ou de suréchantillonnage (H. D. KIM et al., 2008 ; LIU et Y. WANG, 2010). Le second point
peut être partiellement amélioré en utilisant la corrélation croisée généralisée, de sorte que
ITDGCC =
1
fe
arg max
m
GCClr[m], avec GCClr[m] = IFFT (G[k]L[k]R∗[k]), (2.3)
où G[k] désigne une pondération fréquentielle permettant de donner plus ou moins d’im-
portance à certaines composantes spectrales des deux signaux binauraux. De nombreux
choix sont possibles ici, parmi lesquelles la pondération PhaT (pour Phase Transform)GPhaT[k]
définie par
GPhaT[k] =
1
|L[k]||R[k]| , (2.4)
ou encore les pondérations Roth (ROTH, 1971), SCoT (CARTER, NUTTALL et CABLE, 1973)
ou HT (HANNAN et THOMSON, 1973). Le résultat de cette analyse, bien que nécessitant
un passage dans le monde fréquentiel, produit néanmoins toujours un unique scalaire, et
le résultat obtenu reste indépendant de la fréquence. De toutes les pondérations possible,
PhaT est probablement la plus exploitée dans la littérature et permet, via le blanchiment des
signaux, de gommer toute différence d’amplitude préalablement au calcul de corrélation. Si
ce blanchiment permet ainsi de ne considérer que les phases des signaux perçus, il est aussi
à l’origine d’un manque évident de robustesse au bruit dans l’environnement.
La prise en compte explicite de la dépendance spectrale des signaux binauraux passe par
leur décomposition en fréquence préalablement à toute analyse. Une première approche évi-
dente consiste ainsi à déterminer les transformées de Fourier discrètes des deux signaux, et
à déterminer ainsi les indices binauraux ILDFFT[k] et IPDFFT[k], où l’IPD désigne la Diffé-
rence Interaurale en Phase, pendant fréquentiel de l’ITD. On a alors



IPDFFT[k] = arg(L[k])− arg(R[k]),
ILDFFT[k] = 20 log10
|L[k]|
|R[k]| .
(2.5)
De part le nombre de points utilisés pour fenêtrer les signaux, ces deux indices s’avèrent
très fortement redondants. Il s’agit alors d’en réduire la dimension, via 2 approches naïves
néanmoins souvent exploitées. Il est possible de moyenner les indices obtenus par bandes
de fréquences successives (approche “FFT1”), ou de moyenner les spectres sur ces mêmes
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bandes préalablement au calcul des indices binauraux (approche “FFT2”). On a alors



IPD
(i)
FFT1 =
ku[i]∑
k=kl[i]
IPDFFT[k],
ILD
(i)
FFT1 =
ku[i]∑
k=kl[i]
ILDFFT[k],
(2.6)
où l’indice i ∈ [0 . . . L − 1] représente la iième bande de fréquences comprise entre kl[i] et
ku[i], avec kl[i] < ku[i], et ku[i] < kl[i+ 1]. On a également



IPD
(i)
FFT2 = arg


ku[i]∑
k=kl[i]
L[k]

− arg


ku[i]∑
k=kl[i]
R[k]

 ,
ILD
(i)
FFT2 = 20 log10
|∑ku[i]k=kl[i] L[k]|
|∑ku[i]k=kl[i]R[k]|
.
(2.7)
Il est également possible d’envisager une décomposition en fréquence plus proche de celle
effectuée au sein de l’oreille interne de l’homme, à l’aide de filtres dit cochléaires reprodui-
sant la décomposition spectrale opérée au sein de la cochlée. Il s’agit ici d’exploiter des bancs
de filtres dont les caractéristiques bande-passante/fréquence centrale s’inspirent du profil
vibratoire de la membrane basilaire à l’origine du déplacement des cellules ciliées, trans-
ducteurs mécano-électrique de l’audition. Pour ce faire, il est courant d’utiliser des filtres
gammatone, de réponse impulsionnelle h(t) donnée par
h(t) = atn−1e−2πBt cos(2πf0t+ φ), (2.8)
où n désigne l’ordre du filtre, f0 sa fréquence centrale et B sa bande passante. Ainsi, si L
filtres cochléaires droite et gauche sont utilisés, on dispose de 2L signaux de sortie l(i)[n] et
r(i)[n] qui permettent de déterminer les indices binauraux selon



ITD
(i)
AFE = arg maxm
C
(i)
lr [m], avec C
(i)
lr [m] =
N−m−1∑
n=0
AFE(l(i)[n+m])AFE(r(i)[n]),
ILD
(i)
AFE = 10 log10
∑N−1
n=0 AFE(l
(i)[n])2
∑N−1
n=0 AFE(r(i)[n])2
,
(2.9)
où la fonction AFE(.) (pour Auditory Front End) désigne un ensemble de traitements sup-
plémentaires possiblement appliqués aux signaux de sortie des filtres cochléaires. Il s’agit
alors, en plus de modéliser l’effet de la cochlée via sa décomposition fréquentielle, d’inclure
des modèles de transduction neuronale. Nous proposons d’évaluer dans la suite :
— l’AFE proposé par (T. MAY, S. VAN DE PAR et A. KOHLRAUSCH, 2011), consistant
en une rectification demi-onde Π(.), suivie d’une compression en racine-carrée, i.e.
AFE1(.) =
√
Π(.),
— un AFE inspiré de (BERNSTEIN et TRAHIOTIS, 1996 ; FALLER et MERIMAA, 2004) et ap-
pliquant une compression d’enveloppe, une rectification demi-onde, mise au carré et
filtrage passe-base W [.] d’ordre 4 à une fréquence de coupure de 425Hz, i.e. AFE2(.) =
W [Π(H(.)−0.8)2] avec H(.) l’enveloppe du signal obtenue en déterminant le module
du signal analytique,
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— et un AFE sans aucun traitement autre que le filtrage cochléaire, de sorte que AFE3(.) =
Id(.).
Indices pour l’estimation de la distance L’estimation de la distance reste un problème
difficile. Longtemps, cette problématique a été abordée en cherchant à exploiter les mêmes
indices binauraux que ceux utilisés pour la localisation en azimut (typiquement, ITD/IPD
et ILD), alors que leur sensibilité à la distance est faible. A la place, l’estimation du rap-
port d’énergie directe sur réverbérante (DRR) a permis des avancées notables. Une pre-
mière façon simple d’en estimer la valeur est l’algorithme d’égalisation-annulation proposé
dans (Y. C. LU et COOKE, 2010). Prenant arbitrairement comme référence le signal gauche de
sortie l(i)[n] de la ième bande de fréquence d’intérêt, on peut égaliser le signal droite r(i)[n]
en compensant sa différence d’amplitude et son décalage temporel, créant ainsi le signal
égalisé r(i)eq [n] défini par
r
(i)
eq [n] =
√∑N−1
n=0 l
(i)[n]2
∑N−1
n=0 r
(i)[n]2
r(i)
[
n− ITD(i)AFE3 fe
]
. (2.10)
Évidemment, l’égalisation n’est pas parfaite. Sous l’hypothèse que cette erreur d’égalisation
est totalement liée à la présence des réverbérations, on peut alors estimer l’énergie réverbé-
rée R(i) dans la ième bande de fréquence via
R(i) =
N−1∑
n=0
|l(i)[n]− r(i)eq [n]|2. (2.11)
Enfin, comme l’énergie S(i) de la ième bande de fréquence est S(i) =
∑N−1
n=0 l
(i)[n]2 et vérifie
par hypothèse S(i) = D(i) + R(i), où D(i) représente l’énergie directe de la ième bande de
fréquence, on a alors
DRR
(i)
EQ =
S(i) −R(i)
R(i)
. (2.12)
Cette reformulation de l’estimation du DRR selon la fréquence permet ainsi d’obtenir un in-
dice binaural susceptible de capturer les réflexions et absorptions acoustiques à l’origine des
réverbérations, toutes deux étant des fonctions de la fréquence et des matériaux équipant la
salle.
Une autre façon de tenir compte des propriétés de la pièce où est situé le robot est d’ex-
ploiter des modèles de corrélation spatiale acoustique, utilisés à l’origine dans des contexte
d’antennerie. Nous avons proposé, dans le cadre de la thèse de K. YOUSSEF, d’étudier le
modèle proposé par (HIOKA et al., 2011) qui, sous certaines hypothèses (ondes planes uni-
quement, HRTF négligée, composante réverbérante diffuse et faiblement corrélée à la com-
posante directe, principalement), permet d’écrire les auto et inter corrélations des signaux
binauraux Rll[k], Rlr[k], Rrl[k] et Rrr[k], avec Rlr[k] = E [L[k]R∗[k]], sous la forme
R̄[k] = (Rll[k], Rlr[k], Rrl[k], Rrr[k])
T = F[k]P[k],
avec P[k] =
(
PD[k]
PR[k]
)
et F[k] =
(
1 dlr dlr 1
1 rlr rlr 1
)T
,
(2.13)
où PD[k] et PR[k] représentent respectivement les densités spectrales de puissance des com-
posantes directes et réverbérantes des signaux gauche et droite, dlr = 1/drl = ej2πk
feITD
Nc et
rlr = rrl = sinc
(
2πk afeNc
)
, avec a la distance entre les 2 oreilles et c la vitesse de propagation
du son. Ainsi, la matrice P peut être estimée via P̃[k] = (P̃D[k], P̃R[k])T = F+[k]R̄[k], où +
2.2. Contributions à la localisation binaurale de source sonore 17
représente la pseudo-inverse de Moore-Penrose, de sorte qu’on obtienne
DRR(i)SCM = 10 log10


∑ku[i]
k=kl[i]
P̃D[k]
∑ku[i]
k=kl[i]
P̃R[k]

 . (2.14)
Ainsi, sur la base d’une estimée de la matrice de corrélation R̄[k], il devient possible d’esti-
mer via l’équation (2.14) une estimée du DRR.
Enfin, en plus du DRR, la cohérence des signaux binauraux γ[k]–qui mesure la corré-
lation linéaire entre les deux signaux gauche et droite en fonction de la fréquence– est un
indice supplémentaire renseignant sur la distance à la source, déjà utilisé dans (VESA, 2009).
Il est défini selon
γ[k] =
|Glr[k]|2
Gll[k]Grr[k]
, (2.15)
avec Glr[k] = 〈L∗[k]R[k]〉, Gll[k] = 〈|L[k]|2〉 et Grr[k] = 〈|R[k]|2〉, où 〈Q[k]〉 = 0.5Q[k]t−1 +
0.5Q[k]t−1 avec t l’indice de la trame omis dans les notations.
2.2.2.2 Étude comparative
Ayant listé les différentes méthodes permettant d’estimer les indices binauraux, il s’agit
maintenant de les comparer. Lorsqu’on cherche à comparer différentes caractéristiques, il est
souvent d’usage de les comparer via leur utilisation concrète par un algorithme commun.
Typiquement, nous pourrions imaginer comparer ces différentes caractéristiques en utilisant
un algorithme de localisation donné (basé modèles acoustiques, apprentissage, etc.) et en
comparant les performances de localisation obtenues. Nous proposons ici de définir à la
place une métrique statistique simple permettant de quantifier la dispersion des différents
indices en fonction de l’importance des réverbérations, évaluée pour rappel via le RT60.
Ainsi, l’indice le moins sensible aux réverbérations, i.e. dont la dispersion variera le moins
lorsque le temps de réverbération augmente, sera vraisemblablement le plus robuste quant
aux conditions acoustiques.
Métrique statistique Dans toute la suite, nous proposons de séparer les indices acous-
tiques en L groupes positionnels, chaque groupe l étant défini par son azimut ou sa dis-
tance. En notant ml le nombre de trames temporelles prises en compte dans l’estimation des
matrices suivantes, et ML =
∑L
l=1ml le nombre total de trames pour tous les groupes, on
peut définir :
— la matrice moyenne de dispersion intragroupe W = 1ML
∑L
l=1mlWl, avec Wl la ma-
trice de covariance du lième groupe positionnel ;
— la matrice moyenne de dispersion intergroupe B = 1ML
∑L
l=1ml(µl − µ)T (µl − µ), où
µl et µ représentent respectivement le centre du lième groupe positionnel et le centre
de la totalité des groupes ;
— le Lambda de Wilks () ∧, qui mesure la séparation des centres des groupes, avec
∧ = det W
det (B + W)
. (2.16)
Le Lambda de Wilks est un scalaire compris entre 0 et 1, dont la valeur va diminuer lorsque
la dispersion intragroupe diminue relativement à la dispersion totale intra et intergroupe.
Ainsi, à de faibles valeur de ∧ correspond un “conditionnement” des indices, relativement
à leur dispersion fonction de la réverbération, de meilleur “qualité”.
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Figure 3.10: Simulated echoic room with the receiver position and orientation, and the positions of the sound
source.
wooden floor and concrete paint roof. Air absorption and distance attenuation are taken into
account, and humidity is set to 50%. This configuration gives a reverberation time RT60 of
approximately 200ms at 1kHz (recall, RT60 has been defined in § 1.2.3). The walls absorption
coe cients were scaled in order to obtain other datasets with a RT60 of 450ms and 700ms at
1kHz. The same simulations are also made in anechoic conditions.
3.4.4 Implementation and results
Using the established database, and to e ciently use the conceived evaluation metrics,
data is decomposed into groups of azimuths and distances. Thus, according to the database,
19 azimuth groups and 5 distance groups are formed and used for the separate evaluations of
azimuth and distance cues. This is done for each of the available acoustic conditions and the
results will be shown as a function of RT60. The cues are extracted in the same conditions, on
the same 23ms-long signal frames (1024 samples with Fs = 44.1kHz). Speech and white noise
signals are used separately. For the speech case, the presence of only one sound source in the
environment allowed to detect the voice activity and thus speech frames using a simple frame
energy thresholding process. Only speech frames are used and silence frames are rejected as
they provide no information for the current system. Multiple comparison results are shown
hereafter, the results related to azimuth cues in a comparison of multiple hair cells models and
a general overall comparison are presented, and the results obtained with distance cues are
later shown. They will be discussed in the next paragraphs.
Haircells models – as reported in § 3.3.2.2 and summarized in § 3.4.1, there are multiple
approaches for computationally modeling the signal transduction happening at the level of the
inner haircells. Figure 3.11 plots the evaluation results for the ITDs and ILDs obtained at the
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FIGURE 2.4 – Conditions expérimentales pour constituer la base de données d’évaluation des indices binau-
raux. La source, placée à une élévation nulle, occupe des positions comprises entre −45◦ et +45◦ par pas de
5◦, à des distances comprises entre 1m et 2.8m par pas de 45cm. La base de donnée est donc constituée de 19
valeurs angulaires et 5 valeurs de distance. Avec les matériaux simulés, la pièce possède un RT60 d’environ
200ms à 1kHz. Figure tirée de (YOUSSEF, 2013).
Base de données Afin d’évaluer le Lambda de Wilks pour chacun des indices définis pré-
cédemment, et pour différentes conditions réverbérantes, nous avons construit une base
de données à l’aide du logiciel Roomsim (CAMPBELL, PALOMÄKI et BROWN, 2005) simulant
l’acoustique d’une pièce rectangulaire dont les paramètres (taille, matériau, absorption, taux
d’humidité, etc.) pe vent être précisément réglés. Sur cette base, un récepteur binaural (un
simulateur de tête et torse KEMAR) e t placé à une position donnée dans la pièce. Le simu-
lateur exploite alors la méthode des images (ALLEN et BERKLEY, 1979) et la base de données
des HRTF du mannequin binaural KEMAR pour produire les deux signaux binauraux des-
quels seront extraits l’ensemble des caractéristiques binaurales listées récédemment. Les
conditions précises simulées sont synthétisées à la figure 2.4. Les co fficient d’absorption
des murs sont ensuite modifiés de façon à modifier les conditions acoustiques, produisant
un temps de réverbération RT60 à 1kHz de 450ms et 700ms, en plus des conditions nomi-
nales (RT60=200ms) et anéchoïques. La source sonore émet un signal de parole issu d’une
base de données, fenêtré via des fenêtres rectangulaires de 1024 points (durée = 23ms pour
fe = 44.1kHz), et passé préalablement à toute analyse dans un dét ct ur d’activité vocale
élémentaire basée sur l’énergie du signal.
Résultats La figure 2.5a trace la valeur de ∧ pour les 3 modèles d’AFE listés en §2.2.2.1.
Pour rappel, AFE1 et AFE2 représentent deux modèles de complexité croissante, tandis que
AFE3 représente les données sans traitement préalable à l’extraction des indices selon l’équa-
tion (2.9). Dans cette évaluation, 30 filtres cochléaires sont utilisés. Le premier commentaire
qu’appelle cette figure concerne la grande différence de comportement des indices tempo-
rels (ITD) et d’amplitude (ILD). Ces derniers possèdent en effet des valeurs associées de
∧ bien plus faibles que pour leurs pendants temporels, témoin de leur plus grande robus-
tesse aux réverbérations. Travailler avec l’ITD en environnement réverbérant apparaît donc
comme une mauvais idée, ce qui semble cohérent avec l’idée que la cohérence temporelle
entre les deux signaux binauraux se dégrade d’autant plus que le temps de réverbération
est important. De la même façon, on constate que travailler avec le modèle le plus simple,
i.e. ne reproduisant aucun effet de transduction neuronale, concoure à améliorer là aussi
la discrimination spatiale des indices binauraux. La compression d’information induite par
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3.4 A systematic study of azimuth and distance cues
outputs of banks of 30 gammatone filters with the models summarized and denoted in § 3.4.1.
These results show 2 curves per model, one is for the ILD and the other is for the ITD. For each
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Figure 3.11: Wilks’ Lambda measures (up) and LDA-based recognition rates (down) for ITDs and ILDs
computed at gammatone filters outputs, with three approaches of modeling the inner haircells e↵ects. Multiple
reverberation times are considered. The notations used in the legend are as specified in § 3.4.1.
of the models, the plot with lower ^ and the plot with the higher recognition rate correspond
to the related ILD. Thus , one can conclude that for each of the implemented processes, ILDs
are better than ITDs, having the lower ^0s and higher recognition rates. Also, we see that
the most e↵ective cues are ILDs obtained without haircells modeling (“no modification”) with
the lowest ^ and highest recognition rate plots among all cues. This is quite surprising in
the fact that it suggests that the transformations happening at the haircells lead to lower cue
azimuth discrimination abilities. But it is explained by the fact that the implemented hair cell
models compress and reduce the information contained in the signals. Furthermore, the second
haircells model (“coch 3”) gives the lowest cue quality, which is expected since it induces the
most severe transformations on the received signals.
FFT-based cues – as shown in § 3.4.1, two methods of computing FFT-based IPDs and
ILDs over multiple frequency intervals are considered in this study. We show the corresponding
results in this paragraph. Cues are computed on 30 adjacent and non-overlapping frequency
channels and results are shown in Figure 3.12. Both ^ and recognition rates plots lead to con-
clude that averaging the cues over frequency intervals provides better azimuth discrimination
abilities than computing cues on spectra averages. Also, in both cases, ILDs are more azimuth
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3.4 A systematic study of azimuth and distance cues
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Figure 3.12: Wilks Lambda measures (up) and recognition rates (down) for multiple azimuth FFT-related
cues computation techniques as a function of reverberation times. The notations used in the legend are as
specified in § 3.4.1.
discriminating than ILDs. Thus, in the following, only the “FFT-Mean1” approach is used
and compared with the other cue extraction techniques.
Overall azim h cues – this pa agraph shows the results of the s udy mad wi h the
ens mble of the cues review d in § 3.4.1. Wilks’ Lambda and recognition rates are shown i Fig-
ure 3.13. In this figure, the cues are as denoted in § 3.4.1: ITDCC , ITDGCC , ILD, IPDFFT ,
ILDFFT (computed in the FFT-Mean1 approach, and ITDcoch and ILDcoch (computed with
no modification on the outputs of gammatone filters). Note that FFT and cochlea-based cues
are computed on 30 frequency bands. Generally, and as expected, the recognition rate increases
as Wilks’ Lambda decreases, which provides logical conclusions despite the simplicity of the
LDA-based classifier. In summary, the cues computed using the original temporal signals with
no frequency dependent information exploitation present the weakest discriminatory abilities.
At the same time, ITDs and ILDs extracted after cochlear filtering are better than IPDs and
ILDs extracted based on the FFTs, according to the current implementations.
Distance cues – in the distance case, and having distances between 1m and 2.8m with
45cm steps, 5 groups are obtained. The evaluated cues are Vesa’s mean-squared coher-
ence [Vesa, 2007], [Vesa, 2009] (MSC), Smaragdis’s relative phase and magnitude [Smaragdis
and Boufounos, 2007] (RP and RM), Lu’s DRR-EQ [Lu and Cooke, 2010], and Hioka’s DRR-
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3.4 A systematic study of azimuth and distance cues
outputs of banks of 30 gammatone filters with the models summarized and denoted in § 3.4.1.
These results show 2 curves per model, one is for the ILD and the other is for the ITD. For each
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Figure 3.11: Wilks’ Lambda measures (up) and LDA-based recognition rates (down) for ITDs and ILDs
computed at gammatone filters outputs, with three approaches of modeling the inner haircells e↵ects. Multiple
reverberation times are considered. The notations used in the legend are as specified in § 3.4.1.
of the models, the plot with lower ^ and the plot with the higher recognition rate correspond
to the related ILD. Thus , one can conclude that for each of the implemented processes, ILDs
are better than ITDs, having the lower ^0s and higher recognition rates. Also, we see that
the most e↵ective cues are ILDs obtained without haircells modeling (“no modification”) with
the lowest ^ and highest recognition rate plots among all cues. This is quite surprising in
the fact that it suggests that the transformations happening at the haircells lead to lower cue
azimuth discrimination abilities. But it is explained by the fact that the implemented hair cell
models compress and reduce the information contained in the signals. Furthermore, the second
haircells model (“coch 3”) gives the lowest cue quality, which is expected since it induces the
most severe transformations on the received signals.
FFT-based cues – as shown in § 3.4.1, two methods of computing FFT-based IPDs and
ILDs over multiple frequency intervals are considered in this study. We show the corresponding
results in this paragraph. Cues are computed on 30 adjacent and non-overlapping frequency
channels and results are shown in Figure 3.12. Both ^ and recognition rates plots lead to con-
clude that averaging the cues over frequency intervals provides better azimuth discrimination
abilities than computing cues on spectra averages. Also, in both cases, ILDs are more azimuth
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3.4 A systematic study of azimuth and distance cues
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Figure 3.12: Wilks Lambda measures (up) and recognition rates (down) for multiple azimuth FFT-related
cues computation techniques as a function of reverberation times. The notations used in the legend are as
specified in § 3.4.1.
discriminating than ILDs. Thus, in the following, only the “FFT-Mean1” approach is used
and compared with the other cue extraction techniques.
Overall azim h cues – this pa agraph shows the results of the s udy mad wi h the
ens mble of the cues review d in § 3.4.1. Wilks’ Lambda and recognition rates are shown i Fig-
ure 3.13. In this figure, the cues are as denoted in § 3.4.1: ITDCC , ITDGCC , ILD, IPDFFT ,
ILDFFT (computed in the FFT-Mean1 approach, and ITDcoch and ILDcoch (computed with
no modification on the outputs of gammatone filters). Note that FFT and cochlea-based cues
are computed on 30 frequency bands. Generally, and as expected, the recognition rate increases
as Wilks’ Lambda decreases, which provides logical conclusions despite the simplicity of the
LDA-based classifier. In summary, the cues computed using the original temporal signals with
no frequency dependent information exploitation present the weakest discriminatory abilities.
At t e sam tim , ITDs and ILDs extracted after cochlear filtering are better than IPDs and
ILDs extr cted based o the FFTs, according to the current implementations.
Distance cues – in the distance case, and having distances between 1m and 2.8m with
45cm steps, 5 groups are obtained. The evaluated cues are Vesa’s mean-squared coher-
ence [Vesa, 2007], [Vesa, 2009] (MSC), Smaragdis’s relative phase and magnitude [Smaragdis
and Boufounos, 2007] (RP and RM), Lu’s DRR-EQ [Lu and Cooke, 2010], and Hioka’s DRR-
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(B) FFT
FIGURE 2.5 – Comparaison des valeurs de ∧ pour (gauche) d fférents modèles auditifs (droite) différe ts
moyennages des FFT, produisant chacun des estimées des ITDs (courbes du dessus) et ILDs (courbes du
dessous). Figure tirée de (YOUSS F, 20 3).
ces différents modèles est probablement à l’origine de ce comportemen . Nous avo s égale-
ment comparé les 2 stratégies de moyennage de FFT proposées aux équations (2.6) et (2.7) au
sein de la figure 2.5b. Par analogie aux ancs de filtr s précédents, bandes de fréquences
successiv s sont également utilisées. Il apparaît clairement que les vale rs de ∧ associées à
la stratégie FFT1 s nt b aucoup plus faibles que dans la se o d stratég e : travailler ave
la moyenn des indices binauraux pl tôt que sur les i dic s obt nus par moye nage des
spectres conduit à une plus faible dispersion dans l’espace des données en fonction du temps
de réverbération. C’est donc cette stratégie qui sera retenu ur comparaison ans l suite.
L’ensembl des indices listés e §2.2.2.1 est comparé au sein de la figure 2.6a. Il y appa-
raît à nouveau que les indices en amplitude présentent généralement une plus grande rob s-
tesse aux réverbérations se traduisant par une valeur associée de ∧ plus faible. Par ailleurs,
l’ensemble des méthodes sans décomp sition s ectrale produit également de oins bons
résultat (i.e. un ∧ plus h ut) que les approches impliquant une décomposition fréquentielle
xplicite. Et des deux décompositions fréquentielles ét diées, celle s’appuyant sur les filtres
gammatone est à l’origine d’une moins grande dispersion des indices en fonction de la ré-
verbération. L’allure des réponses en fréquence des filtres gammatone, non régulièrement
espacés en fréquence et à bande passante variable, explique vraisemblablement ce meilleur
comportem nt.
Enfin, les 3 indices binauraux sensibl s à la ista ce sont comparés au sein de la fi-
gure 2.6b. Comme précédemment, les indices sont calculés sur 30 bandes de fréquences
successives. A la différence des indices binauraux utilisés pour la localisation en azimut, il3.4 A systematic study of azi uth and distance cues
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Figure 3.13: Wilks’ Lambda measures and LDA-based recognition rates for multiple azimuth-related cue
computation techniques for multiple reverberation times.
SCM cue [Hioka et al., 2010, 2011], all used in 30-d vectors, being computed on 30 frequency
bands. Indeed, the first two provide as many cues as used FFT points, which leads to very
large cue dimensions. The current implementation takes 30-D vectors after averaging the ob-
tained cues on 30 consecutive equal frequency bands covering the available frequency range.
At the same time, Lu’s DRR-EQ computation provides a single DRR value per frame, the
dimension has been increased by computing DRRs on 30 similar frequency bands also. It has
been reported that some distance cues are azimuth-dependent, leading to di↵erent distance
estimation performances for di↵erent azimuths. Results obtained after cue computation on
speech signals for both azimuths of 0  and 45  separately are reported in Figure 3.14. A
first observation of the plotted results shows that all the cues are the least e↵ective for a 0ms
reverberation time. Wilks’ Lambda measures decrease when passing from anechoic to echoic
conditions. This shows the need of reflections for distance estimation. But the performances
vary according to the RT60. Indeed, for most of the cues and from a certain RT60 value, a
higher RT60 does not imply better distance discrimination ability, but the contrary. In all
cases, the DRR-SCM cue ([Hioka et al., 2010, 2011]) is shown to be the most e↵ective and
robust to RT60 and source azimuth changes. This shows that the spatial correlation model,
despite using an assumption of di↵useness of the environment, only reached in ideal situations,
is a useful model providing reliable information for the method, as well as the decomposition
of the impulse response linking the emitted and received sounds into direct and reverberant
components. This cue will thus be adopted for a system outputting the value of the source
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Figure 3.14: Wilks’ La bda measures for multiple distance-related binaur l cues in function of the reverber-
ation time and two azimuths: 0  (up) and 45  (down).
distance, to be seen in the n xt chapter.
3.4.5 Discussion
This section summarized and evaluated di↵erent techniques used in the literature for com-
puting azimuth and distance binaural cues. A comparison of the position discriminatory powers
of these cues showed the di↵erences in qualities that they have. Such a study is much needed
as a means for better understanding the state-of-the-art and deciding about techniques to use
in such a system. In conclusion, the gammatone filtering resulting cues seem to be the most
appropriate for azimuth estimation. Distance is still not widely addressed and binaural dis-
tance cues show a sensitivity to the source’s azimuth, but Hioka’s distance cue DRR-SCM is
robust and better discriminating distances than the s. These conclusions will be t ken benefit
of in the established azimuth and distance estimation systems, that will be presented in the
following section.
3.5 Conclusion
In this chapter, acoustic cues for sound source localization have been addressed. The
human auditory system functioning regarding this task has been overviewed. The task can
be divided into azimuth, elevation, d distance estimatio which are done through di↵eren
80
3.5 Conclusion
0 100 200 300 400 500 600 7000
0.2
0.4
0.6
0.8
1
Reverberation time (ms)
W
ilk
s’
 L
am
bd
a
 
 
0 100 200 300 400 500 600 7000
0.2
0.4
0.6
0.8
1
Reverberation time (ms)
W
ilk
s’
 L
am
bd
a
 
 
DRR−EQ−vect
DRR−SCM−vect
RM−vect
RP−vect
MSC−vect
Figure 3.14: Wilks’ Lambda measures for multiple dista ce-related binaural cues in function of the reverber-
ation time and two azimuths: 0  (up) and 45  (down).
distance, to be seen in the next chapter.
3.4.5 Discussion
This section summarized and evaluated di↵erent techniques used in the literature for com-
puting azimuth and distance binaural cues. A comparison of the position discriminatory powers
of these cues showed the di↵erences in qualities that they have. Such a study is much needed
as a means for better understanding the state-of-the-art and deciding a out techniques to use
in such a system. In conclusion, the gammatone filtering resulting cues seem to be the most
appropriate for azimuth estimation. Distance is still not widely addressed and binaural dis-
tance cues sh w a sensitivity to the so rce’s zimuth, but Hioka’s distance cue DRR-SCM is
robust and better discriminating dist nces than others. These conclusions will b taken benefit
of in the established azimuth and distance esti ation sys ems, that will be pre ent d in the
following s ction.
3.5 Conclusion
In this chapter, acoustic cues for sound source localization have been addressed. The
human auditory system functioning regarding this task has been overviewed. The task can
be divided into azimuth, levation, and distance estimation which are done through di↵erent
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Figure 3.13: Wilks’ Lambda measures and LDA-based recognition rates for multiple azimuth-related cue
computation techniques for multiple reverberation times.
SCM cue [Hioka et al., 2010, 2011], all used in 30-d vectors, being computed on 30 frequency
bands. Indeed, the first two provide as many cues as used FFT points, which leads to very
large cue dimensions. The current implementation takes 30-D vectors after averaging the ob-
tained cues on 30 consecutive equal frequency bands covering the available frequency range.
At the same time, Lu’s DRR-EQ computation provides a single DRR value per frame, the
dimension has been increased by computing DRRs on 30 similar frequency bands also. It has
been reported that some distance cues are azimuth-dependent, leading to di↵erent distance
estimation performances for di↵erent azimuths. Results obtained after cue computation on
speech signals for both azimuths of 0  and 45  separately are reported in Figure 3.14. A
first observation of the plotted results shows that all the cues are the least e↵ective for a 0ms
reverberation time. Wilks’ Lambda measures decrease when passing from anechoic to echoic
conditions. This shows the need of reflections for distance estimation. But the performances
vary according to the RT60. Indeed, for most of the cues and from a certain RT60 value, a
higher RT60 does not imply better distance discrimination ability, but the contrary. In all
cases, the DRR-SCM cue ([Hioka et al., 2010, 2011]) is shown to be the most e↵ective and
robust to RT60 and source azimuth changes. This shows that the spatial correlation model,
despite using an assumption of di↵useness of the environment, only reached in ideal situations,
is a useful model providing reliable information for the method, as well as the decomposition
of the impulse response linking the emitted and received sounds into direct and reverberant
components. This cue will thus be adopted for a system outputting the value of the source
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Figure 3.14: Wilks’ La bda measures for multiple distance-related binaur l cues in function of the reverber-
ation time and two azimuths: 0  (up) and 45  (down).
distance, to be seen in the n xt chapter.
3.4.5 Discussion
This section summarized and evaluated di↵erent techniques used in the literature for com-
puting azimuth and distance binaural cues. A comparison of the position discriminatory powers
of these cues showed the di↵erences in qualities that they have. Such a study is much needed
as a means for better understanding the state-of-the-art and deciding about techniques to use
in such a system. In conclusion, the gammatone filtering resulting cues seem to be the most
appropriate for azimuth estimation. Distance is still not widely addressed and binaural dis-
tance cues show a sensitivity to the source’s azimuth, but Hioka’s distance cue DRR-SCM is
robust and better discriminating distances than the s. These conclusions will be t ken benefit
of in the stablished azimuth and distance estimation systems, that will be presented in the
following ection.
3.5 Conclusion
In this chapter, acoustic cues for sound source localization have been addressed. The
human auditory system functioning regarding this task has been overviewed. The task can
be divided into azimuth, elevation, d distance estimatio which are done through di↵eren
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Figure 3.14: Wilks’ Lambda measures for multiple dista ce-related binaural cues in function of the reverber-
ation time and two azimuths: 0  (up) and 45  (down).
distance, to be seen in the next chapter.
3.4.5 Discussion
This section summarized and evaluated di↵erent techniques used in the literature for com-
puting azimuth and distance binaural cues. A comparison of the position discriminatory powers
of these cues showed the di↵erences in qualities that they have. Such a study is much needed
as a means for better understanding the state-of-the-art and deciding a out techniques to use
in such a system. In conclusion, the gammatone filtering resulting cues seem to be the most
appropriate for azimuth estimation. Distance is still not widely addressed and binaural dis-
tance cues sh w a sensitivity to the so rce’s zimuth, but Hioka’s distance cue DRR-SCM is
robust and better discriminating dist nces than others. These conclusions will b taken benefit
of in the established azimuth and distance esti ation sys ems, that will be pre ent d in the
following s ction.
3.5 Conclusion
In this chapter, acoustic cues for sound source localization have been addressed. The
hum n auditory system functioning regarding this task has been overviewed. The task can
be divided into azimuth, levation, and distance estimation which are done through di↵erent
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(B) I dices binaur x po r la distance
FIGURE 2.6 – Comparaison des valeurs de ∧ po r (gauche) différents modèles auditifs (droite) différents
moyennages des FFT, produisant ch cun des estimées des ITDs (courbes du des us) et ILD (courbes du
dessous).Figure tirée de (YOUSSEF, 2013).
20 Chapitre 2. Contributions à l’analyse de scène sonore en Robotique
apparaît que les performances discriminatives en environnement anéchoïques des indices
de distance sont particulièrement mauvaises (∧ ≈ 1), ce qui est tout à fait logique à la vue
de leur définition (le champ réverbéré étant quasi nul). Il est intéressant de constater que
pour autant, les réverbérations dégradent également ∧ lorsqu’elles augmentent. Au final,
l’approche basée sur la corrélation spatiale (donnant lieu calcul du DRRSCM) semble la plus
robuste. Modéliser la diffusion du champ acoustique, même sur la base d’hypothèses fortes
pas nécessairement vérifiées dans les simulations proposées, permet d’aboutir à un indice
binaural particulièrement intéressant pour l’estimation de la distance en comparaison des
autres approches.
Publication
La contribution synthétisée dans cette sous-section a donné lieu à l’article (K. YOUS-
SEF, S. ARGENTIERI et J. L. ZARADER, 2012), publié et présenté au sein des sessions
spéciales “Robot Audition” de la conférence IEEE/RSJ IROS.
2.2.3 Apprentissage de la localisation
L’étude précédente a permis d’illustrer la grande variété de définitions et estimateurs
des mêmes caractéristiques de localisation du signal binaural. Sur cette base, nous
avons proposé un critère permettant de sélectionner la “meilleure” approche relati-
vement à sa sensibilité aux conditions expérimentales. La suite logique de ce travail
de Karim YOUSSEF a consisté à exploiter ces indices, mais avec toujours l’idée de
confronter les méthodologies de localisation à des contextes réalistes. Dans ce cadre,
et alors que les approches par apprentissage pour de l’analyse audio étaient encore
peu répandues en Robotique, la thèse de Karim YOUSSEF a été l’occasion de nous
focaliser sur un algorithme simple d’estimation de l’azimut et de la distance de la
source s’appuyant sur un réseau de neurones. Synthétisés dans la suite, ces travaux
mettent en évidence les conséquences 1/d’un placement différent du récepteur bi-
naural au sein de l’environnement (par exemple suite à une action du robot), et 2/des
réverbérations sur l’estimation de la position de la source.
2.2.3.1 Paramétrisation du problème
Nous proposons dans la suite d’exploiter l’architecture proposée à la figure 2.7. Elle met
en évidence les 2 étapes successives traditionnelles de ce type d’approche, i.e. une extraction
de caractéristique suivie d’un réseau de neurones. Ces deux parties sont détaillées dans la
suite.
Extraction de caractéristiques : sur la base de l’étude statistique précédente, nous choi-
sissons d’extraire les caractéristiques de localisation en sortie de filtres gammatones, i.e.
nous exploitons la stratégie AFE3 définie à l’équation (2.9) fournissant ITD
(i)
AFE3 et ILD
(i)
AFE3
sur L bandes de fréquences. Pour l’estimation de la distance, nous nous appuyons sur le
DRR(i)SCM défini à l’équation (2.14) déterminé sur la base d’une analyse en fréquence sur L
bandes. Ainsi, les deux vecteurs de caractéristiques utilisés respectivement pour l’estimation
de l’azimut et distance sont donnés par
{
V az[t] =
[
ITD
(1)
AFE3 , . . . , ITD
(15)
AFE3 , ILD
(16)
AFE3 , . . . , ILD
(30)
AFE3
]
,
V dist[t] = [DRR(1)SCM, . . . ,DRR
(30)
SCM].
(2.17)
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IL
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3
<latexit sha1_base64="odXV+PQJLi343WRrGWU3ZVL4vK8=">AAADCHicjVLLTttAFD24D9L0gSnLbiyiSl1FdlupLMOjqEgsgkQAKUSRbSapFb80HvNQlB/oP7Cl2+4qtvwFfwA7PoEzU0dqG/Uxlu0z555zZ85ogjyOCuW613PWg4ePHs/XntSfPnv+YsFefLlXZKUMRSfM4kweBH4h4igVHRWpWBzkUvhJEIv9YLSu6/vHQhZRlu6qs1z0En+YRoMo9BWpvr14qMSpGm9tb0z649XNj+8mfbvhNl0znFngVaCBarQz+w6HOEKGECUSCKRQxDF8FHy68OAiJ9fDmJwkikxdYII6vSVVggqf7IjfIWfdik051z0L4w65SsxX0ungNT0ZdZJYr+aYemk6a/ZPvcemp97bGf9B1Sshq/CZ7L98U+X/+nQWhQFWTIaImXLD6HRh1aU0p6J37vyUSrFDTk7jI9YlcWic03N2jKcw2fXZ+qZ+Y5Sa1fOw0pa4/Wu6aRLJ6oCv3plDfZ1Xwvv9AsyCvbdNz216O+8brbXqctTwCst4wxvwAS18QhsdrniCc1zgq/XF+mZ9ty5/SK25yrOEX4Z1dQ89xKBa</latexit><latexit sha1_base64="odXV+PQJLi343WRrGWU3ZVL4vK8=">AAADCHicjVLLTttAFD24D9L0gSnLbiyiSl1FdlupLMOjqEgsgkQAKUSRbSapFb80HvNQlB/oP7Cl2+4qtvwFfwA7PoEzU0dqG/Uxlu0z555zZ85ogjyOCuW613PWg4ePHs/XntSfPnv+YsFefLlXZKUMRSfM4kweBH4h4igVHRWpWBzkUvhJEIv9YLSu6/vHQhZRlu6qs1z0En+YRoMo9BWpvr14qMSpGm9tb0z649XNj+8mfbvhNl0znFngVaCBarQz+w6HOEKGECUSCKRQxDF8FHy68OAiJ9fDmJwkikxdYII6vSVVggqf7IjfIWfdik051z0L4w65SsxX0ungNT0ZdZJYr+aYemk6a/ZPvcemp97bGf9B1Sshq/CZ7L98U+X/+nQWhQFWTIaImXLD6HRh1aU0p6J37vyUSrFDTk7jI9YlcWic03N2jKcw2fXZ+qZ+Y5Sa1fOw0pa4/Wu6aRLJ6oCv3plDfZ1Xwvv9AsyCvbdNz216O+8brbXqctTwCst4wxvwAS18QhsdrniCc1zgq/XF+mZ9ty5/SK25yrOEX4Z1dQ89xKBa</latexit><latexit sha1_base64="odXV+PQJLi343WRrGWU3ZVL4vK8=">AAADCHicjVLLTttAFD24D9L0gSnLbiyiSl1FdlupLMOjqEgsgkQAKUSRbSapFb80HvNQlB/oP7Cl2+4qtvwFfwA7PoEzU0dqG/Uxlu0z555zZ85ogjyOCuW613PWg4ePHs/XntSfPnv+YsFefLlXZKUMRSfM4kweBH4h4igVHRWpWBzkUvhJEIv9YLSu6/vHQhZRlu6qs1z0En+YRoMo9BWpvr14qMSpGm9tb0z649XNj+8mfbvhNl0znFngVaCBarQz+w6HOEKGECUSCKRQxDF8FHy68OAiJ9fDmJwkikxdYII6vSVVggqf7IjfIWfdik051z0L4w65SsxX0ungNT0ZdZJYr+aYemk6a/ZPvcemp97bGf9B1Sshq/CZ7L98U+X/+nQWhQFWTIaImXLD6HRh1aU0p6J37vyUSrFDTk7jI9YlcWic03N2jKcw2fXZ+qZ+Y5Sa1fOw0pa4/Wu6aRLJ6oCv3plDfZ1Xwvv9AsyCvbdNz216O+8brbXqctTwCst4wxvwAS18QhsdrniCc1zgq/XF+mZ9ty5/SK25yrOEX4Z1dQ89xKBa</latexit><latexit sha1_base64="odXV+PQJLi343WRrGWU3ZVL4vK8=">AAADCHicjVLLTttAFD24D9L0gSnLbiyiSl1FdlupLMOjqEgsgkQAKUSRbSapFb80HvNQlB/oP7Cl2+4qtvwFfwA7PoEzU0dqG/Uxlu0z555zZ85ogjyOCuW613PWg4ePHs/XntSfPnv+YsFefLlXZKUMRSfM4kweBH4h4igVHRWpWBzkUvhJEIv9YLSu6/vHQhZRlu6qs1z0En+YRoMo9BWpvr14qMSpGm9tb0z649XNj+8mfbvhNl0znFngVaCBarQz+w6HOEKGECUSCKRQxDF8FHy68OAiJ9fDmJwkikxdYII6vSVVggqf7IjfIWfdik051z0L4w65SsxX0ungNT0ZdZJYr+aYemk6a/ZPvcemp97bGf9B1Sshq/CZ7L98U+X/+nQWhQFWTIaImXLD6HRh1aU0p6J37vyUSrFDTk7jI9YlcWic03N2jKcw2fXZ+qZ+Y5Sa1fOw0pa4/Wu6aRLJ6oCv3plDfZ1Xwvv9AsyCvbdNz216O+8brbXqctTwCst4wxvwAS18QhsdrniCc1zgq/XF+mZ9ty5/SK25yrOEX4Z1dQ89xKBa</latexit>
l[n]
<latexit sha1_base64="fJDR2qEApPgBJDv+z6PnRXUeARQ=">AAAC+XicjVLLSsNAFD2Nr1pfVZdugkVwVRIRdFl047KCfUAtkkynbXDyYDIRSvEX3OrWnbj1a/wD3fkJ3hlTUIuPCUnOnHvOnTnD+IkIUuU4zwVrZnZufqG4WFpaXlldK69vNNM4k4w3WCxi2fa9lIsg4g0VKMHbieRe6Ave8i+Pdb11xWUaxNGZGiW8G3qDKOgHzFOaEp2oe1GuOFXHDHsauDmoIB/1uPyGc/QQgyFDCI4IirCAh5SeDlw4SIjrYkycJBSYOsc1SuTNSMVJ4RF7Sd8BzTo5G9Fc90yNm9Eqgl5JThs75IlJJwnr1WxTz0xnzf7Ue2x66r2N6O/nvUJiFYbE/uWbKP/r01kU+jg0GQLKlBhGp2N5l8ycit65/SmVog4JcRr3qC4JM+OcnLNtPKnJrs/WM/UXo9SsnrNcm+H113STJJKqfXr1zmzSl+hKuN8vwDRo7lVdp+qe7ldqR/nlKGIL29ilG3CAGk5QR4NWHOIGt7izxta99WA9fkitQu7ZxJdhPb0DZ36a8Q==</latexit><latexit sha1_base64="fJDR2qEApPgBJDv+z6PnRXUeARQ=">AAAC+XicjVLLSsNAFD2Nr1pfVZdugkVwVRIRdFl047KCfUAtkkynbXDyYDIRSvEX3OrWnbj1a/wD3fkJ3hlTUIuPCUnOnHvOnTnD+IkIUuU4zwVrZnZufqG4WFpaXlldK69vNNM4k4w3WCxi2fa9lIsg4g0VKMHbieRe6Ave8i+Pdb11xWUaxNGZGiW8G3qDKOgHzFOaEp2oe1GuOFXHDHsauDmoIB/1uPyGc/QQgyFDCI4IirCAh5SeDlw4SIjrYkycJBSYOsc1SuTNSMVJ4RF7Sd8BzTo5G9Fc90yNm9Eqgl5JThs75IlJJwnr1WxTz0xnzf7Ue2x66r2N6O/nvUJiFYbE/uWbKP/r01kU+jg0GQLKlBhGp2N5l8ycit65/SmVog4JcRr3qC4JM+OcnLNtPKnJrs/WM/UXo9SsnrNcm+H113STJJKqfXr1zmzSl+hKuN8vwDRo7lVdp+qe7ldqR/nlKGIL29ilG3CAGk5QR4NWHOIGt7izxta99WA9fkitQu7ZxJdhPb0DZ36a8Q==</latexit><latexit sha1_base64="fJDR2qEApPgBJDv+z6PnRXUeARQ=">AAAC+XicjVLLSsNAFD2Nr1pfVZdugkVwVRIRdFl047KCfUAtkkynbXDyYDIRSvEX3OrWnbj1a/wD3fkJ3hlTUIuPCUnOnHvOnTnD+IkIUuU4zwVrZnZufqG4WFpaXlldK69vNNM4k4w3WCxi2fa9lIsg4g0VKMHbieRe6Ave8i+Pdb11xWUaxNGZGiW8G3qDKOgHzFOaEp2oe1GuOFXHDHsauDmoIB/1uPyGc/QQgyFDCI4IirCAh5SeDlw4SIjrYkycJBSYOsc1SuTNSMVJ4RF7Sd8BzTo5G9Fc90yNm9Eqgl5JThs75IlJJwnr1WxTz0xnzf7Ue2x66r2N6O/nvUJiFYbE/uWbKP/r01kU+jg0GQLKlBhGp2N5l8ycit65/SmVog4JcRr3qC4JM+OcnLNtPKnJrs/WM/UXo9SsnrNcm+H113STJJKqfXr1zmzSl+hKuN8vwDRo7lVdp+qe7ldqR/nlKGIL29ilG3CAGk5QR4NWHOIGt7izxta99WA9fkitQu7ZxJdhPb0DZ36a8Q==</latexit><latexit sha1_base64="fJDR2qEApPgBJDv+z6PnRXUeARQ=">AAAC+XicjVLLSsNAFD2Nr1pfVZdugkVwVRIRdFl047KCfUAtkkynbXDyYDIRSvEX3OrWnbj1a/wD3fkJ3hlTUIuPCUnOnHvOnTnD+IkIUuU4zwVrZnZufqG4WFpaXlldK69vNNM4k4w3WCxi2fa9lIsg4g0VKMHbieRe6Ave8i+Pdb11xWUaxNGZGiW8G3qDKOgHzFOaEp2oe1GuOFXHDHsauDmoIB/1uPyGc/QQgyFDCI4IirCAh5SeDlw4SIjrYkycJBSYOsc1SuTNSMVJ4RF7Sd8BzTo5G9Fc90yNm9Eqgl5JThs75IlJJwnr1WxTz0xnzf7Ue2x66r2N6O/nvUJiFYbE/uWbKP/r01kU+jg0GQLKlBhGp2N5l8ycit65/SmVog4JcRr3qC4JM+OcnLNtPKnJrs/WM/UXo9SsnrNcm+H113STJJKqfXr1zmzSl+hKuN8vwDRo7lVdp+qe7ldqR/nlKGIL29ilG3CAGk5QR4NWHOIGt7izxta99WA9fkitQu7ZxJdhPb0DZ36a8Q==</latexit>
r[n]
<latexit sha1_base64="2g3BqvD8KKbs65ntLLt8c9ICVr4=">AAAC+XicjVLLSsNAFD2Nr1pfVZdugkVwVRIRdFl047KCfUAtkqTTdjAvJhOhFH/BrW7diVu/xj/QnZ/gnXEKavExIcmZc8+5M2cYPw15Jh3nuWDNzM7NLxQXS0vLK6tr5fWNZpbkImCNIAkT0fa9jIU8Zg3JZcjaqWBe5Ies5V8eq3rriomMJ/GZHKWsG3mDmPd54ElFiU7cvShXnKqjhz0NXAMqMKOelN9wjh4SBMgRgSGGJBzCQ0ZPBy4cpMR1MSZOEOK6znCNEnlzUjFSeMRe0ndAs45hY5qrnpl2B7RKSK8gp40d8iSkE4TVarau57qzYn/qPdY91d5G9PdNr4hYiSGxf/kmyv/6VBaJPg51Bk6ZUs2odIHpkutTUTu3P6WS1CElTuEe1QXhQDsn52xrT6azq7P1dP1FKxWr5oHR5nj9Nd0kiaBqn161M5v0JboS7vcLMA2ae1XXqbqn+5XakbkcRWxhG7t0Aw5QwwnqaNCKQ9zgFnfW2Lq3HqzHD6lVMJ5NfBnW0zt2/Jr3</latexit><latexit sha1_base64="2g3BqvD8KKbs65ntLLt8c9ICVr4=">AAAC+XicjVLLSsNAFD2Nr1pfVZdugkVwVRIRdFl047KCfUAtkqTTdjAvJhOhFH/BrW7diVu/xj/QnZ/gnXEKavExIcmZc8+5M2cYPw15Jh3nuWDNzM7NLxQXS0vLK6tr5fWNZpbkImCNIAkT0fa9jIU8Zg3JZcjaqWBe5Ies5V8eq3rriomMJ/GZHKWsG3mDmPd54ElFiU7cvShXnKqjhz0NXAMqMKOelN9wjh4SBMgRgSGGJBzCQ0ZPBy4cpMR1MSZOEOK6znCNEnlzUjFSeMRe0ndAs45hY5qrnpl2B7RKSK8gp40d8iSkE4TVarau57qzYn/qPdY91d5G9PdNr4hYiSGxf/kmyv/6VBaJPg51Bk6ZUs2odIHpkutTUTu3P6WS1CElTuEe1QXhQDsn52xrT6azq7P1dP1FKxWr5oHR5nj9Nd0kiaBqn161M5v0JboS7vcLMA2ae1XXqbqn+5XakbkcRWxhG7t0Aw5QwwnqaNCKQ9zgFnfW2Lq3HqzHD6lVMJ5NfBnW0zt2/Jr3</latexit><latexit sha1_base64="2g3BqvD8KKbs65ntLLt8c9ICVr4=">AAAC+XicjVLLSsNAFD2Nr1pfVZdugkVwVRIRdFl047KCfUAtkqTTdjAvJhOhFH/BrW7diVu/xj/QnZ/gnXEKavExIcmZc8+5M2cYPw15Jh3nuWDNzM7NLxQXS0vLK6tr5fWNZpbkImCNIAkT0fa9jIU8Zg3JZcjaqWBe5Ies5V8eq3rriomMJ/GZHKWsG3mDmPd54ElFiU7cvShXnKqjhz0NXAMqMKOelN9wjh4SBMgRgSGGJBzCQ0ZPBy4cpMR1MSZOEOK6znCNEnlzUjFSeMRe0ndAs45hY5qrnpl2B7RKSK8gp40d8iSkE4TVarau57qzYn/qPdY91d5G9PdNr4hYiSGxf/kmyv/6VBaJPg51Bk6ZUs2odIHpkutTUTu3P6WS1CElTuEe1QXhQDsn52xrT6azq7P1dP1FKxWr5oHR5nj9Nd0kiaBqn161M5v0JboS7vcLMA2ae1XXqbqn+5XakbkcRWxhG7t0Aw5QwwnqaNCKQ9zgFnfW2Lq3HqzHD6lVMJ5NfBnW0zt2/Jr3</latexit><latexit sha1_base64="2g3BqvD8KKbs65ntLLt8c9ICVr4=">AAAC+XicjVLLSsNAFD2Nr1pfVZdugkVwVRIRdFl047KCfUAtkqTTdjAvJhOhFH/BrW7diVu/xj/QnZ/gnXEKavExIcmZc8+5M2cYPw15Jh3nuWDNzM7NLxQXS0vLK6tr5fWNZpbkImCNIAkT0fa9jIU8Zg3JZcjaqWBe5Ies5V8eq3rriomMJ/GZHKWsG3mDmPd54ElFiU7cvShXnKqjhz0NXAMqMKOelN9wjh4SBMgRgSGGJBzCQ0ZPBy4cpMR1MSZOEOK6znCNEnlzUjFSeMRe0ndAs45hY5qrnpl2B7RKSK8gp40d8iSkE4TVarau57qzYn/qPdY91d5G9PdNr4hYiSGxf/kmyv/6VBaJPg51Bk6ZUs2odIHpkutTUTu3P6WS1CElTuEe1QXhQDsn52xrT6azq7P1dP1FKxWr5oHR5nj9Nd0kiaBqn161M5v0JboS7vcLMA2ae1XXqbqn+5XakbkcRWxhG7t0Aw5QwwnqaNCKQ9zgFnfW2Lq3HqzHD6lVMJ5NfBnW0zt2/Jr3</latexit>
r(i)[n]
<latexit sha1_base64="qTAenrFBi3NdEBcwgonadaZ1VZ0=">AAAC/3icjVLNTuMwGBwCLFBgKXDkElEhwaVK0ErLEcFljyBRWlEKSoILFmkSOQ4SqjjwDlzZKzfElUfhDeDGIzA2qcSPYNdRkvF8M589lsMslrn2vIchZ3hk9MfY+ERlcmr650x1dm43TwsViUaUxqlqhUEuYpmIhpY6Fq1MiaAXxqIZnm6aevNMqFymyY4+z0SnFxwnsiujQJPaUwf9Zbly0U46h9WaV/fscD8DvwQ1lGMrrT5jH0dIEaFADwIJNHGMADmfNnx4yMh10CeniKStC1ygQm9BlaAiIHvK7zFn7ZJNODc9c+uOuErMV9HpYomelDpFbFZzbb2wnQ37Ve++7Wn2ds5/WPbqkdU4Ifsv30D5vz6TRaOLNZtBMlNmGZMuKrsU9lTMzt03qTQ7ZOQMPmJdEUfWOThn13pym92cbWDrj1ZpWDOPSm2Bp2/TDZIoVrt8zc5c6iu8Ev7HC/AZ7K7Wfa/ub/+qrW+Ul2McC1jEMm/Ab6zjD7bQ4IoJrnCNv86lc+PcOnevUmeo9Mzj3XDuXwC2dZ1D</latexit><latexit sha1_base64="qTAenrFBi3NdEBcwgonadaZ1VZ0=">AAAC/3icjVLNTuMwGBwCLFBgKXDkElEhwaVK0ErLEcFljyBRWlEKSoILFmkSOQ4SqjjwDlzZKzfElUfhDeDGIzA2qcSPYNdRkvF8M589lsMslrn2vIchZ3hk9MfY+ERlcmr650x1dm43TwsViUaUxqlqhUEuYpmIhpY6Fq1MiaAXxqIZnm6aevNMqFymyY4+z0SnFxwnsiujQJPaUwf9Zbly0U46h9WaV/fscD8DvwQ1lGMrrT5jH0dIEaFADwIJNHGMADmfNnx4yMh10CeniKStC1ygQm9BlaAiIHvK7zFn7ZJNODc9c+uOuErMV9HpYomelDpFbFZzbb2wnQ37Ve++7Wn2ds5/WPbqkdU4Ifsv30D5vz6TRaOLNZtBMlNmGZMuKrsU9lTMzt03qTQ7ZOQMPmJdEUfWOThn13pym92cbWDrj1ZpWDOPSm2Bp2/TDZIoVrt8zc5c6iu8Ev7HC/AZ7K7Wfa/ub/+qrW+Ul2McC1jEMm/Ab6zjD7bQ4IoJrnCNv86lc+PcOnevUmeo9Mzj3XDuXwC2dZ1D</latexit><latexit sha1_base64="qTAenrFBi3NdEBcwgonadaZ1VZ0=">AAAC/3icjVLNTuMwGBwCLFBgKXDkElEhwaVK0ErLEcFljyBRWlEKSoILFmkSOQ4SqjjwDlzZKzfElUfhDeDGIzA2qcSPYNdRkvF8M589lsMslrn2vIchZ3hk9MfY+ERlcmr650x1dm43TwsViUaUxqlqhUEuYpmIhpY6Fq1MiaAXxqIZnm6aevNMqFymyY4+z0SnFxwnsiujQJPaUwf9Zbly0U46h9WaV/fscD8DvwQ1lGMrrT5jH0dIEaFADwIJNHGMADmfNnx4yMh10CeniKStC1ygQm9BlaAiIHvK7zFn7ZJNODc9c+uOuErMV9HpYomelDpFbFZzbb2wnQ37Ve++7Wn2ds5/WPbqkdU4Ifsv30D5vz6TRaOLNZtBMlNmGZMuKrsU9lTMzt03qTQ7ZOQMPmJdEUfWOThn13pym92cbWDrj1ZpWDOPSm2Bp2/TDZIoVrt8zc5c6iu8Ev7HC/AZ7K7Wfa/ub/+qrW+Ul2McC1jEMm/Ab6zjD7bQ4IoJrnCNv86lc+PcOnevUmeo9Mzj3XDuXwC2dZ1D</latexit><latexit sha1_base64="qTAenrFBi3NdEBcwgonadaZ1VZ0=">AAAC/3icjVLNTuMwGBwCLFBgKXDkElEhwaVK0ErLEcFljyBRWlEKSoILFmkSOQ4SqjjwDlzZKzfElUfhDeDGIzA2qcSPYNdRkvF8M589lsMslrn2vIchZ3hk9MfY+ERlcmr650x1dm43TwsViUaUxqlqhUEuYpmIhpY6Fq1MiaAXxqIZnm6aevNMqFymyY4+z0SnFxwnsiujQJPaUwf9Zbly0U46h9WaV/fscD8DvwQ1lGMrrT5jH0dIEaFADwIJNHGMADmfNnx4yMh10CeniKStC1ygQm9BlaAiIHvK7zFn7ZJNODc9c+uOuErMV9HpYomelDpFbFZzbb2wnQ37Ve++7Wn2ds5/WPbqkdU4Ifsv30D5vz6TRaOLNZtBMlNmGZMuKrsU9lTMzt03qTQ7ZOQMPmJdEUfWOThn13pym92cbWDrj1ZpWDOPSm2Bp2/TDZIoVrt8zc5c6iu8Ev7HC/AZ7K7Wfa/ub/+qrW+Ul2McC1jEMm/Ab6zjD7bQ4IoJrnCNv86lc+PcOnevUmeo9Mzj3XDuXwC2dZ1D</latexit>
l(i)[n]
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FIGURE 2.7 – Architecture du système de localisation proposé (pour l’azimut). N filtres cochléaires sont uti-
lisés pour déterminer les indices ITD, ILD et DRR par bande de fréquence. Sur cette base, un réseau de
neurones partiellement connecté exploite l’ITD et l’ILD pour fournir une estimée de l’azimut, tandis qu’un
second réseau (totalement connecté) fournit lui une estimée de la distance.
L’équation (2.17) met en évidence deux aspects. D’une part, L = 30 bancs de filtres ont été
sélectionnés. L’influence du choix de ce nombre de banc de filtre a été détaillé dans (YOUS-
SEF, 2013), et la valeur de 30 y figure comme le meilleur compromis entre la dimension
des deux vecteurs de caractéristiques et le gain de performances évalué au sens de la mé-
trique (2.16). D’autre part, les deux vecteurs font apparaître une dépendance temporelle via
l’indice de fenêtre t. Ceci est le résultat d’un moyennage temporel effectué sur les vecteurs
de caractéristiques afin d’améliorer la robustesse aux réverbérations. Le dimensionnement
de ce moyennage a également été étudié de sorte que 10 vecteurs de caractéristiques suc-
cessifs sont utilisés pour obtenir le vecteur moyen utilisés dans la suite. Cette valeur est
le meilleur compromis entre une dynamique temporelle suffisante pour garantir une bonne
réactivité du système et ses performances statistiques. Pour terminer, on constate que le vec-
teur de caractéristiques V az est constitué d’éléments hétérogènes : des ITDs exprimés en s
associés aux fréquences les plus faibles, et des ILDs exprimés en dB associés aux fréquences
les plus hautes. Ceci est le résultats des propriétés connues de ces 2 indices : l’ITD fournit
des valeurs non ambiguës pour les faibles fréquences, tandis que l’ILD n’est significatif que
pour les plus hautes.
Réseau de neurones : deux réseaux de neurones sont exploités de manière indépendante
pour estimer l’azimut et la distance de la source. Le premier réseau, dédié à l’estimation
angulaire, est un réseau à connexions partielles. La nature du vecteur d’entrée, mêlant ITD
et ILD, justifie ce choix. Le réseau utilisé pour l’estimation de distance est quant à lui en-
tièrement connecté. Après étude comparative des propriétés de ces réseaux, tous deux sont
dotés d’une couche cachée de 14 neurones, pour 30 neurones d’entrée.
Génération des données simulées : comme précédemment, nous exploitons un environ-
nement de simulation réaliste pour générer les signaux binauraux desquels sont extraits les
vecteurs de caractéristique. Dans notre contexte robotique, il nous faut générer des données
représentatives des différents scenarii envisageables : le robot peut bouger dans l’environ-
nement (de multiples positions doivent être testées), changer d’environnement (différentes
conditions acoustiques doivent être envisagées), et chercher à localiser une source émettant
depuis n’importe quelle position (influence croisée entre les estimations angulaire et de dis-
tance). Ainsi, nous proposons d’exploiter le même type de base de données générées dans la
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Figure 4.5: Simulated echoic room with the four positions and orientations of the binaural sensor, and the
possible positions of the sound source.
– receiver positions: four positions as shown in Figure 4.5.
– reverberation times: 0; 200; 450 and 700ms;
– source-receiver relative positions: azimuths range between  45  and 45  with a 5  step,
distances range between 1m and 2.8m with a 45cm step.
More details about this database can be found in § A.2.1.
4.2.2.2 Recorded data
A binaural database has also been recorded in an echoic environment. The environmet is a
10⇥7.5⇥2.8m meeting room with concrete painted walls and roof, and resilient floor. Meeting
tables and chairs are placed next to the walls, leaving a wide free space for the sound source
and the receiver inside the room. Like in the simulations, the database is conceived to allow an
evaluation of both azimuth and distance estimations according to multiple receiver positions
in the room. The receiver is placed in three positions: at a corner, inside the room and near
a wall. At every receiver position, the sound source-receiver relative positions correspond to
azimuth angles ranging between  45  and 45  with a 5  step, and distances ranging between
1m and 3m with a 50cm step. This makes a total number of 95 source positions for each receiver
position (see Figure A.3). The receiver is Neumann’s KU100 dummy head, having the shape of
a human head with two human-like outer ears and two microphones placed inside their canals.
This shape allows the microphones to record signals that went through human-like head and
outer ears filtering. The sound source is a loudspeaker emitting french speech signals from
multiple male speakers, and lasting 3.5mn for each position. As for the relative positioning of
the receiver and the sound source, a very high precision is obtained using a motion capture
system. Codamotion is employed, it provides 3D positions of infrared markers, according to a
common landmark, with a precision of up to 0.1mm. Markers are placed on the KU100 and on
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FIGURE 2.8 – Cond tion expérimentales pour constituer la base de données d’évaluation de l’algorithme
de localisation. La source, placée à une élévation nulle, occupe des positions comprises entre −45◦ et +45◦
par pas de 5◦, à des distances comprises entre 1m et 2.8m par pas de 45cm, du récepteur binaural. La tête
binaurale est placée en 4 positions et orientations différentes, et les matériaux utilisés dans la simulation sont
ajustés pour modifier le temps de réverbération. Figure tirée de (YOUSSEF, 2013).
sous-section §2.2.2.2, dont les paramètres sont synthétisés sur la figure 2.8. La source simulée
émet soit un bruit blanc, soit des signaux de parole. Les données issues de ces simulations
sont ensuite réparties en 3 parties : une base d’apprentissage (environ 3000 exemples), une
base de validation croisée (environ 1000 exemples) pour éviter le sur-apprentissage, et une
base de validation (e viron 5000 ex mples). On notera, com te tenu des capacités de simu-
lation disponibles, la faible dimension des bases de données constituées. Ce choix se justifie
dans la mesure où il est rare de disposer, expérimentalement, d’un nombre important de
mesures effectuées dans les mêmes conditions (plusieurs environnements acoustiques, plu-
sieurs positions du récepteur audio, etc.) Il s’ag t donc aussi d’évaluer dans quelle mesure
l’approche proposée permet d’envisager, dans un contexte où il est difficile d’acquérir expé-
rimentalement beaucoup de données, un algorithme d’apprentissage pour la localisation de
source. Ce point est tout particulièrement critique pour l’établissement de la base de don-
nées réelle suivante.
Génération de données réell s : es signaux b nauraux ont également été enregistrés à
l’occasion de la constitution d’une base de données expérimentale, enregistrée depuis un
tête binaurale KU100 de Neumann au sein d’une pièce de 10×7.5×2.8m non échoïque, voir
figure 2.9. Un haut-parleur, jouant le rôle de source sonore, émet les mêmes sons que ceux
utilisés en simulation. De façon à disposer de la réalité terrain, un système de capture de
mouvements est utilisé pour mesurer avec une grande précision les positions relatives sour-
ce/récepteur. 3 positions du récepteur binaural sont utilisées, et pour chacune des positions
95 enregistrement binauraux sont effectués, chacun correspondant à une position/distance
relative de la source au récepteur.
2.2.3.2 Résultats
Nous proposons ici une synthèse des évaluations effectuées en 2 points : une étude
"meilleur cas", effectuée dans des conditions d’apprentissage et de test identiques, et une
étude des capacités de généralisation du réseau.
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Figure 4.6: Up: Meetings echoic room with the three positions and orientations of the binaural sensor, and
the used positions of the sound source. Down: a photo showing the receiver, the used loudspeaker and one of
the motion capture system’s three cameras.
the loudspeaker, allowing to project the loudspeaker coordinates to a new landmark centered
in the head, and to obtain its azimuth and distance according to it. This allowed to obtain real
positions that are very close to the wanted theoretical ones, with mean positioning azimuth and
distance errors of 0.18  and 1.46cm respectively. Since this study does not estimate elevations,
the receiver ears and the loudspeaker center are both placed on a height of 1.5m, making a
null source-receiver elevation. Acoustic constraints in the recordings are due to acquisition
additive noises and reflections caused by the room surfaces. More details about this database
can be found in § A.2.2.The system has been detailed, and evaluation criteria and data have
been presented. Evaluation results are shown in the next section.
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(A) Conditions expérimentales (B) Photo du dispositif
FIGURE 2.9 – Conditions expérimentales pour l’établissement de la base de donnée réelles. Un haut-parleur,
placée à une élévation nulle, occupe des positions angulaires comprises entre −45◦ et +45◦ par pas de 5◦
(précision de 0.18◦), à des distances comprises entre 1m et 3m par pas de 50cm (précision de 1.46cm), de
la tête binaurale KU100. Ce récepteur est placé en 3 positions et orientations différentes au sein d’une pièce
échoïque. Figure tirée de (YOUSSEF, 2013).
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Figure 4.7: Azimuth and distance errors for multiple reverberation times. White noise and speech signals are
considered. Up: azimuth errorbars with a training taking all distances into consideration. Middle: estimation
error in function of the test azimuth, white noise signals with smoothing, RT60=0 ms. Each black curve
corresponds to a test covering all the azimuths. The white curve represents the mean and standard deviation
of the black plots. Down: distance errorbars with a training taking all azimuths into consideration.
the performances and speed of the cue exploitation strategies, and of the GMMs and NNs
when the same cues are used (conclusions of this study can apply to a comparison of GMM
and NN distance estimations using DRR vectors). Thus, a comparison of both approaches as
pattern recognition systems, and of both interaural cues exploitation methods for sound source
localization is performed. A first aspect of this comparison can be in the fact that predictive
NNs are able to provide an estimation of the source location whereas GMMs decompose the
space into classes and are only capable of producing a class prediction. This links their azimuth
resolution to that of the data that they are trained on even though interpolations can be applied
to improve it. On the contrary, despite being trained with data of specific locations, NNs
o↵er exact azimuth values and can accurately predict untrained locations depending on their
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Figure 4.7: Azimuth and distance errors for multiple reverberation times. White noise and speech signals are
considered. Up: azimuth errorbars with a training taking all distances into consideration. Middle: estimation
error in function of the test azimuth, white noise signals with smoothing, RT60=0 ms. Each black curve
corresponds to a test covering all the azimuths. The white curve represents the mean and standard deviation
of the black plots. Down: distance errorbars with a training taking all azimuths into consideration.
the performances and speed of the cue exploitation strategies, and of the GMMs and NNs
when the same cues are used (conclusions of this study can apply to a comparison of GMM
and NN distance estimations using DRR vectors). Thus, a comparison of both approaches as
pattern recognition systems, and of both interaural cues exploitation methods for sound source
localization is performed. A first aspect of this comparison can be in the fact that predictive
NNs are able to provide an estimation of the source location whereas GMMs decompose the
space into classes and are only capable of producing a class prediction. This links their azimuth
resolution to that of the data that they are trained on even though interpolations can be applied
to improve it. On the contrary, despite being trained with data of specific locations, NNs
o↵er exact azimuth values and can accurately predict untrained locations depending on their
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(B) Estimation de l’azimut
FIGURE 2.10 – Erreur d’estimation de la distance (gauche) et de l’azimut (droite) pour différents temps de
réverbérations. Figure tirée de (YOUSSEF, 2013).
Évaluation pour des conditions d’apprentissage et de test identiques Dans cette partie,
les données simulées sont utilisées. Dans l’objectif d’évaluer les capacités d’estimation des
paramètres spatiaux du système proposé da s un cas idéal, les conditions acoustiques (spé-
cifiées via la valeur de temps de réverbération RT60), et la position du récepteur binaural,
sont identiques entre les phases d’apprentissage et de test. Les résultats obtenus sont alors
ceux présentés sur la figure 2.10. On peut y voir que l’erreur d’estimation de l’azimut est in-
férieure ou égale à 2◦ dans des conditions anéchoïque, et ce quel que soit le type de son émis
par la source. Les performances se dégradent comme attendu lorsque le RT60 augmente,
c tte augmentation pouvant être contenue grâce à l’introduction du moyennage temporel
des caractéristiques mentionné récédemment. L’estimation de la distance est quant à elle
très auvaise en environnement anéchoïque de part l’exploitation, au sein de la définition
même du DRR, du champ réverbéré inexistant dans un tel environnement. Là encore, plus le
RT60 augmente, moins précise est l’ stimation de distance obtenue. Né nmoins, l’erreur sur
la distance reste inférieur à 20cm dans les conditions les plus réverbéran es. Au final, da s
ces conditions optimales, la méthode proposée permet de localiser avec une marge d’er-
reur faible une source sonore dans un environnement réverbérant. A noter que nous avons
également conduit une étude comparative entre notre approche et celle proposée au même
moment dans (T. MAY, S. VAN DE PAR et A. KOHLRAUSCH, 2011 ; T. MAY, S. VAN DE PAR
et A. KOHLRAUSCH, 2012), qui propose d’exploiter des mixtures de gaussiennes (GMM)
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of both methods (see Figure 4.8). In the NNs case, most of the confusions of the examples
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Figure 4.8: Confusion matrices plots for NNs (up) and GMMs (down), obtained in the same conditions:
speech signals, RT60=450ms.
belonging to a given class are made with the two surrounding classes. Whereas the confusions
of the GMMs spread to further classes. In the current study, the rate of recognition when the
prediction belongs to the true class or one of the two surrounding classes is measured alongside
the true recognition rate and labeled “rec. 2”. Figure 4.9 plots the results obtained with this
comparison. It shows that, for the true recognition rates, the GMMs outperform the NNs
at low reverberation conditions. But taking into account the confusion with the surrounding
classes as good recognition shows the advantage of the NNs in all conditions. Indeed, GMMs
don’t witness the same jump in performances when taking into consideration the confusions
with both surrounding classes. Note that decreasing the complexity of the GMM system used
in [May et al., 2011], or increasing the size of the currently used training dataset can improve
the performances of the GMMs. But NNs make better use of this relatively low number of
training examples. Indeed, with a training dataset four times bigger than the last one, GMMs
outperformed NNs and their performances notably increased. Moreover, the increase in the
training data quantity has lead to a slight decrease in the NN performances. This might be an
e↵ect of the NN complexity, related to the number of hidden nodes [Bishop, 1995; Camastra
and Vinciarelli, 2008a]. [Bishop, 1995] said that as we increase the number of data points, we
can a↵ord to use more complex models. He also reported from [White, 1990] that despite the
fact that we cannot determine the exact system parameterization corresponding to a number
of data points, this complexity must grow in relation with the size of the dataset.
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of both methods (see Figure 4.8). In the NNs case, most of the confusions of the examples
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Figure 4.8: Confusion matrices plots for NNs (up) and GMMs (down), obtained in the same conditions:
speech signals, RT60=450ms.
belonging to a given class are made with the two surrounding classes. Whereas the confusions
of the GMMs spread to further classes. In the current study, the rate of recognition when the
prediction belongs to the true class or one of the two surrounding classes is measured alongside
the true recognition rate and labeled “rec. 2”. Figure 4.9 plots the results obtained with this
comparison. It shows that, for the true recognition rates, the GMMs outperform the NNs
at low reverberation conditions. But taking into account the confusion with the surrounding
classes as good recognition shows the advantage of the NNs in all conditions. Indeed, GMMs
don’t witness the same jump in performances when taking into consideration the confusions
with both surrounding classes. Note that decreasing the complexity of the GMM system used
in [May et al., 2011], or increasing the size of the currently used training dataset can improve
the performances of the GMMs. But NNs make better use of this relatively low number of
training xamples. Indeed, with a training dataset four times bigger than the last one, GMMs
outpe formed NNs and their performances notably increased. Moreover, the increase in the
training d ta quantity has lead to a slight decrease in the NN performances. This might be an
e↵ect of the NN complexity, related to the number of hidden nodes [Bishop, 1995; Camastra
and Vinciarelli, 2008a]. [Bishop, 1995] said that as we increase the number of data points, we
can a↵ord o use more complex models. He also reported from [White, 1990] that despite the
fact that we cannot determine the exact system parameterization corresponding to a number
of at p in s, this complexity must grow in relation with the size of the dataset.
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(B) Matrice de co fusion (GMM)
FIGURE 2.11 – Matrices de confusion pour les 2 approches réseau de neurones/GMM, obtenues dans les
mêmes conditions : base de données (signaux de paroles) identique, RT60=450ms. Figure tirée de (YOUSSEF,
2013).
en lieu et place du réseau de neurone. Afin d’en comparer les sorties (azimut en degré vs.
appartenance à une classe), les sorties du réseau de neurones sont regroupées en classes
positionn l es de 5◦ (par exemple, si l’azimut estimé apparti nt à l’intervalle [−2.5◦, 2.5◦], il
sera associé à la classe "0◦"). Comme dans l’article original, les GMM sont paramétrées de
telles sortes qu’une mixture de 15 gaussiennes est associée à chaque sortie de filtre gamma-
tone, pour 19 classes positionnelles de 5◦ comprises entre −45◦ et 45◦. Les 2 approches sont
exploitées dan exact men les mêm s conditions (apprentiss g , test, bases de d nnées,
si naux). En résumé, l’étude compar tive ontre :
— dans les conditions mentionnées précédemment, le système à base de GMM produit de
me lleurs aux de re on aissa es (au sens des lasses po itionnelles) ans des condi-
tions faiblement réverbérantes. Néanmoins, la matrice de confusion obtenue pour les
GMM montre que les erreurs de classification se répartissent très largement autour
de la vraie position de la source. Au contraire, la matrice de confusion obtenue pour
le réseau de neurone montre un comportement beaucoup plus homogène, voir la fi-
gure 2.11 ;
— ce premier point est très probablement lié au fait que la base de données exploitée est
volontairement constituée d’un nombre d’exemples "limité", réaliste au regard des ex-
ploitations expérimentales robotiques envisagées. Dès lors, augmenter la taille de la
base de données permet aux GMM d’obtenir de bien meilleurs résultats ... néanmoins
inatteignables expérimentalement. Une autre solution consiste également à réduire la
complexité du système à base de GMM (réduction de nombre de gaussiennes par mix-
ture et nombre de banc de filtres), au détriment toujours des performances.
Capacités de généralisation Sur la base du réseau de neurones évalué précédemment,
plusieurs études portant sur la capacité de généralisation de l’approche ont été menées. En
effet, dans un cadre robotique où la plateforme binaurale est susceptible de se déplacer, les
positions depuis lesquelles sont captées les données binaurales influencent grandement les
performances de localisation. De la même façon, si les conditions de réverbération évoluent
(typiquement si le robot change de pièce), il faut nous assurer de la robustesse de l’approche
à ce type de changement.
Pour un RT60 fixe de 200ms, l’erreur d’estimation de l’azimut et de la distance en fonc-
tion des différentes positions occupées par le récepteur binaural lors de la phase d’appren-
tissage est représentée sur la figure 2.12a. On peut y constater que non seulement chan-
ger de position par rapport à la phase d’apprentissage dégrade effectivement les perfor-
mances d’estimation en distance et azimut, mais également que certaines positions (ici la
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Figure 4.10: Generalization capabilities, receiver position: azimuth and distance errorbars with training on
Position1 and Position2 and testing on all the positions separately. RT60=200ms.
more important in the distance case than in the azimuth case, and the system keeps acceptable
levels of azimuth estimation errors. It seems that the acoustical constraints in Position2 lead
to harder generalization, either when the system is tested or trained on this position. Indeed,
it is the closest to the walls, with a head orientation that implies a non-symmetry of its
relative position according to the two closest walls. But the distance estimation, relying on a
straightforward estimation of reverberant energy, only operates well on the trained position.
The current evaluations were made with a RT60 of 200ms. Similar evaluations made with other
reverberation times exhibit similar conclusions, except for the 0ms RT60 where the distance
is not well estimated on any of the positions. These tests were followed by multi-positional
trainings, where the azimuth and distance estimation systems were trained with data extracted
at all the sensor positions. Testing these systems shows the most stable results , as it seems
that a learning of the whole environment has been made with almost equivalent e ciency on
the di↵erent receiver positions. This is despite the fact that a multi-position trained system
estimates the distance in a weaker way than on a certain position than a system trained on
this same position.
2) Influence of the reverberation time: in this case, the receiver is placed in Position1 for
training and testing but the acoustical conditions change. Training is performed with a certain
reverberation time, and testing is done with all the reverberation times separately. Figure 4.11
plots the azimuth and distance estimation errors according to the described tests using speech
signals. The plotted results show that the change of acoustical conditions highly a↵ects the
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Figure 4.11: Generalization capabilities: RT60. Azimuth and distance mean errors. Training is performed
on a reverberation time and testing on the same and the other reverberation times.
performances of the system, both in terms of azimuth and distance estimations. The lowest
errors are obtained when testing with data from the same training RT60. Estimation errors
increase with the di↵erence between the testing and training RT60’s.It is to be noted also that
a system that is trained with no reverberations has the weakest generalization abilities when
tested with reverberations in the environment.
3) Azimuth-distance mutual influencing: it has been reported that azimuth cues are
a↵ected by the source-sensor distance, as well as that the distance cues are a↵ected by the
azimuth. Indeed, some studies used the interaural cues - which are usually azimuth cues
- in distance estimation approaches. Moreover, the study made in 3.4.4 showed a certain
dependency of distance cues on azimuth. We propose to investigate these relations here. We
first perform an evaluation where the azimuth estimating NN is trained with data extracted
from a certain distance and tested with all the distances separately. This is followed by a
training on all distances and testing on each separately. Results are shown in Figure 4.12 - Up.
They show an increase of errors with the change of source distance, and a more stable azimuth
estimation with the multi-distance trained NN. As for the distance cues azimuth dependency,
the azimuths have been divided into two groups. Source positions with an azimuth between
 45  and  20  are considered “lateral”, and positions with azimuth between  25  and 0  are
considered “frontal”. Thus, and in the same sense of the previous tests, the NN is trained
consecutively on lateral and frontal positions and tested on lateral and frontal positions, and
then trained on both and tested on both separately. The results are shown in Figure 4.12 -
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(B) Influence du RT60 lors de l’apprentissage
FIGURE 2.12 – Étude de l’influence de la position (gauche) et des conditions de réverbération (droite) sur
l’erreur d’estimation de l’azimut (haut) et de la distance (bas). Figures tirées de (YOUSSEF, 2013).
position n◦2) conduisent à des capacités de généralisation moindres. Typiquement, la posi-
tion 2 semble en effet la plus diffic le d’un poi t de vue coustique (récepteur dans un coin
de la pièce). En moy ne, les p formances sont meille res lors d’un apprentissage mul i-
positionnel, comme on pouvait s’y attendre. Mais cela implique donc la création d’une base
de données pour de multiples positions potentielles du récepteur audio.
Pour le capteur binaural placé en position 1 pour les phases d’apprentissage et test, dif-
fé entes cond tion acoustiques sont maint nant prés ntées au système. Dans un premier
temps, l’apprentissage est effectué pour une valeur de RT60, et le test es réalisé pour une
autre valeur. Les résultats montrent là e core la nécessité de réaliser un apprentissage multi-
conditionnel, qui propose alors les meilleurs capacités de généralisation. A noter que comme
on pouvait s’y attendre, apprendre dans des conditions anéchoïque (RT60=0s) conduit aux
capacités de généralisation les plus faibl s, en particulier pour la distance.
Enfin, la distance à la source influence possiblement la quali é de l’estima ion de l’azimut
(et vice-versa). Cela est d’autant plus vrai que les indices interauraux classiques sont parf is
utilisés comme caractéristiques permettant l’estimation de la distance, cf. §2.2.2.1. Il s’agit
par exemple d’effectuer l’apprentissage du réseau à une certaine distance du récepteur bi-
naural, et d’évaluer la qualité de l’estimation angulaire du système pour d’autres distances.
Cette étude est résumée sur la figure 2.13a. On peut y voir une certaine sensibilité de l’es-
timation de l’azimut à la distance utilisée lors de la phase d’apprentissage d’autant plus
importante que cette distance est faible. Les effets de champ proche peuvent expliquer ce
comportement (du moins pour une distance de 1m). Là encore, les meilleurs résultats sont
obtenus après un apprentissage multiconditionnel sur un ensemble de distances proches à
lointaines. De la même façon, la figure 2.13a (bas) indique qu’il vaut mieux effectuer l’ap-
prentissage de la distance depuis des azimuts différents, frontaux (azimut compris entre
−20◦ et +20◦) comme latéraux (azimut compris entre −20◦ et −45◦ ou son symétrique).
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Figure 4.12: Generalization capabilities: azimuth and distance interdependency. Up: azimuth estimation
errors with training on a certain distance and testing on all the distances separately. Down: distance estimation
errors with training on a certain range of azimuths and testing on the same and another range of azimuths.
RT60=200ms.
Down. They lead to the following conclusion: a system trained on lateral positions has a weak
distance estimation in the frontal positions and vice versa, but a system trained on both at
the same time, has a good and equivalent estimation of distance on both.
4) Discussion: the reported generalization tests show good azimuth generalization capabil-
ities in terms of receiver position, as well as a high dependency on the acoustic conditions
of the room. Azimuth and distance estimations are highly dependent on reverberations but
in di↵erent ways. One is negatively a↵ected by them while the other needs them in order to
work. A factor that further complicates the reflections e↵ects is their non-uniformity caused
by the di↵erences in the room surfaces. This mainly a↵ects the distance cues that are using a
certain sound field di↵useness assumption, and the distance estimating system’s generalization
capabilities. It has been specified that the variations in conditions due to receiver position are
however small compared to the variations due to the change in room characteristics and so
in RT60 [Kinsler et al., 2000a]. These conclusions are thus in line with the presented results.
One other aspect of the obtained results is the notion of “easier/harder to learn data” that
shows through the evaluations. Indeed, a NN, used in the same configuration, has di↵erent
behaviors with di↵erent sets of training and testing data. For example, a training of an az-
imuth estimation NN using data extracted from multiple RT60’s at the same time exhibits
better testing results in the anechoic environment. This is in relation with the cues that are
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Figure 4.13: A and dista ce estimation errors with the recorded data, in the three available receiver
positions.
better in reflecting the azimuth in the anechoic conditions but that aspect a↵ects the learning
of the system even when cues from multiple conditions are included in the same training data
set. And thus, a multi-conditional training doesn’t always provide well-balanced results over
di↵erent testing conditions.
4.2.3.2 Recorded data
Similarly with the fir t evaluation using simulation data where training and testing condi-
tions wer matched, Figure 4.13 shows the system performances corresponding to the recorded
database. They show mean azimuth estimation errors of approximately 5  for Position1 and
6  for Position2 and Po tion3. distance estimation errors are between approximately 20 cm
and 23 cm for th three positions. Recall that errors are in relation with the recordings ad-
ditive n is s and the conditions of the room. Indeed, the room surfaces are not of the same
ature. Moreover, three of the walls and the ceiling are of concrete painted materials, while
the last one contained a set of glass windows with a curtain in front of each. This , and
the cquisition noise, dd constraints to the system in the acoustical properties of the room,
maki g the s und fiel di↵useness harder to accomplish, and thus the cues less accurate. But
it might explain the smaller azimuth estimation errors in Position1, being the closest to the
curtains, better absorbing sound than concrete walls. At the same time, Position2 shows a
s ightly better distance estimation, being near the room center and thus further from the walls
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(B) Résultats expérimentaux
FIGURE 2.13 – Étude de l’influence mutuelle de la distance et de l’azimut sur les capacités de généralisation
de l’approche (gauche).Résultats expérimentaux (droite). Figures tirées de (YOUSSEF, 2013).
Résultats expérime t ux Pour terminer cett synthèse des résultats obtenus, la base de
données expérime tales présentée à la figure 2.8 est exploitée dans le même type d’études
que p écédemment. Du fait de sa di ension m tée, seuls les résultats de l’étude position-
nelle sont présentés à la figure 2.13b, dans le cas où l’apprentissage et le test ont lieu à la
même position. Il y apparaît que le système est capable d’estimer correctement la position
de la source avec une erreur moyenne de 4 à 6 degrés en azimut, et environ 20cm en dis-
tance. La position 1 montre une m illeur estim tion angulaire : l’atténuati n apportée ar
d s r deaux à côté réduisent les réverbérations, ce qui en mêm temps c ndu t à une moins
bonne estimation de la distance. La position 2, au centre de la pièce, permet une meilleure
estimée de la distance : le champ diffus est probablement plus proche du modèle exploité
dans les indices acoustiques, expliquant ainsi ce meilleur résultat.
Publication
La co tribution synthétisée dans cette sous section a donné lieu à l’article (K. YOUS-
SEF, S. ARGENTIERI et J. L. ZARADER, 2013) publié et présenté au sein des sessions
spéciales “Robot Audition” de la conférence IEEE/RSJ IROS.
2.2.3.3 Conclusion
Cette étude exhaustive d’un système très classique à base de réseau de neurone pour
l’estimation de la position d’une source sonore met en évidence le besoin de disposer de
données exhaustives susceptible de balayer l’ensemble des dimensions du problème. On
peut envisager alors deux problématiques :
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— comment, sur la base de données synthétiques générées en nombre depuis des simula-
teurs acoustiques réalistes (reproduisant fidèlement bruit ambiant, réverbération, phy-
sique de la salle, etc.) peut-on espérer passer "dans le monde réel" avec de bonnes per-
formances? Cette question, classique en apprentissage artificiel, reste un sujet de re-
cherche à part entière, et est à notre connaissance pas ou peu abordée dans un contexte
audio ;
— comment, sur la base de données expérimentalement identifiées, peut-on généraliser
les apprentissages effectués depuis un nombre de données limitées? Notre participa-
tion au projet européen TWO!EARS impliquant des chercheurs reconnus en audition
binaurale a montré qu’il est encore nécessaire de collecter, identifier, mesurer énormé-
ment de données spécifiques à l’environnement courant du robot pour espérer obtenir,
dans ces mêmes conditions, des résultats corrects d’estimation de position. Cette ap-
proche permet néanmoins, par exemple après identification des HRIR du robot, d’en-
richir les données expérimentales de données simulées de manière plus réaliste que
dans des simulateurs physiques.
Enfin, l’approche abordée ici se base sur une approche "quasi-statique" de l’audition. L’ac-
tion du robot, si elle conduit à un déplacement du récepteur binaural –et donc de ses condi-
tions de captations audio–, n’est pas réellement exploitée à ce stade. C’est justement un
des objectifs des travaux de thèse d’Alban PORTELLO et Benjamin COHEN-LYVER que d’ex-
ploiter explicitement les capacités d’action du robot. Ces travaux sont présentés dans les
section 2.3 et 2.4 respectivement.
2.2.4 Apprentissage multimodal de la localisation de source sonore
Les travaux précédents avaient principalement pour objectif d’évaluer, de quanti-
fier et d’exploiter uniquement des informations audio pour procéder à la localisation
d’une source sonore dans un environnement réaliste. Pour autant, la plupart des pla-
teformes robotiques modernes sont également équipées d’autres modalités extéro-
ceptives, et en particulier de capacités visuelles. Dès lors, disposer d’informations
multimodales interroge l’idée d’utiliser seulement des données audio pour effectuer
l’analyse d’une scène sonore. Cette idée, prémisse des travaux de Benjamin COHEN-
LHYVER, est évaluée dans la suite.
Il est clair que l’intérêt du contexte robotique pour une tâche d’analyse de scène sonore
réside dans la capacité qu’a un robot à traiter des flux sensoriels de natures différentes.
Pourtant, très peu de travaux en audition robotique cherchent à exploiter cette capacité,
avec l’idée que quand on cherche à localiser une source sonore, on utilise alors uniquement
les données audio. Convaincus que du point de vue du robot et de son comportement il
n’était pas utile d’exprimer la tâche de localisation en terme angulaires objectifs (azimut,
distance, etc.), nous avons redéfini la tâche de localisation audio en terme de co-localisation
visuelle : apprendre la position d’une source sonore revient alors à essayer de la localiser
dans l’image. Cette opération est représentée sur la figure 2.14. Un haut parleur est repéré
dans l’image issue de la caméra équipant le robot par les coordonnées pixels de sa boite
englobante. Ce haut parleur émet en parallèle un son qui est capté par le récepteur binaural,
et les indices binauraux classiques en sont extraits. Un réseau de neurone apprend alors la
correspondance entre ces indices binauraux et la position de la source dans l’image. Le tracé
à droite de la figure 2.14 superpose la trajectoire réelle du haut parleur dans l’image (rouge)
avec celle estimée par les indices binauraux (bleu). On y constate une certaine imprécision
verticale, liée à la nature des indices binauraux utilisés, mais la localisation horizontale est
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4.3 A visio-auditory learning approach for azimuth and elevation estimation
4.3.2.2 Real recordings
Like in § A.1.2, the forthcoming experiments take place in an acoustically prepared room.
Figure 4.16 shows the room map and the acquisition experimental setup. The KU100 dummy
head is used to record the signals, and a camera is placed on top of it, delivering 44 images
per second with a resolution of 640⇥ 480 pixels. This image rate corresponds to time windows
lasting about 23ms. Note that the camera is not calibrated, as no projection in the 3D space
is required. Next, a small portable loudspeaker with a frequency response ranging from 200Hz
!
(a) (b)
Figure 4.16: (a) Acoustically-prepared room scheme, with the representation of the camera field of view
(approx. 60  of azimuth). (b) Experimental setup during an acquisition.
to 16kHz is used to emit a white noise. 3 colored patches are sticked in front of it. The vision
algorithm consists in finding the loudspeaker form, and then in detecting the three center points
of the patches previously identified, see Figure 4.17. A person presents the loudspeaker in front
of the camera during an experiment, and moves in the left, right, or vertical directions. The
three points coordinates are next extracted and used during the learning step as the actual
coordinates to be associated with the auditory perception. This constitutes the recorded
binaural audio-visual database used in the following.
(a) (b)
Figure 4.17: (a) Used loudspeaker, with the three colored markers. (b) Image actually viewed by the camera,
with the three markers correctly detected (cropped view of the real image).
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4.4 Conclusions and prospects
(a)
(b)
Figure 4.20: Experiments: estimation results, predicted dimensions as a function of time. (a) columns, (b)
lines.
Figure 4.21: Experiments: a truncated view of an image taken by the camera. It shows a predicted trajectory
made by the sound source (blue) and the corresponding real trajectory (red).
and evaluate the approach. But the obtained results are encouraging to further proceed in the
multimodal information treatment and to model new approaches of audio-visual processing.
4.4 Conclusions and prospects
This chapter first presented an azimuth and distance estimation system. The used cues
were judged to provide the best position discrimination among multiple previously presented
techniques. Azimuth estimation relied on interaural cues computed on multiple frequency
bands, and the extracted distance cues are also frequency-dependent direct-to-reverberant
energy ratios. Neural networks exploited the extracted cues for both tasks. Simulated and
recorded data have been established for evaluating the approach under the constraints of sound
reflections and changing receiver positions. First, a careful study was performed in order to
set the values of important parameters of the system, then evaluations were made. Results
showed very good localization capabilities with a sensitivity to certain factors, notably the
environment’s acoustic conditions. Later, an alternative visio-auditory learning approach for
sound source azimuth and elevation estimation was presented. It made the task of source
position detection for system training simpler and provided a novel way of coupling sound and
vision. The corresponding azimuth estimation evaluation results were shown to be equivalent to
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FIGURE 2.14 – Approche multimodale de la localisation : (gauche) haut-parleur, repéré par des marqueur, et
(mili u) traqué dans l’image. (Droite) projection de l localisation bin urale audio au sein de l’image : (rouge)
t ajectoire ré lle, (bleu) trajectoir esti ée. Figure tirée de (YOUSSEF, ARGENTIERI et ZARADER, 2012).
suffisamment précise pour déterminer avec une erreur de seulement 20 pixels la position
horizontale du haut-parleur dans l’image.
Publication
Cette contribution a donné lieu à l’article (YOUSSEF, ARGENTIERI et ZARADER, 2012)
publié et présenté au sein de la conférence IEEE ICASSP.
2.3 Localisation binaurale active de sources sonores
En parallèle des travaux menés à l’occasion de la thèse de Karim YOUSSEF, nous avons
eu l’occasion de co-encadrer la thèse d’Alban PORTELLO (PORTELLO, 2013) eff ctuée
au sein de l’Université Paul Sabatier à Toulouse et majoritairement suivie par P. Danès
au LAAS-CNRS. A ce titre, ses travaux sont très brièvement décris dans la suite. Ils
illustrent néanmoins comment inclure de manière plus explicite l’action au sein d’une
tâche de localisation de source sonore.
Les travaux d’Alban PORTELLO ont porté sur l’estimation active de la position de sources
sonores à l’aide de filtres stochastiques. Il s’agissait alors d’établir une représentation d’état
du robot doté de capacités de perception auditive modélisant la façon dont les ordres mo-
teurs modifient la position/orientation de la source sonore par rapport au récepteur binau-
ral. Sur cette base, et en établissant comment ce même mouvement est susceptible de mo-
difier la perception audio, ont été défini des stratégies de filtrage adaptées et consistantes.
En particulier, cette thèse s’est focalisée sur les données qui peuvent être construites à partir
du flux audio binaural, et sur la modélisation du lien existant entre ces observations audio
(s’appuyant en pratique sur les indices interauraux traditionnels) et les variables de posi-
tion et orientation entrant en jeux dans le problème. La stratégie de filtrage utilisée permet
ainsi d’estimer, au fur et à mesure du mouvement, l’azimut et la distance entre la source et
le robot, et de détecter conjointement si cette source est active ou non. En plus des dévelop-
pements théoriques, des expérimentations ont permis de démontrer l’applicabilité de l’ap-
proche dans un contexte réaliste, tel que celui représenté sur la figure 2.15a. Ces résultats ont
été obtenu au cours d’une des visites d’A. PORTELLO à l’ISIR. Dans ces expérimentations,
deux microphones sont placés sur un chariot mobile déplacé manuellement et au hasard.
Un système de capture de mouvement fournit la vérité terrain ainsi que l’équivalent de la
proprioception du robot. Sur cette base, on obtient la représentation de la figure 2.15b, où
les positions absolues du récepteur binaural (bleu), du haut parleur fixe dans l’environne-
ment (rouge) et l’estimation de position de l’algorithme de filtrage (gris) sont représentées.
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et le capteur est déplacé manuellement durant l’émission du haut-parleur et l’acquisition des
microphones. Pendant l’expérience, les positions et vitesses du capteur et du haut-parleur par
rapport à un repère fixe lié à la salle sont acquises à 200Hz avec un système de capture de
mouvement donnant une erreur de position inférieure au millimètre. La vérité terrain est donc
disponible pour tester la précision des résultats de localisation. Le protocole expérimental est
illustré en figure 4.17.
Figure 4.17: Protocole expérimental. (Gauche) Capteur binaural et haut parleur. L’une des
caméras infrarouges, mesurant la vérité terrain, est visible en arrière plan. (Haut-Droite) Les
deux microphones du capteur, munis de 5 marqueurs pour l’acquisition de leur déplacement au
cours de l’expérience. (Bas-Droite) Résultats du système de capture de mouvement, les positions
et orientations du capteur et du haut-parleur sont mesurées avec précision.
4.8.2 Résultats de la localisation
Les figures 4.19–4.20 montrent les résultats de localisation obtenus pour deux expériences
distinctes. Dans les deux cas, le haut parleur est immobile par rapport au monde et le capteur
(binaural en champ libre) est en déplacement. Dans l’expérience relative à la figure 4.19, un
bruit blanc Gaussien est émis en continu par le haut-parleur et la stratégie de filtrage FKU-
MH est utilisée. Dans l’expérience de la figure 4.20, un signal vocal intermittent est émis et
l’algorithme FBMMI est employé. Pour chaque cas, les résultats sont présentés en 6 itérations sur
deux pages (sens chronologique de haut en bas).
Pour chaque itération de l’expérience relative à la figure 4.19, trois sous-figures sont données.
Dans la sous-figure de gauche, on peut voir les positions vraies du capteur binaural (marqueurs
ronds bleus) et de l’émetteur (quatre marqueurs carrés rouges placés aux coins du haut-parleur,
un marqueur supplémentaire placé au milieu de sa face «avant»). Celles-ci sont exprimées en
mètres dans le repère relatif à la pièce et sont issues du système de capture de mouvement. La
figure présente également les ellipses de confiance à 99% de chacune des hypothèses propagées
par le FKU-MH (ellipses grisées semi-transparentes). La moyenne (triangle noir) et l’ellipse de
confiance à 99% (ellipse en trait plein noir) de la loi Gaussienne «moment-matchée» approximant
la densité a posteriori de la position de l’émetteur dans la pièce sont également représentées.
Dans la sous-figure de droite en haut, une représentation temps-fréquence des signaux perçus au
cours des trois secondes précédant l’instant courant est donnée (échelle en secondes pour le temps
et en kHz pour les fréquences). Dans la sous-figure de droite en bas, la CCG-HT utilisée pour
construire l’observation courante (i.e. le temps de retard entre les microphones estimé à l’itération
(A) Détails du dispositif expérimental.
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Figure 4.19: Résultats expérimentaux : capteur binaural en champ libre, source émettant un
bruit blanc Gaussien. Émetteur statique dans le repère monde. Capteur binaural en mouvement.
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Figure 4.19: Résu tats expérimentaux : capteur binaural en champ libre, source émettant un
bruit blanc Gaussien. Émetteur statique dans le repère monde. Capteur binaural en mouvement.
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Figure 4.19: Résultats expérimentaux : capteur binaural en champ libre, source émettant un
bruit blanc Gaussien. Émetteur statique dans le repère monde. Capteur binaural en mouvement.
(B) Estimation de la position au fur et à mesure du mouvement.
FIGURE 2.15 – (A) Évaluation expériment le de l’approche active. (Gauche) Aperçu du système, où deux
microphones sont placés sur n chariot mobile, et un haut parleur (fixe) émet un son. Tous deux sont repérés
dans l’espace via des LED infrarouges captées par un système de capture de mouvement. (Droite) Vue dé-
taillée des microphones et du résultat de la capture 3D.
(B) Résultats expérimentaux en fonction du temps pour un capteur en champ libre (sans tête) et pour une
source sonore émettant un signal vocal. Après un certain temps d’intégration du mouvement et des variation
de sensations audio résultantes, l’approche permet de localiser très précisément la source dans son environ-
nement. Figures tirées de (PORTELLO, 2013).
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On peut y voir qu’au début de l’estimation réside une classique ambiguïté avant/arrière : la
probabilité que la source sonore émette devant ou derrière le récepteur audio est la même
et le mouvement effectué (ici une simple translation) ne permet pas de la lever. Ce n’est
qu’une fois que le récepteur audio passe devant la source que cette ambiguïté n’existe plus,
et la source sonore est alors très précisément localisée. Une des principales limites de ces
travaux concerne le type de mouvement lui même : celui-ci est aléatoire et non contrôlé
par le robot pour résoudre la tâche de localisation audio. La boucle perception/action tra-
ditionnelle n’est en fait pas fermée, et seule la voie montante, couplant les signaux audio
extéroceptifs et la proprioception de la plateforme sont exploités pour inférer les positions
relatives des sources sonores. Ces problématiques ont depuis été abordées par P. DANÈS
dans (BUSTAMANTE, DANÉS et al., 2016).
Publication
Les travaux d’A. PORTELLO ont donné lieu aux articles (PORTELLO, DANÈS et AR-
GENTIERI, 2011 ; PORTELLO, DANÈS, ARGENTIERI et PLEDEL, 2013 ; MARKOVIC et al.,
2013), tous trois publiés et présentés au sein des sessions spéciales “Robot Audition”
de la conférence IEEE/RSJ IROS.
2.4 Vers des considérations attentionnelles audio-guidées
Les travaux présentés en 2.2, effectués durant la thèse de Karim YOUSSEF, étaient cen-
trés sur l’estimation de la position d’une source sonore au sein d’un environnement
acoustique réaliste. Nous avons pu montrer que si le robot était capable de s’y dépla-
cer, alors il fallait tenir compte des changements acoustiques résultants pour espérer
continuer à localiser avec une bonne précision les source sonores. En d’autres termes,
l’action a été envisagée plutôt comme une contrainte venant s’appliquer à la tâche de
localisation de source sonore. En parallèle, la thèse d’Alban PORTELLO brièvement
évoquée en 2.3 a été l’occasion de traiter cette même problématique en exploitant
cette fois les conséquences positives du changement de position, i.e. le changement
de point de vue sur la ou les sources sonores au cours du mouvement. Par ailleurs,
comme nous l’avons illustré à la figure 2.2, d’autres tâches audio sont susceptibles
de bénéficier de la mobilité accordée à la plateforme mobile. Et si la localisation reste
probablement la brique de base essentielle à tout système d’analyse d’une scène so-
nore en robotique, nous avons voulu également travailler à la place de l’action au
sein d’une architecture complète impliquant l’ensemble des tâches de localisation, re-
connaissance et navigation. Cette réflexion a été menée à l’occasion de la thèse de
Benjamin COHEN-LHYVER, qui traite en particulier de la modulation du mouvement
de tête d’un robot humanoïde pour l’élaboration de cartes multimodales permettant à
l’agent de mieux comprendre son environnement. A la différence des travaux précé-
dents, l’approche proposée par B. COHEN-LHYVER est intrinsèquement multimodale
et active. Elle couple une approche montante traditionnelle d’analyse de signaux per-
ceptifs (audio et vision) à une approche descendante permettant, via la génération
d’ordres moteurs, de comprendre et interpréter l’environnement audiovisuel du ro-
bot.
Après une présentation du contexte et des objectifs de ces travaux dans une première
sous-section, un système de modulation du mouvement de la tête (HTM pour Head Turning
Modulation) est présenté. L’architecture de chacune des 2 parties le constituant (un module
de pondération dynamique, jugeant de l’importante de la stimulation, couplé à un module
2.4. Vers des considérations attentionnelles audio-guidées 31
d’inférence et de fusion multimodale) est détaillée, et le système complet est enfin évalué
dans une dernière sous-section. Une conclusion termine cette synthèse.
2.4.1 Positionnement et objectif
Imaginons un instant être étudiant, en cours. Alors que notre attention est (normale-
ment) portée sur l’enseignant, un bruit de verre cassé au fond de la salle se fait entendre.
Une des première réactions que nous aurons va être très certainement de tourner la tête en
direction de l’événement audio, afin de comprendre ce qu’il s’est passé. Cette rotation de
la tête permet de mobiliser la vision dans la direction estimée par la modalité auditive, et
ainsi de porter notre attention sur cet événement inattendu. Ce mouvement reste néanmoins
quasi-réflexe : l’analyse de l’événement perceptif n’a pas mobilisé de ressources cognitives
avancées (aspect réflexe), mais reste sujet à une interprétation liée au contexte : nous avons
reconnu un bruit de verre brisé, peu probable dans le contexte “salle de cours”. Pour au-
tant, si ce type de bruit se reproduit un certain nombre de fois, il est probable que nous ne
tournerons plus la tête : l’événement à l’origine de la stimulation audio a été intégré à notre
représentation de l’environnement. Et nous pouvons (normalement) porter à nouveau notre
attention sur l’enseignant.
Doter un robot de ce type de capacité d’analyse de la scène (sonore, entre autre) reste au-
jourd’hui encore un défi. Dans l’exemple proposé plus haut, une solution pour décider du
comportement actif du robot (via un déclenchement du mouvement de sa tête par exemple)
pourrait consister à coder en dur ce comportement. Il s’agit alors d’envisager tous les cas
possibles déclenchant une réaction du robot, et sur la base de règles codées par l’ingénieur,
de décider du changement de son comportement. Évidemment, cela n’est guère envisa-
geable dans des environnement dynamiques dotés d’objets audio et visuel changeant et
inconnus a priori. D’une manière plus générale, chercher à comprendre les mécanismes à
l’origine de la modulation attentionnelle et les reproduire dans un cadre robotique fait ap-
pel à de nombreux champs disciplinaires qu’il serait trop long de lister. Néanmoins, nous
pouvons tenter de citer quelques inspirations à l’origine de ce travail, balayant des aspects
biologiques, neuronaux, cognitifs et robotiques.
Dans notre contexte, nous restreindrons la définition de l’attention à la réquisition conco-
mitante des organes sensibles (oreilles et yeux en particulier) vers une entité d’intérêt (spa-
tialisée ou non). Très souvent, l’attention peut être déclenchée par les caractéristiques in-
trinsèques aux signaux captés : on parle alors d’un phénomène ascendant/montant, ou
exogène (LE MEUR et al., 2006 ; DRIVER et SPENCE, 1998), s’appuyant sur la saillance des
caractéristiques bas-niveau des signaux (TREISMAN et GELADE, 1980). Il existe également
des processus attentionnels descendant, ou endogène, motivant l’exploration spatiale ou
sémantique dans un but déterminé et interne (LE MEUR et al., 2006 ; DRIVER et SPENCE,
1998). La notion de saillance, bien qu’intensivement utilisée dans différentes communautés,
reste assez mal définie, ou alors d’une manière spécifique à l’environnement et au contexte
applicatif. Elle est néanmoins très souvent caractérisée comme une caractéristique intrin-
sèque à un stimuli pouvant être à l’origine d’une réaction attentionnelle, autant dans un
cadre audio (DUANGUDOM et ANDERSON, 2007) que visuel (NOTHDURFT, 2006). Cepen-
dant, dire qu’une telle caractéristique est susceptible de solliciter, a priori et systématique-
ment, l’attention du robot est réducteur. Comme l’a montré l’exemple illustratif précédent,
le contexte, la répétition des phénomènes, sont susceptibles de moduler l’importance de
cette saillance intrinsèque. Sur ce constat, nous avons proposé à l’occasion de la thèse de
B. COHEN-LHYVER de définir une nouvelle forme de saillance, sémantique et contextuali-
sée : la congruence (cf. §2.4.2.1). Ce type de considérations visant à inclure des informations
contextuelles plus haut niveau dans l’établissement de cartes de saillance a déjà été proposé
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dans la littérature (OLIVA et al., 2003), mais uniquement dans un cadre visuel et supervisé.
Dans le domaine audio, nous pouvons citer (KAYSER et al., 2005 ; KALINLI et NARAYANAN,
2007). La prise en compte d’informations multimodales permet également l’émergence de
comportements attentionnels basés sur la saillance d’une modalité en fonction d’une autre.
Dans ce domaine, citons (RUESCH et al., 2008) qui propose un modèle de filtrage attention-
nel basé sur la saillance de données multimodales via l’établissement d’une carte interne de
l’environnement (PETERS II et al., 2001).
Il est intéressant de mettre en parallèle ces différents modèles de saillance avec les mé-
canismes neuronaux mis en place chez l’homme pour traiter de discontinuités sémantiques,
i.e. d’événements imprédictibles. Cette détection est rendue possible par la capacité de nos
aires sensorielles à détecter des stimuli inattendus. Une des manifestations neuronales con-
nues de cette capacité est la MMN (Mismatch Negativity) (NÄÄTÄNEN, GAILLARD et MÄN-
TYSALO, 1978), qui se traduit par une augmentation de la réponse neuronale suite à la pré-
sentation d’un stimulus déviant (un son à 200Hz au milieu d’une séquences de sons à 1kHz,
par exemple). Il est important de noter que la MMN se produira indépendamment de la
signification propre du stimulus déviant ; en d’autres termes, la nature incongrue de la ré-
action dépend uniquement du contexte, et n’est pas issue d’une caractéristique intrinsèque
au stimulus. Ce type de réaction a été identifié dans toutes les aires sensorielles du cerveau,
mais est particulièrement présente dans le système auditif (MOLHOLM et al., 2005). Appa-
raissant entre 100ms et 200ms seulement après l’apparition du stimulus déviant, la MMN
est également à l’origine de réactions motrices attentionnelles, illustrant ainsi l’intérêt de la
notion de congruence dans la compréhension des entités perceptives peuplant notre envi-
ronnement. Parmi les autres mécanismes d’intérêts, nous pouvons également citer la théorie
de la hiérarchie inverse (RHT) (AHISSAR et HOCHSTEIN, 2004 ; NELKEN et AHISSAR, 2006 ;
SHAMMA, 2008) qui stipule que le traitement multimodal d’informations sensorielles im-
plique aussi bien une communication ascendante que descendante entre les capteurs et les
aires computationnelles du cerveau. Cette théorie explique la propagation plus rapide des
informations vers les aires de traitement haut-niveau lorsqu’il n’existe aucune ambiguïté
entre les stimuli. Ainsi, l’analyse d’un son ou d’une image peut être accélérée par l’absence
de temps passé à en analyser les composantes bas-niveau. A l’opposé, si cette même infor-
mation est incongrue, il est alors nécessaire de mobiliser l’ensemble des aires de traitement,
bas-niveau comme haut-niveau, pour en obtenir l’interprétation. Et la nature multimodale
des stimuli renforce encore plus cette assertion, une modalité pouvant en compléter une
autre.
Publication
Le positionnement et les considérations biologiques synthétisés dans cette sous sec-
tion, tous deux peu connus et originaux au sein de la communauté Acoustique et
Signal ( binaural), ont donné lieu à la soumission par B. COHEN-LHYVER d’un cha-
pitre du livre “The Technology of Binaural Understanding”, édité par J. BLAUERT et
J. BRAASCH. Sa publication est prévue pour 2019.
Doter un robot de la capacité de comprendre et structurer une représentation de son en-
vironnement, via la détection d’événements inattendus nécessitant son attention requiert
ainsi (i) une définition précise de la notion d’incongruence (inspiré de la MMN), (ii) la
nécessité de rationaliser les traitements en s’appuyant sur la nature multimodale des si-
gnaux à traiter (inspiré de la RHT), le tout (iii) en s’appuyant sur une architecture active
capable d’exploiter les mouvements moteurs pour consolider cette représentation. Cette
chaîne montante et descendante de traitement a justement été l’objet d’étude du projet Eu-
ropéen TWO!EARS, présenté dans la suite.
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2.4.1.1 Le projet TWO!EARS
Le projet TWO!EARS a eu pour objectif de développer un modèle computationnel de la
perception sonore (et de son expérience) intégrant des aspects multimodaux et actifs. Le
projet a débouché en particulier sur la mise au point de 2 plateformes robotiques capables
d’explorer de manière interactive leur environnement sur la bases de données audio (bi-
naurales) et visuelles. Entre autres applications, le système logiciel et matériel TWO!EARS
développé à cette occasion a pu servir de banc d’essai permettant l’évaluation de différents
algorithmes mêlant une approche classique montante d’analyse des signaux audiovisuels
à des considération descendantes inspirées de la cognition. Deux preuves de concept ont
ainsi été proposées : l’analyse exploratoire d’une scène sonore –dans le contexte spécifique
d’une tâche de recherche et sauvetage–, et la prédiction de la qualité de l’expérience ba-
sée sur l’exploration interactive de champs sonores pour l’évaluation de leur reproduction
selon différentes méthodes. Le système repose sur une architecture modulaire ouverte 4 et
largement documentée 5, ayant comme principale nouveauté la prise en compte explicite et
imbriquée de processus d’analyse montant et/ou descendant. Enfin, une nouvelle approche
formalisant la formation d’objets possiblement multimodaux est introduite, incluant l’affec-
tation de leur sens, l’acquisition de connaissance, et la représentation (par apprentissage) de
l’environnement. L’ensemble de ces points ont été traités par le consortium au sein d’une
architecture particulière, présentée dans la suite.
2.4.1.2 Architecture du système TWO!EARS
La figure 2.16 représente schématiquement l’architecture complète du système TWO!EARS
et met en évidence deux chemins de données :
— la voie montante : partant des signaux issus des capteurs (audio et visuels), une étape
d’extraction de caractéristiques permet d’en extraire une représentation basse dimen-
sion. De nombreuses caractéristiques différentes ont été utilisées, allant des indices
binauraux traditionnels présentés précédemment, aux traditionnels Mel Frequency
Cepstral Coefficients (MFCCs) pour les méthodes de reconnaissance de sons. Pour
les images, des gradients, surfaces, directions, sont extraites des images fournies par
la paire stéréo équipant une des plateformes mobiles. Une originalité de l’architecture
réside dans le fait que les paramètres d’extraction de ces caractéristiques peuvent pour
la plupart être modifiés dynamiquement. Sur la base de ces caractéristiques, des sys-
tèmes experts proposent leur classification en terme de classes audio ou visuelle. Enfin,
sur la base de ces classifications, une décision est prise quant à leur signification, ou
sur la nécessité de modifier/moduler l’extraction de caractéristique pour affiner une
conclusion. Cela nous mène au second chemin de données ;
— la voie descendante : les conclusions des experts (en terme de classification, de qua-
lité de la localisation, etc.) peuvent modifier les paramètres des différentes couches
traversées par les signaux. Il s’agit alors par exemple de modifier la répartition et la
forme des filtres cochléaire (concentration sur une bande fréquentielle d’intérêt), de
moduler le calcul de certaines caractéristiques (amplification/atténuation de certaines
composantes du signal), d’amplifier ou amoindrir la reproduction artificielle de cer-
tains phénomènes psychoacoustiques (effet de précédence, pour le traitement des ré-
verbérations par exemple). Cette voie descendante vient aussi possiblement moduler
les commandes motrices du système, en particulier en provocant une modification du
comportement exploratoire du robot.
4. L’intégralité des développements logiciels est disponible sur Github, à l’adresse https://github.com/
TWOEARS/
5. http://docs.twoears.eu/en/1.4/
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2 Final Publishable Summary
Figure 2.1: Multi-layer Two!Ears model architecture.
A first full version of this system, which is primarily based on MATLAB®, has been made
publicly available during this reporting period Years 2 and 3. The deployment system is
the interfacing of the development system with actual robot systems intended for real-time
operation. The deployment system was developed in three parallel stages: (i) A virtual
implementation connecting auditory modelling in terms of a virtual agent with virtual
acoustics and visual simulation. (ii) A Head-And-Torso-Simulator (HATS; used model:
KEMAR) endowed with cameras for stereoscopic vision, allowing rotation motion of the
dummy head to actively explore the environment. (iii) The final system is implemented
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caractéristiques
<latexit sha1_base64="D9wHAofVrDYbms7pfVhHLOw7xZI=">AAADPnicjVJNa9VAFD1Ja631o1GXboIPwdUjrxt1IRRLwWUFny30PSTJmz6HJpmYmYil9Mf5K4o7d9WFuHXpmes8iy0VJzBzP849c++cFG2lrcuyz1G8tHxt5frqjbWbt27fWU/u3ntjTd+ValyaynR7RW5VpRs1dtpVaq/tVF4XldotDrd8fveD6qw2zWt31Kppnc8bfaDL3DFkkueYoIDCHBoNjlHSbuC4dzjBGrbxkV6HnBlHjGE2xYz5lJUTIkrmFvlvtDSsIN+jJ8oSMRHO2UX2t8kgG2ay0svGKBgDhLVjklNSzdhCSeo6UJWoeLnlt48RMrSMTXmVb8q34fNKRpmwytJupdlD7nN6+yHa0K+l4ak0alhn5BFSPGKNIa6j7W9LJd8Ls49exX0snL63I55F4KoZdXgXnuZfdQvk/9b5WRwO8FRm8IK2EvHTlYGll1epRMDzqRwZWpHFi6t5KhFU/XnnVGqszH4u+FdB+qj3F/L2/BHYJQUeXZTzsjHeGD4bjl5tDDZfBKVX8QAP8ZhyPsEmXmIHY1J/iVai9SiJP8Vn8ff4x29oHIWa+/hrxT9/AUHiqL4=</latexit><latexit sha1_base64="D9wHAofVrDYbms7pfVhHLOw7xZI=">AAADPnicjVJNa9VAFD1Ja631o1GXboIPwdUjrxt1IRRLwWUFny30PSTJmz6HJpmYmYil9Mf5K4o7d9WFuHXpmes8iy0VJzBzP849c++cFG2lrcuyz1G8tHxt5frqjbWbt27fWU/u3ntjTd+ValyaynR7RW5VpRs1dtpVaq/tVF4XldotDrd8fveD6qw2zWt31Kppnc8bfaDL3DFkkueYoIDCHBoNjlHSbuC4dzjBGrbxkV6HnBlHjGE2xYz5lJUTIkrmFvlvtDSsIN+jJ8oSMRHO2UX2t8kgG2ay0svGKBgDhLVjklNSzdhCSeo6UJWoeLnlt48RMrSMTXmVb8q34fNKRpmwytJupdlD7nN6+yHa0K+l4ak0alhn5BFSPGKNIa6j7W9LJd8Ls49exX0snL63I55F4KoZdXgXnuZfdQvk/9b5WRwO8FRm8IK2EvHTlYGll1epRMDzqRwZWpHFi6t5KhFU/XnnVGqszH4u+FdB+qj3F/L2/BHYJQUeXZTzsjHeGD4bjl5tDDZfBKVX8QAP8ZhyPsEmXmIHY1J/iVai9SiJP8Vn8ff4x29oHIWa+/hrxT9/AUHiqL4=</latexit><latexit sha1_base64="D9wHAofVrDYbms7pfVhHLOw7xZI=">AAADPnicjVJNa9VAFD1Ja631o1GXboIPwdUjrxt1IRRLwWUFny30PSTJmz6HJpmYmYil9Mf5K4o7d9WFuHXpmes8iy0VJzBzP849c++cFG2lrcuyz1G8tHxt5frqjbWbt27fWU/u3ntjTd+ValyaynR7RW5VpRs1dtpVaq/tVF4XldotDrd8fveD6qw2zWt31Kppnc8bfaDL3DFkkueYoIDCHBoNjlHSbuC4dzjBGrbxkV6HnBlHjGE2xYz5lJUTIkrmFvlvtDSsIN+jJ8oSMRHO2UX2t8kgG2ay0svGKBgDhLVjklNSzdhCSeo6UJWoeLnlt48RMrSMTXmVb8q34fNKRpmwytJupdlD7nN6+yHa0K+l4ak0alhn5BFSPGKNIa6j7W9LJd8Ls49exX0snL63I55F4KoZdXgXnuZfdQvk/9b5WRwO8FRm8IK2EvHTlYGll1epRMDzqRwZWpHFi6t5KhFU/XnnVGqszH4u+FdB+qj3F/L2/BHYJQUeXZTzsjHeGD4bjl5tDDZfBKVX8QAP8ZhyPsEmXmIHY1J/iVai9SiJP8Vn8ff4x29oHIWa+/hrxT9/AUHiqL4=</latexit><latexit sha1_base64="D9wHAofVrDYbms7pfVhHLOw7xZI=">AAADPnicjVJNa9VAFD1Ja631o1GXboIPwdUjrxt1IRRLwWUFny30PSTJmz6HJpmYmYil9Mf5K4o7d9WFuHXpmes8iy0VJzBzP849c++cFG2lrcuyz1G8tHxt5frqjbWbt27fWU/u3ntjTd+ValyaynR7RW5VpRs1dtpVaq/tVF4XldotDrd8fveD6qw2zWt31Kppnc8bfaDL3DFkkueYoIDCHBoNjlHSbuC4dzjBGrbxkV6HnBlHjGE2xYz5lJUTIkrmFvlvtDSsIN+jJ8oSMRHO2UX2t8kgG2ay0svGKBgDhLVjklNSzdhCSeo6UJWoeLnlt48RMrSMTXmVb8q34fNKRpmwytJupdlD7nN6+yHa0K+l4ak0alhn5BFSPGKNIa6j7W9LJd8Ls49exX0snL63I55F4KoZdXgXnuZfdQvk/9b5WRwO8FRm8IK2EvHTlYGll1epRMDzqRwZWpHFi6t5KhFU/XnnVGqszH4u+FdB+qj3F/L2/BHYJQUeXZTzsjHeGD4bjl5tDDZfBKVX8QAP8ZhyPsEmXmIHY1J/iVai9SiJP8Vn8ff4x29oHIWa+/hrxT9/AUHiqL4=</latexit>
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Figure 2.1: Multi-layer Two!Ears model architecture.
A first full version of this system, which is primarily based on MATLAB®, has been made
publicly available during this reporting period Years 2 and 3. The deployment system is
the int rfacing of th development system with actual robot systems intended for real-time
operation. The deployment system was developed in three parallel stages: (i) A virtual
implementation connecting auditory modelling in terms of a virtual agent with virtual
acoustics and visual simulation. (ii) A Head-And-Torso-Simulator (HATS; used model:
KEMAR) endowed with cameras for stereoscopic vision, allowing rotation motion of the
dummy head to actively explore th envir ent. (iii) The final system is implemented
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FIGURE 2.16 – (Gauche) Architecture complète du modèle TWO!EARS, telle que proposée dans le projet.
(Droite) Version (très) simplifiée, précisant l’implémentation du module H M pren nt en charge la modula-
tion du mouvement de la tête.
En terme d’implémentation, l’ensemble de ces fonctionnalités est structuré en trois princi-
paux composants logiciels : un blackboard (structure de centralisation des données), des
sources de connaissance (Knowl dge Sources (KS), modules experts chargés de l’analyse
précise et dédiée des données), et un scheduler ( hef d’orchestre, responsable de l’exécution
des différentes sources de connaissance).
Notre contribution au sein de cette architecture s’appuie principalement sur le retour
moteur, permettant au système de se doter d’un comportement actif exploratoire, et en re-
tour au robot de mieux comprendre et interpréter son environnement. Ainsi, l’architecture
exploitée peut se “simplifier” en celle proposée à la figure 2.16 (droite), où le module “Head
Turning Modulation” (HTM) de modulation du mouvement de la tête est exploité pour pi-
loter le comportement moteur de la tête, tout en fournissant en sortie une interprétation
de l’environnement du robot en terme d’objets multimodaux localisés. Le détail de cette
approche est proposé dans la suite.
2.4.1.3 Notations
Comme indiqué au sein de la figure 2.16, le module HTM s’appuie sur la sortie des clas-
sifieurs audio et visuels. Un classifieur est une source de connaissance dédiée à la classifica-
tion de trames audio ou visuelles en une seule et unique classe audio cai ou visuelle c
v
k (par
exemple, cai ∈ {voix, aboiements, cris, . . . } pour les classes audio, ou cvk ∈ {PERSONNE,
CHIENS, BÉBÉ, . . . } pour les classes visuelles), de sorte que nous disposons d’autant de pro-
babilité d’appartenance pai [t] et p
v
k[t] d’une trame à une classe c
a
i et c
v
k qu’il y a de classifieurs
audio ou visuel. Dans toute la suite, nous noterons respectivement Pa[t] et Pv[t] les vecteurs
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regroupant les sorties des Na et Nv classifieurs audio et visuels disponibles, de sorte que
Pa[t] = (pa1[t], . . . , p
a
Na [t])
T et Pv[t] = (pv1[t], . . . , p
v
Nv [t])
T , (2.18)
où t représente l’indice temporel numérotant les trames catégorisées. De la même façon,
nous disposons d’experts de localisation, fournissant pour chacun des angles potentiels
d’arrivée (en azimut, le problème étant supposé plan) une probabilité de provenance paθu [t]
et pvθu [t]. Par analogie, nous disposons respectivement donc de 2 vecteurs Θ
a[t] et Θv[t] de
localisation audio et visuelle, définis par
Θa[t] = (paθ1 [t], . . . , p
a
θNθ
[t])T et Θv[t] = (pvθ1 [t], . . . , p
v
θNθ
[t])T , (2.19)
avec Nθ = 72 angles répartis entre 0◦ et 360◦ par pas de 5◦. En pratique, l’ensemble de ces
vecteurs sont regroupés en un seul et unique vecteur V[t], avec
V[t] = (P[t]T ,Θ[t]T )T , avec P[t] = (Pa[t]T ,Pv[t]T )T et Θ[t] = (Θa[t]T ,Θv[t]T )T . (2.20)
Ce vecteur V[t] constitue ainsi l’entrée du module HTM, dont l’objectif sera de transformer
un des événements Ψj (apparition d’un son ou de données visuelles) présents de manière
objective dans l’environnement ε(l) = {Ψ1, . . . ,ΨLl}, en un objet oj perçu par le robot, i.e.
Ψj = {θ(Ψj), c(Ψk)} −→ oj = {θ̂(oj), ĉ(oj)}, avec ĉ(oj) = {ĉa(oj), ĉv(oj)}, (2.21)
où un objet oj (resp. un événement Ψj) est défini par sa localisation estimée θ̂(oj) (resp. sa
localisation θ(Ψj)), mais également par sa classe audiovisuelle estimée ĉ(oj) (resp. sa classe au-
dio visuelle c(Ψk)). A noter que l’estimation de la position angulaire d’un objet s’effectue
sur la base de l’information visuelle tant que l’objet est dans le champ visuel du robot ; dans
le cas contraire, c’est la localisation audio qui est exploitée. Cette définition générique per-
met alors d’envisager des cas courants où l’objet perçu oj ne coïncide pas avec l’événement
Ψj objectivement présent dans l’environnement : des erreurs de localisation ou de recon-
naissance peuvent en effet dégrader la représentation interne e(l) = {o1, . . . , oNl} du lième
environnement analysé par le robot, définie par la collection des Nl objets la constituant.
Enfin, nous pouvons définir les catégories audiovisuelles C(l)(cai , cvk) présentes dans cette
représentation par
C(l)(cai , cvk) =
{
oj ∈ e(l), ĉa(oj) = cai et ĉv(oj) = cvk
}
. (2.22)
Sur la base de ces définitions, comment obtenir et consolider au fur et à mesure de l’ex-
ploration une représentation interne stable de l’environnement de manière active? C’est à
cette question que tente de répondre l’architecture de modulation du mouvement de la tête
présentée dans la suite.
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2.4.2 Le module HTM
Une des première étapes du travail de thèse de B. COHEN-LYVER a consisté à tra-
vailler sur la notion d’importance. Cette première réflexion a donné lieu à un module,
au sein de l’architecture du projet TWO!EARS, dit de “pondération dynamique” et vi-
sant à déclencher des mouvements de la tête en direction des objets détectés comme
étant importants pour la compréhension de l’environnement. Cette importance est
formalisée via la notion de congruence explicitée précédemment. Puis, très vite s’est
posé la question de la multimodalité et de l’accès aux données audio et visuelle dans
un contexte où le robot pouvait être amené à focaliser ses capteurs en direction d’une
source d’intérêt. Alors un second module, dit “d’inférence et de fusion multimodale”
et visant à compléter une information éventuellement manquante sur un objet audio-
visuel sur la seule base des données perçues, a été proposé par B. COHEN-LYVER. Il
s’agit alors d’être capable d’associer, par apprentissage actif, les labels audio et visuel
des événements présents autour du robot. Sur cette base, une représentation interne
de l’environnement peut enfin être construite : le robot dispose alors de toute l’infor-
mation nécessaire pour moduler son comportement. Ces deux modules sont rapide-
ment présentés et évalués dans la suite.
2.4.2.1 Module de pondération dynamique
Le module de pondération dynamique, appelé DWmod dans la suite, vise à implémenter
la notion de congruence de façon à décider de l’importance d’un objet dans la représentation
interne de l’environnement d’un robot. A la différence des approches mentionnées en intro-
duction, ce qui doit requérir l’attention du robot ne doit pas être le signal dont les caractéris-
tiques bas-niveau forment un marqueur de différence temporel (via la notion de saillance),
mais plutôt celui dont le sens est marqueur de différence par rapport à son environnement
sémantique. De fait, l’approche proposée diffère des travaux déjà existant selon :
— le contenu audio et visuel bas niveau, qui n’est donc pas pris en compte. Seule son
interprétation haut niveau, i.e. sa catégorie audiovisuelle, est pertinente ;
— le rôle du comportement actif, qui va d’une part permettre au système d’apprendre
son environnement, mais qui va également devoir être modulé selon son degré de
compréhension.
Formalisation : Dans toute la suite, un objet oj de classe audio cai et de classe visuelle
cvk sera supposé incongru si d’autres objets appartenant à la même catégorie audiovisuelle
C(l)(cai , cvk) n’ont jamais été détectés précédemment par le robot. Sur la base de cette défini-
tion, et en omettant temporairement la dépendance temporelle des notations, nous pouvons
définir la probabilité p(C(l)(cai , cvk)) qu’un objet oj appartienne à la catégorie audiovisuelle
C(l)(cai , cvk) à un instant t par
p(C(l)(cai , cvk)) =
|C(l)(cai , cvk)|
Nl
, (2.23)
où la notation |.| désigne le cardinal des ensembles. Sur la base de cette probabilité, nous
pouvons alors définir une pondération w(oj) de l’objet oj selon
w(oj) =
{
f [n] si p(C(l)(cai , cvk)) ≤ Kl,
f [n] sinon,
(2.24)
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oùKl = 1/|C(l)| représente l’équiprobabilité des catégories audiovisuelles, et n le nombre de
trames durant lequel sa probabilité d’appartenance à la catégorie C(l)(cai , cvk) a été inférieur
ou supérieur à Kl 6. Cette valeur de seuil a été choisie afin de n’imposer aucune donnée
a priori, évitant ainsi l’apparition de biais dans les fréquences attendues d’apparition des
catégories audiovisuelles. Les deux fonctions de pondération f et f sont ici deux sigmoïdes
au comportement symétrique, f partant de 0 pour tendre vers 1 en n = 5 pas de temps (et
symétriquement pour f ). Ainsi, un objet oj sera considéré comme incongru (et donc il sera
pertinent d’y porter son attention) si son poids est égal à 1, i.e. si sa probabilité d’appartenir
à la catégorie audiovisuelle C(l)(cai , cvk) est inférieure ou égale à l’équiprobabilité pendant au
moins n = 5 pas de temps.
Sur la base de cette décision sur l’incongruence éventuelle d’un objet, il faut alors déci-
der du déclenchement du mouvement de la tête en sa direction. Or plusieurs événements
peuvent être considérés comme incongrus au même moment. Il est donc nécessaire de sélec-
tionner l’objet nécessitant l’attention du robot, c’est à dire celui qui provoquera une rotation
de la tête en sa direction. Si on note ∆t(oj) la durée durant laquelle un objet oj est présent
dans la représentation de l’environnement, on peut alors définir le vecteur d’activité τDW
des Nl objets présents dans cette même représentation par
τDW = {τDW(o1), . . . , τDW(oNl)}, avec τDW(oj) = ∆t(oj)×
p(C(l)(cai , cvk))
Kl
. (2.25)
Ainsi, disposant de chacune des localisations estimées θ̂a/v(oj) des Nl objets, on décide de
générer la commande motrice θDW selon
θDW = θ̂(oj) avec j = arg min
l
τDW(ol). (2.26)
Ainsi, l’objet oj disposant de l’activité τDW(oj) la plus faible est choisi comme étant celui vers
lequel le robot devra tourner la tête. Il est intéressant de noter que l’équation (2.25) privilé-
gie les objets venant d’apparaître dans la représentation, associés à une valeur ∆t(oj) faible.
Cette modulation par la durée d’apparition permet ainsi d’inclure une forme de motivation
par la nouveauté, et donc une certaine forme de curiosité, dans le comportement du robot.
Au final, dans le cas extrême où chaque nouvel objet apparaissant dans la représentation
appartient à une nouvelle catégorie audiovisuelle, le seuil Kl (fonction de l’équiprobabilité
d’apparition de ces catégories) tend à diminuer de plus en plus, provoquant ainsi un mou-
vement de tête systématique dans leur direction. A l’opposé, si la quasi-totalité des objets
appartiennent à la même catégorie, Kl augmentera de sorte que la plupart des mouvements
de tête seront inhibés : l’apparition de sources identiques ne nécessite pas l’attention du
robot, libérant ainsi ses mouvements pour d’autres tâches.
Pour terminer il est clair que pour une représentation e(l) d’un environnement donné
(définie pour rappel par la collection des objets oj la constituant) les poids associés à chacun
de ses objets constituent une distribution de leurs catégories. En ce sens, le vecteur W(l)
défini par
W(l) = {w(o1), . . . , w(oJ)} (2.27)
représente les règles de congruence du lième environnement représenté. Ainsi, à chaque nou-
vel environnement exploré peut correspondre des règles de congruence différentes. Néan-
moins, garder en mémoire ces règles de congruence permet éventuellement d’en hériter lors
de l’exploration d’un environnement inconnu. Il s’agit alors de transférer les connaissances
6. En pratique, n est remis immédiatement à 0 en cas de changement de décision sur la congruence ou
incongruence de l’objet.
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acquises précédemment vers la nouvelle représentation : un objet déjà congru dans un en-
vironnement précédent peut ainsi directement être considéré comme tel dans un nouveau.
Nous pouvons donc appliquer les règles de congruence W(n) de la représentation e(n) à la
représentation e(m) en cours d’exploration si et seulement si
{C(m)(cai , cvk)} ⊆ {C(n)(cai , cvk)}, (2.28)
et nous aurons alors dans ce cas W(m) = W(n) : les règles de congruence déjà découvertes
ont été transférées à un nouvel environnement.
Évaluation : Nous pouvons d’ores et déjà illustrer le fonctionnement du DWmod dans le
cadre d’un scénario simulé simple, impliquant uniquement des objets audiovisuels émettant
chacun leur tour dans le temps. Des évaluations en (bien) plus grand nombre sont propo-
sées dans (COHEN-LHYVER, 2017), notamment dans un cas multisources simultanées. La
figure 2.17a représente l’évolution dans le temps des poids w(oj) pour une scène constituée
de 3 objets : 2 de catégorie identique (MALE speech), et 1 de catégorie différente (FEMALE
crying). A l’apparition du premier objet, celui-ci se voit immédiatement attribué un poids
de 1 (il est donc incongru). L’apparition d’un second objet d’une catégorie identique ne
change pas la classification des objets en présence (les premières sources apparaissant dans
l’environnement sont sujettes à un cas limite imposé par l’égalité non-stricte dans (2.24)).
L’apparition d’un nouvel objet d’une nouvelle catégorie à t ≈ 50 conduit à une réévaluation
de leurs poids, qui seront à nouveau réévalués à l’occasion de leur réapparition en t = 80 et
t = 100 : les deux sources deviennent alors congrues. Jusqu’à la fin de la simulation, aucun
nouvel objet n’apparaissant dans l’environnement, c’est donc l’objet FEMALE crying qui
reste incongru. On peut noter que même si d’autres objets MALE speech étaient apparus,
ils auraient été immédiatement classés comme congrus : dans cet environnement, cet objet
n’est pas porteur d’information, et il n’est vraisemblablement pas utile que le robot tourne
sa tête en leur direction (sauf pour une tâche autre que celle envisagée ici).
Les conséquences sur les mouvements de tête, et donc le comportement moteur explo-
ratoire du robot, sont évidentes. La figure 2.17b indique qu’après s’être focalisé sur les deux
premiers objets MALE speech présents dans l’environnement, le robot se focalise systéma-
tiquement sur l’objet incongru FEMALE crying (cf. tracé en trait plein). En comparaison,
un robot naïf qui tournerait la tête en réponse à toutes les sollicitations de l’environnement
serait nettement plus sollicité (cf. tracé en pointillés). Le DWmod a donc modulé le réflexe
de rotation de la tête en ayant intégré à sa représentation les fréquences de présentation
des objets la constituant. Nous voyons néanmoins apparaître une des limites de la forma-
lisation simple employée ici : aucune habituation temporelle autre que celle basée sur les
fréquences d’apparitions des objets n’est exploitée, de sorte que le robot reste toujours fo-
calisé sur l’objet incongru. Il serait néanmoins très simple d’ajouter de telles considérations,
mais qui peuvent alors êtres envisagées à l’occasion d’une tâche de plus haut-niveau (déci-
sionnelle en particulier), non traitée ici.
Publication
La contribution présentée dans cette sous-section, détaillant la formalisation du mo-
dule de pondération dynamique, a donné lieu à l’article (COHEN-LHYVER, ARGEN-
TIERI et GAS, 2015) publié et présenté au sein de la conférence IEEE ROBIO.
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(A) Évolution des poids associés à chacun des objets. A un poids négatif correspond un objet congru, à un
poids positif correspond un objet incongru.
(B) Objets focalisés par le robot. Traits bleus : trajectoire motrice générée par le DWmod (un objet "focalisé"
est traversé par cette ligne) ; traits rouges : trajectoire motrice obtenue pour un robot naïf.
FIGURE 2.17 – Représentation du fonctionnement du DWmod pour différents objets qui "émettent" leur in-
formation audiovisuelle aux instants repérés en gris. Figure tirée de (COHEN-LHYVER, 2017).
2.4.2.2 Module d’inférence et de fusion multimodale
Le module DW avait pour objectif de déterminer quel(s) événement(s) audiovisuel(s)
pourrai(en)t nécessiter l’attention du robot dans un contexte d’exploration d’environ-
nements inconnus. S’appuyant sur la notion de congruence, vue comme une mesure
de l’importance sémantique relative d’un événement audiovisuel, le système proposé
dans la première partie de la thèse de B. COHEN-LHYVER permet de doter le robot
d’une représentation de son environnement. En ce sens, il est à son tour un "système
expert" (au même titre que les classifieurs audio et visuel), partageant cette représen-
tation du monde au sein du blackboard de l’architecture TWO!EARS. Cependant, on
remarque assez vite un soucis majeur lié à la façon dont le module a accès aux données
(ici les résultats de classification). Nous avons en effet fait l’hypothèse que les classes
audiovisuelles étaient systématiquement accessibles au robot, alors qu’il est évident
que ce ne sera pas le cas : si une source est placée en dehors du champs de vision des
caméras, le label visuel sera inaccessible. Dès lors, comment décider de la congruence
d’un événement? Les résultats précédents ont été obtenus en faisant l’hypothèse que
toutes les données étaient accessibles à tout instant (via une vision omnidirectionnelle
par exemple). En pratique, un module supplémentaire d’inférence et de fusion multi-
modale doit être mis en œuvre afin de compléter les éventuelles données manquantes
(typiquement, une source non visible). Et nous avons proposé à l’occasion de la thèse
de B. COHEN-LYVER que ce module supplémentaire exploite à son tour les capacités
d’action du robot pour sa tâche. C’est ce module qui est présenté dans la suite .
Le module d’inférence et de fusion multimodale (module MFI) est placé en amont du
module DW. Il a pour objectif de fournir les classes audiovisuelles estimées ĉ(oj) des objets
présents dans l’environnement du robot, et ce :
40 Chapitre 2. Contributions à l’analyse de scène sonore en Robotique
Multimodal  
Self-Organizing Map
Catégorie Audiovisuelle
Génération 
d’ordres moteurs
Rétroaction
motrice
Experts
audio
Experts
visuels Localisation
… …
pa1 [t] . . . p
a
Na [t] p
v
1[t] . . . p
v
Nv [t]
✓m[t]
Pa[t] Pv[t] ✓[t]V[t]
FIGURE 2.18 – Architecture globale du module MFI. Les sorties des classifieurs audio et visuel sont utilisées
en entrée d’une carte auto-organisatrice fusionnant les deux modalités. Son apprentissage nécessite de tour-
ner la tête en direction des événements perçus : l’approche est donc active, et le mouvement est ici utilisé
pour compléter les données manquantes, ou les confirmer et cas de prédiction non suffisamment certaine.
— même si la donnée audio ou visuelle est manquante (événement non vu par les camé-
ras, ou non entendu par les microphones),
— malgré la présence inévitable d’erreurs de classification des classifieurs audio et visuel.
Pour ce faire, le module MFI devra apprendre le lien entre les classes audio et visuelle (c’est
ainsi que par exemple, reconnaître une vache permet de prédire le son qu’elle produit, et
vice-versa), mais également corriger les sorties des classifieurs en cas de mauvaise classifi-
cation de la trame audiovisuelle. L’architecture du module est représentée à la figure 2.18.
Elle met en évidence la particularité du système proposé : alors que le lien audiovisuel peut
être appris sur la base d’exemples de paires de classes audiovisuelles fournies en amont,
nous proposons ici à nouveau une approche ne requérant aucun a priori sur la scène à ana-
lyser, et exploitant l’action (le mouvement de la tête) pour découvrir les liens existant entre
les modalités. La figure 2.18 montre ainsi une voix montante d’analyse, s’appuyant sur un
réseau de neurones de type "carte auto-organisatrice" (SOM) fusionnant les modalités audio
et visuelle, et une voix descendante générant une réaction motrice en direction des événe-
ments audiovisuels à apprendre. Ce comportement moteur est une des contributions fortes
de l’architecture, peu d’approche envisageant d’aller chercher, par l’action, les données man-
quantes nécessaires à l’apprentissage. Ces deux voies de traitement sont formalisées dans la
suite.
Formalisation : Nous proposons d’utiliser ici un SOM pour apprendre d’une manière non
supervisée le lien entre les catégories audio et visuelle définissant un objet dans la représen-
tation de l’environnement. Ce SOM sera utilisé en ligne, c’est à dire qu’il recevra, à chaque
pas de temps t, une trame audiovisuelle V[t] définie selon (2.20). Il est clair qu’une struc-
ture de SOM classique n’est pas adaptée à la résolution de notre problème : si une modalité
est manquante, il n’est pas possible d’ignorer les sorties des classifieurs concernés (le vec-
teur de données serait alors de taille variable), ni de mettre arbitrairement à 0 leurs sorties
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(ces 0 arbitraires ayant une signification dans l’espace des données). En conséquence, nous
avons introduit une nouvelle structure de carte auto-organisatrice appelée M-SOM (Multi-
modal Self- Organizing Map), composée de deux cartes audio et visuelle à deux dimensions,
toutes deux composées de I × J nœuds, notés ri,j avec i, j la position (identique) du nœud
dans les deux cartes. A noter qu’un nœud possède une certaine connectivité avec ses voi-
sins (le cas des nœuds au bord de la carte étant particulier). A chaque nœud est associé deux
vecteurs de poids wa/vi,j =
(
w
a/v
i,j (1), . . . , w
a/v
i,j (Na +Nv)
)T
de même dimension que les don-
nées d’entrée (la notation a/v représente un raccourci pour représenter la grandeur audio
ou visuelle de manière compacte). Ces données sont regroupées au sein d’une matrice P de
taille M ×N , résultat de la concaténation des N vecteurs V[t] de taille M à l’instant t. Après
initialisation des poids, les différentes étapes de l’approche sont les suivantes.
Si toutes les modalités sont disponibles : dans ce cas, les classifieurs audio et visuel fournissent
des résultats de classification, i.e. des probabilités d’appartenance aux classes qu’ils repré-
sentent regroupées au sein des vecteurs Pa et Pv définis par (2.18). Le nœud ravBMU représen-
tant le mieux ces données audiovisuelles est alors déterminé selon
ravBMU = rI,J , avec I, J = arg min
i,j
(
‖Pa −wai,j‖ × ‖Pv −wvi,j‖
)
. (2.29)
Ainsi, ravBMU est le nœud dont le vecteur de poids w
av
BMU = (w
a
BMU,w
v
BMU) est composé des
vecteurs de poids audio et visuel les plus similaires, au sens de la distance euclidienne, aux
vecteurs d’entrée Pa et Pv. Une fois ce nœud vainqueur déterminé, les vecteurs de poids
des deux cartes audio et visuelle sont mis à jour à l’aide d’une fonction de voisinage hi,j de
façon à propager l’apprentissage aux voisins, selon la récurrence
w
a/v
i,j [n+ 1] = w
a/v
i,j [n] + α[n]hi,j [n]‖Pa/v −wi,j [n]‖,
avec hi,j [n] = exp
(‖ravBMU[n]− ri,j [n]‖2
2σ[n]
)
,
(2.30)
où n représente l’indice d’itération de la phase d’apprentissage, et σ la variance de la fonc-
tion Gaussienne de voisinage dont la valeur précise l’amplitude et la taille dans la carte de
la propagation de l’apprentissage aux nœuds voisins. Une fois l’étape d’apprentissage ter-
minée, la détermination du nœud vainqueur ravBMU permet d’estimer la classe audiovisuelle
de la trame en cours d’analyse, et donc de l’objet y correspondant, par
ĉall(oj) = {ĉa(oj), ĉv(oj)} = {cai ,cvk}, avec i = arg max
l
waBMU(l) et k = arg maxm w
v
BMU(m),
(2.31)
où l’exposant all précise que les deux modalités étaient disponibles pour décider de la classe
audiovisuelle. On constate donc que cette décision s’opère sur un vecteur de poids du M-
SOM, et non plus directement en sortie des classifieurs. Le M-SOM agit donc comme un
filtre, qui grâce à la phase d’apprentissage mentionnée précédemment, est susceptible de
corriger les erreurs de classification initiales. Ce point sera spécifiquement évalué plus loin
dans le document.
Si une des modalités est manquante : supposons maintenant qu’une des modalités audio ou
visuelle est manquante (l’objet n’émet pas de son, il est occulté, etc.). Dans une telle si-
tuation, l’apprentissage mentionné précédemment ne peut avoir lieu. Par contre, les étapes
d’apprentissage précédentes peuvent être exploitées pour inférer la classe audio ou visuelle
manquante. Prenons, sans perte de généralité, le cas où une donnée visuelle est manquante
(cas classique de l’événement en dehors du champ visuel du robot). Alors,
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1. l’audio seul est utilisé pour déterminer le nœud vainqueur raBMU dans la carte audio,
dont le vecteur de poids associé waBMU permet de déterminer la classe audio ĉ
a(oj) =
cai , avec i = arg maxl w
a
BMU(l) ;
2. le nœud visuel gagnant est directement hérité du nœud audio selon rvBMU = r
a
BMU :
c’est précisément à cette étape que l’apprentissage du lien entre les classes audio est
visuelle est exploité ;
3. au nœud visuel gagnant est associé le vecteur de poids wvBMU, qui permet à son tour
de déterminer la classe visuelle ĉv(oj) = cvk, avec k = arg maxmw
v
BMU(m) ;
4. ainsi, la classe audiovisuelle estimée ĉmiss(oj) de l’objet analysé à l’instant t est alors
donnée par ĉmiss(oj) = {ĉa(oj), ĉv(oj)}, où l’exposant miss souligne le fait que la caté-
gorie estimée a été obtenue sur la base de données manquantes.
Bien entendu, le raisonnement est identique dans le cas où la modalité audio seule est man-
quante : le résultat de classification visuel est utilisé pour estimer la classe audio correspon-
dante, et donc la classe audiovisuelle complète.
Il est clair qu’en début d’apprentissage, l’inférence de la classe manquante a de forte
chance d’être erronée. Le lien entre les classes audio et visuelle n’est en effet pas encore bien
établi, dans la mesure où il ne peut s’opérer que lorsque les deux modalités sont présentes.
Pourtant, les données complètes sont très souvent disponibles dans l’environnement : par
exemple, en cas de donnée visuelle manquante, il suffit très souvent que le robot tourne la
tête en direction de la stimulation audio pour retrouver les données complètes, et effectuer
une nouvelle passe d’apprentissage. C’est précisément ce comportement que nous avons
implémenté, via la définition d’un ratio d’inférence q indiquant si les classes audiovisuelles
ont été correctement apprises (i.e. nous pouvons faire confiance en l’inférence) ou non (au-
quel cas il faudra confirmer l’inférence par une recherche motrice de la donnée manquante).
Ce ratio d’inférence est défini par
q
(
C(l)(cai , cvk)
)
[t] =
∑t
1 δ
miss
ik [t− 1]δallik [t]∑t
1 δ
miss
ik [t]
, avec δall/missik [t] =
{
1 si ĉall/miss(oj) = {cai , cvk},
0 sinon.
(2.32)
Ainsi, le ratio d’inférence q pour la classe audiovisuelle {cai , cvk} est le rapport entre le
nombre de fois que cette classe a été estimée sur la base de données manquantes en t− 1 et
confirmée en t, sur le nombre total d’inférences. La confirmation d’une inférence effectuée
en t − 1 dans le cas d’une des modalités manquantes est effectuée via un mouvement de la
tête en direction de la source d’intérêt. Il est attendu que plus l’apprentissage du lien audio-
visuel sera avancé, plus l’inférence sera confirmée par la recherche de la donnée manquante,
de sorte que q tende vers 1. Ainsi, la comparaison du ratio q avec un seuilKq permet de déci-
der à partir de quand nous faisons confiance à l’inférence : il ne sera dès lors plus nécessaire
d’effectuer un mouvement de tête, le robot ayant confiance en son inférence. Ce seuil Kq
permet ainsi de moduler le comportement moteur du robot. De manière analogue à (2.25),
nous pouvons définir un vecteur d’activité τMFI des Nl objets présents par
τMFI = {τMFI(o1), . . . , τMFI(oNl)}, avec τMFI(oj) = δ[n]×
q
(
C(l)(cai , cvk)
)
Kq
, (2.33)
où δ[n] représente une fonction de pondération visant à introduire une forme de persistance
dans le comportement moteur de sorte à éviter la génération de mouvements contradictoires
à chaque pas de temps. Ainsi, disposant de chacune des localisations audio et/ou visuelle
θ
a/v
j des Nl objets, on décide de générer la commande motrice θMFI selon
θMFI = θ̂(oj) avec j = arg min
l
τMFI(ol). (2.34)
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ε Nl MFI Robot omniscient Robot naïf Ratio
0.3
3 0.992 (0.020) 0.703 (0.042) 0.414 (0.055) 1.41
5 0.987 (0.022) 0.692 (0.017) 0.265 (0.014) 1.43
7 0.942 (0.028) 0.691 (0.014) 0.198 (0.017) 1.36
10 0.883 (0.041) 0.689 (0.011) 0.0145 (0.014) 1.28
moy 0.951 0.693 0.255 1.37
0.7
3 0.774 (0.087) 0.282 (0.030) 0.165 (0.028) 2.74
5 0.737 (0.105) 0.294 (0.014) 0.120 (0.023) 2.5
7 0.683 (0.133) 0.296 (0.016) 0.081 (0.012) 2.31
10 0.550 (0.117) 0.293 (0.016) 0.064 (0.011) 1.88
moy 0.686 0.291 0.107 2.36
TABLE 2.1 – Taux de bonne estimation de la catégorie audiovisuelle (variance entre parenthèses). ε repré-
sente le taux d’erreur par trame des classifieurs, Nl le nombre de sources présentes dans l’environnement (et
émettant possiblement en même temps).
Ainsi, l’objet oj disposant de l’activité τMFI(oj) la plus faible est choisi comme étant celui vers
lequel le robot devra tourner la tête pour renforcer l’apprentissage de son lien audiovisuel.
Évaluation : Nous pouvons illustrer le bon fonctionnement du module de fusion et infé-
rence à l’occasion de simulations permettant dans un premier temps d’évaluer sa capacité à
estimer les bonnes classes audiovisuelles des objets présents dans la scène. A nouveau, cette
évaluation s’effectue dans un cadre artificiel, où les sorties des classifieurs (pour rappel,
fournissant une probabilité d’appartenance à la classe audio ou visuelle qu’ils représentent
individuellement) sont simulées. Ces classifieurs sont supposés non idéaux, et leurs sorties
sont soumises à un taux d’erreur ε pour chaque trame (supposée indépendante). Les perfor-
mances du système sont comparées à un système de fusion naïf, disposant de 2 stratégies
d’estimation des classes audiovisuelles : soit le robot a accès en permanence aux données au-
dio et visuelle (le robot est omniscient), soit le système ne dispose que des données présentes
en face de lui, et réagit en tournant la tête à l’apparition de chacune des sources de l’environ-
nement (le robot est naïf). Dans les 2 cas, la catégorie audiovisuelle de la trame est estimée en
sélectionnant les classes audio et visuelles possédant la probabilité la plus forte en sortie des
classifieurs : aucune fusion n’est alors effectuée. 5 simulations des mêmes environnements
(définis par la collection des Nl objets les constituant) est effectuée de façon à obtenir le taux
moyen de bonne estimation de la catégorie audiovisuelle, reporté au sein du tableau 2.1.
Les résultats montrent que même dans le cas de classifieurs soumis à des taux d’erreurs très
importants (jusqu’à ε = 70%) le module MFI propose une estimation des classes audiovi-
suelles plus de deux fois meilleurs que dans le cas d’une fusion naïve effectuée en présence
de la totalité des données (ce qui en pratique n’arrive jamais). En comparaison avec un robot
totalement naïf récupérant les données uniquement à l’occasion d’un mouvement de tête en
direction de la dernière source active, le module MFI propose des estimations prêt de 9 fois
meilleures. La stratégie active du MFI, allant chercher par le mouvement les données man-
quantes pour apprendre le lien entre les classes audio et visuelles des objets, démontre ainsi
sa grande efficacité.
Une autre illustration de son fonctionnement consiste à examiner le nombre de mou-
vements de tête générés pour l’apprentissage du lien audiovisuel en comparaison avec le
robot naïf mentionné précédemment. Une telle étude est proposée à la figure 2.19 où sont
représentés deux comportements moteurs, obtenus pour deux valeurs différentes du seuil
Kq < 1 utilisé au sein de (2.33). Dans ce scénario, 10 sources sont exploitées, chacune émet-
tant son information auditive de manière indépendante des autres : nous sommes donc dans
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(A) Nombre de mouvements
(Kq = 0.1)
(B) Nombre de mouvements
(Kq = 0.7)
(C) Variabilité du comporte-
ment selon Kq
FIGURE 2.19 – Évaluation du nombre de rotation de la tête générées par le module MFI et le robot naïf. Les
deux diagrammes polaires de gauche représentent les directions des 10 sources simulées, et la hauteur des
flèches le nombre de mouvements générés (bleu : MFI, rouge : robot naïf), pourKq = 0.1 (gauche) etKq = 0.7
(droite). La sous figure de droite représente les mêmes données sous la forme d’histogrammes, pour 4 valeurs
de Kq . Figure tirée de (COHEN-LHYVER, 2017).
un cas multisource. La figure 2.19 montre clairement l’effet de modulation du mouvement
par le seuil Kq : lorsque sa valeur est faible, le système fait très confiance à son inférence,
et peu de mouvements de tête sont nécessaires pour supposer connaître le lien entre les
classes audio et visuelle. Au contraire, augmenter sa valeur conduit à une augmentation du
nombre de mouvements de tête, de sorte que le système chercher à confirmer les inférences
effectuées par le M-SOM en allant vérifier activement la donnée manquante. Dans tous les
cas, le nombre de mouvements de la tête reste sensiblement inférieur à celui obtenu depuis
un robot naïf. Enfin, l’effet du seuil Kq permet d’envisager une modification dynamique du
comportement exploratoire du robot en fonction de la tâche à réaliser. Une telle modulation
du comportement reste en dehors des objectifs du module HTM, mais pourrait être réali-
sée par un ensemble de règles de comportement données a priori au robot à un module
décisionnel de plus haut niveau.
Cette rapide évaluation du module MFI a permis de mettre en évidence ses perfor-
mances en terme de correction des erreurs de classification des experts audio et/ou visuel,
d’inférence de données manquantes, et de génération des ordres moteurs selon la qualité
estimée de l’apprentissage. Disposant maintenant (i) d’un système capable de juger de l’im-
portance à porter à un objet présent dans l’environnement (le module DW) et (ii) d’un sys-
tème à même d’estimer les classes audio-visuelle de ces objets, nous pouvons maintenant
les utiliser de manière conjointe. C’est cette évaluation conjointe des deux modules qui est
proposée dans la suite.
Publication
La contribution présentée dans cette sous-section, détaillant la formalisation du mo-
dule d’inférence et fusion multimodale, a donné lieu à l’article (COHEN-LHYVER, AR-
GENTIERI et GAS, 2016) publié et présenté au sein de la conférence ICA.
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FIGURE 2.20 – Activité combinée (vert) des modules DW (bleu clair) et MFI (bleu foncé) en fonction du temps.
Après une phase où l’inférence est prioritaire, la décision motrice revient au module DW, sur la base de la
congruence. Figure tirée de (COHEN-LHYVER, 2017).
2.4.2.3 Évaluation conjointe des deux modules
En simulation : Chacun des deux modules constituant le module HTM est capable de
générer un ordre moteur. Le module DW décide d’un mouvement de la tête selon une ré-
action attentionnelle, tandis que le module MFI en fait de même en réaction à une mauvais
connaissance de l’environnement. Il est donc nécessaire de fusionner ces ordres moteurs,
et par là même de décider d’une priorité entre ces deux modules. Dans la mesure où une
décision motrice motivée par l’incongruence d’un objet ne peut se décider que sur la base
d’informations audio et visuelle fiables, il semble naturel de privilégier le module MFI. Il en
résulte ainsi une nouvelle expression de l’activité τ ′DW du module DW défini en (2.25) selon
τ ′DW[t] = τMFI[t]− δ (τMFI[t])× τDW[t], avec δ(x) =
{
1 si x ≥ 1
0 sinon.
(2.35)
Nous voyons alors apparaître un comportement en 2 temps, illustré à la figure 2.20. Dans
un premier temps, l’activité τMFI est inférieure à 1, signe que le système ne fait pas confiance
en son inférence. A ce stade, le MFI est donc prioritaire (activité combinée égale à 1 sur la
figure 2.20), et nous pouvons alors voir τMFI augmenter au fur et à mesure que la confiance
en l’inférence augmente. Le MFI fait ensuite confiance à son inférence lorsque τMFI vaut 1.
Alors selon (2.35) c’est τ ′DW qui devient plus petit que τMFI : c’est maintenant le module DW
qui pilote les mouvements de la tête (activité combinée égale à 0.5 au sein de la figure 2.20).
En pratique, ce comportement s’applique pour chacune des classes audiovisuelles des ob-
jets présents dans l’environnement, de sorte que certains objets bien appris sont gérés par
le module DW, tandis que d’autres sont encore en cours d’apprentissage par le MFI. Au fi-
nal, la congruence des objets n’est calculée qu’une fois que le système fait confiance en son
inférence : le module MFI est donc comme indiqué précédemment prioritaire dans la dé-
cision motrice. Ce comportement en 2 temps est également illustré sur la figure 2.21 dans
un cas unisource, où figurent dans le temps les objets focalisés par le robot (bas), ainsi que
le module à l’origine de comportement moteur (haut). Après une phase où seul le MFI est
en charge du comportement moteur, nous pouvons voir que l’objet de classe audio visuelle
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FIGURE 2.21 – Dynamique des deux modules DW et MFI, utilisés simultanément au sein du module HTM.
Activité motrice déclenchée par le MFI ou DW en fonction du temps (haut), et objet focalisé en conséquence
(bas). Figure tirée de (COHEN-LHYVER, 2017).
(speech,MALE) est bien appris, mais reste focalisé de par son incongruence. Le même com-
portement se produit plus tard pour les autres objets de classe audiovisuelle différente, mais
au final c’est bien le module DW qui pilote le comportement moteur du robot. Ainsi sur la
fin de la simulation, c’est bien uniquement l’objet (speech,MALE) qui est systématiquement
focalisé car jugé incongru compte tenu de la probabilité d’occurrence de sa catégorie. Toute
occurrence des autres objets est correctement inférée, et le module DW peut bien calculer
les congruences de ces objets, même sans avoir accès à toutes leurs données audio et/ou
visuelle.
D’autres évaluations concernant toutes ou partie des tâches propres aux 2 modules DW
ou MFI ont été également évaluées à l’occasion de leur utilisation conjointe. Que ce soit le
calcul de congruence, le nombre total de mouvement de tête généré, ou les taux de bonne
reconnaissance des classes audiovisuelles des objets présents autour du robot, tous les ré-
sultats montrent un comportement analogue à celui obtenu lors des études isolées (des mo-
dules seuls) synthétisées dans les sous- parties précédentes. Néanmoins, ces évaluations ont
été conduites en simulation, sur la base de sorties de classifieurs simulés. Si cette approche
permet d’évaluer les différents modules dans des contextes expérimentaux difficiles à mettre
au point en pratique de manière quantifiable et répétitive, il reste néanmoins à implémenter
l’ensemble de l’architecture au sein du système TWO!EARS, et sur la plateforme mobile du
projet.
Sur le robot réel : L’architecture complète du module HTM a été implémentée au sein
de l’architecture du projet TWO!EARS sous la forme d’une "Knowledge Source", au même
titre que tous les experts de localisation ou de reconnaissance. Il serait bien trop long de
détailler cette implémentation, aussi le principal élément à retenir est que dans la suite ce
sont les véritables systèmes de localisation et de reconnaissance binaurale proposés par les
partenaires du projet qui sont utilisés. La localisation s’appuie en particulier sur un réseau
de neurone profond, tandis que les différents experts de reconnaissance audio exploitent
un système à base de GMM. Les détails théoriques et d’implémentation de ces différents
algorithmes sont disponibles dans (KOLOSSA et BROWN, 2016). En particulier, les données
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sé
p
ar
ém
en
t
p
u
is
co
m
b
in
és
.
C
e
si
m
u
la
te
u
r
a
ét
é
n
éc
es
sa
ir
e
lo
rs
q
u
e
le
sy
st
èm
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(B) Représentation interne
FIGURE 2.22 – Expérimentations : (gauche) robot ODI de l’ISIR, utilisé à l’occasion du projet TWO!EARS,
(droite) aperçu de la représentation interne, utilisée en simulation et sur le robot, indiquant en temps réel les
objets perçus par le robot ainsi que leur classe audio et visuelle.
utilisées pour constituer les différentes bases de données nécessaires à toutes ces approches
ont été constituées à l’occasion de (longues) campagnes de mesure effectuées au sein de
la salle d’expérimentation au LAAS-CNRS, réplique d’un appartement d’une centaine de
mètres carrés sans plafond. En comparaison, une partie des évaluations proposées s’appuie
sur des manipulations effectuées à l’ISIR, dans des conditions acoustiques très différentes.
En conséquence, et comme déjà discuté et caractérisé au sein de §2.2.3.2, nous serons dans
une situation où les conditions d’apprentissage et d’utilisation seront (très) différentes. Nous
pouvons donc nous attendre, dans ces conditions, à des erreurs de classification et de loca-
lisation importantes, néanmoins gérées par le module MFI.
Les évaluations ont été conduites sur le robot ODI (voir figure 2.22a). Cette plateforme
est constituée d’une plateforme mobile non holonome, sur laquelle est placée un simulateur
de tête et torse (HATS) KEMAR. Sa tête est motorisée, via l’ajout d’un moteur pilotable de-
puis le robot et situé dans le torse. Une caméra est placée au dessus de la tête pour fournir
les informations visuelles 7 extraites depuis des QR codes pour faciliter le traitement des
informations visuelles (cette simplification n’a pas été effectuée sur le robot du LAAS, sur
lequel le module HTM a également été utilisé). Les expérimentations conduisent à toute ou
partie de la figure 2.22b, où figure la représentation interne de l’environnement construite
au fur et à mesure de l’exploration du robot, et indiquant les mouvement de la tête et leur
origine (DW ou MFI), ainsi que les éventuelles erreurs (corrigées ou non) de classification
(pour les simulations uniquement). Une première évaluation consiste à vérifier les capacités
d’évaluation des classes audiovisuelle du système HTM sur la base de données réelles. Dans
le cadre d’un scénario impliquant 5 objets audiovisuels placés autour du robot, le taux de
bonne estimation des classes de ces objets est représenté à la figure 2.23a au fur et à mesure
de l’expérimentation. On peut y voir un taux de bonne classification convergeant vers en-
viron 70%, contre seulement 38% pour le robot naïf s’appuyant uniquement sur les sorties
7. Le robot JIDO au LAAS est lui équipé de lunettes fournissant une vision stéréoscopique.
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des classifieurs. Ces résultats expérimentaux sont tout à fait en adéquation avec les simula-
tions reproduisant le même type de conditions, témoignant ainsi de la faculté du système à
consolider via l’apprentissage du lien entre les modalités audio et visuelle sa représentation
de l’environnement. Mais l’impact du module MFI ne se limite pas à la simple correction
des probables erreurs de classification des experts disponibles. Tirant partie de l’expérience
passée du robot consolidée dans le temps, le système complet réduit de manière significative
l’espace des possibles sur lequel le module DW va devoir se baser pour conclure quant à la
congruence des objets, comme indiqué sur la figure 2.23b. Là où le robot naïf doit composer
avec possiblement 22 appariements audio et visuels possibles (la plupart étant produits par
des erreurs de classification), le module HTM n’en propose plus que 5, dont 4 effectivement
présents dans l’environnement. Il reste néanmoins encore une erreur de fusion, née de la
combinaison entre les classes audio et visuelle de deux objets perçus au même moment (le
cas multisource n’étant pas encore parfaitement géré au sein de l’architecture TWO!EARS
des experts).
Publication
Le système HTM en général, ainsi qu’une partie de l’évaluation synthétisée dans cette
sous-section, a donné lieu à l’article (COHEN-LYVER, ARGENTIER et GAS, 2018) publié
dans la revue “Frontiers in Neurorobotics” au sein du Research Topic intitulé “Intrin-
sically Motivated Open-Ended Learning in Autonomous Robots”.
2.4.3 Architecture logicielle pour l’audition binaurale
Alors que l’essentiel des contributions précédentes étaient méthodologiques, nous
souhaitons pour terminer mentionner une contribution pratique importante effec-
tuée à l’occasion du projet TWO!EARS. Antonyo MUSABINI a en effet travaillé en tant
qu’ingénieur sur ce projet avec pour objectif l’implémentation logicielle complète de
la chaîne d’acquisition audio et de ses traitement au sein du middleware ROS. Son
travail d’ingénierie est rapidement évoqué dans la suite.
L’architecture logicielle du projet TWO!EARSs’appuie sur une première étape de traite-
ments des signaux binauraux, regroupés au sein d’un Auditory Front-End (AFE) en charge
d’effectuer la séparation en bande de fréquences via des filtres gammatone, de reproduire
la transduction des cellules ciliées de la cochlée, puis d’extraire des caractéristiques binau-
rales (corrélations, indices interauraux, etc.). Cet AFE a d’abord été codé en Matlab par les
partenaires experts des modèles d’audition binaurale sous Matlab. Il est cependant difficile
d’envisager, comme souvent, son utilisation dans un contexte robotique quasi temps-réel.
Par ailleurs, à notre connaissance, très peu de systèmes logiciels bas-niveau dédiés à l’au-
dition binaurale sont disponibles dans la communauté. Nous avons donc travaillé en colla-
boration avec le LAAS-CNRS à la définition d’un AFE binaural sous ROS permettant de
calculer en temps réel les caractéristiques audio nécessaires au projet. Pour cela, Antonyo
MUSABINI a codé sous notre supervision un module ROS nommé rosAFE permettant l’as-
semblage dynamique de briques de traitements élémentaires –appelées processeurs– toutes
spécifiées sous la forme d’une machine d’état standard. rosAFE permet alors de formaliser
leurs connexions les uns aux autres (série ou parallèle, cf. figure 2.24a) sous la forme de
réseaux de Pétri, comme représenté aux figures 2.24b et 2.24c. L’architecture proposée ga-
rantie la bonne transmission des données entre chaque processeur au plus rapide de leurs
cadences computationnelles respectives : dès qu’une donnée issue d’un processeur est dis-
ponible, elle peut potentiellement être transmise à tous ceux en dépendant. Les temps de
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(A) Taux de bonne classification audiovisuelle
(B) Classes audiovisuelles créées
FIGURE 2.23 – Résultats expérimentaux. (Haut) Taux de bonne classification audiovisuelle, pour le module
HTM au complet (bleu), et comparé au robot naïf (rouge), au cours du temps. (Bas) Classes audiovisuelles
rencontrées au cours de l’expérimentation. Le robot naïf en rencontre 22, résultat des associations multiples
des différentes sorties (erronées) des classifieurs. Le système HTM n’en propose plus que 5 (entourées), pour
4 effectivement présentes. Figure tirée de (COHEN-LHYVER, 2017).
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Processeur Matlab openAFE Ratio
Input + normalisation 1e-4s 7.3e-6s 13.7
Pre-Proc (DC filter) 1.1e-3s 7.8e-6s 141.5
Pre-Proc (Pre emphasis) 1.2e-3s 9.09e-6s 132
Pre-Proc (RMS normalisation) 1.2e-3s 3.05e-5s 39.4
Pre-Proc (Level scalling) 1.6e-3s 9.08e-6s 176.2
Gammatone 5.1e-3s 0.968e-3s 5.3
IHC 2.8e-3s 0.73e-3s 3.84
ILD 4.3e-3s 1.16e-3s 3.71
Ratemap 6.8e-3s 1.83e-3s 3.71
Cross-correlation 26.2e-3s 30.6e-3s 0.86
TABLE 2.2 – Temps de calcul moyen sous Matlab ou ROS pour chacun des processeurs.
calcul comparés entre l’implémentation Matlab et ROS de l’AFE figurent dans le tableau 2.2.
Mis à part pour le processeur dédié au calcul de l’intercorrélation 8, rosAFE permet d’aller
en moyenne 50 fois plus vite que l’AFE sous Matlab. Par ailleurs, il est possible d’ajouter,
supprimer, modifier, au cours de l’exécution tout ou partie des processeurs. Cette flexibilité
est selon nous inédite et permet de modifier à la volée la plupart des paramètres des diffé-
rents algorithmes utilisés pour l’extraction de caractéristiques audio. Au final, les données
calculées par cet AFE peuvent être exploitées par n’importe quel autre module ROS, ou alors
transmises à un client Matlab via un bridge avec ROS. L’intégralité de ces développements
ont été rendus publics 9, sont documentés 10, et disponible sur un serveur GIT 11.
8. Ses mauvaises performances sont très probablement liées à un bug d’implémentation.
9. http://www.twoears.eu
10. http://docs.twoears.eu/en/1.4/robo/rosafe/
11. https://github.com/TWOEARS/rosAFE
5.2 ROS implementation of the auditory front-end : rosAFE
in the following, together with its actual implementation.
A Some considerations about concurrency between processors
From the processor tree in Figure 5.3, only the root processor, i.e. the Input processor,
reads audio data from another component of the architecture (the BASS in practice).
Other processors are interconnected with a parent/child structure (Section 5.1.3). This
highlights two kinds of concurrency between processors.
Vertical concurrency While a processor works on a resource delivered by its parent, the
parent can already prepare the next resource. This kind of concurrency concerns for
instance the Input processor, the Pre-processor, the Gammatone processor and the
IHC processor in Figure 5.6.
Horizontal concurrency Children of a processor are mutually independent and can process
concurrently their parent’s output. This kind of concurrency concerns the Cross-
Correlation processor, the ILD processor and the Ratemap processor in Figure 5.6,
all of them having the same parent (the IHC processor).
Input-Processor
Pre-Processor
Filterbank (Gammatone)
Inner Hair Cell
RatemapILDCross Correlation
Figure 5.6: A tree of processors, leading to vertical (red) and horizontal (blue) concurrency.
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(A) Arbre de processeurs.
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processor 1 processor 2 processor 3
waitRelease
waitExec
release
exec
(a) Vertical concurrency
Parent
Child 1
Child 2
2
waitRelease
waitExec
release
exec
(b) Horizontal concurrency
Figure 5.8: Petri nets for a serial (left) or parallel (right) chain of processors.
implementation is generic, and every processor implementation relies on the same
activity declaration.
Tasks These are in charge of executing activities. Importantly, concurrency of multiple
tasks entailed in a GenoM3 component is included in the automatically generated
real time code, and is transparent to the user. For the ROS middleware, this is
implemented as the concurrent execution of one thread per task. In the proposed
implementation, each processor is associated to one activity, each of them being
executed in independent tasks, i.e., independent threads. Then, depending on the
number of cores, the host machine can either perform parallel processing or task
switching to run these threads concurrently. As indicated in the activity declaration
shown in Figure 5.9, a task preProc is also declared in the .gen file, see Figure 5.10.
Again, this declaration is generic, and all the processor activities have their own
dedicated tasks, which are all declared as periodic, with a period of 50 ms. Note that
this duration does not correspond to the time required for an activity to perform a
chunk computation. If more time is needed, then the activity goes on without any
problem, and is woken up again later.
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(B) Concurrence verticale.
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implemented as the concurrent execution of one thread per task. In the proposed
implementation, each processor is associated to one activity, each of them being
executed in independent tasks, i.e., independent threads. Then, depending on the
number of cores, the host machine can either perform parallel processing or task
switching to run these threads concurrently. As indicated in the activity declaration
shown in Figure 5.9, a task preProc is also declared in the .gen file, see Figure 5.10.
Again, this declaration is generic, and all the processor activities have their own
dedicated tasks, which are all declared as periodic, with a period of 50 ms. Note that
this duration does not correspond to the time required for an activity to perform a
chunk computation. If more time is needed, then the activity goes on without any
problem, and is woken up again later.
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(C) Concurrence horizontale.
FIGURE 2.24 – Illustration du fonctionnement du module rosAFE. (A) Succession de processeurs, de manière
sérielle (concurrence verticale) ou parallèle (concurrence horizontale). (B) & (C) Réseaux de Pétri pour les
deux types d’organisation. A tout moment, les processeurs traitent les données qui leur sont accessibles : le
réseau de Pétri proposé permet de gérer la concurrence à l’accès aux données et garantie qu’un processeur ne
peut récupérer et traiter des données que qu nd il en a le droit.
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2.4.4 Conclusion
Comment l’action peut-elle aider à l’analyse de la scène sonore? Dans les travaux présen-
tés dans cette sous section, nous en avons eu une utilisation inédite : l’action permet d’aller
chercher les données multimodales manquantes, et éventuellement de renforcer les connais-
sances apprises sur l’environnement. L’architecture proposée a été utilisée expérimentale-
ment au sein du démonstrateur final du projet TWO!EARS, démontrant ainsi l’apport du
comportement actif du robot au sein d’une architecture finalement classique d’analyse du
flux audio. Néanmoins, certains aspects dans cette analyse n’ont pas été totalement traités.
Par exemple, une des principales limites du module DW réside dans la non prise en compte
de l’aspect temporel au sein de la définition de la Congruence : en l’état actuel de la for-
malisation, aucune habituation à un quelconque stimulus n’est capturée. Par ailleurs, l’im-
portance prise par les experts de localisation est vraisemblablement trop grande : si l’expert
dédié à la localisation ne fournit pas une bonne estimée de l’azimut de la (ou les) source(s),
le robot pourrait se retrouver à faire face à un autre objet que celui émettant effectivement
le son. Pour résoudre ce problème, une piste intéressante consisterait à inclure au sein du
MSOM l’estimation de la position de la source : le MFI pourrait alors gérer conjointement
les erreurs de reconnaissance et de localisation. Enfin, alors que le DW a l’ambition d’être
capable de traiter tout type de scène sonore sans trop d’a priori, il nécessite néanmoins un
environnement statique, aucune stratégie de suivi (spatial et temporel) n’ayant été incluse
au système. Pour terminer, on notera la généricité de la définition d’objets proposées : n’im-
porte quel type de caractéristique peut y être incorporée en plus de la simple classe audio
ou visuelle. Il suffit de disposer pour cela des experts dédiés à ces nouvelles caractéristiques
(par exemple, la reconnaissance d’émotions, de hauteur d’un son, etc.) pour compléter de
manière pertinente les informations fusionnées au sein du MFI. La représentation de l’envi-
ronnement n’en serait alors que plus riche.
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Les travaux présentés dans la Section 2, dédiés à la modalité auditive, ont permis de
montrer en quoi le mouvement était susceptible d’améliorer la perception qu’un robot pou-
vait avoir de l’environnement. Au delà des conséquences triviales de l’action (i.e. un dé-
placement du robot à prendre en compte vis à vis des changement acoustiques résultants),
l’ensemble des contributions précédentes mettent en place une chaîne de traitement de l’in-
formation dont l’objectif est l’analyse objective de la scène sonore. Nous sommes donc face à
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une approche computationnelle qui d’abord analyse les informations provenant des micro-
phones (extraction de caractéristiques), en interprète le contenu via des modèles donnés par
l’ingénieur (relation spatiale entre les caractéristiques et la position des sources), raisonne
sur ce résultat pour planifier l’action dans le but de réaliser une tâche bien identifiée (ex-
ploration, reconnaissance de sources, etc.), et génère en conséquence des actions motrices.
Cette organisation de type sentir-planifier- agir, très classique aujourd’hui en robotique, a ori-
ginalement été proposée dans les années 1950 lors de l’émergence de problématiques d’In-
telligence Artificielle au sein d’agents artificiels incarnés (MARR, 1982 ; RUSSELL et NORVIG,
2003). Utilisée largement par d’autres modalités perceptives (et en particulier visuelle), cette
approche permet encore aujourd’hui de réaliser des robots capables de réaliser des tâches
complexes (saisie d’objets, déplacement autonome dans des environnements inconnus, etc.)
de manière efficace ; nous l’avons en particulier illustré dans le cadre d’une tâche audio
d’exploration, cf. 2.4. Nous allons illustrer dans ce nouveau chapitre en quoi cette approche
classique de la perception (qu’elle soit sonore ou non) introduit de nombreux problèmes et
connaît de nombreuses limites. Ces points seront abordés dans une première section d’intro-
duction, précisant en particulier les enjeux d’une nouvelle approche que nous appellerons
"interactive" de la perception. Sur cette base, nous proposons de présenter dans les sec-
tions suivantes nos différentes contributions sur le sujet : tout d’abord sur l’estimation de
la dimension de l’espace (section 3.2), puis concernant l’extraction d’une représentation des
invariants sensorimoteurs (section 3.3).
3.1 Introduction
3.1.1 Contexte
Comme nous avons eu l’occasion de l’illustrer dans le chapitre précédent, la plupart des
méthodes d’analyse de la scène sonore ont ceci de commun qu’elles s’appuient fortement
sur la connaissance de modèles a priori, fournis par l’ingénieur à l’occasion de la program-
mation des méthodologies. Par exemple, les contributions détaillées en §2.2 s’appuient sur
la physique de la propagation (champ libre, modèles de la tête, etc.) pour modéliser, carac-
tériser et identifier le lien existant entre les caractéristiques des signaux binauraux (indices
binauraux, monauraux, etc.) et l’origine spatiale des sources sonores à leur origine (azimut,
élévation, distance). De manière moins directe, mais toute aussi explicite, les contributions
proposées en §2.4 s’appuient également sur de telles connaissances a priori : étape de loca-
lisation déjà réalisée, modèle géométrique du robot permettant de savoir où tourner la tête
en fonction des résultats de localisation, etc. Cette remarque reste bien sûr valide pour beau-
coup d’autres approches visant à exploiter d’autres modalités : par exemple, reconnaître les
expressions sur un visage nécessite de disposer d’un modèle de celui-ci, fourni soit de ma-
nière analytique, ou par apprentissage préalable (DAPOGNY, BAILLY et DUBUISSON, 2018).
Pour autant, peut-on dire que le robot perçoit son environnement? L’ensemble des travaux
traitant de telles problématiques se réclament du domaine de la perception robotique, en-
tendue ici comme étant la faculté à interpréter les données issues des capteurs équipant le
robot. Mais cette faculté d’interprétation est ici restreinte au contexte courant dans lequel
il est prévu que le robot opère, pour un but préalablement fixé par le programmeur, tel
qu’illustré à la figure 3.1a. La perception robotique traditionnelle s’implémente ainsi au sein
d’une boucle sensation/planification/action, s’appuyant sur les connaissances a priori du
monde, de la structure de l’agent robotique et de son interaction avec son environnement
pour faire émerger une interprétation des sensations (comprises ici comme étant les don-
nées brutes issues des capteurs). Comme déjà illustré à la figure 2.2 du chapitre précédent,
cette architecture a donné lieu au champ de la perception active (CHAUMETTE, 1998), dont
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FIGURE 3.1 – Comparaison de l’approche "perception/planification/action" traditionnelle, impliquant la
boucle classique de perception telle que déjà illustrée à la figure 2.2, avec la version "sensorimotrice", dans
laquelle l’action est indissociable de la perception.
les premières bases sont posées au début des années 90 (ALOIMONOS, WEISS et BANDO-
PADHAY, 1988 ; BAJCSY, 1988). Il s’agit alors de palier, via la mise en mouvement du capteur,
à l’insuffisance des modèles face aux mesures expérimentales bruitées, au manque de don-
nées, aux ambiguïtés : l’action est alors pensée comme un outils permettant d’améliorer la
perception. Néanmoins, la plupart des approches actives de la perception restent peu géné-
riques et doivent toujours être adaptées au contexte applicatif ciblé. Pour faire face à cette
difficulté, des modèles probabilistes ont été introduits, comme les modèle bayésiens de la
perception (KNILL et RICHARDS, 1996 ; BESSIERE, LAUGIER et SIEGWART, 2008) cherchant à
reconstruire l’interprétation la plus vraisemblable d’entrées sensorielles possiblement ambi-
guës en termes objectifs, fournis par le programmeur. On comprend donc qu’en perception
robotique, contrairement aux systèmes vivants, ce n’est par l’agent qui interprète les don-
nées, mais bien le programmeur, via l’algorithme qu’il a conçu et placé au sein du robot. Dès
lors, pour espérer pouvoir réaliser une tâche donnée, un robot doit être préalablement doté
par le programmeur de tous les modèles, mais également de tous les concepts, dont il pour-
rait avoir besoin pour la réaliser. Cela inclue donc à la fois les aspects bas niveaux (basés
signaux), mais également haut niveaux (logiques, symboliques, pour la décision et la cogni-
tion), qui se doivent alors de couvrir tous les cas possibles, classiquement rencontrés dans
des environnements ouverts et inconnus. Autant dire que cela n’est pas envisageable.
Alors, comment envisager que tout ou partie de ces aspects puissent être découverts,
construits, appris, sans recours à une quelconque intervention extérieure? Cette question
intéresse la Robotique Autonome, dont l’objectif est justement de doter les robots de capa-
cité d’autonomie et d’adaptation (KHAMASSI et DONCIEUX, 2016). Les capacités perceptives
des robots se trouvent être au cœur de cette problématique, car à l’interface entre les sensa-
tions et les étages cognitifs du robot. Pourtant, on a longtemps cru que de telles capacités
d’autonomie pouvaient être atteintes uniquement via l’implémentation symbolique de rai-
sonnements, prenant le parti d’oublier peut être l’incarnation de cette autonomie au sein
d’un agent robotique en interaction permanente avec son environnement. Cela ne réduit en
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rien la portée des résultats obtenus avec cet type d’intelligence : dans des contextes bien
identifiés et limités, et aidés par des capacités de calcul énormes, des programmes informa-
tiques peuvent aujourd’hui reconnaître des objets au sein d’images naturelles, reconnaître
le contenu d’un signal de parole au sein d’une scène sonore très bruitée, ou même battre
les humains aux échecs . . . mais sans pour autant avoir la capacité d’en déplacer les pièces
sur n’importe quel échiquier. A nouveau se pose donc la question de savoir si l’agent robo-
tique perçoit son environnement via ce type de paradigme. A ce stade, la perception reste
reléguée à une interprétation des sensations, alors que l’incarnation d’un agent robotique en
interaction réciproque et permanente avec son environnement via son propre corps condi-
tionne les connaissances qu’il est susceptible d’en extraire. Il apparaît alors difficile de faire
abstraction du rôle de l’action, i.e. de la façon donc l’agent explore et interagit activement
avec l’environnement, dans une description qui se voudrait complète. Et alors qu’on pen-
sait la perception comme une notion instantanée, sorte de photo des champs physiques
interagissant avec les capteurs, il semble dans un tel paradigme que la perception ne puisse
être envisagée –voir même seulement exister– sans l’action. Dès lors, le flux sensorimoteur
(et non plus seulement les sensations) serait le porteur des informations sur l’interaction
de l’agent avec son environnement. Plusieurs expériences en psychologie de la perception
plaident pour cette vision active de la perception (BERNARD, 2014). Ainsi, les conséquences
de la privation de mouvement sur la perception ont été illustrées dans (HELD et HEIN, 1963)
à l’aide d’une expérience impliquant deux chats nouveaux nés. Placés tous deux dans un en-
vironnement constitué de bandes noires et blanches verticales, un premier chaton libre de
bouger provoque le déplacement du second chaton attaché dans un chariot. Testés sur des
tâches de reaching et d’équilibre, seuls les chatons passifs, pour lesquels les variations senso-
rielles n’étaient pas liées à une quelconque action voulue de leur part, ont montré un com-
portement inadapté. Cette première expérience suggère que le flux sensoriel seul n’est pas
suffisant lors de la phase d’exploration de l’environnement pour développer un comporte-
ment adapté. Un autre argument peut être tiré des phénomènes de substitution sensorielle.
Concept introduit à la fin des années 60 (BACH-Y-RITA et al., 1969 ; BACH-Y-RITA et KER-
CEL, 2003), il s’agit de substituer une modalité sensorielle par une autre via un dispositif
dédié. Dans cet exemple, il s’agit de remplacer la modalité visuelle (ici représentée par une
caméra placée sur des lunettes) par la modalité tactile : l’image de la caméra est retranscrite
sous la forme d’impulsions mécaniques produites par une matrice d’aiguilles placées sur
le ventre ou le dos. Après une phase d’apprentissage, le patient est capable d’identifier et
localiser des objets, l’expérience tactile s’effaçant au profit d’une sensation d’externalisation
des stimuli. Mais là encore, ceci n’est possible que si la caméra est mise en mouvement par le
patient lui même lors de la phase d’apprentissage. Sans exploration active, les sujets ne res-
sentent que des sensations tactiles difficiles à interpréter. D’autres exemples peuvent être lis-
tés, comme (RICHTERS et ESKEW, 2009) où il est montré que la perception des couleurs peut
être modifiée en changeant les caractéristiques de l’interaction sensorimotrice avec l’envi-
ronnement, ou encore (PHILIPONA et KEVIN O’REGAN, 2006) cherchant à expliquer notre
perception des couleurs "pures" par les propriétés de nos interactions sensorimotrices avec
des surfaces colorées.
La figure 3.1b tente de synthétiser ce nouveau paradigme, dit sensorimoteur, de la per-
ception. Dans ce schéma, la perception n’est plus simplement une interprétation des sensa-
tions sur la base d’une représentation interne fournie a priori, mais plutôt une interprétation
d’une représentation du monde construite sur la base du flux sensorimoteur au cours de
l’interaction de l’agent robotique avec son environnement. Cette représentation, dont nous
discuterons plus tard la forme, n’est plus fournie a priori, mais modelée, mais aussi limitée,
par les capacités d’action et de sensation du robot : d’une représentation objective, obte-
nue depuis un point de vue externe à l’agent, nous passons à une représentation subjec-
tive (BRETTE, 2013), interne et propre au robot. Selon ce point de vue, percevoir n’est donc
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plus une capacité fournie en amont à l’agent, mais une faculté découverte et apprise progres-
sivement de manière active (MAILLARD et al., 2005). La théorie des contingences sensorimo-
trices (SMC) proposée au début des années 2000 par K. O’Regan et A. Noé J. K. O’REGAN et
NOË, 2001 aborde la question de la perception selon ce paradigme sensorimoteur, mais prin-
cipalement sous un angle philosophique, abordant notamment le problème de la conscience
dépassant le cadre de ce manuscrit. On en retrouve les prémices dans l’approche écologique
de la perception selon Gibson (GIBSON, 1979) pour qui il faut considérer l’agent dans sa re-
lation avec son environnement pour comprendre comment percevoir le monde. D’un point
de vue plus formel, on en retrouve également la trace dans les réflexions de Poincaré concer-
nant les fondements de la géométrie et de l’espace (POINCARÉ, 1887). L’intuition de Poincaré
est que notre perception de l’espace n’est pas une faculté innée, mais qu’elle se construit via
notre expérience sensorimotrice, en mettant en relation les retours perceptifs de nos propres
actions. Et Poincaré suggère alors que certaines structures au sein du flux sensorimoteur
sont susceptibles de capturer des propriété, parfois spatiales, de l’interaction avec notre en-
vironnement. L’intérêt des réflexions de Poincaré réside dans la remise en perspective de la
notion d’espace, pourtant a priori très naturelle. A vrai dire si naturelle qu’il est rare que
cette notion ne soit pas un prérequis évident à l’ensemble des travaux cités précédemment.
Définir un référentiel au sein d’un espace forcément supposé Euclidien est pour le phy-
sicien, le roboticien, une des tâche les plus commune préalablement à la définition d’une
tâche s’exprimant selon ce référentiel. Pourtant, si nous adoptons le point de vue de l’agent,
qui n’a donc accès qu’à son unique flux sensorimoteur, définir l’espace comme cette sorte de
contenant commun de la matière n’est plus si évident. D’ailleurs, cette définition est même
maintenant totalement contre-intuitive : là où le physicien décrit un espace homogène, iso-
trope, continu, et 3D, l’agent a accès à des sensations hétérogènes (provenant de capteurs
de nature différente), discrètes, quantifiées, et vraisemblablement à très haute dimension.
A nouveau, ce n’est pas tant ces propriétés des sensations qui permettent de ressentir l’es-
pace, mais plutôt leurs caractéristiques invariantes –les contingences– de l’interaction avec
l’environnement.
Publication
Ces éléments de contextualisation ont été en partie abordés dans l’article (GAS et AR-
GENTIERI, 2016) publié au sein de la revue francophone “Intellectica”. Cet article pro-
pose une introduction à la perception sensorimotrice en robotique.
3.1.2 Positionnement et ligne de recherche
La théorie des contingences sensorimotrice semble donc proposer une solution parti-
culièrement intéressante pour les problématique d’autonomie mentionnées précédemment.
Disposer d’un agent robotique capable de construire de lui-même une image de son inter-
action, modulée par ses propres capacités d’action et de perception, permettrait de doter
des robots de réelles capacités d’adaptation inenvisageable dans le paradigme classique. Si
l’agent perd certaines facultés motrices (destruction d’un moteur), ou perceptives (caméra
défaillante), il serait dès lors capable de redécouvrir ou d’adapter ses contingences à sa nou-
velle condition, sans autre intervention externe. Cependant, dans sa présentation initiale,
l’approche SMC souffre de ne pas être formellement décrite, ce qui peut conduire certains
travaux plus proches du paradigme de la perception active "traditionnelle" de s’en récla-
mer. D’ailleurs, nous avons nous même longtemps utilisé la terminologie "perception active"
pour désigner certains travaux pourtant en relation directe avec la théorie SMC. Pour bien
distinguer ces deux approches intrinsèquement différentes de la perception, il semble donc
pertinent d’introduire une nouvelle terminologie. Il a été proposé récemment dans (BOHG et
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al., 2017) d’utiliser le terme de perception interactive pour désigner l’ensemble de approches
"qui exploitent n’importe quel type d’interaction puissante avec l’environnement afin de
simplifier et améliorer la perception". Nous aurions envie d’ajouter à cette définition que
c’est même l’interaction elle même qui définit la perception au sens de la théorie SMC. Telle
que définie dans (BOHG et al., 2017), l’approche SMC peut se voir comme la brique la plus
bas niveau de la perception interactive, celle qui dans ce même papier est indirectement
qualifiée de question ouverte.
C’est dans ce cadre que nous avons (i) cherché à vérifier l’applicabilité de l’approche
SMC à la robotique, mais également (ii) travaillé à découvrir quels invariant de l’interac-
tion agent/environnement pouvaient expliquer en quoi le flux sensorimoteur est porteur
d’informations permettant de faire émerger une perception du monde. Ces deux points ont
été abordés à l’occasion de la direction de 2 thèses effectuées par Alban LAFLAQUIÈRE et
Valentin MARCEL dont les travaux sont synthétisés dans les deux sections à venir. Systéma-
tiquement, ces problématiques ont été abordées selon la ligne de recherche suivante :
— l’agent robotique (simplement dénommé agent dans la suite) sera supposé naïf, sans
aucune connaissance a priori sur la structure physique de son corps, de ses capteurs,
de ses actionneurs. Il ne dispose d’aucune indication sur les propriétés physiques de
son interaction avec l’environnement. Sa seule donnée accessible est son flux sensori-
moteur, constitué des commandes motrices et de sa perception ;
— on suppose également que les commandes motrices sont ressenties via la proprio-
ception de l’agent, celle-ci étant alors définie comme une copie efférente des ordres
moteurs. Cela revient à imaginer une relation bijective entre la commande, supposée
instantanée ou à dynamique rapide, et la proprioception. De fait, les sensations acces-
sibles à l’agent sont donc supposées déjà séparées en proprioception et extéroception.
Si cette séparation semble naturelle selon les approches traditionnelles en robotique,
elle pose la question de la découverte de cette catégorisation des sensations, peu abor-
dée à notre connaissance, et pas aussi naturelle selon que l’on parle de robotique ou
de systèmes vivants (GAPENNE, 2014) ;
— la naïveté du robot conduit naturellement à une difficulté à définir une tâche que le
robot doit réaliser. S’il est toujours possible d’introduire des motivations particulières
internes à l’agent (curiosité, survie, etc.), elles restent cependant définies par l’ingé-
nieur a priori et sont donc à même de biaiser l’analyse du flux sensorimoteur. Une des
conséquences immédiate est que pour la plupart des travaux présents dans la suite,
l’exploration motrice effectuée par l’agent de son environnement sera aléatoire. Il est
vraisemblable qu’une telle exploration soit sous-optimale, mais elle permet néanmoins
de valider expérimentalement l’existence d’invariants au sein du flux sensorimoteur.
Une fois ces invariants découverts et caractérisés, il sera alors possible de les exploiter
pour une tâche donnée (et non, donc, l’inverse) ;
— nous tâcherons, autant que possible, d’identifier et de caractériser les hypothèses sous-
jacentes à poser permettant l’analyse du flux sensorimoteur. Si certaines d’entre elles
pourront paraître triviales dans un cadre robotique classique (comme la séparation
proprio/extéroception mentionnée plus haut par exemple), il est important de com-
prendre leurs potentielles conséquences sur la caractérisation du flux sensorimoteur.
Quand se pose la question de comment capturer l’interaction d’un agent avec son envi-
ronnement, la question de l’espace et de sa représentation par cet agent est probablement
une des premières problématiques à traiter. De sa connaissance dépend directement la ca-
pacité de l’agent à se déplacer, à se situer, à situer des objets et plus tard à établir des sché-
mas de navigation. Cette représentation permet à l’agent d’exprimer ses observations en
termes de positions, de déplacements, du moins pour un observateur externe. Pour l’agent,
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des termes comme "position", "distance", se doivent d’être définis relativement à des pro-
priétés intrinsèques du flux sensorimoteur, propriétés qu’on espère partagées avec l’envi-
ronnement : l’espace apparaît alors comme un contenant commun et partagé dans lequel
gravite l’agent et son environnement (nous faisons d’ailleurs là l’hypothèse que les deux
sont clairement séparés, ce qui semble non trivial). Il est clair que par ailleurs certaines ca-
ractéristiques peuvent être non partagées avec l’agent, du moins en être indépendant : on
parlera alors de caractéristiques non spatiales, comme la couleur, la température d’un ob-
jet. La question de la perception de l’espace est une des questions centrales soulevées par
Poincaré, et nous avons eu l’occasion de travailler à l’extension d’une première tentative de
formalisation de ses idées, proposée initialement dans (PHILIPONA, J. K. O’REGAN et NA-
DAL, 2003). Ces travaux visent à montrer sous quelles conditions un agent naïf est capable
de découvrir la dimension de son interaction avec l’environnement, appelée par abus de
langage "dimension de l’espace". Cette partie constitue une première contribution à l’ap-
proche SMC, effectuée à l’occasion de la thèse d’Alban LAFLAQUIÈRE (LAFLAQUIÈRE, 2013).
Elle sera présentée dans la section 3.2 de ce manuscrit. Sur cette base, nous avons dans un
premier temps proposé de caractériser les invariants sensorimoteurs, tout d’abord naïve-
ment, sans formalisation mathématique poussée (cf. §3.3.1). Les résultats obtenus dans ce
cadre laisse penser qu’une structure mathématique forte, et donc un formalisme, peut être
exploité pour mieux comprendre et analyser ces invariants. C’est précisément l’objectif de la
thèse de Valentin MARCEL que d’effectuer ce travail de formalisation. Sa thèse est toujours
en cours, mais nous a permis d’ores et déjà de proposer une formalisation s’appuyant sur
des considérations topologiques via l’introduction d’espaces quotient, appliquées à la dé-
couverte du corps de l’agent (§3.3.3) ou de son espace de travail (§3.3.4). L’ensemble de ces
contributions sont synthétisées dans les sections suivantes.
3.2 Estimation de la dimension de l’espace
3.2.1 Poincaré et le groupe des mouvements compensables
3.2.1.1 Généralités
Comme précisé en introduction, il appartient à Poincaré d’avoir, peut être le premier,
réfléchi au point de vue interne de la représentation de l’espace. Il nous rappelle en effet
que nos espaces sensoriels possèdent des caractéristiques très éloignées de ce que serait l’es-
pace géométrique, au sens d’un expérimentateur extérieur. Alors, comment faisons nous
l’expérience partagée de cet espace géométrique sans y avoir accès par les sens (POINCARÉ,
1913)? La réponse qu’il propose s’appuie sur la nature des caractéristiques spatiales parta-
gées entre l’agent et son environnement. Si d’une part l’agent en question est capable de se
déplacer, et que d’autre part l’environnement dans lequel se situe l’agent est constitué d’ob-
jets rigides, alors tous deux partagent des capacités de déplacements identiques. Et ce sont
ces capacités de déplacement qu’on espère dotées de propriétés analogues à l’espace des
géomètres : continuité, homogénéité, dimensionnalité, etc. Cette intuition prend forme via
l’introduction de transformations compensables, qui se traduisent par un phénomène particu-
lier dans l’expérience sensorimotrice de l’agent, cf. figure 3.2. Soit l’agent au repos, dans un
état sensoriel donné. Si l’environnement subit une telle transformation compensable, alors
l’état sensoriel de l’agent va changer. Cependant —et c’est là que l’on retrouve la nature
"partagée" de l’espace— l’agent est capable via une action de retrouver sa sensation initiale :
il a compensé certaines variations environnementales par l’action. Dans le cas contraire, il
peut alors déduire qu’il est face à une transformation d’état de l’environnement qui est a
priori non spatiale.
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FIGURE 3.2 – Illustration de la notion de transformation compensable. Après une modification (compen-
sable) de l’état de l’environnement, l’agent est capable de retrouver sa sensation initiale en se déplaçant dans
l’environnement. Figure tirée de (GAS et ARGENTIERI, 2016).
Mais comment approcher ces transformations compensables et espérer alors capturer
leurs propriétés? Poincaré fait ici l’hypothèse que nous sommes capables, de manière innée,
de former des groupes (au sens des structures algébriques de l’algèbre générale 1) (POIN-
CARÉ, 1902). Et il propose que la notion d’espace et ses propriétés peuvent se déduire de
cette seule notion de groupe. Si l’hypothèse est osée, elle permet néanmoins d’imaginer
qu’un agent ayant seulement accès à son flux sensorimoteur ait accès à la dimension de l’es-
pace dans lequel il interagit avec son environnement. Pour revenir à un exemple robotique
simple, nous pouvons illustrer ces idées grâce à un bras robotique à plusieurs degrés de li-
berté, fixe dans l’environnement, et équipé d’un capteur extéroceptif en son extrémité. Si le
bras décrit des mouvements aléatoires, alors la variété proprioceptive (ou motrice, les deux
étant selon les hypothèses précédentes identiques) est de dimension d1 égale au nombre de
degrés de liberté. Si maintenant l’extrémité du bras (et donc le capteur) est maintenue fixe
dans l’espace, cette dimension est réduite du nombre de degrés de liberté dans l’espace d, de
sorte que la variété proprioceptive possède maintenant une dimension d2 = d1−d. Au final,
il est donc possible d’avoir accès à la dimension d selon d = d1−d2. Dans ce raisonnement, la
dimension d est obtenue depuis la variété motrice (nous reviendrons d’ailleurs plus longue-
ment sur cette notion de variété dans la suite), semblant réduire le rôle des sensations exté-
roceptives sur la compréhension de l’environnement. Pourtant, d’un point de vue interne,
c’est bien en maintenant la sensation constante que l’agent sait que son capteur est dans
une configuration fixe. Bien sûr, si l’environnement voit son état évoluer dans le temps, le
raisonnement précédent peut ne plus s’appliquer : ce sera d’ailleurs un des points que nous
étudierons plus en détails en §3.3.4. Néanmoins, introduire la notion de transformation com-
pensable de l’environnement permet justement formellement de traiter ce problème, avec le
soucis que celles-ci peuvent également détecter des caractéristiques compensables non spa-
tiales. Afin d’expliciter un peu mieux les grandeurs en jeux dans le raisonnement, la sous
section suivante introduit les concepts et notation nécessaires à l’introduction des premiers
travaux ayant traité cette estimation de la dimension de l’espace.
1. Pour rappel, un groupe est un ensemble doté d’une loi de composition interne pour laquelle il existe un
élément neutre, et vérifiant les propriétés d’associativité et de symétrie.
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3.2.1.2 Notations et hypothèses
Dans toute la suite, nous allons considérer un agent naïf qui peut interagir avec son
environnement par l’application de commandes motrices appartenant à un ensemble des
configuration motrices M. Cet ensemble peut être décrit par les variables latentes qui pa-
ramétrisent les états de ses actionneurs, représentés par la configuration motrice m ∈ M.
L’agent est également doté de capteurs rigides placés sur différentes parties de son corps qui
l’informent sur l’état physique de l’environnement via sa configuration sensorielle s ∈ S, où
S désigne l’ensemble des configurations sensorielles. Les configurations motrices m et sen-
sorielles s constituent le flux sensorimoteur, seule donnée accessible à l’agent. Bien sûr, la
configuration sensorielle de l’agent dépend de sa configuration motrice, de sorte que
s = Ψ(m, ε) = Ψε(m), (3.1)
où Ψ.(.) désigne la loi sensorimotrice capturant les propriétés de l’interaction de l’agent avec
son environnement, et où ε ∈ E représente la configuration de l’environnement, avec E
l’ensemble des configurations de l’environnement.
Dans un premier temps, nous supposerons que les configurations motrices sont défi-
nies par des vecteurs m = (m1, . . . ,mNm)T ∈ M = RNm , avec Nm le nombre d’action-
neurs de l’agent. De la même façon, sa configuration sensorielle s est donnée par ses Ns
capteurs extéroceptifs, avec s = (s1, . . . , sNs)T ∈ S ⊂ RNs . Enfin, nous envisageons que la
configuration de l’environnement ε peut être totalement décrit par Ne variables (possible-
ment non indépendantes), de sorte que e = (e1, . . . , eNe)T ∈ E = RNe . La relation sensori-
motrice s = Ψε(m) nous indique que l’ensemble des sensation S sont générées depuis les
espaces M et E , mais en aucun cas nous pouvons dire que S = RNs . En effet, la nature
de l’interaction de l’agent avec son environnement contraint les configurations sensorielles
sur un sous-espace S de RNs , possiblement courbe et de dimension inférieure à Ns. Notons
d le nombre de variables indépendantes permettant de caractériser cette interaction. Nous
pouvons alors faire l’hypothèse que S est une sous-variété différentielle issue d’un plonge-
ment de Rd dans RNs , et d correspond alors à sa dimension intrinsèque. Nous définirons
plus formellement ce que capture précisément cet espace des variables latentes dans la sous
section 3.3.4.
3.2.1.3 L’approche de Philipona
C’est au début des années 2000 qu’une première formalisation mathématique des idées
de Poincaré est apparue (PHILIPONA, J. K. O’REGAN et NADAL, 2003). Ce travail visait à
montrer comment des organismes biologiques sont à même de percevoir des notions de
"corps", "environnement", "objet", etc. sur la seule base du flux sensorimoteur. La première
problématique abordée concerne un aspect primordial de l’espace : sa dimension. Si le flux
sensorimoteur s’appuie vraisemblablement sur des données à très haute dimension, la di-
mension a priori réduite de l’espace géométrique invite à caractériser les invariants de l’in-
teraction avec l’environnement dans un nombre réduit de paramètres. Et en particulier il
semble important, avant tout travail visant à définir les notions listées plus haut, de vérifier
que la tridimensionalité de l’espace est bien une propriété que l’on peut retrouver au sein
des dépendances sensorimotrices (PHILIPONA, 2008). S’appuyant sur l’interaction de l’agent
avec son environnement formalisée via la loi sensorimotrice, il est proposé dans (PHILI-
PONA, J. K. O’REGAN et NADAL, 2003) de définir formellement la notion de compensabilité
via la confrontation des deux origines différentes possibles des variations de sensation de
l’agent : le mouvement de l’agent et les variations de configuration de l’environnement.
Ainsi, en un point particulier de l’expérience sensorimotrice s0 = ψε0(m0), nous pouvons
exprimer localement les variations sensorielles infinitésimales ds|(m0,ε0) autour de s0 au
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s0 =  ✏0(m0)
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Plan tangent à la
variété des
mouvements
compensables
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FIGURE 3.3 – Illustration schématique du raisonnement proposé dans (PHILIPONA, J. K. O’REGAN et NADAL,
2003). L’intersection non nulle entre les 2 variétés sensorielles obtenues lorsque seul l’environnement change
ou seules les configurations motrices changent représente les variations sensorielles compensables (en rouge
gras). L’estimation de sa dimension est effectuée via son plan tangent au point de fonctionnement, de même
dimension que la variété. Figure tirée de (GAS et ARGENTIERI, 2016).
premier ordre selon
ds|m0,ε0 =
∂Ψ
∂m
|m0,ε0dm+
∂Ψ
∂ε
|m0,ε0dε. (3.2)
Nous faisons ainsi apparaître l’espace tangent {ds|m0,ε0} à la sous-variété sensorielle S en
une configuration particulière de l’expérience sensorimotrice s0,m0, ε0, comme étant en-
gendré par les 2 sous-variétés {ds|m0,ε0}dε=0 et {ds|m0,ε0}dm=0, de sorte que
{ds|m0,ε0} = {ds|m0,ε0}dε=0 + {ds|m0,ε0}dm=0. (3.3)
Du fait de l’approximation au premier ordre, {ds|m0,ε0}dε=0 et {ds|m0,ε0}dm=0 sont en pra-
tique les deux plans tangents aux deux variétés correspondant respectivement aux varia-
tions sensorielles lorsque l’environnement est fixe et lorsque les configurations motrices sont
fixes. Toutes ces variétés sont représentées schématiquement à la figure 3.3, qui met en évi-
dence que l’intersection de ces deux variétés n’est pas nulle. En pratique, cette intersection
représente les variations sensorielles autour de s0 qui peuvent être produites autant par un
changement des configurations motrices de l’agent que par un changement de configuration
de l’environnement. Cette sous-variété représente donc l’interaction de l’agent (via son ac-
tion) avec son environnement et correspond justement aux variations compensables censées
la caractériser. Dès lors, déterminer la dimension intrinsèque de cette sous-variété permet
d’estimer le nombre de variables latentes qui paramétrisent cette interaction. La propriété
de transversalité nous permet d’écrire
dim ({ds|m0,ε0}) = dim ({ds|m0,ε0}dε=0) + dim ({ds|m0,ε0}dm=0)−
dim ({ds|m0,ε0}dε=0 ∩ {ds|m0,ε0}dm=0)
(3.4)
ou encore
b = m+ e− d. (3.5)
On pourra noter que les dimensions de b,m et e ne sont pas forcément égales àNm+Ne,Nm
et Ne respectivement : dans le cas général, l’agent et son interaction peuvent présenter des
redondances qui vont tendre à diminuer ces valeurs. Nous allons maintenant voir dans la
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Figure 3.5: L’environnement est constitué de sources lumineuses ponctuelles reposant
sur une sphère de rayon 1 m centrée sur la tête. Leurs positions sont définies par leurs
azimuts et élévations dans le repère monde. Le robot est une tête munie de deux yeux
mobiles. Les orientations de la tête dans le repère monde et des yeux dans le repère de
la tête sont définies par leurs angles de tangage, roulis et lacet.
système visuel humain. La figure 3.6 illustre la structure d’un oeil et le principe de la
projection des sources lumineuses.
L’excitation partielle générée par la source k sur le cône i est :
s(i, k) = a
exp
⇣
  d
 
Pconeicretine, Pprojkcretine
 2⌘
d
 
Poeilcmonde, Psourcekcmonde
 2 , (3.9)
avec a la sensibilité du cône fixée arbitrairement à 10 3, d(.) la distance euclidienne,
Pconeicretine la position du cône i sur la rétine, Pprojkcretine la position de la projection
de la source k sur la rétine, Poeilcmonde la position du centre de la lentille dans le repère
monde et Psourcekcmonde la position de la source k dans le repère monde. L’excitation
totale du cône i générée en considérant l’ensemble des sources lumineuses de l’environ-
nement est :
s(i) =
NsourcesX
k=1
s(i, k). (3.10)
Les orientations de la tête et des yeux peuvent évoluer librement et indépendamment.
Elles sont définies respectivement par les angles de tangage, roulis et lacet [↵t, ✓t, t]cmonde
pour la tête dans le repère monde, [↵g, ✓g, g]ctete pour l’oeil gauche dans le repère de
la tête et [↵d, ✓d, d]ctete pour l’oeil droit dans le repère de la tête. Ces 9 degrés de li-
berté en rotation sont commandés par 9 variables motrices indépendantes m(i). Notons
qu’aucun phénomène de vergence n’est implémenté et que les mouvements des yeux sont
indépendants.
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Fig. 2. Schematic of the system. The agent is a head with two independent eyes. The environment is made up of souces on a 1-m sphere centered on
the head. Each eye has a square retina randomly dotted with cones. Each cone is excited by the projection of sources on the retina. Finally, the sensory
vector for any given configuration of the system is the concatenation of all the cones’ excitations.
the sphere. The environmental configuration is then defined
by Nsources ⇥ 2 parameters.
B. Simulation overview
Initially, a set of N configuration vectors Ci,
i = {1, . . . , N}, is randomly drawn around a working
point C0, with:
Ci = (rh, rl, rr, ✓1, . . . , ✓Ns , 1, . . . , Ns)
T
i , (5)
and stored in the matrix C = (C1, . . . , CN ). The maximal
amplitude for all configuration parameters is chosen between
10 6 and 10+1 degrees. As already presented in II-B, 3
different cases can be c nsidered: only he agent moves,
only the environment moves and both move. Note that
depending on the kind of xplorati n performed, a p rt of th
configuration vector Ci is forced to be constant and equal
to its reference value. Each vector Ci generates a sensory
vector Si of length n through the sensorimotor law ' (see
Equation 1). Let note  Si the sensory variation generated
thereby:
 Si = Si S0 = '
 
Ci
 
 '
 
C0
 
, with i = {1, . . . , N}. (6)
The N sensory variations vectors  Si generated by C are
stored in the n ⇥ N data matrix S = ( S1,  S2, . . . ,  SN ).
Finally, the data S is centered and reduced before being ana-
lyzed by the dimension estimation module. In the following,
the dimension estimation algorithm is presented and applied
to determine m, e, b, and thus d through Equation (3).
Fig. 3. Schematic of the simulation.
C. Simulation parameters
In this paper, the following parameters values are ex-
ploited. For each maximal amplitude of movement in
{10 6, 10 5, 10 4, 10 3, 10 2, 10 1, 10 0, 10+1} degrees,
these are:
• 3 successive simulations: only the agent moves, only
the environment moves and both move.
• N = 1000 movements for each exploration.
• 20 cones by eye, which leads to a sensory space of
dimension n = 40.
• Nsources = 3 sources in the environment.
• 100 successive trials of the whole process (all random
parameters are redrawn) for statistical results.
IV. LINEAR DIMENSION ESTIMATION ALGORITHM
The second module represented in Figure 3, whose role
is to estimate the intrinsic dimension of the data stored in
S, is described in the following. Various algorithms can be
applied to perform such an estimation. A linear algorithm is
first described in this section. Non-linear methods are then
assessed in Section V.
A. The linear algorithm
The linear dimension estimation algorithm has already
been presented in our previous paper [10]. Only the main
elements are recalled in this subsection. The linear approach
is based on a Singular Value Decomposition (SVD) of the
data matrix S. Let dim be the intrinsic dimension of the
manifold. The estimated dimension ddim is then obtained
through:
ddim = arg max
j
n ⌃j
⌃j+1
o
, 8j 2
⇥
1, min(n, N)   1
⇤
, (7)
where ⌃j are the singular values of the matrix S in de-
creasing order. The estimated dimension is then equal to
the number of significative singular values, as the ratio is
maximal at the boundary between significative and non-
significative values, see [10].
B. Results with the linear method
The performance of the linear dimension estimation
method in relation to the maximal amplitude of movement
is presented in this subsection. Performances are defined as
the percentage of correct dimension estimations over the 100
successive trials. The correct intrinsic dimension m is 9 as
the agent has 9 degrees of freedom (see III-A.1). It is 6 for
e as each of the 3 light sources has 2 degrees of freedom
FIGURE 3.4 – Un agent doté d’un tête et deux yeux mobiles en rotation perçoit son environnement constitué
de sources lumineuses ponctuelles, placées à une distance constante de l’agent. Pour différentes phases de
l’exploration, l’agent capture les vecteurs sensoriels obtenus, qui sont par la suite analysés pour estimer la
dimension de la variété sur laquelle ils se trouvent. Figure inspirée de (LAFLAQUIÈRE, 2013).
suite comment estimer ces dimensions et les limites conceptuelles de cette approche, limites
que nous allons chercher à dépasser.
3.2.2 Reprise des travaux de Philipona
Un des premiers objectifs de la thèse d’A. LAFLAQUIÈRE a consisté à reprendre les
travaux précédents (PHILIPONA, J. K. O’REGAN et NADAL, 2003) et à les appliquer
à un robot plus "réaliste" afin d j ger de la perti ence et de l’applicabilité du for-
malisme proposé. Ainsi, là où un bras articulé muni de deux capteurs visuels sont
o iginellement utilisés, nous avons proposé d’exploiter à la place un agent (toujo rs
simulé) doté d’une tête sphérique munie de deux yeux, comme représenté à la fi-
gure 3.4. Doté de degrés de redondance motrice supplémentaires, l’agent proposé
nous a permis dans un premier temps e mettre en évidence les limites expérimen-
tales du formalisme linéaire initial.
En pratique, la tête comme les deux yeux de l’agent proposé sont capables de bouger
indépendamment les uns d s autres selon 3 rotations, pilotées par l’intermédiaire deNm = 9
commandes motrices. Les sen ations sont issues des deux yeux, au sein desquelles sont
placées deux rétines munies de 20 cellules sensibles réparties aléatoirement. Le vecteur de
sensation ainsi obtenu est donc de dimension Ns = 40. Enfin, l’environnement est constitué
de 3 sources lumineuses ponctuelles situées à une distance constante de l’agent, de sorte que
chacune de leurs positions est fixée par 2 paramètres indépendants. Ainsi, la configuration
de l’environnement est totalement décrite parNe = 6 paramètres. Sur c tte base, les données
sensorielles qui seront analysées pour en déterminer la dimension intrinsèque so t générées
de la façon suivante :
— une configuration se sorimotrice "de référence" s0,m0, ε0 est tirée au sort 2 ;
2. La génération aléatoire de ces données est tout de même guidée pour faire en sorte que l’agent puisse voir
les sources lumineuses.
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— trois matrices sensorielles S, issues de 3 explorations différentes, sont simulées : (i) seul
l’agent bouge, (ii) seulement l’environnement bouge, et (iii) l’agent et l’environnement
bougent tous les deux. A cette occasion,N = 1000 mouvements aléatoires d’amplitude
A sont simulés, produisant ainsi une matrice S de dimension Ns ×N ;
— l’expérience est répétée 100 fois de façon à analyser statistiquement la simulation ;
— enfin, l’ensemble du processus est répété pour différentes amplitudes A des mouve-
ments de rotation simulés.
A l’issue de la simulation, et pour une amplitude et une génération aléatoire des mouve-
ments, nous disposons donc de 3 matrices sensorielles différentes dont les vecteurs vivent
sur les trois variétés {ds|m0,ε0}, {ds|m0,ε0}dε=0 et {ds|m0,ε0}dm=0. Leurs dimensions intrin-
sèques respectives b, m et e peuvent être estimées à l’aide d’une décomposition en valeurs
singulières (SVD) des 3 matrices de données : la limite entre leurs valeurs singulières si-
gnificatives et non significatives permet d’estimer le nombre de dimension minimal expli-
quant les données sensorielles. Enfin, sur la base des 100 répétitions de l’exploration, nous
pouvons déterminer un taux de bonne estimation de la dimension intrinsèque des données
sensorielles, en comparant le résultat de la SVD avec les valeurs théoriques des dimensions :
— lorsque seul l’agent bouge, et comme il y a autant de commandes motrices que d’ac-
tionneurs, nous avons m = 9 ;
— lorsque seul l’environnement bouge, sa configuration est totalement déterminée par
Ne paramètres indépendants, de sorte que nous avons e = 6 ;
— enfin, lorsque l’agent et l’environnement bougent tous les deux, la dimension b ne vaut
pas 15 : sa dimension est plus faible du fait de l’existence de variations sensorielles
pouvant être générées à la fois par l’environnement ou le mouvement de l’agent, i.e.
par des variations compensables. En tant qu’observateur externe, nous savons que les
3 rotations centrées sur la tête correspondent aux seuls mouvements compensables.
De fait, nous avons alors théoriquement d = 3, et ainsi b = 12.
Obtenir d = 3 semble indiquer que l’interaction de l’agent avec son environnement s’ef-
fectue dans un monde à 3 dimensions. En réalité, d capture le nombre de variables indé-
pendantes qui caractérisent cette interaction : si jamais l’agent et les sources lumineuses de
l’environnement pouvaient se translater dans les 3 directions de l’espace, alors nous aurions
obtenus d = 6 : 3 translations et 3 rotations paramétrisent l’interaction. En pratique, c’est
bien la dimension du groupes des transformations compensables qui est estimé, et plus pré-
cisément celle du groupe de Lie des transformations orthogonales (POINCARÉ, 1895).
Les taux de bonne estimation de ces dimensions sont reportés sur la figure 3.5, pour diffé-
rentes amplitudes des mouvements de rotation. On peut y constater que l’estimation de d est
correcte pour des mouvements angulaires d’amplitudes allant jusqu’à environ 10−4 degrés.
Au delà, les dimensions des 3 variétés ne sont plus correctement estimées. Il est clair que
l’équation (3.3) n’est valable qu’à l’ordre 1, i.e. sur les plans tangents des variétés d’origine.
Or, dès que l’amplitude des mouvements augmentent, les données sensorielles ne peuvent
plus être correctement représentées par ce plan tangent, dont l’estimation de dimension re-
pose sur une SVD, i.e. une méthode linéaire. Dès lors, les performances d’estimation des
dimensions des variétés se réduisent. En pratique, les variétés en jeux sont certainement
courbes, de sorte que l’application d’une SVD ne permet pas d’en estimer la dimension in-
trinsèque. Il est donc clair que l’applicabilité de ces travaux à la robotique est limitée car il
est totalement inenvisageable de travailler sur des amplitudes de mouvements aussi faibles.
A ce stade, la question est même posée de savoir si tout le raisonnement précédent reste
valide au sein d’agents dotés de capacités de mouvement réalistes.
3.2. Estimation de la dimension de l’espace 65Chapitre 3. Estimation de la dimension de l’espace 82
Figure 3.7: Pourcentage d’estimations correctes des dimensions m, e, b et d sur 100
essais successifs avec la méthode linéaire. La performance est satisfaisante pour des
variations infinitésimales de la configuration du système et diminue en même temps
que l’amplitude A augmente.
– Lorsque seul l’environnement bouge, le nombre de ddl du système est égal au
nombre Ne = 9 de variables indépendantes pour décrire la configuration des sources
lumineuses.
– Lorsque l’agent et l’environnement bougent, le nombre de ddl du système est in-
férieur à Nm + Ne du fait des propriétés spatiales redondantes entre la tête et
les sources lumineuses. En tant qu’observateur extérieur, nous pouvons déterminer
que ces redondances, associées aux mouvements compensables du système, sont
les 3 rotations de la tête et des sources centrées sur l’origine du repère monde. La
dimension d de l’ensemble des variations sensorielles compensables est donc égale
à 3 et l’équation (3.3) nous permet d’affirmer que b est égale à 12.
3.2.4 Discussion
La méthode proposée par D.Philipona permet d’estimer la dimension d de l’espace
des variations sensorielles compensables liées aux déplacements du système. Différentes
remarques sur l’intérêt et les limitations de cette approche sont discutées ci-après.
Limitation de l’amplitude des mouvements : Comme l’illustrait la figure 3.7, la
méthode linéaire d’estimation de dimension ne fonctionne que pour des amplitudes de
mouvements infinitésimales garantissant une exploration locale des sous-variétés senso-
rielles. Ainsi, dans le cas du système étudié, ses performances ne sont satisfaisantes que
pour des amplitudes inférieures à A = 10 4 degrés. Au-delà, la courbure des nuages
FIGURE 3.5 – Taux de bonne estimation des dimensions m, e et b en fonction de l’amplitude angulaire des
mouvements. De ces trois valeurs estimées, on peut déduire d̂ = m̂+ ê− b̂ et son taux de bonne estimation.
Figure tirée de (LAFLAQUIÈRE, ARGENTIERI, BREYSSE et al., 2012).
3.2.3 Extension aux mouvements réalistes
Suite à cette évaluation de l’influence de l’amplitude des mouvements sur l’estima-
tion des dimensions, nous avons orientés les travaux d’A. LAFLAQUIÈRE sur la prise
en compte du caractère probablement non-lin aire des variétés sou -jacentes. Il s’agis-
sait alors d’ét dier si des méthodes d’analyse non linéaire permette t d’étendre la
portée des résultats précédents.
Il apparaît donc que l’approximation linéaire précédente n’est valide qu’au voisinage
immédiat du point de fonctionnement sensorimoteur. Pourtant, l’équation (3.3) peut se ré-
écrire d’une manière plus générale en faisant apparaître les 2 variétés "complètes" obtenues
lorsque seules les configuration motrices de l’agent changent (SM = ψε0(M)) et lorsque seul
l’environnement change (SE = ψE(m0)), cf. figure 3.3 , sous la for e
S = SM + SE . (3.6)
La même propriété de transversalité donne alors
dim(S) = dim(SM ) + dim(SE)− dim(SM ∩ SE) (3.7)
⇔ b = m+ e− d. (3.8)
Ainsi, les équations obtenues pour l’estimation de dimension restent identiques, mais s’ap-
pliquent non plus aux plans tangents des variétés, mais plutôt aux variétés elles-même. Il
s’agit alors de déterminer une méthode adéquate d’estimation de leurs dimensions intrin-
sèques pour espérer être capable à nouveau de déterminer correctement d pour des mouve-
ments de plus grande amplitude.
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FIGURE 3.6 – Illustration de l’augmentation de l’erreur de projection en fonction de la dimension cible. Si
celle-ci est inférieure à la dimension intrinsèque des données d’entrée, l’erreur J augmente significativement.
Figure tirée de (LAFLAQUIÈRE, ARGENTIERI, BREYSSE et al., 2012).
3.2.3.1 Sur l’estimation de la dimension intrinsèque d’une variété
La littérature propose plusieurs solutions à ce problème (LAFLAQUIÈRE, 2013), parmi
lesquelles les approches fractales (THEILER, 1990), les méthodes spectrales (LEE et VERLEY-
SEN, 2007), ou les méthodes par essai-erreurs. Cette dernière approche est plus coûteuse que
les précédentes d’un point de vue computationnel ; c’est néanmoins l’approche que nous
sélectionnons, car elle ne nécessite pas d’a priori particulier sur la distribution des données
à analyser. Ce type d’approche s’appuie sur une technique (a priori quelconque) de pro-
jection des données haute-dimension dans un espace de dimension inférieure. Tant que la
dimension de projection p est suffisante pour expliquer les données (et donc les projeter en
respectant leur topologie, i.e. leurs relations de voisinage), alors c’est que cette projection
s’opère à une dimension supérieure ou égale à la dimension intrinsèque des données. L’er-
reur de projection J(p) est donc faible. Par contre, dès que cette projection est effectuée à une
dimension p inférieure strictement à la dimension intrinsèque, le nuage projeté est associé
à une erreur de projection J(p)importante. Cette augmentation importante de l’erreur de
projection permet alors d’estimer la dimension intrinsèque d̂im selon
d̂im = arg max
p
J(p− 1)
J(p)
. (3.9)
Cette idée est illustrée à la figure 3.6 pour un nuage de point 2D immergé dans un espace
3D, et projeté successivement en 3D, 2D et 1D : l’erreur de projection J explose pour p = 1 3.
Reste maintenant à choisir une méthode de projection des données. Dans toute la suite, nous
avons opté pour une analyse en composantes curvilignes (CCA) (DEMARTINES et HERAULT,
1997), méthode de réduction de dimension non linéaire basée sur la conservation des faibles
distances euclidiennes au moment de la projection. Cette propriété fait de la CCA une mé-
thode particulièrement bien adaptée au traitement de variétés fortement courbées le tout en
présentant une complexité algorithmique raisonnable. En pratique, elle consiste à minimiser
l’erreur de projection J , définie par
J =
1
2
N∑
i,j=1
f(λ, d(yi,yj))
(
d(si, sj)− d(yi,yj)
)2
, (3.10)
3. On remarquera néanmoins que l’application de (3.9) ne fonctionnerait pas ici. La très faible dimension
des données conduit, sur les 2 valeurs possibles à calculer du ratio d’erreur, à une valeur infinie. Ce cas ne se
présente pas en pratique pour les données à traiter.
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Figure 3.9: Pourcentage d’estimations correctes des dimensions m, e, b et d sur 100
essais successifs avec la méthode non-linéaire par essai-erreur. La performance est mau-
vaise pour l’estimation de e et quasi-nulle pour l’estimation de m, b et d, quelque soit
l’amplitude A.
pour e (environ 40% d’estimations correctes) et médiocres pour m, b et d. L’origine de
ces contre-performances est étudiée en détail ci-après.
3.3.2 Origine de l’échec de la méthode non-linéaire
L’origine des mauvaises estimations obtenues avec la méthode non-linéaire est dis-
cutée ci-après. Tout d’abord, la méthode auxiliaire d’estimation de dimension basée sur
ISOMAP est appliquée afin d’éprouver ces premiers résultats. Les propriétés de l’échan-
tillonnage des données sensorielles sont ensuite étudiées afin de déterminer la cause de
cet échec. En particulier, l’influence de la courbure de la distribution sensorielle, de l’ho-
mogénéité de sa densité et de l’étirement du nuage d’échantillons dans l’espace sensoriel
sera analysée.
3.3.2.1 Application de la méthode auxiliaire d’estimation de dimension
Afin de s’assurer que l’échec de la méthode précédente n’est pas lié à la CCA mais
plutôt aux propriétés des nuages de données sensorielles, la méthode auxiliaire d’estima-
tion de dimension basée sur ISOMAP est appliquée aux données. Les performances de
cette seconde méthode non-linéaire sont présentées figure 3.10.
Les résultats sont encore une fois médiocres. La performance de la méthode auxiliaire
pour l’estimation de m, e, b et d n’est donc pas meilleure qu’avec CCA 9.
9. Le faible taux d’estimations correctes de d dérive de l’application de l’équation (3.13). Ainsi, d
peut par chance être égale à 3 même si m, e et b sont mal estimées.
FIGURE 3.7 – Taux de bonne estimation des dimensions m, e et b en fonction de l’amplitude angulaire des
mouvemente, obtenu via une CCA sur les données sensorielles. Figure tirée de (LAFLAQUIÈRE, 2013).
où d(., .) représente la distance Euclidienne entre 2 vecteurs, si représente les données d’en-
trée (à haute dimension), yi les même données exprimée dans une dimension inférieure p,
et f(λ, d(., .)) une fonctio de voisinage permettant de privilégier la conservation des faibles
distances selon un paramètre de voisinage λ. La minimisation de l’erreur J est réalisée par
un algorithme de type "descente de gradient", légèrement optimisé pour éviter de nombreux
minima locaux. Parmi les méthodes de projection des données, on peut également nommer
ISOMAP (TENENBAUM, SILVA et LANGFORD, 2000), travaillant cette fois sur la conservation
des distances de graphe, mais sensiblement plus coûteuse en terme de temps de calcul.
3.2.3.2 Application à la variété sensorielle
Tout semble maintenant prêt pour l’application de la CCA à la variété sensorielle. Les
données utilisées sont exactement les même que celles exploitées par l’approche linéaire et
générées à l’aide de l’agent simulé représenté figure 3.4. La dimension maximale testée pour
la projection est pmax = 15. Les résultats d’estimation des dimensions m, e, b et donc d sont
représentés sur la fig re 3.7. De manière surprenante, les résultats obtenus à l’aide de la
méthode non linéaire CCA de projection des do né s n’améliore p s du tout les résultats,
même (et surtout) pour des mouvements d’am lit de imp rtante. Appliquer à la place de
la CCA une méthode ISOMAP ne change pas la nature des résultats, qui restent en particu-
lier aussi mauvais pour les faibles amplitudes de mouvement : clairement, la courbure des
variétés n’est pas la cause de ces mauvaises performances. L’étude attentive des proprié-
tés de la variété s nsorielle poi te v rs un soucis lié à l’asymétrie des données, c’est à dire
un étirement du nuage de données dans une ou plusieurs directions, au détriment d’autres
néanmoins aussi porteuses d’information. Ce phénomène est illustré aux figures 3.8a et 3.8b,
pour un robot capable de se mouvoir dans les 2 direction x et y et équipé de deux capteurs
d’obstacle le renseignant sur les deux distances d1 et d2 aux murs environnant. Si l’explo-
ration motrice est effectuée de manière homogène selon les deux directions ∆x et ∆y, la
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(D) Variété sensorielle
FIGURE 3.8 – Illustration de l’étirement des données sensorielles (B), pour un robot mobile dont un des
capteurs amplifie sensoriellement une des 2 directions de commande (A). Après ré- échantillonnage moteur
visant à amplifier les mouvements selon la direction x (C), la variété sensorielle voit son asymétrie réduite
(D). Figure tirée de (GAS et ARGENTIERI, 2016).
variété sensorielle –reliée à la variété motrice par la loi sensorimotrice– présente un éti-
rement important : un des deux capteurs fournit des données variant beaucoup plus que
l’autre. L’application d’une CCA (ou même d’une méthode linaire) sur ces données senso-
rielles donnerait vraisemblablement une dimension du nuage de point égale à 1, alors que
sa dimension intrinsèque est de 2. L’analyse d’une telle variété nécessite donc de modifier la
façon dont les données sensorielles sont réparties. Nous proposons pour cela une approche
de ré-échantillonnage actif des données sensorielles permettant de réduire l’asymétrie du
nuage de points.
3.2.3.3 Mise en œuvre d’un ré-échantillonnage moteur
Les méthodes non linéaires d’estimation de dimension sont très sensibles à la réparti-
tion des données dans leur espace d’origine. Si celle-ci est très étirée, alors la plupart des
méthodes échoueront à déterminer la dimension intrinsèque de la variété sous-jacente. Une
première idée était de travailler les données préalablement à leurs projections, typiquement
via un centrage et une normalisation. Néanmoins, ces 2 opérations n’ont pas d’effet sur
l’asymétrie. Une autre idée pouvait consister à chercher les directions principales du nuage
de points, portant le plus de variance. Typiquement, si on oublie la nature possiblement non
linéaire du nuage de points, une PCA permettrait de détecter ces dimensions faiblement re-
présentées, associées à des valeurs propres faibles. Seulement, comme nous pouvons nous
en douter, il est difficile de différencier une faible variance liées aux données d’une faible va-
riance liée à la présence de bruit. Dès lors, amplifier ces composantes pourrait revenir à am-
plifier le bruit. Il est donc absolument nécessaire d’impliquer le comportement exploratoire
de l’agent dans la regénération des données sensorielles. En d’autres termes, c’est l’agent
qui doit, itérativement et de proche en proche, déterminer comment explorer son environ-
nement de façon à doter sa variété sensorielle des bonnes propriétés permettant l’estimation
correcte de sa dimension intrinsèque. Pour cela, nous avons proposé d’appliquer la stratégie
de rééchantillonnage moteur suivante , dont les principales étapes successives sont :
1. Détermination des faibles variances sensorielles, via une décomposition en valeurs singu-
lières de la matrice des données sensorielles ;
2. Détermination des commandes motrices associées aux variances sensorielles, par un change-
ment de base des Ns premiers vecteurs singuliers à droite ;
3. Suppression des redondances dans la loi sensorimotrice, là aussi en exploitant les N − Ns
vecteurs singuliers à droite ne générant aucune variation sensorielle ;
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4. Exploitation des valeurs numériques des valeurs singulières pour amplifier les directions
faiblement représentées au sein des données grâce à la base obtenue précédemment ;
5. Enfin, on exprime les commandes motrices dans leur base d’origine, en veillant à les
remettre à l’amplitude A de mouvement demandée.
Ces différents points sont répétés itérativement, après une exploration initiale aléatoire et
de même variance selon toutes les dimensions. Une fois arrivé à l’étape 5, l’agent réalise les
mouvements ainsi déterminés, produisant alors un nouveau nuage de points analysé en-
suite en repartant de l’étape 1. Appliqué à l’exemple précédent du robot mobile, nous pou-
vons imaginer que le nuage de points sensoriels, étiré, représenté sur la figure 3.8b puisse
être déformé de façon à réduire son asymétrie en augmentant les mouvement du robot se-
lon la commande motrice ∆x, cf. figure 3.8c et 3.8d. Et il est maintenant beaucoup plus
probable qu’une méthode d’estimation de la dimension intrinsèque de la variété sensorielle
puisse fournir de bons résultats. Évidemment, dans un cas plus complexe pour lequel les
dimensions des variétés en jeux sont bien supérieures, il est particulièrement difficile de re-
présenter visuellement le bénéfice de ce ré-échantillonnage. Mais il est attendu que le taux
d’estimation de la dimension augmente significativement.
Avant d’évaluer ce gain, il est important de noter que la stratégie de ré-échantillonnage
telle que proposée s’appuie sur une décomposition en valeurs singulières de la matrice de
sensations. Elle ne devrait donc pouvoir s’appliquer qu’à des variétés faiblement courbées,
ce qui n’est a priori pas le cas des données sensorielles obtenues avec de grandes amplitudes
de mouvement. Nous proposons deux manières de l’appliquer néanmoins :
— locale : le ré-échantillonnage est appliqué uniquement aux données issues d’un mouve-
ment d’amplitude infinitésimale. Le résultat de ce ré-échantillonnage est ensuite am-
plifié à l’amplitude A demandée : cette dernière amplification des commandes mo-
trices obtenues localement à des mouvement plus grands ne garantit en rien que la loi
sensorimotrice ne va pas à nouveau étirer significativement les données sensorielles ;
— globale : le ré-échantillonnage est appliqué directement aux données issues d’un mou-
vement d’amplitude A quelconque : selon la courbure des données, il n’y a donc au-
cune garantie de convergence vers un résultat satisfaisant.
L’estimation des dimensions intrinsèques des différentes variétés est à nouveau représentée
sur la figure 3.9 pour ces 2 stratégies. On peut y voir que la stratégie de ré-échantillonnage lo-
cale permet d’envisager des mouvements de quelques degrés, là où l’approche linéaire seule
ne permettait que des mouvements infinitésimaux. Néanmoins, si on envisage son utilisa-
tion globale, alors les performances chutent d’un facteur 10, et seuls des mouvements d’en-
viron 0.1◦ sont envisageables. C’est toujours bien mieux qu’avec l’approche linéaire (gain
d’un facteur 1000), et cet ordre de grandeur est maintenant physiquement atteignable (mais
reste difficile à mettre en œuvre). Clairement, l’utilisation d’une méthode linéaire au sein
du rééchantillonnage moteur en dégrade les performances, et l’utilisation d’une méthode
intrinsèquement non-linéaire devrait permettre d’en améliorer la portée.
Publication
Le travail synthétisé dans cette sous-section a donné lieu à l’article (LAFLAQUIÈRE,
ARGENTIERI, BREYSSE et al., 2012) publié et présenté au sein de la conférence IEEE
IROS.
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FIGURE 3.9 – (bleu) .
3.2.4 Discussion et conclusion
Les travaux précédents avaient pour objectifs de montrer qu’il était possible d’extraire,
au sein du flux sensorimoteur, une information a priori triviale : la dimension de l’inter-
action d’un agent naïf avec son environnement. L’extraction de cette dimension, appelée
par abus de langage "dimension de l’espace", permet de mettre en évidence que malgré les
dimensions importantes du flux sensorimoteur, l’interaction pouvait être caractérisée par
un nombre réduit de paramètres, capturant ici des informations spatiales. Alors que jus-
qu’à présent cette information n’était accessible qu’à une échelle infinitésimale, la stratégie
de rééchantillonnage moteur proposée permet d’atteindre une échelle atteignable pour des
agents robotiques : l’intuition de Poincaré semble donc bien accessible à des agents aux
capacités motrices proches de celles dont sont dotées nos robots. Ce rééchantillonnage est
par ailleurs une approche intrinsèquement active, dans la mesure où les données senso-
rielles sont systématiquement régénérées à chacune des étapes de l’exploration motrice de
l’agent : la loi sensorimotrice est donc sollicitée à chaque itération. D’une certaine façon,
nous voyons donc apparaître ici une certaine finalité de l’action, dont l’objectif ici pourrait
être de caractériser l’interaction de l’agent dans le but de construire un sens de la perception.
Néanmoins, certaines limites conceptuelles viennent nuancer la portée des résultats ob-
tenus. Tout d’abord, la façon dont l’exploration motrice est conduite reste naïve. Pour rap-
pel, celle-ci s’appuie sur trois collectes sensorielles dans le cas où (i) seul le robot bouge, (ii)
seul l’environnement bouge, et (iii) les deux bougent. Le cas (i) est problématique : com-
ment l’agent, de son point de vue, peut-il s’assurer qu’il est le seul à bouger alors qu’il n’a
aucun contrôle sur l’environnement? Plusieurs solutions peuvent être envisagées : il peut
être argumenté que l’exploration motrice de l’agent s’effectue à une dynamique plus rapide
que celle de l’environnement. Une autre solution pourrait consister pour l’agent à revenir
régulièrement en sa configuration motrice de référence m0 pour s’assurer que la sensation
en cette configuration n’a pas changé. Son exploration serait alors de type saccadique : on
retrouve quelque part cette hypothèse sur la dynamique de l’exploration, alors que cet as-
pect dynamique n’a jamais été pris en compte. Il s’agirait certainement de modifier la loi
sensorimotrice en une équation différentielle pour rendre compte de ce phénomène. Par
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ailleurs, nous savons que la dimension extraite de ces explorations correspond en pratique
au groupe des transformations compensables. Or, ces compensations n’ont été envisagées
que de manière totale : la sensation complète doit pouvoir être retrouvée à l’identique par
une action de l’agent après un changement de configuration de l’environnement. Cela n’est
pour l’instant envisageable que pour des environnements simples, impliquant par exemple
seulement quelques sources de lumières ponctuelles. Dans le cas d’un environnement réa-
liste, fait d’objets rigides dotés de textures complexes, compenser en totalité la sensation
n’est tout simplement pas réalisable.
Au final, il est important de comprendre que l’extraction de la dimension de l’interaction
de l’agent avec son environnement n’est pas une finalité en soit. Nous n’avons certainement
pas au sein de notre cerveau un groupe de neurones dédiés à cette tâche, clamant en per-
manence "d = 3". Il s’agissait avant tout de montrer en quoi le flux sensorimoteur contient,
en son sein, une telle information. Nous allons maintenant voir dans la section suivante que
d’autres types de structures peuvent en être extraites.
3.3 Extraire une structure des invariants sensorimoteurs
La section précédente était dédiée à l’estimation du nombre minimal de paramètres
caractérisant l’interaction d’un agent naïf avec son environnement. Il est clair que
cette information, aussi critique soit-elle, ne permet pas encore de montrer que l’agent
a su capturer, au sein de son flux sensorimoteur, des structures invariantes pouvant
être à l’origine de sa compréhension du monde. Nous avons souhaité que la seconde
partie de la thèse d’Alban LAFLAQUIÈRE s’attaque en partie à ce problème, avec pour
objectif de proposer l’élaboration graduelle d’une formalisation sensorimotrice de la
perception. A. LAFLAQUIÈRE a eu l’intuition que la structure du flux sensorimoteur
était susceptible de prendre racine dans ce que nous avons appelé naïvement des
courbes noyaux, déterminées dans l’espace des configurations motrices de l’agent.
Cette intuition a été confirmée par des résultats expérimentaux obtenus en simula-
tion ; ils sont synthétisés dans la sous-section suivante. Pour autant, aucune formali-
sation mathématique solide de l’approche n’avait été proposée à ce stade. Nous avons
ainsi souhaité travailler sur la formalisation précise de cette approche à l’occasion de
la thèse de Valentin MARCEL. En introduisant les concepts de la thèse d’A. LAFLA-
QUIÈRE sous une forme plus générale d’ensembles quotient, V. MARCEL a démontré
le lien formel existant entre ces ensembles et ce qu’ils représentent : un espace abstrait
caractérisant l’interaction de l’agent. La formalisation précise proposée, ainsi que son
exploitation pour la découverte du corps d’un agent est proposée en §3.3.3. Enfin, si
la restriction du problème au corps de l’agent permet de simplifier son étude et sa for-
malisation, nous avons souhaité travailler à étendre ces résultats afin de tenir compte
de l’évolution de l’état de l’environnement au cours du temps. C’est précisément l’ob-
jectif de la fin de thèse de V. MARCEL que d’intégrer le formalisme sensorimoteur au
sein de la vie d’un agent. Cela pourrait permettre d’envisager l’intégration sensori-
motrice comme une expérience continue et itérative qui enrichit la représentation de
l’interaction au fur et à mesure que l’agent fait l’expérience de nouveaux environne-
ments. Des premiers résultats de ce travail encore en cours sont présentés en §3.3.4.
72 Chapitre 3. Contributions pour une approche interactive de la perception
3.3.1 Approche intuitive
Avant de détailler l’approche que nous envisageons, essayons dans un premier temps
de définir quelles propriétés nous cherchons à capturer au sein de l’expérience sensorimo-
trice. Dans un premier temps, il semble particulièrement pertinent d’espérer doter un agent
de capacités d’évolution dans l’espace, de planification d’un mouvement, le tout en s’ap-
puyant uniquement sur le flux sensorimoteur. Cela semblerait en effet témoigner de sa ca-
pacité de compréhension de son interaction via un comportement spatial adapté. Comme
nous le verrons dans la suite, nous proposons pour cela que l’agent cherche à se doter d’une
représentation interne de l’espace dans laquelle il serait capable de définir ces notions, re-
lativement à ses capacités motrices et sensorielles. Cette représentation interne serait donc
subjective, comme le suggère l’approche SMC. Cette même approche suggère néanmoins
qu’une telle représentation –même relative aux capacités de l’agent– n’est pas nécessaire,
voir même inexistante. A vrai dire, plutôt qu’une représentation interne de l’espace, nous
proposons de travailler sur une représentation interne des relations sensorimotrices qui sont
susceptibles de décrire l’espace. Et comme nous aurons l’occasion de l’indiquer plus loin,
la construction d’une telle représentation nous permettra d’illustrer qu’il est possible de
capturer ces relations. Nous n’irons donc pas jusqu’à dire qu’il est obligatoire d’établir une
telle représentation afin qu’un agent puisse capturer les caractéristiques de son expérience
sensorimotrice.
Quelles doivent être alors les propriétés devant être capturées par cette représentation
interne? Nous faisons ici l’hypothèse qu’il est nécessaire (mais peut être pas suffisant) de
conserver la topologie de l’espace externe au sein de cette représentation. Nous allons illus-
trer cette intuition dans la suite, avant d’en proposer une vision plus formelle.
3.3.1.1 De la variabilité de l’expérience sensorielle
Exactement comme nous l’avions fait dans la section précédente, l’existence a priori de
l’espace comme contenant commun à l’agent et son environnement permet d’envisager l’uti-
lisation de la variété sensorielle explorée via les capacités d’action de l’agent comme repré-
sentation basse dimension de l’espace. Prenons pour cela l’exemple simple illustré sur la
figure 3.10 dans lequel un agent doté d’une seule configuration motrice m = m se déplace
linéairement pour atteindre une position x dans l’espace. Cet agent dispose de deux capteurs
extéroceptifs générant deux scalaires s1 et s2 images des distances moyennes aux sources lu-
mineuses ponctuelles définissant l’environnement. Bien sûr, l’agent n’a accès qu’à son flux
sensorimoteur, constitué des données m, s1 et s2 : dès lors, comment peut-il comprendre
que son interaction spatiale avec l’environnement se résume à ce paramètre x, identifié d’un
point de vue externe? Si on considère uniquement la variété sensorielle, telle que représen-
tée à la figure 3.10, alors il est évident que celle-ci est de dimension intrinsèque égale à 1.
De plus, à chacune des valeurs sensorielles correspond une seule et unique valeur de x 4 : la
variété sensorielle a bien capturé le seul paramètre caractérisant l’interaction de l’agent avec
son environnement. D’ailleurs, de son point de vue, la dimension de l’espace (ou plutôt de
son interaction) est de 1, alors que nous avons représenté schématiquement ce même agent
dans le plan. Cependant, la variété sensorielle reste dépendante du contenu de l’environ-
nement, et plus généralement de sa configuration ε. Pour des sources ponctuelles placées
autrement dans l’environnement, la variété sensorielle est certes toujours de dimension 1,
mais différente. Cette dépendance à la configuration de l’environnement est problématique
et ne semble pas en accord avec la notion d’espace indépendante des objets qu’il contient.
On notera que les approches traditionnelles en perception robotique s’appuient malgré tout
4. Il faut néanmoins que l’environnement soit suffisamment riche pour que des cas dégénérés ne se pré-
sentent pas, i.e. la variété sensorielle pourrait présenter des réductions locales de dimension dans le cas général.
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FIGURE 3.10 – Illustration de la dépendance à l’environnement de l’expérience sensorielle. Un agent simple,
monodimensionnel, capte au sein de sa variété sensorielle l’unique degré de liberté paramétrant son interac-
tion avec l’environnement. Seulement, si la configuration de l’environnement change, la variété sensorielle
est modifiée également. Figure tirée de (LAFLAQUIÈRE, J. K. O’REGAN et al., 2015).
uniquement sur la variété sensorielle, comme nous l’avons nous même faits dans les tra-
vaux précédents portant sur l’audition en robotique. Pourtant, la représentation de l’inter-
action que nous devrions obtenir devrait être identique pour tout état de l’environnement.
Travailler uniquement avec la variété sensorielle pose problème ici : il faut donc vraisembla-
blement inclure la composante motrice du flux sensorimoteur dans le raisonnement.
3.3.1.2 Les ensembles noyaux comme invariants sensorimoteurs
Exemple simple : Reprenons le même exemple que précédemment, mais avec un agent
doté cette fois de 2 commandes motrices m1 et m2 redondantes, cf. figure 3.11. il est clair
que si l’état de l’environnement est le même que celui envisagé au sein de la figure 3.10, la
variété sensorielle obtenue avec ce second agent est identique au cas précédent. Cependant,
la structure de son espace moteur est différente : de par sa redondance, il existe un sous-
ensemble de configurations motricesMs ⊂M qui génèrent la même sensation s, avec
Ms = {m ∈M|s = Ψε(m)}. (3.11)
Ces ensemblesMs peuvent être vus comme le noyau des fonctions Ψε− s, ∀s ∈ S, et seront
donc appelés par abus de langage ensembles noyaux dans la suite. Il est important de com-
prendre que ces ensemble noyaux capturent l’existence de contraintes qui s’appliquent au
flux sensorimoteur de l’agent. Ces contraintes sont directement liées à la nature de l’inter-
action entre l’agent et l’environnement. En effet, si nous faisons l’hypothèse que toutes les
sensations s captées par l’agent sont différentes pour une configuration de l’environnement
donnée 5, alors ces sensations sont en fait acquises par l’agent en des positions x différentes
du capteur extéroceptif dont il est doté. Cela veut donc dire qu’à une sensation s donnée
correspond une seule est unique position x dans l’espace, exactement comment dans le cas
précédent. Seulement, cette coïncidence peut être maintenant détectée par l’agent par les
ensemble Ms : si jamais la configuration de l’environnement change, la valeur sensorielle
associée à une position x va être modifiée (et c’était justement la limite pointée dans la sous
5. Si ce n’est pas le cas, alors l’interprétation de cette interaction par l’agent pour être différente de la notre,
obtenue d’une point de vue externe. Elle reste néanmoins valide du point de vue de l’agent.
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FIGURE 3.11 – L’agent précédent est maintenant doté de deux degrés de liberté pour contrôler son unique
mouvement selon x. Cette redondance motrice peut être capturée au sein de son espace moteur, dont la struc-
ture de invariants capture le paramètre x au sein d’une représentation interne. Figure tirée de (LAFLAQUIÈRE,
J. K. O’REGAN et al., 2015).
section précédent), mais pas l’ensembleMs : il serait donc plus juste de noter ces ensemble
Mq, où q représente les variables latentes caractérisant l’interaction.
Dans le cas illustratif de la figure 3.11, les ensembles noyaux prennent la forme, au sein
deM = {(m1,m2) ∈ R2}, de droites d’équation x = m1 + m2. Si on dispose d’une mesure
de distance entre ces ensembles noyau, alors il est possible de les projeter en de multiples
points au sein d’un espace abstrait en respectant leurs distances relatives. Cette opération est
représentée sur la figure 3.11 (droite) : chacune des droites est représentée par un paramètre
qi au sein d’une variété monodimensionnelle, et ce paramètre qi représente de manière équi-
valente une position xi du capteur dans l’espace. Cette variété, obtenue uniquement sur la
base d’invariants sensorimoteurs, peut donc être utilisée comme représentation interne de
l’interaction de l’agent avec son environnement. Cependant, une hypothèse fondamentale
doit ici être posée : à deux ensembles noyau proches doivent correspondre deux configurations sen-
sorielles proches, qui doivent à leur tour correspondre à deux configurations spatiales proches des
capteurs dans l’espace. A ce stade, rien ne permet de comprendre en quoi cette hypothèse est
valide, ou du moins ce qu’elle implique éventuellement sur la représentation. Nous serons
amenés plus tard à discuter de cette hypothèse, qui grâce à la formalisation présentée plus
loin prendra une toute autre importance.
Simulation d’un agent plus complexe : Afin de vérifier si l’intuition consistant à travailler
sur la structure des ensembles noyau permet effectivement de capturer l’interaction d’un
agent avec son environnement, nous exploitons un système robotique simulé à la structure
motrice plus complexe. Celui-ci est représenté sur la figure 3.12a. Il s’agit d’un bras robo-
tique plan constitué de 4 degrés de libertés en rotation, dont la configuration motrice m
est fixée par 4 commandes m1, . . . ,m4 représentant les angles de chacune des articulations.
L’espace des configurations motriceM est donc de dimension 4. Une rétine est fixée sur la
dernière articulation, précédée d’une lentille de type sténopé. Dessus sont placés 6 cônes
sensibles soit à la couleur bleue, soit à la couleur rouge. La sensation si générée par chacun
des cônes est la somme des contributions de chacune des sources de lumières colorées dans
l’environnement, selon la distance qui sépare le cône de leurs projections sur la rétine. La
dimension de l’espace des sensations S est donc de 6. L’environnement est constitué d’un
objet rigide, constitué d’un assemblage fixe de sources de lumière ponctuelles émettant une
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Figure 4.1: Structure de l’objet, placé ici au centre du repère monde avec une orien-
tation nulle. L’objet est constitué de 8 sources lumineuses ponctuelles de deux couleurs
distinctes dont l’organisation est fixe.
Le système est plongé dans un espace euclidien 2D. Il est constitué d’un bras robotique
muni d’un capteur sensible aux informations lumineuses provenant de différentes sources
colorées formant l’environnement. Ces deux sous-systèmes, illustrés figure 4.3, sont pré-
sentés en détail ci-après. Dans toute la suite, l’unité de longueur est le mètre, mais notons
que cette information est superflue puisque seules les longueurs relatives sont pertinentes
pour caractériser le système du point de vue du robot (voir la fonction d’excitation (4.1)).
4.1.1 L’environnement
L’environnement est constitué d’un objet formé de 8 sources lumineuses colorées
ponctuelles. L’objet étant rigide, la configuration relative des sources est fixe. Les co-
ordonnées de chaque source dans le repère de l’objet sont listées dans le tableau 4.1 et
illustrées figure 4.1.
i 1 2 3 4 5 6 7 8
x  1  0.5 0 0.5 0.5 0.5 0  0.5
y  0.5  0.5  0.5  0.5 0 0.5 0.5 0.5
Couleur bleu bleu bleu rouge rouge rouge rouge rouge
Table 4.1: Position et couleur des sources lumineuses ponctuelles dans le repère monde.
Les sources lumineuses sont de deux couleurs différentes. Bien que leur spécification
n’ait pas réellement de sens vis-à-vis des sensations du robot (voir (4.1)), nous les quali-
fions arbitrairement de bleu et rouge. La structure de l’objet et la coloration des sources
ont été choisies arbitrairement mais de manière à ne pas présenter de symétrie. Si cette
contrainte n’est pas respectée, l’hypothèse de non-ambiguïté des sensations posée en 2.3.2
n’est pas respectée et un même état sensoriel peut être associé à deux états distincts du
systèmes 1. De même, la taille de l’objet est choisie arbitrairement mais de manière à
être entièrement visible par le robot.
1. Nous parlons ici d’état caractérisé par les variables latentes du système, et non des variables
motrices et environnementales qui peuvent présenter des redondances et pour lesquelles il est donc
habituel d’avoir plusieurs configurations associées à une même sensation.
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Figure 4.8: Le bras étant redondant, un ensemble de configurations motrices per-
mettent de générer la même configuration rétinienne et donc le même état sensoriel.
L’ensemble de ces configurations forment une courbe dans l’espace moteur du robot.
fonction  Si permettant de génér r l s variations sensorielles autour de Si :
Ker
 
 Si(M)
 
= Ker
 
 (M, E)  Si
 
= Ker
 
 (M, E)   (M ji , E)
 
, (4.6)
avec E l’état constant de l’environnement et M ji un état moteur associé à Si. Afin d’al-
léger l’écriture, le noyau de  Si sera par la suite noté Keri et la courbe résultante formée
de l’ensemble des M ji , illustrée figure 4.8, sera nommée courbe noyau.
Bien que cette propriété n’ait pas été formellement démontrée, les résultats expérimen-
taux révèlent que les courbes noyaux sont bouclées, comme peut le laisser supposer la
nature rotative des ddl moteurs du bras.
4.3.2.2 Découverte des courbes noyaux
Soit Si un état sensoriel quelconque du robot généré par la configuration motrice
initiale M0i et Keri la courbe noyau qui lui est associée. Le robot, naïf, n’a évidemment
pas accès à l’expression analytique de Keri ou même  Si . Il peut par contre approximer
la courbe noyau par un ensemble d’échantillons moteurs M ji tous associés à Si.
La découverte des M ji pourrait être réalisée via une exploration exhaustive de l’espace
moteur du robot. Une telle démarche se révèlerait toutefois très coûteuse en temps de
calcul. En pratique, les échantillons sont donc générés en parcourant itérativement Keri
à partir de M0i . Notons que cette approche est adaptée pour l’échantillonnage d’une
variété de dimension 1 (une courbe). Une autre méthode devrait être proposée pour des
robots à plus de 1 ddl de redondance. Les différentes étapes de l’algorithme sont détaillées
ci-après.
Estimation de la Jacobienne du système : La Jacobienne J de la fonction liant la
configuration motrice M du robot à la configuration de sa rétine est estimée en M0i . La
sous-variété sensorielle étant homéomorphe à celle des configurations rétiniennes, cette
estimation pourrait être réalisée via une exploration infinitésimale autour de M0i . Afin
de réduire le coût computationnel de la simulation, l’expression analytique suivante est
0
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Fig re 4.8: Le bras étant redondant, un ensemble de configurations motrices per-
mettent de générer la même configuration réti ienne et donc le même état sensoriel.
L’e semble de ces configurations form nt u e courbe dans l’ space m teur du robot.
fonction  Si permettant de générer les variations sensorielles autour de Si :
Ker
 
 Si(M)
 
= Ker
 
 (M, E) Si
 
= Ker
 
 (M, E)   (M ji , E)
 
, (4.6)
avec E l’état constant de l’environnement et M ji un état moteur associé à Si. Afin d’al-
léger l’écriture, le noyau de  Si sera par la suite noté Keri et la courbe résultante formée
de l’ensemble des M ji , illustrée figure 4.8, sera nommée courbe noy u.
Bien que cette propriété n’ait p s été formellement démontrée, les résultats expérimen-
taux révèlent que les courbes noyaux sont bouclées, comme peut le laisser supposer la
nature rotative des ddl moteurs du bras.
4.3.2.2 Découverte des courbes noyaux
Soit Si un état sensoriel quelconque du robot généré par la configuration motrice
initiale M0i et Keri la courbe noyau qui lui est associée. Le robot, naïf, n’a évidemment
pas accès à l’expression analytique de Keri ou même  Si . Il peut par contre approximer
la courbe noyau par un ensemble d’échantillons moteurs M ji tous associés à Si.
La découverte des M ji pou rait être réalisée via une exploration exhaustive de l’espace
moteur du robot. Une telle démarche se révèlerait toutefois très coûteuse en temps de
calcul. En pratique, les échantillons sont donc générés en parcourant itérativement Keri
à partir de M0i . Notons que cette approche est adaptée pour l’échantillonnage d’une
variété de dimension 1 (une courbe). Une autre méthode devrait être proposée pour des
robots à plus de 1 ddl de redondance. Les différentes étapes de l’algorithme sont détaillées
ci-après.
Estimation de la Jacobienne du système : La Jacobienne J de la fonction liant la
configuration motrice M du robot à la configuration de sa rétine est estimée en M0i . La
sous-variété sensorielle étant homéomorphe à celle des configurations rétiniennes, cette
estimation pourrait être réalisée via une exploration infinitésimale autour de M0i . Afin
de réduire le coût computationnel de la simulation, l’expression analytique suivante est
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Figure 4.10: Configuration rétinienne problématique pour laquelle la courbe noyau
est scindée en deux du fait de la trop grande proximité de la base du bras et du centre
de la rétine. Partant de la configuratio en ve t foncé, il est impossible d’atteindre la
configuration rouge foncé sans déplacer temporairement la rétine. Les configurations
bordées d s bleu illustrent les configurations du bras de ces deux mo ceaux d courbe
noyaux associées à n même orientation du segment final (en bleu).
espace abstrait de dimen ion inconnue. Les distances de Haussdorff modifiées estimées
précédemment perme ten e décrire les relations e distanc s ent e ces points. Celles-ci
permettent d’envisager la projection de ces points 12, bien que leur position absolue dans
l’espace abstrait ne so t jamais définie. Chaque courbe noyau Keri sera donc associée à
un point dans l’espace représentatif de sortie.
La dimension l de l’ensemble des courbes noyaux est estimée à l’aide de la méthode essai-
erreur basée sur CCA proposée en 2.7.4. De même, la méthode de réducti n non-linéaire
CCA, dé aillée en 2.6.2, est uti isée pour réa iser leur projection dans u espace de so ti
de dimension p = bl.
4.3.4 Résultats
Le déroulement de la simulation et les résultats intermédiaires et finaux de la projec-
tion sont présentés successivement ci-ap ès.
4.3.4.1 Déroulement de la simulation
La sim lation se déroule n trois étapes. Premièrement, u e phase d’exploration
aléatoire de l’espace moteur du robot est réalisée de manière identique à la première
simulation (4.2.1). Deuxièmement, les courbes noyaux Keri associées aux états sensoriels
Si ainsi obtenus sont générées grâce à l’algorithme présenté précédemment (4.3.2.2).
Troisièmement, la métrique entre les différentes courbes noyaux est calculée et celles-ci
sont projetées dans un espace représentatif.
Critère de non-scindement des courbes noyaux : Bien que les conditions d’explo-
ration soient identiques à la première simulation, notons toutefois qu’un critère supplé-
mentaire est considéré pour évaluer la viabilité de chaque configuration motrice. Ainsi,
12. Les méthodes de réduction de dimension peuvent ne prendre en compte que les distances inter-
points plutôt que leurs coordonnées absolues.
(A) Robot dans son environ ement
Chapitre 4. Vers la découverte de la notion d’espace 104
Sources lumineuses
ponctuelles colorées x
y
0
1 2 3 4
5
678
Objet =
Figure 4.1: Structure de l’objet, placé ici au centre u repère monde avec une orien-
tation nulle. L’objet est constitué de 8 sources lumineuses ponctuelles de deux couleurs
distinctes dont l’organisation est fixe.
Le système est plongé dans un espace euclidien 2D. Il est constitué d’un bras robotique
muni d’un capteur sensible aux informations lumineuses provenant de différente sources
colorées formant l’environnement. Ces deux sous-systèmes, illustrés figure 4.3, sont pré-
sentés en détail ci-après. Dans toute la suite, l’unité de longueur est le mètre, mais notons
que cette information est superflue puisque seules les longueurs relatives sont pertinentes
pour caractériser le système du point de vue du robot (voir la fonction d’excitation (4.1)).
4.1.1 L’environnement
L’environnement est constitué d’un objet formé de 8 sources lumineuses colorées
ponctuelles. L’objet étant rigide, la configuration relative des sources est fixe. Les co-
ordonnées de chaque source dans le repère de l’objet sont listées dans le tableau 4.1 et
illustrées figure 4.1.
i 1 2 3 4 5 6 7 8
x  1  0.5 0 0.5 0.5 0.5 0  0.5
y  0.5  0.5  0.5  0.5 0 0.5 0.5 0.5
Couleur bleu bleu bleu rouge rouge rouge rouge rouge
Table 4.1: Position et couleur des sources lumineuses ponctuelles dans le repère monde.
Les sources lumineuses sont de deux couleurs différentes. Bien que leur spécification
n’ait pas réellement de sens vis-à-vis des sensations du robot (voir (4.1)), nous les quali-
fions arbitrairement de bleu et rouge. La structure de l’objet et la coloration des sources
ont été choisies arbitrairement mais de manière à ne pas présenter de symétrie. Si cette
contrainte n’est pas respectée, l’hypothèse de non-ambiguïté des sensations posée en 2.3.2
n’est pas respectée et un même é at sensoriel peut être associé à deux états distincts du
systèmes 1. De même, la taille de l’objet est choisie arbitrairement mais de manière à
être entièrement visible par le robot.
1. Nous parlons ici d’état caractérisé par les variables latentes du système, et non des variables
motrices et environnementales qui peuvent présenter des redondances et pour lesquelles il est donc
habituel d’avoir plusieurs configurations associées à une même sensation.
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Figure 4.8: Le bras éta t r dond nt, un nsemble de configurations motrices per-
mettent de générer la même configuration rétinienne et donc le même état sensoriel.
L’ensemble de ces configurations forment une courbe dans l’espace moteur du robot.
fonction  Si permettant de génér r l s variations sensorielles autour de Si :
Ker
 
 Si(M)
 
= Ker
 
 (M, E)  Si
 
= Ker
 
 (M, E)   (M ji , E)
 
, (4.6)
avec E l’état constant de l’environnement et M j un état moteur associé à Si. Afin d’al-
léger l’écriture, le noyau de  Si ser par la sui e noté Keri et la courbe résulta te for ée
de l’ensemble des M ji , illustrée figure 4.8, sera nom ée courbe oy u.
Bien que cette propriété n’ait pas été formellement démontrée, les résultats expérimen-
taux révèlent que les courbes noyaux sont bouclées, comme peut le laisser supposer la
nature rotative des ddl moteurs du bras.
4.3.2.2 Découverte des courbes noyaux
Soit Si un état sensoriel quelconque du robot généré par la configuration motrice
initiale M0i et Keri la courbe noyau qui lui est associée. Le robot, naïf, n’a évidemment
pas accès à l’expression analytique de Keri ou même  Si . Il peut par contre approximer
la courbe noyau par un ensemble d’échantillons moteurs M ji tous associés à Si.
La découverte des M ji pourrait être réalisée via une exploration exhaustive de l’espace
moteur du robot. Une telle démarche se révèlerait toutefois très coûteuse en temps de
calcul. En pratique, les échantillo s sont donc générés en parcourant itérativ ment Keri
à partir de M0i . Notons que cette approche s adaptée pour l’échantillonnage d’une
variété de dimension 1 (une courbe). Une autre méthode devrait être propos e pour des
robots à plus de 1 ddl de redondance. Les différe tes étapes de l’algorit me sont détaillées
ci-après.
Estimation de la Jacobienne du système : La Ja obienne J de la fonction liant la
configuration motrice M du robot à la configuration de sa rétine est stimée en M0i . La
sous-variété sensorielle étant homéomorphe à celle es configurations rétiniennes, cette
estimation pourrait être réalisée via une exploration infinitésimale autour de M0i . Afin
de réduire le coût computationnel de la simulation, l’expression analytique suivante est
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Fig re 4.8: Le bras étant re ondant, un e semble de configurations motrices per-
mettent de générer la même configuration réti ienne et donc le même état sensoriel.
L’e semble de ces configurations form nt u e courbe dans l’ space m teur du robot.
fonction  Si per ettant de générer les variations sensorielles autour de Si :
K r
 
 Si(M)
 
= Ker
 
 (M, E) Si
 
= Ker
 
 (M, E)   (M ji , E)
 
, (4.6)
avec E l’ét t const nt de l’ nviro nement et M ji un état moteur associé à S . Afin d’al-
léger l’écriture, le noyau de  Si sera par la suite noté Keri et la courbe résultante formée
de l’ensemble des M ji , illustrée figure 4.8, se a om ée courbe noy u.
Bien que cette propriété n’ait p s été formellement démontrée, les résultats expérimen-
taux révèlent que les courbes noyaux sont bouclées, comme peut le laisser supposer la
nature rotative des ddl moteurs du bras.
4.3.2.2 Découverte des courbes noyaux
Soit Si un état sensoriel quelconque du robot généré par la configuration motrice
initiale M0i et Keri la courbe noyau qui lui est associée. Le robot, naïf, n’a évidemment
pas accès à l’expression analytique de Keri ou même  Si . Il peut par contre approximer
la courbe noyau par un ensemble d’échantillons moteurs M ji tous associés à Si.
La découverte des M ji pou r it être réalisée via une exploration exhaustive de l’espace
moteur du robot. Une telle démarche se révèlerait toutefois très coûteuse en temps de
calcul. En pratiqu , les échantill s sont donc générés n parcour nt itérativement Keri
à partir de M0i . Notons que ce te pproche est adaptée pour l’échantillonnag d’une
variété de dimension 1 (une courbe). Une autre méthode devrait être proposée pour des
robot à plus de 1 ddl de redondance. Les différentes étapes de l’algorithme sont détaillées
ci- près.
Estimation de la Jacobienne du système : La Jacobienne J de la fonction liant la
configur tion motrice M du robot à la configuration de s rétine est estimée n M0i . La
sous-variété sensorielle étant homéomorphe à celle des configurations rétiniennes, cette
estimation p urrait être réalisée via une explora ion infinitésimale autour de M0i . Afin
de réduire le coût computationnel de la simulation, l’expression analytique suivante est
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Figure 4.10: Configuration rétinienne problématique p ur laquelle la courbe noyau
est scindée en eux du fait de la trop grande pr ximité de la base du bras et du centre
de la rétine. Partant de la configuratio en ve t foncé, il est impossible d’atteindre la
configuration rouge foncé sans déplacer temporairement la rétine. L s configurations
bordées d s bleu illustrent les configurations du bras de ces deux mo ceaux d courbe
noyaux associées à n même orientation du segment final (en bleu).
espace abstrait de dimen ion inconnue. Les distances de Haussdorff modifiées estimées
précédemment perme ten e décrire les relations e distanc s ent e ces points. Celles-ci
permettent d’envisager la projection de ces points 12, bien qu leur position absolue dans
l’espace abstrait ne so t jamais définie. Chaque courbe noyau Keri sera donc associée à
un point dans l’espace représentatif de sortie.
La dimension l de l’ensemble des courbes noyaux est estimée à l’aide de la méthode essai-
erreur basée sur CCA pro osé en 2.7.4. De même, la méthode de réducti n non-linéaire
CCA, dé aillée en 2.6.2, est uti isée pour réa iser leur projection dans u espac de so ti
de dimension p = bl.
4.3.4 Résultats
Le déroulement de la simulation et les résultats intermédiaires et finaux de la projec-
tion sont présentés successivement ci-ap ès.
4.3.4.1 Déroulement de la simulation
La sim lation se déroule n trois étapes. Premièrement, u e phase d’exploration
aléatoire de l’espace moteur du robot est réalisée de manière identique à la première
simulation (4.2.1). Deuxièm ment, les courbes noyaux Keri associées aux états sensoriels
Si ainsi obtenus sont générées grâce à l’algorithme présenté précédemment (4.3.2.2).
Troisièmement, la métrique entre les différentes courbes noyaux est calculée et celles-ci
sont projetées dans un espace représentatif.
Critère de non-scindement des courbes noyaux : Bien que les conditions d’explo-
ration soie t identiques à la première simulation, notons t utefois qu’un critère supplé-
mentaire est considéré pour valuer la viabilité de chaque config ration otrice. Ainsi,
12. Les méthod s de ré uction de dimension peuvent ne pr ndre en compte que les distanc s inter-
points plutôt que leurs coordonnées absolues.
(B) Espa moteur
FIGURE 3.12 – Illust ation des spaces noya x. (Gauche) L’agent est capable d’att i dre deux configura-
tions spatiales de capteur différentes par de multiples configurati s motrices. (Droite) Celles-ci forment
des espaces noyaux, pre ant la forme de variétés monodimensionnelle dans cet exemple. Figure inspirée
de (LAFLAQUIÈRE, 2013).
lumière rouge ou bleu. La forme de l’objet a été ici choisie de telle sorte qu’il ne présente
pas de symétrie particulièr : cela rm t d’évit r les cas singuliers qui conduiraient à une
interprétation différente entre l’ag nt et notre point de vue externe ( e qui, e core une fois,
ne pos pas de problèm d po nt d vu d age t). En tant qu’ob ervateur extern , nous
avons que la configuration spatiale de la rétine de l’ ge t est co plètement déterminée
par trois aramètres : une po ition (d ux paramètres e tran lation), e une orientation (un
para ètre angulaire). Ce sont bien ces 3 paramètres qui caractérisent entièrem nt l’interac-
ti n de l’agent avec son environnement. La question est donc : l’agent peut-il avoir accès,
ur la base de son seul fl x sensorim teur, à une représentation basse-dimension de ces 3
param tres?
L’agent dispose onc de 4 paramètres moteurs pour fixer la configuration spatiale de la
rétine dans le plan. L’espace moteur est donc redondant, et il existe un ensemble de confi-
gurations motrices qui laissent invariantes cette configuration, cf. figure 3.12a. Bien sûr, au
cours de son e ploration m trice aïv , l’agent n sait pas qu’il laisse invariante la confi-
guratio patiale de a étine. Par contre, il peut remarquer que différentes configurations
motrices sont associées à la même valeur de sensation : c’est par ce moyen qu’il pourra dé-
tecter des invariants au sein de son flux sensorimoteur. Dans l’exemple utilisé ici, on peut
remarquer que l’ensemble noyau est de dimension 1, et prend donc la forme d’une courbe
noyau. So s réserve de conditi s a priori sur la distance relative entre la base de l’agent
et l’objet, les courbes noyaux prenn nt la forme ’u e variété monodimensionnelle bouclée
dans un e pace à 4 dimensions, comme illustré à la figure 3.12b. On peut y voir 2 courbes
noyau (ro ge et verte) M1 et 2, associées à 2 configurati ns spatiales différentes de la
rétine. L’intuition précédente reposait sur la capacité à mesurer une distance entre ces 2
courbes noyau. Nous proposo s ici d’utiliser la distance de Hausdorff (HUTTENLOCHER,
KLANDERMAN et RUCKLIDGE, 1993), légèrement modifiée par rapport à sa définition ini-
tiale pour t nir compte de la nature pério ique des commandes motrices utilisées. I tuiti-
vement, ce te distance peut s voir c mme éta t la plus grande des di tances uclidiennes
minimales pour se rendre des échantillons d’une courbe noyau à ceux de l’autre. Disposant
ainsi d’un ensemble de distances entre de multiples paires de courbes noyau, nous pou-
vons alors projeter cet ensemble au sein d’un espace de dimension plus faible et visualiser
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Figure 4.16: A gauche : Ensemble des positions prises par le centre de la rétine lors de
l’exploration. Les points sont colorés suivant la positon radiale de la rétine dans l’espace
géométrique extérieur mais indépendamment de l’orientation de celle-ci. A droite : deux
visualisations différentes de la représentation interne 3D avec respect du code couleur.
Cette analyse supervisée permet de constater que les translations de la rétine sont
capturées selon le plan orthogonal à l’axe du cylindre. Sa troisième dimension, selon
l’axe du cylindre, capture donc les rotations de la rétine.
4.3.5 Conclusion
La projection finale dans l’espace représentatif représentée figure 4.15 permet de cap-
turer les capacités d’action réelles du robot. Cette découverte est rendue possible par
l’analyse de la variété sensorielle générée par les interactions du système robot/environ-
nement. Néanmoins, afin de pouvoir construire une représentation interne indépendante
de l’environnement observé, la structure de cette variété est extraite via l’ensemble des
courbes noyaux. Ce dernier présente l’avantage d’être indépendant de l’état environne-
mental tout en étant homéomorphe à la sous-variété sensorielle parcourue lors de l’explo-
ration. Pour des conditions d’exploration identiques, la représentation interne construite
par l’agent est donc équivalente 15 quel que soit l’objet qu’il observe.
Notons que pour un robot présentant un nombre de commandes motrices redondantes
supérieur, il est possible d’effectuer un traitement similaire des données. L’ensemble des
configurations motrices redondantes ne serait alors pas assimilé à une courbe noyau mais
à une variété de dimension supérieure. La méthode de parcours des courbes noyaux pro-
posée précédemment devrait alors être généralisée à des variété de plus grande dimension.
L’assimiltion de ces variétés à des points dans un espace topologique abstrait et leur pro-
jection dans l’espace de représentation interne pourraient ensuite être réalisée de manière
équivalente à ce que nous avons présenté.
Les capacités de mouvements capturées par la représentation interne sont contraintes
par la structure de l’espace géométrique extérieur. Elles ne sont toutefois pas suffisantes
pour se construire une notion d’espace comme cadre commun aux déplacements du robot
et de l’environnement. Ainsi, il est possible d’envisager des actions du robot qui ne soient
pas des mouvements (exemple : rajout d’une pupille modifiant activement la quantité
de lumière parvenant à la rétine.) mais qui viendraient s’ajouter aux capacités d’action
découvertes. De même, les capacités de mouvement de l’objet ne sont pas prises en
compte lors de la simulation, rendant impossible de capturer la nature particulière des
propriétés spatiales du système qui sont communes au robot et à son environnement
15. Identique en termes de métrique puisque la position et l’orientation de la distribution projetée par
CCA sont aléatoires.
(A) Espace géométrique externe
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Figure 4.16: A gauche : Ensemble des positions prises par le centre de la rétine lors de
l’exploration. Les points sont colorés suivant la positon radiale de la rétine dans l’espace
géométrique extérieur mais indépendamment de l’orientation de celle-ci. A droite : deux
visualisations différentes de la représentation interne 3D avec respect du code couleur.
Cette analyse supervisée permet de constater que les translations de la rétine sont
capturées selon le plan orthogonal à l’axe du cylindre. Sa troisième dimension, selon
l’axe du cylindre, capture donc les rotations de la rétine.
4.3.5 Conclusion
La projection finale dans l’espace représentatif représentée figure 4.15 permet de cap-
turer les capacités d’action réelles du robot. Cette découverte est rendue possible par
l’analyse de la variété sensorielle générée par les interactions du système robot/environ-
nement. Néanmoins, afin de pouvoir construire une représentation interne indépendante
de l’environnement observé, la structure de cette variété est extraite via l’ensemble des
courbes noyaux. Ce dernier présente l’avantage d’être indépendant de l’état environne-
mental tout en étant homéomorphe à la sous-variété sensorielle parcourue lors de l’explo-
ration. Pour des conditions d’exploration identiques, la représentation interne construite
par l’agent est donc équivalente 15 quel que soit l’objet qu’il observe.
Notons que pour un robot présentant un nombre de commandes motrices redondantes
supérieur, il est possible d’effectuer un traitement similaire des données. L’ensemble des
configurations motrices redondantes ne serait alors pas assimilé à une courbe noyau mais
à une variété de dimension supérieure. La méthode de parcours des courbes noyaux pro-
posée précédemment devrait alors être généralisée à des variété de plus grande dimension.
L’assimiltion de ces variétés à des points dans un espace topologique abstrait et leur pro-
jection dans l’espace de représentation interne pourraient ensuite être réalisée de manière
équivalente à ce que nous avons présenté.
Les capacités de mouvements capturées par la représentation interne sont contraintes
par la structure de l’espace géométrique extérieur. Elles ne sont toutefois pas suffisantes
pour se construire une notion d’espace comme cadre commun aux déplacements du robot
et de l’environnement. Ainsi, il est possible d’envisager des actions du robot qui ne soient
pas des mouvements (exemple : rajout d’une pupille modifiant activement la quantité
de lumière parvenant à la rétine.) mais qui viendraient s’ajouter aux capacités d’action
découvertes. De même, les capacités de mouvement de l’objet ne sont pas prises en
compte lors de la si ulation, rendant impossible de capturer la nature particulière des
propriétés spatiales du système qui sont communes au robot et à son environnement
15. Identique en termes de métrique puisque la position et l’orientation de la distribution projetée par
CCA sont aléatoires.
(B) Représentation interne
FIGURE 3.13 – Représentation interne obtenue par les invariants sensorimoteurs. (Gauche) Représentation
des c nfigurations spatiales du capteur de l’ gent : chaque couleur est associ à une configuration angulaire
partic lière. (Droite) Représentation obtenu p r l’age t, qui respect la to ologie de l’espace de travail.
Figure tirée de (LAFLAQUIÈRE, 2013).
l’information capturée. Les simulations conduites se font de la façon suivante :
— une configuration motrice initiale mi est choisie aléatoirement 6. Elle est associée à la
sensation si = Ψε(mi) ;
— afin d’accélérer les simulations, le modèle géométrique du robot est utilisé via sa Jaco-
bienne afin de guider l’exploration motrice sur la courbe noyau associée à la configu-
ration motricemi. En pratique les courbes noyaux sont discrétisées sur 100 configura-
tions motrices ;
— o répète les 2 premièr s étapes jusqu’à dispos r d’un échantillo nag suffisant des
sensatio s. E pratique 1000 configurations motrices mi aléatoires –associées à 1000
sensations si différentes– sont générées ;
— les distances de Hausd rff modifiées entre chacune des courbes noyau sont ensuite
calculées ;
— enfin, la dimension int insèque de projection de es distances es déterminée, et l’en-
sembl des courbes noyau est projeté via une CCA.
Le résultat de cette projection finale, obtenue dans un espace à 3 dimensions, est représenté
à la figure 3.13b. Afi d’essayer d’interpréter cette représentation, l’ensemble des positions
prises par l centre la rétine au cours de l’exploration est représenté d’un point de vue
externe sur la figure 3.13a selon un code couleur ne dépendant pas de on orientation. On
peut constater que la représenta ion semble bien êt e une image des configurations spatiales
de la rétine. Visuellement, la projectio obtenue prend la forme d’un cylindre épais et creux,
au sein duquel deux points pr ches correspondent à des points proches dans l’espace ex-
terne. Une analyse plus poussée de la représentation effectuée dans (LAFLAQUIÈRE, J. K.
O’REGAN et al., 2015) montre que les positions et orientations de la rétine y sont représen-
tées sous la forme d’une variété assimilée au produit cartésien d’un cercle (orientation de la
rétine) et d’un plan (position de la rétine).
6. A nouveau, o fera tout de même en sorte e la rétine soit en c pacité de visualiser l’objet présent dans
l’environnement.
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Publication
Le travail présenté dans cette sous-section a donné lieu à la publication de l’article
(LAFLAQUIÈRE, J. K. O’REGAN et al., 2015) publié au sein de la revue “Robotics and
Autonomous Systems”.
3.3.1.3 Discussion
L’exemple précédent a permis d’illustrer comment la structure d’invariants sensorimo-
teurs permettait de capturer des caractéristiques externes à l’agent, telles que les configu-
rations spatiales de ses capteurs. L’approche proposée détermine en quelque sorte, d’une
manière non explicite, les redondances motrices de l’agent, et par là même son modèle géo-
métrique. Cette approche purement sensorimotrice pose néanmoins quelques problèmes.
Tout d’abord, la façon dont l’exploration motrice est conduite est vraisemblablement sous
optimale : en cas d’exploration totalement aléatoire, il est peu probable d’échantillonner
correctement les courbes noyau. Or de cet échantillonnage dépend la qualité du calcul de
distance censé représenter l’interaction de l’agent avec son environnement. Il a été décidé
ici de guider cet échantillonnage, via la connaissance a priori du modèle cinématique ; mais
cela est uniquement possible car les ensembles noyau sont mono-dimensionnels. Pour des
dimensions supérieures, le problème de l’échantillonnage reste posé. Ensuite, l’exploration
motrice est conduite tandis que l’environnement ne change pas : comme précédemment, il
est donc nécessaire de supposer l’environnement statique lors de la construction de la repré-
sentation interne. Pour autant, si la configuration de l’environnement change, une nouvelle
représentation pourrait être construite : si elle s’avère différente dans sa forme, elle reste
néanmoins équivalente (au sens mathématique) à celle obtenue pour une configuration pré-
cédente. C’est tout l’intérêt de l’approche proposée, qui est intrinsèquement indépendante
de l’environnement. On pourra également noter que la représentation interne, obtenue via
une projection basse dimension des distances entre courbes noyau, n’est pas strictement
nécessaire sous cette forme. La projection nous permet, en tant qu’observateur externe, de
vérifier que les propriétés attendues sont bien conservées. L’agent pourrait tout à fait se
satisfaire de la représentation initiale, faite de paires de distances de Hausdorff. Nous en
verrons d’ailleurs une exploitation dans la suite.
Pour conclure sur cette première approche naïve, peut-on dire qu’elle permet de do-
ter l’agent de connaissances spatiales? Nous avons en fait caractérisé les variables latentes
de l’interaction, variables qui peuvent également être non spatiales (par exemple, pour un
agent disposant de la capacité de contrôler sa pupille, la variable décrivant cette capacité
serait incluse dans la représentation ; elle ne capture pourtant pas une caractéristique spa-
tiale). Il faudrait donc être capable de supprimer ces descripteurs non spatiaux de la re-
présentation. On peut espérer atteindre cet objectif en travaillant sur les capacités d’action
de l’agent, c’est à dire en cherchant à travailler sur les compensations (actives) des varia-
tions sensorielles liées à un changement de configuration de l’environnement. Les travaux
préliminaires proposés dans la thèse d’A. LAFLAQUIÈRE montrent que c’est envisageable.
Ils ont depuis été illustrés dans (LAFLAQUIÈRE, J. O’REGAN et al., 2018), mais sans aucune
formalisation mathématique là encore.
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3.3.2 Vers une formalisation des ensembles noyau
Le travaux précédents effectués durant la thèse d’A. LAFLAQUIÈRE ont permis d’illus-
trer en quoi les ensembles noyau sont susceptibles d’être exploités par un agent
pour représenter les configurations spatiales atteintes par ses capteurs. Pour autant,
qu’entend-on précisément par "configurations spatiales"? L’intuition nous montre,
comme illustré à la figure 3.13, qu’une information angulaire est par exemple pré-
sente au sein de la représentation interne obtenue. Mais dans un cas plus général pour
lequel la dimension de cette représentation est suffisamment élevée pour être diffici-
lement interprétable, est-il encore possible de montrer que l’agent peut avoir accès à
une quelconque paramétrisation (spatiale) de son interaction? Nous touchons là du
doigt les limites de l’intuition évoquée précédemment et il apparaît difficile d’imagi-
ner aller plus loin sans tenter de formaliser plus mathématiquement l’approche. C’est
précisément le but de la thèse de V. MARCEL, dont la première partie a été dédiée à la
formalisation mathématique précise des ensembles noyau précédents. Ce travail est
présenté dans la suite.
Nous proposons dans cette sous section de formaliser l’intuition présentée précédem-
ment par l’introduction de considérations mathématiques qui vont nous permettre, non
seulement de comprendre précisément, mais également de prouver, ce que capture la re-
présentation interne. Pour rappel, nous faisons l’hypothèse que l’agent a seulement accès à
sa configuration motrice m ∈ M, ainsi qu’à sa configuration sensorielle s ∈ S capturant
l’état physique de l’environnement. Ces deux configurations sont reliées par la loi sensori-
motrice (inconnue de l’agent), de sorte que s = Ψε(m), avec ε ∈ E la configuration de l’en-
vironnement. Il est clair que la fonction Ψε(.) est vraisemblablement non injective pour une
configuration environnementale ε à cause des redondances dans la géométrie de l’agent ou
dans la façon dont les sensations sont générées par ses capteurs. Du point de vue de l’agent,
cela veut dire que deux configurations motrice m1 et m2 peuvent, en ε, donner lieu à la
même sensation s = Ψε(m1) = Ψε(m2). Une telle propriété permet de définir une relation
d’équivalence =Ψε entre des paires de configurations motrices, selon
m1 =Ψε m2 ⇔ Ψε(m1) = Ψε(m2). (3.12)
Ainsi, nous pouvons regrouper toutes les configurations motrices donnant lieu à la même
sensation au sein de leur classe d’équivalence [m]ε, définie par
[m]ε = {r ∈M|r =Ψε m}. (3.13)
Les classes d’équivalence peuvent alors être regroupées au sein d’un ensemble quotient
moteurM/ε donné par
M/ε = {[m]ε ∈ P(M)|m ∈M}, (3.14)
où P(M) désigne l’ensemble des parties de M. Le lien entre les ensembles vus jusqu’à
présent peut se résumer selon diagramme commutatif
M S
M/ε
Ψε
πΨε κε
, (3.15)
où apparaît deux nouvelles applications πΨε et κε. La première désigne l’application ca-
nonique surjective de M dans le quotient M/ε qui à chaque élément m de M associe sa
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classe d’équivalence [m]ε. La seconde est une application qui fait correspondre, par défini-
tion, chaque classe d’équivalence [m]ε à une unique sensation s dans S = Ψε(M) 7. Cette
application κε est donc trivialement bijective.
Ce premier élément de formalisation donne déjà une indication sur ce que sont vraisem-
blablement les ensembles noyaux construits précédemment. Ce sont des classes d’équiva-
lences définies par une invariance sensorielle au sein du flux sensorimoteur. Néanmoins,
nous n’avons défini pour l’instant qu’un ensemble quotient moteur, alors que l’intuition
précédente se basait sur l’existence de distances entre les différents espaces noyau.Les en-
sembles en question ne sont encore dotés d’aucune structure (topologique en particulier), ni
même par extension de notion de distance entre les éléments les constituant. De plus, nous
avons montré que l’ensemble quotient moteur était équipotent à l’ensemble des sensations.
Or ces sensations sont dépendantes de l’environnement, comme illustré §3.3.1.1 : comment
expliquer alors que la représentation obtenue dans la section précédente puisse être inva-
riante à la configuration de l’environnement? Cette question est abordée dans la suite.
3.3.2.1 L’espace des poses
D’un point de vue externe à l’agent, nous savons que les sensations s sont générées en
pratique par des capteurs rigides dont l’état spatial dans le monde est entièrement décrit
par leurs poses x ∈ X , avec X l’ensemble des poses des capteurs. Or, en tant que concep-
teur du système robotique, nous savons également que ces poses –habituellement expri-
mées en terme de coordonnés opérationnelles au sein d’un espace Euclidien– sont reliées
aux configurations motrices de l’agent via la modèle géométrique direct f(.), de sorte que
x = f(m). Cette pose constitue donc l’état spatial du capteur, exprimé en terme de position
et d’orientation par rapport à un référentiel arbitraire du monde ; elle est par contre incon-
nue de l’agent. Cette caractéristique extrinsèque se trouve complétée par un état sensoriel
intrinsèque s correspondant à la réponse physique des transducteurs, avec s = φε(x), où
φε(.) désigne la fonction sensorielle directe, paramétrée par la configuration de l’environne-
ment ε. Il apparaît alors que la loi sensorimotrice Ψ.(.) peut s’écrire comme la composition
s = Ψε(m) = φε(f(m)) = (φε ◦ f)(m). (3.16)
On peut remarquer que les deux fonctions f et φε. peuvent être toutes deux considérées
comme surjectives. Cela est évident pour f (l’ensemble des poses des capteurs X est par dé-
finition l’image deM par f ), tandis que φε(.) peut être rendue surjective en restreignant S à
Sε = φε(X ), avec Sε ⊆ S . Cette surjectivité signifie que d’une part plusieurs configurations
motrices différentes peuvent produire la même pose des capteurs (redondance de l’agent),
mais d’autre part que pour une configuration de l’environnement ε, plusieurs poses de cap-
teur différentes peuvent donner lieu à la même configuration sensorielle. Ce dernier cas
traduit l’existence potentielle de singularités liées à la physique de l’interaction entre le cap-
teur et son environnement, mais également d’éventuelles symétries. Il semble donc naturel
de définir une nouvelle relation d’équivalence =φε telle que, pour tout ε ∈ E ,
x1 =φε x2 ⇔ φε(x1) = φε(x2). (3.17)
A nouveau, il est possible de regrouper toutes les poses donnant lieu à la même sensation
au sein de leur classe d’équivalence [x]ε, définie par
[x]ε = {r ∈ X |r =φε x}. (3.18)
7. Nous faisons donc l’hypothèse, pour simplifier les notations, que S est l’image deM par Ψε. Si ce n’était
pas le cas, il suffirait de restreindre S à cette image, notée Sε dans la suite.
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Et comme précédemment, ces classes d’équivalences peuvent être regroupées au sein d’un
ensemble quotient des poses X/ε donné par
X/ε = {[x]ε ∈ P(X )|x ∈ X}. (3.19)
L’introduction de cet espace des poses et de son quotient permet d’enrichir le diagramme
commutatif précédent, qui devient maintenant
M X Sε
M/ε X/ε
Ψε
f
πΨε
φε
πφε
κε
f̆ε
ζε
. (3.20)
Avec le même raisonnement que précédemment, nous pouvons dire que l’application ζε
est bijective. Et comme κε l’est également, alors nous pouvons dire que l’application f̆ε est
bijective. Il en ressort que les deux ensemblesM/ε et X/ε sont équipotents : pour tout ε ∈ E ,
il y a autant de classe d’équivalence dansM/ε qu’il y en a dans X/ε. Mais à nouveau, ces
ensembles ne sont dotés d’aucune structure : la notion de distance exploitée intuitivement
n’existe pas encore à ce stade. Pour autant, nous comprenons que si l’agent est capable de
découvrir M/ε, alors il est vraisemblablement en train de construire une représentation
(interne) de X/ε.
Essayons de comprendre ce que représente X/ε. Au delà de sa définition mathématique
(espace quotient des poses), il s’agit d’un ensemble regroupant en un même élément les
poses des capteurs donnant lieu à la même sensation. Par définition, cet espace des poses
quotient est donc subjectif (du moins en comparaison avec notre point de vue externe),
puisque ce regroupement des poses est non seulement conditionné par les capacités per-
ceptives de l’agent (capturées par la fonction φ.) mais également par la configuration ε de
l’environnement. Ainsi, des poses de capteurs qui laisseraient invariantes des sensations
rouges d’un point de vue externe pourraient ne pas être capturées dans X/ε si l’agent n’est
pas doté de la capacité de voir cette couleur. De la même façon, si la configuration de l’en-
vironnement ε est associée à un environnement systématique associé à un ciel bleu, alors
toutes les poses produisant la sensation "bleue" seront représentées par un unique élément
dans X/ε, alors que les configurations spatiales des capteurs sembleront elles bien distinctes
d’un point de vue externe. Mais qu’adviendrait-il si pour un état ε′ 6= ε ce même ciel n’était
pas identique? L’évolution de la représentation M/ε de X/ε pour différentes configura-
tion ε sera précisément formalisée dans la partie 3.3.4 de ce document, mais nous pouvons
d’ores et déjà intuiter que cette représentation sera amenée à évoluer. La formalisation pro-
posée semble donc ne pas respecter l’hypothèse posée dans la section 3.3.1 précédente, pour
laquelle l’environnement était systématiquement supposé suffisamment riche pour éviter
toutes les ambiguïtés listées plus haut. Cette hypothèse permettait de rendre la représenta-
tion construite sur la base des distances entre courbes noyau indépendante de ε. La forma-
lisation proposée est donc ici plus générale, et nous permet de capturer plus finement les
structures issues du flux sensorimoteur.
3.3.2.2 Structuration de la représentation
Comme précisé précédemment, nous n’avons prouvé l’existence que de l’équipotence
entreM/ε et X/ε. Essayons maintenant de préciser les éventuelles structures topologiques
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pouvant montrer l’existence d’un lien plus fort entre ces deux ensembles. Les considéra-
tions mathématiques qui suivent sont principalement topologiques, et donc relativement
abstraites. Pour des raisons de place nous essaierons, autant que possible, d’en fournir une
interprétation intuitive, quitte à sacrifier (un peu) de justesse mathématiques . . . en espérant
que nous amis mathématiciens ne nous en tiendrons pas rigueur.
Sur M : Pour commencer, nous faisons l’hypothèse que l’agent est capable de modifier
ses configurations motrices m via l’application d’une succession d’actions possiblement in-
finitésimales. Il semble alors naturel d’imaginer que le mouvement produit est continu en
temps et dans M. Ainsi, nous faisons en fait l’hypothèse que M est doté d’une topologie
induite par ces actions, topologie qui rend les mouvements continus. Nous allons de plus
faire l’hypothèse que l’espace topologiqueM est compact 8. Cette hypothèse implique que
l’agent doit être capable d’atteindre ses bornes motrices ; cela peut être néanmoins difficile
du point de vue de la commande.
Sur X : L’ensemble des poses X a été introduit pour fournir un point de vue externe ex-
pliquant les configurations spatiales que pouvaient prendre les capteurs rigides de l’agent.
De ce point de vue externe, ces capteurs sont capables de se déplacer dans l’espace externe,
et leur déplacement est généré par des actions motrices. En particulier, une variation conti-
nue des configurations motrices correspond à un déplacement continu des capteurs dans
l’espace, ce qui rend naturellement la fonction géométrique direct f(.) continue. Ainsi, sans
perte de généralité, on peut donner à X la structure topologique (la plus fine) qui rend f(.)
continue. Enfin, nous ferons l’hypothèse que l’espace topologique X est Hausdorff (ou sé-
paré), c’est à dire que deux points distincts de X admettent des voisinages (i.e. des ouverts
qui comprennent ces points) disjoints.
Sur les quotientsM/ε et X/ε : Ces deux ensembles sont deux quotients des deux espaces
topologiquesM et X respectivement. Ils sont donc naturellement dotés de la topologie quo-
tient. Nous ferons également l’hypothèse que X/ε est Hausdorff. Cependant si mathémati-
quement cette hypothèse est fausse en général 9, on peut raisonnablement faire cette hypo-
thèse en pratique.
De l’ensemble de ces hypothèses découle alors la propriété fondamentale suivante (re-
lativement classique mathématiquement, mais redémontrée dans (MARCEL, ARGENTIERI et
GAS, 2017)) :
M/ε est homéomorphe à X/ε. (3.21)
Cette propriété est bien plus forte que la simple équipotence précédente. Elle traduit le
fait que les structures (topologiques) dont sont dotées M/ε (la représentation accessible à
l’agent) et X/ε (celle capturée d’un point de vue externe) sont équivalentes. Elle explique
ainsi en quoi travailler surM/ε permet de capturer une structure externe à l’agent, décou-
lant en partie des propriétés de continuité de l’action. Nous garderons en tête néanmoins
que cette propriété n’est valide que pour les deux topologies quotient dont sont dotéesM/ε
et X/ε, alors qu’une telle topologie est rarement une bonne topologie en général. Et en par-
ticulier, dès que nous chercherons à exploiter algorithmiquement ces propriétés, nous tra-
vaillerons alors avec des ensembles discrets pour lesquelles les topologies (discrètes) ne sont
8. Cette hypothèse est une généralisation de la notion d’ensemble fermé borné dans un espace Euclidien.
9. Les espaces quotient d’un espace Hausdorff ne sont pas toujours Hausdorff.
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pas du tout informatives 10. Ainsi, si (3.21) permet de capturer quelle information est repré-
sentée par M/ε, il reste encore un travail théorique à mener pour comprendre comment
construire, expérimentalement, une topologie qui a du sens pour l’agent. Certaines pistes
sont évoquées au §3.3.4.
3.3.3 Application à la découverte du corps
Comme la quasi totalité des travaux mentionnés précédemment, les éléments de for-
malisation proposés ne sont valides que pour une configuration ε fixe de l’environ-
nement au cours de l’exploration motrice. Imaginer que l’environnement vérifie cette
propriété constitue en soit un a priori fort. Dans un premier temps, nous avons donc
cherché au début de la thèse de V. MARCEL à nous affranchir de l’influence de cet
environnement en appliquant le formalisme précédent à la construction d’une re-
présentation du corps d’un agent, ou du moins de l’interaction de celui-ci avec son
propre corps. Dans cette veine, (ROSCHIN et FROLOV, 2011) a déjà proposé de trai-
ter ensembles les informations proprioceptives et extéroceptives issues du corps en
cherchant à les projeter conjointement au sein d’une représentation commune, avec
l’idée que ces deux modalités doivent nécessairement partager des propriétés com-
munes de l’espace. Ces travaux s’appuient sur un agent doté d’un bras interagissant
avec son corps tactile. L’approche, bien qu’exploitant des méthodes de projections li-
néaires entre les deux types de modalité, permet bien de s’affranchir de l’influence de
l’environnement : l’agent n’interagit qu’avec son propre corps par le toucher. Nous
proposons ici d’exploiter la formalisation sensorimotrice proposée afin de construire
une représentation du corps de l’agent (i) qui ne soit pas limitée par la linéarité de la
technique de projection entre les modalités, et (ii) qui peut être exploitée par l’agent
pour réaliser une tâche d’interpolation motrice.
3.3.3.1 Représentation sensorimotrice basse dimension du corps d’un agent
Dans toute la suite, nous allons considérer l’agent simple représenté sur la figure 3.14a.
Il s’agit d’un agent plan doté d’un bras doté de 2 degrés de liberté en rotation, indépendam-
ment pilotés par deux commandes motrices m1 et m2, de sorte que m ∈ M =] − π, π]2.
L’organe terminal (ponctuel) du bras est doté d’un capteur de contact informant l’agent de
l’existence d’un contact avec un objet. Sa pose est totalement définie par sa position dans le
plan et par son orientation, de sorte que X ∈ SE(2). L’agent est également doté d’un corps
tactile, d’une forme carré, et "percé" d’un trou circulaire en son centre. Ce corps est recouvert
de 300 récepteurs tactiles, générant une sensation s ∈ R300 non nulle uniquement lorsque
l’organe terminal du bras est en contact avec le corps. Le cas échéant, s = 0. La sensation
générée est binaire : le récepteur tactile le plus proche de l’organe terminal du bras voit sa
sensation si fixée à 1, tandis que tous les autres récepteurs tactiles produisent en sortie une
sensation nulle. Il en résulte un découpage sensoriel du corps représenté à la figure 3.14b
sous la forme de patchs de couleur, indiquant quelle zone sur le corps excite quel récepteur
tactile. Bien sûr, l’agent ignore tout de cette répartition.
Du point de vue externe, nous comprenons bien que la sensation s dépend uniquement
de la position de l’organe terminal sur le corps, et non de son orientation. Il est donc clair
que les invariants sensoriels ne sont pas des points dans X ∈ SE(2). En d’autres termes, il
10. La topologie discrète est la topologie la plus fine correspondant intuitivement au cas où chaque singleton
est un ouvert de cette topologie.
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FIGURE 3.14 – Représentation schématique de l’agent utilisé. (a) Corps de l’agent, possédant une forme carrée
et creuse en son centre. (b) Représentation des clusters sensoriels sur le corps, et leur projection dans l’espace
moteur.
existe plusieurs poses de l’organe terminal produisant la même sensation ; elles constitue-
ront donc les classes d’équivalences de X/ε = X/=φ (nous gommons ainsi temporairement
dans les notations la dépendance à ε). Le même raisonnement s’applique d’un point de vue
moteur : il existe de multiples configurations motrices donnant lieu à la même sensation. De
la même façon, les invariants sensoriels ne sont pas des points dans M, et nous pouvons
ainsi les regrouper au sein de classes d’équivalence dansM/ε =M/=Ψ . Cet aspect est illus-
tré à la figure 3.14b : deux configurations motrices différentes stimulent le même récepteur
tactile et produisent donc la même sensation. On voit bien que dansM ces deux configura-
tions, entourées sur les graphiques, sont deux entités distinctes. On peut également y remar-
quer que grâce à la connaissance a priori du modèle géométrique du bras de l’agent, nous
sommes capables (mais pas l’agent !) de projeter la position sur le corps des clusters sen-
soriels. L’agent de son côté n’a accès qu’aux cluster sensoriels dans son espace moteur qui
peut être représenté via un espace Euclidien sur [0, 2π]2 ; mais il n’en respecte pas nécessai-
rement la topologie "naturelle", qui prend la forme d’un tore paramétré par les deux degrés
de liberté en rotation du bras. La question qui se pose est donc la suivante : comment l’agent
peut-il obtenir une représentation de son corps sur la base de la représentation motrice des
invariants sensoriels? Nous faisons l’hypothèse que l’agent est capable de construire la to-
pologie quotient deM/=Ψ via la pseudo-métrique quotient motrice, qui consiste à dire que
deux configurations motrices égales (au sens de la relation d’équivalence =ψ) sont séparées
d’une distance nulle. Alors, la représentationM/=Ψ sera bien homéomorphe à X/=φ , dont
nous discuterons la signification un peu plus bas. Concrètement, algorithmiquement, nous
procédons de la façon suivante :
— l’agent explore aléatoirement son espace des configurations motrices. Il n’en conserve
que celles, notéesmj , produisant une sensation non nulles sj (i.e. pour lesquelles l’or-
gane terminal du bras touche son corps) ;
— à chaque configuration motrice mj correspond une sensation sj sur le corps. En étant
capable de détecter l’égalité de ces sensations 11, l’agent est capable de regrouper les
11. On suppose donc que l’agent est doté d’une "brique logique" lui indiquant quand 2 sensations sont égales.
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FIGURE 3.15 – Représentation basse dimension du corps de l’agent, obtenue via la structuration des inva-
riants sensorimoteurs. La topologie de la représentation (rouge) est bien identique à celle du corps (vert). On
remarque que la densité locale de la répartition des récepteurs tactiles est également bien capturée.
configurations motrices donnant lieu à la même sensation : il détermine donc les classes
d’équivalence motrice [mk] = {mj |sj = sk} ;
— l’agent détermine les (pseudo-)distances d̃ entre les classes d’équivalence a et b formées
précédemment, selon la pseudo-métrique quotient :
d̃(mk,ml) = inf{d(p1, q1)+ . . .+d(pn, qn)|[p1] = mk, [pi] = [qi+1], [qn] = ml}, (3.22)
où d(., .) représente la distance Euclidienne entre deux configurations motrices, mo-
difiée de telle sorte que cette distance vaut 0 lorsque deux configurations motrices
appartiennent à la même classe d’équivalence ;
— A ce stade, l’agent dispose d’une représentation faite de classes d’équivalences mo-
trices, distantes entre elles d’une pseudo-distance d̃(mk,ml). Cette représentation est
donc un graphe, algorithmiquement représenté par une matrice de (pseudo-)distances
entre toutes les classes d’équivalence. Un simple K-plus-proches-voisins permet de ne
conserver que les voisins les plus proches, et le résultat peut être projeté en basse di-
mension afin d’en visualiser l’information capturée, par exemple via une CCA.
Appliquées à l’exemple illustratif proposé ici, ces différentes étapes successives produisent
la représentation basse dimension de la figure 3.15. On peut y constater que le graphe ob-
tenu est très semblable topologiquement à la disposition des récepteurs tactiles sur le corps.
S’il est difficile de comparer objectivement deux topologies, nous pouvons constater que la
représentation motrice des invariants sensoriels capture bien la forme du corps, de même
que la densité spatiale variable de la disposition des récepteurs tactiles sur celui-ci. Sous les
hypothèses posées, nous avons donc obtenu une approximation discrète deM/=Ψ que l’on
sait homéomorphe à X/=φ . Dans l’exemple proposé, les sensations de l’agent sont totale-
ment paramétrées par les positions spatiales dans le plan de l’organe terminal sur le corps.
X/=φ supprime donc la composante "orientation" des poses, qui n’a aucune influence sur
les sensations de l’agent. Dès lors, seules ces positions sont capturées par l’agent au sein
de sa représentation, qui reproduit donc la géométrie du corps. Néanmoins, il est impor-
tant de noter que si la nature de l’interaction avec le corps nécessitait plus de paramètres,
alors la représentation obtenue par l’agent visualisée en basse dimension ne reproduirait
plus nécessairement directement une image du corps de l’agent. Cet aspect important est en
particulier illustré dans (MARCEL, ARGENTIERI et GAS, 2017) pour un agent plus complexe
que celui proposé ici.
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(A) Corps de l’agent (B) Représentation interne (C) Chemin dans la représentation
FIGURE 3.16 – Interpolation motrice au sein de la représentation. (Gauche) L’agent souhaite partir de la zone
du corps entourée en vert et aller à la zone entourée en rouge. (Milieu) Les poins de départ et d’arrivée sont
associés à deux classes d’équivalence, identifiés par deux nœuds dans la représentation. Une méthode de
planification de chemin permet de trouver le chemin le plus court entre les deux. (Droite) Représentation sur
le corps des classes d’équivalence parcourues sur le chemin.
3.3.3.2 Exploitation de la représentation : interpolation motrice
Nous n’avons pas insisté sur une autre propriété liée à l’existence d’un homéomor-
phisme entre M/=Ψ et X/=φ . La fonction bijective liant ces deux espace topologiques est
également continue. Cela signifie que de petites variations dansM/=Ψ produisent de petites
variations dansX/=φ , et réciproquement. Nous allons exploiter cette propriété de continuité
afin d’effectuer une interpolation motrice au sein de la représentation. Si nous sommes ca-
pables d’y déterminer une trajectoire motrice continue, alors cela se traduira par un mou-
vement continu de l’organe terminal du bras de l’agent sur le corps. Cette interpolation
s’effectue en 2 temps :
1. Chemin au sein de M/=Ψ : il s’agit de déterminer un chemin moteur dans M/=Ψ , de
classe d’équivalence en classe d’équivalence, permettant à l’agent d’atteindre une sen-
sation cible (sur le corps) en parcourant l’espace des poses quotient X/=φ de manière
continue. L’approximation de M/=Ψ étant faite d’un graphe constitué des distances
entre classes d’équivalence les plus proches, il s’agit donc de planifier un chemin dans
un graphe, partant d’un nœud (une classe d’équivalence de départ, choisie éventuel-
lement au hasard selon la tâche) pour arriver au nœud final (la classe d’équivalence
associée la sensation cible), par exemple via l’algorithme de Dijkstra (DIJKSTRA, 1959)
ou d’autres approches (BONDY et MURTY, 2007). Cette première étape est illustrée à la
figure 3.16.
2. Trajectoire dans l’espaceM : le bras de l’agent est concrètement piloté via les commandes
motrices m1 et m2. Il s’agit donc d’en déterminer les valeurs successives permettant
de passer d’une classe d’équivalence à une autre (en respectant le chemin déterminé
à l’étape 1), mais également pour traverser une classe d’équivalence. Nous avons pro-
posé dans (MARCEL, ARGENTIERI et GAS, 2017) une approche itérative cherchant à
identifier les configurations motrices intermédiaires minimisant le trajet entre et à l’in-
térieur des classes d’équivalence. Une fois ces configurations déterminées, un algo-
rithme standard d’interpolation linéaire est utilisé pour trouver les configurations in-
termédiaires. Cette étape est illustrée à la figure 3.17.
Une fois le chemin moteur déterminé, son exécution par l’agent conduit à un mouvement
fluide et continu de l’organe terminal du bras sur le corps de l’agent. Ainsi, sur la base d’une
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Final continuous path in working spaceInterpolated path in M
(A) Interpolation dans l’espace moteur Final continuous path in working spaceInterpolated path in M (B) Mo vement correspondant sur le corps
FIGURE 3.17 – Interpolation motrice dans l’espace M. (Gauche) Une fois le chemin moteur balisé par les
classes d’équivalence (représentées sous forme de patchs de couleur), il s’agit de déterminer le chemin moteur
pour les rejoindre et les traverser. (Droite) Une fois les configurations motrices déterminées, leur application
produit un mouvement continu de l’organe terminal du bras sur le corps.
représentation des invariants sensorimoteurs, l’agent est capable de produire, d’un point de
vue externe, un mouvement continu de son bras pour atteindre n’importe quelle sensation
tactile, et donc n’importe quelle partie de son corps. A nouveau, une illustration dans un
cas plus complexe est proposée dans (MARCEL, ARGENTIERI et GAS, 2017). L’interpolation
motrice y est effectuée sur une représentation de plus grande dimension, ne capturant pas
visuellement la géométrie du corps. Pour autant, les mouvements générés par le bras font
toujours en sorte de parcourir celui-ci d’une manière continue. Cet exemple supplémentaire
illustre à son tour la pertinence de la représentation obtenue, et la nature des déplacements
opérés est garantie par la continuité de cette représentation.
Publication
L’ensemble de ces travaux, de la formalisation générale des invariants sensorimoteurs
en passant par son application à la découverte du corps d’un agent et l’interpolation
motrice ont donné lieu à l’article (MARCEL, ARGENTIERI et GAS, 2017) publié au sein
de la revue IEEE “Transactions on Cognitive and Developmental Systems”.
3.3.4 Raffinement de la représentation tout au long de la vie de l’agent
Les travaux précédents de V. MARCEL ont permis de montrer comment exploiter le
formalisme des ensembles quotient pour la construction d’une représentation de l’in-
teraction qu’a l’agent avec son propre corps. Pour cela, nous avons temporairement
mis de côté la dépendance explicite dans les équations de la représentation à l’envi-
ronnement en faisant en sorte que l’expérience sensorimotrice soit restreinte au corps
de l’agent uniquement. C’est bien entendu une hypothèse forte et nous avons sou-
haité attaquer au cours de la seconde partie de thèse de V. MARCEL le problème de
cette dépendance à l’environnement, en imaginant comment un agent pourrait, au
fur et à mesure de son interaction avec différentes configurations de l’environnement,
modifier la représentation de son interaction. Ce travail, encore préliminaire, est pré-
senté en partie dans la suite.
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3.3.4.1 Éléments de formalisation
Revenons pour cela à la définition de la relation d’équivalence (3.12), rappelée ici :
m1 =Ψε m2 ⇔ Ψε(m1) = Ψε(m2). (3.23)
Pour rappel également, les configurations motrices donnant lieu aux même sensation sont
ainsi regroupées au sein de leur classe d’équivalence [m]ε = {r ∈M|r =Ψε m}. Il est connu
que l’ensemble des classes d’équivalence forment une partition 12 de l’ensemble sur lequel
la relation d’équivalence est définie. En d’autres termes, chaque élément de M appartient
à une seule et unique classe d’équivalence [m]ε. Ainsi, l’ensemble quotientM/ε forme un
raffinement de la partition triviale {M}. Cette propriété de raffinement pour s’écrire formel-
lement
M/ε ≤ {M}, (3.24)
où ≤ désigne la relation d’ordre partielle "plus fin que". On dit d’une partition X qu’elle est
plus fine qu’une partition Y si chaque élément dans X est inclus dans un élément de Y : X
est alors composé de parties fragmentées de Y . On voit alors que la relation d’ordre (3.24)
peut être complétée par
{{m}|m ∈M} ≤M/ε ≤ {M}. (3.25)
Ainsi, la partition la plus fine est celle composée des singletons {m}, composée individuelle-
ment d’une seule et unique configuration motrice. Au contraire, la partition {M} est la par-
tition la plus grossière deM. A ce titre, et par abus de notation, nous pourrions d’ailleurs
écrire que {M} = M/∅ : la partition motrice la plus grossière est obtenue pour un agent
n’ayant encore jamais interagi avec un environnement.
Considérons maintenant que la configuration de l’environnement change, pour passer
de ε à ε′. Si l’agent a connaissance de ce changement, il peut alors utiliser la nouvelle
relation d’équivalence =ψε′ , donnant lieu à une nouvelle partition motrice M/ε′ . Notons
bien que pour n’importe quel m1,m2 ∈ M, m1 =Ψε m2 < m1 =Ψε′ m2, ou encore
m1 6=Ψε m2 <m1 6=Ψε′ m2. En fait, les deux partitions motrices ne peuvent pas être compa-
rées directement, car issues du partitionnement deM pour deux configurations différentes
de l’environnement. Cependant, nous pouvons définir une nouvelle relation d’équivalence
multi-environnement =Ψ(ε,ε′) selon
m1 =Ψ(ε,ε′) m2 ⇔



m1 =Ψε m2
et
m1 =Ψε′ m2
. (3.26)
Dès lors, cette nouvelle relation d’équivalence conduit à de nouvelles classes d’équivalence
[m](ε,ε′) vérifiant [m](ε,ε′) ⊆ [m]ε et [m](ε,ε′) ⊆ [m]ε′ . En terme de relation d’ordre, cela se
traduit par 


{{m}|m ∈M} ≤M/(ε,ε′) ≤M/ε ≤ {M}
et
{{m}|m ∈M} ≤M/(ε,ε′) ≤M/ε′ ≤ {M}
, (3.27)
ce qui montre que par définition, M/(ε,ε′) est un raffinement des deux partitions M/ε et
M/ε′ .
On peut remarquer que la nouvelle relation d’équivalence =Ψ(ε,ε′) ne dépend pas de
l’ordre dans lequel les deux configurations ε et ε′ ont été expérimentées par l’agent. Par
12. On rappelle qu’une partition d’un ensembleX est un ensemble de sous ensembles non vides, deux à deux
disjoints, et dont l’union forme l’ensemble X .
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conséquent, la paire (ε, ε′) peut être écrite sous la forme d’un sous ensemble E = {ε, ε′}.
Ainsi, nous pouvons généraliser la relation d’équivalence (3.26) en une nouvelle relation
d’équivalence générique multi-environnement =ΨE , pour tout E ∈ E , selon
m1 =ΨE m2 ⇔ ∀ε ∈ E,Ψε(m1) = Ψε(m2),
⇔ ΨE(m1) = ΨE(m2),
(3.28)
où la fonction ΨE fait correspondre chaque configuration motricem à sa séquence sensorielle
acquise tout au long des changement successifs de configurations de l’environnement ε ∈ E,
et donc acquise tout au long de la vie de l’agent, avec
ΨE : M→
∏
ε∈E
S (3.29)
m 7→ (Ψε(m))ε∈E
où
∏
désigne le produit Cartésien des ensembles. On peut alors déduire certaines propriétés
de cette mise en équation. Pour commencer, considérons deux sous-ensembles non vides
E1, E2 ⊆ E tels que E2 ⊆ E1. Nous avons alors
M/E1 ≤M/E2 , (3.30)
traduisant le fait que la partitionM/E1 est plus fine queM/E2 . Dès lors, on comprend que
le cas où E = E conduit à la partition la plus fine à laquelle l’agent peut avoir accès. On peut
alors écrire
{{m}|m ∈M} ≤M/E ≤M/E ≤ {M}, ∀E ∈ P(E). (3.31)
Au sein de cette équation, M/E est particulièrement important. Cette partition est la plus
fine accessible à l’agent. Elle est donc constituée de classes d’équivalence qui ne pourront
jamais plus être fragmentées au cours de l’expérience sensorimotrice. En ce sens, ces classes
d’équivalence constituent ce que nous appellerons les points sensorimoteurs les plus fins, en
référence à la notion de points bien connue a priori d’un point de vue externe.
Sur la base du même raisonnement, nous pouvons introduire –comme nous l’avons fait
dans la formalisation précédente– l’espace des poses X caractérisant les poses x ∈ X prises
dans l’espace par les capteurs de l’agent d’un point de vue externe. Nous avions pour cela
introduit la relation d’équivalence (3.17), qui nous permet immédiatement, selon la même
approche que (3.28), de définir la nouvelle relation d’équivalence multi-environnement =φE
selon
x1 =φE x2 ⇔ ∀ε ∈ E, φε(x1) = φε(x2),
⇔ φE(x1) = φE(x2),
(3.32)
où la fonction φE fait correspondre chaque pose x à sa séquence sensorielle acquise tout au
long de la vie de l’agent, avec
φE : X →
∏
ε∈E
S (3.33)
x 7→ (φε(x))ε∈E
La relation d’équivalence =φE peut ainsi être comprise comme : deux poses sont considérées
égales après avoir vu tous les environnements dans E ⊆ E si leurs sensations associées sont
égales pour tous les environnements dans E. Nous pouvons donc à nouveau regrouper ces
poses au sein de leur classe d’équivalence [x]E , qui définissent à leur tour un ensemble
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quotient X/E se trouvant être une partition plus fine que X/ε. Il vient alors de manière
immédiate
{{x}|x ∈ X} ≤ X/E ≤ X/E ≤ {X},∀E ∈ P(E). (3.34)
Comme précédemment, le cas E = E est particulièrement intéressant. En effet, X/E est
constitué de classes d’équivalences qui ne peuvent pas être fragmentées plus, et définit ainsi
l’espace des poses sensibles le plus fin. D’un point de vue externe, cela traduit le fait que cer-
taines positions/orientations des capteurs ne peuvent intrinsèquement pas être distinguées
l’une de l’autre par leurs valeurs de sensations associées. L’agent ne sera donc pas capable,
sur la base de son seul flux sensorimoteur, de construire une représentation capable de sé-
parer ces poses : nous venons donc de définir une borne minimale atteignable par l’agent,
dépendant de ses capacités sensorimotrices.
Le lien entre tous les ensembles définis précédemment peut se résumer en le diagramme
commutatif suivant, très proche de (3.20)
M X SE
M/E X/E
ΨE
f
πΨE
φE
πφE
f̆E
ζE
. (3.35)
Ainsi, de manière évidente, nous avons à nouveau la propriété d’équipotence entre M/E
et X/E . Et nous faisons donc l’hypothèse queM/E peut être utilisé comme représentation
interne de X/E . Et en particulier, dans le cas oùE = E , à chaque point sensorimoteur le plus
fin (dans M/E ) correspond une unique pose sensible la plus fine (dans X/E ). A nouveau,
nous n’avons pour l’instant eu aucune considération topologique. Néanmoins, comme le
laisse présager l’exemple illustratif qui suit, une structure plus forte, comme l’homéomor-
phisme, semble préserver les structures dans les espaces quotient considérés. Ce travail –
encore en cours– porte sur l’introduction de métriques probabilistes couplées à des notions
d’observabilité et permet d’introduire des topologies naturelles démontrant l’existence d’un
homéomorphisme entre ces espaces.
3.3.4.2 Illustration du raffinement
Afin d’illustrer le principe du raffinement, nous proposons d’utiliser un agent plan doté
d’un bras série à deux degrés de libertés en rotation, commandés par deux commandes
motrices m1 et m2 tels que m1,m2 ∈ [−π;π[ (par convention m1 = m2 = 0 rend le bras
horizontal). Au bout du bras est placé une caméra ponctuelle uniquement sensible à l’illu-
mination, et générant un scalaire s = s = 0 si l’illumination est nulle, et s = 1 sinon. Le
bras, fixe dans son environnement, conduit la caméra à explorer son environnement selon
un disque centré sur sa base. L’environnement est supposé constitué d’une zone blanche et
d’une zone noire, séparées toutes deux par une droite, cf. figure 3.18a. Au début de la vie
de l’agent, celui-ni ne dispose d’aucune connaissance a priori. L’ensemble des configura-
tions motrices n’a pas encore été raffiné, de sorte que {M} est la partition la plus fine dont
il dispose. Après une première exploration de l’environnement noir et blanc, l’agent est ca-
pable de former la partitionM/ε = {[m]0ε, [m]1ε}, qui peut être représentée directement dans
son espace des configurations motrices (figure 3.18b), ou sous la forme d’un graphe à deux
nœuds (figure 3.18c). A ce moment de la vie de l’agent, celui-ci n’a fait l’expérience que de la
configuration ε de l’environnement. En ce sens,M/ε définit alors la représentation la plus
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1
✏<latexit sha1_base64="IoWoTjlrJvDtfuyz88ZILZRs+WM=">AAADHXicjVLLbtQwFD1NeZThNS1LNhEjEKtRgpBgWZUNyyIxbaWZYZRkPK1VJ45sB2kUzR/0H/iHbmHLDrFF/AHs+ASOTUYCKh6OHB+fe861r3XzWknrkuTzRrR56fKVq1vXetdv3Lx1u7+9c2B1YwoxKrTS5ijPrFCyEiMnnRJHtRFZmStxmJ8+8/HD18JYqauXblmLaZkdV3Ihi8yRmvUfjCdl5k7yRVuuprN2kms1t8uSSzsRtZVKV6vVq3TWHyTDJIz4Ikg7MEA39nX/GyaYQ6NAgxICFRyxQgbLb4wUCWpyU7TkDJEMcYEVevQ2VAkqMrKn/B9zN+7Yinuf0wZ3wVMUp6Ezxn16NHWG2J8Wh3gTMnv2T7nbkNPfbck173KVZB1OyP7Lt1b+r8/X4rDA01CDZE11YHx1RZelCa/ibx7/VJVjhpqcx3PGDXERnOt3joPHhtr922Yh/iUoPev3Radt8PWv1a0rMYwuOP3NYup7bIn09wa4CA4eDdNkmL54PNjd65pjC3dxDw/ZAU+wi+fYx4gnnuEcb/EuehO9jz5EH39Io43Ocwe/jOjTd4J7qpY=</latexit><latexit sha1_base64="IoWoTjlrJvDtfuyz88ZILZRs+WM=">AAADHXicjVLLbtQwFD1NeZThNS1LNhEjEKtRgpBgWZUNyyIxbaWZYZRkPK1VJ45sB2kUzR/0H/iHbmHLDrFF/AHs+ASOTUYCKh6OHB+fe861r3XzWknrkuTzRrR56fKVq1vXetdv3Lx1u7+9c2B1YwoxKrTS5ijPrFCyEiMnnRJHtRFZmStxmJ8+8/HD18JYqauXblmLaZkdV3Ihi8yRmvUfjCdl5k7yRVuuprN2kms1t8uSSzsRtZVKV6vVq3TWHyTDJIz4Ikg7MEA39nX/GyaYQ6NAgxICFRyxQgbLb4wUCWpyU7TkDJEMcYEVevQ2VAkqMrKn/B9zN+7Yinuf0wZ3wVMUp6Ezxn16NHWG2J8Wh3gTMnv2T7nbkNPfbck173KVZB1OyP7Lt1b+r8/X4rDA01CDZE11YHx1RZelCa/ibx7/VJVjhpqcx3PGDXERnOt3joPHhtr922Yh/iUoPev3Radt8PWv1a0rMYwuOP3NYup7bIn09wa4CA4eDdNkmL54PNjd65pjC3dxDw/ZAU+wi+fYx4gnnuEcb/EuehO9jz5EH39Io43Ocwe/jOjTd4J7qpY=</latexit><latexit sha1_base64="IoWoTjlrJvDtfuyz88ZILZRs+WM=">AAADHXicjVLLbtQwFD1NeZThNS1LNhEjEKtRgpBgWZUNyyIxbaWZYZRkPK1VJ45sB2kUzR/0H/iHbmHLDrFF/AHs+ASOTUYCKh6OHB+fe861r3XzWknrkuTzRrR56fKVq1vXetdv3Lx1u7+9c2B1YwoxKrTS5ijPrFCyEiMnnRJHtRFZmStxmJ8+8/HD18JYqauXblmLaZkdV3Ihi8yRmvUfjCdl5k7yRVuuprN2kms1t8uSSzsRtZVKV6vVq3TWHyTDJIz4Ikg7MEA39nX/GyaYQ6NAgxICFRyxQgbLb4wUCWpyU7TkDJEMcYEVevQ2VAkqMrKn/B9zN+7Yinuf0wZ3wVMUp6Ezxn16NHWG2J8Wh3gTMnv2T7nbkNPfbck173KVZB1OyP7Lt1b+r8/X4rDA01CDZE11YHx1RZelCa/ibx7/VJVjhpqcx3PGDXERnOt3joPHhtr922Yh/iUoPev3Radt8PWv1a0rMYwuOP3NYup7bIn09wa4CA4eDdNkmL54PNjd65pjC3dxDw/ZAU+wi+fYx4gnnuEcb/EuehO9jz5EH39Io43Ocwe/jOjTd4J7qpY=</latexit><latexit sha1_base64="IoWoTjlrJvDtfuyz88ZILZRs+WM=">AAADHXicjVLLbtQwFD1NeZThNS1LNhEjEKtRgpBgWZUNyyIxbaWZYZRkPK1VJ45sB2kUzR/0H/iHbmHLDrFF/AHs+ASOTUYCKh6OHB+fe861r3XzWknrkuTzRrR56fKVq1vXetdv3Lx1u7+9c2B1YwoxKrTS5ijPrFCyEiMnnRJHtRFZmStxmJ8+8/HD18JYqauXblmLaZkdV3Ihi8yRmvUfjCdl5k7yRVuuprN2kms1t8uSSzsRtZVKV6vVq3TWHyTDJIz4Ikg7MEA39nX/GyaYQ6NAgxICFRyxQgbLb4wUCWpyU7TkDJEMcYEVevQ2VAkqMrKn/B9zN+7Yinuf0wZ3wVMUp6Ezxn16NHWG2J8Wh3gTMnv2T7nbkNPfbck173KVZB1OyP7Lt1b+r8/X4rDA01CDZE11YHx1RZelCa/ibx7/VJVjhpqcx3PGDXERnOt3joPHhtr922Yh/iUoPev3Radt8PWv1a0rMYwuOP3NYup7bIn09wa4CA4eDdNkmL54PNjd65pjC3dxDw/ZAU+wi+fYx4gnnuEcb/EuehO9jz5EH39Io43Ocwe/jOjTd4J7qpY=</latexit>
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em
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t
<latexit sha1_base64="pyhQWcDpPDWqvS8hHO8HqsLYRbM=">AAADAHicjVK5TsQwFBzCtSzXAiVNxAqJapXQQLmChnJBLCAtCCXBgYhcchwkhGj4B1po6RAtf8IfQMcnMDZZiUMcjpyM57159jjPz+OoUI7zNGANDg2PjNbG6uMTk1PTjZnZnSIrZSC6QRZncs/3ChFHqeiqSMViL5fCS/xY7Pqn6zq+eyZkEWXptjrPxUHiHadRGAWeItXb8sKQykSk6rDRdFqOGfZ34FagiWp0ssYr9nGEDAFKJBBIoYhjeCj49ODCQU7uABfkJFFk4gKXqFNbMkswwyN7yvcxV72KTbnWNQujDrhLzCmptLFITcY8Sax3s028NJU1+1PtC1NTn+2cX7+qlZBVOCH7l66f+V+d9qIQYtV4iOgpN4x2F1RVSnMr+uT2B1eKFXJyGh8xLokDo+zfs200hfGu79Yz8WeTqVm9DqrcEi+/uus7kYyGnPpkNvPrbAn3awN8BzvLLddpuZvLzfZa1Rw1zGMBS+yAFbSxgQ665h9d4wa31pV1Z91bD++p1kClmcOnYT2+AeAwnhI=</latexit><latexit sha1_base64="pyhQWcDpPDWqvS8hHO8HqsLYRbM=">AAADAHicjVK5TsQwFBzCtSzXAiVNxAqJapXQQLmChnJBLCAtCCXBgYhcchwkhGj4B1po6RAtf8IfQMcnMDZZiUMcjpyM57159jjPz+OoUI7zNGANDg2PjNbG6uMTk1PTjZnZnSIrZSC6QRZncs/3ChFHqeiqSMViL5fCS/xY7Pqn6zq+eyZkEWXptjrPxUHiHadRGAWeItXb8sKQykSk6rDRdFqOGfZ34FagiWp0ssYr9nGEDAFKJBBIoYhjeCj49ODCQU7uABfkJFFk4gKXqFNbMkswwyN7yvcxV72KTbnWNQujDrhLzCmptLFITcY8Sax3s028NJU1+1PtC1NTn+2cX7+qlZBVOCH7l66f+V+d9qIQYtV4iOgpN4x2F1RVSnMr+uT2B1eKFXJyGh8xLokDo+zfs200hfGu79Yz8WeTqVm9DqrcEi+/uus7kYyGnPpkNvPrbAn3awN8BzvLLddpuZvLzfZa1Rw1zGMBS+yAFbSxgQ665h9d4wa31pV1Z91bD++p1kClmcOnYT2+AeAwnhI=</latexit><latexit sha1_base64="pyhQWcDpPDWqvS8hHO8HqsLYRbM=">AAADAHicjVK5TsQwFBzCtSzXAiVNxAqJapXQQLmChnJBLCAtCCXBgYhcchwkhGj4B1po6RAtf8IfQMcnMDZZiUMcjpyM57159jjPz+OoUI7zNGANDg2PjNbG6uMTk1PTjZnZnSIrZSC6QRZncs/3ChFHqeiqSMViL5fCS/xY7Pqn6zq+eyZkEWXptjrPxUHiHadRGAWeItXb8sKQykSk6rDRdFqOGfZ34FagiWp0ssYr9nGEDAFKJBBIoYhjeCj49ODCQU7uABfkJFFk4gKXqFNbMkswwyN7yvcxV72KTbnWNQujDrhLzCmptLFITcY8Sax3s028NJU1+1PtC1NTn+2cX7+qlZBVOCH7l66f+V+d9qIQYtV4iOgpN4x2F1RVSnMr+uT2B1eKFXJyGh8xLokDo+zfs200hfGu79Yz8WeTqVm9DqrcEi+/uus7kYyGnPpkNvPrbAn3awN8BzvLLddpuZvLzfZa1Rw1zGMBS+yAFbSxgQ665h9d4wa31pV1Z91bD++p1kClmcOnYT2+AeAwnhI=</latexit><latexit sha1_base64="pyhQWcDpPDWqvS8hHO8HqsLYRbM=">AAADAHicjVK5TsQwFBzCtSzXAiVNxAqJapXQQLmChnJBLCAtCCXBgYhcchwkhGj4B1po6RAtf8IfQMcnMDZZiUMcjpyM57159jjPz+OoUI7zNGANDg2PjNbG6uMTk1PTjZnZnSIrZSC6QRZncs/3ChFHqeiqSMViL5fCS/xY7Pqn6zq+eyZkEWXptjrPxUHiHadRGAWeItXb8sKQykSk6rDRdFqOGfZ34FagiWp0ssYr9nGEDAFKJBBIoYhjeCj49ODCQU7uABfkJFFk4gKXqFNbMkswwyN7yvcxV72KTbnWNQujDrhLzCmptLFITcY8Sax3s028NJU1+1PtC1NTn+2cX7+qlZBVOCH7l66f+V+d9qIQYtV4iOgpN4x2F1RVSnMr+uT2B1eKFXJyGh8xLokDo+zfs200hfGu79Yz8WeTqVm9DqrcEi+/uus7kYyGnPpkNvPrbAn3awN8BzvLLddpuZvLzfZa1Rw1zGMBS+yAFbSxgQ665h9d4wa31pV1Z91bD++p1kClmcOnYT2+AeAwnhI=</latexit>
(B) Clusters sensorimoteurs
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M/✏
<latexit sha1_base64="MsMTTKSJSJLJCvd474/bxrqX2Cs=">AAADG3icjVLLbtQwFD0NrzK8BliyiRiQWA1JhQTLCjZskIrEtJU61SjxeFqrThzZDtIomh/gH/gHtrBlh9iy4A9gxydwbDISUPFw5Pj43HOufa1bNlo5n2WfN5IzZ8+dv7B5cXDp8pWr14bXb+w601ohJ8JoY/fLwkmtajnxymu531hZVKWWe+XJkxDfeymtU6Z+4ZeNPKyKo1otlCg8qdnwzrQq/LEodPdsdX/WTUuj525ZcemmsnFKm3q1mg1H2TiLIz0N8h6M0I8dM/yGKeYwEGhRQaKGJ9Yo4PgdIEeGhtwhOnKWSMW4xAoDeluqJBUF2RP+j7g76Nma+5DTRbfgKZrT0pniLj2GOkscTktjvI2ZA/un3F3MGe625Fr2uSqyHsdk/+VbK//XF2rxWOBRrEGxpiYyoTrRZ2njq4Sbpz9V5ZmhIRfwnHFLLKJz/c5p9LhYe3jbIsa/RGVgw1702hZf/1rduhLL6IIz3CylfsCWyH9vgNNgd2ucZ+P8+YPR9uO+OTZxC7dxjx3wENt4ih1MeOIrvMFbvEteJ++TD8nHH9Jko/fcxC8j+fQd+oSpsg==</latexit><latexit sha1_base64="MsMTTKSJSJLJCvd474/bxrqX2Cs=">AAADG3icjVLLbtQwFD0NrzK8BliyiRiQWA1JhQTLCjZskIrEtJU61SjxeFqrThzZDtIomh/gH/gHtrBlh9iy4A9gxydwbDISUPFw5Pj43HOufa1bNlo5n2WfN5IzZ8+dv7B5cXDp8pWr14bXb+w601ohJ8JoY/fLwkmtajnxymu531hZVKWWe+XJkxDfeymtU6Z+4ZeNPKyKo1otlCg8qdnwzrQq/LEodPdsdX/WTUuj525ZcemmsnFKm3q1mg1H2TiLIz0N8h6M0I8dM/yGKeYwEGhRQaKGJ9Yo4PgdIEeGhtwhOnKWSMW4xAoDeluqJBUF2RP+j7g76Nma+5DTRbfgKZrT0pniLj2GOkscTktjvI2ZA/un3F3MGe625Fr2uSqyHsdk/+VbK//XF2rxWOBRrEGxpiYyoTrRZ2njq4Sbpz9V5ZmhIRfwnHFLLKJz/c5p9LhYe3jbIsa/RGVgw1702hZf/1rduhLL6IIz3CylfsCWyH9vgNNgd2ucZ+P8+YPR9uO+OTZxC7dxjx3wENt4ih1MeOIrvMFbvEteJ++TD8nHH9Jko/fcxC8j+fQd+oSpsg==</latexit><latexit sha1_base64="MsMTTKSJSJLJCvd474/bxrqX2Cs=">AAADG3icjVLLbtQwFD0NrzK8BliyiRiQWA1JhQTLCjZskIrEtJU61SjxeFqrThzZDtIomh/gH/gHtrBlh9iy4A9gxydwbDISUPFw5Pj43HOufa1bNlo5n2WfN5IzZ8+dv7B5cXDp8pWr14bXb+w601ohJ8JoY/fLwkmtajnxymu531hZVKWWe+XJkxDfeymtU6Z+4ZeNPKyKo1otlCg8qdnwzrQq/LEodPdsdX/WTUuj525ZcemmsnFKm3q1mg1H2TiLIz0N8h6M0I8dM/yGKeYwEGhRQaKGJ9Yo4PgdIEeGhtwhOnKWSMW4xAoDeluqJBUF2RP+j7g76Nma+5DTRbfgKZrT0pniLj2GOkscTktjvI2ZA/un3F3MGe625Fr2uSqyHsdk/+VbK//XF2rxWOBRrEGxpiYyoTrRZ2njq4Sbpz9V5ZmhIRfwnHFLLKJz/c5p9LhYe3jbIsa/RGVgw1702hZf/1rduhLL6IIz3CylfsCWyH9vgNNgd2ucZ+P8+YPR9uO+OTZxC7dxjx3wENt4ih1MeOIrvMFbvEteJ++TD8nHH9Jko/fcxC8j+fQd+oSpsg==</latexit><latexit sha1_base64="MsMTTKSJSJLJCvd474/bxrqX2Cs=">AAADG3icjVLLbtQwFD0NrzK8BliyiRiQWA1JhQTLCjZskIrEtJU61SjxeFqrThzZDtIomh/gH/gHtrBlh9iy4A9gxydwbDISUPFw5Pj43HOufa1bNlo5n2WfN5IzZ8+dv7B5cXDp8pWr14bXb+w601ohJ8JoY/fLwkmtajnxymu531hZVKWWe+XJkxDfeymtU6Z+4ZeNPKyKo1otlCg8qdnwzrQq/LEodPdsdX/WTUuj525ZcemmsnFKm3q1mg1H2TiLIz0N8h6M0I8dM/yGKeYwEGhRQaKGJ9Yo4PgdIEeGhtwhOnKWSMW4xAoDeluqJBUF2RP+j7g76Nma+5DTRbfgKZrT0pniLj2GOkscTktjvI2ZA/un3F3MGe625Fr2uSqyHsdk/+VbK//XF2rxWOBRrEGxpiYyoTrRZ2njq4Sbpz9V5ZmhIRfwnHFLLKJz/c5p9LhYe3jbIsa/RGVgw1702hZf/1rduhLL6IIz3CylfsCWyH9vgNNgd2ucZ+P8+YPR9uO+OTZxC7dxjx3wENt4ih1MeOIrvMFbvEteJ++TD8nHH9Jko/fcxC8j+fQd+oSpsg==</latexit>
[m]0✏
<latexit sha1_base64="PToZacMBBOVnttBDF1t/TF9sAUc=">AAADHXicjVLLbtQwFD1NeZThNS1LNhEjEKtRgpBgWZUNyyIxbaWZYZRkPK1VJ45sB2kUzR/0H/iHbmHLDrFF/AHs+ASOTUYCKh6OHB+fe861r3XzWknrkuTzRrR56fKVq1vXetdv3Lx1u7+9c2B1YwoxKrTS5ijPrFCyEiMnnRJHtRFZmStxmJ8+8/HD18JYqauXblmLaZkdV3Ihi8yRmvUfjCdl5k7yRVuuprN2kms1t8uSSzsRtZVKV6vVq2TWHyTDJIz4Ikg7MEA39nX/GyaYQ6NAgxICFRyxQgbLb4wUCWpyU7TkDJEMcYEVevQ2VAkqMrKn/B9zN+7Yinuf0wZ3wVMUp6Ezxn16NHWG2J8Wh3gTMnv2T7nbkNPfbck173KVZB1OyP7Lt1b+r8/X4rDA01CDZE11YHx1RZelCa/ibx7/VJVjhpqcx3PGDXERnOt3joPHhtr922Yh/iUoPev3Radt8PWv1a0rMYwuOP3NYup7bIn09wa4CA4eDdNkmL54PNjd65pjC3dxDw/ZAU+wi+fYx4gnnuEcb/EuehO9jz5EH39Io43Ocwe/jOjTd3/pqpU=</latexit><latexit sha1_base64="PToZacMBBOVnttBDF1t/TF9sAUc=">AAADHXicjVLLbtQwFD1NeZThNS1LNhEjEKtRgpBgWZUNyyIxbaWZYZRkPK1VJ45sB2kUzR/0H/iHbmHLDrFF/AHs+ASOTUYCKh6OHB+fe861r3XzWknrkuTzRrR56fKVq1vXetdv3Lx1u7+9c2B1YwoxKrTS5ijPrFCyEiMnnRJHtRFZmStxmJ8+8/HD18JYqauXblmLaZkdV3Ihi8yRmvUfjCdl5k7yRVuuprN2kms1t8uSSzsRtZVKV6vVq2TWHyTDJIz4Ikg7MEA39nX/GyaYQ6NAgxICFRyxQgbLb4wUCWpyU7TkDJEMcYEVevQ2VAkqMrKn/B9zN+7Yinuf0wZ3wVMUp6Ezxn16NHWG2J8Wh3gTMnv2T7nbkNPfbck173KVZB1OyP7Lt1b+r8/X4rDA01CDZE11YHx1RZelCa/ibx7/VJVjhpqcx3PGDXERnOt3joPHhtr922Yh/iUoPev3Radt8PWv1a0rMYwuOP3NYup7bIn09wa4CA4eDdNkmL54PNjd65pjC3dxDw/ZAU+wi+fYx4gnnuEcb/EuehO9jz5EH39Io43Ocwe/jOjTd3/pqpU=</latexit><latexit sha1_base64="PToZacMBBOVnttBDF1t/TF9sAUc=">AAADHXicjVLLbtQwFD1NeZThNS1LNhEjEKtRgpBgWZUNyyIxbaWZYZRkPK1VJ45sB2kUzR/0H/iHbmHLDrFF/AHs+ASOTUYCKh6OHB+fe861r3XzWknrkuTzRrR56fKVq1vXetdv3Lx1u7+9c2B1YwoxKrTS5ijPrFCyEiMnnRJHtRFZmStxmJ8+8/HD18JYqauXblmLaZkdV3Ihi8yRmvUfjCdl5k7yRVuuprN2kms1t8uSSzsRtZVKV6vVq2TWHyTDJIz4Ikg7MEA39nX/GyaYQ6NAgxICFRyxQgbLb4wUCWpyU7TkDJEMcYEVevQ2VAkqMrKn/B9zN+7Yinuf0wZ3wVMUp6Ezxn16NHWG2J8Wh3gTMnv2T7nbkNPfbck173KVZB1OyP7Lt1b+r8/X4rDA01CDZE11YHx1RZelCa/ibx7/VJVjhpqcx3PGDXERnOt3joPHhtr922Yh/iUoPev3Radt8PWv1a0rMYwuOP3NYup7bIn09wa4CA4eDdNkmL54PNjd65pjC3dxDw/ZAU+wi+fYx4gnnuEcb/EuehO9jz5EH39Io43Ocwe/jOjTd3/pqpU=</latexit><latexit sha1_base64="PToZacMBBOVnttBDF1t/TF9sAUc=">AAADHXicjVLLbtQwFD1NeZThNS1LNhEjEKtRgpBgWZUNyyIxbaWZYZRkPK1VJ45sB2kUzR/0H/iHbmHLDrFF/AHs+ASOTUYCKh6OHB+fe861r3XzWknrkuTzRrR56fKVq1vXetdv3Lx1u7+9c2B1YwoxKrTS5ijPrFCyEiMnnRJHtRFZmStxmJ8+8/HD18JYqauXblmLaZkdV3Ihi8yRmvUfjCdl5k7yRVuuprN2kms1t8uSSzsRtZVKV6vVq2TWHyTDJIz4Ikg7MEA39nX/GyaYQ6NAgxICFRyxQgbLb4wUCWpyU7TkDJEMcYEVevQ2VAkqMrKn/B9zN+7Yinuf0wZ3wVMUp6Ezxn16NHWG2J8Wh3gTMnv2T7nbkNPfbck173KVZB1OyP7Lt1b+r8/X4rDA01CDZE11YHx1RZelCa/ibx7/VJVjhpqcx3PGDXERnOt3joPHhtr922Yh/iUoPev3Radt8PWv1a0rMYwuOP3NYup7bIn09wa4CA4eDdNkmL54PNjd65pjC3dxDw/ZAU+wi+fYx4gnnuEcb/EuehO9jz5EH39Io43Ocwe/jOjTd3/pqpU=</latexit>
[m]1✏
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(C) Illustration du raffine-
ment
FIGURE 3.18 – Illustration du raffinement. L’environnement délimite deux clusters sensorimoteurs, associés
aux sensations s = 0 ou s = 1. La partition motrice initiale peut alors être raffinée en deux sous ensembles,
les deux classes d’équivalence [m]0ε t [m]1ε respectivement.
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(A) Environnement ε′
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(B) Clusters sensorimo-
teurs pour ε′
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(C) Illustration de la sé-
quence (ε, ε′)
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(D) Clusters sensorimo-
teurs pour (ε, ε′)
FIGURE 3.19 – Illustration du raffinement (suite). Une nouvelle configuration ε′ de l’environnement est pré-
sentées à l’agent, donnant lieu à de nouveaux clusters dans M, difficilement comparables à ceux obtenus
pour ε. La prise en compte de la séquence (ε, ε′) permet de visualiser le raffinement de la partition obtenue
avec ε seul.
fine accessible à l’agent. Si jamais l’état de l’environnement ne changeait plus, l’agent ne se-
rait pas capable de raffiner sa représentation qui se retrouverait alors réduite à deux points
sensorimoteurs.
Considérons maintenant que la configuration de l’environnement change de ε pour al-
ler en ε′. Cette nouvelle configuration correspond à une nouvelle séparation de l’espace
de travail en deux zones blanches et noires, cf. figure 3.19a. Comme formalisé précédem-
ment, les deux partitions obtenues pour ε et ε′ ne sont pas directement comparables. C’est
la prise en compte simultanée des deux configurations de l’environnement qui permet alors
de comprendre comment l’agent peut affiner sa représentation obtenue avec ε. On peut
alors constater sur la figure 3.19d que cette séquence permet de scinder la classe d’équiva-
lence [m]0ε (représentée en noir sur la figure 3.18b) en deux nouvelles classes d’équivalence
[m]00E et [m]
01
E (représentées et noir et gris foncé sur la figure 3.19d), avec E = {ε, ε′}. Le
même raisonnement s’applique pour la classe d’équivalence [m]1ε (représentée en blanc sur
la figure 3.18b) qui se fragmente en 2 sous ensembles [m]10E et [m]
11
E (représentées en gris
clair et en blanc sur la figure 3.19d). Ce raffinement de la partition motrice peut à nouveau
se représenter sous la forme d’un graphe, tel que celui représenté sur la figure 3.20. Dans
l’exemple utilisé, on peut aisément imaginer une troisième configuration de l’environne-
ment qui conduirait au fractionnement de certaines classes d’équivalence. Ainsi, de manière
itérative, il est clair que le nombre de nœuds du graphe ira en augmentant et tendra même
vers l’infini dans ce cas précis : il y aura toujours une nouvelle configuration de l’environ-
nement (i.e. une séparation en noir et blanc de l’espace de travail de l’agent) qui conduira à
un nouveau fractionnement d’une ou plusieurs classe(s) d’équivalence.
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[m]1✏
<latexit sha1_base64="IoWoTjlrJvDtfuyz88ZILZRs+WM=">AAADHXicjVLLbtQwFD1NeZThNS1LNhEjEKtRgpBgWZUNyyIxbaWZYZRkPK1VJ45sB2kUzR/0H/iHbmHLDrFF/AHs+ASOTUYCKh6OHB+fe861r3XzWknrkuTzRrR56fKVq1vXetdv3Lx1u7+9c2B1YwoxKrTS5ijPrFCyEiMnnRJHtRFZmStxmJ8+8/HD18JYqauXblmLaZkdV3Ihi8yRmvUfjCdl5k7yRVuuprN2kms1t8uSSzsRtZVKV6vVq3TWHyTDJIz4Ikg7MEA39nX/GyaYQ6NAgxICFRyxQgbLb4wUCWpyU7TkDJEMcYEVevQ2VAkqMrKn/B9zN+7Yinuf0wZ3wVMUp6Ezxn16NHWG2J8Wh3gTMnv2T7nbkNPfbck173KVZB1OyP7Lt1b+r8/X4rDA01CDZE11YHx1RZelCa/ibx7/VJVjhpqcx3PGDXERnOt3joPHhtr922Yh/iUoPev3Radt8PWv1a0rMYwuOP3NYup7bIn09wa4CA4eDdNkmL54PNjd65pjC3dxDw/ZAU+wi+fYx4gnnuEcb/EuehO9jz5EH39Io43Ocwe/jOjTd4J7qpY=</latexit><latexit sha1_base64="IoWoTjlrJvDtfuyz88ZILZRs+WM=">AAADHXicjVLLbtQwFD1NeZThNS1LNhEjEKtRgpBgWZUNyyIxbaWZYZRkPK1VJ45sB2kUzR/0H/iHbmHLDrFF/AHs+ASOTUYCKh6OHB+fe861r3XzWknrkuTzRrR56fKVq1vXetdv3Lx1u7+9c2B1YwoxKrTS5ijPrFCyEiMnnRJHtRFZmStxmJ8+8/HD18JYqauXblmLaZkdV3Ihi8yRmvUfjCdl5k7yRVuuprN2kms1t8uSSzsRtZVKV6vVq3TWHyTDJIz4Ikg7MEA39nX/GyaYQ6NAgxICFRyxQgbLb4wUCWpyU7TkDJEMcYEVevQ2VAkqMrKn/B9zN+7Yinuf0wZ3wVMUp6Ezxn16NHWG2J8Wh3gTMnv2T7nbkNPfbck173KVZB1OyP7Lt1b+r8/X4rDA01CDZE11YHx1RZelCa/ibx7/VJVjhpqcx3PGDXERnOt3joPHhtr922Yh/iUoPev3Radt8PWv1a0rMYwuOP3NYup7bIn09wa4CA4eDdNkmL54PNjd65pjC3dxDw/ZAU+wi+fYx4gnnuEcb/EuehO9jz5EH39Io43Ocwe/jOjTd4J7qpY=</latexit><latexit sha1_base64="IoWoTjlrJvDtfuyz88ZILZRs+WM=">AAADHXicjVLLbtQwFD1NeZThNS1LNhEjEKtRgpBgWZUNyyIxbaWZYZRkPK1VJ45sB2kUzR/0H/iHbmHLDrFF/AHs+ASOTUYCKh6OHB+fe861r3XzWknrkuTzRrR56fKVq1vXetdv3Lx1u7+9c2B1YwoxKrTS5ijPrFCyEiMnnRJHtRFZmStxmJ8+8/HD18JYqauXblmLaZkdV3Ihi8yRmvUfjCdl5k7yRVuuprN2kms1t8uSSzsRtZVKV6vVq3TWHyTDJIz4Ikg7MEA39nX/GyaYQ6NAgxICFRyxQgbLb4wUCWpyU7TkDJEMcYEVevQ2VAkqMrKn/B9zN+7Yinuf0wZ3wVMUp6Ezxn16NHWG2J8Wh3gTMnv2T7nbkNPfbck173KVZB1OyP7Lt1b+r8/X4rDA01CDZE11YHx1RZelCa/ibx7/VJVjhpqcx3PGDXERnOt3joPHhtr922Yh/iUoPev3Radt8PWv1a0rMYwuOP3NYup7bIn09wa4CA4eDdNkmL54PNjd65pjC3dxDw/ZAU+wi+fYx4gnnuEcb/EuehO9jz5EH39Io43Ocwe/jOjTd4J7qpY=</latexit><latexit sha1_base64="IoWoTjlrJvDtfuyz88ZILZRs+WM=">AAADHXicjVLLbtQwFD1NeZThNS1LNhEjEKtRgpBgWZUNyyIxbaWZYZRkPK1VJ45sB2kUzR/0H/iHbmHLDrFF/AHs+ASOTUYCKh6OHB+fe861r3XzWknrkuTzRrR56fKVq1vXetdv3Lx1u7+9c2B1YwoxKrTS5ijPrFCyEiMnnRJHtRFZmStxmJ8+8/HD18JYqauXblmLaZkdV3Ihi8yRmvUfjCdl5k7yRVuuprN2kms1t8uSSzsRtZVKV6vVq3TWHyTDJIz4Ikg7MEA39nX/GyaYQ6NAgxICFRyxQgbLb4wUCWpyU7TkDJEMcYEVevQ2VAkqMrKn/B9zN+7Yinuf0wZ3wVMUp6Ezxn16NHWG2J8Wh3gTMnv2T7nbkNPfbck173KVZB1OyP7Lt1b+r8/X4rDA01CDZE11YHx1RZelCa/ibx7/VJVjhpqcx3PGDXERnOt3joPHhtr922Yh/iUoPev3Radt8PWv1a0rMYwuOP3NYup7bIn09wa4CA4eDdNkmL54PNjd65pjC3dxDw/ZAU+wi+fYx4gnnuEcb/EuehO9jz5EH39Io43Ocwe/jOjTd4J7qpY=</latexit>
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t
<latexit sha1_base64="pyhQWcDpPDWqvS8hHO8HqsLYRbM=">AAADAHicjVK5TsQwFBzCtSzXAiVNxAqJapXQQLmChnJBLCAtCCXBgYhcchwkhGj4B1po6RAtf8IfQMcnMDZZiUMcjpyM57159jjPz+OoUI7zNGANDg2PjNbG6uMTk1PTjZnZnSIrZSC6QRZncs/3ChFHqeiqSMViL5fCS/xY7Pqn6zq+eyZkEWXptjrPxUHiHadRGAWeItXb8sKQykSk6rDRdFqOGfZ34FagiWp0ssYr9nGEDAFKJBBIoYhjeCj49ODCQU7uABfkJFFk4gKXqFNbMkswwyN7yvcxV72KTbnWNQujDrhLzCmptLFITcY8Sax3s028NJU1+1PtC1NTn+2cX7+qlZBVOCH7l66f+V+d9qIQYtV4iOgpN4x2F1RVSnMr+uT2B1eKFXJyGh8xLokDo+zfs200hfGu79Yz8WeTqVm9DqrcEi+/uus7kYyGnPpkNvPrbAn3awN8BzvLLddpuZvLzfZa1Rw1zGMBS+yAFbSxgQ665h9d4wa31pV1Z91bD++p1kClmcOnYT2+AeAwnhI=</latexit><latexit sha1_base64="pyhQWcDpPDWqvS8hHO8HqsLYRbM=">AAADAHicjVK5TsQwFBzCtSzXAiVNxAqJapXQQLmChnJBLCAtCCXBgYhcchwkhGj4B1po6RAtf8IfQMcnMDZZiUMcjpyM57159jjPz+OoUI7zNGANDg2PjNbG6uMTk1PTjZnZnSIrZSC6QRZncs/3ChFHqeiqSMViL5fCS/xY7Pqn6zq+eyZkEWXptjrPxUHiHadRGAWeItXb8sKQykSk6rDRdFqOGfZ34FagiWp0ssYr9nGEDAFKJBBIoYhjeCj49ODCQU7uABfkJFFk4gKXqFNbMkswwyN7yvcxV72KTbnWNQujDrhLzCmptLFITcY8Sax3s028NJU1+1PtC1NTn+2cX7+qlZBVOCH7l66f+V+d9qIQYtV4iOgpN4x2F1RVSnMr+uT2B1eKFXJyGh8xLokDo+zfs200hfGu79Yz8WeTqVm9DqrcEi+/uus7kYyGnPpkNvPrbAn3awN8BzvLLddpuZvLzfZa1Rw1zGMBS+yAFbSxgQ665h9d4wa31pV1Z91bD++p1kClmcOnYT2+AeAwnhI=</latexit><latexit sha1_base64="pyhQWcDpPDWqvS8hHO8HqsLYRbM=">AAADAHicjVK5TsQwFBzCtSzXAiVNxAqJapXQQLmChnJBLCAtCCXBgYhcchwkhGj4B1po6RAtf8IfQMcnMDZZiUMcjpyM57159jjPz+OoUI7zNGANDg2PjNbG6uMTk1PTjZnZnSIrZSC6QRZncs/3ChFHqeiqSMViL5fCS/xY7Pqn6zq+eyZkEWXptjrPxUHiHadRGAWeItXb8sKQykSk6rDRdFqOGfZ34FagiWp0ssYr9nGEDAFKJBBIoYhjeCj49ODCQU7uABfkJFFk4gKXqFNbMkswwyN7yvcxV72KTbnWNQujDrhLzCmptLFITcY8Sax3s028NJU1+1PtC1NTn+2cX7+qlZBVOCH7l66f+V+d9qIQYtV4iOgpN4x2F1RVSnMr+uT2B1eKFXJyGh8xLokDo+zfs200hfGu79Yz8WeTqVm9DqrcEi+/uus7kYyGnPpkNvPrbAn3awN8BzvLLddpuZvLzfZa1Rw1zGMBS+yAFbSxgQ665h9d4wa31pV1Z91bD++p1kClmcOnYT2+AeAwnhI=</latexit><latexit sha1_base64="pyhQWcDpPDWqvS8hHO8HqsLYRbM=">AAADAHicjVK5TsQwFBzCtSzXAiVNxAqJapXQQLmChnJBLCAtCCXBgYhcchwkhGj4B1po6RAtf8IfQMcnMDZZiUMcjpyM57159jjPz+OoUI7zNGANDg2PjNbG6uMTk1PTjZnZnSIrZSC6QRZncs/3ChFHqeiqSMViL5fCS/xY7Pqn6zq+eyZkEWXptjrPxUHiHadRGAWeItXb8sKQykSk6rDRdFqOGfZ34FagiWp0ssYr9nGEDAFKJBBIoYhjeCj49ODCQU7uABfkJFFk4gKXqFNbMkswwyN7yvcxV72KTbnWNQujDrhLzCmptLFITcY8Sax3s028NJU1+1PtC1NTn+2cX7+qlZBVOCH7l66f+V+d9qIQYtV4iOgpN4x2F1RVSnMr+uT2B1eKFXJyGh8xLokDo+zfs200hfGu79Yz8WeTqVm9DqrcEi+/uus7kYyGnPpkNvPrbAn3awN8BzvLLddpuZvLzfZa1Rw1zGMBS+yAFbSxgQ665h9d4wa31pV1Z91bD++p1kClmcOnYT2+AeAwnhI=</latexit>
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t
<latexit sha1_base64="pyhQWcDpPDWqvS8hHO8HqsLYRbM=">AAADAHicjVK5TsQwFBzCtSzXAiVNxAqJapXQQLmChnJBLCAtCCXBgYhcchwkhGj4B1po6RAtf8IfQMcnMDZZiUMcjpyM57159jjPz+OoUI7zNGANDg2PjNbG6uMTk1PTjZnZnSIrZSC6QRZncs/3ChFHqeiqSMViL5fCS/xY7Pqn6zq+eyZkEWXptjrPxUHiHadRGAWeItXb8sKQykSk6rDRdFqOGfZ34FagiWp0ssYr9nGEDAFKJBBIoYhjeCj49ODCQU7uABfkJFFk4gKXqFNbMkswwyN7yvcxV72KTbnWNQujDrhLzCmptLFITcY8Sax3s028NJU1+1PtC1NTn+2cX7+qlZBVOCH7l66f+V+d9qIQYtV4iOgpN4x2F1RVSnMr+uT2B1eKFXJyGh8xLokDo+zfs200hfGu79Yz8WeTqVm9DqrcEi+/uus7kYyGnPpkNvPrbAn3awN8BzvLLddpuZvLzfZa1Rw1zGMBS+yAFbSxgQ665h9d4wa31pV1Z91bD++p1kClmcOnYT2+AeAwnhI=</latexit><latexit sha1_base64="pyhQWcDpPDWqvS8hHO8HqsLYRbM=">AAADAHicjVK5TsQwFBzCtSzXAiVNxAqJapXQQLmChnJBLCAtCCXBgYhcchwkhGj4B1po6RAtf8IfQMcnMDZZiUMcjpyM57159jjPz+OoUI7zNGANDg2PjNbG6uMTk1PTjZnZnSIrZSC6QRZncs/3ChFHqeiqSMViL5fCS/xY7Pqn6zq+eyZkEWXptjrPxUHiHadRGAWeItXb8sKQykSk6rDRdFqOGfZ34FagiWp0ssYr9nGEDAFKJBBIoYhjeCj49ODCQU7uABfkJFFk4gKXqFNbMkswwyN7yvcxV72KTbnWNQujDrhLzCmptLFITcY8Sax3s028NJU1+1PtC1NTn+2cX7+qlZBVOCH7l66f+V+d9qIQYtV4iOgpN4x2F1RVSnMr+uT2B1eKFXJyGh8xLokDo+zfs200hfGu79Yz8WeTqVm9DqrcEi+/uus7kYyGnPpkNvPrbAn3awN8BzvLLddpuZvLzfZa1Rw1zGMBS+yAFbSxgQ665h9d4wa31pV1Z91bD++p1kClmcOnYT2+AeAwnhI=</latexit><latexit sha1_base64="pyhQWcDpPDWqvS8hHO8HqsLYRbM=">AAADAHicjVK5TsQwFBzCtSzXAiVNxAqJapXQQLmChnJBLCAtCCXBgYhcchwkhGj4B1po6RAtf8IfQMcnMDZZiUMcjpyM57159jjPz+OoUI7zNGANDg2PjNbG6uMTk1PTjZnZnSIrZSC6QRZncs/3ChFHqeiqSMViL5fCS/xY7Pqn6zq+eyZkEWXptjrPxUHiHadRGAWeItXb8sKQykSk6rDRdFqOGfZ34FagiWp0ssYr9nGEDAFKJBBIoYhjeCj49ODCQU7uABfkJFFk4gKXqFNbMkswwyN7yvcxV72KTbnWNQujDrhLzCmptLFITcY8Sax3s028NJU1+1PtC1NTn+2cX7+qlZBVOCH7l66f+V+d9qIQYtV4iOgpN4x2F1RVSnMr+uT2B1eKFXJyGh8xLokDo+zfs200hfGu79Yz8WeTqVm9DqrcEi+/uus7kYyGnPpkNvPrbAn3awN8BzvLLddpuZvLzfZa1Rw1zGMBS+yAFbSxgQ665h9d4wa31pV1Z91bD++p1kClmcOnYT2+AeAwnhI=</latexit><latexit sha1_base64="pyhQWcDpPDWqvS8hHO8HqsLYRbM=">AAADAHicjVK5TsQwFBzCtSzXAiVNxAqJapXQQLmChnJBLCAtCCXBgYhcchwkhGj4B1po6RAtf8IfQMcnMDZZiUMcjpyM57159jjPz+OoUI7zNGANDg2PjNbG6uMTk1PTjZnZnSIrZSC6QRZncs/3ChFHqeiqSMViL5fCS/xY7Pqn6zq+eyZkEWXptjrPxUHiHadRGAWeItXb8sKQykSk6rDRdFqOGfZ34FagiWp0ssYr9nGEDAFKJBBIoYhjeCj49ODCQU7uABfkJFFk4gKXqFNbMkswwyN7yvcxV72KTbnWNQujDrhLzCmptLFITcY8Sax3s028NJU1+1PtC1NTn+2cX7+qlZBVOCH7l66f+V+d9qIQYtV4iOgpN4x2F1RVSnMr+uT2B1eKFXJyGh8xLokDo+zfs200hfGu79Yz8WeTqVm9DqrcEi+/uus7kYyGnPpkNvPrbAn3awN8BzvLLddpuZvLzfZa1Rw1zGMBS+yAFbSxgQ665h9d4wa31pV1Z91bD++p1kClmcOnYT2+AeAwnhI=</latexit>
M/E
<latexit sha1_base64="DLnoA+7QvP+sxt9OewJiIqWCBi4=">AAADA3icjVLNTttAGBwMbUP6F+DIxWpUqafUrpDaIwJV4oKUSk2CBGm0XjbEwn9ar5FQxJF34Fqu3BBXHoQ3oLc+Qme3jlQa9Wct27PzzXy7s9qoSOLSBMHdgre49Ojxk8Zy8+mz5y9etlZW+2Veaal6Mk9yvReJUiVxpnomNonaK7QSaZSoQXS8beuDE6XLOM8+m9NCDVNxlMXjWApD6stBKsxEimS6e/Z29HHUagedwA1/HoQ1aKMe3bz1HQc4RA6JCikUMhjiBAIln32ECFCQG2JKThPFrq5whia9FVWKCkH2mN8jzvZrNuPc9iydW3KVhK+m08drenLqNLFdzXf1ynW27J96T11Pu7dT/qO6V0rWYEL2X76Z8n99NovBGB9chpiZCsfYdLLuUrlTsTv3f0ll2KEgZ/Eh65pYOufsnH3nKV12e7bC1e+d0rJ2LmtthW9/TTdLolkd87U786lv8kqEv1+AedB/1wmDTvhpo725VV+OBtbxCm94A95jEzvooscVNS7wFZfeuXflXXs3P6XeQu1Zw4Ph3f4AnzafEQ==</latexit><latexit sha1_base64="DLnoA+7QvP+sxt9OewJiIqWCBi4=">AAADA3icjVLNTttAGBwMbUP6F+DIxWpUqafUrpDaIwJV4oKUSk2CBGm0XjbEwn9ar5FQxJF34Fqu3BBXHoQ3oLc+Qme3jlQa9Wct27PzzXy7s9qoSOLSBMHdgre49Ojxk8Zy8+mz5y9etlZW+2Veaal6Mk9yvReJUiVxpnomNonaK7QSaZSoQXS8beuDE6XLOM8+m9NCDVNxlMXjWApD6stBKsxEimS6e/Z29HHUagedwA1/HoQ1aKMe3bz1HQc4RA6JCikUMhjiBAIln32ECFCQG2JKThPFrq5whia9FVWKCkH2mN8jzvZrNuPc9iydW3KVhK+m08drenLqNLFdzXf1ynW27J96T11Pu7dT/qO6V0rWYEL2X76Z8n99NovBGB9chpiZCsfYdLLuUrlTsTv3f0ll2KEgZ/Eh65pYOufsnH3nKV12e7bC1e+d0rJ2LmtthW9/TTdLolkd87U786lv8kqEv1+AedB/1wmDTvhpo725VV+OBtbxCm94A95jEzvooscVNS7wFZfeuXflXXs3P6XeQu1Zw4Ph3f4AnzafEQ==</latexit><latexit sha1_base64="DLnoA+7QvP+sxt9OewJiIqWCBi4=">AAADA3icjVLNTttAGBwMbUP6F+DIxWpUqafUrpDaIwJV4oKUSk2CBGm0XjbEwn9ar5FQxJF34Fqu3BBXHoQ3oLc+Qme3jlQa9Wct27PzzXy7s9qoSOLSBMHdgre49Ojxk8Zy8+mz5y9etlZW+2Veaal6Mk9yvReJUiVxpnomNonaK7QSaZSoQXS8beuDE6XLOM8+m9NCDVNxlMXjWApD6stBKsxEimS6e/Z29HHUagedwA1/HoQ1aKMe3bz1HQc4RA6JCikUMhjiBAIln32ECFCQG2JKThPFrq5whia9FVWKCkH2mN8jzvZrNuPc9iydW3KVhK+m08drenLqNLFdzXf1ynW27J96T11Pu7dT/qO6V0rWYEL2X76Z8n99NovBGB9chpiZCsfYdLLuUrlTsTv3f0ll2KEgZ/Eh65pYOufsnH3nKV12e7bC1e+d0rJ2LmtthW9/TTdLolkd87U786lv8kqEv1+AedB/1wmDTvhpo725VV+OBtbxCm94A95jEzvooscVNS7wFZfeuXflXXs3P6XeQu1Zw4Ph3f4AnzafEQ==</latexit><latexit sha1_base64="DLnoA+7QvP+sxt9OewJiIqWCBi4=">AAADA3icjVLNTttAGBwMbUP6F+DIxWpUqafUrpDaIwJV4oKUSk2CBGm0XjbEwn9ar5FQxJF34Fqu3BBXHoQ3oLc+Qme3jlQa9Wct27PzzXy7s9qoSOLSBMHdgre49Ojxk8Zy8+mz5y9etlZW+2Veaal6Mk9yvReJUiVxpnomNonaK7QSaZSoQXS8beuDE6XLOM8+m9NCDVNxlMXjWApD6stBKsxEimS6e/Z29HHUagedwA1/HoQ1aKMe3bz1HQc4RA6JCikUMhjiBAIln32ECFCQG2JKThPFrq5whia9FVWKCkH2mN8jzvZrNuPc9iydW3KVhK+m08drenLqNLFdzXf1ynW27J96T11Pu7dT/qO6V0rWYEL2X76Z8n99NovBGB9chpiZCsfYdLLuUrlTsTv3f0ll2KEgZ/Eh65pYOufsnH3nKV12e7bC1e+d0rJ2LmtthW9/TTdLolkd87U786lv8kqEv1+AedB/1wmDTvhpo725VV+OBtbxCm94A95jEzvooscVNS7wFZfeuXflXXs3P6XeQu1Zw4Ph3f4AnzafEQ==</latexit>
M/✏
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FIGURE 3.20 – L’agent, en faisant l’expérience successive de deux états différents de l’environnement, est
capable fractionner successivement sa représentation motrice de son interaction avec l’environnement. Cette
opération conduit au raffinement de la représentation, au fur et à mesure de la vie de l’agent.
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FIGURE 3.21 – Illustration de la signification du raffinement le plus fin. Aux points sensorimoteurs les plus
fins correspondent un point dans l’espace des poses sensibles le plus fin. De par l’interaction ponctuelle de
l’agent avec son environnement, ces points dans l’espace des poses sensibles le plus fin sont en fait identiques
aux point 2D dans l’espace de travail de l’agent.
Pour l’instant, nous n’avons pris que le point de vue de l’agent, qui a donc été capable
d’affiner sa représentation grâce à son interaction avec deux configurations différentes de
l’environnement. Mais que capture cette représentation, en particulier dans sa version la
plus fineM/E pour cet exemple? Si on décide d’adopter un point de externe à l’agent (c’est
à dire un point de vue qui nous dote de toutes les connaissances a priori non accessibles
à l’agent), nous savons que celui-ci est doté d’un capteur ponctuel : une pose x n’est donc
paramétrée que par les deux positions x et y de ce point dans le plan. Et comme nous savons
que deux points dans un espace Euclidien 2D peuvent toujours être séparés par une droite,
il existera toujours une configuration ε de l’environnement pour laquelle les sensations en
ces deux points seront distinctes. On en déduit alors que [x]E = {x} : la partition la plus fine
de l’espace de travail de l’agent est données par X/E = {{(x, y}, (x, y) ∈ X}. Nous sommes
en fait dans un cas particulier où les classes d’équivalence de l’ensemble des poses sensibles
le plus fin sont exactement les points dans l’espace des poses, et donc ici les points dans
l’espace de travail. Ainsi, de part le lien d’équipotence établi entreM/E et X/E , nous pou-
vons dire qu’à chacun des points sensorimoteurs les plus fins (i.e. les classes d’équivalences
découvertes par l’agent dansM/E ) correspond un point dans l’espace des poses sensibles le
plus fin, et donc correspond également un point dans l’espace de travail. Cette constatation
est illustrée à la figure 3.21, où les trois ensemblesM,M/E et X/E sont schématiquement
représentés. L’espace des poses sensibles le plus fin est représenté au centre : chacune des
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(A) Représentation de l’espace de
travail accessible à l’agent.
(B) Représentation interne obtenue
par l’agent.
FIGURE 3.22 – Conservation de la topologie de l’espace de travail au sein de la représentation interneM/E ,
avec E suffisamment grand.
poses xi est représentée par une position 2D dans l’espace, atteinte possiblement par un en-
semble de configurations motrices. Dans cette illustration, on peut par exemple voir que les
deux configurations motricesm1 etm2 permettent toutes deux d’atteindre la pose x1. Dans
la représentation sensorimotrice la plus fine, l’agent fait donc correspondre à cette pose un
unique point sensorimoteur [m1]E . La même chose s’applique pour la pose x6, atteinte par
l’ensemble des configuration motrice M6, à son tour représentée par un unique point [m6]E .
L’agent a donc a priori accès à une représentation de son espace de travail sur la seule base
de l’analyse des invariants de son flux sensorimoteur. D’une certaine manière, on comprend
qualitativement que l’application allant deM versM/E converge vers une application pos-
sédant le même noyau que la fonction géométrique directe f : l’agent a capturé l’intégralité
de sa redondance géométrique.
La figure 3.21 illustre un lien point à point entre les M/E et X/E . Mais pour être une
bonne représentation, il faudrait également queM/E capture la même topologie que X/E .
Pourtant, on peut pressentir qu’un tel lien existe. Par exemple, le graphe obtenu sur la fi-
gure 3.20 est un graphe orienté, mais non connecté : à une étape du raffinement, il ne semble
pas y avoir de lien entre les différentes classes d’équivalence. Cependant, elles sont issues
de classes d’équivalence communes à l’étape précédente. Ainsi, les ensembles [m]00E et [m]
01
E
(noir et gris foncés respectivement) partagent le même "ancêtre" [m]0ε. Et on constate au
sein de la figure 3.19c que ces classes d’équivalence sont associées à deux zones spatiales
(colorées de manière identique) de l’espace de travail proches, séparées par une frontière
commune. On sent bien que des propriétés topologiques, dont l’existence n’a pas encore été
prouvée au sein du formalisme précédent, permettent de capturer que des zones proches
spatialement seront associées à des classes d’équivalences proches dans le partitionnement
deM opéré par l’agent. Au sein de la figure 3.21, cela se traduirait par des classes d’équiva-
lence [mi]E d’autant plus proches que leurs poses associées xi sont proches dans l’espace.
Sans en détailler plus les paramètres de simulation, des résultats préliminaires illustrent que
cette propriété est effectivement vérifiée. La figure 3.22 représente l’espace de travail exploré
par l’agent (doté du même type de capacités motrices et sensorielles que précédemment),
volontairement parsemé de zones inaccessibles dont les cercles de couleurs représentent
les frontières. La représentation interne M/E obtenue pour un ensemble E suffisamment
grand (ce qui peut être vu comme "une vie suffisamment longue" de l’agent), projetée en
basse dimension, conserve bien la topologie de l’espace de travail. Bien sûr, dans des cas où
l’interaction de l’agent avec son environnement ne se résume pas à une physique ponctuelle,
l’interprétation directe de la représentation peut être plus complexe pour nous, observateurs
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externes. Néanmoins, du point de vue de l’agent, elle contient tous les variables latentes ca-
ractérisant son interaction avec l’environnement.
Publication
La contribution présentée dans cette sous-section est adaptée d’une partie d’un article
en cours de rédaction par V. MARCEL.
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Chapitre 4
Conclusion
4.1 Bilan
Ce manuscrit décrit de manière synthétique mon activité de recherche de ces 10 dernières
années, depuis mon recrutement au sein l’ISIR en septembre 2008. J’y ai présenté les contri-
butions apportées par les différents étudiants en thèse que j’ai eu la chance de co-encadrer
sur deux thématiques :
— en audition robotique : présentée au sein du chapitre 2, cette thématique traite de la
façon dont un robot, équipé (entre autre) de la capacité de percevoir des sons, peut ana-
lyser une scène sonore. Cette problématique a tout d’abord été abordée lors de la thèse
de Karim YOUSSEF, dont l’objectif était de proposer des schémas simples d’apprentis-
sage de la localisation d’une source sonore robuste aux changements acoustiques. En
parallèle, la thèse d’Alban PORTELLO –qui s’est déroulée au LAAS-CNRS, à Toulouse–
a permis de proposer une des premières approches en audition robotique visant à ex-
ploiter les conséquences de l’action de la plateforme mobile sur la perception binaurale
pour estimer la position de sources sonores dans l’environnement, même en présence
de bruits ou lorsqu’elles émettent de manière intermittente. Enfin, la thèse de Benja-
min COHEN-LYHVER a été l’occasion de démontrer l’intérêt de la multimodalité pour
l’analyse d’une scène, mais également de renforcer le rôle de l’action pour cette tâche
via la recherche active de données audio ou visuelles manquantes ;
— en perception sensorimotrice : abordée à l’occasion du chapitre 3, cette thématique
vise à appréhender le rôle de l’action au sein de la perception, avec l’idée que le flux
sensorimoteur dispose en son sein d’éléments –comme une structure ou des invariants–
susceptibles de permettre à un agent naïf d’inférer des propriété de son interaction
avec son environnement. Ces questions ont d’abord été défrichées à l’occasion de la
thèse d’Alban LAFLAQUIÈRE, qui a illustré comment un agent pouvait extraire la di-
mension de l’espace depuis ses variations sensorielles. Puis ce travail a permis d’in-
tuiter l’existence d’invariants sensorimoteurs susceptible de renseigner l’agent sur son
monde extérieure. Sur cette base, le travail de thèse de Valentin MARCEL, toujours en
cours, vise à proposer une formalisation mathématique de ces invariants. Les résul-
tats obtenus montrent la force de cette approche formelle et ont d’ores et déjà pu être
exploités pour la construction d’une représentation interne du corps d’un agent.
Il est clair que ces deux thématiques sont très différentes, en particulier d’un point de
vue méthodologique. Pour autant, j’ai toujours cherché à les aborder sous le prisme du rôle
de l’action, qui aura servi de fil rouge tout au long des questions scientifiques que j’ai eu l’oc-
casion de traiter. Il me semble en particulier évident qu’un des enjeux majeur de l’audition
robotique réside aujourd’hui en l’intégration de considérations actives. Analyser une scène
sonore depuis des capteurs statiques placés au sein d’un environnement connu et maîtrisé
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est aujourd’hui en passe d’être un problème résolu 1. Les approches par apprentissage pro-
fond, aidées par des ressources computationnelles importantes et couplées à des quantités
de données en augmentation permanente, permettent aujourd’hui d’imaginer interpréter
une scène sonore d’une manière beaucoup plus fiable et robuste qu’on ne pouvait le faire il
y a seulement 10 ans. Énormément d’applications grand-public bénéficient de ces avancées,
et il semble alors naturel de s’imaginer qu’un robot soit doté des mêmes capacités. Mais les
données perçues par un robot ne sont pas aussi maîtrisées qu’on le voudrait : bruits, réver-
bérations, mouvements, etc. tout contribue à complexifier l’analyse. Mais à la différence des
approches statiques, pour lesquelles certaines de ces difficultés peuvent être résolues par
une exploration maximale de l’espace des données, l’action du robot permet d’envisager
une autre approche. Un son est mal reconnu? Le robot peut s’en approcher, comme le ferait
naturellement un humain dans les mêmes conditions. Il existe une ambiguïté sur la locali-
sation d’un événement sonore? Il suffit de faire bouger légèrement le récepteur acoustique
pour la lever, comme nous tournons légèrement la tête pour améliorer notre localisation des
sons. L’intérêt de cette approche active est d’autant plus important pour le paradigme binau-
ral qui ne dispose que de deux microphones pour traiter ces données acoustiques difficiles.
Enfin, comme illustré dans ce document dans un contexte robotique, utiliser la vision –et
de manière plus générale la multimodalité– permet très souvent d’aider à la compréhension
que nous avons de notre environnement.
Inclure l’action au sein de l’analyse sonore semble donc être particulièrement pertinent,
et le nombre de travaux tâchant d’exploiter ces capacités motrices est en augmentation no-
table, que ce soit au sein des Communautés Robotique et/ou Signal/Acoustique. Il reste
donc sur ce sujet énormément de travail à effectuer. Et ce travail, je souhaite maintenant
l’aborder non plus en l’attaquant sous le prisme d’une modalité particulière (audio par
exemple, mais j’y reviendrai un peu plus loin), mais dans le cadre plus général qu’est celui
de l’approche sensorimotrice de la perception, introduit dans ce manuscrit. C’est à son sujet
que je détaille dans la sous section suivante les travaux en cours et perspectives possibles à
plus ou moins long terme.
4.2 Travail en cours et perspectives
Emergence d’une représentation interne depuis le flux sensorimoteur : ce travail en cours
est traité par V. MARCEL à l’occasion de sa fin de thèse. Il s’agit ici d’aller plus loin dans la
formalisation proposée en §3.3.4 et traitant du raffinement de la représentation interne de
l’interaction de l’agent avec son environnement. A court terme, il s’agit :
— d’inclure des considérations topologiques nécessitant l’introduction de notions sta-
tistiques accessibles à l’agent ; plus précisément, il s’agit de découvrir une structure
empirique accessible à l’agent, et d’étudier sous quelle(s) hypothèse(s) cette structure
conserve les propriétés topologiques objectives de l’espace externe à celui-ci ;
— sur la base de ces considérations topologiques attaquées d’une manière très formelle,
il faut ensuite proposer une réalisation exploitable algorithmiquement. Ce passage à
l’exploitation expérimentale (simulée ou sur des plateformes réelles) nécessite une re-
formalisation discrète des considérations précédentes. Se pose également des problé-
matiques de robustesse (aux bruits dans les différents capteurs proprio ou extérocep-
tifs), de répétabilité, etc. pas encore clairement prises en compte dans les différents
éléments de formalisation proposés.
V. MARCEL dispose déjà de résultats concluants sur une partie de ces aspects, et un article
est en cours de rédaction pour présenter ces éléments.
1. Que le lecteur inquiet soit rassuré, il reste sans le moindre doute des travaux à mener dans le domaine, en
particulier dans les cas multi-sources.
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Vers un formalisme incluant les actions pour la prédiction sensorielle : bien que les élé-
ments de formalisation proposés pour rendre compte et interpréter l’information embarquée
au sein du flux sensorimoteur soient suffisamment puissants pour permettre, dans des cas
bien identifiés, à un agent de construire les contingences de son interaction avec son envi-
ronnement, nous sommes encore loin d’une théorie sensorimotrice de la perception que se
veut complète. Par exemple, tous les agents envisagés sont encore ancrés dans leur environ-
nement : aucun mouvement global du robot n’est permis. En particulier, un simple robot à
roue pour lequel la proprioception renverrait seulement la position angulaire de chacune
de ses roues pose déjà problème : l’information motrice ne donne plus accès à une mesure
absolue image d’une position spatiale non ambiguë. A vrai dire, exploiter l’ensembleM vu
comme image des configurations motrices de l’agent pose problème : pour le robot à roue
précédent, ou pour un robot humanoïde, à une même configuration motrice dans M cor-
respond une infinité de positions dans l’espace. Dès lors, les représentations pouvant être
obtenues via la formalisation proposée ne peuvent être que locales et relatives . . . alors que
l’espace et ses propriétés sont a priori identiques en tout point.
Pour résoudre ce problème, je propose de travailler non plus sur l’espace des configu-
rations motrices M, mais plutôt sur un nouvel ensemble A d’actions qui agissent sur M.
Par conséquent, une action est maintenant une fonction de M dans M et dont on espère
que les propriétés conservent les invariants et structures déjà identifiés. Ces actions ainsi
formalisées représentent maintenant une différence entre deux configurations motrices, dif-
férence qui peut être appliquée en n’importe quelle configuration spatiale de l’agent. En
ce sens, on peut espérer extraire des informations générales (et non plus locales) de l’in-
teraction de l’agent avec son environnement. C’est exactement ce sur quoi travaille aujour-
d’hui Jean GODON, qui commence sa thèse sur cette idée. A ce stade, J. GODON a déjà su
proposer des éléments de formalisation prometteurs (structure algébrique des actions, dé-
couverte de primitives motrices) permettant dans certain cas d’envisager une application
concrète de cette théorie pour des tâches de prédiction sensorielle. Ces idées sont à rappro-
cher des formalismes de codage prédictif (souvent utilisés via des approches bayésiennes)
dont on pense qu’ils représentent une part non négligeable des opérations effectuées par
notre propre cerveau à des fins d’anticipation. Quelque part, j’y vois également l’occasion
de créer un lien inattendu avec les travaux initiaux de B. COHEN-LHYVER en audio sur les
notions de saillance, de congruence, et de réaction aux stimuli dont la prédiction est faussée
par des entrées sensorielles inattendues.
Et pourquoi pas un peu d’audition sensorimotrice? Jusqu’à présent, j’ai pris soin de sé-
parer les deux problématiques abordées dans ce manuscrit, pour les raisons évoquées pré-
cédemment. Mais ne pourrions nous pas envisager d’exploiter le cadre sensorimoteur pour
conduire une analyse audio d’une scène (sonore)? D’un point de vue conceptuel, rien ne s’y
oppose : la formalisation sensorimotrice proposée est a priori suffisamment générique pour
s’appliquer à n’importe quelle modalité, dont l’audio. Pour autant, l’audition est fondamen-
talement différente de la vision dans la mesure où l’audition ne capture pas directement une
information spatiale. Sur une caméra, et même si j’ai veillé à ce qu’aucun a priori de ce type
ne soit exploité, les pixels disposent d’une organisation spatiale bien identifiée ; en d’autres
termes, la vision apparaît comme un sens intrinsèquement spatial au sein duquel des pixels
proches codent une infirmation proche spatialement. A l’opposé, il n’y a rien de tel dans le
domaine audio : si proximité il y a, c’est dans la répartition fréquentielle de l’information.
Et c’est tout l’intérêt que d’aborder cette problématique par le biais de modalités pour les-
quelles l’intuition de l’expérimentateur n’est pas aussi simple que pour la vision. Pour en
avoir fait moi même l’expérience, cette intuition est parfois trompeuse et souvent réductrice.
Travailler dans le domaine audio peut permettre alors d’éviter d’introduire, sans forcément
en avoir conscience, un biais ou une information a priori non explicite dans les réflexions.
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(A) Estimation de dimension
(B) Robot Binnobot
(C) Représentation
basse-dimension
FIGURE 4.1 – Quelques expérimentations évaluant la pertinence du formalisme sensorimoteur dans le do-
maine audio. (A) Estimation de la dimension de l’espace depuis des données binaurales acquises depuis
une tête binaurale KU100. (B) Robot Binnobot, équipé d’une audition binaurale. (C) Représentation basse-
dimension de la variété sensorielle audio du robot Binnobot. La variété est de dimension 1, et la couleur
correspond à l’angle de la source sonore. Images tirées de (GARCIA et al., 2014) et (LAFLAQUIÈRE, ARGEN-
TIERI, GAS et al., 2010).
Cette envie à terme d’envisager une audition sensorimotrice s’est d’ores et déjà traduite
par des contributions ponctuelles. On pourra citer par exemple (LAFLAQUIÈRE, ARGEN-
TIERI, GAS et al., 2010) au sein duquel nous avons exploité la modalité audio depuis une
tête binaurale KU100 montée sur un cou capable de tourner autour de trois axes (cf. fi-
gure 4.1c) pour estimer la dimension de l’espace selon l’approche présentée en §3.2.2. Ou
encore (GARCIA et al., 2014) où nous avons eu l’occasion d’exprimer en termes sensorimo-
teurs la localisation d’une source sonore dans l’environnement. Sous réserve de disposer
d’un réflexe actif visant à faire face à la source à localiser (par minimisation de la différence
interaurale en amplitude par exemple), on peut montrer que la variété sensorielle du robot
est mono-dimensionnelle et qu’elle capture en son sein la position angulaire de la source
sonore, comme représenté figure 4.1c. A la différence d’une approche traditionnelle de lo-
calisation de source, qui exprimerait cette localisation en termes objectifs (un azimut relatif
à la tête par exemple), la localisation est maintenant exprimée en termes internes moteurs.
Le robot apprend ainsi à associer une commande motrice à une sensation audio, sans plus
d’a priori. Les performances de cette approche sont aussi bonnes que les approches tradi-
tionnelles en environnement contrôlé. Il faudrait néanmoins en évaluer la robustesse dans
des contextes bruités et réverbérant, ainsi qu’en situation multisource pour laquelle la mul-
timodalité est absolument nécessaire. On retrouve là l’ensemble des thèmes abordés dans
ce manuscrit et qui seront vraisemblablement ceux sur lesquels je me focaliserai, dans un
contexte sensorimoteur, les prochaines années.
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Résumé
Habilitation à Diriger des Recherches
Un (petit) pas vers la perception interactive
Sylvain ARGENTIERI
La capacité à percevoir et analyser une scène sonore a été identifiée il y a maintenant 20 ans
parmi les sept défis majeurs de l’intelligence artificielle en Robotique, et est aujourd’hui une problé-
matique à part entière abordée par de multiples Communautés scientifiques (Traitement de Signal,
Acoustique, Robotique). Si la Communauté de l’audition en Robotique s’est particulièrement focali-
sée sur l’emploi de méthodes dites "d’antennerie", l’utilisation de capteurs binauraux –reproduisant
les méthodes de captation de l’information sonore chez l’homme– reste aujourd’hui un défit. Les tra-
vaux présentés dans ce manuscrit traitent de ce dernier paradigme, avec une emphase particulière
sur la problématique de localisation de source et d’analyse active de scènes multimodales dans un
contexte réaliste en robotique, intégrant des environnements possiblement bruyants et réverbérants.
L’action de la plateforme robotique joue dans ces travaux un rôle majeur : le mouvement du robot,
s’il conduit malheureusement à des changements de situation acoustique préjudiciables, peut être
également exploité en fermant la traditionnelle boucle action/perception afin d’aider à l’analyse de
la scène. L’ensemble de nos contributions sur ce thème de l’audition active en robotique est synthétisé
dans une première partie.
En parallèle de ces travaux traitant de la modalité audio dans un cadre actif, le rôle plus formel
de l’action dans le processus de perception est également abordé dans ce manuscrit. Il s’agit ici de
remettre l’action au centre de l’acte perceptif, au sens où le système ne peut plus strictement per-
cevoir sans agir sur/dans son environnement : on parle alors de perception interactive. Il s’agit donc
de comprendre comment un système sans aucune connaissance a priori est capable de se construire
une représentation de son interaction avec son environnement via la découverte d’invariants au sein
de son flux sensorimoteur. Ceci s’opère via l’analyse des conséquences sensorielles d’un mouvement
moteur et la découverte progressive de la notion d’espace, partagée à la fois par le système et les
objets présents dans son environnement. Il s’agit ici clairement d’un axe de recherche fondamentale,
pas nécessairement dédié aux aspects audio (binauraux), avec l’objectif à long terme de proposer une
nouvelle façon d’envisager l’action comme support de la perception.
Being able to perceive and analyse an auditory scene has been identified about 20 years ago as one
of the seven challenges faced by artificial intelligence in Robotics. It is today a scientific topic on its
own, dealt with by multiple scientific Communities (Signal Processing, Acoustics, Robotics). While
the Robot Audition community has been mainly focused on microphone array based approaches,
exploiting only two microphones in a binaural setup is still a challenging task. The work presented
in the first part of this dissertation deals with binaural audition, and is dedicated to sound source
localization and active multimodal scene analysis in realistic robotics conditions involving noise and
reverberations. The movement of the robotic plateform plays a fundamental role in these works :
while causing changes in acoustic conditions, the robot action can also been exploited by closing the
traditional perception/action loop to better the multimodal scene analysis.
The second part of this dessertation is dedicated to a more formal approach to perception, where
action can not be separated from perception anymore : perception is only possible by interacting on
and with the environment. This interactive perception paradigm allows to study how a naive system
is able to build by itself a representation of its interaction with its environmenent by discovering
invariant structures inside its own sensorimotor flow. This formal approach could allow the robot to
incrementally experience the notion of space, shared by the system and objects in the environment.
Such a fundamental problematic has not been addressed specifically inside the audio modality, and
aims at proposing a new sensorimotor framework to better understand the perception process that
could allow Robotics system to gain in Autonomy.
