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Abstract
This thesis is concerned with the Zero testing problem for numbers and poly­
nomials presented in the form of polynomial terms i.e., trees with operators on 
the interior nodes and natural numbers and variables on the frontier. We attem pt 
to decide whether or not such a tree represents the zero polynomial by substitut­
ing algebraically independent real numbers for the variables and attempting to 
decide whether or not the resulting constant is zero.
We got a probabilistic zero recognition test for polynomials which is somewhat 
more expensive computationally than the usual probabilistic method of choosing 
random integers in a large interval and evaluating, but which depends on the 
ability to choose a random point in the unit cube and to approximate a polyno­
mial at that point.
Counterexamples to the uniformity and the witness conjectures were discovered 
but the case of testing polynomials is still plausible. The method for finding 
counterexamples may help to resolve other related conjectures.
We introduced family of new conjectures to deal with sets of constants like the 
Pfaffian constants defined by Pfaffian functions with rational coefficients and 
some boundary conditions.
This thesis also introduces a new effective proof of the famous Lindemann the­
orem in the form which give us many sets of algebraically independent numbers 
and more than that it shows the lower bound (called transcendence measure) of 
some constants compared to the hypothetical ones.
Extended Abstract
This thesis is concerned with the Zero testing problem for numbers and poly­
nomials presented in the form of polynomial terms i.e., trees with operators on 
the interior nodes and natural numbers and variables on the frontier. Testing a 
number or a polynomial to check if it is zero or not is a fundamental problem in 
theoretical pure mathematics and in applications in all fields without exception; 
where we process statistical data and solve some equations.
We attem pt to decide whether or not such a tree represents the zero polynomial 
by substituting algebraically independent real numbers for the variables and at­
tempting to decide whether or not the resulting constant is zero. Prom this we 
get a probabilistic zero recognition test for polynomials which is somewhat more 
expensive computationally than the usual probabilistic method of choosing ran­
dom integers in a large interval and evaluating, but which depends on the ability 
to choose a random point in the unit cube and to approximate a polynomial at 
that point.
We define Exp-Log expressions as expressions built up from the natural num­
bers using field operations, radicals, exponentials and logarithms. Let | V (E ) \ 
be the value of expression E\ given choice of principal branch.
The Uniformity Conjecture (UC) claims that for expressions in expanded form 
( i.e., for any exponential subexpression exp(>l) of E, we have | V{A) | <  1), a 
small multiple of the syntactic length bounds the number of decimal places needed 
to distinguish the defined number from zero, if it is non zero.
The UC is a simple form of the family of the witness conjectures which may 
be stated as follows:
For each positive rational number A T, denote by En  the set of all nested radical 
exponential and logarithmic expressions A  such that if E  is any subexpression of 
A, then
AT1 < \V(E)\  < N .
The Witness conjectures say that if A  is in S ^ , then there is a function u;;v(n) 
so that |V(i4)| < e~UN^ , where n  is the length of A. The strong witness 
conjecture is that we can take ujn{u) =  K n , where K  depends on N,  and the 
weak witness conjecture is that we can take un(ti) =  K n , where K  depends on
N
These conjectures imply a deterministic zero test for polynomials, which 
should be compared with the deterministic method of reducing to canonical form.
One of the results of this research is that after spending some time trying to 
resolve the conjecture, counterexamples to the uniformity and the witness conjec­
tures were discovered. This opened a new page in this direction for more thoughts 
and trials of more sophisticated relations between the values and some param­
eter of the representation of a number e.g., syntactic length, height (maximum 
number), level of nesting or composition of the functions we call depth.
It is notable that the community of exact geometric computation (EGC) has a 
theoretical-practical approach to the zero testing problem and a very interesting 
going project toward robust computation. They use different polynomial root 
bounds to improve current software computations. Examples of this kind such 
as degree-height and degree-measure bound use Mahler measure, degree, height 
for algebraic numbers.
Our technique for finding counterexamples involves constructing expressions 
for functions with zeros of very high multiplicity at the origin. We try to find 
expressions in which there are only two occurrences of x  but which represent 
functions so that gn(x) =  0 ( x n+1). Once we have such an expression, we define 
Ek(x) to be an expression representing the fc-th iterate of gn{x). Such Ek(x) 
would have length 0 ( 2fc), and the resulting function would be O(o;^n+1^) at the 
origin. The method may help to resolve other related conjectures.
We introduced some ways to generalise this conjectural approach toward includ­
ing other parameters and toward more general set of constants like the Pfaffian 
constants defined by Pfaffian functions with rational coefficients and some bound­
ary conditions. This family of new conjectures include the introduction of some 
fields that satisfies such conjectures, we call them uniform and regular fields. 
This thesis also introduces a new effective proof of the famous Lindemann the­
orem in the form which give us many sets of algebraically independent numbers 
and more than that it shows the lower bound (called transcendence measure) of 
some constants compared to the hypothetical ones. Moreover the proof given 
in details uses important logical technique in a lemma about the functions and 
numbers defined in the classical proof. We end with a comparison between the 
result introduced and a recent similar result using matrix interpolation.
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Chapter 1 
Introduction
{Say: “travel through the earth and see how He did originate creation; 
so will God produce a later creation: for God has power over all 
things” .} [29:20]
A fundamental part of the algorithms which are used in Scientific Computing 
is the zero test. This has the form 
If C = 0 Then Do A 
Else Do B
The constant C  is typically a real or complex number which is exactly defined 
either explicitly by an expression or implicitly by some set of conditions. For 
example, consider a set of n  linear equations in n unknowns X\,X2 . , x n with 
coefficients in a field F  typically the real numbers R or the complex numbers C
a U X i  +  CL12X2 +  * * * +  CL\nx n =  &1 
a 2 l% l d"  Q'22% 2  +  * ’ ’ +  0>2n%n =  ^ 2
: ( i . i )
~t~ n^2*^ 2 d- •••-}- CLnnXn — bn
Gaussian elimination is the process by which we perform the elimination to be 
able to solve the resulting equivalent system of equations by backward substitu­
tion, forward substitution or pre-multiplying the inverse matrix of the matrix of 
the coefficients by the column of constants [ 6 1 , 6 2 ,  • • •, K]^ • This is a corner stone 
to all linear algebra and to apply we have zero tests to check all the way. We start
1
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by subtracting multiples of the first equation from the other equations so that 
the first variable is removed from those equations. In order to do this we need 
to be sure that the first variable does occur in the first equation, i.e., an  /  0. If
an  = 0, we search for j  so that dj\ ^  0 and interchange equation 1 and equation
j .  Then, we subtract multiples of the second equation from the third and sub­
sequent so that now the first and second variables are removed from them. We 
continue this process until the system that is left has an upper-triangular form:
CLl\X\ +  CL12X2 +  • • • +  d i nXn =  b\
CL22X2 +  ' • ' +  0>2nXn =  &2
; (1.2)
tinnZn =  bn
where an  ^  0, a22 /  0, . . . ,  ann 0.




bn —1 ^ n —l,n  ( f i n / ® nn )
X n- 1 =  -----------------------------,
® n—l ,n —1
  bn—2 i ^ n —2,n—l / ^ n —l ,n —l )  f i n —1 Q>n—l ,n  ( ^ n /® n n ) ]  (f in—2,n/^>nn)
X n —2 —  ------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------5
^ n —2,n—2
and in general we determine Xk substituting the previously obtained values of 
i n, £n_ i , . . . ,  Xk+i in the kth  equation:
E m = H l  a k m X mXk =  ---------------------------  (1.3)
d kk
It is clear that if the zero tests are incorrect then the flow of control may be incor­
rect and the result of the algorithm may be incorrect. An extensive literature on 
the problem exists for example, Computer algebra [DYS88], Effective polynomial 
computation [Zip93], How to Recognise Zero [Ric97], Exact geometric computing 
[LiOl], Zero testing and the witness conjectures [Hoe97, HoeOO].
Zero tests occur in algorithms, as we see, even for solving a system of linear 
equations by the standard Gaussian elimination method. If we want robust com­
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puting we have to deal with the question of whether some constant is zero. This 
is an important issue even when we deal with constants formed from algebraic 
numbers generally or the simple case of radicals.
One approach to a solution to (7 =  0 ? is the numerical approximation to com­
pute a bound e > 0 so that
\C\ > e
Once we have this e we can test C =  0 ? by approximating c to within e /2. 
Testing zero, practically speaking, is always done by engineers using numerical 
approximations with aid of double precision or big number packages. The problem 
with this is that we cannot rely on this method while having in the same time 
many examples of “high precision fraud” . [BB92] gives some examples of this sort. 
For instance we have the well-known examples of small but non-zero expressions
/ — — ■ , 1 0  , 1 0  , 1 0
e"V 163/9 -  640320 and ee + e —ee — e - 1
The counter examples of the uniformity conjecture and the witness conjecture 
we produced is a topic in this research. This gives another reason, at hand, 
why one cannot believe high precision computation without another supporting 
evidence.
Another approach is the exact computation techniques with the height and 
degree bounds explained in section 2.4, [LiOl] or the ongoing research project 
trying to do exact computation in the the field of primitive element Q{a) based 
on the standard representation as a vector space, [LiOl]. The problem with the 
latter method is the high complexity (the dimension of the vector space) involved 
when the constants become more complicated.
The aim is to extend the possibility of exact computation beyond the field of 
rational numbers in such a way that each expression for a real or complex number 
can easily be approximated to any desired precision. One important step in this 
direction would be to understand how to compute with the nested radical and 
exponential-logarithmic expressions. For this I will introduce the field of closed 
form numbers defined by T.Chow in [Cho99].
Even without the exponential and the logarithm, basic questions about nested 
radical expressions may seem quite difficult to decide. In particular, equality
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is not always easy to recognise, as illustrated by the following examples, from 
[DYS88].
y 5  +  2V^ +  y& —2\/§  =  2\/3
J l 6  -  2\/29 +  2 ^ 55 — 10\/29 =  ^ 2 2  + 2 ^5
-  \ / l l  +  2\/29 +  \/5  ^
S /W ji =  (1 +  v^3-  ^ 2) / ^
112 +  70\/2 +  (46 +  34v^)\/5  =  5 +  4\/2 +  (3 +  V2)V$
The goal for this thesis is to introduce some ways of testing zero or testing 
equivalence of polynomials using some conjectures about tree representations of 
expressions and polynomials. We try to compare these methods with probabilistic 
methods of testing for equality on randomly chosen set of inputs like the theorem 
of Schwartz-Zippel, [Sch80] and [Zip79]. In [Sha98] T. Shahoumian studied when 
random testing is effective in determining polynomial equivalence and program 
equivalence. It is also extended for testing the radical expressions and checking 
geometric theorems, see [LiOl]. Also we present recent treatment of the problem 
from the point of view of exact geometric computation and the constructive root 
bounds and the software library they develop, [LiOl].
The study showed that the family of conjecture should be revised and new 
parameters should be used like the depth of the expression and some suggestions 
of revision and sets of expressions or numbers to be applied to are studied. A 
simple existential lemma about the functions and quantities involved in a classical 
proof of Lindemann theorem enabled us to give a new effective proof of the 
theorem and a transcendence measure for linear combinations of exponentials
This chapter is organised as follows: section 1.1 discusses the original different 
conjectures we are studying with their scope of interest. In section 1.2 I will 
present some theorem in random substitution with some examples for the problem 
of equivalence. Finally the structure of the thesis is outlined in section 1.3.
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1.1 Conjectural Approach
W itness conjectures and the uniform ity conjecture
Joris Van Der Hoeven explained his motivation for formulating the witness 
conjectures [Hoe95], [Hoe97], [HoeOO] for zero testing for many classes of con­
stants, functions and power series as a generalisation for results in the classi­
cal (and differential) theory of diophantine approximation. This theory is con­
cerned with the approximation of a given real number x  by rationals or equiv­
alently to ask how small \nx — m\ can get for large n ,m  E Z . More generally, 
the question is how small \P(x)\ can get as a function of P  € Z[x] — {0}. Even 
more generally, we may consider complex numbers z \ , . . . ,  Zk and ask how small 
\P(z\ , . . . ,  Zk)\ can get as a function of P  € Z[z\ , . . . ,  Zk] — {0}. According to Li­
ouville, one can see that \a — p /q | can be bounded from below by an expression 
of the form /?/<?”, where f$ can be expressed as a function of the polynomial P  
and n is the degree of P  (and actually as a function of its size). This seems ac­
cording to give an evidence for a strong witness conjecture for at least algebraic 
numbers. For the family of constants we are considering (i.e., the normalised 
exp-log-radical expressions), the witness conjectures may be stated as follows: 
For each positive rational number AT, denote by En  the set of all nested radical 
exponential and logarithmic expressions A  such that if E  is any subexpression of 
A, then
AT1 < \V(E)\ < N .
The Witness conjectures say that if A is in then there is a function 
so that |V(A) | <  e~UN^n\  where n is the length of A. The strong witness 
conjecture is that we can take ujn(p )  =  K n ,  where K  depends on N , and the 
weak witness conjecture is that we can take u n (u) = K n , where K  depends on 
N. Of course the Uniformity Conjecture is much more specific than either of the 
Witness Conjectures, since van Der Hoeven did not attem pt to estimate K .
The Uniformity conjecture is an attem pt to extend the witness conjectures to 
a much wider class of constants. It assumes in the first formulation a very simple 
linear dependence of the length of the expression in the form:
If E  is an exp-log expression in expanded form (i.e., containing no subexpres­
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sion having any power bigger than 1), and V (E )  ^  0, then
\V(E)\ > io - 21611^ ) .
The Uniformity conjecture should be regarded as an extreme case of the W it­
ness conjecture. In this thesis we will show some counter examples for both of 
the trials and some recent bounds on the possible revisions to be suggested for 
future work.
1.2 Checking by random inputs
A related question is zero testing for polynomials. Given P  € Z[x i , . . .  , #„], but 
not in canonical form, we want to decide if P  =  0. One method is to substitute 
randomly chosen integers for the variables and check whether the result is zero or 
not. The theorem of Schwartz-Zippel [Sch80], and [Zip79] gives an upper-bound 
on the probability that things can go wrong. This means it upper bounds the 
probability of falsely concluding that something is an identity. For example, we 
would like to check identities like
z 6 +  y6 = {x2 +  y +  2) (yA +  (x 2 +  xy)(x2 -  xy))
and another example T. Shahoumian cited in [Sha98] the example of verifying 
the determinant of a n x n  Vandermonde matrix
1  X 0 X q • • • X q - 1
1 x\ x \ ••• x”_1
1  X r t —l  Z 2 _ !  • • •  X n„ - \
Verifying this identity for any modest n, seems simple enough: just multiply 
out the polynomials and see whether the terms all match up. However, these 
polynomials have an exponential number terms. In many cases, it is much easier 
to substitute in a random number for the variables and see whether the two 
polynomials (and some other functions in some cases are equal) are equal on 
those inputs e.g., in the above identity the polynomials have exponential number
n  ~  x*)
0 < j < k < n - l
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of terms. If the polynomials are unequal on those inputs, the identity has been 
proved false. More basic examples of the problem will be presented in the next 
chapter.
1.3 Structure of the thesis
The thesis is organised as follows: Chapter 2 is a quick survey to recent studies 
in testing equivalence in theoretical and practical sides especially the exact ge­
ometric computation approach of root bounds and use of big number packages. 
Chapter 2 gives a mathematical background and presents most of the standard 
definitions to be referred through the thesis. In chapter 3 we introduce our 
conjectural approach through the uniformity conjecture [RicOO] and the witness 
conjectures [Hoe97] and explain some relations to known facts and conjectures. 
An application of the conjecture is introduced in chapter 4 which is originally 
was a joint work [RE03] and in the later part of chapter 4 some new ideas and 
results are added e.g., checking the derivatives and reconstructing the coefficients. 
Chapter 5 reveals the first set of counter examples to the uniformity and witness 
conjectures and explain our method of producing such examples and explains 
the problems involved. In chapter 6 some new ways are suggested to replace the 
uniformity conjecture and some bigger sets of constants are to be tested using 
analogue of old conjecture but with Khovanskii’s bound of roots of system of 
equations of Pfaffian functions. Chapter 7 introduces a new bound for the effec­
tive version of the Lindemann theorem and compare the results to the ones we 
expect from the modified conjectures. The main conclusions of this thesis are 
the subject of chapter 8. I conclude this work with appendix A of the Koranic 
quotations I have quoted at the beginning of each chapter and quote some more 
few verses from one of the chapters of the Koran. My aim is to put in this thesis 
a part of the basis of my faith and my original language in which I think of my 
philosophy of mathematics, science and life.
Chapter 2 
Background Material
{Slowly will We show them Our signs in the horizons and in their own 
selves, until it becomes manifest to them that this is the truth. Is it 
not enough that thy Lord doth witness all things?} [41:53]
2.1 Introduction
2.1.1 Basic definitions
D efin ition  2 .1.1 (A lgebraic  n u m b ers). A real or complex number a  is said 
to be algebraic i f  it is a zero of a non-zero polynomial with integer coefficients.
In general setting, let a  be an algebraic element over a field K  of characteristic
0. The minimal polynomial of a  is the monic polynomial P(x) G K[x] of lowest 
degree such that P(a) =  0. The minimal polynomial of an algebraic element must 
be irreducible. Define the degree of a  to be the degree of its minimal polynomial 
Pa. When the leading coefficient of Pa is unity we call a  an algebraic integer. 
The totality of algebraic numbers over Q  forms a field but this field does not 
coincide with C, the field of the complex numbers. In fact there are real and 
complex numbers which do not satisfy any polynomial equations with integer 
coefficients. This is because the set of polynomials with integer coefficients and 
hence the set of their roots is denumerable set while the set of real numbers is not 
denumerable. Such a number is called a transcendental number and I will give
8
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some brief historical remarks about the discovery of concrete examples of such 
numbers in the following
Rem arks 2.1.1. 1. In 1844 Liouville [Lio44] showed for the first time exam­
ples of transcendental numbers of some sort e.g.,
oo oo
f  =  ^ ( - l ) m2"ml and ^ 1 0 " ml and£ + i t
m = 1 m —1
The proof of the transcendence of such numbers come from the following 
approximation theorem of Lioville.
Theorem  2.1.1 (Liouville approxim ation theorem ). Let a be an al­
gebraic number with degree d > 1. There exists a constant c(a), which can 
be easily computed, such that, for any rational number p /q  with (p/q  /  a 
and p, q G Z , q > 0 )
2. In 1873 Hermite proved that e is transcendental, using Pade approximation 
o fe x, . . . , e nx.
3. Lindemann [Lin82] extended Hermite’s method to eaix, . . . ,  eanX and showed 
thereby in 1882 that n is transcendental. Simple proofs of the transcendence 
of e, 7r can be found in [HW02] or [Lan69].
4. It is only since 1929 that numbers such as en and have been shown 
to be transcendental This is a consequence of a general theorem of Gelfond 
and Schneider. An account of it is in [HU4 2 j.
Theorem  2.1.2 (Gelfond-Schneider theorem ). Let a and j3 be alge­
braic numbers different from  0 and 1. I f  the number
logn 
V log/3
is not rational, then it is transcendental.
5. In 1966 A. Baker found some far-reaching generalisations of the Gelfond- 
Schneider theorem. For example, he proved
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Theorem  2.1.3 (Baker theorem ). Let a i , . . . , a n be algebraic numbers 
and assume l ogo i , . . .  ,logo;n are linearly independent over the rationals 
Q. Then 1, lo g o i, . . .  , lo g an are linearly independent over the algebraic 
numbers.
In this statement linear independence is defined as usual in linear algebra
i.e., ot\ , . . . ,  a n are said to be linearly dependent over Q if there are some 
rational numbers r \ , . . . ,  rn not all zero and satisfy
r\ ai H-------1- r n a n = 0
otherwise a i , . . . , a n are linearly independent over the rationals. I  will show 
some simple result of this kind in chapter 4- 
For more recent results in transcendental number theory one can refer to , 
[Bak75], [Wal92], [Bak98].
In this thesis we are dealing with different sorts (notions) of heights of alge­
braic numbers, see [Mig92] and [Zip93] for the following
D efinition 2.1.2 (H eight o f A lgebraic num bers). We have a few different 
measures on the size of the coefficients of a polynomial
P(x) =  p0xd -\-------b pd- \x  +  pd where pQ ±  0
the height of P (x) is defined by
\p \ =  l l ^ l l o o  =  max{\p0\, |pi | , . . . ,  \pd\}
In case a  is an algebraic number, we define height(a) =  \P\, where p(x) is the 
minimal defining polynomial for a  in Z[x]. The usual norm ||.||2 of P, is called 
the length of P  or of any algebraic number having P  as its minimal polynomial.
11^ 11 =  11^ 11* =  ( M 2 +  M 2 +  --- +  M 2) 1/2
The relation between these two norms of a polynomial P  is given by
|P | < | |P || < Vd + l\P \ , d =  deg (P)
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D efin ition  2.1.3 (L ogarithm ic  h e ig h t). Define the logarithmic height, h(P), 
of a polynomial P  with integral coefficients to be the logarithm (base 10) of the 
maximum of the absolute values of the coefficients. Define the logarithmic height 
of an algebraic number to be the logarithmic height of the minimal defining poly­
nomial in Z[x].
The simple field extension F(6), defined to be the smallest field containing 
F, 0 is classified into two distinct cases according to whether 0 is algebraic element 
over the field or not.
T h eo rem  2.1.4 (A lgebraic n u m b er fields). I f  6 is algebraic over F , then
every element a  of F(0) can be written as a polynomial in 0 in the form
ol =  <2q +  a\6 +  • • • +  an-\0 n 1
where the a{ are in F  and n is the degree of 0 over F
T h eo rem  2.1.5 (T he p rim itiv e  e lem en t th e o rem ). I f  F  is any finitely gen­
erated field of algebraic numbers then there is an algebraic number 7 so that
F = Q[i\.
The number 7 is called a primitive element for F. This fact is known as the 
primitive element theorem. One can refer to [DYS88] for a formal statement and 
an informal one showing the uses of it in modern computer algebra.
R em ark s  2 .1 .2 . 1. An algebraic number field is any finite and hence simple
extension o fQ
2. It is clear that F  = Q[a] is a vector space over the ground field F  and the 
dimension of the extension is the same as d the degree of a. A canonical 
basis is {1, 0 , . . . ,  o d-1}.
3. (F (6 i,. ..,6k)  : F) will denote the degree of F (6 i,. . .  ,6k) over F.
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2.2 Classical results in diophantine approxima­
tion
If a  is an algebraic number with P{a) =  0 for some polynomial P  G Z[z] of 
minimal degree n > 2 and minimal leading coefficient cE  N*. Let
P  = c ( z - a i ) - - - ( z - a n)
be the factorisation of P  with a = ot\, on ^  a j for all i ^  j  and <*i,. . . ,  a n lie in 
the algebraic closure of Q . Given p/q  € Q close to a , say
for all i ^  1 ,
we then have
~ p a ----
q
p < P---- a ---- Ot{
Q q
p ( Rq)
oi 2 _ 2 9 a n - ?
>
2n~1 c | a2 — ai  | • • • |a„ — ai  | qr
since qn P (jp  € £*. This bound which is due to Liouville, shows that \a — p/q\ 
can be bounded from below by an expression of the form (3/qn, where ft can be 
expressed as a function of the polynomial P  (and actually as a function of its 
size). This seemed according to Joris Van Der Hoeven to give an evidence for 
a strong witness conjecture for at least algebraic numbers. Actually, the above 
bound can be sharpened in an asymptotic way. Given a real number x, let ||a;|| 
be the distance between x  and the closest point in Z . The following theorem is 
due to Roth [Rot55], based on previous work by Schneider [Sch36].
T h eo rem  2 .2 .1 . Given an algebraic irrational number x and e > 0, there are 
only a finite number of solutions to the inequality
I M | < — f or q G N * .
Unfortunately, asymptotic bounds are not really suited for establishing wit­
ness theorems, because such theorems do not accommodate exceptions, even if 
finite number. Nevertheless, they contribute to the likeliness of witness conjec­
tures. Another very general, probabilistic and asymptotic result is the following
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[Khi92]:
Theorem  2.2.2. Let ip be a positive function, such that VKtf) converges . 
Then for almost all numbers x (for the Lebesgue measure), the equation HgxH < 
ip(x) admits only a finite number of solutions.
[Lan71],[Bak75], [Wal92], [Bak98], [Eve98] give recent improvements and de­
tailed surveys on diophantine approximation and in particular on the diophantine 
approximation of transcendental constants like e, logarithms and exponentials of 
algebraic numbers and so on.
2.3 Some M athematical Bounds
Studying polynomials and their roots forms a huge part of classical algebra liter­
ature. This history began with the ninth-century mathematician Al-khowarizmi 
who deduced the well known formula for the roots of the quadratic equations.
2.3.1 Norm  estim ate
Theorem  2.3.1. Suppose a is an algebraic number with defining polynomial 
Pa =  adx d -I------ 1- a0 =  ad(x -  au) • • • (x — a d) € Z[x]
Then
log |a | > - d  max ( log \ad\, log |a i | , . . . ,  log | ad|)
P roof
The formula for the product of the roots is known to be \ada\ • • • a d\ =  |a0|, and 
a0 is a non zero integer, since the defining polynomial is chosen with minimal 
degree. So l a ^ i  • • • a d\ > 1 which gives
log \ad\ +  log |a i| +  • • • +  log \ad\ > 0
and the theorem follows from this.
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2.3.2 Mahler Measure
Another useful measure of a polynomial’s size is how far outside the unit disk 
its zeros lie. Let P (x ) be a polynomial in one variable with complex coefficients. 
Suppose
P(x) =  adxd H 1- a0 = ad(x -  z{j • • • (x -  zd)
where z1}. . . ,  zd are the roots of P(x). Define the Mahler measure or simply the 
measure of P(x) by
d
m (P) = \ad\ m ax(l, \zj\) 
j=i
We have, in general, m (xd P ( l/x ) )  =  m (P), x d P ( 1/x) is called the inverse 
polynomial , and m (P Q )  =  m (P ) m(Q).
Also, for any positive integer k , m (P (xk)) — m (P(x)).
In case a  is an algebraic number, we define m{a) =  m (P), where P(x) is the 
minimal defining polynomial for a  in Z[x].
L em m a 2.3.1. I f  a  and (3 are algebraic, with degrees d\ andd2 respectively, then
1. l /m (a )  <  |a | < m(a)
2. m (a  x (3) < m (a)d2 m((3)dl
3. m {a + j3) < 2dld2m (a)d2m(P)dl
4. I f  k is a positive integer, m (a 1^ k) < m (a)
5. I f  k is a positive integer, m (a k) < m (a )k
6. m ( l /a )  =  m (a) 
proof
All of this is standard, using the fact that the defining polynomials have integral
coefficients. See [Mig92], pp. 148. In this thesis I present some generalisation of
Mahler measure to polynomials over algebraic fields. See chapter 6
Define the logarithmic Mahler measure to be the logarithm base 2 of the Mahler
measure. As early as 1905 Landau [Lan69] gave an upper bound for m(p) in the
inequality
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Lemma 2.3.2 (Landau’s Inequality). I f  the polynomial P  is not reduced to a 
monomial, we have the inequality
m(P) <  ||P ||
For a proof see [Mig92] pp.152, and [Zip93] pp.177.
2.3.3 Liouville Estim ate
Theorem  2.3.2 (Liouville E stim ate). Let f i , . . . , f TO be algebraic numbers, 
of degrees d i , . . . , d m and logarithmic heights h i , . . . ,  hm respectively. Let d be 
the degree of the extension over Q. Let P  be a polynomial in
Z[xi, . . . , x m\, of degree Ui in xi. I f  P ( f  i , . . . ,  £m) ^  0, then
(nihi/di) + 2 n^j < log |P ( f i , . . .  ,£m)|
For proof, see Lang [Lan93].
Exam ples 2.3.1. Consider a linear form in radicals.
X = b1{a1)l'n1 +  b2 (a2)1/n’ +  • • • +  bk(aky / ni- + bk+u withb{ e  Z
and Hi, ai positive natural numbers for all i. Assume A ^  0 . Then we get the 
following contrasting estimates. (Note that logarithms here are base 2.)
1 . Norm estimate and Mahler measure. We have deg(X) < Y lni> and the 
denominator of X is 1 . So we get
l°g|A| >  —(J1  «i)(log(|fefc+1| l6<l
i< k
2. Liouville estimate.
log I'M > - ( J J n i)(logM axi (|6i |) +  ^ l o g ( |a i |) /n i +  2A:)
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2.3.4 Baker-W aldschmidt Estim ates
Theorem  2.3.3 (Baker-W aldschm idt). Suppose p i , . . .  ,pn € Z  with 2 < p\ < 
• • • <  pn and that
(Q (VPT, • • •. v ®  : Q) = 2"
Let b\ . . . ,  bn € Z , with B  =  max\<i<n \bi\.
Suppose X = bi logpi H \-bn \ogpn ^  0.
Let Vi =  max( 1, logp*), /o r i =  1 , . . . ,  n.
Let u  = V\ . . .  vn.
Let
Ci =  2 9n+26nn+Au  log(evn_i)
C2 =  ^  log(evn)
Then
|A| > e-(ci losB+c2) ^
See [Weg87] for a proof.
Rem ark 2.3.1. This should be compared with the uniformity conjecture (will be 
presented in the coming chapter), which predicts:
|^ |  ^ iQ -2 (52 len g th (p i)+ len g th (b i)+ 2 n - l )
In this case, the most striking difference is that the coefficient C\ in the Baker- 
Waldschmidt result increases as the product of the lengths of the pi, whereas in the 
prediction from the uniformity conjecture, only the sum of the lengths appears. 
Patrice Philippon relates a similar lower bound on linear forms in logarithms 
with the abc-conjecture. See [Phi99], [PhiOO]. This is a very simply stated con­
jecture which, if  proved to be correct, would have very important consequences in 
Diophantine analysis.
C onjecture 1 (The abc-C onjecture). I f  a ,b ,c are integers and
a +  b +  c =  0, (a,b,c) = 1
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then, for any e > 0, we have
max(\a\ , |6| , |c|) < <  N 1+e,
where N  is the product of all the distinct prime factors of abc and the implied 
constant depends only on e.
It was shown that if  max is replaced by log max then the conjecture would be 
true and the exponent 1 + e to be replaced by § +  e.
2.3.5 Thue-Siegel-Roth Estim ates
There are other forms of 2.2.1, see [HS00], [Spr80] for improvements of the Li­
ouville theorem made by Thue, Siegel and Roth. We state here a result due to 
Roth, [Rot55]:
T h e o rem  2.3.4. (Thue-Siegel-Roth) Let a be an an algebraic number and let 5 
be a positive real number. There exists a number C0 =  C0 (a,S) > 0 such that 
fo r any rational number p/q  with q > 0 and p/q ^  a,
p „   a
Q
> q 2 + s
There is the following form of the theorem by which we get rid of the constant 
for the price of finite exception of rational numbers
T h e o rem  2.3.5. (Thue-Siegel-Roth) Let a be an an algebraic number and let S 





for all but finitely many p/q  in Q.
2.3.6 Liouville Inequality
Suppose a  is an algebraic number, and that the defining polynomial for a  is 
P (x) = a0(x — c*i). . .  (x — ad), where P(x) has integral coefficients, and is irre-
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ducible over Q. We defined the Mahler measure of a  to be
d
m (a) =  |a0| f j  (1, H )
i = l
One approach to exact computing with symbolically defined real and complex 
numbers is to try  to obtain a bound on the smallness of a non zero defined 
number in terms of the complexity of its definition. A classic expression of this is 
the Liouville inequality. For two algebraic numbers a  and /?, this gives a bound 
on \a — /3\ if a  ^  (3. One form of this bound is:
2~rsm (a)~sm(/3)~r,
provided that a  has degree r and (3 has degree s. Some computational experi­
ments suggest that this bound is often too large. There is also some theoretical 
evidence for this. The Thue Siegel Roth theorem states that for any given al­
gebraic number and any 8  > 0 there are only finitely many p/q  e  Q so that 
\& — p/q\ < q2+s- An improvement by LeVeque says that for any algebraic num­
ber field K , any algebraic number a, and and 8  > 0 there are at most finitely 
many algebraic numbers /? € K  so that
\a - ( 3 \<  m((3)2+s.
A symmetric form of the Thue Siegel Roth theorem has also been conjectured. 
See [Eve98]. This would say that for any number fields K \ and K 2, and any 8  > 0 
there are only finitely many a  and (3 with K \ =  Q (a ), K 2 =  Q{(3), and
|a  — (3\ < (max(m (a),m (P ))2+s.
It seems that in order to improve the practical usefulness of the Liouville inequal­
ity, some other parameters ought to be considered, not only Mahler measure, 
height and degree. One possibility is to take the length of the defining expression 
into account. This possibility is a motivation for some conjectures included in 
this thesis.
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2.4 Recent Work On Exact Geometric Compu­
tation
Straight-forward implementation of geometric algorithms using floating point 
numbers could easily introduce some undesirable numerical errors (disasters in 
some views). It is often difficult to predict the occurrence of these errors and 
their magnitude, [LiOl].
Yap [YapOO] suggests that “ geometric exactness” does not mean necessarily 
that numerical values must be represented and computed exactly. This means 
that the conditional tests , which determine the control flow of a program, must 
be handled in a mathematically correct way. This will guarantee the correctness 
of combinatorial structure involved in a computation and will free us from keeping 
and computing exact numerical values which is not always feasible (e.g., when 
irrational numbers such as y/ 2  are involved). This leads to the development of 
a number of techniques that can improve performance, such as precision-driven 
computation [LiOl], lazy computation [Ric97], adaptive computation and floating­
point filters.
The set of real numbers R  and the set of complex numbers C  are uncount­
able. Therefore it is not possible to represent all of them uniquely in a countable 
language. The computable real numbers (which are computable by Turing ma­
chines) form a countable subfield of R  which we can represent but in this case the 
zero test is recursively unsolvable problem. Although it is not easy we can go for 
testing equality for algebraic numbers. This is an old and everyday mathemat­
ical and computational problem. The problem of root bounds, more generally, 
root location, is very classical one with an extensive literature. .See for example 
[Ded96], [PD98], [DYS88], [Mig92], [YapOO], [LiOl]. Some classical bounds are 
highly non-constructive. But many known root bounds are given in terms of 
simple function of P ’s coefficients and degree. For instance, Landau’s bound says 
that any non-zero root a  of P(x) satisfies
I will show some of the recent results about the problem. First what does it mean 
to say we are given an algebraic number a  ?
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1. real algebraic number
we are given polynomial P(x) G Z[x] , deg(P) >  1, P(oi) =  0 and P '(a) 7^  
0 and to distinguish which root is meant we consider isolated roots in the 
sense of
D efin ition  2.4.1. [DYS8 8 ] A root a  of a polynomial P  is said to be isolated 
i f  two rational numbers a and b are given such that a < a  < b and P  has 
only one root in the interval [a, b]. This interval is called isolating interval 
of a.
2. complex algebraic number
In the case of complex algebraic number a  obviously no ordering (in a nor­
mal sense) but we still can specify a particular root if we apply the Newton’s 
method of approximating roots to a good initial rational approximation
olq =  x Q +  iy0 ; x 0 , y0 G Q
so that
P{O ii)
t t i + 1  =  O i i  77 r  - >  a  as 2 - >  00.
P  \ a i )
[LB97] for details about Newton’s method and its real complexity and the 
general model of real computation.
Unfortunately, in many applications, the coefficients of P  are not explicitly 
given. For instance, in the LEDA and CORE libraries ( They deal with the issues 
of robust numerical and geometric computation) an algebraic number a  is pre­
sented as a radical expression which is constructed from integers, and recursively 
built-up using the four arithmetic operations (+, —, x , -=-) and radical extraction 
y .  For more details, one can refer to the papers [BFMS99], [BFeaOl] and [LiOl].
2.4.1 Exact Geometric Com putation (EGC)
Comparing two real algebraic expressions can be reduced to determining the sign 
of real algebraic numbers. EGC focuses on determining the sign of expressions 
correctly (algebraic expressions), e.g., [LiOl].
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Yap and others adopt a numerical approach based on algebraic root bounds. 
Basically they approximate the value of a real expression to sufficient precision 
until a positive or negative sign comes out or we know from root bounds that 
its value is really zero. Computation of root bounds usually depends on various 
attributes associated with that value (such as degree and length etc.). The results 
mentioned here are for constructive root bounds which can efficiently computed 
from the structure of an algebraic expression
D efinition 2.4.2. [LiOl]
constructive root bounds
Given an algebraic expression E , if  a bound for its value val(E) can be computed 
inductively from the structure description of E , we consider it a constructive root 
bound.
For example, a set of recursive rules for computing root bound for radical 
expressions are given in [BFMS99] and [LiOl] based on Landau’s bound \a\ >  j^y 
[table 2.4.1]. Expression here means a directed acyclic graph (DAG) in which 
nodes are labelled by the appropriate constants and operations.
D egree-length and degree-height bounds.
The assumption here is that E\ and E 2 are expressions for algebraic numbers 
with degree, length and height du li,h i  and d2 , l2 ,h 2 respectively.
E  (expression) d(degree) I (length) h(h eight)
rational^ 1 \Ja2 +  62 max{|a|, |6|}
Ei ±  E 2 did2 jd^  2<M2+min{di ,^ 2} (h i2 L+a') a>(h2V l  + d2)d'
Ei x E 2 did2 if2 if1 (hiy/ 1  +  di)d2 (h2 y /l  +  d2)dl
Ei -T- E 2 dxd2 i fn i 1 (hiy/ 1  +  di)d2 (h2 y /l  -f- d2)dl
W i kdi h hi
Table 2.1
D egree-m easure bound.
Based on Mignotte’s work, Burnikel et al [BFMS99] developed recursive rules to 
compute upper bounds for degrees and measures (Mahler measure); and called it 
the degree-measure bound. These rules are given in the last two columns of [table
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2.2] where M '(E )  and D '(E) are (respectively) upper bounds on m (E) deg(E). 
The degree-measure bound is always better than the degree-length bound. 
B FM S (B urn ike l e t al) b o u n d
For an expression E  having r  radical nodes with indices hi, k2, • • • » K , the BFMS 
bound is given by
v a l ( £ ) ^ 0  =* (u{E ) d ^e ) 2 - 1 1(E) ) - 1 < |val(£)| <  u (E ) / ( £ ) D(£°2_1,
where D (E) =  n<=i an(  ^ U(E) and 1(E) are (respectively) upper bounds on 
the absolute values of algebraic conjugates of val(U(E)) and val(L(E)). For 
division-free expressions, the BFMS bound improves to
val( £ ) ^ 0  =>• <  |val(£ )|.
The bound for division-free expressions was shown to be essentially sharp but in 
presence of divisions, the BFMS bound is not necessarily an improvement of the 
degree-measure bound.
The BFMS bound is based on transformation of an expression E  to eliminate 
all but one division, producing two associated division-free expressions. The 
upper bounds of the absolute value of conjugates of these two expressions are 
maintained recursively.
Im proved  deg ree-m easu re  b o u n d
One of the main results of [LiOl] Ph.D thesis is extending the set of expressions 
to include roots of polynomials and to to exploit the sharing of common sub­
expressions to get a better upper bound on measures, denote it by M (E)
E M (E ) (new bound) M '(E ) (old) D '(E) (old)
rational f max {|o|, |6|} max {|a|, |6|} 1
Root(p) I N I - -
E\ ±  E 2 M i 2 M 2 l 2 D(-El M i ^ M ^ i  2 d >£i2 D[D '2
Ei x E 2 D[D '2
Ei -f- E 2 M ^ M ? 1 M '^ M i 0 1 D[D '2
m M i M[ kD[
E i Ml) M[h -
Table 2.2
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In this table D (E) =  n<=i where ki is either the index of r* if ri is a radical 
node, or the degree of the polynomial if r< is a polynomial root node. D (E) is an 
upper bound on deg (E).
The results of EGC previously mentioned can be applied to the examples 1.4 
in the introduction chapter. For example, to check the Ramanujan identity
S /W ]i  =  (1 +  \ / 3 -  V32)/V25
we can calculate the improved degree-measure bound for the expression succes­
sively from the leaves of the tree until we reach its top.
2.5 Open questions
O pen  P ro b lem  1. What is the computational difficulty of deciding V(A) =  0, 
where A  is a radical expression, i.e. a radical exponential logarithmic expression 
with no exponential or logarithmic terms?
See [Str97], [Poh97], [Loo82], [Joh92], [Lan02] for some methods currently 
used or proposed to solve such problems.
In particular, it would be interesting to know whether or not the zero equiv­
alence problem for radical expressions can be solved in a number of steps which 
is bounded by some polynomial in the length of the expression. In other words, 
is this basic problem tractable in the sense of Blum-Cucker-Shub-Smale? See 
[LB97].
We would also like to know:
O pen  P ro b le m  2 . What is the computational complexity of finding V (A) to n 
decimal places, given nested radical exponential and logarithmic expression A  ?
Note that for this question we want the complexity in terms of the two input 
parameters, length (A) and n. We know that for fixed A, we can approximate to 
n decimal places in a number of steps bounded by 0 (log(n)ra(n)), where m(n) 
is the complexity of multiplication of n  digit numbers. See [BB88].
Chapter 3 
The Uniformity Conjecture
{In the creation of the heavens and the earth, and the alteration 
of night and day, there are indeed signs for men of understanding.} 
[3:190]
3.1 Introduction
In scientific computing we need some set of constants for some subset D  of the 
complex numbers. It is not at all clear what the domain D  could be. We certainly 
need more than just the rational numbers, or the algebraic numbers. On the 
other hand, it seems that such a domain D  should not include all the computable 
real and complex numbers, since we may wish to use algorithms which require a 
method to decide equality between two constants. There may not exist a good 
universal domain D. In the following, we give a list of minimal conditions which 
a domain D  would have to satisfy in order to be a candidate for a domain for 
scientific computation.
1. We must have a formal language E  of notations for elements of D. E  C E* 
for some finite set E of symbols. We must have a decision method which, 
given arbitrary string s G E*, decides whether or not s € E.
2. Each expression in s € E  either has a value V(s) in D  or is undefined. 
Every element x  of D  can be expressed as V(s) for some s £ E. Given 
s E E, we can decide whether or not V (s) is defined. If it is defined, then,
24
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given any number n we can compute rational numbers xn and yn so that 
|V(s) — (x n + iyn) | <  10-n . The computational complexity of finding xn 
and yn (given that the value is defined) is bounded by some polynomial in 
n, which may also depend on s.
3. Given s G E, where V (s) is defined, we can decide whether or not V (s) =  0.
4. The domain D  is closed under the field operations, and also closed under 
operation of ex and log x , and taking of n-th roots, for each natural number 
n > 1. For the logarithm and the radicals, we define a single value by 
choosing the principle branch. These operations are also effective on E , so 
that, for example, given expressions si and 52 in £7, we can effectively find 
an expression s3 in E  so that V (s3) =  V(si) +  l^(s2), provided that Si and 
s2 have defined values.
We do not know whether or not there are any such domains D. This is in 
spite of the fact that the closure condition (4) above is extremely mild. Condition 
(3) is essential. Scientific computing without a test for zero is so impoverished 
as to be unrecognisable. Hardly any algorithms survive. For example, systems of 
linear equations with coefficients in D  can not be solved in any satisfactory way. 
In general, in scientific computing without a test for equality, outputs always 
depend continuously on inputs. This is a severe distortion of reality.
Not only are we not able to solve the quite basic problems described above,
we also have no evidence that these problems are especially difficult. That is, 
we do not possess any significantly difficult examples. In spite of this, many 
people consider these problems, in their general form, unrealistically hard. For 
the purposes of this thesis we will consider only the collection of closed form 
numbers, as described by Chow, see [Cho99] for relation to Schanuel conjecture 
and related open problems.
D efinition 3.1.1 (closed form numbers). A subfield F  o fC  is closed underex  p 
and log if
1. exp(a;) G F  for all x  G F
2. log(:r) G F  for all nonzero x  G F, where log is the branch of the natural
logarithm function such that —it <Im(log(x)) <  7r for all x
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The field of exp-log closed form numbers is the intersection of all subfields of C  
that are closed under exp and log.
This is essentially the smallest subfield of the complex numbers with the 
closure properties (4) above, described by the usual set E  of expressions. For 
discussion of efficient approximation of these numbers, see [Bre75] and [BB87].
E  can be constructed as follows. Set E q =  {0}, and for each n  > 0 let En 
be the set of all complex numbers obtained either by applying a field operation 
to any pair of (not necessarily distinct) elements of En- \  or by applying exp or 
log to any element of En-\\  of course, division by zero and taking the logarithm 
of zero are forbidden. Then it is clear that E  is the union of all the En. This 
shows that E  is countable, and that every element of E  admits an explicit finite 
expression in terms of rational numbers, field operations, exp and log.
In section 3.2 the family of nested radical exponential-logarithmic expressions 
is described and the field of closed form numbers is defined. An expanded form 
is defined for the expressions, and the Uniformity Conjecture (UC) is stated.
In section 3.3 and 3.4 two approaches to deciding equality over the closed 
form numbers are described in the following two sections. The first one uses the 
Schanuel conjecture, and attempts to detect equalities. The second approach 
uses various conjectures about approximation measure.
Section 3.5 discusses relation of the UC with other estimates mentioned in 
the background materials.
In section 3.6, some consequences of the UC are compared with known, fairly 
simple, approximation estimates. In the next section, some practical computa­
tional consequences of the UC are stated.
Relation of the UC to the well known conjecture of Schanuell is explained in 
section 3.7.
3.2 Expressions
We assume, to begin with, the usual canonical representation for the natural 
numbers base 10. Then the set of nested radical exponential and logarithmic 
expressions is the smallest set of expressions so that:
1. All the canonical representations of natural numbers are in the set.
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2. If A  and B  are in the set so are (A  +  B ), (A — B ), and (A  * J5), (A /B ).
3. If A is in the set, so are —A, exp (A) and log (A)
4. If A is in the set and n is a canonical representation of a natural number
bigger than 1, then A1/” is in the set.
Each nested radical exponential and logarithmic expression E  is either unde­
fined, or is interpreted as a real or complex number V (E ), as follows.
1. If E  is a representation of an natural number, V  (E ) is that natural number.
2. The operators are given the usual precedence in the absence of brackets.
3. If A and B  are defined, then V (A  + B ) ,V ( A - B ) ,V ( A * B )  and V (—A) are 
defined with the usual interpretation of the operators. If B  is defined, and 
V (B )  is not zero, then V (A /B )  is defined, with the usual interpretation.
4. If A is defined, then exp (A) is defined with meaning eA.
5. If A is defined, and V (A) ^  0, then log(A) is defined, as the branch of the
logarithm base e so that — n < Im(log(A)) <  7r.
6. If A is defined and and V(A) /  0, and n is a canonical representation 
of a natural number bigger than 1, then A1/71 is defined and equal to 
exp(log(A)/n).
The operator V  is called evaluation.
The complex numbers defined in this are what we called closed form numbers.
A  field with good closure properties including the closed form numbers is the 
field of elementary numbers. These are numbers of the form q(a), where q is in 
Q[xi , . . . , £ n], and a  £ C n is a non singular solution of a system of equations 
(p i, . . . , Pn) = 0 and each p* is in Z[x i , . . .  , x n,eXl, . . . ,  eXn\. It has been shown 
that this is an effective field i.e., equality is decidable if the Schanuel conjecture is 
true. See [Ric97], [RicOl]. We define the real closed form numbers to be the closed 
form numbers which happen to have zero imaginary part. Thus the real closed 
form numbers are closed under trigonometric functions as well as exponentiation 
and logarithms.
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The nested radical exponential and logarithmic expressions which do not use 
either the exponential or the logarithm will be called radical expressions. The 
numbers defined by radicals are the closed form numbers represented by such 
expressions.
The nested radical and exponential-logarithmic expressions can also be writ­
ten as expression trees. Such trees have representations of integers at the leaves, 
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We will regard the expression trees and the expressions as equivalent from 
now on, since the translation from one form to the other is straightforward.
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Please notice that although we have expressions here for n th  roots, we do not 
have expressions for n  th  powers. If we want A 2, for example, we have to write 
it as A  * A.
3.2.1 Length of an expression
We define the length of a natural number to be the number of digits base 10 
which are used to represent it in the usual canonical form.
Each exp-log expression may be considered as a tree with representations of 
natural numbers on the frontier and operators among exp, log}
on the interior nodes. We allow — to have arity either 1 or 2. The radical sign 
has arity 2, and its first argument must be a natural number > 1 in canonical 
form. We define the length of an expression to be the sum of the number of 
interior nodes, i.e., the number of operators, and the sum of the lengths of the 
representations of natural numbers on the frontier. We use length(E) to denote 
the length of expression E.
Our set of nested radical exponential and logarithmic expressions depends 
on a choice of canonical representation for the integers. Assume that we have 
chosen some base b for representation of the integers. We define the length of
a non negative integer in this representation to be the number of digits base b
which are used.
We define the length of a nested radical exponential and logarithmic expression 
by the following:
length(A +  B) =  length(A) +  length(J5) +  1
length(A — B) =  length(A) +  length(B) +  1
length(—A) =  length(A) +  1 
length(A * B) =  length(A) +  length(B) +  1 
length(A/jB) =  length(A) +  length(B) +  1 
length ((A)) =  length (A) +  2 
length (A1/”) =  length (A) +  length (n) +  1 
length (eA) =  length (A) -f 1 
length(log(A)) =  length(A) +  1.
So, for example, in decimal notation, 4 — 3 * (10)^  would have length 8, since 
it has 5 digits and 3 operator symbols.
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3.2.2 Expressions w ith variables
All of the above may be generalised by allowing a certain set X\ o f  vari­
ables to appear on the leaves of the expression trees, as well as representations 
of integers. Of course, in this case, the expressions represent partially defined 
complex valued functions of k complex variables. The same notion of length can 
be applied to such expressions, provided that we define the length of the variables 
in some way. We might take le n g th ^ )  =  1 for each i or length^*) =  logz for 
each i.
3.2.3 Gap Functions
D efinition 3.2.1. A gap function for the closed form numbers is a function 
g : Exp —> R +, where Exp is the set of nested radical exponential and logarithmic 
expressions, so that if  x  is a closed form number represented by an expression A, 
and then \x\ > 10-5^ .
A gap function tells us the amount of decimal precision which is needed to 
distinguish a non zero number from zero. Of course gap functions exist. We 
hope that there is a computable gap function, and even an easily computable gap 
function.
We have a natural scale, i.e. length, on expressions; and we also have a natural 
scale, i.e. the logarithm of the absolute value, on the complex numbers which 
are non zero. An important question is : How does the evaluation operator, V, 
behave with respect to the two natural measures we have namely, the length of 
an expression and the logarithm of the absolute value of complex numbers?
3.3 Equality catching via the Schanuel Conjec­
ture
Let F  be a subfield of the complex numbers. We will say that ( x i , . . . ,  xn), y is 
a proper set of generators of F  if F  =  Q (x i , . . . ,  x n )[y], and x i , . . . ,  xn are alge­
braically independent over Q, and y is integral and algebraic over Q (x i , . . . ,  x n).
And finitely generated subfield of the complex numbers has such a proper set 
of generators. A proper set of generators for F  defines a canonical form for F.
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Provided that we know the defining polynomial for y over Q (x i , . . . ,  xn), we can 
effectively put any element of F  into its canonical form, and thus we can obtain 
a decision method for equality over F.
Given an expression for a closed form number x, we can construct a finitely
generated subfield F  of the complex numbers which contains x. The usual way
of doing this is by a sequence of extensions, (see [Sha03]).
Q = Fx C  F2 C  • • • C  Fn = F
where for all i either
1- Fi+i =  Fi[6 \, and 6  is algebraic and integral over Fi, or
2. Fi+i =  Fi(6 ) and 6  =  ea , where a  G Fi, or
3. Fi+1 =  Fi(6 ), and 6  =  log a , where a  G F*.
Suppose we had a method which, given a proper set of generators for Fi, 
would construct a proper set of generators for Fi+i. We could then work our way 
up the sequence, and eventually get a proper set of generators, and therefore a 
canonical form, for F.
The basic question which arises in this regard is whether or not an exponential 
or logarithmic extension of Fi is transcendental over Fi. If it is, then we get the 
new proper set of generators immediately, just by adding the new element 6 . 
On the other hand, if we know that an extension is actually algebraic over the 
existing field, then we can reduce to case (1), which can be handled by standard 
methods, once we can identify the defining polynomial for 6 .
Assume that we have proper set of generators { x \ , . . .  , x n) ,y  for Fi. This 
implies that n of the previous extensions were transcendental. Thus in the process 
of constructing Fi we have found n pairs of numbers (zi,W i) , . . . ,  (zn,w n) with 
Wj =  eZj for all j , and Xj G {zj, Wj} for all j  and X i,. . .  ,x n are algebraically 
independent over Q.
Suppose that the next extension is 6  =  ea, with a  G Fi. In this case we will 
say that 6  is obviously algebraic over Fi if a  is a linear combination of z \ , . . . ,  zn 
with rational coefficients.
On the other hand, if 0 = log a, we will say that 6  is obviously algebraic over 
Fi if a  is equal to some power product of w i , . . . ,w n with rational exponents.
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The Schanuel conjecture, stated below, implies that if 9 is not obviously al­
gebraic over Fi as described above, then it is not algebraic over Fi.
To state the Schanuel conjecture we need to recall the following
D efinition 3.3.1 (transcendence degree). Let k and K  be two fields with 
k C  K . x i , . . . , x n G K  are called algebraically independent over k i f  there 
is no non-zero polynomial, P  G k [x \,. . .  , x n] such that P (x \ , . . . ,  xn) =  0. A 
transcendence basis of K  over k is a maximal algebraically independent subset of 
K . The cardinal number of such a set is called the transcendence degree of the 
extension K  : k.
The transcendence degree is well defined since transcendence bases always 
exist and any two of them have the same cardinal number of elements. For a 
proof we can refer to [Ste98], [Lan71] or [Sam72].
For example, {x , ex} and {x , ex + yfx} are two transcendence bases of R (x, ex) 
over R.
Conjecture 2 (Schanuel C onjecture). I f  . . . , a r are complex numbers which 
are linearly independent over the rational numbers Q, then ( a i , . . . ,  or , eai, . . . ,  eflr} 
contains at least r algebraically independent numbers. In other words the tran­
scendence degree of
Q{au . . . , a r,ea\ . . . , e ar) :Q
is at least r.
The conjecture implies in particular that e and ir are algebraically indepen­
dent. For 27ri and 1 are linearly independent over Q and so the transcendence 
degree of Q(l,27ri,e, e2wz) : Q is at least 2. Thus the transcendence degree of 
Q (7t, e) : Q is 2 and hence e and 7r are algebraically independent, the case which 
is not yet verified. The conjecture implies the Lindemann theorem which will be 
subject of chapter 7.
It remains to show that we can detect whether or not 9 is obviously algebraic 
over F^
The case in which 9 = ea is relatively easy, since a  G F^ We put a, z \ , . . . ,  zn 
in canonical form and test for linear dependence over Q  of the vectors of rational 
coefficients.
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In the other case, 6  = log a  with a  € Fi. We will say that numbers 61, . . . ,  bn 
are multiplicatively dependent if there exists integers k \ , . . . , k n not all zero so 
that
=  1
We need to test for multiplicative dependence of a, w \ , . . . ,  wn.
(3 k0, k \ , . . . ,  kn £ Z  not all zero) • • • wkn =  1 (3.1)
We express a, w \ , . . . ,  wn in canonical form in Fi. We then solve equation 3.1 
by induction on n. The case n =  0 is to decide whether or not a  is a root of unity, 
which can be done, as shown in [BD88]. For the induction step, it is sufficient to 
find one non trivial linear relationship between possible ko, h i , . . . ,  kn satisfying 
equation 3.1, since this will allow eliminating one of w \, . . . ,  wn.
We can regard a, w \ , . . . ,  wn as algebraic functions of x \ , . . . ,  x n, take deriva­
tives of the logarithms and put these in canonical form in Fi, and consider the 
resulting linear equations with rational coefficients in k0, . . .  ,k n. If even one of 
the derivatives is non zero, this will either show multiplicative independence or 
give us at least one non trivial linear relationship between the possible exponents.
In case all the derivatives with respect to x \ , . . . ,  xn are zero, it must be that 
a, Wi, . . . ,  wn are all algebraic numbers. For purposes of solving the problem in 
this case, we reduce to the case in which F* is an algebraic number field.
We can do further reduction using any map v : Fi -> Z  which behaves like a 
logarithm, in that v(xy) =  v(x) + v(y). One way to do this is to consider a ring 
homomorphism h from the algebraic integers of Fi to a finite integral domain 
D, where h maps some of a, w \ , . . . ,  wn into 0. Let I  be the ideal which is the 
kernel of h. For x, an algebraic integer of Fi, define v(x) to be k — 1 where k 
is the smallest positive integer so that x  is not in I k. Now extend v to Fi using 
v(x /y)  =  v(x) — v(y). Then solve k0v(a) H b knv(wn) =  0.
Eventually we get down to the case in which a, w \ , . . . ,  wn are all units. But 
by standard methods we can construct a canonical basis for the multiplicative 
group of units, and thus solve the problem.
More details and discussion of (a variant of) this method can be found in 
[RicOl]. All the equalities detected by this method are correct. If the Schanuel
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conjecture is true, then this method finds all correct equalities. But if the 
Schanuel conjecture is wrong, it could happen that some true equalities would 
not be detected. Even more annoying, the general opinion is that although the 
Schanuel conjecture is probably true, it will not be proved in the near future.
3.4 Inequality catching via approximation mea­
sure
Not only do we not have any surprising equalities among closed form numbers, 
we also do not know of any surprising near inequalities. Of course in order to 
make this remark into something useful, we need a precise definition of surprise 
in this context.
Let E  be the collection of expressions for closed form numbers. Suppose 
g : E  —> N . We will say that g is an approximation measure for the closed form 
numbers if for any closed form number x  /  0, if x  is represented by expression A  
then \x\ >
Of course, such approximation measures exist. In order to solve the equality 
problem we need a computable approximation measure.
3.4.1 Uniform ity Conjecture
Using iterated exponentiation, it is possible to define very large numbers. Since 
we have division, it is also possible to define very small numbers with expressions 
involving iterated exponentiation, followed by division. There does not seem to 
be any other way to get very large numbers, or very small non zero numbers. Note 
that although we allow n-th roots, we do not have nth powers. So we can not 
easily write a short expression for the result of a sequence of repeated squaring, 
for example.
We consider an expression E  to be a subexpression of itself.
We will say that an expression E  is in expanded form if for any exponential 
subexpression eA of E, we have |U(A)| <  1.
It appears to be true that it is not possible to define any very large numbers, 
or any very small non zero numbers using small expressions in expanded form.
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D efinition 3.4.1. We consider an expression E  to be a subexpression of itself. 
We will say that an expression E  is in expanded form if for any exponential 
subexpression eA of E , we have |V(A)| < 1.
C onjecture 3. U niform ity Conjecture: If E  is an expression in expanded 
form, and V (E ) ^  0, then | V (E )  | is bigger than 10-2fc, where k is the length of 
E.
Roughly speaking, the conjecture says that the amount of base S  precision 
which is needed to discriminate the value of an expanded form expression from 
zero is proportional to the length of the expression.
Exam ples 3.4.1. 4/3 — 101/8 is zero to three decimal places;
7 log 2 — 3 log 5 is zero to 2 decimal places;
Even if  we add tt as a constant to our language, The constant
, 3 log(640320)A — --------.  — 7r
v/l63
is zero to 15 decimal places, length(X) =  15+ length^), whereas its syntactic 
length is 15 plus the length of 7r. I f  we represent tt as log(—1 )/(—l ) 1/2, in which 
case the length of is would be 8 .
3.5 Comparison to other estim ates
Consider a linear form in radicals.
A =  6i(a i)1/ni +  &2(a2)1/,n2  k ^k(p>k)l^nh +
with bi G Z , and ni,ai positive natural numbers for all i. Assume A ^  0. Then 
we get the following contrasting estimates. (Note that logarithms here are base 
2 .)
1. Norm estimate and Mahler measure. We have deg(X) < n*, and the
denominator of A is 1. So we get
log|A| >  - ( n n O O o g d ^ x l  +  E W N ^ ) ) -
i< k
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2. Liouville Estimate.
log|A| >  - (Y [rn )(lo g M a x i(\bi\) + '^2log(\ai\)/n i + 2k).
i
3. Uniformity Conjecture.
log |A| >  - 2( ^ l o g |n i |  +  ^ l o g |a i |  +  ^ l o g | 6<| + 3k).
We see in all the earlier estimates that the precision needed increases as the 
product of the radical degrees. This is the case with the root bounds used in 
EGC mentioned in 2 ; but according to the uniformity conjecture all that is 
needed is the sum of the logarithms. Thus even in this simple algebraic case, the 
uniformity conjecture would imply quite strong new results.
The uniformity conjecture would predict that if A  is an expression representing 
a  then:
|p/q  — a\ > 10-2fc, where k is the length of p/q  — A, i.e., k =  length(p) +  
length^) +  length(yl) 4- 2
provided a  /  p/q. In this case the inequality directly implied by the uni­
formity conjecture is weaker than that of Thue-Siegel-Roth, but does not allow 
exceptions. So even in this case, the uniformity conjecture would imply new re­
sults. On the other hand, the Thue-Siegel-Roth theorem implies a bound on the 
number of counterexamples to the uniformity conjecture of the form a — p/q, for 
fixed algebraic closed form a.
Suppose we represent integers base 10, and therefore count length base 10.
Proposition  3.5.1. Suppose a is an algebraic closed form number represented 
by an expression A. Then there are at most only finitely many p /q  in Q so that 
\a ~ p / (l\ < 10~2fc with
k =  length(p) -1- length(q) +  length(A) +  2.
Proof.
Suppose, for the sake of a contradiction, that a  is a fixed algebraic closed form 
number and that there are infinitely many counterexamples to the uniformity 
conjecture of the form
a - p / q
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Let (Pi/qi) be a sequence of rationals, with qi -¥  oo,
ki =  length (p^ +  length (ft) +  length (A) +  2
and
| a -P i / f t  I < 10"2fc<.
Since p*/ft —>• a  and a  /  0, and 
length (ft) —»• oo, so 
length (p*)/length (ft) -> 1. 
since length(pi)/log(p<) ->• 1 
Thus
< 10-2 (length(pi)+length(^)+length(v4))P ia -----
Qi
for sufficiently large i.
„ Pi a -----
Qi
< 10-2 lengthy (length^) / length(9i)+i+length(i4) / length^))
for sufficiently large i.
Hence,
\a-pi/qi] <  10"4 log>»,(+<
for sufficiently large i.
Thus for some e > 0 and for infinitely many p/q  in Q we have
\ a - p /q \  < q- 3
which contradicts Thue-Siegel-Roth.
Thus although there may be counterexamples to the uniformity conjecture of 
the form alfn — p /q , we should not expect very many of them.
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3.6 Computational Consequences
3.6.1 Lazy exact com putation
We hope eventually to extend the possibility of exact computation beyond the 
field of rational numbers in such a way that each expression for a real number 
can easily be approximated to any desired precision. One important step in this 
direction would be to understand how to compute with the nested radical and 
exponential-logarithmic expressions.
Even without the exponential and the logarithm, basic questions about nested 
radical expressions may seem quite difficult to decide. In particular, equality is 
the main question in EGC.
3.6.2 Inverse sym bolic calculation
The uniformity conjecture implies that the decimal approximation of precision 
log10(19) * 2n is a code for the closed form expression, with integers in decimal 
notation, and length n, with that value. This implies the existence of a potentially 
quite useful inverse symbolic calculator, that is a method of deriving a closed form 
expression from a decimal approximation.
3.7 Relation w ith other conjectures
It has been shown that if the Schanuel conjecture is true, then the zero equivalence 
problem for closed form numbers is decidable. Thus the Schanuel conjecture 
implies the existence of a computable gap function. See [Ric97], [RicOO].
It seems that it might be possible to prove some transcendence results, via 
Gelfond’s method, from the uniformity conjecture. For a good exposition of Gel- 
fond’s method, see [Lan66]. Roughly speaking, Gelfond’s method would construct 
a function F(t) with a large number of roots from the existence of a counterex­
ample to the Schanuel conjecture. A closed form number F(w) would then be 
found which has a fairly small length but is non zero. The maximum modulus 
principle (an analytic function defined on an open set including a ball has mod­
ulus inside the ball bounded by maximum modulus on the boundary of the ball)
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is then applied to show that the modulus of F(w) is so small that it contradicts 
the uniformity conjecture.
In chapter 6 we will introduce some revision to the UC and some weak forms 
too. One of the generalisations is to define uniform fields as follows.
D efinition 3.7.1. Let K  be a finitely generated subfield of the complex numbers. 
We will say that K  is uniform if  there is a function A : K  —> N+ and a constant 
C (depends on the field) so that
1.
V x ,y e  K  X (xo y) < X(x) +  X(y) +  1 , o e  {+, x , -=-}
2.
W x e K x ^  o - H z |  > n r CA(x).
In this case X is called a length function and C a uniformity constant.
Conjecture 4. If K  is a field of closed form numbers with transcendence rank 
d, and K  is uniform, and a \ . . ., am are in K , and are linearly independent over 
Q , and m >  d then eai , . . . ,  eam are not all in K .
Here is a result which shows how the Gelfond method can be used.
We will say that (aq, . . . ,  xj, y) is a proper set of generators of a subfield F  
of C  if x i , . . . ,X d  are algebraically independent and y is algebraic and integral 
over Z [x i , a n d  F  is Z (x i , . . . , Xd)[y]. Any number in such a field has a 
canonical form as a polynomial in Z ( x \ , . . .  ,Xd)[y] with y-degree less than the 
degree of y over Z[x i , . . . ,  rrj. If A \ , . . . ,  Aj are numbers in K  and we wish to 
solve an equation
a\A \ +  • • • +  ajAj =  0
for integers a i , . . . ,  a^, we can do this by putting A i , . . . ,  A j into canonical form 
in K  and replacing this equation by a system of equations, one for each power 
product which appears in the canonical forms. The number of such equations is 
bounded in terms of the degree in (aq, . . . ,  Xd) of A i , . . . ,  Aj.
If E  is an expression in canonical form for an element of field F , with proper 
set of generators (aq, . . .  ,Xd,y), let h(E) be the maximum of the lengths of the
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integral coefficients in E; and let deg(E') be the maximum of the degrees of any 
Xi in E. The number of integral coefficients in E  is then bounded by 0(deg(E )d). 
Using this, we can bound h(E\ * E 2 ) in terms of h(E\) and h(E2) and deg(i?i) 
and deg(i?2).
L em m a 3.7.1. Suppose E \, E2, and E 3 are canonical form elements of field F, 
with proper set of generators. Then
1 . I f  Es = E i * E 2 then deg(Es) < deg(Ei) +  deg(E2) and h(E3) < 0{h (E \)  +  
h{E2) +  deg(Ei) +  deg(E2))
2. I fE 2 =  E{, then deg(E2) <  0(j(h(E i)+ deg(E i))) andh(E2) < 0 (j(h (E i)+  
deg(Ei)))
The constant multipliers implied in the big O notation do depend on the 
defining polynomial for y over Z[x  1, . . .  ,#<*], but can be chosen independent of 
E2, E s, j .  For a proof of this standard result, see [Lan93], Ch V, Lemma 1.
T h eo rem  3.7.1. (D. Richardson)
Suppose K  is a uniform finitely generated subfield of C  with transcendence 
rank d. Suppose Ci, . . . ,  are complex numbers which are linearly independent 
over Q, and a \ , . . .  ad2 are complex numbers which are linearly independent over 
Q. Then not all of
eCi<Xj, for  1 <  i < di, 1 <  j  < d2
can be in K , provided (di +  d2)(d +  1) <  did2
Here is a sample consequence of the previous theorem
C oro lla ry  3.7.1. Assuming that Q(e) is uniform then it cannot be the case that 
all the numbers ee” are in Q(e) for n =  0, 1, . . . ,  6 .
Proof
Take d =  1 and di =  4, d2 = 4 in the proposition, and c* =  e*-1 =  a
Chapter 4
Zero Recognition of Polynomial 
Terms
{Do not the unbelievers see that the heavens and the earth were joined 
together (as one unit of creation), before we clove them asunder? We 
made from water every living thing. Will they not then believe?} 
[21:30]
In this chapter some applications of the UC are studied. We will begin with 
polynomial terms which is representation of polynomials as trees with * 
on the interior nodes and with variables and natural numbers on the the leaves. 
This is the subject of section 4.1. Some known results about independence over 
the rationals are given with proof and some consequences based on Lindemann 
theorem are discussed in 4.2. Section 4.5 is devoted to analysis of the complexity 
of the algorithm which we explain to test whether or not a given expression 
represents the zero polynomial, the algorithm is generalised to test the derivatives 
as well in 4.6. 4.3 gives a measure theoretic approach parallel to our method using 
substitution by transcendental numbers. In the last section 4.7 we show some 
future goals.
4.1 Polynomial Terms
We would like to consider representation of polynomials as trees with * on 
the interior nodes and with variables and natural numbers on the the leaves. Such
41
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a representation is significantly more succinct than any of the usual canonical rep­
resentations of Z[x i , . . . ,  x n]. On the other hand, it is much weaker (less succinct) 
than the computation tree representation discussed in the book, Complexity and 
Real Computation, see [LB97]; and also much weaker than the standard straight 
line program representation. It is known that there is a probabilistic polyno­
mial time method for zero recognition of straight line programs. See [IM83]. 
On the other hand, there is no known deterministic polynomial time solution 
for this problem. This question was discussed in the PhD thesis of Bill Naylor 
[Nay99], who constructs GCD for polynomials represented as SLP (straight line 
programs). In general, the zero recognition problem for non canonical represen­
tations of polynomials is of much interest in computer algebra. See [Zip93] for a 
discussion. In this chapter we solve it by substituting algebraically independent 
numbers (see section 4.2 ) in place of the variables and assuming the Uniformity 
Conjecture. If k is the length of the resulting nested exp-log expression we could 
recognise whether the given polynomial was zero by approximation with decimal 
precision k. The resulting algorithm is not only polynomial time in theory, it 
is also feasible in practice. It compares very well in practice with other known 
deterministic algorithms.
For example, let Q(x) be some univariate polynomial with integer coefficients. 
Let Pn(x i , . . . ,  xn) = n iL i Q(x i)’ The length of Pn increases only linearly with 
n. If we are given the fact that Pn has degree less than d in each variable, we 
could deterministically verify that Pn was not the zero polynomial by evaluating 
it on the cross product ({1,2,..., d})n. We need dn elements in the product 
to avoid all the roots. It seems therefore that the method of zero recognition 
by substitution of integers uses a number of substitutions which must increase 
exponentially with the number of variables. However, if we can compute with 
algebraically independent numbers, we only need one substitution. This gives us 
an extra motivation for learning more about how to compute with classical non 
algebraic numbers.
Now we generalise the definition of length of expressions to the case of trees 
representing polynomial terms as follows
D efin ition  4.1.1. size(T ) where T  is a polynomial term is defined by induction
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as follows:
size(A  +  B) =  size(A  — B) =  size(A  * B) := size(A) +  size(B) +  1.
For every natural number n, size(n) := length(n).
For the variables X\ , . . . ,  x n we define size(xi) := 1.
By induction on the number of nodes or the size of a polynomial term one 
can prove the following
Lemma 4.1.1. I fT  is an polynomial term with real numbers on the frontier, s(T) 
nodes, and the real numbers are bounded by 10/l^  then the value \T\ represented 
by T  is bounded by 10h(TWr K
4.2 Square roots of square free numbers
Lemma 4.2.1. I f p i , .. . ,p n, • • • > Qm ; n  +  m > 0 are all different primes then
n  vF i
i d .
n  V 9 i
3
This is well known proof which uses unique factorisation among the integers. 
Similarly,
L em m a 4.2.2. I f  x  G N  is a square-free natural number then yfx is an irrational 
number.
A more general form of the last lemma is
L em m a 4.2.3. I f  x  € N  is not a perfect square then its square root is an irra­
tional number.
P roof.
x  is not a perfect square means that it is of the form x  =  a2s where s is the 
square free part of x . So we have y/x =  a yfs and hence y/x  € Q 4=^ € Q-
But by the last lemma we have y/s is irrational and hence y/x  is irrational.
Now to prove the main lemma of this section we need some notions from 
algebra .
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Theorem  4.2.1. (Besicovitch Lemma) y/p^ £ Q (y/pi, . • ., y/Pn-i) where, for 
all i, Pi is the i-th prime number.
Proof.
We make the convention: Qo •— Q  and by recursion we define for every natural 
number k
Qk ■=Q(Vpi>--->VPk)
We assume that y/pZ € Q„_i =  Q„_2 (y'Pn-1) f°r the sake of contradiction. This 
means that
y/p^ = a + b y/pn-1
for some a,b G Qn_2. Depending on the values of a,b we get the following 
possibilities:
1. yJK  e  Q n_ 2 This happens when b = 0.
2. £ Q n-2- This happens when a =  0.
3. ^/Pn-i G Qn_2. This is the case when a and b are not zero. In this case we 
square both sides of the equation above and arrange the resulting terms.




Where the product in the last relation is to be taken over some finite subset 
S  of {1, 2, . . . ,  z — 1}. (As usual the empty product is the unity). This relation 
contradicts either lemma 2) or lemma 3) and hence the theorem follows.
R em ark s  4.2.1. 1 . Using the conventions of the preceding proof we have yfp,n £
Qi for all i < n. And more generally we have
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where P t , P i ,  ">Pj are anV different primes. Here they are not necessarily 
subsequent primes.
2. We also conclude from the proof of the preceding theorem that the dimension 
ofQ i o v e r Q i i s  exactly two for every pair of such fields. This also proves 
that: the dimension o fQ n overQ  is 2n.
Corollary 4.2.1. The square roots of any finite number of different primes are 
linearly independent over the rationals. Also, we have that: the square roots of 
any finite number of reciprocals of different primes are linearly independent over 
the rationals.
Proof.
Assume a relation aiy/p[ + -----1- any/pn = 0 where pi is the i-th prime and the
coefficients a* G Q  are not all zero. Since we have some non zero rationals we get 
y/p^ € Qi for some i < n  which contradicts the first remark above. Similarly we 
get the case of the reciprocals.
In the same way, we have the following general result
Corollary 4.2.2. I f  q i , . . .  ,qk are different square free numbers then 
( v^T, • • •, y/q it) are linearly independent over the rationals; Also 
( 1/^/tfi, . . . ,  1 /y/qk) are linearly independent over the rationals.
For the standard proofs we refer to the classical introduction to number theory 
[HW02].
4.2.1 Algebraic Independence
D efinition 4.2.1. Complex numbers a \ , . . . , a n are algebraically independent if  
P (a \ , . . . , an) 7^  0 for all not identically zero polynomials P  in Z[x i , . . . , x n].
Theorem  4.2.2. Lindemann’s Theorem.
For any distinct algebraic numbers a \ , . . . , a n and non zero algebraic numbers 
we have
H 1" 7^  0
Corollary 4.2.3. I f  the algebraic numbers a i , . . . , 0 !n are linearly independent 
over Q, then ea i , . . . ,  ean are algebraically independent.
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For proof, see [Bak75],[Lan66], for effective proofs and 7. Applying Linde- 
mann’s theorem to the results of the last section we get
Corollary 4.2.4. I f  q \ , . . . ,q n are different square free natural numbers, then 
g1/y/qi^. . .  ? e1/ a r e  algebraically independent
R em ark 4.2.1. We use the reciprocals of the radicals above and not the radicals 
themselves to fulfil the requirements of applying the uniformity conjecture i.e., to 
have the value of the exponent no more than 1 so that the resulting expressions 
are in expanded form.
4.3 probabilistic zero recognition
4.3.1 Random  choice o f integers
A probabilistic method which can be used for zero recognition among such terms 
is independently to pick n  integers ( x i , . . . , xn) at random in the range [0, d*n*N], 
where d is an upper bound on the degree and N  is some large multiplier, and then 
substitute these integers into the polynomial and evaluate. The following theorem 
implies that the probability of an error (caused by accidentally choosing a root 
of the polynomial) would be no more than 1 / N , provided that the polynomial is 
independent of the random number generator.
Let deg(T, Xi) be the degree of variable Xi in polynomial term T. Suppose T  
has variables x \ , . . . , xn. Define d(T) =  deg(T, x ^ .
An informal statement of Schwartz’ theorem is as follows: take any polynomial 
of total degree d that is not identically zero. For each of its variables, plug in a 
random value chosen from a large enough field. Each of these values should be 
chosen uniformly at random from a finite subset S  of the field . The probability 
of the polynomial being zero for those inputs is at most d j \S\. For example, 
the field chosen might be the set of rational numbers, and S  might be chosen 
from {1,2 , . . . ,  2d}; this gives a probability of failure of at most 1/2. The formal 
statement of the theorem is as follows.
Theorem  4.3.1. Let P  E A[xi , . . .  , x n] be a not identically zero polynomial over 
an integral domain A. Let S  be a subset of A  of cardinality B . Suppose x \ , . . . , x n
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are chosen independently, with uniform probability, from S. Then the probability 
that P (x i , . . .  , x n) =  0 is bounded by d{T )/B .
See [Zip93] for a proof.
Define h(n) where n  is a natural number to be the number of digits used 
in the canonical base 10 representation of n. We will call h(n) the logarithmic 
height of n. For a polynomial terms T, define h(T) to be the maximum of h(n) 
for n on the frontier of T. Define length(n) =  h(n), and length(a;n) =  h(n) +  1. 
Extend this notion of length to polynomial terms by setting
length(A +  B ) =length(A — B) =length(A * B) =  length(A)+ length(B) +  1. 
According to the above theorem, if we want the probability of an error to be, 
for example, less than 10-100, we need to evaluate the polynomial with n natural 
number arguments of logarithmic height no more than 100 +  h(d(T)). After 
substitution, the length of the term is bounded by length(T) * (50 +  h(d(T))). 
Assume that there are no more than s(T) nodes in the tree. The largest integer 
in the computation has length no more than length (T) * (50 +  h(d(T))). There 
are no more than s(T) computations to be done. So the total complexity is 
bounded by s(T)M (length(T) * (50 +  h(d(T)))), where M (k) is the complexity 
of multiplication of two natural numbers of length k.
4.3.2 Random choice of reals
We next prove an analogous theorem about points X  chosen at random in the 
unit cube in R n.
Let (IT(A')I < 10-fc} be the subset of R n in which |T (X )| < 10~k.
Theorem  4.3.2. I f  polynomial term T  is not identically zero, then the inter­
section of the unit cube in Rn with flT pQ I <  10-fc} has Lebesgue measure 
< 2d{T)10-kW r l
Proof.
We use induction on n and the fact that if \ai • • • a<*| > |&i • • • bd\ then for some i 
we must have \ai\ > |6<|.
Assume T (X )  is not identically zero. Let x  be one of the variables in T, 
d =deg (T, x), D = d(T) — d.
For almost all values of the variables,
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T (X ) = ad(x -  a i)  • • • (x -  a d)
where c*i,. . . ,  a d depend algebraically on the other variables, and ad is a non 
zero polynomial in the other variables.
{|r(x)| < io-fc}
=  {\ad\ \m(x)\ < 10-fc}
C {\ad\ < 10-fcQ} U {\m{x)\ < 10“^ }
where a  =  D /(d  +  D ), (5 =  a/(d  +  D ), and m(x) =  (x — ol \ )  . . . (x — a d).
Observe that {m (x) < 10_fc/3} C  [j*=l{\x — ai\ <  10-fc/3/d}.
Let L  be Lebesgue measure, and I n the unit cube in R n.
We apply our induction hypothesis to get an upper bound on L (In fl {|ad| < 
10-fca}, (Using the fact that the measure of a projection parallel to the x  axis of 
a subset of the unit cube is an upper bound on the measure of the subset) and 
then apply the observation above.
L {In n { \T {X ) \ < 10"*})
< L (In fl {\ad\ < 10"fca}) +  L ( ln D \m(x)\ < 10~^})
< 2D10~ka/D +  2dl0~k(i/d
< 2 (d-\-D )1 0 ~k^ d+D^
(since a /D  and p /d  are both l / (d  +  D)), which verifies the theorem.
R em ark  4.3.1. For the sake of simplicity the theorem is stated in terms of the 
unit cube. We could change the scale so that it would apply to any cube [0, B]n 
in R n by multiplying the measure by a factor of B n.
To compare with the method stated earlier, suppose we choose X  at random 
and we want the probability of an error to be less than 10-100. According to the 
theorem it would be acceptable, from this point of view, to assume that T  = 0 if 
|T (X )| < 10-fc, where k/d (T ) > h(2d(T)) +  100. Therefore it suffices to choose:
k > d(T)(h(2 d(T)) +  100)
We have a bound of B  = 10 e^nS^h(T) on the absolute values of the numbers
which appear in the tree.
At each operation + , *, — within the polynomial term we lose no more than 
length(T) decimal places of precision.
During the whole computation the total precision lost is bounded by s(T) *length(T).
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It suffices, according to the above theorem, to finish the computation with 
precision k.
The precision needed for the whole computation is bounded by
precision =  s(T) * length(T) +  d(T) * (h(2d(T)) +  100)
Since we have s(T) interior nodes (operations), the bit complexity of the 
computation is s(T) M ( (precision). It can be seen that this test is more expensive 
computationally than the previously described integer test.
4.3.3 Choice of points in the unit cube
When we choose integers to test whether or not a polynomial term is zero, we 
make a different random choice each time we have a term to test. Otherwise, 
someone could discredit the test by constructing a polynomial which happened 
to be zero at the test point. However, it may not be necessary to choose a new 
point for each test if we use a randomly chosen point in the unit cube. That is, 
it may be possible to use always the same point.
Suppose that &(T), mapping polynomial terms into natural numbers, is such 
that X) d(T) 10-fc(T) (taken over all polynomial terms) converges to a finite limit. 
(For example, k(T) =  2*length(T) would do.) It is a consequence of the theorem 
above that for almost all points X  in the unit cube there is a number N  so that 
for all non zero polynomial terms T, d(T) > N  —> \T(X)\ > l 0 ~k T^^ T\
We also have:
Theorem  4.3.3. For almost all points X  in the unit cube, there is a number C  
so that for all non zero polynomial terms T  we have |T (X )| > \{)-c - kfr )dfr ).
Proof.
Let {Ti)i>0 enumerate all the polynomial terms. We assume that ^2d(Ti)10~k^  
converges. This implies that for any e > 0 there is an N  such that
E o j^ C T O io -* ™  < e
This means, as a consequence of the theorem above, that the points X  so 
that |Tj(X)| < 10-fc(TMT) for some Ti with i > N , have measure no more than 
e. We can choose e as small as we wish. The probability is therefore zero that 
|T (X )| <  l O - W W  for infinitely many T, when X  is chosen at random. Let S
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be a subset of the unit cube of measure 1 so that for points X  picked in S  there 
are only finitely many polynomial terms T  with
|T (X )| <  l o - w m .
For each point in S  there is a constant C  so that
\T(X)\ > io-c-*CTMT)
for all polynomial terms T  which are not the zero polynomial.
Thus if we had a way of computing with any of these very common values, 
and we could find an appropriate constant C, we could have a deterministic zero 
test for polynomial terms, and always use the same test point. This possibility 
is discussed below.
4.4 Fixed choice based on a conjecture about
We extend our notion of length by defining 
le n g th ^ 1/”) to be length (A)+length(n) +  1, 
length(l/A) =length(ej4) =  length(A) +  1 and
length(A +  B) =  length(A — B) =length(j4 * B) =  length(A)+ length(B) + 1 .
C o n jec tu re  5. Let T (x i , . . . , x n) be a polynomial term, and let A  be the term 
which is obtained by substituting e-1/ ^ , . . . ,  e ~ f o r  x \ , . . . ,  xn respectively, 
where p \ , . . .  ,pn are natural numbers. Then
This is a special version of the uniformity conjecture, which is part of an 
attem pt to solve the zero recognition problem for some of the constants which 
appear frequently in scientific computing. See [Ric97], [RicOl], [RicOO] for dis­
cussion of this problem and the conjecture. This is also related to a family of 
conjectures, called witness conjectures explained in the introduction, see [HoeOO]
. The general form of the uniformity conjecture, and the strongest version of the 
witness conjecture, have recently been shown to be incorrect, via a counterex­
ample found by Joris Van Der Hoeven. However the more specialised conjecture
A ^ 0 ^ \ A \ >  iQ~2 len9th(A)
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above still seems plausible.) We note that the substitution chosen is in the unit 
cube.
T h e o rem  4.4.1. ( Using conjecture 5). Let T  be a polynomial term, and let 
A be the term obtained by the substitution used in the conjecture above, with 
q i ,  • • • > Qn the first n square free numbers. Then T  is identically zero if  and only 
if  \A\ < 10- 10length(T)
P ro o f.
The substituted values are algebraically independent, as a consequence of the 
Lindemann theorem and the lemma of Besicovitch [Bes40] stated and proved 
in the previous section. So T  is the zero polynomial if and only if A  is zero. 
According to the conjecture, A  is zero if and only if \A\ < 10~2len9th(A)t The 
first n  square free numbers all have length bounded by n. (This follows from the 
Bertrand postulate, see [Zip93] and we can do better than that using the density 
of the square free numbers) So length(e-1/S9rt9n) is bounded by h(n) +  5, and 
therefore length(A) is bounded by 5 length(T).
C o ro lla ry  4.4.1. (Using conjecture 5).
There is a deterministic test for zero equivalence of a polynomial term T  which 
has bit complexity which is polynomial in length(T) .
P ro o f.
We need to approximate A  with precision at least k =  10 length(T). The numbers 
which occur in the computation have absolute value bounded by l O ^ S ^ T )  
Therefore the precision lost at each step of the computation is bounded by 
length(T). There are s(T) steps. Thus the total precision lost in the compu­
tation is bounded by s(T) length (T). We need to do the whole computation with 
precision no more than k2 = (s(T ) + 10) length(T). At the beginning of the com­
putation, we approximate the numbers e-1/ ^  with precision k2. Using the re­
sults in [BB87], [BB88], [Bre75] we can do this in 0 (M (k 2)) bit operations, where 
M (k) is the bit complexity of multiplying two /c-digit natural numbers. Thus the 
whole computation has bit complexity bounded by 0(s(T)M (s(T)length(T))), 
which is bounded by a polynomial in the length of the term T.
Note that a much weaker form of the conjecture will still give a polynomial 
time deterministic solution of the zero recognition problem for polynomial terms.
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The bound k on the precision could be any polynomial in the length of T. For 
example, the bound obtained in the first part of this paper for the random substi­
tution from the unit cube would also establish the corollary. In spite of this, we 
have not so far been able to establish the existence of such a deterministic decision 
procedure without use of some as yet unproved statement of independence mea­
sure such as the conjecture above. We also note the somewhat surprising fact that 
the non existence of a polynomial time deterministic solution to the zero recog­
nition problem for polynomial terms would have very interesting consequences 
for independence measure of many familiar numbers, including exponentials of 
algebraic numbers.
4.5 Com plexity of Approximation
Using the results mentioned in [BB87], [BB88], [Bre75] we can get e1^  to pre- 
cision n >  length(g) decimal places in 0 (M (n ))  bit operations, where M (n) is 
the bit complexity of multiplying two n-digit natural numbers.
We have a bound of B  =  10S(T) o n  the numbers which appear in the tree 
(See lemma 4.1.1).
At each operation + , *, — within the polynomial term we lose no more than 
0 (s(T )h (T ))  decimal places. To do one operation of multiplication for example, 
xy  to k decimal places, we have
\(x +  ei)(y +  e2) -  xy\ < (ei +  e2) max(|:r|, \y\)
and therefore we would need (ei +  e2)10s^ /l^  < 10-fc
It suffices, according to the above theorem, to finish the computation with 
precision k = 2 * s(T) * max (h(T )y n  +  1).
The precision needed for the whole computation is bounded by
2 s{T) max(h(T), n  +  1) +  0{s{T)(s{T)h{T))) = O (s(T ) 2 h(T))
Since we have s(T) interior nodes (operations), the bit complexity of the
computation is O (s(T ) M (s(T ) 2 h (T ) ) ) .
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T h eo rem  4.5.1. (Assuming the uniformity conjecture 5). Suppose a polynomial 
P (x \ , . . .  ,x n) is represented by polynomial term T{x  i , . . . , z n) with s(T) nodes 
and logarithmic height h(T). Then the bit complexity of deciding whether or not 
P  is the zero polynomial is bounded by O (s(T ) M (s(T ) 2 h(T)))
R em ark  4.5.1. The properties o fe W5T,. . . ,  e1/ ^  that were needed to apply this 
algorithm are the following:
•  calculating their k-th digit can be done quickly in the sense of Borwein see 
[BB87], [BB8 8 ]. See, as well, /Bre75].
• They are algebraically independent.
•  We assumed also the Uniformity Conjecture. We can use a weaker version 
of the uniformity conjecture and still get a useful result. For example, to 
have
|P . . . ,  e1/v ^ -) | < 10"* -> P  (eW « , . . . ,  el/^ )  =  0.
We would still have a polynomial complexity test if  we defined k to be any 
polynomial in s(T) andh(T).
We, thus, can use any list of numbers satisfying these properties to recognise 
zero polynomials. So either the zero recognition problem for polynomial terms can 
be solved in polynomial time, or there is no such list of numbers (which seems 
highly unlikely, even if  we do not believe the uniformity conjecture).
4.6 Testing the Derivatives
We claim that we can also decide the zero equivalence of the derivatives in polyno­
mial time using algebraically independent numbers and assuming the uniformity 
conjecture.
By definition of algebraically independent numbers, we can test whether a 
polynomial P (x i ,x 2, . . .  , x n) is identically zero or not by substituting n alge­
braically independent numbers a\, <22 , . . . ,  an for the variables X\, x 2, • • •, xn. We 
can use the same idea to test the derivatives of P  as well. For the rest of this
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subsection we assume P  6 Z  [a:, 2/1, 2/2 ? • • • , 2/n] and test the different derivatives 
with respect to x. We prove this claim as follows.
1. DXP  =  0 is equivalent to each of the following statements
•  P  does not depend on x.
• (Vxi,a?2,2/i,...,2/n) P{xi,yi,'-',yn) = P(x2,yi,---,yn)
•  P { x  1, 2/1, . . . ,  2/n) -  P(®2,2/1, • • • , yn) =  0
v.
h(xi,x2,yi,...,yn)
•  h(ai, a.2 , 61, . . . ,  bn) =  0 where 01, <22, &i, • • •, K  are algebraically inde­
pendent.
•  P (o i, 61, ,  6n) -  P (o2, &i, • • •, &n) =  0 (in terms of) P
2. Z ^ P  =  0 •<=>• P  linearly depends on x  i.e., P  =  A x  +  B  where 
A ,B  G Z  [j/i,. . . ,  j/n].
(Vxi, a?2, x3; 2/1, . . . ,  2/n) (ffi,Pi), (x2 }p2), (x3 ,p3) are collinear points
in the p vs., x  plane where we mean by pi the value P (x i , 2/1, • • •, 2/n)- From 
this collinearity we get the equivalent condition:
P i  1 £ i  
P2 1 2^ 
P3 1 ^3
=  0
Treating the left hand determinant as a new polynomial h(x  1, x 2, x3, 2/1, • • •, 2/n) 
yields the analogous condition of the first derivative (case 1) in the form
(a2 -  a3)pi -  (ai -  a3)p2 +  (oi -  a2)p3 =  0
where p* := P  (a*, 61, . . . ,  &n) and the numbers 01, 02, 03, 61, - - -, bn are alge­
braically independent.
3. Similarly D*P = 0 <*=>- P  quadratically depends on x  which yields the
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following condition:
Pi 1 ai cl\ 
p2 1 02
=  0
Pz 1 CLz al 
p4 1 a4 a\
where pi := P(ai, . . . ,  bn) ; i = 1,2,3,4 and o i , . . . ,  a4, &i,. . . ,  6n are al­
gebraically independent numbers. Expanding using the entries of the first 
column we equivalently get
Pi vi -  p2 v2 +  p3 ^3 -  Pa Va =  0
where
Vi  =  (a 4 — a 3) (a 4 — 0 2 ) (^3 — °2)
2^ =  (o4 — o3)(a4 — ai)(a3 — ai)
3^ =  (o4 — 02)(o4 — Oi)(o2 — fli)
^ 4 =  ( 0 3 - 0 2 X 0 3 - a i ) ( a 2 - o i )
4. Now we can (by induction) generalise the above result to the m th derivative 
case as follows
D™P =  0 <==> P1V1 - p 2V2 +PZVZ  +  {~ l)m Pm+lVm+l =  0
where pt := P(o<, 61, . . . ,  6„) ; i =  1, 2, . . . ,  ra+1 and o i , . . . ,  om+i, 61, . . . ,  bn 
are as usual algebraically independent. The general form of Vi is given by
Vi de t (F(a i , . . .  ,Oi_i,Oi+i,. . .  , am+i))
=  n  _  aj)l<j‘<fc<m+l
j,k£{i}
Here, we used the expansion of the determinant of the Vandermonde matrix 
V( a i , . . . ,  o;_i, Oj+i, am+i) as a product of differences. This Vandermonde
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For more details about the Vandermonde matrix and related things in com­
puter algebra one may consult [Zip93].
C o ro lla ry  4.6.1. I f  P  € Z [x ,y i , . . .  ,y m\ is represented as polynomial term T  
with s(T) nodes and h(T) height then we can decide whether the n-th derivative 
with respect to x  is zero in time polynomial in s(T), h(T) and n.
This seems to depend on the the special form of the Vandermonde determi­
nant, which allows a fairly compact representation as a term. We do not know 
whether or not any determinant with polynomial entries can be represented as a 
polynomial term with size bounded polynomially in the size of the determinant 
and the size of the entries. It has been conjectured that this is not the case, 
see [BurOO]. We also do not know whether or not any polynomial term can be 
represented as a determinant with entries which are either natural numbers or 
variables in some compact way.
We can use the last corollary to determine the degree of x  in T  in polynomial 
time. This can be done using derivative testing until we get the first identically 
zero derivative.
Furthermore, we can compute the coefficients of T  with respect to x  as follows:
Suppose T  is polynomial term with degree n  i.e., P  =  co +  CiaH Vcnxn where
the coefficients are polynomials (polynomial terms) in the other variables. We 
get the following system of equations by substituting 0, 1, . . . ,  n  for x.
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T[x := 0] 
T[x := 1] 
T[x := 2]
Co
Co +  Ci.l +  C2.12 +  • • • +  cn.ln 
c0 +  Ci«2 +  C2.22 +  • • • +  cn.2 n
T [x:= n]  =  c0 +  ci.n +  c2.n2 H hcn.nn
In matrix form, we have
A. (c0, . . . ,  cn)T =  (T[x := 0], T[x := 1] , . . . ,  T[x := n])T
Where A is the matrix of coefficients in this system of equations given by a -^ := 
P ; h 3  >  0 and 0° := 1. Clearly A  is invertible (again it gives rise to a Vander­
monde matrix) and hence
The last equation gives the coefficients Co,. . . ,  cn as a rational combination of 
polynomial terms, as the inverse of A  has rational entries. It seems that we can 
do other algebraic computations e.g., finding GCD of polynomials represented as 
polynomial terms if we work in the field of fractions.
The complexity class NC uses poly-logarithmic time but allows polynomially 
many processors. We can show that our zero recognition algorithm for polynomial 
terms is in class NC. In order to do this we need to show that evaluation of terms 
can be done in parallel efficiently. This can be done as follows. Suppose given a 
large term T. Find a sub-term Tx whose size is more than a quarter the size of T  
but no more than a half of the size of T. This can be done by starting at the root 
of T  and going down, always choosing the larger of two subtrees, while the size of 
the subtree exceeds half the size of T. Replace the subtree Tx by indeterminate x; 
call the result T(x). Construct terms A  and B  which are no bigger than T(x) so 
that T(x) = A x+  B. Now evaluate A, B , x  in parallel and then compute A x + B.
Let p(n) be the number of processors needed for a problem of size n and let
4.6.1 The Class NC
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t(n) be the time. We have
p(n ) < 3p(3n/4) +  <rand t(n) < t(3n/4) +  r
where <7 is the number of processors needed and r  is the time needed for the 
computation of A x + B  from A , x , B. These inequalities imply that we can do the 
computation in poly logarithmic time with polynomially many processors. See 
[Bre75], [BurOO].
4.7 Further Work
•  W hat is a good lower bound for the value of a non singular determinant 
whose entries are exp-log expressions? Is the precision necessary to distin­
guish such a value from zero polynomial in the size of the determinant and 
the lengths of the entries? A more specific question: Does there exist a 
non singular matrix whose entries are exp-log expressions, but whose de­
terminant is smaller in absolute value than 10-m, where m  is the sum of 
the lengths of the entries of the matrix? (This is related to the question of 
whether or not the matching problem is in NC.)
•  Consider
Tn =  {(^i , . . . ,  x n) G C n : VA; 3 polynomial term T (x i , . . . ,  xn) 
with s(T) nodes and height h(T) so that 
T  ^  0 but |T(a?i,...,a?n)| <
Does r n have measure 0 ?
Note that if (x i , . . . , x n) ^ Tn and have decimal expansion which can be 
computed in polynomial time then they can be used to test zero equivalence 
of polynomial term.
Chapter 5
Counter Examples to The 
Uniformity Conjecture
{Do they not observe the birds above them, spreading their wings and 
folding them in? None can uphold them except The Most Gracious: 
truly it is He that watches over all things.} [67:19]
5.1 Introduction
Counterexamples are found for the uniformity conjecture. These counterexamples 
are barriers to attempts to find improvements to the Liouville inequality, which 
is basic to effective computation with algebraic numbers.
Suppose A(x) is an expression obtained by replacing some of the integers 
on the frontier of expression tree for A  6 E  by x. Let Ja {x ) be the function 
represented by A(x). Suppose that there are k occurrences of x  in A(x), and 
that A(x) is 0 ( x n) for x  near to zero, where n > k. Define A i(x)  =  A (x ), and
Aj+i (x)  =  A(Aj(x) ) ,  for j  =  1 ,2 ,3 ,  Then Aj(x)  has kj occurrences of x in it,
and Faj (x ) is 0 (n J) for x  near zero. Let x  =  10-p =  e. Then leng th^-(e)) will be 
O(kip) but |/A, (e)| =  0 (  10_nJp). Thus if n /k  > c we can not have clength(A) as 
an approximation measure. This implies that counterexamples to the uniformity 
conjecture can be found. The first example of this type was constructed by Joris 
van der Hoeven:
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A(x) =  21og(l — log(l — x / 2 )) -  x
which has only two occurrences of x  in it but is 0 (xz) near zero. 
There are also examples of this kind using radicals. Let
/ - T  +  8 /
we notice that G(x) = 0 ( x 5) near zero.
These examples are found in the following way. We begin with an expres­
sion for a function f ( x )  with /(0 ) =  0. Then construct g(a0 ,x )  =  ao/(x),
not all zero so that g(an, . . . ,  a0, x) — f(x )  is 0 ( x n) near zero. This method is ex­
plained and more counterexamples with other base functions are given in section
The conjecture has stood for several years. I will present some of the earlier 
trials to find counterexamples using some approximation techniques e.g., contin­
ued fraction expansion in section 5.2 . Counterexamples have recently been found 
however. Therefore the problem of formulating a practical lower bound remains 
open, we try to give some attempts in the next chapter of this thesis.
5.2 Search for a Counterexample to  the Unifor­
m ity Conjecture
5.2.1 G ood rational approximations
If a  is real we can look for good rational approximations to a  by searching for 
large coefficients in the continued fraction expansion of a. In this way we might 
find counterexamples or near counterexamples to the Uniformity conjecture of 
the form a  — p/q.
g(an, an_ i , . . . ,  a0, x) =  anf(g (a n- 1, . . . ,  a0, x)). Then try  to determine a0, a i , . . . ,  a„
5.4.
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5.2.2 Near Integer Relations
If a is a vector of n real numbers, an integer relation for a is a non zero integer 
vector c so that c^a =  0. A near integer relation is a non zero integer vector c so 
that cTa has “small” absolute value.
We can make the notion of “small” precise if a consists of closed form numbers. 
Define length (a) to be the sum of the lengths of the components, considering these 
as closed form numbers. We will say that c^a is small if
|cTa| < io -(length (c)+length (°)+2n- 1)
These near integer relations include all possible counterexamples to the uniformity 
conjecture of the form cTa.
For fixed a, we can search for such near integer relations using the LLL algo­
rithm.
Let the Euclidean length of a vector v G R n be, as usual E 17?)1^ 2*
Suppose B  =  . . . ,  ?/”)} is a set of n  vectors in R n which are linearly
independent over R. By the lattice spanned by B  we mean the set
L  =  ^ 2  riy ® \ T i t Z
This lattice has dimension n  and rank n. The determinant of the lattice, 
det(L) is the determinant of any matrix of real numbers whose rows span the 
lattice. This is independent of basis. For more details about geometry of numbers 
we refer to [Zip93], [Sie89].
A lattice reduction algorithm, such as LLL, finds a reduced basis for a given 
lattice, the first vector of which has Euclidean length at most 2^ n - 1^ 2m(L), 
where m (L) is the Euclidean length of the shortest non zero vector in the lat­
tice. The first vector in a reduced basis also has Euclidean length bounded by 
2(n -1)/4det(L)1/n. I will give definition of reduced basis
D efin ition  5.2.1. A basis &i, 62, . . . ,  bn of a lattice of R n is said to be reduced if  
it satisfies the following conditions
Vij <  1/ 2, for  1 <  j  < i < n
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and
| b* +  Pi,i-ib* \2 >  j  |67_x|2 , for 1 < i < n .
The proofs of the basic properties can be found in [LLL82] paper and [Mig92].
This can be used to find near integer relations in the following way. Suppose 
we are given a =  ( a i , . . . ,  an), and let (a^, . . . ,  a'n) be a vector of their rational 
approximations. Let M  be a large rational constant. Let A  be the n by n  matrix 
which is obtained from the n  by n identity matrix by replacing the last column 
by the transpose of (M a[ , . . . ,  Ma'n). Consider the lattice L  spanned by the n 
dimensional vectors 1 < i < n, which are the rows of the matrix A.
If V  is a short vector in a reduced basis for L
then
| WiCLi
is small and thus (u/i, . . . ,  wn) is a good candidate for a near integer relation for
(fll, . . . , fln)*
The problem now is to pick the precision of the approximation and the size 
of the multiplier M  in such a way the first vector in a reduced basis can be used 
to indicate the non existence of small c  ^a with some conditions on c. We will fix 
length (c) and also put an upper bound on the length of each component of c.
Assume that ( a i , . . .  , a n) is ordered so that \an\ is maximal among |a,|. The 
determinant of the lattice is M  an.
Suppose we are looking for small cTa with Max(length(cj) )=  m, and thus 
length(c) < nm. Let
^    -^Qlength(c)+m+length(a)+2n—1
. Approximate a with precision more than (n +  l)m  +  length(a) +  2 n — 1. Find 
the reduced basis. If b\ is the first vector in the reduced basis, we expect
|6i| <  2^ f \ M a n)lfn
However a small cTa with length (q) <  m  for all i would imply
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(Fa < 10 (length(c)+length(a)+2n i)^  an(j ^ u s  component of the shortest 
vector in the lattice would have length no more than m, and thus
N  < 2(n_1)/2n 1/210m
Therefore, if this condition does not happen, we can eliminate the possibility of 
small c^a of this kind. This can be used to eliminate some parts of the search 
space for counterexamples.
5.2.3 Various Results 
A sso rted  n ea r co u n terexam ples
E xam ples 5.2.1. The following examples were found with LLL algorithm:
4 log(3) +  131/2 — 8 is zero to 6  decimal places.
199 log(3) +  142 log(7) — 183 is zero to 8  decimal places.
143 log(3) — 183 log(7) +  199 is zero to 8  decimal places.
In [Weg87] LLL is used to find small linear forms in logarithms, and many 
results are tabulated. No counterexample to the uniformity conjecture was found 
using this method.
Numbers of the from a1/” —pk/Qk ^  0 were examined for natural numbers a 
between 2 and 100, and natural numbers n  between 2 and 100, with Pk/qk the
ktb. convergent of the continued fraction approximation for values of k up to 80,
and found no counterexamples to the uniformity conjecture. Some small numbers 
were found for example
E xam ples 5.2.2. The following are quite small numbers, but not small enough. 
These examples were found by looking for large numbers in the continued fraction 
expansions o fn -th  roots.
H 1/ 5 _  21/13, which is zero to 5 decimal places.
1091/5 — 23/9, which is zero to 6  decimal places.
31/6 — 6/5, which is zero to 4 decimal places.
5441/6 — 20/7, which is zero to 6  decimal places.
891/6 — 374/177, which is zero to 9 decimal places.
H 1/ 6 _  6772/4541, which is zero to 10 decimal places.
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8231/6 — 1849/604, which is zero to 13 decimal places.
21/8 — 494/453, which is zero to 6  decimal places.
271/8 — 77/51, which is zero to 6  decimal places.
71/8 _  311830/244501, which is zero to 14 decimal places.
611/11 — 93/64, which is zero to 6  decimal places.
651/11 _  19/13, which is zero to 6  decimal places.
31/14 _  53/49, which is zero to 6  decimal places.
121/17 -  4015/3496. is zero to 1 0  decimal places.
211/20 — 7243/6958, which is zero to 11 decimal places.
171/25 — 28/25 is zero to 6  decimal places.
381/50 — 92/83, which is zero to 8  decimal places.
141/95 _  73/71 y which is zero to 7 decimal places.
311/97 _  i i 5/ m ? which is zero to 8  decimal places.
We also have 7r — 355/113, zero to 6 decimal places, could be found by looking 
for large numbers in the continued fraction expansion of 7r, and is also well known.
3 * log(640320)/ \/l6 3  — 7r. This is famous for being small, but it is only 0 to 
15 decimal places.
Linear forms in radicals: an exam ple
Consider the linear form
A =  ciy/2 +  c2V s  +  C3
Suppose there were a counterexample to the uniformity conjecture with the 
length(A) =  k -f 8, where k is the sum of the lengths of Cj, which are assumed 
to be integral. Let m  be the maximum length of the coefficients Cj. In the 
counterexample, A must be small, and so 2 m  < k < 3m.
Let j  = k +  8 +  m, and take LLL multiplier M  =  lffi, as described in section 
5.2.2. Then if bi is the first vector in a reduced basis, we must have
|&i| <  2v /(3)10m .
An upper bound for m is (j — 8)/3. The LLL algorithm was run for 
j  =  1 , . . . ,  50. The results all violate this constraint, and thus show that there 
is no counterexample of this form with coefficients using up to 12 digits. This is
CHAPTER 5.Counter Examples 65
quite an easy computation, and it is clear that other regions of the search space 
could be investigated in this way.
R e m a rk  5.2.1. Other methods were used to test the UC, for more examples one 
can refer to [Ric0 2 ], An important method used in the search of near integer 
relation is the PSLQ algorithm which guarantees to find for any vector of real or 
complex numbers x  =  (ffi, a?2> • • • ,%n) an integer relation
C L \X \  +  0 2 ^ 2  +  • • • +  a n X n  =  0
if there exists such integers ai, not all zero. This algorithm enable us to recognise 
a numerical constant in terms of the mathematical formula it satisfies. Although 
the algorithm operates by manipulating a lattice, it does not reduce it to a short 
vector basis, and is therefore not a lattice reduction algorithm. PSLQ is based 
on a partial sum of squares scheme implemented using QR matrix decomposition. 
It was developed by Ferguson and Bailey (1992). A much simplified version of 
the algorithm was subsequently developed by Ferguson et al. (1999), which also 
extends the algorithm to complex numbers and quaternions. The PSLQ algorithm 
terminates after a number of iterations bounded by a polynomial in n and uses a 
numerically stable matrix reduction procedure. PSLQ tends to be faster than the 
LLL algorithm because of clever techniques that allow machine arithmetic to be 
used at many intermediate steps. The LLL algorithm, by comparison, must use 
moderate precision.
While the LLL algorithm is a more general lattice reduction algorithm than 
PSLQ, using LLL to obtain integer relations is in some sense a ” trick,” whereas 
with PSLQ one gets either a relation or lower bounds on degrees of polynomi­
als and sizes of coefficients for which such a relation must satisfy. See [FF79], 
[FB92], [FBA99] and [BaiOO] for this important algorithm and some recent ap­
plications in Mathematics and Physics.
5.3 Counterexamples
A number of computationally intense searches for counterexamples using the 
above methods failed to find any. We know as a result of these searches, for 
example, that there are no counterexamples of length less than 8. The coun-
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terexamples began to be discovered quite recently in the following way. David
Bailey suggested that we look at Borwein’s fourth order approximation method
for calculating 7r. See [BB88].
Vo =  a / 2 - 1 ,
xq — 6 — 4V2
Vn = ( i - ^ - ^ v v a + a - ^ ) 174
x n =  (l + yn)Axn- i  - 2 2n+lyn(l + yn + yl)
with x n tending to l / x  as n —> 00.
After 15 iterations, this produces an approximation with billions of digits of 
accuracy. By substituting the recurrence relation into itself a number of times, 
expressions can be found for the approximation. This was quite a helpful idea, 
but it did not seem to produce a counterexample. The reason was that although 
the precision grows by a factor of four at each substitution, the length of the 
approximating expression grows even faster.
If E(x) is some expression with k occurrences of x  in it, then E (E (x))  has 
k2 occurrences of x  in it. In general if we define E\{x) =  E (x ), and En+i(x) =  
E n(E(x)), then En(x) will have kn occurrences of £ in it, and the length of E n(x) 
grows like kn. On the other hand, we observe that if E(x) has a zero at zero 
of multiplicity m, then En(x) =  0 ( x mn). So to get a counterexample we would 
require k < m. At this point Joris Van Der Hoeven produced the counterexample 
generator:
E(x) =  log(l + x) - 2 log(l +  log(l +  x /2 )).
This has only two occurrences of x, but is 0 ( x 3) at zero. This means that 
if x  =  10-iV, then En(x) has length approximately 2nN , but \En(x)\ is approxi­
mately KT3"".
The length of E(x) is 2 length(x) -I-14. Let x  =  10~N. Since the length of x  is 
N  + 3, the length of E 2 (x) is 47V+54. So choosing N  =  109 gives a counterexam­
ple. In fact lE ^lO "109)! < 10-986. On the other hand 2 le n g th ^ (1 0 -109)) <  980.
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5.4 How to generate more counterexamples
We have also constructed more counterexamples with logarithms, exponentials, 
radicals . An example is
F(x) =  V l  + x -  2 ^ 1  +  j  x  +  1
F (x)  is, again, 0 ( x 3) at zero.
We can write F(x) = a(x) — (3(x), 
with a(x) =  y /l +  x  — 1, 
and p(x) =  2 — 2 ^ / l  +  |  x.
Suppose x  =  10“*. The length of x  is then N + 2. Thus length(ct(a;)) =  N +7  
and length{/3(x)) = N  + 11. Thus length(F(a:)) =  2N  + 19. On the other hand 
|F(a:)| < 10~3N. We do not yet get a counterexample however because of the 
factor of 2 in the exponent appearing in the conjecture.
However, F (F (x))  =  0 ( x 9) So a counterexample is obtained by choosing N  
sufficiently large and substituting x  =  10~N into F (F (x)). In this case
|F (F (1 (T 126))| < 1(T1141 and 2 length(F(F(10"126))) <  1134.
Define Fi(x) =  F (x) and Fn+i(a;) =  Fn(F(x)). Then, assuming 
x  =  1 0 ~N we get
length(Fn(x)) =  0 (2 n) and |Fn(x)| =  0 ( x sn) .
We can also compute the Mahler measures for this example.
M (a{x)) <  3 * 10*, M (p{x)) < 3 * 10*.
Iterating, we can define Fi(:r) =  F(x) and Fn+i(x) =  Fn(F(x)), and we get, 
assuming x  =  10”*:
length(Fn(z)) =  0 (2 ”) and |Fn(x)| =  0 ( x 3n)
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There are even worse examples, also with two occurrences of x. Let
\ R   25 21G{x) = V l  + x -  —  + —  \ 7 + 8  \ l  1 + —  x.
G(x) =  0 ( x 5) near zero. In this case we could get a counterexample from 
G(x) with x  =  1 0 ~N and N  sufficiently large.
Our method of constructing counterexamples involves finding solutions to the 
equation given above gn(x) =  0 ( x n+1). Once we have such a solution, we define 
Ek(x) to be an expression representing the kth iterate of gn(x). Such Ek{x) would 
have length 0 (2fc), and the resulting function would be 0 (z (n+1)fc) at the origin. 
We only succeeded in finding appropriate solutions up to n  =  4.
All of the examples we have constructed involve fairly deep nesting,
The method we have used for searching for such functions is the following. 
We take any exp-log function f (x )  with /(0 ) =  0, and such that f (x )  has an 
expression representing it in which there is only one occurrence of x. Set
h ( x )  = a if(a 0 x)
hk+i{x) = ak+i f ( h k(x))
for k = 1, . . . ,  n -  1, so that hn(x) =  anf(a n- i f ( . .. a i / ( a 0 £ ) ) . .  .)> 
and
gn(x) = f{x )  -  hn(x)
In the expression for gn{x) there are two occurrences of rr, and there are n + 1 
parameters ao,. . . ,  an. We have <7n(0) =  0 since /(0 ) =  0. We now try to find 
values of the parameters so that gn{x) is 0 (xn+1) at the origin, but gn(x) is not 
identically zero. This involves solving n polynomial equations in n + 1  unknowns. 
If there is a solution, there is a solution which is algebraic in the coefficients of 
the Taylor series for f ( x ), since the equations are polynomial in these coefficients. 
In order to construct a counterexample, we also require that the parameters in 
the solution are closed form numbers. In practice this means that we look for 
solutions which can be constructed by nested radicals from the Taylor coefficients 
of f(x ) .  A  problem with the construction is that as soon as one parameter takes
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the value zero then hn(x) is identically zero.
Suppose we take f ( x )  =  \ / l  +  x — 1.
In this case we can find values of the parameters represented by radicals, de­
pending on r, so that gn(x) =  0 ( x n+1) at the origin, for n  =  1 ,2,3,4. In some 
cases, we found solutions which were rational, depending on r, and in other cases 
the solutions required use of radicals and sometimes imaginary, numbers. We 
were not able to solve the equations, or even to decide whether or not they have 
an algebraic solution (or solution in radicals in accordance with Abel’s theorem), 
in any case with n  > 4.
E xam ples 5.4.1. The solution for the examples with radicals are as follows: 
1 .
9 i — ai ( V T T ^  — l)  — \ / \  +  x  + 1 
We have rational solution e.g., a\ =  2 ,ao =  1/2 which gives
- 1  +  n o _______
4n2
■x + O (z3)
92 — 02 ^1 H-  ^\J  \fl  +  ao x  — 1 — 1 ^ ^ — y /\ +  x  +  1
We have rational solutions i.e., rational values for the coefficients in terms of n 
e.g., Oi =  —1 ,02 =  ~ n  +  1 } Oq =  which gives
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9z — 3^ ^  ^ 1  +  0,2  ^  H“ a l  ( a / 1  +  Qq- ^ -  l )  —  —  —  x  +  1 .
We still have a rational solution given by
CZ2 — ^ 5 ao —
—2 n
n 2 +  2n +  4 » fli —
n(n +  2) n2 +  2n +  4 
2(2 +  n)
1 (71 — l) (28 n +  38 722 +  25 7V* +  8 n * +  77-^  +  8) 4 , ^ / 5  ^
9 3  = 12 (2 n +  n2 +  4)3 n2 * +  ^  '
94 — a4 \ /
-■ C 'T + x + i .
=  (650 -  250211 n3 -  284 n 10 +  8 n 11 +  89252 n2 -  12602 n + 8 n 10 V n 2 -  lOn +  1 -  
-2 4 4 n9 V n2 - 1 0 n  +  l -  646 Vn2 -  10ra +  1 +  192515n4 +  124571 n 7 -
-246800n6 + 138664n5 +  4106n9 -  30797n8 -  49176n2 Vn2 - 1 0 n  + l  
+2982 n8 Vn2 — lOn + 1 +  9440 n Vn2 — 10 n + 1 +  57016 n6 \/n2 — 10 n +  1 — 
-72948n5 Vn2 - 1 0 n  + l  -  8888n* V n 2 -lOn + 1 +  83383n3 Vn2 -  10n +  l  -  
-18335nVra2 - 1 0 n  +  l )  ( -1  + n ) /
/  ( l5 n 5 (3n2 -  22n +  3n V n2 -  lOn +  1 +  11 -  7 V n2 -  10 n + l )  j  x5 +  0 (x 6).
Actually one gets rational solution or simplest radical form when 0 2 , the free 
parameter w.r.t. the system of equations, is a factor o fn  or its fractional multiple.
This depends on the quadratic involved. 0 2  =  n gives a simple solution.
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A  specific example with n = 32 yields the following using Maple 
> f := ( l+ x ) ~ ( l /3 2 ) - l ;
/ : = ( !  +  s ) (1/32) -  1
> h i:= al*subs(x= aO *x,f) :
> h 2 := a2 * su b s(x = h l,f):
> h3:=a3*subs(x=h2,f) :
> h4:=a4*subs(x=h3,f) :
> g := h 4 -f;
g := a4 ((1 +  a3 ((1 +  ((1 +  al ((1 +  aO x ) ^  -  l ) ) ^ 32) -  l))*1/32) -  l))*1/32) -  1
— (1 -h ar)<1/32) +  1
> g l := d i f f ( g ,x ) :
> g 2 := d i f f ( g l ,x ) :
> g 3 := d if f (g 2 ,x ) :
> g 4 := d iffC g 3 ,x ):
> s l:= su b s(x = 0 ,{ g l,g 2 ,g 3 ,g 4 } );
31 a4 a32 a22 a l2 aO2 31 a4 a3 a22 a l 2 aO2 31 a4 a3 a2 a l 2 aO2
S 1099511627776 34359738368 1073741824
31 a4 a3 a2 al aO2 31 a4 a3 a2 al aO 1 1953 a4 a33 a23 a l 3 aO3
33554432 1024’ 1048576 32’ 1152921504606846976
2883 a4 aS2 a23 a l 3 aO3 2883 a4 a32 a22 a l3 aO3 2883 a4 a32 a22 a l 2 aO3
+ 36028797018963968 +  1125899906842624 +  35184372088832
1953 a4 a3 a2z a l3 aO3 2883 a4 a>3 a22 a l3 aO3 t 2883 a4 a3 a22 a l 2 aO3
1125899906842624 35184372088832 +  1099511627776
1953 a4 a>3 a2 a l 3 aO3 2883 a4 a,3 a2 a l 2 aO3 t 1953 a4 a3 a2 al aO3
+ 1099511627776 +  34359738368 +  1073741824
1953 185535 181629 a4 a33 a? 3 a l 3 aO3
32768’ 1048576 18446744073709551616
185535 a4 a34 a24 a l4 aO* 181629 a4 a33 a24 a l 4 aO4
1208925819614629174706176 ~  18889465931478580854784 
181629 a4 aS3 a23 a l 4 aO4 268119 a4 a32 a23 a l 3 aO4
590295810358705651712 576460752303423488
331545 a4 aS2 a24 a l 4 aO4 268119 a4 a32 a23 a l 4 aO4
1180591620717411303424 18446744073709551616
268119 a4 a32 a22 a l 3 aO4 331545 a4 a32 a22 a l 4 aO4
18014398509481984 1152921504606846976
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1125899906842624 18014398509481984
185535 a4 a3 a24 a l 4 aO4 181629 a4 a3 a2z a l 4 aO4
~  36893488147419103232 576460752303423488
268119 a4 a3 a22 a l z aO4 331545 a4 a3 a22 a l 4 aO4
562949953421312 ~~ 36028797018963968
331545 a4 a3 a22 a l 2 aO4 181629 a4 a3 a2 a l3 aO4
35184372088832 17592186044416
185535 a4 a3 a2 a l 4 aO4 331545 a4 a3 a2 a l 2 aO4
1125899906842624 1099511627776
185535 a4 a>3 a2 al aO4.
34359738368 '
> s := so lv e (s l) ;
r 0 1024 (a2 %1 + 32 a2 + 1024) 1
8 := {a3 = '  a2 (32 %1 +1024 +  a2 %1) ’ al =  %1’ ° 4  =  " 5 4 4 (17%1
+1584 %1 a23 +  33280 a23 +  34816 %\ a22 +  1572864 a22 +1114112 a2 %1 
+  34078720 a2 + 17825792 %1 +  1090519040) /((32 a2 +  a22 + 1024)
(o2 %1 +  32 a2 + 1024)), aO =  16
(31 %1 a23 -1 0 8 8  %1 a22 +  2080 a23 +  98304 a22 + 2129920 a2 + 68157440) /
(17 %1 a24 +  1584 %1 o23 +  33280 a23 +  34816 %1 a22 +  1572864 a22 
+  1114112 a2 %1 +  34078720 a2 +  17825792 %1 +  1090519040)}
%1 := RootOf((31 a23 -  1088 a22) _Z2
+  (32505856 -  98304 a2 + 28672 a22 + 992 a23) _Z -  1140850688 
-  35651584 a2 -  1114112 a22)
> s i r := c o n v e r t ( s , r a d ic a l ) ; 
s ir  := j^a2 =  a2 , aO — 16
( 31%1f  -  5 4 4 +  2080 a23 +  98304a22 +  2129920a2 + 68157440)2 %2 %2
/ ,1 7 % la 2 t  792 %1 aS3 „„„„„ . 17408 % la 2 2
/  2%2 +  T  +  33280 + ------- « ------- +  1372864 42
+ 537°” f %1 + 34078720 aO + + 1Wo51904„),
/o2 %2
a2  %1
1024 + 32 a2 +  1024) , _  %1 ,17%1 a2 4
“ +  2%2
, 792 %1 o23 , 17408 % la 2 2 557056 a2% l
+ —  +  33280 a23 + ------ ^ ------ + 1572864 + ------- %2-------
8912896 9^ 1 /
+  34078720 a2 + -----  +  1090519040) /  (544 (32 +  a22 +  1024)
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>
, a 2 %  1 
~2%2~+  +  ^  >
%1 :=  -32505856 +  98304 a2 -  28672 a£2 -  992 a23 +  32(1031865892864 
-  6241124352 a2  -  3018850304 a22 +  44105728 a23 +194560 a24 +190464 a25 
+ 961 aS6) '1/2'
%2 :=  31 a23 -  1088 a22
> f o r  i  from -16 to  -16
> do s l r l := s im p l i f y ( s u b s ( a 2 = i ,s i r ) ) :
> end do ;
5 128 -3 2  27,
s lr l  := {aO = -1 6  =  -1 6 , al =  — , a3 =  — , a4 =  — }






1 7 - 1 6
f_125 128(1 +  ^ ) ( W
( l /3 2 ) \
gnew : = ------
(1 /32)
23
> s im p lify (se rie s(g n ew ,x = 0 ,6 ) ) ;
544227475 5 _ ,--------------------- x b +  O(ar)
17832200896512 v '
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Using similar methods, we can construct examples based on different base 
functions, namely, In (x), sin (a;), although in this case the original exp-log expres­
sion has two occurrences of x  rather than just one, and the result, as an exp-log 
expression, has four occurrences of x.
Here are some other examples:
E xam ples 5.4.2. 1.
In (1 +  x) +  3 In ^1 — i  In ^1 +  In ^1 -I- ^  x
1 - i5 +  O (x6)
1215
2 .
2 sin ^  \/3sin  ^  \/Z x^  ^ — sin (x)
=  ^ f 5 +  ° ( * 6)
3.
^ \/2 \/3  sin ^sin ^y/ — 2  sin — sin (x)
4  X 7 + 0  ( l 8)
1701
^  exp fexp f - 2  e x p (-^  x) +  2^ -  1 j  -  ^ -  exp(x)
1 -x5 +  O (x6)
1215
We could not solve the equations to satisfy gn(x) = 0 ( x n+1) for n > 4. 
Actually, what happens is that we try to solve a number of polynomial equations 
in a bigger number of parameters. The problem is the system of equations is 
getting more complicated and of higher degree as we do more nesting. For higher 
order of nesting we expect no solution or at least no solution in radicals.
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5.5 Further Work
To check if we can do this testing to the power series of some class of functions 
we will need to use the Faa Di Bruno formula for the n-th derivative of the 
composite function f(g{x))  (discovered in 1850 and recently was generalised to 
the multi-variable case to suit recent applications)
T h e o rem  5.5.1. (Faa Di Bruno formula) Let h(x) =  f(g (x )). The derivative 
at x° is given by




p(n, k) =  {(Ai,. . . ,  An) : A* € Z 0 , ^  A* =  k , i A* =  n}.
i = l
p(n.k) represents a partition of a set with n elements into Ai classes of cardinality 
1 , . . . ,  and Xn classes of cardinality n.
For our case we use the following notations: 
Assume given a power series
f (x )  = cix  +  c2x 2 +  C3X3 H-----
We define
hi(x) =  a if(a 0x ) , hk+1 (x) = ak+1f ( h k(x) ) , k = 1 ,2 , . . . ,  n -  1.
Let Dnh k + 1 be the n-th derivative of ^ + 1(0:) evaluated at x  =  0. Suppose n < k. 
The problem is for which numbers r i , . . . ,  rk can we find values of the param-
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eters ao, a\ , . . . ,  an so that
D iK  =  n , i =  l , .. 
Assume r i , . . . ,  r* G Q can we have ao, a i , . . .
76
i an € Q?
Chapter 6 
New Conjectures
{And pursue not that of which thou hast no knowledge; for surely 
the hearing, the sight, the heart all of those shall be questioned of.}
[17:36]
We will introduce in this chapter some new forms of the uniformity conjecture 
for some fields of complex numbers even when some of them are not in closed 
form. This what we call uniform and regular fields. That will be introduced in 
sections 6.1 and 6.2.
Another revised form of the UC for the expanded form numbers will be pre­
sented in section 6.3. This conjecture takes into account a new parameter which 
is the depth of the exression or the degree of nesting.
To extend some forms of the uniformity conjecture one may think in many 
directions. A natural extension is to consider the set of constants which acn be 
expressed by the Pfaffian functions and Pfaffian intersections. An introduction 
to this important set of functions and some important results will be the subject 
of section 6.4.
Suggested generalisations of the UC in the cases of the Pfaffian constants and 
Pfaffian intersections are presented in sections 6.5 and 6.6 using Khovanskii’s 
bound on the multiplicity of intersection of Pfaffian functions.
Examples of the last kind are the algebraic and elementary numbers. In case of 
elementary numbers our conjecture gives a result which acn solve the decidability 
question of Tarski for the theory of exponential real field.
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6.1 Uniform fields
D efin ition  6.1.1. Let K  be a finitely generated sub field of the complex numbers. 
We will say that K  is uniform if there is a function A : K  —> N + and a constant 
C (depends on the field) so that
1 .
V x ,y  € K  X (xo y) < X(x) +  \(y )  +  1 , o e  {+, x, -r}
V x e K x j :  0 - > | x |  > K T ^ * * .
In this case X is called a length function and C a uniformity constant.
We will need to use the following definitions
D efin ition  6.1.2. A denominator for an algebraic number a  is an integer n so 
that na  is an algebraic integer.
Let in our case K  be a field. A denominator for a-K  algebraic number a  is 
an integer of AT, say n  so that na  is an algebraic integer over K .
There may be many denominators for an algebraic number a, the lowest of 
them (in N )  is the denominator of a. It is always true that if a  has a defining
polynomial a<ixd H H a0 then ad is a denominator of a.
In the case K  =  Q (x i,x 2, . . .  , x n) C C  , any pure transcendental extension, 
the denominator of an algebraic number a  over K  is the lowest in the sense of 
h.c.f. of denominators of a  since we have unique factorisation in the ring of 
integers of K . In this case also, denominator of a  is the leading coefficient of its 
defining polynomial.
6.1.1 Extended Mahler measure
Assume i f  is a pure extension of Q i.e., K  =  Q (xi, X2 , . . . ,  xn) C C  where 
Xi, X2 , . . . ,  x n are algebraically independent over Q or equivalently x \, X2 , . . . ,  xn 
are variables. Any element in i f  is a fractional polynomial in x \, x 2, . . . ,  xn with 
integer coefficients. Let us call the elements of the polynomial ring Z [x i, X2 , . . . ,  xn] 
integers of if .  We remember also that in this ring we have unique factorisation.
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We will here define Mahler measure for K
If P  =  adx d H h a0 =  ad(x -  au) • • • (x -  a d) € K[x\
we define the Mahler measure of p  as
d,
m (P) =  \ad\Y [m a x ( l ,  |a j|)  
j=i
If a  is in teg ra l over K  then it satisfies a polynomial P(a)  =  0 where
P  =  x d +  ad-  ix d~l  1- a0
and ao, . . . ,  ad-1 are integers of K
or generally suppose a  algebraic over K  then a  satisfies P(a) = 0 where the
defining polynomial P  =  adx d +  ad- \ x d~l H 1- ao is irreducible over K[x\.
We define measure of a  by
m (a) =  m (P) where content (P) =  1, (i.e., GCD of the coefficients=l).
I’ll verify the main properties of Mahler measure mentioned in chapter 2 for 
this case.
Proposition 6.1.1.
M  ,  , | - m(a)< a <
m (a) \ad\
Proof.
Assume a  has a defining polynomial
P  =  adx d +  ad_ix d~x H h a0 =  ad(x -  a i)  • • • (x -  a d)
with ad, . . . , ao integers in K  = Q (x i , . . . , xn)
So m (a) > \ad\ |o;| i.e.,
1 M
When a  has a defining polynomial P  as given above then 1 /a  has a defining 
polynomial xd P ( l/x ) .  It is irreducible since otherwise P  will be reducible too.
and so
P( 1/x) =  ad(l/x  -  ai) • • • (l/x -  ad)
xd P ( l/x) = ad( 1 -  xa{) • • • ( ! -  xad)
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therefore,
x dP ( l /x )  = (~ l)dadai • • -a d (x -  1 /a i)  • • • (x -  l / a d)
Hence
m( 1 /a )  = m (xd P ( l/x ) )
d
=  | (—l) rf arf c*i • • • rnax (1 ,1 / |ojj|)
j = i
d
=  \ad\ Y [ r n a x ( l , \ a j \ )  
j = i  
=  m(a)
so m (l/o:) =  m (a) and hence applying the result we get
771( 1 / 0 ) _  m( a)
- M n * = i i “ i i  i ° ° i
Hence
i d >  w
m ( a )
Then the the result.
P ro p o sitio n  6.1.2. If a 1 , 0 2  are algebraic over K  with degrees di,c?2
m(aiOi2) < m(ai)d2m(cx2)dl
P roof.
Assume Oi has a defining polynomial
Pi =  adlxdl +  adl_i£dl_1 H \- a0 = adl(x -  ai) - • • (x -  adl).
and o l2  has a defining polynomial
P2 =  bd2xd2 +  bd2-ix^-1 + -----1- b0 = bd2{x -  (3{) • • • (x -  (5d2).
with the same conditions for coefficients as in 1.
Define the polynomial
q(x ) = a% b% I J ( *  -  ai^
i j
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The product in the definition is an invariant (with respect to the automor­
phisms which leave K  fixed and hence only permute the roots) so the coefficients 
are in K .
ai a 2 is a root of the polynomial q(x). Moreover, this polynomial has coeffi­
cients E Z[x n], what we call integers of K . Since the defining polynomial
for a \a 2 divides q(x), this implies the estimates
m (a i « 2) <  n m ax( 1, \oii(3j\)
i j
< ajj b% (JJ roax(l, H ) ) *  (JJmoa:(l, \Pj\))dl
i j
=  m (a 1Y 2 m (a2)dl 
P ro p o s itio n  6.1.3. I f  a  1,02 are algebraic over K  with degrees d i,d 2
m (a  1 +  a 2) < 2 dld2m (a i)d2m (a2)dl
P ro o f.
Assume as in the last property that a\ has a defining polynomial
Pi =  adlx dl +  adl- i x dx~l H 1- a0 = adl(x -  c*i) • • • (x -  a dl).
and a 2 has a defining polynomial
P2 =  bd2x d2 +  6d2- \ X d2~ l  H 1- b0 =  bd2(x -  f t )  • • • (x -  (3d2). with the usual
conditions.
Define the polynomial
q(x) = at  bil I k *  -  (a. + 0j))
h j
where adl, ad2 are the respective leading coefficients of the minimal polynomials 
P i,P 2 of a i ,a 2 .
The product in the definition is an invariant (as in property 1) so the coeffi­
cients are in K.
(a i -I- a 2) is a root of the polynomial q(x). So the irreducible polynomial 
defining (a\ + a 2) is a factor of q(x) and hence ra(a;i-|-a:2) <  m(q(x)). Moreover, 
this polynomial has coefficients E Z[x i , . . . , z n], what we call integers. This 
implies the estimates
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m(ai +  a2) < a j  n raa:r(l, +  (3j\)
< adl b% 2dld2max(l, \ai\ ) d2 max( 1,
=  2dl d2 m(o;i)d2 m(a2)dl
Special case:
If d \d 2 < d 
Then
ra(ai +  a 2) < 2d2 [m(ai) m (a2))d
Proposition 6.1.4.
<  r a ( a )  , A: G iV+
Proof.
If P  =  +  ad- ixd~l -f • • • +  a0 =  a>d(x — a i)  • • • (x — ad) is the the minimal
polynomial of a  over Z [ x i , . . . ,  xn]. Then a 1^  is a root of the polynomial
q(x) = P (x k)
=  a,d(xk)d +  dd-i(xk)d 1 +  • • • +  do 
=  ad{xk -  oi) • • • (x k -  a d)
This gives for every bracket k roots of the same modulus whether |oi| > 1 or
|a*| < 1
hence we have
m (a 1^ k) < m(q) =  m (P) = m (a)
Proposition 6.1.5.
m (a~1) =  m (a) andm (ak) < m (a)k
Proof.
First part is already done in property 1
For the second part, It is clear that a k is a root of p(xk) where p(x) is the
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minimal polynomial defining a  with conjugates « i , . . .  a <*.
m (ak) =  m (P (xk))
d
=  \ad\ Y [ m a x ( l , \ a i \ k)
i=1 
d
=  M  \ai\)k
i= 1
<  m ( a ) k
This proves the result.
An upper bound bound for m(ci o H ------1-cn an) can be deduced by induction
in the following cases
C oro lla ry  6.1.1. / / c i , . . . ,  cn G Q — {0} and au , . . . ,  an are algebraic over K  of 
degrees bounded by d then





For this general case we will use the notation K* for the integers of K  = 
Z[ zi , . . . , x n]
For c €  K* and a  defined by P(x) =  0 then cnP (x/c)  defines c o l
C oro lla ry  6.1.2. I f  c i , . . . ,  cn G A'* and ori,. . . ,  a n are algebraic over K  of 
degrees bounded by d then




R em ark s 6.1.1. 1. I f  c G Z  — {0} then m(c) =  |c|
2. I f  c G Z  — {0} and a  is algebraic of degree d over K  then 
m (ca) < \c\d m(a)
3. I f  c\, C2 G Z  — {0} and a  is algebraic of degree d over K  then 
m(ci + c 2a) < 2 d |c ic2|d m(a)
CHAPTER 6.New Conjectures 84
4. I f  c =  p/q  G Q — {0} then m(c) =  m ax(\p \ , |g|)
O p en  P ro b le m  3. Is every algebraic number field uniform?
D iscussion
Let a  be a primitive element for an algebraic number field K  i.e., K  =  Q[oi\. 
Let us try X(x) =  [logm(x)] m(x) > 0
A.
1 .
m (x  ±  y) < 2d2 [m(x)m(y)]d
so A(a; ±  y) < d? log 2 +  d[A(z) +  A(t/)]
2 .
m ixy)  <  [m(x)m(y)]d 
so A(xy) < d[X(x) +  A(y)]
3.
m (x /y )  =  m (x  * 1 /y )  < [m (x)m (l/y)]d 
so X(x/y) < d[X(x) +  A(y)] 
since m (l/y )  =  m(y)
B.
I f  x €  K /{ 0} then ^  <  |x| <  m(x)
A(z) =  [logra(:r)] m (x) >  0
A(z) > log m{x) and hence m{x) <  10A(X) <  10cA(x) where c > 1 say c =  2 
therefore, |x| > 10_2A(X)
It does not suffice to have or to prove
A(x A y )  < K{X{x) +  A (y)). So we can not use the X{x) as a length function. 
Every x in K  can be represented as
c0 +  Cia +  c2 a 2 H 1- cn_iOn-1, n =  degree(a).
I f  we define
X(x) =  [(log max\c0, c i , . . . ,  cn_i|) p] 
for some p dependent on K , where [a] is the smallest integer n >  a.
O p en  P ro b le m  4. Suppose K  is a uniform finitely generated subfield of the 
complex numbers C  then any algebraic extension of K  is uniform.
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6.2 Regular fields
D efinition 6.2.1. Let K  be a finitely generated subfield of the complex numbers. 
We will say that K  is regular if  there is a length function A : K  —¥ N + and a 
degree function S : K  —► N  and a uniformity constant C so that
1 .
V x , y e K  X( xoy)  <  A(z) +  X(y) +  1 , o e  {+, —, x, - r}
2.
V:r, y  € K  6 ( x ± y )  < m ax(6 (x) , 6 (y))
3.
Vx,y  € K  6 ( x o y )  < S(x) +  S(y) , o e  {x,-j-}
I
M x e K  x ^  o - H ® |  > io - CA(a:)(,5(x)+1).
The uniform fields defined earlier are all regular, since we can let S(x) =  0
D efinition 6.2.2. Let K  be a finitely generated subfield of the complex numbers. 
A proper set of generators for K  is (x i , . . . ,  x n), y where (x i , . . . ,  x n) are alge­
braically independent over Q and y is integral and algebraic over Q (x i , . . . ,  xn).
So if  (x i , . . . ,  xn) ,y  is a proper set of generators for K  then y has a defining
equation yd +  ad-\yd~l H b ao = 0 where . . . ,  a0) G Z[x i , . . . ,  xn]. The
number d is the degree of y over Z[x i , . . . ,  x n].
Given a proper set of generators for K  we get a canonical form for any el­
ement a  G K  and hence we can compute upper bounds for A (a) and £(a) from  
A(£i), . . . ,  A(a;n), A(y) and 5(a;i),. . . ,  S(xn), S(y), by referring to degree and length 
of the canonical form.
Theorem  6.2.1. For almost all ( x i , . . . , x n) in the unit cube Q ( x i s  
regular.
We begin by some notations:
Let us write [0, l]n for the unit cube in R n and identify C n with R 2n 
Let the domain D  C [0, l]2n C R 2n and map to C n
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We know that Lebesgue measure L is a generalisation of volume 
(Prob ( ( x i , . . . , x n) G S) = L(S)) ,  so assume that we have uniform probability 
distribution on the domain D. See Zippel [Zip93] for the results about uniform 
probability distributions and see also theorem 4-3.1.
Proof.
1 .
We need to show that the set
S  =  { ( x i , . . . ,x„ )  : (3 oo many)P  G Z[xu . . . ,  x n\ : ( \P(xu . . .  ,x n)\ < 10~k{p))}
is a measurable set.
Let us look at
S N = { ( xu . - . , x n) - . ( 3 i >  N){\P i(xu  • • •, x„)| <  l<r*<F‘>)}
We can show that
oo oo
s  =  n  s N = u
N—l N=1
and thus we need only to show that each Si is measurable set and hence S. 
(because the class of measurable sets is closed under the operations of countable 
intersection and union.)
To prove that S  =  f ] ^ =1 S ^ :
(la)
Clearly we have Sj+i C Sj and hence if  {xi , . . .  , x n) G S  then there are in­
finitely many polynomials satisfying the condition and so 
(xu . . . , x n) G S f l j .  
and so (xi , . . . ,  xn) G f] Sj. 
which gives S  C Hjv=i 
(lb)
Suppose ( x i , . . . , x n) £ S.  This means that there are only finitely many Pi 
with the required condition \P i(x i,. . .  , xn)| <
Let t be an upper bound on i so (x i , . . . ,  x n) £ St+1.
( x i , . . . ,  xn) ^  r u  ^3'
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Therefore, S  D n ~ = i s N- Hence the claim.
Back to the proof that S  is measurable set, we have
oo
Sj =  I J  {C^1’ * * * ’ :Pi ^  0 ’ \Pi(Xl,---,Xn)\ < HTfc(Pi)} 
i—j
This is a countable union of semi-algebraic sets i.e., (sets defined by Boolean 
combinations of polynomial inequalities). Sj is a simple one defined by only one 
inequality \P i(x \,. . .  , xn)| <  10-fc(Pi) where k(Pi) is a constant (the value of the 
function k at Pi ).
We know that semi-algebraic sets are measurable sets and hence the require­
ment.
2 .
Let P i ; i =  1 ,2, . . .  enumerate Z[x i , . . . ,  x n] and suppose 
k : Z [x i , . . . ,  xn] — > R  is some map i.e., (k(Pi) G R )
Suppose the series d(Pi) lO~k(^Pi^ d^  converges. This means that 
Vc > 0 3 N  E N  such that
Suppose ( x i , . . . ,  xn) is picked at random in D with uniform distribution then 
we have the following
Prob f l P i f o , . . .  ,x„)| <  10-*<*>) <  L(D )
therefore by theorem 4-3.1 we have
Pro6(|F i(xl , . . . , x n)| <  10-fc(Pi)) <2d(Pi )  lQ-k^ ) K p‘)
And
oo
Prob (3 P  € Z[xu . . . ,  x„] : ( | F (x i , . . . ,  xn)| <  10-k<p>)) <  ^  2 d(P4)
i=1
( x i , . . .  , x n) is picked at random in D and the probability that there are in­
finitely many P  G Z [x i , . . . , x n] such that ( \P(xi , . . . ,  xn)\ < 10~k^ )  is
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Prob (Boo many)P  G Z[x i , . . .  , x n] : ( | P ( z i , . . .  ,a;n)| < 10 fc(p))) < ^ 2 d(Pi) 10 fc(Pi)Mp<)
i=N
This sum — > 0 as N  — > oo. But this is true for every N  G N  so we must have 
Prob (3oomany)P  G Z[x i , . . .  , x n] : {\P(%i, . . .  , £n)| <  10_fc^ ) )  =  0
3.
Since
Prob (Boo many)P  G Z[x i , . . .  , x n] : ( \P(xi , . . .  , x n)\ <  10_fc^ ) )  =  0
Therefore, we have with probability 1 only finitely many Pi; i = 1 , . . .  , N  so 
that \Pi(xi , . . .  , £n)| < 10-fe(p<).
So we can pick c (large enough to take care of P i , . . .  , Pn ) so that
\Pi(xi, . . .  ,z„)|  >  lO~ckW  V P  € Z[xu
Of course c depends on the chosen point (a?i,. . . ,  xn).
I
We need to show d(Pi) 10“* ^ / ^ )  really converges so we divide it ac­
cording to the length or the degree as follows
o o  o o
d(P)
i = l  1=1 P: l (P)=l
where l(P) is the length of P  and we notice that the number of polynomials 
with length I < 10,+1 and hence
o o  o o
5 3 d(Pi) 10-k(p‘V W  = 5 3 10,+1 max{KP>l) {d(P)  10~k(pVdW }
1=1 Z=1
Since d(P) < l(P) and choosing the map k to be k(P)  =  2 d(P) l(P),  then 
max{KP)=i} {<2(P) <  /(p ) i0 " 2,(p) =  I I0_2i
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and therefore
oo oo oo
5 3  d(Pi) l 0-*«>/«*> < £ l o ' /  10“2i =  5 3 110“'
1 = 1  1 = 1  1 = 1
which is convergent. This completes the proof.
R e m a rk  6.2.1. With Probability 1 at any random point X  =  (x i , . . .  , x n) there 
exists C x > 1 such that
\P(x \ j . . .  , x n)\ > 10~2 Cxi(Pi)d(pi) for all P  ^  0
This does not say we are absolutely sure that i f  we pick a point we get the result 
because we can still have countably or even uncountably infinite many exceptions 
in a set with measure zero, saying that all such fields (even algebraic fields) are 
regular! But this is our conjecture.
We have more conjectures for future study
C o n jec tu re  6. Suppose K  is a regular finitely generated subfield of the complex 
numbers C  then any algebraic extension of K  is regular and
C o n jec tu re  7. Suppose K  is a regular subfield o fC  and y is integral and alge­
braic over K . Does it follow that K[y] is regular?
6.3 Modified uniformity conjecture
C o n jec tu re  8. Let E  be an expanded form exp-log expression representing a non 
zero number x  then
|x| > m ax(H ,2 )~c  2d{E)
where H  is the maximum of the absolute values of the integers in E , C is some 
universal constant as in the V.D.Hoeven paper (counter examples to witness con­
jectures) and d(E),  the depth of E  is defined by 
d(n) =  1,
d(A o (B)  =  1 +  max(d(A), d (B ) ) , o e  { + ,  —, x , -j-} , 
d(o(A))  =  1 +  d(A) , o g {exp, log,
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This is quite close to the uniformity conjecture, but it avoids the counter 
examples as we can see or as I  mentioned in chapter 5 for the counter examples 
there.
I  will begin by showing some results about the depth of expressions representing 
polynomials using complete binary trees.
Lem m a 6.3.1. I f  P  G Z[x] of degree n then P  has a representation of depth d 
d <  2  |"log2 n] +  1
A similar result applies to the case of polynomials of multi variables as follows
L em m a 6.3.2. I f  P  € Z[x \ , . . . ,  Xk] of total degree n then P  has a representation 
E  of depth < d\ +  d2 +  1 where
2 dl > number of monomials in the distributed form and 2 d2 > n
The proof is clear by induction on the height of the binary trees representing 
the polynomials and using enough ones and zeros for addition and multiplication 
in place of the missing variables.
E xam ples 6.3.1. 1. Let the expression E  represent
f ( z )  =  21og(l -  log(l -  z / 2 )) - z -  0 (z3)
when z =  10-fc. The height H  =  10fc and the depth of E  is the number of
nodes in the longest branch added 1 i.e., d(E)  =  9.
2 . K  =  Q[y/rj] , 7j 6 N  satisfies the conjecture
This is because for any a  € K  it has a canonical representation a  = a +
by/fj, a = p i/q x , b =  p2 /q 2 e  Q
Let H  =  m ax(=  Pi ,^i ,P2»92>^) 8 0  H  is the height of the expression with 
depth d(E)  =  4. Using the properties and corollaries in the last section we 
get
m(a)  < 4H 5
While max(H, 2 )c2d('E) =  max(ff, 2)c24 > m(a)  using even c = 1 
This implies |a | >  m ax(l/, 2 )c2d(E)
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3. K  = Q[tffj] , q E N  where n  > 1
This is similar to the case in the second example but in the general case 
where we cannot verify the conjecture using the technique of the bound of 
Mahler measure we have. This shows the gap between what we can prove 
and we conjecture which is interesting.
Com parison betw een the revised conjecture and EGC results
Comparing this conjecture with the EGC and the improved height measure 
bounds mentioned in chapter 2 we see that there is a big gap between them. For 
example let us compute the bound for a simple expression say,
E =  t f a - p / q
the BFMS bound is given by
val(E) > u(E)~n2+1/ l (E)
while the modified conjecture supposes the bound to be
max(H,  2)~c2d(E) =  m ax(if, 2)-8c where H  = m ax(n , | a | , \p\ , |g|).
The difference will be very significant when n is larger which encourages us to 
work with such conjectures until it is proved or disproved .
6.4 Pfaffian functions
Pfaffian functions are solutions of certain triangular systems of first order partial 
differential equations with polynomial coefficients.
This special class of transcendental functions, which was first introduced by 
Khovanskii [Kho80], contains many important members such as polynomials, the 
exponential and logarithmic functions and trigonometric functions in bounded 
domains. Khovanskii proved that in the real domain the number of non-degenerate 
solutions of a system of Pfaffian equations is finite and that it admits an explicit 
bound in terms of the format of the Pfaffian functions involved. We are interested 
in the case when the coefficients involved in definitions (Of the polynomial and 
the differential equations) are rational numbers.
6.4.1 Basic definitions and exam ples
D efinition 6.4.1. A Pfaffian chain of the order r >  0 and degree a  > 1 in an 
open domain G C  R n is a sequence of real analytic functions / i , . . . , / r in G
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satisfying Pfaffian equations
d f j ( X )  =  Y ,  9 i j ( X , f x ( X )  M X ) ) d X i  ( 6 . 1 )
l < i < n
for 1 <  j  <  r. Here each g i j ( X , Y )  is a polynomial with real coefficients in 
X  =  ( X i , . . . ,  X n) and Y  =  (Yi,. . . ,  Yj),  of degree not exceeding a. The system  
of equations 6 . 1  is triangular in the sense that gij does not depend on fk for k > j .  
A function
f ( X )  = P ( X , f l ( X ) , . . . J T(X))
where P (X , Yi , . . . ,  Yr) is a polynomial over R  of degree not exceeding ( 5 > \  is a 
Pfaffian function of order r and degree (a, (3).
This standard definition and the following list of examples are taken from S. 
Pericleous Ph.D thesis [Per0 2 ] and [GV95]. There are more general definitions 
which can be referred in [Kho80].
We define rational Pfaffian chain and rational Pfaffian function as a spe­
cial case considering rational coefficients in all the equations and the polynomial 
P (X , Yi , . . . ,  Yr) is a polynomial over Q. For the purpose of our conjectures we 
need to define another parameter, namely, the height H  of a rational Pfaffian 
function as the height of the maximum coefficient appearing in the defining poly­
nomial and whole system of equations.
Next, we consider some examples of Pfaffian functions taken from [Kho91], 
[GV95] with restriction to the case of rationals
E xam ples 6.4.1. 1 . Pfaffian functions of order 0 and degree (1,/?) are poly­
nomials of degree not exceeding /3.
2. The exponential univariate function f { X )  =  eaX is a (rational) Pfaffian
function of order 1 and degree (1,1) in R , due to the equation
df (X)  = a f ( X ) d X  ,a g Q
3. The function f ( X )  =  1 /X  is a (rational) Pfaffian function of order 1 and
degree (2,1) in the domain X  ^  0, due to the equation
df{X)  = - f \ X ) d X .
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4 . The logarithmic function f ( X )  =  In(|J\T|) is a (rational) Pfaffian function 
of order 2 and degree (2, 1) in the domain X / 0, due to the equations
df (X)  = g(X)dX,  dg(X) = - g \ X ) d X ,
with g(X)  =  1/X.
5. The polynomial f ( X )  =  X p can be considered as a (rational) Pfaffian func­
tion of order 2 and degree (2, 1) in the domain I / O ,  due to the equations
df (X)  = p f ( X ) g ( X ) d X , dg(X)  =  - g2( X ) d X ,
with g(X)  =  1/X.
6. The function f { X )  =  tan(X)  is a Pfaffian function of order 1 and degree 
(2 ,1) in the domain X  7^  ir/2 +  kir, for all k € Z , due to the equation
d,J(X) = (l + f ( X ) ) d X .
7. The function f ( X )  =  arctan(X) is a Pfaffian function in R  of order 2 and 
degree (2, 1), due to the equations
d f (X)  = g(X)dX,  dg(X) =  - 2  X g 2(X)dX,
with g(X)  = ( X 2 +  I ) -1 .
8. The function cos(X) is Pfaffian of order 2 and degree (2 ,1) in the domain 
X  /  7r +  2fc7r, for all k € Z , due to the equations
cos(X) = 2 f ( X ) - l ,  d f (X)  = - f ( X ) g ( X ) d X , dg(X) = 1/2(1+g2(X))dX,
with f { X )  =  cos2( X /2) and g{X)  =  ta n (X /2).
9. The function s in(X)  is Pfaffian of order 3 and degree (2,1) in the domain 
I / ? r  +  2kir, for all k 6 Z , due to the equation
df (X)  = g ( X ) d X ,
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with g ( X ) =  cos(X).
More examples of general Pfaffian functions can be found in [Kho91], [GV95], 
[Zel99].
6.4.2 Khovanskii’s bound and some properties
The set of Pfaffian functions in an open domain G is clearly, a subalgebra of the 
algebra of analytic functions in G, that is closed under differentiation.
In addition, one can effectively estimate the complexity cost of the application 
of any given operation.
The following two lemmas are from [Kho91], [GV95] and they discuss the 
basic algebraic properties of the set of Pfaffian over some domain.
L em m a 6.4.1. 1. The sum (resp. product) of two Pfaffian functions, f i  and
f 2 , of orders r\ and 7*2 and degrees (cii,0i) and (0*2 ,02), Is a Pfaffian 
function of the order r\ -f r^ and degree (m a x(a i,a 2 ) ,m a x(0 i, 0 2 )) (resp. 
(m a x(a i,a 2 ), fa +  fa)). I f  the two Pfaffian functions are defined by the 
same Pfaffian chain of order r, then the order of the sum and product is 
also r.
2. A partial derivative of a Pfaffian function of order r and degree (a, 0) is a 
Pfaffian function of order r and degree (a, a  +  0 — 1).
L em m a 6.4.2. Let G be an open domain in R n and f  : G — > R  a Pfaffian 
function with Pfaffian chain f i , . . . ,  f r of degree (a, 0). Then its Taylor expansion
of order \  at z € G, with |&| =  ----- 1-kn, is a polynomial in X , 2, f i ( z ) , . . . ,  f r(z)
of degree 0  +  a  A.
Proof. The proof of these results is straightforward and can be found in [GV95]. 
Also we have the following
L em m a 6.4.3. 1. The set of Pfaffian functions contains algebraic functions ,
2. The set of Pfaffian functions is closed under the operation of composition 
of Pfaffian functions and
(6.2)
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3. Functions implicitly defined from Pfaffian functions are Pfaffian.
The following important bound for the multiplicity at a specific point was 
introduced by Khovanskii.
Theorem  6.4.1. Let / i , . . . ,  f n be Pfaffian functions in an open domain G C Rn 
of degree at most (3 in a common Pfaffian chain of order r and degree a. The 
number of non-degenerate solutions in G of the system f \  =  • • • =  /„  =  0 is 
bounded by
13nO(n(3 +  m m (r, n )o)r2r r^_1^ 2. (6.3)
And we have a more explicit result also from [GV03] in the form of
Theorem  6.4.2. Consider a system of equations f i  =  • • • =  /„  =  0, where 
/i) 1 < i < n are Pfaffian functions in a domain G C C n having a common 
Pfaffian chain of order r and degrees (a, ft) respectively. Then the number of 
non-degenerate solutions of this system does not exceed
M ( n ,r ,o ,f t , . . . / ? n) := 2r(r-1)/2 f t  •••/?„ (min{n, r} a+ ftH  ftl - n + l ) r . (6.4)
Rem arks 6.4.1. 1. Khovanskii’s bound can be considered as a generalisation
of the known Bezout’s bound. This gives (for finite case) an upper bound 
on the number of isolated points of intersection of polynomials / i , . . . ,  f n as 
the product of their degrees d \ . .  .dn.
2. What we mean by non-degenerate is that the tangents at the points of in­
tersection are linearly independent or the Jacobian of the functions at that 
point does not vanish.
6.5 Zero testing of Pfaffian constants
Define Pfaffian chain with parameters (r, ct, f t  n) Take n = 1 and the domain 
G D [0,1] in the real or complex case.
Suppose 7 =  / ( l )  =  P (  1, / i ( l ) , . . . ,  / r (l)) is a given constant where f (x )  is a 
rational Pfaffian function. Assume also that (to get rid of arbitrary constants)
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To try an analogue of the uniformity conjecture to such constants we have 
to have bounded functions over the domain D. Let H  be an upper bound on the 
absolute values of / i , . . . ,  f r for x  G G C D and the height of coefficients in the 
system of equations and polynomial and define also K h ( f )  to be the previously 
defined Khovanskii1s bound for f .
Conjecture 9.
7=^0 — > |7 | > max(H, 2)~Ckh^
The first thing to ask and try to check in this sort of generalisation is what 
constants 7  would this apply to?
Exam ples 6.5.1. 1. Case o f rationals
The first and easiest case is to check the rationals. For a rational number 
C  =  J we easily say C  =  / ( l )  where f  =
h( f )  = m ax(l(p),l(q)), / '  =
order r — 0 since we have an empty chain,
degree is (a, (3) =  (1, 1)
and so kh( f )  =  1 since n  =  1
and hence 6 . 4  says in this simple case that
>
which is clearly true.
2. Case o f radicals
We can verify the conjecture in cases of the form
A =  n\ap^ qi +  n2aP2^q2
Consider the first part C\ =  n\ap^ qi . It is a Pfaffian constant with our 
conditions using f(x) =  ni(aix)Pl/qi and so Ci =  / ( l )
h{f) =  max(l(ni(ai)pl/qi))
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6.6 Pfaffian intersections and zero testing
Another way to represent some important constants like algebraic numbers and 
elementary numbers is to deal with them as Pfaffian intersection which simply 
means a point of intersection of a system of equations of Pfaffian functions. The 
following formal definitions are from [GV03].
D efinition 6,6.1. Let K  be either R  orC.  A deformation of a Pfaffian function 
f ( X )  in G C  K n is an analytic function 6(X,e) such that 9(X,0) = f ( X )  and, 
for a fixed e, the function 6 (X , e) is Pfaffian having the same Pfaffian chain and 
the same degree as f ( X ) .
D efinition 6.6.2. Let f i { X ) , . . . ,  f n{X) be Pfaffian functions in G C K n. The 
multiplicity a tY  G G of the Pfaffian intersection
f l { X )  =  --- =  f n{ X)  =  0
is a maximal number of isolated complex solutions, for a fixed e ^ O , of the system 
of equations
01( X i e) =  --- =  en( X , e ) = Q
converging to Y  as e —> 0. Here 6{(X, e) is any deformation of f i (X)  for all 
1 < i < n.
The following theorem from [Gab95] states that the bound for multiplicity is 
given by the same Khovanshii’s bound 6.4-
T h eo rem  6.6.1. Let f i ( X ) , . . . ,  fn(X)  be Pfaffian functions in a domain G C 
K n having a common Pfaffian chain of order r and degrees (ct, Pi), . . . ,  (a,(3n) 
respectively. Then the multiplicity of the Pfaffian intersection
f i ( X )  =  ■ ■ ■ =  f n( X)  =  0
at any point Y  G G does not exceed 6.4-
Now we propose the following important conjecture 
Conjecture 10. Suppose 7 is a number defined by Pfaffian intersection G K n
/ , ( * )  =  ••• =  /„ (* )  =  0
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with parameters (r, a, A , . . .  ,(3n)- Let K h (7 ) 6e £/&e bound as in (6 .4 ) and H  be 
the height of the intersection as in conjecture 9. Then i f x i ^ O  is any coordinate
of 7
\ n \ >  vaax{H,2)-c k m
Exam ples 6.6.1. 1. Case o f algebraic numbers
Say 7 ^ 0  25 an algebraic number, defined by P{x)  =  0 where P(x)  G Z[x] 
with degree d and height H. Assume |7 | <  1. The Pfaffian chain is empty. 
The parameters in the Pfaffian chain in this case are r =  0, a  = 0, f3 =  
d, n =  1
Hence the Khovanskii’s bound is d and the conjecture says
|7 | > m ax(i/, 2)~Cd 
which is true for C — 1, and can be proved using Mahler measure.
2. Case o f general algebraic equations
Suppose x , y are in unit ball in C  and related by
y — Q(x) — 0 P(x)  =  0
where P ,Q  G Z[x] of degree d and height H . 7 =  (x , y) is a Pfaffian 
intersection with an empty chain again and K h {7) =  dP according to (6 .4 )• 
The conjecture gives
y ^ O  — >\y\ > max(H, 2)~Cd2
which is true with C  =  1. It can be proved by using Mahler meassure or 
using the Liouville estimate theorem 2.3.2.
3. Case o f elem entary numbers
D efinition 6.6.3. An  elementary number is a number of the form q(a) 
where q G Z [ x \ , . . .  ,xf[,  and a  is a point in C n which is a non singular 
solution of a system of equations S(x)  =  0, and S  =  ( P i , . . . , P n) with
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each Pi a polynomial with integral coefficients in eXl, . . . ,  xn, eXn. Such
a number will be defined by:
77 =  q(a), S(a)  =  0, a  G B
where B  is a ball in C n which contains the point a  and which does not 
contain any other solution of S(x)  =  0. (The assumption that a is a non 
singular solution means that the Jacobian of S , evaluated at a  is non zero.)
We will say that such a definition is in expanded form if  B  is the unit ball 
around the origin in C n. An example of elementary numbers is 77 =  \/lo g 2.
In this case we take the chain to be exi — 1, . . . ,  eXn — 1. We can rewrite the 
equations S(x)  =  0 in terms of these functions. This does not change the 
degree but may change the height. Assume all the polynomials have degree 
< d and the height of the system (after) rewriting is H  > 1.
7 =  { x i , . . . , x n,ri) e C n + 1
is a Pfaffian intersection and according to 6 . 4
K {  7 ) =  2(’*+1>"''2 d"+1 (n +  (n +  1 )d)n 
The conjecture 10 says that i f  77 ^  0 then
|??| >  m ax{H ,2)-CKhi-i\
In this case the result is new. We do know that if  the Schanuel conjecture is 
true then zero testing for elementary numbers is decidable. Conjecture 10 is 
another conjecture which implies decidability of zero testing for elementary 
numbers. A. Tarski [Tar48] proved the decidability of the theory of the real 
ordered field. He asked if  this could be extended to include the exponential 
function. Using model theoretic methods Wilkie and Macintyre [MW95] 
showed assuming Schanuel conjecture that the first order theory R exp of the 
reals with exponentiation is indeed decidable. Richardson [Ric97] obtained 
a similar result related to the work of Wilkie and Macintyre [MW95]: he
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showed that the zero recognition problem for the elementary numbers can be 
solved provided that the Schanuel conjecture is true.
Essentially the Schanuel conjecture is used to solve the zero testing problem 
in this case. Conjecture 10 can also be used in this way to solve Tarski’s 
problem. That is, conjecture 10 implies that the theory o f ( R , + , x ,exp, 0 ,1) 
is decidable.
Chapter 7
An Effective Proof Of 
Lindemann’s Theorem
{ Verily, all things have We created in proportion and measure.}
In this chapter we study one of the important classical theorems in mathe­
matics namely, Lindemann- Weierstrass theorem and show how such proof can be 
modified to be an effective one. By this we mean to replace the proofs that some 
constants exist by trying to find explicit values for them.
Beside the importance of having such a proof for its own sake, we introduce some 
computational application of the transcendental measure resulting from the new 
proof. It is aimed to use this measure to solve the zero recognition problem for  
polynomials. A t the end we compare the result of this method with the conjectural 
approach discussed in the previous chapters to solve the zero recognition problem 
for polynomials using the syntactic length (or the height and depth) of the expres­
sions representing them.
This theorem goes back to 1882 and it has been improved over long history of 
study by great mathematicians. It proves the transcendence of e, 7r and numbers 
of the form ea, logo, for algebraic a ^ O ,  1 and also the trigonometric functions 
cos a , sin a, and tan a for algebraic a  ^  0.
The classical proof w ell give here is a proof refined over decades by the work of 
Lindemannn, Weierstrass, Hermite, and other great mathematicians. In section 
7.2 I  will introduce one of the classical proofs.
Lastly I  will explain in section 7.3 our logic behind transforming this classical
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proof in section 7.2 into a new effective proof.
A t the end I ’ll present the results of another effective version of Lindemann the­
orem based on determinants of interpolation. This was done by Alain Sert (see 
[Ser99]).
7.1 Number theoretic background
From the classical book of number theory [HW02] we have the following standard 
definitions where in this section p always denotes a prime number or represent a 
set of prime numbers.
n(x)  := number of primes < x  ,
R(x)  := J J p  ,
p < X
Q(x ) :=  =  >
p<x
cv(x) := number of prime factors of x
log log x
The last estimate is from [HW02] p. 354
L em m a 7.1.1 (T chebychev’s T h eo rem ). For any x  > 8 we have
log 2 z  . N . x
< 7r(x) < 30 (log 2)
4 log x  log x
For a proof one can refer to [HW02] and [And94] for concrete results. With 
respect to 9(x) we have
6 ( x )  <  tt( x ) logo;
and hence
0(x) < 30 (log 2) x
In the other side also we have
0 ( x ) ^  (log2)7r(a;)
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and hence we have
0( * ) > (log2) x
4 logo:
so the previous lemma can be put in the form
L em m a 7.1.2. For any x  > 8 we have
(log 2)2 x
4 logx
We can improve the left side if  x  > 8  to be
(log 2) (log 7) x  
4 logx
< 6(x) < 30 (log 2) x
< 0(x)
An important question we have to answer through our proof of Lindemann theo­
rem is how to find a small enough prime number p  / x .
We use the notation
f
f  =  o(<f>) to mean — —> 0 
<P
s oVS > 0 we have logx =  o(x5) 
since
lim — =  0
i - 4 o o  x0
i.e., logx tends to oo more slowly than x 5 V<5 > 0 
and hence
log(logx) tends to oo more slowly than (logx)5 > 0 





J y  =  —= > -— —— -  logx 
y/y log 2 log 7
which means approximately that y > 8.79 (logx)2, so i f  y > (3 logx)2, this 
guarantees
y  4> -— —— -  logx
log y log 2 log 7
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which means
9(y) > log x which means log R(y) > log x
This simply says
R(y) > x  which proves that 3 a prime p < (3 log x)2 such that p J(x
Since otherwise every prime less than or equal to y will be a factor of x  and 
hence R(y) \ x  therefore, R(y) < x which contradicts what we got 
We can generalise this result to be
L em m a 7.1.3. Given any 5 > 0 one can choose a prime number p /[x such 
that
p < f  ------]1+(J (log x )1+5
y  log 2 log 7 V S J
For example, S =  0.01 gives




The proof follows the same steps and uses the following 
L em m a 7.1.4. For enough large x  we have
X
> x l~5 where 1 > 5 > 0
logx
This is clear and we can check it using any CAS (Computer Algebra System) 
like Maple e.g., we have for  <5 =  1/7,
X ~6/7
logx
> x ' for x  > 10
> p lo t  (x / log(x) -x~(6/7) ,x=2. ,10~(9 .5) ) ;
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C oro lla ry  7.1.1. I f  x 1 s > K \ for  1 > <5 > 0 for all x  or for all large enough 
x then
X > K ™logx
To have an idea about how large x  should be I  will use series expansion. For 
enough large x we have
x s > logx




Substitute y = log x we get
eSy > y
Using the series expansion of the exponential function around zero we get an 
approximation which guarantees the last equation if
l  + 5y  + (Sy)2/2 > y
which is guaranteed if
So we have proved that
2
( S y f / 2  > y o r y  > p
X x i -sx  > e& — >  -------> x
logx
e.g., if  6 =  1/2 then x > e8 guarantees > x1/2 which is verified by Maple. 
So we can put the previous lemma in the form






L em m a 7.1.6. Let
> x1 s where 1 > 6 > 0
k = (1 +  30 log 2) as 251.5415604
log 2
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then V x  > k we have
n(Kx) — 7r(x) >  ------
logo;
P ro o f
By Techebychev’s theorem (lemma 7.1.1) we have
7r(k x ) — tt(x ) >
logx
/ n / x  log 2 k x  nn . x  7t(k x ) — 7r(x) > —-—  ----r — 30 log 2
4 log(k x ) logx
I f  x  > k then 2 logo: >  log(«x) and hence
/ x  / x  log 2 k x  n x
tt(k x ) — 7r(x) > ——  —---------- 30 log 2
4 2 log a; logo:
Choosing k as mentioned in the statement of the lemma we complete the proof.
L em m a 7.1.7. Suppose x  > 8 and ex > M  where M  is a natural number. Then 
there is a prime p with x  < p < k x  so that p /  M .
P ro o f
The number of primes in the interval [x, k x ] does not exceed n (k x ) — 7r(x) and 
hence
p > **(**)-*(*>
X < p < K X
and by the previous lemma (7.1.6) we have
p > x lo*x =  elogXl°8* =  ex > M
X < p < K X
So some prime p in the interval [x, k x] does not divide M  otherwise the product 
of such primes has to divide M  and hence has to be < M .
7.2 Classic Proof of the Lindemann theorem
Here we remind the reader with some basic definitions to be used
D efin ition  7.2.1 (in teg ra l basis). Let K  =  Q{6) be an algebraic number field 
of degree n. By virtue of definition 6.1.2 and the remarks which follow we may
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assume 9 to be an algebraic integer. By theorem 2.1.4 every element of K  can be 
written uniquely in the form
n —1
where theai G Q.
i=0
A set of algebraic integers is called an integral basis of K  if  every
integer a  in K  can be written uniquely in the form
ct =  b\0i\ +  • • • +  bsOis,
where the bi are rational integers.
Conjugates and discrim inants
I f  a  is algebraic over the field F  then the conjugates of a over F  are the roots 
of the minimal polynomial of a over F. Let K  =  F(6) be a finite extension of 
degree n over F. (The degree of a  G K  has to divide n according to field extension 
theorem). Moreover we know that a  can be written uniquely in the form
n —1
a  =  c%®% =  r W  whereCi G F
i=0
Let 0 i, . . . ,  9n be the conjugates of 9 over F. Then the numbers
Oii =  r(0i), i =  1 , . . .  ,n
are called the conjugates of a  for F(9). So a  has n conjugates in the new sense, 
but m  in the old, where m\n. It is important to notice that these new conjugates 
do not depend on 9 but only on the field K .
Suppose a i , . . . , a n is a basis for K  = F(9) over F . Denote by a ^ \  i =  1 , . . . ,  n 
the conjugates of etj for K . The discriminant of the set { a i , . . . ,  a n} is defined 
by
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where (0 ol■3 is the determinant
(i) (i) (i)
a \  ' ol\ j • • • a n
(n) (n) (n)q;i a\ • • • a \
It is worth mentioning the following facts about the integral bases 
Theorem  7.2.1. 1. An integral basis is really a basis.
2. Every algebraic number field has at least one integral basis.
3. All integral bases for a field K  =  Q{9) have the same discriminant, we call
it the discriminant of the field.
The proof can be referred to in any standard book of algebraic number the­
ory for example [WeyJ^O], [Lan69], [Lan70], [LeV65], [Sam72], [PD98]. These 
references provide some good examples for integral bases in some fields of great 
importance in applications e.g.,
Exam ples 7.2.1. 1. An integral basis for Qy/D  is 1, y/D if D ^  1 (mod 4)
and 1, (1 +  y/~D) / 2 i f  D  =  1 (m od4).In the former case d =  4D, In the
latter d = D where d is the discriminant of the field
2. An integral basis for the cyclotomic field Q(£) where £ is a primitive p-th 
root of unity forp  an odd prime is 1, f , . . . ,  f p_2. This field has discriminant
pp- 2  '
D efinition 7.2.2 (Galois field). I f  a  i , . . . , a n are non zero algebraic integers 
satisfying
bo +  b\ eai + • • •  +  &« eQn =  0
for some rational integers b0, b i, . . . ,  bn with b0 ^  0 . We call the field Q ( a i , . . . ,  o n) 
a Galois field if  a  i , . .. ,a n can be written as complete sets of conjugates, and that, 
for each such set, say a ^ , . . . ,  akm, the corresponding b ^ , . .. ,krn are equal.
Theorem  7.2.2 (Lindem ann’s Theorem: version 1). I f  a \ , . . .  ,ak are al­
gebraic numbers linearly independent over Q, then eai, . . . ,  e°k are algebraically 
independent.
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As an example, e1/ e 1/ , . . . ,  e1/ ^  are algebraically independent, where 
P i , . .. ,pn are the first n prime numbers or in general any different n square free 
numbers, details about the proof concerning this example are in section J^ .2.
Lindemann’s theorem is referred through this thesis (in chapter 4) in the fol­
lowing classical equivalent form
T h eo rem  7.2.3 (L in d em an n ’s T heorem : V ersion 2). Whenever a \ , . . . ,  a n
are distinct algebraic numbers and/3 i,...,(3n are non-zero algebraic numbers then
/?1ea i + - - -  +  A1ea" ^  0 (7.1)
P ro o f  o f equivalence
We note that i f  a \ , . . .  ,a n are distinct algebraic numbers and ui , . . . ,u)d is an 
integral basis for  Q(c*i,. . . ,  a n) then for some positive integer I, each aj is ex­
pressible as a linear combination o f u i / l , . . . ,  Ud/l with integer coefficients [PD98]. 
Assume negation of 7.2.3 is right and let a i , . . . ,  a n be algebraic numbers linearly 
independent over Q and let fii be non-zero algebraic numbers or that
f te ai +  • • • +  pnean =  0 (7.2)
Applying the fact mentioned above about integral basis we get
/3[eai +  • • • +  (3'nean = 0 (7.3)
and hence ea i, . . . ,  e°n are algebraic dependent which contradicts 7.2.2.
To obtain the converse we note that for any polynomial P ( x \ , . . .  , x n) not identi­
cally 0,
P (ea i, . . . , e an) =  0 =* fixe< + . - -  +  /?mea-  =  0
with algebraic a [ , . . . ,  which are different linear combinations of a i , . . . ,  on 
with integer coefficients and with f i i , . . .  ,(5m not all zero. So we have the denial 
of 7.2.3 which completes the proof.
I  will break the proof into the following lemmas. Assume to begin that some 
polynomial p is not identically zero, it has integral coefficients and we have
p(eai, . . . , e ak) = 0
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although a\ , . . . ,  a*, are algebraic and linearly independent over Q. Starting from  
this point we will eventually arrive at a contradiction. The first step is to write 
the equation in the form:
A eai +  • • • +  (3nean =  0. (7.4)
The number n here is the number of monomials in p. The numbers a :i,. . . ,  a n 
are distinct algebraic numbers, obtained by integral linear combinations o fa i , . . . ,  ak 
An upper bound on n is (d + l ) k, where d is the total degree of p. We will actually 
prove that equation (7.4) is impossible for any non zero algebraic
L em m a 7.2.1. [Galois Assumption] Suppose we can satisfy equation (7.4) for 
some n > 0 with non zero algebraic numbers (5\,...,(3n and distinct algebraic 
numbers a i , . . . , a n. Then we can satisfy equation (7.4) for some N  > n with 
• • •» Pn  rational integers and so that there exist integers 0 =  no < n\ < • • • < 
nr =  n and a nt+1, . . . ,  ant+1 is a complete set of conjugates and j3nt+i =  • • • =  
Pnt+i f ° r O.U t .
P roof
Multiplying (7.4) by all the expressions obtained on allowing p i , . . . , p n on the 
left to run independently through their respective conjugates. Using the properties 
of symmetric polynomials or sums of products of roots of polynomials, see for 
example ([Zip93], Ch. 9, p. 138) and other references mentioned there), we get a 
similar equation with rational coefficients. We can now multiply by a common 
denominator to be sure that we have rational integers.
To prove the second part, assume that a \ , . . . ,  a n are all in some number field F. 
Let <7i,. . .  ,(7k list all the conjugate maps or to say mono morphisms : F  C
i.e., (injective homomorphisms) and k is the degree of F. Now form
I J ( A e <r(“ ‘ ) +  - - -  +  /? n e ‘’ (a " >) =  0 ,
where the product is taken over all a in ( a i , . . . ,  crfc) . The degree of the new 
polynomial is increased by a factor of k.
More Notations for the proof:
Let A  be the maximum of |aj| and let B  be the maximum of |f t| for i =  1 , . . . ,  n. 
Also let I be any positive integer such that la i , . . . ,  lan and I fii, . . . ,  l/3n are alge-
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braic integers i.e., the leading coefficient in each defining minimal polynomial is 
one. Let V F be the algebraic integers of F , where F  =  Q (a i , . . . ,  a n).
We are going to introduce the following set of polynomials
fi(x) = lnp [(x -  a i)  • • • (x -  a n)]p j ( x  -  otf) ; 1 < i < n, (7.5)
where p is a large prime. The property of fi(x) which we will use is that for each 
i and each otj, fi(x) has a zero of high multiplicity at cx.j where j  ^  i.
We also need to introduce the following set of integrals
fi(t) := f  et Ufi(u)du ; 1 < i < n. 
Jo
(7.6)
We mean here line integration over the line segment between 0, t where t is any 
complex number.
Lastly, we introduce the quantities J \ , . . . ,  Jn defined by
Ji =  Plfi(&l) H 1" Pnfi(®n) 5 1 <  * < W (7.7)
Lemma 7.2.2 (does not assum e (7 .4)). The complex line integrals defined by 
(7.6) can be put into the form
m  m
j =o j —0
where f ^ \ x )  means, as usual, the j-th  derivative and m  = np — 1 is the degree 
of each of the polynomials fi(x).
P roof
We prove the lemma for I(t) =  f* et-u/(w) du where f (u)  is any polynomial of 
degree m  and not necessarily the polynomials fi(x).  Applying the rule of integra­
tion by parts we easily get the required result.
Lemma 7.2.3 (assum ing (7 .4)). The quantities . . . ,  Jn defined by (7.7) can 
be put into the form
m  n 
j = 0  k = 1
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P ro o f
By definition and using lemma 7.2.2 we have











= E /“(°) E a e“‘ - E E a /iw(«*)
j=0 fc=l j=0 k=l
Now using the main assumption Ylk=i Pk eak =  0 we get
m n 
j=0 k=1
L em m a 7.2.4 (assum ing  (7 .4)). We can find a natural number M  so that if  
p J(M then Ji is a non zero algebraic integer divisible by (p — 1)!, where we mean 
divisibility in the ring of algebraic integers V p  of F.
P ro o f
fi(x) = lnp [(a; -  ax) • • • (x -  a n)]p / (x  — oti) ; 1 < i < n. 
Direct differentiation using the n-th derivative formula shows that
f i ^ f a j )  =  0 where t < p — 1.
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We deal with the case t =  p — 1 in some detail
f [p~l\ x )  =  lnp [Dp~ \ x  -  a{]p~l D° [{x -  a 2) • • • {x -  an)]p +
+ (p -  1) Dp~2(x -  a i)p_1 D 1 [(rr -  a 2) • • • {x -  a n)]p +
+D°(x -  a i Y '1 Dp~l [(z -  a 2) • • • (x -  o;n)]p 
=  lnp[(p~ 1)^  [ ( x - a 2) - - ( x - a n)]p +
n n
+ ( p - l ) ( p - l ) ! ( i - a l ) p 5 I I I ( I _ a i) +  ' "  1
i =2 j= i
Therefore we have
n
/ i p_i)(Qfi) = in? (p - ! ) ! n < *  ~  a j )p and
j = 2
=  0 if  j  ^  1,
and in general we have
n
f ^ ^ i )  =  *f f  = i ’
k=lk*i
f i x i t y )  = 0 */ 3 ^
In the other cases, f ^ \ a k )  is divisible by p\ for all j  ^  p — 1 or k ^  i. In the 
case when j  =  p — 1 , k =  i, we have f ^ ^ i c x i )  is divisible by (p — 1)! but not p\ 
if  we choose p outside of a finite set of bad primes. This can be seen as follows. 
Let
G ■ = II («i -  a,).
and suppose also that we have the Galois assumption. Then G is invariant under 
conjugation, and is therefore a rational number. So the quantity ln G is an 
integer. I f  p does not divide this integer, then p\ does not divide f f ~ 1(ai).
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Substituting these values of derivatives into Ji we get (mod(p\)) the following
m  n
j=0 t= 1 
=  i)
n
= - a  r* (p - 1)! jit®* -  «*)”
*=1
= ( P ~  1)!® i
where the quotient qi is an algebraic integer since
q{ = -  f t  lnp J J  (pLi -  a k)p,
k^i
is a result of sums and products of algebraic integers. Provided that p does not 
divide any of the coefficients /?i,. . . ,  (3n and does not divide G too this means that 
p JfJi in V F. We say that a prime is bad if  it divides some Ji in V F- We let M  
be the product of the bad primes. We can compute M  as the square free part of
I Pi  * • • Ai n  (<*t -  atj)
i^j
so we have the following bound on M
\M\ < I B n (2A)"2
The Galois assumption was only used at this point. Even without the Galois 
assumption we can still get the result by replacing Ji by N F( Ji) and M  by N F(M)  
where N F is the norm in the field F.
L em m a 7.2.5 (A ssum ing 7.4). The product J i • • • Jn is a rational non zero 
integer divisible by [{p— l)!]n i f  p KM.
P ro o f
Q( a i , . . . ,  o n) is a Galois field. Conjugation, or any automorphism, will permute 
a \ , . . . , an and hence ]^ J Ji is a symmetric function in a i , . . .  ,a n. n  Ji is an 
invariant under conjugation and hence a rational number since the only invariant
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numbers in Q (a1, . . . ,  a„) are the rationals. Therefore Ji is an integer and by
the result of lemma 4 we get YlJi  is divisible by [(p — l)!]n. Hence in*^l ^  
[(P -
L em m a 7.2.6 (does n o t assum e (7 .4)). Assuming the same notations we 
have
\Ji\< nA B eA(2lA)np
P ro o f
1. We denote by fi{x) the polynomials obtained from fi(x) by replacing each 
coefficient with its absolute value. An over estimate for fi(x) is
lnp[(x + |a i|)  •••(£ +  |an|)]P/ ( z +  KD-
This gives
|/«(*) | < r r (2A)*>-\
where A  =  max{aj ; j  =  1 , . . . ,  n} and x  E [—k, k] C [—A, A]
2. Now we can bound the integrals Ii(t) as follows:
|/<WI <  r |e‘- “/i(«)| du <  ItleW \ft |t|| <  \t\e^lnp 
Jo
3. Applying these upper bounds to Ii(aj) we conclude:
\M = 'y v @j ii(aj)
j=i
< ^ 2 \P j \  \®j\ e|ail f i (  |a j|) ,
j=i
and therefore we have
\Ji\< n A B e \2 lA )np
Note that the form of this bound is CiCp, where C\ and C2 are independent of p. 
It can also be put in the form Cp for some constant C independent of p as we ’11 
see in the following
L em m a 7.2.7 (does n o t assum e (7 .4)). Assuming the same notations , we 
can use the constant
C = {21 A )n log B
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to have
< Cp for every i and where p > C
P roof
We need to show that
C” > nA B eA(2lA)np
i.e.,
(log£)p >  nA B eA 
I f  the condition p > C is satisfied then it would be enough to have
(lo g £ )(2M)" log* >  nA B eA
which is true and clear if  we take the logarithms of both sides
(2lA)n log B  log log B  > log n +  log A  +  log B  +  A
Then the result.
C  =  (2lA)n log log B  and p > C  
also works for the same reasons.
7.2.1 The classical proof
We now give another version of the classical proof in [Bak75] using the previous 
lemmas. Let cti, . . .  ,a n be distinct algebraic numbers and /3\,. . . , (5n be non zero
algebraic numbers. We need to show that p\eai H 1- (3nean ^  0. Assume not,
that %s,
(3ieai +  • • • +  (3nean = 0
Without any loss of generality, by the Galois assumption proved in lemma 7.2.1, 
one can assume that (3\,...,(3n are rational integers and there exist integers
0 =  n0 < ni < • • • < nr =  n
such that a nt+i , . . . ,  ctnt+i a complete set of conjugates for t = 0 ,1, . . . ,  r  — 1 
and (3nt+i =  • • • =  Pnt+i •
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But from lemma 7.2.7, also we have | J{\ < Cp, where the constant C  =  (2 lA)n log B  
is independent of p. The inequalities yield
( p -1 ) !  <  Cp
which is wrong if  p is chosen sufficiently large according to the following lemma. 
L em m a 7.2.8.
I fp  > 5 C then (p — 1)! > 2 Cp 
We can give a choice for such p using Stirling formula
log Ml ~  M  log M  — M
or
M l > \/2ixM ( M/e)M 
Applying this fact to (p — 1)! we get that p >  5C will prove the lemma.




( p -1 ) !  > y/27r(p-  1) p - 1
p-i
( p -1 ) !  <  2 Cp
2 Cp > y/2n{p -  1)
p - 1 p - i
P ~  1 3—-— > -  C which is satisfied if  p > 5C
( i * r  ^
1 < cp
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50
(§) < c
which is a contradiction if  p > C , C > 2. This completes the proof
7.3 Effective Proof Of Lindemann theorem
The logic behind the modification of the previous proof to be effective is contained 
in the following
Lemma 7.3.1. Suppose /3ieai H h (3nean =  £ where f i i , . . . , (3n E Z. I f  there
are functions
Ji(R); P i{R ) ; J?{R) ; 1 < i  < n
computable in R =  (p, n, A , a i , . . . ,  a n) and satisfying
(a) Ji =  £ fi>i Ji ,
(b) \Ji\ < Cp for some constant C independent of p and
M M L i W  >  [ ( p - i ) ! ] n
provided that p is prime and does not divide some integer M  which is computable 
in n, (3i, c*i,. . . ,  a n and M  is independent of p






In the original proof we have e =  0 and then (b) and (c) are contradictory if  p 
is chosen sufficiently large.
Now if
\e p,i\ < V i
then using (b) we get
|J? | <  2
and hence using (c) we get




< 2n C np
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Then, (p — 1)! < 2 Cp which yields a contradiction for large p e.g., p > 5C 
Therefore, if  we take p to be a prime larger than 5C and not dividing M  we get
\e pi\ > Cp for some i
which completes the proof.
R em ark  7.3.1. The lemma does not depend on the Galois assumption, or even 
on £*i,. . . ,  Oin being algebraic. However these assumptions will be used in the proof 
of the premises of the lemma.
We now give the details of the proof of the premises following the same nota­
tion in section (7.2). Assume
Pieai H 1- (3nean =  e ; (3i, . . . ,  (3n € Z  (7.8)
Then for i = 1 , . . . ,  n we have
771 771 71
Ji = e E ^ 0)-E E  a ( 7-9)
J = 0  j —0 k—1
Defining
m 771 71
Ik  =  a n d J ?  =  -  ^ 2 ^ 2 0k  / i J ) ( « f c ) ,
j = 0  j = 0 k=1
where m  =  np — 1, we can rewrite equation 7.9 in the form
Ji = s m  + J°  ;1 < i < n  (7.10)
As before let A  and B  be upper bounds for the absolute values of a  }s and (3’s 
respectively.
Define H (f-(x ))  to be the maximum of the absolute values of the coefficients of 
this polynomial f ( . We have |/ /(0 ) | <  H (f?(x)). Also
H {fi(x ))  < m \H (fi(x )) < 2m A™ ml
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Therefore,
Hence we have
L em m a 7.3.2.
|/ /(0 ) | <  (2A)” m!
\lk\ < (m + l)\(2 A )m 
Combining this result with lemma (7.3.1) we conclude
(7.11)
L em m a 7.3.3. Suppose a i , . . . , a n are algebraic and the Galois assumption is 
true then
i = l
> [0  -  l)!]n
provided that p  /M  =  I f t  • • • f t  G where G is the same invariant quantity defined 
before.
P ro o f
Same as lemmas 7.2.4 and 7.2.5.
Now choose C, independent of p, so that Cp > nA B eA(2Al)np.For example 
C  =  (2lA )n log B  as seen in lemma 7.2.7
T h eo rem  7.3.1 (Effective L indem ann  T h eo rem ).
I f  f te Ql H 1- /3nean = e where f t , . . . ,  (3n G Z ,
then there is some choice of
such that
P ro o f





> [(2lA )n log B f  
(2A)m ml
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but [(2lA)n log B]p > (2A)m and so
(2 Ay




To choose p we need
first, p > bC where C  =  (2lA )n log B  
second, p =  Ifii • • • (3n £[(&* — &j)
so we have
M  < lB n(2A)n2 < e5C
and hence we can choose p so that bC < p < 5/c C according to lemma (7.1.7) 
where k as stated in lemma (7.1.6).
R em ark  7.3.2.
5(2 lA )n log B  < p < 5 k (2lA)n log B
and therefore
k l  > [5 k n (2lA)n log B]\
Taking the natural logarithms we get
° >  l0gH  -  1<>S [5 k n  (2M)n logB]\ = - l°g [5 « « (2 M )" lo g B ]!
Applying the Stirling formula and taking the absolute values of the negative num­
bers in the last inequality yield
|logk || < b K n(2lA)n \ogB  \\og[b K n(2lA )n \ogB] — 1 |.
Now I  will show the original estimates we had with direct computations. The 
bounds are worse than the ones given before.
A n o th e r  p ro o f From the argument of the classical proof we know that f ^ \ a t) 
is an algebraic integer divisible by p\ unless j  =  p — 1, t = i and in this case we
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have
k=1
so that it is an algebraic integer divisible by (p — 1)! but not by p\ if  p J[M. To 
get an upper bound for the product J i • • • Jn
j? = - E E A / f W
j = o  k=1
we have
< lnp (p-1) !  Y [  \ai ~ ak\P m n  max{pk}
k = 1
rfl <  l"p (p — 1)! (2 k)np m n k .
= > |J? | <  2np lnp (p — 1)! fcnp+1 n2 p.
< p\ n2 2"p lnp k"p+1 ; 1 <  i < n.
n





We get \J i- - - J n\ =  +
i = l
- nm +  ^1^*1 (n + • • • + Nn n i^*i *
So we can make the following bound using |e| <  1 since otherwise we have 
nothing to prove.
n w - i M
i = l i = l
a,





< |s| 2" J I  [(p +  1) pi 2np lnp nn+1 k"v
i=1
Using the bounds given for pi and\Jf\ , one gets
i=1 i = l
< |e| 2n [(p + 1)! 2np lnp n"+1 fe”v ] " .  (7.14)
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Define the term T (e ) := |e| 2” Up + 1)! T v lnp nn+1 knVY . (7.15)




Using the fact that \Ji\ <  Cp Vi gives n i l  W\ — We conclude
that 2 C np, which contradicts the inequality n?=i I^FI — (p  ~
1)! (deduced from the divisibility argument above), for a suitable choice of p. For 
example (2C)n < p < 2(2C)n. Our result, due to this contradiction, is that 
T(e) > Cnp. i.e.,
\e\2n ( p + l ) \2 nplnpnn+1 kn2p* > Cnp ,
and hence we have
\e\ >
( j n p
2n [{p +  1)! 2np lnp nn+1 kn2p2]n
(7.17)
which explicitly gives a transcendence measure, lower bound, for the expression
Pieai 4------ 1- (3nean. The importance of such results is that it can give us a bound
on the number of decimal places required to verify that a polynomial vanishes.
7.4 Discussion
Here, we use the Lindemann theorem 7.3.1 to recognise the zero polynomials 
represented as expression trees. I f  P (x  1, . . . ,  x n) =  5 j i=0 fyxJ’1 . . .  Xnn is a poly­
nomial with degree bound d in each variable, we can substitute Xi =  eri, . . . ,  ern 
for x \ , . . . , x n with . . .  ,r n G Q to get
P(eri , . . . ,  eTn) =  ^ 2  °i e^ =1 kijTj•
i=0
To apply the Lindemann theorem, the question is: what is the condition on the 
rationals (or how to find) r \ , . . . ,  rn to have different exponents?
Some answer to this question is the following
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L em m a 7.4.1. Let n i , . . . ,  nk G Z  and \ni\ <  d. The following rationals
ri = ,r2 =  W f v F * ,X satisfy
r\Ui +  r2n2 H-h rknk ±  0 (7.18)
unless all of the are zeros.
P ro o f
We show how to find some integers M i,. . . ,  M k satisfying
M \ji\ H- M2n2 +  • • • +  Mknk 0 (7.19)
Unless all of the U{ or some Hi has ni > d. Therefore, it will be clear how we have 
got these, required, rationals. Any choices for Mi 6 Z +whereM2 > dM \ , M3 >
d(Mi +  M2) , . . . ,  M k > d(Mi H h M k- 1). will work. As a concrete choice for
a solution of these inequalities, we take
M\ = 1, M 2 =  dM\ + 1, M3 =  d(Mi +  M2) + 1, . . . ,  M k =  d(M\ +  • • • +  M k- 1) + 1 .
This means M i — 1 , M2 =  d +  1 , M3 =  (d +  l )2 , . . .  , M k =  (d +  l)*-1 .
It is clearly evident that these quantities satisfy equation (7.19) because otherwise
we get l .n i +  (d +  l)n 2----1- (d + l ) fc-1nfc =  0. Then we have,
ni =  — (d +  l)[n2 -------1- (d +  l ) fc-2njfc] which yields the contradiction
l^i I >  (rf +  1); k > 2  This completes the proof of this lemma by taking the 
rationals
ri = Mi/M*, r2 =  M2/M k, . . . , r k = M k/M k.
R em ark  7.4.1. In fact, we can use the integers Mi included in the proof since 
they give rise to different exponents and hence we can apply Lindemann theorem 
in the last version but this requires higher precision than what the UC in its new 
form requires.
Now we try to answer the question: what is the precision needed to distinguish, 
verify, a non zero polynomial P ( x i , . . . , x n) using the e bound in bound we get 
in the proof of Lindemann theorem and the bound we have assuming the the 
new form of the Uniformity Conjecture. First, we introduce the following lemma
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which can be easily verified by induction on the number of interior nodes of trees, 
polynomial terms or expressions representing polynomials.
L em m a 7.4.2. Let T  = T (x i , . . . ,  x n) be a polynomial term having s(T) interior 
nodes and logarithmic height h(T), the maximum of lengths of the natural numbers 
on the frontiers. I f  T  represents the polynomial
M
P  =  ^  CiXlf  • • • x 1™ , then we have
i=1
1. d  < loHTWT). £ =  1 , . . . ^
2. total degree := m ax^i,...^  Y^=  i h  ^  S(T) +  1
3. M  < (s(T) +  2)n
The proof is by direct induction on the number of interior nodes. For the num­
ber of monomials M  we have n choices for each variable varying over 0 , 1 , . . . ,  s(T)+
1.
We conclude this discussion by comparing conjecture 8 with theorem 7.3.1. 
Suppose a polynomial P (x i , . . . , xn) = CiXJ’1 . . .  Xnn in Z[x i , . . . ,  xn] is 
represented by a polynomial term T (x i , . . . ,  arn) with s(T) interior nodes and base 
10 logarithmic height h(T).
The total degree of P  is bounded by s(T) +  1. We can find natural numbers 
r i , . . . ,  r n so that the numbers
(*j =  n i l  H 1- rnin
are all distinct. Take d = 2 s(T) +  2 in lemma V.Jf.l we get
r i=  {2 s(T) + 3)n- r j  =
The number M  of terms in P (x i , . . .  , xn) is bounded by (s(T ) +  2)n by lemma
7.4-2. P (x i , . . .  ,orn) can be represented by an expression where depth d(P) satis­
fies
2d^ p) < 8(s(T) +  2)n+1
by lemma 6.3.2.
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Suppose P (x i , . . . ,  x n) =  6. By conjecture 8
log |e| <  8C(s(T) +  2)n+1 max (h(T), log(2s(T) +  1)")
where h(T) is the height of the polynomial and C is some universal constant. 







M  < (s(T) +  2)n
p  < 5/c (2IA)m logJ5
I =  (2s(T) +  3)n , A < s(T) +  1
and k is as in lemma 7.1.6. We can bound log |£r| by M plog(M p). But p is 
very large if  there are many variables because M  occurs as an exponent.
The advantage of using theorem 7.3.1 is that we have an explicit bound. The 
precision needed is doubly exponential in the number of variables n.
7.5 Another effective version o f the Lindemann- 
W eierstrass theorem
We will present here the main results of the work done in [Ser99] by Alain Sert 
in the direction of having better effective results for the Lindemann- Weierstrass 
theorem. Mahler began the work in this direction in 1932 ([Mah32]) in which he 
proved that there exists a constant
H0 = H0(d, a i , . . . ,  ap) > 0
such that
H  > Hq implies log ^ ( e " 1, . . .  ,ap ) | >  — c dp log H ,
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where c = c(a i , . . . ,  ap) > 0 and P  is a non zero polynomial over Z[x\ 
with degree <  d and with height <  H . The work continued until the recent result 
of Ably in [Abl94] concluded the following minimisation
T h eo rem  7.5.1 (A bly  T h eo rem ). I fP  is a non zero polynomial in K [x i , . . . ,  xp] 
with degree < d and K  denotes a number field of degree D over Q. Assume 
a i j . . . t ap are algebraic independent over the rationals then
log |P (eQl, . . .  ,Qp )| >  — cdiP (logH  -f exp(Cdp \ o g ( d 1))),
c =  24p3 +  ISp2 +  25p +  4pp2+p+2 (4D + p+  l)p+2 Dp2+p+1 and C  =  C {au . . . ,  ap).
Alain Sert in his work [Ser99] improved this result and showed the dependence 
on a i , . . . ,  explicitly in the following version of the theorem. This is a special 
case of his theorem
T h e o rem  7.5.2 (effective version  o f th e  L in d em an n -W eierstrass  th e o ­
rem ). I f  P  is a non zero polynomial in Z [x i , . . . ,  xp] with degree < d(d  > 1) 
and with height H . Let K  denote a number field of degree D over Q. Assume 
a  =  ( a i , . . . ,  ap) where c*i,. . . ,  ap are elements of K  linearly independent over 
the rationals. Then we have the bound
log |P(eai , . . . ,  eap)| > —cdp [log H  +  exp {c' dp +  c" dp logd +  72 |a|)]
where
|a;| =  max{l, max |a:j|} ,
i
c =  41 x 32p x 2-p+1ppDp+1, 
d  =  22-p 32p+1 f  Dp+1 + (1+6D) 2*~p 32p f  Dp log(9pO) +  2i ~p 32p f  Dp+1 (l+6p) log h j a )  
where
. . _  log(m(a)) 
deg(a)
is the absolute height of a  defined with respect the the field K  and
c" =  (1 +  6D) 24-p 32pj f  Dp.
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We can notice the improvement of the result compared to the one in [Abl94]. 
The constant c is better and the dependence on a i , . . . , a p is totally explicit. 
However the precision needed is again doubly exponential in n since d  increases 
exponentially with n.
E xam ple  7.5.1. I f  P  is a non zero polynomial in Z[X , Y] with degree < d ( d >  
1) and height < H . Considering the value of this polynomial at the point 
( e ^ ,  e ^ ) ,  the inequality in the setting of the theorem gives us the minimisation
lo g |F (e '/5)e '/5) >  - 5  x lO 'd 2 [ lo g #  +  e5xl0*,'Jlo*<<m>
We can compare this with the result of theorem 7.3.1. Let
P (e '/2,e '/5) =  e
where
k i >  1(Mp)l 
with
M  < ( 4 d + l ) 2.
The degree is multiplied by 4 to satisfy the Galois assumption. Since p < 
5 k (2IA)M log 2?, / =  1, k is as in lemma 7.1.6 and A  < 6(4cQ. It seems that our 
results will be better in some cases especially for small number of monomials.
Chapter 8 
Conclusion
{Blessed be He in His hands is the Dominion, and He over all things 
hath Power; He Who created Death and life, that He may try which of 
you is best in deed. And He is the Exalted in Might, Oft-Forgiving.} 
[67:1-2]
This thesis presents the following results
1. We introduced a representation of polynomials as a polynomial term which 
is a tree with operators *, + , — on the interior nodes and natural numbers 
and variables on the frontier.
We attempt to decide whether or not such a tree represents the zero polyno­
mial by substituting algebraically independent real numbers for the variables 
and attempting to decide whether or not the resulting constant is zero.
We proved a measure theoretic analogue to the Schwartz’ theorem of proba­
bilistic zero recognition in case of choosing points at random in the unit cube 
in R n. This proposition can be stated as follows:
I f  polynomial term T  is not identically zero, then the intersection of the unit 
cube in R n with { |T(X )| < 10-fe} has Lebesgue measure < 2d{T)lQ~kfd{T \  
where { |T (X )| < 10_fc} is the subset of R n in which |T (X )| < 10-fc.
We also proved that:
For almost all points X  in the unit cube, there is a number C so that for all 
non zero polynomial terms T  we have \T(X)\ > 10~c ~k^ d^ . 
where T  has variables x i , . . . , x n, d(T) =  deg(T,Xi) and deg{T,Xi) is
the degree of Xi in T.
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k(T) is a mapping polynomial terms into natural numbers, is such that 
^ d ( T )  10-fc(T) (taken over all polynomial terms) converges to a finite limit. 
(For example, k(T) = 2*length(T) would do.)
From this we get a probabilistic zero recognition test which is somewhat more 
expensive computationally than the usual method of choosing random inte­
gers in a large interval and evaluating, but which depends on the ability to 
choose a random point in the unit cube and to approximate a polynomial at 
that point.
We also stated a conjecture about algebraic independence measure which 
would give us a deterministic test with a uniformly chosen test point. The 
result is that if  a polynomial term has s(T) nodes, then the bit complexity of 
deterministic zero recognition is bounded by
O (s(T )M  (s(T)length(T) ) ) ,
where length(T) measures the length of the term T  and M (n) is the bit 
complexity of multiplication of two n-th digit natural numbers.
2. The uniformity conjecture postulates a relationship between the syntactic 
length of expressions built up from the natural numbers using field operations, 
radicals and exponentials and logarithms, and the smallness of non zero 
complex numbers defined by such expressions. The Uniformity Conjecture 
claims that if  the expressions are written in an expanded form in which all 
the arguments of the exponential function have absolute value bounded by 1, 
then a small multiple of the syntactic length gives a bound for the number 
of decimal places needed to distinguish the defined number from zero.
We discussed applications of the conjecture, showing that it implies an ef­
ficient zero recognition algorithm for algebraic numbers represented by rad­
icals, and that it implies an efficient zero recognition algorithm for multi­
variate polynomial expressions with radical coefficients.
3. However, counterexamples to the uniformity conjecture and to the witness 
conjectures in general are found by solving some system of polynomial equa-
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tions. An example of this is the following example
In this example we have only two occurrences of x  but G{x) =  0 ( x 5) near 
zero. In such case we could get a counterexample from G(x) with x  =  10-iV
and N  sufficiently large. Other examples were formed with different basis 
functions.
4 . We introduced some modifications for the violated conjecture that may help 
improve the studies in this direction and help other areas of interest like the 
exact geometric computation to compare with existing root bounds.
The counterexamples show that one of the conditions we should expect for  
an approximation measure is:
It is not too hard to compute such an upper bound on multiplicity, using the 
ideas of Khovanskii, since all of the functions /^ (x) are Pfaffian in some 
neighbourhood of zero.
Let K  be either R  or C . A Pfaffian chain of order r and degree a  > 1 in 
an open domain G C K n is a sequence of analytic functions f i , . . . ,  f r in G 
satisfying differential equations
for 1 <  j  < r. Here gifix, yu . . . ,  yf) are polynomials in x  =  ( z i , . . . ,  x„), y i , . . . ,  yj 
of degrees not exceeding a. A function f(x )  =  P (x , f i ( x ) , . . . ,  f r{x)) where 
P(x, 2/1, ,  yr) is a polynomial of degree not exceeding (3 > 1, is a Pfaffian 
function of order r and degree An upper bound for the multiplicity
of a zero of such a function is
9 ( A )
> multiplicity of any root of fA(x) near0
log(A(A))
l<i<n
k h (f)  =  M (n, r, a, fi) = 2r r^ fi(m in(n, r)a  +  fi — n  +  l ) r
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Aside from being close to a zero of high multiplicity, the only other way we 
know to construct very small values is via the pigeon hole principle. Consider 
an expression tree for A  with d(A) =  d. The frontier may have up to 2d~l 
integers on i t  Consider such expression up to absolute height H . There are 
no more than (2H  +  T)2d~x of them. I f  these are all real and distinct and 
we consider them all mod 1, we will get two such expressions whose distance 
apart (mod 1) is 0 ((2 H + l)~ 2d~l ). This gives us another approximate bound 
on g(A).
g(A) > 2d~l log(2ff +  l)
Combining these two ideas, we suggest the following form of the UC:
UC  revisited
I f  x  is a non zero closed form number, then
|ar| >  max(2,H ) - ekhW,
where kh(d) is an upper bound on multiplicity of a zero of a function /b (x) 
where B  is an expression in E  and d{B) < d, and c is a universal constant. 
It is clear that kh(d) is at least 2d and in fact this may suffice. We are 
not able to construct any examples of expressions A(x) with d(A) < d, and 
|ar| < m ax(i/, 2)-2d.
In practice the best known technique for attempting to recognise zero among 
closed form numbers seems to be the following.
Given closed form number x  represented by expression A,
(a) Test i f  |ar| > m ax(if, 2)~2d, where d =  d(A), H  =  h(A). I f  so, x  ±  0. 
Otherwise,
(b) Construct a sequence of fields Q  C Fi C F2 C . . .  C Fk, where x  G F&. 
Attempt to find a canonical form for x, by attempting to find a proper 
set of generators for Fk. I f  the canonical form of x is 0, then x  =  0. 
Otherwise,
(c) Test if  \x\ >  max(2,H )~ kh d^\  where kh(d) is the Khovanskii’s bound 
on multiplicity as given above. I f  so then x  ^  0.
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I f  the question is still unresolved, then x  is either non zero and surpris­
ingly small, or somewhere in Fk there is a counterexample to the Schanuel 
conjecture. Either of these two outcomes would be quite interesting.
5. We introduced a new effective proof of the famous Lindemann theorem in 
the following form  
E ffective L in d em an n  T h eo rem
Given distinct algebraic numbers cui,. . .  a n and f t , . . . ,  f t  € Z  not all zero 
and
I f  f t e ai H b f t e an = e  where f t , . . . ,  f t  € Z ,
Then we can find a natural number N  and a prime number p such that
lel >  —-—
11 -  ( m
which gives an upper bound on the precision needed to distinguish e from  
zero. The precision is higher than that is required by the modified UC and it 




{ Verily, all things have We created in proportion and measure.} [54:49]
This verse from Surat 54: Al-Qamar, the Moon says that everything goes by law 
and plan whether we see it or not and whether we discover or not even the laws 
for uncertainty and random motion!. All fields of science are evidences of that 
and give no chance for accepting accidental being. After studying and researching 
for about 5 years about a specific problem in some area of knowledge my belief in 
this progressively increases. For me, this is the main conclusion of my work. We 
feel what the law or the formula may look like so we guess and conjecture and 
then test it and move toward discovering the facts. The important thing is that 
the facts were there all the times: before we try our conjectures, and when we do 
and even i f  we do not discover them at all. It is always the fact that punctual 
laws govern all phenomena under consideration and beyond consideration.
This is a translation for the Arabic tongue preserved through the Koran for  
over 14 centuries till now. I  think in this language and I  like to thank every reader 
for reflecting through this message of mercy and wisdom. For this reason I  made 
my choice for these Koranic quotations which appeared in the thesis. Now I  will 
add their original Arabic pronunciation in what is called transliteration.
1. Dedication: I  quoted the first revelation of the Koran
{Read in the name of thy Lord and Cherisher, who created, created 
man, out of a leech-like clot. Proclaim and thy Lord is most boun­
tiful, He who taught (the use of) the pen, taught man that which he 
knew not.} [96:1-5]
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The Arabic reads:
{Iqra/ bi-ismi rabbika allathee khalaqa * Khalaqa al-insana min 
AAalaqin * Iqra/ warabbuka al-akramu * Allathee AAallama bialqalami 
* AAallama al-insana ma lam yaAAlam  *} [96:1-5]
2. Chapter 1: Introduction
{Say: “travel through the earth and see how He did originate cre­
ation; so will God produce a later creation: for God has power over 
all things’7.} [29:20]
The Arabic reads:
{Qul seeroo fee al-ardi faonthuroo kayfa badaa alkhalqa thumma Al- 
lahu yunshi-o alnnash-ata al-akhirata inna Allaha AAala kulli shay- 
in qadeerun *} [29:20]
3. Chapter 2: Background material
{Slowly will We show them Our signs in the horizons and in their 
own selves, until it becomes manifest to them that this is the truth.
Is it not enough that thy Lord doth witness all things?} [41:53]
The Arabic reads:
{Sanureehim ayatina fee al-afaqi wafee anfusihim hatta yatabayyana 
lahum annahu alhaqqu awa lam yakfi birabbika annahu AAala kulli 
shay-in shaheedun *} [41:53]
4- Chapter 3: Uniformity conjecture
{In the creation of the heavens and the earth, and the alteration of 
night and day, there are indeed signs for men of understanding.} 
[3:190]
The Arabic reads:
{Inna fee khalqi alssamawati waal-ardi waikhtilafi allayli waalnna- 
hari laayatin li-olee al-albabi *} [3:190]
5. Chapter 4: Zero Recognition of Polynomial Terms
{Do not the unbelievers see that the heavens and the earth were 
joined together (as one unit of creation), before we clove them asun-
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der? We made from water every living thing. Will they not then 
believe?} [21:30]
The Arabic reads:
{Awa lam yara allatheena kafaroo anna alssamawati waal-arda kanata 
ratqan fafataqnahuma wajaAAalna mina alma-i kulla shay-in hayyin 
afala yu/minoona ★} [21:30]
6. In chapter 5: Counter Examples to The Uniformity Conjecture
{Do they not observe the birds above them, spreading their wings 
and folding them in? None can uphold them except The Most Gra­
cious: truly it is He that watches over all things.} [67:19]
The Arabic reads:
{Awa lam yaraw ila alttayri fawqahum saffatin wayaqbidna ma yum- 
sikuhunna ilia alrrahmanu innahu bikulli shay-in baseerun-k} [67:19]
7. In chapter 6: New Conjectures
{And pursue not that of which thou hast no knowledge; for surely 
the hearing, the sight, the heart all of those shall be questioned of.} 
[17:36]
The Arabic reads:
{Wala taqfu ma laysa laka bihi AAilmun inna alssamAAa waal- 
basara waalfu-ada kullu ola-ika kana AAanhu mas-oolan *} [17:36]
8. In chapter 7: An Effective Proof Of Lindemann’s Theorem
{Verily, all things have We created in proportion and measure.} 
[54:49]
The Arabic reads:
{Inna kulla shay-in khalaqnahu biqadarin *} [54U9]
9. In chapter 8: Conclusion and Future Work
{Blessed be He in His hands is the Dominion, and He over all 
things hath Power; He Who created death and life, that He may 




{Tabaraka allathee biyadihi almulku wahuwa AAala kulli shay-in 
qadeerun * Allathee khalaqa almawta waalhayata liyabluwakum ayyukum 
ahsanu AAamalan wahuwa alAAazeezu alghafooru *} [67:1-2]
The Koran is full of signs for mankind to think about and they are real moti­
vation for people to make developments in all directions to help man and woman 
to discover his/her purpose of life and serve all of the humanity with justice and 
mercy. I  will add to this collection some more quotations of these signs mentioned 
in Surat 30: Ar-Rum, The Romans.
1. {And among His Signs is this, that He created for you mates from  
among yourselves, that ye may dwell in tranquillity with them, and 
He has put love and mercy between your (hearts): verily in that Are 
signs for those who reflect.} [30:21]
2. {And among His Signs is the creation of the heavens and the earth,
and the variations in your languages and your colours: verily in 
that are Signs for those who know.} [30:22]
3. {And among His Signs is the sleep that ye take by night and by day,
and the quest that ye (make for livelihood) out of His Bounty: verily 
in that are Signs for those who hearken.} [30:23]
4- {And among His Signs, He shows you the lightning, by way of both
fear and of hope, and He sends down rain from the sky and with it 
gives life to the earth after it is dead: verily in that are Signs for  
those who are wise.} [30:24]
The Arabic reads:
{ Wamin ayatihi an khalaqa lakum min anfusikum azwajan litaskunoo 
ilayha wajaAAala baynakum mawaddatan warahmatan inna fee thalika 
laayatin liqawmin yatafakkaroona * Wamin ayatihi khalqu alssamawati 
waal-ardi waikhtilafu alsinatikum waalwanikum inna fee thalika laay­
atin UlAAalimeena * Wamin ayatihi manamukum biallayli waalnna- 
hari waibtighaokum min fadlihi inna fee thalika laayatin liqawmin yas- 
maAAoona * Wamin ayatihi yureekumu albarqa khawfan watamaAAan
CHAPTER 8.Conclusion 139
wayunazzilu mina alssama-i maan fayuhyee bihi al-arda baAAda mawtiha 
inna fee thalika laayatin liqawmin yaAAqiloona *} [30:21-24]
The conclusion I  like to end with is to express the feeling and the fact that 
everything has some sort of life and realisation from the atoms to the galaxies. I  
have this in my heart and mind from the verse
{The seven heavens and the earth, and all beings therein, declare His 
glory: there is not a thing but celebrates His praise; and yet ye un­
derstand not how they declare His glory! Verily He is Oft-Forbearing,
Most Forgiving!} [17:44]
The Arabic reads:
{Tusabbihu lahu alssamawatu alssabAAu waal-ardu waman feehinna 
wa-in min shay-in ilia yusabbihu bihamdihi walakin la tafqahoona tas- 
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