and other (e.g., "takete") to spiky angular shapes [39] . Recent research suggests that this process, referred to as the "bouba/kiki effect", operates in a similar way to the correspondence between sound symbolism and visual perception [24, 25] . In particular, several studies have specifically examined crossmodal correspondence and sound symbolism in the Japanese language [40] [41] [42] . Japanese sound symbolic words typically have a strong and systematic association with sensations [43] , and commonly refer to the tactile or visual perception of surface texture. For example, "nuru-nuru" indicates sliminess, while "sara-sara" indicates dryness and smoothness, and "zara-zara" indicates dryness and roughness. In this study, we focused on the Japanese sound symbolic words to confirm the differences in texture perception between holistic and part-based visual processes.
The human visual system is able to perceive not only the macrostructure (form and shape) of a surface, but also its microstructure (texture). Some evidence suggests that microstructural characteristics are processed independently of macrostructural features. However, the human visual system can interpret a variety of information about the physical world, enabling the recognition and semantic categorization of complex visual scenes at a glance. This remarkable perceptual ability relies heavily on holistic processing, which is achieved by estimating the global statistical summary of an image. On the other hand, texture is an important source of information for distinguishing between artificial and naturally occurring surfaces in images. In addition, it is reported that Japanese sound symbolic words are useful to express fine differences in texture and synesthetic characteristics. However, there is no evidence comparing the characteristics of surface texture perception between whole-and part-based images using sound symbolic words. The objective of the present study was to examine whether sound symbolic words for describing the surface texture perception differs between whole-based images related to the holistic processing and part-based images. In Experiment 1, we examined the effect of wholebased images in surface texture perception using sound symbolic words. In Experiment 2, we examined the effect of part-based images in surface texture perception using sound symbolic words. The results revealed that the sensory and symbolic descriptors differed in texture perceptions between whole-based and part-based image processing. These findings suggest that sound symbolic words can describe differences in surface texture between whole-based and part-based images at a fine resolution.
Introduction
Vision allows us to interpret a wide variety of information about the physical world. Although visual scenes are often complex, we are typically able to recognize and understand the meaning of a scene at a glance, even with exposure times as short as 20 ms [11, 12] . Furthermore, humans have the ability to rapidly semantically categorize the meaning of an image [13] . This remarkable perceptual ability is heavily dependent on holistic processing [14] . A number of psychophysical studies have reported that the perception of a scene is achieved by the processing of global image features, estimated by global statistical summary of the image [15] [16] [17] . Although Texture is determined by the microstructure of surfaces, in contrast to macrostructural form and shape information, texture is an important factor in the characterization of global image features [14, [18] [19] [20] [21] . The current study focused on differences in texture perception between whole-and partbased visual processes.
Texture is an important source of information for distinguishing between artificial and naturally occurring surfaces in images [1] . Texture typically refers to softness, smoothness, slipperiness and other qualities of a surface, and is an important property in the field of haptics [2] [3] [4] [5] . Humans are able to perceive various textural properties of surfaces from visual information such as colors, dots, lines, edges and spatial density, and the role of vision in texture perception has been the topic of substantial research [6, 7] . For example, Lederman et al. (1986) reported that when participants were asked to judge the spatial density of a surface texture, visual inputs were weighted more heavily than tactile inputs [8] . In addition, visual texture has been implicated in the perception of visual complexity, emotional content and aesthetics [9, 10] .
In recent years, there has been a growing research interest in the relationship between sound symbolism and perceptual matching [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . Sound symbolism is defined as a property of certain words that have a direct link between sound (phonological form) and perceptual (or semantic) meaning [31] [32] [33] [34] [35] [36] [37] [38] . For example, Köhler (1929) reported a relationship between non-words and object shapes, revealing that participants preferred to match some nonsense words (e.g., "maluma") with curvy rounded shapes
Apparatus and Stimuli
The experimental stimuli used in this study were obtained from the FMD (http://people.csail.mit.edu/celiu/CVPR2010/FMD/) (Sharan et al. 2014) , which is one of the major stimulus sets used in vision research. The FMD consists of color photographs of surfaces belonging to one of ten common material categories: fabric, foliage, glass, leather, metal, paper, plastic, stone, water, and wood. Each image contains surfaces that belong to a single material category in the foreground. A range of images was selected to provide a variety of illumination conditions, compositions, colors, textures, surface shapes, material sub-types, and object associations. Since the FMD was constructed with the specific goal of capturing the natural range of material appearances, the surfaces depicted in the images each belong to a specific material category, and not any of the others. We selected 10 images from each material category (fabric, foliage, glass, leather, metal, paper, plastic, stone, water, and wood), and categorized them into 10 groups. As a result, 1,000 FMD images were classified into 10 groups of 100 images each. Figure 1 shows an example of the FMD image stimuli. Each group of visual stimuli were presented for each participant group. To produce the stimuli for Experiment 2, we conducted an experiment to mark the part of the visual stimulus participants focused on when describing the surface texture. Ten participants participated in this experiment, we cropped each image section that three or more participants marked. Figure 2 shows an example of cropped image stimuli and we used the cropped images in Experiment 2. Since the average size of the image sections marked by participants was approximately 100 pixels, we cropped square images of 150 × 150 pixels. Consequently, we obtained a total of 1,946 image samples, and classified them into 10 groups. Each group of visual stimuli was presented to each participant group.
we analyzed the obtained sound symbolic words using the multidimensional rating system of sound symbolic word.
Materials and Methods

Task Design
We performed two psychophysical experiments using images from the Flickr Material Database (FMD) as visual stimuli [51] . In Experiment 1, whole FMD images were presented, and participants answered spontaneously and freely using sound symbolic words to describe the surface textures shown in the images. We analyzed participants' responses by evaluating sound symbolic words as quantitative adjectives [46] . In Experiment 2, cropped sections of the images used in Experiment 1 were presented to another group of participants. Participants were instructed to describe the surface texture of each image.
Ethics Statement
The experimental protocol in this study was approved by the Ethics Committee of the University of Electro-Communications, Tokyo, Japan. Participants were recruited from the University of Electro-Communications using a poster. All subjects provided written informed consent prior to the experiments and were paid an allowance for their participation.
Participants
100 participants (25 women and 75 men, mean age = 22.1 years) participated in Experiment 1. 100 participants (25 women and 75 men, mean age = 20.6) took part in Experiment 2. In both experiments, participants were divided into 10 groups. Participants were not informed of the purpose of the experiment, and reported no known abnormalities in speech or in vision.
texture.
Experiment 2 followed the same procedure as Experiment 1, except for the following changes. We cropped image stimuli determined by participants' responses to circle the part of the visual stimuli they focused on while describing the surface texture in Experiment 1 (see Figure 2 for example stimuli). We used the cropped image stimuli in Experiment 2. Each group of visual stimuli was presented to each participant group. Participants were instructed to answer spontaneously and freely with 1-6 sound symbolic words describing the texture of the material shown in each image. An example answer is shown in Figure 4 . The sound symbolic word in the left cell is 'gowa-gowa,' which refers to a coarse and stiff texture. The sound symbolic word in the middle cell is 'zara-zara', which refers to a dry and rough texture. 
Procedure
In Experiment 1, each trial was conducted in an isolated test room under controlled lighting conditions. Participants were kept at a viewing distance of approximately 50 cm from a touch panel display showing the visual stimuli. The visual stimuli were presented vertically at eye-height, in a random order, using the slideshow function of Microsoft Powerpoint 2010. During the test, participants were instructed to answer spontaneously and freely with 1-6 sound symbolic words expressing the texture of each material. At the same time, they were asked to circle the part of the visual stimuli they focused on while describing the surface texture. An example answer is shown in Figure 3 . The sound symbolic word in the left cell is 'mosa-mosa,' which refers to a hairy and thick texture. The sound symbolic word in the middle cell is 'fusa-fusa', which refers to a bushy and thick different subjective impressions (e.g., the difference between "kasa" and "saka"). We combined all sounds in the Japanese syllabary (from /a/ to / n/) to create two-syllable expressions (i.e., /aa/, /ai/, . . . , /wan/, /nn/). We obtained a total of 11,075 words, including those containing repeated twosyllable sound-symbolic expressions (e.g., /aa-aa/, /ai-ai/). Moreover, we added 3,509 words including every type of special phoneme (e.g., /fuwari/ and /peQtari/). From these 14,584 words, we selected 312 words that were judged by three participants as sound-symbolic expressions for describing texture sensations. Importantly, the 312 selected word stimuli covered every possible phoneme type. This enabled the system to estimate the meaning of every possible type of onomatopoeia, because Japanese-speakers commonly create new onomatopoeic expressions by combining phonemes to express intuitive feelings. Participants were presented with sound-symbolic expressions that conveyed texture impressions as well as visual rating scales for evaluation. Using a 7-point SD scale, participants responded in regard to the extent they felt each word related to each scale. The questionnaire presented the stimuli in a random order. Participants were divided into six groups of 13, so the calculations included 13 people per sound-symbolic expression. Thus, each participant responded using 52 sound-symbolic expressions chosen from 312 expressions. Participants were unaware of the purpose of the experiments, and had no expert knowledge about linguistics. They were not trained to answer this type of questionnaire, and reported their intuitive impressions. 
Data analysis
We have proposed a system that can convert a SSW in Japanese into quantitative ratings in multiple texture-based dimensions (26 pairs of adjectives) [19] . In the system, when a word that intuitively expresses a texture is input into the text field, information equivalent to evaluations against the 26 pairs of touch adjectives is obtained based on an analysis of the sounds of the word. To estimate the quantitative information of every possible SSWs, we built a database of sound symbolic associations for each phoneme with the 26 pairs of adjectives through psychological experiments.
The system can be predicted by combining the evaluations of each phoneme in these words, which are potential advantages of our system [68] . However, the adjectives are not sufficient to describe the visual perception of the texture of objects, because visual texture is so strongly involved in visual complexity, emotions and aesthetic perception, as high-level perceptual attributes [9, 10] . In the current study, we used 37 pairs (total 43 pairs) of adjectives appropriate for evaluating the visually-perceived texture of objects (see Table 1 ) [52] [53] [54] . To expand the scope of the quantitative rating database of sound symbolic words, we used an impression-rating methodology (using the semantic differential (SD) method), in which we measured the relationship between phonological features and impression ratings to create a quantitative rating database. The participants were 78 native Japanese speakers aged 20-24 years (51 males and 27 females). The vision-rating scale included 37 pairs of adjectives appropriate for evaluating the perceived texture of objects (see Table 1 ). These scales were used in a psychological experiment and then applied to the method we developed, both of which are described below. Using this method, we calculated subjective impressions of sound-symbolic words on the basis of the impressions evoked by each phoneme. Thus, the experimental stimuli are required to include all varieties of Japanese phonemes, including basic phonemes (consonants /C/ and vowels /V/), and special phonemes (syllabic nasals /N/, choked sound and the assimilated sound with small "tsu" in Japanese /Q/, long vowels /R/, and adverbs ending in /Li/) [55] . We created various combinations of sounds to examine the effects of sound order, determining whether first-syllable and second-syllable phonemes evoked and variation of phonemes used in the expression as the predictor variables, we conducted mathematical quantification theory class I. This method for quantifying qualitative data uses a type of multiple regression analysis, calculating the degree to which each phoneme contributes to each rating scale. Table 3 shows examples of the analysis results for each scale. From Equation (1) and Table 3 , the rating values for each sound-symbolic expression can be determined by totaling the category values for each phoneme in the expression. For example, the expression "pika" is composed of the first mora /pi/ (/h/ semi-voiced sound /i/) and the second mora /ka/ (/ k/ /a/). Therefore, the value of the "bright-dark" scale is estimated by the following equation. The multiple-correlation coefficient R between the predicted values and average rating values (actual values) was used as an indicator of prediction accuracy. For the six pairs of scales, the R values ranged from 0.8 to 0.9. We thus considered our model to be appropriate for estimating sound-symbolic word impressions evaluated by people. Impression-rating predictive model On the basis of the hypothesis that visual impressions associated with sound-symbolic expressions can be determined by the sound symbolism of each expression, we created an impression-rating predictive model as follows. Equation (1) predicts the value as a simple linear sum of the impact of each phoneme on the impression created by the expression, as a quantitative value. . Y X X X X Const
Here, Y ∧ represents a predictive rating value of sound-symbolic words on a particular rating scale. X1 -X13 represent the category quantity (the degree of impact of each phoneme on the predictive rating value) for each phoneme. X1 -X6 represent the consonant category, voiced/semi-voiced, palatalized, lowercase vowel, vowel and medial indicator for the first mora (the smallest sound unit in Japanese), respectively, and X7 -X12 represent the consonant category, voiced/ semi-voiced, palatalized, lower case vowel, vowel, and end of a word indicator for the second mora, respectively. X13 represents the presence or absence of repetition. The detailed relationships between variables and phonemes are shown in Table 2 .
This method produced 24,336 items of data (43 rating scales × 312 expressions × 13 participants). We then calculated the average rating value for each scale multiplied by each expression. By employing the average rating values of each sound-symbolic expression as the objective variables Jinhwan Kwon 1 , Tatsuki Kagitani 1 , Maki Sakamoto 1 Holistic Processing Affects Surface Texture Perception: Approach from Japanese Sound Symbolic Words 
Results
We obtained 17,487 sound symbolic word tokens (1,827 sound symbolic word types) in Experiment 1, and 30,138 sound symbolic word tokens (2,442 sound symbolic word types) in Experiment 2. We analyzed the sound symbolic word tokens using our new methodology. When we input the sound symbolic word tokens into the system, the estimated rating values for 43 impression rating scales (i.e., 43 adjectives) were obtained by the impression-rating predictive model. We calculated the mean value of the impression rating values obtained from all sound symbolic words in Experiments 1 and 2, respectively. We then used Welch's t-tests to examine differences between the results of Experiments 1 and 2 (see Table 3 ). The analysis revealed significant differences in 20 scales of 43 impression rating scales between Experiments 1 and 2. determined from visual information [8, 56] . In addition, visual perception of texture is heavily involved in the perception of visual complexity, emotional content and aesthetics [9, 10] . However, in the current study, participants' impressions of texture differed in the sensory and symbolic descriptors between holistic processing and part-based image processing conditions. These findings indicate that the interaction between texture perception and holistic processing may affect the sensory and symbolic dimensions.
10.The relationship between sensory dominance and adjectives
In the current study, we investigated whether texture perception differed between holistic and part-based image processes using Japanese sound symbolic words. Visual texture is implicated not only in low-level perception but also in the perception of high-level features, such as visual complexity, emotions and aesthetics [9, 10, 60] . In the current study, we used 43 pairs of appropriate adjectives for describing the visual texture of objects, including low-and high-level visual characteristics [52] [53] [54] .
However, there were significant differences in the sensory descriptors between holistic processing and part-based image processing conditions. According to previous studies, the sensory descriptors representing basic textural properties, such as softness, smoothness, slipperiness, is strongly involved in haptics [2] [3] [4] [5] . Furthermore, Fenko et al. (2010) reported that touch is the dominant sensory modality in sensory descriptors related to texture perception and vision is the dominant sensory modality in symbolic and affective descriptors. The current results indicate that despite sensory descriptors (e.g., hard, sharp, rough) representing tactile dominance, the descriptors are implicated in the differences in texture perception between holistic and part-based image processing. These findings have implications regarding the mechanisms by which holistic processing affects sensory descriptors in surface texture perception. How can the differences appear on the scales of tactile dominance? One possibility is that experience-based knowledge of material affected texture perception in the current study. Although material properties obtained via the tactile modality (i.e., hardness and roughness) are important, previous studies have reported that humans are able to perceive various textural
Discussion
The current study investigated the relationship between the use of sound symbolic words and the perception of texture between holistic and partbased image processes. We developed a new system for analyzing sound symbolic words by calculating subjective impressions of sound-symbolic words on the basis of the impressions evoked by each phoneme from a quantitative rating database. Thus, if different sound symbolic words are used for texture impression analysis, the texture impression values would also be expected to differ. However, if similar sound symbolic words were used in Experiments 1 and 2, the texture impression values would also be similar. The results revealed significant differences in texture impression between holistic and part-based image processes. These findings have a number of implications for understanding texture perception in the context of holistic and part-based visual processing, which are discussed below.
Differences between holistic and part-based image processing
The current results indicate that holistic processing influenced the perception of surface texture. In particular, there were significant differences in the 20 scales such as "warm-cool", "hard-soft", "slipperysticky", "elastic-nonelastic", "glossy-nonglossy", "firm-fragile", "smoothrough", "stretchy-nonstretchy", "sharp-mild", "simple-complex", "sharpdull", "fashionable-unfashionable", "masculine-feminine", "modern-oldfashioned", "fresh-annoying", "elegant-vulgar", "intense-calm", "loudplain", "Western-style-Japanese-style", "luxury-cheap". Fenko et al. (2010) reported that adjectives can be divided into three categories: sensory descriptors (e.g., hard, red, noisy); symbolic descriptors (e.g., interesting, expensive, modern); and affective descriptors (e.g., pleasant, beautiful). The current results show that the sensory and symbolic descriptors differed in texture perceptions between holistic and part-based image processing. Texture is typically considered to be a microstructural property of surfaces, processed independently of macrostructural properties such as form and shape. Although the basic elements of texture perception are deeply related to the sensation of touch, various textural properties of a surface can be properties of surfaces from visual information [6, 7] . In particular, several studies reported the importance of unsupervised learning of crossmodal associations through everyday experience [63] [64] [65] . In addition, recent studies have indicated that haptic or visuo-haptic experience influences the representation of neural activity patterns in material perception [66, 67] . Therefore, the interaction between holistic processing and the experiencebased knowledge may affect visual perception of surface texture.
The present study examined whether the use of sound symbolic words to describe texture perception differs between holistic and part-based image processes. The results revealed several differences in the reported impressions of texture using sound symbolic words between holistic and part-based image processing. These findings suggest that holistic processing may influence sensory and symbolic descriptors in surface texture perception, and that sound symbolic words can describe differences in surface texture at a fine resolution. Moreover, the current findings suggest that the interaction between holistic processing and the experience-based knowledge may affect visual perception of surface texture. However, the limitation of this study is that it was studied only in Japanese. Therefore, there is a need to be investigated in other languages in the future. These results indicate that future developmental studies should further investigate the relationship between sound symbolic words and perceptual properties.
