Abstract -Via infrared spectroscopy (IR) combined with support vector machine (SVM), the study on timber species identification was carried on. Ten kinds of precious timber were used as experimental materials; each timber picked three sets of samples. The corresponding spectrum was recorded by infrared spectrometer. The spectral data was pretreated by baseline correction and dimensionality reduction. Radial basis function ( RBF )was selected as kernel function , and RBF coefficient (γ) was 0.01.As for crossvalidation ,the model of timber species identification was respectively established by the adjustment of the training set and test set, the discriminant accuracy rate of three models were 70%, 80%, and 100 %. The optimal model was compared with the model of Cluster analysis and Bayes discriminant, which indicated that the SVM-infrared spectroscopy technology has better prediction results and certain research value for the development of the timber species identification.
Introduction
It is of great practical significance to seek a kind of rapid and accurate timber identification method [1] for the protection and efficient utilization of the precious timber. Conventional timber identification methods mainly based on the structure characteristics [2] , which depend on the practical experience, are adverse to the development of timber identification technology and application. At home and abroad, the genetic method (DNA markers) [3] , chemical method (stable isotope) [4] and near infrared spectroscopy (NIR) technology [5] has been used in timber identification, which improve the accuracy and efficiency of recognition.
As a kind of advanced detection technology with the advantages of high characteristic, short analysis time and less sample [4] , infrared spectroscopy qualitative analysis technology has received widespread attention in many fields. Recent years some experts have carried on the research upon the traditional Chinese medicinal identificat-ification [6] by the quantitative analysis of infrared spectrum, which has obtained certain achievements.
With the widespread utilization of intelligent computer aided spectrum analysis technology for timber species identification, intelligent algorithms such as support vector machine has been a new research hotspot in wood science field [7] .Support vector machine is a kind of statistical estimation and prediction problems with small sample, nonlinear and high dimensional pattern recognition. Recent years many research achievements have sprung up, such as" Chunking" block [8] ; Support vector machine algorithm [9] ; The NPA closest point algorithm [10] ; Least squares support vector machine algorithm, etc. [11] They have been successfully applied in text classification [12] , biological information [12] , speech recognition [14] and many fields .
This study took 10 kinds of precious timber as the research object, established a model of timber species identification based on support vector machine combined with infrared spectroscopy technology, and compared with the model of clustering analysis and Bayes discriminant analysis, which improves the discriminant accuracy, and provides a certain reference value for further study on the timber identification.
Materials and Methods

A. Theories of support vector machine
As a new learning algorithm that firstly presented and applied by Vapnik, support vector machine (SVM) initially solves data process of binary classification problems. SVM model give priority to solve the problem of the kernel function selection, which solves the problem of computation complexity increasing due to vector mapping from low dimensional space to high-dimensional space. Common kernel function are polynomial function, radial basis function, etc., their expression is as follows:
Polynomial function:
and γ presents the coefficient of radial basis.
B. Apparatus
Spectrometer: IR spectra were recorded on a Spectrum GX FT-IR system (PerkinElmer) equipped with a DTGS detector. FTIR spectra were recorded from a total of 16 scans in the 4000-400cm-1 range with a resolution of 4 cm-1.
Software: MATLAB 7.0, PASW Statistics 18, SAS 9.0, Excel 2010.
Computer system: WINDOWS 7, 32-bit.
C. Materials and sample preparation
Sample collection: Ten kinds of precious timber for this study were provided by Research Institute of Wood Industry, Chinese Academy of Forestry, China. The detailed
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information of samples is shown in Table 1 . The corresponding spectrum was acquired through analyzing dynamic spectra which were collected at different temperatures ranging from 50 to 120℃ at an interval of 10℃ by IR software developed by Tsinghua University (Beijing, China). Sample preparation: 2 mg of test sample was mixed with 100 mg of KBR broken crystal and the mixture was further grounded and pressed under 10 tons of pressure to produce a thin disk with 13 mm in diameter. Then the disk was put into the infrared spectrometer sample holder for testing.
D. Data preprocessing
In the process of sample preparation of potassium bromide tablet, infrared light is scattered due to the opaque tablet for no fine grinding, which raises the high frequency end of the spectrum baseline; so baseline correction is usually required for the spectral appearance, one refers to that spectrum baseline is artificially pulled back on the 0 baseline. Thus, this study obtained available spectral data for experiments by the means of baseline correction and standardization. Before baseline correction, the original spectrum was converted into absorbance spectra. Three groups of parallel experiments were made , in order to ensure the clarity of the spectrum, five kinds of timber samples of one group was selected to draw infrared spectra. The spectrum is shown in Figure 1 :
Given the wide band and serious overlapping absorption peaks, IR data often do not reflect the essential characteristics of the spectral. Via the application of principal component analysis for data dimensionality reduction, multiple variables will be integrated into unrelated variables-principal components, which reflect the vast majority of information variables. Consequently, data storage and calculation is reduced mostly, and the effect of noise is removed. This study selected the wave from 800cm to 1800cm with characteristic absorption peaks, after dimensionality reduction, obtained 16 principal components, the contribution rate is 99.684%. Fig. 1 The spectrum of five kinds of timber samples
Results and Discussion
A. The selection of kernel function type
As for the effects of support vector machine classification model, different type of kernel function makes significant difference. Three groups of timber samples were numbered sample I, sample II and sample III respectively in this study, and 10 kinds of timber are numbered from 1 to 10 in each group. Samples were randomly selected as the training set and corresponding test set. (Sample I and sample III were selected as the training set, sample II as the test set in this study), polynomial function and radial basis function was chosen as the kernel function, respectively. Other parameters were all chosen the default value (the SVM model (-s) =0, penalty parameter (-c) =1, radial basis coefficient (γ) =0.01), and then different support vector machine (SVM) models were established. The results are as follows:
The classification accuracy is 20% for the selection of polynomial kernel function (-t=1), while the rate is 70% as the kernel function was selected RBF (-t=2), the results are shown in Table 2 , where the date with red box was on behalf of the correct category., the discriminant accuracy of RBF model is higher than the model of polynomial kernel function from the experimental results, due to that RBF can map the nonlinear sample data to high-dimensional feature space as to deal with the sample data with nonlinear relations. In addition that RBF values (0 < K < 1) is easier than polynomial function values (0 < K or K > 1) for faster computing speed. Therefore, this experiment adopted RBF as the kernel function. Category of RBF functions
B. The selection of radial basis coefficient (γ)
Parameter γ controls sensitivity of SVM on the inputs change. Size of γ was determined through test, sample I and sample III was fixed as training set, samples II as test set, RBF as kernel function, other parameters were selected the default values (SVM model (-s) =0, punishment parameter (-c) =1).Via the adjustment of γ, SVM model was established respectively. Experimental results are as Table 3 , which showed the change of discriminant accurate rate with the value adjustment of γ. As a result of few samples, the discriminant accuracy rate is 70% as the value of γ ranges from 0.001 to 0.05, which is the highest. However, SVM is unresponsive due to the ambassador value of γ, leading to poor discriminant results. After comprehensive consideration, this experiment selected 0.01 as the best value of γ for timber discriminant. Table 3 Table 4 , which showed the influence of different training set and testing set on the discriminant accuracy of the model. The discriminant accuracy rate is 100% as sample I and sample II were selected as the training sample set while sample III as the test set, which is the optimal model in the experiment. 
D. Analysis of comparison among SVM, clustering analysis and Bayes discriminant
Based on above experimental results, sample I and sample II was selected as the training set, sample III as the test set, RBF as the kernel function, 0.01as the radial basis coefficient, SVM model is established for timber identification. In order to investigate the discriminant results, SVM model was compared with clustering analysis and Bayes discriminant on discriminant error rate. The experimental results are shown in Table 5 , which shows that the discriminant accuracy rate of clustering analysis is 30%, Bayes discriminant is 86.67%, and thus the discriminant effect of SVM model is significant, which has certain superiorities in small sample classification, and provides a certain referable value for the further research of timber identification. 
Conclusions
The model of timber species identification based on support vector machine (SVM) combined with infrared spectroscopy (IR) technology was used to identify the target of ten kinds of precious timber. Via artificial selection as well as cross-validation, the optimal model was set by selecting RBF as kernel function, 0.01 as radial coefficient, sample I and sample II as training set, sample III as test set. The results indicated that SVM-IR technology can be applied to the quantitative analysis of timber identification. SVM has certain advantages in classification of small samples; the discriminant accuracy is associated with its parameter selection. Study on parameter optimization of SVM and neural network algorithm of swarm intelligence for further improvement of timber discriminant accuracy, will be the main direction of future research.
