Abstract: This paper studies algorithms for decomposition, reconstruction, and approximation based on piecewise linear prewavelets on bounded triangulations of arbitrary topology. Our key mathematical result is showing that the Schur complement of the associated two scale matrix is symmetric, positive definite, and well-conditioned. Numerical examples suggest that thresholding based on prewavelets yields a smaller approximation error than when based on the simple 'Faber' decomposition scheme.
Introduction
Given a nested sequence of finite-dimensional linear spaces
and an associated sequence of complement spaces W j , one obtains a decomposition
This simple framework is an example of multiresolution which is a basic idea underlying several numerical methods for PDE's such as multilevel finite element approximation [ 11 ] as well as wavelet techniques for signal and image processing [ 13 ] . Our specific interest is in decomposing the kind of data typical in scattered data approximation, terrain modelling, and geometric modelling. This was the motivation in [ 4, 5, 6 ] for choosing the S j to be spaces of piecewise linear functions over a successively and uniformly refined triangulation. The spaces W j were taken to be the orthogonal complements with respect to a suitable weighted L 2 inner product and a theory was developed for certain stable bases of the W j of prewavelets with small support. This paper concerns the practical aspects of using these prewavelets for decomposition, reconstruction, and approximation via thresholding. The main issue is decomposition which at each level j reduces to solving a linear system whose matrix is the so-called two scale matrix which has block form
(1.3)
Our main result is to show that the Schur complement matrix
is symmetric, positive definite and well conditioned. In fact its condition number is bounded independently of the level j, making it well suited to the Conjugate Gradient method. In Section 2 we describe a general framework for decomposition and reconstruction with general bases. We subsequently focus in Section 3 on properties induced by choosing the nodal basis for the nested spaces S j . In Section 4 we describe the prewavelet basis of W j of [ 4 ] as well as discussing the alternative Faber basis. Section 5 is devoted to an analysis of the Schur complement matrix in (1.4) .
We conclude the paper in Section 6 with numerical examples of decomposition, reconstruction, and thresholding both when applying our prewavelet basis and when using the Faber scheme. Our numerical results on thresholding show that the approximation error with respect to a fixed compression rate is generally smaller for prewavelets than for the Faber scheme.
Nested Spaces over Triangulations
In this section we describe a general framework for decomposition and reconstruction of piecewise linear functions over triangulations.
Let [X] denote the convex hull of a subset X of lR 2 . We will refer to the convex hull of three non-collinear points in lR 2 as a triangle. Let T = {T 1 , . . . , T M } be a set of triangles and let Ω = M i=1 T i be their union. We call T a triangulation if (i) T i ∩ T j is either empty, a common vertex or a common edge, i = j, (ii) the number of boundary edges incident on a boundary vertex is two, (iii) Ω is simply connected. By a boundary vertex or boundary edge of T we mean a triangle vertex or triangle edge contained in the boundary of Ω. All other vertices and edges are interior vertices and interior edges.
Given a triangulation T 0 we next wish to consider its uniform refinement T 1 . By uniform refinement we mean that we divide each triangle in T 0 into four congruent subtriangles and the set of all such subtriangles forms a triangulation T 1 ; see Figure 8 for an example. Similarly, we can refine T 1 to form T 2 , and so on. We let V j be the set of vertices in T j , j = 0, 1, 2, . . ., and E j the set of edges. Thus the V j are nested,
and for j ≥ 1, we regard the vertices in V j−1 as coarse vertices of V j and those in V j * := V j \ V j−1 as fine vertices. Next let Ω be the union of triangles in T 0 and let S j be the linear space of all continuous functions over Ω which are linear over each triangle in T j . The space S j is often referred to as S 0 1 (T j ) in the spline literature; for an overview of the theory of splines on triangulations see [ 10 ] . The spaces S j are nested as in (1.1) and the dimension of S j is |V j |. The dimension of any complement space W j−1 in the sense of (1.2) is
By endowing the spaces in (1.2) with bases, decomposition and reconstruction can be viewed as changes of basis which can be described in terms of matrix equations.
Suppose 
in S j and W j respectively can be written as 
Suppose next that f j ∈ S j . Equation (1.2) implies that there exist unique f j−1 ∈ S j−1
Conversely, the sum of any two functions f j−1 ∈ S j−1 , and g j−1 ∈ W j−1 is a function f j in S j . Substituting (2.1) into (2.4) yields a corresponding equation in the coefficient and basis vectors,
and if we then substitute in (2.3) and use the fact that Φ j is a basis for S j we find 5) where the square two scale matrix (P j Q j ) is non-singular, of size |V j |. Equation (2.5) has two uses. It can be used for decomposition, i.e. for computing the coefficient vectors 
or the converse.
Algorithm A1. Decomposition. Output:
Algorithm A2. Reconstruction.
For each level j = 1, 2, . . . , m, compute f j from the matrix multiplications
A typical application of filter bank algorithms is data compression using thresholding (see [ 13 ] ), numerical examples of which will be presented in Section 6. Here, a given function f m ∈ S m is first decomposed into its components according to (2.6) by using Algorithm A1 and then the components g j ∈ W j are replaced by functionsĝ j ∈ W j by modifying their coefficients according to a particular strategy. We will base our examples on so-called hard thresholding, which means that for some threshold > 0 (independent of j), we set,
The ratio of the number of subsequent non-zero coefficients to the total number,
will be referred to as the compression rate.
Reconstruction by applying Algorithm A2 to the modified functionsĝ j then yields an approximantf m ∈ S m to the original function f m given aŝ
The resulting approximation error is therefore
3. The Nodal Basis So far we have described algorithms for decomposition and reconstruction with respect to the spaces S j and W j without choosing specific bases Φ j and Ψ j . It is usually desirable in multiresolution to work with bases of functions with small support. Indeed such functions lead to sparse matrices P j and Q j in (2.3) which clearly makes both algorithms A1 and A2 more efficient. Thus, a natural choice of basis Φ j for S j is the nodal basis. This will be our approach in the remainder of the paper and we set φ
The nodal basis has several consequences on the nature of the filter bank algorithms and the matrices involved, and it is appropriate to explore these consequences next, before later choosing specific complement spaces W j and associated bases Ψ j in Section 4. First of all, the nodal basis is unique in having the fundamental property that
This immediately gives us the refinement equation for the nodal basis:
where V j v denotes the set of neighbours in V j of a vertex v in V j , and similarly,
Thus the elements of both the matrices P j and Q j in (2.2) are merely evaluations of the bases Φ j and Ψ j respectively and we have
otherwise, and
The structure of P j in this case suggests that solving the linear system (2.5) can be reduced to solving a smaller linear system and making a back substitution. We first write the column vector f j as
whose components are the column vectors f
(with the same ordering as in Φ j and Ψ j respectively). Then equation (2.5) can be expressed in the block form I Q
where the matrix P j 2 has elements
for w ∈ V j * and v ∈ V j−1 . Multiplying both sides of equation (3.3) by the matrix
The operation of pre-multiplying equation (3.3) by the matrix in (3.5) can be viewed as one step of Gauss elimination for block matrices and the matrixQ j 2 is often referred to as the Schur complement. Note that since the matrix in (3.5) is non-singular, the matrixQ j 2 is also non-singular for any basis Ψ j−1 of W j−1 . We have thus reduced solving the system in (2.5) to first solving the smaller linear systemQ
for g j−1 , and afterwards computing f j−1 from the substitution
Conversely, in reconstruction, we can compute f j 1 and f j 2 , in that order, from f j−1 and g j−1 using the rearrangements of (3.7-3.8),
Thus the filter bank algorithms A1 and A2 can be replaced by alternative algorithms which use the Schur complement matrixQ
Algorithm A1 . Decomposition using the Schur complement.
As Algorithm A1 except that step (i) is replaced by:
(a) solve the linear system (3.7) for g j−1 and (b) compute f j−1 from the substitution (3.8).
Algorithm A2 . Reconstruction using the Schur complement.
As Algorithm A2 except that step (i) is replaced by: (i) For each level j = 1, 2, . . . , m, (a) compute f j 1 from (3.9) and (b) compute f j 2 from (3.10). Equation (3.7) has an interesting geometric interpretation. First recall from (3.1) that the coefficient vector f j in (2.1) consists of evaluations of f j , in other words f
Combining this observation with (3.4), we deduce that the right hand side of (3.7) is the column vector whose elements are
where v 1 and v 2 are the two coarse level parents of u. This expression can be viewed as the value of f j (u) relative to the value of the linear interpolant to f j along the edge [v 1 , v 2 ] at the midpoint u.
Prewavelets
In this section we describe a certain choice of complement space W j−1 together with a basis Ψ j−1 . This will determine Q j , the remaining matrix in the filter bank algorithms yet to be specified.
Though our main intention is to apply the prewavelet basis constructed in [ 4 ] , we begin, for the sake of comparison, by discussing the simpler basis appearing in so-called Faber decomposition. This concept dates back, though in a different context, to a paper by Faber [ 3 ] , and is discussed in a more modern multiresolution setting in [ 2 ] . In Faber decomposition one sets ψ
j * , and so the basis Ψ j−1 consists of the level j nodal functions at the 'fine' vertices. In the numerical treatment of partial differential equations, the resulting sequence of bases Ψ 0 , Ψ 1 , . . . together with Φ 0 is known as the hierarchical basis [ 14 ] . Since in this case q wu = δ wu , we find Q 
which means that f j−1 and g j−1 can be computed without the need for solving a linear system. In the light of (3.11), the coefficient vector g j−1 now simply represents interpolation errors at edge midpoints which is the basic idea of Faber decomposition.
Though Faber decomposition benefits from bases with minimal support, we would prefer a choice of complement space W j−1 which is orthogonal to S j−1 with respect to some standard inner product, such as the usual one in L 2 (Ω) or the weighted one f, g * :=
where a(T ) is the area of triangle T . This turns the direct sum in (1.2) into an orthogonal one and it is then usual to call any function in W j−1 a prewavelet. A simple way to construct a basis of prewavelets for W j−1 is to take
is the least squares operator with respect to the norm induced by the inner product. The prewavelets ψ j−1 u , however, typically have global support and thus generate a full matrix Q j . It was this drawback that motivated the construction in [ 4 ] of a basis of prewavelets of local support, giving rise to a sparse matrix Q j . Further properties of these prewavelets were derived in [ 5, 6 ] . These prewavelets generalize those constructed by Kotyczka and Oswald [ 9 ] for infinite three-directional meshes. The only other construction of locally supported prewavelets in this setting that we know of is that due to Stevenson [ 12 ] , though the supports are somewhat larger (see [ 4 ] for some discussion). The approach taken in [ 4 ] is to start by defining W j−1 to be the orthogonal complement of S j−1 in S j with respect to the weighted inner product in (4.2). As was shown in Lemma 2.1 of [ 6 ] ,
and the scaling of these integrals means that the prewavelet coefficients turn out to be independent of the areas of the triangles. They depend only on the local topology of T j . The starting point for describing the prewavelets of [ 4 ] is to define what we mean by a semi-prewavelet. Starting with a coarse vertex v ∈ V j−1 , we let u be any neighbouring fine vertex, i.e. u ∈ V such that for any coarse vertex a ∈ V j−1 ,
We
is orthogonal to all basis functions in S j−1 and is consequently a prewavelet as illustrated in Figures 1 and 2 and in Theorem 5.1 of [ 6 ] that they are also stable in the sense that there exist constants C 1 , C 2 > 0, independent of j, such that for all sequences {d u } u∈V
where ||.|| * denotes the norm induced by the weighted inner product of (4.2). In Lemma 3.4 of [ 6 ] , the following useful symmetry properties were shown, namely that for any coarse v ∈ V j−1 and any two of its fine neighbours u, w ∈ V From 
Clearly the cardinality of N j−1 wu is always either 0, 1 or 2 as illustrated in Figure 3 . Then, by taking into account the supports of the semi-prewavelets, we can express the elements of Q 
where we use the standard convention that the sum is zero when N j−1 wu = ∅. From this expression and (4.4), we see that Q j 2 is symmetric and, moreover, the column given by u has at most |V Let us now turn to explicit expressions for the semi-prewavelet coefficients (and by implication the prewavelet coefficients), namely A and B w for w ∈ V j v in (4.3), which are independent of j. As in [ 6 ] , we let γ = 1/6 in Lemma 4.1. We then define the constant
which is a solution of the homogeneous equations Then we specify the semi-prewavelet coefficients in the two distinct cases (1) v is an interior vertex and (2) v is a boundary vertex; see Figure 4 . In both cases, let t(v) denote the number of triangles in T j−1 (or T j ) incident on v. We begin with an interior vertex v, where t(v) = |V , and σ
where
Alternatively, suppose that v is a boundary vertex, where t(v) = |V where
In order to analyze the properties of the Schur complement matrixQ j 2 in the subsequent section, it is advantageous to gather in a matrix all the values of θ associated with any coarse vertex v ∈ V j−1 . Recall first that it is usual to denote a circulant matrix M by circ(m 1 , m 2 , . . . , m ) (see [ 1 ] ), meaning that M is a square matrix of size with (m 1 , m 2 , . . . , m ) as its first row and with the entries of the i-th row obtained by rotating right the first row i − 1 times, i.e. m ik = m k−i+1 mod .
For a given coarse vertex v ∈ V j−1 , we now define the matrix Θ v to be a square matrix of size |V j v |, which is equal to t(v) if v is in the interior and t(v) + 1 if v is on the boundary. Letting t = t(v), we set for an interior vertex v, 0, t) , . . . , θ(t − 1, t)), (4.11) and for a boundary vertex v,
Note that the matrix Θ v only depends on t(v) and whether v is an interior or boundary vertex of T j−1 . It was shown in [ 6 ] that Θ v is symmetric. In [ 6 ] , the linear independence of the prewavelets ψ j−1 u was established by deriving the positive definiteness of the matrix Q j 2 in (3.3) from the positive definiteness of the matrices Θ v for all v ∈ V j−1 . We remark that the following new results, in addition to being useful for the analysis of the Schur complement matrixQ j 2 in Section 5, provide a straightforward way to establish the positive definiteness of Θ v instead of invoking the more involved estimates on the functions θ used in [ 6 ] .
By direct computation using (4.11), (4.12) and the relation (4.8), we obtain the following. Thus the inverse of Θ v has a very simple structure, namely A v = circ(5, 1, 0, . . . , 0, 1) in the interior case, with only slight modifications in the corners for the boundary case.
Denoting by λ(M ) the set of all eigenvalues of a matrix M , we obtain immediately from Gershgorin's circle theorem that
and consequently we have Corollary 4.3. For any v ∈ V j−1 , the symmetric matrix Θ v is positive definite and its eigenvalues satisfy the inequalities
As can be seen from (4.9) and (4.10), the elements of Θ v constitute the main ingredients of the semi-prewavelet coefficients at fine vertices associated with the coarse vertex v ∈ V j−1 . Indeed, let Q v be the |V 
Properties of the Schur Complement Matrix
We observed in Section 3 that the Schur complement matrix is non-singular. In this section we show that, unlike the original two scale matrix in (2.5), it is also symmetric and positive definite. Moreover we derive some bounds on its eigenvalues and show that it has a small condition number. First we establish some basic facts about the Schur complement matrix. Proof: From the elements of the matrices P j 2 and Q j 1 given in equations (3.4) and (4.6), and recalling the value of a semi-prewavelet at a coarse vertex in equations (4.9) and (4.10), we find that the elements of the matrix
for w, u ∈ V j * . Since, by definition (1.4),q wu = q wu − d wu , this yields equation (5.1). That q wu =q uw is immediate from the semi-prewavelet symmetry expressed in (4.4).
We note thatQ 
We will prove this assertion by means of the symmetric square matrices We first show that the eigenvalues of the global matrixQ 
Proof: Recall that the minimum and maximum eigenvalues of a symmetric matrix A can be expressed as the Rayleigh quotients
Therefore let x = (x w ) w∈V j * be any vector of real numbers not all equal to zero. Then
and since this inequality holds for all non-zero x, it follows that any eigenvalue ofQ
An analogous argument establishes the upper bound.
In order to prove Theorem 5.2 it thus remains to bound the eigenvalues of the local matricesQ v as follows. Proof: From (5.2) and (4.14) we havẽ
The eigenvalues of the matrix 1 v are 0 and |V 
We complete this section by discussing how the Schur complement can be treated in Algorithms A1 and A2 . In general, the inverse of the sparse Schur complementQ j 2 is a full matrix. Additionally, the non-zero elements ofQ j 2 do not usually form a uniform sparsity pattern such as a band, as is often the case in univariate and tensor-product bivariate spline problems. Consequently, neither the actual computation of (Q j 2 ) −1 nor the use of a general sparse solver with unavoidable fill-in are suitable for an efficient implementation. Instead, the properties ofQ j 2 established in Corollary 5.5 clearly indicate that it is better to solve the linear system (3.7) iteratively. In our numerical examples we have employed the Conjugate Gradient (CG) method, see [ 8 ] .
In order to apply the CG method, it is not necessary to set up the (global) matrix Q j 2 explicitly. We can perform iterations in-place, using the local matricesQ v , thereby minimizing memory requirements. Specifically, in the CG method we only need to perform a matrix-vector multiplication of the form
be the vector of length |V j v | containing only those (local) components of the (global) vector x which correspond to fine neighbours of a given coarse vertex v ∈ V j−1 . By Proposition 5.1, we see that for a given fine vertex w ∈ V j * with coarse level parents v 1 and v 2 , we can compute the component r w from the local matricesQ v 1 andQ v 2 because
Starting with r = 0, we can thus perform the matrix-vector multiplication by iterating over the vertices v in V j−1 , and updating for each w ∈ V 
whereQ 6,i andQ 4,b are defined in (5.3) and (5.4). Moreover, this set will be typically quite small, since several of the matricesQ v , for v ∈ V 0 will be repeated. For example amongst the 99 vertices of V 0 in Figure 8a , the number of distinct matrices is twelve, and there are no new ones for V 1 (in Figure 8b ).
Numerical Examples
We complete the paper with two numerical examples. They compare Faber and prewavelet decomposition with respect to thresholding as explained at the end of Section 2. In addition we compute the condition numbers of the Schur complements for prewavelet decomposition.
In our examples we decompose a given function f m in S m and perform thresholding and reconstruction, yielding an approximation with error e m given by equation (2.7). We measure this error in several ways: the weighted L 2 norm defined in (4.2) which reduces to Note that for a uniform triangulation, the weighted L 2 norm can be viewed as the usual L 2 norm as it differs only by a scaling. For a non-uniform triangulation we are also interested in the usual L 2 norm given by The first example is that of a Norwegian terrain model in the form of a 129 × 129 = 16641 rectangular grid of points (x, y, z) whose z values represent heights above sea level. The grid was viewed as a type-I triangulation T 7 by adding a diagonal edge to each rectangle and thus the data can be regarded as a piecewise linear function f 7 in S 7 ; shown in Figure 5 . This function was then decomposed into f 0 and g 0 , . . . , g 6 by first using the Faber scheme and secondly by the prewavelet scheme. Since dim(S 0 ) = 4, the coarse function f 0 has just 4 nodal coefficients and the detail functions g 0 , . . . , g 6 have between them 16637 coefficients. The detail coefficients were then thresholded to give specific compression rates and the approximations constructed. The resulting approximation error e 7 given by equation (2.7) is shown in Tables 1 and 2 in the Faber and prewavelet cases respectively. Table 2 . Error in Prewavelet approximation Figure 6 shows the decompositions f 4 , f 3 , and f 2 of f 7 with respect to the Faber scheme (on the left) and prewavelets (on the right). Figure 7 shows the respective approximations tabulated in Tables 1 and 2 for compression rates of 1% and 5%.
The uniform conditioning of the Schur complement matrices was confirmed by our numerical experiments. In Table 3 we have calculated the spectral condition numbers and the number of Conjugate Gradient iterations for the Schur complement matrix at each level of decomposition. We used the l 2 norm of the residual as the stop criterion with tolerance = 10 −6 . We see that the condition numbers are roughly constant and typically around half the estimate in Corollary 5.5 (for the highest levels). As one might expect from this, we see from the table that the number of iterations is also roughly constant for the highest levels.
Level j
Matrix size κ(Q In the second example we took a set of 99 points in the plane and generated from them a Delaunay triangulation T 0 shown in Figure 8a . This was then refined to yield T 1 , shown in Figure 8b , and so on until T 4 was reached. Then the Franke function [ 7 ] was sampled at the vertices in V 4 , yielding the piecewise linear function f 4 . Figure 9 shows f 4 and Figure 10 the prewavelet approximationf 4 using a compression rate of 1%. Table 5 . Error in prewavelet approximation Tables 4 and 5 show the approximation error of the Faber and prewavelet schemes respectively and Table 6 Table 6 . Condition numbers and CG iterations 
