In general terms, the aims of formative assessment are to gather and analyze information about the progress of students, with the intention of improving instruction in real time. This can also help teachers to identify those elements that students are struggling with, and therefore to determine where adjustments must be made. There are, however, some issues that must be addressed before this approach can become more widespread. In this research, and with mathematics as our specific scope, we focus on two of these issues: we present a framework to help teachers implement assessment items that are highly dynamic and flexible, but that allows them at the same time to model common misconceptions and to provide suitable feedback. Following this, we carried out an experiment to determine (i) whether the students perceived such feedback to be useful; (ii) whether they actually used it; and ultimately (iii) whether it produced a difference in their performance. To find the answers to these questions, we used an online 'pre-calculus' course with 458 students and collected data directly from those students via both a perception survey and from their interaction with the LMS. Based on these data, we performed several analyses, including process mining and statistical hypothesis tests. The results demonstrated that although many of the students had a positive opinion of the feedback received, it was not always followed. Nevertheless, when it was (or at least when students said it was), the students performed better.
I. INTRODUCTION
Learning mathematics is typically challenging for most students [1] , [2] . In fact, there is a great deal of evidence for the low performance of students throughout these courses at all educational levels, from primary school to college [3] - [8] .
On the teaching side, several authors remark that the use of traditional approaches in face-to-face environments imply serious challenges for teachers [9] - [11] . They mention that there is a major problem with feeling overwhelmed when dealing with many students at once, having to grade each student's progress but also solving each individual question. In many cases, this process needs to be done quickly, and teachers try to shorten the explanations with the aim of supporting all students as fairly as possible. According to Radmehr and Drake, this procedure promotes passive learning The associate editor coordinating the review of this manuscript and approving it for publication was Donatella Darsena . and presents mathematics as a known field of knowledge that students simply need to assimilate, instead of being a dynamic subject with errors and false trails that plays an important role in the development of new knowledge [5] . This statement is confirmed by Rakoczy et al., who remark that such passive teaching methods also produce lower pass rates than those that engage students in active learning [12] . They also mention that in this case, grades provide little information about the relationship between actual performance and the learning goal.
It is not surprising then that many researchers and educators are using computers and other devices to perform assessments inside and outside the classroom. According to Pacheco-Venegas et al., using such technology in this scenario changes the way student learning is conceived [13] . In particular, it transforms from being characterized as a process of transmission of knowledge from teachers to students to being a process in which students construct their own knowledge, accessing resources and activities at their own pace and according to their particular needs. More importantly, however, they are not forced to wait for the teacher's feedback after submitting an assignment, which often represents an obstacle to the independence of the students in terms of organizing their own learning. Other authors also remark that this approach has other advantages such as reducing administration costs, increasing interactivity and interaction logs, and improving the interfaces [14] , [15] .
However, in order to be successful, computer-supported assessment must be carried out as part of instructional design. One of the most widely accepted approaches is formative assessment (FA), which can be defined as ''all those activities undertaken by teachers, and by their students in assessing themselves, which provide information to be used as feedback to modify the teaching and learning activities in which they are engaged'' [16] .
Several authors claim that FA has several benefits for both teachers and students [6] , [17] , [18] . For teachers, FA provides them with information about the effectiveness of their teaching strategies and allows them to be adjusted, even in real-time. In this case, the authors remark that teachers must know how to respond to the information obtained through assessment, and respond effectively to the students' needs, for example by identifying the most complicated topics or problems. For students, on the other hand, FA provides feedback about their progress in order to help them determine how to close any gaps between their performance and the targeted learning goals. FA also helps them to identify areas to which they need to devote effort, and whether they need to adjust their thinking in any way.
In both cases, it becomes clear that the main element in FA is appropriate feedback, which is defined by Núñez-Peña et al. as ''the information with which a learner can confirm, add to, overwrite, tune, or restructure information in memory, whether that information is domain knowledge, meta-cognitive-knowledge, beliefs about self and tasks, or cognitive tactics and strategies'' [19] . According to Hattie and Timperley, feedback can be provided either at task level (information on task performance), process level (information on processes required to master the task), the selfregulatory level (information on the regulation of the action), and the self level (information on the learner as a person, which is not related to task performance) [20] . Isabwe et al. add that in order for feedback to be effective, students must be convinced that they are likely to succeed if they use it [21] . In fact, according to Pinger et al., there is broad consensus that the effects on students' learning are not achieved automatically, but that students must understand, accept, and actively process the information through such feedback [22] . They add that the characteristics of feedback as well as contextual factors influence the way learners process the information received, and therefore the direction and magnitude of the feedback effects.
Nevertheless, several authors agree that designing effective FA in classrooms can be very difficult and time-consuming for teachers [7] , [12] , [22] . For this reason, in this paper we propose a framework called Nigma to help teachers to implement, at least preliminary, FA in mathematics courses. For ''preliminary'', we mean that our proposal focuses only in the automated feedback for common misconceptions with the hope that such information become useful for students as well as for teachers.
There are several research studies that propose models and tools with a similar approach in mathematics, such as ViLLE [10] , MathDIP [13] , Numbas [23] , [24] , Math-CAL [25] , MapleTA. [13] , [26] - [29] , STACK [30] , [31] (which is a Moodle plugin), WeBWorK [32] - [34] , WebMathematica [35] and Petite [36] . However, this paper is differentiated from these in three respects.
Firstly, the proposed framework includes a formal language for defining any number of random and interrelated parameters for use within the assessment items, in the form of text, charts, equations, or any combination of these. This feature enables the creation of highly flexible and dynamic assessment items in mathematics courses that not only empower the feedback modeled by teachers, but that also help to address some other important issues related to computer-supported assessment, such as plagiarism.
Secondly, Nigma is embedded into a learning management system (LMS) called TICademia, so all data about the students' interaction with the assessment items can be collected and analyzed, not only for the sake of the students themselves but also for the teacher.
Thirdly, we present a validation of the framework in a real educational context, in order to determine the students' response to the feedback provided by the assessment items. To achieve this, we perform an experimental study to answer the following research questions: RQ1: Do the students follow the feedback they receive? RQ2: Do the students perceive such feedback as useful? RQ3: Is there any difference between the performance of the students who follow the feedback and those who don't?
The remainder of this paper is organized as follows: Section II describes the framework in detail, while Section III presents the results of validation and a discussion. Finally, Section IV concludes the paper and describes some directions for future research.
II. FRAMEWORK
As previously mentioned, the FA must be an integral part of the instructional design, and should be reflected not only in the assessment items but also in the structure of the courses. Embracing this principle, the course model used here is presented in Fig. 1 . This structure is simple enough to define a course as a set of modules that each contain linearized resources and corresponding assessment items, but also enable us to adopt what Eddy et al. identify as some of the essential components that must be present in the classroom for FA to be effective: clear learning goals (defined per module), appropriate learning tasks (defined as a subsequence of resources and corresponding assessment items), and assessment followed by the appropriate feedback [37] . In this model, and therefore in the framework, the core of the FA is the assessment items. In order to provide immediate feedback, Nigma only considers types of questions with automatic responses, particularly multiple choice and completion. In both cases, they are composed of three parts: parameters, the question body, and answers.
A. PARAMETERS
An assessment item may contain zero or more parameters, which are random values used in the question body. They can be either numerical or categorical, and in the latter case may or may not be interrelated. For both categorical and numerical parameters, Nigma considers a uniform distribution; the possible numerical values can come either from a discrete range with a certain step size or from a specific dataset. Fig. 2 shows an example in an XML format of seven parameters: ?pop1, ?pop2 and ?pop3 are categorical (C), while ?x and ?y are numerical, within a specific range (U), ?n is numerical, from a specific dataset (E), and ?z is a calculated parameter.
B. QUESTION BODY
As its name implies, this refers to the body of the question per se, i.e. the text and other elements that will be presented to the students. In Nigma, this is defined using an embedded CKeditor 1 library, allowing teachers to format it in the same way as in a word processor.
Within this body, the parameters can be used not only in the text but also to include dynamic charts and dynamic equations. Charts are created using the Google Charts 2 library, so they are not only graphical but interactive. Fig. 3 shows an example in XML format of a question body using the parameters presented in Fig. 2 . An instance of what a student sees is presented also in the bottom part. Notice that in this case, when a student focuses over a pie piece, it gets highlighted and shows additional data.
C. ANSWERS
In order to provide proper feedback, teachers must model the correct answer for each assessment item, and also as many common misconceptions as they are aware of. Depending on the type of question (multiple-choice or completion), these misconceptions may or may not be presented as options. Fig. 4 shows an example in XML format of four answers: the correct answer, one misconception, and two misleading answers.
Each misconception must have a corresponding feedback message for the student, and may also include links to resources which may be referenced in general or specify a specific page, slide, time range, etc., depending on the resource format. For example, in the misconception presented in Fig. 4 (the first incorrect block), the feedback message contains a link to a video starting at a specific time.
But that feedback is not only useful for students. As shown in Figure 1 , there is also a cycle on the teacher's side. Since all misconceptions' information can be collected, the teacher can be warned about recurring problems and thus take corrective actions in real time. For example, if a significant percentage of students are having the same misconception in an assessment item, and after checking the corresponding educational resource, the misconception still persists, the teacher should review that resource to determine if it contains some mistake or if the didactic used to present such a resource must be adapted.
Another example of the three parts of an assessment item and a corresponding instantiation for its presentation to students are presented in Fig. 5 . This example corresponds to a completion question, and its formulation does not contain a chart but a dynamic equation using random parameters. Equations are created using the MathJax 3 library, meaning that teachers can use LaTex syntax directly for their definition.
In this case, all parameters are numeric: ?a is defined with a specific dataset, whereas ?b, ?c and ?d have a specific range, and ?e is calculated. Notice that ?b is random but is also related to ?a.
It is important to mention that in completion questions a number of significant digits must be defined in order to compare the numerical answer of the student with regard to the correct answer modeled by the teacher or to the misconceptions. In the example presented in Fig. 5 there are two misconceptions modeled.
III. VALIDATION
To answer the three research questions, we conducted an experiment using a 'pre-calculus' online course at the National University of Colombia. There were N = 458 enrolled students (247 males, and 211 females, aged between 16 and 23 years). The experiment was carried out over a four-week period, with two course modules of two weeks each. There were 48 assessment items in total and 36 resources, all of them designed by a group of four professors who were previously trained on the Nigma model. At the end of the fourth week, the students carried out a general test of the two modules and answered a perception survey.
In order to answer RQ1, and to determine whether or not the students followed the feedback received, we focused on the observable behavior of the students and specifically on the data collected by the LMS regarding the interactions with all assessment items and the corresponding suggested resources. A summary of the event logs that were collected is presented in Table 1 .
Using such data, we used a process mining approach with Disco R software to obtain the process mining diagram presented in Fig. 6 . This diagram shows the flow of the students' actions, as a total aggregate, each time they face an assessment item. We then took each of these flows and summarized them in the interaction matrix, as presented in Table 2 . The acronyms used in the rows and columns headers correspond to those presented in table 1. We drew evidence from this data as to whether or not the students followed the feedback offered.
As a first finding, it seems that in at least 16.48% of the attempts, the feedback was not followed, since incorrect responses were followed by either a trial-and-error response (5.67%) or the same incorrect response (10.8%). In the first case, the most probable explanation is that in a multiplechoice question, students simply tried it again, selecting an option at random. Nevertheless, this percentage was low, possibly because the answer options are arranged randomly each time in the Nigma model, but most likely because the random parameters may significantly change the formulation of the assessment item. In the second case, the most probable explanation is that for a completion question, even with different parameters, the students followed the same procedure, thereby leading them to the same error.
As a second finding, it seems that at least in 15.67% of the attempts, the feedback was followed, since incorrect responses resulted in viewing the suggested resources. However, this resulted in a correct response only 27.81% of the time.
Beyond these two scenarios, there was a large ''gray'' area in which there was no way to determine whether or not the students modified their procedure. In 26.15% of cases, incorrect responses were followed by correct ones. It is unlikely that students just guessed the right answer, but there is no way to determine whether they followed the feedback received. On the other hand, 40.16% of the time, incorrect responses were followed by further failures. In these cases, there is no way to determine whether students did not follow the feedback, or whether they did, corrected what was wrong but then made an additional mistake.
In order to answer RQ2, and to determine whether or not the students perceived the received feedback as useful, we focused on the perception survey conducted at the end of the fourth week, the questions for which are presented in Table 3 . The first perception question (PQ1) tried to determine whether students found the feedback appropriate, while the second (PQ2) checked whether they actually followed it. to some extent, and presuming the honesty of the students, PQ2 allowed us to determine the students' behavior in the gray areas identified in the analysis of RQ1.
The results of the survey are summarized in Fig. 7 , and demonstrate two facts. Firstly, there was a correspondence between the responses obtained in PQ1 and PQ2, i.e. students generally followed the feedback at almost the same rate at which they found it appropriate. Secondly, there were more students ''for'' than ''against'' feedback: 49.48% of the students gave a score of 4 or 5 in PQ1, as against 26.3% who replied 1 or 2, while 47.18% of the students replied 4 or 5 in PQ2 as against 30.07% who replied 1 or 2. Finally, in order to answer RQ3, and to determine whether there was a difference in the performance of the students who allegedly followed the feedback and those who did not, we compared the results of the perception survey, particularly PQ2, with the grade obtained by the students in the test performed at the end of the fourth week. Fig. 8 presents a comparison, and in general terms this shows a directly proportional relationship between the feedback ''acceptance'' and the test grade.
To complement this descriptive analysis, we performed a hypothesis test. To do this, we separate students into three categories: ''Low feedback acceptance'' (L) for those who replied to PQ2 with a score of 1 or 2, ''Medium feedback acceptance'' (M ) for those who replied to PQ2 with a score of 3, and ''High feedback acceptance'' (H ) for those who replied to PQ2 with a score of 4 or 5. Then, we proposed the following hypothesis:
We performed an ANOVA test with a significance level of α = 0.05, for which the results are presented in Table 4 . Since F ≥ F critical (53.05 ≥ 3.01), the null hypothesis is rejected in favor of the alternative. That means that a significant difference exists between the performance in the three categories of students.
In view of this result, we also performed a Tukey test with a significance level of 0.05 to verify the alternative hypothesis, for which the results are summarized in Fig. 9 .
Since none of the three intervals contain zero, it could be said that the corresponding means are significantly different. There is therefore evidence for better performance by the students with ''High feedback acceptance'' (µ = 3.71, N = 226) compared to those with ''Medium feedback acceptance'' (µ = 3.28, N = 109) and those with ''Low feedback acceptance'' (µ = 2.67, N = 144).
IV. CONCLUSION
The aim of this study was to contribute to the use of formative assessment by (i) developing a framework for mathematics courses in which teachers can define highly dynamic and flexible assessment items, and (ii) performing a preliminary validation of such a framework via an experiment in a real educational scenario.
A total of 458 students participated in this experiment, and three sources of data were analyzed: the LMS event logs of the interactions with all assessment items, the results of a perception survey, and the grades of a final test.
Based on the first source, the results revealed that in nearly one in six cases, the feedback modeled by teachers is followed by the students, and in nearly another one in six, it is not. In the remaining two thirds of cases, it is hard to determine what they actually did.
Nevertheless, according to the second source, nearly half of the students had a positive opinion of the feedback received. Moreover, statistical tests carried out on the data from the third source demonstrated that on average, this group of students obtained higher performance in the final test compared to the group that had a negative opinion.
These results are promising, and coincide with the findings of other research regarding the usefulness of automated FA with regard to student performance and perception [3] , [10] , [19] , [27] , [35] . In particular, we agree with Gikandi, Morrow & Davis who, after a meta-analysis in which the review 18 empirical studies, state that such approach can foster a learner focus and enhance student engagement with valuable learning experiences [38] . Nevertheless, we also coincide with them when claim that there are several issues, besides automated feedback, that must be addressed to achieve a more authentic FA process. Having said that, rather than a goal accomplished, we see the obtained results as a starting point for further studies. Among those studies, we would like to analyze how teachers use the information of the recurrent misconceptions to modify learning contents or provide clarifications, and then, how those actions affect students. In the same way, but processing the information not aggregated by misconception but by student, a profile of his/her could be modeled and present early alerts to the teacher when necessary. Also, we would like to analyze the evolution of students' behavior over an entire course or even a group of courses, particularly focusing on how they use feedback as they get the results of periodic testing. Finally, from a technical perspective, we would like to extend the formal language of the framework, for example to include other types of questions such as ordering or pairing, or more distributions for parameters such as normal or binomial.
