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ABSTRACT
We present the calibration of the spectroscopic Lick/IDS standard line-index system for measure-
ments obtained with the Gemini Multi-Object Spectrographs known as GMOS-North and GMOS-
South. We provide linear correction functions for each of the 25 standard Lick line indices for the
B600 grism and two instrumental setups, one with 0.5′′ slit width and 1×1 CCD pixel binning (corre-
sponding to ∼2.5 A˚ spectral resolution) and the other with 0.75′′ slit width and 2×2 binning (∼4 A˚).
We find small and well-defined correction terms for the set of Balmer indices Hβ, HγA, and HδA along
with the metallicity sensitive indices Fe5015, Fe5270, Fe5335, Fe5406, Mg2 and Mgb that are widely
used for stellar population diagnostics of distant stellar systems. We find other indices that sample
molecular absorption bands, such as TiO1 and TiO2, with very wide wavelength coverage or indices
that sample very weak molecular and atomic absorption features, such as Mg1, as well as indices with
particularly narrow passband definitions, such as Fe4384, Ca4455, Fe4531, Ca4227, and Fe5782, less
robustly calibrated. These indices should be used with caution.
Subject headings: Methods: data analysis, Techniques: spectroscopic
1. INTRODUCTION
The spectroscopic Lick index system was introduced
by Burstein et al. (1984) in order to homogenize the
study of low-resolution integrated-light spectra of ellip-
tical galaxies and other extragalactic stellar systems. It
is based on observations carried out with the Cassegrain
image dissector scanner (IDS) spectrograph at the 3-m
Shane telescope of the Lick Observatory and has been
continuously updated and refined by several subsequent
works (e.g. Worthey et al. 1994; Worthey & Ottaviani
1997; Trager et al. 1998). In its current form it defines 25
widely-used line indices for specific atomic and molecular
absorption features in the optical wavelength range from
∼ 4040 to ∼ 6420 A˚. The precise definition of line index
passbands allows a reproducible measurement and uni-
form interpretation of spectroscopic data, in particular
of index combinations sensitive to luminosity-weighted
stellar population age and various chemical abundances.
Because the Lick system was initially devised to study
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the integrated-light spectra of massive early-type galax-
ies with high velocity dispersions (Burstein et al. 1984;
Worthey 1994; Worthey & Ottaviani 1997), the spectral
indices are defined for low spectral resolution at about
R . 700 which is equivalent to a spectral resolution of
8−11 A˚ in the optical, (see Fig. 7 in Worthey & Ottaviani
1997). However, higher resolution index definitions which
are formally more sensitive to the absorption feature of
interest (e.g. Vazdekis et al. 2010) deliver lower signal-
to-noise with the same instrumental setup and exposure
time. In general, spectral resolution and integration times
have to be traded for any index system to yield the most
efficient observing program and most robust index mea-
surements depending on the target luminosity.
That said, the great advantage of the Lick system
is its comprehensive library of nearby-star stellar spec-
tra covering a large parameter space in log g, Teff , and
metallicity. This library is the foundation of many pop-
ulation synthesis models that use fitting functions com-
puted from this library (Tripicco & Bell 1995) to model
predictions of Lick index strengths as a function stellar-
population age and chemical composition for simple
and composite stellar populations (see e.g. Trager et al.
2000; Thomas et al. 2003, 2004). One can then use
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such model predictions to derive ages and chemical
makeups of distant stellar populations, such as galax-
ies (e.g. Thomas et al. 2005) and globular clusters (e.g.
Puzia et al. 2005), provided the observed spectra match
the spectroscopic characteristics of the IDS Lick spec-
trograph in terms of wavelength coverage, spectroscopic
resolution, and continuum flux calibration. Calibrating
spectroscopic index measurements onto the Lick system
is usually done by re-observing stars from the Lick stan-
dard star library (Worthey et al. 1994) with the same
instrumental configuration that is being used for science
observations (see e.g. Puzia et al. 2002). The purpose of
this work is to provide such Lick index calibrations for
the Gemini Multi-Object Spectrographs at the Gemini
North and Gemini South Observatory for the most com-
monly used B600 grating and spectrograph setups.
2. OBSERVATIONS
All spectroscopic observations were collected using
both telescopes of the Gemini Observatory. The first
campaign was conducted with the Gemini Multi-Object
Spectrograph (GMOS) on the 8.2-m Gemini-North tele-
scope on Mauna Kea in Hawaii (hereafter GMOS-N) as
part of the programs GN-2002A-Q-17, GN-2002B-Q-77,
GN-2003A-Q-75, and GN-2004A-Q-94. The second cam-
paign took place at the 8.2-m Gemini-South telescope
on Cerro Pacho´n in Chile (hereafter GMOS-S) as part of
programs GS-2003B-Q-63 and GS-2004A-Q-62 (see Ta-
ble 1 for a log of all GMOS observations).
2.1. Sample Selection
The stars observed by us are so-called ’secondary Lick
standards’ that were used to derive the fitting functions
in many population synthesis models (Worthey 1994;
Faber et al. 1985; Trager et al. 1998). Since most of these
sample stars were observed only 1-3 times at Lick obser-
vatory (except for HD184406 and HD165760 which were
observed 64 and 40 times, respectively) part of the scat-
ter in the calibrations will be associated with the uncer-
tainties in the Lick measurements themselves. Our star
sample is a subset of the total Lick/IDS standard star
list selected by H. Kuntschner for the SAURON integral
field spectrograph project (Kuntschner et al. 2006). The
selection criteria are: 1) −10o < Dec < 70o; 2) the
star must be part of the Henry Draper (HD) Catalogue
(see Nesterov et al. 1995, and references therein); and 3)
the star must not be classified as peculiar. There are
233 stars in this subset spread across all R.A. coordi-
nates.The SAURON project observed 73 of these stars
as part of its survey of the dynamics and stellar pop-
ulations of nearby early-type galaxies. Our sub-sample
summarized in Table 1 facilitates therefore a compari-
son and cross-calibration option between SAURON and
GMOS, and previous results from other instruments.
2.2. Spectrograph Configuration
At the time of our observations the twin GMOS instru-
ments provided a wavelength coverage within 3600−9400
A˚ in long-slit and multi-slit mode over a 5.5′×5.5′ field
of view. The instruments are equipped with three EEV
CCDs with 2.8′′ gaps between the detector chips. Since
the gaps run perpendicular to the dispersion direction,
we took dithered sub-integrations with two different grat-
ing blaze angles (at λ = 508 and 510 nm) to cover the
entire wavelength range. All standard star observations
were performed in long-slit mode with the B600 grating
with a wavelength coverage from 3800−6500 A˚ with a
resolution of R ≈ 1500. The “central spectrum” region
of interest on the CCD detector was used to place the
standard star along the spatial axis of the slit and to
reduce the size of the corresponding files.
For the GMOS-N observations we used two instru-
mental setups with different detector chip binning fac-
tors and slit widths. In the following we refer to setting
A as the configuration with 2×2 detector binning and
0.75′′ slit width (6 stars with 13 individual observations)
and to setting B with 1 × 1 binning and 0.5′′ slit width
(11 stars with 35 individual observations). Most of the
GMOS-N observations were conducted using the stan-
dard procedure of centering the target in the slit, how-
ever for GN-2003A-Q-75 the observations were unguided
and the telescope was nodded such that the light from
the stars moved across the narrow dimension of the slit
aperture (perpendicular to the spatial axis and paral-
lel to the dispersion axis). With this technique the light
from the star fills the slit and the spectral resolution de-
pends only on the slit width. The detectors were the orig-
inal E2V devices EEV9273-16-03, EEV9273-20-04, and
EEV9273-20-03. All observations at GMOS-S were con-
ducted with the B setting (14 stars with 28 individual
exposures). The detectors were E2V devices EEV 2037-
06-03, EEV 8194-19-04, and EEV 8261-07-04. All the
GMOS-S observations were carried out with the nodding
method described above.
3. DATA REDUCTION
The data were reduced using common procedures for
long-slit data. The Gemini GMOS IRAF package was
used for most reduction steps. These scripts are mostly
wrappers for standard IRAF4 tasks that handle the Gem-
ini Multi-Extension FITS (MEF) data format. Differ-
ences from standard Gemini procedures are noted below.
3.1. Bias Subtraction and Flat Fielding
Bias subtraction was performed using average bias
frames (0 second exposure time) taken the closest in time
to a given Lick dataset. It proved best to subtract the
overscan from the average biases and the science data as
the bias level drifts slowly with time. Care must be taken
to use only the area of overscan that is farthest from the
detector area so that the overscan is free from any con-
tamination. This helps reducing artificial ”jumps” in the
spectra due to bias subtraction.
Flat field frames were created from quartz halogen
lamp spectra taken before or after the Lick star expo-
sures. The quartz lamp signature was removed using a
wrapper script for the IRAF response task. Since the
effective slit length was shortened by using the ”central
spectrum” region of interest, twilight flats were not used
to apply an illumination correction.
3.2. Wavelength Calibration
4 IRAF is distributed by the National Optical Astronomy Ob-
servatories, which are operated by the Association of Universities
for Research in Astronomy, Inc., under cooperative agreement with
the National Science Foundation.
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TABLE 1
Journal of GMOS-N and GMOS-S Observations
Star Program Observing Date Slit width Binning Grating Blaze λ [nm] texp [sec]
HD074377 GN-2002A-Q-17 2002-02-12 0.75′′ 2× 2 B600 G5303 508,510 120,60
HD148816 GN-2002A-Q-17 2002-02-15 0.75′′ 2× 2 B600 G5303 508,510 5,5
HD165195 GN-2002A-Q-17 2002-03-09 0.75′′ 2× 2 B600 G5303 508,510 20,20
HD172401 GN-2002A-Q-17 2002-03-09 0.75′′ 2× 2 B600 G5303 508,510 20,20
HD172958 GN-2002A-Q-17 2002-03-14 0.75′′ 2× 2 B600 G5303 508,510 20,20
HD199580 GN-2002A-Q-17 2002-04-17 0.75′′ 2× 2 B600 G5303 508,510,510 10,10,5
HD224930 GN-2002B-Q-77 2002-10-08 0.5′′ 1× 1 B600 G5303 2x(508,512) 4x30
HD017709 GN-2002B-Q-77 2002-10-08 0.5′′ 1× 1 B600 G5303 508,512 45,45
HD034411 GN-2002B-Q-77 2002-10-08 0.5′′ 1× 1 B600 G5303 508 4
HD224930 GN-2002B-Q-77 2002-10-09 0.5′′ 1× 1 B600 G5303 508,512,4x508 30,30,120,3x300
HD019373 GN-2002B-Q-77 2002-10-09 0.5′′ 1× 1 B600 G5303 508,512,512 120,60,120
HD020893 GN-2002B-Q-77 2002-10-09 0.5′′ 1× 1 B600 G5303 508 120
HD097907 GN-2003A-Q-75 2003-04-28 0.5′′ 1× 1 B600 G5303 508,512 180,300
HD143761 GN-2003A-Q-75 2003-04-28 0.5′′ 1× 1 B600 G5303 508,512 180,180
HD147677 GN-2003A-Q-75 2003-04-28 0.5′′ 1× 1 B600 G5303 508,512 300,300
HD172401 GN-2003A-Q-75 2003-06-02 0.5′′ 1× 1 B600 G5303 508,512 120,120
HD161817 GN-2004A-Q-94 2004-06-15 0.5′′ 1× 1 B600 G5303 2x(508,512) 4x60
HD168720 GN-2004A-Q-94 2004-06-15 0.5′′ 1× 1 B600 G5303 508,512 60,60
HD200779 GS-2003B-Q-63 2003-09-27 0.5′′ 1× 1 B600 G5323 508,512 60.5,60.5
HD207076 GS-2003B-Q-63 2003-09-27 0.5′′ 1× 1 B600 G5323 508,512 90.5,90.5
HD219617 GS-2003B-Q-63 2003-09-27 0.5′′ 1× 1 B600 G5323 508,512 90.5,90.5
HD175638 GS-2003B-Q-63 2003-10-01 0.5′′ 1× 1 B600 G5323 508,512 60.5,60.5
HD184406 GS-2003B-Q-63 2003-10-01 0.5′′ 1× 1 B600 G5323 508,512 60.5,60.5
HD184492 GS-2003B-Q-63 2003-10-01 0.5′′ 1× 1 B600 G5323 508,512 60.5,60.5
HD036003 GS-2003B-Q-63 2003-10-02 0.5′′ 1× 1 B600 G5323 508,512 60.5,60.5
HD064606 GS-2003B-Q-63 2003-11-01 0.5′′ 1× 1 B600 G5323 508,512 60.5,60.5
HD043318 GS-2003B-Q-63 2003-11-02 0.5′′ 1× 1 B600 G5323 508,512 60.5,60.5
HD037160 GS-2003B-Q-63 2003-11-02 0.5′′ 1× 1 B600 G5323 508,512 60.5,60.5
HD049161 GS-2003B-Q-63 2003-11-02 0.5′′ 1× 1 B600 G5323 508,512 60.5,60.5
HD069267 GS-2003B-Q-63 2003-11-27 0.5′′ 1× 1 B600 G5323 508,512 60.5,60.5
HD145148 GS-2004A-Q-62 2004-04-21 0.5′′ 1× 1 B600 G5323 508,512 60.5,60.5
HD165760 GS-2004A-Q-62 2004-07-20 0.5′′ 1× 1 B600 G5323 508,512 120.5,120.5
Note. — For the GMOS-N observations setting A (2×2 binning and 0.75′′ wide slits) we obtained observations for 6 stars with 13
individual exposures, while for setting B (1×1 binning and 0.5′′ slit width) we observed 11 stars with 35 individual exposures. For
the GMOS-S observations in setting B (1×1 binning and 0.5′′ slit width) we observed 10 stars with 20 individual exposures.
Wavelength calibration was done by fitting 4th-order
Chebyshev polynomials to the positions of lines identi-
fied in CuAr arc lamp spectra, taken close in time of
the stellar observations. The rms of the wavelength solu-
tions was typically 0.2 A˚. The wavelength solutions were
measured on the 2D spectra using the IRAF tasks au-
toidentify and reidentify and applied to the Lick
standard star observations using the task transform.
3.3. Scattered Light Subtraction
GMOS data suffer from scattered light, especially for
central wavelengths shorter than 5200 A˚. After the spec-
tra were wavelength calibrated the IRAF task apscat-
ter was used to fit the diffuse background light in each
frame. Particular care was taken to fit and subtract the
background light and not the light from the wings of
the PSF. Fit orders of 11 in X and 7 in Y gave good
results. This step significantly improved the results for
several of the stars, especially those of earlier spectral
types. We point out that since the scattered-light com-
ponent is a smoothly varying function of detector posi-
tion that changes on spatial scales much larger than the
individual absorption features measured by a Lick index,
the contribution to the total Lick index uncertainty as-
sociated with this subtraction is negligible compared to
variations in the sky subtraction.
3.4. Quantum Efficiency Corrections
The three CCDs in each GMOS detector array were
chosen to have similar quantum efficiency (QE) charac-
teristics but there are still differences of a few percent
that depend on wavelength. A method was developed to
measure the relative QE curves of CCDs 1 and 3 rela-
tive to CCD 2. A correction to the QE differences as a
function of wavelength can then be applied. This can fur-
ther reduce or remove intensity jumps at the chip bound-
aries. This correction step is now being implemented in
the Gemini GMOS IRAF package.
3.5. Parallactic Angle Slit-Loss Corrections
The GMOS instruments do not have atmospheric dis-
persion correctors (ADCs) so unless a slit is placed
along the parallactic angle at the time of the obser-
vation there will be wavelength-dependent slit losses
(Filippenko 1982). An IDL procedure was developed to
calculate the slit losses based on the difference between
the position angle (PA) of an observation and the paral-
lactic angle and a correction applied to the spectra. While
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this does not restore the lost flux it is important for
making the continuum shapes from different observations
similar enough that these spectra can be successfully av-
eraged.
3.6. Flux Calibration
Relative flux calibrations were performed with obser-
vations of flux standard stars and analyzed with the
IRAF tasks standard and sensfunc (via the Gemini
task gsstandard). The GMOS-N data were calibrated
using observations of EG131 taken in June 2002. The
mean atmospheric extinction curve for Mauna Kea from
the Gemini IRAF package was used. The GMOS-S data
were calibrated using an observation of LTT 9239 from
November 2003. The atmospheric extinction curve for
Cerro Paranal obtained from the ESO web site was used
for the GMOS-S data.
Each flux-calibrated spectrum was compared by eye
with reference spectra of similar spectral type from the
MILES library (Vazdekis et al. 2010) and duplicate ob-
servations of the same stars obtained with VLT/FORS
(Puzia et al. 2005). We define the final sample of high-
quality GMOS Lick standard-star spectra as those spec-
tra for which we find flux discrepancies smaller than
20% between their final flux calibration and the refer-
ence spectra mentioned above. The final sample spectra
can be downloaded from the GMOS calibration web page
http://www.gemini.edu/node/10697.
3.7. Radial Velocity Measurements
To derive the rest-frame radial velocity of each Lick
standard star we use the spectroscopic stellar library,
STELIB5 which consists of a homogeneous set of stellar
spectra with various spectral types, luminosity classes,
and metallicities in the wavelength range 3200-9500 A˚,
with a spectral resolution of ∼3 A˚ (see Le Borgne et al.
2003). The overall absolute photometric uncertainty of
this library is 3% and it provides an excellent reference
frame in terms of spectral type and spectral resolution,
matching the properties of our GMOS spectra and allow-
ing us to derive accurate radial velocity measurements
while testing the influence of spectral mismatch.
We use the fxcor package in the IRAF environment
(Tody 1993) to derive radial velocities over the full wave-
length coverage of our Lick standard spectra. We filter
both object and template star spectra with a Welch fil-
ter6 and fit the cross-correlation function peak with a
Gaussian. Recorded radial velocities are the correspond-
ing values at the peak of the cross-correlation function.
Mismatch in spectral type between object and tem-
plate spectrum translates in increased radial velocity er-
rors and we determine the impact of this systematic un-
certainty in the following analysis. For the full sample
of Lick standard star spectra we compute the radial ve-
locity mean and dispersion for each star using the entire
STELIB library and reject clear outliers in radial velocity
space using Chauvenet criteria7. The typical dispersion
before the rejection of outliers is then 10−20 km/s which
5 Spectra are available at http://webast.ast.obs-mip.fr/stelib.
6 After extensive experimentation with the available Fourier fil-
tering functions within fxcorwe converged on the Welch filter with
the following parameters: cuton=20, cutoff=1000, fullon=30,
and fulloff=800.
7 Based on the mean and standard deviation of n data points, a
TABLE 2
Fitting functions of GMOS spectral resolution
setup a b · 10−3 c · 10−7 rms
GMOS-N/A 8.86± 0.68 −2.03± 0.27 1.95± 0.25 0.071
GMOS-N/B 5.17± 0.44 −1.08± 0.17 1.06± 0.16 0.053
GMOS-S/B 5.17± 0.75 −0.91± 0.30 0.82± 0.28 0.089
Note. — The fitting functions give the spectral resolution in
FWHM as a function of wavelength, both in units of A˚.
is mainly driven by the contribution of template star mis-
match. The total error budget is σ2total = σ
2
stat.+σ
2
templ.
and is a linear combination of statistical and template
mismatch error. Reducing the sample of template stars
to only those within two spectral types of the Lick stan-
dard spectral type, we find that the dispersion decreases
significantly below 10 km/s. The resulting error of the
mean radial velocity is in all cases . 1 km/s. We con-
clude that selecting template stars with similar spectral
types as the Lick standard stars is critical for radial ve-
locity measurements with the cross-correlation technique
and for a robust interpretation of the results at the in-
strumental resolutions probed by this study (see Sect. 2).
4. ANALYSIS
4.1. Spectral Resolution
The spectral resolution of our GMOS-N observations
for the two instrument configurations was determined us-
ing the FWHM of wavelength-calibration lamp emission
lines and found to be very well approximated by polyno-
mial functions for the instrument setup A (2×2–0.75′′)
and setup B (1×1–0.5′′):
FWHMi(λ) = a+ bλ+ cλ
2
where FWHMi(λ) is for the i-th setup. λ is in units
of A˚. Table 2 summarizes the coefficients and quantifies
the fit quality for all instrumental setups. Note that for
instrument setup B the spectral resolutions of GMOS-
N and GMOS-S are relatively similar and that all three
GMOS configurations are significantly smaller than the
nominal spectral resolution of the Lick index systems
(Worthey & Ottaviani 1997). The spectral resolutions of
the various GMOS configurations and the Lick/IDS res-
olution are shown in Figure 1. These analytic functions
serve as baseline to broaden the GMOS spectra to the
Lick/IDS spectral resolution before applying the index
measuring routines. The smoothing of our sample spec-
tra is performed with a wavelength-dependent Gaussian
kernel with
σsmooth(λ) =
(
FWHM(λ)2Lick − FWHM(λ)
2
i
8 ln2
) 1
2
where FWHMi describes the spectral resolution of the
corresponding instrument setup.
4.2. Lick Index Measurements
A crucial part of measuring the strength of spectro-
scopic absorption or emission features is the accurate def-
inition of the adjacent continuum. The Lick system by-
passes this complication by defining a pseudo-continuum
measurement can be discarded as an outlier if its normal distribu-
tion probability is less than (2n)−1 (see e.g. Peirce 1852).
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Fig. 1.— Comparison of the Lick/IDS spectral resolution which is
implicitly hardwired in the Lick index system and the correspond-
ing resolutions for our three GMOS instrument configurations.
around strong absorption features of interest, as illus-
trated in Figure 2. To determine the continuum level
inside the feature passband a linear interpolation of the
mean fluxes in two satellite passbands is performed which
defines the pseudo-continuum flux Fc. The feature and
pseudo-continuum passband definitions are summarized
in Table A1.
The flux ratio in the feature passband between the ab-
sorption line Fl and the pseudo-continuum Fc is then
used to define the line index
Ia =
λmax∫
λmin
(
1−
Fl(λ)
Fc(λ)
)
dλ (1)
in units of A˚, where λmin and λmax define the blue and red
boundaries of the feature passband, respectively (see Fig-
ure 2). Note that if Fc were the true continuum, Ia would
closely resemble an equivalent width. The subscript “a”
indicates that the line index definition in Equation 1 is
used for narrow atomic absorption features which are cal-
culated in A˚ngstrøm. For molecular absorption features
the line index is defined as
Im = −2.5 log

 1
∆λ
λmax∫
λmin
Fl(λ)
Fc(λ)
dλ

 (2)
in units of magnitudes8, where ∆λ = λmax − λmin. The
transformation between the A˚ngstrøm and magnitude
scale can be performed with the following two equations
Ia=∆λ
(
1− 10−0.4 Im
)
(3)
Im=−2.5 log
(
1−
Ia
∆λ
)
(4)
The Lick line index strengths for our sample stars, as
defined by Equations 1 and 2 together with the pass-
band definitions summarized in Table A1, were measured
8 One exception is the G4300 index which is traditionally mea-
sured in A˚, although the strength of the dominant feature is driven
by the CH molecule abundance.
with the GONZO code that is described in detail in
Puzia et al. (2002, 2005). The GMOS science and vari-
ance spectra are used to generate the uncertainty of the
Lick index measurements via Monte Carlo simulations.
The indices are re-measured on the Poisson noise-altered
spectra. From the distribution of index values the 1-σ
standard deviation defines the total Lick index uncer-
tainty. Note that instead of transforming the spectrum
to the restframe the code shifts the index passbands to
the observed redshift to avoid pixel noise correlation ef-
fects for narrowly defined indices.
4.3. Lick Index-System Calibration
Using the full dataset we determine the mean index
correction terms to the Lick system for each instrument
setup and calculate the corresponding r.m.s. For each
index, outliers are rejected using Chauvenet criteria as
described above. From the selected data we derive the
mean correction in the sense
ILick = IGMOS + δ (5)
(see dashed lines in Figures 3, 4 and 5), the error of
the mean correction, ∆δ, and the dispersion, σ(δ). The
numerical values of these parameters are summarized in
columns two to four of Tables A2, A3 and A4. We also
fit linear relations of the form
ILick = a×IGMOS + b (6)
to the selected data (dotted lines in Figures 3, 4 and 5)
and determine the uncertainties, ∆a and ∆b, as well as
the root mean square and the range over which the fit
is valid. All parameter values are tabulated in columns
five to eleven of Tables A2, A3, and A4. Note that our
Lick standard-star sample covers a large dynamic range
in each index allowing for a robust correction as a func-
tion of index strength. Figures 3, 4 and 5 illustrate the
comparison between Lick index system and our measure-
ments for the three instrument configurations. The plots
show the overall quality of the Lick index calibration
for the three spectroscopic settings. We point out that
although the sampling range of each index varies from
epoch to epoch the overall fit quality is not driven by any
particular sub-sample. In particular, the most important
Lick indices that are typically used in stellar population
analyses (marked by bold panels in Figures 3, 4 and 5)
show very consistent calibrations.
The previous Lick index calibrations are strictly valid
only for stellar systems with zero line of sight velocity dis-
persion (LOSVD). If objects such as massive galaxies are
observed with complex LOSVD distribution functions,
higher-order correction terms for the LOSVD broaden-
ing of the indices is required. Such correction terms are
provided in Kuntschner (2004). However, for stellar sys-
tems with low LOSVD (i.e. σ < 50 km/s) such as globu-
lar clusters and dwarf galaxies these corrections are less
than 1% and can be safely neglected.
5. SUMMARY
We provide Lick index calibration functions for the
GMOS-N and GMOS-S spectrograph using two instru-
mental configurations, namely with 2× 2 binning and
0.75′′ slit width (setup A) and with 1×1 binning and
0.5′′ slit width (setup B). The quality of the linear cor-
rection terms shows that widely-used Lick indices such as
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Fig. 2.— Illustration of Lick index passband definitions for the 25 indices as defined in Table A1. Green and yellow shaded regions mark
the continuum and feature passbands, respectively. Satellite absorption lines as well as molecular bands are indicated (Reader & Corliss
1981; Pearse & Gaydon 1976) together with the spectrum of the Milky Way globular cluster NGC 6284, taken from Puzia et al. (2002).
the Balmer indices Hβ, HγA, and HδA along with metal-
licity sensitive indices Fe5015, Fe5270, Fe5335, Fe5406,
Mg2 and Mgb can be robustly calibrated and thus used
to derive stellar population parameters by comparison
with predictions of stellar population synthesis models
that use the exact same Lick index definitions. Indices
which sample many weak features or molecular absorp-
tion bands, such as Mg1, TiO1 and TiO2, with very wide
wavelength coverage or indices with particularly narrow
passband definitions, such as Fe4384, Ca4455, Fe4531,
Ca4227, and Fe5782, are less robustly calibrated and
should be used with caution.
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Fig. 3.— Comparison plots between original Lick system measurements and Lick index measurements from our standard-star GMOS-N
spectra obtained with setup A: 2×2 binning and 0.75′′ slit width. In each panel, the solid lines are the identity relations, while dashed lines
illustrate the mean linear offset corrections. Dotted lines are weighted least-square fits to the solid data points. Open circles mark data
that were rejected using Chauvenet criteria (see text for details). The corresponding correction terms are summarized in Table A2. Note
that very few data points have error bars larger than the symbol size.
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Fig. 4.— Comparison plots similar to Figure 3, but this time for GMOS-N spectra obtained with setup B: 1 × 1 binning and 0.5′′ slit
width. The different color shadings indicate three different data set from the observing periods 2002B, 2003A, and 2004A. The corresponding
correction terms are summarized in Table A3.
Lick-Index Calibration of GMOS 9
Fig. 5.— Comparison plots similar to Figure 3, but this time for GMOS-S spectra obtained with setup B: 1 × 1 binning and 0.5′′
slit width. The different color shadings indicate two different data set from the observing periods 2003B, and 2004A. The corresponding
correction terms are summarized in Table A4.
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TABLE A1
Lick index passband definitions
Index feature passband blue continuum red continuum units
HδA 4083.500 4122.250 4041.600 4079.750 4128.500 4161.000 A˚
HδF 4091.000 4112.250 4057.250 4088.500 4114.750 4137.250 A˚
CN1 4143.375 4178.375 4081.375 4118.875 4245.375 4285.375 mag
CN2 4143.375 4178.375 4085.125 4097.625 4245.375 4285.375 mag
Ca4227 4223.500 4236.000 4212.250 4221.000 4242.250 4252.250 A˚
G4300 4282.625 4317.625 4267.625 4283.875 4320.125 4336.375 A˚
HγA 4319.750 4363.500 4283.500 4319.750 4367.250 4419.750 A˚
HγF 4331.250 4352.250 4283.500 4319.750 4354.750 4384.750 A˚
Fe4383 4370.375 4421.625 4360.375 4371.625 4444.125 4456.625 A˚
Ca4455 4453.375 4475.875 4447.125 4455.875 4478.375 4493.375 A˚
Fe4531 4515.500 4560.500 4505.500 4515.500 4561.750 4580.500 A˚
Fe4668 4635.250 4721.500 4612.750 4631.500 4744.000 4757.750 A˚
Hβ 4847.875 4876.625 4827.875 4847.875 4876.625 4891.625 A˚
Fe5015 4977.750 5054.000 4946.500 4977.750 5054.000 5065.250 A˚
Mg1 5069.125 5134.125 4895.125 4957.625 5301.125 5366.125 mag
Mg2 5154.125 5196.625 4895.125 4957.625 5301.125 5366.125 mag
Mgb 5160.125 5192.625 5142.625 5161.375 5191.375 5206.375 A˚
Fe5270 5245.650 5285.650 5233.150 5248.150 5285.650 5318.150 A˚
Fe5335 5312.125 5352.125 5304.625 5315.875 5353.375 5363.375 A˚
Fe5406 5387.500 5415.000 5376.250 5387.500 5415.000 5425.000 A˚
Fe5709 5698.375 5722.125 5674.625 5698.375 5724.625 5738.375 A˚
Fe5782 5778.375 5798.375 5767.125 5777.125 5799.625 5813.375 A˚
NaD 5878.625 5911.125 5862.375 5877.375 5923.875 5949.875 A˚
TiO1 5938.375 5995.875 5818.375 5850.875 6040.375 6105.375 mag
TiO2 6191.375 6273.875 6068.375 6143.375 6374.375 6416.875 mag
Note. — The above passband definitions are for the full set of 25 Lick indices
which are used in this work. The index definitions were taken from Worthey (1994)
and Worthey & Ottaviani (1997). The units of each index are given in the last
column.
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TABLE A2
Lick index correction terms for GMOS-N with 2×2 binning and 0.75′′ slitwidth
Index δ ∆δ σ(δ) a ∆a b ∆b r.m.s. min max
HδA −0.50 0.14 0.31 0.9679 0.0325 0.5751 0.1159 0.1446 −6.28 9.25
HδF −0.62 0.27 0.60 1.0557 0.2375 0.9616 0.2977 0.4061 −1.08 7.15
CN1 −0.04 0.02 0.05 0.8327 0.1112 0.0468 0.0166 0.0331 −0.21 0.27
CN2 0.05 0.03 0.07 1.1163 0.2299 −0.0559 0.0355 0.0643 −0.12 0.31
Ca4227 −1.06 0.33 0.82 1.7038 0.2406 0.3610 0.1383 0.2745 −0.13 2.57
G4300 −1.84 0.26 0.64 1.3301 0.3060 −0.3287 1.5129 0.5887 −2.56 6.33
HγA 0.55 0.43 1.05 1.0773 0.0765 −0.8482 0.3727 0.4720 −8.41 9.88
HγF −2.14 0.27 0.65 0.4789 0.1119 1.3354 0.1561 0.1950 −2.97 0.95
Fe4383 0.24 0.39 0.95 1.3613 0.0986 −1.8227 0.3556 0.2811 −0.94 5.45
Ca4455 0.58 0.22 0.53 0.3581 0.1586 0.0142 0.1275 0.1498 0.14 1.99
Fe4531 0.25 0.40 0.99 0.2659 0.1394 1.4475 0.2532 0.3116 −0.45 3.69
Fe4668 −0.46 0.33 0.80 1.0582 0.1048 0.1047 0.3123 0.4892 −0.27 7.84
Hβ −0.11 0.20 0.50 0.8531 0.0552 0.4547 0.0744 0.0921 0.48 7.61
Fe5015 −0.23 0.09 0.21 1.0324 0.0421 0.2096 0.1257 0.0696 −0.41 5.08
Mg1 0.07 0.02 0.05 0.3658 0.1210 −0.0299 0.0039 0.0071 0.00 0.21
Mg2 0.02 0.00 0.01 1.0037 0.0279 −0.0261 0.0027 0.0033 0.01 0.45
Mgb −0.67 0.13 0.32 1.0912 0.0244 0.5020 0.0439 0.0648 −0.06 7.08
Fe5270 0.53 0.25 0.62 0.6325 0.0589 −0.0035 0.1085 0.1346 −0.16 3.48
Fe5335 0.23 0.12 0.29 1.0152 0.1011 −0.1927 0.1602 0.1621 0.10 3.18
Fe5406 −0.16 0.08 0.19 1.0458 0.0577 0.1624 0.0574 0.0712 0.23 2.28
Fe5709 −0.15 0.06 0.15 0.8457 0.0665 0.3407 0.0473 0.0767 −0.04 1.37
Fe5782 0.05 0.05 0.12 0.7298 0.0504 0.1282 0.0284 0.0439 0.01 1.17
NaD −0.04 0.19 0.47 1.0533 0.1386 0.2238 0.2307 0.2060 0.67 4.48
TiO1 0.01 0.00 0.01 −0.0298 0.1490 0.0076 0.0023 0.0018 0.00 0.03
TiO2 −0.01 0.00 0.01 0.7194 0.3193 0.0072 0.0018 0.0031 −0.02 0.02
Note. — See Figure 3 for an illustration of the corresponding Lick index corrections that are being
used in Equations 5 and 6.
TABLE A3
Lick index correction terms for GMOS-N with 1×1 binning and 0.5′′ slitwidth
Index δ ∆δ σ(δ) a ∆a b ∆b r.m.s. min max
HδA 0.79 0.37 1.17 1.1717 0.0757 −0.4964 0.2786 0.5903 −6.90 10.23
HδF −0.05 0.09 0.28 0.9631 0.0950 −0.0115 0.1211 0.3197 −1.83 7.09
CN1 −0.03 0.02 0.05 1.0086 0.1085 0.0311 0.0175 0.0480 −0.23 0.28
CN2 0.01 0.02 0.06 0.8878 0.0799 0.0227 0.0145 0.0344 −0.16 0.31
Ca4227 −0.42 0.17 0.58 1.3450 0.1078 −0.4221 0.1431 0.2317 0.02 4.87
G4300 −0.60 0.30 0.99 1.3118 0.4031 −0.8420 2.3819 0.6974 −2.15 7.21
HγA 0.71 0.30 0.99 1.1590 0.0861 −0.0725 0.6055 0.7477 −11.07 10.07
HγF 0.49 0.35 1.15 1.3066 0.1587 −0.3130 0.2959 0.5955 −2.69 7.30
Fe4383 1.09 0.39 1.30 1.2981 0.1648 −3.3554 1.0112 0.6174 −1.22 8.82
Ca4455 −0.50 0.16 0.52 1.5966 0.1529 −0.5676 0.2829 0.2143 −0.06 3.14
Fe4531 −0.53 0.23 0.77 0.6841 0.0868 1.7106 0.3664 0.2408 −0.17 5.89
Fe4668 0.76 0.43 1.43 0.6495 0.1602 1.7043 1.0444 0.7967 −0.68 9.44
Hβ −0.14 0.10 0.32 1.1268 0.0717 0.0715 0.1299 0.1292 0.52 6.82
Fe5015 −0.14 0.21 0.69 0.9854 0.1688 0.5641 0.9325 0.5689 0.47 7.46
Mg1 0.05 0.02 0.07 0.7968 0.1320 −0.0307 0.0122 0.0229 0.01 0.26
Mg2 0.04 0.01 0.02 0.8887 0.0651 −0.0282 0.0136 0.0164 0.03 0.49
Mgb 0.42 0.12 0.41 0.8506 0.1208 0.1787 0.3965 0.2749 0.93 4.05
Fe5270 −0.08 0.15 0.50 0.8737 0.1124 0.6210 0.3245 0.2457 0.24 4.14
Fe5335 −0.52 0.17 0.57 1.2776 0.2528 0.2193 0.5998 0.5570 0.00 4.11
Fe5406 −0.32 0.05 0.18 0.9559 0.0417 0.3658 0.0758 0.0912 −0.08 3.35
Fe5709 −0.13 0.04 0.14 0.9953 0.1638 0.0651 0.1981 0.1644 −0.02 1.68
Fe5782 −0.01 0.04 0.13 0.9982 0.0549 0.0087 0.0512 0.0578 0.22 1.42
NaD 0.12 0.12 0.39 1.1631 0.1124 −0.6259 0.2883 0.2969 1.05 5.00
TiO1 0.01 0.00 0.01 1.0604 0.1106 −0.0175 0.0029 0.0052 0.00 0.15
TiO2 −0.01 0.00 0.00 0.9829 0.0103 0.0051 0.0005 0.0012 −0.01 0.34
Note. — See Figure 4 for an illustration of the corresponding Lick index correction terms that are
being used in Equations 5 and 6.
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TABLE A4
Lick index correction terms for GMOS-S with 1×1 binning and 0.5′′ slitwidth
Index δ ∆δ σ(δ) a ∆a b ∆b r.m.s. min max
HδA 0.40 0.36 1.25 1.0919 0.1355 −0.0086 0.5216 0.8713 −7.11 12.11
HδF −0.19 0.15 0.52 1.1447 0.0600 −0.2633 0.0711 0.2086 −1.57 7.71
CN1 −0.01 0.01 0.04 1.0735 0.0797 0.0121 0.0129 0.0413 −0.21 0.25
CN2 −0.01 0.01 0.05 1.0736 0.0920 −0.0058 0.0165 0.0459 −0.14 0.30
Ca4227 −0.46 0.18 0.64 1.0411 0.0201 0.4598 0.0447 0.1135 0.15 6.72
G4300 −0.69 0.40 1.48 1.2312 0.0832 −0.6426 0.5499 0.2172 −2.51 6.69
HγA 1.31 0.42 1.53 1.1368 0.1181 0.9595 0.8582 0.9515 −10.67 12.20
HγF 0.80 0.32 1.15 1.1245 0.0982 −0.2542 0.2450 0.4774 −3.33 8.39
Fe4383 0.85 0.36 1.31 0.5556 0.2616 2.3222 1.2843 0.4873 −8.58 8.47
Ca4455 −0.22 0.17 0.61 0.6107 0.2103 1.1178 0.3183 0.1305 0.42 3.72
Fe4531 −0.33 0.09 0.31 0.7437 0.1947 1.1023 0.6749 0.3376 0.61 6.13
Fe4668 −0.09 0.35 1.27 0.8227 0.0871 0.2525 0.3734 0.4080 −0.88 8.72
Hβ −0.26 0.13 0.50 1.0757 0.0511 0.1672 0.0719 0.1347 −0.16 7.94
Fe5015 −0.32 0.14 0.50 0.7301 0.0845 1.7871 0.3799 0.2113 0.82 6.97
Mg1 0.03 0.01 0.05 0.9470 0.0279 −0.0077 0.0050 0.0115 −0.13 0.37
Mg2 0.02 0.01 0.03 0.9592 0.0123 −0.0091 0.0040 0.0073 0.02 0.56
Mgb 0.21 0.10 0.39 0.9570 0.0505 −0.0258 0.1613 0.1803 0.11 17.27
Fe5270 −0.08 0.13 0.47 0.7173 0.2012 0.7790 0.4942 0.3252 0.35 4.99
Fe5335 −0.32 0.18 0.68 0.9677 0.0881 0.3939 0.1904 0.2338 0.77 4.77
Fe5406 −0.27 0.15 0.53 1.0934 0.1120 0.0038 0.1577 0.1885 −0.89 3.25
Fe5709 −0.21 0.06 0.21 1.0091 0.1178 0.0406 0.1195 0.0674 −1.96 1.40
Fe5782 −0.06 0.10 0.36 0.7652 0.1222 0.3007 0.0719 0.0897 −0.20 1.27
NaD −0.03 0.10 0.36 0.9969 0.0272 0.1169 0.0669 0.1350 0.30 8.57
TiO1 0.01 0.01 0.02 0.7323 0.1210 −0.0001 0.0029 0.0061 −0.00 0.58
TiO2 −0.01 0.01 0.02 0.8658 0.0952 0.0129 0.0034 0.0093 −0.02 0.94
Note. — See Figure 5 for an illustration of the corresponding Lick index correction terms that are
being used in Equations 5 and 6.
