In this paper, quantitative analyses of the delay in Japanese-to-English (J-E) and English-to-Japanese (E-J) interpretations are described. The Simultaneous Interpretation Database of Nagoya University (SIDB) was used for the analyses. Beginning time and end time of each word were provided to the corpus using HMM-based phoneme segmentation, and the time lag between the corresponding words was calculated as the word-level delay. Word-level delay was calculated for 3,722 pairs and 4,932 pairs of words for J-E and E-J interpretations, respectively. The analyses revealed that J-E interpretation have much larger delay than E-J interpretation and that the difference of word order between Japanese and English affect the degree of delay.
Introduction
Simultaneous interpretation (SI) is one modes of interpretation where the interpreter renders the message in the target language while the source-language speaker continuously speaks, and it is widely used in the international society for its inherent advantages; it has superb time efficiency and rarely disturbs the source-language speaker. Although the SI interpreter and the speaker speak in parallel, the interpreter's utterances always delay behind the speaker's utterances to grasp the speaker's message. Since large delay burdens the interpreter's memory, which could lower the interpretation quality (Mizuno, 2005) , it is essential for interpreters to control the delay properly. The delay is heavily affected by the source and target languages. Because Japanese and English have quite different word order, it is considered that Japanese-to-English (J-E) and English-to-Japanese (E-J) interpretations are difficult. However, few quantitative analyses have been conducted for the interpretations. In this paper, the quantitative analyses of the delay in J-E and E-J interpretations are discussed. The Simultaneous Interpretation Database of Nagoya University (SIDB) (Matsubara et al., 2002) was used for the analyses. We utilized word-level delay to observe the delay inside utterances. To measure the delay efficiently, word-level temporal information and translation correspondences were estimated for the SIDB. The analyses revealed the J-E interpretation's large delay and other delay characteristics of J-E and E-J interpretations.
Corpus
The Simultaneous Interpretation Database of Nagoya University (SIDB) (Matsubara et al., 2002) was used in this research. The corpus consists of monologue data (lectures) and dialogue data, and they are accompanied with J-E and E-J interpretations. A part of monologue data was used for the analysis. The statistics of the data used is shown in Table 1 and 2. Interpreter's speech is recorded in the environment almost similar to the real one; sitting in a sound-proof booth, the interpreter speaks into a microphone, while clearly seeing and hearing the speaker via earphones. The speaker could not hear the interpreter's speech so that he/she could speak in his/her own pace. Figure 1 shows the recording envi -0  2  9  8  :  I  t  h  i  n  k  i  t  w  a  s  t  h  i  s  y  e  a  r  t  h  a  t  0  2  9  9  :  P  r  e  s  i  d  e  n  t  G  o  r  b  a  c  h  e  v  t  o  o  k  o  f  f  i  c  e  0  3  0  0  :  a  n  d  t  h  a  t  t  h  e  r  e  w  e  r  e  m  a  n  y  c  h  a  n  g  e  s  t  a  k  i  n  g  p  l  a  c  e  i  n  R  u  s  s  i  a  .   0  2  5 (Maekawa et al., 2000) ; Phenomena found in spontaneous language such as fillers, hesitations, etc. are tagged with the discourse tags, and beginning time and end time are provided to each utterance unit. Translation alignment is given to a part of the monologue data following the criteria bellow.
• Utterance units are the smallest unit.
• Alignment is given as detailed as possible.
• Correspondences never cross in time series. Figure 2 shows an example of aligned transcriptions between Japanese speaker's utterances and J-E interpreter's utterances.
Measurement of Delay
Two methods are commonly used to measure the delay in SI (Figure 3) . One method is ear-voice span (EVS), the lag between the beginning time of a speaker's utterance and the beginning time of the corresponding interpreter's utterance. Although EVS is easy to measure, it only tells us the characteristics of the utterance beginning and it can not explain the delay inside the utterances. The other method is to measure the lag between a pair of corresponding words in the utterances of the speaker and interpreter. Since the delay might vary inside the utterances in J-E and E-J interpretations, it is desirable to use word-level delay. We define the word-level delay as the lag between the end time of the speaker's word and the beginning time of interpreter's corresponding word as shown in Figure 3 . For the large amount of corpus we automatically calculated it as follows: 1. Estimation of beginning time and end time for all words 2. Extraction of word correspondences 3. Calculation of word-level delay
Step 1 and 2 are explained in detail below.
Estimation of Word Utterance Timing
Given speech and its corresponding transcription as input, beginning time and end time of each word are estimated using Hidden Markov Model based phoneme segmentation (Brugnara et al., 1993) . The temporal information is estimated in the following steps (Figure 4 ).
1. Feature vectors are extracted from the speech.
Features are 12th order MFCC, ∆MFCC, and ∆log energy under the condition shown in Table 3 . CMS is done for each utterance unit.
2. Word boundaries and phoneme pronunciation are provided to the transcription.
For Japanese, morphological analyzer ChaSen (Matsumoto et al., 1999) is utilized to identify the morpheme boundaries and Katakana pronunciation. Katakana is a Japanese syllabary and it can be converted into phoneme sequences by rules. English transcriptions are split into words by white spaces and pronunciations are given with CMU Pronunciation Dictionary version 0.6 (CMU, 1998).
3. Following the pronunciation, phoneme HMMs are concatenated to build the large HMM corresponding to the whole transcript.
For Japanese, the speaker independent 16 mixture monophone model of Julius Dictation Kit v3.1 (Julius, 2005) was used. For English, speaker independent 2 mixture monophone model are constructed from the 6,300 utterances of the TIMIT Acoustic Phonetic Continuous Speech Corpus (Garofolo et al., 1993) using HTK (Young et al., 2006) . Three-state left-to-right HMMs are trained for 39 phonemes of CMU Pronouncing Dictionary and 1 silence.
4. The maximum likelihood state sequence of the transcription HMM is calculated with Viterbi algorithm.
Viterbi algorithm is calculated with speech recognition engine Julius (Julius, 2005) .
5. To determine the beginning time and end time for the words, word boundaries are inserted at the time when state transitions between words are occurred.
Translation Alignment
Given the speaker's utterances and those of the interpreter, translation correspondences between the speaker's words and the interpreter's words are identified. In addition to translation dictionaries, temporal information of words are utilized. Since the interpreter's word always delay behind the corresponding speaker's word in SI, only pairs of words which suffice the following conditions are aligned. • Both words are content words.
• The interpreter's word delays behind the speaker's one.
• The pair of words are determined to be corresponding by dictionary lookup. The dictionary of 100,000 entries was constructed from Eijiro (Eijiro, 2001).
These conditions could find ambiguous correspondences, or many-to-many correspondences. Instead of disambiguation, such correspondences are rejected to achieve higher precision.
Evaluation
The accuracy of the methods explained above was evaluated using the SIDB. To evaluate the estimated temporal information, 10 Japanese utterance units of each were selected for a male speaker, a female speaker, a male interpreter and a female interpreter, and 40 English utterance units were chosen in the same manner. The estimated time were compared with manually given annotation, and the accuracy was measured with the average error and the proportion of the word boundaries whose error is less than tolerance values. Table  4 shows the results. The word correspondences were evaluated using a Japanese lecture and its J-E interpretation. A part of the lecture was used and its length was about 9 minutes. The evaluation was conducted against manually given word correspondences. The precision was 92.0% (115 / 125) and the recall was 47.3% (115 / 243). 
Analysis
Quantitative analyses were conducted using the word-level delay. Word-level delay was calculated from 3,722 pairs and 4,932 pairs of words of J-E and E-J interpretations, respectively.
J-E and E-J interpretations
A comparative analysis between J-E and E-J interpretations was conducted. Figure 5 shows the distributions of the delay. The width of bins in the cumulative histgrams is 0.2 seconds. The average delay of J-E and E-J interpretations is 4.532 seconds and 2.446 seconds, respectively. The average delay of E-J interpretation is close to other results derived from European language pairs (Barik, 1973 ) (Anderson, 1994 ) (Christoffels and de Groot, 2004) , while J-E interpretation has larger delay. The difference of verb positions between Japanese and English might have effects.
The standard deviation of J-E and E-J interpretations was 4.155 seconds and 2.753 seconds, respectively. The delay of J-E interpretation varies more than E-J interpretation.
Characteristics of Word
Since Japanese and English have quite different word order, different words might have different delay characteristics. We investigated the correlation of the delay against partsof-speech (noun or verb) and grammatical roles (subject or object) of the source-speaker's words.
Parts-of-speech
Parts-of-speech were esimated with ChaSen (Matsumoto et al., 1999) and nlparser (Charniak, 2000) for Japanese and English, respectively. Figure 6 shows the result of J-E interpretation. Although nouns have larger delay than verbs, there is not a large difference. Figure 7 shows the result in E-J interpretation. In E-J interpretation verbs have much larger delay than nouns. There was no significant difference between the distributions of the verbs in Figure 6 and 7. The average delay of verbs in J-E and E-J interpretations was 4.213 seconds and 5.073 seconds, respectively, and the difference was about 0.8 seconds. On the other hand, the average delay of nouns in J-E and E-J interpretations was 4.468 seconds and 2.241 seconds, respectively, and nouns of J-E interpretation have about twice the delay than E-J interpretation. Grammatical roles of nouns are represented by the position of them in English, while particles are attached to nouns to express their roles in Japanese. The effect of the word order could be reduced by Japanese particles in E-J interpretation, which might result in the smaller delay.
Grammatical Roles
Grammatical roles of Japanese were approximated by attached particles. The correlation between the grammatical roles and the delay in J-E interpretation is shown in Table  5 . In general, 'wa' and 'ga' tend to be attached with subjective nouns, and 'wo' and 'ni' for objective nouns. Table 5 shows that 'wa' and 'ga' have smaller delay than 'wa' and 'ni', that is subjects have smaller delay than objects in J-E interpretation. Grammatical roles of English were estimated using parsed trees derived with nlparser (Charniak, 2000) . 151 nouns were found as objects and their average delay was 2.195 seconds. The average delay of other nouns was 1.957. There was no significant difference between them. 
Numerals
Section 4.2.1 has shown that nouns have large delay in J-E interpretation. However, since random figures such as date, area, or number of people, are difficult to remember, they might be interpreted with small delay regardless of the source and target languages. The delay of numerals was compared with that of ordinary nouns. Figure 8 shows the result of J-E interpretation. The average delay of numerals and other nouns were 4.701 seconds and 3.367 seconds, respectively. Figure 9 shows the distributions in E-J interpretation, which also shows numerals have smaller delay than ordinary nouns.
Conclusion
Quantitative analyses of the delay in J-E and E-J interpretations have been described. Word-level delay was utilized to observe the delay inside utterances. To measure the delay efficiently, word-level temporal information and translation correspondences were provided to the SIDB automatically. The analyses revealed the following characteristics of the delay:
• J-E interpretation has larger delay than E-J interpretation.
• In J-E interpretation nouns have larger delay than verbs while verbs' delay is larger than nouns' one in E-J interpretation.
• In J-E interpretation subjects have smaller delay than objects. No significant difference was found in E-J interpretation.
• Numerals are interpreted quickly regardless of the language pairs.
