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Abstract-This article focuses on Internet-based real time 
control, such as remote bilateral teleoperation. In such 
applications it is required that the control loop be closed 
around a time delayed network. Although various re-
searchers have worked on this problem, this paper focuses 
on two control strategies (based on wave variables and a 
time forward observer), bandwidth issues, and some related 
programming details. Experimental results of bilateral tele-
operation via the Ethernet between Atlanta and Tokyo are 
given. The system used was a two degree of freedom haptic 
interface, bilaterally coupled to simulation (implemented on 
a windows NT based computer) of a similar system. 
1. INTRODUCTION 
In the past 8 years, numerous researchers have been try-
ing to incorporate the Internet into the control of robots. 
The Internet, which was once used for simple data transfer, 
has now evolved to be used to electronically communicate, 
pay bills, learn, explore, trade stocks in real time and now 
'control' physical hardware in real time. 
In 1999 the IEEE Robotics & Automation magazine de-
voted the September issue to 'Robots on the Web'. In 
that issue Taylor and Dalton [18] report on the evolution 
of Internet robotics and on their work at the University of 
Western Australia where a six axis robot has been made 
teleoperable over the Internet since 1994. Control is estab-
lished via a JAVA based applet running in a web browser. 
The user sends reference points over the browser interface 
and the control loop, which is local to the robot, executes 
the reference command and notifies the user when the task 
is complete. The user gets no force feedback and has no 
control over the process during the time a task is being 
performed. 
A case where the control signal (and not the reference 
signal) flows over the Internet has been reported by Over-
street and Tzes in [15]. In this configuration, the loop is 
closed around the network. Their work provides remote-
access to laboratory facilities (robotic equipment) from vir-
tually anywhere. Their Internet-accessed remote labora-
tory is based on a client/server computer configuration. 
The server, situated near the experiment receives command 
signals transmitted by the client. Issues concerning net-
work reliability, dynamic delays caused by Internet traffic, 
concurrent user access and limited computing power were 
briefly addressed. However the paper did not highlight 
on instabilities caused by the added lag introduced in the 
control loop by the Internet, nor did the researchers try 
to compensate for the delay in any form. The idea of ex-
tending the use of laboratory equipment to students over 
the Ethernet has recently caught the attention of several 
academic institutions, as it provides easy and convenient 
access. 
The control community has seen a lot of literature related 
to network-based teleoperation. However an in-depth anal-
ysis of the nature of time delay over very large distances 
has to the best of our knowledge only been attempted in 
the early days of the net by Oboe and Fiorini [14] of the 
Jet Propulsion Laboratory. Although their paper was com-
prehensive at the time, we feel the network has evolved 
since then, hence its characteristics need to be re-examined 
with particular attention to bandwidth issues (and related 
packet loss) which ultimately addresses the frequency and 
the reliability with which the control loop can be executed. 
Among the first work ever published tackling time de-
layover the Internet for bilateral teleoperation in a rig-
orous fashion was by Tran [17] and Brady([3] and [4]). 
From a theoretical perspective this was based on earlier 
work of Watanabe [19], which relied on the use of time for-
ward observer. A few years later Slotine and Niemeyer 
([9], [10], [11] [12] and [13]) presented another formula-
tion tackling the same problem using wave variables. This 
evolved from the earlier work of Anderson and Spong ([1] 
and [2]). Recently wave-based formulation was enhanced 
using a prediction technique to improve performance (espe-
cially the settling time) by the authors of this paper([6], [7] 
and [8]). 
In this research existing techniques based on passivity 
(wave variables) and scattering theory to establish Inter-
net based teleoperation with prediction, for variable delay 
are brielfy summarized l . Emphasis is given to the exper-
imental implementation of this control strategy and the 
resulting system performance. In conventional wave-based 
techniques stability comes at the expense of degrading sys-
tem performance with increasing time delay. In order to 
enhance performance, a prediction technique is employed 
to cut down the lag felt by the user, while simultaneously 
IThe reader is referred to [6] and [7] for a thorough background. 
improving the settling time. The underlying controller is 
shown to be robustly stable to model mismatches since 
passivity is explicitly enforced by an energy regulator. It 
is also shown that even for a mismatching plant model (in 
the predictor), the forces felt by the master and slave at 
steady state are identical. 
In an alternative scheme the use of a time forward ob-
server derived from conventional state-space analysis to en-
sure stability under a varying delay is made. In essence this 
is almost similar to the work of Tarn and Brady, however 
it was felt that a complete and rigorous proof of this for-
malism was missing from literature. It is shown that the 
observer is easy to implement and has performance charac-
teristics superior to passivity based formalisms. However 
the observer is not robust to model mismatches and is un-
able to reflect remote forces back to the master at steady 
state conditions while in hard contact. This scheme is pri-
marily geared towards stabilizing a time delayed system, 
and not force reflection. 
The two main ideas developed in this article were ex-
perimentally validated on a 2-degrees of freedom bilateral 
teleoperator. The loop was closed over the Internet, with 
the closed-loop distance comparable to the circumference 
of Earth. The issue of bandwidth is examined, particularly 
where a large number of states are streamed through the 
network at a high frequency. It was seen that very large 
packet loss occurs if the time step is made sufficiently small. 
Further, details are given on how to use Window NT (an 
'event-based' operating system) to implement a simulation 
in real time. 
Section 2 focuses on familiarizing the reader with a basic 
bilateral teleoperator, followed by section 3 which includes 
a brief summary of wave variables. Section 4 focuses on 
a time forward observer to stabilize a system with vary-
ing time delay. In section 5, the nature of the Internet 
time delay is discussed, along with the experimental setup. 
Section 6 focuses on experimental results, and finally some 
concluding remarks are given in section 7. 
II. BILATERAL TELEOPERATOR 
Figure 1 shows the arrangement of a bilateral teleoper-
ator. Both the master and the slave robots are feedback 
linearized to yield a linear system. In this case the equation 
of motion for the master (and slave) manipulator is given 
by 
where Vm is the input torque, Dm(Bm) is a positive definite 
symmetric inertia matrix (with its rank being equal to the 
degrees of freedom of the system), while hm(Bm,8m) and 
Nm(Bm) both have non linear elements. It is desired that 
the feedback linearized system be of the form 
(2) 
where Tpd is the input torque, Jm is the desired constant 
positive definite symmetric inertia matrix and Bm is the 
15",(0,.; (J;'1"pd - J,.-'B,.G",) 
+ hm(O,., B~) + .¥,.(Bm) 
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Fig. 1. A multi-degree of freedom bilateral teleoperator. 
damping matrix (also positive definite, symmetric and con-
stant). We choose a controller such that the input torque 
Vm , to the slave system is computed according to 
Vm = Dm(Bm) (J;;;lTpd - Jrn,-l Bm8m) 
+iLm(Bm, 8m ) + Nm(Brn,) 
(3) 
where the parameters with the hat are estimates of the 
actual system. Setting equation (3) equal to equation (2) 
and assuming that there is no modeling error, yields the 
desired linear dynamics given by equation (2). This scheme 
is indicated in figure 1. The output ofthe PD controller is 
given by 
Tpd = J{pd(Bsd - Bs) + Bpd(8sd - 8s). (4) 
III. WAVE VARIABLES 
The above system performs well for as long as there is 
no delay in the loop. However as the delay increases, per-
formance starts to degrade and the system very quickly 
becomes unstable. This problem is attributed to the non-
passive nature of the communication link, where it can be 
seen that torque and velocity have multiplicative depen-
dence on the instantaneous power-input (to the communi-
cation line) defined as 
(5) 
This dependance can be eliminated using the wave trans-
formations 
Um(t) = Aw8m(t) + BwTm(t) 
vs(t) = Cw8sd(t) - DwTpd(t) 
(6) 
Fig. 2. Wave-based communication, by transforming velocity-force 
variables to wave variables before transmission and then back to 
velocity-force variable after transmission. Note: The gray boxes 
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Fig. 3. A possible arrangement of a predictor incorporated inside 
the wave junction. 
and 
Vrn(t) = CwBm(t) - DwTm(t) 
us(t) = A,uBsd(t) + BwTpd(t) 
(7) 
where Au}) Bw, C,n and Dw are n x n scaling matrices (n 
being the number of degrees of freedom of the teleoperator) 





Here wave variables (u and v), rather than power variables 
(T and B), are transmitted across the communication line 
(Le. the communication line is replaced with that shown 
in figure 2). Using the above wave transformations it can 
be shown that the net power-in (equation 5) no longer has 
a multiplicative dependence on torque and velocity, but 
rather has a additive dependence. Hence when signals are 
temporarily delayed in the communication link, the line 
does not appear to be non-passive. 
A. Wave Prediction 
A possible arrangement of a Smith-type [16] wave pre-
dictor is shown in figure 3. Here G M (s) is the transfer func-
tion of the master manipulator, G s (s) is the transfer func-
tion of the slave and PD controller combined, and G p (s) 
is the transfer function of the predictor. The two rectan-
gular boxes represent wave transformations and G R (s) is 
the combined transfer function of the entire right hand side 
2The reader is referred to the author's Ph.D thesis [6] for a more 
detailed proof of this analysis. 




Fig. 4. Overall prediction scheme. 
(Le. the slave, the PD controller and the wave transforma-
tion). TR and TL represent the time delays in the right 
and left directions respectively. The box marked as the 
REGULATOR for now can be assumed to be a summing 
junction. 
It can be shown that position information is encoded in 
the integral of of the wave signals u and v. Hence if the 
predictor is not designed with care, these integrals might 
not be preserved, leading to a non-zero steady state error. 
Writing out an expression for position difference across the 
wave junction yields 
(9) 
which, written in terms of wave variables becomes 
1 it flB(t) = 2Aw -1 (Urn + Vm - Us - Vs) dT. 
·0 
(10) 
Taking the Laplace transform of this and expanding, yields 
(11) 
For zero steady state error 
lim flB(t) = lim sfl8(s) = O. 
t--+oo 8-1>0 
(12) 
Since at steady state the wave signals decay to zero, it is 
required that 
lim Gp(s) = O. 
s ...... o (13) 
In order to ensure passivity, the predictor must not increase 
the total return energy of the system. Hence it is required 
that 
it 1 it 1 2Va TVa. dT ~ 2Vrn. T Vm dT. . 0 . 0 (14) 
This condition is explicitly enforced by the REGULATOR 
(discussed later in this section). Figure 4 shows a possible 
arrangement of a predictor. In this arrangement a Kalman 
filter first estimates the internal state of the plant, which 
is delayed by an amount TT, where 
(15) 
The time forward observer then uses the output of the 
Kalman filter to march the state TT seconds into the future 
and computes the output YP' which is then used to obtain 
a prediction signal 'Up according to 
(16) 
Notice that this expression satisfies the tracking condition 
given by equation (13). 
B. PTedicto7' implementation 
The entire right hand side of the system (mar ked G R ( S ) 
in figure 4) can be represented as 
x(t) = Ax(t) + Bum(t - TR) 
'Us(t) = Cx(t) + Dum(t - TR)' (17) 
Using the variable Xd(t) = x(t - TL), the above expression 
can be written as 
Xd(t) = AXd(t) + Bum(t - TT) 
'Ua(t) = 'Us(t - TL) = CXd(t) + DUm,(t - TT)' (18) 
Hence the entire right-hand side plant can be viewed as if it 
was driven by a control signal delayed TT units of time and 
has an internal state Xd(t). This state is estimated using a 
Kalman filter. The time forward observer now generates a 
predicted state vector xp(t) (corresponding to the current 
input urn(t)), from the delayed state vector Xd(t) (which 
corresponds to the delayed input 'um,(t - TT)) according to 
xp(t) = eATTxd(t) + r eA(t-r)Bum(T) dT 
.It -TT 
and finally the new output is computed as 
(19) 
(20) 
The integral term in equation (19) can be computed ac-
cording to the following state space model 
i(t) = Az(t) + BUrn(t) 
g(t) = z(t) - eATT z(t - TT) (21) 
where it can be shown that 
(22) 
In this arrangement the predictor does not require any 
knowledge of the initial conditions and the Kalman filter 
will eventually converge to the correct internal state of the 
slave as viewed on the left side of the communication link. 
Since the internal state of the slave is directly effected when 
the slave interacts with the environment and the predictor 
relies on the Kalman filter to estimate the internal state of 
the salve, no measurements of forces exerted by the remote 
environment onto the slave are needed. 
C. Regulation 
For passivity the condition depicted by equation (14) 
must be met. In other words the predictor must not in-
crease the total energy contained in the returning wave 
'Um . This condition can be explicitly enforced through the 
use of a filter, which we refer to as a regulator. First we 
define 'Ut(t) as the sum of the returning wave 'Ua.(t) and the 
prediction 'Up (t) . 
(23) 
The goal is to minimize the" distance-to-go" defined as 
(24) 
For this purpose we define an energy reservoir 
(25) 
which keeps track of the energy extracted by the regulator. 
The control law which computes 'Urn in order to drive Dtg (t) 
to zero based on the energy contained in the reservoir is 
then given by 
where a and (3 are both positive constant tuning parame-
ters. Given that 
(27) 
the output 'Um,(t) and the distance Dtg(t) are always of 
the same sign. At steady state, when the transients have 
decayed and there is no forced input 
lim 'Up(t) = lim 'Ua.(t) = 0 =? lim 'Ut(t) = O. 
t~oo t-+oo t--+oo 
(28) 
Hence under such condition, from equation (24) 
(29) 
given that Dtg and 'Um, are of the same sign, imples that 
(30) 
If during regulation the energy reserve approaches 0 then 
(1 - e-{3Er(t)) -+ 0 (31) 
choking the output wave 'Um" while simultaneously increas-
ing the energy reserve. At startup it would take a little time 
for the reservoir to build up, the size of which is governed 
by (3 while a determines how fast Dtg(t) decays. Choos-
ing a and (3 to both be positive ensures that the energy 
reservoir (equation 25) is kept positive. 
D. COTTecting fOT the Position ErroT due to a VaTying De-
lay 
It is shown in [8] that the above scheme is stable for a 
varying delay. Given that position information is encoded 
in the integral of the wave signal, a varying delay will intro-
duce a non-zero steady state error between the master and 
the slave. This is because the integral of the wave signals 
is not preserved as the signals pass through the commu-
nication medium. To ensure a zero steady state error we 
shall add a minor correction t:,.um, to the right moving wave 
{/'m, (here the 'hat' denotes the original uncorrected signal). 
Rewriting the expression similar to equation (10), for the 




Fig. 5. A linear system with delays in the input and output. 
track of how much energy is dissipated in the slave system, 
as 
( 41) 
and expanding yields 
(32) Then let the correction term be computed as 
t:,.um, = -1'(1 - e-8Ed(t»)Awd(t) (42) 
t:,.B2(t) = ~ AU! -1 .f; ({tm, Cr) + vm( r) 
-us(r - TL(r)) - vs(r - TL(r))) dr. 
(33) 
Since we want to correct the right moving wave by adding 
a corrective term 
(34) 
Assuming TL ~ TR , the following approximations can be 
made 
us(t - TL(t)) = um(t - 2TL) + W1(t) (35) 
and 
(36) 
where WI and W2 are assumed to be small perturbations 
caused by the variations in the delays. Equation (33) can 
now be written as 
t:,.B2 = ~AU!-l fL2T um(T)dT 
+~Aw-l f!(Vm(T) - va(r)) dr (37) 
-~Aw -1 .f~ t:,.um(r)dr 
where the perturbations WI and W2 have been absorbed into 
t:,.um. Under ideal conditions t:,.um = O. Now define the 
drift error d as 
d(t) = expected t:,.B2 - actual t:,.B2 (38) 
which leads to 
where both I' and 8 are positive constants. From equation 
(40) 
(43) 
Plugging equation (42) into the above expression yeilds 
.!id(t) = -~I'(1- e-8Ed (t»)d(t). (44) 
dt 2 
Given that the remote system is dissipative, implies that 
Ed(t) 2: 0 and 
(45) 
This implies that d(t) and its derivative are always of the 
opposite signs, hence 
d(t) -7 O. (46) 
Note, that the above control law is very similar to that used 
in the regulator, however the correction term computed is 
very small given that the variations in the delay are as-
sumed to be small. It should be noted that in this scheme 
the energy dissipated Ed could temporarily become nega-
tive (due to the environment acting on the slave) or large 
over time. Hence the software should bound the value of 
Ed between 0 and some small positive number. The overall 
control scheme is shown in figure 4. 
IV. OBSERVER BASED DESIGN 
(39) Consider a linear time invariant system, with a delay in 
However the drift d(t) is also given by 
(40) 
The goal now is to drive the drift d(t) to zero. For this 
purpose lets define a second energy reservoir which keeps 
the input and a delay in the measured output as shown in 
figure 5. Here the system itself has the form 
x(t) = Ax(t) + Bu(t) 
y(t) = Cx(t) + D'u(t) (47) 
where x(t) is an n x 1 state vector, y(t) is an l' x 1 output 
vector and u(t) is an m x 1 input vector. It is assumed 
that the pair (A, B) is controllable and the pair (A, C) is 
observable. TR is the delay in the input and T£ is the delay 
in the measured output. In other words 
. u(t) = uc(t - TR) 
Ym(t) = yet - T£). 
(48) 
Lets denote the delay in the right direction by TR(t) and 
the delay in the left direction by T£(t). As will be seen that 
it is only possible to obtain an exact solution when TR(t) 
is a constant, while TL(t) can be varying. Again consider 
a linear time invariant system with delays in input and 
output as shown in figure 5. The over all system from the 
input to the output can now be written as 
x(t) = Ax(t) + BUc(t - TR(t)) 
yet) = Cx(t) + DUc(t - TR(t)) 
Ym(t) = yet - TL(t)) 
where the output equation can also be written as 
(49) 
(50) 
Let the initial conditions be x(to) = Xo and u(r) = uo(r) 
for -TR < r < O. Lets also assume the pair (A, B) is 
controllable and the pair (A, C) is observable. The solution 
to a differential equation of the form 
x(t) = Ax(t) + J(t), x(to) = Xo (51) 
is given by 
x(t) = ¢(t, to)x(to) + .f ¢(t, r)f(t)dr (52) 
where 
¢(t, to) = eA(t-to). (53) 
Hence the solution to equation (49) is 
x(t) = eA(t-to)x(to) + rt eA(t-r) Buc(r - TR(t)) dr (54) 
.fto 
which can be written as 
x(t) = eA(t-to)x(to) 
+e-ATR(t) J~t;TR(t) eA(t-r)Buc(r)) dr. (55) 
Similarly 
x(t + TR(t)) = eA(t+TR(t)-tO)x(to) 
+e-ATR(t) Jt~ eA(t+TR(t)-r)Buc(r) dr (56) 
expanding 
which can be written as 




x(t - T£(t)) = eA(t-TR(t)-tO)x(to) 




x(t - TL(t)) = 
x(t) ~ _________________ A ________________ __ 








+ -ATR(t) -ATL(t) j.t-Tll (t)-TL(t) A(t-r)B' ( ))d e e , t-TR(t) e Uc r r 
(60) 
from which 
x(t) = eATL(t)x(t - TL(t)) 
_e-ATR(t) j,t-TR(t)-TL(t) eA(t-r) Bu (r)dr. (61) 
. t-TR(t) c 
Solving for x(t - T£(t)) in terms of x(t + TR(t)) and using 
equations (58) and (61) yields 
Finally plugging (62) into (50) yields 
Ym(t) = Ce-A(TR(t)+TL(t))x(t + TR(t)) 
_Ce-A(TR(t)+TL(t)) j't eA(t-r) Bu(r)dr , t-TR(t)-TL(t) 
+Duc(t - TR(t) - T£(t)). 
(63) 
Given that the delay is varying, the differential equation 
represented by equation (49) can not simply be shifted by 
TR(t) units of time into the future. Differentiating the 
expression for x(t + TR(t)) given by equation (58) yields 
x(t + TR(t)) = ATR(t)eATll (t)x(t) 
+eATll(t)x(t) + A. [j,t eA(t-r) Bu (r)dr] . dt ,t-Tll(t) c 
(64) 
Using Leibniz rule, 
d J'{3(t) ( ) ,_ IIi aCt) f x, t dx -
J:S; -9tf(x, t)dx + ~(t)f((3(t), t) - a(t)f(a(t), t) 
(65) 
the derivative in equation (64) can be computed as 
It [J~~TR(t) eA(t-r) Buc( r)dr] = 
JLTR(t) AeA(t-r) Buc( r) + Buc(t) 
-eATR(t)Buc(t - TR(t)) 
+TR(t)eATll(t) BucCt - TR(t)). 
(66) 
Plugging the above into (64) yields 
x(t + TR(t)) = eATn(t) Ax(t) 
+ .f~t'-Tn(t) AeA(t-r)Buc(r)dr 
+Bttc(t) + ATR(t)eATn(t)x(t) 
+TR(t)eATn(t) BUc(t - TR(t)). 
a;(t+Tn(t)) 
(67) 
r-__________ ~A~ ____________ ~ 
A'[eATn(t)X(t) + t eA(t-r)BUc(r)dr]'+B'Uc(t) 
.!t-Tn(t) 
+ATR(t)eATn(t)x(t) + TR(t)eATn(t)Buc(t - TR(t)). 
(68) 
Denoting 
w(t) = ATR(t)eATn(t)x(t) + TR(t)eATn(t) B'uc(t - TR(t)) 
(69) 
and assuming that w(t) can be treated as noise yields the 
following linear state-space equation 
j;(t) = Ax(t) + Buc(t) + w(t) (70) 
where x(t + TR(t)) is denoted by x(t). Lets define y(t) as 
y(t) = C(t)x(t) + Duc(t) 
where 
C(t) = Ce-A(Tn(t)+Tdt)). 
Using (63) and (71) 
y(t) = Ym(t) 
(71) 
(72) 
+Ce-A(Tn(t)+Tdt)) rt eA(t-r) Bu (r) dr Jt-Tn(t)-TL(t) c 
-Duc(t - TR(t) - TL(t)) + DUc(t). 
(73) 
For implementation ease the integral in the above equation 
can be computed as 
i(t) = Az(t) + B'um(t) 
g(t) = z(t) - eATTz(t - TR(t) - Tdt)) (74) 
where it can be shown that 
g(t) = rt eA(t-r) Buc(r) dr. (75) 
.!t-Tn(t)-Tdt) 
Summarizing the results thus far, a linear time invariant 
system with delays in the input and the output equations 
ofthe form given by equation (49) can be converted into a 
system of the form 
j;(t) = Ax(t) + Buc(t) + w(t) 
y(t) = C(t)x(t) + Duc(t). (76) 
Note that there are no delays in the system represented by 
equation (76), which although linear, is time varying. This 
is because the matrix C(t) is no longer constant but is a 
function of time. Fortunately the state equation is time 
invariant which can be used to our advantage. 
It would be nice if the new system, like the original, was 
time invariant. Given an estimate of the internal state x( t), 
a new output can be computed according to the following 
output equation 
(77) 
thus eliminating the effect of the time varying matrix C(t). 
For the purpose of this estimation a Kalman filter (see ap-
pendix A for more detail) can be used. Here we shall as-
sume that w(t) can be characterized as white noise (an 
assumption necessary for a Kalman filter). Given that the 
differential equation in the system represented by equa-
tion (76) is time invariant, it can be discretized via a Z-
transformation. The C(t) and D matrices do not have to 
be discretized and can be directly incorporated into the fil-
tel'. Hence a generic form of the Kalman filter is perfectly 
valid where the output equation is time varying. Given 
that the matrix C(t) is a function of the total round trip 
delay, its value can be determined for every sample time as 
will be shown in the next chapter. The over all end to end 
system is given by 
j;(t) = Ax(t) + B'uc(t) 
Yn(t) = Cxn(t) + D'uc(t). (78) 
V. EXPERIMENTAL SETUP AND PROGRAMMING ISSUES 
Since the subject of this research is Internet based tele-
operation it is important that our experimental apparatus 
incorporate the actual network in the loop. Given that 
time delay is introduced only when packets traverse large 
distances, implies that the master and slave systems have 
to be separated over a very large geographical region. This 
is not practical from a research perspective, as we would 
like to see both the master and slave systems in motion dur-
ing control implementation, building and testing. In order 
to overcome this difficulty, the master and slave systems 
are kept in the same location while the command signal is 
rebounded from a remote site. 
For convenience two different remote sites where cho-
sen, which were located in Metz, France and Tokyo, Japan 
(more on this later). The local site was Georgia Tech, At-
lanta. During development the time delay was simulated 
in the lab by rebounding the control signals from a third 
computer, which was programmed to hold each data packet 
for a specified amount of time. The master manipulator 
chosen for the experiment was a two degrees of freedom 
parallel link robot. For kinaesthetic and inertial coupling 
it is desired that the master and slave robots be identical. 
Due to the unavailability of two identical systems, the slave 
robot was simulated in real time on a separate computer 
and its output was rendered in real time as a 3D image. 
The overall scheme is shown in figure 6. 
The computer controlling the master manipulator is a 
Windows NT 4.0 based machine. This system is connected 
to the Internet via a Ethernet card. Since Windows NT 
is not a real time operating system, it is not suitable for 
mission critical real time code. For this reason the NT en-
vironment is augmented with Hyperkernel software. Code 
Reflector 
France & Japan 
««//C( 
/\~ 
Slav.: R.al Tim. Simulati"n 
Atlanta 
Master: Physical System 
Atlanta 
Fig. 6. Experimental setup scheme. 




Fig. 7. Master robot and the control software. 
executing in the Hyperkernel environment runs in conjunc-
tion with the NT environment, where CPU time is evenly 
shared between NT and the Hyperkernel real time code. 
Hyperkernel has its own kernel, which has a higher prior-
ity than the NT scheduler. Upon receiving an interrupt, 
the CPU dedicates 100% of its time to the Hyperkernel 
real time code, on the next interrupt control transfers to 
Windows NT applications and the process repeats it self. 
Interrupts can be set to occur at increments ranging from 
25f..Ls to a maximum of 250f..Ls. This way NT applications 
and real-time code can run concurrently on the same com-
puter. 
At any instant only one application can be running, 
hence communication between the Hyperkernel code and 
the NT environment is established by writing to a shared 
memory resource. The over all scheme is shown in figure 7. 
Hyperkernel has no access to Windows resources such as 
the screen and Ethernet adapter. For this reason data is 
exchanged with the slave system by first writing to shared 
memory which is then exchanged on the Windows NT side 
over the network. Given that Windows NT can maintain a 
fairly constant sample time if only one application is run-
ning, there does not seem to be any noticeable skips while 
performing read/write operations between shared memory 
and the Ethernet adapter. 
The user situated at the master computer can view the 
slave by looking at a real-time 3D rendering of the slave 
drawn on a second computer. This image is rendered as 
information becomes available to the ma."3ter. Meaning 
that if the delay between the master and slave was 500ms, 
then the user would be viewing the slave system as it was 
500rns ago. Although the image can be render by the mas-
ter computer, a second computer was used to avoid any 
non-consistencies (skips) while performing read/write op-
erations between shared memory and the Ethernet adapter 
(since that part of the code relies on the NT scheduler). 
The protocol used to stream the control signal through 
the network was UDP. This, as shown in [8], provides a 
consistent sample time yet is non-conformation based. It 
was observed via trial and error that when data packets 
were rebounded from France, the control loop could eas-
ily be executed at 1KHz. In this case the packet loss was 
around 1 %. However, when packets were reflected from 
Tokoyo, the control loop had to be run at 250Hz to avoid 
high packet loss. It is observed that packet loss is not 
only a function of the distance, but also of the available 
bandwidth. At small sample times, more data needs to be 
pumped through the network. Hence if the network does 
not have the required bandwidth, then with UDP trans-
mission, data is simply lost. 
VI. EXPERIMENTAL RESULTS 
In the interest of space, only experimental results for the 
case where the reflector was set up in Tokyo are given. It 
is not possible to stream data at the same rate between 
Atlanta and Tokyo as it is between Atlanta and France. 
Initially, attempts were made to carry out experimental 
runs with the reflector set up in Japan and the control 
loop operating at 1KHz. The result was a choppy re-
sponse due to high data losses, which in many instances 
exceeded 90%. The problem of course was bandwidth and 
not distance. Running the control software at 250Hz re-
duced bandwidth requirements. This alone took care of the 
data loss problem. Figure 8 shows the closed loop round 
trip delay between the master and slave with the reflec-
tor set up at the Tokyo Institute of Technology, Japan. 
The average round trip delay was 364.4ms with a standard 
deviation of 26.1ms (which is 7.1% of the mean value). 
The shortest distance along a great circle traversed by a 
data packet from master to slave and back to the master 
is over 44000K m. This distance exceeds the circumference 
of the earth3 . For this particular result 18762 packets were 
streamed from the master, of which 18310 were received at 
the slave. A data loss of about 2.4%. 
For completeness results for regular teleoperation are 
shown in figure 9 with the reflector in Japan. As expected, 
the system is unstable. From figures 10 and 11 it can be 
seen that predictive wave-based teleoperation is a signifi-
cantly more effective than conventional wave-based teleop-
eration. Even though the fluctuations in delay were much 
larger, the correction algorithm compensating for position 
drift derived earlier seems to show good results. It was ob-






Fig. 8. Closed loop delay between master and slave (data reflected 
from Tokyo, Japan). 
~~~ .............. + ................ , .................. , ............... + ................. j ................. ; 
c :(1 .... . 
t 10~ ............ • .. ·; ........ • ...... ·fj+ .... · .... · ..................... +· .............. ·,· ................ ; 
i.l:'J-.............. -!-........ ·· .... ·,;1' ............ + .. · .......... ·+· ...... · ........ ;· .... · .......... ·; 
Fig. 9. Regular teleperation teleoperation (data reflected from Tokyo, 
Japan). 
served that at steady state the position of the master and 
slave systems matched to within 1/1000 th of a radian. 
Finally figure 12 shows the results for observer based tele-
operation. The results are impressive, since the observer 
predicts for a varying delay rather than for an averaged 
delay (as in the predictive wave-based technique). As we 
shall see shortly, the observer based technique might not 
be too practical for cases where the slave starts to interact 
with the environment. 
A. Conclusion 
During regular teleoperation under no delay (when 
power variables are transmitted across the communication 
medium) the user can receive haptic feedback from the re-
mote environment. Consider the slave system touching a 
wall and the master finally at rest. In that case all veloci-
ties are zero, but not the positions. The PD control torque 
in this case is 
(79) 
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Fig. 10. Wave-based teleoperation (with data reflected from Toyko, 
Japan). 
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Fig. 11. Wave-based teleoperation with prediction (data reflected 
from Tokyo, Japan). 
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Fig. 12. Observer based teleoperation (data reflected from Tokyo, 
Japan). 
If the user pushes on the master along the direction of 
the restriction (Le. the wall) Bs will not change but Bsd 
will (since it is the position of master). In this case the 
commanded torque will change so as to oppose the motion 
of the master, giving the master a sensation that the slave 
is encountering a restriction or is in contact. For zero delay 
this arrangement is perfectly symmetric, hence if the user 
moves the slave, the master will follow its motion (hence 
the term bilateral teleoperation). It can be assumed that 
this is true even for small delays where stability is not an 
issue. However for larger delays, as we have seen, some sort 
of delay compensation is needed. 
Now lets see what happens when wave variables (without 
prediction) are used to ensure stability. Utilizing equations 
(6) and (7) reduces wave-based communication to the fol-
lowing expressions: 
and 
'Tm(t) = B;;;l Aw8m(t) - B;;;lvm(t) 
um(t) = 2Aw8m(t) - vm(t) 
8sd (t) = A;;;lus (t) - A;;; 1 B,n'Ts(t) 
Vs(t) = us(t) - 2BUJ'Ts(t). 
(80) 
(81) 
At steady state 8sd(t) and 8s(t) are zero. Hence from equa-
tion (80) 
(82) 




Vm(t) = v.(t - TL(t)) = v .• (t). (84) 
Plugging equation (82) into (81) yields 
Us (t) = B,n'Ts (t). (85) 
From equation (80) 
(86) 
which together with equations (82), (83) and (84) yields 
the following critical result 
(87) 
Hence it can be said that at steady state, the commanded 
torques applied to the slave and the master are equal. 
Which leads us to conclude that the forces exerted by the 
environment on the slave are exactly equal to the forces 
exerted by the user on the master. Implying that the user 
feels what the slave feels. 
At first it may appear that predictive wave-based tele-
operation might complicate matters, as the prediction al-
gorithm does not take into account a model of the envi-
ronment. As already seen, stability is not an issue as the 
prediction algorithm ensures stability by regulating the re-
turn energy. The question however is whether at steady 
state the forces imposed on the slave are similar to those 
imposed on the master. From figure 4 it can be seen that 
the prediction signal is given by 
(88) 
Since Yp(t) becomes constant at steady state, implies 
Vp(t) = o. (89) 
This means that at steady state the prediction signal is 
zero, hence a predictive wave-based teleoperator behaves 
like a conventional wave-based teleoperator. This (as al-
ready stated) allows the commanded torque at the slave 
and the master to be equal, giving the user haptic feed-
back of the remote environment. 
Finally we look at what happens when teleoperation is 
conducted with an observer-based controller. Earlier we 
witnessed remarkable results with the observer. However 
the performance of the observer is directly related to how 
accurately a model of the remote system is known. As 
long as the slave is not interacting with the environment 
the user can feel a great deal of inertial coupling between 
the master and slave systems. However if the slave touches 
a wall, the model of the remote system in the observer dra-
matically changes. This could yield unpredictable results 
and might even destabilize the system. Hence with the ob-
server based controller the slave must not pick up heavy 
objects or engage in hard surface contacts. 
Claims made above were all verified experimentally with 
the aid of a virtual wall in the real time simulation of the 
slave robot. 
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