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Abstract
Let K33,3 be the 3-graph with 15 vertices {xi, yi : 1 ≤ i ≤ 3} and {zij : 1 ≤ i, j ≤ 3}, and
11 edges {x1, x2, x3}, {y1, y2, y3} and {{xi, yj , zij} : 1 ≤ i, j ≤ 3}. We show that for large
n, the unique largest K33,3-free 3-graph on n vertices is a balanced blow-up of the complete
3-graph on 5 vertices. Our proof uses the stability method and a result on lagrangians of
intersecting families that has independent interest.
1 Introduction
The Tura´n number ex(n, F ) is the maximum number of edges in an F -free r-graph on n
vertices.1 It is a long-standing open problem in Extremal Combinatorics to develop some
understanding of these numbers for general r-graphs F . For ordinary graphs (r = 2) the
picture is fairly complete, but for r ≥ 3 there are very few known results. Tura´n [13] posed
the natural question of determining ex(n, F ) when F = Krt is a complete r-graph on t vertices.
To date, no case with t > r > 2 of this question has been solved, even asymptotically. For
a summary of progress on hypergraph Tura´n problems before 2011 we refer the reader to the
survey [8]. Since then, most progress has been made by the computer-assisted method of Flag
Algebras (see [1, 4]), although a new result by the method of link multigraphs was also obtained
in [9].
In this paper, we determine the Tura´n number of the 3-graph K33,3 with vertices {xi, yi : 1 ≤ i ≤
3} and {zij : 1 ≤ i, j ≤ 3}, and edges {x1, x2, x3}, {y1, y2, y3} and {{xi, yj , zij} : 1 ≤ i, j ≤ 3}.
For an integer n ≥ 5, let T 35 (n) denote the balanced blow-up of K35 on n vertices, that is, we
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1An r-graph (or r-uniform hypergraph) G consists of a vertex set and an edge set, each edge being some r-set
of vertices. We say G is F -free if it does not have a (not necessarily induced) subgraph isomorphic to F .
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partition the vertices into 5 parts of sizes bn/5c or dn/5e, and take as edges all triples in which
the vertices belong to 3 distinct parts. Write t35(n) := e(T
3
5 (n)). Our main result is as follows.
Theorem 1.1 ex(n,K33,3) = t35(n) for sufficiently large n. Moreover, if n is sufficiently large
and G is a K33,3-free 3-graph with n vertices and t35(n) edges, then G ∼= T 35 (n).
We prove Theorem 1.1 by the stability method and lagrangians. Given an r-graph G on
[n] = {1, . . . , n}, we define a polynomial in the variables x = (x1, . . . , xn) by
pG(x) :=
∑
e∈E(G)
∏
i∈e
xi.
The lagrangian of G is
λ(G) = max{pG(x) : xi ≥ 0 for 1 ≤ i ≤ n and
n∑
i=1
xi = 1}.
A key tool in the proof will be the following result that determines the maximum possible
lagrangian among all intersecting 3-graphs: it is uniquely achieved by K35 , which has λ(K
3
5 ) =(
5
3
)
(1/5)3 = 2/25.
Theorem 1.2 Let G be an intersecting 3-graph. If G 6= K35 , then λ(G) ≤ λ(K35 )− 10−3.
We use the following notation and terminology throughout the paper. For a positive integer
n let Sn denote the set of all permutations of [n] := {1, . . . , n}. For a vector x = (x1, . . . , xn)
of real numbers, the support of x is Supp(x) := {1 ≤ i ≤ n : xi 6= 0}. For a set A ⊆ [n]
and a permutation pi ∈ Sn let pi(A) = {pi(a) : a ∈ A}. For a family F of subsets of [n] let
pi(F) = {pi(A) : A ∈ F}. A permutation pi ∈ Sn is an automorphism of F if pi(F) = F . Let F
be a family of subsets of [n] and let I ⊆ [n]. We say that F covers pairs with respect to I if
for every i, j ∈ I there exists some F ∈ F such that {i, j} ⊆ F . If I = [n], then we will simply
say that F covers pairs. An intersecting r-graph F on [n] is maximal (intersecting) if for every
A ∈ ([n]r )\F there exists some B ∈ F such that A∩B = ∅. For a family F of subsets of [n] and
a set I ⊆ [n] let F [I] = {F ∈ F : F ⊆ I} be the restriction of F to I. For a family F of subsets
of [n] and a positive integer r ≤ n let Gen(n, r,F) = {A ∈ ([n]r ) : ∃F ∈ F such that A ⊇ F}
denote the r-uniform family which is generated by F . Given an intersecting family F of subsets
of [n], a shift 2 of F is any family obtained by applying the following rule: as long as there exist
i ∈ A ∈ F such that F ′ = (F \ {A}) ∪ {A \ {i}} is intersecting, replace F by F ′ and repeat.
Note that, by definition, any shift of an intersecting family is also an intersecting family. By
some abuse of notation, we denote any shift of F by S(F). Given an r-graph F , the t-fold
blow-up F (t) is obtained by replacing each vertex of F by t vertices, and each edge of F by all
tr edges of the complete r-partite r-graph spanned by the corresponding new vertices.
2This definition of shifting used in this paper is different from the standard shifting technique introduced by
Erdo˝s, Ko and Rado in [3]
2
The organisation of this paper is as follows. In the next section we gather some simple prop-
erties of shifted families and optimal assignments for lagrangians, that will be used in Section
3 to prove Theorem 1.2. In Section 4 we prove Theorem 1.1 via the stability method: first
we prove Theorem 4.2, which gives the approximate structure of extremal examples, and then
we refine this to give the exact result and uniqueness of structure. The final section contains
some concluding remarks and open problems.
2 Properties of shifted families and optimal assignments
We start with two simple observations.
Observation 2.1 Let F1 and F2 be families of sets. If F1 ⊆ F2, then λ(F1) ≤ λ(F2).
Observation 2.2 Let F be a family of subsets of [n], let t ≤ n be a positive integer and let
I = {i1, . . . , it} ⊆ [n]. Let a1, . . . , an be non-negative real numbers such that ai = 0 for every
i /∈ I. Then pF (a1, . . . , an) = pF [I](ai1 , . . . , ait).
The following lemma was proved in [7] (using slightly different terminology).
Lemma 2.3 Let F be a family of r-subsets of [n]. Suppose a1, . . . , an ≥ 0 such that
∑n
i=1 ai =
1, λ(F) = pF (a) and I = Supp(a) is minimal. Then F [I] covers pairs with respect to I.
We deduce that it suffices to consider intersecting r-graphs that cover pairs; more precisely,
we have the following statement.
Lemma 2.4 For positive integers r ≤ n, let m1 denote the maximum of λ(F) over all in-
tersecting r-graphs F on [n] and let m2 denote the maximum of λ(F) over all intersecting
r-graphs F on [n] that cover pairs with respect to ⋃F∈F F . Then m1 = m2.
Proof It is obvious that m1 ≥ m2; hence it suffices to prove that m1 ≤ m2. Let F be an
intersecting r-graph on [n] such that λ(F) = m1. Let a1, . . . , an ≥ 0 such that
∑n
i=1 ai = 1,
λ(F) = pF (a) and A = Supp(a) is minimal. Then F [A] covers pairs with respect to A =⋃
F∈F [A] F by Lemma 2.3. Moreover, λ(F) = λ(F [A]) holds by Observations 2.1 and 2.2. The
lemma follows since clearly F [A] is an intersecting r-graph on [n] and λ(F [A]) ≤ m2. 2
Next we need some properties of the shifted family S(F) defined in the introduction.
Lemma 2.5 Let F be an intersecting family. Then for every i ∈ A ∈ S(F) there exists
B ∈ S(F) such that A ∩B = {i}.
Proof Suppose there exists some i ∈ A ∈ S(F) such that (A\{i})∩B 6= ∅ for every B ∈ S(F).
Then (S(F) \ {A}) ∪ {A \ {i}} is intersecting, contrary to S(F) being shifted. 2
Combining Lemma 2.5 with the following observation, we see that S(F) is an antichain.
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Observation 2.6 Let F be an intersecting family and suppose that for every i ∈ A ∈ F there
exists B ∈ F such that A ∩ B = {i}. Then F does not contain two sets S and T such that
S ( T .
Next we show that a maximal intersecting r-graph is generated by its shifted family.
Lemma 2.7 Let F be a maximal intersecting r-graph on [n]. Then Gen(n, r, S(F)) = F .
Proof Since F is maximal, it suffices to show F ⊆ Gen(n, r, S(F)). For any A ∈ F , by con-
struction of S(F), there must exist some B ∈ S(F) such that B ⊆ A; then A ∈ Gen(n, r, S(F))
by definition. 2
Next we show how to exploit symmetries of a family when computing its lagrangian.
Lemma 2.8 Let F be a family of subsets of [n]. Suppose for some 1 ≤ i < j ≤ n that the
transposition (ij) is an automorphism of F . Suppose a1, . . . , an ≥ 0 and
∑n
i=1 ai = 1. Let
a′i = a
′
j = (ai + aj)/2, and for every t ∈ [n] \ {i, j} let a′t = at. Then pF (a′) ≥ pF (a).
Proof Since (ij) is an automorphism of F , it is easy to see that
pF (a′)− pF (a) =
∑
F∈F
{i,j}⊆F
(
(ai + aj)
2/4− aiaj
) ∏
t∈F\{i,j}
at ≥ 0.
2
Corollary 2.9 Let F be a family of subsets of [n]. Let PF be the partition of [n] into equiva-
lence classes of the relation in which i ∼ j if and only if (ij) is an automorphism of F . Then
there is an assignment a = (a1, . . . , an) with a1, . . . , an ≥ 0,
∑n
i=1 ai = 1 and pF (a) = λ(F)
such that a is constant on each part of PF .
Proof Given an assignment a and P ∈ PF , let a¯P = |P |−1
∑
i∈P ai. Consider an assignment
a = (a1, . . . , an) with a1, . . . , an ≥ 0,
∑n
i=1 ai = 1 and pF (a) = λ(F) that minimises S(a) :=∑
P∈PF
∑
i∈P |ai− a¯P |. We claim S(a) = 0, i.e. a is constant on each part of PF . For suppose
not, and consider some P ∈ PF and i, j in P with ai > a¯p > aj . Define a′ as in Lemma 2.8;
then pF (a′) = λ(F) and S(a′) < S(a), contradicting the choice of a. 2
Given a family F of subsets of [n] and 1 ≤ i ≤ n, let Fi = {F ∈ F : i ∈ F} and F−i = {F \{i} :
F ∈ Fi}. The next lemma shows that, in an optimal assignment to pF , we do not need to
assign any weight to a vertex j, if there is another vertex i that dominates j for F , in that
F−j ⊆ F−i .
Lemma 2.10 Let F be a family of subsets of [n]. Suppose that 1 ≤ i < j ≤ n are such that i
dominates j for F . Suppose a1, . . . , an ≥ 0 and
∑n
i=1 ai = 1. Let a
′
j = 0, let a
′
i = ai + aj and
for every t ∈ [n] \ {i, j} let a′t = at. Then pF (a′) ≥ pF (a).
4
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Figure 1: Shifted families
Proof Since i dominates j for F , there is no F ∈ F such that {i, j} ⊆ F . It thus follows that
pF (a′)− pF (a) =
∑
F∈Fi
(a′i − ai)
∏
t∈F\{i}
at +
∑
F∈Fj
(a′j − aj)
∏
t∈F\{j}
at
=
∑
F∈F−i \F−j
aj
∏
t∈F
at ≥ 0,
where the second equality follows by the assumption that F−j ⊆ F−i . 2
Finally, we need a property of optimal assignments that follows from the theory of Lagrange
multipliers (see [7, Theorem 2.1]).
Lemma 2.11 Suppose G is an r-graph on [n]. Suppose a1, . . . , an ≥ 0 with
∑n
i=1 ai = 1 and
pG(a) = λ(G) is such that Supp(a) is minimal. Then
∂pG(x)
∂xi
(a) = rλ(G) for all i ∈ Supp(a).
3 Lagrangians of intersecting 3-graphs
In this section we prove Theorem 1.2, by showing that the maximum possible lagrangian among
all intersecting 3-graphs is uniquely achieved by K35 . Note that by Observation 2.1 and Lemma
2.4 it suffices to consider maximal intersecting 3-graphs that cover pairs. Our proof consists
of classifying such 3-graphs by their shifted families, and verifying the required bound in each
case. We will prove that it suffices to consider the shifted families illustrated in Figure 1.
We start with the second part of the proof, in which we compute or estimate the lagrangians
of these families. First we consider K35 , the complete 3-graph on 5 vertices.
Lemma 3.1 λ(K35 ) =
2
25 .
Proof Since every pi ∈ S5 is an automorphism of K35 , we have λ(K35 ) = pK35 (1/5, . . . , 1/5) =
2
25
by Corollary 2.9. 2
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Next we consider the Fano plane F7.
Lemma 3.2 λ(F7) =
1
27 .
Proof Note first that λ(F7) ≥ 127 as this value is obtained by splitting the entire weight equally
among any 3 vertices which form an edge. Suppose for a contradiction that λ(F7) >
1
27 . Let
a1, . . . , a7 ≥ 0 with
∑n
i=1 ai = 1 and pF7(a) = λ(F7). We can assume that a has full support,
i.e. ai > 0 for all 1 ≤ i ≤ 7. For otherwise, F7[Supp(a)] is contained in the 2-blow-up of
an edge, which has the same lagrangian as an edge, namely (1/3)3 = 1/27. Note that for
every pair {j, k} there is a unique i such that {i, j, k} ∈ E(F7). By Lemma 2.11, we can
choose a such that
∂pF7 (x)
∂xi
(a) = 3λ(F7) for all 1 ≤ i ≤ 7 (note that a has minimal support by
assumption). Summing over i we obtain
∑
1≤j<k≤7 ajak = 21λ(F7). By symmetry we deduce
that 21λ(F7) ≤
(
7
2
)
(1/7)2, i.e. λ(F7) ≤ 149 which is a clear contradiction. 2
Next we consider the star, where the generating family is a single point, denoted pt.
Lemma 3.3 For an integer n ≥ 3 let F = Gen(n, 3, pt) = {{1, i, j} : 2 ≤ i < j ≤ n}. Then
λ(F) < 227 .
Proof By Corollary 2.9 there is 0 ≤ x ≤ 1 such that
λ(F) = pF (1− x, xn−1 , . . . , xn−1) =
(
n− 1
2
)
(1− x)
(
x
n− 1
)2
=
n− 2
2(n− 1)x
2(1− x).
The maximum occurs at x = 2/3, so λ(F) ≤ n−2n−1 · 2/27 < 2/27. 2
Next we consider the family generated by the triangle K3.
Lemma 3.4 For an integer n ≥ 3 let
F = Gen(n, 3,K3) = {{i, j, t} : 1 ≤ i < j ≤ 3, t ∈ [n] \ {i, j}}.
Then λ(F) = 116 .
Proof By Corollary 2.9 there is 0 ≤ x ≤ 1/3 such that
λ(F) = pF (x, x, x, 1−3xn−3 , . . . , 1−3xn−3 ) = x3 + 3(n− 3)x2 ·
1− 3x
n− 3 = 3x
2 − 8x3.
We can assume 0 < x < 1/3, as 3x2 − 8x3 is 0 at x = 0 and 1/27 at x = 1/3. Differentiating,
we see that the maximum occurs at x = 1/4, so λ(F) = 1/16. 2
Now we consider incomplete 3-graphs on 5 vertices, which are dominated by the 3-graph K3−5
where one edge is missing.
Lemma 3.5 Let F be a 3-graph on [5]. If F 6= K35 , then λ(F) ≤ λ(K3−5 ) ≤ λ(K35 )− 10−3.
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Proof By Observation 2.1 it suffices to prove that λ(K3−5 ) ≤ 225 − 10−3. By Corollary 2.9
there is 0 ≤ x ≤ 1/3 such that
λ(K3−5 ) = pK3−5 (x, x, x,
1−3x
2 ,
1−3x
2 ) = 6x
2 1−3x
2 + 3x
(1−3x)2
4 =
3
4(x− 2x2 − 3x3).
We can assume 0 < x < 1/3, as f(x) := x−2x2−3x3 is 0 at x = 0 and x = 1/3. Differentiating,
we see that the maximum occurs at x =
√
13−2
9 , so λ(K
3−
5 ) =
13
√
13−35
162 < λ(K
3
5 )− 10−3. 2
Next we consider the family generated by F4 = {{1, 2}, {1, 3}, {1, 4}, {2, 3, 4}}.
Lemma 3.6 For an integer n ≥ 4 let
F = Gen(n, 3, F4) = {{2, 3, 4}} ∪ {{1, i, j} : 2 ≤ i ≤ 4, 2 ≤ j 6= i ≤ n}.
Then λ(F) ≤ λ(K35 )− 10−3.
Proof For every 6 ≤ i ≤ n we have F−i = {{1, 2}, {1, 3}, {1, 4}} = F−5 . By Lemma 2.10
there are a1, . . . , a5 ≥ 0 such that
∑5
i=1 ai = 1 and λ(F) = pF (a1, . . . , a5, 0, . . . , 0). Writing
F ′ = F [{1, . . . , 5}], we have λ(F) = pF ′(a) by Observation 2.2. Since {2, 3, 5} /∈ F , Lemma 3.5
now gives λ(F) ≤ λ(K35 )− 10−3. 2
Now we consider the family generated by R5 = {{1, 2}, {1, 4}, {1, 3, 5}, {2, 3, 4}, {2, 4, 5}}.
Lemma 3.7 For an integer n ≥ 5 let
F = Gen(n, 3, R5) = {{1, 3, 5}, {2, 3, 4}, {2, 4, 5}} ∪ {{1, i, j} : i ∈ {2, 4}, 2 ≤ j 6= i ≤ n}.
Then λ(F) ≤ λ(K35 )− 10−3.
Proof For every 6 ≤ i ≤ n we have F−i = {{1, 2}, {1, 4}} ⊆ {{1, 2}, {1, 4}, {1, 3}, {2, 4}} =
F−5 . By Lemma 2.10 and Observation 2.2 there are a1, . . . , a5 ≥ 0 such that
∑5
i=1 ai = 1
and λ(F) = pF (a1, . . . , a5, 0, . . . , 0) = pF ′(a), where F ′ = F [{1, . . . , 5}]. Since {2, 3, 5} /∈ F ,
Lemma 3.5 gives λ(F) ≤ λ(K35 )− 10−3. 2
The next few lemmas are in preparation for Lemma 3.12, which shows the required bound for
any intersecting 3-graph on [6] that covers pairs. First we show that if some pair belongs to 4
edges then we have a star.
Lemma 3.8 Let F be an intersecting 3-graph on [6] that covers pairs. Suppose that there exist
1 ≤ i < j ≤ 6 such that {i, j, k} ∈ F for every k ∈ [6] \ {i, j}. Then F = Gen(6, 3, pt), so
λ(F) < 227 .
Proof Assume without loss of generality that i = 1 and j = 2 are such indices, that is,
{1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {1, 2, 6} ∈ F . Since F covers pairs, there exists some F34 ∈ F
such that {3, 4} ⊆ F34. Since F is intersecting, F34 ∩ {1, 2, 5} 6= ∅ and F34 ∩ {1, 2, 6} 6= ∅.
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Hence F34 = {1, 3, 4} or F34 = {2, 3, 4}; assume without loss of generality that F34 = {1, 3, 4}.
Similarly, for every 3 ≤ i < j ≤ 6 there exists some Fij ∈ F such that {i, j} ⊆ Fij . Since F is
intersecting, Fij ∩{1, 3, 4} 6= ∅ and Fij ∩{1, 2, k} 6= ∅ for every 3 ≤ k ≤ 6. Hence Fij = {1, i, j}
for every 3 ≤ i < j ≤ 6. Since F is intersecting, F = {{1, i, j} : 2 ≤ i < j ≤ 6} = Gen(6, 3, pt).
Thus λ(F) < 227 by Lemma 3.3. 2
Next we consider the family T6. This is the Tura´n construction for aK
3
4 -free graph on 6 vertices:
it has 3 parts of size 2, all triples with one vertex in each part, and all 2-1 triples according to
some cyclic order. Note that this is not intersecting, but contains several intersecting families
that arise in the analysis.
Lemma 3.9 λ(T6) ≤ λ(K35 )− 10−3.
Proof First we note that it suffices to consider assignments a = (a1, . . . , a6) to pT6(x) with
full support. For if ai = 0 for some i then, since there exists A ∈
(
[6]
3
)
such that i ∈ A /∈ T6,
the required bound holds by Observation 2.2 and Lemma 3.5. Next note that for each of the
3 parts of T6, the transposition interchanging the 2 vertices of the part is an automorphism
of T6. Then by Corollary 2.9 there are x, y, z ≥ 0 such that x + y + z = 1/2 and λ(T6) =
2xy2 + 2x2z + 2yz2 + 8xyz. Also, by Lemma 2.11 we have
3λ(T6) = y
2 + 2zx+ 4yz = z2 + 2xy + 4zx = x2 + 2yz + 4xy.
Summing we obtain
9λ(T6) = x
2+y2+z2+6(xy+yz+xz) = (x+y+z)2+4(xy+yz+xz) ≤ (1/2)2+4·3·(1/6)2 = 7/12.
Thus λ(T6) ≤ 7/108 < 2/25− 10−3, as required. 2
The next case to consider is F6. This is the 3-graph on [6] where the edges are {1, 2, 3} and
all 9 triples with exactly one vertex in {1, 2, 3}.
Lemma 3.10 λ(F6) ≤ λ(K35 )− 10−3.
Proof Note that both of the 2 parts of F6 consist of 3 vertices that are equivalent under
automorphisms of F6. By Corollary 2.9 there exists 0 ≤ x ≤ 1/3 such that
λ(F6) = pF6(x, x, x, (1− 3x)/3, (1− 3x)/3, (1− 3x)/3) = x3 + 9x(1/3− x)2 = 10x3 − 6x2 + x.
Since f(x) := 10x3 − 6x2 + x is 0 at x = 0 and 1/27 at x = 1/3 we can assume that
0 < x < 1/3. Differentiating, we see that the maximum occurs at x = 6±
√
6
30 . Then we
calculate f(6±
√
6
30 ) =
9∓√6
225 < 2/25− 10−3. 2
The final preparatory lemma shows that if every pair belongs to precisely 2 edges of F then
F = FF6 and the required bound holds. Here FF6 is the 3-graph from [6]; it has 10 edges,
which are given by the orbit of the 2 shown in Figure 1 under the 5-fold rotation symmetries.
Namely, its edge-set is {{i, i + 1, i + 2}, {i, i + 2, 6} : i ∈ [5]}, where we identify each i ∈ [5]
with its residue modulo 5, and addition is to be understood modulo 5.
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Lemma 3.11 Let F be an intersecting 3-graph on [6]. If |{A ∈ F : {i, j} ⊆ A}| = 2 holds for
every 1 ≤ i < j ≤ 6, then F = FF6 and λ(F) ≤ λ(K35 )− 10−3.
Proof Assume without loss of generality that {1, 2, 3}, {1, 2, 4} ∈ F but {1, 2, 5}, {1, 2, 6} /∈ F .
Note that |F| = 13
∑
1≤i<j≤6 |{A ∈ F : {i, j} ⊆ A}| = 10, so F is maximal intersecting. Thus
|F ∩ {A, [6] \ A}| = 1 for every A ∈ ([6]3 ). Hence {3, 4, 6}, {3, 4, 5} ∈ F . By assumption,
there are two sets {i, 5, 6}, {j, 5, 6} ∈ F . Since F is intersecting, {1, 2, a} ∩ {b, 5, 6} 6= ∅
for every a ∈ {3, 4} and b ∈ {i, j}. Hence {1, 5, 6}, {2, 5, 6} ∈ F . To cover the pair {1, 3}
exactly twice, we must have |F ∩ {{1, 3, 5}, {1, 3, 6}}| = 1; assume that {1, 3, 5} ∈ F but
{1, 3, 6} /∈ F , so {2, 4, 5} ∈ F (the complementary case yields an isomorphic family). Since
{1, 2, 6}, {1, 3, 6} /∈ F , to cover {1, 6} twice we have {1, 4, 6} ∈ F . Finally, to cover {2, 3}
twice we have {2, 3, 6} ∈ F , so F = FF6 (the permutation (1)(2)(354)(6) is an appropriate
isomorphism). Since FF6 ⊆ T6 the required bound on λ(F) holds by Observation 2.1 and
Lemma 3.9. 2
Now we combine the previous lemmas to analyse all intersecting 3-graphs on [6] that cover
pairs.
Lemma 3.12 Let F be an intersecting 3-graph on [6] that covers pairs. Then λ(F) ≤ λ(K35 )−
10−3.
Proof By Observation 2.1 we can assume F is maximal. Hence, for every A ∈ ([6]3 ) we have
|F ∩ {A, [6] \ A}| = 1, so |F| = 10. We claim that F is K34 -free. For suppose that F contains
all triples in [4]. Since F covers 56, without loss of generality {1, 5, 6} ∈ F , but this is disjoint
from {2, 3, 4}, a contradiction. Next we note that by Lemma 3.8 we can assume there is no pair
covered by 4 edges. Also, by Lemma 3.11 we can assume that not every pair is covered exactly
twice. Since |F| = 10, some pair is covered by exactly 3 sets of F . Without loss of generality
{1, 2, 3}, {1, 2, 4} and {1, 2, 5} are in F , but {1, 2, 6} /∈ F , so {3, 4, 5} ∈ F . By Lemma 3.10
we can assume that F 6= F6, so F does not contain all triples with one vertex in {3, 4, 5}.
Without loss of generality {1, 5, 6} /∈ F , so {2, 3, 4} ∈ F . Since F is K34 -free, {1, 3, 4} /∈ F , so
{2, 5, 6} ∈ F .
So far, F contains {1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {3, 4, 5}, {2, 3, 4} and {2, 5, 6}. Now we claim
that F ⊆ T6; the bound on λ(F) will then follow from Lemma 3.9. Consider any partition
of [6] into cyclically ordered pairs (A1, A2, A3). We can divide the 20 triples in [6] into two
self-complementary families: the 8 triples with one vertex in each part, and the 12 triples with
two vertices in one part and one in another. To show that F ⊆ T6 with this partition, it suffices
to show that F contains all triples aia′iai+1 with ai, a′i ∈ Ai and ai+1 ∈ Ai+1 for 1 ≤ i ≤ 3
(where A4 := A1). Indeed, since F is intersecting, it would then follow that F cannot contain
any triplet which is not in T6.
Since F covers {1, 6} it contains {1, 3, 6} or {1, 4, 6}. If F contains both, then it is contained in
T6 with parts {1, 6}, {3, 4}, {2, 5}. Otherwise, since the transposition (34) is an automorphism
of the family constructed so far, we can assume that {1, 4, 6} ∈ F and {1, 3, 6} /∈ F , so
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{2, 4, 5} ∈ F . Since F is K34 -free, {1, 4, 5} /∈ F , so {2, 3, 6} ∈ F . Since {2, 4} is not contained
in 4 edges, {2, 4, 6} /∈ F , so {1, 3, 5} ∈ F . Thus F is contained in T6 with parts {1, 4}, {2, 6},
{3, 5}. 2
Now that we have estimated the lagrangians of the families in Figure 1, we turn to the first
part of the proof, namely showing that it suffices to consider these families. In the next lemma
we show that we can restrict to 3-graphs on at most 7 vertices.
Lemma 3.13 Let F be an intersecting 3-graph on [n] that covers pairs, such that for every
i ∈ A ∈ F there is B ∈ F such that A ∩B = {i}. Then n ≤ 7.
Proof Suppose for the sake of contradiction that n ≥ 8. Assume without loss of generality
that {1, 2, 3} ∈ F . Since F covers pairs, for every 5 ≤ i ≤ 8 there is some Fi ∈ F such that
{4, i} ⊆ Fi. Since F is intersecting, {1, 2, 3} ∩ Fi 6= ∅ for every 5 ≤ i ≤ 8. By the pigeonhole
principle there exist 5 ≤ i < j ≤ 8 and 1 ≤ t ≤ 3 such that t ∈ Fi ∩ Fj . Without loss of
generality {1, 4, 5}, {1, 4, 6} ∈ F . Considering 5 ∈ {1, 4, 5} ∈ F , by assumption there is some
A ∈ F such that {1, 4, 5} ∩ A = {5}. Since F is intersecting, A ∩ {1, 4, 6} 6= ∅, and so 6 ∈ A.
Since 1 /∈ A and A ∩ {1, 2, 3} 6= ∅, either A = {2, 5, 6} or A = {3, 5, 6}. Since F covers pairs,
there exists some B ∈ F such that {7, 8} ⊆ B. Since B ∩ {1, 2, 3} 6= ∅ and B ∩ {1, 4, 5} 6= ∅, it
follows that B = {1, 7, 8}. But then A ∩B = ∅, contradiction. 2
Next we show that if F has 7 vertices then it must be the Fano plane.
Lemma 3.14 Let F be an intersecting 3-graph on [7] that covers pairs, such that for every
i ∈ A ∈ F there is B ∈ F such that A ∩B = {i}. Then F = F7.
Proof Assume without loss of generality that {1, 2, 3} ∈ F . By assumption, for every i ∈
{1, 2, 3} there exists some Fi ∈ F such that Fi ∩ {1, 2, 3} = {i}. Also, since F covers pairs,
for each pair {i, j} we can fix Fij ∈ F such that {i, j} ⊆ Fij . Without loss of generality
F1 = {1, 4, 5}. Since F67 ∩ F1 6= ∅ and F67 ∩ {1, 2, 3} 6= ∅ we have F67 = {1, 6, 7}. Moreover,
since F is intersecting, F does not contain {2, 4, 5} or {2, 6, 7}. Hence, we can assume without
loss of generality that F2 = {2, 4, 6}. Since F57 ∩ F2 6= ∅ and F57 ∩ {1, 2, 3} 6= ∅ we have
F57 = {2, 5, 7}. Moreover, since F is intersecting, F does not contain any of {3, 4, 5}, {3, 6, 7},
{3, 4, 6} or {3, 5, 7}. Hence, without loss of generality F3 = {3, 4, 7}. Since F56 ∩ F3 6= ∅ and
F56 ∩ {1, 2, 3} 6= ∅ we have F56 = {3, 5, 6}. Now {{1, 2, 3}, F1, F2, F3, F67, F57, F56} forms a
copy of F7. This is maximal intersecting, so F = F7. 2
Our final lemma considers the case when the generating family is non-uniform.
Lemma 3.15 Let F be an intersecting family of subsets of [n]. Assume that
(i) 2 ≤ |F | ≤ 3 for every F ∈ F ,
(ii) there exist sets A,B ∈ F such that |A| = 2 and |B| = 3,
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(iii) for every A ∈ F and for every i ∈ A there exists B ∈ F such that A ∩B = {i},
(iv) G := Gen(n, 3,F) covers pairs.
Then λ(G) ≤ λ(K35 )− 10−3.
Proof First note by (iii) and Observation 2.6 that F does not contain two sets S and T such
that S ( T . Assume without loss of generality that A = {1, 2}. Then without loss of generality
B = {2, 3, 4}. Now we consider cases according to how many of {1, 3} and {1, 4} belong to F .
Suppose first that both {1, 3} ∈ F and {1, 4} ∈ F . Then F cannot contain any other set, as
this would have to contain one of {1, 2}, {1, 3}, {1, 4} in order to intersect all sets in F . Thus
F = F4, so λ(G) ≤ λ(K35 )− 10−3 by Lemma 3.6.
Next suppose that F contains exactly one of {1, 3} and {1, 4}; by symmetry we can assume
{1, 3} /∈ F and {1, 4} ∈ F . By (iii) there is C ∈ F such that C ∩ {2, 3, 4} = {3}. Since
C ∩ {1, 2} 6= ∅ we have 1 ∈ C. Since {1, 3} /∈ F , without loss of generality C = {1, 3, 5}.
Similarly, there is D ∈ F such that C ∩D = {5}. Since D ∩ {1, 2} 6= ∅ and D ∩ {1, 4} 6= ∅ we
have D = {2, 4, 5}. Now no further sets not containing an existing set can be added to obtain
an intersecting family, so F = R5 and λ(G) ≤ λ(K35 )− 10−3 by Lemma 3.7.
Finally, suppose that {1, 3} /∈ F and {1, 4} /∈ F . As in the previous case, without loss
of generality {1, 3, 5} ∈ F . Similarly, {1, 4, i} ∈ F for some i ≥ 5. If {2, 5} ∈ F , then
{1, 4, 5} ∈ F and thus F is isomorphic to R5, which was already considered. Also, since G 6= K35
is intersecting, we can assume n ≥ 7 by Lemma 3.5 and Lemma 3.12. By (iv) there is F67 ∈ G
such that {6, 7} ⊆ F67. Since F is intersecting, G is intersecting as well, so F67 ∩ {2, 3, 4} 6= ∅
and F67∩{1, 2, 5} 6= ∅. It follows that F67 = {2, 6, 7}, but then F67∩{1, 3, 5} = ∅, contradiction.
2
We conclude this section by deducing Theorem 1.2 from the lemmas.
Proof of Theorem 1.2 Let F be an intersecting 3-graph on [n]. By Observation 2.1 and
Lemma 2.4 we can assume that F is maximal and covers pairs. Then Gen(n, 3, S(F)) = F
by Lemma 2.7. If S(F) contains a set of size 1 then F = Gen(n, 3, pt), so λ(F) < 2/27
by Lemma 3.3. Assume then that |F | ≥ 2 for every F ∈ S(F). If S(F) is 2-uniform, then
S(F) = K3 by Lemma 2.5. Then F = Gen(n, 3,K3), so λ(F) = 1/16 by Lemma 3.4. If S(F)
is 3-uniform, then S(F) = F and thus S(F) covers pairs. Let k = ∣∣⋃F∈F F ∣∣; then k ≤ 7
by Lemma 2.5 and Lemma 3.13. If k = 7 then F = F7 by Lemma 3.14, so λ(F) = 1/27 by
Lemma 3.2. Otherwise, k ≤ 6, so λ(F) ≤ λ(K35 )− 10−3 by Lemma 3.5 and Lemma 3.12. The
only remaining case is that covered by Lemma 3.15. 2
4 An application to a hypergraph Tura´n problem
In this section we apply Theorem 1.2 to prove our main theorem on the Tura´n number of K33,3,
namely that for large n, the unique extremal example is T 35 (n), i.e. the balanced blow-up of K
3
5 .
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First we note some simple facts about T 35 (n). It is K33,3-free, as for any attempted embedding
of K33,3 in T 35 (n), there must be some 1 ≤ i, j ≤ 3 such that xi and yj lie in the same part, but
then xiyjzij cannot be an edge. The number of edges satisfies
t35(n) =
∑
0≤i<j<k≤4
⌊
n+ i
5
⌋
·
⌊
n+ j
5
⌋
·
⌊
n+ k
5
⌋
=
2
25
n3 +O(n2).
Also, the minimum degree satisfies
δ35(n) = t
3
5(n)− t35(n− 1) =
∑
0≤i<j≤3
⌊
n+ i
5
⌋
·
⌊
n+ j
5
⌋
=
6
25
n2 +O(n).
We start by showing that the asymptotic result follows quickly from Theorem 1.2. First we
need some definitions. Suppose F and G are r-graphs. The Tura´n density of F is pi(F ) =
limn→∞
(
n
r
)−1
ex(n, F ). Given r-graphs F and G we say f : V (F )→ V (G) is a homomorphism
if it preserves edges, i.e. f(e) ∈ E(G) for all e ∈ E(F ). We say that G is F -hom-free if there
is no homomorphism from F to G. The blow-up density is b(G) = r!λ(G). We say G is dense
if every proper subgraph G′ satisfies b(G′) < b(G). We also need the following two standard
facts (see e.g. [8, Section 3]):
(i) pi(F ) is the supremum of b(G) over F -hom-free dense G,
(ii) dense r-graphs cover pairs.
Theorem 4.1 ex(n,K33,3) = 225n3 + o(n3).
Proof An equivalent formulation is that pi(K33,3) = 1225 . The lower bound is given by the
construction T 35 (n). For the upper bound, by fact (i) above, it suffices to show that b(G) ≤
12/25 for any K33,3-hom-free dense G. Suppose for a contradiction that G is K33,3-hom-free,
dense, and has λ(G) > 2/25. By Theorem 1.2, G is not intersecting, so we can choose disjoint
edges {x1, x2, x3} and {y1, y2, y3}. Then by fact (ii), G covers pairs, so for every 1 ≤ i, j ≤ 3
there exists an edge {xi, yj , zij}. However, this defines a homomorphism from K33,3 to G, which
contradicts G being K33,3-hom-free. 2
4.1 Stability
In order to prove Theorem 1.1, we will first prove the following stability result.
Theorem 4.2 For any ε > 0 there exist δ > 0 and an integer n0 such that if F is a K33,3-
free 3-graph with n ≥ n0 vertices and at least
(
2
25 − δ
)
n3 edges, then there exists a partition
V (F) = A1 ∪ . . . ∪A5 of the vertex set of F such that
∑
1≤i<j≤5 e(Ai ∪Aj) < εn3.
We first show that it suffices to prove the result under the assumption that F is K33,3-hom-free.
We need the Hypergraph Removal Lemma of Ro¨dl and Skokan [11, Theorem 1.3], which is as
follows.
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Lemma 4.3 Given h ≥ r ≥ 2, an r-graph H on h vertices, and α > 0, there is β > 0, such
that, for any r-graph G on n vertices with at most βnh copies of H, one can delete αnr edges
of G to make it H-free.
We also need the following lemma which is a consequence of the result of Erdo˝s [2] (see [8,
Section 2]).
Lemma 4.4 Given an r-graph H on h vertices, t ≥ 1 and β > 0, there is an integer n0 such
that, if an r-graph G on n ≥ n0 vertices has at least βnh copies of H then G contains the t-fold
blow-up H(t).
Suppose we have proved Theorem 4.2 under the assumption that F is K33,3-hom-free. Let H
be the set of homomorphic images of K33,3 up to isomorphism. Consider H ∈ H and let t be
such that K33,3 ⊆ H(t). Let α = δ/|H| and let β be given by Lemma 4.3. Since F is K33,3-free,
it has at most βnh copies of H by Lemma 4.4. Then by Lemma 4.3 we can delete αn3 edges
of F to make it H-free. Repeating this for all H ∈ H, we can delete δn3 edges of F to make
it K33,3-hom-free. Then applying Theorem 4.2 under this assumption with δ replaced by 2δ we
obtain the full theorem.
Henceforth we assume that F is K33,3-hom-free. Clearly, we can also assume that ε is sufficiently
small. Let α, β, γ and δ be real numbers satisfying 1 γ  β  α ε δ  n−10 .
Part of our proof follows the main ideas of [10]. We gradually change F (as well as some other
related structure) by iterating a process which is called Symmetrization. This process consists
of two parts: Cleaning and Merging. It terminates as soon as we can no longer clean or merge
anything. We refer to the basic object with which we operate as a pointed partitioned 3-graph;
by this we mean a triple (G,P, U) where G = (V,E) is a 3-graph, P = {Pu : u ∈ V } is a
partition of V such that u ∈ Pu for every u ∈ V , and U ⊆ V is a transversal of P. Note that
Pu′ = Pu for all u
′ ∈ Pu but we count each part in P once, i.e. it is a set, not a multiset. The
precise description of the two parts of the process is as follows:
Cleaning:
Input: A pointed partitioned 3-graph (G,P, U) on n vertices.
Output: A pointed partitioned 3-graph (G′,P ′, U ′) on n′ ≤ n vertices.
Process: If the minimum degree of G is at least ( 625 − α)n2, then stop and return (G′,P ′, U ′) =
(G,P, U). Otherwise, let u ∈ V be an arbitrary vertex such that degG(u) <
(
6
25 − α
)
n2. If
Pu = {u}, then apply Cleaning to (G \ u,P \ {Pu}, U \ {u}). Otherwise, let v be an arbitrary
vertex of Pu \ U . Apply Cleaning to (G \ v, (P \ {Pu}) ∪ {Pu \ {v}}, U).
Merging:
Input: A pointed partitioned 3-graph (G,P, U).
Output: A pointed partitioned 3-graph (G′,P ′, U ′) on the same vertex set as G.
Process: If for every u, v ∈ U there exists an edge e ∈ E(G) such that e∩Pu 6= ∅ and e∩Pv 6= ∅,
then return (G′,P ′, U ′) = (G,P, U). Otherwise, let u, v ∈ U be two arbitrary vertices such that
degG(u) ≥ degG(v) and e ∩ Pu = ∅ or e ∩ Pv = ∅ holds for every e ∈ E(G). Merge Pv into
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Pu, that is, for every w ∈ V (G) let P ′w = Pu ∪ Pv if w ∈ Pu ∪ Pv and P ′w = Pw otherwise.
Moreover, let U ′ = U \ {v} and let G′ be a blow-up of G[U ′] with vertex set V (G), that is, the
3-graph obtained from G[U ′] by replacing every vertex u ∈ U ′ with the set of vertices P ′u and
every edge {u, v, w} ∈ E(G[U ′]) with the set of edges {{a, b, c} : a ∈ P ′u, b ∈ P ′v, c ∈ P ′w}. Let
P ′ = {P ′u : u ∈ V (G)} and return (G′,P ′, U ′).
We are now ready to describe the entire symmetrization process:
Symmetrization:
Input: A 3-graph F = (V,E).
Output: A pointed partitioned 3-graph (Fsym,P, U).
Process: Let i = 1, let H0 = F , let U0 = V and let P0 = {P0,u : u ∈ V }, where P0,u = {u} for
every u ∈ V , be a partition of V into singletons. Let (H′i = (V ′i , E′i),P ′i = {P ′i,u : u ∈ V ′i }, U ′i)
be the output of Cleaning(Hi−1,Pi−1, Ui−1) and let (Hi = (Vi, Ei),Pi = {Pi,u : u ∈ Vi}, Ui) be
the output of Merging(H′i,P ′i, U ′i). If (Hi,Pi, Ui) = (Hi−1,Pi−1, Ui−1), then stop and return
(Fsym,P, U) = (Hi,Pi, Ui). Otherwise, increase i by one and repeat Cleaning and Merging.
Let (Fsym,P, U) be the result of applying Symmetrization to F . Let
H0 = F ,H′1,H1, . . . ,H′`,H` = Fsym
be the sequence of 3-graphs produced during this process, where H′i = (V ′i , E′i) and Hi =
(Vi, Ei) for every 1 ≤ i ≤ `. We split the proof into two stages. In the first stage we show that
Fsym is a large and fairly balanced blow-up of K35 . In the second stage we show that F [V`] is
a subgraph of a blow-up of K35 ; Theorem 4.2 will follow easily from this.
We start with the first stage, which we prove in a series of lemmas. The first four exhibit
useful properties of the Symmetrization process whereas the last three deal with the resulting
pointed partitioned 3-graph (Fsym,P, U).
Lemma 4.5 The following properties hold for every 0 ≤ i ≤ `.
(P1) For every 0 ≤ j ≤ i the set Uj ∩ Vi is a transversal for the partition {Pj,u ∩ Vi : u ∈ Vi},
where V0 = V (F) = [n]. In particular, Ui is a transversal of Pi.
(P2) Hi[Ui] = F [Ui].
(P3) |e ∩ Pi,u| ≤ 1 for every e ∈ Ei and every u ∈ Vi.
(P4) For every u, v ∈ Vi, if v ∈ Pi,u then {e \ {v} : e ∈ Ei} = {e \ {u} : e ∈ Ei}.
(P5) If i ≥ 1, then Ui ⊆ Ui−1 and Vi ⊆ Vi−1.
Proof Clearly (P1)−(P5) hold for i = 0. It thus suffices to prove that they are maintained by
an application of Cleaning followed by an application of Merging. Assume then that (P1)−(P5)
hold for some i ≥ 0; we will prove that they hold for i + 1 as well. For (P3) − (P5) this
follows directly from the definitions of Cleaning and of Merging. Property (P2) holds for i+ 1
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since Hi+1[Ui+1] = H′i+1[Ui+1] = Hi[Ui+1] = F [Ui+1], where the third equality follows since
Hi[Ui] = F [Ui] by assumption and Ui+1 ⊆ Ui by (P5). It remains to show that (P1) holds
for i + 1. Fix some 0 ≤ j ≤ i + 1. By (P1) for i, if 0 ≤ j ≤ i, then Uj ∩ Vi is a transversal
of the partition {Pj,u ∩ Vi : u ∈ Vi}. If w ∈ (Uj ∩ Vi) \ (Uj ∩ Vi+1) then since w is the last
vertex of Pj,w to be deleted in Cleaning we have Pj,w ∩ Vi+1 = ∅. It follows that Uj ∩ Vi+1 is a
transversal for the partition {Pj,u ∩ Vi+1 : u ∈ Vi+1}. On the other hand, if j = i+ 1, we note
that each of Cleaning and Merging is defined to output a pointed partitioned 3-graph, so Ui+1
is a transversal for the partition {Pi+1,u : u ∈ Vi+1}, as required. 2
The property of Merging presented in the next lemma will only be used in the second stage of
the proof.
Lemma 4.6 Let 1 ≤ i ≤ ` and suppose that P ′i,v was merged into P ′i,u during the ith Merging
step. Then P ′i,u ∩ V (Fsym) = ∅ implies P ′i,v ∩ V (Fsym) = ∅.
Proof Assume that P ′i,v ∩ V (Fsym) 6= ∅. Since P ′i,v ∩ V (Fsym) ⊆ Pi,u ∩ V (Fsym) by the
definition of Merging, Pi,u ∩ V (Fsym) 6= ∅. Since Ui ∩ Pi,u = {u}, by Lemma 4.5 (P1) we have
u ∈ V (Fsym). Hence u ∈ P ′i,u ∩ V (Fsym), so P ′i,u ∩ V (Fsym) 6= ∅ as claimed. 2
Lemma 4.7 Hi is K33,3-hom-free for every 0 ≤ i ≤ `.
Proof This is true for i = 0. It thus suffices to prove that no homomorphic copy of a K33,3 is
created as a result of Cleaning and Merging. This is obvious for Cleaning. It holds for Merging
by its definition and Lemma 4.5 (P3) and (P4). 2
The next lemma asserts that Merging does not decrease size.
Lemma 4.8 e(Hi) ≥ e(H′i) holds for every 1 ≤ i ≤ `.
Proof Fix some 1 ≤ i ≤ `. Assume that P ′i,v was merged into P ′i,u during the ith merg-
ing step. By definition of Merging we have degH′i(u) ≥ degH′i(v), and e ∩ P ′i,u = ∅ or
e ∩ P ′i,v = ∅ for every e ∈ E′i. Hence, it follows by Lemma 4.5 (P4) that e(Hi) = e(H′i) +(
degH′i(u)− degH′i(v)
)
|P ′i,v| ≥ e(H′i). 2
The next lemma asserts that the Symmetrization process does not require deleting too many
vertices.
Lemma 4.9 |V (Fsym)| ≥
(
1− 2 3√δ/α)n.
Proof Write n1 = |V (Fsym)|. By Lemma 4.8 and the definition of Cleaning we have
e(Fsym) ≥ e(F)−
n∑
j=n1
( 625 − α)j2 = e(F)− ( 225 − α3 )(n3 − n31) +O(n2).
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Assume first that n1 ≥ n0/2. Since Fsym is K33,3-free by Lemma 4.7 and n−10  δ, by Theo-
rem 4.1 we have e(Fsym) ≤ ( 225 + δ)n31. This gives
e(F) ≤ ( 225 − α3 )n3 + (α3 + δ)n31 +O(n2).
Recalling that e(F) ≥ ( 225 − δ)n3, we estimate α4 (n3 − n31) ≤ δ(n3 + n31). This implies α4 (n −
n1)
3 ≤ 2δn3, so n − n1 ≤ 2 3
√
δ/α · n, as claimed. On the other hand, if n1 < n0/2 then
n − n1 > n/2 > 2 3
√
δ/α · n. But applying the same calculation as above to the 3-graph
obtained from F by deleting the first d2 3√δ/α · ne+ 1 vertices results in a contradiction. 2
Lemma 4.10 F [U`] is intersecting.
Proof By the stopping rule for Symmetrization, Fsym[U`] covers pairs. By Lemma 4.5 (P2),
the same holds for F [U`]. Assume for the sake of contradiction that there exist edges {a1, a2, a3}
and {b1, b2, b3} of F [U`] such that {a1, a2, a3} ∩ {b1, b2, b3} = ∅. Since F [U`] covers pairs, for
every 1 ≤ i, j ≤ 3 there is xij ∈ V (F [U`]) such that {ai, bj , xij} ∈ E(F [U`]). Hence, F [U`] is
not K33,3-hom-free, so Fsym is not K33,3-hom-free, contrary to Lemma 4.7. 2
Lemma 4.11 Fsym[U`] ∼= K35 and (1/5 − β)n ≤ |A| ≤ (1/5 + β)n for every part A ∈ P. In
particular |P| = 5.
Proof For every u ∈ [n] let yu = |P`,u|/|V`| if u ∈ U` and yu = 0 otherwise. Let y =
(y1, . . . , yn); note that
∑
u∈[n] yu = 1. By Lemma 4.9 we have
λ(F [U`]) ≥ pF [U`](y) ≥
|E`|
|V`|3 ≥
(
2
25 − δ
)
n3 − 2 3√δ/α · n · (n−12 )
n3
≥ 2
25
− δ − 3
√
δ/α.
Since δ  α  1, by Lemma 4.10 and Theorem 1.2 we have F [U`] ∼= K35 . Hence, Fsym[U`] ∼=
K35 holds by Lemma 4.5 (P2). Assume for the sake of contradiction that there is A ∈ P such
that ||A| − n/5| > βn. Then there must be some B ∈ P such that |B| < (n/5 − βn/4). It
follows that
e(Fsym) ≤ 4(n/5 + βn/16)3 + 6(n/5− βn/4)(n/5 + βn/16)2 ≤ 2n3/25− β2n3/40.
Then Lemma 4.9 gives e(F) ≤ e(Fsym) + 3
√
δ/α · n3 < ( 225 − δ)n3, a contradiction. 2
This completes the first stage of the proof. The second stage is to show that F [V`] is a
subgraph of a blow-up of K35 . To do so, we will reverse the Merging steps performed during
Symmetrization (this process was called Splitting in [10]). By Lemma 4.11 we have |U`| = 5, so
we can identify U` with [5]. For every 0 ≤ i ≤ ` we will find a partition Qi = {Qi,j : 1 ≤ j ≤ 5}
of V` which satisfies the following three properties:
(R1) j ∈ Qi,j holds for every 1 ≤ j ≤ 5,
(R2) for every v ∈ V` there exists some 1 ≤ u ≤ 5 such that Pi,v ∩ V` ⊆ Qi,u, that is, the
restriction of Pi to V` is a refinement of Qi,
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(R3) Hi[Qi,p ∪Qi,q] = ∅ for 1 ≤ p, q ≤ 5, that is, Hi[V`] is a subgraph of a blow-up of K35 with
parts Qi,1, . . . , Qi,5.
Set Q` = P`. It follows by Lemma 4.11 that Q` satisfies (R1) − (R3). Assume that for some
1 ≤ i ≤ ` we have already defined a partition Qi which satisfies (R1)− (R3); we will show how
to define a partition Qi−1 with the desired properties.
We adopt the following notation. Let u, v ∈ U ′i be such that in the ith Merging step P ′i,v was
merged into P ′i,u. Note that u ∈ Ui but v /∈ Ui. Write
Gi = Hi[V`], Gi−1 = Hi−1[V`], Au = P ′i,u ∩ V` and Av = P ′i,v ∩ V`.
We can view Gi as being obtained from Gi−1 by Merging Av into Au. Since Qi satisfies (R2),
we can assume without loss of generality that
Au ∪Av ⊆ Qi,1.
Write
W1 = Qi,1 \Av, Wj = Qi,j for 2 ≤ j ≤ 5, and W = V` \Av = ∪5j=1Wj .
We can assume Av 6= ∅, otherwise setting Qi−1 = Qi yields the desired partition. Then Au 6= ∅
by Lemma 4.6, so W1 6= ∅. Moreover, Au 6= ∅, Av 6= ∅ and Lemma 4.5 (P1) imply u, v ∈ V`.
We also note that any triple e ⊆W belongs to Ei if and only if it belongs to Ei−1.
During the next series of lemmas, we will show that there exists some 1 ≤ j ≤ 5 such that
adding Av to Wj yields the desired partition Qi−1. Write
m = |V`|
and let Bi be a blow-up of K35 with parts {Qi,j : 1 ≤ j ≤ 5}.
Lemma 4.12 For every 0 ≤ i ≤ ` and 1 ≤ j ≤ 5,
(i) δ(Gi) ≥
(
6
25 − 2α
)
m2, so e(Gi) ≥
(
2
25 − 2α3
)
m3,
(ii) ||Qi,j | −m/5| ≤ γm/100,
(iii) dBi\Gi(u) ≤ γm2 for every u ∈ V`.
Proof Fix some 0 ≤ i ≤ `. By definition of Cleaning, dHi(v) ≥ ( 625 − α)m2 holds for every
v ∈ V`. It follows by Lemma 4.9 that
δ(Gi) ≥ ( 625 − α)m2 − |Vi \ V`|n ≥
(
6
25 − α
)
m2 − 2 3
√
δ/α · n2 ≥ ( 625 − 2α)m2.
This proves (i). Next, assume for the sake of contradiction that there exists some 1 ≤ j ≤ 5
such that ||Qi,j | −m/5| > γm/100. Then there must exist some 1 ≤ p ≤ 5 such that |Qi,p| <
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m/5− γm/400. Let 1 ≤ q ≤ 5 be such that |Qi,q| = max{|Qi,a| : 1 ≤ a ≤ 5}, and let x ∈ Qi,q
be an arbitrary vertex. Since Qi satisfies (R3), it follows that
δ(Gi) ≤ dGi(x) ≤
(
3
2
)
(m/5 + γm/1600)2 +
(
3
1
)
(m/5− γm/400)(m/5 + γm/1600)
<
(
6
25 − 2α
)
m2
contrary to (i). This proves (ii). Finally, let x ∈ V` be an arbitrary vertex. By (ii) we have
dBi(u) ≤
(
4
2
)
(m/5 + γm/400)2 ≤ ( 625 + γ/2)m2.
Since Gi ⊆ Bi by (R3) for Qi, this implies (iii), using (i) and α γ. 2
Next we need some more notation and terminology. Suppose the partition {W ′i : 1 ≤ i ≤ 5}
of V` is obtained from {Wi : 1 ≤ i ≤ 5} by adding Av to some part. We call an edge e ∈ Ei−1
bad if |e ∩W ′p| = 2 for some 1 ≤ p ≤ 5, very bad if |e ∩W ′p| = 3 for some 1 ≤ p ≤ 5, or good
otherwise. Suppose without loss of generality that adding Av to W5 minimises
Σ :=
∑
1≤p<q≤5
eGi−1(W
′
p ∪W ′q)− 2
5∑
p=1
eGi−1(W
′
p).
For every 1 ≤ j ≤ 5 let Qi−1,j = W ′j (where {W ′i : 1 ≤ i ≤ 5} is obtained from {Wi : 1 ≤ i ≤ 5}
by adding Av to W5) and let Qi−1 := Qi−1,1 ∪ . . . ∪ Qi−1,5. We will prove that Qi−1 satisfies
(R1)− (R3). This is immediate for (R2), and (R1) follows since W1 6= ∅ and Av ∩ [5] = ∅ by
definition of Merging. It remains to show (R3), i.e. that all edges are good. Equivalently, we
need show that Σ = 0, as every bad edge is counted exactly once in Σ, and every very bad
edge is counted exactly twice in Σ, whereas good edges are not counted at all.
First we note that any e ∈ Ei−1 that is not good satisfies
|e ∩Av| = 1.
This holds as |e ∩Av| ≤ 1 by Lemma 4.5 (P3) and |e ∩Av| ≥ 1 by (R3) for Qi.
We say that a vertex of Av is bad if it is contained in at least 10
−3m2 edges which are not
good. Before proving that all edges are good, we will prove that a vertex of Av cannot be
contained in too many edges which are bad or very bad.
Lemma 4.13 There are no bad vertices.
Proof Assume for the sake of contradiction that x ∈ Av is a bad vertex. We consider two
cases according to the number of edges of Ei−1 containing x and a vertex of W5. Suppose first
that there are at least 10−3m2/2 such edges. It follows that there exists an index 1 ≤ p ≤ 5
for which there are at least 10−4m2 edges {x, y, z} ∈ Ei−1 such that y ∈ W5 and z ∈ Wp. Fix
such a p and fix {a, b, c} ⊆ {1, 2, 3, 4} \ {p}. For every q ∈ {a, b, c} let
Bq(x) := {w ∈Wq : ∃w′ ∈ V` such that {x,w,w′} ∈ Ei−1}.
18
Consider the subcase that |Bq(x)| ≥ 10−5m holds for every q ∈ {a, b, c}. Consider a maximal
matching {{xaj , xbj , xcj} : j ∈ J} in Ei such that xqj ∈ Bq(x) for all q ∈ {a, b, c}, j ∈ J . We
claim that |J | ≥ 12 · 10−5m. For otherwise we have B′q ⊆ Bq(x), q ∈ {a, b, c} of size 12 · 10−5m
such that there is no {xa, xb, xc} ∈ Ei with xq ∈ Bq(x) for all q ∈ {a, b, c}. But every such
triple is in Bi \ Gi, so this contradicts Lemma 4.12(iii). Thus |J | ≥ 12 · 10−5m. Also, each edge
{xaj , xbj , xcj}, j ∈ J belongs to Ei−1, as it is disjoint from Av.
Fix an arbitrary edge {x, y, z} ∈ Ei−1 such that y ∈W5 and z ∈Wp and note that for every j ∈
J there must be some q ∈ {a, b, c} and w ∈ {y, z} such that {xqj , w, w′} /∈ Ei−1 for all w′ ∈ V`;
otherwise, by definition of the Bq(x)’s, we would contradict Gi−1 being K33,3-hom-free. Assume
without loss of generality that {xaj , y, w′} /∈ Ei−1 for all w′ ∈ V` for at least |J |/6 ≥ 112 · 10−5m
indices j ∈ J , and also b 6= 1 (so that Av ∩ Qi,b = ∅). By Lemma 4.12(ii) there are at least
m/5− γm/100 choices of w′ ∈ Qi,b, so we obtain at least 112 · 10−5m · (m/5− γm/100) > γm2
triples of Bi \ Gi containing y, contrary to Lemma 4.12(iii).
In the other subcase, we can assume without loss of generality that |Ba(x)| < 10−5m. Now
consider the partition {W ′′i : 1 ≤ i ≤ 5} of V` obtained by adding Av to Wa rather than W5.
By Lemma 4.5 (P4) applied to Av, under this new partition, every very bad edge {w,w′, w′′}
such that w ∈ Av and w′, w′′ ∈ W5 becomes bad, and every bad edge {w,w′, w′′} such that
w ∈ Av, w′ ∈ W5 and w′′ ∈ Wp becomes good. It follows by our assumptions on x that there
are at least |Av| · 10−4m2 such edges. Moreover, every good edge which turned bad, and every
bad edge which turned very bad, must be of the form {w,w′, w′′} where w ∈ Av and w′ ∈Wa.
By Lemma 4.5 (P4) there are at most |Av||Ba(x)|m < |Av|10−5m2 such edges. However, this
contradicts the minimality of Σ.
The second case is that there are less than 10−3m2/2 edges of Ei−1 containing x and a vertex
of W5. Let t ∈ [4] be such that there is some {x,wt, w′t} ∈ Ei−1 with wt and w′t in Wt; such
an index t exists since x is bad. Fix {a, b, c} ⊆ [5] \ {1, t} and let {{xaj , xbj , xcj} : j ∈ Jt}
be a maximal matching in Ei such that x
q
j ∈ Wq for all q ∈ {a, b, c}, j ∈ Jt. Similarly to
the previous case, we have |Jt| ≥ (1/5 − 2√γ)m; otherwise, using Lemma 4.12(ii), we would
contradict Lemma 4.12(iii). Also, each edge {xaj , xbj , xcj}, j ∈ Jt belongs to Ei−1, as it is disjoint
from Av. Since Gi−1 is K33,3-hom-free, for every j ∈ Jt, there must exist d ∈ {x,wt, w′t} and
d′ ∈ {xaj , xbj , xcj} such that {d, d′, d′′} /∈ Ei−1 for any d′′ ∈ V`.
Consider the subcase that there are at least 60γm indices j ∈ Jt such that (d, d′) ∈ {wt, w′t}×
{xaj , xbj , xcj}. Then without loss of generality {wt, xaj , d′′} /∈ Ei−1 for every d′′ ∈ V` and at least
10γm indices j ∈ Jt, and also b 6= 1. However, this gives at least 10γm · |Qi,b| > γm2 triples of
Bi \ Gi containing wt, contrary to Lemma 4.12(iii).
In the remaining subcase there is It ⊆ Jt such that |It| ≥ (1/5 − 3√γ)m and for every j ∈ It
there exists some q ∈ {a, b, c} such that {x, xqj , w} /∈ Ei−1 for every w ∈ V`. Then the degree
of x in Gi−1 is at most(
4
2
)
(m/5 + γm/100)2 + 4
(
m/5+γm/100
2
)
+ 10−3m2/2− |It|(m− 2)/2 <
(
6
25 − 2α
)
m2 ,
contrary to Lemma 4.12(i). We conclude that there are no bad vertices. 2
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In our next lemma we will conclude the second stage of the proof by showing that every edge
of Ei−1 is good. First we observe that |W1| ≥ m/6, as otherwise, considering any w ∈ Av, by
Lemmas 4.12(ii) and 4.13 we have
dGi−1(w) ≤ 10−3m2 +
∑
1≤p<q≤4
|Wp||Wq|
≤ 10−3m2 + (32)(m/5 + γm/100)2 + (31)(m/5 + γm/100)m/6
<
(
6
25 − 2α
)
m2 ,
contrary to Lemma 4.12(i). We can now state our next lemma.
Lemma 4.14 Every edge of Ei−1 is good.
Proof Assume for the sake of contradiction that {x, y, z} ∈ Ei−1 is not a good edge. Without
loss of generality x ∈ Av, y ∈ W4 ∪ W5 and z ∈ W4 ∪ W5. Consider a maximal matching
{x1j , x2j , x3j}, j ∈ J in Ei such that xqj ∈ Wq for all q ∈ {1, 2, 3}, j ∈ J . Using |W1| ≥ m/6 and
Lemma 4.12 (ii) we have |J | ≥ m/10, otherwise we would contradict Lemma 4.12(iii). Also,
each edge {x1j , x2j , x3j}, j ∈ J belongs to Ei−1, as it is disjoint from Av. Since Gi−1 is K33,3-hom-
free, for every j ∈ J there exist some 1 ≤ q ≤ 3 and w ∈ {x, y, z} such that {xqj , w, w′} /∈ Ei−1
for every w′ ∈ V`.
Consider the case that there are at least m/90 indices j ∈ J for which {x1j , x, w′} /∈ Ei−1 for
every w′ ∈ V`. Since x is not bad, by Lemma 4.12(ii)
dGi−1(x) ≤
(
4
2
)
(m/5 + γm/100)2 −m2/91 + 10−3m2 < ( 625 − 2α)m2,
contrary to Lemma 4.12(i). In the other case, without loss of generality there are at least m/90
indices j ∈ J for which {x1j , y, w′} /∈ Ei−1 for every w′ ∈ V`. There are at least m/6 choices of
w′ ∈ W2, each giving a triple of Bi \ Gi containing y, so we obtain at least m/90 ·m/6 > γm2
such triples, contrary to Lemma 4.12(iii). 2
This shows that Qi−1 satisfies (R3), so Splitting has the required properties. It terminates
with Q0 such that F [V`] = H0[V`] is a subgraph of a blow-up of K35 with parts Q0,1, . . . , Q0,5.
Let A1, . . . , A5 be obtained from Q0 by adding V (F)\V` to Q0,1. Then by Lemma 4.9 we have∑
1≤i≤j≤5 e(Ai ∪Aj) ≤ 2 3
√
δ/α · n3 < εn3. This concludes the proof of Theorem 4.2.
4.2 Proof of Theorem 1.1
First, we claim that it suffices to prove Theorem 1.1 under the additional assumption that
the minimum degree of F is at least δ35(n). Indeed, assume we have proved Theorem 1.1
for every maximum K33,3-free 3-graph F with n ≥ n0 vertices and minimum degree at least
δ35(n). Let Hn be a maximum K33,3-free 3-graph on n ≥ n30 vertices. If there exists a vertex
un ∈ V (Hn) whose degree is strictly smaller than δ35(n), delete it; that is, replace Hn with
Hn−1 := Hn \ {un}. Repeating this process, where at each step we delete vertices whose
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degree is too small with respect to the order of the current hypergraph, we end up with a
hypergraph Hm on m vertices whose minimum degree is at least δ35(m) (or with an empty
hypergraph). We claim that m ≥ n0 (in particular, Hm 6= ∅). For every m ≤ i ≤ n let
f(i) := e(Hi)− t35(i). Note that f(i) ≤
(
i
3
)
holds for every m ≤ i ≤ n and that f(n) ≥ 0 holds
by maximality. If, for some m ≤ i ≤ n and for some ui ∈ V (Hi), we have dHi(ui) ≤ δ35(i)− 1,
then f(i − 1) = e(Hi−1) − t35(i − 1) = e(Hi) − dHi(ui) − (t35(i) − δ35(i)) ≥ f(i) + 1. It follows
that f(m) ≥ f(n) + n−m ≥ n−m. Hence, m ≥ n− f(m) ≥ n30 −
(
n0
3
) ≥ n0. If m = n, then
there is nothing to prove. Otherwise, deleting un, . . . , um+1 from the maximal Hn yields a
K33,3-free 3-graph Hm with m ≥ n0 vertices, minimum degree at least δ35(m) and strictly more
than t35(m) edges. This contradicts our assumption.
Now let α, β, γ, δ and ε > 0 be real numbers satisfying ε  δ  γ  β  α  1. Let
F = (V,E) be a maximum size K33,3-free 3-graph on n vertices, where n is sufficiently large.
Clearly |E| ≥ t35(n), and as noted above we can assume δ(F) ≥ δ35(n). Let V = A1 ∪ . . . ∪ A5
be a partition of the vertex set of F which minimizes
Σ :=
∑
1≤i<j≤5
e(Ai ∪Aj)− 2
5∑
i=1
e(Ai).
By Theorem 4.2 we can assume that Σ < εn3. Similarly to the proof of Lemma 4.11, we
have ||Ai| − n/5| ≤ δn for every 1 ≤ i ≤ 5; otherwise we would have the contradiction
|E| ≤ 2n3/25− δ2n3/40 + εn3 < t35(n).
Similarly to the proof of Theorem 4.2, we call an edge e ∈ E bad if there exists some 1 ≤ i ≤ 5
such that |e ∩ Ai| = 2, very bad if there exists some 1 ≤ i ≤ 5 such that |e ∩ Ai| = 3, or good
otherwise. Note that every bad edge is counted exactly once in Σ and every very bad edge is
counted exactly twice in Σ (good edges are not counted at all). We call a vertex u ∈ V bad if
it is incident with at least 40αn2 edges which are not good.
Lemma 4.15 There are no bad vertices.
Proof Assume for the sake of contradiction that u ∈ V is a bad vertex. Without loss of
generality u ∈ A1. We consider two cases according to whether there are at least 20αn2 edges
containing u and another vertex in A1. Suppose first that such edges exist, and without loss
of generality there are at least 4αn2 edges e containing u in A1 ∪ A2 such that |e ∩ A2| ≤ 1.
Let {wk, w′k}, k ∈ K be a maximal collection of pairwise disjoint pairs in A1 ∪ A2 such that
{u,wk, w′k} ∈ E for all k ∈ K; then |K| ≥ 4αn. For every 3 ≤ i ≤ 5 let Bi(u) be the set of
v ∈ Ai such that {u, v} is contained in at least 15 edges of E.
Consider the subcase that |Bi(u)| ≥ βn for every 3 ≤ i ≤ 5. Consider a maximal matching
{x3j , x4j , x5j}, j ∈ J in E such that xqj ∈ Bq(u) for all q ∈ {3, 4, 5}, j ∈ J . Then |J | ≥ βn/2,
otherwise we obtain at least (βn/2)3 > Σ triples in (A3 × A4 × A5) \ E, which contradicts
|E| ≥ t35(n). Since F is K33,3-free, for every j ∈ J and k ∈ K there are a ∈ {u,wk, w′k} and
b ∈ {x3j , x4j , x5j} such that there are at most 14 edges of E containing {a, b}; otherwise we can
greedily choose vertices to extend {u,wk, w′k} and {x3j , x4j , x5j} to a copy of K33,3. By definition
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of Bi(u) we have a ∈ {wk, w′k}. However, this gives at least |K| · |J | · n/2 > Σ triples e /∈ E
with |e ∩Ai| ≤ 1 for 1 ≤ i ≤ 5, which contradicts |E| ≥ t35(n).
In the other subcase, we can assume without loss of generality that |B3(u)| < βn. Consider
the partition {A′i : 1 ≤ i ≤ 5} of V obtained from {Ai : 1 ≤ i ≤ 5} by moving u from A1 to
A3. In this new partition, every very bad edge {u, x, y} such that x, y ∈ A1 becomes bad, and
every bad edge {u, x, y} such that x ∈ A1 and y ∈ A2 becomes good. By assumption there
are at least 4αn2 such edges. Moreover, every good edge which turned bad, and every bad
edge which turned very bad, must be of the form {u, v, w} where v ∈ A3. There are at most
n|B3(u)|+ 14n < 4αn2 such edges. However, this contradicts minimality of Σ.
The second case is that there are less than 20αn2 edges containing u and another vertex in
A1. Let 2 ≤ t ≤ 5 be such that there are at least 4αn2 edges {u, v, w} ∈ E with v and w in At;
such an index t exists since u is bad. Let {a, b, c} = {2, 3, 4, 5} \ {t}. Let {vtk, wtk}, k ∈ Kt be
a maximal collection of pairwise disjoint pairs in At such that {u, vtk, wtk} ∈ E for all k ∈ Kt;
then |Kt| ≥ 4αn. Let {xaj , xbj , xcj}, j ∈ Jt be a maximal matching in E such that xqj ∈ Aq
for all q ∈ {a, b, c}, j ∈ Jt. Then |Jt| ≥ (1/5 − 2δ)n, otherwise, using |Ai| ≥ (1/5 − δ)n for
1 ≤ i ≤ 5 and Σ < εn3, we would contradict |E| ≥ t35(n). Since F is K33,3-free, for every j ∈ Jt
and k ∈ Kt there are x ∈ {x3j , x4j , x5j} and y ∈ {u, vtk, wtk} such that {x, y} is contained in at
most 14 edges.
Suppose first that there are at least δn2 pairs (j, k) ∈ Jt×Kt such that y ∈ {vtk, wtk}. It follows
that there are at least δn2 ·n/2 > Σ triples e /∈ E with |e∩Ai| ≤ 1 for 1 ≤ i ≤ 5, contradicting
|E| ≥ t35(n). Hence, there is It ⊆ Jt such that |It| ≥ (1−α)n/5 and for every j ∈ It there exists
some q ∈ {a, b, c} such that {u, xqj , z} ∈ E for at most 14 vertices z ∈ V . Then the degree of u
is at most (
4
2
)
(n/5 + δn)2 + 4
(
n/5+δn
2
)
+ 14n+ 20αn2 − |It|(n− 2)/2 < δ35(n) ,
contrary to our assumption on the minimum degree of F . We conclude that there are no bad
vertices. 2
Finally, we prove that all edges are good. Assume for the sake of contradiction that {u, v, w} ∈
E is not a good edge. Without loss of generality u, v ∈ A1 and w ∈ A1 ∪ A2. Consider a
maximal matching {x3j , x4j , x5j}, j ∈ J in E such that xqj ∈ Aq for all q ∈ {3, 4, 5}, j ∈ J . Then
|J | ≥ n/10, similarly to before. Since F is K33,3-free, for every j ∈ J there are 3 ≤ q ≤ 5 and
y ∈ {u, v, w} such that {xqj , y} is contained in at most 14 edges. Without loss of generality
there are at least n/90 indices j ∈ J for which {x3j , u} is contained in at most 14 edges. Since u
is not bad, there are at most 40αn2 bad or very bad edges incident with u. Hence, the degree
of u in F is at most (42)(1/5+δ)2n2−n2/91+40αn2 < δ35(n). This contradicts our assumption
on the minimum degree in F , so all edges are good. It follows that F ∼= T 35 (n). 2
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5 Concluding remarks and open problems
The natural open problem is to extend our results from 3-graphs to general r-graphs. We
would like to determine the Tura´n number of the r-graph Krr,r with vertex set
V (Krr,r) = {xi, yi : 1 ≤ i ≤ r} ∪ {zijk : 1 ≤ i, j ≤ r, 1 ≤ k ≤ r − 2}
and edge set
E(Krr,r) = {{x1, . . . , xr}, {y1, . . . , yr}} ∪ {{xi, yj , zij1, . . . , zij(r−2)} : 1 ≤ i, j ≤ r}.
The main difficulty seems to be in obtaining the analogue of Theorem 1.2, i.e. determining the
maximum lagrangian of an intersecting r-graph. At first, one might think that Kr2r−1 should
be optimal, since this is the case when r = 3. However, this has lagrangian
(
2r−1
r
) (
1
2r−1
)r
,
whereas stars (in which edges consist of all r-tuples containing some fixed vertex) give la-
grangians that approach 1r!
(
1− 1r
)r−1
, which is better for r ≥ 4. We conjecture that stars
are optimal for r ≥ 4 and that their blow-ups are extremal. Namely, we conjecture that the
following hypergraph Tura´n result holds. Let Sr(n) be the r-graph on n vertices with parts
A and B, where the edges consist of all r-tuples with 1 vertex in A and r − 1 vertices in B,
and the sizes of A and B are chosen to maximise the number of edges (so |A| ∼ n/r). Write
sr(n) = e(Sr(n)).
Conjecture 5.1 ex(n,Krr,r) = sr(n) for r ≥ 4 and sufficiently large n > n0(r). Moreover,
if n is sufficiently large and G is a Krr,r-free r-graph with n vertices and sr(n) edges, then
G ∼= Sr(n).
More generally, our work suggests a direction of investigation in Extremal Combinatorics,
namely to determine the maximum lagrangian for any specified property of r-graphs. For
this paper, the property was that of being intersecting. This direction was already started by
Frankl and Fu¨redi [5], who considered the question of maximising the lagrangian of an r-graph
with a specified number of edges. They conjectured that initial segments of the colexicographic
order are extremal. Many cases of this have been proved by Talbot [12], but the full conjecture
remains open.
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