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With advancements in computer technology and processing power, the
ability to examine chemical systems using theory continues to be more prac-
ticable. Using ab initio methods, such as density functional theory, we are
now able to routinely simulate hundreds of atoms. This system size allows us
to directly simulate surfaces and nano-materials that are industrially relevant.
With the expansion of accessible systems comes the opportunity to develop
new computational methods to extract their chemical properties.
Of particular interest is bridging the time scale gap between simulation
and experiment. The evolution of a system chemical in time can be directly
simulated using classical dynamics, however, molecules vibrate on the order
of femtoseconds and interesting transitions tend to happen on much longer
time scales: milliseconds to seconds. In condensed phase chemical systems
these interesting transitions are hindered by energy barriers so state to state
vi
dynamics are dominated by rare evens. Luckily, rare event transitions tend to
happen through mountain passes in the potential energy landscape. Within
harmonic transition state theory, the transition states between minima can be
characterized by saddle points. Finding saddle points is a challenging problem
which has not been satisfactorily solved; nevertheless, there are algorithms
currently being used despite their deficiency. In particular, my work strives
to improve the efficiency and stability of the nudged elastic band method and
compare its performance to similar algorithms on a variety of test systems.
In addition, I present a method to predict how energy-based chemi-
cal properties change with respect to the chemical composition of the system.
This is achieved by taking a derivative of the property with respect to the
atomic numbers of the atoms present in the system. The accuracy and predic-
tive quality of these derivatives are assessed for both model and industrially
relevant systems. With this information, we can follow these derivatives to op-
timize a desired property in the space of chemical composition. This method
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Glossary
AB INITIO : (first principles) Solving the electron structure from Schrödinger’s
equation without using fit empirical data. DFT is often considered an ab
initio method even though the electron exchange-correlation functionals
are typically tuned using experimental data.
ALCHEMICAL DERIVATIVE: The derivative of the potential energy of a com-
pound with respect to its chemical identity.
ALCHEMICAL POTENTIAL: Analogous to the chemical potential, the energy
gained or lost by inserting or removing a proton.
CG: Conjugate gradients.
CI-NEB: Climbing image nudged elastic band.
CLIMBING IMAGE NUDGED ELASTIC BAND: A variation of the NEB where the
highest energy image climbs, finding the maximum along the path, which
is the saddle point.
CONJUGATE GRADIENTS: A force based optimization method which uses the
previous direction moved and the current force to chose a “better” di-
rection for the next optimization step.
DENSITY FUNCTIONAL THEORY: A method to solve the quantum mechanical
electronic structure of a system of electrons using the electron density.
This method is typically used with large systems due to its low cost,
compared to wave-function based methods.
DFT: Density functional theory.
DNEB: Doubly nudged elastic band.
DOUBLY NUDGED ELASTIC BAND: A variation on the NEB where part of the
perpendicular spring force is kept to speed up optimization of the MEP.
FAST INERTIAL RELAXATION ENGINE: An optimization method based on dy-
namics with a variable time step and where most of the velocity not in
the force direction is damped.
FIRE: Fast Inertial Relaxation Engine.
xiv
GE: Gradient Extremal.
GRADIENT EXTREMAL: A set of points where the gradient is an eigenvector
of the Hessian matrix.
HARMONIC TRANSITION STATE THEORY: An approximation to TST where the
transition state reduces to a saddle point.
HESSIAN MATRIX: A 3N× 3N matrix where the components are second deriva-
tives of the energy with respect to position.
HOMO: Highest occupied molecular orbital.
HTST: Harmonic transition state theory.
L-BFGS: Limited-memory Broyden-Fletcher-Goldfarb-Shanno.
LIMITED-MEMORY BROYDEN-FLETCHER-GOLDFARB-SHANNO: A second order
optimization method where an approximate Hessian matrix is updated
using gradients and positions of the last m steps.
LUMO: Lowest unoccupied molecular orbital.
MEP: Minimum energy path.
MINIMUM ENERGY PATH: A set of points connecting two minima on a PES
which are minima in the hyperplane perpendicular to the path.
NEB: Nudged elastic band.
NUDGED ELASTIC BAND: A method for finding the saddle point and subse-
quent SD path between two adjacent minima on a PES where forces per-
pendicular to the path are minimized and the images are evenly spaced
by tangental acting spring forces.
ORR: Oxygen reduction reaction.
PES: Potential energy surface.
POTENTIAL ENERGY SURFACE: A typically multidimensional hyper-surface,
constructed within the Born-Oppenheimer approximation, which maps
the energy to position of the atoms.
QM: Quick-min
QUICK-MIN: An optimization method based on dynamics where only the ve-
locity along the force direction is perserved.
xv
SADDLE POINT: A point on the PES where all forces are zero and the Hes-
sian matrix has one negative curvature mode. This visually looks like a
mountain pass.
SD: Steepest descent.
SIMPLIFIED STRING METHOD: A variation of the string method which does
not use force projections.
SP: Saddle point.
STEEPEST DESCENT: A set of points following the negative gradient from the
maximum along the path to a minimum.
STM: Scanning tunneling microscopy.
STRING METHOD: A method for finding saddle points analogous to the NEB
where instead of using springs the images are redistributed along a spline
to maintain equal spacing along the path.
TRANSITION STATE: A hyper-surface containing a bottleneck for a reaction
between tow stable states on a PES; transition state is characterized by
a saddle point within HTST.
TRANSITION STATE THEORY: A theory used to calculate reaction rates as an
equilibrium flux through a transition state.
TST: Transition state theory.
UHV: Ultra high vacuum.
ULTRA HIGH VACUUM: A vacuum regime characterized by pressures less than





This dissertation is comprised of my work as a graduate student in
physical chemistry at the University of Texas at Austin. This work revolves
around improving current computational methods and designing new methods
used for studying chemical properties in the condensed phase. Each chapter
presented is a previously published paper written with Graeme Henkelman
and our collaborators and directly addresses or uses the methods to study
an interesting application. Rye Terrell championed the string method work
from Chapter 2. Chapter 4 is the theoretical part of a combined study with
Shao-Chun Li, Zhenrong Zhang, Bruce Kay, Yingge Du, Igor Lyubinetsky, and
Zdenek Dohnalek. Anatole von Lilienfeld was the main motivator behind the
alchemy project, Chapter 5. In this introduction, I will briefly motivate the
work behind each chapter.
1.1 Optimization Methods for Finding Minimum En-
ergy Paths
A minimum energy path is a continuous path that connects two states
in which the potential energy is a minium perpendicular to the path. The per-
pendicular hyper-surface defined at a maximum on the minimum energy path
1
between two adjacent minima is the saddle point. Once the transition state
is characterized, transition state theory is used to extract information about
reaction kinetics from the reaction energetics. Solid systems have well-defined
modes of vibration and transitions can be described by harmonic basins at
minima and saddle points. Within harmonic transition state theory (HTST),
finding a transition state reduces to finding a saddle point (one negative mode)
on a high dimensional–3 times N atoms–potential energy surface [1]. The
HTST rate, k, for a transition follows the Arrhenius form:
k = ν†e−∆E/KBT (1.1)
where ∆E = Ets − Emin is the difference in energy between the saddle point





where νmini and ν
ts
i are the normal modes for the minimum and transition
state configurations respectively and Nν is the number of non-zero vibrational
modes in the system. The negative mode at the transition state is not included
in the calculation of ν†.
Although exact reaction rates can be calculated using molecular dy-
namics (MD), the time scales accessible (∼ns) are typically much shorter than
the time scales for reactions of interest (µs-s). Combining the time scale dis-
parity with the expense of using first principles to evaluate potential ener-
gies and atomic forces and simulations becomes unwieldy, making HTST a
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pragmatic solution for chemical kinetics in condensed phase systems. De-
spite the speedup from HTST over MD, the cost of using a high number of
atoms required to model surface chemistry by first principles is not trivial.
It is imperative that saddle point finding algorithms work efficiently. In an
effort to model the kinetics of surface reactions more timely, the effect of
optimizer choice and implementation is studied for two-ended saddle point
search methods: the nudged elastic band method, the double-nudged elastic
band method, the string method, and the new string method. In addition,
well-defined benchmark systems and convergence criteria are introduced to
facilitate future algorithmic comparisons.
1.2 Paths to which the nudged elastic band converges
In this brief letter to the editor, we clarify that the NEB formally
converges to the steepest decent (SD) path from the saddle. While the SD
path is typically also an MEP for elementary transitions, sometimes the MEP
terminates at an inflection point. When this happens, the NEB will continue
to follow the SD path and not the MEP. This is shown to happen for adatom
diffusion on the Al(110) surface.
1.3 Intrinsic Diffusion of Hydrogen on Rutile TiO2(110)
Using an efficient algorithm for finding transition states allows us to
study and obtain kinetic data on large systems with direct application to ex-
periments. Here we use an optimized nudged elastic band method to study the
3
diffusion of oxygen vacancies and the hydrogen from adsorbed H2O on a rutile
TiO2(110) surface. This process has direct application for understanding the
use ofTiO2 for water-splitting and hydrogen gas production. The purpose of
this experimental and theoretical study is to better understand the mecha-
nistic and physical properties of TiO2 on the molecular level. In the case of
hydrogen diffusion, classical HTST alone did not match experimental energy
barriers and prefactors, so we also included quantum zero-point corrections
and tunneling corrections to the calculated rates.
1.4 Alchemical Derivatives of Reaction Energetics
In the next chapter we work on the reverse problem, tuning chemical
systems to have desired reaction energetics. I propose to advance theory’s
ability to guide experimentalists in the design of compounds by presenting a
method for using alchemical derivatives of reaction energetics to aid in the
tuning of compounds for desired properties. For example, when designing a
catalyst their is a trade off between activating the reactants and the reactants
binding energy to the catalyst[2]. Alchemical derivatives can predict how to
change the catalyst to optimize the balance of these properties. An analytical
expression for the derivative of the energy functional with respect to number
of protons in the nuclei is presented within grand-canonical density functional
theory (DFT). This expression gives the first order energy response to changing
the identity of the nuclei in the system. Because the number of protons is used
to identify the element for each atom, this derivative with respect to number
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of protons is called an “alchemical” derivative. The alchemical derivative is
taken from the electrostatic potential which we get at no additional cost while
calculating the potential energy and force from DFT. An alchemical derivative
is then straight forward to define for any property derived from the potential
energy such as the following: binding energies, activation energies, heat of
formations, HOMO and LUMO eigenvalues, and band-gaps. We can then
minimize along these alchemical derivatives the same way we would use the
force to optimize a configuration. In this way, we move through the configura-
tional space made up of all atoms in a rational way. Using these derivatives,
we highlight the parts of space that move toward the target property while
ignoring the irrelevant parts of chemical space.
In this chapter we assess the accuracy of the analytical alchemical
derivatives compared with finite difference alchemical derivatives to validate
the derivation. We then examine how predictive the derivatives are for integer
changes to the number of protons on a 79 atom Pd nano-particle with the
intent to show their potential usefulness for catalyst design.
Improving current computational methods is a vital step toward evolv-
ing theoretical chemistry into a predictive tool that can be used to guide exper-




Optimization Methods for Finding Minimum
Energy Paths
2.1 Abstract
A comparison of chain-of-states based methods for finding minimum
energy pathways (MEPs) is presented. In each method, a set of images along
an initial pathway between two local minima is relaxed to find a MEP. We
compare the nudged elastic band (NEB), doubly nudged elastic band, string,
and simplified string methods, each with a set of commonly-used optimizers.
Our results show that the NEB and string methods are essentially equivalent
and the most efficient methods for finding MEPs when coupled with a suitable
optimizer. The most efficient optimizer was found to be a form of the limited-
memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method in which the
approximate inverse Hessian is constructed globally for all images along the
path. Use of a climbing-image allows for finding the saddle point while repre-
senting the MEP with as few images as possible. If a highly accurate MEP is
desired, it is found to be more efficient to descend from the saddle to the min-
ima than to use a chain-of-states method with many images. Our results are
based upon a pairwise Morse potential to model rearrangements of a heptamer
island on Pt(111), and plane wave based density functional theory to model a
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roll-over diffusion mechanism of a Pd tetramer on MgO(100) and dissociative
adsorption and diffusion of oxygen on Au(111).
2.2 Introduction
Computational methods for calculating minimum energy paths (MEPs)
are widely used in the fields of theoretical chemistry, physics, and materials
science. The MEP describes the mechanism of reaction, and in thermal sys-
tems, the energy barrier along the path can be used to calculate the reaction
rate.
Here, we compare several approaches for finding MEPs. We have re-
stricted our investigation to methods in which the initial and final states are
known. Our goal is then to find the MEP between these states to a specified
accuracy with the smallest amount of computational effort.
This paper is structured in the following way. In Sec. 2.3, the nudged
elastic band (NEB) method [3, 4, 5], is summarized. In Sec. 2.4 we state our
objectives and convergence criteria for finding MEPs. In Sec. 2.5 we describe
the optimizers that we use to converge the NEB. Convergence results are
presented in Sec. 2.6 for a model system of island rearrangement on a (111)
surface using a pairwise Morse potential.
Using the NEB as a baseline, recently developed methods are compared
in subsequent sections. These include the doubly nudged elastic band (DNEB)
[6] (Sec. 2.7), the string [7] (Sec. 2.8), and the simplified string [8] (Sec. 2.9)
7
methods.
Finally, we reproduce our NEB optimizer tests for three different surface
reactions modeled with density functional theory: in Sec. 2.10.1, Pd4 diffusion
on MgO(100), and in Sec. 2.10.2, O2 dissociative adsorption and O diffusion
on Au(111).
2.3 Nudged Elastic Band Method
The NEB is a method to find a MEP between a pair of stable states
[3]. In the context of reaction rates, this pair has an initial and a final state,
both of which are local minima on the potential energy surface (PES). The
MEP has the property that any point on the path is at an energy minimum
in all directions perpendicular to the path. This path passes through at least
one first-order saddle point. The MEP can also be described as the union of
steepest decent paths from the saddle point(s) to the minima.
The NEB is a chain-of-states method [9, 10] in which a string of im-
ages (geometric configurations of the system) are used to describe a reaction
pathway. These configurations are connected by spring forces to ensure equal
spacing along the reaction path. Upon convergence of the NEB to the MEP,
the images describe the reaction mechanism, up to the resolution of the images
(see Fig. 2.1).
A NEB calculation is started from an initial pathway connecting initial



















Figure 2.1: Two components make up the nudged elastic band force, FNEB:
the spring force, F
S‖
i , along the tangent, τ̂ i, and the perpendicular force due
to the potential, F⊥i . The unprojected force do to the potential, Fi, is also
shown for completeness.
a different choice is better. For example, if atoms get close to each other along
the linear path, a geometric repulsive force can be used to push these atoms
apart, resulting in a band with lower initial forces. An interpolation in internal
coordinates can also yield a more suitable initial pathway [11], for example,
if the reaction involves rotational motion. When the reaction is known to
go through an intermediate state, an initial path can be constructed from
segments through the intermediate.
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The images along the NEB are relaxed to the MEP through a force
projection scheme in which potential forces act perpendicular to the band,
and spring forces act along the band. To make these projections, the tangent
along the path, τ̂ , is defined as the unit vector to the higher energy neighboring
image [4]. A linear interpolation between the vectors to neighboring images is
used at extrema so that the definition of τ̂ does not change abruptly. This up-
winding tangent improves the stability of the NEB and avoids the development
of artificial kinks in high force regions along the path [4].






where F⊥i is the component of the force, due to the potential, perpendicular
to the band,
F⊥i = −∇(Ri) +∇(Ri) · τ̂ iτ̂ i, (2.2)
and F
S‖
i is the spring force parallel to the band,
F
S‖
i = k (|Ri+1 −Ri| − |Ri −Ri−1|) τ̂ i. (2.3)
In this final expression, Ri is the position of the i
th image and k is the spring
constant.
The saddle point is particularly important for characterizing the tran-
sition state within harmonic transition state theory (TST). The difference
between the saddle point energy and that of the initial state determines the
exponential term in the Arrhenius rate, and the MEP can be obtained by
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minimizing from the saddle point(s). An efficient strategy for finding a sad-
dle between known states is to roughly optimize a NEB calculation, and then
do a min-mode following saddle-point search [12, 13] from the highest energy
image to find the transition state [4, 6]. Another approach, which avoids hav-
ing to run two separate optimizations or interpolate to find the saddle, is the
climbing-image NEB (CI-NEB) [5]. In this method, the highest energy image,
l, feels no spring forces and climbs to the saddle via a reflection in the force
along the tangent,
FCIl = Fl − 2Fl · τ̂ lτ̂ l. (2.4)
Once the saddle is found, the normal mode frequencies can be calculated to
ensure that the saddle is first order, and to find the prefactor of the reaction.
2.4 Convergence Objectives
The methods tested here are evaluated using the following optimization
objectives and convergence criteria.
Our principle goal is to compare methods as they are used by re-
searchers who do calculations of reaction pathways in chemistry and materials
science. Most of these methods have parameters that can be tuned to optimize
performance. Our approach is to determine a set of near-optimal parameters
which can be used for all tests, rather than re-optimize the parameters for
each calculation. This strategy reflects the way computational methods are
normally used; there is little advantage to a method that requires significant
additional calculations for parameter tuning.
11
Our objective is to find minimum energy pathways between stationary
states. Specifically how this objective is defined, however, can lead to different
conclusions about which methods are efficient. Thus, we need to clarify exactly
what we are interested in calculating, and emphasize that our tests reflect the
bias of chemistry and material science, in which MEPs are calculated to find
both the mechanism and activation energy of reactions.
Generally, a researcher wants to understand the mechanism (the ge-
ometric pathway) of reaction qualitatively, and the activation energy with
higher accuracy. By a qualitative reaction pathway, we mean that intermedi-
ate minima along the pathway should be identified by the MEP search. By an
accurate activation energy, we mean that in principle, the saddle point energy
could be found to arbitrary accuracy on a given potential energy surface, but
in practice, it should be known well enough to give an accurate harmonic TST
rate. In these tests, a climbing image approach is used so that one image along
the band is converged to the saddle point to a specified precision [5].
In this study, we investigate single step reaction mechanisms where
eight or fewer images can be used to resolve the MEP. The number of images
was kept fixed in our tests, even though fewer images could be used to resolve
the MEP and find the saddle point at lower computational cost. Using the
same philosophy as applied to optimizer parameters, we want to use a con-
servative number of images that would identify intermediate minima between
nearby initial and final states. The limited resolution along the path will re-
sult in some deviation between the images and the true MEP. This is not a
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disadvantage because it does not change the reaction mechanism qualitatively.
To find the MEP to arbitrary accuracy, a steepest descent path can be traced
from the saddle point(s) to the minima along the path (see Sec. 2.9).
2.5 Optimization Methods
The NEB method uses force projections (see Eq. 2.1) to find the MEP.
Optimization routines are responsible for moving the NEB along these forces to
the MEP. The force projections place a limitation on the optimization methods
used since the NEB forces (FNEB) are not conservative. Optimizers used with
the NEB should not rely on the forces being consistent with an object function,
rather, they should follow FNEB until its magnitude drops below a specified
criteria. Here, we consider five force-based optimizers: steepest decent (SD),
quick-min (QM) [3], fast inertial relaxation engine (FIRE) [14], conjugate gra-
dients (CG) [15, 16], and limited-memory Broyden-Fletcher-Goldfarb-Shanno
(L-BFGS) [17].
All of the optimizers were constrained with a maximum allowed step
size for each NEB image. A value of 0.2 Å was found to prevent wild steps in
high force regions while not significantly limiting performance in well-behaved
low force regions. This parameter could, in principle, be thought of as an
adjustable parameter and even used to control an unstable optimizer, but we
did not find this to be a good strategy. For stable optimizers, performance was
insensitive to the maximum step size, and for an unstable optimizer, controlling
it with the maximum step size would result in an inefficient method resembling
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steepest descents. For this reason, we left the maximum step size fixed for all
tests.
2.5.1 Steepest Decents
The SD method follows the force vector from an initial configuration
to a zero in the force. Given a configuration Rj at iteration j, the SD step
moves to a new configuration
Rj+1 = Rj + αFj , (2.5)
where Fj is the force, and α is an adjustable parameter. If α is chosen to be
the inverse of the curvature along the step direction, the optimizer will step
directly to the minimum along the Fj direction. To ensure stability of the
method, α should be less than 1/kmax where kmax is the maximum curvature
in the system.
The SD method is known to converge slowly in stiff systems [16]. Here,
it is presented as the simplest optimizer to which better methods can be com-
pared.
2.5.2 Quick-min
The QM optimizer improves upon the SD method by accelerating the
system in the direction of the force, making the minimization more aggressive[3].
QM is a damped dynamics routine, where the damping parameter is replaced
by a projection of the velocity along the force. The QM method can be cou-
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pled with a velocity Verlet algorithm [18], or as described here, with an Euler
integrator.






2. Zero the velocity if it is anti-parallel to the force,
if Vj·F̂j < 0 then Vj = 0.
3. Take an Euler step,
Vj+1 = Vj +∆tFj ,
Rj+1 = Rj +∆tVj.
2.5.3 Fast Inertial Relaxation Engine
Like QM, the FIRE algorithm takes dynamical steps and resets the ve-
locity if the force and velocity are in opposite directions. In addition FIRE em-
ploys a variable time step algorithm. The main difference is that QM projects
the velocity onto the force vector, whereas FIRE only projects a component
of the velocity in the force direction, while maintaining momentum in other
directions. Details of this method can be found in Ref. [14].
2.5.4 Conjugate Gradients
The CG method improves upon the SD method by following conjugate
search directions instead of always following the force. The algorithm employed
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is the Polak-Ribière formula [15, 16].
1. Initialize the search direction along the force,
d0 = F0.
2. Calculate the step size, λ, using a line-minimizer,
Rj+1 = Rj + λdj.
3. Evaluate the new conjugate search direction,
dj+1 = Fj+1 + γ dj ,
where γ = Fj+1 · (Fj+1 −Fj)/|Fj |
2. In our implementation, a single Newton’s
method step was used to minimize the force along the search direction, di,
at each iteration. The derivative of the force along the search direction was
evaluated with a finite difference step so that each CG iteration requires two
force evaluations.
2.5.5 Limited-memory Broyden-Fletcher-Goldfarb-Shanno
The L-BFGS method is a quasi-Newton method that builds up infor-
mation about the second derivatives during optimization, and uses this infor-
mation to step towards the predicted harmonic minimum [17, 16]. Specifically,
the inverse Hessian matrix, H−1, is constructed iteratively, starting from a di-
agonal matrix. The L-BFGS method can be used in two ways. First, similar





is identified at each iteration, and a line minimizer is used to step along that
direction,
Rj+1 = Rj + λdj. (2.7)
This method is referred to as L-BFGS(line).
A second approach is to use H−1 directly to calculate the step,
Rj+1 = Rj + FjH
−1
j . (2.8)
This method, which we call L-BFGS(hess), requires only one force call per it-
eration (instead of two for L-BFGS(line)) because there is no finite difference
step to calculate λ. On the other hand, L-BFGS(hess) requires a more con-
servative value for the diagonal elements of the initial inverse Hessian. Values
that are too large result in oscillatory or wild behavior, and values that are
too small lead to slow optimization. Both flavors of the L-BFGS algorithm
are tested here.
The L-BFGS method uses a memory of previous iterations to build
the inverse Hessian. The number of iterations in the memory is a variable
parameter. In all cases, we have used a value of 25, and found only small
changes in performance as long as this value is set large enough (greater than




We also tested a global version of L-BFGS (GL-BFGS) in which all
images along the band are minimized with a single instance of the optimizer,
instead of having an optimizer for each image [19, 6, 20]. In both the local
and global L-BFGS methods, the images are optimized collectively, but in
the GL-BFGS method, the inter-image interactions are included in the inverse
Hessian. The dimensionality of this matrix is 3×N×P in GL-BFGS, where 3
is the dimensionality of space, N is the number of atoms, and P is the number
of images along the band. In the local (image-by-image) L-BFGS method,
there are P matrices, each of dimension 3×N . In the GL-BFGS method the
configuration of the band and the force acting on it are described by the
vectors,
R = (R1,R2, ...,RP ),
F = (F1,F2, ...,FP ). (2.9)
The optimizer then works the same as the L-BFGS using H−1 (for the entire
band) to either directly calculate the optimization step in GL-BFGS(hess), or
with a line minimizer to calculate the step size (λ) in GL-BFGS(line).
2.6 NEB Convergence
The convergence of the NEB with the different optimizers was tested
using a model system (see Ref. [21] for details) of the rearrangement mech-










Figure 2.2: Low energy rearrangement processes for a heptamer island on a
(111) surface. A pairwise Morse potential is used with parameters adjusted to
model Pt.
surface was formed from six layers of a FCC crystal, with 56 atoms per layer
and the three bottom layers held frozen in their equilibrium bulk positions.
A seven atom heptagonal island was placed on the surface with each atom in
hollow sites. Atomic interactions were described by a pairwise Morse potential,





with parameters fit to Pt [22], De = 0.7102 eV, α = 1.6047 Å
−1, and r0 =
2.8970 Å. The potential was cut and shifted to zero at a distance of r = 9.5 Å.
Figure 2.2 shows the most stable initial state for the island and the
thirteen product states with the lowest diffusion barriers. The NEB optimizers
were tested by forming a linear band from the initial state to each final state
and then counting the number of potential evaluations (force calls) required
to reach convergence. Convergence was reached when the magnitude of the
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Table 2.1: Average number of force calls to converge an eight image CI-NEB
for heptamer island rearrangement with different optimizers. The NEB was
considered converged when the magnitude of the force on each image dropped





Optimization method Force calls to reach
Fmax (eV/Å) of
0.01 0.001
SD: steepest descents 412 737
QM: quick-min 190 354
FIRE: fast inertial relaxation engine 77 116
CG: conjugate gradients 111 196
L-BFGS(line) 108 154
L-BFGS(hess) 351 428
GL-BFGS(line): global L-BFGS(line) 100 147
GL-BFGS(hess): global L-BFGS(hess) 49 73







for each image i.
A comparison of the efficiency of the different optimizers with an eight
image CI-NEB is presented in Table 2.1. The average number of force calls
per image to reach force criteria, Fmax, of 0.01 and 0.001 eV/Å, for the 13
processes illustrated in Fig. 2.2 are tabulated. Of the first order methods (SD,
QM and FIRE), which do not explicitly calculate curvatures of the potential,
SD is the least efficient. QM is better, but the recent modifications made in
the FIRE algorithm result in a significantly more efficient algorithm for this
system. The second order methods that use line optimizers (CG, L-BFGS(line)
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and GL-BFGS(line)) are slightly less efficient than FIRE. They require fewer
iterations to converge, but each iteration involves two force evaluations to
evaluate the curvature along a line by finite difference, so that the overall
efficiency is lower. The Hessian based second order L-BFGS(hess) has the
potential to be twice as fast as the line optimizer version, L-BFGS(line), but
it is unstable when used with the NEB. The global version, GL-BFGS(hess),
is stable and is half the cost of the GL-BFGS(line) method. This algorithm is
35% faster than FIRE, and the most efficient algorithm that we have tested
for optimizing the NEB.
The instability of second-order algorithms when used with the NEB has
been noted previously [23, 24], and associated with the NEB lacking a simple
Lagrangian (or object function). The FNEB forces are constructed with projec-
tions (see Eq. 2.1), resulting in non-conservative forces and a non-Hermitian
Hessian matrix [24]. In this respect, optimizers that rely on curvature infor-
mation could be inefficient or unstable when used with the NEB, but it is not
well-understood why some optimizers have stability problems and others do
not.
To better understand the interaction of the optimizers and the NEB,
we compared the performance of each for NEB optimization with geometry
minimization. Minimization is based upon conservative forces, so problems
due to the non-conservative NEB forces should show up in the comparison.
To make the minimization and NEB calculations as similar as possible, we






























100 200 0 300 400 
Figure 2.3: Optimizer performance with the NEB as compared to minimiza-
tion. Points on the line indicate that it takes the same average number of
force calls to minimize from the midpoint of each heptamer rearrangement
process as it does for an image in the NEB to converge to the MEP (with
Fmax = 0.01 eV/Å). In general, the optimizers have a similar performance
with the NEB as with minimization, and the second order methods (CG and
L-BFGS) are better than the commonly-used QM algorithm. The FIRE algo-
rithm is also a significant improvement over QM. The Hessian based L-BFGS
is twice as fast as the line optimizer version, but only when optimization is
done globally for the NEB.
process (see Fig. 2.2) and compared the average number of force calls required
to reach Fmax = 0.01 eV/Å, with the number of force calls (per image) required
to converge the NEB with the same force criteria.
Figure 2.3 shows that the optimizer performance is very similar for
the NEB and minimization calculations, with the notable exception of the L-


















Figure 2.4: Number of iterations required to converge a string of images con-
nected by springs on a line. The L-BFGS and GL-BFGS optimizers are
compared to Newton’s method, using Hessian matrices from both a local
(image-by-image) and global (entire band). In this harmonic system, New-
ton’s method with the global Hessian converges in one iteration, and GL-BFGS
learns the full Hessian and converges in eight iterations. When these optimiz-
ers are restricted to local (diagonal) Hessian matricies, both are inefficient.
This indicates that the GL-BFGS optimizer is more efficient than the L-BFGS
method because it learns information about the inter-image (off-diagonal) el-
ements of the Hessian.
unstable when used with the NEB. There is, however, a simple solution in the
GL-BFGS(hess) optimizer. The use of a global inverse Hessian for the entire
NEB, in which inter-image interactions are included, stabilizes the method
and results in our most efficient optimizer.
The improved efficiency of GL-BFGS over the L-BFGS optimizer can
be understood by looking at the Hessian matrices that each method constructs,
and comparing them to Newton’s method which uses the true Hessian of the
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system. To make this comparison, we use a simple system in which eight co-
linear images are connected by springs of strength k = 5 eV/Å2. The exact
global Hessian for this system, shown in Fig. 2.4, has values of 2k on the
diagonal, and −k on the off-diagonal elements. This is a harmonic system, so
this exact Hessian is independent of geometry, and Newton’s method converges
in a single iteration. Newton’s method can also be applied locally (image-by-
image). Here, the Hessian for each image is the single value of 2k, and the
local Newton’s method step is made by using a global Hessian solely with this
value on the diagonal. Since this is not the exact Hessian for the full system,
Newton’s method takes longer (48 iterations) to converge.
The same comparison is made for L-BFGS and GL-BFGS. The L-BFGS
is a local method (image-by-image), so it learns only the diagonal elements of
the Hessian. It takes several iterations to learn this Hessian, and converges
in 69 iterations - similar to the local implementation of Newton’s method.
The GL-BFGS optimizer is able to approximate the global Hessian, which is
nearly identical to the exact Hessian by the time it converges in eight iterations
(see Fig. 2.4). The off-diagonal elements of the Hessian are important for the
global optimization of the band, and when they are included, the optimizer is
significantly more efficient.
Beads on a line connected by springs is a simplified problem because the
force projections of a NEB in higher dimensions are not present. Figure 2.5
shows a comparison of the final global Hessian for an eight image NEB on




















Figure 2.5: The exact (finite difference) Hessian for an eight image converged
NEB on the two-dimensional LEPS potential coupled to a harmonic oscilla-
tor, compared with the approximate Hessian constructed during a GL-BFGS
optimization. The exact Hessian shows the curvatures due to the potential
on the block diagonal elements, and the inter-image spring and tangent in-
teractions on the off-diagonal. The non-Hermitian nature of the NEB forces
is apparent from the asymmetry in this matrix. The approximate GL-BFGS
Hessian is necessarily symmetric, and only picks up some of the tri-diagonal
nature of the exact Hessian. These off-diagonal elements are quite important
however; GL-BFGS converges 2.5 times faster than L-BFGS which only has
the block-diagonal elements.
Fig. 2.9). The true Hessian, calculated at the converged NEB, is not hermi-
tian since the forces are not conservative. One can see, however, the strong
curvatures due to the potential on the block-diagonal. The spring and tangent
interactions between images appear in the off-diagonal blocks. The climbing-
image can be seen as the 5th image. Here, there there are no off-diagonal
elements since displacements of the neighboring images do not induce forces
on the climbing-image. This is why the climbing-image tends to converge faster
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than other images when local optimizers are used. The GL-BFGS optimizer
is forced to build up a symmetric Hessian. The (large) diagonal elements are
similar to the true Hessian, and inter-image interactions are present, but the
final Hessian differs significantly from the finite-difference Hessian. Clearly
these inter-image elements are important, since GL-BFGS converges the NEB
2.5 times faster than the L-BFGS optimizer, but the qualitative error in the
GL-BFGS Hessian suggests that the method could be further improved.
Finally, it should be noted that the line-optimizer based methods (CG
and L-BFGS(line)) do not suffer from the same instability seen in L-BFGS(hess).
In these methods, the line is chosen based upon local information, but the cur-
vature along the line is found by finite-difference - globally for the entire NEB.
This curvature is more accurate than predicted by the local (image-by-image)
L-BFGS Hessian, and results in stable methods, although at roughly twice the
cost of GL-BFGS(hess).
The fact that the stability of the L-BFGS optimizer is sensitive to
how it is implemented could explain the conflicting reports about whether the
method is unstable [23, 24] or not [6, 20] when used with the NEB and string
methods. This later work, from the Wales group, used a global version of the
L-BFGS method as implemented in their OPTIM code [19], and found it to





















Figure 2.6: The doubly nudged elastic band includes an additional force,
FDNEBi , to keep the band straight during convergence. This force is a com-
ponent of the perpendicular spring force, FS⊥i , as shown in (A). The view in
(B) is in the plane perpendicular to the band. Here FDNEBi is shown as the
component of FS⊥i which is orthogonal to the perpendicular force due to the
potential, F⊥i .
2.7 Doubly Nudged Elastic Band
The NEB force projection restricts the potential forces to act perpen-
dicular to the band, and spring forces along the band. Since these forces are
orthogonal, there is no competition between the potential forces pointing im-
ages to the MEP and the spring forces keeping them equally spaced. Also,
since the spring forces act only along the band, there is no tendency for the
springs to shorten the band; the spring forces on each image go to zero when
they are equally spaced.
Trygubenko et al. [6] proposed a double nudging modification to this
projection scheme in which a component of the spring force acts perpendicular
to the path. This component acts to straighten the band, keeping it shorter
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during convergence. Double nudging is very similar in spirit to the angular
switching function introduced in the original NEB method [3] which was made
unnecessary with an up-winding tangent [4]. The strength of the double nudg-
ing method is that it uses only the component of the perpendicular spring force
which is not along the potential force, so that it does not cause corner-cutting
[3]. Figure 2.6 illustrates this projection and the resulting double nudging
force, FDNEBi , which is added to the i
th image in the NEB.
To write the double nudging force explicitly, we take the component of
the spring force,
FSi = k [(Ri+1 −Ri)− (Ri −Ri−1)] , (2.12)





i · τ̂ i τ̂ i. (2.13)
Figure 2.6A illustrates the perpendicular and parallel components of the spring
force, and Fig. 2.6B shows the plane normal to the tangent, τ̂ i, at image i. The
perpendicular potential force, F⊥i , and the perpendicular spring force, F
S⊥
i , are
both in this plane. The double nudging force, FDNEBi , is the component of F
S⊥
i










The addition of this force to all (non-climbing) images of the NEB is the doubly
nudged elastic band (DNEB) [6].
28
NEB / QM 
DNEB / L-BFGS(line) 
NEB force calls (per image) 






















swDNEB / L-BFGS(line) 





Figure 2.7: Convergence of the NEB and DNEB with different optimizers,
for the Pt island rearrangement process illustrated in Fig. 2.2C. The DNEB
has an instability at low force which prevents convergence. When the DNEB
force is smoothly switched off during convergence (swDNEB), the performance
is similar to the NEB. This plot also shows how the FIRE and GL-BFGS
optimizers converge at a faster rate than QM.
Trygubenko et al. report that the addition of the double nudging force
improves the stability of convergence with the NEB when using the L-BFGS
optimizer [6]. They also mention that the DNEB cannot be used to accurately
converge the MEP. The convergence problems are caused because the perpen-
dicular spring force, FS⊥i does not go to zero for a curved path, and is only
projected out if it is parallel to the potential force, F⊥i . Upon convergence, this
perpendicular component of the potential force, F⊥i , goes to zero, so it will not
project out the double nudging force, and the band will feel a straightening
force. This frustration is illustrated in Fig. 2.7. The DNEB method can only
converge the NEB to 0.2 eV/Å before it gets knocked away from MEP by the
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double nudging force.
The DNEB method was shown to work well when applied to long path-
ways with high initial forces [6, 20] which is not the conditions under which
are testing it. To improve the convergence of the DNEB at lower forces, we
introduced a switching function which turns off FDNEBi as the NEB converges














Figure 2.7 shows the improved stability of this switched DNEB method (swD-
NEB), but also shows that it does not improve convergence over the regular
NEB. It would be interesting to see if this method improves the stability of
NEB calculations with high forces and also allow for accurate convergence, but
such a test is beyond the scope of this work.
2.8 String Method
The idea behind the string method is that a continuous reaction path-
way (string) is optimized to the MEP [7]. Practically, however, the string
method is very similar to the NEB in that the pathway is represented by a
set of images connected by linear segments. The same tangent and force pro-
jections in the NEB [4] are used to direct the images along the string to the
MEP. A climbing image [5] can also be used to find the saddle point precisely.
The main difference between the string and NEB methods is how the images
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Figure 2.8: Number of force calls required to converge the string and NEB
methods to a force criteria of 0.01 eV/Å with different optimizers. The lin-
ear trend shows that the performance of the NEB and string method (using
the NEB up-winding tangent) are the same, and that GL-BFGS is the most
efficient optimizer.
tribution). In the NEB method, spring forces are introduced between images
along the band, and the optimizer ensures equal spacing by minimizing these
forces. In the string method, no spring forces are used. Instead, the images are
kept equally spaced by repositioning them equally along the path after each
iteration. Since the path is defined by the images, the repositioning step gives
equal spacing to first order. Despite these different approaches for distributing
images along the path, we find that there is no significant difference in the fi-
nal path, or the rate at which the methods converge. Figure 2.8 shows that it
takes the same amount of work to converge the string and NEB method with
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each optimizer. Either the NEB springs or the string re-distribution can be
used with the optimizers to efficiently find the MEP. These results are consis-
tent with another recent study finding that the NEB and string methods have
similar performance when calculating isomerization pathways in small clusters
and for folding pathways in peptides [25]. What is important for these meth-
ods is the definition of the tangent along the path, the force projections, and
the climbing-image method for finding the saddle point.
2.9 Simplified String Method
Recently, W. E et al. proposed a simplified version of the string method
[8]. This method is described as being simpler than the NEB and string
methods because it does not require a definition of the tangent along the path
or the use of force projections. Instead, a cubic spline is used to parameterize
the pathway between images. At each iteration, images are moved down the
force, and then redistributed along the spline. Convergence is based upon how
far the images move after each full iteration.
We have done two tests to compare the NEB and the simplified string
method. First, we compare the accuracy of the methods, by calculating
the root-mean-squared (RMS) distance between the images on the converged
bands and the true MEP. For this test we used a LEPS potential coupled to
a harmonic oscillator to form a two-dimensional potential energy surface [3].
Figure 2.9 shows this RMS-distance as a function of the number of images





























A. 10 images B. 35 images
Figure 2.9: Accuracy of the simplified string and NEB, measured by comparing
the root-mean-squared (RMS) deviation to the true MEP as a function of the
number of images used to represent the path. For more than 25 images, the
simplified string with a cubic spline interpolating function is closer to the MEP
than the NEB with a one-sided up-winding tangent (B). Between 10 and 25
images, the simplified string develops oscillations and tends to deviate further
from the MEP than the NEB method (A). With fewer than 10 images, the
simplified string is unstable and does not converge. In this regime, the NEB
remains stable, and is the preferred method.
ages the string method more accurately reproduces the MEP, and with fewer
the string becomes unstable and the NEB is more accurate. The insets illus-
trate what is happening in these two regimes. Inset B shows how the string
method follows the true MEP more closely than the NEB at a high-curvature
region of the path. This is consistent with the findings of W. E et al., that
the simplified string reproduces the MEP to higher order than the NEB, and
will follow it more closely in the limit of many images [8]. In the 10-25 image
range, the simplified string is poorly behaved and converged to a path that
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oscillates around the MEP (see inset A). With fewer than 10 images, the sim-
plified string oscillates without converging. We attribute this instability to the
fact that the simplified string does not use an up-winding tangent. Tests (not
presented here) show that the simplified string becomes unstable at the same
point that a central-difference tangent becomes unstable, so we believe that







































Figure 2.10: The accuracy of MEP finding methods as a function of compu-
tational cost. The process chosen for this comparison is the Pt island rear-
rangement illustrated in Fig. 2.2C. Accuracy is measured as the RMS distance
between the images of each method and the true MEP. Cost is measured by
the total number of force evaluations. Two types of approaches are compared
- the NEB and simplified string, chain-of-states methods, and methods which
require finding the saddle first before minimizing down the MEP via a stepwise,
steepest, or RK4 descent trajectory. For calculations with 25 images or less,
the NEB is more efficient than the simplified string. For accurate calculations
with more than 104 force calls, the simplified string becomes more efficient
because it is based upon the higher-order (RK4) optimizer and (cubic spline)
interpolation between images. However, this is not as efficient as first finding
the saddle (here with a five-image CI-NEB calculation) and then descend-
ing along the MEP. In this test, one should switch to a saddle-then-descend
approach instead of using a 15 or greater image NEB.
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Using the RMS distance to the MEP as a measure of accuracy illustrates
a strength of the higher order interpolation used in the simplified string method
as compared to the NEB when the path is represented by many images. As
discussed in Sec. 2.4, however, this is not typically important for calculations of
chemical rates. Taking Fig. 2.9B as an example - as long as both the simplified
string and NEB include a climbing-image to find the saddle, they describe the
rate and mechanism of reaction equally well. Furthermore, once the saddle
point is found, it is a simple calculation to descend from the saddle along the
MEP.
The computational cost of calculating an MEP to arbitrary accuracy
with the simplified string and NEB was compared for the Pt(111) island rear-
rangement process shown in Fig. 2.2C. The accuracy of both methods is limited
by the number of images used, so we performed tests with increasing numbers
of images (5, 15, and 25) to compare the methods. The GL-BFGS optimizer
was used for the NEB calculations and the fourth order Runga-Kutta (RK4)
integrator with an optimized time-step for the simplified string. RK4 is the
suggested method for moving images down the force in the simplified-string
method [8]; the other optimizers discussed in this paper either cannot be used
since the forces do not go to zero upon convergence, or they are not as efficient
as RK4.
Figure 2.10 shows how the accuracy of the NEB and simplified string
methods compare. The blue (NEB) and red (simplified-string), curves labeled
with ”5,” both have five images. The curve shows the accuracy of the images
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as they converge. Eventually, both curves plateau as the methods reach an
intrinsic error due to the finite resolution of the bands. The higher accuracy
of the simplified-string can be seen by the smaller plateau value, but also that
it is reached only after many more force calls. As more images are used, both
methods become more accurate with an increasing cost. The dashed lines
indicate the order of the methods - the NEB is of lower order since it uses
a single sided tangent approximation, as compared to the cubic spline in the
simplified-string method, so eventually it is more efficient to use the simplified
string method. This is consistent with the findings of W. E et al. [8].
There is, however, a more efficient approach to finding highly accurate
MEPs. Once the saddle point(s) is found the MEP can be followed by descend-
ing from the saddle(s) to the minima. The saddle point(s) can be found with
arbitrary accuracy using a climbing-image NEB calculation with a minimal
number of images, or using a min-mode following method [12, 13, 26]. Here
we used a five-image CI-NEB to find the saddle, and then the dimer method
to find the lowest mode at the saddle [12], along which a descent trajectory
is started. The cost of finding the saddle and the lowest mode was 203 force
calls.
Several descent methods were used to trace out the MEP. A relatively
inexpensive method, described here as stepwise descent, finds the next im-
age that is a fixed distance down the MEP. The force on this next image is
minimized using the quick-min optimizer until the force perpendicular to the
path drops below a specified value. This method was repeated for increasingly
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higher path resolutions (with higher accuracy and cost) to trace out the orange
line labeled ‘stepwise descent’ in Fig. 2.10. At a cost of 3×103 force calls, the
stepwise descent method becomes comparable to the steepest descent method
which takes steps down the MEP in proportion to the force. Steepest descents
is only stable for α below 0.04 eV/Å2, so the stepwise descent is a good in-
termediate solution for tracing out the MEP for this potential. Finally, for
even higher accuracy, the RK4 method is used to trace out the MEP. Here
a maximum time step of 0.55 fs could be used. Smaller time steps rapidly
increased the accuracy of the MEP, making this the most efficient method for
finding MEPs with an error smaller than 10−4 Å.
2.10 Density Functional Theory Calculations
Computational efficiency is particularly important for finding reaction
pathways when atomic interactions are based upon first-principles calculations.
The methods compared here require forces and energies, which are available
from density functional theory (DFT) calculations. Here we test our results
of Sec. 2.6 on two systems with very different kinds of atomic interactions, de-
scribed by DFT: the diffusion of a Pd tetramer on the MgO(100) oxide surface
[27], and the dissociative adsorption and diffusion of oxygen on Au(111).
Our DFT calculations are performed with the Vienna Ab initio Simu-
lation Package, VASP. Electronic wavefunctions are described with a plane-
wave basis set. Exchange and correlation are modeled with the PW91 gener-
alized gradient approximation (GGA) functional [28]. Ultra-soft pseudopoten-
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Table 2.2: Number of force calls required to converge a five image CI-NEB
for three different reaction mechanisms described by DFT. In each case, our
GL-BFGS(hess) optimizer outperformed existing methods, although this was
particularly clear for the diffusion processes (I and III). Breaking of the stiff
O-O bond in process II requires a conservative initial Hessian for the GL-
BFGS method, which limited its convergence rate as compared to the damped
dynamics methods. The NEB was considered converged when the magnitude
of the force on each image dropped below 0.01 eV/Å.
Process QM FIRE GL-BFGS
I. Pd4 diffusion on MgO(100): 178 148 98
II. O2 dissociation on Au(111): 187 147 126
III. O diffusion on Au(111): 59 128 33
tials of the Vanderbilt form [29] are used to smooth the wavefunctions within
the core atomic regions, and these wavefunctions are orthogonalized to a frozen
core within the projector augmented wave (PAW) framework [30]. A plane-
wave cut-off of 250 eV was set appropriate for the pseudopotentials. In the
MgO oxide system, a single Γ-point calculation was sufficient for sampling the
Brillouin zone, and for the Au surface, a 4×4×1 Monkhorst-Pack mesh [31]
was used.
2.10.1 Pd4 Diffusion on MgO(100)
The MgO(100) surface is modeled with three layers, each with 36 atoms.
The bottom two layers are frozen in bulk lattice sites and the top layer is re-
laxed to accommodate surface interactions. The diffusion process investigated
is a Pd tetramer rolling over one edge to a mirrored final state (see Fig 2.11).

















Figure 2.11: A Pd4 cluster diffuses by rolling on the MgO(100) surface. Grey
atoms are Pd, red are O, and green are Mg.
BFGS out-performing the standard QM algorithm by a factor of 2. It should
be noted here, as stated in Sec. 2.4, that the optimizer parameters were not
optimized specifically for the system; rather, default values were used. For
QM and FIRE a time step of 0.10 (in 10.18 fs units) and for GL-BFGS the
initial diagonal H−1 was scaled to have an inverse curvature of 0.05 Å2/eV.
2.10.2 O2 Dissociation and Diffusion on Au(111)
The dissociative adsorption of O2 on Au(111) was calculated to test
our results on a system with a strong covalent bond. The Au(111) surface was
modeled as a four layer slab with nine atoms per layer and the top two layers
relaxed. This reaction is qualitatively different from both the heptamer Pt
island rearrangement processes and the Pd tetramer rollover process because of
large variance in bond strengths. To converge the NEB with GL-BFGS(hess),



















Figure 2.12: Reaction mechanism of O2 dissociative adsorption on Au(111)
into adjacent fcc hollow sites.
be set smaller than the inverse of the stiffest mode. The O-O stretch mode is
calculated as 48.1 eV/Å2, requiring an initial scaling of H−1 smaller than 0.02
Å2/eV.
To verify that the lower GL-BFGS performance (only 15% faster than
FIRE) is due to the stiff O-O mode and conservative H−1, we choose a second
processes involving O diffusion on the Au(111) slab (see Fig. 2.13). Here,
the highest curvature is 9.4 eV/Å2, which is small enough to use our more
aggressive H−1 value of 0.05 Å2/eV. As shown in Tab. 2.2, the performance
gap between GL-BFGS and QM/FIRE increases, similar to what we found for
the Pd tetramer and Pt island rearrangement systems.
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Figure 2.13: Diffusion of O between hollow sites on Au(111)
2.11 Discussion
In our comparison of different methods, we have chosen a few test sys-
tems, a convergence criteria, and a limited number of optimizers. By making
these choices, there is a danger of omitting methods, optimizers, or focus-
ing on types of systems that do not emphasize the strengths and weaknesses
of different approaches. Some of the methods that have not been compared
here are the adaptive NEB [23], the super-linear minimization scheme for the
NEB [24], the growing string [32], the quadratic string method [33, 34], and a
combination of double and single ended searches [4, 6].
Direct comparisons between methods is made easier when tests are
made on easy-to-implement benchmark systems (such as the pairwise Morse
potential used here) and when the code for algorithms is made available. To
facilitate such comparisons in the future, the codes used for the calculations
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in this manuscript are available at Ref. [35].
2.12 Conclusions
Our comparison of methods for finding minimum energy paths shows
that the when the same force projection and tangent definition is used, the
method by which images are kept equally spaced (springs in the NEB method
or redistribution with the string method) does not have a significant impact
on computational efficiency; the optimizer is more important. Here we show
that a global implementation of the L-BFGS method, in which inter-image
curvatures are included in the memory of the optimizer, is the most efficient
approach. Also, we show that the FIRE optimizer tends to be more efficient
than quick-min, and is the preferred optimizer that does not (explicitly) rely
on curvature information. Both the NEB and string methods can incorporate
a climbing-image to efficiently find a saddle point while using as few images as
possible to represent the MEP. To find a high accuracy MEP, it is more efficient
to first find the saddle and then descend to minima, as compared to using a
chain-of-states method (NEB, string, or simplified string) with many images.
All methods compared are force-based and can be used with DFT calculations.
The most efficient methods have been shown to work well both for empirical
pair-wise potentials and for metal-oxide and covalent bond breaking reactions
at surfaces as described by DFT.
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Chapter 3
Paths to which the nudged elastic band
converges
3.1 Abstract
A recent letter to the editor [W. Quapp and J. M. Bofill, J Comput
Chem 31, 2526, (2010)] claims that the nudged elastic band (NEB) method can
converge towards gradient extremal paths and not to steepest descent paths,
as has been assumed. In this letter, we show that the NEB does converge
to steepest descent paths, and that the observed tendency for the NEB to
approach gradient extremal paths was a consequence of implementation errors.
We clarify while the NEB finds steepest descent paths, these are not necessarily
minimum energy paths in the sense of being a set of points which are minima
in the potential energy surface perpendicular to the path. Segments of steepest
descent paths can also follow potential energy ridges.
3.2 Abstract
A recent letter to the editor [W. Quapp and J. M. Bofill, J Comput
Chem 31, 2526, (2010)] claims that the nudged elastic band (NEB) method can
converge towards gradient extremal paths and not to steepest descent paths,
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as has been assumed. In this letter, we show that the NEB does converge
to steepest descent paths, and that the observed tendency for the NEB to
approach gradient extremal paths was a consequence of implementation errors.
We clarify while the NEB finds steepest descent paths, these are not necessarily
minimum energy paths in the sense of being a set of points which are minima
in the potential energy surface perpendicular to the path. Segments of steepest
descent paths can also follow potential energy ridges.
3.3 NEB and Steepest Decent Paths
The nudged elastic band (NEB) is a method to find steepest descent
(SD) paths between stable states on a potential energy landscape. [3, 5, 4]



















and Fg⊥i are the forces due to the potential that act perpendicular to the path,
Fg⊥i = Fi − (Fi · τ̂ i) τ̂ i . (3.3)
Here, Fi = −∇V (Ri) is the negative gradient of the potential at image i, τ̂ i
is the local tangent to the path, and k is a spring constant which is used to
keep the images equally spaced along the path.
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When the NEB forces are followed by an appropriate optimizer, such
as those described in Ref. [36], convergence is reached when all images lie on a
SD path. The SD path is precise in the limit of many images. A proof of this
follows from considering the conditions when the NEB forces vanish. When
the parallel force from Eq. 3.2 is zero, the images are equally spaced,
|Ri+1 −Ri| = |Ri −Ri−1| , (3.4)
independent of the choice of spring constant k. When the perpendicular force
is zero, Eq. 3.3 reduces to
Fi = (Fi · τ̂ i) τ̂ i , (3.5)
showing the tangent τ̂ i to the path at each image i is parallel to the force at
that image, Fi. This is the definition of a SD path.
In Ref. [37], the authors claim the NEB does not converge to a SD
path, but rather converges towards a different kind of path called a gradient
extremal (GE). A GE path is one containing a set of points in which the
derivative of the potential is parallel to a normal mode. A GE path does not
generally follow the gradient; it has a greater tendency to follow ridges and
valleys.
The example cited in Ref. [37] is an NEB calculation on the NFK
potential as modified by Hirsch. [38] Figure 3.1 shows SD and GE paths leading
from a saddle point to a minimum on the potential energy surface. With the
NEB implementation used by the authors in Ref. [37], an initial linear band is
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Figure 3.1: The grey points are the result of an NEB calculation described
in Ref. [37], in which an initial (linear) band converges towards a GE path.
When the minimizer is corrected, the NEB is properly converges to a SD path.
seen to converge towards a GE. The reason the NEB did not converge to the
SD path is due to a coding error in the damped-dynamics optimizer whereby
sequential images along the NEB would accumulate the velocity of previous
images. When the code was corrected the NEB was shown to converge to the
SD. The unequal spacing of the images in the converged NEB is due to a choice
of k=0 in Ref. [37]. A more accurate path would be found using the standard
implementation of the NEB described in Ref. [5], with springs to keep the
images equally spaced and an upwinding tangent to avoid oscillations in steep























Figure 3.2: An NEB calculation described in Ref. [39] from minimum (A) to
(C) on the WQ potential was shown to follow a ridge between saddle points (a)
and (c) through a maximum along a GE path. When an error in the potential
gradient is corrected, the NEB properly converges to a SD path through saddle
(c).
images are required to identify the saddle point with the climbing image NEB,
[4] and second-order optimizers increase the rate of convergence. [36]
A second example, cited in Ref. [37], of the NEB failing to converge to a
SD path is shown in Fig. 3.2. The authors refer to a calculation on the Wolfe-
Quapp (WQ) potential, detailed in Fig. 5 from Ref. [39], in which the NEB
was found to converge towards a ridge and pass through the maximum. Only
five optimization steps were possible before this calculation diverged. Again,
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a review of the code used for this calculation revealed implementation errors.
The same integrator problem described previously was present in this code,
but also, the sign of the y component of the force was incorrect so the ridge
appeared to the NEB as a valley. Figure 3.2 shows a properly converged NEB
to a SD path passing through saddle point (c), calculated using a corrected
version of the code.
3.4 Steepest decent and minimum energy paths
In one regard, the authors of Ref. [37] bring up an important point
about the NEB which has not been widely addressed in the literature. It is
commonly assumed the NEB finds a minimum energy (ME) path, even though
this is not always the same as a SD path. A SD path is one which follows
the gradient, and a ME path is one in which the energy is also a minimum
perpendicular to the path.
To show an example where the NEB finds a SD path which is not a
ME path, we have constructed a periodic potential containing two Gaussian
hills,









A contour plot of this potential is shown in Fig. 3.3. The ME path from the
highest energy saddle point (e) terminates at nearby inflection points, where
the path crosses the GE. The SD path continues on to saddle points (a) and
(c) and then to minima (A) and (D). A converged NEB is shown to follow

















Figure 3.3: The SD path (solid black) from the highest energy saddle (b)
terminates at minima (A) and (D) after passing through intermediate saddles
(a) and (c), respectively. The images in red are where the NEB converges to
a ridge along the SD path, which is not a ME path. The dashed line is the
boarder between convex and concave reagons.
ridge where the energy is a maximum perpendicular to the path. The NEB
will follow such paths in the limit of many images, but it will become unstable
when |C| = |F|/∆R, where C is the negative curvature perpendicular to the
ridge, F is the magnitude of the force down the ridge, and ∆R is the image
spacing. This analysis is closely related to stability analysis of the NEB in
Ref. [5].
Finally, we show that the NEB can follow ridges in higher dimensional
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systems as well, and that this is not a pathology of low-dimensional potentials.
An example is the diffusion of an Al adatom on the Al(110) surface, which
has been studies by Tiwary and Fichthorn. [40] The adatom sits in a (11̄0)
channel on the surface, as shown in Fig. 3.3. Calculations of diffusion were
done using the Vienna Ab initio Simulation Package using the PW91 GGA
functional and the projector augmented wave method to treat core electrons.
[30] valence electrons were described using a plane-wave basis with a cut-off
energy of 250 eV. The adatom was placed on a p(4×3) cell with ten bilayers,
freezing the bottom five to the bulk geometry. A vacuum gap of 15 Å separated
the periodic images of the slabs, and a 6×6×1 Monkhorst-Pack mesh of was
used to sample the Brillouin zone.
Fig. 3.4 shows the low energy mechanisms for cross-channel diffusion.
The NEB calculation from minimum (A) to (D) converges along a ridge in
a transition analogous to Fig. 3.3. The transition path in Fig. 3.4 climbs
from minimum (A) up the the ME path to saddle point (a). Continuing on
would lead to a diagonal cross-channel diffusion mechanism, to (C). Instead,
the SD path from the higher energy saddle (b) [which is in fact a very shal-
low metastable minimum separated by two saddles] is followed by an NEB
connecting to (D), resulting in a straight cross-channel diffusion mechanism.
There are two ridge segments highlighted in red, one between (a) and (b), and
a also between (b) and (c), are where the SD path is not a ME path.
In the limit of many images the NEB converges to the SD paths. The



























Figure 3.4: Al adatom cross-channel diffusion on Al(110) is shown between
four minima (A)-(D). Saddles (a) and (c) correspond to diagonal exchange
processes where the adatom pushes a surface row-atom into the neighboring
channel along the 11̄1 and 1̄11 directions, respectively. There is also a higher-
energy cross-channel mechanism through saddle (b). The SD path found by
an NEB through this saddle connecting minima (A) and (D) is shown to pass
through the lower energy saddles (a) and (c) via the ridge segments, shown in
red.
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when the SD path approaches a saddle via a potential energy ridge.
3.5 Acknowledgements
We would like to thank Dr. Wolfgang Quapp and Antoni Aguilar-
Mogas for supplying their Fortran codes and for helpful correspondence. This
work was supported by the National Science Foundation grant number CHE-
0645497 and the Texas Advanced Computing Center.
54
Chapter 4
Intrinsic Diffusion of Hydrogen on Rutile
TiO2(110)
4.1 Abstract
The theoretical part of a combined experimental and theoretical study
of intrinsic hydrogen diffusion on bridge-bonded oxygen (BBO) rows of TiO2(110)
is presented[41]. Sequences of isothermal scanning tunneling microscopy im-
ages demonstrate a complex behavior of hydrogen formed by water dissociation
on BBO vacancies. Different diffusion rates are observed for the two hydrogens
in the original geminate OH pair suggesting the presence of a long-lived pola-
ronic state. For the case of separated hydroxyls, both theory and experiment
yield comparable temperature-dependent diffusion rates. Density functional
theory calculations show that there are two comparable low energy diffusion
pathways for hydrogen motion along the BBO from one BBO to its neighbor,
one by a direct hop and the other by an intermediate minimum at a terrace
O. The values of kinetic parameters (prefactors and diffusion barriers) deter-
mined experimentally and theoretically are significantly different and indicate
the presence of a more complex diffusion mechanism. We speculate that the
hydrogen diffusion proceeds via a two-step mechanism: the initial diffusion of
localized charge, followed by the diffusion of hydrogen. Both experiment and
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theory show the presence of repulsive OH-OH interactions.
4.2 Introduction
Due to its intriguing chemical and physical properties, TiO2 has been
widely investigated as a model metal oxide in both fundamental science and
technological applications. Commercially, TiO2 is used in numerous applica-
tions, such as solar cells, toxic materials conversion, air purifying, self-cleaning
windows, etc[42, 43, 44]. TiO2 is also considered a promising photocatalyst
for water splitting and hydrogen production[44, 45, 46]. In surface science, ru-
tile TiO2(110) has become the most studied oxide surface, and it is generally
used to model the TiO2 catalytic properties under ultrahigh vacuum (UHV)
conditions[46, 47, 48, 49, 50, 51]. Partially reduced TiO2 also provides an ex-
cellent prospect for imaging chemical reactions with atomic resolution using
scanning tunneling microscopy (STM)[47, 52, 53, 54, 55]. Despite the fact
that the understanding of TiO2 chemistry has progressed significantly, further
studies are required to fully elucidate the structure-activity relationships on
this catalyst.
It has been shown that the surface defects play an important role in the
chemistry of TiO2[56, 57]. For the reduced rutile TiO2(110)-1 × 1 surface, the
bridge-bonded oxygen (BBO) vacancies (BBOV’s) are the most common point
defects, and as such, they have been extensively studied[46, 48, 49, 54, 56, 57,
53, 55, 58, 59, 60]. For example, BBOV’s readily dissociate water yielding gem-
inate pairs of OH groups on the same BBO row[55, 56, 57, 53]. Interestingly, a
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number of intriguing phenomena have been reported for what may appear as
a relatively simple system. It has been shown that mobile Ti4+-bound water
molecules efficiently assist crossrow diffusion of the OH hydrogen[58, 61]. Our
recent study revealed that the two OH groups in the geminate OH pair are
not equivalent as evidenced by the difference in the intrinsic hydrogen diffusion
rates along the BBO rows at 300 K [59].
Isothermal variable temperature STM was used to investigate the in-
trinsic hydrogen diffusion along the BBO rows. The experiment shows that
inequivalence of two hydrogens to perform the first hop away from the gem-
inate hydroxyl pair decreases with increasing temperature and hopping rates
are found to be dependent on the hydroxyl-hydroxyl separation distance. The
experimental prefactors are found to be significantly lower (∼107 s−1) than
we have calculated for the diffusion of hydrogen on a BBO row (∼1012 s−1).
A two-step diffusion process consisting of the initial diffusion of charge and
subsequent diffusion of hydrogen is postulated to explain this observation.
Slightly lower hopping rates and a higher diffusion barrier are observed for
deuterated water and are explained by a lower zero-point energy of deuterium
as compared to hydrogen.
4.3 Computational Details
Density functional theory (DFT) was used to calculate the energetics of
hydrogen diffusion along the BBO rows. All calculations were done using the















Figure 4.1: Unit cell from the side (A) along the BBO rows and top (B)
showing the lattice vectors. O atoms are red; Ti are gray.
exchange and correlation were modeled with the PW91 generalized gradient
approximation (GGA) functional[28]. Ultrasoft pseudopotentials of the Van-
derbilt form[29] were used to describe core-valence interactions in the atomic
core regions. Here, the valence electrons were kept orthogonal to a frozen
core within the projector augmented wave (PAW) framework[30]. A 274 eV
cutoff energy for the plane-wave basis set was found to be sufficient for the
pseudopotentials used. The use of harder pseudopotentials for both hydrogen
and oxygen with an energy cutoff of 400 eV results in a change of only 1% in
the binding energy of hydrogen to the BBO row. A nonorthogonal unit cell
(see Fig 4.1) was chosen to provide a long BBO row (six O atoms) and maxi-
mize the distance between periodic reactive sites. Tests showed that hydrogen
binding energies were similar for slabs with four and five TiO2 trilayers. A 1
× 2 × 1 Monkhorst-Pack k-point mesh[31] was used to sample the Brillouin
zone for the cell shown in Fig 4.1
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Figure 4.2: STM images of the same area on TiO2 (110): (a) clean TiO2(110)
with bridge-bonded oxygen (BBO) vacancies (BBOVs); (b) TiO2(110) with
a geminate hydroxyl pair formed by adsorption and dissociation of a water
molecule. HV marks the OH hydrogen, HB marks the hydrogen that split off
from the OH; (c) same area after a single hop of HB hydrogen; and (d) after
subsequent hop of HV hydrogen. Insets exhibit the ball models illustrating the
corresponding processes.
4.4 Results and Discussion
4.4.1 Hydrogen Diffusion from Geminate Hydroxyl Pairs.
Fig. 4.2 displays a sequence of images from an STM movie obtained
at 357 K on the same area of initially clean TiO2(110) (a), immediately after
adsorption and dissociation of a single water molecule [53, 55, 58] (b) followed
by the along-row diffusion of hydrogen atoms[58] (c and d). Since the empty
state imaging of TiO2(110) is dominated by electronic effects, the STM images
show the reverse contrast of the real topography; i.e., the bright rows represent
the topographically low lying Ti4+ rows, while the dark rows represent the
topographically high BBO rows.[46] The bright protrusions on the dark rows
are the BBOV’s. The hydroxyl groups derived from the H2O dissociation
at BBOV’s also appear as protrusions on the dark BBO rows, as shown in
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Fig. 4.2. The brightness of the hydroxyl groups is generally higher than that
of BBOV’s, but at lower imaging bias (<1 V) they can appear similar to
BBOV’s. Great care by the experimentalist has been taken not to confuse
these two features[59, 60].
In agreement with previous studies, we have observed that water disso-
ciation at BBOV’s results in the formation of a geminate OH-OH pair as shown
in Fig. 4.2b[53, 55, 58]. It is important to realize that the two OH groups in
the pair are not created equally. The first one (HV) contains OH from the
dissociated water molecule (O from H2O is shown blue in the schematic), and
the second one contains hydrogeonated from H2O to a neighboring BBO (HB).
Diffusion experiments show that the first hop, leading to the split of the gem-
inate pair, is predominately (88%) performed by the HB over HV hydrogen as
shown in Figure 4.2c. However, once the geminate pairs split apart, there is
no measurable difference between the HB and HV hopping rates.




where the νB, EB and νV, EV are the prefactors and activation barriers for HB
and HV, respectively. The kinetic parameters for both the HB and HV hoping
rates are determined to be
hB = 2.0× 10
3s−1e−0.42eV/kBT
hV = 1.4× 10
6s−1e−0.64eV/kBT (4.2)
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Significant differences in the values of ν and ∆E for HB and HV clearly
indicate the different characteristics of HB and HV hydrogen atoms in the
geminate hydroxyl pairs. Furthermore, the low values of ν suggest that the
nature of hydrogen diffusion from the geminate OH pair is complex. In a
previous study[59], it is argued that the difference between HB and HV pos-
sibly originates from the different local environment experienced by HB and
HV. While HV has formally two Ti
3+ ions underneath, HB has only one. This
simplistic picture assumes that charge distribution remains asymmetric on
the time scale of minutes required to execute our experiments. One possible
mechanism to stabilize such an asymmetric configuration is via formation of
a long-lived polaronic state. We do not see such a state in our DFT calcula-
tions; the charge density is symmetric on HB and HV. This is likely due to the
tendency for pure DFT (here, using the PW91 functional) to artificially de-
localize electronic states. Interestingly, a recent theoretical study using DFT
with a hybrid exchange-correlation functional (mixing a pure DFT functional
with some portion of exact exchange) suggested that the excess charge asso-
ciated with the vacancy is localized and asymmetrically distributed around
the BBOV[63]. Analogous results have also been observed for the BBOV filled
with a single OH[64]. We speculate that the conversion of such a polaronic
state into a pair of two identical, decoupled OH groups may explain the com-
plex kinetics observed for HB and HV diffusion. Further theoretical studies are
required to address this issue.
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4.4.2 Average Hydrogen Hopping Rates for Separated OH Species
To further explore the intrinsic diffusion of hydrogen we have deter-
mined the hopping rates after the separation of the geminate OH pairs. The
experiments yield prefactors, ν, of 107.3±0.4 and 108.6±0.6 s−1 and activation
barriers, E, of 0.74 ± 0.03 eV and 0.85 ± 0.04 eV for the dosed H2O and D2O,
respectively. The ν and E values for background dosed H2O of 10
7.6±0.6 s−1
and 0.76 ± 0.06 eV are, within the error limits, identical to the values for dosed
H2O. Analogous to the low ν values measured in the previous section for the
HB and HV hops, the values of ν measured for separated hydrogens are also
too low to correspond to a simple one-step, purely thermally driven diffusion
process. We have considered tunneling as a possible reason for the low ν and E
values, but the similar behavior for hydrogen and deuterium strongly suggests
that tunneling is not a dominant factor controlling the diffusion process. The
fact that the diffusion barrier for D is slightly higher is most likely the result
of a lower zero-point energy for the heavier isotope. DFT calculations of the
zero-point energy predict a 0.04 eV higher diffusion barrier for D than for H.
This is smaller but on the same order as the experimentally observed isotope
shift.
DFT calculations were used to explore the mechanism and rate of H
hopping along the BBO row. To do this, an H atom was placed on a BBO site
in the unit cell illustrated in Figure 4.1 and minimized to generate an initial
state. The H was then moved to an adjacent BBO site and minimized into
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Figure 4.3: H diffuses along the BBO row via two mechanisms: direct hop
with a barrier of 1.29 eV, and through a relay-point intermediate minimum
(1.07 eV) with a barrier of 1.19 eV. Ti atoms are gray, O atoms are red, and
the diffusing H atom is white.
states to find a minimum energy pathway. The climbing image NEB method
was used to rigorously converge upon the saddle point and accurately calculate
the activation energy. The H atom was found to hop directly along the BBO
row, dipping into a saddle point between adjacent BBO atoms (see Figure
4.3). The activation energy for this process is 1.29 eV. We also investigated a
mechanism reported in a recent study, in which H diffuses along the BBO row
via a relay-point O atom on the terrace, adjacent to the BBO row[65]. This
study reports the relay point to be a saddle with an energy of 0.87 eV. Here,
we find that the relay point is a shallow local minimum with an energy of 1.07
eV and that a barrier of 1.19 eV is required for the H to diffuse into it. There
are differences between these calculations that can account for the variation in
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energetics, including the functional, polarization correction, and the method
of determining the reaction pathways. Figure 4.3 shows the energy profiles
for both diffusion mechanisms. Since the two mechanisms have comparable
barriers, the overall rate has been calculated as the sum of the direct hop
process and the two equivalent relay-point processes.
Prefactors for the H diffusion mechanisms were calculated by displacing
all non-frozen atoms by a finite difference step of 0.001 Å, building a Hessian
matrix from the difference in forces, and diagonalizing it to find the harmonic
modes at the minima and saddle point. We find standard prefactors for the
elementary reactions of 3.5 × 1012 s−1 (direct hop) and 5.9 × 1011 s−1 (relay-
point), with an effective overall prefactor of 4.1 × 1012 s−1. Here, a dynamical
correction factor of 0.5 is included for the relay-point mechanism, because we
are assuming that it is equally likely to hop back to the initial state as to the
final state from the relay-point minimum. Although we calculate a standard
prefactor, it is five orders of magnitude larger than the prefactor determined
from experiment.
Figure 4.4 is an Arrhenius plot showing the rate of H hopping along
the BBO row. The dashed line is the sum of the classical harmonic transition
state theory rates (see Eq. 4.1) for the relevant processes, based upon the DFT
barrier and prefactor. It is remarkable that the calculated rate is very similar
to the experimental rate in the temperature range of the experiments, even
though the barrier and prefactor are individually found to be very different.

































Figure 4.4: Arrhenius plot of H (red) and D (blue) diffusion along the BBO
row. The dashed line shows the hoping rate calculated from classical har-
monic transition state theory with rate contributions from the direct hop and
relay-point pathways. The solid line shows the rate corrected by both zero-
point energy (based upon replacing the classical harmonic partition function
with the quantum one) and a tunneling correction (based upon approximat-
ing the barrier as a symmetric Eckart potential for the direct hop process).
The crossover temperature for hydrogen diffusion, Tc = 347 K, is where the
harmonic tunneling correction diverge, and where tunneling contributes signif-
icantly to the rate. There is a smaller quantum tunneling effect for D diffusion
and a lower crossover temperature of 245 K.
due to quantum effects. To investigate this, we have applied a quantum cor-
rection to our calculated rate (solid line). A zero-point energy correction was
calculated for all positive modes at the minima and saddle from the ratio of
the quantum to classical harmonic partition functions[66, 67]. A tunneling cor-
rection was also applied by approximating the barrier as a symmetric Eckart
potential, for which there is an analytic form of this correction[68]. The tem-
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Figure 4.5: Proposed model with two-step mechanism for along-row hydrogen-
charge pair (labeled R) diffusion on BBO rows of TiO2(110). The initial step,
the diffusion of charge, leads to a separated hydrogen-charge pair intermedi-
ate. The rate of formation of I from R is determined by the rate constant, k1.
The pathway to reformation of R will proceed via charge migration back to
the reactant basin with rate constant, k2. The process competing with the ref-
ormation of reactant via k2 is the migration of hydrogen to create the coupled
hydrogen-charge pair, P, in location displaced by one BBO atom.
perature below which tunneling becomes important can be calculated from the
crossover temperature, Tc = η|ν
∗|/kB, where ν∗ is the imaginary frequency
along the negative curvature mode at the saddle point. The contribution from
tunneling is only significant for the direct hop process; the relay-point process
has a much broader barrier and a low crossover temperature. Figure 4.4 shows
the quantum rate for hydrogen diffusion (solid line) and the crossover temper-
ature (vertical line). While it is encouraging that Tc = 347 K (direct hop)
falls in the range of the experimental data, suggesting that tunneling is impor-
tant for the diffusion process, it would not be fair to conclude that quantum
corrections bring theory into better agreement with experiment or that they
explain the anomalously low prefactor and barrier derived from experiment.
As already discussed, the diffusion barriers for both direct and relay
pathways are significantly higher than the barrier observed in our experi-
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ments. To explain the low values of ν and E found in our experiment, we
propose a two-step diffusion mechanism as schematically shown in Figure 4.5.
Prior spectroscopic evidence points to the fact that the band gap defect states
observed on TiO2(110) are related to surface defects which are most likely
BBOVs[46, 57, 69, 70]. In particular, the electron energy loss spectroscopy
(EELS) study[57] clearly shows that these states are preserved upon H2O ad-
sorption and dissociation at BBOVs but are completely annihilated upon O2
adsorption and dissociation. It is plausible to assume that the extra charge
density associated with these states remains spatially correlated with the hy-
droxyl groups as they diffuse along the surface. Such a correlated hydrogen-
charge pair is schematically shown as the reactant, R, on the left side of the
schematic shown in Figure 4.5. In our model we propose sequential diffusion of
charge followed by hydrogen. Assuming that the correlated hydrogen-charge
pair is the low energy configuration, decoupling the charge from the hydrogen
leads to the formation of metastable, decoupled hydrogen-charge intermediate,
I. The rate of formation of I from R is determined by the rate constant k1. The
pathway to reform the original coupled hydrogen-charge pair will proceed via
charge migration back to the reactant basin with the rate constant k2. The
process competing with the reformation of reactant via k2 is the migration of
hydrogen to create the coupled hydrogen-charge pair, P, in a location displaced
by one lattice space along the BBO row as shown on the right side of Figure
4.5. This step may involve a direct H hop from one BBO atom to its neighbor
or a two-step H motion via relay mechanism as suggested by the theoretical
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calculation (see Figure 4.3). It is reasonable to assume that the hydrogen dif-
fusion rate (rate constant k3) will be significantly smaller than that for the
charge migration back to the original position (rate constant k2). The rate
equations describing the reaction scheme in Figure ?? are summarized below:
[Ṙ] = −k1[R] + k2[I]
[İ] = −k2[I] + k3[I]
[Ṗ] = k3[I] (4.3)






Assuming Arrhenius forms for all the rate constants, k1, k2, and k3, and k3 ≪
k2 we obtain the final expression for the rate of reactant consumption, [Ṙ], in





E1 + E3 − E2
RT
)[R] (4.5)
A reasonable range of individual prefactors, ν1, ν2, and ν3, within 10
11 − 1015
s−1 yields the range of observable prefactors, νeff = ν1ν3/ν2, between 10
7 and
1019 s−1. The low limit value of 107 s−1 is of the same order of magnitude as
the value of 107.3 s−1 determined in the experiments.
Further theoretical studies employing state-of-the-art techniques such
as hybrid DFT[63] and DFT+U[71] are required to provide a deeper under-
standing of the underlying diffusion mechanism of hydrogen on TiO2(110).
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These methods show localized electronic states at vacancies on the BBO rows,
which are expected to persist upon H2O adsorption. A localized electronic
state could validate our two-step rate model or show other changes to the
DFT energetics that result in the low hydrogen diffusion prefactor and barrier
observed in our experiments.
4.4.3 Hydrogen-Hydrogen Separation Dependent Hopping Rates
Experimentally separation-dependent diffusion barriers increase mono-
tonically from 0.73 ± 0.003 to 0.77 ± 0.007 eV as the separation distance
increases from 2 to 6 lattice spaces. It should be emphasized that these values
are significantly larger than the diffusion barriers determined for H (0.42 eV)
and HV (0.64 eV) for the separation of the geminate hydroxyl pair. Forward
hops were found to be preferred at all temperatures: for separation 2 sites by
a factor of 2.6 ± 0.3, for 3 sites by 1.4 ± 0.2, and for 4 sites by 1.0 ± 0.2. In
addition decreasing hopping rates and the increasing diffusion barriers with
increasing separation indicate that the OH-OH interactions are repulsive and
that the ground state of the isolated OH is lower than that of the OH in the
proximity of another OH.
The theoretically determined energy landscape for H2O dissociation
and the subsequent diffusion of HB away from HV along the BBO row is sum-
marized in Figure 4.6. The barrier for dissociation of H2O into separated OH
groups is only 0.31 eV, so that this process is expected to occur spontaneously
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Figure 4.6: Theoretically determined energy landscape for the dissociation of
water in a BBOV site (A-C), and the subsequent diffusion of a hydrogen atom
along the BBO row (C-G). The zero of energy corresponds to separated H
atoms on BBO sites.
somewhat higher for the first hop (1.22 eV), taking the H atoms from adjacent
BBO sites to those separated by one BBO, then for the next hop (1.04 eV), in
which the H atoms end up separated by two BBO sites. The interaction energy
between the H atoms is found to be repulsive, as is found in the experiment,
in part due to dipole-dipole interactions. A Bader charge analysis was used
to estimate this interaction[72, 73]. A charge of 0.64 e− was found to transfer
from the adsorbed H to the BBO row, resulting in a 0.21 eV dipole-dipole re-
pulsion between H atoms adsorbed on adjacent BBO sites. It should be noted
that the uncertainties in the DFT energetics (> 0.1 eV) are significantly larger
than the change in hopping barriers found in the experiment (0.04 eV).
70
4.5 Summary
This is the theoretical portion of a combined experimental and theo-
retical investigation of the intrinsic hydrogen diffusion along the BBO rows
of the TiO2(110) surface. Significantly different diffusion rates are observed
for the two hydrogens in the original geminate OH pair during the split. We
speculate that this inequivalence of the two OH groups is indicative of the
presence of a long-lived polaronic state which is not reproduced in our DFT
calculations. For the case of separated hydroxyls, both theory and experiment
yield comparable temperature-dependent diffusion rates. Density functional
theory calculations show that there are two comparable low energy diffusion
pathways for hydrogen motion along the BBO from one BBO to its neighbor,
one by a direct hop and the other by an intermediate minimum at a terrace O.
The values of kinetic parameters, prefactors, and diffusion barriers, determined
experimentally and theoretically, are significantly different and point to a more
complex diffusion mechanism. Our interpretation invokes the two-step mech-
anism with the initial diffusion of localized charge followed by the diffusion of
hydrogen along the BBO row. Both experiment and theory show the presence
of repulsive OH-OH interactions. The surprisingly complex and intriguing be-
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Chapter 5
Alchemical Derivatives of Reaction Energetics
5.1 Abstract
Based on molecular grand canonical ensemble density functional the-
ory, we present a theoretical description of how reaction barriers and enthalpies
change as atoms in the system are subjected to alchemical transformations,
from one element into another. The change in the energy barrier for the um-
brella inversion of ammonia is calculated along an alchemical path in which
the molecule is transformed into water, and the change in the enthalpy of pro-
tonation for methane is calculated as the molecule is transformed into a neon
atom via ammonia, water, and hydrogen fluoride. Alchemical derivatives are
calculated analytically from the electrostatic potential in the unperturbed sys-
tem, and compared to numerical derivatives calculated with finite difference
interpolation of the pseudopotentials for the atoms being transformed. Good
agreement is found between the analytical and numerical derivatives. Alchem-
ical derivatives are also shown to be predictive for integer changes in atomic
numbers for oxygen binding to a 79-atom palladium nanoparticle, illustrating
their potential use in gradient-based optimization algorithms for the rational
design of catalysts.
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Table 5.1: Investigated properties, reaction enthalpies ∆H and energy bar-
riers Eact, and chemical species connected by alchemical paths via the order
parameter λ. (0 ≤ λ ≤ 1)
λ=0 λ=1 property
CH4 NH3 ∆H





Chemical compound space (CCS) can be defined as the set of all com-
binations of chemical elements in all geometric isomers. Combinatorial explo-
ration of CCS has been used to produce large virtual chemical databases [74,
75] which would then need to be searched to find the compound with the prop-
erty of interest [76, 77, 78]. More efficient approaches to search CCS include
simulated annealing [79], genetic algorithms [80], cluster expansions that can
be combined with density functional theory [81], optimizations based on al-
chemical gradients [82, 83, 84, 85], or various optimization methods in the coef-
ficient space of linear combinations of atomic potentials [86, 87, 88, 89, 90, 91].
The energetics of chemical reactions that involve geometrical changes
are relevant for many important phenomena. In this study, we address the
effect of varying stoichiometry on properties which are explicitly geometry
dependent, such as activation barriers or reaction enthalpies.
First, we have studied the effect of alchemical transformation for sim-
ple molecular model systems, for which we can easily assess accuracy and
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demonstrate numerical feasibility. In particular, we choose a subset of CCS
including only stable compounds containing 10 protons and electrons, such as
CH4, where a central atom is saturated with hydrogens. Table 5.2 shows the
alchemical paths and properties which have been investigated. Reaction pro-
tonation enthalpies along the four continuous transformations, CH4 → NH3 →
H2O→ HF→ Ne, have been computed, as well as the activation energy for the
umbrella flipping of ammonia as it is continuously transformed into a water
molecule. Analytical alchemical derivatives along each stoichiometrical trans-
formation were calculated and compared to their finite difference analogue.
Secondly, we examine alchemical derivatives for the binding energy of
oxygen to a nanoparticle. It has been shown by Nørskov and coworkers [92]
that the binding energy of oxygen to a metal surface can be used to predict its
catalytic activity for the oxygen reduction reaction. This reaction is important
because it limits the kinetics in fuel cell cathodes. We show how alchemical
derivatives can be used to navigate the CCS of nanoparticles to tune the oxygen
binding energy.
In these examples, we show how analytic alchemical derivatives, which
can be evaluated from single point energy calculations, are consistent with
finite difference derivatives calculated from interpolation of the pseudopoten-
tials. We also show how well the analytic derivatives work for predicting
changes in binding energies and barriers over integer changes in atomic num-
bers. This is particularly important for the use of alchemical derivatives in
gradient based optimization of material properties.
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5.3 Theory
5.3.1 Taylor Expansion in Chemical Space
Free energy differences can be evaluated between any two distinct ther-
modynamic states through thermodynamic integration [93, 94], and variants
of it, such as free energy perturbation methods [95]. Typically, an order pa-
rameter, λ, is used to drive the system from one state to the other. Integration
over the statistical mechanical ensemble averages of the force over λ yields the
free energy difference between the two states. In the same way, we use here
λ to express a compound’s potential energy as a Taylor expansion in CCS
around a reference compound, where λ = 0 and the energy is E0. The energy
of any other compound, for which λ = 1, is approximated as





0 ∆λ2 +HOT (5.1)
where ∆λ = 1, ∂λE denotes the derivative of E with respect to λ and HOT
are the higher order terms.
Within density functional theory (DFT) [96], a compound is defined by
its proton density distribution, Z(r), and the number of electrons Ne which—
after the self-consistent field cycle—yield the ground state electron density,
ρ. These quantities constitute the extensive particle variables within molecu-
lar grand canonical DFT [83]. Since we explicitly focus on compounds with
different geometries it is now convenient to include the positions of the nu-
clei {RI} in the set of extensive variables, assuming the conventional classical
point charge distribution of atomic numbers, Z(r) =
∑
I NIδ(RI − r), where
NI is the atomic number of atom I.
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Consequently, the first order term from Eq. (5.1) is
∂λE =
∫












The nuclear chemical potential, δZ(r)E = µn(r), is the derivative of the energy
with respect to variation in the nuclear charge distribution. At the position
of atom I, µn(RI) is the derivative of the energy with respect to the nuclear
charge Z(RI). It is therefore called the “alchemical potential.” The ionic
forces, {FI}, are the negative gradients of the energy with respect to atomic
position. The electronic chemical potential µe is the derivative of the energy
with respect to a change in Ne, i.e. the molecular eigenvalue of the highest
occupied molecular Kohn-Sham orbital [97, 98].
Analogously, the second order term from Eq. (5.1) can be obtained, and
contains all the pure and mixed second order derivatives such as: the alchem-
ical hardness δZ(r)δZ(r′)E = δZ(r′)µn(r) = ηn(r, r
′); the electronic hardness,
∂Ne∂NeE = ∂Neµe = ηe; and the Hessian matrix, ∂RI∂RJE = ∂RJFI = κIJ ;
the “force Fukui” function δZ(r)∂RIE = −δZ(r)FI = ∂RIµn(r) = ff(RI , r); the
molecular Fukui function ∂NeδZ(r)E = ∂Neµn(r) = δZ(r)µe = fm(r); and the
nuclear Fukui function ∂Ne∂RIE = −∂NeFI = ∂RIµe = fn(RI).
The (arbitrary) path along λ can be chosen to simplify the number of
terms in Eq. (5.2). For the small molecules in the first part of this study,
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we have chosen to relax the geometry of the molecule along λ so that E(λ)
is minimal with respect to geometrical variation, and the term containing
F vanishes. Furthermore, we restrict ourselves to alchemical transformations
with a constant Ne equal to 8 valence electrons (iso-electronic). For such paths
Eq. (5.2) reduces to
∂λE =
∫
dr µn(r) ∂λZ(r). (5.3)
The alchemical derivative of Eq. (5.3) describes the change in energy along
the path λ as the integral over the change in proton density, Z(r), times the
nuclear chemical potential, µn(r).
5.3.2 Alchemical Derivatives





Z(r′) erf(σ|r− r′|)− ρ(r′)
|r− r′|
(5.4)
modified with an error function to switch off intra-nuclear interactions. This
switching function is required for any r for which Z(r) > 0, i.e. at an atomic
center RI . At this point, proton density would be added to an existing nucleus,
diverging the electrostatic interaction. In principle, choosing a small value of
σ will eliminate such divergences from the integral. In practice, the nuclear
charge at RI is simply excluded from the evaluation of µn(RI).
Changing the proton density at the nuclei is of particular interest be-
cause this changes an atom from one element to another. The corresponding
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molecular nuclear alchemical derivative can be defined as the sum over the




µn(RI) ∂λNI . (5.5)
The focus of this work is to calculate the alchemical derivative of an energy
difference, ∆E = Eb−Ea, between two molecular geometries {RaI} and {R
b
I}.
This can be written in terms of a difference in the nuclear chemical potential,
∂λ∆E =
∫
dr ∆µn(r) ∂λZ(r), (5.6)




n(r). In the special case that all nuclei have the
same position in molecules a and b, so {RaI} = {R
b
I} = {RI}, the alchemical












where ρa(r) and ρb(r) are the electronic charge densities in molecules a and b
respectively.
5.3.3 Varying Molecular Geometries
Here we are interested in energy differences between molecules with
different geometries, where {RaI} 6= {R
b
I}. When the position of nucleus I
changes, the alchemical potential difference can no longer be defined at the












Figure 5.1: (A) Activation energies are calculated as the energy difference
between two geometries; the corresponding alchemical derivative at atom I is
defined in Eq. 5.9. (B) In a dissociation reaction where atom I is only present
in the reactant and product space a and b′, respectively, space b′′ does not
contribute to the alchemical derivative ∆µn,I .














∆µn,I ∂λNI . (5.9)
5.3.4 Activation and Protonation Energies
Two examples of reaction energetics involving molecules of different
geometries are illustrated schematically in Fig. 5.1, an activation energy (A)
and a protonation energy (B). The activation energy is the energy difference









µactn,I ∂λNI , (5.10)









The reaction energy Erxn and its alchemical potential at atom I, µrxnn,I ,
are defined in analogy, substituting the final state for the transition state. In







This is illustrated in Fig. 5.1(B) where a is the protonated molecule and b
contains both the isolated molecule (b′) and proton (b′′). When the molecular
geometry is relaxed, the alchemical derivatives at the atoms can be calculated
using Eq. (5.8) and the derivative of Eprot along λ using Eq. (5.9). If the
geometry of the molecule is held fixed, the alchemical potential is defined as









Note that this expression describes the energy of adding proton density any-
where in space, not just at existing atoms. There is, however, a subtlety in
Eq. (5.12) related to how reaction energies are calculated with DFT. The three
terms in Eq. (5.11) are calculated separately as illustrated in Fig. 5.1(B). Even
though the atoms are fixed in space, µmoln (r) and µ
H+
n (r) are calculated in dif-
ferent spaces b′ and b′′; they do not share the same coordinate, r. To calculate
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an alchemical change in the energy one must decide in which space the change
occurs, rmol or rH
+
. If the change is in rmol then µH
+
n vanishes in Eq. (5.12).
5.3.5 Alchemical Derivatives via Finite Difference











Note here that ∆E is a change in energy with respect to λ and not a change
with respect to geometry, as in Eq. (5.6). In standard electronic structure
calculations the atomic numbers NI are integers. The alchemical potential,
∆E/∆NI could be evaluated with integer NI , but we are interested in using
a smaller (non-integer) finite difference step size in order to numerically verify
the analytic derivative from Eq. (5.4). To this end we choose to represent an
atom with a fractional atomic number by a pseudopotential that is linearly
interpolated between the atoms of nearest integer atomic numbers. For ex-
ample, an atom which is fractionally higher by an amount f than the atomic
species with integer atomic number N , the pseudopotential is interpolated as
V PPN+f = (1− f) V
PP
N + f V
PP
N+1. (5.14)
With interpolated pseudopotentials we can calculate both E and µn,I at any
non-integer value of NI and thus the finite difference derivatives for any value
of λ along an alchemical transition. Energies were calculated along paths,
λ ∈ [0, 1], in increments of 0.1. Finite difference alchemical derivatives were
taken at these points using central difference with a step size of ∆λ = 0.005.
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5.4 Computational Details
DFT [96, 99] calculations were performed using the generalized gradient
approximated exchange-correlation potential PBE [100], as implemented in
Vienna ab initio simulation package, VASP [101, 102]. Core electrons were
represented using the projector augmented wave method [103, 104]; valence
electrons with a plane wave basis set up to an energy cutoff of 400 eV. A cubic
cell of dimension 10 Å was used for molecules and 20 Å for nanoparticles.
Geometry relaxation was continued until the force dropped below 0.01 eV/Å
for each atom. In VASP charged cells are with a uniform background counter-
charge.
Analytical alchemical potentials were evaluated from Eq. (5.4) on a
uniform grid with 20-30 points/Å using the electrostatic potential output. To
reduce finite grid-based errors when taking differences such as in Eq. (5.8) the
position of the atoms RaI and R
b
I were translated to the same position on the
grid.
A calculation of ∂λE requires a path of alchemical transformationNI(λ)
connecting the initial and final atomic number NaI and N
b
I . We have chosen
paths in which the NI vary linearly in λ,
NI(λ) = (1− λ) N
a
I + λ N
b
I . (5.15)
This choice is convenient because the derivative is a constant along the path,





and depends only on the endpoints.
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5.5 Results and Discussion
Two test cases are used to verify that the analytic alchemical derivatives
are consistent with numerical finite difference derivatives of the pseudopoten-
tials. First, the umbrella flipping of ammonia is used to test the change in
activation energies. Then, second, the protonation of small molecules is used
to test derivatives in reaction enthalpies for both frozen and relaxed geometries.
In both cases, there is good agreement between the analytical and numerical
alchemical derivatives. Finally, we show a more interesting example of oxygen
binding to a palladium nanoparticle. Here, we test the predictive power of the
alchemical derivatives for integer changes in the atomic number of the metal
atoms in the nanoparticle, and show that the derivatives can be used to tune
the binding energy of oxygen with respect to the particle composition.
5.5.1 Activation Energies
The energy barrier is a geometry dependent property where the con-
figurations of the transition state and initial state differ and as such explicitly
requires the nuclei mapping described in Eq. 5.8 to calculate the alchemical
potential. We have calculated the barrier for the umbrella flipping of ammo-
nia. NH3 has two degenerate energy minima, a pyramidal structure with C3v
symmetry and its mirror plane conformer. Figure 5.2(A) shows a nudged elas-
tic band [105, 106] calculation of the flipping barrier with a planar transition
state and an activation energy of 0.21 eV.































Figure 5.2: (A) The minimum energy path for the umbrella inversion of NH3
passes through a planar transition state. This path is shown for several values
of λ, where NH3 (λ = 0) is alchemically transformed to H2O (λ = 1). (B) E
act
for the inversion process as a function of λ. The structures of the transition
states are shown for select values of λ.
transform NH3 into a different molecule – H2O in this example. Water was
chosen in part because it is a neighbor to ammonia in the alchemical space of
molecules with unit changes in atomic numbers, and also because the flipping
process for H2O becomes a rotation with no energy barrier. This provides a
convenient test case for the calculation of activation energies and the corre-
sponding derivatives along an alchemical transformation where in the limit of
λ → 1, Eact is known a priori to be zero.
The alchemical transformation is defined by λ going from 0 to 1 as NH3
is mutated to H2O. We have chosen the transformation to correspond to the
simultaneous addition of a proton the central atom and the annihilation of
a H nucleus, linearly, as defined in Eq. (5.15). Figure 5.2(B) shows how the
activation energy for the inversion barrier of NH3 first decreases only slightly,
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then decays more rapidly, and finally vanishes as the molecule is transformed
into H2O.
The usefulness of alchemical derivatives for compound design can be
measured by how well they can extrapolate to integer changes in NI , corre-
sponding to elements which exist in nature. For the alchemical transformation
between NH3 and H2O, the {NI} change linearly in λ [Eq. (5.15)], but the
property, Eact has significant curvature along λ. In Fig. 5.2(B), one can see
how the linear extrapolation based on the derivative of Eact with respect to
λ at H2O would yield a reasonable prediction for the barrier of NH3, whereas
the derivative at NH3 would significantly overestimate the flipping barrier at
H2O. Current efforts aim to determine alchemical paths that have first order
derivatives that are more amenable to extrapolations to new compounds [85].
In previous work, relaxation of the force {FI} for points along λ was
only done for one structure because of the constraint, {RaI} = {R
b
I} [107].
Using Eq. (5.8), this constraint is lifted, and the structures are relaxed in-
dependently. The most prominent geometry change of both the transition
state and the initial state as ammonia is converted to water along λ, is the
bond-length between the central atom and the hydrogen being annihilated.
Figure 5.3 shows that the bond-length increases at the same rate for both the
optimized initial state and the converged transition state. As the bond length-
ens, the interaction between the fractional proton and the rest of the molecule
decreases until it vanishes at λ = 1.
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Figure 5.3: The bond distance between the central atom and the hydrogen
being annihilated increases along λ for both the relaxed initial structure {RinitI }
and the relaxed transition state {RtsI } for the umbrella flipping process.
5.5.2 Protonation Energies
The second geometry-dependent property we discuss is the protonation
energy for a set of iso-electronic molecules, CH4, NH3, H2O, HF, and Ne. In
the case of CH4, for example, the protonation energy defined in Eq. (5.11) is
Eprot = ECH4+H
+
− ECH4 − EH
+
. The choice of this property is motivated by
the fact that it can be evaluated both for frozen and relaxed geometries, allow-
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Figure 5.4: Isosurfaces of the alchemical potential µprotn (r) = 7 eV from
Eq. (5.12) are shown for the protonated methane series using geometries fixed
to NH+4 .
5.5.2.1 Fixed Geometries
In the case of fixed geometries we chose the relaxed NH+4 structure as
the common structure for all of the molecules. For different molecules, such as
H2O, the central atom, O, was located at the N position and the two hydrogen
atoms were in two of the four equivalent H positions. In the case of CH+5 an
extra hydrogen atom was relaxed in the fixed NH+4 structure, and then kept
fixed for its alchemical transformation.
With fixed geometries the alchemical potential for protonation is de-
fined over all space according to Eq. (5.12). This is a useful function because
it shows where a new atom should be added to change a desired property—in
this case the protonation energy. Figure 5.4 shows isosurfaces of the alchemi-
cal potential µprotn (r) for all the five compounds. Inside each of these surfaces,
the change in energy is over 7 eV/proton for the molecule shown as compared
to the de-protonated molecule without the uppermost proton. We note some
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features of the alchemical potential. First, the potential is very high around
the uppermost proton because this is the proton which was added to calculate
the protonation energy. Adding further proton density near this same location
gives rise to the high electrostatic potential. Second, as one would expect from
the Coulomb-explosion of water, the alchemical potential is always positive,
indicating that at no point in space does the alchemical addition of an extra
proton to the system favor the protonation energy–the energy of protonation
increases as protons are added.
The alchemical change we have considered is an increase in the nuclear
number of the central atom. At the same time, the proton in a bonded H atom
is eliminated so the total number of protons is constant over the sequence of
alchemical transformations, CH4 → NH3, NH3 → H2O, H2O → HF, and
HF → Ne. The alchemical potential of protonation is positive for each of
these molecules, but the alchemical derivative along these paths also includes
the proton annihilation. The change in protonation energy along these paths
is the difference in alchemical potentials at the central atom and at the proton
being removed. Figure 5.5 shows how the protonation energies change along
the alchemical transformations, and how the difference in energy between the
unfavorable addition of a proton at the center nucleus and the favorable H
annihilation can lead to a lower overall energy. Fractional nuclei are treated
using the numerical interpolations described in Sec. 5.3.5 so that energies can
be calculated along the alchemical mutation.
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CH4 NH3 H  O2 HF Ne
Figure 5.5: Left to right is the protonation energy as CH4 is alchemically
transformed into Ne. The structures shown as insets are the protonated end-
points whose pseudopotentials have been interpolated when following alchem-
ical paths. For each alchemical path the number of protons on the central nu-
cleus is increased by one and a hydrogen nucleus is concurrently annihilated.
The solid symbols represent configurations fixed to the optimal NH+4 geometry
and the empty symbols are relaxed. A consequence of using fixed structures
is that all hydrogens are symmetrically equivalent for the CH+5 geometry; two
separate paths emerge by selecting which hydrogen is to be annihilated.
90
5.5.2.2 Relaxed Geometries
The effect of molecular relaxation is shown in Fig. 5.5 to be particularly
significant for the first transformation between CH4 and NH3. There are two
possible alchemical transformations between these molecules in a fixed geome-
try case because the protonated CH+5 molecule has symmetrically nonequiva-
lent protons, those which are neighboring the protonating H+ and those which
are not. The two different alchemical paths correspond to which type of pro-
ton is being annihilated. Upon relaxation, the asymmetry is removed as the
molecules move to a single minimum energy structure. As one would ex-
pect, the difference between the fixed-geometry and relaxed-geometry paths
are most significant for molecules which are highly strained, such as the NH+4
endpoint of the first transition. In the subsequent transitions, the fixed and
relaxed geometries are much closer. As in the case of ammonia inversion, there
is a significant curvature in the alchemical paths which reduces the predictive
quality of the alchemical derivatives for integer changes in NI .
5.5.3 Alchemical Potentials
To separate and validate the derivatives in Eq. (5.2) we focus only on
the alchemical term, ∂λE =
∫
drµn(r) ∂λZ(r), as specified in Eq. (5.3). This
is accomplished by choosing a system where Ne is constant, i.e. ∂λNe = 0.
The second term in Eq. (5.2) is also zeroed by relaxing the ions along the
path so {FI} = 0. We have a particular interest in validating the analytical
calculation of ∆µn,I from Eq. (5.7) because it is from this calculation that
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Figure 5.6: Correlation of the analytical [Eq. (5.9)] and numerical [Eq. (5.13)]
alchemical derivatives ∆µn,H ∂λNH and ∆µn,c ∂λNc, for all paths and all values
of λ. The inset shows a similar correlation for the sum of these atomic compo-
nents, which give derivatives of the binding and activation energies along the
alchemical paths in Table 5.2.
∂λ∆E depends, to first order.
In this study, every transforming path involves the alchemical mutation
of two atoms, the simultaneous annihilation of a proton in a hydrogen atom
and the increase of the atomic number of a central atom to which it is bound.
As such, Eq. (5.9) is only non-zero for changes at the central atom and the
annihilated hydrogen and reduces to ∂λE = ∆µn,H ∂λNH +∆µn,c ∂λNc, where
H and c indicate the hydrogen and central atom, respectively. For our linear
transformations, ∂λNc = −∂λNH = 1.
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In Fig. 5.6 the accuracy of the individual terms ∆µn,H ∂λNH and ∆µn,c ∂λNc
are compared separately to finite difference derivatives in λ as obtained from
Eq. (5.13). The data is for all paths at each intermediate λ values considered
for this study. For the two applications, barrier and reaction enthalpy, we
have computed the alchemical potential terms according to Eqs. (5.10, 5.12).
We find a correlation with a root-mean-square deviation of 0.29 eV for the
barriers, and 0.26 eV (fixed-geometry) and 0.44 eV (relaxed-geometry) for the
reaction enthalpies. The remaining deviation from the finite difference results
is most likely due to the pseudopotential interpolation used to calculate ∆NI
∆λ
which is not the same as the analytical ∂λZ. Nonetheless, the pseudopotential
is designed to model an atom with atomic number Z, so that linear changes
in the pseudopotential are a reasonable approximation to linear changes in Z.
5.5.4 Oxygen Binding on a Pd Nanoparticle
For the alchemical potential to be useful for rational compound design
it must be predictive for changes in the property of interest between real ma-
terials. Consequently, the potential must be sufficiently accurate in predicting
changes to the property, and ideally the property should depend linearly on
NI . The numerical accuracy of the analytical alchemical potential has been
demonstrated in the previous sections. Here, we address the predictive quality
for the binding of molecular oxygen to the hollow site in the center of the (111)
face of a 79 atom Pd nanoparticle. The property can be expressed in the form
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Figure 5.7: The alchemical potential µbindn,I , calculated from Eqs. (5.8,5.17), for
the binding of O to a 79 atom Pd nanoparticle. Colors represent the value
of the alchemical potential on each atom. To weaken oxygen binding atoms
colored in red should be changed to the more noble Ag and atoms colored in
blue should be changed to Rh. The opposite transformations should be made
to strengthen the oxygen bond.
of Eq. (5.11) as




As in the previous examples, we isolate the first, nuclear term of Eq. (5.2) by
relaxing all geometries ({FI} = 0), and by performing exclusively iso-electronic
changes (∂λNe = 0). We constrain all transitions to charge neutral paths by
pairing the addition of a proton to any nucleus with the removal of a proton
from a second nucleus in the system. Furthermore, we restrict ourselves to
geometrically stable particles with D4h-symmetry.
Figure 5.7 shows the alchemical potential for the binding energy of
oxygen to the nanoparticle. The extreme values for µbindn,I are on the (111)
face where the O-atom binds; they fall off with distance from the binding
site. If the goal is to tune the binding energy to a desired value, µbindn,I can be
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Figure 5.8: Correlation of alchemically predicted changes, ∂λE
bind∆λ for ∆λ =
1, with actual changes to the binding energy, ∆Ebind, of molecular oxygen to a
79 atom Pd cluster (initial) due to integer variations in atomic numbers (final).
used to decide which atoms in the system to alchemically change and in what
direction. The best pure-metal for the oxygen reduction reaction is Pt, which
binds O more weakly than Pd. To weaken the binding, Fig. 5.7 shows that the
atoms directly at the binding site should be made more noble by increasing NI .
Alternatively, the second-neighbors can be made less noble by decreasing NI ,
which is consistent with the ligand effect of near surface alloys [108, 109, 110].
Figure 5.8 shows the correlation between the actual change in calculated
binding energy due to mutation, ∆Ebind, and the predicted change in binding
energy, ∂λE
bind∆λ for ∆λ = 1, based on the sum over alchemical potentials
in Eq. (5.9). Final structures A and B have 24, structures C-H have 48, and
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structures I-J have 72, nuclei alchemically changed from the initial 79 atom Pd
particle, respectively. All actual changes have been obtained for geometrically
relaxed complexes. The correlation between the prediction from the alchemical
potential evaluated at the initial Pd particle and the calculated change in O
binding for the alchemically modified final particles is very reasonable. Even
for changes of up to 72 of the 79 atoms in the Pd particle, the alchemical
potentials give a decent prediction for the change in the O binding energy. We
emphasize that the computational cost for obtaining the predicted changes
in binding energy correspond to a single evaluation of the binding energy for
oxygen to the initial 79 atom Pd cluster.
5.6 Conclusions
We have presented numerical evidence that accurate analytical deriva-
tives can be computed for chemical properties that involve variations in ge-
ometry. While test systems show some non-linearity in the alchemical paths,
the derivatives can be predictive for integer changes in the number of protons
as seen in the binding energy of oxygen to a Pd nanoparticle. Furthermore,
once the the property of interest has been calculated for the initial compound,
the corresponding alchemical derivative can be evaluated with negligible addi-
tional cost. Then, the effect of alchemical changes throughout the system can
be estimated without doing additional calculations for all the various possible
final compounds. This is a promising initial step towards the use of alchemical
derivatives for the gradient-based optimization of materials.
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Application of Alchemical Derivatives for
Catalyst Design
In Chapter 5 we showed that alchemical derivatives were predictive for
the binding energy of molecular oxygen to a 79 atom Pd nanoparticle. In
this chapter I look at the industrialy relevant problem of using alchemical
derivatives to design a catalyst for the oxidation reduction reaction (ORR).
The ORR reaction is the limiting reaction in fuel cell cathodes so optimizing
a catalyst for this reaction is an important step toward fuel cell efficiency.
Nørskov et al. showed that the binding energy of O to a metal surface is
directly linked to the metal’s catalytic activity[92]. We will use the binding
of O to Pt(111) as a target binding energy (Etarget = 1.63 eV) because the
Pt(111) surface is known to be a good catalyst for the ORR reaction. We want
to minimize an object function,
P = (Ebind −Etarget)2 (6.1)
to determine the fitness of the new catalyst where Ebind is the binding of O to
the 111 face a generic 79 atom nanoparticle. Eq. 5.17 can be rewritten for the
binding of molecular oxygen of a 79 atom nanoparticle,
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Figure 6.1: Alchemical derivatives from Eq. 6.3 are shown to be predictive for
Ebind.
Calculations were performed using DFT as per Sec. 5.4 except using
the PW91 form of the generalized gradient approximated exchange-correlation
potential[28]. As in the Pd example, (5.5.4) all geometries are relaxed so
{FI} = 0 in Eq. (5.2). However, we no longer constrain the system to iso-
electronic changes (∂λNe 6= 0) so the electronic chemical potential (µe) term no
longer disappears. Because we are using metal nanoparticles with delocalized
valence electrons, µe is the fermi level and ∆µ
bind
e is the change in the fermi
level of the particle when oxygen binds to the surface. The resulting alchemical
derivative for the O binding is
∂λE
bind = ∆µbinde ∂λNe +
∑
I






















 1  2  3
 target binding
Figure 6.2: Three optimization steps using alchemical derivatives to tune Ebind
to Etarget.
Figure 6.1 shows that Eq. 6.3 is predictive for integer changes in NI and
changes Ne. The change due to µe is very small because the change in the
fermi level of the particle upon O binding is small, ∼0.002 eV/electron, it is
however included for completeness. In Fig. 6.2 the first generation starts with
pure Ni, Pd, and Pt nanoparticles. For convenience we restrict ourselves to
geometrically stable particles with D4h-symmetry which reduced the alchem-
ical dimensionality to 14 atom types. Using a list of alchemical potentials
from Eq. 6.1 we were visually able to determine a reasonable step to minimize
Eq. 6.3. For a system with higher alchemical dimensionality, a discrete opti-
mization algorithm would be needed to choose optimal alchemical mutations.
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The Ni particle is optimized one more generation until Ebind is sufficiently
close to Etarget. The resulting catalyst candidates can now be suggested to
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Imaging water dissociation on TiO2(110): Evidence for inequivalent gem-
inate OH groups. J. Phys. Chem. B, 110:21840, 2006.
[60] Z. R. Zhang, Q. F. Ge, S.-C. Li, B. D. Kay, J. M. White, and Z. Dohnálek.
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