We examine the task of privacy amplification from information-theoretic and coding-theoretic points of view. In the former, we give a one-shot characterization of the optimal rate of privacy amplification against classical adversaries in terms of the optimal type-II error in asymmetric hypothesis testing. This formulation can be easily computed to give finiteblocklength bounds and turns out to be equivalent to smooth min-entropy bounds by Renner and Wolf [Asiacrypt 2005] and Watanabe and Hayashi [ISIT 2013], as well as a bound in terms of the Eγ divergence by Yang, Schaefer, and Poor [arXiv:1706.03866 [cs.IT]]. In the latter, we show that protocols for privacy amplification based on linear codes can be easily repurposed for lossy compression. Our construction leads to protocols of optimal rate in the asymptotic i.i.d. limit for a variety of compression scenarios. Finally, appealing to the notion of channel duality recently detailed by us in [IEEE Trans. Inf. Theory 64, 577 (2018)], we show that linear error-correcting codes for symmetric channels with quantum output can be transformed into linear lossy source coding schemes for classical variables arising from the dual channel. This explains a "curious duality" in these problems for the (self-dual) erasure channel observed by Martinian and Yedidia [Allerton 2003; arXiv:cs/0408008] and partly anticipates recent results on optimal lossy compression by polar and low-density generator matrix codes.
I. INTRODUCTION
The goal of privacy amplification, originally introduced in [1] , is to deterministically transform a given random variable Y , which may be correlated with Z, into the largest possible new random variable V which is uniformly-distributed and independent of Z. Regarding Z as information held by an adversary or eavesdropper Eve and Y as the variable each held by Alice and Bob, privacy amplification can be understood as a means of extracting a random secret key from information partially correlated with the adversary.
The natural information-theoretic question is how much randomness can be extracted, and the answer depends on the setting. In cryptography, one is interested in making as few assumptions on the correlations to the eavesdropper as possible and usually considers constraints formulated in terms of the min-entropy the adversary has about Y , which is related to the maximal probability of guessing Y [2] . One can also consider adversaries holding quantum information, as opposed to classical, information, but this will not be our focus.
Instead, we will consider the setting where the complete distribution P Y Z is known and Z is classical. In §III we give upper and lower bounds on the optimal rate of privacy amplification in a one-shot setting that are formulated in terms of asymmetric hypothesis testing. In particular, the minimal type-II error of discriminating between the actual distribution P Y Z and an uncorrelated distribution R Y ×Q Z plays an important role (see Theorem 1) , where R Y is the uniform distribution and Q Z is arbitrary. Previous work in [1] , [3] - [6] is based on the min-entropy or collision entropy, though see also [7] and the very recent [8] . Our converse bound is reminiscient of the metaconverse in channel coding [9] , [10] [11, Lemma 4.7] not only in appearance, but also in that it has an elegant proof and leads to tight, computationally-tractable bounds at finite blocklengths. The converse turns out to be equivalent to both the smooth min-entropy bound of Renner and Wolf, Theorem 1 of [4] , and to the recently formulated E γ bound of Yang, Schaefer, and Poor, Lemma 5 of [8] . Moreover, whenever the converse is nontrivial in that the bound on the optimal key size is smaller than the size of the input alphabet, then the converse is also equivalent to the smooth min-entropy bound of Watanabe and Hayashi, Theorem 1 of [6] . Thus, ultimately we do not need to relax the smooth min-entropy bounds to obtain good finite blocklength bounds. This substantially improves the results of [12] , on which this paper is based.
Turning to coding theory, in §IV we show that privacy amplification can be used as a primitive to construct protocols for lossy compression. The idea behind the construction, stated in detail in Theorem 2, is to start with an optimal channel W in the rate-distortion function and consider privacy amplification of the channel output Y relative to the input X. If we extend the function from Y to V to be reversible, say g : Y → (T, V ), then only T needs to be transmitted from the encoder to the decoder in order to reconstruct Y by applying g −1 to T and common randomness V . By considering linear functions, we can immediately infer the size of T to be |Y |/|V |. For sources and distortion functions symmetric in a certain sense, such as the canonical example of compressing a uniformly-random input and considering Hamming distortion, our construction achieves the rate-distortion bound.
Finally, §V shows that lossy compression can be accomplished by repurposing a good error-correcting code for an appropriate "dual channel" as recently investigated by us in [13] . In particular, for W optimal in the rate distortion function, we show that if a linear code C is good for message transmission over the dual channel W ⊥ , then there exists a similarly good lossy compression scheme for X, where the reconstructed Y are based on codewords of C ⊥ (see Corollary 1 for precise details). While the encoder of the channel code and the decompressor are related, the lossy encoder is unrelated to the channel decoder. Hence, no guarantees can be made on the efficiency of the lossy compressor even if efficient channel decoding is possible.
The dual channel W ⊥ usually has a quantum output, but one important exception is the erasure channel. In this case, for a channel with erasure probability q, the associated lossy compression problem is precisely the binary erasure quantization considered by Martinian and Yedidia [14] , who established that in this case channel codes can be converted to lossy source codes and vice versa. Thus, we can understand the forward implication as resulting from the deeper structure of duality of codes and channels.
II. MATHEMATICAL SETUP
For a random variable X with alphabet X , we denote the probability mass function as P X and consider it to be an element of R |X | . Joint distributions are labelled by all the relevant random variables, and R denotes the uniform distribution. Events and observables can also be treated as elements of R |X | , and in particular the set of tests will be important for our purposes. These are simply vectors whose entries lie in the interval [0, 1]. For a test T and probability P X , the probability of the test itself will be denoted T, P X , which denotes the Euclidean inner product.
The variational distance of two distributions P and Q is defined by δ(P, Q) := max 0≤T ≤1 T, P −Q , where 1 denotes the vector of all ones. We shall also make use of the function
It is equivalent to the divergence E γ (P,
Here vector inequalities are interpreted pointwise.
III. BOUNDS ON EXTRACTABLE RANDOMNESS
Given a joint distribution P Y Z , the task of privacy amplification of Y relative to Z is to apply a function f : Y → V (an extractor) such that the resulting distribution P V Z is essentially the same as R V ×P Z . We measure closeness by the variational distance, and say that f is a protocol for (k, ε) privacy amplification for P Y Z when δ(P V Z , R V ×P Z ) = ε and log |V | = k (here the base of the logarithm is 2). Letting K ε (Y |Z) P be the largest K ∈ N such that there exists a (log K, ε) privacy amplification protocol for P Y Z , we can show the following result.
We omit the (cumbersome) proof of the lower bound (see [12] ), but the upper bound is simple.
The lemma follows by using the conditional distributions P Y |Z=z to construct a stochastic map W from P V Z back to P Y Z and then employing the data-processing inequality (see [12] ).
Lemma 1 and a minimization over η gives (2) .
After initial publication of these results, W. Yang observed that the above bounds are related to those of [8] . In particular, (3) can be derived from their Lemma 2, while (2) is equivalent to Lemma 5, namely
holds for any (log K, ε) protocol. For details, see [12] . We can go beyond the results of [12] and express (2) using a quantity similar to the smooth min-entropy. Letλ ε min (Y |Z) P be the optimization in (1) without the penultimate constraint.
The statement is essentially [16, Proposition 13.6 ], but we give the proof as it will be useful later.
Proof. First note that for any γ and possibly non-normalized
Here we have extended the domain of δ to include non-normalized arguments, and now the function is no longer symmetric in its arguments. Nevertheless, its dual formulation is still δ(P, Q) = min{ 1, T :
Therefore, setting γ = |Y |/K ε (Y |Z) P and using (5) gives (4) .
For the other direction, define Q Y Z as the pointwise minimum of P Y Z and γR Y ×P Z for any γ > 0. The optimal test Λ in δ(P Y Z , Q Y Z ) is just the indicator onto the positive part of the difference P Y Z − Q Y Z , which by construction is equal to the indicator onto the positive part of
The Q Y Z appearing in both directions of the above proof is smaller than P Y Z , which is precisely the kind of smoothing employed by Renner and Wolf [4] . In particular, the converse in their Theorem 1 is the statement
However, it holds that λ ε min (Y |Z) P =λ ε min (Y |Z) P , and thus [4, Theorem 1] is equivalent to (5) . This follows because, on the one hand, Q Y Z = P Y Z −T Y Z for T Y Z optimal in the latter is feasible in the former, and on the other, T Y Z = P Y Z −Q Y Z for Q Y Z optimal in the former is feasible for the latter.
Meanwhile, the smooth min-entropy bound of Watanabe and Hayashi [6, Theorem 1] is simply
Nominally, then, the equivalent bounds (2), [8, Lemma 5], (5) , and [4, Theorem 1] are relaxations of (6). However, in fact these are all equivalent whenever the former are nontrivial.
Since the optimal T Y Z is positive and has no entry larger than that of P Y Z , the smallest normalization of the possible Q Y Z is less than one. The largest is λ|Y |, and hence a normalized Q Y Z can be found whenever the optimal λ is larger than 1 |Y | .
Thus, the tight min-entropy converse (6) can be efficiently evaulated for large blocklength by using (2) instead. A numerical comparison of the bounds to existing results is shown in Figure 1 .
IV. REPURPOSING RANDOMNESS EXTRACTION
Now we show how to construct a lossy source coding protocol from randomness extraction. It should be noted that similar methods have been reported in [18] , [19] , and we comment on the differences below. The task of lossy source coding is to compress a random variable X to a smaller alphabet such that the reconstructed Y is close to X as measured by a distortion function d : X × Y → R + . A (k, d ) protocol for lossy compression of X ∼ P X consists of an encoder E : X → T and a decoder D : T → Y such that E PXY d(X, Y ) =d and |T | = 2 k . In the i.i.d. setting it is perhaps most natural to consider symbolwise distortion functions d(x n , y n ) = 1 n i d sym (x i , y i ) for some single-symbol distortion function d sym , as well as constructing protocols by simulating single symbol channels W : X i → Y i (rather than W : X n → Y n ). In this case we have Theorem 2. Given P ×n X and a symbolwise distortion function d with 0 ≤ d sym (x i , y i ) ≤ 1 for all x i , y i , suppose that W : X→Y is a channel such that E PX d sym (X, Y ) =d ≤ 1. Then any linear (k, ε) privacy amplification protocol for Y n relative to X n can be used to construct an (n log |Y |−k,d+ε) lossy compression protocol for X n . Proof. The protocol is as follows. Given a linear extractor function f : Y → V , we can always extend it to an invertible linear function g : Y → (V, T ) for |T | = |Y |/|V |. This induces a distribution P T V X from P XY . Now consider encoders and decoders which make use of common randomness U , with |U | = |V |. Define the encoder to be the channel which maps x and u to t distributed according to P T |V =u,X=x and the decoder to be the map t → g −1 (u, t).
The protocol would work perfectly if V were uniformly distributed. This is nearly the case; since f is ε-good, V is ε close to uniform in variational distance. Therefore, by monotonicity of the variational distance, the output of the protocol is ε close to the ideal case, meaning the average distortion cannot deviate fromd by more than ε.
Finally, since the distortion is an average over the value of the common randomness, there must be one such value meeting the distortion boundd+ε, resulting in a deterministic encoder.
The optimal rate of lossy compression is given by R(d) = inf W :d(X,Y ≤d I(X:Y ). The rate of the protocol constructed via privacy amplification is n log |Y | − H(Y |X), which is optimal when the optimal Y in R(d) is uniformly-random. For instance, the standard example of a uniformly-random source X and Hamming distortion d sym (x, y) = δ x,y has a uniform Y , since the optimal channel is just a binary symmetric channel with crossover probabilityd [20, §10.3.1]. So, too, does the binary erasure quantization example of Martinian and Yedidia [14] . Here the input X has alphabet {0, 1, ?}, with probabilities (1 − e)/2, (1 − e)/2 and e for some 0 ≤ e ≤ 1, respectively, and the symbol distortion function d sym (x, y) is 0 if x =? or x = y, and 1 otherwise. As reported by Kostina and Verdú in [21, Equation 202 ], the rate distortion function for this case is R(d) = (1 − e)(1 − h 2 (d 1−e )) (after adapting the notation to the present setting). The optimal channel is a concatenation of the map which randomly assigns ? inputs to 0 and 1, but leaves those input values untouched, and a binary symmetric channel with crossover probabilityd/(1 − e). It therefore has uniform output over {0,1} for any value of e.
The above construction above directly uses the given randomness extractor and probability distribution to construct the encoding and decoding maps. This has the disadvantage that it does not attain the optimal rate for sources with nonuniformlydistributed output. In contrast, [18] , [19] do not start from a given extractor, but make use of uniformity and independence properties of random binning or hashing methods to construct encoding and decoding maps that achieve the optimal rate in all cases.
V. LOSSY COMPRESSION FROM CHANNEL CODING
By making use of duality relations for channels and codes, we can show that linear error-correcting codes can be used to build lossy source codes. Suppose X is the random variable to be lossily compressed, and P XY is the optimal joint distribution in the rate distortion function. This induces a channel W = P X|Y given the marginal P Y ; note that this channel is defined in the opposite sense to §IV. Theorem 2 establishes that lossy compression can be constructed from privacy amplification of the input of W relative to its output. But, following [13] , [22] , this task is dual to channel coding (or lossless compression) for the dual channel W ⊥ : Y → B, where now W ⊥ is a channel whose output is quantummechanical (see [13, §3.2] ).
Specifically, Corollary 8 of [13] ensures that a (k, ε) code C for W ⊥ (where ε is the average error probability under the optimal decoder) leads to a linear (k, 2 √ ε) privacy amplification protocol for Y relative to X. The extractor function f is given by the generator matrix G of C acting to the right, i.e. the parity check matrix of C ⊥ . In fact, using Theorem 5.1 of [22] we can improve the security parameter to √ 2ε (the difference stems from the use of the max-entropy in Corollary 8, which involves an optimization over the marginal of Z rather than using actual marginal P Z directly). Combining this with Theorem 2, we obtain Corollary 1. For P X|Y the optimal conditional distribution appearing in the rate-distortion function, let W ⊥ be the dual channel according to [13] . Then a (k, ε) code C for W ⊥ can be used to construct an (n−k, √ 2ε) lossy compression scheme for X n .
The reconstruction operation outputs codewords of C ⊥ , shifted to a coset determined by the common randomness V . Meanwhile, the quantizer or compressor is stochastic, based on the conditional distribution distribution P T |XV as in Thoerem 2.
The dual channels for the examples mentioned above can be explicitly given. For the case of Hamming distortion, the optimal channel from Y to X is also a BSC with crossover probability δ =d, which means the dual channel takes the classical input z to the pure state |θ z = √ δ |0 + (−1) z √ 1 − δ |1 . For binary erasure quantization, the optimal channel is a concatenation of a BSC with crossover probability δ =d/(1−e) with an erasure channel with erasure probability e. The output of the dual consists of two independent parts, one classical and one quantum-mechanical. The classical part is the just the output of the erasure channel with erasure probability 1 − e, while the quantum part is exactly the output of the dual of the BSC. Thus, with probability e the input to the channel shows up unchanged in the classical part of the output, but even when this part is useless, the quantum part contains some information about the input.
Note that whend = 0 in the latter case, the two quantum states |θ z are identical, so the quantum part of the dual output is useless. Then the dual is effectively just the erasure channel with erasure probability 1 − e. The above relation between error-correcting code C for W ⊥ and the use of the dual code C ⊥ for privacy amplification of W partly explains the "curious duality between erased/known symbols in source coding and known/erased symbols in channel coding" observed by Martinian and Yedidia [14] . By more direct analysis of errorcorrection and lossy compression for the erasure channel, they show an equivalence between the two tasks. Here we have made use of the more general theory of duality and shown one direction of the equivalence, that error-correction implies lossy compression.
This also makes sense of recent results on the optimality of polar codes and spatially-coupled low-density generator matrix codes for lossy compression, shown in [23] and [24] , respectively. Polar codes are their own duals in the sense that the dual of a polar code is given by using the frozen bits instead of the information bits, which is again a code constructed by the properties of synthesized channels. Thus, the fact that polar codes achieve the capacity for classicalquantum channels described above, which follows from the general result of [25] , implies that polar codes achieve the ratedistortion bound for the associated sources. One simply has to base the scheme on the synthesized inputs with high entropy, exactly as done in [23] . Similarly, it is not unreasonable to suspect that spatially-coupled low-density parity check (LDPC) codes achieve the capacity of these classical-quantum channels under optimal decoding. This would imply that their duals, low-density generator matrix (LDGM) codes, achieve the rate-distortion bound for the associated sources, precisely as shown in [24] . Duality also helps explain that LDPC codes are themselves not useful for lossy compression, as observed in [14] , as otherwise their duals, LDGM codes would be good for channel coding and this is known not to be the case. Note that the implications based on duality say nothing about complexity of encoding or decoding operations for either channel coding or lossy compression; indeed, establishing low complexity bounds is the better part of the results of [23] and [24] .
VI. DISCUSSION
We have given new bounds on the optimal rate of privacy amplification in a one-shot setting and seen that the converse bound improves substantially on previously-known results. While the achievability bound is not the tightest known in the literature, the formulation of both in terms of hypothesis testing has advantages of its own. One is the clear connection of information theory to statistics. More conceptually, using a common quantity in optimal rate bounds allows us to see the concrete relationship of covering and packing problems more plainly. Namely, for approximation parameter ε, rate bounds for covering problems involve β ε , while those for packing problems involve β 1−ε . An open question is whether the hypothesis-testing approach can be extended to covering problems involving quantum information.
We have also shown that privacy amplification is a primitive for constructing channel simulation and lossy compression protocols. Doing so enables us to extend the known duality of codes for packing (lossless compression) and covering (privacy amplification) to the covering problem of lossy compression. Specifically, coding duality implies that duals of good channel codes lead to good lossy source codes, at least for symmetric channels and lossy compression setups. An immediate open question in this context is whether one can go in the other direction, from lossy source coding back to channel coding. This was observed to be the case for the binary erasure channel and binary erasure quantization in [14] . Perhaps the most straightforward approach to demonstrating this would be to show that lossy source codes can be used for privacy amplification, since duality ensures that a good privacy amplification protocol implies the existence of a good channel code for the dual (cf [13, Corollary 8] , [22, Theorem 5.2] ). One could also investigate whether duality leads to improved finite blocklength bounds on privacy amplification. However, since the dual setup involves a quantum output, this seems doubtful as the bounds available in this case are not as tight as for classical output (see [26] ).
