Abstract-We propose a joint source-rate/channel-code control scheme for streaming video over a wireless channel. The scheme is designed to maximize the achievable source rate while guaranteeing an upper bound on the probability of starvation at the playback buffer. It can be applied to both one-way and interactive video communications. Rate control is performed adaptively on a percycle basis, where a cycle consists of a "good" channel period and the ensuing "bad" period. This cycle-based approach has two advantages. First, it reduces the fluctuations in the source bit rate, ensuring smooth variations in video quality. Second, it makes it possible to derive simple expressions for the starvation probability at the playback buffer, which we use to determine the optimal source rate and channel code for the good and bad periods of the subsequent cycle.
I. INTRODUCTION

R
ECENT progress in wireless technologies combined with the advent of highly efficient and scalable video compression formats (e.g., MPEG-4, H.264) have made it more possible than ever to stream real-time video over wireless channels. However, there are still some major obstacles to overcome. On the one hand, video applications require sustainable network throughput along with stringent jitter guarantees, particularly for interactive communications. On the other hand, wireless channels are highly dynamic, with a bit error rate (BER) that fluctuates by orders of magnitude in less than a second. The situation is further aggravated by the contention-based nature of common wireless access techniques, which gives rise to radio interference and packet collisions.
The aforementioned challenges inspired several potential solutions, which can be employed separately or jointly. One traditional yet effective class of solutions focuses on link-layer reliability, i.e., forward error correction (FEC) and/or automatic repeat request (ARQ). "Static" FEC can provide sustained throughput and bounded delay, but when designed for the worst channel conditions, it incurs some unnecessary overhead. Adaptive FEC (code rate varies with channel conditions) is more efficient for a dynamic channel. ARQ techniques have also been used, although their effectiveness in ensuring strict delay guarantees is limited. Hybrid ARQ schemes (e.g., [7] ) are believed to provide the best features of ARQ and FEC, and will therefore be considered in our work.
Another class of solutions relies on source-rate control, often performed at the frame level (e.g., [13] , [16] ) or the macroblock level (e.g., [15] , [17] ). Such solutions exploit the scalability offered by recently standardized compression formats. Several of these rate-control solutions have been targeted towards erroneous channels (e.g., see [18] , [19] and the references therein). The authors in [10] formulated an optimization problem that considers as design parameters the end-to-end delay, the policing constraints, and the encoder and decoder buffer sizes. Although the proposed technique is capable of finding the optimal operating points, due to its complexity, it may not be suitable for real-time operation. In [11] the authors introduced a rate-control scheme that aims at maximizing the channel utilization subject to a constraint on the playback buffer size. They suggested minimizing the probability of buffer underflow by equating the effective input and output rates of the playback buffer. A conditional retransmission and low-delay interleaving scheme was proposed in [2] , in which the encoder buffer is used as part of the interleaving memory. In [5] , the authors introduced a rate control mechanism based on a priori stochastic models of the source and the underlying channel.
The vast majority of research on transporting video over wireless channels has been aimed at optimizing the performance of the source and/or channel encoders, with little accommodation of the networking aspects. For instance, a primary goal of many of the previous studies was to optimize the effective channel throughput without taking into account the impacts of the source and channel codes on the transport delay. Furthermore, such studies often ignore the dynamics of the playback buffer, which are critical to maintaining continuous video playback. In addition, some of these schemes are computationally intensive, making them unattractive for real-time operation.
In this paper, we propose a joint source-rate/channel-code control scheme for transporting variable-bit-rate (VBR) encoded video over wireless channels. The scheme is designed to adapt the source bit rate and channel-code parameters on a per-cycle basis while guaranteeing an upper bound on the probability of starvation at the playback buffer. A cycle here refers to the combination of a "good" (non-fading) channel period and the following "bad" (fading) period. Our cycle-based approach has two main advantages. First, it reduces the fluctuations in the source rate, resulting in smooth variations in video quality. Second, it allows us to derive simple expressions for the starvation probability at the playback buffer, which we use in determining the optimal source rates for the good and bad periods of the next cycle. Because of its low computational complexity, the proposed scheme is attractive for real-time operation. We apply this scheme to both one-way and interactive video. The main difference between the two cases is in an additional constraint on the end-to-end delay for interactive video, which translates into a bound on the probability of starvation at the transmitter buffer.
II. SYSTEM MODEL
A. Framework
We consider the transport of VBR-coded video over a wireless channel. Compression may be done in real time or it may be performed offline. In the former scenario, the frame encoding and playback rates are both equal to frames/second, whereas in the latter case, a video server may transport pre-encoded frames over the channel at a rate frames/second that may be different from the playback rate . For both cases, we assume a finely scalable compression format, whereby the size of the compressed frame in bits can be reduced as needed at the expense of reduced quality.
Without loss of generality, consider the case when frames are generated in real time. According to the observed channel state and the current occupancy of the playback buffer, the receiver executes the rate-control and channel-code optimization procedure described in Section III, and sends its feedback to the transmitter. For simplicity, we assume that the "feedback" channel is highly reliable, so that control messages arrive at the transmitter free of errors. The receiver's feedback is used by the transmitter to adjust the size of the next frame and determine the appropriate values for the channel-code parameters. The scaled frame is then moved to the transmitter buffer. Let be the size of this frame in bits. When such a frame is to be transmitted over the wireless link, it is first segmented into link-layer (LL) packets, where is the number of information bits in each LL packet. Each LL packet contains error-correcting bits, for a total of bits. We assume that the values of and are fixed for all LL packets that belong to the same video frame. For a given FEC coding scheme and a given pair , a maximum number of correctable bit errors per packet can be easily determined. In addition to the FEC code, each packet is assumed to include a very strong error-detecting code (e.g., CRC-32). In the case of an FEC decoding failure (e.g., packet contains more than bit errors), the CRC code will detect the presence of a packet error and will trigger a packet retransmission. We assume a stop-and-wait ARQ policy. This assumption is justifiable when the round-trip time (RTT) is much smaller than the packet transmission time, as is the case in typical wireless LAN environments.
The wireless channel is modeled using a two-state (good/ bad) continuous-time stochastic process in which the sojourn times for the good and bad periods are gamma distributed. Let and denote these sojourn times. Two-state channel models, in general, have been widely used in the literature, but often under Markovian assumptions (i.e., exponentially distributed sojourn times). Recently, some studies (e.g., [1] , [8] ) have questioned the appropriateness of the Markovian assumption and suggested the use of lognormal and power-law distributions for the sojourn times. For analytical tractability, we consider in our study a gamma distribution for both the good and bad periods, which has roughly the same shape as the lognormal distribution. We emphasize here that while the use of such a distribution is meant to provide a better representation of the wireless medium, it has no bearing on our specific rate-control design. For , let be the BER during state . Let and be, respectively, the scale and shape parameters of the gamma distribution of the good period, and let and be such parameters for the bad period (without loss of generality, we assume that and take integer values). These parameters can be determined off-line using representative channel measurements or they can be estimated online at the receiver using, for example, time series models. Let , , , and be the corresponding , , , and values for the th channel state,
. Once all the LL packets of a particular frame have arrived correctly at the receiver, the frame is assembled and moved to the playback buffer. Let be the input frame rate into this buffer. In general, varies according to the channel conditions, the FEC code, and the source rate.
We assume that the video session starts with a preloading phase in which frames are prefetched and decoded before playback commences. These frames correspond to seconds of delay between the time the first frame is generated and the time it is played back. We consider two realtime communications scenarios: one-way and interactive. In the first scenario, there are not stringent constraints on , while in the second scenario, the application imposes a strict upper bound on . In the case of archived video, there is no constraint on , which can be changed during the streaming by varying . We treat this scenario as a special case of the one-way real-time video communication.
Let and be the encoder and playback buffer occupancies at time . Because the frame generation and playback rates are both equal to , we have
In other words, the number of frames in the system is constant at any time, and what varies is the distribution of between the transmitter and playback buffers.
B. Overview of the Proposed Scheme
The main goal of our joint rate-control/channel-code scheme is to maintain the continuity of the playback process by limiting the likelihood of playback-buffer starvation, while simultaneously maximizing the spatial quality. To do that, we allow the playback buffer to build up during the good state and to shrink (and occasionally starve) during the bad states.
Following the preloading phase, the receiver starts executing the rate-control and channel-code-optimization procedures. It continuously monitors the channel and accordingly determines its state ( or ). Several channel-state-estimation approaches are available in the literature (e.g., [6] , [12] , [14] ), and any of them can be used in our work. For example, level-crossing analysis can be used to partition the continuous SNR range into a discrete number of sets, each of which corresponds to one channel state (see [9] and the references therein). Once the partitioning is done, the receiver can map the measured SNR into an appropriate channel state.
Based on the continuously estimated channel state, the receiver determines when the channel has switched from bad to good. This signals the start of a new cycle 1 . At that time, the receiver computes the "optimal" values of the source rate and the channel-code parameters that maximize the frame's spatial quality while simultaneously guaranteeing a bound on the starvation probability of the playback buffer. These values are sent back to the transmitter, which uses them to adjust the frame sizes and FEC code for the subsequent cycle. Note that when frames are encoded on-the-fly, fixing over a cycle implies that the quantization level will vary on a frame-by-frame basis even during the same cycle. The impact of that on video quality is examined in Section VI.
III. ANALYSIS OF STARVATION PROBABILITY
In this section, we derive analytical expressions for the starvation probability of the playback buffer. Such expressions are later used in optimizing andthe channel-code parameters. Consider an arbitrary cycle. To simplify the analysis, we approximate the dynamics of frame arrivals and playback by continuous-time fluid processes. It is then reasonable to assume that increases during the good period and decreases during the bad period. The validity of this assumption will be experimentally verified in Section VI. So if the playback buffer is to starve anytime during the cycle, it must also starve by the end of the bad period of that cycle. The continuity of the fluid-flow approximation implies that only one starvation period (consisting of one or more frame intervals) can occur in one cycle. If such a starvation period is to occur, it must include the end of the cycle. In other words, a starvation interval occurs in a given cycle if and only if such an interval includes the end of that cycle. Let be the probability of a starvation event at the end of an arbitrary cycle. In our design, we require that , where is a predefined constraint.
A. One-Way Video Communication
In this scenario, can be taken large enough to avoid starvation at the transmission buffer. Consider an arbitrary cycle. Let be the number of frames in the playback buffer at the start of the cycle. Starvation occurs if plus the number of frames transmitted during the cycle is less than the number of frames played back during the same cycle. Formally, starvation occurs if (2) where and are the average rates at which frames are correctly received during the good and bad periods of the underlying cycle, respectively. As explained later, these rates can be controlled by appropriately setting the source rate and channelcode parameters. The constraint on the probability of starvation is then given by (3) To simplify the analysis, we rewrite (2) as . We consider the following cases.
. This is the most common case. Intuitively, in this case the playback buffer is expected to build up during the good periods and to shrink during the bad ones.
• Case 2:
and . A solution is possible in this case if is considerably large. Since and are smaller than , the playback buffer will shrink throughout the entire cycle.
• Case 3:
. In here, the buffer occupancy is expected to increase throughout the entire cycle, so will be zero, irrespective of the initial buffer occupancy. Note that the case and is an impossible one. Only the first and second cases are of practical significance. So, we compute for these two cases. Let and . Consider the first case. Starvation occurs when , which corresponds to the gray area in Fig. 1(a) . The probability of starvation in this case is given by (4) where , , is the pdf of and is easily obtained from . By defining and , can be written as (5) Solving this integral, we obtain (see [3] for details) the following: (6) where . As for the second case, starvation occurs when , as shown in Fig. 1(b) . The probability of starvation is given by (7) Solving this integral, we obtain [3] (8)
where .
B. Interactive Video Communication
We now compute for interactive video. When , it is possible for the transmitter buffer to starve. Note that this happens only in case 1 of Section III-A. To compute for this case, we redefine (3) as follows: if otherwise (9) Accordingly (10) Solving this integral, we obtain (11) Note that this expression is similar to (6) but with an additional term that is a function of . As expected, as increases, decreases.
IV. ADAPTIVE COMPUTATION OF SOURCE RATE AND CHANNEL-CODE PARAMETERS
In the previous section, was expressed as a function of and . The parameters , , and are fixed, so is essentially a function of and . The parameters to be optimized are the source rate , and the channel-code parameters , , , and . So we must first express and in terms of , , , , and . This is done as follows. Conditioned on channel state , , the probability that a received LL packet contains a correctable error is given by (12) The average number of transmission attempts required to successfully transmit a packet is given by (13) The time needed to transmit one LL packet is given by where is the channel bit rate. Hence, the average number of packets per frame during state is given by 
To determine the optimal channel-code parameters and optimal , we exploit the decomposability of the source/channel subsystems. First, note that is inversely proportional to and (the higher the frame arrival rate at the receiver, the less likely that the playback buffer will starve), and both parameters are inversely proportional to . In other words, is monotone in . This is shown in Fig. 2 for different values of . As for the channel-code parameters, depends on them exclusively through and . So one can optimize the channel-code parameters by maximizing , , independent of , subject to the constraint (which ensures that a frame consists of at least one LL packet). This is done as follows. First, note that depends only on the BER, the transmission rate, the amount of FEC, and the RTT. In typical streaming scenarios over wireless links, packet sizes range from 800 to 8000 bits, access bandwidth from 100 to 1000 kbps, and transmitter-receiver separation is up to 1 km, so the RTT is quite negligible compared to the packet transmission time. So we can safely ignore it when computing the link throughput . Accordingly, , where is the line efficiency for state . can be maximized by maximizing with respect to and , which can be done offline for a given FEC scheme and for several BER values. For a given BER, the optimal values for , , , and can be obtained using a simple table-lookup. At these optimal values, can be maximized subject to satisfying the given bound on . Because of the (inverse) monotonic relationship between and , the optimal can be easily found using a binary search conducted in logarithmic time. Fig. 3(a) depicts the behavior of as a function of using a fixed packet size and BCH code.
It is obvious that there is an optimal point associated with each BER. Fig. 3(b) depicts versus for a fixed . The plot can be used to maximize with respect to for a given BER.
V. SELECTION OF FOR ONE-WAY VIDEO
Let denote the probability of starvation at the transmitter buffer at time (18) We are interested in computing a threshold such that (19) where is a predefined constraint. It is obvious that starvation at the transmitter can occur only during channel cycles with (case 1 in Section III-A). In these cycles, the buffer occupancy decreases at the transmitter and increases at the receiver during the good period. So the highest value for is encountered at the end of the good periods. Let be this probability Using in the above equation and solving the integral, we obtain (20) Note that is a function of , which in this context denotes the playback buffer occupancy at the beginning of the underlying cycle. We now need to express for every cycle, independent of . This is required because has to be set at the beginning of the streaming session and is kept constant afterwards. To this aim, we compute an upper bound on this probability . From (20), increases as increases and as decreases. An upper bound on is obtained by using the maximum buffer occupancy and the minimum source coding bit rate within the range of values allowed by Case 1. The minimum source bit rate is . The maximum value, denoted by , is the value that results in . In fact, is an increasing function of . Accordingly, is obtained from (6) with being set to the target starvation constraint and set to . For example, assuming that the sojourn times of the good and bad states are exponentially distributed, is given by (21) from which we obtain an expression for (22) In this case, the constraint in (19) can be satisfied by replacing with its upper bound . From this, and the corresponding are obtained as follows:
VI. SIMULATION RESULTS
In this section, we simulate the proposed scheme and contrast its performance with other rate-control schemes. Every simulation experiment was run for 100 000 channel cycles. Table I summarizes the parameter values used in the simulations (when not specified, the default values are used). We use BCH codes with codeword lengths in the range -bits. Within this range, we consider every possible positive integers and of the BCH scheme such that and . The maximum number of correctable bit errors is then set to .
To evaluate the efficacy of our scheme, we perform two types of simulations. In the first type, we use a fluid approximation of the packet arrival process. In this case, the throughput during the good and bad periods is set to its average value for each of the two periods. This model accurately reflects our starvation probability analysis. We then consider a "discrete" model, in which we account for the packetization effect. Table II shows the results for one-way video communications, averaged over several runs. The observed starvation probability for the continuous model is very close to the target , confirming the goodness of our analysis. In the case of the discrete model, the observed starvation probability is slightly larger than , which can be attributed to the variability of the channel throughput in this model (such variability produces unaccounted for buffer starvation instances). Note that the average value of is quite small, indicating that starvation can be prevented/controlled with only a small buffer size. To evaluate the quality of the streamed video, we also compute the average value of . For both the discrete and continuous simulation models, the average values are very close to the mean channel throughput of 482.5 kbps. This is expected, since streaming is never interrupted. The standard are highly desirable, as they reduce the variations in the resulting video quality. To better evaluate this aspect, we compute the absolute difference in the bit rate between adjacent cycles . As shown in Table II , the average value of is even smaller than the standard deviation of . Table III depicts the observed starvation probability for various values of , , , , , , and . When varying the value for a given parameter, the other parameters are set to their default values given in Table I . We observe a slight mismatch between the target and measured values. The mismatch decreases as the values of , , and increase. Table IV shows the average number of starvation events per cycle at the transmitter for various channel parameters. Note that more than one starvation event can occur during a cycle. A transmitter-buffer starvation event ends when a new frame is generated. During the good periods, , so once the newly generated frame is transmitted, the transmitter buffer starves again. From this table, we observe that the average number of starvation events per cycle increases as the lengths of the good and bad periods increase. For the good period, this trend can be justified through (20), which shows that an increase in leads to an increase in . As for , it influences the selection of ; low values of are selected when is large [see (6)]. As mentioned before, a decrease in leads to an increase in . Both and seem to have little impact on the number of starvation events at the encoder. In general, TABLE V  PERFORMANCE RESULTS FOR THE COASTGUARD VIDEO SEQUENCE   TABLE VI  PERFORMANCE RESULTS FOR THE FOREMAN VIDEO SEQUENCE   as increases, the frame generation process becomes more continuous, reducing the resultant .
Next, we study the performance of the cycle-based rate control scheme when applied to Version JM 8.4 of the emerging JVT/H.264 video coding standard. At the end of each cycle, the value of as determined by our rate-control scheme is used to compute the quantization level for the next cycle. Tables V  and VI depict the resulting performance for two video sequences TABLE VII   COMPARISON OF VARIOUS RATE -CONTROL SCHEMES ("Coastguard" and "Foreman," in CIF format), each encoded at a rate of frames/s. It can be noted that has a very negligible impact on image quality, as measured by the peak signal-to-noise ratio (PSNR). Also, with (typical for interactive applications), the difference in the PSNR between interactive and one-way video is only 0.8 dB. In terms of the average , the difference between the two cases is about 1.7 and 0.2 for the "Coastguard" and "Foreman" video sequences, respectively.
In the proposed per-cycle scheme, the quantization level varies on a per-frame basis. To evaluate the impact of such variability on video quality, we show in Fig. 4 the PSNR for 300 frames ("Foreman" sequence with ). We contrast the per-cycle scheme (variable ) with a scheme that uses a fixed quantization level that represents the average value in the per-cycle scheme. Note that even when is fixed, the PSNR still varies from one frame to another, depending on the scene dynamics and the "richness" of the encoded frame. The two plots exhibit similar temporal behaviors. Relative to a fixed-quantization approach, the per-cycle scheme does not cause noticeably degradation in the PSNR. In fact, the average absolute difference in PSNR between two successive frames is 0.12 dB and 0.099 dB for the cases of variable and fixed , respectively. The 300 frames correspond to about 15 channel cycles, so the depicted PSNR values cover multiple cycles.
Finally, we conduct simulation experiments in which we compare the per-cycle scheme with the TMN8 model [4] , as well as with the DDP and SDP [5] algorithms. DDP and SDP are two important rate-control schemes that were developed based on stochastic dynamic programming. To ensure a fair comparison, we conduct our experiments under a comparable setup to that of [5] . In particular, we set , , ,
, and . The other parameters are kept at their default values in Table I . This results in the same average sojourn times for the good and bad periods (550 and 150 ms, respectively) and the same channel throughputs ( and ) as those in [5] . Table VII depicts the PSNR and probability of starvation under various rate-control algorithms when applied to the Mother&Daughter sequence (used in [5] ). The table reveals the following. In terms of the average PSNR, our cycle-based approach achieves comparable performance to that of the SDP and DDP algorithms, and a slightly better performance than that of the TMN8 algorithm. However, in terms of the observed probability of starvation, the cycle-based approach achieves a much better performance (lower starvation rate) than the three other algorithms. This is expected given that the cycle-based algorithm aims at controlling the starvation probability whereas the SDP and DDP algorithms aim at finding the "optimal" balance between compression and distortion. Note that "optimizing" the average PSNR by itself is not enough to ensure satisfactory perceptual quality, especially if it comes at the expense of frequent buffer starvation instances (which cause undesirable video artifacts).
VII. CONCLUSIONS
In this paper, we proposed a low-complexity source-channel rate control scheme for video streaming over wireless channels. The coding rate is computed by introducing a constraint on the probability of starvation at the playback buffer. We derived expressions for the starvation probability as a function of the coding parameters. To reduce quality variations among neighboring frames, the computed source rate is used by the sender over a complete channel cycle. Experimental results proved the efficacy of the proposed approach in controlling buffer starvation in both cases of interactive and one-way video communications. Replacing the constant-throughput model with a more realistic one in our analysis is expected to improve the performance of the proposed algorithm with only a slight increase in the computational complexity.
