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Abstract
In this paper we are concerned with the stability of equilibrium solutions
of periodic Hamiltonian systems with one degree of freedom in the case of
degeneracy, which means that the characteristic exponents of the linearized
system have zero real part, and the high order terms must be considered
to solve the stability problem. For almost all degenerate cases, sufficient
conditions for the stability and instability are obtained.
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1. Introduction
Consider a Hamiltonian system with one degree of freedom
x˙ =
∂H
∂y
(x, y, t), y˙ = −∂H
∂x
(x, y, t), (1.1)
where H(0, 0, t) = Hx(0, 0, t) = Hy(0, 0, t) = 0, the dot indicates differenti-
ation with respect to the time t. The Hamiltonian function H is continu-
ous and 2pi-periodic in t, and real analytic in a neighborhood of the origin
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(x, y) = (0, 0), the Taylor series of H in a neighborhood of the origin is
assumed to be
H(x, y, t) = H2(x, y, t) +H3(x, y, t) + · · ·+Hj(x, y, t) + · · · , (1.2)
where
Hj(x, y, t) =
∑
µ+ν=j
hµν(t)x
µyν , j = 2, 3, · · · , (1.3)
and the coefficients hµν(t) are 2pi-periodic with respect to the time t.
The question about the stability of an equilibrium position of a Hamil-
tonian system plays an important role in the knowledge of the qualitative
behavior of the system. Also it is well known that for the periodic Hamilto-
nian system (1.1), the problem of knowing about the stability of equilibrium
solutions in the sense of Lyapunov is still an open problem. Only in some
particular cases we have some methods to determine the type of stability. For
instance, if there exists a characteristic exponent of the linearized system with
non zero real part, the equilibrium solution is unstable. Thus we assume that
the linearized system is stable and that the characteristic exponents are pure
imaginary, say ±i ω (ω 6= 0), and the nonlinear part is necessary to answer
the question of stability.
For the general elliptic case, Arnold [1] and Moser [10], [20] had ob-
tained some results about stability of the equilibrium solutions under certain
nondegeneracy conditions. Since then, there are plenty of works about the
stability of the trivial solution, one can refer to [11], [20] for a detailed descrip-
tion. For recent developments, one may consult [5], [15] and their references
therein. For time-periodic Lagrangian equations, an analytical method called
the third order approximation method, had been developed recently by Or-
tega in a series of papers [12], [13], [14], [16]. After that, some researchers
had extended the applications of the third order approximation method, and
some stability results for several types of Lagrangian equations had been es-
tablished, one can refer to [4], [15] for the forced pendulum, and [21], [22] for
the singular equations. However, these results can not be applied directly in
the degenerate case.
Without loss of generality we assume that a linear 2pi-periodic symplectic
transformation has already been made such that H2 is given by
H2(x, y) =
ω
2
(x2 + y2).
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Introduce symplectic action angle variables by means of the formula
x =
√
2r cosϕ, y =
√
2r sinϕ,
in the variables r and ϕ, the Hamiltonian (1.2) becomes
H(r, ϕ, t) = H2(r) +H3(r, ϕ, t) + · · ·+Hj(r, ϕ, t) + · · · , (1.4)
here we still denote the new Hamiltonian by H , and
H2(r) = ωr, Hj(r, ϕ, t) =
∑
µ+ν=j
hµν(t)(2r)
j
2 cosµ ϕ sinν ϕ, j ≥ 3. (1.5)
Applying the Lie normal form process, there exists a formal, symplectic,
2pi-periodic change of variables which transforms the Hamiltonian in (1.4)
into the following form:
(1). if ω is an irrational number, then H = H(r) = ωr + A4r
2 + · · · +
A2nr
n + · · · , i.e., H depends only on the action variable r;
(2). if ω = p
k
is a rational number, where p, k are relatively prime positive
integers, that is, there is a resonance of k order, then
H = H(r, ϕ) = A4r
2 + · · ·+ A2lrl +Hk(r, kϕ) + · · ·+Hm(r, kϕ) + · · · ,
where 2l < k is a maximal even number, and m ≥ k. The details can be
found in Lemma 2.2 of this paper.
When considering the problem of stability, we only need to obtain the
normal form up to certain orders, thus the above formal change of variables
can be convergent, and therefore if there exists some A2j 6= 0 for j = 2, 3, · · · ,
it follows from Moser twist theorem that the origin in (1.1) is stable in the
Lyapunov sense. Especially, in [23] we had proved that when ω is a Diophan-
tine number and all constants A2j = 0 (j = 2, 3, · · · ), then there exists an
analytic, symplectic, 2pi-periodic change of variables which transforms the
Hamiltonian in (1.4) into the linear part H2 = ωr. Obviously, in this case,
the origin in (1.1) is also stable. However, if ω is an irrational but not Dio-
phantine number, the problem about the stability of the origin in (1.1) still
remains open for us.
In the resonance case, that is, ω is a rational number, there also are many
results about the problem of stability, see [2], [3], [6], [7], [8] [17], [18], [19]
and the references therein. In general, the techniques used in the literature
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to study the problem about stability of equilibrium solutions are as follows.
First, the Lie normal form (the details can be found in Section 2 of this
paper) up to a certain order, is obtained. After that, authors often applied
Chetaev’s theorem or Lyapunov’s theorem (see [9]) to prove the instability
and Moser twist theorem [10], [20]) to prove the stability, respectively. Using
this approach, Cabral and Meyer [3] formulated a general stability criterion.
This result reads as
Theorem A Let K(r, ϕ, t) = ψ(ϕ)rn + O(rn+
1
2 ) as r → 0+, where n = m
2
with m ≥ 3 be an integer. Suppose that K is an analytic function of √r, ϕ, t,
and τ -periodic in ϕ, T -periodic in t. If ψ(ϕ) 6= 0 for all ϕ ∈ R, then the
origin r = 0 is a stable equilibrium for the Hamiltonian system
r˙ =
∂K
∂ϕ
(r, ϕ, t), ϕ˙ = −∂K
∂r
(r, ϕ, t)
in the sense that given ε > 0, there exists δ > 0 such that if r(0) < δ, then
the solution is defined for all t ∈ R and r(t) < ε. On the other hand, if ψ(ϕ)
has a simple zero, i.e., there exists some ϕ∗ such that ψ(ϕ∗) = 0, ψ′(ϕ∗) 6= 0,
then the equilibrium r = 0 is unstable.
In this paper, we also consider the case that ω = p
k
is a rational number,
that is, there is a resonance of k order, and A4 = · · · = A2l = 0 in the normal
form (otherwise, the origin is stable). In this case, the Hamiltonian (1.4) can
be transformed into the form in Theorem A. Specially, if k = 2n + 1, i.e.,
there is a resonance of odd order, the Hamiltonian in (1.4) can be put into
the form
H = Br
2n+1
2 cos(2n + 1)ϕ+ H˜(r, ϕ, t),
which is analytic and H˜ = O(rn+1) is periodic in t. According to Theorem
A, if B 6= 0, then the origin is unstable in the Lyapunov sense. If B = 0 or
k = 2n + 2, i.e., there is a resonance of even order, now the Hamiltonian in
(1.4) has the form
H = rn+1 (C +D cos 2(n+ 1)ϕ) + H˜(r, ϕ, t),
which is analytic and H˜ = O(rn+
3
2 ) is periodic in t. According to Theorem
A, if |C| > |D|, then the origin is stable in the Lyapunov sense; if |C| < |D|,
it is unstable. However when |C| = |D|, all zeros of the coefficient function
C+D cos 2(n+1)ϕ are two multiplicity, thus Theorem A can not be applied
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to obtain some information about the type of stability of the origin, which
is the case that we will study in the present paper.
Furthermore, we will consider the more general case that all zeros of
ψ(ϕ) in Theorem A have multiplicity greater than one. Obviously, Theorem
A cannot be applied in this case, which is regarded in the literature as the
degenerate case. Hence, in the degenerate case, the terms of order higher
than rn in the Hamiltonian K(r, ϕ, t) must be taken into account to solve
the stability problem.
There are many results for the stability in the case of degeneracy. As far
as we know, Markeyev is the first author to obtain some results on the sta-
bility in this case, who in [7] and [8] studied the stability in the case of fourth
resonance for both periodic Hamiltonian systems with one degree of freedom
and autonomous Hamiltonian systems with two degrees of freedom, obtained
some sufficient conditions for stability and instability by using Moser twist
theorem and Lyapunov theorem, respectively. After that, Mansilla and Vidal
[6] further investigated the case of even order resonances of periodic Hamil-
tonian systems with one degree of freedom. Recently, Bardin [2] studied the
degenerate case of periodic Hamiltonian systems with one degree of freedom
by using Lie normal forms, and established general criteria to solve the sta-
bility problem. The basic method of these results is that by considering up
to terms of a certain order in normal form, the conditions for stability and
instability are then obtained.
Our main results in Theorem 3.1 and Theorem 3.2 (see Section 3) are
the generalization of the above results, which enable us to solve the problem
about the stability for almost all these degenerate cases. Moreover, compared
with [6] and [7], we formulate more general stability criteria for arbitrary or-
der resonances, and compared with [2], here we establish the stability criteria
which is very easy to verify, and do not need to compute the simple main
part in [2] which is very difficult to understand.
The paper is organized as follows. In Section 2, we list some basic def-
initions and results about resonances and normal forms that will be useful
in our approach. In Section 3, we formulate our main results, that is, The-
orem 3.1 and Theorem 3.2, and give some remarks. In Section 4, we will
prove Theorem 3.1 and Theorem 3.2. Several examples which can apply our
main results are given in Section 5 to illustrate that our results generalize
the known ones.
5
2. Resonances and normal forms
We assume that the corresponding linearized system of (1.1) is stable and
the characteristic exponents are ±i ω with ω ∈ R. Let
Hm(r, ϕ, t) = H2(r) +H3(r, ϕ, t) + · · ·+Hm(r, ϕ, t), (2.1)
where Hj (j = 2, · · · , m) are given in (1.5). Since the resonance relations
play an important role in questions of the stability, here we give a precise
description for the resonance relationships of system (1.1).
Definition 2.1. System (1.1) is said to possess the resonance relation if
there exists an integer k 6= 0 such that kω ∈ Z, and the minimal positive
integer number k satisfying kω ∈ Z is called the order of the resonance.
On the other hand, if kω /∈ Z for all integers k with 1 ≤ |k| ≤ s, we say
that system (1.1) does not present any resonance relations up to the order s,
inclusively.
Consider the Z-module
Mω = {k ∈ Z : kω ∈ Z}
associated to the frequency ω. It is clear that Mω = {0} is equivalent to
say that ω, 1 are linearly independent over Q, that is, Mω = {0} if and only
if system (1.1) does not possess any resonance relations. In the opposite
case, system (1.1) possesses the resonance relation and an integer number
k ∈ Mω\{0} is called the number of the resonance and its order of the
resonance is k, here and hereafter we assume that k ∈ Mω is the minimal
positive integer number. Then we have the following lemma.
Lemma 2.2. Assume that Hm (m is a fixed integer greater than 2) is in Lie
normal form, if Mω = {0}, then Hm = Hm(r) for all m, i.e., Hm depends
only on the variable r; if Mω = kZ 6= {0}, then
Hm = Hm(r, ϕ) = H4(r) + · · ·+H2l(r) +Hk(r, kϕ) + · · ·+Hm(r, kϕ),
where 2l is a maximal even number which is less than k, and m ≥ k.
Proof. It follows from [9] that Hm is in Lie normal form whenever
{H2, Hm} − ∂H
m
∂t
= 0, (2.2)
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where {, } is the Poisson bracket. Since H2 = ωr, it follows from (2.2) that
ω
∂Hm
∂ϕ
=
∂Hm
∂t
. (2.3)
Assume that
Hm(r, ϕ, t) =
m∑
j=2
∑
µ+ν=j
hµν(t)e
i(µ−ν)ϕr
j
2 ,
then equation (2.3) gives us
m∑
j=2
∑
µ+ν=j
iω(µ− ν)hµν(t)ei(µ−ν)ϕr
j
2 =
m∑
j=2
∑
µ+ν=j
h′µν(t)e
i(µ−ν)ϕr
j
2 .
Therefore, the periodic function hµν(t) satisfies the differential equation
h′µν(t) = iω(µ− ν)hµν(t),
whose solutions are
hµν(t) = Cµνe
iω(µ−ν)t, Cµν ∈ C.
Thus we can rewrite Hm as
Hm(r, ϕ, t) =
m∑
j=2
∑
µ+ν=j
Cµνe
i(µ−ν)(ϕ+ωt)r
j
2 .
Since Hm is a real function in its original variables, by symmetry of subindex
µ+ ν = j, then Cµν = Cνµ. Moreover, since H
m is of period 2pi in t, Hm 6= 0
if and only if (µ−ν)ω ∈ Z, i.e., µ−ν ∈ Mω. Thus µ = ν ifMω = {0}, that is,
Hm = Hm(r); µ−ν ∈ kZ ifMω = kZ 6= {0}, that is, Hm = Hm(r, k(ϕ+ωt)).
In the case Mω = kZ 6= {0}, we will make the canonical change of vari-
ables
r˜ = r, ϕ˜ = ϕ+ ωt.
Indeed, this transformation can be defined by
r =
∂S
∂ϕ
, ϕ˜ =
∂S
∂r˜
,
where the generating function S is
S(r˜, ϕ, t) = r˜ · (ϕ+ ωt).
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Since ∂S
∂t
= r˜ · ω, the new Hamiltonian has the form
H˜(r˜, ϕ˜) = H˜4(r˜) + · · ·+ H˜2l(r˜) + H˜k(r˜, kϕ˜) + · · ·+ H˜m(r˜, kϕ˜).
Let H˜m = Hm, r˜ = r and ϕ˜ = ϕ, thus the proof of Lemma 2.2 is completed.

3. Main results
We first formulate two general stability criteria for the following Hamil-
tonian
H(r, ϕ, t) = rαψ0(ϕ) + r
α+γψ1(ϕ) +O(r
α+γ+ 1
2 ), (3.1)
where α = m
2
, m ≥ 3; γ = n
2
, n ≥ 1.
Our purpose in this paper is to study the stability of the origin of the
Hamiltonian (3.1) in the case of degeneracy, i.e., all zeros of the coefficient
function ψ0(ϕ) have multiplicity greater than one.
Now we are in a position to state our first result. That is, if all zeros of
ψ0(ϕ) are even multiplicity, we have the following result.
Theorem 3.1. Consider the Hamiltonian system
ϕ˙ =
∂H
∂r
(r, ϕ, t), r˙ = −∂H
∂ϕ
(r, ϕ, t) (3.2)
with the Hamiltonian (3.1), and suppose that all zeros of ψ0(ϕ) are even
multiplicity.
(A) If every zero ϕ0 of ψ0(ϕ) satisfies
ψ
(m)
0 (ϕ0)ψ1(ϕ0) > 0,
where m > 1 is the multiplicity of the zero ϕ0. Then the equilibrium r = 0 of
the Hamiltonian system (3.2) is stable in the sense of Lyapunov;
(B) if ψ1(ϕ) 6= 0 for all ϕ satisfying ψ0(ϕ) = 0, moreover, there exists a zero
ϕ0 of ψ0(ϕ) such that
ψ
(m)
0 (ϕ0)ψ1(ϕ0) < 0,
where m > 1 is the multiplicity of the zero ϕ0. Then the equilibrium r = 0 of
the Hamiltonian system (3.2) is unstable in the sense of Lyapunov.
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We give two remarks about this result. First of all, if all zeros of ψ0(ϕ) are
even multiplicity, there are examples which show that terms whose powers
are higher than α can be choose in such a way as to obtain stability or
instability, as desired.
For example, consider a system with a Hamiltonian of the form
H = (1 + sinϕ)r2 + ar3,
here we have transformed the Hamiltonian into the normal form, and a is
constant coefficient. Obviously, all zeros of ψ0(ϕ) = 1+sinϕ have multiplicity
two.
If a = 1, the equilibrium solution is stable, which can be showed using
Lyapunov’s theorem on stability, by taking the function V = H as Lya-
punov’s function.
If a = −1, the equilibrium solution is unstable. In fact, consider the
motions at the level H = 0. At this level either r = 0 or r = 1 + sinϕ. The
first case is of no interest since it corresponds to the equilibrium solution
itself. In the second case, i.e., r = 1 + sinϕ, the following equations
ϕ˙ = −(1 + sinϕ)2, r˙ = −r2 cosϕ
hold. If we put ϕ(0) = −pi
2
− µ, where 0 < µ≪ 1, then r(0) = 2 sin2 µ
2
∼ µ2.
The angle ϕ decreases monotonically with time, as long as it remains in the
third quadrant (−pi < ϕ < −pi
2
), and the value of r increases monotonically
from small value r(0) to r = 1, which indicates that the equilibrium solution
is unstable.
This example shows that the terms of order higher than rα in the Hamil-
tonian (3.1), that is, the term rα+γψ1(ϕ), must be taken into account to solve
the stability problem.
Secondly, if the functions ψ0(ϕ) and ψ1(ϕ) have some common zeros,
Theorem 3.1 cannot be applied directly to solve the stability problem of
r = 0. Thus, in this case we have to add the terms of order higher than rα+γ
into the Hamiltonian (3.1) to solve the stability problem of r = 0, which
is still a degenerate case, and can use the same idea to study the stability
problem of r = 0.
On the other hand, if ψ0(ϕ) has a zero of odd multiplicity greater than
one, our result about the type of stability of the origin is the following.
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Theorem 3.2. If there exists some ϕ0 such that
ψ0(ϕ0) = · · · = ψ(m−1)0 (ϕ0) = 0, ψ(m)0 (ϕ0) 6= 0,
and
ψ
(m)
0 (ϕ0)ψ
′
1(ϕ0) > 0,
where m > 1 is odd, then the equilibrium r = 0 of the Hamiltonian system
(3.2) is unstable in the sense of Lyapunov.
The proofs of our main results in Theorem 3.1 and Theorem 3.2 will be
postponed in Section 4.
Now we return to the Hamiltonian system (1.1). Suppose that the char-
acteristic exponents ±i ω of the linearized system of (1.1) satisfy a resonance
relation, and the order of the resonance is k. After introducing action angle
variables and the Lie process of normalization up to order r
m
2 (m > k), by
Lemma 2.2, one can rewrite the Hamiltonian function of system (1.1) in the
following form
H = A4r
2 + · · ·+ A2lrl +Hk(r, ϕ) + · · ·+Hm(r, ϕ) +O(rm+12 ), (3.3)
where 2l is a maximal even number which is less than k, and m ≥ k. More-
over, by Lemma 2.2 again, Hs(r, ϕ) (k ≤ s ≤ m) in (3.3) has the form
Hs(r, ϕ) =
As + [
s
k
]∑
j=1
(Bsj cos(jkϕ) + Csj sin(jkϕ))
 r s2 , k ≤ s ≤ m,
where As, Bsj, Csj are some real numbers.
As discussed in Section 1, we may assume that A4 = · · · = A2l = 0 in
(3.3) (otherwise, the origin is stable). First we consider the case that Hk 6≡ 0.
If k is odd, then Ak = 0, which is the case that we can apply Theorem A
directly, we may assume that k is even.
Thus, if k is even and Hk 6≡ 0, then
Hk(r, ϕ) = (Ak +Bk1 cos(kϕ) + Ck1 sin(kϕ))r
k
2 .
In the degenerate case, that is, |Ak| =
√
B2k1 + C
2
k1, we have
Hk(r, ϕ) = 2Ak cos
2 kϕ+ ϕ˜
2
r
k
2 := ψ0(ϕ)r
k
2 .
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It is clear that all zeros of ψ0(ϕ) = 2Ak cos
2 kϕ+ϕ˜
2
are two multiplicity, Theo-
rem 3.1 can be applied to solve the stability problem of the origin by taking
into account the terms of order higher than r
k
2 . Thus, in this case, the sta-
bility problem of the origin of system (1.1) is completely solved by Theorem
3.1.
Now we consider the case that Hk ≡ 0, which is immediately changed
into the discussion for the Hamiltonian (3.1). Next we give two particular
examples which show that m > 2 is even in Theorem 3.1 or m > 1 is odd in
Theorem 3.2 can take place.
Firstly, we analyze the case
Hk ≡ 0, Hk+1 ≡ 0, · · · , H3k−1 ≡ 0, H3k 6≡ 0,
where k may be even or odd, and 3k ≤ m. In this case, we have
H3k(r, ϕ) =
(
A3k +B3k1 cos kϕ+ C3k1 sin kϕ+B3k2 cos 2kϕ+ C3k2 sin 2kϕ
+B3k3 cos 3kϕ+ C3k3 cos 3kϕ
)
r
3k
2 .
In particular, if
A3k = B3k2 = C3k1 = C3k2 = C3k3 = 0, B3k1 − 3B3k3 = 0, B3k3 6= 0,
then
H3k(r, ϕ) = 4B3k3 cos
3(kϕ)r
3k
2 := ψ0(ϕ)r
3k
2 .
It is easy to see that all zeros of
ψ0(ϕ) = 4B3k3 cos
3 kϕ
are three multiplicity. Therefore, the case that m > 1 is odd in Theorem 3.2
takes place.
Similarly we assume
Hk ≡ 0, Hk+1 ≡ 0, · · · , H4k−1 ≡ 0, H4k 6≡ 0,
where 4k ≤ m. Therefore,
H4k(r, ϕ) =
(
A4k +B4k1 cos kϕ+ C4k1 sin kϕ+B4k2 cos 2kϕ+ C4k2 sin 2kϕ
+B4k3 cos 3kϕ+ C4k3 cos 3kϕ+B4k4 cos 4kϕ+ C4k4 cos 4kϕ
)
r2k.
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In particular, if
B4k1 = B4k3 = C4k1 = C4k2 = C4k3 = C4k4 = 0,
A4k − 3B4k4 = 0, B4k2 − 4B4k4 = 0, B4k4 6= 0,
then
H4k(r, ϕ) = 8B4k4 cos
4(kϕ)r2k := ψ0(ϕ)r
2k.
It is easy to see that all zeros of
ψ0(ϕ) = 8B4k4 cos
4 kϕr2k
are four multiplicity. Therefore, the case that m > 2 is even in Theorem 3.1
takes place.
4. The proofs of Theorem 3.1 and Theorem 3.2
Firstly, we will prove Theorem 3.1. The main ideas are the use of Moser
twist theorem and Chetaev’s theorem to prove the stability and instability
of the origin, respectively.
For the sake of convenience, we formulate Chetaev’s theorem which will
be applied in Theorem 3.1 to prove the instability of the origin.
Lemma 4.1. (See[[9], Chapter 13]) Let V : O → R be a smooth function
and Ω an open subset of O with the following properties:
(i) ζ0 ∈ ∂Ω, where ζ0 is an equilibrium solution of the system z˙ = f(z);
(ii) V (z) > 0 for z ∈ Ω;
(iii) V (z) = 0 for z ∈ ∂Ω;
(iv) V˙ (z) = V (z) · f(z) > 0 for z ∈ Ω.
Then the equilibrium solution ζ0 of the system z˙ = f(z) is unstable.
Now we proceed to prove Theorem 3.1.
Proof of Theorem 3.1 In order to prove the item (A), we will use the idea
that is similar to [2], [6]. Initially we consider the truncated system with
the Hamiltonian H0 = r
αψ0(ϕ) + r
α+γψ1(ϕ). By the assumptions of (A) in
Theorem 3.1, without loss of generality, we may assume that
ψ
(m)
0 (ϕ0) > 0, ψ1(ϕ0) > 0,
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where m > 1 is the multiplicity of the zero ϕ0 of the function ψ0(ϕ). Ex-
panding ψ0(ϕ), ψ1(ϕ) at ϕ0, we obtain
H0 = r
αψ0(ϕ) + r
α+γψ1(ϕ)
= rα
ψ
(m)
0 (ϕ0)
m!
(ϕ− ϕ0)m + rα+γψ1(ϕ0)
+rαO(ϕ− ϕ0)m+1 + rα+γO(ϕ− ϕ0), |ϕ− ϕ0| ≪ 1.
Therefore, in this case, H0 is positive definite for r > 0 small enough. More-
over,
dϕ
dt
=
∂H0
∂r
= αrα−1
(
ψ0(ϕ) +
α+ γ
α
rγψ1(ϕ)
)
> 0
for r > 0 small enough.
Now we consider the energy equation H0(r, ϕ) = h0 for some level of
energy h0. By the implicit function theorem, we can get r = r0(ϕ, h0). Let
h = h0 + µ, |µ| ≪ 1, the solution r(ϕ, h) of the equation H0(r, ϕ) = h can
be represented by a series of powers of µ, namely,
r(ϕ, h) = r0(ϕ, h0) + µr1(ϕ, h0) +O(µ
2)
with
r1(ϕ, h0) =
(
∂H0
∂r
)
−1
> 0.
The next step is to introduce the action-angle variables associated to the
truncated Hamiltonian H0. Denote by I(h) the action variable with I(0) = 0.
It is clear that
I =
1
2pi
∫ 2pi
0
r(ϕ, h)dϕ = I0 + µI1 +O(µ
2),
where
I0 =
1
2pi
∫ 2pi
0
r0(ϕ, h0)dϕ, I1 =
1
2pi
∫ 2pi
0
r1(ϕ, h0)dϕ > 0.
Since I1 6= 0, it follows from the inverse function theorem that the inverse
function h = h(I) of I = I(h) exists, which is an analytic function in a region
0 < I ≪ 1.
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In the action-angle variables (I, θ), the Hamiltonian of the full system
reads
H = h(I) + h1(θ, I, t),
where the function h1(θ, I, t) = o(h(I)) is analytic with respect to I and θ,
2pi-periodic in θ and T -periodic in t.
According to Moser twist theorem, the following non-degeneracy condi-
tion
d2h
dI2
6= 0 (4.1)
guarantees the stability of I = 0.
Calculations show that
d2h
dI2
=
λ3
2pi
∫ 2pi
0
(
∂H0
∂r
)
−3
∂2H0
∂r2
dϕ,
where
λ =
2pi∫ 2pi
0
(
∂H0
∂r
)
−1
dϕ
.
Since ∂H0
∂r
> 0, we have λ > 0 for r > 0 small enough. By means of direct
calculations we have
∂2H0
∂r2
= α(α− 1)rα−2
(
ψ0(ϕ) +
(α + γ)(α + γ − 1)
α(α− 1) r
γψ1(ϕ)
)
> 0
for r > 0 small enough. Thus, the condition (4.1) is fulfilled. This completes
the proof of the item (A).
Now we prove the item (B). Let
ψ(r, ϕ) = ψ0(ϕ) + r
γψ1(ϕ),
then the Hamiltonian (3.1) reads
H(r, ϕ, t) = rαψ(r, ϕ) +O(rα+γ+
1
2 ),
where α = m
2
, m ≥ 3; γ = n
2
, n ≥ 1.
From the hypotheses of the item (B), it follows that for any fixed suffi-
ciently small r > 0, all real roots of ψ(r, ϕ) = ψ0(ϕ)+r
γψ1(ϕ) = 0 are simple.
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Indeed, choosing any zero ϕ0 of ψ0(ϕ) with the multiplicity m, where m is
an even number, expanding ψ0(ϕ), ψ1(ϕ) at ϕ0, we obtain
ψ(r, ϕ) = ψ0(ϕ) + r
γψ1(ϕ)
=
ψ
(m)
0 (ϕ0)
m!
(ϕ− ϕ0)m +O(ϕ− ϕ0)m+1 + rγψ1(ϕ0) + rγO(ϕ− ϕ0).
By the assumptions of the item (B), we know that ψ1(ϕ0) 6= 0. If
ψ
(m)
0 (ϕ0)ψ1(ϕ0) > 0,
then
ψ(r, ϕ) > 0 (or < 0), |ϕ− ϕ0| ≪ 1,
which implies that ψ(r, ϕ) = ψ0(ϕ) + r
γψ1(ϕ) = 0 has no any real roots in a
sufficiently small neighborhood of ϕ0.
If
ψ
(m)
0 (ϕ0)ψ1(ϕ0) < 0,
then
ϕ∗1,2 = ϕ0 ±
(
−m!rγψ1(ϕ0)
ψ
(m)
0 (ϕ0)
+O(ϕ− ϕ0)m+1 + rγO(ϕ− ϕ0)
) 1
m
are two real roots of ψ(r, ϕ) = 0. Since ϕ∗1,2 6= ϕ0, and
ψ0(ϕ) =
ψ
(m)
0 (ϕ0)
m!
(ϕ− ϕ0)m +O(ϕ− ϕ0)m+1,
then
ψ′0(ϕ
∗
1,2) 6= 0,
which implies that for any fixed sufficiently small r > 0,
∂ψ
∂ϕ
(r, ϕ∗1,2) 6= 0.
Therefore, two real roots ϕ∗1 and ϕ
∗
2 of ψ(r, ϕ) = 0 are simple for any fixed
sufficiently small r > 0.
We will use Chetaev’s theorem to prove the instability in this case. To
this purpose, it is necessary to define a convenient Chetaev’s function V and
a region Ω such that Chetaev’s theorem can be applied, see Lemma 4.1.
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Now we define the Chetaev’s function
V = δr2α+γ − r2αψ2(r, ϕ),
where δ is a positive number which will be chosen next such that in the region
Ω which we will define soon, we would have that V > 0 in Ω, V = 0 in ∂Ω
and V˙ > 0 in Ω.
Let
Da = {(r, ϕ) : V ≥ 0, r < a},
D+a = {(r, ϕ) : V ≥ 0, r < a, ∂ψ∂ϕ (r, ϕ) > 0},
D−a = {(r, ϕ) : V ≥ 0, r < a, ∂ψ∂ϕ (r, ϕ) < 0},
where a is a convenient positive real number. By the hypotheses of the item
(B), namely, there exists a zero ϕ0 of ψ0(ϕ) such that
ψ
(m)
0 (ϕ0)ψ1(ϕ0) < 0,
where m > 1 is the multiplicity of the zero ϕ0, we have that, for any fixed
sufficiently small r > 0, the equation ψ(r, ϕ) = 0 has two simple real roots
ϕ∗1 and ϕ
∗
2 near ϕ0, and we may assume that
∂ψ
∂ϕ
(r, ϕ∗1) > 0,
∂ψ
∂ϕ
(r, ϕ∗2) < 0. (4.2)
Thus, it is easy to see that Da 6= ∅, because
V (r, ϕ∗1) = δr
2α+γ − r2αψ2(r, ϕ∗1) = δr2α+γ ≥ 0.
On the other hand, from (4.2), it follows that D+a and D
−
a are nonempty
subset of Da.
In Da, it holds that
δr2α+γ − r2αψ2(r, ϕ) ≥ 0,
i.e.,
ψ2(r, ϕ) ≤ δrγ ≤ δaγ < δ (4.3)
for 0 < a < 1. Now we will obtain the conditions on δ, such that, for r > 0
sufficiently small, Da = D
+
a ∪D−a and D+a ∪D−a = {r = 0}, where the overline
on the sets stands for their closure. To do this, it is sufficient to show that
∂ψ
∂ϕ
(r, ϕ) 6= 0
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in Da for every r > 0 sufficiently small. In fact, let us assume the opposite
and we will get a contradiction. We will assume that for r = r˜ > 0 sufficiently
small, there exists some ϕ = ϕ˜ such that
∂ψ
∂ϕ
(r˜, ϕ˜) = 0
Since all real roots of the equation ψ(r, ϕ) = 0 are simple, we have that
ψ(r˜, ϕ˜) 6= 0. Take 0 < δ ≤ ψ2(r˜, ϕ˜), thus, by (4.3) we get
δ ≤ ψ2(r˜, ϕ˜) < δ,
which is a contradiction. Therefore, Da = D
+
a ∪D−a .
If for any r > 0 and ϕ ∈ R, we have ∂ψ
∂ϕ
(r, ϕ) 6= 0. Then we can choose an
arbitrary positive number δ. Thus, in this case, we also have Da = D
+
a ∪D−a .
On the other hand, it is clear that D+a ∪D−a = {r = 0}.
Our next step is to calculate the derivative of V through the solutions of
the Hamiltonian system associated to H . Calculations show that
V˙ = {V,H} = {δr2α+γ − r2αψ2(r, ϕ), H}
= δ(2α + γ)r2α+γ−1{r,H} − 2rαψ(r, ϕ){rαψ(r, ϕ), H}
= −δ(2α + γ)r2α+γ−1∂H
∂ϕ
− 2rαψ(r, ϕ){rαψ(r, ϕ), O(rα+γ+ 12 )}
= −δ(2α + γ)r2α+γ−1
(
rα
∂ψ
∂ϕ
(r, ϕ) +O(rα+γ+
1
2 )
)
− 2rαψ(r, ϕ)O(r2α+γ− 12 )
= −δ(2α + γ)r3α+γ−1∂ψ
∂ϕ
(r, ϕ) +O(r3α+γ−
1
2 ),
where V˙ means the derivative of V through the solutions. Obviously, V˙ > 0
in D−a . For application of Chetaev’s theorem we consider only one connected
component Ω in D−a . Thus V is a Chetaev’s function in the region Ω, the
Chetaev’s theorem guarantees the instability of r = 0.
Thus, Theorem 3.1 is proved completely. 
Now we give the proof of Theorem 3.2.
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Proof of Theorem 3.2 By the hypothesis of Theorem 3.2, without loss of
generality, we assume that
ψ
(m)
0 (ϕ0) < 0, ψ
′
1(ϕ0) < 0. (4.4)
Expanding ψ0(ϕ) at ϕ0 yields that
ψ0(ϕ) =
ψ
(m)
0 (ϕ0)
m!
(ϕ− ϕ0)m +O(ϕ− ϕ0)m+1, (4.5)
where m > 1 is the multiplicity of the zero ϕ0 of the function ψ0(ϕ), and m
is odd.
From (4.4) and (4.5), there exists a number 0 < δ1 < 1 such that
ψ′0(ϕ) =
ψ
(m)
0 (ϕ0)
(m− 1)! (ϕ− ϕ0)
m−1 +O(ϕ− ϕ0)m < 0
holds for any ϕ satisfying 0 < |ϕ− ϕ0| < δ1. Since ψ′1(ϕ0) < 0, there exists
δ2 > 0 such that ψ
′
1(ϕ) < 0, for any ϕ satisfying |ϕ− ϕ0| < δ2.
Let δ = min{δ1, δ2}, and
S = {(ϕ, r) : |ϕ− ϕ0| < δ, r > 0 small enough} .
In S, it is easy to see that
r˙ = −Hϕ = −rαψ′0(ϕ)− rα+γψ′1(ϕ) +O(rα+γ+
1
2 )
= −ψ
(m)
0 (ϕ0)
(m − 1)! (ϕ− ϕ0)
m−1rα − rα+γψ′1(ϕ)
+O(rα+γ+
1
2 ) +O(ϕ− ϕ0)m > 0, (4.6)
and
ϕ˙ = Hr = αr
α−1ψ0(ϕ) +O(r
α− 1
2 )
= αrα−1 (ψ0(ϕ)− ψ0(ϕ0)) +O(rα− 12 )
= αrα−1ψ′0(ϕ1)(ϕ− ϕ0) +O(rα−
1
2 ), (4.7)
where ϕ1 satisfies 0 < |ϕ1 − ϕ0| < δ1.
Since ψ′0(ϕ1) < 0, from (4.6) and (4.7), we have that any solution (ϕ(t), r(t))
of the Hamiltonian system (3.2) with the initial condition (ϕ(0), r(0)) ∈ S
always stay in S and satisfies r′(t) > 0 for all t ≥ 0. Thus r = 0 is unstable
in the sense of Lyapunov. 
18
5. Some examples
Our main results extends and generalizes several results existing in the
literature. For example, a critical case of fourth order resonance studied by
Markeyev [7] can apply our results to obtain the stability and instability. In
such case, the Hamiltonian function is reduced to the following
H = (1− cos 4ϕ)r2 + (s+ k(1− cos 4ϕ)) r3 +O(r4),
where s = 1 or s = −1 and k ∈ R. He proved that, if s = 1, the equilibrium
position r = 0 is stable, if s = −1, it is unstable.
However, by Theorem 3.1, we note that in this case the functions ψ0(ϕ)
and ψ1(ϕ) are given by
ψ0(ϕ) = 1− cos 4ϕ, ψ1(ϕ) = s+ k(1− cos 4ϕ).
Obviously, all zeros of ψ0(ϕ) are ϕj =
jpi
2
, j ∈ Z, they all have multiplicity
two. Thus, if s = 1, we have
d2ψ0
dϕ2
(ϕj)ψ1(ϕj) > 0,
according to the item (A) of Theorem 3.1, r = 0 is stable. On the contrary,
if s = −1, we get
d2ψ0
dϕ2
(ϕj)ψ1(ϕj) < 0,
by the item (B) of Theorem 3.1, r = 0 is unstable.
Another result that we find in the literature concerns with the case of
even order resonance for periodic Hamiltonian system with one degree of
freedom, which had been proved by Mansilla and Vidal [6] using the approach
of Markeyev [7]. In this case, the Hamiltonian function is reduced to the
following
H = (1− cos qϕ)r q2 + (s+ k(1− cos qϕ)) r q2+1 +O(r q+32 ),
where the order q > 2 of resonance is even, s = 1 or s = −1 and k ∈ R. They
proved that, if s = 1, the equilibrium position r = 0 is stable, if s = −1, it is
unstable.
However, by Theorem 3.1, we note that in this case the functions ψ0(ϕ)
and ψ1(ϕ) are given by
ψ0(ϕ) = 1− cos qϕ, ψ1(ϕ) = s+ k(1− cos qϕ).
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Obviously, all zeros of ψ0(ϕ) are ϕj =
2jpi
q
, j ∈ Z, they all have multiplicity
two. Thus, if s = 1, we obtain
d2ψ0
dϕ2
(ϕj)ψ1(ϕj) > 0,
according to the item (A) of Theorem 3.1, r = 0 is stable. On the contrary,
if s = −1, we have
d2ψ0
dϕ2
(ϕj)ψ1(ϕj) < 0,
by the item (B) of Theorem 3.1, r = 0 is unstable.
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