I. INTRODUCTION
Thermoplastic elastomers (TPEs) are an interesting subset of the engineering plastics family. Their thermoplastic processability in combination with elastomer-like mechanical characteristics [1, 2] makes them a valuable addition to the wide range of available polymers. In contrast to the classical thermoset-based elastomers, their thermoplastic nature allows them to be processed just like any other thermoplastic polymer and enables rework and recycle of scrap materials [3, 4] . While classical thermoset elastomers can be considered as chemically crosslinked polymers operating above their glass transition temperature (T g ), TPEs should be regarded as physically connected, phase-separated polymers where one phase is in the solid state below its melting temperature (T m ) and the other phase in its rubbery state above T g [5] [6] [7] [8] [9] [10] [11] [12] [13] . They behave mechanically as elastomers with typically low moduli, high elongations before breaking and an overall rubber-like touch-and-feel. It should be noted though that they typically compete at the higher moduli values with classic elastomers. Most TPEs are block or graft copolymers, which makes it possible to tune the desired properties by altering their chemical composition [2] . In this paper, we will focus on polycondensation-based TPEs composed of poly(butylene terephthalate) (PBT) blocks to make up the solid phase [or hard blocks (HBs)] and polyether-based blocks to make up the soft phase [or soft blocks (SBs)].
The deformation of these systems has been quite extensively studied in literature, especially in connection to their morphology [9, [13] [14] [15] [16] [17] [18] [19] [20] . Most of these studies, however, focused on the behavior at room temperature, and did not describe the effect of temperature on the mechanical properties of the materials, which we address. Quite generally stated, we observe that soft TPEs, characterized by a low content of HBs, below 50%, show an unexpected, and often undesired, drop of extensibility as temperature is increased. This happens in the absence of any thermodynamic or structural transition, and it is in sharp contrast with standard thermoplastic materials, which are rather fragile at low temperatures and increase their ductility when heated as a consequence of the enhanced chain mobility [21, 22] . Despite its relevance for applications, to the best of our knowledge this observation has not been studied explicitly in the literature, although some papers do show similar observations [20, [23] [24] [25] . We find this behavior to be general for this type of systems, irrespective of their exact chemical nature (polyester, polyurethane, and polyamide based systems all show the same phenomenology), and from a fundamental point of view this represents an important challenge for theoretical models describing failure in TPEs.
The rich morphology displayed by these systems is discussed in detail in a paper by Gabri€ else et al. [26] where a PBT-poly(tetramethylene oxide) (PTMO) system is investigated. The block-copolymer nature suggests the material to consist of two phases, but it is shown that depending on the chemical affinity of the two components the phase behavior can be more complex. In the case discussed in that paper, up to five distinct phases are identified: (1) a pure PBT crystalline phase, (2) a glassy PBT phase, (3) a mixed PBT-PTMO glassy phase, (4) a rubbery PTMO phase, and (5) a crystalline PTMO a)
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In this paper we present a kinetic model, qualitatively accounting for the embrittlement of TPEs at high temperatures. The paper is structured as follows: after a first overview of available experimental observations (Sec. III), the kinetic model is presented and qualitatively validated (Sec. IV). For a more detailed comparison with experimental data, in Sec. V, we present an implementation of this kinetic model on a cubic lattice. A conclusive section closes the paper, with a general discussion of the main results.
II. MATERIALS AND METHODS
We use as model systems two different, specifically synthesized poly(ether-ester) block-copolymers based on PBT as HB, and PTMO or poly(ethylene glycol) (PEG) as SBs. The details of the two systems are reported in Table I . The PEG-based system is used to study the effect of molecular weight, and to that aim the synthesis is stopped at a relatively low molecular weight and subsequently grown in discrete steps of molecular weight by solid state postcondensation at high temperature under dry nitrogen conditions [27] . Molecular weights are determined using size-exclusion chromatography in hexafluoroisopropanol (HFIP).
Materials are compression molded into 200 lm thick sheets at a temperature of 225 C. Materials are allowed to equilibrate shortly in the order of minutes at this temperature before being cooled down to room temperature by cooling the press by an internal water circulation system. Tensile bars of ISO 527/1BA standard shape are then punched from those sheets and tested on a standard Zwick Z010 Universal tensile testing machine. In all tests, the samples are equilibrated at target temperature for 10 min. For a tensile test, they are subsequently stretched at a constant engineering strain rate till failure. In the case of a creep experiment, the load is applied within 10 s after which it is held constant until final failure. Strain rates and temperatures are indicated where appropriate in the respective figures and/or captions. Stresses and strains are reported as engineering values unless stated otherwise.
The differential scanning calorimetry (DSC) experiments are performed on a Mettler-Toledo DSC823e equipped with a FRS5 sensor. Calibration was performed by melting peaks of tin and zinc. Scans were performed at heating rates of 20 K/min. Standard 40 ll aluminum crucibles are used and samples weighed approximately 5-10 mg. Nitrogen is used as a purge gas. Figure 1 shows representative engineering stress-strain curves obtained for the PTMO-based system at different temperatures. After a first linear regime, lasting only a few percent deformation (hardly distinguishable in the figure), we observe a broad yield range, around 10% deformation, where plastic deformation causes the slope of stress-strain curves to decrease. This is followed by an ongoing deformation at mildly increasing stress levels until strain hardening is eventually observed at higher deformations, more pronounced at lower temperatures. In this case, strain hardening is enhanced by strain-induced crystallization of SBs [18] (indeed, the melting point for strained PTMO chains is around 30 C). Finally, engineering stress drops as fracture is abruptly encountered. The fracture event occurs earlier at higher temperatures: for example, a sample can withstand a strain higher than 1000% at 50 C, whereas failure is observed at only 300% deformation at 125 C. Remarkably, as one can see from DSC [ Fig. 1(b) ], the melting temperature of the system is 170 C, and no additional thermodynamic transitions are observed in the temperature range where tensile experiments are performed. The possibility of straininduced crystallization being connected to the observed reduction in ductility with increasing temperature was ruled out using observations not reported in this paper. Indeed, repeating the same experiments on other TPEs based on softblocks that do not exhibit strain-induced crystallization, we could observe a very similar behavior. Therefore, this embrittlement at high temperature, in the absence of any thermodynamic signature, appears to be general for soft TPEs, and it represents the first observation that we want to model.
III. EXPERIMENTAL OBSERVATIONS
The influence of strain rate on the stress-strain curves was also tested. Figure 2 shows representative curves obtained by ). Experimental data show that at temperatures above 50 C, the stress is roughly independent of strain rate, suggesting that the characteristic timescales relevant for stress relaxation should fall outside the range of accessible timescales (_ e À1 ). Nevertheless, one can see from Fig. 2(b) that the elongation at break shows a weak but clear dependence on _ e, which is the second observation we would like to capture.
Finally, we address the impact of chain length on mechanical properties. For this reason, PEG-based systems of different molar masses are tested, and the tensile curves obtained are shown in Fig. 3 . While the linear regime seems to be roughly the same for all samples, strong differences are observed with respect to extensibility and stress levels: as M w is increased, the failure strain e f sharply increases until a plateau is reached. At room temperature, samples with higher molar mass also show a strong strain hardening profile, so that toughness is an increasing function of M w .
To summarize, the experimental observations that we would like to understand and capture with a phenomenological model are the following:
(1) Elongation at break drops dramatically with increasing temperature (Fig. 1 ). (2) Elongation at break also decreases with decreasing strain rate, and the dependence is weaker at lower temperatures (Fig. 2) . (3) Elongation at break increases with increasing chain length and then it saturates to a M w -independent value (Fig. 3 ).
IV. KINETIC MODEL
A. Sample structure
As briefly discussed in the Introduction, at room temperature and in the absence of mechanical constraints, TPEs have a complex morphology: SBs form an amorphous matrix surrounding crystalline domains composed of HBs, which are usually entangled or connected, and form the main stressbearing structure in the linear regime [11, 19] . This picture in both PTMO and PEG systems holds between T g % À60 C and T m % 170À200 C (cf. Table I ), which is the working temperature range of these materials.
Under stress the morphology changes differently for soft grades (mainly composed of SBs) and hard grades (mainly composed of HBs). Direct experimental observations [9, 15, [17] [18] [19] [20] [28] [29] [30] [31] show that soft TPE materials break their network of HB crystals and develop a characteristic fibrillar structure when stretched beyond 100%-200% strain. In such a structure, to a lesser extent found in harder TPEs, crystalline domains formed by HBs tend to align in planes perpendicular to the strain direction, whereas SBs, bridging different crystalline domains, are progressively stretched.
The fact that the observed drop of e f is only observed on soft TPE grades suggests that the failure mechanism might be linked to this fibrillar structure, that we take as a starting point for the description of failure mechanisms.
B. Failure mechanism
In analogy to recent studies on transient networks [32] [33] [34] , our model describes failure in terms of connectivity loss: the sample will break as soon as two parts get disconnected. Connectivity is thus a key element in our model, and it will be evaluated within the framework of percolation theory. For the sake of simplicity, we assume that the main features of material failure do not rely on the effect of eventual entanglements between SBs, which are neglected here. 
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Therefore, we attribute the sample's initial connectivity to physical bonds that can be formed between HBs: as long as this network of bonds persists, the structure will be able to withstand the applied load. However, physical bonds are dynamic: they can break and reform as a consequence of temperature and stress. At rest, a dynamic equilibrium is reached, with breaking events balancing the bond formation, but an external stress biases this equilibrium, favoring breaking processes over the reformation: this causes HB crystal fragmentation and weakens the network by reducing the amount of elastically active, stress-bearing chains [32] . In analogy with established work in literature, mainly focusing on yielding [35] [36] [37] [38] [39] [40] [41] [42] or creep failure [42] [43] [44] [45] [46] [47] [48] [49] , we assume that the kinetics for inter-HB bond breaking and reformation can be modeled using Eyring's rate equation [50] :
where k 0 represents a reference rate, k B is Boltzmann constant, DG is the activation energy of bond breaking, and v* is the activation volume. The Eyring rate equation was originally developed to describe chemical reaction rates, but it was soon extended to describe physical processes like viscous flow [51] [52] [53] . Since then, it has been widely applied to polymer yielding and plastic flow, and most of the time the rate constants involved in the model were used to describe the rate of flow [42, [54] [55] [56] . Instead, here we use Eyring rate constants to model the breakdown of those bonds capable of supporting an applied load. In this regard, our application of Eyring theory is less conventional, and closer to the one proposed by Matz et al. [49] or Zhurkov [57, 58] , who present a mathematical framework close to that of Eyring, although it should be noted that in the latter case the author focuses on chain scission as the dominant cause for failure. On the other hand, in the present study the absolute rate k(r, T) describes the evolution of the amount of associated physical bonds (rather than chemical bond breaking). Its value at rest k T ¼ k(r ¼ 0, T) and below T m is typically such that almost all HBs are associated at equilibrium [11] . However, the bias introduced by stress shifts the fraction A of associated HBs toward lower values, until the system eventually becomes disconnected: as strain increases, we can describe plasticity in terms of a function A(e) decreasing from 1 to a critical value A th , which we will treat as a percolation threshold. Therefore, within this framework, elongation at break can be computed as the strain e f at which A(e f ) ¼ A th .
The evolution of A(e) can be computed using Eq. (1), by assuming a first order process for bond breaking and integrating the differential equation
In order to obtain an analytical solution, an expression for the stress history r(t) is required. This can be easily done in creep [21, 43] , whereas the calculation is less straightforward when a constant strain rate is imposed. The simplest assumption, which we will use here, is to require that a simple affine relation between true stress r True and strain holds beyond the yield point of the material: r True ðtÞ ¼ r 0 þ r 1 eðtÞ, where eðtÞ ¼ _ et, and r 0 and r 1 are phenomenological parameters extracted from fits to the individual tensile curves [ Fig. 4(a) ]. It is clear from this graph that the chosen relation for stress as a function of strain is less than optimal, and, e.g., a fit using a neoHookean scaling will result a strongly improved fit [ Fig. 4(b) ]. However, to allow for an analytical solution to exist we have to compromise on this accuracy and suffice with a simple, less accurate description. Note that toward higher temperatures this assumption is more accurate compared to lower temperatures.
Moreover, we also assume that because of internal stresses two HBs that detach from each other are pulled apart, and will not recombine: under this assumption the hyperbolic sine in Eq. (1) is simplified to a single exponential. This second assumption is not necessary in itself, but makes the calculations easier.
By solving the differential equation with initial condition
Thus, once an assumption on A th is made, the elongation at break e f can be easily calculated by inverting this expression
C. Model validation (1) By fixing A th and varying T, it is possible to reproduce the drop in e f with increasing temperature. For the highest temperatures, we get e f / T À1 , whereas at lower temperatures, the T dependence is weaker.
(2) The trend with decreasing _ e also resembles the one observed experimentally: Eq. (4) predicts e f / _ e for high temperatures, whereas e f / lnð_ eÞ at low temperatures. In any case, the effect of increasing temperature on reduction in elongation at break is stronger than the effect of increasing strain rate. (3) Since longer chains (with higher number of HBs per chain) form a better connected structure, the effect of increasing molecular weight may be schematized as a decrease in A th , which in turn increases e f (data not shown), as qualitatively observed in Fig. 3 .
These observations suggest that our model is able to capture the main features of the observed failure. A next, natural step would be to quantitatively compare our experimental data with predictions based on Eq. (4): this requires an estimation of our model parameters. While r 0 and r 1 can be extracted from a linear fit of the tensile curves, the determination of the remaining three parameters (DG, v* and A th ) is more delicate. In particular, the physical interpretation of A th may be questionable: in fact, as the deformation is localized around sample defects (in particular during the latest stages before failure), the macroscopic stress measured experimentally deviates from the local stress actually experienced by polymer chains, so that in principle a direct link between the macroscopic stress and the local amount of broken bonds does not exist, and A th appears to be rather ill-defined. For this reason, in a first instance we assume that the sample deformation is homogeneous, and that bond breaking events occur randomly and homogeneously inside the sample.
Numerical simulations shown in Sec. V will help us quantifying to what extent this assumption is acceptable.
Under this approximation, DG, v* and A th can be extracted by a using the fits of tensile curves at different strain rates and temperatures as input. In its simplest version, the fitting procedure works as follows: once a set frðe; T i ; _ e i Þg of tensile curves is provided, we extract from it the mechanical parameters r 0 ðT i ; _ e i Þ; 
/mol, and A th ¼ 0.2. We included the experimental strainsto-failure versus temperature of Fig. 1 in Fig. 5 to enable a direct comparison to experimental data. We show that, as stated before, with the chosen parameters, we can describe the trend of decreasing strain-at-break with temperature well and that the absolute values are captured to a reasonable approximation. Toward the lower temperatures, we see the results to differ more; this might be related to the poorer fit to experimental stress-strain curves as shown in Fig. 4(a) .
We find that DG is temperature independent, which is an indication that the entropy variation should be negligible with respect to enthalpy. Although it is difficult to quantitatively relate those parameters to some a priori knowledge about the system [59] (we will limit ourselves to treat them as fitting parameters), it is worth mentioning that the activation energy DG and the activation volume v * are comparable in magnitude to what is found in literature for other deformation mechanisms [39, 43, 47, 49, 56, 60] , while the percolation threshold A th is close to the one extracted by numerical simulations (see Sec. V).
D. Numerical integration
Once DG and v* are known, we can refine our analysis by dropping the (strong) assumption about the stress-strain affine relationship: starting from the experimental r(t), Eq. (2) can be numerically integrated, and the full A(e) profile can be extracted from each tensile curve. Such a result, for the experimental stress-strain curves of Fig. 1 , is represented in Fig. 6(a) .
Looking at that figure, one can notice that, for temperatures high enough, sample failure occurs as soon as the fraction of broken bonds approaches a threshold value 1ÀA th close to 100%, and only weakly dependent on strain rate and temperature. We interpret the fact that low temperatures represent an exception, and that failure apparently occurs later than expected, as a direct consequence of strain hardening: in this case, strain-induced crystallization of SBs may represent an additional contribution to connectivity, not considered in our model. Fig. 1 . Error bars represent data dispersion evaluated on 2-6 independent measurements (data not shown).
FIG. 5. (a) Predicted evolution of associated fraction
A more detailed analysis of Fig. 6 (a) reveals the existence of two different regimes: for high temperatures (T ! 100 C) the fraction of broken bonds grows linearly with time (or strain) throughout the whole experiment. In this temperature range, rv* is always smaller than DG, and the bond breaking events are essentially thermally activated. This corresponds to the region where e f / _ eT À1 in Eq. (4). On the other hand, at lower temperatures, this regime is eventually interrupted by a second regime, where bond breaking becomes mainly stressactivated and accelerated with respect to thermal activity. This typically happens at a few strain units deformation, when v * eventually becomes larger than DG: as a consequence, in this regime e f increases only weakly with decreasing T or increasing _ e. Thus, the numerical approach not only allows to take into account the detailed shape of the stress-strain curve, but it also provides a valuable insight into plastic activity occurring during deformation.
Furthermore, the numerical approach has a third major advantage: it does not require any assumption on the exact A th value. Indeed, A th is no longer a model parameter, but can be extracted by looking at the minimum value reached by A(e) before failure. Figures 6(b) and 6(c) show A th as a function of temperature and strain rate. As one can see, for temperatures higher than 60 C A th is roughly strain rate independent but displays a clear decreasing trend with increasing temperature. This trend cannot be described by Eq. (4), that assumes a unique A th value for all temperatures and strain rates. That is why Sec. V will be dedicated to numerical simulations, which will help to attribute such a temperature dependence of A th to the heterogeneity of sample deformation.
V. SIMULATIONS
Until now, homogeneity of sample deformation and plastic activity has been assumed. In this section, we want to discuss the limits of these assumptions, with the help of numerical simulations.
A. General concept
Our numerical simulations are inspired by, and loosely based on, the work of Mora [33] , and might show some resemblance to the work of Termonia [61] , although the underlying physics are different. The kinetic model is implemented on a 3D cubic lattice, as shown in Fig. 7 (a): each site (i, j, k) represents a HB that can be bound either chemically (via a SB) or physically (via weaker supramolecular interactions) to neighbor HBs, with periodic boundary conditions (PBC) alongî andĵ (strain is applied in thek direction). Physical bonding is only allowed within (i, j) planes, that represent HB crystals in the stretched fibrillar structure, whereas chemical bonds can develop both in the strain direction (in this case they will be elastically active, bridging two different crystals) and in the (i, j) plane (in this case they will behave as loops, not contributing to the sample modulus). Thus, within this model, a block copolymer containing N SBs and N þ 1 HBs is a N-step self-avoiding walk on the lattice. Chemical bonds are permanent, whereas physical bonds can randomly break and reform following the rate given by Eq. (1). Sample connectivity is evaluated in two steps [Figs. 7(b) and 7(c)]: in a first step single crystals are identified in each (i, j) plane. In this model, a crystal is a set of sites connected with each other but disconnected from all the others belonging to the same (i, j) plane. Along the transversal (i, j) directions, PBC are taken. In the second step, the connectivity of crystals belonging to consecutive (i, j) planes is checked: two crystals will be connected if and only if there is at least one chemical bond (i.e., a SB) binding one site of the first crystal with another site of the second. If a percolating set of crystals exists bridging the two opposite surfaces of the sample, then the system will be considered as connected.
The boundary conditions for the model are prescribed by applying a stress that is either constant in the case of creep simulations (Sec. V B), or increasing with time, following the experimental tensile curves (as described in Sec. V D), in the case of tensile tests. In both cases, starting from a fully connected system and breaking supramolecular bonds, connectivity is progressively lost: disconnected or dangling regions are created [ Fig. 7(c) ] at the expense of the stressbearing backbone. As a consequence of local mechanical equilibrium, stress is concentrated in the regions with the highest density of disconnected sites, which in turn increases the bond breaking rate in that same region: the fluctuations in 
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the local number of elastically active chains bring information about stress localization and deformation heterogeneity.
B. Tensile creep
Since our kinetic model is governed by Eyring's rate equation [Eq. (1)], which contains stress but no (explicit) strain dependence, creep appears to be the most natural protocol to test the validity of the model. To support that creep failure of TPEs is also governed by an activated process, a limited set of creep experiments were performed on the PTMO system at elevated temperatures, that yield a creep failure time decreasing exponentially with the applied stress, as one would expect from Eq. (1), and decreasing as well with increasing temperature (data not shown), which is also in line with expectations [21, 43, 44, 46, 48, 49, 55, 62] . A representative set of creep curves is shown in Fig. 8 .
Although numerical simulations cannot grasp the qualitative shape of the full creep curve (they do not contain details about linear viscoelasticity and morphology evolution), they can describe how the failure time varies with stress and temperature (Fig. 9) .
For a given applied stress at a fixed temperature, repeated simulations on equivalent samples produce a Weibull distribution of failure times P(t f ) [ Fig. 9(a) ] [63] [64] [65] [66] , characterized by an average value s f and a shape parameter b,
The average failure time s f exhibits a sharp dependence on both temperature and applied stress, reflecting the activated nature of failure process [67, 68] : both effects can be taken into account by considering an adimensional stressr ¼ r=r T , where r T ¼ k B T ¼ v* is a temperature dependent reference stress for stress-activated dynamics. Indeed, once the Arrhenius temperature dependence is taken into account by rescaling time with the thermal rate k T ¼ k 0 exp ðÀDG=k B TÞ,r allows a collapse of alls f ¼ k T s f ðr; TÞ data onto a mastercurve, close to the theoretical expectations f ¼s 0 =sincðrÞ [ Fig. 9(d) ] [43] . The difference between the master curve obtained by simulations and the theoretical function calculated from Eq. (1) is presumably related to the heterogeneity of the deformation observed in simulations. As a consequence of stress concentration, in fact, bond breaking events tend to be localized around the weakest regions, and this causes sample failure to occur earlier than predicted. This effect, more pronounced for large stresses and low temperatures (since in the opposite regime thermal processes push in the direction of a more homogeneous deformation), can be described in terms of an effective reference stress r eff , slightly lower than r T .
By looking at creep failure time distributions, we can thus identify two main parameters characterizing sample connectivity. The first is a static property, just related to structural parameters, which can be evaluated in the homogeneous deformation (i.e., smallr) limit: in this regime, a sample which is better connected in this sense will withstand a larger number of bond breaking events, thus it will last longer under creep. We can quantify this property by looking at the intercepts 0 ¼ k T s 0 of an exponential fit of thes f ðrÞ plot [39] . However, there is also a second parameter, related to how efficiently the local stress is redistributed, which is a dynamic property. Following what was mentioned previously, we quantify this efficiency using the r eff =r T ratio:r eff ¼ r eff =r T ¼ 1 corresponds to the ideal case of homogeneous deformation, whereas a sample withr eff < 1 will tend to localize the deformation, specially under large stresses.
Boths 0 andr eff depend on sample morphology: as an example, in Fig. 10 , we report those parameters for samples where the only varying parameter is the chain length N. In agreement with expectations, longer chains produce better connected samples:s 0 grows logarithmically with N, whereasr eff increases only by a few percent in the small N regime and then seems to saturate on a N-independent plateau value, possibly linked to the one observed experimentally (Fig. 3) .
C. Percolation threshold
The interplay between morphology and connectivity can also be addressed in numerical simulations by studying the microscopic distribution of plastic events. For example, a direct link with the analytical model can be provided by the local fraction of associated physical bonds: this quantity suffers larger fluctuations for increasingly heterogeneous deformations, whereas its average value at failure represents the percolation threshold A th introduced in Sec. IV.
As already discussed, A th will depend both on sample morphology (samples that are initially better connected will be harder to disconnect) and on the localization of microscopic plasticity (if bond breaking activity is localized in one specific region it will be much more effective [32] ): thus, as before, we expect that A th shows both a morphology and a stress/temperature dependence. This is indeed the case, as it is represented in Fig. 11(a) : lower values ofr are associated to more homogeneous deformations, and thus to a lower threshold, and in an analogous way for a givenr better connected samples (larger N) redistribute more efficiently the stress; thus, they also have lower A th values.
Such a rich phenomenology is represented in a simpler way in Fig. 11(b) , where a manual rescaling parameter r D was introduced to collapse the percolation thresholds on a master-curve. The fact, far from obvious, that such a collapse can be obtained confirms that the important parameter controlling the connectivity of a material is indeed how efficiently the local stress is concentrated around defects (here represented, for example, by chain ends that have lower coordination): the effect of macroscopic stress, temperature, and chain morphology can be interpreted in terms of their impact on stress concentration. This is quantified by the stress parameter r D , which is represented in Fig. 11(c) as a function of the chain length N. r D increasing with N tells us that, at a fixed temperature, a larger external stress is needed to produce the same stress heterogeneities in samples made of longer chains, or that, conversely, such samples deform more homogeneously (thus with a lower A th threshold) under a given applied stress. Furthermore, Fig. 11(c) shows that the impact of chain length on stress concentration becomes negligible for the larger N values, and this offers a practical tool to tackle the M w dependence of the failure strain observed in Fig. 3 . In analogy with simulation results, we can interpret the first growth of e f ðM x Þ as the sign that longer chains produce better connected samples, which have higher resistance under tension. In turn, the plateau of e f observed in the large M w limit reminds the fact that connectivity is no longer improved significantly when chain length is increased beyond a given limit.
D. Tensile test simulations
We now turn in this final section to simulating strain rate imposed experiments, which represent a less natural framework for our model, but which can be more directly compared with the experimental data shown in Sec. III. Since our kinetic model does not contain any information about strain, we use stress as a function of time fitted to the experimental tensile curves as an input for numerical simulations.
Starting again from Fig. 2(a) , we use the observation that stress seems to be roughly independent on strain rate to extract from experimental data a _ e-independent set of stressstrain curves rðe; TÞ. These will represent the starting point for our strain rate imposed simulations: for a given strain rate _ e, a time dependent stress rðtÞ ¼ rðe ¼ _ et; TÞ is applied to the sample, in order to reproduce the one macroscopically experienced in the experiment. Whenever it was needed, a polynomial fit of the measured rðe; TÞ curves allowed one to extrapolate the mechanical stresses beyond the experimental limit imposed by e f . In Fig. 2(b) , the maximum elongations measured experimentally are compared to the one extracted by numerical simulations performed on similar conditions. The fair agreement obtained at different temperatures and strain rates can be considered as another indication that despite its intrinsic limitations the model is able to grasp the fundamental features of the sample failure mechanism. Figure 12 shows, more in detail, the failure strain predicted by numerical simulations using as a starting point the experimental rðe; TÞ curves of Fig. 1 (with the only exception of room temperature, because of strain hardening). In agreement with the analytical prediction of Eq. (4), we can again identify two distinct regimes: in the thermal regime, e f grows linearly with _ e and exponentially with T À1 , whereas in the stress-dominated regime, e f reaches a plateau value that depends only weakly on T and _ e. Strain rate imposed simulations also represent a convenient framework to study the impact of model parameters (DG, v*) on the observed failure strain. For example, we can take the same experimental tensile curves of Fig. 1 and use them as an input for a series of numerical simulations where only the activation energy DG is changed, spanning a narrow interval around the value extracted from the fitting procedure discussed in Sec. IV C. Figure 12(a) shows the resulting failure strain as a function of inverse temperature, for DG ranging from 80 to 120 kJ/mol: we observe that e f depends strongly on DG, and this dependence is stronger at high temperatures. Figure 12 (b) quantitatively addresses such dependence: the observed failure strains collapse on _ e-dependent mastercurves if plotted against the rescaled variable DG/k B T. This fact, confirmed by preliminary experimental results (not shown), also suggests that the activation energy DG is the most relevant parameter controlling the drop in extensibility at high temperatures. Besides its interest from a fundamental point of view, this may indicate the path toward the development of better performing TPEs, with a larger extensibility: indeed, for a fixed strain rate, it may be possible to tune DG (for example by modifying the chemistry of the HBs or by improving the HB crystal quality), until the drop in e f falls outside the working temperature range.
VI. CONCLUSION
In this paper we have introduced a kinetic model based on Erying rate equation to describe the breaking apart of physical bonds in a TPE. The sample is regarded as a transient network, whose failure is associated to the loss of connectivity. We apply the model in an analytical and numerically integrated form as well as in numerical simulations, to investigate how it captures the experimental results and to understand its implications for stress localization, with a particular focus on the role of sample morphology. This model captures the experimentally observed (1) drop in elongation at break with increasing temperature, (2) drop in elongation at break with decreasing strain rate (and relatively weaker dependence on strain rate relative to temperature), (3) and the increase in elongation at break with increasing molecular weight.
At the same time, the model neglects some aspects, namely all morphological modifications before fibrillar structure is formed, and the effect of interactions between SBs, either due to entanglements or to crystallization. This restricts the model validity to nonentangled systems in the large strain regime (e > 100%) and for temperatures well above the glass transition temperature T g and below the melting temperature T m . Another aspect that has been only marginally taken into account in the model is the relevance of the TPE softness. A more detailed investigation on samples with different HB/SB ratios can offer a more complete perspective on the model validity and on its limitations.
From an experimental point of view, a direct observation of plasticity developed during deformation, for example, with infrared spectroscopy [17] , infrared dichroism [5, [69] [70] [71] , light scattering [72] , x-ray scattering [15, 17, 18, 39, [73] [74] [75] [76] , NMR [77] [78] [79] [80] , or other optical techniques [81] [82] [83] [84] , would provide valuable information about the percolation threshold parameter that our model points out as a practical way to characterize sample connectivity. In particular, space resolved techniques [72, [81] [82] [83] 85 ] might represent powerful tools to investigate the spatial localization of bond-breaking events, which strongly influences the mechanical properties [86] , as it is shown in our simulations. Experimentally accessing this quantity for samples with different microscopic architectures could open new perspectives to the development of more advanced materials.
Finally, our work shows that elongation at break is strongly dependent on the kinetics of physical bonds, which determine the onset of the thermal regime, where extensibility is strongly reduced with increasing temperature. Therefore, future development should consider kinetics as the key parameter to tune in order to obtain well-performing TPEs in the whole working temperature range. 
APPENDIX A: BOX SIZE EFFECTS IN NUMERICAL SIMULATIONS
Numerical simulations shown in the text are performed on cubic samples of volume V ¼ 100 3 sites. This size is chosen in order to minimize finite size effects while keeping a reasonable simulation time. Finite simulation volume effects were addressed by changing both sample volume and aspect ratio (i.e., by changing, at fixed volume, the sample size along the strain direction).
As a first parameter potentially affected by finite box size we studied the single chain conformation, by looking at the average chain end-to-end distance hR ee i. Figure 13 shows this quantity for different chain lengths and different (cubic) box sizes. The observed value follows the one expected for a polymer in theta solvent [87] , until a deviation is observed as soon as hR ee i exceeds half the lateral box size. In our simulations, we chose to work with chains short enough to be well below this regime.
More importantly than chain conformation, we addressed the sample volume dependence of creep failure time. This is a well-known problem, experimentally investigated by looking at the tensile strength of wires since XV century, when Leonardo da Vinci first observed that longer wires were weaker that shorter ones [88, 89] . Indeed, in Weibull theory [63] , the failure probability is assumed to grow exponentially with the sample volume (the general argument being that larger samples contain a larger amount of critical defects [66] ). This is in good agreement with numerical simulations, as it is shown in Fig. 14: under the same experimental conditions, larger samples fail earlier. More precisely, for a fixed transversal section (different colors in Fig. 14) , elongated samples are more fragile, and the failure time decreases as V À1=b [63] . This happens because thinner samples are more heterogeneous (lower b), thus more prone to stress concentration [90] , which reflects in a sharper dependence of failure time on sample volume. By contrast, for sample thicknesses large enough, like the one used in this paper, the probability of finding a critical defect just because of random chain disposition is significantly suppressed, and the failure dynamics will be roughly independent on sample size.
APPENDIX B: CREEP COMPLIANCE
Numerical simulations presented in Sec. V do not contain any information on macroscopic strain: the only relevant variables are stress and time. That is why creep compliance cannot be accessed, and we must limit ourselves to analyze the failure time distribution. In order to overcome this limitation, a stressstrain relation is needed, at least for one single SB chain. For example, one can start assuming that each SB acts as an entropic spring, with a given Young modulus E, and use this assumption to link the local stress r loc (k, t) experienced by plane k to a local strain e loc (k, t). All SBs being identical, the local stress and strains will be different from the macroscopic ones just because the number n SB (k, t) of SBs bridging any k plane with the nearest ones is not constant. Indeed, n SB (k, t) is initially fluctuating, and it evolves toward even more heterogeneous configurations because of stress concentration.
Because of linearity the total strain will be the arithmetic average of local strains, whereas the macroscopic true stress will be by definition related to local stresses via a harmonic average:
hr loc k;t ð Þi k ¼Ehe loc k;t ð Þi k ¼Ee:
The inequality is a well-known theorem in mathematics [91] : in particular, since the ratio between arithmetic and harmonic average increases if the local stress profile gets increasingly heterogeneous [92] , creep compliance under a constant external stress increases when connectivity is progressively lost, until failure occurs. For the same reason, according to this model we should expect creep compliance at break to show only weak dependence on stress and temperature, which is in good agreement with experimental data [cf. Fig. 8(a) for the stress dependence] [64] .
Also in this case, maximum extensibility depends on sample morphology (for example, chain molar mass). However, it is worth to mention that, once plotted against the rescaled stress variable r=r D , again simulation results for e f in creep tend to collapse on a master-curve: this is again because creep extension is strictly linked to the heterogeneity of the deformation. 
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