This paper presents two new models to deal with different tooling requirements in the generic multipleproduct assembly-system design (MPASD) problem and proposes a new branch-and-cut solution approach, which adds cuts at each node in the search tree. It employs the facet generation procedure (FGP) to generate facets of underlying knapsack polytopes. In addition, it uses the FGP in a new way to generate additional cuts and incorporates two new methods that exploit special structures of the MPASD problem to generate cuts. One new method is based on a principle that can be applied to solve generic 0-1 problems by exploiting embedded integral polytopes. The approach includes new heuristic and preprocessing methods, which are applied at the root node to manage the size of each instance. This paper establishes benchmarks for MPASD through an experiment in which the approach outperformed IBM's Optimization Subroutine Library (OSL), a commercially available solver.
Introduction
To serve the specialized demands of customers in today's highly competitive marketplace, most manufacturers assemble a variety of products, each in relatively low volume. In addition, the advancement of technology has initiated a trend in which product life cycles are becoming shorter. These and other competitive forces require manufacturers to design and redesign assembly systems frequently, so there is a widespread need for improved quantitative methods. This paper describes a new branch-and-cut approach for the generic multiple-product assembly system design (MPASD) problem. The objective is to minimize the total cost of a system design, including the variable cost of assembly operations and the fixed costs of activating assembly stations, purchasing machines, and providing tools. The problem is to prescribe the number of stations, the type of machine to be located at each station, the tooling to be provided at each machine, and the operations to be assigned to each machine. Each operation can be performed on any one of a (perhaps singleton) set of alternative machines and must be assigned to some machine at some station in accordance with precedence relationships. An appropriate set of tools must be provided at each machine to perform assigned operations. Each tool incurs a purchase cost and requires a certain storage space at a machine.
Each machine has a finite time availability (i.e., capacity) and finite tool-storage space. The system design must provide sufficient capacity to assemble a specified set of products over the planning horizon.
The purpose of this paper is to present two new models, a branch-and-cut solution approach based on several new families of inequalities, and computational evaluation to establish benchmarks for MPASD. Our solution approach can be applied, with minor modifications, to both models. It consists of preprocessing at the root node and a branch-and-cut implementation that adds cuts at each node in the branch-and-bound (B&B) search tree. We generate cuts using the facet generation procedure (FGP) (Parija et al. 1999) . In addition, we use the FGP in a new way to generate additional cuts and propose two new methods for generating strong cutting planes by exploiting special structures of the MPASD model.
One of these new cut-generating methods is based on a principle that can be applied to solve generic 0-1 problems. Strong cutting planes are used to tighten the linear representation of the convex hull, ( ) conv ¤ , of feasible integer solutions, ¤ , to facilitate solution of an integer program using linear programming. The term "strong cutting planes" describes valid inequalities that represent highdimensional faces of ( ) conv ¤ . The strongest possible cutting planes, which are of dimension dim( ( ) conv ¤ )-1, represent facets of ( ) conv ¤ and provide a complete description of ( ) conv ¤ .
The Type I assembly line balancing (ALB) problem assigns tasks to a series of identical stations, minimizing the number of stations while observing task precedence relationships and a cycle time requirement (Baybars 1986) . A number of studies have focused on the ALB problem and specialized B&B algorithms have been shown to solve selected test problems effectively (e.g., Assche and Herroelen 1979 , Johnson 1988 , Hackman et al. 1989 , Hoffmann 1992 , Scholl 1995 , Ugurdag et al. 1997 , and Scholl and Klein 1997 .
Assembly system design (ASD) is an extension of ALB in which a robot or other type of "machine" must be assigned to each station, so stations may not be identical. Each task may be performed by a set of alternative machine types, and selecting the type of machine to locate at each station entails an additional level of combinatorics, making ASD more challenging than ALB. Task precedence relationships and a cycle time requirement must still be observed. Pinnoi and Wilhelm (1997a) proposed a hierarchical family of models with the goal of dealing with a variety of ASD problems by exploiting the embedded ALB polytope that is common to a variety of formulations. This paper extends the family of models envisioned by Pinnoi and Wilhelm.
The single-product ASD (SPASD) problem is typically formulated with the objective of minimizing total cost (e.g., Ghosh and Gagnon 1989, Graves and Lamar 1983) , since the design with the minimum number of stations need not minimize cost. Wilhelm (1999) developed a column-generation approach to the SPASD problem. His approach prescribes the sequence for performing assembly operations, explicitly addressing tool changes, which, for example, affect the productivity of some robotic assembly systems. Other research has proposed cutting-plane methods for the SPASD problem. Kim and Park (1995) addressed a version of the SPASD problem associated with robotic lines. They assigned tasks, parts, and tools to robotic cells (stations) with the objective of minimizing the total number of cells activated. Their cut-and-branch algorithm included preprocessing and added violated cover cuts (Nemhauser and Wolsey 1988 ) -all at the root node. Pinnoi and Wilhelm (1998) devised a branch-and-cut approach that employed specialized preprocessing methods. They showed that the node-packing polytope is a relaxation of the ALB polytope and generated a set of cuts based on this relationship. Pinnoi and Wilhelm (1997b) proposed a related approach to the workload-smoothing problem, a variation of ALB that minimizes the maximum idle time on any station, "smoothing" workloads assigned to stations. They generated violated clique and cover inequalities associated with an intersection graph, which they formed from precedence and cycle-time constraints. This prior work demonstrated the effectiveness of using the node-packing relaxation. In contrast, our model incorporates tooling requirements, and we develop strong cutting planes by exploiting special structures that result. Neither tooling requirements nor these new cut-generating methods were considered by Wilhelm (1997b, 1998) . Gadidov and Wilhelm (2000) recently devised a new branch-and-cut approach for the SPASD problem. Their approach, which consisted of a heuristic, preprocessing techniques, and two types of cutting-planes, outperformed OSL in solving a set of test problems. The current paper extends these heuristic and preprocessing techniques to address multiple products and tooling requirements. It also proposes entirely different methods for generating strong cuts. Gadidov and Wilhelm (2000) devised one type of cut based on the time required to complete two tasks that are not related through precedence relationships and incorporated the facet-generation procedure (FGP) (Parija et al. 1999) . They added cuts of the former type at the root node and those of the latter type at other nodes in the search tree. The current paper employs the FGP, but its primary contributions include a new way to implement the FGP to generate additional cuts and two new methods for generating cuts based on special structures of the MPASD problem that were not incorporated in the earlier SPASD model. The FGP computes facets of an underlying polytope Â , which must be selected so that a subproblem involving a linear objective function can be optimized effectively over it. Parija et al. (1999) applied the FGP to a single constraint so that Â was a knapsack polytope and the subproblem can be solved in pseudopolynomial time. Given a fractional solution to the linear relaxation of an integer program, f* (an n vector where n is the number of decision variables in the relaxed problem), the FGP computes the coefficients of a hyperplane, H , that represents a facet of Â and separates f* from Â .
The FGP uses column generation to solve the following linear program (LP):
Here, ext Â is the set of extreme points of Â , each of which is represented by an n vector, x. The subproblem prices out nonbasic columns, generating the column x Î ext Â with the most negative reduced cost. If this reduced cost is nonnegative, the LP optimality criterion is satisfied and the current basis, * B , which is composed of n columns x Î ext Â , is optimal. The n vector of coefficients that define the gradient of H , w*, may be determined by solving w* * B = 1. H = { x : w* x £ 1, x n Î ¡ } supports the n linearly independent points (columns that comprise * B ) so that it represents a facet of Â . Further details may be found in Parija et al. (1999) , who proposed the FGP and demonstrated its efficacy solving 0-1 problems in MIPLIB, and in Gadidov and Wilhelm (2000) , who gave an intuitive description of the FGP and incorporated it in an approach for the SPASD problem.
The multiple-product ASD (MPASD) problem has received relatively little attention (Ghosh and Gagnon 1989) . Variations have been addressed by Lagrangian relaxation (Kuroda and Tozato 1987) , B&B (Pinto et al. 1983) , dynamic programming (Chakravarty and Shtub 1986) , mixed integer programming (Peters 1991) , integer programming combined with queueing models (Lee and Johnson 1991) , and column generation (Kimms 1998) . Graves and Redfield (1988) enumerated feasible workstation designs and prescribed MPASD by solving a shortest-path problem.
We have organized the body of this paper in four sections. In the next section we introduce notation and our mathematical formulations of two versions of the MPASD problem. Section 3 describes our solution approach. We discuss implementation issues, test problems, and computational results in Section 4. The last section offers final remarks and conclusions.
Model Formulation
As the ALB model is a generic representation of line-balancing issues, our models are generic representations of MPASD. These models may be applied in a variety of settings, including robotic assembly of airframes e.g., Huber (1984) , assembly of automotive subassemblies (e.g., Graves and Redfield 1988) and assembly of electronic products (e.g., Nof et al. 1997 ).
We adopt the traditional approach, combining the operation precedence relationships for the set of products, P , into one digraph (McCaskill 1972) . In this digraph, each node represents an operation o O Î that is required to assemble a subset of products o P P Í . Analogous to the cycle-time constraint that must be observed in SPASD, machine availability (i.e., capacity) must be observed in MPASD. This more general restriction is needed because products may be produced in different volumes and, thus, have different impacts on capacity.
This section presents models for two variations of MPASD that deal with different tooling requirements (e.g., Stecke 1983 , Graves and Lamar 1983 , Ammons et al. 1985 , Kim and Park 1995 , and Nof et al. 1997 . These variations represent typical, practical requirements, and we have designed our cutgenerating methods to exploit the resulting structures.
One set of assumptions is common to both of our models. We assume that all parameters are known 
The objective function minimizes the total cost of the system design, including the variable cost of performing operations and the fixed costs of activating stations, purchasing machines, and providing tools.
This model incorporates all logical issues involved in MPASD. Constraint (1) requires each operation to be processed at one station, and constraint (2) invokes operation precedence relationships. These constraints parallel those used in ALB except that operations in the multiple-product case are called tasks in the singleproduct ALB problem. Constraint (3) imposes machine availability (i.e., capacity) limitations and is the multiple-product analog of the ALB cycle-time requirement. The ALB polytope is embedded in MPASD through constraints (1)-(3) so that the types of cuts derived by Pinnoi and Wilhelm (1998) from the relationship between the node-packing and ALB polytopes could be applied to the MPASD. Since the efficacy of the former set of cuts is known, this paper focuses on the set of new cuts that are related to machine availability and tooling requirements.
Neither Pinnoi and Wilhelm (1998) nor Gadidov and Wilhelm (2000) dealt with tooling requirements, a central feature of MPASD. Constraint (4) is a stronger formulation for assuring that appropriate tooling is provided for each operation than was proposed in the models of Pinnoi and Wilhelm (1997a) . It assures that the set of tools required by operation o , o L , are assigned to the machine-station ( ms ) combination at which o is assigned, and it permits tool l to be used by all operations that require that
if all are assigned to the same ms combination. Constraint (5) invokes the tool-area storage limitation at each machine.
Constraint (6) assures that station s will be activated before station 1 s + , precluding symmetry.
Together, constraints (6) and (7) assure that at most one machine will be located at each station. These constraints improve earlier models, relying on the the sequence 
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MPASD Formulation
Our second model assumes that tools are provided in pre-specified tool kits and that any one of several alternative tool kits, each requiring different space and fixed cost, can perform a given operation.
However, each tool kit can perform just one operation. For cases in which each operation may require a number of tools, dealing with tool kits may avoid a combinatorial aspect of the problem. This model explores tradeoffs between the cost of tooling and the storage space required. For example, providing costly tool kits that require little space may allow the system to operate with fewer machines and stations.
This model is not overly restrictive because, if a tool kit could perform two operations, it may be preferable to combine them for technical reasons (e.g., Donohue et al. 1991) . The notation for this model is the same as before, except that l now denotes a tool kit:
(square inches or number of slots) l c = fixed cost of purchasing a tool kit of type l
Subject to: constraints (1)- (3), (5)- (8) and
As in 1 MPASD , the objective function minimizes the total cost of system design. Constraints (9) replace (4), ensuring that some tool kit for operation o is assigned to combination ms along with o .
Solution Approach
This section describes our solution approach, including the heuristic and pre-processing methods, the two new methods for generating strong cuts, and the strategy for implementation, including the new way in which we use the FGP to generate additional cuts. We demonstrate our methods in relationship to 1 MPASD ; they can be adapted easily for 2 MPASD .
Heuristic and Pre-Processing Methods
Our heuristic prescribes an upper bound on the value of the optimal solution, and our pre-processing methods determine an upper bound on the number of stations and the earliest and latest stations to which operation o O Î can be assigned.
Heuristic
We devised a simple heuristic to find an upper bound, BPH Z , on the value of the optimal solution,
). At each iteration, the heuristic assigns the operation that can "fit" on a station while incurring the least possible cost.
An operation is a candidate for assignment if all of its predecessors (if any) have been assigned.
Indices of current candidates are maintained in the set J . When no candidate will fit on the current station, the next station, s , is activated. The machine type m assigned to station s is the one that can process a candidate at minimal cost:
We determine the cost of assigning each candidate 
we activate the next station as described above.
Pre-Processing Methods
We use BPH Z to obtain an upper bound on the optimal number of stations, opt N . This allows us to fix some variables to zero, managing the size of the problem. We note that this bound is not as pivotal as it is in the ALB problem because the optimal MPASD solution does not necessarily use the minimum number of stations. For example, MPASD must determine an appropriate tradeoff between using a larger number of low-cost machines of lesser capability with using fewer higher-cost machines of greater capability.
Assuming that opt N stations have been activated, upper and lower bounds on BP Z are:
The first term in (10) represents the cost to activate N opt stations, the second represents the lowest possible cost of purchasing N opt machines, the third represents the lowest possible variable cost of performing all the operations, and the fourth represents the cost of purchasing all required tools. Re-expressing (10), we can easily obtain an upper bound for opt We now describe our two new methods for generating strong cutting planes.
New Methods for Generating Strong Cutting Planes
The first type of cut is based on the structure of our MPASD models. The second type is based on identifying an integral polytope that is embedded in a model. Both focus on tooling requirements. We demonstrate the latter type relative to MPASD, but underlying principles can be applied to integer programs in general.
Cuts Based on Tooling Requirements
This section describes our new cutting planes, separation problems, lifting procedures, and implementation strategy. Our first new method for generating cuts exploits structures related to tooling constraints (4) or (9).
The cuts may be non-trivial (i.e., some cannot be obtained from a single knapsack constraint (5) 
Given f * = (x * y * z * ), a fractional solution to the linear relaxation of 1 MPASD including any applicable generated cuts, the most violated inequality of type (12) can be identified by solving the well-known separation problem (Nemhauser and Wolsey 1988) :
Cutting Planes
In addition to the strong cutting planes that may be obtained by lifting cover inequalities (12) operations that require some tool from set L % , so that { : 
is an induced relationship, a cover that is valid for 
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Separation
Given f * = (x * y * z * ), L % , and the associated O % , the most violated inequality of type (14) may be found by solving a separation problem that is a set covering (SC) problem of the form: 
We used the greedy heuristic to solve Problem SC (Nemhauser and Wolsey 1988) . At each of its iterations, this heuristic accepts the column that satisfies the largest number of uncovered rows per unit cost. It stops when accepted columns cover all rows. The greedy heuristic is not new, but this application of the set-covering problem is, to our knowledge.
Lifting
Inequality ( First, we note that the greedy heuristic solution to Problem (SC) is "minimal" in the sense that, for any
is also a valid inequality for (12) 
We 
Additional Cutting Planes
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Generating Cuts Based on Embedded, Integral Polytopes.
Our second new method is based on identifying an embedded integer polytope and lifting over it. The traditional method lifts over the knapsack polytope (e.g., Nemhauser and Wolsey 1988) . One advantage of our method is that it lifts by optimizing an LP in polynomial time. A second advantage is that the integer polytope is defined by a number of constraints and may be expected to provide a tighter relaxation of the convex hull of feasible integer solutions than would, say, a single knapsack polytope.
We begin this subsection by introducing several claims and a lemma for 1 MPASD and an equivalent lemma for 2 MPASD . Proofs are given in the Appendix. Subsequently, we describe how the integer polytopes can be used in lifting to generate strong cuts.
Embedded Integer Polytopes
Lemma 1 establishes the integrality of embedded polytope 
Inequalities (18) represent an alternative way of formulating precedence relationships (2), inequalities (19) reiterate inequalities (4), and inequalities (20)- (22) (18)- (22) do not assure that each operation is assigned to a single ms combination as does (1) so that an operation can be unassigned or, in certain cases, assigned to two stations. In addition, inequalities (18)- (22) do not invoke machine-availability limitations (3) or tool-holding capacities (5) and do not require a single machine to be located at each station (6)-(7).
Using graph theory, Chaudhuri et al. (1994) proved that the polytope defined by (18) and (20) is integral (see also Ugurdag et al. 1997) . We employ an alternative proof strategy and deal with inequalities We define n unit vectors, each of dimension n : mos e ( lms e ) is an n vector of zeroes except it has 1 in the unique position determined by index mos ( lms ). We define an agreeable assignment as one that satisfies inequalities (18) with each operation assigned to at most one ms combination. We assume that operation precedence relationships are consistent; that is, if operation o is a predecessor of ' o and if ' o is a predecessor of " o , then o is a predecessor of " o . For example, the assembly tree in which each operation has at most one successor is consistent.
Our first claim implies that each extreme point in (1) Â (i.e., each extreme point in ( ) conv ¤ (where
Â )) is formed by the intersection of n linearly independent, binding inequalities (Bazaraa et al. 1990 ) defining (1) Â and ( ) conv ¤ , respectively.
Claim 1 dim(
(1)
Each extreme point of (1) Â is formed by a subsystem of n linearly independent inequalities in (18)- (22) that hold at equality. We prove Lemma 1 using a strategy that shows that each feasible subsystem forms an extreme point that is integral, so that (1) Â is integral. If more than n inequalities hold at equality at an extreme point, n linearly independent inequalities imply each of those in excess, whether it is essential or redundant. We show that, at each extreme point, each of the n variables is related to a unique binding inequality and that this set of equalities is linearly independent. We begin by considering feasible subsets that require 0 mos x = for all mos combinations.
Claim 2 Each subsystem formed by fixing two types of inequalities to equalities (a) all x n inequalities (20) and (b) for each lms , select an inequality of type (21) fixing lms z = 0 or of type (22) fixing lms z = 1 gives n linearly independent, binding inequalities that define an extreme point, which is integral.
The null solution ( )
0 is a special case in which inequalities (20) and (21) are all fixed at equality.
1
MPASD assumes that each operation requires a set of tools and that each tool may be used by more than one operation. Claim 2 highlights the fact that each lms z is constrained on the range
in which the operations that require tool l determine the lower bound; and inequality (22), the upper bound.
Next, we consider mos D , the index set of the subset of constraints (18) We now extend Claim 4 to deal with extended agreeable assignments for which extreme points that represent feasible integer solutions allow an operation to be assigned to two stations. This possibility arises because the first summation in inequality (18) Because of the relationships imposed by inequalities (18), relatively few subsystems must be considered in the proof of Lemma 1. In addition, a related integral polytope is defined by Corollary 2.
Corollary 2 Inequalities (19)-(22) and
in which the second summation is vacuous when n S = , define an integral polytope.
Inequality (23) allows n S = in inequalities (18), assuring that each operation will be assigned to at most one ms combination, precluding the assignments described in Claim 5.
In 2 MPASD , each operation requires one tool kit to be selected from a set of alternatives and each tool kit may be used by only one operation. The polytope that corresponds to (1) Â replaces (19) with (9). (18), (9), (20), (21), and (22)} is integral. Finally, an integral polytope is also defined if inequalities (18) are tightened as described in Corollary 2.
Lemma 2 The polytope
Again, details of the proof are omitted. (9) and (20)- (23) define an integral polytope. 
Corollary 3 Inequalities
Generating Cuts
since the integral polytope associated with inequalities (2)- (5) is a subset of (1) Â . A similar argument holds for 2 MPASD , and we omit details.
Lifted inequalities (25) and (26) 
Implementation Strategy
We apply our heuristic and preprocessing methods at the root node. Z , using the branchand-cut capabilities of OSL. To implement branch and cut, OSL uses its supernode routine to manage cuts generated by user-supplied routines. OSL's supernode routine (IBM 1995) invokes pre-processing methods (e.g., bound tightening and coefficient reduction using probing techniques) at nodes of a B&B search tree to strengthen the linear relaxation. It is called "supernode" because it may fix several variables while analyzing one node in the search tree; in this way it is comparable to the analysis done at a number of nodes in the traditional search tree. It implements branch and cut, adding certain inequalities, for example, derived from the implication lists that result from probing. It also calls a routine through which the user may add generated cuts. Supernode manages cuts; for example, it may discard an inequality if it becomes nonbinding. Supernode also employs a heuristic that attempts to determine a feasible solution, and it may eliminate cuts after invoking its heuristic.
Our routines apply the FGP to individual knapsacks defined by inequalities (3), generating inequalities of type (14) using separation Problem (SC), and apply Lemma 1 for 1 MPASD (Lemma 2 for 2 MPASD ) to lift inequality (24). We applied the solutions prescribed by the FGP in several ways.
We used FGP solutions to generate cuts associated with inequalities (3) directly. In addition, we used FGP solutions in a new way, lifting the vectors that comprise an optimal basis for Problem P to obtain cover inequalities (12) and (14), which were subsequently strengthened by our new lifting methods.
Computational Evaluation
To establish computational benchmarks, we ran a set of tests on an IBM RISC 6000 model 550 using OSL release 3. We are aware of no other special-purpose algorithms to solve 1 MPASD and 2 MPASD , so we compared our approach with OSL using its capable supernode routine to implement B&B. Thus, the only difference between the two approaches is that one employs our cut-generating methods. This section describes the set of random test instances we generated as well as test results.
Test Instances
We designed an experiment with four factors to gain insight into the influence they have on the run time and 6, and those for factor (4) were 3 and 4.
The levels for factor (2) were contingent on factor (4). Instances that involved 3 products employed precedence digraphs with either 4 (Figure 1 Each node in these figures represents an operation, an arc represents an immediate precedence relationship, and the number(s) within each node indicate the product(s) that require the associated operation. We designed digraphs 1 and 2 (3 and 4) so that about 50% (75%) of all possible arrows from one layer to the next were generated, and about 50% (75%) of the operations are common to two or more products. Precedence relationships are relatively dense, contributing to the difficulty of the instances.
We used the same factors in testing model 60%, and 10% of the operations require 1, 2, and 3 tools, respectively, and 60%, 30%, 6%, and 4% of the tools were required by 1, 2, 3, and 4 operations, respectively. Generated tool-kit constraints in 2 MPASD assigned a unique tool kit to each of 10% of the operations and allowed 50%, 30%, and 10% of the operations to select from 1 of 2, 1 of 3, or 1 of 4 tool kits, respectively. Tables 1 and 2 
Test Results
Tables 3 and 4 summarize test results. Each row describes an instance. The first column specifies the model and level of each factor associated with an instance. Columns 2-4 describe the performance of our approach, giving, respectively, the number of cuts generated during the branch-and-cut tree search, the number of B&B nodes required to find and verify an optimal solution, and the CPU run time (in seconds)
for solving the instance. We adopted CPU run time as the primary measure of our approach and the number of nodes required to find and confirm an optimal solution as a secondary measure. Columns 5-6 describe the performance of OSL, giving, respectively, the number of B&B nodes to find and verify the optimal solution and the CPU run time (in seconds). We set a run-time limit of five hours for each instance. Our heuristic and pre-processing methods serve only to manage the sizes of instances, so we document their effects only in columns 2 and 3 of Tables 1 and 2 . On average, our heuristic prescribed a solution that was 1 to 2 stations higher than the optimal number of stations. However, even in the few instances in which the heuristic prescribed the optimal number of stations, both our branch-and-cut approach and OSL took some time to find and verify an optimal solution.
Our approach was able to solve 46 of these 48 instances within run-time and storage limitations, but OSL was able to solve only 32 instances. On these 32 instances, our approach required, on average, significantly less run time and significantly fewer nodes in the search tree. instances. OSL performed somewhat better on two instances (mpasd1/c2 l 4m2p3 and mpasd1/c2 l 3m2p4), which were relatively easy for both approaches, and neither approach was able to solve the two largest instances (mpasd 1 /c1 m6p4 5 l and mpasd 2 /c1 m6p3 7 l ) within the run-time limit.
Increasing levels of factors (1) machine availability and (3) number of alternative machine types for each operation did not affect run time in a consistent way. However, increasing levels of factors (2), precedence relationships, and (4), number of products, increased the number of operations and resulted in increased run times.
Results indicate that the MPASD problem is amenable to our new cutting-plane methods, even though tooling considerations entail an additional level of combinatorics, making our MPASD problems more challenging than the ASD problems studied by Wilhelm (1997b, 1998) and Gadidov and Wilhelm (2000) . It would be possible to combine our new cut-generating methods with those devised by Pinnoi and Wilhelm (1998) , which rely upon relationships between the node-packing and assembly-line balancing polytopes, but focusing on our new cut-generation methods allowed us to assess their efficacy.
Test results show that the new methods presented in this paper collectively form a credible solution approach. Future research may, however, investigate the relative efficacy of each applicable family of inequalities, including those based on ASD (Pinnoi and Wilhelm 1998) and MPASD (as described in
