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Chapter 1
Introduction
1.1 A brief review of non-linear polynomial algebras
Symmetry is an important concept in physics due to its connection with conservation
laws. We define the symmetry transformation on a physical system as any transforma-
tion that leaves the system invariant. Most symmetry operations in physics are elements
of certain groups, hence, the mathematical tool that describes symmetry is the group
theory. Group theory aids in classifying and analyzing systematically a multitude of
different symmetries which appear in nature. If there are a continuous infinity of trans-
formations that leave the system invariant, these correspond to infinite groups and the
symmetry is classified as continuous. Continuous symmetries are described globally in
the language of Lie groups and locally as Lie algebras. If the system is invariant only
under a finite set of transformations, then the symmetry is classified as a discrete sym-
metry and these transformations correspond to a finite group. Examples of continuous
symmetries are rotations and translations. Examples of discrete symmetries are reflec-
tion symmetry(parity) and time reversal invariance. The root of all symmetry principles
lies in the connection between the conserved quantities, the implied invariance under
a mathematical transformation and the physical consequences of conservation laws or
selection rules. This can aid us in studying very complicated systems even when the de-
tails about forces and interactions of the system are unknown. Symmetry methods have
played a special role in quantum physics because they are useful computational tools for
1
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examining many physical problems where invariance principles provide formulations of
dynamical laws and classification of quantum states. The symmetry structure enables us
to make precise theoretical predictions about the various physical theories that can be
tested experimentally. The theory of relativity is based on the symmetry that physical
laws are the same for all inertial observers. The general theory of relativity is based on
the symmetry that the physical laws will remain invariant under a general coordinate
transformation. In particle physics, the interactions between elementary particles are
determined through the principle of local gauge invariance.
For a long time the theory of symmetry was restricted only to linear cases i.e. Lie
groups and Lie algebras. The formalism of Lie groups and Lie algebras especially, general-
ized coherent states and related techniques, yield simple and elegant solutions to spectral
and evolution problems [1, 2]. In quantum mechanics, one distinguishes two types of
physical symmetries depending on the behaviour of the Hamiltonian H under study with
respect to symmetry transformations. These are the symmetries associated with invari-
ance groups G(H) ([G,H ] = 0) of the Hamiltonian. This symmetry, known as invariance
symmetry, with its associated symmetry algebra describes degeneracies of energy spectra
within fixed irreducible representations (IRs) of G(H). The other symmetry known as
dynamical symmetry connected with spectrum generating algebras L(G) is used to give
spectral decompositions of Hilbert spaces H of quantum systems into invariant subspaces
Hλ (with λ being labels of IRs D(λ)) which describe certain (macroscopic) stationary
states, i.e., stable sets of states evolving in time independently under actions of H .
Recently, it was realized that restricting the invariance and dynamical symmetry alge-
bras to linear Lie algebras might be a narrow concept. Non-linear symmetries have been
observed in string theories and solvable models. One type of non-linear algebra that has
recieved much attention is the quantum algebra (or often called a quantum group), which
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was introduced by Sklyanin [3] and independently by Kulish and Reshetikhin [4] in their
work on the Yang-Baxter equation. The adjective ”quantum” was given to these algebras
because they arose from a quantum mechanical problem in statistical mechanics and also
they involve the construction of an algebra from a parameter dependent deformation of
an ordinary Lie Algebra, much the same as quantum mechanics can be considered as an
h dependent deformation of classical mechanics.
Prior to the advent of quantum groups, another class of non-linear algebras were
existent in literature known as the Polynomial Algebras. These arose in physical systems
in which it was realized that the physical operators relevant for defining the dynamical
algebra of a system need not form a linear (Lie) algebra, but might obey a nonlinear
algebra. Such nonlinear algebras are, in general, characterized by commutation relations
of the form
[Ni, Nj ] = Cij (Nk) , (1.1)
where the functions Cij of the generators {Nk} are constrained by the Jacobi identity
[Ni, Cjk] + [Nj , Cki] + [Nk, Cij] = 0 . (1.2)
The functions Cij can be an infinite power series in {Nk} as is in the case of quantum
algebras and q-oscillator algebras. When {Cij} are polynomials of the generators one
gets the so called polynomially nonlinear, or simply polynomial algebras. A special case
of interest is when the commutation relations (1.1) take the form
[Ni, Nj] = c
k
ijNk , [Ni, Nα] = t
β
iαNβ , [Nα, Nβ] = fαβ (Nk) , (1.3)
containing a linear subalgebra. Simplest examples of such algebras occur when one gets
[N0, N±] = ±N± , [N+, N−] = f (N0) . (1.4)
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In general, the Casimir operator of this algebra (1.4) is seen to be given by
C = N+N− + g (N0 − 1) = N−N+ + g (N0) , (1.5)
where g (N0) can be determined from the relation
g (N0)− g (N0 − 1) = f (N0) . (1.6)
If f (N0) is quadratic in N0 we have a quadratic algebra and if f (N0) is cubic in N0
we have a cubic algebra. In general a polynomial algebra is characterized by the degree
of the polynomial f(N0). These nonlinear algebras, in particular the quadratic and cubic
algebras, and their representations which we will study in this thesis, arise in several
problems in quantum mechanics, statistical physics, field theory, Yang-Mills type gauge
theories and two-dimensional integrable systems.
Historically, the first class of polynomial algebras to be constructed were that of the
cubic variety. These were first observed in physics by Higgs in 1979, based on the work
of Lakshmanan and Eswaran ([5, 6]). These arose in the study of the dynamics of a
particle moving non-relativistically on a two dimensional surface embedded in a three
dimensional Euclidean space. Higgs demonstrated that classically and quantum mechan-
ically the constants of motion associated with the curved analog of the Kepler problem
and the isotropic harmonic oscillator could be written in a form that explicitly revealed
the dynamical symmetry of the problem. In the Kepler problem (λ 6= 0), the dynamical
algebra was constructed with the two components of the Runge-Lenz R± vector and the
diagonal component of the angular momentum Lz and it was found to be a cubic algebra,
which is now known as the Higgs algebra. The defining equations are:
[Lz, R±] = ±R±
[R+, R−] = (−4H + λ
2
)Lz + 4λL
3
z, (1.7)
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where H is the Hamiltonian of the system. The Runge-Lenz vectors of the system are
defined as
Ri =
1
2
(Lijπj − πiLji) , i, j = 1, 2, (1.8)
where the canonical momentum πi = p +
λ
2
(x(x.p) + (p.x)x) and R± = R1 ± iR2, and λ
is the curvature of space.
For the isotropic oscillator on the sphere, the corresponding dynamical algebra was
constructed with the components of symmetric second rank Fradkin tensor S± and the
angular momentum,
[Sz, S±] = ±R±
[S+, S−] = 4(λH + ω2 − λ
2
4
)Lz − λ2L3z . (1.9)
where S± = 12(S11 − S22)± iS12 and Sij = pipj + ω2xixj .
Both the classical and quantum cases have been studied. In the classical case the
dynamical cubic algebra is a cubic Poisson bracket algebra. The transition to the quan-
tum mechanical case is connected out by replacing the Poisson brackets with angular
momentum algebra. The Hamiltonian is expressed as a function of the Casimir of the
angular momentum algebra.
Rewriting the Higgs algebra as
[Lz, R±] = ±R±
[R+, R−] = 2Lz(a+ 2λL2z) (1.10)
where a = −2E + λ
4
Zhedanov showed that λ plays the role of a deformation parameter for the SU(2) and
SU(1, 1) algebra which is retrieved as λ −→
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second order approximation to the well known quantum algebra SUq(2). This can be
seen by taking the following realization of SUq(2),
[J0, J±] = ±J0
[J+, J−] =
sin h(2νJ0)
sin h(ν)
(1.11)
Then a second order expansion in the parameter ν gives the Higgs algebra.
The Higgs algebra was later studied by Zhedanov as a finite deformation of SUq(2)[7].
This simple realization enabled him to find finite dimensional representations of a
certain class of Higgs algebras based on the work of Curtwright and Zachos [8] and
Polychronakos[6] on SUq(2). A general deformation of the SU(2) algebra was later stud-
ied by Rocek [10]. This algebra mimics the undeformed counterparts in many features
and is characterized by a deformation function. The Casimir operator of these algebras
was found to be a deformation of the quadratic Casimir of the undeformed algebra. This
deformation function is the key object for developing the representation theory . Differ-
ent types of finite dimensional representations depending on the peculiar nature of the
deformation function were found.
In a recent work by Floreanini et.al [2] a cubic algebra was constructed as the dynami-
cal symmetry algebra of rational two dimensional Calogero Model. This algebra was used
to explain the degeneracy of energy eigen states and the explicit introduction of the wave
function. Later in this thesis we shall use the representation theory of cubic algebras that
we have developed to construct the coherent states of the Calogero-Sutherland model.
Quadratic algebras were first introduced by Sklyanin in the context of Yang-Baxter
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equations [12, 13]. The algebra that he considered was
[S0, Sα] = iJβγ(SβSγ + SγSβ)
[Sα, Sβ] = i(S0Sγ + SγS0), (1.12)
where α, β and γ assume the values 1, 2, 3.
The structure constants are constrained by the relations,
J12 − J23 + J31 − J12J23J31 = 0 (1.13)
The finite and infinite dimensional representations for this particular algebra in terms
of elliptic functions were constructed. Sklyanin first established the connection between
integrable systems and quadratic algebra.
The quadratic algebra was obtained as a hidden dynamical symmetry in Coulomb and
isotropic oscillator with a anisotropic term 1
r2 sin θ
[14, 15]. In the two cases, the addi-
tional term does not completely destroy the SO(4)/SU(3) accidental degeneracy. It is
known that in the Coulomb and the isotropic oscillator case, the corresponding accidental
symmetry enables one to separate the equation of motion in three different coordinate
system. In the anisotropic case, it was shown that the Schro¨dinger equation separates in
two different coordinate systems. Another example of the system in which this occurs is
the Hartmann potential[14]. For the Hartmann potential,
u(r) = −α
r
+
β
r2 sin2 θ
, (1.14)
three operators are found to commute with the Hamiltonian. One is the modified angular
momentum L˜2 = L2 + 2β
sin2 θ
and the second the modified Runge Lenz vector, A˜z =
[∂z,
L2
2
− αr]. The third one is the Lz , the diagonal component of angular momentum,
which also commutes with the other two generators. The hidden symmetry algebra in
this case obeyed by the modified operators,
T1 = L˜2, T2 = (−2E)1/2A˜z, T3 = Lz (1.15)
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is the quadratic Hahn algebra given by:
[T1, T2] = T3
[T3, T1] = 2(T1T2 + T2T1)
[T2, T3] = 2T
2
2 + 4T1 − (2m2 + 2β − 1−
α2
E
), (1.16)
where a = −8, b1 = 12, c = 4(2ǫ+1), d1 = 4[3m+ǫ(1+2m2)], d2 = 4(ǫ+m2), ǫ = Eω− 32 .
E is the eigen value of the Harmonic oscillator. In the case of anisotropic oscillator the two
integrals that commute with the Hamiltonian are T1 = L
2+ 2β
sin2 θ
and T2 =
1
2
(p2+ω2r2)− 1
2
.
These generators along with T3 = Lz also satisfy a quadratic algebra,
[T1, T2] = T3
[T1, T3] = a(T1T2 + T2T1) + b1T2 + cT1 + d1
[T3, T2] = aT
2
1 + bT1 + cT2 + d2, (1.17)
where a, b1, b2, c, d1 and d2 are structure constants. The finite dimensional representation
corresponding to the energy degeneracy were constructed. The overlap function between
the two coordinate systems in which the Schro¨dinger equation separates is a Hahn poly-
nomial apart from the constant factor and the vacuum amplitude.
Another important non-linear polynomial algebra that has been studied in physics is
theW -algebra [16]. These are constructed from a Kirillov Poisson algebra of a Lie algebra
by Poisson reduction techniques. These W-algebras are a special case of the deformed
non-linear algebra. The finite W algebra obtained by three generators has been identified
as the symmetry algebra of an anisotropic oscillator with the frequency ratio 2 : 1. It is
a quadratic algebra of the form [16],
[N0, N±] = ±2N±,
[N+, N−] = N
2
0 + C, (1.18)
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which is a special case of W -algebra called W
(2)
3 algebra. The recent developments in
W -algebra can be found in [16](and references there in ).
Many of the nonlinear algebras that arise in physical problems are of the form of real
form of the complex algebra SL(2) with a nonlinear term . A study in that direction was
done by Abdesselam et.al [17]. The algebra studied by the authors are given by,
[N0, N+] = N±
[N+, N−] =
∑
p
βp(2N0)
2p+1 (1.19)
where p = 0, 1, 2.... For p = 1 one can map this algebra to the Higgs algebra [6]. The fi-
nite dimensional representations were investigated in the angular momentum basis. This
is done by finding a realization of the generators of the nonlinear algebra in terms of
the angular momentum generators. Such a mapping has been studied by many authors
in literature([6],[10],[8],[18],[2]) in different contexts. The representations found were re-
stricted to the finite dimensional representation. By introducing various deformation
parameters different classes of finite dimensional representations have been found. Some
are peculiar to the nonlinear algebra and do not exist in the case of linear algebra. Ab-
dessalam et.al further showed that the non-linear algebras can be equated with a Hopf
structure through the knowledge of the undeformed SL(2) co-product structure.
In super symmetric quantum mechanics many conditionally exactly solvable(CES)
systems associated with an exactly solvable potential are found to contain a non-linear
algebraic structure. Junker and Roy on their study on CES potential showed that the
non-linear algebra do exist ([20],[21]). The CES potential which are SUSY partners of
linear oscillator gives a quadratic algebra, while the CES potential corresponding to a
radial harmonic oscillator gives rise to a cubic algebra. More work in this direction has
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been done by Sukhatme, Datt and co workers [6].
It has been observed by Vinet and co-workers that the superintegrable system have a
non-linear algebra known as a dynamical invariance algebra [23]. It has been shown that
many of the quantum superintegrable system that have been constructed from this clas-
sical counterpart possesses a deformed oscillator algebra. For such systems eigenvalues of
the state with finite dimensional degeneracies have been then calculated algebraically[24].
The superintegrable system of two dimensional anisotropic oscillator having quadratic al-
gebra as a dynamical invariance algebra has a cubic algebra as it’s spectrum generating
algebra. From these superintegrable system one can get quasi exactly solvable systems
by a dimensional reduction which has to do with the underlying polynomially deformed
symmetry algebra. The generators of this symmetry algebra of the superintegrable sys-
tems have the property that it can be taken as the product of known Lie algebras such
as SU(2) or SU(1, 1) so that the representation space of the non linear algebras can be
taken as the product space of Lie algebras under some constraints which will reduce the
degree of freedom in the product space. This approach has been examined in detail in
the thesis. It was found that the extra conserved quantities form the constraints required
to close the non-linear algebra. In this way one can get the representation economically.
One can also map these to various non-linear algebras.
This thesis is devoted to a study of polynomial algebras, their representations and
applications. In the next section we present a review of polynomial algebras and their
relation to Lie algebras.
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1.2 Polynomial algebras and Lie Algebras
The Polynomial algebras in a loose sense are a generalization of Lie algebras, but also
differ from them in that they do not form a vector space. The detailed theory of Lie
algebra has been explored in great detail by both mathematicians and physicists [25, 26,
27, 28](references there in), and is are out of scope of this thesis. A very short description
of main features of the Lie algebra is given below. This also establishes the terms and
notation used in the subsequent chapters.
Definition:
A Lie algebra g is an algebra with a bilinear mapping, called Lie bracket, satisfying
the following properties:
For x, y, z ∈ g and the Lie bracket [, ]
i) [x, y] = z ∈ g (closure)
ii) [x, y] = − [y, x] (antisymmetry)
iii) [αx+ βy, z] = α [x, z] + β [y, z]
[x, αy + βz] = α [x, y] + β [x, z] (bilinearity)
iv) [x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0 (Jacobi identity) (1.20)
Given any associative algebra U with a product *, one can obtain an associated Lie
Algebra , by considering U as a vector space and defining a Lie Bracket as the commutator
with respect to the original multiplication i.e for x, y,∈ g [x, y] = x∗y−y ∗x. One, hence
constructs a Lie algebra on the same vector space U. The dimension d = dim(g) of a Lie
algebra is the dimension of g considered as a vector space . For a finite dimensional Lie
algebra one uses the notation B = {Xi|i = 1, 2...d} to denote any basis B of g and refers
to Xi as the generators of the Lie algebra. The generators Xi span the Lie Algebra g
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linearly and one defines the Lie bracket of the generators by the relation,
[Xi, Xj ] = C
k
ijXk. k = 1, 2....d, (1.21)
where Ckij are known as structure constants of the Lie algebras. They are constrained by
the Jacobi identity,
d∑
m
(
CmjkC
l
jm + C
m
ij C
l
km + C
m
kiC
l
jm
)
= 0. (1.22)
Consider a subalgebra h such that for all Hi ∈ h [Hi, Xj] ∈ h for every Xj ∈ g , then
h is called the ideal of the Lie Algebra g . An Abelian Lie Algebra is one for which
[Xi, Xj] = 0 for every Xi ∈ g and a simple Lie algebra contains only Abelian ideals. A
direct sum of simple Lie algebras is called semi-simple.
For a semisimple Lie Algebra, the convenient basis chosen for physical applications
is the Cartan-Weyl basis defined in the following way. Let h be the subalgebra of g
containing Hi, the maximum number of mutually commuting elements of g . h is called
the Cartan subalgebra of g . Then the elements of the Cartan basis are Hi and Eα such
that
[Hi, Hj] = 0
[Hi, Eα] = α
iEα (1.23)
The r dimensional vectors αi are called root vectors or root of G.
The simplest example of a three dimensional Lie algebra is the angular momentum algebra
known as SU(2) in literature .The defined commutation relation is,
[Ji, Jj] = iǫijkJk, i, j, k = 1, 2, 3. (1.24)
The Cartan Weyl basis of SU(2) is given by Jz, J+, J−, where Jz = J3, J+ = J1+iJ2√2 and
J− = J1−iJ2√2
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Lie algebras are linear algebras because the bracket between the two elements of the Lie
algebra give a linear combination of all the generators. It should be noted that any higher
order term(quadratic,cubic etc.) is not a member of the Lie algebra but a member of the
Universal Enveloping Algebra defined as follows:
Definition:
A universal enveloping algebra(UEA) is generated by all the possible ordered polyno-
mials of the generators of the Lie Algebra, subject to the condition that two elements of
the UEA are equal if they satisfy the basic commutation relations of the Lie algebra. For
example the universal enveloping algebra U(SU(2)) for the Lie algebra SU(2) with gener-
ators L+, L− and Lz is generated by the basis elements (L−)n(Lz)m(L+)l, ∀ l, m, n ∈ Z.
Thus it is an infinite dimensional algebra. The Lie algebra is a subalgebra of the uni-
versal enveloping algebra. The Casimir operator C is an element of the UEA such that
[C,L±.z] = 0.
After this introduction to Lie Algebras we proceed to define the polynomial algebras
on similar lines. A polynomial algebra is a sub-algebra of the Universal Enveloping alge-
bra with the properties
Definition:
A polynomial algebra is a infinite dimensional Lie algebra associated with a bilinear
bracket satisfying the following properties. For x, y, z ∈ g and a polynomial function h(z)
i) [x, y] = h(z)
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ii) [x, y] = − [y, x] (antisymmetry)
iii) [αx+ βy, z] = α [x, z] + β [y, z]
[x, αy + βz] = α [x, y] + β [x, z] (bilinearity)
iv) [x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0 (Jacobi identity) (1.25)
Properties (ii) and (iv) together implies that the nonlinear algebra is a non commutative
non associative algebra. Unlike the Lie algebras non-linear algebras cannot be identified
directly with a vector space. Since the commutation in general is a non linear function
of generators which cannot be an element of the algebra(the product of two generators
is not defined in this algebra). They satisfy the following properties.
In similarity with Lie algebras one can define a basis P = {Ni, i = 1, 2...d} which is
finite dimensional, but does not span a linear vector space. One considers the polynomial
algebra as the sub algebra of a Universal enveloping algebra of a corresponding linear Lie
algebra. This enables us to define structure constants of the polynomial algebra as the
[Ni , Nj ] = f
k
ij(Nl)(Nk) (1.26)
This looks superficially like a Lie algebra except that the structure functions are a function
of Nl rather than constants. If the f
k
ij are polynomials in Nl the non linear algebra is
termed as a polynomial algebra. If fkij are linear in Nl we get a quadratic algebra. If they
are quadratic in Nl we get a cubic algebra.
The fkij are still constrained by ii and iv.
a) fkij(Nl) = −fkji(Nl)
b)
[
Ni, f
i
jk(Nl)
]
+
[
Nj , f
j
ki(Nl)
]
+
[
Nk, f
k
ij(Nl)
]
= 0 (1.27)
In many cases these non-linear algebra admit a coset structure i.e among the generators
there is a linear subalgebra and the commutator of the remaining generators give a
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symmetric function of the generators of the linear algebra. P of the d generators Ni
satisfy
[Ni, Nj] = C
k
ijNk, i, j = 1...P. (1.28)
The remaining N − P generators satisfy,
[Ni, Nα] = t
β
iαNβ,
[Nα, Nβ] = fαβ(Nγ), (1.29)
A simplest example of such algebra is the case with N = 1.
[N0, N±] = ±N±
[N+, N−] = f(N0) (1.30)
This is also known as polynomial SU(2) or SU(1, 1) algebra. Even though the set Ni
does not close as a vector space because of nonlinear term coming from the polynomial
algebra, we will call this algebra, in a loose sense, as a d dimensional polynomial alge-
bra. So the above algebra defines a general three dimensional polynomial algebra. When
f(N0) is quadratic it is quadratic algebra. A study of such algebras can be carried out
in parallel to Lie algebras to some extent but contain more features.
For a three dimensional polynomial algebra with a deformation function f the Casimir
operator is defined as
C = N−N+ + g(N0) = N+N− = g(N0 − 1) (1.31)
where g(N0) given by g(N0)− g(N0 − 1) = f(N0) is called the structure function of the
algebra.
From the definition of g(N0) it is clear that g(N0) will be a polynomial of one degree
greater than f(N0). The SU(2) algebra is a special case for whichf
k
ij = iǫijk.
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1.3 Other non-linear algebras in literature
Since much of the work done on the representation theory of polynomial non-linear
algebras relies heavily on the work done for q-deformed algebras and quantum groups,
for completeness we briefly review the history of these and other non-linear algebras
which appear in the literature.
Quantum groups were first studied by Drinfeld [29] and Jimbo [30] in terms of a
deformation of the universal enveloping algebra (UEA) of any simple complex Lie Al-
gebra. The enveloping algebra is a Hopf algebra i.e one can define an action of the
UEA (A) onto itself known as the adjoint action commonly denoted by a Hopf product
∆ : A −→ A×A ∀ A ∈ UEA, known as the co-product. For example for U(SL(2)), the
Hopf product is the commutator:
(adL±,z)A = L±A−AL±,z ∀A ∈ U(Sl(2)) (1.32)
The quantum algebra is obtained from the universal enveloping algebra of a Lie algebra
by a quantization procedure [29, 30]. The whole process of getting a quantum algebra
from a Lie algebra g can be represented by the diagram,
g −→ U(g) −→ Uh(g) −→ gh
The quantum universal enveloping algebra is obtained by deforming the UEA by a defor-
mation parameter q = eh. The UEA associated with the quantum group is a Hopf algebra
[31] with a deformed Hopf structure. The standard quantum algebra corresponding to
SL(2) is given by the commutation relations:
L+L− − L−L+ = q
L0 − q−L0
q − q−1
L0L± − L±L0 = ±L± (1.33)
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Since the commutator of L+ and L− is a power series in L0, it is a non-linear algebra.
This is still a Hopf algebra[31] with a deformed Hopf structure given by
(adL±)A = L±Aq
Lz
2 − q±q Lz2 AL± (1.34)
(adLz)A = LzA− ALz ∀A ∈ U(SU(2))
An interesting Uq(SL(2)) is generated by L
±
h and L
h
0 defined by,
L±h =
(
2
(q + q−1)
)1/2
q−L0/2L±,
Lh0 =
2
q + q−1
(qL+L− − q−1L−L+), (1.35)
In this realization the adjoint action replaces the role of the commutator and we may
find a three dimensional subspace which is closed under the adjoint action. The Hopf
structure is preserved in this particular realization in which the adjoint action goes over
to the deformed adjoint action and the commutation relations show the property,
[
L+h , L
−
h
]
h
= Lh0 ,[
Lh0 , L
±
h
]
h
= ±2q±1L±h ,[
Lhh, L
0
h
]
h
= 2(q − q−1)Lh0 . (1.36)
The above algebra is closed under a quantum Lie bracket which plays the role of the
quantum adjoint action and will go to the classical Lie bracket under the classical limit
q → 1, i.e 0th order in h (thus justifying the adjective ”quantum”).
The quantum algebra corresponding to the Heisenberg group was found by Bidenharn
and Macfarlane([32],[33]), known as the q-oscillator algebra. The q-oscillator algebra is
defined by q-boson creation and annihilation operators which act on a q-vacuum. The
q-oscillator algebra is given by,
[Nq, aq] = −aq
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[
Nq, a
†
q
]
= a†q
a†qaq − q1/2aqa†q = q−Nq/2 (1.37)
Another important deformed algebra which has obtained a lot of attention in physics
is the generalized deformed oscillator and deformed para fermionic algebra. The deformed
oscillator algebra was introduced by Daskaloyannis [34]. It is characterized by a structure
function F satisfying,
[
a, a†
]
= F (N + 1)− F (N),
[a,N ] = a[
a†, N
]
= −a†. (1.38)
N is the number operator satisfying aa† = F (N) and a†a = F (N +1). F (x) is a positive
analytical function and F (0) = 0. The eigenvalues and eigen states of the deformed oscil-
lator algebra have been calculated. This deformation is related to a Rocek type of SU(2)
deformation [10] by a Schwinger type realization, where bosonic operators are replaced
by generators of a deformed oscillator algebra. This generalized deformed oscillator was
used to describe the parabose and para fermi quantization scheme.
The deformed fermionic algebra was constructed by Bonatsos and Daskaloyannis [35].
In this case the structure function F (x) is a positive analytical function defined on the
closed interval [0, 2] obeying , F (0) = F (2) = 0 and F (1) = 1. A polynomial realiza-
tion of the fermionic algebra was also constructed. A peculiar feature of the deformed
fermionic algebra is that all the realizations are mutually equivalent and also equivalent
to the undeformed fermionic algebra. So only one type of fermion can exist which is the
usual (undeformed) fermion, while different kinds of bosons can exist with different kinds
of deformation ([36],[37]).
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Various deformations of parabosons and parafermions have been studied in literature
([38],[39],[40],[41]). Some of them are related to the quantum superalgebra Ospq(1/2, R)
([38],[39]). Generalized deformed parafermions were studied by Quesne [42]. There ex-
ists a mapping between deformed parafermionic algebra and the nonlinear deformation
of SO(3). Such an SO(3) deformation is used as a spectrum generating algebra for the
modified Po¨schl-Teller and Morse potentials [6].
1.4 Outline of the Thesis
In this thesis a unified approach for constructing polynomial algebras and their represen-
tations of these algebras is given. Two different cases, the quadratic and cubic algebras,
are studied extensively. The different realizations of the generators of these algebras in
the space of analytic functions are found. Various coherent states of systems that possess
the non linear algebra as a symmetry algebra are constructed, in a manner that is similar
to the Lie algebraic approach. For this, a mapping of the polynomial algebra to Lie
algebras is defined and used to find coherent states by a generalization of the method in
ref [18]. These coherent states are used to find the eigenspectrum and dynamic evolution
of quantum optical systems.
In the first chapter (Introduction), a brief review of the different kinds of nonlinear
algebras appearing in physics is given. For the sake of clarity, some aspects of Lie alge-
bras are mentioned . Then, the definition of non linear algebras is given and the main
features are explained.
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The second chapter begins with a detailed study of quadratic algebras which are spe-
cial cases of nonlinear algebras. These algebras appear as the hidden symmetry algebras
of many Hamiltonian systems. Bosonic realizations of these algebras are constructed by
taking a product space of three Fock states. The algebras are studied in the real form.
These quadratic algebras have the structure of SU(2) or SU(1, 1) deformations. It is
found that such an algebraic structure can be generated by taking combinations of the
generators of the Heisenberg algebra and SU(1, 1) or SU(2) generators. This provides a
unified way of producing a large class of quadratic algebras. The structure constants of
the algebra contain the Casimir operator of the component algebra SU(2) or SU(1, 1).
The quadratic algebra is not defined completely by the three generators but is closed
only when augmented by an operator that commutes with all the other generators. The
Casimir of the component algebra also commutes with all generators . The representa-
tions of the quadratic algebras are constructed using the representations of the individual
algebras and taking a product basis. The operators that commute with the generators
constrain the space and the representation space of the quadratic algebra is a projected
product Hilbert space. Both finite dimensional and infinite dimensional unitary irre-
ducible representations are possible. The unitary nature of the representation depends
on the value of the parameter that comes from the individual algebras. The condition
for different unitary irreducible representations is found.
Chapter 3 begins with the construction of cubic algebras. This can be done by a
Jordan-Schwinger type of construction. All the operators that commute with the gener-
ators of the cubic algebra are found. These operators are used to construct the repre-
sentations. The representation space is a projection of the product space of two SU(2)
or/and SU(1, 1) representations. A four mode cubic representation of the algebra is also
possible. Another important thing observed is that the cubic algebras are generated not
only by the linear SU(2) and SU(1, 1) algebras, but, also by taking a Heisenberg algebra
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and quadratic algebra. The differential realizations of the generators of the various cubic
algebras are also constructed.
It is observed that the non-linear algebras have a product structure containing a lower
order algebra. This leads to a generalization of Jordan-Schwinger mapping which is pre-
sented in fourth chapter. The well known Jordan Schwinger realization of the SU(2)
algebra comes as a special case of this construction. Starting from the Heisenberg alge-
bra of order zero a chain of higher order algebras can be constructed.A way to map the
polynomial algebras to the linear Lie algebras such as SU(2), SU(1, 1) and Heisenberg
algebras is done by defining a deformation function. These mappings are realized in the
representation space of the polynomial algebras.
The fifth chapter is dedicated to the application of the nonlinear algebras . A way
of constructing coherent state of these algebras is obtained with the help of a mapping
to the Heisenberg and SU(2) algebras.The Barut Girardello type coherent states are
constructed. The overcompleteness property and the resolution of the identity of the
coherent states are shown. The construction of Perelomov type coherent states is dif-
ficult for the nonlinear algebras because there is no disentanglement formula to obtain
the disentanglement as in the case of SU(2) coherent states. We overcome this difficulty
by making use of the mapping given in chapter 4. The algebras are mapped to SU(2)
and SU(1, 1) algebras and the Perelomov coherent states are calculated by making use
of the techniques of the SU(2)(or SU(1, 1)) Perelomov states. These coherent states are
appropriate to describe various multiphoton processes in quantum optics.
In chapter 6, some of the physical applications of the quadratic and cubic algebras
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are given. Some interesting mathematical properties of the quadratic algebra are high-
lighted. The case of the quantum anharmonic oscillator is considered and the connection
of its degeneracy structure with the theory of partitions is given. Quantum optical pro-
cesses such as the Dicke model of N two level atoms interacting with a radiation field
and generic three photon processes are studied within the framework of the polynomial
algebras. The connection of cubic and quadratic algebras with superintegrable systems
is revealed. A new cubic algebra symmetry of the two body Calogero model is examined
and coherent states are constructed. The construction of the algebraic coherent states
of the polynomial algebras and their connection with the construction of quasi exactly
solvable quantum systems is presented.
Chapter 7 is the concluding section of this theses . Further possible applications of
nonlinear algebra are proposed.
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Chapter 2
Quadratic Algebras: Construction and Representations.
We have seen in chapter 1 that quadratic algebras appear as the dynamical symmetry
algebras of many quantum mechanical systems [1, 2]. Depending on the particular ap-
plication of the algebra some finite dimensional representations have been constructed
[3, 4]. A natural question that arises is whether any infinite dimensional representations
for such algebras exist. If so, a systematic approach is needed to get all possible repre-
sentations. It has observed been that the quadratic algebras have a linear Lie algebraic
structure inherent in it, in the sense that they can be generated from more than one Lie
algebra. In section 1 of this chapter a general method of construction for a class of three
dimensional quadratic algebras that admit a coset structure is given. The representation
theory is investigated in section 2 and the differential realization on the space of analytic
functions is found in section 3.
A general three dimensional quadratic algebra is defined by,
[N0, N±] = ±N±
[N+, N−] = aN20 + bN0 + c, (2.1)
where the structure constants a, b and c are constants which will take constant values in
any irreducible representation. The Casimir operator for the algebra (2.1) is given by,
C = N+N− + g(N0)
C = Q+Q− + 1
3
aQ30 −
1
2
(a− b)Q20 +
1
6
(a− 3b+ 6c)Q0 − c . (2.2)
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The above definition gives a spectrum of quadratic algebras corresponding to different
values for the parameters a, b, and c. These parameters can be related to the physical
parameter of the system if we identify this quadratic algebra as the symmetry algebra of
the physical system. In this section a method to generate four different classes of three
dimensional quadratic algebras are given.
2.1 Construction of three dimensional quadratic algebras
In this section a method to construct four different classes of quadratic algebras are given
The construction is made out of the linear algebras in the following way,
Let us consider the generators of the SU(2) algebra and Heisenberg algebra satisfying
the commutation relation,
[J0, J±] = ±J± , [J+, J−] = 2J0 . (2.3)[
a, a†
]
= 1 , [N, a] = −a ,
[
N, a†
]
= a† (2.4)
We consider 4 seperate cases.
Case a: Q− (2)
Now consider the following operators constructed out of the above six generators.
Let,
Q0 =
1
2
(J0 −N) , Q+ = J+a , Q− = J−a† ,
L = 1
2
(J0 +N) , J = J+J− + J0 (J0 − 1) = J2. (2.5)
Then we have the following quadratic algebra,
[Q0, Q±] = ±Q± ,
[Q+, Q−] = −3Q20 − (2L − 1)Q0 + (J + L (L+ 1)) , (2.6)
Chapter 2. Quadratic Algebras.... 28
and
[L,J ] = 0 , [L, Q0,±] = 0 , [J , Q0,±] = 0 . (2.7)
Here L and J are the constant operators(central elements) of the algebra. The Casimir
operator of the algebra is then function of these operators given by,
C = Q+Q− −Q30 − (L − 2)Q20 +
(
J + L2 + 2L − 1
)
Q0 − (J + L (L+ 1)) . (2.8)
The above algebra can be identified with the general quadratic algebra (2.1) by identifying
a = −3µ, b = − (2L − 1)µandc = µ (J + L (L+ 1)) . (2.9)
From the representation theory of SU(2) algebra we know that J can take only the
values, j (j + 1), where, j = 1
2
, 1.3
2
. . .. From the definition of L it it follows that L can
take values 1
2
(
±m
2
+ n
)
, where m = 1, 2 and n = 0, 1 . . ..
Case b: Q+ (2)
Now consider the generators
Q0 =
1
2
(J0 +N) , Q+ = J+a
† , Q− = J−a ,
L = 1
2
(J0 −N) , J = J+J− + J0 (J0 − 1) = J2. (2.10)
They obey the quadratic algebra,
[Q0, Q±] = ±Q± ,
[Q+, Q−] = 3Q20 + (2L+ 1)Q0 − (J + L (L+ 1)) . (2.11)
Here L and J are central elements. The Casimir of the algebra is,
C = Q+Q− +Q30 + (L − 1)Q20 −
(
J + L2
)
Q0 + (J + L (L − 1)) . (2.12)
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Case c: Q− (1,1)
Now we will consider the Generators of the SU(1, 1) algebra instead of the SU(2) algebra
given by,
[K0, K±] = ±K±
[K+, K−] = −2K0 . (2.13)
(2.14)
Then consider the following operators,
Q0 =
1
2
(K0 −N) , Q+ = K+a , Q− = K−a† ,
L = 1
2
(K0 +N) , K = K+K− −K0 (K0 − 1) = K2. (2.15)
By taking the commutators of the above opertors it is found that they closes as a
quadratic algebra. The quadratic algebra satisfied by the above generators is,
[Q0, Q±] = ±Q± ,
[Q+, Q−] = 3Q20 + (2L− 1)Q0 + (K −L (L+ 1)) . (2.16)
The Casimir operator for the above algebra is given by,
C = Q+Q− +Q30 + (L − 2)Q20 +
(
K − L2 − 2L+ 1
)
Q0 − (K − L (L+ 1)) . (2.17)
Case d: Q+ (1,1)
The fourth class of quadratic algebra is obtained by choosing the operators,
Q0 =
1
2
(K0 +N) , Q+ = K+a
† , Q− = K−a ,
L = 1
2
(K0 −N) , K = K+K− +K0 (K0 − 1) = K2. (2.18)
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The quadratic algebra satisfied in this case is given by,
[Q0, Q±] = ±Q± ,
[Q+, Q−] = −3Q20 − (2L+ 1)Q0 − (K − L (L − 1)) , (2.19)
and the casimir operator by,
C = Q+Q− −Q30 − (L − 1)Q20 −
(
K −L2
)
Q0 + (K −L (L − 1)) . (2.20)
This method of generating the quadratic algebra resembles the well-known Jordan-
Schwinger realization of su(2) algebra. This point will be studied in detail in the fourth
chapter. For simplicity let us call these four classes of algebras as Q−(2), Q+(2), Q−(1, 1)
and Q+(1, 1). The number in the bracket indicate the generator that is combined with
the Harmonic operator generators. The+ or − fixes form of Q0 (and therefore Q±). In
the next sections we will study the representations and the differential realization of the
quadratic algebras generated above
2.2 Representations of Q−(2)
We have found that the four classes of quadratic algebra contains central elements which
commute with all other generators and also among themselves. From the definition of the
generators of quadratic algebra it is obvious that, if we consider the product space of the
unitary irreducible representation space of SU(2)(or SU(1, 1)) and the Fock space of the
Heisenberg algebra, the representation space of the quadratic algebra will be a projected
space of this product space. Consider the product space of S(2) and Heisenberg algebra.
|j,m, n〉 = |j,m〉 |n〉 , (2.21)
Let l be the value of L in this space. Then one have,
l =
m+ n
2
. (2.22)
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Therefore, a subspace with a fixed value for l will be the irreducible space for the
Quadratic algebra, labeled by the value of l. A basis state for such a space is obtained
by imposing the constrained (2.22). The basis states are given by,
|j, l,m〉 = |j,m〉 |2l −m〉 , (2.23)
such that
J |j, l,m〉 = j(j + 1) |j, l,m〉 , L |j, l,m〉 = l |j, l,m〉 , (2.24)
Since m has a upper bound and lower bound in SU(2) representation, it is obvious
that the Irreducible representation of the Quadratic algebra will be a finite dimensional
representation. The dimension depends on the value of j and l. For a general g and l
the representation are given by,
Q0 |j, l,m〉 = (m− l) |j, l,m〉 ,
Q+ |j, l,m〉 =
√
(j −m)(j +m+ 1)(2l −m) |j, l,m+ 1〉 ,
Q− |j, l,m〉 =
√
(j +m)(j −m+ 1)(2l −m+ 1) |j, l,m− 1〉 ,
m = −j,−j + 1, . . . j − 1, j . (2.25)
Two cases are possible with the same form (2.25).
Case-I : 2l − j ≥ 0
In this case the set of basis states
|j, l,m〉 = |j,m〉 |2l −m〉 , m = −j,−j + 1, . . . j − 1, j , (2.26)
carry the (j, l)-th, (2j + 1)-dimensional, unitary irreducible representation
Now as an example consider the two dimensional representation. This corresponding
to j = 1/2 and for each value of l = 1/4, 3/4, 5/4, . . . , there is a two dimensional
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representation given by
Q0 =

 −
1
2
− l 0
0 1
2
− l

 ,
Q+ =

 0 0√
2l + 1
2
0

 , Q− =

 0
√
2l + 1
2
0 0

 ,
J = 3/4 , L = l , C = (−4l3 + 7l + 3)/4 , (2.27)
as can be verified directly.
Case-II : 2l − j < 0
In this case the set of basis states
|j, l,m〉 = |j,m〉 |2l −m〉 , m = −j,−j + 1, . . . 2l , (2.28)
carry the (j, l)-th unitary irreducible representation of dimension j + 2l + 1 In this case
for any j > 1/2 there is a two dimensional representation corresponding to l = (1− j)/2.
Explicitly,
Q0 =
1
2

 −j − 1 0
0 1− j

 ,
Q+ =

 0 0√
2j 0

 , Q− =

 0
√
2j
0 0

 ,
J = j(j + 1) , L = (1− j)/2 , C = (−3j3 + 5j2 + 11j + 3)/8 ,
(2.29)
as can be verified directly.
Note that unlike the SU(2) case the quadratic algebras have many two dimensional
basic representations.
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By using the two-mode bosonic realization of su(2) we can write down the three-mode
bosonic realization of Q−(2) as
Q0 =
1
4
(
a†1a1 − a†2a2 − 2a†3a3
)
, Q+ = a
†
1a2a3 , Q− = a1a
†
2a
†
3 . (2.30)
Correspondingly we can take the basis states of the irreducible representations as the
three-mode Fock states
|j, l,m〉 = |j +m〉 |j −m〉 |2l −m〉 . (2.31)
Then the action of (Q0, Q+, Q−) defined by (2.30) on these basis states leads to the
irreducible representations (2.25) in the two cases 2l − j ≥ 0 and 2l − j < 0.
Let us now make the association
|j,m, l〉 −→ z
2j
2 z
2l+j
3 (z1/z2z3)
j+m√
(j +m)!(j −m)!(2l −m)!
. (2.32)
Since j and l are constants, this shows that the set of functions
ψ−j,l,n(z) =
zn√
n!(2j − n)!(2l + j − n)!
, n = 0, 1, 2, . . . , 2j, or 2l + j , (2.33)
forms the basis for the representation (2.25) corresponding to the single variable realiza-
tion
Q0 = z
d
dz
− j − l ,
Q+ = z
3 d
2
dz2
− (2l + 3j + 1)z2 d
dz
+ 2j(2lj)z , Q− =
d
dz
. (2.34)
2.3 Representations of Q+(2)
For the algebra Q+(2) defined by (2.11) the constraint in the product space(2.21) is given
by,
l =
m− n
2
. (2.35)
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The basis states for the irreducible representation are given by.
|j, l,m〉 = |j,m〉 |m− 2l〉 , (2.36)
such that
J |j, l,m〉 = j(j + 1) |j, l,m〉 , L |j, l,m〉 = l |j, l,m〉 (2.37)
The corresponding finite dimensional representation is given by,
Q0 |j, l,m〉 = (m− l) |j, l,m〉 ,
Q+ |j, l,m〉 =
√
(j −m)(j +m+ 1)(m− 2l + 1) |j, l,m+ 1〉 ,
Q− |j, l,m〉 =
√
(j +m)(j −m+ 1)(m− 2l) |j, l,m− 1〉 ,
m = −j,−j + 1, . . . j − 1, j . (2.38)
It can seen from (2.35) that m − 2l will be always positive. So the unitary irreducible
representations are of dimension 2j + 1. The Casimir operator (2.12) takes the value
(1− l) [j(j + 1)− l(l + 1)] in this representation.
The two dimensional representations correspond to j = 1/2 and l =
−1/4,−3/4,−5/4, . . . , and are given by
Q0 =

 −
1
2
− l 0
0 1
2
− l

 ,
Q+ =

 0 0√
1
2
− 2l 0

 , Q− =

 0
√
1
2
− 2l
0 0

 ,
J = 3/4 , L = l , C = 1
4
(
4l3 − 7l + 3
)
. (2.39)
By using the two-mode bosonic realization of su(2) we can write down the three-mode
bosonic realization of Q+(2) as
Q0 =
1
4
(
a†1a1 − a†2a2 + 2a†3a3
)
, Q+ = a
†
1a2a
†
3 , Q− = a1a
†
2a3 . (2.40)
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Correspondingly we can take the basis states (2.36) of the irreducible representations as
the three-mode Fock states
|j, l,m〉 = |j +m〉 |j −m〉 |m− 2l〉 . (2.41)
Then the action of (Q0, Q+, Q−) defined by (2.40) on these basis states leads to the
irreducible representation (2.38).
Now, we can make the association
|j,m, l〉 −→ z
2j
2 z
−(2l+j)
3 (z1z3/z2)
j+m√
(j +m)!(j −m)!(m− 2l)!
. (2.42)
Since j and l are constants, this shows that the set of functions
ψ+j,l,n(z) =
zn√
n!(2j − n)!(n− 2l − j)!
, n = 0, 1, 2, . . . , 2j , (2.43)
forms the basis for the representation (2.38) corresponding to the single variable realiza-
tion
Q0 = z
d
dz
− j − l , Q+ = −z2 d
dz
+ 2jz , Q− = z
d2
dz2
− (2l − j − 1) d
dz
. (2.44)
.
2.4 Representations of Q−(1, 1)
For the algebraQ−(1, 1) defined in (2.16), instead of SU(2) representation we will consider
SU(1, 1) representations. The corresponding product state is given by,
|k, l, n,m〉 |k, l, n〉 |m〉 (2.45)
In this case l obey the constraint,
l =
k +m+ n
2
(2.46)
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The basis are the set of states,
|k, l, n〉 = |k, n〉 |2l − k − n〉 , (2.47)
2l − k = 0, 1, 2, . . . , k = 1/2, 1, 3/2, . . . , (2.48)
and
K |k, l, n〉 = k(1− k) |k, l, n〉 , L |k, l, n〉 = l |k, l, n〉 . (2.49)
The unitary irreducible representations are given by,
Q0 |k, l, n〉 = (k − l + n) |k, l, n〉 ,
Q+ |k, l, n〉 =
√
(n+ 2k)(n+ 1)(2l − k − n) |k, l, n+ 1〉 ,
Q− |k, l, n〉 =
√
(n+ 2k − 1)n(2l − k − n+ 1) |k, l, n− 1〉 .
n = 0, 1, 2, . . . , (2l − k) . (2.50)
Since 2l − k is always positive the unitary irreducible representations are finite dimen-
sional of dimension 2l − k + 1.
The Casimir operator (2.17) has the value (l + 1) [k(1− k) + l(l − 1)] in this repre-
sentation.
For this algebra there is a two dimensional representation for each value of k =
1/2, 1, 3/2, . . . , as given by
Q0 =
1
2

 k − 1 0
0 k + 1

 , Q+ =

 0 0√
2k 0

 , Q− =

 0
√
2k
0 0

 ,
K = k(1− k) , L = l = 1
2
(k + 1) , C = 1
8
(
−3k3 − 5k2 + 11k − 3
)
,
(2.51)
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as can be verified directly.
By using the two-mode bosonic realization of su(1, 1) we can write down the three-
mode bosonic realization of Q−(1, 1) as
Q0 =
1
4
(
a†1a1 + a
†
2a2 − 2a†3a3 + 1
)
, Q+ = a
†
1a
†
2a3 , Q− = Q
†
+ = a1a2a
†
3 . (2.52)
Translating the basis states (2.47) into the three-mode Fock states it is found
that the action of (Q0, Q+, Q−) defined by (2.52) on the basis states {|k, l, n〉 =
|n+ 2k − 1〉 |n〉 |2l − k − n〉} leads to the representation (2.50).
As before, let us make the association
|k, l, n〉 −→ z
2k−1
1 z
2l−k
3 (z1z2/z3)
n√
(n+ 2k − 1)!n!(2l − k − n)!
. (2.53)
Since k and l are constants for a given representation we can take
φ−k,l,n(z) =
zn√
(n+ 2k − 1)!n!(2l − k − n)!
, n = 0, 1, 2, . . . , (2l − k) , (2.54)
as the set of basis functions for the single variable realization
Q0 = z
d
dz
+ k − l , Q+ = −z2 d
dz
+ (2l − k)z , Q− = z d
2
dz2
+ 2k
d
dz
, (2.55)
leading to the representation (2.50).
2.5 Representations of Q+(1, 1)
In this case the constraint is given by,
l =
k + n−m
2
(2.56)
The basis states for the irreducible representations are given by,
|k, l, n〉 = |k, n〉 |n + k − 2l〉 , (2.57)
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where,
k − 2l = 0, 1, 2, . . . , k = 1/2, 1, 3/2, . . . , (2.58)
and
K |k, l, n〉 = k(1− k) |k, l, n〉 , L |k, l, n〉 = l |k, l, n〉 . (2.59)
0 In this case from (2.56 it is clear that only infinite dimensional unitary irreducible
representations are possible, given by,
Q0 |k, l, n〉 = (k − l + n) |k, l, n〉 ,
Q+ |k, l, n〉 =
√
(n+ 2k)(n+ 1)(n+ k − 2l + 1) |k, l, n+ 1〉
Q− |k, l, n〉 =
√
(n+ 2k − 1)n(n+ k − 2l) |k, l, n− 1〉 ,
n = 0, 1, 2, . . . . (2.60)
The Casimir operator (2.20) has the value l (l − k2) in this representation.
In terms of three bosonic modes the realization of (Q0, Q+, Q−) is given by
Q0 =
1
4
(
a†1a1 + a
†
2a2 + 2a
†
3a3 + 1
)
, Q+ = a
†
1a
†
2a
†
3 , Q− = Q
†
+ = a1a2a3 . (2.61)
Application of this realization on the set of three-mode Fock states
|k, l, n〉 = |n+ 2k − 1〉 |n〉 |n+ k − 2l〉 , n = 0, 1, 2, . . . , (2.62)
leads to the (k, l)-th irreducible representation (2.60).
From the association
|k, l, n〉 −→ z
2k−1
1 z
k−2l
3 (z1z2z3)
n√
(n+ 2k − 1)!n!(n+ k − 2l)!
(2.63)
it is clear that we can take
φ+k,l,n(z) =
zn√
(n + 2k − 1)!n!(n + k − 2l)!
(2.64)
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as the set of basis functions for the single variable realization associated with the repre-
sentation (2.60). The corresponding realization is
Q0 = z
d
dz
+ k − l , Q+ = z ,
Q− = z2
d3
dz3
+ (3k − 2l + 2)z d
2
dz2
+
(
2k2 − 4kl + 2k
) d
dz
. (2.65)
To conclude this chapter , starting with su(2), su(1, 1), and an oscillator algebra, we
have constructed four classes of three dimensional quadratic algebras of the type
[Q0, Q±] = ±Q± , [Q+, Q−] = aQ20 + bQ0 + c . (2.66)
In each class the structure constants (a, b, c) take particular series of values. We have
also found for these algebras the three-mode bosonic realizations, corresponding matrix
representations, and single variable differential operator realizations. Some interesting
physical applications of these algebras will be given in chapter 6.
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Chapter 3
Cubic Algebras: Generation and Representations.
In the previous chapter we have seen a method to generate and classify three dimen-
sional quadratic algebras with a coset structure. The present chapter is devoted to the
construction and representation of cubic algebras, and also their differential realizations.
Examples of cubic algebras are the well-known Higgs algebra, which arises in the study of
the dynamical symmetries of the the Coulomb problem in a space of constant curvature
and symmetry algebras of many exactly solvable quantum mechanical problems of the
Calogero-Sutherland type[1, 2].
A general three dimensional cubic algebra with a coset structure is given by,
[C0, C±] = ±C±
[C+, C−] = aC30 + bC
2
0 + cC0 + d, (3.1)
The structure constants a, b, c and d are constants. The Casimir operator for this algebra
is given by1.31
C = C−C+ + a
4
C40 + (
b
3
− a
2
)C30 + (
a
4
+
b
2
+
c
2
)C20 + (
b
6
− c
2
+ d)C0 (3.2)
The definition of Casimir operator follows from the definition of polynomial algebras. In
the following sections on the cubic algebra, we generate the cubic algebra following an
algorithm analogous to that given for quadratic algebra.
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3.1 Construction of three dimensional cubic algebras
In this section we present a general method to construct a different classes of cubic al-
gebra. The algebraic and transparent way how this has done will greatly facilitate the
physical applications of these algebras. We will first construct the cubic algebras by tak-
ing two commuting SU(1, 1) algebras generated by L and M and two commuting SU(2)
algebras generated by J and P and then construct the Jordan-Schwinger type realizations
with them. We label the various cases Cα(a, b) where a, b = 11, 2, q±1, q±2, h depend-
ing on the subalgebras used to construct the cubic algebra. For example 11 corresponds
to a SU(1, 1) algebra, 2 corresponds to a SU(2) algebra and q±1 and q±2 correspond
to the quadratic algebras dicussed in chapter 2. The α can take either + or − sign. If
α = + then C0 is the sum of the diagonal operators and if α = − then C0 is the differ-
ence of the diagonal operators. The notations will be clear in the following discussions of
the different cases. Consider two commuting SU(1,1) generators (L0, L±) and (M0,M±).
One can construct two distinct cubic algebras out of the above SU(1, 1) algebras. The
construction follows the same philosophy as the quaudratic algebra case. The two differ-
ent cases are given below.
Case 1: C−(11, 11)
Consider the operators
K = (L0 +M0) /2 ,
C0 = (L0 −M0) /2 ,
C+ = µL+M− ,
C− = µL−M+ ,
C1 = L+L− + L0(L0 − 1) = L2, C2 =M+M− +M0(M0 − 1) =M2. (3.3)
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The cubic algebra obtained by the operators (C0, C+, C−) are given by
[C0, C±] = ±C±
[C+, C−] = (−4µ2C30 + C0(4K2µ2 − σ) + λK)
[C1,2, K] = 0 [C1,2, C0,±] = 0 [K,C0,±] = 0, (3.4)
where, σ = 2µ2(C1 + C2) and λ = 2µ
2(C1 − C2).
Here µ is a constant introduced to identify the given cubic algebra with the symmetry
algebra of some physical problem. This will be clear in chapter 6 where we will consider
some physica systems. The µ will appear in the algebra as an overall multiplication factor.
The Casimir operator of the algebra can be calculated by finding the structure function
g(C0) given by, g(C0) = −µ2C20 (C0 + 1)2 ++C20 (2K2µ2 − 12σ) + C0(2µ2K2 − 12σ + λK).
Then Casimir operator of the algebra is given by
C = C−C+ − µ2C20(C0 + 1)2 + C20(2K2µ2 −
1
2
σ) + C0(2µ
2K2 − 1
2
σ + λK). (3.5)
By taking a suitable choice one can reduce the above algebra to the well known Higgs
algebra.
[C0, C±] = ±C± ,
[C+, C−] = hC30 + 2aC0 (3.6)
(3.7)
This is done by choosing, C1 = C2 ,−4µ2 = h a = µ2(2K2 − C1).
Case 2: C+(11, 11) .
Now consider the same SU(1, 1) algebras in a different combination given by
C0 =
1
2
(L0 +M0) , C+ = L−M− , C− = L+M+ ,
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K = 1
2
(L0 −M0)
C1 = L+L− + L0 (L0 − 1) = L2 , C2 = M+M− +M0 (M0 − 1) = M2. (3.8)
The above operators also satisfy a cubic algebra given by
[C0, C±] = ±C± ,
[C+, C−] =
(
−4C20 + C0
(
4K2 − σ
)
− λK
)
, (3.9)
where, σ = 2 (C1 + C2) and λ = (C1 − C2).
The Casimir operator of the algebra is given by
C = C−C+ − C20 (C0 + 1)2 + C20
(
2K2 − 1
2
σ
)
+ C0
(
2K2 − 1
2
σ − λK
)
. (3.10)
A different class of cubic algebra is obtained by replacing the SU(1, 1) generators by
SU(2) generators.
Case 3: C−(2, 2)
Let (J0, J±) and (P0, P±) be two sets of SU(2) generators. Consider the following oper-
ators constructed with the SU(2) generators,
C0 =
1
2
(J0 − P0) , C+ = J+P− , C− = J−P+ ,
K = 1
2
(J0 + P0)
J1 = J+J− + J0 (J0 − 1) = J2 , J2 = P+P− + P0 (P0 − 1) = P 2. (3.11)
The cubic algebra satisfied by these operators is given by
[C0, C±] = ±C± ,
[C+, C−] = 4C30 − C0
(
4K2 + σ
)
− λK, (3.12)
where, σ = 2 (J1 + J2) and λ = (J1 −J2).
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The Casimir operator of the algebra is given by
C = C−C+ − C20 (C0 + 1)2 + C20
(
2K2 − 1
2
σ
)
+ C0
(
2K
(
K − 1
2
λ
)
+
1
2
σ
)
. (3.13)
Case 4: C+(2, 2)
The set of operators are given by,
C0 =
1
2
(J0 + P0) , C+ = J+P+ , C− = J−P− ,
K = 1
2
(J0 − P0)
J1 = J+J− + J0 (J0 − 1) = J2 , J2 = P+P− + P0 (P0 − 1) = P 2 (3.14)
satisfy the following cubic algebra:
[C0, C±] = ±C± ,
[C+, C−] = 4C30 − C0
(
4K2 + σ
)
+ λK, (3.15)
where λ and σ are given by σ = 2 (J1 + J2) and λ = (J1 − J2).
The corresponding Casimir operator is given by
C = C−C+ − C20 (C0 + 1)2 + C20
(
2K2 − 1
2
σ
)
+ C0
(
2K
(
K − 1
2
σ
)
+
1
2
σ
)
(3.16)
One can also take one set of SU(2) algebras ,(J0, J±), and one set of SU(1, 1) algebras,
(L0, L±) to construct a cubic algebra
Case 5: C−(2, 11)
Consider the set of operators are given by
C0 =
1
2
(J0 − L0) , C+ = J+L− , C− = J−L+ ,
K = 1
2
(J0 + L0) ,
J = J+J− + J0 (J0 − 1) = J2 , C1 = L+L− − L0 (L0 − 1) = L2, (3.17)
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They obey the cubic algebra,
[C0, C±] = ±C± ,
[C+, C−] = 4C30 − 4K2C0 + 2 (J + C1) , (3.18)
where σ = 2 (J1 + C2) and λ = (J1 − C2).
Case 6: C+(2, 11)
The other combination,
C0 =
1
2
(J0 + L0) , C+ = J+L+ , C− = J−L− ,
K = 1
2
(J0 − L0)
J = J+J− + J0 (J0 − 1) = J2 , C1 = L+L− − L0 (L0 − 1) = L2, (3.19)
satisfies the following cubic algebra:
[C0, C±] = ±C± ,
[C+, C−] = 4C30 − 4K2C0 + 2 (J − C1) . (3.20)
The λ and σ are given as in case 5.
The above two algebras differ only by their central elements. But these elements only
take some specific values obeyed by the Casimir operators of the SU(2) and SU(1, 1)
algebras. The advantage of this identification is that once a Cubic algebra is given then
one can map the algebra to any of the classes. We also observed that the cubic algebras
are generated not only from linear algebras but also from non-linear algebras(quadratic
algebras). This is an additional information available in the case of cubic algebra. In the
case of quadratic algebra we have used only linear algebras. In the next few cases a cubic
algebra is generated out of a quadratic algebra and a Heisenberg algebra. The quadratic
algebra used in these cases are those obtained in the chapter 2. Such a construction
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seems to be restrictable because the most general quadratic algebra may not be of the
four type constructed in chapter 2. Even though our construction does not give all the
cubic algebra possible but it allows us to construct different classes of cubic algebras that
arise in physical problems. Four different classes of cubic algebras are constructed out of
the quadratic and Heisenberg algebra.
Case 7: C+(q−(1), h)
Consider the operators,
C0 =
1
2
(Q0 +N) , C+ = Q+a
† , C− = Q−a ,
K = 1
2
(Q0 −N) . (3.21)
Here the operators (Q±, Q0) are the generators of the Q−(1, 1) algebra given in chapter2
and N = a†a. They satisfy the following cubic algebras:
[C0, C±] = ±C± ,
[C+, C−] = −4C30 − (6K + 3(L+ 1))C20 + (L(2L − 3)− 2C1 − 1− 2(L+ 2)K)C0 + 2K3
+(L − 1)K2 − (L+ 1)K − Cq . (3.22)
Here Cq is the Casimir operator of the quadratic algebra given in chapter2.
Case 8: C−(q−1, h)
Now consider another form of generators,
C0 =
1
2
(Q0 −N) , C+ = Q+a , C− = Q−a† ,
K = 1
2
(Q0 +N) . (3.23)
They satisfy the following cubic algebras
[C0, C±] = ±C± ,
[C+, C−] = 4C
3
0 + (6K + L − 2))C20 − (L(2L+ 2) + 2K(L − 1))C0 − 2K3 − 3K2
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−(2L+ 1)K + C1 − L(L− 1)(K + 1)− (L − 1)K2 + (C1 −L2)K + Cq .
(3.24)
Now replacing Q−(1, 1) with Q+(1, 1) we can construct another two classes of cubic
algebras.
Case 9: C+(q+1, h)
For the operators,
C0 =
1
2
(Q0 +N) , C+ = Q+a
† , C− = Q−a ,
K = 1
2
(Q0 −N) , (3.25)
the cubic algebra is given by
[C0, C±] = ±C± ,
[C+, C−] = 4C30 + (6K + 3L))C20 + (2C1 −L(2L+ 1) + 2(L+ 1)K)C0
−2K3 − (L − 2)K2 + LK − Cq. (3.26)
Case 10: C−(q+1, h)
The generators,
C0 =
1
2
(Q0 −N) , C+ = Q+a , C− = Q−a† ,
K = 1
2
(Q0 +N) , (3.27)
satisfy the cubic algebra given by
[C0, C±] = ±C± ,
[C+, C−] = −4C30 − 3 (2K + L − 1)C20 + (L(2L+ 3)− 2C1 − 1 + 2(L+ 2)K)C0
+2K3 + (L+ 1)K2 + (L − 1)K + C1 + Cq − L(L+ 1) . (3.28)
Thus we have constructed 10 classes of cubic algebras and the invariants of the algebra
are constructed.
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3.2 Representations of cubic algebras
In this section we will consider the representation of the cubic algebras. The first step in
the construction will be to form the product state out of the basis state of the component
algebras. Since all the cases can be mapped onto each other by suitable transformations
we shall consider explicitly the method of construction of cases 1 and 2, the representation
of the finite and infinite dimensional discrete series representations. The other cases
are catalogued and for brevity only the explicit results are shown. The method is self
explanatory.
3.2.1 Finite dimensional discrete series representations
First we construct the generalization of the angular momentum type representations
of the cubic algebra and then followed by the differential ”Fock-Bargmann” type of
representations.
Let |l, k1 > and |n, k2 > be the positive discrete series representations of the two
SU(1, 1) algebras, Li and Mi respectively(i = ±, 0). Here we will consider the case 1 of
the previous section. The representation space of the algebra is obtained by imposing the
constraints obeyed by the Casimir operator and the constant K on the product space of
the two respective discrete series representations given by |k1, k2, l, n >= |k1l > |k2, n >.
The condition that K take constant values in an irreducible representation fixes the basis
state by the relation:
K|k1, k2, l, n > = (L0 +M0)/2 |k1, k2, l, n >
= (k1 + k2 + l + n)/2 |k1, k2, l, n >
= k |k1, k2, l, n > (3.29)
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So the basis state of the representation space is given by
|k1, k2, k, n〉 = |k1, k2, 2k − k1 − k2 − l, n〉 . (3.30)
Explicitly the representation on the basis states labeled by |k1, k2, k, n > is given by
C0 |k1, k2, k, n〉 = (k1 − k + n) |k1, k2, n〉 ,
C+ |k1, k2, k, n〉 =
√
(n + 2k1)(n + 1)(2k − k1 − k2 − n)(2k + k2 − k1 − 1− n)×
|k1, k2, k, n+ 1〉 ,
C− |k1, k2, k, n〉 =
√
n(n + 2k1 − 1)(2k − k1 − k2 + 1− n)(2k + k2 − k1 − n)×
|k1, k2, k, n− 1〉 .
n = 0, 1, 2, . . . . (3.31)
The operators (C−, C+, C0) are given by the operators which can be viewed as a
deformation of the SU(1,1) algebra formed from the operators
C0 = K0 − k.
C− = K−f(K0, k, k1, k2),
C+ = f(K0, k1.k2, k)K+ (3.32)
where f(K0, k1, k2, k) =
√
(k + k2 − 1−K0)(k − k2 −K0) =
√
(k2 − 1− C0)(−k2 − C0).
The dimensionality of the representation is fixed by C+C− ≥ 0 and C−C+ ≥ 0. The
deformed functionf will obey the condition
f 2(K0, k1, k2, k) ≥ 0 ,
f 2(K0 − 1, k1, k2, k) ≥ 0 (3.33)
or
(2k − k1 − k2 − l)(2k + k2 − k1 − 1− l) ≥ 0
(2k − k1 − k2 + 1− l)(2k + k2 − k1 − l) ≥ 0 (3.34)
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For 2k − k1 − k2 ≤ (2k + k2 − k1 − 1) (which is satisfied for k2 > 1) we have a finite
dimensional representation of dimension 2k − k1 − k2 + 1.
When 0 > k2 ≥ 1 the dimension of the representation is 2k + k2 − k1. The Casimir
operator of this representation is given by
C = −k4 + k2 + kk2k21 − kk2k1 − kk2 + 2k2k22 − 2k2k2 − kk32 + 2kk22
+k22k1 − k22k21 + kk1 − kk21 − k2k1 + k2k21 (3.35)
Recall that the Holstein-Primakoff realization of SU(1,1) is given in the single-mode
realization by
K+(k) =
√
a†a+ 2k − 1 a†,
K−(k) = a
√
a†a+ 2k − 1,
K0(k) = a
†a+ k. (3.36)
Here k is the Bargmann index labeling unitary irreducible representations of the SU(1,1)
Lie group.
Similarly the equivalent of the Holstein Primakoff Realization in the two mode real-
ization of the cubic algebra in this case is given by
C−(k) = ab
√
(2k + k2 − 1−K0)(2k − k2 −K0)
C+(k) =
√
(2k + k2 − 1−K0)(2k − k2 −K0)(ab)†
C0(k) =
1
2
(a†a+ b†b+ 1)− k. (3.37)
Here k1 is the Bargmann index labeling unitary irreducible representation of the SU(1,1)
Lie group given by the generators ab, a†b†, 1
2
(a†a + b†b + 1) and k is the additional
quantum number labeling the representation. This gives the manifestly symmetric form
for C+, C− and C0.
Chapter 3. Cubic Algebras .... 52
However we may get asymmetric representations by shifting the square root part in either
C+ or C− to get two different Fock-Bargmann realizations in holomorphic co-ordinates
given by:
C−(k) = K−(2k + k2 − 1−K0)(2k − k2 −K0)
C+(k) = K+
C0(k) = K0 − k, (3.38)
or
C+(k) = (2k + k2 − 1−K0)(2k − k2 −K0)K+
C−(k) = K−
C0(k) = K0 − k. (3.39)
Thus we have the following Fock-Bargmann realizations of the cubic algebra:
C0 = z
d
dz
+ k1 − k,
C− = (z
d
dz
2 + 2k1
d
dz
),
C− = (z
d
dz
− 2k − k2 − 1)(z d
dz
− 2k + k2)z,
(3.40)
for the basis function given by the monomials
ψk1k2k(z) =
zm√
m!(2k − k1 − k2 −m)!(m+ 2k1 − 1)!(2k + k2 − k1 −m− 1)!
,
(3.41)
and
C0 = z
d
dz
+ k1 − k.
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C− = (z
d
dz
2 + 2k1
d
dz
)(z
d
dz
− 2k − k2 − 1)(z d
dz
− 2k + k2),
C+ = z,
(3.42)
for the basis function given by the monomials
ψk1k2k(z) =
zm√
m!(−2k + k1 + k2 +m)!(m+ 2k1 − 1)!(−2k − k2 + k1 +m+ 1)!
. (3.43)
It is instructive to get a more symmetric form related to the 2j + 1 angular momentum
basis by defining j = k − k1+k2
2
and the basis function as Cmz
m = Cpz
p+j , so that
C0ψk1,k2,j,p = (p+
k1 − k2
2
)ψk1,k2,j,p ,
C+ψk1,k2,j,p =
√
(p+ j + 1)((p+ j + 2k1))(j − p)(j + 2k2 − 1− p)ψk1,k2,k,p+1 ,
C−ψk1,k2,j,p =
√
(p+ j)(p+ j + 2k1 − 1))(j + 1− p))(j + 2k2 − p)ψk1,k2,k,p−1,
(3.44)
which can be viewed as a deformation of the SU(2) algebra:
C0 = J0 +
k1 − k2
2
.
C− = J−f(J0, j, k1, k2),
C+ = f(J0, j, k1.k2)J+ (3.45)
The differential representation takes the form equivalent to the holomorphic realization
of SU(1,1)
C0 = z
d
dz
− j + k1 − k2
2
,
C− = (
d
dz
),
C− = (z
d
dz
+ 2k1 − 1)(− d
dz
+ k2 + 2j)(−z2 d
dz
+ 2jz),
(3.46)
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It should be noted that there are infinitely many unitary irreducible representations of
the same dimension. For example one can have a 2 dimensional matrix representation
for all values of k1,2 = 1/2, 1, 3/2, . . . , given by
C0 =
1
2

 k1 − k2 − 1 0
0 k1 − k2 + 1

 , C+ =

 0 0
2
√
k1k2 0

 ,
C− =

 0 2
√
k1k2
0 0

 ,
C1,2 = k1,2(1− k1,2) ,
K =
1
2
(k1 + k2 + 1) . (3.47)
The basis states satisfy the following recurrance relation
C0|k1, k2, k, l > = l + (k1 − k2)/2− 1/2|k1, k2, k, l >
C+|k1, k2, k, l > =
√
(l + 1)(2k1 + l)(2− l)(1 + 2k2 − l)|k1, k2, k, l + 1 >
C−|k1, k2, k, l > =
√
l(2k1 − 1 + l)(2− l)(2 + 2k2 − l)|k1.k2.k.l − 1 > .
(3.48)
Another finite dimensional representation is possible for the case 3, C−(2, 2). Here we
consider the algebra given by two commuting SU(2) generators, (J0, J±) and (P0, P±),
with the Casimir operatorJ1,2.
In this case one can take the basis states as |j1, j2, m.n >= |j1, m > ∗|j2, n >. where
|j1, m > and |j2, n > are the canonical basis states of Ji and Pi respectively.
J0 |j1, m〉 = m− j1 |j1, m〉 ,
J+ |j1, m〉 =
√
(m+ 1)(2j1 −m) |j1, m+ 1〉 ,
J− |j1, m〉 =
√
m(2j1 + 1−m) |j1, m− 1〉 ,
m = 0, 1, ..., 2j1, (3.49)
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P0 |j2, n〉 = n− j2 |j2, n〉 ,
P+ |j2, n〉 =
√
(n+ 1)(2j2 − n) |j2, n+ 1〉 ,
P− |j2, n〉 =
√
(n)(2j2 + 1− 2k +m) |j2, n− 1〉 ,
n = 0, 1, ..., 2j2, (3.50)
J0 + P0 |j1, j2, m, n〉 = m− j1 + n− j2 |j1, j2, m, n〉 ,
= 2k |j1, m〉 .
(3.51)
In this case the constant operator k acting on the product space and give the condition,
n = 2k + j1 + j2 −m (3.52)
The matrix representation in this case is given by
C0|j1, j2, k,m > = m− k − j1|j1, j2, k,m >
C−|j1, j2, k,m > =
√
(m+ 1)(2j1 −m)(2k + j1 + j2 −m)(1− 2k − j1 + j2 +m)×
|j1, j2, k,m− 1 >
C+|j1, j2, k,m > =
√
m(2j1 + 1−m)(2k + j1 + j2 −m+ 1)(−2k − j1 + j2 +m)×
|j1, j2, k,m− 2 > (3.53)
The unitary irreducible representations are possible only if the following matrix elements
are positive.
< j1, j2, k,m|C−C−|j1j2km > = (m+ 1)(2j1 −m)(2k + j1 + j2 −m)×
(1− 2k − j1 + j2 +m) ≥ 0 .
< j1, j2, k,m|C−C+|j1j2km > = m(2j1 + 1−m)(2k + j1 + j2 −m+ 1)× (3.54)
(−2k − j1 + j2 +m) ≥ 0 . (3.55)
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The above conditions demands that the representations should be of dimension 2j1 + 1
since 2k + j1 + j2 ≥ 2j1. The differential realization in monomial basis for the above
algebra will be
C0 = z
d
dz
− k − j1 ,
C− =
d
dz
,
C+ = (z
d
dz
− 2j1 − 1)(− d
dz
+ 2k + j1 − j2)(−z2 d
dz
+ (2k + j1 + j2)z), (3.56)
acting on the monomial function,
φ(z) =
zm√
m!(2j1 −m)!(2k + j1 + j2 −m)!(1− 2k − j1 + j2 +m)!
. (3.57)
3.2.2 Infinite dimensional discrete series representations
The cubic algebras also have an infinite dimensional representation. In the following we
will consider the infinite dimensional representation of the cubic algebra that we had
constructed. We will consider the algebra C+(11, 11). The representation space of the
algebra will be the product state |k1, m > ∗|k2, n > with the constraint that K is a
constant over the representation which gives
2k = k1 + k2 + n+m. (3.58)
Thus the basis states can be taken as
|k1, k2, k,m〉 = |k1m〉 |k2, 2k − k1 − k2 −m〉 . (3.59)
The representation looks explicitly as given below.
C0|k1, k2, k,m > = m+ k1 + k|k1, k2, k,m >
C+|k1, k2, k,m > =
√
(m+ 1)(2k1 +m)(+k1 − k2 + 2k +m+ 1)(k2 + k1 + 2k +m)×
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|k1, k2, k,m+ 1 >
C−|k1, k2, k,m > =
√
m(2k1 − 1 +m)(k1 − k2 + 2k +m)(k2 + k1 + 2k − 1 +m)×
|k1.k2.k.m− 1 > . (3.60)
Since 2k+ k1 + k2 > 0 and 2k+ k2− k1 +1 > 0 in this case we have infinite dimensional
representations. The operators (C−, C+, C0) are given by the operators which can be
viewed as a deformation of the SU(1,1) algebra formed from the operators
C0 = K0 + k ,
C− = K−f(K0, k, k1, k2),
C+ = f(K0, k1.k2, k)K+ , (3.61)
where f(K0, k1, k2, k) =
√
(k + k2 − 1 +K0)(k − k2 +K0) .
The differential Barut-Girardello realizations are
C0 = z
d
dz
+ k1 + k.
C− = (z
d
dz
2 + 2k1
d
dz
),
C− = (z
d
dz
+ k + k2 − 1)(z d
dz
+ k + k2)z,
(3.62)
for the basis function given by the monomials
ψk1k2k(z) =
zm√
m!(2k + k1 + k2 +m+ 1)!(m+ 2k1 − 1)!(2k − k2 + k1 +m+ 1)!
,
(3.63)
and the differential realization
C0 = z
d
dz
+ k1 − k.
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C− = (z
d
dz
2 + 2k1
d
dz
)(z
d
dz
− 2k − k2 − 1)(z d
dz
− 2k + k2),
C+ = z,
(3.64)
for the basis function given by the monomials
ψk1k2k(z) =
zm√
m!(+2k + k1 + k2 +m)!(m+ 2k1 − 1)!(+2k − k1 + k2 +m+ 1)!
. (3.65)
The case 4 and 6 are very similar to the previous cases. Here we will take the product
state of the basis of the unitary representations of the SU(2) and SU(1, 1) algebra. Here,
imposing the constraint obeyed by the operators K in 3.17 and 3.19, one will get the
representation states for the algebra. For example for the case 5, C−(2, 11), the product
states are |j, n〉 |k1, m〉. But the operator K which commute with all the other generators
are realized in the above product states as
K = 1
2
(j + k1 +m+ n) (3.66)
and is a constant. So the new reduced space is taken as (by choosing the SU(2) basis)
|j, k1, k, n〉 = |j, n〉 |k1, 2k − j − k1 − n〉 (3.67)
The corresponding unitary irreducible representation is given by
C0 |j, k1, k, n〉 = n− k |j, k1, k, n〉
C+ |j, k1, k, n〉 =
√
(j − n)(j + n+ 1)(2k − k1 − n)(2k + k1 − 1− n) |j, k1, k, n+ 1〉 ,
C− |j, k1, k, n〉 =
√
(j + n)(j − n+ 1)(2k − k1 + 1− n)(2k + k1 − n) |j, k1, k, n− 1〉 .
n = 0, 1, 2, . . . (3.68)
The above representations are finite dimensional with the dimension
2k + j − k1 + 1 if j > 2k − k1 ,
2j + 1 if j < 2k − k1 . (3.69)
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On a monomial basis state given by
ψk1jk(z) =
zn+j√
(j − n)!(j + n)!(2k − k1 − n)!(2k − k1 − 1− n)!
, (3.70)
the following differential realizations are possible.
C0 = z
d
dz
− k − j ,
C+ = z
4 d
3
dz3
4(k + j − 1)z3 d
2
dz2
,
+ ((2k + j)(2k + j + 3) + k1(k1 − 1)− (4k + 2j − 2)2j) z2 d
dz
,
+2(2k + j − k1)(2k + j + k1 − 1)jz ,
C− =
d
dz
. (3.71)
In the same way one for the case 6, we will take the basis states in the SU(1, 1) basis,
given by,
|j, 2k + k − 1− n〉 |k, n〉 (3.72)
In this case we have also we have a finite dimensional unitary representation with the
condition
(j + 2k + n)(j − 2k − k1 + 1− n) ≥ 0 ,
(j − 2k − k1 − n)(j + 2k + k1 + 1 + n) ≥ 0 . (3.73)
The dimensionality of the representation is j − 2k − k1 + 1. The unitary irreducible
representations are explicitly given by
C0 |j, k1, k, n〉 = n + k1 + k |j, k1, n〉 ,
C+ |j, k1, k, n〉 =
√
(j − 2k − k1 − n)(j + 2k + k1 + 1 + n)(n+ 1)(2k1 + n)×
|j, k1, k, n+ 1〉 ,
C− |j, k1, k, n〉 =
√
(j − 2k − k1 + 1− n)(j + 2k + k1 + n)(n)(2k1 − 1 + n)×
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|j, k1, k, n− 1〉 .
n = 0, 1, 2, . . . (3.74)
The differential realization in the monomial basis
ψk1jk(z) =
zn√
n!(n + 2k1 − 1)!(j − 2k − k1 − n)!(j + 2k + k1 + n)!
, (3.75)
are given by
C0 = z
d
dz
+ k1 + k ,
C+ = −z2 d
dz
+ (j − 2k − k − 1)z ,
C− = z2
d3
dz3
+ (j + 2k + 3k1 + 2)z
d2
dz2
,
+(2k1)(j + 2k + k1 + 1)
d
dz
. (3.76)
Now will consider the representation of the cubic algebras constructed out of quadratic
algebra and Heisenberg algebra. We have seen in chapter 2 the quadratic algebras having
finite and infinite dimensional representation. These algebras are used in cases 7 to 10 to
form cubic algebras. The construction of the representation is the same as the previous
case. Here here we will take a product space of Fock space and the finite and infinite
dimensional spaces constructed in chapter 2(case 1 and 2). Since the quadratic algebras
are characterized by the quantum numbers l and k1, for all the four case will consider
the product state as |m〉 |l, k1, n〉. In the all the case we will be forming the basis in the
quadratic algebra basis by imposing the respective constraints on each case.
In case 7 the basis states after imposing the constarints are given by,
|l, k1, k, n〉 = |k1 − 2l − 2k + n〉 |l, k, n〉 . (3.77)
The corresponding unitary irreducible representation are given by
C0 |l, k1, k, n〉 = (k1 − l − k + n) |l, k1, k, n〉 ,
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C+ |l, k1, k, n〉 =
√
(n+ 2k1)(n+ 1)(k1 − 2l + 1 + n)(k1 − l − 2k + 1 + n) |l, k1, k, n+ 1〉 ,
C− |l, k1, k, n〉 =
√
n(n+ 2k1 − 1)(k1 − 2l + n)(k1 − l − 2k + n) |l, k1, k, n− 1〉 .
n = 0, 1, 2, . . . (3.78)
with k1 − l − 2k = 0... we have infinite dimensional representations. In this case also
monomial differential realizations are also possible which are of forth order. The coef-
ficient of the differential operator becomes complicated compared to the previous case.
For the monomial basis ,
ψ(z) =
zn√
n!(k − l − 2k + n)!(n+ 2k1 − 1)!(k − 2l + n)!
, (3.79)
The differential realizations are given by
C0 = z
d
dz
+ k1 − l − k ,
C+ = z ,
C− = z3
d4
dz4
+ (4k1 − 3l − 2k − 5)z2 d
3
dz3
(k1 − l − 2k)(3k1 − 2l − 1) + (2k1 − 1)(k1 − 2l) + 9l + 6k − 12k1 + 26)z d
2
dz2
((k1 − l − 2k)(2k1 − l)(k1 − 2l)− 2(4k1 − 3l − 2k + 2)
(k1 − l − 2k)(3k1 − 2l + 1) + (2k1 − 1)(k1 − 2l)
9l + 6k − 12k1 + 26) d
2
dz2
. (3.80)
In the case 8 the basis states are taken as
|l, k1, k, n〉 = |2k − k1 + l − n〉 |l, k, n〉 , (3.81)
with the matrix representation
C0 |l, k1, k, n〉 = (k1 − l − k + n) |l, k1, n〉 ,
C+ |l, k1, k, n〉 =
√
(n+ 2k1)(n+ 1)(2k − k1 + l − n)(k1 − 2l + 1 + n) |l, k1, k, n+ 1〉 ,
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C− |l, k1, k, n〉 =
√
n(n+ 2k1 − 1)(2k − k1 + l + 1− n)(k1 − 2l + n) |l, k1, k, n− 1〉 .
n = 0, 1, 2, . . . (3.82)
which form a 2k − k1 + l + 1 dimensional unitary irreducible representation.The corre-
sponding differential realization are given by
C0 = z
d
dz
+ k1 − l − k ,
C+ = −z2 d
dz
+ (2k − k1 + l)z , nn (3.83)
C− = z2
d3
dz3
+ z
d2
dz2
+ 2k − 1(k1 − 2l + 1) d
dz
, (3.84)
realized in the monomial basis
ψ(z)
zn√
n!(2k − k1 + l − n)(n + 2k − 1)!(n+ k1 − 2l)!
. (3.85)
In case 9 and 10 we will be using the finite dimensional basis of the quadratic algebra to
form the product state. For case 9 the basis states are
|l, k1, k, n〉 = |k1 − 2k − l + n〉 |l, k, n〉 . (3.86)
The unitary irreducible representations are given by,
C0 |l, k1, k, n〉 = (k1 − l − k + n) |l, k1, n〉 ,
C+ |l, k1, k, n〉 =
√
(n+ 2k1)(n+ 1)(k1 − 2k1 − l + n)(2l − k − n) |l, k1, k, n+ 1〉 ,
C− |l, k1, k, n〉 =
√
n(n+ 2k1 − 1)(2k − k1 + l + 1− n)(k1 − 2l + n) |l, k1, k, n− 1〉 .
n = 0, 1, 2, . . . (3.87)
They form a finite dimensional representation. The dimension is
k1 − 2k − l + 2 if 2k − l + 1 < 0 ,
2l − k1 + 1 if 2k − l + 1 > 0 . (3.88)
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The differential realization in this case is given by
C0 = z
d
dz
+ k1 − l − k .
C+ = −z2 d
dz
+ (2l − k)z .
C− = z
3 d
3
dz3
+ (3k1 − 2k − l + 2)z d
2
dz2
+ 2k1(k1 − 2k − l + 1) d
dz
, (3.89)
realized in the monomial basis,
zn√
(k1 − 2k − l + n)!n!(n + 2k1 − 1)!(2l − k + 1− n)!
. (3.90)
In case 10 the basis states are given by
|l, k1, k, n〉 = |2k − k1 + l − n〉 |l, k, n〉 . (3.91)
The unitary irreducible representations are given by
C0 |l, k1, k, n〉 = (k1 − l − k + n) |l, k1, n〉 ,
C+ |l, k1, k, n〉 =
√
(n+ 2k1)(n+ 1)(2k − k1 + l − n)(2l − k − n) |l, k1, k, n+ 1〉 ,
C− |l, k1, k, n〉 =
√
n(n+ 2k1 − 1)(2k − k1 + l + 1− n)(2l − k + 1− n) |l, k1, k, n− 1〉 .
n = 0, 1, 2, . . . (3.92)
which are finite dimensional. The differential realization in this case are given by
C0 = z
d
dz
+ k1 − l − k .
C+ = z
3 d
2
dz2
+ (k1 − k − 3l + 1)z2 d
dz
+ (2k − k1 + l)(2l − k)z .
C− = z
d2
dz2
+ 2k1
d
dz
, (3.93)
where the above operators act on the monomial basis,
zn√
n!(2k − k1 + l − n)!(n + 2k1 − 1)!(2l − k + 1− n)!
. (3.94)
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Thus we have seen that different classes of cubic algebras can be generated in a way
similar to the bosonic realization of SU(2) and SU(1, 1) algebras. Besides the 10 cubic
algebras explicitly worked out in this chapter, we would like to point out that 4 more
classes of cubic algebras can be generated . These occur when the underlying SU(1, 1)
and SU(2) Lie algebras in cases 1 to 4 are the same (i.e {L±.0} = {M±,0} and {J±.0} =
{P±,0}), thereby , generating two additional algebras. Another two are generated when
the Bosonic realizations of the Heisenberg and the quadratic algebra contain a common
boson operator. These are equivalent to the a2, a†2 and 1
4
(a†a + aa† representations of
SU(1,1). These cases have not been worked out explicitly as they can be easily derived
from the cases already discussed using Fock representations.
The representations constructed in this chapter are used in chapters 5 and 6.
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Chapter 4
A Generalisation of the Jordan-Schwinger method for Polynomial Algebras
In this chapter we generalise the the method which we have developed for quadratic and
cubic algebras to a three dimensional polynomial algebra of arbitrary order. In chapter
2 we have seen that a class of quadratic algebras can be constructed by taking products
of a Heisenberg algebra and an SU(2) or SU(1, 1) algebra. In chapter 3, a similar con-
struction for the cubic algebras out of two SU(2) algebras, two SU(1, 1) algebras, one
SU(1, 1) and one SU(2) algebra and a quadratic and a Heisenberg algebra was given .
The quadratic and cubic algebras can be considered as higher order generalization of the
linear Lie algebras. The method of construction we have used is reminiscent of the well
known Jordan-Schwinger realization, where the SU(2) algebra is constructed out of a
Heisenberg algebra generators. In this chapter we will show that a general higher order
algebra can be constructed from lower order algebras by a method which can be con-
sidered as a generalization of the well known Jordan-Schwinger method. If we examine
the Heisenberg algebra, the SU(2) and SU(1, 1) algebras and the quadratic and cubic
algebras (with a coset structure) one can see that out of the three commutation relations
two, which are linear, are common to all the algebras. Only the third commutation rela-
tion is non-linear. If one considers a Heisenberg algebra as a polynomial algebra of order
zero and the SU(2) and SU(1, 1) algebra as a polynomial algebra of order one ,then,
from the Jordan- Shcwinger construction and also in the light of the quadratic and cubic
algebras, it is possible to propose that given two polynomial algebras one can construct a
polynomial algebra of higher order out of them. For the purpose of clarity we will briefly
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otline the Jordan-Schwinger realizations of SU(2) and SU(1, 1) algebras. Then we will
generalize it to the polynomial algebras.
4.1 Jordan Schwinger realization of SU(2) and SU(1, 1) algebras: A brief
review
Let us briefly recall the study of SU(2) and SU(1, 1) in terms of two-mode bosonic
realizations, to fix the framework and notations for our work. Let
(
a1, a
†
1
)
and
(
a2, a
†
2
)
be
two mutually commuting boson annihilation-creation operator pairs. Let H1 = N1+
1
2
=
a†1a1 +
1
2
and H2 = N2 +
1
2
= a†2a2 +
1
2
. As is well known, (J0, J+, J−) defined by
J0 =
1
2
(H1 −H2) , J+ = a†1a2 , J− = J†+ = a1a†2 , (4.1)
satisfy the SU(2) algebra,
[J0, J±] = ±J± , [J+, J−] = 2J0 . (4.2)
In this Jordan-Schwinger realization of su(2), H1 + H2 is seen to be a central element.
Let us define
L = 1
2
(H1 +H2) , (4.3)
then,
[L, J0,±] = 0 . (4.4)
The usual Casimir operator is
C = J2 = J+J− + J0 (J0 − 1) = L2 − 1
4
. (4.5)
Consequently, the application of the realization (4.1) on a set of 2j + 1 two-mode Fock
states |n1〉 |n2〉, with constant n1 + n2 = 2j, leads to the (2j + 1)-dimensional unitary
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irreducible representation for each j = 0, 1/2, 1, . . . . Now by redefining m = j − n2 one
can take the basis states as |j,m >= |j −m > |j +m >, where −j ≤ m ≤ j, one gets
the j-th unitary irreducible representations
J0 |j,m〉 = m |j,m〉 ,
J± |j,m〉 =
√
(j ∓m)(j ±m+ 1) |j,m± 1〉 ,
L |j,m〉 = (j + 1
2
) |j,m〉 , J2 |j,m〉 = j(j + 1) |j,m〉 ,
m = j, j − 1, . . . ,−j . (4.6)
In an analogous way, (K0, K+, K−) defined by
K0 =
1
2
(H1 +H2) , K+ = a
†
1a
†
2 , K− = K
†
+ = a1a2 , (4.7)
satisfy the SU(1, 1) algebra
[K0, K±] = ±K± , [K+, K−] = −2K0 . (4.8)
Now,
L = 1
2
(H1 −H2) (4.9)
is a central element of the algebra :
[L, K0,±] = 0 . (4.10)
The usual Casimir operator is
C = K2 = K+K− −K0 (K0 − 1) = 1
4
− L2 . (4.11)
Consequently, the application of the realization (4.7) on any infinite set of two-mode
Fock states {|k, n〉 = |n+ 2k − 1〉 , |n〉 |n = 0, 1, 2, . . .}, with constant n1−n2 = 2k−1,
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leads to the infinite dimensional unitary irreducible representation, the so-called positive
discrete representation D+(k) , corresponding to any k = 1/2, 1, 3/2, . . . .
K0 |k, n〉 = (k + n) |k, n〉 ,
K+ |k, n〉 =
√
(2k + n)(n + 1) |k, n + 1〉 ,
K− |k, n〉 =
√
(2k + n− 1)n |k, n− 1〉 ,
L |k, n〉 = (k − 1
2
) |k, n〉 , K2 |k, n〉 = k(1− k) |k, n〉 ,
n = 0, 1, 2, . . . . (4.12)
Note that the choice of basis states as {|k, n〉 = |n〉 |n+ 2k − 1〉 |n = 0, 1, 2, . . .}, with
n1 − n2 = 1 − 2k, is also posssible leading to the same representation (4.12), with
K2 = k(1− k), but corresponding to L = 1
2
− k.
4.2 Generalization of the Jordan Schwinger method to polynomial algebras
In this section a three dimensional polynomial algebra of arbitrary order is defined. Using
this definition a method to construct a higher order polynomial algebra from a lower order
polynomial algebra is given.
Definition:
An nth order three dimensional polynomial algebra, generated by P(n)+ , P(n)− and P(n)0 is
defined as
[
P(n)0 ,P(n)±
]
= P(n)±[
P(n)+ ,P(n)−
]
= fn(P(n)0 ) (4.13)
Here fn(P0) is an nth order polynomial in P(n)0 .
When n = 0 and f0 = 1, the algebra corresponds to the Heisenberg algebra. When
n = 1 the algebra corresponds to an SU(2) or SU(1, 1) with f1 = +1 or −1 respectively.
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The Casimir operator for such algebras are given by
C(m) = P(m)− P(m)+ + gm+1(P(m)0 ), (4.14)
where gm+1(P(m)) is a polynomial of order m+ 1 in P(m)0
From our construction of quadratic and cubic algebras in chapter 2 and chapter 3 the
following conclusions are possible. When a Heisenberg algebra of order zero combines
with a SU(2) or a SU(1, 1) algebra of order 1 we will always get a quadratic algebra of
order 2. In the cubic algebra two algebras of order 1 are used to construct a cubic algebra
of order 3. Also a Heisenberg algebra of order 0 combines with a quadratic algebra to get
an order 3 cubic algebra. In all the above examples when two algebras are combined as
in the special way given in all cases, the resultant algebras are of order one degree greater
than the sum of the order of the two algebras. Thus we have the following general result:
If (P(n)± ,P(n)0 ) and (P(m)± ,P(m)0 ) are the two sets of two dimensional polynomial algebras
of order n and m respectively, then operators defined by
Π+ = P(m)+ P(n)+ , Π− = P(m)− P(n)− ,
Π0 =
P(m)0 + P(n)0
2
,
Π =
P(m)0 −P(n)0
2
, (4.15)
will always satisfy a polynomial algebra of order m+ n + 1.
The form of the algebra will depend on the form of P(m)±,0 and P(n)±,0.
The proof of this general result is given by the following arguments:
Since,
[Π0,Π±] =
1
2
[
P(m)0 + P(n)0 ,P(m)± P(n)±
]
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= ±P(m)± P(n)±
= ±Π± (4.16)
are the commutation relations in (4.13), we have
[Π+,Π−] =
[
P(m)+ P(n)+ ,P(m)− P(n)−
]
= P(m)+ P(m)− fn(P(n)0 ) + P(n)− P(n)+ fm(P(m)0 )
=
(
C(m) − gm+1(P(m)0 − 1)
)
fn(P(n)0 ) +
(
C(n) − gn+1(P(n)0 − 1)
)
fm(P(m)0 )
(4.17)
where, C(m) and C(n) are the Casimir operators. Expanding all the polynomials in powers
of P0 and substituting for P0 in terms of Π0 and Π we have
RHS = C(m)
n∑
l=0
Cl(Π0 − Π)l −
m+1∑
l=0
n∑
s=0
alcs(Π0 +Π)
l(Π0 − Π)s
+C(k)
m∑
l=0
dl(Π0 +Π)
l −
n+1∑
l=0
m∑
s=0
blds(Π0 − Π)l(Π0 +Π)s
= fm+n+1(Π
m+n+1
0 ), (4.18)
where, fm+n+1(Π
m+n+1
0 ) is a polynomial in Π
m+n+1
0 of order m+ n+ 1 and the operator
Π commutes with all the other generators. This defines a polynomial algebra of order
m+ n + 1. Hence the result.
Since we have constructed a higher order algebra from a lower algebra the representa-
tion of the higher order algebra can also be constructed from the lower order algebra. For
example, let | m, λ(m) > and | n, λ(n) > be the basis states for the irreducible unitary rep-
resentations of the polynomial algebras (P(m)0 ,P(m)± ) and (P(n)0 ,P(n)± ) respectively, where
λ(m) and λ(n) ∈ R, labeling the unitary irreducible representations,
P(m)0
∣∣∣q, λ(m)〉 = q + λ(m) ∣∣∣q, λ(m)〉
P(m)+
∣∣∣q, λ(m)〉 = √tλq+1 ∣∣∣q + 1, λ(m)〉
P(m)−
∣∣∣q, λ(m)〉 = √tλq
∣∣∣q − 1, λ(m)〉 (4.19)
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P(n)0
∣∣∣s, λ(n)〉 = s+ λ(n) ∣∣∣s, λ(n)〉
P(n)+
∣∣∣s, λ(n)〉 = √dλs+1 ∣∣∣s + 1, λ(n)〉
P(n)−
∣∣∣s, λ(n)〉 = √dλs
∣∣∣s− 1, λ(n)〉 (4.20)
where q, s = 0,±1, ...
The fact that Π is a constant over the product state
∣∣∣q, λ(m)〉 ∗ ∣∣∣s, λ(n)〉 gives the
condition,
2Π = λ(m) + λ(n) + q + s (4.21)
If we impose the above constraint in the product states the following representations are
possible:
Π
(m)
0
∣∣∣q, λ(m), λ(n),Π〉 = q + λ(m) − Π ∣∣∣q, λ(m), λ(n),Π〉
Π
(m)
+
∣∣∣q, λ(m), λ(n),Π〉 =
√
tλ
(m)
q+1 d
λ(n)
2Π−λ(m)−λ(n)+1−q
∣∣∣q + 1, λ(m), λ(n),Π〉
Π
(m)
−
∣∣∣q, λ(m), λ(n),Π〉 =
√
tλ(m)q d
λ(n)
2Π−λ(m)−λ(n)−q
∣∣∣q − 1, λ(m), λ(n),Π〉 (4.22)
The dimension of the representations are decided by the condition
tλ
(m)
q d
λ(n)
2Π−λ(m)−λ(n)−q ≥ 0
2Π− λ(m) − λ(n) − q ≥ 0 (4.23)
4.3 Mapping of polynomial algebras to linear Lie algebras
In this section we will give a general formalism of mapping a general polynomial algebras
to a linear Lie algebra. Consider a polynomial algebra defined by (1.24)
[P0,P±] = ±P±,
[P+,P−] = f(P0),
= g(P0)− g(P0 − 1), (4.24)
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where the functions f(P0) and g(P0) are polynomials in P0. This kind of algebras can
be mapped to a Heisenberg algebra by introducing a function F (C,P0) given by,
F (C,P0) = P0 + α
C − g(P0) , (4.25)
where α is an arbitrary constant which has to be fixed by the commutation relations
of the polynomial algebra. The operator C is the Casimir operator of the polynomial
algebra given by(1.26). By introducing an operator P˜+ , canonical conjugate to P−, given
by
P˜+ = P+F (C.P0). (4.26)
The following commutation relation are obtained.
[
P−, P˜+
]
= [P−,P+F (C,P0)]
= P−P+F (C,P0)−P+F (C,P0)P−
= (C − g(P0))F (C,P0)− F (C,P0 − 1)(C − g(P0 − 1))
= P0 + α− (P0 − 1 + α)
= 1
[P0,P−] = −P−[
P0, P˜+
]
= +P˜+. (4.27)
The sub-algebra satisfied by the operators P− and P˜+ is a Heisenberg algebra. The
above mapping is realized on the representation space of the polynomial algebra. Note
that in the above formalism P˜+ is not adjoint to the P−. A more symmetrical mapping
to Heisenberg algebras given by,
P˜− = [F (C,P0)]1/2P−,
P˜+ = P+[F (C,P0)]1/2 (4.28)
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such that
P˜− = (P˜+)†. (4.29)
Once we have mapped the polynomial algebras to a Heisenberg algebra , we can find a
realization of the number state in the representation space of the polynomial algebra.
We will now identify the number operator as,
P˜ = P˜+P− = P+F (P0, C)P−. (4.30)
This will satisfy the Heisenberg algebra commutation relation
[
P˜, P˜±
]
= ±P˜±[
P˜−, P˜+
]
= −1 (4.31)
Since,
P˜+P˜− = F (P0 − 1, C)P+P−
=
P0 − 1 + α
C − g(P0 − 1)(C − g(P0 − 1))
= P0 − 1 + α, (4.32)
thus P0 and P˜0 differ by a constant factor. Now the representation becomes
P˜0 |ki, n〉 = n+ ki + α− 1 |ki, n〉
P˜+ |ki, n〉 = F (P0, C)P+ |ki, n〉
=
n+ ki + α
[C − g(n+ ki)]1/2 |ki, n+ 1〉
P˜− |ki, n〉 = [C − g(n+ ki − 1)]1/2 |ki, n〉 . (4.33)
For an illustration, consider the quadratic algebra Q−(1, 1) considered in chapter 2, which
has an infinite dimensional representation. This can be mapped in to a Heisenberg algebra
by defining
Q˜+ = Q+F (Q0, C), Q˜− = Q−, N˜ = Q˜+Q˜− (4.34)
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where
F (Q0, C) =
Q0 + α
C(l, k)− g(Q0) . (4.35)
Now these operators act on a Fock space realization given by |ki, n〉,
N˜ |k, l, n〉 = n+ k + l + α− 1 |k, l, n〉
Q˜+ |k, l, n〉 = n+ k + l + α
[(n+ 1)(n+ 2k)(n+ k − 2l + n)]1/2 |k, l, n+ 1〉
Q˜− |k, l, n〉 = [n(n + 2k − 1)(n+ k − 2l)]1/2 |k, l, n− 1〉 (4.36)
These polynomial algebras can also be mapped in to SU(1, 1) or SU(2) algebras. Consider
a function G(C,P0) and the operator,
P¯− = G(C,P0)P− (4.37)
such that
[
P+, P¯−
]
= λ2P0[
P0, P¯−
]
= −2P¯−. (4.38)
Such a mapping is possible by choosing
G(C,P0) = P
2
0 − P0 + ǫ
C − g(P0 − 1) , (4.39)
where ǫ is an arbitrary constant which has to be fixed. For λ = 1 and −1 one will get
SU(2) and SU(1, 1) algebra respectively. This operator acts on the representation space
of the quadratic algebra. In this case , it is always possible to find a symmetric mapping
by choosing
P¯− = [G(C,P0)]1/2P−
P¯− = P+[G(C,P0)]1/2 (4.40)
such that P¯− and P¯− are adjoint to each other.
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Thus, we have shown how two mutually commuting polynomial algebras of order m
and n can be combined to get two polynomial algebras of order m+n+1. The simplest
example of this construction is the Jordan-Schwinger construction in which SU(2) and
SU(1, 1), linear algebras corresponding to m = 1, are obtained from two commuting
boson algebras which are algebras of order m = 0. By combining a boson algebra with
SU(2) or SU(1, 1) we get four classes of quadratic algebras. Using a boson algebra and
these quadratic algebras one can generate fourteen classes of cubic algebras. Higher
order algebras can be generated in a similar way by combining lower order algebras.
It should be noted that the above construction leads to polynomial algebras in which
the coefficients of the polynomial are central elements which are defined in terms of the
Casimir operators of the original algebras with which one starts or a combination of their
generators P(m)0 and P(n)0 . Then, an interesting open problem is the following: given a
polynomial algebra with numerical constant coefficients is it possible to identify it with a
particular type of polynomial algebra generated in the above manner and corresponding
to certain numerical values of the central elements. We hope that an answer to this
question would help understand the classification problem of polynomial algebras.
We have also mapped the Polynomial algebras to lower order algebras by using the
techniques learnt from the theory of deformed algebras. This will aid us in constructing
the coherent states presented in section 5.
Chapter 5
Coherent States of the Polynomial Algebras
The study of coherent states has been one of the fastest developing areas in physics
during the last three decades. These states were first introduced by Schroedinger to
describe the non-spreading wave packets of the quantum harmonic oscillator[1]. It was
Sudarshan, Glauber and Klauder who resurrected these states in the context of quantum
optics [2, 3, 4]. A good survey of the important in this field work can be found in [5].
Since then many generalizations of the canonical (harmonic oscillator) coherent states
have been introduced on mathematical and physical grounds. Of these, the notable
generalizations have been the group theoretic coherent states introduced by Perelomov
[6] and Gilmore [7], the generalized lowering operator states of Barut and Girardello[8],
the minimum uncertainty states of Nieto and Simmons[9] and the algebraic coherent
states introduced by Satyaprakash and Agarwal and Trifonov[10, 10].
Coherent states associated with the symmetry group of a system with Hamiltonian H
have the particularly useful property that the time evolution of any coherent state remains
a coherent state. This is the property of temporal stability. Furthermore, the general
coherent states associated with the dynamical symmetry group of a quantum mechanical
Hamiltonian aid us in finding the eigenspectrum of the physical problem. Since it has
been seen that not only linear algebras but also the non linear algebras appear as the
dynamical algebra and the symmetry algebra of many quantum Hamiltonian systems, it is
of physical and mathematical interest to construct the various coherent states associated
with non-linear algebra. The aim of this chapter is to present these construction methods.
77
Chapter 5. Coherent States of .... 78
For completeness we begin this chapter with a brief review of the different types of
coherent states associated with Lie algebras.
5.1 A brief review of coherent states
It is well known that electromagnetic field can be represented by harmonic oscillator
and the symmetry algebra of the harmonic oscillator is the Heisenberg algebra. It was
Glauber who showed that coherent states can be used to describe the electromagnetic
field. Glauber’s construction allows three types of coherent states, which are all equivalent
for the harmonic oscillator.
Consider the Hesenberg algebra generated by a, a†, N = a†a which obey the commu-
tation relations [
a, a†
]
= 1 [N, a] = −a
[
N, a†
]
= a†, (5.1)
and the HamiltonianH = h¯ω(N + 1
2
) H|n >= En|n >, then the coherent states of the
Harmonic oscillator are defined by the following relations:
• 1
a |α〉 = α |α〉 (5.2)
In terms of the number states they are given by
|α〉 = e−|α|
2
2
∑inf
n=0
αn
(n!)1/2
|n〉 (5.3)
These are called annihilation operator coherent states (AOCS).
• 2
These are obtained by applying the operator D(α) = eαa−α
∗a† on the ground state.
|α〉 = eαa−α∗a† |0〉 (5.4)
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These are called displacement operator eigenstates (DOCS).
• 3
The states which minimize the uncertainty product ∆x∆p . For Harmonic Oscil-
lator these are given by
ψcs(x) = [2π(∆x)
2]−1/4e−
(x−<x>
2(∆x)
)2+ i
h
<p>x (5.5)
These are called minimum uncertainty coherent states (MUCS).
In the harmonic oscillator case all the three coherent states are equivalent, but in general
they correspond to different states. Coherent states have three important properties:
1. Resolution of identity:
There exist a measure dµ(α) for a coherent states such that
∫
dµ(α)|α >< α| = 1 . (5.6)
For the Harmonic oscillator, dµ(α) = e−|α|
2/2d2α, where α = α1+ iα2 and d
2α = dα1dα2.
This resolution of unity enables us to expand any arbitrary state |ψ > in the Hilbert
space in terms of coherent states.
|ψ >=
∫
dµ(α)ψ(α)|α > (5.7)
2. They are non-orthogonal normalized states which are overcomplete.
< α|β > 6= 0 for α 6= β (5.8)
and also
< α|α >= 1 . (5.9)
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This property is called overcompleteness because the coherent state basis contains more
states than necessary to decompose any arbitrary vector.
3. Temporal Stability:
If |α > is a coherent states associated with hamiltonian H then the time evolved state,
eiHt|α >= |α(t) >, is also a coherent state.
A generalization of the harmonic oscillator coherent states to other types of potentials
was done by Nieto and Simmons, Jr [9].
Fock, Bargmann and Segal made an important contribution to the field by using co-
herent states for representing state vectors in a Hilbert space by entire analytic functions
called the Fock Bargmann or Bragmann Segal representations[12, 13, 14]. If |ψ > is an
arbitrary vector in the Hilbert space of the Harmonic oscillator then we have seen that It
can be determine completely by the function < α|ψ >= e 12 |α|2ψ(α¯) and ψ(z) = ∑ cnun(z),
where un(z) = z
n/n!, a series which converges uniformly in the z plane showing that ψ(z)
is an entire analytic function in the complex z plane with an inner product
|ψ |2 =
∫
e−|z|
2|ψ(z)|2dµ(z) (5.10)
Bargmann showed that this functional space is a Hilbert space and Fock showed that in
this space a and a† have the differential realizations a = d
dz
and a† = z. The representation
was studied by Bargmann for a finite number of creation and annihilation operaors and
for an infinite number by Segal. It is therefore known as the BFS (Bargmann Fock Segal)
representation. This proves very useful in generalizations of coherent states to arbitrary
algebras.
The generalization of coherent states to the compact and non-compact Lie algebras
SU(2) and SU(1, 1) was done by Gilmore, Perelomov and Barut and Girardello. For
SU(1,1) Barut and Girardell constructed the lowering operator eigenstates which cor-
respond to the SU(1,1) generalization of the AOCS of the Harmonic oscillator. For an
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SU(1,1) algebra generated by the Cartan basis K+, K−, K0 such that
[K+, K−] = −2K0 [K0, K−] = −K− [K0, K+] = K+ (5.11)
The B-G coherent states |ξ > are given by:
K− |ξ〉 = ξ |ξ〉 . (5.12)
In terms of the basis functions corresponding to the positive discrete series representations
of SU(1, 1) we get
|ξ〉 = N∑
n
[
Γ(n+ 2k)
Γ(n+ 1)
]1/2
ξn |k, n〉 (5.13)
whereN2 =0 F2(0, 2k; |ξ|2) is the normalization factor.
The states |ξ > can be shown to be overcomplete and the resolution of unity is given
by ∫
d2ξ
2
π
Ik(2|ξ|)Kk(2|ξ|)|ξ >< ξ| = 1, (5.14)
where Ik and Kk are the modified bessel function of first and third kind respectively.
Analogous to the BFS representation for the Heisenberg group, there exist a realiza-
tion for the Barut Girardello states coherent states in the space of analytic functions.
For each k In the Bargman space of the SU(1, 1), the linear operators acting on the
Hilbert space of entire functions representing the generators have a differential realization,
K0 = z
d
dz
K+ = z
K− = z
d2
dz2
+ 2k
d
dz
(5.15)
The B-G coherent states in this realization are the solutions of the second order differ-
ential equation,
z
d2Ψ
dz2
+ 2k
dΨ
dz
− αΨ = 0. (5.16)
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The solution is a Hypergeometric function given by,
Ψ(z, α) =0 F2(0, 2k;−αz). (5.17)
The lowering operator coherent states cannot be generalized to any arbitrary Lie group
but only those for which the Hilbert space on which they are defined is infinite dimen-
sional. Thus for SU(2), which spin systems which have a finite dimensionality one has
to have an alternative definition. This was obtained for SU(2) by generalizing the dis-
placement operator coherent states(definition 2) by Gilmore and other Lie groups by
Perelomov in the following way. Here we do not have to restrict the group to a compact
group but can encompass non-compact groups also. Let G be a Lie Group and g the
corresponding Lie algebra and let |ψ0〉 in the Hilbert space which carries a unitary rep-
resentation G . Let Gm be the maximal subgroup that leaves the fixed vector invariant
upto a phase factor. Since by definition any element of g can be written as g=hm where
h ∈ Gm and m ∈ G/Gm and h|ψ0 >= eiφ|ψ0 >, for Lie algebras which have a cartan
representation m = e
∑
α
γαEα−γ∗αE−α. Then the vector,
|ψ >G/Gm= m|ψ0 > (5.18)
is defined the Lie algebra is called the Perelomov or Generalized coherent state of G upto
normalization.
From the above definition for the group SU(1, 1) these states are given by
eαK+−α
∗K− |k, 0〉 , (5.19)
The coset space in this case being given by SU(1,1)/U(1)( a two dimensional hyperboloid).
For the SU(2) group, the coset space in this case is SU(2)/U(1)(a two dimensional
sphere). The fixed state |ψ0 > is usually taken as the vector of lowest weight so that the
coherent states are given by
eβJ+−β
∗J− |j,−j|〉 (5.20)
Chapter 5. Coherent States of .... 83
where α and β are complex numbers and |k, 0〉 and |j − j〉 are the lowest weight basis
states for the SU(1, 1) and SU(2) algebras. A more detailed study of these states can be
found in [15, 16]. As a precursor to the next section ( at the risk of being too detailed) we
do mention here that an explicit expression of the Generalized coherent states is obtained
by using the disentanglement formula based on the Baker Campbell Hausdorff formalae
of SU(1,1) and SU(2).
5.2 Construction of coherent states for non-linear algebras
Coherent states of Polynomial algebras can be constructed by a variety of methods. For
the non-compact cases of the polynomial algebras one can define Lowering operaor or
Barut-Griradello states in a straigthforward fashion by using the representation theory
that we have developed in the earlier chapters and we shall do so in section 3. For
constructing the generalized coherent states, however, we are hampered by two facts
peculiar to non-linear algebras of the polynomial type. The first is that unlike the case of
the ordinary Lie group, an exponential mapping does not exist formally for the polynomial
algebra because they do not admit a group structure because of the non-linear terms
coming in the algebra. For Lie algebras explicit construction of the coherent states can
be done because group multiplication is possible by using BCH formulas. But in the case
of polynomial algebras we do not have analogous BCH formulas. We circumvent this
obstacle by using a unified approach for the construction of the coherent states (CS) of
these algebras which is quite general and will greatly facilitate the physical applications
of these algebras to many quantum mechanical problems. This method is a generalisation
to non-linear algebras of the procedure for constructing multiboson states first presented
by Shantha et.al[17]. In this method, for ordinary Lie algebras, the construction of the
CS for was shown to be a two step procedure. First, the canonical conjugate of the
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lowering operator were found and then the BG CS of these algebras were obtained by the
action of the exponential of the respective conjugate operators on the vacuum [17, 18, 19].
Another CS, dual to the first one,which is the generalized coherent state in the Perelomov
sense, naturally follows from the above construction.
More explicitly, let F be an operator consisting of products of annihilation operators
a and the number operator N . Let
[
F, F †
]
= P (N), where P is a polynomial in N
(note here , this method has been used for q-deformed oscillators also , where P is not a
polynomial function of N, we are concerned only with the case when P is a polynomial).
Let | vi > where i = 0, 1, 2...) be the set of states annihilated by F . Let G†ibe an
operator satisfying the relation [
F,G†i
]
= 1, (5.21)
in the space Si of states = {(F †)n | vi > n = 1, 2...}. The states
| α >i= eαG
†
i | v >i i = 1, 2..., (5.22)
are eigen states of F in the Barut-Girardello sense. Thus for the construction of BG
states the operator F is undeformed. The corresponding generalized (Perelomov) states
are obtained by taking the dual of the above construction in that F † is undeformed, but
F is deformed. Here we define Gi = (G
†
i)
† such that
[
Gi, F
†
]
= 1. Then the states defined
by
| γ >= eγF † | v >i i = 1, 2, ... (5.23)
are eigen state of Gi and upto a normalization equivalent to Perelomov states.
We generalize the above construction to non-linear polynomial algebras which can
be considered as deformations of the SU(2) and SU(1,1) algebras and exploit the fact
that they have multiboson realizations by mapping the polynomially deformed algebras
to their undeformed counterparts as described in chapter 4. This mapping is utilized to
find the CS in the Perelomov sense [6].
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Other coherent states in the literature which are essentially special cases of this con-
struction are the ‘f-oscillator states’ [20] and the non-linear states f(N0)a|λ >= λ|λ >,
which have been shown to be useful for the trapped ion problem[21]. While these are
non-linear harmonic oscillator coherent states, the CS that we construct may be called
non linear SU(1,1) (or SU(2)) coherent states. The states which we shall construct would
give a multi-mode generalization of the type f(na, nb)a
nbm|λ >= λ|λ >, as one of the
possible coherent states. Thus our construction encompasses existing non-linear states
and allows for the construction of new physical states. One such state, for example, is
the case n=1 and m=1, which is a two-mode realization of the non-linear coherent states.
Our method is quite general and encompasses q-deformations of linear Lie algebras[22].
Now we give an outline of our method of construction of the coherent states of poly-
nomial algebras. We have seen that the Polynomial algebras do not form a Lie algebra
we have seen that they satisfy all the properties, except the closure property, of the Lie
algebra. We concentrate on the three dimensional polynomial algebras with coset struc-
ture, These resemble the Lie algebras SU(2) and SU(1, 1) and we would like to exploit
this resemblance.
Consider a 3-dimensional polynomial algebra P(3) generated by P(3)0 ,P(3)+ and P(3)−
satisfying,
[
P(3)0 ,P(3)±
]
= P(3)±[
P(3)+ ,P(3)−
]
= f3(P(3)0 ) (5.24)
Here, f3(P(3)0 ) = g3(P(3)0 )− g3(P(3)0 − 1).
Then by generalizing the above construction of [17], we first construct the Canonical
conjugate P˜(3)+ of P(∋)− by
P˜(3)+ =
P˜(3)0 + δ
C − g3(P(3)0 )
. (5.25)
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Depending on the order n of the polynomial algebra, there will be n+1 degenerate states
annihilated by P(3)− . We denote these as |j, 0 >i. For each, the value of δ = δi is
appropriately chosen to project the ground state needed for the construction. For each
δi the B-G states in our construction are:
|β〉 = eβP˜(3)+ |ji, 0〉 (5.26)
Now operating with P(3)− on |β〉, one will get
P(3)− |β〉 = P(3)− eβP˜
(3)
+ |ji, 0〉
= βeβP˜
(3)
+ |ji, 0〉+ eβ
˜
cp
(3)
+ P(3)− |ji, 0〉 (5.27)
since P(3)− annihilate vacuum the second term vanishes . So one will get
P(3)− = |β〉 = β |β〉 (5.28)
So the states defined by 5.28 are indeed B-G type coherent states.
Now to construct the Perelomov type states which are dual to the above B-G states
we observe that for this algebra we can take U(1) as the stability group (U(1) = eγP
(3)
0 ).
Thus the operator eαP
(3)
+ −α¯P
(3)
− is a member of the coset space P(3)/U(1) , because of
the first two commutation relation of 5.24. Therefore, a Perelomov coherent state for a
polynomial algebra is defined up to a normalization factor as,
|α >= eαP(3)+ −α¯P(3)− |ki, 0 >, (5.29)
where ki represents all the labels of the polynomial algebra. The computation of such
states are difficult because one cannot disentangle the above displacement operator be-
cause of the non-linear terms coming in the commutation relation. Instead of that we will
make use of the mapping introduced in the chapter 4 to map these algebras to SU(2)
and SU(1, 1) algebras. For polynomial algebras having a finite dimensional represen-
tation one can map these algebras to a SU(2) algebra. Here we will make use of the
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mapping in which P(3)− will change and P(3)+ will remain the same. This mapping is given
explicitly by
P¯(3)− = P(∋)− G∞(C,P′) , (5.30)
Where G1 is chosen such that
[
P(3)+ , P¯(3)−
]
= 2λ(P(3)0 ), where λ = ±1 depending on
whether we are mapping to SU(2) or SU(1, 1). The explicit form of this mapping is
given in the last section of chapter 4. Then we define the Perelomov-type coherent states
as
|α >= eαP(∋)+ −βP(∋)− |ki, 0 > (5.31)
Note that the state ki, 0 > is annhilated by P¯(3)− . Since P(3)+ and P¯(3)− satisfy SU(2) or
SU(1, 1) algebra we can use their disentanglement formula to get up to a normalization
factor, a Perelomov type coherent state:
|ξ >= eξP(∋)+ |ki, 0 > (5.32)
where ξ is a fuction of α and β chosen appropriatelt for the physical application. Since we
know the action of P(3)+ on the state |ki, n > one can immediately calculate the coherent
states.
We now illustrate the above procedure by considering the quadratic algebra.
[Q0 , Q±] = ±Q± , [Q+ , Q−] = ±2bQ0 + aQ20 + c . (5.33)
In this case, f1(Q0) = ±2bQ0+ aQ20+ c = g1(Q0)− g1(Q0− 1). with g1(Q0) = a3Q0(Q0+
1)(Q0 +
1
2
) +Q0(c± b(Q0 + 1)).
In the non-compact case, i.e, for polynomial deformations of SU(1, 1), the unitary irre-
ducible representations (UIREP) are either bounded below or above, we can construct the
canonical conjugate Q˜+ of Q− such that [Q− , Q˜+] = 1. It is given by Q˜+ = Q+F1(Q,Q0),
with
F1(C,Q0) =
Q0 + δ
C(Q0)− a3Q0(Q0 + 1)(Q0 + 12)−Q0(c± b(Q0 + 1))
. (5.34)
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As can be seen easily, in the case of the finite dimensional UIREP, Q˜+ is not well defined
since F1(C,Q0) diverges on the highest state. The values of δ can be fixed by demanding
that the relation, [Q− , Q˜+] = 1, holds in the vacuum sector | vi >, where , | vi >’s are
annihilated by Q−. This gives Q−Q˜+ | vi >=| vi >, which leads to (Q0+δ) | vi >=| vi >.
The value of the Casimir operator, C = Q−Q+ + g1(Q0), can then be calculated. Hence,
the unnormalized coherent state | α >, such that Q− | α >= α | α > is given by
eαQ˜+ | vi >. We can define the canonical conjugate of Q+ by [ ˜Q†+ , Q+] = 1. The other
coherent state is | γ >= eγQ+ | v˜i > , where ˜Q†+|v˜i >= 0. This coherent state is an
eigen state of the operator Q˜†+. Depending on whether the UIREP is infinite or finite
dimensional, this quadratic algebra can also be mapped onto the SU(1, 1) and SU(2)
algebras respectively. Leaving aside the commutators not affected by this mapping, one
gets,
[Q+ , Q¯−] = −2bQ0 , (5.35)
where λ = 1 corresponds to the SU(1, 1) and λ = −1 gives the SU(2) algebra. Explicitly,
Q¯− = Q−G1(C,Q0) , (5.36)
and
G1(C,Q0) =
λ(Q20 −Q0) + ǫ
C − g1(Q0 − 1) , (5.37)
ǫ being an arbitrary constant. One can immediately construct CS in the Perelomov sense
(see page 73-74 in ref[6]) as |ξ >= U | vi >, where U = eηQ+−βQ¯−, with ξ being a function
of α and β.. For the compact case, the CS are analogous to the spin and atomic coherent
states[23, 24].
An explicit construction of the coherent states for a special quadratic algebra was
presented in our paper [25] will be given in the context of its physical application in
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chapter6.
We now give an outline of the method of explicit construction of coherent states,
which utilises the explicit matrix representations of the polynomial algebras given in the
previous chapters. We do this at the risk of being verbose as in some problems only the
action of the generators on the basis functions is known and not the commutaion relations.
These explicit forms enable us to write down the various coherent states with great ease.
Consider the general algebra [N0 , N±] = ±N± and [N+N−] = g(N0)− g(N0 − 1) .
The action on eigenstates of N0 is given by
N0 | j,m >= (j +m) | j,m > , (5.38)
N+ | j,m >=
√
C(j)− g(j +m) | j,m+ 1 > , (5.39)
N− | j,m >=
√
C(j)− g(j +m− 1) | j,m− 1 > , (5.40)
where C(j) = g(j − 1).
Now we construct the canonical conjugate operator N˜+ =
N0+δ
C−g(N0) . Depending on the
order of the polynomial algebra n, there will be n+1 degenerate states annihilated by
N−. We denote these as |j, 0 >i. For each, the vaule of δ = δi is appropriately chosen as
shown earlier.
Explicitly the B-G coherent state for a general polynomial algebra is thus given by:
is given by
| β > = AeβN˜+ | j, 0 >i
= A
∑
n
βn
1√
(g(j − 1)− g(j)) . . . (g(j − 1)− g(j + n− 1))
| j, n > .(5.41)
A discussion of coherent states is incomplete without showing that these states do
give a resolution of the identity and that they are overcomplete. From the resolution of
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the identity we have: ∫
dσ(β∗, β) |β〉〈β| = 1 . (5.42)
Within the polar decomposition ansatz
dσ(β∗, β) = σ(r)dθrdr (5.43)
with r = |β| and an yet unknown positive density σ which provides the measure. For the
general case we have:
2π
∫ ∞
0
dr σ(r) r2n+1 = (A)−2(g(j − 1)− g(j)).....(g(j − 1)− g(j + n− 1)) (5.44)
For the various cases the substitution of the explicit value of g(j) then reduces the ex-
pression on the R.H.S to a rational function of Gamma Functions and the measure σ
can be found by an inverse Mellin transform [26]. For the general case the measure is a
Meijer’s G-function. The fact that these states are overcomplete (i.e; < α|β > 6= 0) can
be shown for explicit examples.
For the corresponding Perelomov states we deform N− keeping N+ the same. For this
we use the deformation to the SU(2) or SU(1,1) algebra to construct N˜− = N−
F (N0,C)
C−g(N0−1)
.Then since N0, N+, N˜− satisfy the SU(2) or SU(1,1) algebra the state given by
|α〉 = eαN+−α∗N˜− |ji, 0〉 = AeγN+ |ji, 0〉 (5.45)
is the Perelomov state upto a normalization factor. Here we have used the disentangling
formula for N0, N+andN˜− which is well defined.
Explicitly this state is found by
| γ > = AeγN+ | j, 0 >i
= A
∑
n
γn
√
(g(j − 1)− g(j)) . . . (g(j − 1)− g(j + n− 1))
n!
| j, n > (5.46)
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These states can be normalised in the ususl fashion we get the resolution of the
identity by finding σ(r) such that For the general case we have:
2π
∫ ∞
0
dr σ(r) r2n+1 = A−2
1
(g(j − 1)− g(j)).....(g(j − 1)− g(j + n− 1)) (5.47)
The inverse Mellin Transform will again be a Meijer’s G function .
5.3 Construction of B-G type coherent states using the analytic representa-
tions of polynomial algebras
Although the method presented in section two is quite general and is a unified method,
for the construction of BG states of general quadratic and cubic algebras can be quite
involved in actual practice.
For the quadratic algebras discussed in chapter2, we may use the differential realiza-
tion of the generators to construct the BG states in a straightforward fashion. Note that
B-G states are only well defined for the infinite-dimensional non-compact cases of the
polynomial algebras. The algebra Q+(1, 1) (case 4) is one such case and serves nicely to
illustrate the properties that the B-G states of quadratic algebras have The B-G states
are associated with the (k, l)th infinite dimensional unitary irreducible representation.
Now let |k, l, α〉 be the eign state of the lowering operator Q− so that
Q− |k, l, α〉 = α |k, l, α〉 . (5.48)
Now extending the state |k′l, α〉 in terms of the complete state of states |k, l, n〉 given in
(2.19) we will get
|k, l, α〉 =∑
n
cn(α) |k, l, n〉 (5.49)
where cn(α) =< k, l, n|α >
In this expansion the equation 5.49 becomes
∑
n
[n(n+ 2k − 1)(n+ k − 2l)]1/2 cn(α) |k, l, n− 1〉 =
∑
n
cn(α) |k, l, n〉 (5.50)
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The cn(α)’s satisfies the recurrence relation
[(n+ 1)(n+ 2k)(n+ k − 2l + 1)]1/2 cn+1(α) = αcn(α) (5.51)
which can be solved for
cn(α) =
αn
[n!(n + 2k − 1)!(n + k − 2l)!]1/2 c0(α). (5.52)
we will take c0(α) = 1 which will be compensated for choosing the correct normalization
factor for |k, l, α〉. So the B-G states are given algebraically,
|k, l, α〉 = N∑ αn
[n!(n+ 2k − 1)!(n+ k − 2l)!]1/2 |k, l, n〉 (5.53)
where the normalization factor N is given by
N =
[
(2k)!(k − 2l + 1)!
0F2(−; 2k, k − 2l + 1; | α |2)
]1/2
(5.54)
In terms of the single variable realization the coherent state equation (5.48) can be written
as
[
z2
d3
dz3
+ (3k − 2l + 2)z d
2
dz2
+
(
2k2 − 4kl + 2k
) d
dz
]
Ψk,l(α, z)
= αΨk,l(α, z) , (5.55)
which is the differential equation for
Ψk,l(α, z) = 0F2(−; 2k, k − 2l + 1;αz) . (5.56)
The resolution of the identity is given by
∫
dσ(α, α∗; k, l)|α; k, l〉〈α; k, l| = 1ˆ . (5.57)
With a polar decomposition ansatz α = reiθ we get
dσ(α∗, α; k, l) = Nl,k(r
2)(σ(r2))dθrdr , (5.58)
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where
Nl,k(r
2) =0 F2(−; 2k, k − 2l + 1; r2) . (5.59)
The integral (5.57) reduces to the following condition on σ(r2):
1
2
∫ ∞
0
d(r2) σ(r2) (r2)(n+1)−1 =
1
2π
Γ(n + 1)
Γ(2k + n)Γ(k − 2l + 1 + n)
Γ(2k)Γ(k − 2l + 1) . (5.60)
σ(r2) is found by an inverse Mellin transform to be:
σ(r2) =
1
πΓ(2k)(Γ(k − 2l + 1)G
3 0
0 3(r
2|−0,k−2l+1,2k), (5.61)
where G is the Meijers G function [27].
5.4 Perelomov type coherent states for the polynomial algebras
The method of construction of Perelomov type coherent states for the general three
dimensional polynomial algebra has been given in section 5.2. In this section we will ex-
plicitly construct the Perelomov type coherent state for illustration. For the non compact
case the Perelomov type states are given by:
|β >= eβQ¯+ |k1, k2, l, 0 > (5.62)
After using the representation of the cubic algebra one will get the expression,
|β >= N∑
n
(β)n
√√√√Γ(2k + n)Γ(k − 2l + 1 + n)
Γ(n+ 1)Γ(2k)Γ(k − 2l + 1) |l, k.n >, (5.63)
where the normalization coefficient N is given by
N =
[
2F0(2k, k − 2l + 1; (|β|2))
]− 1
2 . (5.64)
The resolution of the identity in this case reduces to finding σ(r2) such that,
∫ ∞
0
d(r2) σ(r2) (r2)(n+1)−1 =
1
π
Γ(n+ 1)
Γ(2k)Γ(k − 2l + 1)
Γ(2k + n)Γ(k − 2l + 1 + n) (5.65)
Chapter 5. Coherent States of .... 94
and the resultant σ(r2) is given by
σ(r2) =
1
π
Γ(k − 2l + 1)Γ(2k)G1,02,1(r2|k−2l+1,2k−10 ), (5.66)
where G is the Meijers G function.
The corresponding states for the compact case are given by:
|α, k, l >= N
2l−k∑
n=0
(α)n
√√√√ (2l − k)!(2k − 1 + n)!
n!(2l − k − n)!(2k − 1)! |l, k.n > . (5.67)
For the purposes of calculating the measure for the resolution of identity we define γ = 1
α
.
The coherent state |γ, k, l > becomes
|γ, k, l >= Nγk−2l
2l−k∑
n=0
(γ)n
√√√√(2l − k)!(k + 2l − 1− n)!
n!(2l − k − n)!(2k − 1)! |l, k.n >, (5.68)
with the normalization coefficient N given by:
N =
[
Γ(k + 2l)
(|γ|2)2l−k k(k − 2l, 1− 2l − k; (|γ|
2))
]− 1
2
, (5.69)
where k(a, b, x) is the Confluent Hypergeometric function (1F1).
The resolution of the identity for the coherent states |γ, k, l〉 is given by
∫
dµ(γ, γ∗; k, l)|γ; k, l〉〈γ; k, l| = 1ˆl,k, (5.70)
where 1ˆl,k is the projection operator on the subspace H2l−k:
1ˆl,k =
2l−k∑
n=0
|l, k, n〉〈l, k, n|. (5.71)
Again defining γ = reiθ we have,
2l−k∑
n=0
Γ(2l + k − n)
n!(2l − k − n)!
[∫ ∞
0
(r2)nM(r2; k, l)d(r2)
]
|l, k, n〉〈l, k, n| = 1ˆl,k, (5.72)
where we have defined
M(r2; k, l) ≡ π(2l − k)!
Γ(2l + k)
σ(r2; k, l)
(Φ(k − 2l, 1− 2l − k; r2)) . (5.73)
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By using the integral [27],
∫ ∞
0
rb−1Φ(a; c;−r)dr = Γ(b)Γ(c)Γ(a− b)
Γ(a)Γ(c− b) , (5.74)
we obtain
M(r2; k, l) =
Γ(2l − k + 2)
Γ(2l + k + 1)
Φ(2l − k + 2; 2l + k + 1;−r2).
This gives us the final expression for the integration measure:
dµ(γ, γ∗; k, l) =
1
2π
(2l − k + 1)
(2l + k + 1)
Φ(k−2l; 1−2l−k; r2)Φ(2l−k+2; k+2l+1;−r2)d(r2)dθ.
(5.75)
The resolution of the identity is important because it allows the use of the coherent
states as a basis in the state space.
5.5 Coherent states of cubic algebras
The cubic algebras that we have constructed can also be mapped be mapped to a SU(2)
algebra so that one can construct a Pereleomove type coherent states for them. Such a
construction is also possible in all the 10 case that we had come across in chapter 3. The
coherent state is given by the action of the operatoreαC+−α
∗C¯− on the ground state. Here
C¯ is the operator defined in (4.37). The resultant state is given by up to a normalization
|γ >= eγC+ |ki, 0 > (5.76)
where ki for i = 1, 2.3 are the constants of the algebra and γ =
α
|α| tan |α|. Since the
method is same and to avoid repetition the different cases are given in the table below.
Chapter 5. Coherent States of .... 96
Table 5.1: Coherent states and resolution of the identity for Three Dimensional Cubic
Algebras Cα(a, b).
case coherent state σ(r2)
C+(11, 2) N
∑j−2k−k1
n=0 (β)
n Γ(2k+k1−j)Γ(j+2k+k1+1)Γ(2k)
π
×
[ 1
(n)n
(−1)n(2k + k1 − j)n G1030
(
−r2|2k−k1−j−1,j+2k+k1,2k−11
)
(j + 2k + k1 + 1)n(2k1)n]
1/2
C−(11, 2) N
∑
(β)n Γ(−j)Γ(j+1)Γ(k1−2k)Γ(1−2k−k1)
π
×
[ 1
(n)n
(−1)n(−j)n(j + 1)n G1030
[
−r2|2k=k1−j−1,j+2k+k1,2k−11
]
(k1 − 2k)n(1− 2k − k1)n]1/2
|j, k1, k, n〉
C−(q−(1), h) N
∑2k−k1+l
n=0 (β)
n Γ(k1−2k−l)Γ(2k1)Γ(k1−2l)
π
×
[ 1
(n)n
(2k1)n(k1 − 2l)n G1030
[
−r2|k1−2k−l−1,2k1−1,k1−2l−11
]
(2k − k1 + l + 1)−n]1/2
|l, k1, k, n〉
C+(q−(1), h) N
∑
n(β)
n Γ(k1−2k−l+1)Γ(2k1)Γ(k1−2l)
π
×
[(−1)n 1
(n)n
G1030
[
−r2|k1−2k−1,2k1−1,k1−2l−11
]
(k1 − 2k − l + 1)n
(2k1)n(k1 − 2l)n]1/2
|l, k1, k, n〉
C−(q+(1), h) N
∑
n(β)
n[(−1)n 1
(n)n
Γ(k1−2k−l)Γ(2k1)Γ(k1−2l)
π
×
(k1 − 2k − l)n(2k1)n G1030
[
r2|k1−2k−1−1,2k1−1,k1−2l−11
]
(k1 − 2l)n]1/2
|l, k1, k, n〉
C+(2, 2)
∑
n β
n 1
π
Γ(j2−j1−2k+1)
Γ(2j1+1)Γ(j2+j1+2k+1)
×
(j2−j1−2k+1+m)n
2j1+1)−n(j2+j1+2k+1)−n(1)n
G1003
(
−r2|1j2−j1−2k+1,−2j1,−j2−j1−2k
)
|j1, j2, k, l >
C−(11, 11)
∑
n β
n 1
π
Γ(2k1)
Γ(2k−k1−k2+1)Γ(2k+k2−k1)×
(2k1)n
(2k−k1−k2+1)−n(2k+k2−k1)−n(1)n G
10
03
(
−r2|12k1,k2+k1−2k+1,1+k1−k2−2k
)
|k, k1, k2, n >
C+(11, 11)
∑
n β
n Γ(2k1)Γ(k1−k2−2k+1)Γ(k1+k2−2k)
π
×
(2k1)n(k1−k2−2k+1)n(k1+k2−2k)n
(1)n
G3010
(
−r2|12k1,k1−k2−2k+1,k1+k2−2k
)
|k, k1, k2, n >
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Chapter 6
Applications of Polynomial Algebras to Physical Systems
In this chapter, we give applications of the formalism that we have developed to many
interesting physical systems. Not only do we present novel applications, but, we also
show how the work done in literature can be unified in our approach.
In section 1, we shed new light on the degeneracy structure of the quantum anhar-
monic oscillator that arises out of the fact that the quadratic algebra is a symmetry
algebra of the system. We also give some applications to the quadratic oscillator system.
Since we have worked out the Boson realization of the algebras, a natural application
of non-linear algebra is to multiphoton processes in quantum optics. In the section 2 we
give details of some simple multiphoton processes where the formalism is useful. We also
compare our results with other works on multiphoton processes [1, 2].
In the section 3, we give an application of cubic algebras that exploits the fact that
we get closed forms for polynomial algebras only if there are extra constants of mo-
tion(constraints). This provides a natural framework to deal with systems having ac-
cidental degeneracy and quantum versions of superintegrable systems. We apply the
formalism to two representative systems of this type: the two dimensional singular oscil-
lator and the Calogero model. We also find the coherent states of the Calogero model.
In section 4, we generalize the work of Shifman using SU(2) algebra to construct
quasi-exactly solvable systems corresponding to polynomial algebras.
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6.1 Some interesting properties of quadratic algebras
In chapter 2 we have constructed four classes of quadratic algebras and their unitary
irreducible representations. In the next subsection we apply some of the mathematical
properties of the quadratic algebra to establish a connection between the degeneracy
associated with the anisotropic quantum harmonic oscillator and the theory of partitions.
6.1.1 Quantum Anharmonic Oscillator
Consider the Hamiltonian
H = a†1a1 + a
†
2a2 + 2a
†
3a3 + 2 (6.1)
which describes, in the units h¯ = 1 and ω = 1, a three dimensional anisotropic quantum
harmonic oscillator with the frequency in the third direction twice that in the perpen-
dicular plane. We see that Q+(1, 1) is the dynamical algebra of the system . From the
representations , one can easily arrive at the result that the spectrum of H is the set of
all integers ≥ 2. Let us look at the invariance algebra of H . From the construction of
Q−(1, 1) we recognize that
H = 4L+ 1 , (6.2)
where L is a central element of the algebra generated by (Q0, Q±) in eqn. [] or eqn[] of
chapter . Thus, (K, Q0, Q±) are the integrals of motion for the system (6.1), or in other
words, Q−(1, 1) is the invariance algebra of the system. Since L has the spectrum
L = l = n/4 , n = 1, 2, 3, . . . , (6.3)
it is clear that the Hamiltonian (6.1) has the spectrum
H = N + 2 , N = 0, 1, 2, . . . . (6.4)
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Each level can be labeled by the eigenvalues of a complete set of commuting operators
(H − 2,K). It is interesting to compute the degeneracy of the N -th level using the repre-
sentation theory of the algebra (2.16). For the N -th level the value of L is l = (N +1)/4.
Calculating the corresponding values of k for which finite dimensional representations
are possible we find that the dimensions of the associated irreducible representations are
(1, 2, . . . , 2m+1) if N = 4m or 4m+1 , and (1, 2, . . . , 2m+2) if N = 4m+2 or 4m+3.
The degeneracy of the level is the sum of the dimension of the k = 1/2 representation
and twice the dimensions of k < 1/2 representations. One has to count the dimensions
of k < 1/2 representations twice in the sum since there are two possible choices for the
bases leading to the same representation in these cases as already noted. Now, the four
cases, N = 4m, 4m+ 1, 4m+ 2 and 4m+ 3, are to be considered separately. The result
is as follows : the degeneracies of the levels, N = 4m, 4m + 1, 4m + 2 and 4m + 3, re-
spectively, are (2m+ 1)2, (2m+ 1)(2m+ 2), 4(m+ 1)2 and 2(m+ 1)(2m+ 3) . In other
words, the number of compositions of the integer N (partitions with ordering taken into
account) in the prescribed pattern n1 + n2 + 2n3, with the interchange of n1 and n2
taken into account, is (2m + 1)2, (2m + 1)(2m + 2), 4(m + 1)2 and 2(m + 1)(2m + 3),
if N = 4m, 4m + 1, 4m + 2, and 4m + 3, respectively. It is to be noted that in this
example the sum of all the dimensions of the irreducible representations associated with
the given l = (N +1)/4 gives the number of partitions of N in the pattern n1+n2+2n3,
disregarding the interchange of n1 and n2. This leads to the result that the number of
such partitions is (m + 1)(2m + 1) for N = 4m or 4m + 1 and (m + 1)(2m + 3) for
N = 4m+2 or 4m+3. Thus, it is interesting to observe this connection between a three
dimensional quadratic algebra and the theory of partitions.
It should be noted that if one can identify a given three dimensional quadratic algebra
as belonging to one of the four classes we have considered then its representation theory
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can be worked out immediately, at least partially. For example, observe that
Q0 = a
†a , Q+ =
1√
3
(
a†
)3
, Q− =
1√
3
a3 , (6.5)
obey the algebra
[Q0, Q±] = ±Q± , [Q+, Q−] = −3Q20 − 3Q0 + 2 . (6.6)
This algebra is uniquely identified with Q+(1, 1) with L = l = 1 and K = k(1 − k) =
−2 (or k = 2). Correspondingly the algebra is seen to have the infinite dimensional
representation given by
Q0 |n〉 = (n+ 1) |n〉 ,
Q+ |n〉 = (n+ 1)
√
n+ 4 |n + 1〉 , Q− |n〉 = n
√
n+ 3 |n− 1〉 ,
n = 0, 1, 2, . . . . (6.7)
The fact that the representations we have discussed are not complete is clear from the
following example. For a two dimensional anisotropic quantum harmonic oscillator the
Hamiltonian is
H = a†1a1 + 2a
†
2a2 +
3
2
, (6.8)
in the units h¯ = 1 and ω = 1. The invariance algebra of this Hamiltonian is generated
by
Q0 =
1
4
(
a†1a1 − 2a†2a2 +
1
2
)
, Q+ =
1
2
(
a†1
)2
a2 , Q− =
1
2
a21a
†
2 , (6.9)
and the algebra is given by
[Q0, Q±] = ±Q± ,
[Q+, Q−] = 3Q20 +
1
2
(H − 3)Q0 − 1
16
H(H + 2) +
3
8
. (6.10)
This algebra can be readily identified with Q−(1, 1) corresponding to L = (H − 1)/4
and K = k(1 − k) = 3/16 or k = 1/4 or 3/4. It may be noted that the corresponding
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representations cannot be presented in terms of the three-boson Fock states since these,
considered in Section 6, correspond only to k = 1/2, 1, 3/2, . . . . To get the representations
of the algebra (6.10) one will have to combine the representations of a boson algebra with
the representations of su(1, 1) for k = 1/4 or 3/4 (in terms of single boson Fock states).
A detailed discussion of the algebraic approach to the two dimensional quantum system
of an anisotropic oscillator with an additional singular potential in one direction is found
in [3].
6.1.2 Quadratic Oscillator.
An interesting possibility is suggested by the structure of the algebra Q−(1, 1). Let us
define
N = Q0 , A =
1√
L(L+ 1)−K
Q− , A† =
1√
L(L+ 1)−K
Q+ . (6.11)
Then the algebra (2.16) becomes
[N,A] = −A ,
[
N,A†
]
= A† ,[
A,A†
]
= 1− 2L − 1L(L+ 1)−K N −
3
L(L+ 1)−K N
2 . (6.12)
We may consider this as the defining algebra of a quadratic oscillator, corresponding to
a special case of the general class of deformed oscillators ([4]-[5]) :
[N,A] = −A ,
[
N,A†
]
= A† ,
[
A,A†
]
= F (N) . (6.13)
The quadratic oscillator (6.12) belongs to the class of generalized deformed parafermions
[6]. It should be interesting to study the physics of assemblies of quadratic oscillators.
In fact, the canonical fermion, with
N =

 0 0
0 1

 , f =

 0 1
0 0

 , f † =

 0 0
1 0

 , (6.14)
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is a quadratic oscillator! Observe that
[N, f ] = −f ,
[
N, f †
]
= f † ,
[
f, f †
]
= 1− 1
2
N − 3
2
N2 . (6.15)
6.2 Applications of polynomial algebras to multiphoton processes
Many quantum optical processes are described by multiphoton Hamiltonians of the form
H =
1
m+ n
(a†1a1 + a
†
0a0) + κ(a0)
m(a†1)
n + c.c (6.16)
For the general class of these Hamiltonians the symmetry algebra does not close on a finite
dimensional Lie algebra hence ordinary Lie algebras are too restrictive to find a complete
solution for the degenerate eigenvectors and the coherent states of the process. Many
authors [1, 2, 7], have used ordinary linear Lie algebraic methods leading to approximate
results for specific cases. Infinite dimensional Lie algebraic techniques have also been
attempted and the physics has been extracted by a truncation of these algebras, hence
the results obtained have again been approximate, with a number of assumptions [1].
However, since we have found the Bosonic realization of Non-Linear algebras we notice
that if we define N0, N−, N+ in such a way that
N+ = a
m
0 (a
†
1)
n
N− = an1 (a
†
0)
m
N0 =
1
m+ n
(a†1a1 − a†0a0) (6.17)
then n-dimensional polynomial algebras act as the symmetry algebra of the Hamiltonian
system provided
H0 =
1
m+ n
(a†1a1 + a
†
0a0) (6.18)
is a constant of motion or invariant of the system. In a large class of quantum optical
systems , this does actually occur as there exists a class of invariants of the system called
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Rowe’s Invariants which are combinations of the photon number operators multiphoton
system. The HamiltonianH0 can be expressed as a linear combination of these invariants.
In fact it is the existence of such an invariant for a two mode process governed by the
Hamiltonian
H =
1
2
(a†a+ b†b) + κ(ab†) + κ∗(a†b) (6.19)
that allows the use of the SU(2) algebra as the symmetry algebra. Here the invariant is
(a†a+ b†b) which is the polarization sphere of the two modes.
6.2.1 Trilinear Bosonic Hamiltonian
To illustrate how the Bosonic realizations of the quadratic algebra developed by us is
useful we consider first trilinear Boson Systems governed by a tri-Boson Hamiltonian of
the form
H = ωaa
†a+ ωbb†b+ ωcc†c+ κab†c† + κ∗a†bc. (6.20)
Raman and Brillouin scattering can be described by H , if a, b and c represent input,
vibration and Stokes modes for a Stokes process and anti-Stokes, input and vibration
modes for an anti-Stokes process(h¯ = 1units). This Hamiltonian also describes the
parametric amplification if a,b and c represent the pump, signal and idler modes. In a
frequency conversion process a,b and c are the idler, pump and signal modes .
For the Hamiltonian given in equation (4), let a represent a pump system and b and c
represent the signal and idler variables. The interaction Hamiltonian between the pump
and signal-idler subsystem is given by
Hint = κab
†c† + κ∗a†bc. (6.21)
Energy conservation requires that ωa = ωb + ωc. If the signal and idler frequencies are
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equal then ωb =
ωa
2
and ωc =
ωa
2
. Thus
H0 = ωa(a
†a+
b†b+ c†c
2
) (6.22)
The operators define the generators of the polynomial quadratic algebra
Q0 =
1
2
(a†a−K0) (6.23)
Q− = κa b
†c† = κaK+ (6.24)
Q+ = κa
†bc = κa†K− (6.25)
where K0, K− and K+ form SU(1,1) generators. The algebra closes only if we define an
additional conserved quantity L given by :
L =
a†a+K0
2
=
(a†a + b
†b+c†c+1
2
)
2
(6.26)
Thus
L =
H0
2ωa
+
1
4
=
ǫ
2
+
1
4
(6.27)
where ǫ = H0
ωa
= 2L− 1
2
.
The Manley-Rowe invariants of the system are
Mab = a
†a + b†b (6.28)
Mac = a
†a + c†c
Mbc = b
†b− c†c
Thus we see that as a result of the frequency relations generated by energy conservation
H0 = ωa
Mab +Mac
2
= ωa(a
†a+
b† + c†c
2
) (6.29)
and is in fact an invariant of the system . Hence the symmetry algebra of the system is
a Quadratic Algebra. The algebra is given by:
[Q+, Q−] = 3Q
2
0 + (2L− 1)Q0 + Cbc(K0)− L(L+ 1) (6.30)
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Where Cbc =
1
4
− (b†b−c†c)2
4
= 1−Q
2
4
is the Casimir operator for the idler-signal system ,
for which L is a conserved quantity.
In most physical cases, considered in literature, b†b − c†c = 0 , Cbc = 14 . This is
a special case of the Quadratic algebra, Q−(1, 1) for which Cbc(K0) = k(1 − k) = 34 ,
thus the Bargmann index k = 1
2
. Now it is straight forward to find the representation
by substituting k = 1
2
in (2.50). The basis states are given by | 1
2
, l, n >, where n =
0, 1, ...2l + 1
2
. Here l is the eigen value of L. Since L and ǫ are related it is instructive to
label the representations as |ǫ, 1
2
, n >. With these quantum numbers the representations
are given by,
Q0
∣∣∣∣12 , ǫ, n
〉
= (n− ǫ
2
)
∣∣∣∣12 , ǫ, n
〉
(6.31)
Q−
∣∣∣∣12 , ǫ, n
〉
=
√
(n+ 1)2(ǫ− n)
∣∣∣∣12 , ǫ, n− 1
〉
Q+
∣∣∣∣12 , ǫ, n
〉
=
√
(n)2(ǫ+ 1− n)
∣∣∣∣12 , ǫ, n+ 1
〉
(6.32)
The Casimir operator for this representation is given by
C = ((ǫ− 1))2
(
ǫ− 1
2
)
(6.33)
They form a finite dimensional unitary irreducible representation of dimension ǫ+ 1.
Using the analytic representation of the generators given by (2.55) for Q−(1, 1), the
eigenstates of H can be found analytically as a solution of the differential equation
(κ∗z
d2
dz2
+ (κ∗ − κz2) d
dz
+ ǫ(z + ω))ψ(z) = Eψ(z) (6.34)
The Perelomov type coherent states (in the sense of the ones constructed in chapter
5) of this Boson Hamiltonian with k = 1
2
are given by the particularly simple form
|α, ǫ >= N
ǫ∑
n=0
(α)n
√√√√ (ǫ)!(n)!
n!(ǫ− n)! |ǫ, n > . (6.35)
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The Normalization coefficient N(|α|2, ǫ) = ( 1|α|2ǫ!)
1
2 e
−1
|α|2 (Γ(ǫ, 1|α|2 ))
− 1
2
The resolution of the identity is given by:
∫
dσ(α, α∗; ǫ)|α; ǫ〉〈α; ǫ| = 1ˆ. (6.36)
With a polar decomposition ansatz α = reiθ we get,
1
2
∫ ∞
0
d(r2) σ(r2) (r2)(n+1)−1 =
1
2π
Γ(ǫ− (n + 1)
Γ(ǫ+ 1)
. (6.37)
σ(r2) = (r
2−1)n−1
Γ(n)(r2)n+ǫ
is found by an inverse Mellin transform by the method discussed in
chapter 5.
These are useful in studying the time evolution of the states of the system.
6.2.2 The Dicke model and quadratic algebras
The Dicke model in quantum optics describes the interaction of the radiation field with
a collection of identical two-level atoms located within a distance much smaller than the
wavelength of the radiation. In the particular case when the atoms interact resonantly
with a single mode coherent cavity field, the (Tavis-Cummings) Hamiltonian, under the
electric dipole and rotating wave approximations, is given by (in the units h¯ = 1)
H = ω
(
J0 + a
†a
)
+ gJ+a+ g
∗J−a† . (6.38)
where ω is the frequency of the field mode (and the atomic transition), J0 + a
†a is the
excitation number operator, and g is the coupling constant. The annihilation and creation
operators a and a† correspond to the single mode radiation field. The operators
J0 =
∑
j
= σj0 , J± =
∑
j
= σj± , (6.39)
with σj0,± as mutually commuting triplets of the Pauli matrices, obey the su(2) algebra
and define the collective atomic operators. From purely physical arguments it is possible
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to construct the matrix representation of the Hamiltonian (6.38) and find its spectrum
exactly or approximately (using numerical methods) depending on whether the number
of excited atoms is small or large [9]. However, from an algebraic point of view, it seems
that the spectrum generating, or dynamical, algebra of the Hamiltonian (6.38) has not
yet been identified precisely. We now recognize the dynamical algebra of the Hamiltonian
(6.38) as Q−(2). The generators are :
Q0 =
a†a− J0
2
Q+ = a
†J+
Q− = aJ−
L = a
†a + J0
2
(6.40)
where,
J0,± =
∑
j
S
(j)
3,±, (6.41)
The quadratic algebra satisfied by the above generators is
[Q0, Q±] = ±Q±
[Q+, Q−] = 3Q20 + (1− 2L)Q0 + L(L − 1)− j(j + 1) (6.42)
The total Hamiltonian in terms these generators is given by
H = 2ωL+ κ(Q+ +Q−) (6.43)
. Thus the quadratic algebra given by Q−(2) in chapter 2 (6.40) is the dynamical algebra
of the Dicke model .
Q0 |j, l, n〉 = n |j, l, n〉
Q+ |j, l, n〉 = [(n + 1)(j − l + n)(j + l + 1− n)]1/2 |j, l, n1〉
Q− |j, l, n〉 = [(n + 1)(j − l + 1 + n)(j + l − n)]1/2 |j, l, n− 1〉
L |j, l, n〉 = l |j, l, n〉 (6.44)
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. l is the eigenvalue of the excitation number operator L = a†a + J0. This is a l + j + 1
dimensional representation. Hence if s is the eigenvalue of a†a we are restricted to the
(s+1) dimensional subspace spanned by the basis vectors .
The two cases of representations ( 2.11)- 2.25) we have found are exactly the ones
identified in the literature from a physical point of view. Further, the excitation number
operator (corresponding to our L) and J2 are known integrals of motion. However, the
factthat the third generator to be augmented to J+a and J−a† to construct a closed
quadratic algebra is J0 − a†a (corresponding to our Q0) has not been recognized so far
. We hope that the precise identification of the dynamical algebra of the Dicke model
would help its further understanding. In this regard, our earlier proposal of a general
method for constructing the Barut-Girardello-type and Perelomov-type coherent states
of any three dimensional polynomial algebra [11] should be useful.
The time evolution of the state is given by
|ψ(t) =〉 e−iHt |ψ0〉 (6.45)
where |ψ0〉 is the eigen state of the initial Hamiltonian H0. i.e.
H0 |ψ0〉 = E0 |ψ0〉 (6.46)
. We have
|ψ(t)〉 = e−it(H0+HI) |ψ0〉
= e(−itE0)e(−iκt)Q+−(−it)
∗Q− |ψ0〉 (6.47)
. If |ψ0〉 is the lowest weight state of the dynamical algebra then up to a phase factor
one can write as
|ψ(t)〉 = |β〉
= U(β) |0〉
= eβQ+−β
∗Q− |0〉 (6.48)
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where β = −iκt . Which upto a normalization factor can be seen to be the Perelomov
type state given in chapter 5.
6.3 Superintegrable Systems
Superintegrable systems in N dimensions have more than N independent classical con-
stants of motion, while maximally superintegrable systems in N dimensions have 2N−1
independent classical constants of motion, N of which are in involution. Mathemati-
cally, for a super integrable system, not only are there N independent integrals of motion
{Xi, i = 1..n} in involution {Xi, Xj} = 0 , but, there exist an additional m integrals
of motion {Yj, j = 1..m} which have vanishing Poisson brackets with H but not with
each other. If m = n − 1 the system is superintegrable. Another interesting fact about
superintegrable systems is that they are separable two or more co-ordinate systems. The
concepts of complete integrability and superintegrability have their analogue in quantum
mechanics. In quantum mechanics , the Poisson brackets are replaced by commutators
and a superintegrable quantum mechanical system is described by m+n quantum observ-
ables. These additional constants of motion introduce additional degeneracies in their
quantum mechanical versions, which are known as accidental degeneracies. Often , for
such systems the spectra are not linear , but quadratic or have higher orders and thus the
Casimir operator is taken as a Hamiltonian and the advantages of using Lie algebras as a
dynamical symmetries are lost. To use the dynamical symmetry properties effectively, it
is necessary to extend the Lie algebra to polynomial algebras in which the Hamiltonian is
one of the diagonal generators. In this way, one can relate the degree of degeneracy to the
dimensions of the representation and find out how the additional symmetry generators
transform one degenerate eigenstate to another. For this it is useful also that additional
symmetry generators close on a finite algebra, which in most cases is a quadratic algebra.
Chapter 6. Applications of.... 112
In the construction of cubic algebras from products of SU(1,1) and SU(2) generators,
we find that, the algebra closes on a cubic algebra only when we impose an extra con-
straint (corresponding to an additional invariant) of the system. Thus, the cubic algebra
dynamical symmetry is present only for systems which do have additional accidental
degeneracy and thus this is related to the classical concept of superintegrability. As an
illustrative example of the application of these algebras we consider the two dimensional
singular oscillator which has 4 quadratic constants of motion. We show that a cubic
algebra is the symmetry algebra of this system and that we can construct the additional
invariants from a combination of generators of the cubic algebra which among themselves
satisfy a quadratic Hahn algebra. We also construct the spectrum generating algebra of
this system.
We consider the two dimensional singular oscillator with the Hamiltonian H is given
by
H = −1/2(δ2x + δ2y) +
w2
2
(x2 + y2) +
µ1
x2
+
µ2
y2
. (6.49)
For simplicity we take the case m = ω = h = 1
This constitutes one of the four quantum (and also classical) Hamiltonians charac-
terized by 2 integrals of motion quadratic in momenta other then H. This is thus a
maximally super integrable system. We show that its symmetry algebra is a cubic alge-
bra and that we can construct the invariants from a combination of the generators of the
cubic algebra, hence we know how the degenerate eigenstates transform under the action
of the symmetry operators.
Using the creation and annihilation operators corresponding to the two individual
oscillators we have:
H = a†1a1 + 1/2 +
2µ1
a1 + a
†
1)
2
+ a†2a2 + 1/2 +
2µ2
a2 + a
†
2)
2
(6.50)
= H1 +H2
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One can associate a cubic algebra by defining
L+ = 1/2((a
†
1)
2 − 2µ1
(a1 + a
†
1)
2
(6.51)
L− = 1/2((a1)2 − 2µ1
(a1 + a
†
1)
2
L0 = H1/2
M+ = 1/2((a
†
2)
2 − 2µ2
(a2 + a
†
2)
2
M− = 1/2((a2)2 − 2µ2
(a2 + a
†
2)
2
M0 = H2/2
.
L and M satisfy the SU(1, 1) algebra
[L±, L0] = ±L±, [L+, L−] = −2L0 (6.52)
Now consider the operators
C+ = L+M− (6.53)
C− = L−M+
C0 = 1/2(L0 −M0)
K = = 1/2(L0 +M0)
They close to give the cubic algebra
[C+, C−] = −4C30 + (4K2 − 3/2 + µ1 + µ2)C0 + (µ2 − µ− 1)K (6.54)
Where the Bargmann index k1 and k2 are given by
k1 =
1±
√
1/4 + µ1
2
, k2 =
1±
√
1/4 + µ2
2
(6.55)
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Note that k = H/4, the total Hamiltonian.
One can generate a quadratic algebra from the above cubic algebra . The generators
of the quadratic algebra is given by
Q1 =
C+ + C−
2
+ C20 (6.56)
Q2 = C0
Q3 =
C− − C+
2
[Q1, Q2] = Q3 (6.57)
[Q2, Q3] = −Q1 +Q22
[Q3, Q1] = [Q2, Q1]+ + (3/4− (µ1 + µ2)/2− 2K2)Q2 + (µ2 − µ1)/2K
The operators Q1, Q2andQ3 are the additional invariants of the system beside the
Hamiltonian. This is called the Hahn algebra ( or often the quadratic Askey -Wilson
algebra)
To see that these indeed correspond to the additional invariants of the system we
write Q1, Q2, Q3 in co-ordinate space representations.
Q2 = H1 −H2 = (6.58)
= −1/2(δ2x) +
w2
2
(x2) +
µ1
x2
+ 1/2(δ2y)−
w2
2
(y2)− µ2
y2
Which is the quantum symmetric version of the traditional classical constant
A = p2x + ω
2x2 +
µ1
x2
(6.59)
Since K is a commuting generator we can subtract from above multiples of K to get the
conventional conserved quantities corresponding to the two dimensional singular oscilla-
tor, and in fact A = Q2 −K
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Q1 = (xpy − ypx)2 + r2
(
µ1
x2
+
µ2
y2
)
+K2 (6.60)
Which again is the quantum symmetric version of the classical constant of motion
B = (xpy − ypx)2 + r2
(
µ1
x2
+
µ2
y2
)
(6.61)
For the singular oscillator these Q′s satisfy the quadratic algebra.
Since for most quantum systems the structure of the symmetry algebra is fairly easy
to identify, it becomes a simple matter to construct the invariants of systems with a
polynomial algebra symmetry. The problem on the classical level is much more difficult
and many papers have been devoted to the search for these invariants [13].
This quadratic Hahn algebra structure has the interesting property that the overlap
functions between the eigenstates of Q1 and Q2 can be expressed in terms of the Hahn
polynomials [12] . Since Q2 is diagonal in the polar co-ordinate system and Q1 is diagonal
in the elliptical co-ordinate system we obtain an overlap between the wave functions in
the polar and elliptical co-ordinate system in terms of the Hahn polynomial.
6.4 Dynamical symmetry and coherent states of the two body Calogero
model
The Calogero model represents the interaction of N particles in a line by a Harmonic and
inverse square potential. It has become a paradigm for integrable models in Physics and
In the last decade a large volume of literature has been devoted to it. For references see
[14]. The dynamical algebra of this model as an Sn extended Heisenberg Algebra has been
studied. A cubic polynomial symmetry as an invariance algebra of the Two body Calogero
sutherland model has already been established [15], here the generators of the cubic
algebra commute with the Hamiltonian. We show another cubic polynomial symmetry
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of the two body Calogero model in which the Hamiltonian is one of the generators of the
algebra and thus this is the dynamical symmetry of the two- body Calogero model and
the generators are ladder operators that take one energy level to another. We study the
Applications of Polynomial algebra to this model.
The Hamiltonian for the two body Calogero Sutherland model is given by
Hc =
1
2
2∑
i=1
(
∂2
∂x2
+ ω2x2i +
∑
j<i
λ(λ− 1)
(xi − xj)2 (6.62)
This Hamiltonian has been shown to be factorized by defining the creation and anni-
hilation operators,
a†i =
1√
2
(−Di + ωxi)
ai =
1√
2
(Di + ωxi) (6.63)
Where Di is the Dunkel derivative
Di =
∂
∂x
+ λ
∑
i 6=j
1
(xi − xj)(1− σij) (6.64)
and σij ,is the exchange operator which satisfies the following relations
σijxj = xi σij , σij = σji, (σij)
2 = 1, (6.65)
and generates the symmetry group SN . In terms of the ai and a
†
i
H =
1
2
2∑
i=1
[a†i , ai]+ (6.66)
In the centre of mass coordinates defined by
yi = Mijxj , (6.67)
Mij =
1√
2

 −1 1
1 1

 (6.68)
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the corresponding creation and annihilation operators are given by
A˜i =Mijaj , A˜
†
i = Mija
†
j (6.69)
they satisfy the algebra
[
A1, A
†
1
]
= 1 + 2λσ
[
A2, A
†
2
]
= 1 (6.70)[
A1, A
†
2
]
= 0
[
A2, A
†
1
]
= 0
[A1, A2] = 0
[
A†1, A
†
2
]
= 0
But one can get two Bosonic algebra by redefining
A1 =
A˜1√
1 + 2λσ
A†1 =
A˜†1√
1 + 2λσ
A2 = A˜2, A
†
2 = A˜
† (6.71)
The Hamiltonian in terms of the Ais are given by
H =
1
2
(
[A1, A
†
1]+(1 + 2λσ) + [A2, A
†
2]+
)
(6.72)
Now consider the operators
C0 =
1
2
(A†1A1 − A†2A2)
C+ =
1
2
(A†1A2)
2
C− =
1
2
(A†2A1)
2
J =
1
2
(A†1A1 + A
†
2A2) (6.73)
The Hamiltonian in terms of the operator can written as
H = (2λσ)C0 + (1 + λσ)(2J + 1) (6.74)
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The operator C+, C−, C0and J satisfying the algebra
[C0, C±] = C±
[C+, C−] = −2C30 + (2C(J)− 1)C0 (6.75)
.
This is significantly different from the algebra generated in reference [15], as the
Hamiltonian is one of the generators. Here, C(J)=J(J+1) is the Casimir of the underlying
SU(2) algebra. An interesting feature of the above algebra is that it has the same
structure as the cubic Higgs algebra, which was one of the first polynomial algebras to
be studied. Thus there is a similarity in the symmetry structure of the Calogero system
and the Coulomb system on curved space.
Note that the above algebra has a one mode SU(2) realization, given by
C0 = J0
C+ =
1
2
J2+
C− =
1
2
J2− (6.76)
In this case the unitary irreducible space will be the SU(2) even states, |j, 2m >. Ex-
plicitly the representation is given by
C+|j,m > = [(j −m)(j +m+ 1)(j − 1−m)(j + 2 +m)]1/2|j,m+ 2 >
C−|j,m > = [(j +m)(j −m+ 1)(j − 1 +m)(j + 2−m)]1/2|j,m− 2 >
C0|j,m > = m|j,m > (6.77)
. Since we can map the above algebra to a SU(2) algebra [14] , using the algorithm given
in the previous chapter, the coherent states in this representation are given by
|β > = NeβC+ |j,−j >
= N
∑
n
(16β)n
n!
[
( j
2
+ 1)n(
j+1
2
)n
(j + 1)−n(j + 12)−n
]1/2
|j,−j + 2m > . (6.78)
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. As in the previous cases one can find by inverse Mellin transform the resolution of the
identity in polar coordinates where the measure σ(r2) is given by
1
π
σ(r2) = Γ(−j − 1)Γ(−j − 1
2
),Γ(
j
2
)Γ(
j − 1
2
)G0,24,0
[
−(4r)2| − j − 1,−j − 1
2
,
j
2
,
j − 1
2
]
(6.79)
Like the two dimensional singular oscillator , one can also find a quadratic algebra
structure in the Calogero model by defining the operators
Q1 =
C+ + C−
2
+ gC20 (6.80)
Q2 = C0
Q3 =
C− − C+
2
where g = (2C(J)−1
4
)
1
2 . These satisfy the quadratic algebra
[Q1, Q2] = Q3 (6.81)
[Q2, Q3] = −Q1 + gQ22
[Q3, Q1] = g[Q2, Q1]+ +Q2.
This again is a special case of the quadratic Askey Wilson algebra or the Hahn algebra.
6.5 Algebraic coherent states of polynomial algebras and related quasi-
exactly solvable models
Some time ago, it was shown by Shifman [16], Turbiner [17] and others that if a Hamil-
tonian H”G” can be expressed as the polynomial combination of the generators of a Lie
algebra , whose representations are known, then by using 6.82 and 6.83 one can find the
potential, which are solvable. If the Lie algebra has only finite dimensional representa-
tions, in particular SU(2), then the corresponding potentials not completely solvable but
partially solvable. They are known as quasi exactly solvable systems in literature. The
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details of the method can be find in [16]. We have seen in chapter 2 and chapter 3 that
for the polynomial algebra, the generators themselves products of Lie algebra generators
and possess finite and infinite dimensional representations. So one can use LINEAR
COMBINATIONS of polynomial algebra generators to construct quasi exactly solvable
systems and polynomial combinations of polynomial algebra generators to construct new
quasi exactly solvable systems going beyond second order systems .
The construction of QES systems in the context of Polynomial algebras, reduces the
arbitrariness involved in the above construction because the known QES systems appear
as algebraic coherent states. Newer exactly QES systems can also be constructed in this
approach. Thus it is useful to show the method of construction of algebraic coherent
states of polynomial algebras. Many examples can be worked out with all the 4 cases of
quadratic algebras we have presented and the 10 cases of cubic algebra. Listing of all
possible QES systems we can construct would entail another thesis, hence we demonstrate
the method with an example.
First we briefly describe the method of Shifman. Given a Hamiltonian HG which is
a polynomial combination of Lie algebra generators ,using the differential representation
of the generators (upto second order derivatives )it can be brought to the form
H”G” = −1
2
d2
dx2
+ A(x)
d
dx
+∆V, (6.82)
where
∆V = V (x) +
1
2
dA
dx
− 1
2
A2 (6.83)
H”G” can be written as
H”G” = −1
2
(
d
dx
− A(x)
)2
+ V (x)
(6.84)
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. Then an imaginary phase transformation,
Ψ = Ψ˜e−a(x), (6.85)
with a(x) =
∫
A(x)dx will bring the Hamiltonian to the form,
H = −1
2
d2
dx2
+ V (x). (6.86)
.
Now we go on to how the algebraic coherent states of cubic algebras can be used to
construct QES models. The algebraic coherent state was first defined for the SU(1, 1)
algebra by Trifonov [10]. They are defined as the eigen state of the linear operator
uK− + vK+ + wK0, where K0, K+ and K− are the generators of the SU(1, 1) algebra.
The constants u, v and w are complex in general. For SU(1, 1), the algebraic coherent
states(ACS) are given by
(uK− + vK+ + wK3)|ψ〉 = β|β, u, v, w〉, (6.87)
By using the differential representation of SU(1,1) (BG representation) the eigenvalue
equation becomes a second order linear differential equation for analytical functions φ(z)
of growth (1, 1), where φz(z; u, v, w) = 〈k; z∗|z; u, v, w; k〉 can be found exactly and turns
out to be the confluent hypergeometric function [10].
The case u=0,v=0 gives the Barut Girardello states and we can recover the Perelomov
CS as a subset of |β, u, v, w = 0; k〉: if we put
w = 0, and β = −k√−uv (6.88)
in |β, u, v, w; k〉 then we get the CS |τ ; k〉, τ =
√
−v/u. At w = 0 the conditions are
reduced to |v/u| < 1 so that the whole family of Perelomov CS is recovered by the ACS
|β, u, v, w = 0; k〉 ≡ |β, u, v; k〉.
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As our demonstrative case,we will extend this construction to the three dimensional
polynomial algebras with cubic algebras as a special case. Consider the cubic algebra of
case C+(11) of chapter 3. For the cubic algebra the algebraic coherent states are given
by
(uC− + vC+ + wC0)|ψ〉 = β|ψ〉. (6.89)
By using the differential representation for the case C+(11, 11) cubic algebra, the
above equation becomes,
uµ(z
d2
dz2
+ 2k1
d
dz
)ψ(z, β) + vµz(z
d
dz
− 2k − k2)(z d
dz
− 2k + k2 + 1)ψ(z, β)
+w(z
d
dz
+ k − k1)ψ(z, β) = βψ(z, β) (6.90)
This equation is of the form
Hψ(z, E) = −1
2
P2(z)
d2
dz2
ψ(z, E) + P1(z)
d
dz
ψ(z, β) + P0(z)ψ(z, E) = Eψ(z, E), (6.91)
Where P2(z) = −2(uz+vz3), P1(z) = 2vz2(2k+k2−1)+2uk1+wz), P0(z) = −vz((2k+
k2)(2k − 2k2 − 1) + w(k − k1)
This can be reduced to a Schro¨dinger type form by a method of gauge transformation
developed by Shifman in the context of quasi-exactly solvable system[16]. Returning to
the Hamiltonian given in equation (6.91), we find that for general u,v and w solution
is difficult (it can be done in terms of elliptic functions) to solve, but, for special cases,
we can explicitly solve the equations in a simple fashion to get exactly solvable quantum
mechanical systems for which the potential takes on a simple forms, these are the cases
when either u=0,v=0 or w=0. Furthermore, the algebraic coherent states can be used
to get the exact eigenfunctions for these systems. For v = 0 we have
(uz)
d2
dz2
ψ(z, β) + (+2uk1 + wz)
d
dz
ψ(z, β) + (+w(k1 − k))ψ(z, β) = βψ(z, β) (6.92)
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whose solution is
ψ(
1
z
, β) = Ne
c
zM(a(β), b,
c1β
z
) (6.93)
a = (k1 − k) + β
w
, b = 2k1,
c = − w
2u
, c1 =
w
u
. (6.94)
With E = β this is a solution to the equation Hψ(E, z) = Eψ(E, z) with
H = −1
2
P2(z)
d2
dz2
+ P1(z)
d
dz
+ P0(z) (6.95)
Where P2(z) = −2(uz), P1(z) = +2uk1 + wz), P0(z) = +w(−k + k1).
The above operator can be transformed into a H”G” type operator given by,
H”G” = −1
2
d2
dx2
+ (
wx
2
+ (
1
2
− 2k1) 1
x
)
d
dx
+ (k1 − k)w (6.96)
The gauge potential can be identified as
A(x) =
wx
2
+ (
1
2
− 2k1) 1
x
(6.97)
The imaginary phase factor is given by
a(x) =
∫
dxA(x)
= (
1
2
− 2k1)lnx+ wx
2
2
(6.98)
The solution of the eigen value equation
Hψ(x, E) = Eψ(x, E) (6.99)
can be constructed from the algebraic coherent state and the ”gauge transformation”to
be
ψ(
1
z
, β) = Nx(2k1−
1
2
)M(k1 − k + E
w
, 2k1,
−wx2
2
) (6.100)
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The potential for which the algebraic coherent state is eigen state is given by
V (x) = wk +
w2x2
8
+
4k21 − 14
2x2
(6.101)
which is a singular oscillator.
This potential belongs to the categories of potentials constructed by Shifman by using
combinations of SU(2) generators. What we have shown is that it can be constructed
in a natural fashion by using the algebraic coherent states of the cubic algebra. If we
apply the same procedure using the algebraic coherent states of the quadratic algebra
then one can find QES potentials which are not in the list given in Shifmans list as the
quadratic algebra generators are not products of SU(2) or SU(1,1) generators but that
of a Heisenberg algebra and SU(2) or SU(1,1) algebra.
A plethora of potentials can be obtained from the algebraic coherent states of all the
cubic and quadratic algebras presented in chapter 2 and 3 algebra. A catalogue of these
would be illuminating and is the subject of our future work.
To conclude this , we have presented a number of physical systems in which the explicit
matrix ,differential representations and coherent states of quadratic and cubic algebras
find a useful application. We have not exhausted all the possibilities of applications due
to volume of their large number, but, we have demonstrated on a few representative
systems , how the rich and varied structure of these polynomial algebras can be put to
fruitful use. In the concluding chapter we will give future directions inspired by these
applications.
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Chapter 7
CONCLUSION
We conclude this thesis by briefly summarizing the work done and suggest further avenues
of investigation opened up by our preliminary study.
We have seen that polynomial algebras emerge as the dynamical symmetry , invariance
and spectrum generating algebras of many interesting physical systems . Some of these
have been discussed in the last chapter. Among these, a special position is occupied by
three dimensional polynomial algebras with a coset structure. Thus, a systematic study
and the proper classification of these algebras and their irreducible representations was
warranted. Such a comprehensive study was carried out in detail in this thesis.
The three dimensional polynomial algebras are classified as separate entities according
to their order as the quadratic algebra, cubic algebra, quartic algebra etc. The investiga-
tion of the relation of the quadratic and cubic algebras to ordinary three dimensional Lie
algebras revealed the fact that they can be constructed from the generators of the Lie
algebras subject to additional constraints required to close the algebra. This construction
is not unique but gives rise to many different classes of quadratic and cubic algebras. The
unitary irreducible representations (UIRs) of the quadratic and cubic algebras were found
by taking a product state of the representations of the corresponding Lie algebras and
putting constraints on it coming from the construction of the polynomial algebra. Such
a construction leads to both finite and infinite dimensional representations. Different
classes of the cubic algebra can also be constructed using products of a Heisenberg alge-
bra and a quadratic algebra. Differential realizations in the space of analytic functions
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follow immediately from the construction.
The similarities between our construction of quadratic algebras and the well known
Jordan Schwinger realization of the SU(2) and SU(1, 1) algebras throws some light in
the direction of generalization of our construction to higher order algebras. Such a
generalization allowed us to generate a chain of polynomial algebras starting from a Lie
algebra.
The immediate application of polynomial algebras was to construct the various coher-
ent states associated with these algebras. Since it has been observed that the polynomial
algebras appear as the dynamical symmetry algebra or the spectrum generating algebra
of many interesting physical systems, the corresponding coherent states provide tools
for studying the dynamical evolution of these systems. For the cases that admit infi-
nite dimensional UIRs, the Barut-Girardello (Lowering operator) type coherent states
are easily constructed by using the analytic representations of the algebra. However,
for finite dimensional representations we are hampered by the fact that BCH (Baker-
Campbell Hausdorff) type formulas for the polynomial algebras are highly difficult to
calculate . We are able to overcome this limitation by using a unified approach for the
construction of various types of coherent states by constructing Lie algebra generators
from the polynomial algebra in such a way that one can exploit BCH formulae available
for Lie algebras. This can be done both for the finite and infinite dimensional cases and
many applications have been given.
It has been seen that the physical systems like the two body Calogero Sutherland
model, the Dicke model of N two level atom interacting with single mode radiation field
and the anisotropic singular oscillator contain a polynomial algebraic structure which
can be mapped to the quadratic and cubic algebras that we have studied . The coherent
states of such system can easily be found. These algebras also shed new light on the
degeneracy structure of superintegrable systems and allow for a natural construction of
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additional invariants in these systems.
As with all research investigations, more questions than answers are generated at the
end of the study. The end itself is the beginning of new directions. Some generalizations
immediately come to mind. The first is to go beyond three dimensional polynomial
algebras and study higher dimensional polynomial algebras. One that would find physical
application is that arising from the polynomial extension of SU(3). This would be an
eight dimensional polynomial algebra which would contain the three dimensional algebra
as its subalgebra. Some steps in this direction have been taken by De Boers et. al.
[1] , but further investigations of the representations and physical applications will be
illuminating. Since the representations of the SU(3) algebra have been extensively used
in particle and nuclear physics, many body problems in these areas would require the
study of such algebras .
Another interesting application of these algebras is the construction of gauge theories
based on these algebras. A simple gauge theoretic investigation based on a finite W3
algebra (a quadratic algebra) has been done by Schoutens et. al. [2, 3]. The preliminary
study of these new gauge theories has been done only at the classical level. Additional
gauge couplings will be introduced because of the non-linearity inherent in these alge-
bras and this might lead to interesting one loop and quantum effects. It will also be of
interest to study the gauge theories based on a cubic algebra, in particular integrable
theories like the Chern Simons theories and self dual Yang Mills theories, since the cubic
algebra structure is intimately related to the quantum versions of classically superinte-
grable theories. For detailed studies, one would need the finite dimensional irreducible
representations of polynomial algebras given in this thesis.
An area in which these algebras have found an application which we have not pre-
sented in this thesis is supersymmetric quantum mechanics. Isospectral potentials of
the Harmonic oscillator obtained by the factorization method have ladder operators that
Chapter 7. Conclusion 129
obey a quadratic algebra [4, 5, 6]. By the same argument, potentials isopectral to a
system with SU(2) or SU(1,1) symmetry would have ladder operators that obey a higher
dimensional polynomial algebra. The investigations of these families of potentials would
require the use of the UIR’s of the cubic algebra worked out in this thesis. Furthermore,
in the supersymmetric generalization of polynomial algebras (non-linear supersymmetric
polynomial algebra) , the spectrum need not contain a boson for every fermion, giving
rise to new speculations beyond the standard model.
The list of future problems is by no means exhaustive. What we have learnt in the
process of this investigation is that we need no longer be bound to the linear concept of
symmetry. Since non-linearity is inherent in most physical systems, one has to expand the
tools by which we exploit the symmetry of a system to encompass non-linear symmetries.
Although many complicated non-linear structures have now been studied, the polynomial
algebra is one of the simplest non-linear extensions of the Lie algebra. Yet, albeit its
simplicity, it still yields a plethora of new structures and simplifies the study of a large
class of physical phenomena. We hope that our study will prove useful in providing the
tools for more extensive studies.
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