Widespread use of mobile robots can only be achieved when frameworks that enable speci cation, design and implementation of systems are available. These frameworks must provide a level of abstraction that enables use of the same methods for di erent tasks missions to facilitate fast prototyping and design at low c o s t . In this paper a Task Description Language TDL for task speci cation is outlined. The tasks are speci ed as network of processes. The processes are described in terms of nite state machines FSM and their composition is achieved via set of composition operators, common to many process algebra models. From the obtained description of the task a Discrete Event Systems supervisory controller can be synthesized. To demonstrate that such an approach is a suitable basis for description of robot tasks a set of experiments with two di erent platforms situated in two di erent laboratories is described. The elementary processes necessary to carry out these experiments are presented. Obtained results are reported for three di erent experiments. The results demonstrate that the presented framework has the required characteristics.
Introduction
In a large number of application domains it is apparent that autonomous mobile agents might be of considerable utility; examples include intelligent delivery agents, assistance to disabld, exploration and map generation for environmental cleanup, etc. So far only a very limited number of systems has been put into real-world operation. Today the ability to handle rich r e a l world environments is almost impossible, and there is consequently a need for engineering of the environment. It has been envisaged that use of purposive sensing to a certain degree might circumvent this problem. Another problem has been the lack of suitable frameworks for speci cation, design and control of autonomous mobile agents.
Empirical work has demonstrated that the traditional recovery based paradigm which has dominated perception, and vision in particular, is not robust or intractable for many real-world problems 2 . This has led to design of behavior based systems, where a set of perception-action modules is combined to provide the functionality needed for a given application. Examples of such systems have been reported by a n umber of researchers 3, 6, 16, 5 . The successful systems reported in the literature are, however, all characterized by use of a small number of behaviors, and a high degree of tailoring to the task at hand. It is consequently not obvious how this approach will scale to realistic industrial applications. In spite of the claims that the behavior based approach becomes intractable for large scale problems 15 and therefore unsuitable as a model of general purpose intelligent a g e n ts, by adopting this approach incremental progress has been achieved and several robustly working systems have been developed. One of the major criticisms against the behavior-based approach has been the lack of facilities for explicit system level control and planning.
In this paper a methodology for speci cation and analysis of behavior based systems is presented Section 2, and it is outlined how this methodology may be used for expressing plans in the context of such systems. The methodology is based on the use of abstraction and explicit composition rules for combination of di erent elementary behaviors. It is further demonstrated how s u c h an abstraction may be compiled converted i n to a set of nite state machines, that enable use of traditional control methods in a run-time system. The expressiveness of the framework is shown on examples of tasks for a n a vigation delivery agent Section 3. To demonstrate the potential of the approach a set of experiments is outlined Section 4. These experiments has been carried out on two di erent platforms in two d i e r e n t laboratories, to justify that the methodology has a su cient l e v el of abstraction to enable a description of`general' behaviors rather than embodied ones. At t h e e n d o f the paper the consequences of such a representation are discussed.
A F ramework for Description of Behavior
Based Systems
Basic System Components
Before de ning a framework for description of the behavior of a complex system one has to settle clearly on what are the elementary components of such a framework. In the case of autonomous mobile agents we can clearly partition these into the following categories:
Action Component With each actuator of the mobile agent w e associate a set of elementary motion strategies, which can be parameterized based on the task to be accomplished.
Perception Component With each sensor we associate a set of strategies for acquisition and processing of sensory data. In case of visual behaviors, these strategies correspond to various purposive visual routines needed for a variety o f t a s k s .
Computation Component This category comprises computational procedures that does not directly rely on or in uence the perception and action components. Most of the procedures in the category can be executed both o ine and online. To this category belongs, for example, global path planning and human-computer interfaces. For the modeling purposes each e l e m e n tary strategy or computation is represented as a process 1 and has a nite state machine model FSM associated with it. The transitions between the states of the FSM model are modeled by e v ents, capturing clearly initiation, termination, interruption or change of the global variables of the elementary strategy. The global variables or more speci cally predicates on them play an important role in our framework, expressing the goals the robot should achieve, maintain or prevent from happening. The set of nal states of elementary strategies is partitioned into a set of successful and unsuccessful states. Communication between two processes running in parallel is modeled via shared events. If the two processes share an event a communication link between them is established.
Composition of Elementary Processes
To a c hieve tasks it is necessary to combine the processes outlined above i n to complete systems. To ensure generality in the design of such systems, a programming type of framework is needed. A basic characteristic of a programming scripting facility is the ability t o c o m bine basic operations into more 'complex' ones. In the domain of intelligent a g e n ts the basic operations comprise elementary strategies and their composition is achieved using composition operators.
The operators common to almost any process model capture the temporal and structural dependencies between the processes. As we m e n tioned earlier, since the types of behaviors which n e e d t o b e i n voked depend on the task to be accomplished, we adopt the notion of task representation as a n e t work of processes. The idea of representing tasks as networks of processes has originally been proposed by 10 . Lyons proposed the RS Robot Schema model, where both plans and the world were modeled as networks of processes. The semantics of the composition operators was modeled in terms of port automata. We propose, from an RS-like speci cation of the task, how one can synthesize a nite state machine supervisor which serves as a discrete event controller for the task. The brief description of the composition operators, their semantics in terms of nite state machines and some examples follow. For more details see 8, 9 . Sequential composition P = R ; S. Process P behaves like R until R terminates and then behaves like S. P terminates when S terminates and has the same termination status as S.
Parallel composition P = R k S. Process P behaves like R and S running in parallel. P terminates with the termination and status of the last terminated process Conditional composition P = R v : Sv. Process P behaves like R until R terminates successfully computing v which is then used to initialize process S 3 . I f R fails the composition fails. 2 The composition of parallel processes requires synchronization of the processes in terms of shared events. The exact formulation of this is described in 9 . 3 The variable v is a global variable. In our case it is always a global variable, that may be accessed by m ultiple processes. Global variables are not explicitly modeled in Disabling composition P = R S . Disabling composition is similar to parallel but if one of the processes terminates the other process is terminated as well. P has the same termination status as the process that caused the termination of the composition i.e., the process that nished rst. Elementary strategies are modeled in terms of FSM's and their composition operators are de ned in the following manner 4 . our framework at this moment; but can be passed as parameters or returned as values by individual processes. 4 Throughout the paper the strategies are identi ed by name in capital italics e.g.
GoTo. In the nite state machine description lower case italics are used to denote events.
Lower case italics are also used to denote variables representing both the values returned by the strategy upon completion and the values passed to the strategy as parameters. Sequential composition: P = R ; S. Sequential composition of processes R and S, i s a c hieved by connecting the nal states of process R with the initial state of the process S through an -transition. The sequential composition of the two processes is depicted in Figure 1 . An example of the sequential composition could be: GoTo A goal 1 ; GoTo A goal 2 where goal i is x; y position in a global reference frame. The GoTo i goal j is an elementary control strategy of the mobile base which speci es for the agent i to reach goal j . In the composition above e v en if the rst process terminates unsuccessfully the second process is still initiated and goal 2 can be reached.
Conditional composition: P = R v : Sv. The conditional composition is formed by joining the successful nal states of process R and the initial state of the process S via -transitions. A graphical representation of the conditional composition of two processes is shown in Figure 2 .
The notion of conditional composition resembles the notion of precondition as often used in the traditional AI planning. One possible way o f i n ter-preting the conditional composition is that the rst argument is a process which monitors certain condition to be true. This condition can be viewed as a precondition of the second process. Once the condition is achieved the rst process terminates and the second process is initiated. An example of such a composition could be:
Locate landmark : Servolandmark A robot, upon recognizing the landmark, heads towards it. In this case Servolandmark is with respect to the environment a closed-loop strategy, since the landmark is beeing monitored throughout the process.
Parallel composition: P = R k S. P arallel composition is formed as a synchronous product 5 of participating FSM's. An example specifying that the two mobile agents A and B should explore the environment in parallel can be expressed in the following way:
Another example demonstrating the concept of parallel composition of two elementary strategies is GoTo k Detect, corresponds to the task of reaching the desired goal while avoiding obstacles and is shown in Figure 3 .
Disabling composition: P = R S . The disabling composition is modeled as a synchronous product of the participating FSM's. Prior to forming this synchronous product, all terminal events are relabeled to a common label to ensure synchronization and preemption of other running process. This common event then becomes the shared event b e t ween the processes and causes all participating processes to terminate when one of them terminates. An example of two mobile agents following one another can be expressed as:
GoTo A goal 1 Follow B agent A If any on the agents terminates the other agent is terminated. Disabling composition of these two elementary strategies is depicted in Figure 4 . is formed as a synchronous product of their nite state machines after a relabeling of the events which go to the nal state. In this case the processes share an events intr and succ. Sv is created. This means that R is asynchronously initiating instances of S. For more examples see 8 . The fact that this composition operator creates multiple copies of process S brings some subtleties to the pictorial representation of the nite state machine composition.
Composition of Tasks
In the examples in the previous paragraph the arguments of the composition operators were both the elementary and composite processes. Since more complicated tasks require invocation of more than one elementary strategy, the model of the desired behavior in terms of a nite state machine is obtained by traversing a parse tree obtained from the expression in the task speci cation language. The nodes of the parse tree are the composition operators and the leaves are the elementary strategies. An example of a parse tree 1 for the task of two mobile agents marching together cooperatively to a given destination goal is shown in Figure 6 6 . The task speci cation for this task is:
GoTo A goal Detect A GoTo B goal Detect B : From the nite state machine description of the task, we can directly obtain a nite state supervisory controller as de ned in the Supervisory Control Theory of Discrete Event Systems see 14 for a concise introduction to the subject. For a more precise description of the composition operators and the synthesis of the supervisory controller see 8 .
Elementary Behaviors
To demonstrate the utility of the proposed methodology for robotics tasks, the domain of an intelligent d e l i v ery agent" has been chosen. The choice is mainly motivated by a large variety of tasks that may be modeled as a delivery task. The scenario used in experiments is an indoors laboratory environment where the robot is required to perform both navigation within a room, with obstacle avoidance, as well as movement b e t ween rooms.
Macro Behaviors
For this domain a set of macro" level behaviors is used. A more detailed description of these behaviors is outlined below.
Bumper The Bumper behavior is a low l e v el process which is responsible for stopping the robot if it comes too close to an object in the environment. The bumper is implemented either as a physical bumper connected to an electronic switch o r a s a l o w-level sonar loop that detects objects close to the platform. Once activated, the Bumper behavior continuously monitors either the switch or the sonar readings. Once the`collision' is detected it generates a`collision' event and terminates.
GoTogoal;obstacles The GoTo behavior is a process strategy that brings the platform to a pre-speci ed con guration. The movement from the present con guration to the goal is currently based on the feedback c o ntrol law derived from an arti cial potential function, but other methods might also be used. The strategy is used for navigation within a single room. Once the strategy is invoked the control law repeatedly computes the commands to the mobile base actuators. Once the goal con guration is reached the strategy terminates successfully. The process takes as parameter information about obstacles in the vicinity o f t h e r o b o t , s o i f i t i s i n voked in parallel with the obstacle detection process, it successfully avoids obstacles. The information about obstacles c a n a l s o b e p r o vided from the outside by a n y other process if necessary e.g., a global model of the world. The strategy terminates unsuccessfully, if the nal goal is in an obstacle region or if the platform fails mechanically.
Detectobst The Detect behavior is responsible for detection of obstacles on the path the robot is currently traversing. This process produces aǹ obstacle' event if an obstacle is detected. The behavior is either based on vision or sonar information.
Servolandmark This behavior does servoing on a landmark, to bring the platform to a speci ed con guration with respect to the landmark. Landmarks are de ned to have a 2 D or 3D structure. In the present system only information about 'doorways' a 2D structure has provided. For this landmark the robot is required to position itself centered and perpendicular to the landmark, before it tries to approach t h e landmark. Initially the robot is controlled to be positioned centered on the landmark, and then the motion strategy is to drive directly towards the landmark. The process will generate a`door-completed' event when servoing terminates. The event description includes a speci cation of the robots present position. Plangoal 0 ; :::; goal n Path planning, being a part of the computation component of the system, is used for introduction of deliberation into the behavior based architecture. The process is activated when a long-term plan in our case we will restrict ourselves to path planning of intermediate goals is required. The process procedure terminates with à path-available' or`not-accessible' event depending of the availability of a path to the goal location and returns the path to be followed by the mobile base.
Localizex;y; This behavior is a periodic process that is activated for self-localization of the platform with respect to the environment. The process generates a`robot-re-initialized' or`unable-to-localize' event upon completion, depending on the ability to localize the robot with respect to the landmark in the environment. Init This behavior is used for startup and self-calibration of the system. The process generates a 'robot-active' or`robot-failure' event depending on the success of the initialization process.
Handling of errors and uncertainty
It is well known that the sensory system does not provide reliable readings, which causes problems in terms of interpretation and control. The set of behaviors outlined in section 3.1 is at a level of abstraction where the majority of uncertainty handling is internal to each of the behaviors. For example for the Servodoor strategy the servoing is based on a PID controller where the sensor noise is modeled explicitly as part of the controller design. Another type of robustness comes from the fact that for most of the tasks the elementary motion strategies are invoked in parallel with sensory strategies closing the loop with the environment. That way the unexpected deviations due to the unforeseen events, can be accommodated by the low-level controllers while executing the task. For example the Detect behavior encounters an obstacle in the robot's path, it will update the obstacles parameters of the GoTo behavior using using the obst event. The Detect behavior can be robustly tuned up calibrated for a variety of oors and lighting conditions. There is consequently no need for explicit modeling of random noise at this level of system description. In addition to that each e l e m e n tary strategy has a set of predicates associated with unsuccessful termination, therefore certain types of errors due to uncertainties or unexpected dynamic interactions can be detected and particular error recovery routines invoked. An example of this is the tracking task, where when the target is lost the LookFor behavior is reinitiated.
Experiments
We v eri ed the suitability of the framework for modeling the operation of a platform in delivery tasks. It is important to note that the framework itself has the full power of a programming language that is able to express arbitrary logical and temporal dependencies between individual processes. The types of tasks which can be reliably executed then depend on the types of available elementary motor and perceptual strategies. While the motor strategies are determined by t h e p h ysical characteristics of the agent i.e. degrees of freedom, the perceptual strategies are for now c hosen purposively depending on the task at hand.
A set of experiments has been designed, which exploit the elementary behaviors outlined in the previous section. Two di erent scenarios are used for the experiments. The rst scenario includes navigation within a single room. The robot is supposed to go from the initial location to a desired goal location, while avoiding obstacles. Intermediate points along the path are not speci ed.
Description of system controllers behaviors
The functionality of the robots may be described by the composition Agent := Init; Bumper P lan goal ; GoTogoal Detect
Similarly, for the navigation task which includes several rooms a specication as shown below m a y be used Agent := Init; Bumper P lan goal i ; d o o r i :; GoT ogoal i ; Servodoor i D e t e c t
Outline of bases
Experiments involving two di erent platforms in two di erent laboratories GRASP Laboratory, University o f P ennsylvania and Laboratory of Image Analysis, Aalborg University have been conducted. The rst platform is a TRC Labmate with a half circular array of ultrasonic sensors, stereo pair of cameras tilted with respect to the horizontal plane, and structured light sensor. The robot is controlled by a PC-based vehicle controller that is connected to a on-board SPARC station where most of the processing of sensory data takes place. The detailed description of the experimental platform can be found in 8 .
The other platform is a RoboSoft Robuter 20, equipped with an array of 24 ultrasonic sensors and a binocular camera head. The robot has three on-board Motorola computers two running the real-time operating system OS 9 and one running UNIX V. The robot is described in detail in 12 .
The behaviors outlined in section 3.1 have been implemented on both platforms. Presently the Servodoor behavior has only been implemented on the Robuter. Thus, experiments involving room to room navigation has only been tested on that platform.
The Experiments
To e v aluate the performance of the robot systems a set of experiments has been de ned:
1. Go from A to B in the same room without meeting obstacles 2. Go from A to B in the same room while avoiding obstacles 3. Go from A to B where start and goal points are in di erent r o o m s .
The rst experiment is primarily carried out to verify that basic navigational capabilities can be performed.
In the second set of experiments the obstacles are introduced into the workspace obstructing the path towards the speci ed goal. This experiment includes the case where the goal position is occupied by another object, so it is impossible for the robot to succeed.
In the third set of experiments the robot is required to perform the same actions as in second set of experiments, but in addition the robot is required to plan a path with intermediate goals to traverse the passage between different rooms which requires activation of the door servoing behavior.
Due to space limitations it is not possible to report the results from all of the above experiments in any detail. The results from a few test examples will, however, be presented.
In Figure 7 the basic layout of the environment for the TRC Labmate experiments is shown. The robot has no a priori information about the environment, so all the object elevated above the ground plane are considered to be obstacles. The desired goal is speci ed in the area on the other side of the laboratory behind the desks. The TRC Labmate was used for the experiment series 1 and 2. In Figure 9 the results from the series 2 experiment are shown. It is evident h o w t h e GoTo and the Detect behaviors interact with each other to arrive a t t h e goal position. The obstacles detected by Detect are superimposed on the original layout of the environment, where the center of each g r i d c e l l i n t h e common eld of view of the stereo pair, mapped to the ground plane is marked by a cross. In this particular setup it appears as though the robot is running into objects obstacles. In reality the robot successfully avoids these objects, but due to the discrepancy between the real position of the robot and the expected one, the recorded trajectories and obstacles are not superimposed correctly to the global coordinate system. This error is due to the fact that the present setup does not contain facilities for self localization of the platform. Through out the experiment the control system relies entirely on the odometric readings which given slippage is not a very reliable measure.
The result from another experiment i s s h o wn in Figure 10 . Again the interaction between the di erent behaviors is obvious. In both cases it is worth noting the narrow eld of view of the obstacle detection process. Finally the TRC platform was given an exploration command i.e. the GoTo strategy was invoked without any speci c goal directing the platform to move i n t h e direction of the current heading to explore the free space. The results are shown in Figure 11 .
Similar experiments have been carried out with the Robuter platform. Some of the results have already been presented, see 13 for details. To demonstrate the full set of behaviors the third series of experiments were carried out with this platform.
To give an impression of the complexity o f t h e e n vironment the layout of the laboratory is shown in Figure 12 .
The result from one of the experiments is shown in Figure 13 . In this particular case the robot is required to move from the back o f r o o m D 1 -105 to the hallway. This implies that it has to go to the other side of the room, and then traverse through the door to arrive in the hallway. I t i s h e r e seen how t h e GoTo and the Detect behaviors interact to enable avoidance of obstacles. Once the doorway is expected to be in sight t h e GoTo behavior is exchanged with the Servodoor serving behavior to enable detection and negotiation of the doorway. It appears as though the robot is running very close to the frame of the doorway, this is due to use of odometric information for plotting of the path. In reality the robot passes through the middle of the doorway.
To determine the robustness of the developed systems, a long series of experiments has been carried out in total more than 100 experiments were conducted. An average of 45-50 success was obtained with both systems. The primary cause for mission failures is inadequate modeling of structures in the environment i.e., something looking like a door is mistakenly taken to be a doorway, and inadequate fusion of the available information.
Discussion
In this paper a formal framework for modular composition of behaviors has been outlined and it has been indicated how i t m a y be used for speci cation of robots used for delivery tasks. The presented framework provides an abstraction mechanism which enables formulation of a recon gurable`general' performance of a robot rather than an embodied performance, where speci c facilities of the used platform must be included.
To demonstrate the characteristics of the framework for real robots a set of experiments has been carried out. The results from these experiments clearly demonstrate feasibility of the framework for de nition of the same Having planned a path to the doorway the behavior is determined by obstacles in the vicinity of the robot. Once the door should be visible, the robot turns to face the door and servoing on the door is driving the platform.
control strategy for two quite di erent platforms, provided that the basic capabilities of the platforms are the same. A variety of tasks can be speci ed by combining some basic strategies.
In the process of de ning the tasks and carrying out the experiments is has become clear that the presented framework is very powerful for describing the interaction between behaviors. Given the level of abstraction details, such as handling of noise, are at the same time hidden, which results in a concise and intuitive description. Tasks speci ed as networks of processes composed via composition operators can easily be compiled into FSM controllers for supervisory control in a DES formalism 8 .
During the course of the study it became obvious that the formalism has an implicit assumption that the interactions between di erent b e h a viors speci ed by the desired tasks are correct and well captured by the composition operators. The framework does, however, not provide any guarantees in terms of logical reasoning about the correctness of the given task speci cation. To h a ve a system with full reasoning capabilities, one needs to incorporate an explicit global model of the environment database, which is updated using sensory input. This model is presently incorporated implicitly in terms of goals, targets to achieve, and obstacles to avoid. The presented research concentrated mostly at modeling of reactive i n teractions between behaviors, while future research will address the incorporation of explicit global model of the world and planning.
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