ABSTRACT This paper investigates the problem of identifying the individual imaging device source of the same model from a natural image in RAW format. We propose an enhanced Poissonian-Gaussian model describing the distribution of pixels from a RAW image. The parameters of this statistical noise model are considered as unique fingerprints and, hence, used to identify the source camera device. The source camera identification problem is cast within the framework of the hypothesis testing theory. In an ideal context, where all model parameters are perfectly known, the Likelihood Ratio Test (LRT) is presented, and its performance is theoretically established. The statistical performance of this optimal LRT serves as an upper bound for the detection power. For a practical use, when the nuisance parameters are unknown, a generalized LRT based on estimation of those parameters is designed to deal with unknown expectation of pixels (roughly, the image content). More importantly, by combining multiple sub classifiers together with the voting strategy, a multiclassifier is proposed to identify multiple individual devices. Numerical results on simulated data and on various large dataset of real natural images highlight the relevance of our proposed approach.
I. INTRODUCTION AND CONTRIBUTIONS
Digital image forensics is a new technique aiming at collecting digital evidence, such as identifying the source of the acquire imaged or discriminating between authentic images and faked ones. With the development of digital technology and software industry, digital cameras help us acquire highdefinition photo easily, and meanwhile the photo can be easily manipulated or the relative information linking between the image and digital camera can be removed, that possibly results into the copyright infringement. Thus, the research of reliable forensic tools remains a hot research topic.
A. STATE OF THE ART
As a consequence, image forensics has received increasing attention from the research community in the past decades. Image forensic techniques can be generally classified into two categories. The first one is defined as active forensics, also referred to as digital watermarking. Since the embedding mechanism has to be available and the credibility of information embedded in the image remains questionable, the widespread utilization of digital watermarking has been substantially limited. Indeed, watermarking is currently used to prevent movie piracy or to protect authors' copyrights, but almost never for forgery detection. To overcome its drawbacks, another type of forensic methods, defined as passive forensics, has been proposed. Since it does not require to access any prior information on the image, passive forensics has become a more widely adopted method for image authentication.
Forensic techniques can also be classified based on their purpose: image forgery detection and image origin identification (see a complete overview in [1] and [2] ). Image forgery detection aims to authenticate any manipulation of a given image such as copy-move, splicing, resampling, contrast enhancing, JPEG compression and median filtering, see [3] - [9] for instance. Image origin identification aims to verify that a given digital image has been captured by a specific camera brand, model or even individual device which is the topic this context mainly focuses on. By investigating the problem of image origin identification, T. Qiao, F. Retraint: Identifying Individual Camera Device From RAW Images forensic investigators can link a set of unauthorized images (posted on the web site) to the same camera device whose owner is probably committing some unlawful acts, referring to as user ID identification (see [10] ); cameramen can utilize this technique to prevent their pictures from distributing without authorization. In addition, this technique can straightly be extended to the field of image retrieval [11] or clustering [12] , [13] .
The main idea behind the most forensic algorithms is that the fingerprints can be extracted from image acquisition stages. Hence, it is proposed to generally illustrate a typical imaging pipeline within a digital camera (see Fig. 1 ). The optical system (e.g. lens) absorbs photons from a scene. Then, the incident light spectrum is filtered by a Color Filter Array (CFA). Relying on an image sensor, the incident lights are converted to an electrical current. Next, an analog-todigital (A/D) converter embedded within the camera converts the current into digital signal. However, the imaging acquisition pipeline unavoidably leads to additive noises (e.g. shot noise, dark current, read-out noise, etc. . . . ) and multiplicative noises (Photo-Response Non-Uniformity noise, PRNU for short). Then, following by some post-processing stages (e.g. demosaicing, white balancing, gamma correction), an uncompressed image can be acquired; in this context, this uncompressed high-quality image is referred to as a TIFF (Tagged Image File Format) image. Finally, for storage, an image compression algorithm, such as Joint Photographic Experts Group (JPEG) standard, is applied. A specific overview of the structure and processing stages in a digital still camera is extended in [14] and [15] . In this paper, let us investigate the problem of image origin identification from RAW images.
This paper studies the problem of individual camera device identification using passive method. Hence, let us briefly review the previous works which have the same goal. Passive source camera or image source identification methods, relying on the camera fingerprints left inside the digital image, can generally be categorized into:
1) The methods in the first category depend on the image acquisition process. For instance, the algorithm proposed in [16] identified the device origin of a given image in virtue of fingerprints generated from the white balancing. By exploiting the fingerprints extracted from lens aberration, a forensic detector [17] has been proposed for dealing with the problem of identifying the camera model. The challenge of interchangeablelens cameras to some extent limits the application of the lens aberration-based algorithm. The detectors proposed in [18] - [21] utilized both CFA and demosaicing algorithms to identify the source camera model. Besides, the intrinsic traces caused by JPEG compression (see [22] ) were also considered as influential factors for solving the identification problem. These algorithms are generalized under the framework of supervised classification (such as Support Vector Machine, SVM). The challenge is that a few manufacturers share the similar image processing technique, resulting in considerably similar fingerprints. Furthermore, the supervised classification framework, however, unavoidably introduces two main limitations: 1) during its training stage, a large scale of different types of samples (e.g. images) from various sources is required. 2) the statistical performance of the trained classifier is only studied empirically from a testing set, lacking of theoretical analysis. In fact, that is an open problem for all supervised methods [23] . 2) In the second category, the methodologies exploit the unique noise of each camera model and device as an ''intrinsic'' fingerprint for source camera identification. During sensor manufacturing process, the inhomogeneity of silicon wafers inevitably results into non-uniformity of photo-electronic conversion (see [14] , [24] ). Due to the imperfections, Sensor Pattern Noise (SPN) is generated, which was first used for identifying the source camera device [25] . Afterwards, [26] - [29] improved the pioneer algorithm.
Note that the SPN consists of two main components: Fixed Pattern Noise (FPN) and PRNU. The FPN represented by dark current, which was exploited in [30] , can be suppressed typically by subtracting a dark frame from the output image. Since the FPN fingerprint is not robust enough, it is not used in later works any more. By contrast, the PRNU performs more robustly. The methods proposed in [26] - [28] and [31] directly studied the algorithms of source camera identification via the PRNU. However, the counter-forensic algorithm [32] challenged the credibility of the SPN-based fingerprint. The main challenge in this category is that the extracted PRNU relies on the image content, which can be severely contaminated by the details of scenes (see [33] ). Besides, detectors of the existing literature limitedly investigate the hypothesis theory and statistical image models. Thus, the performance of source camera identification still remains analytically unestablished and is empirically measured on specific databases. To our knowledge, the algorithms proposed in [25] - [27] have the ability to identify individual camera device, meaning that the detectors can use extracted fingerprints to distinguish the different individual devices, possibly of the same camera model. In this paper, we mainly study the problem of individual camera device identification, which requires more accurate and robust characteristics of the fingerprints. Note that the present paper is an extended version of our prior work [34] and the core contributions of this paper are listed in the next Subsection I-C.
B. MOTIVATION OF THE CONTEXT
With the help of the decrease of data storage costs and the development of photo-editing software, photographers possibly choose to record their picture in a RAW format, instead of a compressed JPEG file. Compared with 8-bit JPEG file in each color channel, for instance, 12 or 14-bit RAW file contains more color information referring to as the more rich dynamic range of pixel intensity. This indeed preserves the very original lossless data captured by the sensor, and allows to manually adjust the post-processing operations to obtain the desired visual results. As a consequence, almost every high-end (such as Digital Single-Lens Reflex, DSLR) still camera, and some economic cameras or even smartphones can let users capture images in a raw format; the forensic research based on RAW format images is thus becoming more and more important.
However, almost all of state-of-the-art forensic detectors are mainly designed for identifying the source camera from JPEG format images. Due to the impact of postprocessing and image compression operation, the extracted camera fingerprints from JPEG files become less trustworthy. Besides, the counter-forensic algorithm proposed in [32] maliciously designed the faked camera fingerprints which directly decreased the accuracy of detection. However, a RAW format image provides much more relevant information 1 which is directly generated by the image sensor and is probably destroyed by post-processing or image compression operation. Thus, a RAW image can be used to perform a more reliable forensic analysis that could be used in court as evidence. Therefore, it makes sense that this paper studies the design of a robust and reliable individual camera device identification method from RAW images.
Our proposed methodology mainly exploits the intrinsic fingerprint of image noise statistical properties to deal with the problem of identifying the individual camera device from RAW images. In virtue of the hypothesis testing theory, we aim to establish the statistical properties of the detector. Additionally, the limitation is that our statistical test can only be applied to identify a source camera from RAW images.
C. CONTRIBUTIONS OF THE PAPER
Let us use the additive noise (e.g. shot noise and read-out noise) as the unique fingerprints for source camera device identification. Although the statistical test proposed in [35] was used for identifying the source camera model, the fingerprints hardly discriminated the individual camera device. Relying on the enhanced Poissonian-Gaussian noise model, it is proposed to design a new statistical detector for identifying the source camera device. Therefore, the main contributions are the following:
• The Poissonian-Gaussian model of [36] - [38] described the pixel distribution, that is all the pixels in a natural RAW image, regardless of their values, share the same model parameters. However, by challenging that assumption, we explicitly describe the statistical properties of pixels as a function of the incident light, or more precisely their expectation, leading to the design of an enhanced Poissonian-Gaussian noise model.
• When all model parameters are known, the Likelihood Ratio Test (LRT) is established and its performance is theoretically analyzed. Meanwhile, the statistical performance of LRT serves as an upper bound on the detection power.
• In a practical context, we design a Generalized Likelihood Ratio Test (GLRT). By using the enhanced Poissonian-Gaussian model, the GLRT can identify, among two different devices, the one with which the inspected image has been captured.
• By combining multiple different GLRTs (serving as sub classifiers), we propose to establish a multi-classifier with the ability of identifying (more than two) camera devices, by which inquiry images are possibly obtained in a close or an open set.
• Numerical simulations verify the sharpness of the theoretically established results. In the practical detection realized over the real data, compared with prior-art methods proposed in [27] and [35] , our proposed detector shows its effectiveness.
It is also important to acknowledge that the present paper is an extended version of our prior work [34] . This paper extends the results of our prior work [34] (7)), that characterize this noise model both depending on a weighting factor w k (see Fig. 3b ). Besides, in this context, we first assume that non-linear relationship between model parameters (a k , b k ) (see Equation (8)), which is illustrated in Fig. 3b . However, our prior paper only considers the parameters as (a k , b). 2) In Section III, the proposed optimal LRT is designed considering the parameters (a k , b k ) and, moreover, the results (see Fig. 5 ) show that this test outperforms the one proposed in our prior work. 3) In Section IV, the proposed practical GLRT also takes into account the parameters (a k , b k ) and their estimation from images using the weighting factors w k (see Equations (32) and (33)). Once again, the results obtained with this approach outperform those presented in our prior paper (see Fig. 8 ). 4) In Section V, we design a practical multi-classifier dealing with the scenario of identifying multiple camera devices. 5) Last, but not least, this paper provides a wide range of experiments to confirm the efficiency of the proposed method and includes comparison with state-of-the-art approaches.
D. ORGANIZATION OF THE PAPER
The rest of this paper is organized as follows. After reviewing the Poissonian-Gaussian noise model, Section II proposes the enhanced version of the model for a RAW image. In Section III, relying on the enhanced Poissonian-Gaussian noise model, an optimal LRT is given with assuming that the statistical properties of each pixel is perfectly known. In this ideal scenario, the statistical performance of this LRT is established, serving as an upper bound on individual device identification. Then, Section IV presents a practical GLRT with the estimation of the expectation of each pixel. Furthermore, it is proposed to design a multi-classifier in Section V. Then, Section VI presents numerical results of the proposed detectors on the simulated and real images. Finally, Section VII concludes this paper.
II. PROPOSED CAMERA FINGERPRINTS FOR RAW IMAGES A. OVERVIEW ON POISSONIAN-GAUSSIAN NOISE MODEL AND ITS LIMITATION
We assume that a vector Z = {z i } of I pixels where i ∈ {1, · · · , I }, denotes a natural RAW image. The photo-electron conversion essentially consists in a counting process, which can be modeled as a Poisson process. Then, the number of the collected electrons, denoted as N e i , includes two main portions: the sum of the electrons generated by the incident photons N p i and the dark electrons N t i generated by thermal noise. Then N e i is defined by:
where P(·) represents the Poisson distribution; η i denotes a conversion factor with accounting for filter transmittance and quantum efficiency. By using Poissonian-Gaussian noise model, we do not consider the impact of PRNU or FPN. Thus, for each pixel, the photosensitivity and thermal noise are constant; it is proposed to omit the index i from η and N t .
In the process of read-out, different sources of electronic noise, modeled as a zero-mean Gaussian random variable i with variance ω 2 , possibly corrupt the recorded signal. Note that read-out noise, which is stationary and independent of the signal, does not change among different images. Then z i can be described by:
where g represents the analog gain controlled by International Standardization Organization (ISO) sensitivity setting. RAW pixels are statistically independent (see details in [36] and [38] ). Since the number of electrons for each pixel is large enough, it is proposed to utilize the Gaussian approximation of the Poisson distribution. Then we can acquire the following definition:
where the Gaussian distribution is denoted as N (·) with the pixel expectation
The parameters (a, b) can respectively be described by:
In some digital imaging sensors, the collected electrons N e i is compensated by a base pedestal parameter p 0 , leading to an offset-from-zero of the output pixel, which can be represented by:
where a = g and b = g 2 (ω 2 − p 0 ) (see details in [36] ). It is thus straightforward that in the case of p 0 > ω 2 , one has b < 0. For simplicity, (a, b) is defined as the camera parameters and the pixel expected value µ i as the image parameter.
The ISO sensitivity g mainly controls the camera parameters (a, b). Besides, other camera settings such as focal length, shutter speed, and integration time might more or less impact the parameters (a, b), which can be ignored in this context. Therefore, for a RAW format image, the problem of source camera identification has to be studied with the constant ISO value while it allows the changes of other camera settings. The parameter a is proportional to ISO sensitivity; the parameter b is proportional to its square. Furthermore, when assuming that ISO sensitivity g is acquired before an image is generated from a digital device, we can predict a FIGURE 2. Illustration of Scatter-plot of pixels' expectationμ and variancev , which can be respectively estimated using Equations (27) and ( linear relationship between pixels' expectation and variance referring to Equation (3), which is illustrated in Fig. 2a .
However, due to the spatial variation in the pixel response, e.g. PRNU, the camera parameters (a, b) probably do not remain constant for all the pixels. In addition, via the noise model (3), we cannot deal with the problem of identifying the individual camera device. Fig. 2b illustrates the linear relationship from different devices of the same camera model. Most overlapped portions of the estimated data imply that the constant camera parameters (a, b) from two devices of Nikon D70/D200 cannot be distinguished (see Fig. 3a ). Hence, by taking into account pixels' response non-uniformity, we improve this Poissonian-Gaussian noise model in order to identify the individual device in the following subsection.
B. NOISE MODEL IMPROVEMENT
In the relation (4), the parameter g might not be constant in practice due to the variation in the pixel response, e.g. PRNU. The heteroscedastic noise model (3) characterizes the response of a digital imaging sensor. This noise model accounts for the noises corrupting the RAW image at the sensor output. Moreover, this noise model supposes a constant response for a number of electrons counted for each pixel, e.g. g constant. In fact, the sensor response characterized by this coefficient is not constant and is slightly different for two instances of the same camera model. Then, it is proposed to define the fingerprints of the camera source device as (a, b), in which the vector a = {a 1 , · · · , a K }, b = {b 1 , · · · , b K } represent the parameters used for linking between all the expectation and variance value of the pixel intensity; k ∈ {1, · · · , K } denotes an index for each level set, with K the number of level sets. Here, level actually represents that the specific position among the whole dynamic range of intensity where the pixel value falls; all the pixels falling in the same level consist of a level set. Each level set is characterized by its center value u i and allowed deviation defining the dynamic range of each level,
. In practice, assuming a signal in the range [0, 1], one can take fixed i ≡ and evenly spaced
}, where the . indicates the rounding to the nearest larger or equal integer. Thus, the following accurate noise model is defined as:
where N (·) denotes the Gaussian distribution with the expectation µ i and variance a k µ i + b k . The camera parameters (a k , b k ) represent the unique fingerprints from the k-th level set. Let us formulate the non-linear relationship between a k and b k in the k-th level set by:
It is proposed to illustrate the relationship in Fig. 3b . Note that when w k = 1, the proposed enhanced Poissonian-Gaussian model (6) is regressed back to the noise model (3) . It is proposed to compare our estimated camera fingerprints based on the model (6) with the fingerprints based on the model (3) proposed in [35] . As Fig. 3a illustrates, the camera fingerprints (a, b) can be used to distinguish between Nikon D70 and Nikon D200, but are invalid for different devices of the same camera model. By contrast, Fig. 3b and 3c both illustrate that the fingerprints (a k , b k ) proposed in this paper are very discriminative when identifying different devices of the same model. Then, in Section III, based on our proposed enhanced noise model, we design the LRT with knowing all model parameters, and to establish its statistical properties. In a practical scenario, in Section IV, let us establish the GLRT, which can identify among two camera devices the one capturing the image under investigation.
III. INDIVIDUAL CAMERA DEVICE IDENTIFICATION: OPTIMAL LIKELIHOOD RATIO TEST
This paper proposes to use the enhanced Poissonian-Gaussian statistical model of the noise (6) to address the problem of individual camera device identification. Indeed, as shown in the previous Section II, the parameters of this model change significantly from two different camera devices, even though those cameras are from the same model. Hence, let us formally state the problem of individual camera device identification based on the parameters of the enhanced PoissonianGaussian statistical model of the noise; then, the optimal LR test is studied and its statistical performance is theoretically established.
It is proposed to define an inspected image Z, and two camera sources S 0 and S 1 , referring to as individual devices, are required to be identified. Then, let us cast the problem of source camera identification into the following framework. In this scenario, a forensic investigator chooses between the following bi-criteria hypotheses:
H 0 : Z acquired by camera source S 0 H 1 : Z acquired by camera source S 1 different from S 0 .
A. STATEMENT OF THE PROBLEM
We assume that the natural RAW image under investigation Z = {z i } has been captured either by source camera S 0 or by source camera S 1 . In addition, it is also assumed that for each camera device S j , j ∈ {0, 1}, the noise model parameters (a k,j , b k,j ) are perfectly known. In fact, in an operational context, the number of images captured with each device is sufficiently large to ensure an accurate estimation of those parameters. The problem of camera device identification essentially consists of choosing between the two following hypotheses H 0 : ''the pixels z i follow the Gaussian distribution N (µ i , a k,0 µ i + b k,0 )'' and H 1 : ''the pixels z i follow the Gaussian distribution N (µ i , a k,1 µ i + b k,1 )'' which can be written as:
Formally, a statistical test is a mapping δ : [40] for a complete introduction). As previously explained, this paper aims at providing a reliable test; hence, this paper focuses on the Neyman-Pearson bi-criteria approach which aims at maximizing the correct detection probability for a given false alarm probability α 0 . For the sake of clarity, let us define the false alarm probability as:
where P H i [E] stands for the conditional probability of the event E under the hypothesis H j , j ∈ {0, 1}. In the framework of Neyman-Pearson it is also important to define the class of tests with a false alarm probability upper-bounded by α 0 as follows:
Here the supremum over model parameters θ 0 , in which θ 0 = (a k,0 , b k,0 , µ i ), ensures that the false alarm probability α 0 VOLUME 6, 2018
cannot be exceeded whatever the distribution parameters might be. Among all the tests in the class K α 0 , it is aimed at finding a test δ which maximizes the power function, often referred to as the probability of correct detection or true positive rate:
which is equivalent to minimizing the false negative probability
Though several assumptions have been mentioned, the statement of the problem as formulated in Equation (9) highlights the main difficulties of using image noise model for individual camera device identification. First, the optimal test which achieves the highest detection power is not known (it has been studied in our prior work [34] ). Such a result would indeed provide an important upper bound on the performance one can expect for distinguishing individual camera devices. Second, in a practical context, neither the camera device parameters (a k,j , b k,j ), where k ∈ {1, · · · , K } and j ∈ {0, 1}, nor the image parameter µ i , where i ∈ {1, · · · , I }, are known. Obviously, those parameters play a different role. Indeed, the expectation of pixels µ i are nuisance parameters, as they do not have any interest to solve the detection problem of device identification (9), but they must be carefully taken into account. On the other hand, the camera device parameters (a k,j , b k,j ) have to be estimated from the inspected image. In such a case the first problem consists in estimating those camera parameters, and the second problem is that the statistical hypotheses become composite. In such a case an optimal statistical test seldom exists.
In the following subsections, we will present the optimal LRT and establish analytically its statistical performance. To deal with the practical, yet more complicated, case in which the nuisance parameters, that is the pixel expectation µ i , are unknown, a practical statistical test will be presented in Section IV.
B. OPTIMAL DETECTION FRAMEWORK
In the ideal settings where the image parameters are known, the problem (9) can be solved by designing a statistical test between two simple hypotheses. In this scenario, it is well known from the Neyman-Pearson Lemma [40, Th. 3.2.1] that the most powerful test in the class K α 0 (11) is the LRT defined, assuming that pixels z i are independent, as:
where the decision threshold τ lr is the solution of the Equation P H 0 lr (Z) ≥ τ lr = α 0 , to guarantee that the false alarm probability of the LRT equals α 0 . Let us denote P θ 0 and P θ 1 the probability density function (pdf) of the observations z i under each observation under hypothesis H 0 and H 1 ;
here θ j , j = {0, 1} represents the vector (a k,j , b k,j , µ i ) of distribution parameters. Based on the heteroscedastic Gaussian model proposed in this paper (9), the log Likelihood Ratio (LR) 2 for one observation is given by:
From the definition of (9), it is straightforward to demonstrate that the LR (14) is given by:
where the variance σ 2 i,j = a k,j µ i + b k,j , j ∈ {0, 1} and level set index k ∈ {1, · · · , K }.
C. THEORETICAL STATISTICAL PERFORMANCE OF THE OPTIMAL LRT
Again, since the observations z i are statistically independent random variables (though their expectations are close they are not correlated), the LR lr (Z) can be simply given, meaning that when the number of pixels becomes ''sufficiently large'', the sum of random variables and some asymptotic theorems allow us to establish its distribution. Let us denote E H j ( lr (z i )) and V H j ( lr (z i )) the expectation and the variance, respectively, of the LR lr (z i ) under hypothesis H j , j = {0, 1}. In order to study the asymptotic properties of the proposed test, let us recall that the Lindeberg-Feller central limit theorem (CLT) [40, Th. 11.2.5 ] that when the number of pixels I tends to infinity, it holds true that 3 :
where d − → represents the convergence in distribution. This theorem (16) is of crucial interest to establish the asymptotic statistical properties of the proposed test [41] - [46] as indeed one can use the moments of the LR lr (z i ) under H 0 to normalize lr (Z), see Equation (13), as follows:
It is thus straightforward to define consequently the normalized decision function based on the LR lr (Z) as follows:
For simplicity, it is proposed to denote
the expectation and variance of the LR lr (Z), with, of course j ∈ {0, 1}. Some algebra show that for each observation z i the expectation and the variance of the LR lr (z i ) are given by:
Then it is straightforward to establish the statistical properties of the proposed test (18) , involving the decision threshold τ lr and the detection power β δ lr , which are given in the following propositions. For clarity, and −1 respectively represent the cumulative distribution function (cdf) of the standard normal distribution and its inverse.
Proposition 1: On the assumption that both the camera parameters (a k,j , b k,j ) and the image parameters µ i are known, then for any α 0 ∈ (0, 1) the camera model identification as stated in (9) can be solved using the decision threshold: 
The main advantages of normalizing the LR as described in the relation (17) are emphasized: it allows us to set any threshold with ensuring a false alarm probability independently of any distribution parameter. Additionally, when identifying the source camera device, the detection power β δ lr can serve as an upper limit for any statistical detector.
However, it is not practical that both camera parameters (a k,j , b k,j ) of two individual devices and image parameters µ i are perfectly known. Thus, in the next Section IV, let us design the test to deal with unknown camera and image parameters. The problem, thus, becomes to estimate, from the inspected image Z, the expectation of pixels and uses those to estimate the camera parameters and finally to investigate the statistical properties of the GLRT.
IV. DEALING WITH UNKNOWN PARAMETERS: GENERALIZED LIKELIHOOD RATIO TEST WITH ESTIMATED CAMERA PARAMETERS A. CAMERA PARAMETERS ESTIMATION
In the present paper, we use the segmentation algorithm proposed in [36] to deal with unknown camera parameters and to estimate the heteroscedastic Gaussian noise model parameters. The generalization of the proposed method is the following: first, the image Z is transformed into the wavelet domain in order to estimate the expectation of all the pixels. Then, let us partition the range of the normalized estimation of pixels' expectation (e.g., [0, 1]) into K sub-ranges. Note that image Z is segmented into K nonoverlapping ''homogeneous level sets'' (that is pixels with close estimated expectations), denoted S k , of size n k , k ∈ {1, · · · , K }. Since the pixels can accurately be modeled as statistically independent, we assume that within each level set S k , all the pixels are realization of i.i.d. random variable. Due to the proposed enhanced Poissonian-Gaussian noise model (6) , it is reasonable that all the pixels with the same expectation share the same variance. Then, it is proposed to denote z
as the vector of wavelet approximation coefficients and detail coefficients respectively. Due to the linear property of the wavelet transformation, we can apply the proposed noise model in the spatial domain to the wavelet domain (see details in [36] ). Let us thus immediately establish the Gaussian distribution followed by the coefficients z wapp k,i and z wdet
where the linear relationship between the expectation and variance is denoted as σ 2 k = a k µ k + b k ; φ denotes the 2D normalized wavelet scaling function. Then, in k-th level set, the Maximum Likelihood (ML) estimations of the local pixels' expectation:
and of the local pixels' variance:
can be averaged over several images by: (30) in which the vector n ∈ {1, · · · , N } represents the index of images used to average the estimations. Then we estimate the parameters ( a, b) , describing the overall relation between pixels' expectation and variance, see Equation (3), using the VOLUME 6, 2018 weighted least square approach as proposed in [35] ; then, using the linear relationship between expectation µ k and variance v k (6), the quadratic equation, linking between the estimated variance v k and the variance, is formulated by:
Let us use the solution of Equation (31) as a fast and accurate estimation of camera parameters a k as follows:
Relying on the non-linear relationship between b k and a k (8) , it follows that from the estimations a k , the parameters b k can be estimated by:
where the weighting vector is given by w k = a k a .
B. DESIGN OF THE PRACTICAL GLRT
On the assumption that all the model parameters are known for each pixel, we have given the general framework of the hypothesis testing theory. In the practical identification, it is proposed to assume that only the camera parameters (a k,0 , b k,0 ) and (a k,1 , b k,1 ) are known, while image parameter µ k are unknown. In this scenario, the practical test intends to identify the inspected image Z acquired either by device S 0 or device S 1 . Let us adopt a usual solution, which consists in replacing the unknown parameter by its ML estimation. This directly results into the establishment of the following practical GLRT:
where τ 1 represents the solution of equation:
and the log Generalized Likelihood Ratio (GLR) 4 , denoted 1 (z wapp k,i ) which is given, for each pixel, by:
where µ k denotes the estimated value of pixels' expectation from the k-th level set, as given in Equation (27) . Then we propose to obtain a normalized GLR 2 (Z) for the entire image with redefining Equation (36) as:
Hence, the corresponding normalized GLRT is formulated by:
For simplicity, let us denote
as the expectation and variance for GLR 1 (Z) in which j ∈ {0, 1}. Immediately, the expectation and variance for each GLR 1 (z wapp k,i ) can be expressed by:
where in our proposed GLRT, since the image parameter µ k is unknown, we replace µ k with µ k . The readers can refer to [35, Appendix B] for the mathematical deduction of E H j ( 1 ) and V H j ( 1 ). Without the loss of generality, in the following two propositions, one can provide the statistical properties of the proposed GLRT with analytically expressing the decision threshold τ 2 for a prescribed false alarm probability and the detection power β δ 2 .
Proposition 3: On the assumption that the pixels are modeled by the proposed enhanced Poissonian-Gaussian model (6) , when the camera parameters (a k,j , b k,j ) are known and the pixels' expectations µ k are estimated as in (27) , then any α 0 ∈ (0, 1) the decision threshold of the proposed GLRT δ 2 (Z) is given by: (a k,j , b k,j ) are known and the pixels' expectations µ k are estimated as in (27) , for any decision threshold τ 2 , the power function associated with test δ 2 (38) is given by
Again, the main advantages of the proposed GLRT δ 2 (Z) are that 1) one can analytically establish its statistical performance and hence easily calculate the decision threshold with guaranteeing a prescribed false alarm probability, and ensuing the power function; 2) due to the normalization, the calculated decision threshold can only depend on the prescribed false alarm probability α 0 .
C. DISCUSSION OF THIS GLRT
In some operational cases, the camera parameter (a k,j , b k,j ) might not be available during the forensic investigation. In such a case, it is proposed to replace the camera parameter (a k,j , b k,j ) by their estimates denoted ( a k,j , b k,j ), as given in Equations (32) and (33) . Since the limitation of binary classification, it also should be noted that relying on the proposed GLRT, the inspected image Z is either captured with device S 0 or with device S 1 . In other words, the proposed test cannot be directly applied for images acquired with another different instance. To overcome that limitation, in the following section, let us design a more practical multi-classifier to deal with the problem of identifying multiple camera devices.
V. DESIGN OF MULTI-CLASSIFIER
Although the GLRT is successfully capable of identifying between individual device S 0 and S 1 , it hardly holds true that the signal detector can deal with the problem of multiclassification, which to some extent limits the application of our proposed algorithm. Therefore, in this section, let us extend the binary classifier, namely signal GLRT, to a more practical multi-classifier for identifying multiple devices.
To solve the problem of multi-classification, one has to assign each of the observations, referring to as an inquiry image Z, into one of Y classes (individual cameras). Let us define a set S = {S y } where y ∈ {1, · · · , Y }. In addition, it is proposed to consider two practical scenarios: in the first scenario, all the classes are known, where the designed multi-classifier can only identify the inquiry images from the known camera devices, and meanwhile fails to detect images acquired by an unknown camera; in the second scenario, the multi-classifier cannot only identify images captured by known camera devices, but also unknown devices.
A common way to establish our practical multi-classifier is by combining multiple binary/sub classifiers with the voting strategy. In this context, we select each normalized GLRT δ (n sub ) 2 (Z) (38) as a sub classifier, which is re-defined as:
where one can assume Z is acquired by S y under hypothesis H 0 while S y under hypothesis H 1 , or S y under hypothesis H 1 while S y under hypothesis H 0 . It should be noted that y ∈ {1, · · · , Y } is different from y. Then, the sub classifier index is defined as n sub ∈ {1, · · · , N sub }, where N sub can be formulated by:
denoting the total number of the sub classifiers, where Y ≥ 3 denotes the whole number of all the individual devices in the known close set S. Thus, the number of sub classifiers is even, and meanwhile our designed multi-classifier contains
. It should be noted that due to the normalization of the GLRT, the threshold τ 2 remains the same for each sub classifier, regardless of S y .
In fact, if Z is captured by an element of S, which is a close set, our proposed multi-classifier is required to deal with the first identification scenario; if some inquiry images are not from any element of S, it belongs to an open set containing S, leading to the second scenario of source camera identification (see [47] , [48] for details). Regardless of close or open set, our established multi-classifier consists of the same sub classifiers with the same number. By modifying the voting strategy, we can smoothly switch our multi-classifier to deal with two practical scenarios.
In the close set, for simplicity, we adopt the strategy of plurality voting, which is described as:
where the voting vector v = {v S 1 , · · · , v S Y } is used for counting the number of each identification. For each sub classifier, one is required to update the value of both v S y and v S y with their initial value equal to zero. Then let us calculate the index value:
to obtain the final identification S Ind , where the function Max(·) calculates the index value of the maximum of v.
In the open set, Z is possibly captured by an unknown device. In our multi-classifier, each sub classifier is prone to classify it into the class under hypothesis H 0 . Therefore, before calculating the index value Ind, let us give the prerequisite: if Z is identified from S under hypothesis H 0 by all sub classifiers, our multi-classifier directly identifies Z acquired by an unknown camera device. Relying on each reliable sub classifier with an equal weight, our proposed multi-classifier cannot only deal with the problem of source camera identification in the close set, but also in the open set. Meanwhile, the detection power is empirically validated in the following extensive experiments. VOLUME 6, 2018
VI. NUMERICAL EXPERIMENTS A. RESULTS ON SIMULATED IMAGES FOR RAW FORMAT
To verify the sharpness of the theoretically established results, let us adopt a Monte Carlo simulation on a 8-bit synthetic image of size 512 × 512 (see Fig. 4 ) with 3000 repetitions. Note that it is proposed to normalize the synthetic image into the interval [0, 1]. In our simulated experiments, we simulate 256 level sets. Thus, device S 0 and S 1 can be respectively characterized by using 256 pairs of camera parameters of (a k,0 , b k,0 ) and (a k,1 , b k,1 ) , k ∈ {1, · · · , 256}. As Fig. 5 illustrates, we use a Receiver Operating Character (ROC) to demonstrate the detection power β δ lr as a function of the false alarm probability α 0 , where I = {40, 60, 80, 100} denotes the number of pixels used in our proposed test δ lr (18) .
By using our proposed algorithms (see details in Section IV), the camera parameters and the pixels' expectations are successfully predicted prior to the testing. By observation, with increasing the number of pixels, our proposed test performs better and better. Furthermore, due to the utilization of the more accurate model for establishing the LRT, our designed LRT remarkably outperforms the LRT of [34] . This paper aims to establish a statistical test with warranting a prescribed false alarm probability. Therefore, we compare the empirical false alarm probability with the theoretically established one for the test (18) as a function of the threshold τ lr (see Fig. 7 ). Fig. 7 reports that the empirical result perfectly matches the theoretical false alarm probability, which confirms the ability of the proposed LRT to guarantee a prescribed false alarm probability in practice. In some cases (τ lr ≥ 2), the inaccuracy of the CLT for modeling tails might lead to the slight differences of two curves. 
B. RESULTS ON REAL IMAGES FOR RAW FORMAT
Finally, it is necessary that we have to test the effectiveness of our proposed algorithm over the real data. The experimental dataset consists of the benchmark Dresden image database [39] and our own database. In Dresden database, we select all full-resolution images from the three following camera models Nikon D70, Nikon D70s and Nikon D200, where for each camera model the Dresden database provides images captured by two different devices. To enrich camera models of the experimental dataset, it is proposed to add our own three camera models: Canon 100D, Pentax K-50 and Nikon D5200. Table 1 reports the specific parameter settings of the each camera in the experimental dataset. By using the software Dcraw (with parameters -D -4 -j -v -r 1 1 1 1, one can obtain a full-resolution image on 12 or 14 bits, depending on the camera model, without any processing.), one can convert each RAW format image into an uncompressed one, and decompress it into 4 sub-images, where only the red color channel 5 is used. Additionally, note that our model is sensitive to the ISO which is presented as the same value (100/200/400 in our experiments) before capturing an image (see details in Section II).
First, let us divide each set of images from each device into two subsets: ''Learning Subset'' and ''Testing Subset''. Images of ''Learning Subset'' are used to extract camera fingerprints from each device; images of ''Testing Subset'' are used to identify the origin of an image under investigation. Note that ''Learning Subset'' and ''Testing Subset'' are disjoint, that is none of images are used for estimating camera device parameters and meanwhile for testing. The number of ''Learning Subset'' is set as 50, which is a good compromise between computation efficiency and estimation accuracy. In our experiments for evaluating the performance of the GLRT, each model has two devices: S 0 and S 1 which respectively represents the hypotheses H 0 and H 1 .
To our knowledge, few camera identification methods work on images in RAW format. Based on the PoissonianGaussian noise model (3), the test of [35] opens the way of studying the problem of identifying source camera model, relying on RAW data. Thus, let us compare our test with the detector of [35] . In addition, to verify that the proposed detector designed using the model (6) outperforms our prior detector of [34] , we also compare the results from those two detectors. Fig. 8 reports that our proposed detector performs very well with the considerable ability of identifying source camera device. By contrast, the ROC curves of the detector [35] perform, roughly speaking, a ''random guess'', since the power function approximatively equals the false alarm probability. Therefore, it is incapable of identifying the individual camera device. On the assumption that parameter b k remains slightly varied for each level set, instead of the constant b from the model proposed in [34] , we use more accurate algorithm for estimating parameter (a k , b k ) (see Equations (32) and (33) for details). Thus, our proposed novel estimation algorithm and model parameters, different from those of [34] , directly result into the remarkably improved accuracy of classifying the individual camera device, especially in the case of prescribing the small α 0 .
Furthermore, by using images acquired by all camera devices in the dataset, let us present the detection performance. The results are illustrated in Fig. 9 . Depending on the enhanced Poissonian-Gaussian noise model (6), VOLUME 6, 2018 FIGURE 8. Detection performance of the test δ 2 : parameters (a k,0 , b k,0 ) of S 0 and (a k,1 , b k,1 ) of S 1 are known, µ k are unknown on real images. Note that for each camera model, the test δ 2 is designed for identifying the inspected image Z acquired by S 0 or S 1 , which both belongs to the same model. ROC curves demonstrate the relevance of our designed detector.
Besides, let us compare the proposed test with the prior-art detector of [27] . For fair comparison, still, we propose to use 50 images from ''Learning Subset'', and calculate a reference PRNU as the fingerprint of the camera device S 0 . Then the Peak to Correlation Energy (PCE), used for ''Testing Subset'', is computed to detect if the inspected image is acquired with the device S 0 . Besides, it is proposed to use the usual criteria of minimal Probability of Error (or P E for short). This performance criterion denotes the minimal value of false alarm and missed detection probability, which is formulated by: the prior-art test of [27] . Note that the results illustrated in Table 2 are for identifying two different devices of each tested model. Obviously, this table demonstrates that the test proposed in [35] , relying on the Poissonian-Gaussian noise model, is incapable of identifying each instance, while our proposed test based on the enhanced Poissonian-Gaussian noise performs comparably to the test of [27] . For instance, to identify the camera device Nikon D70, Canon 100D, and Pentax K-50, our proposed detector outperforms the one proposed in [27] .
In virtue of the same experimental dataset and the same tests, the results of Table 3 compares the empirical power for a fixed false alarm probability of α 0 . By observation, this table also shows that our proposed methodology and the state-ofthe-art detector of [27] exhibit roughly the same performance. Moreover, to verify the effectiveness of our proposed test in the case of different ISO values, Table 4 illustrates that our proposed detector performs very well with different ISO settings. In the practical identification, our detector is not only capable of identifying the source camera device from the same model, but also from different camera models. Then, Table 5 and 6 respectively report the comparison results, which empirically verify that our proposed test obviously outperforms the detector of [35] , and very comparable to the prior-art detector of [27] .
Next, it is proposed to verify the effectiveness of our multi-classifier. We randomly select 100 images from each individual device, constituting the ''Learning Subset'' for evaluating the performance of our proposed multi-classifier. Table 7 illustrates the confusion matrix (consisting of probabilities) of detection performance using our proposed multiclassifier. In a confusion matrix, each column of the matrix represents the individual camera device in a close set S while each row (the identification result) represents the one in the predicted class. Note that the correct rate (referring to as the probabilities along the main diagonal) is defined as the correctly predicted result. As Table 7 reports, in the close set including three individual devices (two different models), our proposed multi-classifier can perfectly identify N_D70_0, and N_D200_0 with tiny error. However, the detection performance for N_D70_1 with 83% correct rate is not as well as the others. Additionally, we propose to verify the effectiveness of our multi-classifier in an open set. Three individual devices are known (N_D70_0, N_D70_1, and N_D200_0) while one device (N_D200_1) unknown. Note that when identifying an unknown device, our multi-classifier cannot acquire any camera fingerprint of it. As Table 8 illustrates, our multiclassifier remains its performance with high correct rate for dealing with known candidate devices in the set S, and meanwhile is capable of identifying un unknown device not from S, where the correct rate arrives at 84%. Furthermore, when mixed (more than one) unknown devices are required to be identified, for instance N_D200_1 plus P_K50_0, our multi-classifier can still classify images captured by unknown cameras with its correct rate 86%. Since each sub classifier cannot acquire any fingerprint from unknown samples, the identification result of it is prone to the class under hypothesis H 0 . The empirical results straightforward verify that relying on our designed voting strategy (see Sec. V), the multi-classifier can identify images acquired by unknown devices with acceptable prediction error. To furthermore validate our proposed algorithm, let us compare the multi-classifier with a Convolutional Neural Network (CNN) based classifier proposed in [49] . Next, it is proposed to establish the testing set including two models with four individual devices. Then two confusion matrices are illustrated in Table 9 . Along the main diagonal, the correct rates acquired by two detectors are demonstrated, where for each device the results of the first column are obtained from our multi-classifier while the second column is acquired from that of [49] . It can be observed that our detector remarkably outperforms the prior art. Because the detector of [49] can only identify camera models, not individual devices. Besides, the sensor equipped by Nikon D70 is identical to that of Nikon D70s (see [39] ), leading to that two camera models are hardly discriminated by using a camera model detector. By contrast, our proposed multi-classifier with the ability of identifying individual camera device can effectively classify those devices.
VII. CONCLUSION AND LIMITATION
In this context, we mainly investigate the problem of identifying the source camera device. In current literature, the detectors relying on the PRNU features nearly dominate the research of source camera identification. However, in this paper, we novelly use an enhanced Poissonian-Gaussian noise model to design the test. Depending on this new model, the problem of identification can be cast in the framework of the hypothesis testing theory. The main contribution of this paper is the designing of the optimal LRT, the practical GLRT, and the multi-classifier. First, on the assumption that the camera fingerprints and image parameters are perfectly known, we propose to design the LRT, and meanwhile analytically establish its statistical performance. Second, in the practical scenario, based on the estimated image parameters, we establish the practical GLRT with remarkable performance. Third, by combining GLRTs with the voting strategy, the multi-classifier performs effectively. To our knowledge, the proposed test in this paper is the only statistical detector of identifying individual camera device based on RAW images. Thus, this paper enriches the forensic research in this field.
The main limitation of the proposed algorithm is that camera fingerprints from RAW format require the ISO value. In addition, if the number of individual camera for identification is increased, it is required to enlarge Y (the amount of sub classifier), leading to reduction of detection efficiency and increment of overall computation time. Fig. 10 reports the detailed computation time for an image from different models. Due to the same size of an image acquired by Nikon D70 or D70s, the average time cost basically remains the same. With increasing the size of an inspected image preset by a given camera, the computation time is enhanced. Thus, regardless of camera models, the deterministic parameter of the computation time is image size. Nevertheless, to deal with an inquiry image by each sub classifier, the computation time is acceptable. By using MATLAB R2015B, all our experiments are implemented on a PC with 32 CPUs of Intel Xeon E7-4820 2.00GHz.
Considering the post-processing such as demosaicing, white balancing, and gamma correction (see Fig. 1 ), we are capable of extending our proposed model from RAW to JPEG images. In fact, the linear transform including demosaicing and white balancing nearly cannot interfere the extracted noise while the non-linear gamma correction to some extent impacts our proposed noise model in this context. Thus, the statistical noise model has to be re-established while the relationship between model parameters is re-assumed. Besides, model parameters of the JPEG image are estimated based on the 8 × 8 image blocks, instead of the level sets of this context. Thus, the new LRT and GLRT are both designed. A specific method for JPEG images has been proposed in [50] and [51] .
