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We introduce a weighed-loop algorithm that is applicable to any weighed graph network. It is
designed to prefer a route of energetically unfavourable bonds in the lattice that can then be flipped
without changing the structure inside and outside the enclosed loop. Due to this property there are
effectively no energy barriers thus making this algorithm very suitable for finding low energy states
in very rough energy landscapes. We apply this algorithm to the random bond Ising model with
domain walls and show that the weighed-loop algorithm can outperform Niedermayer’s algorithm for
low enough temperatures and high enough disorder. We consolidate the high-temperature behaviour
of the roughness of a domain-wall with a low-temperature expansion presented in this paper and
show agreement with results from our simulations. The effects of temperature, disorder, and system
size on the roughness of domain-walls is also investigated.
I. INTRODUCTION
The behaviour of field and current-driven magnetic do-
main walls is of great interest due to the promising ap-
plications that domain walls have in magnetic memory
devices and logic devices [1, 2]. When the magnetic ma-
terial contains impurities, that can either be created by
accident during the manufacturing process or injected in-
tentionally, the motion of the domain walls at low enough
driving currents is dominated by the movement of seg-
ments of the wall between so-called pinning sites [3]. A
critical field or current separates the creep regime as de-
scribed above and the flow regime in which the driving
force is large enough for linear behaviour [4]. Interest-
ingly, this behaviour is found in a plethora of physical
systems like propagating crack fronts [5] and moving vor-
tices in superconductors[6].
In this paper we choose to study the square-lattice
Ising model where disorder is introduced in the form
of random bonds between nearest neighbouring sites.
Although the two-dimensional Ising model provides a
highly idealized playground it does contain most of the
characteristics of thin films of magnetic material with
perpendicular anisotropy (PMA). In both cases the indi-
vidual spins are either (almost completely) up or down
resulting in a very sharp domain wall such that the Ising
model relates closely to thin-film PMA’s.
The dynamics in the creep regime and static proper-
ties of domain walls are related through the roughness
(or wandering) exponent. In case of domain walls in
the 2D random-bond Ising model (RBIM) this exponent
is ζRB = 2/3 [6, 7] and is in agreement with experi-
ments on PMA’s [4, 8–10]. In case of random-field dis-
order this exponent is ζRF = 1 [11, 12] in contrast to
ζT = 1/2 when thermal fluctuations dominate the be-
haviour. When both random-bond disorder and thermal
fluctuations are considered a cross-over takes place at a
typical length scale characterized by the Larkin length
Lc [13] above which the random-bond disorder induced
roughness dominates.
Here we set out to investigate the static properties of
square-lattice RBIM domain walls by means of Monte
Carlo simulations. Due to disorder the energy landscape
becomes rough and in most cases results in highly degen-
erate ground states. Many conventional algorithms result
in over-sampling parts of phase space due to the exponen-
tially suppressed probability of leaving a certain meta-
stable state. In the last few decades many new update
algorithms have emerged [14–17] as well as other simu-
lation schemes [18–20] to overcome these obstacles. Al-
though most loop algorithms follow local update schemes
the big advantage is that they are not inhibited by en-
ergetic barriers between meta-stable states. We propose
a new type of loop algorithm, a weighed-loop algorithm,
where the loop is not constructed by a random walk but
instead allows for different possible routes to have differ-
ent weights assigned as to improve the acceptance prob-
ability of suggested updates.
The outline of this paper is as follows. First we discuss
the model in more detail in section II and combine pre-
viously obtained theoretical results for the static proper-
ties of domain walls together with our low-disorder low-
temperature expansion. In section III we present the
weighed-loop algorithm, prove detailed balance and er-
godicity, and discuss some other properties. We also
compare the weighed-loop algorithm to Niedermayer’s al-
gorithm [14] and show that there exists a region in the
parameter space consisting at low temperature and high
disorder where the weighed-loop algorithm is decorrel-
ates faster. In section IV we present the results and the
analysis of our simulations on static properties of the do-
main walls after which we conclude with a discussion and
conclusion in section V.
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2II. MODEL AND THEORY
In the standard Ising model each lattice point i is oc-
cupied by a spin up σi = +1 or a spin down σi = −1
particle. The Hamiltonian is defined by
H(σ) = −12
∑
i∈Λ
∑
j∈Ni
Jijσiσj , (1)
where Λ is the entire lattice, Ni are the neighbouring
spins of spin i and Jij the bond strength between spins
i and j. Using a L ×H size rectangular lattice and us-
ing boundary conditions with a periodic boundary along
the L-direction and an anti-periodic boundary along the
H-direction, the lattice is topological homeomorph to a
Klein bottle. Therefore the lattice induces at least one
domain wall. Throughout the paper we assume ferro-
magnetic bonds of varying strengths; Jij = J ± J∆ with
0 ≤ ∆ ≤ 1. The disorder is local and uncorrelated
between bonds such that the disorder averages are given
by 〈Jij〉dis = J and 〈JijJi′j′〉dis = J2 + J2∆2δii′δjj′ .
The horizontal displacement of a domain wall at height
h for a realized configuration is given by the function
dw(h) =
∑L
l=1 σlh, where 0 ≤ h < H and (l, h) is the
Cartesian coordinate for the position of spin σlh. Below
the critical temperature the probability that the wall is
as wide as it is high is negligible. To ensure that the
horizontal displacement is calculated correctly the anti-
periodic boundary can be shifted such that it does not
cross the domain wall. This elementary definition allows
for a quick computation of the position of domain walls
at the cost of a loss of accuracy due to isolated pock-
ets of reversed spins. By definition overhangs are also
not taken into account although these are ignored in de-
rivations for roughness exponents as well. Both isolated
pockets of spins and overhangs are energetically expens-
ive excitations and so disappear for low temperatures and
disorder.
The system is in thermal contact with a bath at tem-
perature T . We define the inverse temperature β :=
1/(kBT ) with kB the Boltzmann constant. We start each
simulation with exactly one domain wall. Since extra
pairs of domain walls cost macroscopic amounts of en-
ergy we are practically ensured to always have exactly
one domain wall below the critical temperature Tc. An
example of a typical spin configuration and the resulting
horizontal displacement of the domain wall for a system
of size 100 × 100 at βJ = 0.7 in the absence of disorder
is shown in Fig. 1.
To study the static properties of domain walls in more
detail we consider the discrete Fourier transform of the
horizontal displacement
F(p) = 1
H
H−1∑
h=0
exp
(
2piiph
H
)
dw(h) , (2)
and the structure factor A(p,H, βJ,∆) =
〈|F(p)|2〉
for modes 0 < p < H − 1 as a thermal and dis-
order average over all possible spin configurations. We
Figure 1: A typical spin configuration of a system of
size 100× 100 at βJ = 0.7 in the absence of disorder is
shown. The system has a region of spins up (blue) and
a region of spins down (yellow) separated by a domain
wall. The horizontal displacement of the domain wall,
as defined by dw(h) =
∑L
l=1 σlh, is shown as a solid
black line.
will show that without disorder A(p,H, βJ,∆ = 0) =
A(H,βJ) csc2 (pip/H) where A(H,βJ) is a scaling factor.
For a system without disorder at high temperatures the
scaling factor Ahigh(H,βJ) is given by
Ahigh(L, βJ) ∼ sinh−1 (2βJ + ln tanh βJ) , (3)
which follows from capillary-wave theory [21] and results
for the surface tension of the 2D Ising model [22].
The next step is to make a low-temperature expansion
for large domain walls in a system without disorder which
will yield a low-temperature scaling factor Alow(H,βJ).
We then combine this with the high-temperature scal-
ing factor Ahigh(H,βJ) into A(H,βJ) that works for all
temperatures.
Low-temperature expansion. Consider the ground state
of a system without disorder. The domain wall is
then given by a straight wall without any perturbations
which do not contribute to the structure factor. Let
Ad(p,H, βJ) be the average value of A(p,H, βJ) of all
systems with exactly d defects. A defect is defined as
a single horizontal displacement over a certain length
b. Without affecting the non-zero modes we can assume
that all defects occur at only one side of the domain wall
without a loss of generality. Similarly, since we are even-
tually interested in the absolute norm of the Fourier com-
ponents we assume that defects start at position h = 0.
For a domain wall with a single defect the horizontal dis-
placement function is given by dw(h) = θ(h − b) with
θ(x) the step function. Using Eq. (2) this results in
|F(p)|2 = 1
H2
csc2
(pip
H
)
sin2
(
pibp
H
)
. (4)
3Averaging over all non-trivial values of b and taking the
large H limit while 0 < p < (L− 1)/2 yields
A1(p,H, βJ) =
1
2H2 csc
2
(pip
H
)
(5)
At low temperatures and for large systems we can safely
assume that the defects are non-interacting such that
Ad(p,H, βJ) = dA1(p,H, βJ). We can then sum over
all possible number of defects to get the correct expres-
sion for the structure factor
A(p,H, βJ) =
∞∑
d=0
Ad(p,H, βJ)P (d,H, βJ) , (6)
where P (d,H, βJ) is the probability of finding d defects.
Each defect increases the energy of the system by 4J
and so the probability of finding d defects can be rewrit-
ten as P (d,H, βJ) = Z−1(H,βJ)g(d,H) exp (−4dβJ)
with Z the normalizing constant (or partition function)
and g(d,H) the number of possible ways d defects can
occur in a system of height H. We approximate g(d,H)
by assuming defects are still uncorrelated and so in the
large H limit g(d,H) ≈ (Hd )2 ≈ (Hd/d!)2. Note that this
is an overestimation as destructive interference between
defects is not taken into account. The probability of find-
ing d defects is then given by
P (d,H, βJ) = I−10
(
2He−2βJ
)(Hd
d!
)2
e−4dβJ , (7)
where In(x) denotes the Bessel function of the first kind.
Using Eqs. (5)-(7) this results in low temperature scaling
factor
Alow(H,βJ) =
e−2βJ
2H
I1(2He−2βJ)
I0(2He−2βJ)
. (8)
Scaling factor. To provide a single expression for the
scaling factor we now naively combine the results at
high temperatures [21] with the low-temperature expan-
sion Eq. (8) such that the scaling factor A(H,βJ) be-
haves similarly to the approximations in their respect-
ive temperature regimes. First let a(H,βJ) be the
unknown pre-factor of Ahigh(H,βJ) in Eq. (3). For
low temperatures βc  β we have Ahigh(H,βJ) ≈
2a(H,βJ)e−2βJ . Using the approximation In(z) ≈
(z/2)n /Γ(n + 1) for small z results in the approxima-
tion Alow(H,βJ) ≈ e−4βJ/2. Similarly just below the
critical point 0 < βJ − βcJ  1 we have Ahigh(H,βJ) ≈
a(H,βJ)/4 (βJ − βcJ)−1. For large z we have In(z) ≈
ez/
√
2piz such that Alow(H,βJ) ≈ e−2βJ/(2H). When
a(H,βJ) = 1/(4H) the low-temperature expansion of
Ahigh and high-temperature expansion of Alow are con-
nected. An elegant solution that fits both low- and high-
temperature expansions of the scaling factor is then given
by
A(H,βJ) = Ahigh(H,βJ)
I1
(
4H2Ahigh(H,βJ)
)
I0 (4H2Ahigh(H,βJ))
, (9)
with
Ahigh(H,βJ) =
1
4H sinh
−1 (2βJ + ln tanh βJ) . (10)
III. WEIGHED-LOOP ALGORITHM
The Ising model has two-fold degenerate ground states
that become highly degenerate when disorder is intro-
duced in large enough systems. The energy landscape
becomes rough and at low temperatures many algorithms
get stuck in metastable states surrounded by energy bar-
riers that become exponentially higher as temperature
is lowered. Many single-spin-flip and cluster-growing al-
gorithms suffer from this since they are dependent on all
of the bonds around and inside the cluster. Although
loop algorithms are local update algorithms the main
advantage is that they only depend on the bonds that
the loop follows and not on the bonds inside the sur-
rounded cluster. A part of a configuration is shown in
Fig. 2 that illustrates this point. For this example let
the bonds be ferromagnetic (straight bond) or antiferro-
magnetic (wiggled bond). Each spin has three or more
energetically favourable bonds (green) and so flipping any
individual spin always increases energy. The dashed line
shows a cluster of spins that, if flipped all together, will
lower the energy. The main idea behind the weighed-
loop algorithm is that bonds are iteratively added to
loop to form a closed chain of bonds with a bias toward
bonds that are energetically favourable to swap. Here we
will explain the algorithm in more detail, prove detailed
balance and ergodicity, and compare the autocorrelation
times for domain-walls with those from Niedermayer’s
algorithm.
Details algorithm. Let G be the graph given by the
lattice Λ such that the spins are the faces of G. The
algorithm first selects a starting node of G at random.
Given that the algorithm cannot go backwards each step
after the first the algorithm has three possible edges of
G to add to the current chain. Each edge corresponds
to a bond Jij and the algorithm adds the bond with a
relative weight W (Jij) = exp(−βJijσiσj). Although any
weight can be assigned to any of the bonds we choose
these particular values as the relative probability between
two bonds that can be followed by the weighed-loop al-
gorithm equal to the relative local Boltzmann weights
of the bonds. Available bonds with equal energy have
equal probability of being chosen and at lower temper-
atures bonds that will lower the energy more than other
bonds have a higher probability. The algorithm continues
adding edges of G until a closed cycle in G is constructed.
The spins enclosed by the closed cycle define the cluster
to flip. Since the lattice is homeomorph to a Klein bottle
it is possible for the closed cycle to enclose the entire lat-
tice. If such a loop is constructed, an additional loop is
constructed. If both loops enclose the entire lattice, the
spins enclosed by both loops define the cluster to flip.
The algorithm will almost always construct a closed loop
4Figure 2: Part of a typical RBIM spin configuration
with spins pointing up (blue) or down (yellow). The
lines between neighbouring spins are ferromagnetic
(straight) or anti-ferromagnetic (wiggled). Bonds that
are satisfied, that is to say they contribute negatively to
the Hamiltonian, are coloured green whereas unsatisfied
bonds are coloured red. Flipping any individual spin
increases the energy but flipping the cluster of spins
inside the black dashed line (loop) yields a decrease in
energy. Although in our model anti-ferromagnetic
bonds are strictly not allowed (∆ ≤ 1) the argument
still holds for the combination of strong and weak
ferromagnetic bonds.
with an additional tail. Since the weights remain un-
changed in the tail after the update it is used as part of
the new loop.
Given that flipping the cluster of spins defined by the
loop λ transitions the system from µ to ν, we define the
acceptance probability of λ as
Aµ→ν(λ) = min
(
1, e−β(Eν−Eµ) gν(λ)
gµ(λ)
)
. (11)
In the above equation gµ(λ) is the probability of selecting
λ in µ which is defined by the product of the individual
stochastic choices of the chaining of the bonds.
Properties. To prove that with the acceptance probab-
ility (11) the weighed-loop algorithm satisfies the detailed
balance equation let Θµ→ν be the set of all loops which
transition µ to ν and let Θν→µ be the set of all loops
which transition ν to µ. The transitions probability are
Π(µ→ ν) =
∑
λ∈Θµ→ν
gµ(λ)Aµ→ν(λ) , (12)
Π(ν → µ) =
∑
λ∈Θν→µ
gν(λ)Aν→µ(λ) . (13)
Each loop in Θµ→ν is also a loop in Θν→µ hence summing
over Θµ→ν yields the same result as summing over Θν→µ.
Using Eq. (11) and the equilibrium distribution given by
the Boltzmann weights pi(µ) := exp(−βEµ) one can show
that detailed balance pi(µ)Π(µ → ν) = pi(ν)Π(ν → µ)
holds.
To prove ergodicity of the weighed-loop algorithm it
suffices to show it can perform any single spin flip at
finite temperature. The starting node of G is chosen at
random from a flat distribution for all possibilities. The
weight W (Jij) for any edge is non-zero and so there is
always a finite probability that a loop around a single spin
is constructed. The resulting acceptance probability in
Eq. (11) is, by construction, non-zero as well and so there
is a non-zero probability the proposed loop is accepted
and the single spin inside it flipped. Thus the weighed-
loop algorithm is ergodic.
Although we made the choice that the relative weights
of possible edges only depends on the energy difference
one would get after flipping the bonds many other ex-
tensions are possible. The weights can be any type of
function and it might be interesting to see the effects of
a simulations with relative or absolute directional pref-
erences. By doubling the relative weight of the edge in
the forwards direction for example, the area enveloped
by suggested loops would on average be larger.
Comparison with Niedermayer’s algorithm. We com-
pare the weighed-loop algorithm to Niedermayer’s al-
gorithm [14]. Niedermayer’s algorithm can be viewed as
an extension of the Swendsen-Wang [23] andWolff [24] al-
gorithms that can be applied to glassy spin systems. Nie-
dermayer’s algorithms is almost the same as Wolff’s al-
gorithm except that any spin can be added to the cluster
with varying probability. For Niedermayer’s algorithm,
with Eij := σiσJJij , the acceptance probability is given
by
Pacc =
{
1− e−β(Eij−E0), if Eij ≤ E0
0, otherwise ,
(14)
with E0 a free to choose parameter. If E0 is larger
than all possible Eij the acceptance probability for flip-
ping the cluster is always 1. Unfortunately, there is not
much known about the effect of the E0 on the correla-
tion times [25]. We have set E0 = J + ∆J so that the
probability for flipping a selected cluster is always equal
to unity.
For both Niedermayer’s algorithm and the weighed-
loop algorithm we ran multiple simulations, each exactly
10 minutes on the same system, on the same 24 different
disorder configurations for varying H, β, and ∆. We
measured the autocorrelation time of the squared
amplitude of the first mode of the domain wall C(t) :=〈(|F(1, t)|2 − 〈|F(1)|2〉) (|F(1, 0)|2 − 〈|F(1)|2〉)〉 for
both algorithms. Here F(1, t) is the first Fourier
mode, the mode with the largest correlation time, at
time t and brackets denote the disorder and thermal
average. For small t we can assume exponential decay
C(t) ∼ exp(−at) with equal pre factors for both al-
gorithms. Figure 3 shows typical autocorrelation times
for both algorithms evaluated on the same disorder
configuration. We measure a for both algorithms for
5Figure 3: The negative logarithm of the autocorrelation
of the first mode of the fourier coefficients C(t) for both
Niedermayer’s algorithm (yellow diamonds) and the
weighed-loop algorithm (blue disks) is shown for
parameters H = 128, β = 1 and ∆ = 0.5 as a function
of real computation time t in microseconds. The
decorrelation happens exponentially at first after which
a slowing down occurs. Best unweighed exponential fits
up to t = 103 are shown as solid lines in the
corresponding colours.
varying parameters H, β, and ∆ where larger values of
a > 0 lead to faster decorrelation. The results are listed
in Table I. We see a clear trend that the weighed-loop
algorithm has faster decreasing correlations in the
parameter regime where conventional algorithms tend
to get stuck (low temperatures and high disorder).
Additionally, on larger time scales as can be seen in
Fig. 3, we observe that the weighed-loop algorithm also
decorrelates exponentially on longer time scales. This
might be an indication that the weighed-loop algorithm
tends to hop more frequently between far-removed local
minima.
IV. RESULTS
In this section we present several results obtained us-
ing the weighed-loop algorithm. First we compare sim-
ulations in the absence of disorder with the theoretical
result Eqs. (9,10) obtained from our low-temperature ex-
pansion in combination with the high-temperature ex-
pression resulting from the surface tension of the 2D
Ising model [22] and capillary-wave theory [21]. Next we
induce disorder in the system and measure the typical
length Lc at which the system switches from a rough-
ness dominated by thermal fluctuations to higher length
scales at which the roughness is determined by disorder.
In the absence of disorder. First we look at the
simplest case ∆ = 0 for which only thermal averaging
is needed. The scaling factor A(H,βJ) for both H = 64
and H = 256 is shown as a function of temperature in
Fig. 4(a). The data is in agreement with theory over
∆ Niedermayer (a) weighed-loop (a)
H = 32, β = 1
0.1 6.5(2)× 10−4 1.35(4)× 10−5
0.3 1.8(6)× 10−5 1.42(8)× 10−5
0.5 2.1(3)× 10−5 1.3(2)× 10−5
H = 64, β = 1
0.1 9.4(9)× 10−7 8.7(6)× 10−7
0.3 1.4(1)× 10−6 8.9(8)× 10−7
0.5 1.0(1)× 10−6 1.2(2)× 10−6
H = 128, β = 1
0.1 2.0(2)× 10−7 4.5(4)× 10−8
0.3 5.3(6)× 10−7 8.1(7)× 10−8
0.5 6.4(5)× 10−7 1.1(2)× 10−7
H = 32, β = 2
0.1 7.9(4)× 10−5 9.4(6)× 10−6
0.3 1.1(2)× 10−6 1.1(1)× 10−5
0.5 0.5(1)× 10−6 1.3(3)× 10−5
H = 64, β = 2
0.1 2.6(3)× 10−7 8.4(9)× 10−7
0.3 4.7(5)× 10−7 1.2(2)× 10−6
0.5 1.9(2)× 10−7 1.8(5)× 10−6
H = 128, β = 2
0.1 0.4(2)× 10−6 6.1(8)× 10−8
0.3 1.9(3)× 10−7 1.3(2)× 10−7
0.5 8.7(9)× 10−8 2.5(3)× 10−7
Table I: For both the Niedermayer as well as the
weighed-loop algorithm a has been measured for a
variety of parameter values. At each parameter point
the greatest value, and thus the algorithm with faster
decorrelation, has a light grey background to visualize
the trend that the weighed-loop algorithm starts to
outperform Niedermayer’s algorithm for low enough
temperatures and high enough disorder. The best
values for a come from averages of the best fits to the
first 120 data points obtained from simulations similar
as shown in Fig. 3.
the complete temperature-range that was used in the
simulations. Error margins close to the critical tem-
perature, at low values for βJ , are much higher due to
larger thermal fluctuations. This is also the region in
which overhangs and local spin pockets start to occur.
All these phenomena result in a less accurate approx-
imation of structure of the domain wall. For extremely
low temperatures the domain walls are mostly perfectly
straight and so the error margins are increased due to
the low probability for the wall to be in an excited state.
Figure 4(b) shows a data collapse of the scaled mode-
dependent factor A(p,H, βJ)/A(H,βJ) as a function of
p/H to show the universal behaviour in the absence of
disorder. The collapse indeed works best for moderate
temperatures.
Introducing disorder. The addition of randomness to
the system brings with a couple of complications. Be-
sides the usual thermal averaging one also needs to per-
form disorder averaging resulting in much longer simula-
6Figure 4: In (a) best values for HA(H,βJ) are shown
as functions of βJ for systems of height H = 64 (yellow)
and H = 256 (blue) together with Eqs. (9,10) shown as
solid lines. These best values for A(H,βJ) come from
best fits of A(p,H, βJ) which are shown as functions of
p/H in (b) for varying heights and moderate values for
the temperature. The pre factor is scaled out to
collapse the data onto csc2(pip/H) shown as the solid
black line. The error bars denote the random error
margins which, at very high or very low temperatures,
are negligible compared to the systematic errors as
discussed in the text.
tion runs than is the case without disorder. Additionally,
the energy landscape becomes rough and so many more
pockets of local energetically favourable configurations
far away removed in phase space need to be explored to
measure averages accurately. A trade-off is to be made
between simulating large systems with faster dynamics
and easier averaging at higher temperatures and less dis-
order or simulating smaller system in the more problem-
atic regime of the ∆-β parameter space.
When disorder is introduced in an infinite system there
is a typical length scale, known as the Larkin length
Lc [13], above which the roughness of the wall is determ-
ined by the disorder instead of thermal fluctuations. The
roughness exponent from thermal fluctuations ζT = 1/2
differs from the exponent for random-bond disorder, for
one-dimensional walls, ζRB = 2/3 [6, 7]. The rough-
ness exponent also appears in the average of the fourier
modes. One finds A(p,H, βJ,∆) ∼ p−(1+2ζ) in the low-
mode limit, which is in agreement with A(p,H, βJ,∆) ∼
csc2(pip/H) and ζT = 1/2 in the absence of disorder.
The Larkin length can be translated into a typical mode
pc/H := 1/(2Lc) at which ζ changes from thermal to
disorder-induced. Since the transition is relatively sharp
we can make a fit for all p of the form
A(p,H, βJ,∆) = A(H,βJ,∆)×[
{c(H,βJ,∆)x−7/3}b + csc2b(pip/H)
]1/b
. (15)
Here A(H,βJ,∆), b, and c(H,βJ,∆) are free fit-
parameters from which pc can be extracted. For large
systems and high enough temperatures we can scale out
the height dependence A(H,βJ,∆) ∼ 1/H as can be seen
from Fig. 4(a).
In Fig. 5 we look at A(p,H, βJ,∆) as a function of p
while varying the height H of the system and keeping
βJ = 2.0 and ∆ = 0.15 fixed. Simulations were per-
formed for H = 8, 16, 24, . . . , 128. For very small systems
A(H,βJ,∆) ∼ 1/H does no longer hold and additionally
simulations of such systems does not yield data above
the Larkin length Lc. Therefore, the unweighed fit of
the form in Eq. (15) is performed on data from systems
with H ≥ 48 for which the higher-mode portion already
sufficiently collapses. The figure also shows the best un-
weighed fit as a solid black line as well as a dashed and
dotted line to visualize the power-law behaviour in the
different regimes. We find a transition at pc ≈ 0.04H or
equivalently Lc ≈ 12.5 in units of lattice spacing. Clearly
one can extract the transition from a series of simula-
tions of systems of slightly varying heights larger than
the Larkin length rather well even for systems with dis-
order. We also find that A(H,βJ,∆) ∼ 1/H still holds,
in the large-system limit at low enough temperatures,
even when disorder is introduced to the system.
Next we fix the height of the system H = 64 as well
as the temperature β = 2.0 while varying the amount of
disorder ∆ = 0.00, 0.02, 0.04, . . . , 0.30. The increase of
disorder leads to a decrease in Larkin length and con-
sequently an increase in where the transition pc/H oc-
curs. Additionally, the overal pre factor A(H,βJ,∆)
increases and thus an intuitive collapse for all p/H is
not possible. Instead Fig. 6(a) displays A(H,βJ,∆) as a
function of p/H for all values of ∆ at which simulations
were performed. The solid black line goes through pc/H
at each value for disorder and thus indicates the crossover
point. The pre factor A(H,βJ,∆) is shown as a function
of disorder in Fig. 6(b) together with A(H,βJ(1−∆)) as
defined in Eq. 9 which suggests an exponential increase
in roughness as disorder is increased.
We also performed measurements at varying temperat-
ures β = 0.5, 0.6, . . . , 2.8 at height H = 64 and ∆ = 0.15.
Figure 7(a) shows A(p,H, βJ,∆) together with a best fit
7Figure 5: The average of the norm squared of the
fourier modes A(p,H, βJ,∆) is plotted as a function of
p/H at fixed β = 2 and ∆ = 0.15 for different sizes of
8 ≤ H ≤ 128. The best unweighed fit following Eq. 15 is
shown as a solid black line and the power-law behaviour
in the low-mode and high-mode regime are shown as
dashed and dotted black lines respectively. From this
best fit we find that the transition between these
regimes happens at roughly pc ≈ 0.04H, denoted by the
vertical gray line, or equivalently Lc ≈ 12.5 in units of
lattice spacing. For this fit only systems of size H ≥ 48
were taken into account as for smaller system sizes
finite-size effects were too prominent.
to Eq. 15 as a function of p/H, together with the trans-
ition points denoted by the solid black line. As in the
absence of disorder we observe an increase in roughness
as temperature is increased. We compare the pre factors
A(H,βJ,∆) Fig. 7 similar to Fig. 4(a) but now for sys-
tems at equal height at ∆ = 0.0 and ∆ = 0.15. At
high temperatures the thermal fluctuations overshadow
the effects of disorder and so no difference is observed for
A(H,βJ,∆) and Eqs. (9,10) still hold. When temperat-
ure is lowered, however, disorder plays a more prominent
role and A(H,βJ,∆) seems to plateau to the case without
disorder.
We find good agreement between the data from
our simulations using the weighed-loop algorithm and
Eqs. (9,10 for large systems without disorder. The intro-
duction of disorder to the system leads to different beha-
viour at different length scales. At lower length scales, in
the thermal regime, A(p,H, βJ,∆) ∼ csc2(pip/H) ∼ p−2
still holds even for small systems or when there is disorder
in the system. As expected we find that the roughness
is increased when temperature is increased, larger sys-
tems are studied, or disorder is increased. When there
is disorder, however, the roughness behaves differently at
large length scales A(p,H, βJ,∆) ∼ p−7/3 which we could
also verify with our simulations. The typical length scale
Lc, at which the roughness depends equally on disorder
and thermal fluctuations, decreases when disorder is in-
creased or temperature is decreased but is independent
on the size of the system.
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Figure 6: In (a) best values for A(p,H, βJ,∆) together
with best fits Eq. 15 are shown as functions of p/H for
systems of height H = 64 at temperature β = 2.0 and
0.0 ≤ ∆ ≤ 0.3. The black line gives an indication of the
crossover point pc/H at which the system transitions
from disorder to thermal induced roughness. Besides
the different roughness exponent at large length scales
we also observe an overall increase in roughness when
more disorder is added to the system. The pre factor
A(H,βJ,∆) from Eq. 15 is shown as a function of
disorder ∆ in (b) together with A(H,βJ(1−∆)) as
defined in Eq. 9 and seems to increase exponentially as
∆ increases.
V. DISCUSSION AND CONCLUSION
In this paper we have presented the weighed-loop al-
gorithm that can be implemented for any graph-type
model for which the energy only depends on the (one-
dimensional) edge of a cluster. Here, we applied it to the
square-lattice random bond Ising model (RBIM). More
specifically, we have investigated the typical roughness
of one-dimensional domain walls in the RBIM. The basic
principle of the weighed-loop algorithm is that a weighed
directed random walk is performed on a graph. Instead
8Figure 7: In (a) best values for A(p,H, βJ,∆) and best
fits to Eq. 15 are shown as functions of p/H for systems
of height H = 64 at ∆ = 0.15 and temperature
0.5 ≤ β ≤ 2.8. The black line gives an indication of the
crossover point pc/H at which the system transitions
from disorder to thermal induced roughness. Note that
the crossover point pc/H seems to have a maximum and
will not increase temperature is further decreased
beyond a certain point. The pre factor A(H,βJ,∆) is
shown as a function of temperature in (b) for ∆ = 0.00
(yellow) and ∆ = 0.15 (blue). The theoretical behaviour
for a wall in the absence of disorder Eqs. (9,10) is shown
as the solid yellow line. From both figures we can
observe a minimal disorder-induced roughness that
endures even in the zero temperature limit.
of weighing each possible direction equally we choose to
favour directions that are energetically favourable when
chosen. This increases the acceptance of proposed up-
dates and thus decreases correlation times especially at
lower temperatures or when there is disorder in the sys-
tem.
The flexibility of the weighed-loop algorithm lies in the
function that determines the weights. Throughout this
paper we have chosen a function that only depends on
the energy contribution of the optional bonds. However,
one could also induce a relative or absolute preferred dir-
ection by adjusting the weights of optional bonds in dif-
ferent directions. Increasing the odds on straight paths
would increase the area of the enclosed cluster for ex-
ample. It would be interesting to investigate the effects
of different weight-functions on correlation times. Addi-
tionally, the algorithm can be used in combination with
other update schemes and parallel tempering to reduce
thermalization.
Next we compared the weighed-loop algorithm to
one of many popular algorithms, Niedermayer’s al-
gorithm [14], used to study spin glassy systems. We
compared the autocorrelation functions of the square
amplitude of the first Fourier mode for domain walls in
the RBIM for the two algorithms. The weighed-loop
algorithm outperforms Niedermayer’s algorithm at low
temperature high disorder; the part of parameter space
at which many issues arise due to the rough energy land-
scape and the exponentially high energy barriers.
To provide a good description for all temperatures
below the critical temperature for the roughness of do-
main walls in the absence of disorder we conciliated the
high-temperature expression with our low-temperature
expansion. We show good agreement with data obtained
with the weighed-loop algorithm and the description in
Eqs. (9,10).
Once disorder is introduced to the system there ap-
pears to be a minimal disorder-induced roughness even
when temperature tends to zero. We have investigated
the effects of the amount of disorder, temperature, and
system size independently. We find that the overall
roughness of domain-walls increases as temperature, dis-
order, or system size is increased. Besides the change
in overall roughness we also observe different behaviour
of the roughness at different length scales conform the
known theory. For low modes, or equivalently lengths
larger than the Larkin length Lc [13], the roughness ex-
ponent ζRB = 2/3 is different from the exponent at higher
modes ζT = 1/2. The cross-over point pc/H, at which
the transition from disorder-induced to thermal-induced
roughness takes place, depend on the temperature and
amount of disorder in the system. It increases as disorder
is increased or temperature is lowered. In the future we
would like to explore this more quantitatively to accur-
ately describe how Lc depends on these parameters, both
with simulations and theoretically.
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