The abstract for this article can be found in this issue, following the table of contents. DOI:10.1175 /BAMS-87-10-1381 In final form 16 March 2006 By combining the simulations of more than a dozen different global land surface models, an unprecedented analysis of terrestrial water and energy budgets is realized.
T he Global Soil Wetness Project (GSWP) is an ongoing environmental modeling research activity of the Global Land-Atmosphere System Study (GLASS), a contributing project of the Global Energy and Water Cycle Experiment (GEWEX) in the World Climate Research Programme (WCRP). GSWP has a number of responsibilities, including fostering of the development of land surface schemes (LSSs) and assessing the quality of their performance as well as that of the forcing datasets used to drive them. GSWP is, in one sense, an extension of the Project to Intercompare Land-Surface Parameterization Schemes (PILPS; Henderson-Sellers et al. 1995; Pitman and Henderson-Sellers 1998) in space to a global-scale modeling exercise. GSWP is also charged with producing, as a community effort, global estimates of soil moisture, temperature, snowwater equivalent, and surface fluxes by integrating one-way uncoupled LSSs using externally specified surface forcings and standardized soil and vegetation distributions.
The original motivation for GSWP stemmed from the paradox that soil wetness is a critically important component of the global energy and water balance, but it is unknown over almost all the globe. Soil wetness is the reservoir for the land surface hydrologic cycle; it is a boundary condition for the atmosphere; it controls the partitioning of land surface heat fluxes, affects the status of overlying vegetation, and modulates the thermal properties of the soil (Dirmeyer 1995) . Knowledge of the state of soil moisture is essential for climate predictability on seasonal to annual time scales (AMS Council 2001) . However, soil moisture is difficult to measure in situ, remote sensing techniques are only partially effective, and few long-term climatologies of any kind exist (Leese et al. 2001) . The same problems exist for snow mass, soil heat content, and all of the vertical fluxes of water and heat between land and atmosphere. Even a consistent definition of soil wetness is elusive (Dirmeyer 2004 ).
Currently the GSWP-2 initiative is underway (International GEWEX Project Office 2002) . GSWP-2 is the follow-on project to GSWP-1, which was a twoyear pilot phase based on the International Satellite Land Surface Climatology Project (ISLSCP) Initiative I dataset for 1987-88 (Sellers et al. 1996) . GSWP-1 was also an offline land surface modeling and evaluation effort (Dirmeyer et al. 1999) . GSWP-2 is closely linked to the ISLSCP Initiative II data effort (Hall et al. 2001) , and the LSS simulations in GSWP-2 encompass the same core 10-year period as the ISLSCP Initiative II , although a 3.5-year model spinup period precedes this core period. Participation by land surface modelers, remote sensing scientists, field researchers, data collectors, and others has been mainly voluntary, making it a grass-roots scientific effort.
The model simulations for GSWP-2 are conducted globally over land (excluding Antarctica) on a regular 1° × 1° grid, with results reported for the 10-year core period. A standard set of output data is requested from each model, which the modeling groups deliver to the Inter-Comparison Center (ICC) at the University of Tokyo for quality checks (including tests for energy and water conservation by the models) and redistribute to scientists participating in evaluation of the data. The bulk of the data are reported at a daily interval. The models all adhere to the same land-sea mask, and as closely as possible to the supplied datasets of vegetation distribution and properties, soil properties, surface albedos, etc. A number of sensitivity studies have also been conducted in which forcing data or boundary conditions are altered, but they are not the subject of this report.
Here we focus on presenting the first global multimodel analysis of land surface state variables and f luxes for potential use by meteorologists, hydrologists, engineers, biogeochemists, agronomists, botanists, ecologists, geographers, climatologists, and educators. This is, in many respects, a land surface analog to the atmospheric reanalyses (e.g., Kalnay et al. 1996; Simmons and Gibson 2000; Kanamitsu et al. 2002) , but one that encompasses an ensemble of different LSSs. Using the results of multiple LSSs provides a result that is not dependent on a single model, is generally superior to the results of any individual model, and is typically as good as or better than the best model at each point and time. Gao and Dirmeyer (2006) have shown that this is the case for soil wetness and that while sophisticated combinations of time-, site-, and model-dependent regressions may substantially improve upon model estimates of soil wetness where ample observations are available for training, a simple average across multiple models generally provides the greatest improvement when calibration data are not available. Of particular value, this multimodel analysis includes uncertainty estimates for all of the fields, based on intermodel spread.
The GSWP approach is to integrate LSSs that are uncoupled from an atmospheric model. This deprives the system of the feedbacks of the land surface on the atmosphere. However, by forcing the LSSs with the best possible observationally based estimates of near-surface meteorology, radiation, and precipitation (invariably more accurate than from the atmospheric components of coupled models), we may gain in accuracy more than we lose in consistency. This approach was pioneered by Liston et al. (1993) , was first applied in a multimodel context in GSWP-1 (Dirmeyer et al. 1999) , and is now used in Land Data Assimilation Systems (LDAS) such as the North American LDAS (Mitchell et al. 2004 ) and the Global LDAS (Rodell et al. 2004 ).
FORCING DATA AND INTEGRATION PRO-CEDURE.
The LSSs participating in GSWP-2 are mainly those that are typically part of global weather or climate models to provide lower boundary conditions to an atmospheric general circulation model (GCM). All of the static or monthly varying fields (e.g., soils and vegetation data) come directly from ISLSCP Initiative II. Most LSSs require atmospheric forcing data at a much more frequent time interval, on the order of one hour, without gaps in space or time. Atmospheric reanalysis products are well suited to these requirements, as they are available on regular grids, uninterrupted in time over spans of decades, and available on a time interval that resolves the diurnal cycle. However, the reanalysis products contain systematic errors and biases compared to surface observations. On the other hand, observational datasets are typically at a much lower time resolution (e.g., monthly) and provide uneven or incomplete spatial coverage on the global scale. Our solution is to produce "hybrid" forcing datasets, which combine the observational and reanalysis datasets. Corrections to the systematic biases in the reanalysis fields were made by hybridization of the 3-hourly analysis with global observationally based gridded datasets at a lower temporal resolution. This means that the atmospheric forcing data uses information from global gridded observational datasets when possible. In some cases, no adequate global observational data exist, so a pure model reanalysis product is used. In most cases, an observational dataset is available globally, but not at the high time resolution needed to resolve the diurnal cycle, as is necessary to force LSSs. The monthly means of the hybrid products would be the same as for the observed datasets, but the reanalysis imparts its signature of the diurnal cycle and synoptic variability on the hybrid product. The hybridization process used for GSWP-2 has been developed, tested, applied, and documented for the National Centers for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) reanalysis data (Dirmeyer and Tan 2001) , and has been applied to the NCEP/ Department of Energy (DOE) and European Centre for Medium-Range Weather Forecasts (ECMWF) 40-year Re-Analysis (ERA-40; Simmons and Gibson 2000) as well for GSWP-2 sensitivity studies. The time resolution for available gridded observational data in the ISLSCP Initiative II dataset is typically monthly, making it ideal for use in a hybridization procedure with the reanalysis estimates. A detailed description of the hybridization process and how it was applied to the different meteorological forcing variables is presented in the online supplement (supplemental information related to this paper is available at the Journals Online Web site: http://dx.doi.org/10.1175/ BAMS-87-10-Dirmeyer). Table 1 lists the models that have participated in the baseline simulation for GSWP-2 (the control simulation that is the basis of the multimodel analysis). Some pertinent information about each model is also included. Eleven models contribute fully to the multimodel analysis insofar as each reports all mandatory variables. LaD and ORCHIDEE do not contribute to the multimodel estimate of normalized soil wetness (see Table 2 ), because of problems in defining a relevant soil wetness index within those schemes, but they do contribute to other variables. Sland is a relatively simple LSS (technically an "intermediate" model) that does not calculate many of the mandatory variables in the standard output list, so it has not been included in the multimodel analysis. BUCKETIIS, a simple bucket model, is not included in the multimodel analysis either, but was run as a reference model.
MODELS.
The LSSs participating in GSWP-2 represent a broad cross section of models in use today. Seven of the models can trace some lineage to the Simple Biosphere (SiB) model of Sellers et al. (1986) . Two others (CLM2-TOP and VISA) are in part derived from the Biosphere-Atmosphere Transfer Scheme (BATS; Dickinson et al. 1986 ), while several others have similarities to BATS in their design philosophies. SiB and BATS are considered the primary examples of (Gregory 2003) with appropriate metadata and the necessary information to repopulate the grid from the compressed vector. Table 2 lists the fields that are included in the multimodel analysis as monthly means for the entire (Koster and Milly 1997) , this variable is meant to be the most statistically consistent with any arbitrary LSS that might use this data for initialization, nudging, or as a specified soil wetness, provided the data are rescaled to agree with the target model's statistics (Dirmeyer et al. 2004 ). The other multimodel soil wetness variable (SoilWet) is reported as a simple mean of the soil wetness from each model. Because different LSSs have different vertical discretizations of soil layers, soil moisture and temperature have been interpolated to a common profile of six layers with thicknesses of 0.1, 0.2, 0.2, 0.2, 0.3, and 0.5 m. Water content is assumed to be uniformly distributed within each layer of each model, and then reapportioned to the common profile. This interpolation is done to conserve the water content over the 1.5-m depth.
For all of the output variables there is also a monthly climatological seasonal cycle dataset. The fundamental time interval for climate is the annual cycle. A multimodel climatology of the annual cycle at 1° resolution provides a "best" analysis of basic land surface state variables and fluxes at high spatial resolution. Many potential users could utilize such a dataset as a benchmark or boundary condition for other model simulations, or for ecological, geophysical, or economic calculations. For users who do not need information on interannual variations during the 10-year period of GSWP-2, this dataset is smaller and easier to use than the complete 10-year dataset. It consists of 10-year means for each of the 12 months.
MULTIMODEL ANALYSIS.
As stated earlier, the multimodel analysis for the complete 10-year period of GSWP-2 serves as a land surface analog to the atmospheric reanalyses. Because the coverage in space and time of land surface observations is meager, an analysis using state-of-the-art models driven by the best-possible forcing data (based on atmospheric observations) offers the best proxy to a global observational network. The dataset can be used to drive ecological, biogeochemical, agricultural, meteorological, or economic models. It can also be analyzed in studies of climate variability at the land surface on seasonal-interannual time scales. However, the 10-year time series is too short to be used for the detection and analysis of trends, such as those associated with global warming. Thirty to forty years of data, at the least, would be necessary for such an analysis. Gao and Dirmeyer (2006) showed that in the absence of a large quantity of high-quality observational data for calculation of regression coefficients, the best estimate of soil wetness than can be formulated from multiple model products is a simple average. Guo et al. (2006, manuscript submitted to Quart. J. Roy. Meteor. Soc.) showed that for a range of model estimates of demonstrably varying quality, even the poorer products contribute in a positive way to the multimodel estimate. Therefore, the multimodel analysis for each variable in GSWP-2 is the arithmetic mean of the variables from each LSS. This approach has another advantage. Provided each individual LSS locally closes the energy or water budget, the mean of all will conserve as well. This would also be true if each LSS were given a constant weight in the averaging process that was the same for every variable. But if different models are assigned different weights for different variables (e.g., based on the errors in each variable) or if the weights are a function of time, conservation may be severely violated.
For a variety of reasons, not all of the LSSs close their energy and water budgets. We have taken pains to diagnose correctable errors in the reported terms from each LSS, such as obvious sign or unit errors, to minimize the imbalance in not only the energy and water budgets, but also the component terms of total evapotranspiration reported by each LSS. For the water balance,
where Evap = ECanop + TVeg + ESoil + EWater + SubSnow + EvapSnow + SubSurf,
and for the energy balance:
The definitions of these variables and their units are given in Table 2 . The 10-year mean imbalance of water and energy in the multimodel analysis is shown in Fig. 1 , along with the evolution of the zonal mean imbalance over the annual cycle. Through careful postprocessing to identify and attribute errors in the energy, water, and total evapotranspiration balances in each of the participating LSSs, we have been able to get very close to perfect closure with the multimodel analysis. Perfect closure is not possible because some LSSs either do not close the budgets themselves (because of simplifications in the parameterizations of certain processes, or in the numerics used to solve the model predictive equations), or have additional terms outside of the general balance equations listed above. Most of the imbalances in both energy and water can be attributed to shortcomings in the handling of snow. However, there are other contributing factors, evident in the small surfeit of energy over desert regions, or the loss of small amounts of water over the tropical forests. The annual cycle of the imbalances suggests that the tropical water loss follows the march of the rainy season across the equator, between 0.1 and 0.2 W m -2 during summer in each hemisphere and on the equator during the solstices. Nevertheless, the imbalances are smaller than most instrument measurement tolerances in nearly every location, and are negligible in most locations, making this an ideal dataset for water and energy cycle studies. Figure 2 shows the climatological seasonal values of soil wetness from the multimodel analysis. The deserts and forests show clearly as regions of perpetual low and high soil moisture, respectively. The summer dry-down in midlatitudes, and the moistening of monsoon regions during the rainy season, are also evident. Outlined in red are regions with relatively large interannual variations in seasonal soil wetness. The value of 0.08 was chosen somewhat arbitrarily to outline approximately 5% of the land surface area. They are generally in the margins between wet and dry soil regimes, and may indicate areas of large sensitivity to climate variations (Koster et al. 2006 ).
Note that certain areas, such as in the eastern Great Plains, East Africa, Paraguay, and eastern Australia, show up in three or all four seasons.
Ten-year mean surface heat fluxes are shown in Fig. 3 . Net surface radiation has a largely zonal structure, higher near the equator and lower toward the poles and over mountainous and desert areas. Latent heat flux is high over the tropical rain forests and subtropical forest regions such as the southeastern United States and the Pantanal region of South America. Latent heat fluxes are low over deserts, high mountain regions, and the polar zones. Sensible heat fluxes peak in the semiarid zones of the world, which generally have higher net radiation than the deserts but scant moisture to contribute to latent heating. The other heating terms reflect the extent of snow cover, but also mark an unusual area over the eastern Sahara that is attributable to the behavior of one of the contributing models.
Turning back to the water budget, Fig. 4a shows the global hydrological cycle as depicted in the GSWP-2 multimodel analysis. In addition to the global mean values of the water fluxes and soil water storage, the vertical bars and values in red denote the range of Yet there is still a fairly large interannual range across these 10 years, ranging from 2% to 18% of the annual mean for the flux terms, and nearly 2% for the reservoir term.
Evapotranspiration has the smallest range of the water flux terms. Figure 4b shows the breakdown of the components of evapotranspiration. Globally, transpiration is about one-third larger than direct evaporation from the soil. But each of the terms vary by about 5% from year to year. The fact that the total evapotranspiration has a smaller range suggests that variations in global transpiration and soil evaporation are anticorrelated. Interception loss is about one-third as large as transpiration, with an interannual range of 10%. Figure 4c gives the budget for frozen precipitation. Sublimation is a minor sink for loss of snowpack-the vast majority of seasonal snow cover is lost through melting, infiltration, and runoff. The mean snowpack reservoir is shown in two ways: as snow-water equivalent and as snow depth, because most of the models in GSWP-2 predict snow density. The snow reservoir varies by as much as 25% of the 10-year mean-this is among the highest interannual variabilities of all globally averaged terms. Figure 4d presents a similar comparison for the components of the surface energy balance. The contrast between the magnitudes of the annual cycle of the net surface shortwave and longwave fluxes is striking. There is very little variation in global net longwave radiation across the year. Global terrestrial latent heat flux exceeds sensible heat flux by nearly 20%. Figure 5 shows an example of a time series of the daily vertical profile of volumetric soil wetness at a grid point in the state of Illinois (centered at 40.5°N, 89.5°W). Clearly in evidence is the rapid penetration of moisture into the column after rain events, followed by the slow dry-down from top to bottom. The signatures of the 1988 spring-summer drought and 1993 summer floods are strong, as is evidence of their lingering effects into the following autumns. The dotted curve at the bottom is the intermodel standard deviation of root zone soil moisture divided by the multimodel mean root zone soil moisture (note that this is the average across each models' definition of "root zone," which varies among models, may vary in space for some models, and does not correspond exactly to the interpolated soil layers in the multimodel analysis). We see that heavy rainfall events cause a convergence among the model estimates (a reduction in the normalized standard deviation) as the soils saturate, which then gradually increases during periods of dry-down. This divergence occurs because the LSSs have different rates of gravitational drainage and losses of root zone water to transpiration and vertical diffusion. An exception to this pattern occurs in the drier summers such as 1988, 1989, 1991, and 1994 . Change in soil moisture 4.7 0.0 1.4
Change in snow-water equivalent 2.6 -0.8 0.9
Here we see the intermodel spread reduces once very dry soil conditions are established. The LSSs tend to converge in their soil moisture estimates at the extremes, with maximum spread at intermediate soil wetnesses, typically during late spring and early summer. The next section discusses the spread among models in more detail.
INTERMODEL VARIABILITY. Table 3 shows the range and variation among LSSs of the global mean terms of the surface energy and water balance. Because of differences in the parameterizations used, there can be a very large degree of variation among models. In fact, some of the simpler schemes do not compute some of the terms displayed. Surface runoff, in particular, shows a very large standard deviation compared to the intermodel range of values, suggesting a high degree of variation among models. Terms that are closely tied to forcing variables, such as the precipitation or net radiation terms, are not completely constrained. Several LSSs take total precipitation as an input and partition it between rain and snow based on a temperature criterion, while others accept rainfall and snowfall as separate direct inputs. Similarly for radiation, some LSSs estimate their own albedos and emissivities, while others prescribe either the supplied values or fields from the models' native datasets. However, given the pairing of uncertainties in the observationally based forcings and boundary conditions with the range of errors and inaccuracies in the individual LSSs, the variations among LSSs in the application of the supplied GSWP-2 datasets probably contribute little additional uncertainty. A unique and potentially very useful aspect of the dataset is that the multimodel spread, quantified as the standard deviation among contributing models of each quantity, is included in the analysis for each variable. This doubles the size of the monthly mean dataset, but provides key information not apparent in the multimodel mean. Table 4 shows four categories of global-mean time-mean standard deviations for each variable in the GSWP-2 multimodel analysis. 
and the global mean of this term is reported in Table 4 for each variable. Likewise, we have for the total temporal standard deviation of the multimodel analysis (7) the standard deviation of the mean annual cycle (8) and the standard deviation of the anomalies from the mean annual cycle
From Table 4 we see that for most variables on a global scale, σ AnCy > σ Anom , suggesting that the magnitude of the annual cycle dominates the climate signal. However, for most variables the difference is not huge, and for some of the variables related to subsurface soil moisture σ Anom ≥ σ AnCy . The intermodel variance often covers a wide range of values compared to the other variance metrics. If we take the intermodel standard deviation as a measure of model uncertainty, we can enumerate the "quality" of each variable in the multimodel analysis. We quantify our surety rating as the ratio of the intermodel standard deviation to the total standard deviation (10) This quantity is also listed in Table 4 . We have assigned letter grades based on the range of values of R. The exponential distribution of the values of R among variables suggest that the grades be assigned based on the logarithm of R. Thus we assign the grade ranges as "A" for R < 0.316, "B" for 0.316 ≤ R < 1, "C" for 1 ≤ R < 3.16, "D" for 3.16 ≤ R < 10, and "E" for R ≥ 10.
Only 10 variables receive an "A" rating, namely, those that are highly constrained by the forcing data. This includes the net shortwave radiation (the difference of two terms, one is a forcing input and is constrained by albedo, which is specified as a supplied boundary condition by many of the LSSs) and the precipitation terms (some of the LSSs calculate the partitioning of precipitation between rain and snow based on a temperature threshold while others take rainfall and snowfall as separate direct influences). Surface temperature variables are also highly dependent on the provided forcing data for near-surface air temperature, especially at night. The values of R for the soil temperatures gradually increase with depth, as the cumulative effect of the differing soil properties and parameterizations is felt.
Of the eight variables in the energy balance, the six largest are "A" or "B" variables, suggesting a relatively high level of agreement among the models for these terms. The same is true for the major water balance terms, although subsurface runoff barely rates a "C" grade with an R value of 1.01. Generally there is mediocre agreement among the models for most of the snow-related variables, suggesting a potential area of continuing weakness in global LSSs.
The highest values of R are reserved for the soil water variables. The "E" grades are received by soil moisture in the subsurface layers. This is directly attributable to the fact pointed out by Koster and Milly (1997) that different LSSs have different operating ranges of soil moisture, even though they may produce similar evapotranspiration rates. The soil moisture in the thin surface layer is the most strongly controlled by the atmospheric state, and shows the least intermodel spread of all layers. However, the strongest vertical gradients in soil wetness usually occur near the surface. This, combined with the differing vertical structures of the various LSSs that were interpolated to the common layers for this analysis, tends to amplify the differences among models in layers 2-4. The value of R decreases for layer 5, and then increases again for layer 6, where differences in the treatment of baseflow among the LSSs, especially the mechanism of recharge from the water table that is present in five of the schemes but absent in the others, appear to introduce more intermodel variability. Overall, this large variation among models in soil moisture does not suggest that this quantity is much less reliable than the others in this dataset. In fact, the process of averaging across models contributes greatly to the quality of the estimate, as compared to the errors in the individual LSSs (Gao and Dirmeyer 2006; Guo et al. 2006, manuscript submitted to Quart. J. Roy. Meteor. Soc.) . Normalization of each model's surface or column soil wetness by the method of standard normal deviates (Dirmeyer et al. 2004 ) greatly reduces the intermodel variations for NormSurfSoilWet and NormDeepSoilWet and improves the grade of these quantities to "B".
Finally, it should be realized that while large disagreement among models for a particular variable is certainly an indication that the LSSs as a group do not do a good job simulating the processes related to that variable, the converse is not necessarily true. Agreement among models is not a guarantee that the variable is accurately simulated. The LSSs could be uniformly in error due to problems with the forcing data or specification of inappropriate land surface parameters. Less likely is that all LSSs are using the same popular but inaccurate formulations of key physical processes, but this option cannot be eliminated by this comparison.
SUMMARY.
The global 1° gridded multimodel land surface analysis from GSWP-2 is a unique dataset for a wide range of earth science applications. The use of output from over a dozen different LSSs means that it is not subject to the systematic errors and biases often present in individual models. A distinctive aspect of the analysis is that information regarding the intermodel spread is included. This may allow the user to make decisions on the surety of each variable, or on local or regional estimates of a given variable, based on the relative certitude of the ensemble of models. Of course, convergence among models is not a guarantee of a "right answer," but an especially wide disparity among models should be interpreted as a caution flag.
The fact that there exists such variability among LSSs driven by the same forcing data implies that there is still a great deal of uncertainty in our understanding of land-atmosphere interactions at these large scales, and that there is still much room for improvement in the modeling of this part of the earth system. GSWP-2 is just one in a series of steps to improve our understanding of the land surface, with the goal of realizing benefits in areas such as improved climate prediction, water resource management, and disaster mitigation.
GSWP maintains a Web site where the latest information and documentation are available: www. iges.org/gswp/. The site includes information on both current and past projects, as well as links to related land surface modeling efforts within GEWEX.
Data from the multimodel analysis and the runs from individual models can be browsed online at the ICC Web site: http://haneda.tkl.iis.u-tokyo. ac.jp/gswp2/. Several types of browse images can be generated using the Web interface, including global or regional maps, time series, and side-by-side comparisons. Data download access is available to interested scientists who register with the ICC.
The monthly fields from the multimodel analysis of GSWP-2 as well as a daily product for the six-layer soil moisture and temperature are also available on DVD, along with documentation and software that can be used for visualization and analysis on most UNIX and Linux platforms. You may contact the authors or see the GSWP Web site about acquiring a copy.
The complete dataset is also served online via a DODS server at www.monsoondata.org:9090/dods/ gswp2mma/ and can be accessed by any DODSenabled client.
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