ABSTRACT To improve the prediction accuracy of traffic flow, a travel time prediction model based on gradient boosting decision tree (GBDT) is proposed. In order to test the applicability of GBDT, models with different prediction horizons (5 min ahead, 10 min ahead, and 15 min ahead) are established. The 11 variables are viewed as candidates in this paper. Different from other machine learning algorithms as black boxes, GBDT can provide interpretable results through variable importance. In the proposed model, the variable importance shows that for different prediction horizons, the most important influence variable is uniform, which is travel time in the current period. Traffic conditions in the current period have the greatest influence on the predicted travel time. Compared with the back propagation neural network model and the support vector machine model, the proposed GBDT model can produce more accurate prediction results, especially in multi-step prediction, indicating that GBDT is a promising method in travel time prediction.
I. INTRODUCTION
With the rapid growth of car ownership, traffic congestion has become one of the most serious social problems. To reduce traffic jam, many transportation infrastructures have been built. Recently, Advanced Traffic Information Systems (ATIS) has drawn great attention as it can help the traffic managers make full use of the transportation infrastructures. ATIS is a subsystem of Intelligent Transportation Systems (ITS), which aims at providing timely and reliable traffic information to the public [1] . Based on accurate traffic information, on the one hand, traffic managers can improve traffic management decisions; on the other hand, travelers can make better travel choices [2] , [3] . Travel time has been one of the most important and intuitionistic performance measures of a transportation system [4] . With accurate travel time, more informative decision in terms of trip generation and routing can be made by travelers individually. Traffic condition can become more stable and traffic congestion can be mitigated collectively [5] . Therefore, accurate travel time prediction algorithm is imperative.
In recent years, travel time prediction has become a hot research field of ITS. Accurate real-time travel time prediction is the premise of realizing traffic control and management and traffic guidance, which is the key factor for transforming ITS from passive response to active action. Travel time prediction is also one of the most important issues to be solved in areas such as traffic control systems and traffic flow guidance systems. Accurate prediction of travel time has important practical significance and application value for alleviating urban traffic congestion and avoiding resource waste.
Travel time can be achieved directly or indirectly. Direct methods measure travel time using probe vehicle, records at toll stations, tracking of cell phones, and many other technologies [6] . Indirect methods infer travel time using measured traffic volume, speed, and occupancy from point sensors (e.g., loop detector, video camera) along the vehicle trajectory [7] , [8] . In previous literature, the inference of travel time has gone through various approaches, including traffic flow theory, time series analysis, statistical regression and artificial neural network [5] , [8] - [10] . The development of traffic information acquisition technology has provided us with a large amount of traffic data, which offer us an opportunity to develop a more accurate travel time prediction based on data mining.
The paper introduces a new data mining technique called Gradient Boosting Decision Tree (GBDT) for travel time prediction. Compared with traditional parametric models, data mining algorithms can be deeply explored implicit relationships between variables.
II. LITERATURE REVIEW
Travel time prediction plays a crucial role in dynamic traffic management decision and travel decision. Therefore, a wide range of algorithms of travel time prediction had been presented in the literature.
Early researches were based on mathematical statistics [11] - [13] , for example, Zhang and Rice [14] proposed a linear model with the varying coefficient. The coefficient varied with the smoothing function of the departure time. The method was simple to implement and widely applicable to sensor data. A simple moving average method with constant weight and two adaptive moving average methods were developed by Farokhi Sadabadi et al. [15] . The results showed that the three moving average methods had similar accuracy in short-term prediction. However, the prediction accuracy declined with the increase of prediction time. Fei et al. [16] applied a dynamic model to predict the freeway travel time. In this model, the prediction process was considered as a random process and the prediction travel time distribution of its associated confidence intervals could be produced as results. This model combined historical traffic information with existing traffic measures. The results of the experiment showed that the model could provide accurate and reliable travel time prediction under different traffic states. Using data of the floating car, a traffic flow prediction model based on the Kalman filter model was proposed by Nanthawichit et al. [17] . The state equation was represented by a macroscopic traffic flow model. The model was tested under various traffic states, which were applied to the shortterm prediction of travel time. Taking into account noise of the model, Chu et al. [18] developed a travel time prediction method based on adaptive Kalman filtering, which combined the data of loop detector with floating car. Because of easy to implementation and low computational effort, models based on mathematical statistics method are widely used. However, the accuracy is generally low.
Another type of travel time perdition method is machine learning algorithm [19] , [20] , including K-Nearest Neighbor (KNN), Support Vector Machines (SVM) [21] , and neural networks [22] . A KNN model was presented by Qiao et al. [23] , which could produce accurate prediction results under different traffic states. A bus travel time prediction model based on the SVM was proposed by Reddy et al. [24] . The model used V-Support vector regression as a linear kernel function and used the data collected by public bus equipped with a GPS system to validate. The result showed that the accuracy of the model was significantly improved under the condition of high variance. Zeng and Zhang [25] raised a state-space neural network model with time delays. The input of the model included the parameters of current road segment (speed, occupancy, traffic flow), and the parameters of downstream and upstream sections (speed, occupancy, traffic flow), which was verified by the data collected in the Houston freeway. The results indicated that the model was more accurate than ordinary neural network. To predict the travel time of trucks, three kinds of machine learning methods were presented by Sun et al. [26] . The three models were based on KNN, SVM, and Random Forests algorithms respectively. Experimental results showed that the accuracy of models based on the SVM and Random Forests respectively were higher than that of KNN. Models based on machine learning methods need large amounts of computation, but the high accuracy drives scholars to shift their research focus to these methods.
In summary, the analysis of the literature mentioned above shows that there are many methods for predicting travel time. Mathematical statistics models provide interpretable parameters and a simple model structure, while machine learning models do not assume any particular model structure of the data, but treat it as unknown. Due to the nonlinear characteristics of traffic flow, machine learning methods for travel time prediction are overall more accurate than the methods based on mathematical statistics. Therefore, travel time prediction model has gradually transferred to machine learning methods. However, most machine learning model is lack of result interpretability, which limits the application in travel time prediction.
In recent years, data mining and machine learning have gradually come into sight. The latest research has applied the Random Forests model to the traffic prediction [27] , [28] . Compared with traditional parametric models, machine learning algorithms can be deeply excavated implicit relationships between variables. However, there are fewer studies on the application of GBDT in the transportation field. Based on GBDT, Ma et al. [29] presented a model to predict the incident clearance time using different types of explanatory variables. The comparison result showed that the proposed model outperforms BP neural network, support vector machine, and Random Forests. However, the nonlinear relationship between influence variable and response variable was not investigated. Yang et al. [30] raised a short-term traffic volume prediction model based on GBDT. Whereas in the proposed model, variables related to traffic states such as density were not considered. A taxi travel time prediction model using Random Forests and Gradient Boosting was proposed by Gupta et al. [31] . In this study, the prediction accuracy of Gradient Boosting Regression model was greater than Random Forests Regression model. While variable importance was not analyzed. Zhang et al. [32] developed an urban travel time prediction model based on Spatiotemporal Gradient Boosted Regression Tree (STGBRT). The proposed model accounted for spatiotemporal correlations extracted from historical and real-time traffic data for adjacent and target links. The prediction accuracy was elevated in both half-an-hour predictions and one-hour predictions. Nevertheless, the parameters of the proposed model only considered the number of trees and the learning rate. A travel time prediction model based on gradient boosting method was presented by Zhang and Haghani [33] , but the input variables were only time-related variables. Variables related to traffic states such as density and flow were not considered. Li and Bai [34] developed a freight vehicle travel time prediction model based on Gradient Boosting Regression Tree. The prestart prediction model used the data-time feature as influential variables and made use of trajectory data as the real-time information to perform post-start prediction. The prediction accuracy of the two models was significantly improved. But there was no comparison with other similar approaches. Variable takes into account the mean speed, Yet variables related to traffic states were also not considered.
In view of this, the hot-spot algorithm in machine learning-Gradient Boosting Decision Tree is used to establish a travel time prediction model. The influence of variables on travel time can be deeply excavated through GBDT.
The main contribution of this paper is (1) Accurately predicting travel time with different prediction horizons. (2) Providing a flexible framework to adopt different types of predictors as the input variables (such as traffic flow, speed, density, occupancy, number of vehicles and data-time variables). (3) Understanding the diverse influences of different variables on the predicted travel time, exploring the nonlinear relationship between variables and the predicted travel time, and having good interpretability.
The rest of the paper is structured as followed. Section III will give the methodology of GBDT to build a travel time prediction model followed by Section IV, which describes the data used in this paper. Results and discussions are presented in Section V. Finally, the conclusions and future work are outlined in Section VI.
III. METHODOLOGY
This section presents the methodology and learning algorithms of GBDT. GBDT is an iterative decision tree algorithm as originally derived by Friedman [35] .
A. THE THEORY OF GRADIENT BOOSTING DECISION TREE 1) LOSS FUNCTION
The loss function is a function to measure loss and error, which reflects the credibility of the model. The smaller the loss function is, the higher accuracy of the model is. Currently, there are various loss functions in GBDT [36] - [38] . The most commonly used loss functions and corresponding gradients are shown in TABLE 1.
2) GRADIENT DESCENT ALGORITHM
Supervised learning is an important kind of machine learning algorithms. For supervised learning, we suppose there are N training samples, (X 1 , y 1 ), (X 2 , y 2 ), . . . , (X N , y N ) , where
is the feature vector of the sample i, and y i is the response variable of the sample, namely the target variable. The response variable of a sample can be either a continuous value (in regression problems) or a discrete value (in classification problems). The objective of machine learning is to find a mapping function F(X ) between the independent variable X i and target variable y i by using the training data. In order to find the optimal function, a loss function L(y, F(x)) is usually set for the model. Optimal mapping function F * (X ) can be obtained through minimizing the loss function, as
When F(X ) is a linear regression problem, the mapping function F(X ) is,
Assuming L(θ ) is the loss function of the linear regression problem, and then the optimal mapping function can be obtained by,
The optimization problem can be effectively solved by Gradient Descent (GD) algorithm, which is also called the steepest descent algorithm. The theoretical basis is that the loss function always decreases the fastest in the direction of the negative gradient (the gradient is the maximum direction derivative of a function at a certain point). The GD algorithm reduces function value along the negative gradient direction when optimizing the objective function.
When solving the minimum value of loss function, the minimum loss function and the parameter values of the model can 7468 VOLUME 7, 2019
Algorithm 1 The Gradient Descent Algorithm
Step 1 initialize the parameter θ 0
Step
Step 3 Until the termination condition, then
be obtained by the iterative method in the negative gradient direction. Algorithm 1 illustrates the basic steps of the GD algorithm.
3) GRADIENT BOOSTING ALGORITHM a: OPTIMIZATION IN FUNCTION SPACE
The difference between boosting method and conventional machine learning is that the optimization is held out in the function space. F 0 (X ) = f 0 (X ) is set as the initial value according to the GD algorithm described above. Taking the function F(X ) as a whole, the optimal function is obtained after M − th iterations.
where
. Among them, the new base-learner is the largest loss function associated with negative gradients [39] . Therefore, for M − th iterations, the negative gradient is shown in (6) .
where g m is the direction in which the loss function drops the fastest when F(X ) = F m−1 (X ). For each step, a new decision tree is aimed to correct the error made by its previous baselearner, so the current model is updated to (7) .
Assuming h(X , α m ) is the base-learner. The step-size of GD is calculated as (8) .
The function f (X ) is determined by the parameter α, which is shown in (9) .
Boosting method is one of the most important methods in ensemble learning, which generates base models sequentially. The step of boosting method is shown as follows.
•
Step 1: Each sample has weights, initial of which is identical;
• Step 2: Base-learner 1 is used to learn the training samples;
• Step 3: When the learning is completed, the weight of the wrong samples is increased, and the weight of the correct samples is reduced;
• Step 4: Base-learner 2 is used to learn; It can be seen from Fig. 1 that the ultimate prediction result of boosting method is the combination of M base-learner results, showed in (10).
Similar to the optimization in function space described earlier, then
The training value for each sample is shown in (12) .
The establishment of the aforementioned model is the process of solving the gradient, so it is also called the boosting method based on gradient. Algorithm 2 illustrates the basic steps of the Gradient Boosting algorithm.
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Algorithm 2 The Gradient Boosting algorithm
Step 1 initialize F o (X ) with a constant,
Step 2 for m = 1, 2 . . . M , repeat (1) Calculate the negative gradient
Step 3 Until the termination condition, then output the final model F m (X )
In the above algorithm, the meaning of α m = argmin α,β
is to measure the proximity between the base-learner and the negative gradient by using the square error at each step of boosting, and choose the base-learner with the smallest fitting error.
4) GRADIENT BOOSTING DECISION TREE ALGORITHM
GBDT algorithm uses a regression tree model of Classification and Regression Trees (CART), which is shown in (13) .
Equation (13) indicates that the data space is divided into J units (J leaf nodes), each of which has fixed output value c j . Combining Algorithm 2 and Equation (13), GBDT can solve most of the regression models.
However, GBDT might suffer the overfitting problem, which could be effectively solved by introducing the learning rate η at each iteration. Learning rate is a regularization method in GBDT. To further improve the generalization of GBDT, random subsample was introduced by Freidman.
The subsample fraction is proposed to obtain new training data sets by randomly sampled without returning in each step of boosting. Meanwhile, a new feature vector set is obtained randomly sampled without returning in each step. The regression tree is fitted using the new training data sets and feature vector sets. Utilizing the subsample fraction is the second way to regularize GBDT.
5) VARIABLE IMPORTANCE AND PARTIAL DEPENDENCE FUNCTION a: VARIABLE IMPORTANCE
Variable importance is calculated in the model by the number of time variables appear in the decision tree and performance improvement of the model after each split [35] , [36] .
where in (14)- (15), T m is the m − th decision tree in GBDT F with J leaf nodes. 1 j (X k ) is the indicator function that whether variable X k was chosen as split variable at node j in the decision tree T m . E 2 j is the squared error improvement of the corresponding node after selecting the variable X k to split. I 2 k (F) is the importance value of the variable X k in the Gradient Boosting Decision Tree F. I 2 k (T m ) is the importance value of the variable X k in the decision tree T m .
b: PARTIAL DEPENDENCE FUNCTION
Through GBDT, the partial dependence function of the trained model F(X ) for variables can be calculated and the corresponding function graph can be drawn. Equation (16) is the calculation formula for partial dependence function.
where X S is a subset of variables that need to calculate partial dependent functions. X C is the complementary set of X S . X S ∪ X C = X K is a subset of variables in the model. X iC is the value of X C in training sample, where i = 1, . . . , N .
B. PARAMETERS OF MODEL
In GBDT, there are five parameters need to be determined, which is presented in Table 2 . 
1) NUMBER OF LEAF NODES IN A SINGLE REGRESSION TREE J
In the process of constructing GBDT, a weaker regression tree is used to improve the model at each step. Therefore, for each regression tree, it will not be allowed to grow and pruned fully. All regression trees are limited to the same size by J . The recommended value of J is 5-8 [40] . For specific problems, J can be determined through experiments.
2) LEARNING RATE η
Learning rate η (0 < η ≤ 1) is a regularization method used to control the contribution of a single decision tree in the model, which can prevent over-fitting of GBDT. There is a tradeoff between the number of regression trees M and learning rate η. With the same number of regression trees, the smaller η is, the higher the training risk is. Smaller learning rate requires a large number of regression trees to obtain the same training risk. In general, a small η (η < 0.1) with a large M is advisable, while smaller η will increase the training time.
3) SUBSAMPLE FRACTION frd
The Subsample fraction frd(0 < frd ≤ 1) is another regularization method to prevent over-fitting. Unlike Random Forests, sampling without replacement is used in GBDT.
If frd is 1, the whole sample is used as a subsampling. If frd is less than 1, part of sample participates are used, which avoids over-fitting but increases the fitting deviation of the sample. Therefore, the value of frd cannot be too low, which is recommended as [0.5, 0.8].
4) NUMBER OF ATTRIBUTE SAMPLING S a
In developing Random Forests, Breiman [41] demonstrated that additional benefits might be acquired if a subset of predictors is randomly selected as potential splitters during the tree construction process. In order to improve the precision of the model, GBDT combines the idea of Random Forests.
In the process of constructing the decision tree, each node uses part of the variable as the candidate variable.
5) NUMBER OF REGRESSION TREES M
The number of regression trees M is also called iterations.
In the growth process of GBDT, each iteration will generate a regression tree. Increasing the number of regression trees will improve the prediction accuracy of the training data sets, but correspondingly increase the training time. In order to choose the appropriate M to prevent over-fitting, the data need to be divided into two parts, one for training and one for testing. With the increment of M , the error of test data sets decreases first and then increases. Therefore, M needs to be selected by the error of test data sets.
IV. DATA PREPARATION A. SOURCE OF DATA
To validate the proposed model, field data collected in Nanjing were used. Unfortunately, the amount of data was still insufficient. Thus, we critically reviewed existing researches and found that using microsimulation software was a good solution and VISSIM has been used for validation by several researchers [42] - [46] . Thus, we used field data to calibrate VISSIM software and got sufficient data to verify the proposed model. VISSIM is used for modeling and analyzing the operation of urban traffic and public traffic under various traffic conditions (lane set, traffic structure, traffic signals, bus station and so on), which is an effective tool for evaluating the design of traffic engineering and urban planning [47] .
1) SELECTION OF A SIMULATION SECTION
Nanjing Airport freeway between the Airport Interchange and Lukou Interchange, with the length of 1048.28m and 4 lanes in one direction, is selected as the research area. Time detectors are set at both ends of the selected freeway section. The route diagram is presented in Fig. 2 . 
2) DETERMINATION OF SIMULATION PARAMETERS a: TRAFFIC FLOW
The VISSIM simulation software is calibrated according to real hourly traffic flow in Nanjing Airport freeway from Nanjing to Airport investigated by airport toll station at 9:00-15:00 on August 22, 2017. Since the real traffic flow does not include congestion, in order to cover the state of free-flow, transition, and congestion in the freeway, the traffic flow increases 600Veh/h from the real measured value of the previous period during 15: 00-17: 00, which reflect the state of congestion. Only increase the number of vehicles does not necessarily result in congestion. However, based on the transition state, we guarantee that all variables are constant, and continue to increase the traffic flow to characterize the congestion state. The input of traffic flow is shown in TABLE 3.
b: VEHICLE TYPE
The user-defined taxi type is 1, and the vehicle color is blue; the truck type is 2, and the vehicle color is yellow; the bus type is 3, and the vehicle color is blue; the car type is 4, and the vehicle color is red.
c: SPEED DISTRIBUTION
In the freeway, the expected speed of car, truck, and bus is 120,100 and 100 km/h. The speed distribution of cars, trucks, buses, and taxis is shown in Fig. 3 .
d: VEHICLE PROPORTION
Through investigation, the vehicle proportion on the freeway is car: truck: bus: taxi = 0.42:0.12:0.26:0.2.
e: TIME DETECTOR
In the freeway section, time detectors are set up to collect travel time data of the traffic flow.
B. DESIGN OF EXPERIMENTAL SCHEME
In the process of experiment, the dynamic changing process of the freeway traffic flow was simulated by changing the input traffic flow, including the state of free-flow, transition, and congestion. Using different random seed number, the experiment simulated 133 times and the simulation time was 28800s. At last 133 sets of data were obtained, which represented 133 days 'data of 9:00-17:00. Data of 133 days were divided into two data sets, in which 27-133 days of data were used as training data sets and 1-26 days of data were used as test data sets. The 5 th day of data in the test data sets was the real travel time obtained by field experiment, which was acquired on August 22, 2017.
Travel time was obtained at the sampling interval of 300 seconds. T i was used to represent the travel time at time step i (i is the current period), where i = 1, 2 . . . 93, represents 93 time steps from 9:00 to 17:00.
C. VARIABLES OF THE MODEL 1) TRAFFIC STATE PARAMETER
In the Highway Capacity Manual [48] , the freeway traffic state was divided into six grades (namely A to F) according to the average speed and density, shown in TABLE 4. [48] .
In this study, traffic state parameters refer to the standard of traffic state classification of the freeway, let x = 1 to 6 for representing the traffic state A to F of freeway respectively. The paper combined existing traffic state levels and described the freeway at a lower level. Therefore, the traffic state of the freeway was divided into three categories. The free-flow state included the traffic state A and B, namely x f = 1 and 2; the transition state included the traffic state C and D, namely x t = 3 and 4; the congestion state included the traffic state E and F, namely x c = 5 and 6, which is shown in TABLE 5. The traffic state parameter is X = {x f , x t , x c }. 
2) VARIABLES OF THE MODEL
Traffic flow, speed, and density are three basic parameters that characterize traffic flow characteristics and influence travel time of the vehicle. In addition, occupancy and number of vehicles will also have a certain impact on travel time. Therefore, traffic flow, speed, density, occupancy, and number of vehicles are introduced as input variables in the model.
Other factors that have been discussed in previous studies are also considered. Thus, input variable of the model is the relevant parameters at time step i (that is, the current period), where i = 1, 2 . . . 93, represents 93 periods from 9:00 to 17:00. The target variable of the model, namely the predicted travel time, is travel time at time step i+1, which is denoted by T i+1 . The explanation of each variable is shown in TABLE 6. 
V. RESULTS AND DISCUSSION
GBDT models with different prediction horizons (5 min ahead, 10 min ahead and 15 min ahead) were established respectively. Data of 133 days were divided into two data sets, of which 27-133 days of data used as training data sets and 1-26 days of data used as test data sets. SPM 8.2, a data mining software developed by Salford Systems, was used to establish the GBDT model [49] .
Mean Absolute Deviation (MAD), Mean Absolute Percent Error (MAPE) and Relative Error (RE) were selected as evaluation criteria.
where in (17)- (19), n is the total number of samples. y i is the real value of travel time.ŷ i is the predicted value of travel time.
A. PARAMETER DETERMINATION 1) NUMBER OF LEAF NODES IN A SINGLE REGRESSION TREE J
In order to determine the number of leaf nodes in a single decision tree J , for different prediction horizons, the models of the training data sets are established according to J = 2, 3 . . . 11, respectively by keeping the other parameters constant. The number of decision trees is automatically determined by MAD of the test data sets. For different prediction horizons, the prediction accuracy of various J is shown in Fig. 4 . J is determined according to MAD of the model. It can be observed from Fig. 4 that J are 8, 9, and 10 when the prediction horizon is 5 min ahead (1-step ahead), 10 min ahead (2-step ahead), and 15 min ahead (3-step ahead). 
2) LEARNING RATE η
The determination of the learning rate η is similar to J . For different prediction horizons, the models of the training data sets were established with various η respectively by keeping J constant. The number of decision trees is automatically determined by MAD of the test data sets. For different prediction VOLUME 7, 2019 FIGURE 5. MAD of various learning rate for different prediction horizons. horizons, the prediction accuracy of η is shown in Fig. 5 . As indicated in Fig. 5 that the model error decreases as the learning rate increases. However, when the learning rate of 5 min ahead prediction (1-step ahead) is decreased from 0.05 to 0.01, the learning rate of 10 min ahead prediction (2-step ahead) and learning rate of 15 min ahead prediction (3-step ahead) is decreased from 0.01 to 0.005, the error is increased. The reason may be that the low learning rate has caused overfitting. η is determined according to MAD of the model. From Fig. 5 that η are 0.05, 0.01, and 0.01 when the prediction horizon is 5 min ahead (1-step ahead), 10 min ahead (2-step ahead), and 15 min ahead (3-step ahead).
3) NUMBER OF ATTRIBUTE SAMPLING S a
In order to improve the accuracy of the model, sampled variables are used as the candidate variables in the process of constructing the decision tree. The candidate variables are called attribute sampling numbers. In reference (25) , Freidman takes int √ k (k is the number of variables) as the number of attribute samples. The paper has 11 variables, using the method of Freidman that int √ k = 3. In order to find the best number of attribute samples, for different prediction horizons, the models of the training data sets are established according to S a = 1, 3, 5, 7, 8, 9, 10, 11, respectively by keeping J and η constant. The number of decision trees is automatically determined by MAD of the test data sets. For different prediction horizons, the prediction accuracy of various S a is shown in Fig. 6 . S a is determined according to MAD of the model. As can be seen in Fig. 6 that S a are 8, 9 , and 10 when the prediction horizon is 5 min ahead (1-step ahead), 10 min ahead (2-step ahead), and 15 min ahead (3-step ahead).
4) SUBSAMPLE FRACTION frd
The sampling fraction of the training data sets is generally 0.5-0.8. In order to find the best value of frd, for different prediction horizons, the models of the training data sets are established with frd = 0.5, 0.6, 0.7, 0.8, respectively by keeping J , η and S a constant. The number of decision trees is automatically determined by MAD of the test data sets. For different prediction horizons, the prediction accuracy of various frd is shown in Fig. 7 . frd is determined according to MAD of the model. As showed in Fig. 7 that frd are 0.5, 0.6, and 0.5 when the prediction horizon is 5 min ahead (1-step ahead), 10 min ahead (2-step ahead), and 15 min ahead (3-step ahead).
In summary, all parameters of GBDT have been determined. When the prediction horizon is 5 min ahead (1-step ahead), all parameters are {J , η, S a , frd} = {8, 0.05, 8, 0.5}. When the prediction horizon is 10 min ahead (2-step ahead), all parameters are {J , η, S a , frd} = {9, 0.01, 9, 0.6}. When the prediction horizon is 15 min ahead (3-step ahead), all parameters are {J , η, S a , frd} = {11, 0.01, 10, 0.5}. The learning results of the models are different with different prediction horizons, as indicated in Fig. 8 . When the prediction horizon is 5 min ahead (1-step ahead), the MAPE is 0.0198, and the cumulative number of regression trees is 950. When the prediction horizon is 10 min ahead (2-step ahead), the MAPE is 0.0365, and the cumulative number of regression trees is 923. When the prediction horizon is 15 min ahead (3-step ahead), the MAPE is 0.0418, and the cumulative number of regression trees is 511.
B. EXPLANATION AND DISCUSSION OF THE MODEL
Input variables of the model usually have different effects on the dependent variable. Exploring the impact of a single input variable on the dependent variable can dig the hidden information of data. The greater importance value of the variable is, the stronger influence on the model is. Variable importance for different prediction horizons is shown in TABLE 7 .
From TABLE 7, the contribution values of input variables in the model are different. When the prediction horizon is 5 min ahead (1-step ahead), the most important variables are T i , V i , X i , K i , and T i−1 . When the prediction horizon is 10 min ahead (2-step ahead), the most important variables are T i , X i , T i−2 , V i , and T i−1 . When the prediction horizon is 15 min ahead (3-step ahead), the most important variables are T i , K i , V i , R i , and T i−2 . For different prediction horizons, the most important variable is the same, that is, travel time in the current period T i . Travel time of the current period has the greatest influence on travel time of the next period. As expected, the immediate previous traffic state will influence the traffic in the near future. For different prediction horizons, speed of the vehicle V i in the current period has a greater influence on the predicted travel time, because speed is the most intuitive reflection of travel time. For different prediction horizons, the influences of Q i , N i , T i , and T i−1 on the model are relatively small, indicating that flow rate and number of vehicles cannot directly affect travel time. The influence of time difference on the model is less than travel time of the two periods closest to the predicted travel time.
Since the most important influence variables are the same for different prediction horizons, the partial dependence function graphs between predicted travel time and travel time in the current period are shown in Fig. 9 .
From Fig. 9 , one can see that travel time in the current period have a highly nonlinear relationship with the predicted travel time for different prediction horizons. Meanwhile, the impact trend of the partial dependent function between travel time in the current period and predicted travel time is the same for different prediction horizons. However, as the prediction horizon increases, the change rate of the curve gradually decreases, which demonstrate that travel time in the current period has less influence on the predicted travel time. In particular, when T i > 170, the curve changes most obviously for different prediction horizons. As the prediction horizons increase, the curve gradually becomes a straight line. It indicates that along with the increase of prediction horizons, even the most important influence variable T i has a weaker effect on the predicted travel time. It also reveals that the model's predicted performance drops with the increase of prediction horizons.
C. ACCURACY OF THE MODEL
To test the effectiveness of the GBDT model, the BP (Back Propagation) neural network model and the SVM model were also established by using the same data. BP neural network [50] is a multi-layer feedforward network trained by error inverse propagation algorithm, which was proposed by a team of scientists led by Rumelhart and McCelland in 1986. SVM [51] was first proposed by Corinna Cortes and Vapnik in 1995. Both methods have been widely used for travel time prediction and other problems. For different prediction horizons, the BP neural network model with a three-layer feedforward perceptron algorithm and the SVM model with radial basis function (RBF) as the kernel function was used to predict travel time. Then the models were tested using 1-26 days of data sets. The training and test errors of different models are shown in TABLE 8.
As indicated in TABLE 8, for different prediction horizons, the prediction accuracy of the GBDT model is better than the BP neural network model and the SVM model. As the prediction horizons increase, the performances of the three models all drop. In comparison, the GBDT model is the least sensitive to the prediction horizons and can maintain good prediction performance. It reveals that the GBDT mode is a promising method for travel time prediction. Meanwhile, the advantages of GBDT are more noticeable in multi-step prediction. Fig. 10 shows the comparison between travel time of the 5 th day in the test data sets (real travel time) and travel time obtained with various models for different prediction horizons. It can be observed in Fig. 10 that the GBDT model can accurately predict the change of travel time.
VI. CONCLUSION
In this paper, GBDT is proposed for travel time prediction, which is a hotspot algorithm in machine learning and can deeply explore the complex relationships between variables. For different prediction horizons, GBDT model is established with 11 variables, namely travel time in current period T i , traffic flow in current period Q i , speed in current period V i , density in current period K i , number of vehicle in current period N i , occupancy in current period R i , traffic state parameter in current period X i , travel time in previous period T i−1 , etc. Using different random seed number, the experiment simulated 133 times with VISSIM simulation software, representing 133 days of traffic conditions. Taking 27-133 days data as training data sets and 1-26 days data as test data sets, results show that among all prediction horizons, the most important influence variable is the same, that is, travel time in the current period T i , which reflects that travel time of the current period has the greatest influence on travel time of the next period. Comparison results show that GBDT outperforms BP neural network model and SVM model in travel time prediction, especially in multi-step prediction. In general, GBDT is a promising method for travel time prediction.
Comparing with other machine learning algorithms, the GBDT model cannot only produce more accurate prediction results but also provide us an opportunity to understand the diverse influences of different variables and nonlinear relationships between variables and prediction results.
The development of traffic information acquisition technology (such as GPS trajectories, smartphone and road sensors) has provided us with a large amount of traffic data, which offer us an opportunity to develop a more accurate travel time prediction model based on data mining. Further research will use the data to verify the model. Moreover, the data obtained by VISSIM in this paper, which limited the diversity of data. In the future, the variables of weather, characters of drivers, and other variables affecting travel time will be incorporated into the model.
