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 The properties of semiconductor materials depends on the type, concentration and spatial 
distribution of the point and extended defects it contains. For ceramic oxide semiconductor 
materials, the concentration and diffusion of cations and anions, in the form of interstitials and 
vacancies, plays a large role in the performance of these materials for gas sensing, 
photocatalysis, microelectronics and photovoltaic cells. The ability to control the properties of 
semiconductors through defect manipulation, or “defect engineering”, has been studied and 
applied extensively in non-ceramic semiconductors such as Silicon. However, the use of defect 
engineering techniques to control the properties of ceramic oxide semiconductors is still in its 
nascency.  
 The dangling bonds on surfaces can offer efficient pathways for point defect injection 
and annihilation. A challenge to surface-based manipulation of defects in ceramic oxide 
semiconductors is elucidating the defect transport mechanism of the cation and anion self point 
defects at the surface and in the bulk. Developing suitable surface manipulation techniques to 
control cation and anion bulk defect dynamics will be crucial for tailoring the properties of 
ceramic oxide semiconductor materials. The present work uses isotopic diffusion experiments 
and microkinetic mathematical models to elucidate the (1) diffusion-reaction network of oxygen 
and titanium interstitials in rutile titanium dioxide and (2) determine the role of surfaces in 
changing the kinetics for the sequestration of oxygen and titanium interstitials at bulk extended 
defects.   
The diffusion-reaction networks of oxygen and titanium interstitials are mainly 
influenced by the activity of the surface (i.e density of active sites, surface configuration, foreign 
adsorbates) and Ostwald ripening kinetics of bulk extended defects.  Oxygen and titanium 
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interstitials in rutile titanium dioxide are primarily sequestered at bulk extended defects that are 
sometimes distributed in a spatially-dependent way. Pertinent kinetic quantities were determined 
from the isotopic diffusion experiments such as the estimated barrier for interstitial surface 
injection, EFlux. The barrier for oxygen and titanium interstitials surface injection is 0.76 ± 0.27 
eV and 0.17 ± 0.10 eV, respectively.   
 Microkinetic models were developed to understand the key elementary-step reactions for 
oxygen and titanium interstitials defect transport in rutile titanium dioxide. This work gives the 
most comprehensive quantitative and qualitative description of the self-point defect diffusion-
reaction network of near-stoichiometric rutile that has yet been devised. Major findings from the 
model determined that gaseous Ti-flux proliferates the growth of incipient extended defects 
while sulfur-adsorbate retards the Ostwald ripening of bulk extended defects at low 
temperatures. The association of oxygen and titanium interstitials to bulk extended defects is 
determined by a diffusion-limited reaction while dissociation follows an Arrhenius-like behavior 
with a barrier of 3.5 eV and 3.7 eV, respectively.   
This work has reiterated the importance of clean surfaces for injecting oxygen interstitials 
and absorbing titanium interstitials, with the benefits of getting rid of oxygen vacancies and 
reducing the concentration of extended defects.  Foreign adsorbates like sulfur seem to inhibit 
annihilation of titanium interstitials and inhibit oxygen interstitials injection.  The presence of 
titanium gas flux aids oxygen interstitial injection but more than compensates by keeping the 
bulk concentration of extended defects high and creating new ones at the surface.  A potential 
defect engineering strategy in the future will find other sets of conditions (e.g., temperature, 
pressure) that yield the favorable surface reconstruction that titanium gas flux seems to induce. 
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The manufacturing of optoelectronics, sensors, and other devices require a sizable 
number of sequential steps, high temperature annealing for surface – based defect engineering 
may pose problems for integration into a process flow with tightly constrained thermal budgets. 
Discovering injection mechanisms that operate at or near room temperature are much preferred, 
as many of the defects themselves are mobile in the bulk under these conditions. For example, 
this work has determined that oxygen and titanium interstitial diffusion in TiO2 has an activation 
barrier of 0.65 eV and 0.5 eV, respectively. At room temperature, the corresponding diffusivities 
permit diffusion lengths in the range of 0.1-10 µm in 30 min, which is quite suitable for 
manufacturing. This work has investigated the feasibility of room-temperature defect engineering 
of oxygen bulk defects of ceramic oxide semiconductors using liquid interfacial chemistry.  
Preliminary results suggest that Oi or OHi may be injected in the bulk of rutile titanium dioxide. 
External stimuli such as UV illumination (to increase carrier concentration) and application of 
anodic potential (to promote surface oxidation reactions) may enhance the injection of mobile 
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In ceramic oxide semiconductors, atomic-scale native defects such as vacancies and 
interstitial (Figure 1.1) atoms affect the performance of sensors [1–3], catalysts  [4–7], 
photocatalysts  [8–11], oxygen storage devices  [12], photoactive devices  [13–15], and 
photovoltaic cells  [16–18]. It would be helpful to have the capacity to manipulate the type, 
concentration, and spatial distribution of such species. Examples of longstanding defect 
manipulation methods in non-ceramic semiconductors such as silicon  [19–21] include specially 
designed heating protocols (time, maximum temperature, heating and cooling rates), introduction 
of foreign atoms, ion bombardment protocols, and amorphization/recrystallization. But use of 
such methods outside of Si-based microelectronics is less extensive, with applications mainly for 
ion implantation or synthesis of metal oxide nanoparticles for photocatalysts [22]. Only a few 
reviews can be found  [23,24]. In several instances involving TiO2 and ZnO, the importance of 
point defects in controlling material behavior is described specifically  [9,25–27], especially for 
gas sensors  [28–30] and  parasitic green emission from UV emitters  [31].         
Work in the Seebauer laboratory over the past decade has shown that surfaces offer efficient 
pathways for the production and destruction of point defects in the underlying bulk because 
fewer bonds need to be broken or formed at the surface than within the bulk. The bond breakage 
that attends creation of any surface intrinsically generates the decreased chemical coordination 
that facilitates reaction with point defects such as interstitial atoms and vacancies.  This concept 
was first demonstrated quantitatively for elemental silicon  [32,33], for which the atomically 
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clean (100) surface creates and destroys Si interstitials much faster than comparable bulk 
processes. More recently, the Seebauer laboratory has generalized that observation to the 
creation of oxygen interstitial defects (Oi) by rutile TiO2 (110) and ZnO(0001) – with such high 
efficiency that Oi supplants oxygen vacancies as the majority O-related defect  [34–36] (Figure 
1.2), consistent with quantum mechanical first-principles predictions  [37]. In fact, the injected 
Oi seems to largely eliminate O vacancies within the solid. The consequent inclusion of Oi in the 
analysis of defect disorder adds a noteworthy new dimension to oxide literature, especially in 
structures where surface-to-volume ratios are high. Indeed, injection of Oi by surfaces has been 
recently invoked to explain enhanced room-temperature oxygen storage in TiO2 nanotubes by 
electrochemical means  [12]. 
Recent work has made considerable progress in understanding some of the basic 
mechanisms involved with the interaction of a surface with oxygen defects when a gas-phase 
ambient is present. However, little to no information is known about the reaction mechanisms 
that occur between oxygen and cation defects in the bulk of ceramic oxide materials. For 
instance, prior work has suggested that Ti interstitials (Tii) catalyze the exchange of Oi into the 
bulk reducing it’s characteristic mean diffusing length by ~10×. The present work looks to 
further develop surface-based manipulation of defects to study the interaction and diffusion of 
anion and cation defects in rutile TiO2. Moreover, all the surface-based defect manipulation 
accomplished up to now has required high-temperature annealing at 500°C or more.  For 
physical or economic reasons, such conditions are prohibitively high for some applications. 
Room-temperature capabilities would be preferred.  This work has uncovered tantalizing 
evidence for such a possibility using the aqueous liquid phase. This work employed a 
combination of experiments and computations to examine the coupling mechanisms between Oi 
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and Tii, and will discuss preliminary observations of liquid-enhanced defect injection.  For both 
efforts, attention will focus on rutile TiO2. Experiments will rely primarily upon isotopic self-
diffusion measurements supplemented by other solid characterization, while computations will 
rely upon a two-tiered heirarchy of modeling.  
1.2 HEIRARCHY OF MODELS 
1.2.1 ANALYTICAL MODEL 
This approach applies to any mechanism whereby the diffusional flux is carried by a 
mobile intermediate that is sequestered (temporarily or permanently) by a reservoir. Exponential 
(not error function) shapes serve to confirm this assumption.  The slope and intercept of each 
profile in a semi-logarithmic plot respectively yield the characteristic diffusion length, λ, and the 
net injection flux, F. This approach  [35] employs continuum differential equations for the 
defect-mediated diffusional spreading.  No detailed assumptions are made about the diffusion-
reaction network of point defects, and therefore the approach is an important first step for 
interpretation of the experimental profiles.  However, the extractable parameters represent 
composites of more fundamental rate constants, with important limitations on the types of 
physical insights that can be inferred.  Electrostatic drift effects on charged interstitials in the 
space charge region may be modeled accurately using a separate analytical approach  [38]. 
1.2.2 MICROKINETIC MODEL 
This approach makes specific assumptions about the key elementary steps involved in the 
diffusion-reaction network that affects the experimental profiles.  Many more details about 
individual kinetic parameters may be obtained by this approach than the analytical one. The 
approach employs our adaptation of the simulator FLOOPS 2000 (by Mark E. Law of the Univ 
of Florida and Al Tasch of the Univ of Texas)  [39].  This simulator solves the coupled 
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continuum mass balance equations for interstitial atoms and other defects. Computations begin 
with activation energies obtained by Maximum Likelihood (ML) estimation  [40]. Quantitative 
parameter sensitivity analysis is then performed to determine which of the simulator’s 
parameters (e.g., activation energies) are most important for describing the experimental profiles. 
The analysis permits elimination of equations and effects that exert minimal influence. Based on 
this analysis, the most sensitive parameters are refined through the WSSE optimization 
algorithm  [34]. This procedure is mathematically rigorous, and involves no arbitrary “curve 
fitting.”  
1.3 SURFACE MANIPULATION OF BULK DEFECTS  
 Dangling bonds, kinks and other active sites present on a semiconductor surface can react 
with defects in the bulk and influence defect concentrations, mobility and spatial 
distributions [32,33]. The surface offers a thermodynamically accessible pathway for defect 
creation and annihilation because fewer bonds need to be broken than for corresponding bulk 
pathways [23] (Figure 1.3). The reactivity of the surface toward bulk point defects as a net 
source or a net sink depends on the concentration of those defects with respect to their 
equilibrium value. For example, heating typically renders an unimplanted material 
undersaturated, with a defect concentration lower than the equilibrium value [33]. In this case, 
net generation of defects at the surface and subsequent injection into the bulk becomes a means 
to reestablish the equilibrium concentration. In contrast, when the material is supersaturated due 
to cooling or ion implantation, the surface becomes the primary means to re-establish 
equilibrium by net annihilation of defects [32]. The role of surface defect exchange becomes 
increasingly important as the dimensions of the solid decrease down toward the nanoscale 
regime where surface-to-volume ratios are high. Indeed, injection of Oi by surfaces has been 
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recently invoked to explain enhanced room-temperature oxygen storage in TiO2 nanotubes by 
electrochemical means [12]. 
To efficiently study the reactivity of surfaces towards the generation-annihilation of bulk 
point defects, gas-diffusion and liquid-diffusion experiments in this work are performed in 
adequately controlled environments to ensure atomically - clean surfaces. The gas-diffusion 
experiments are conducted in Ultra-High Vacuum (UHV) chambers to ensure complete control 
of the atmosphere interacting with the surface (Figure 1.4). The liquid-diffusion experiments are 
conducted in 99.99% isotopically-labeled (D2O or H218O) distilled water in acid-cleaned and 
degreased borosilicate glassware. Because the diffusion of foreign species in semiconductors is 
mediated by bulk point defects, isotopically-labeled tracer experiments are employed to 
indirectly gauge defect behavior. The diffusion depth profiles are subsequently measured ex-situ 
by Secondary-Ion Mass Spectrometry (SIMS). The tracer diffusion profiles measured by SIMS 
acts as a powerful tool to derive experimental parameters including the mesoscale self-diffusivity 
(Deff), net defect injection rate (F) and characteristic diffusion length (λ). 
1.4 OUTLINE  
The present work is outlined as follows: Chapter 2 details the theoretical background for 
using SIMS to measure depth profiles of isotopically-labeled atoms and Chapter 3 discusses the 
use of thermal evaporation to grow an isotopically-labeled homoepitaxial thin film on rutile TiO2 
substrates. Chapter 4 examines the manipulation of defects in rutile TiO2 using an isotopically-
labeled aqueous medium in the dark, Ultraviolet illumination (UV) and photoelectrochemistry, 
respectively. Chapter 5 elucidates the Tii and Oi defect transport and sequestration mechanisms. 
A plausible geometric configuration of Tii3+ and Oii2- and the associated kinetic barriers for 
catalytic exchange of Oi in the lattice is discussed in Chapter 6. Chapter 7 describes the 
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quantitative microkinetics model used to calculate important rate parameters for Tii and Oi defect 































Figure 1.4: Experimental set-up for gas-diffusion tracer experiments. 
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CHAPTER 2: DEPTH PROFILING OF TiO2 WITH TIME OF FLIGHT 





Time-of-Flight Secondary Ion Mass Spectrometry is the main tool used in the experiments in this 
thesis to measure depth profiles of isotope tracer atoms (18O and 46Ti). This chapter describes the 
principles underlying SIMS as well as the general protocols employed with TiO2 to improve the 
resolution and quality of measured data.  
2.2 INTRODUCTION 
Mass Spectrometry is a very powerful and effective technique for elucidating the type and 
amount of isotopes, atoms or molecular fragments present within a sample [1–3]. A subset of 
Mass Spectrometry, Secondary Ion Mass Spectrometry (SIMS), is used in the chemical analysis 
of a solid-state material [4–6]. SIMS measures the ions emitted from the surface of a solid 
following energetic (1 – 50 keV) ion impact.  The ions that impact the surface of the solid are 
called the primary ions, whereas the emitted ions are referred to as the secondary ions (Figure 
2.1).   
There are several advantages to using SIMS, as an analytical technique including: 
1. The ability to detect most chemical elements in the periodic table, 
2. The ability to detect small concentrations of an element to parts per billion levels,  
3. The ability to measure isotope tracer depth profiles with a minimum spatial resolution of 
at least ~1 nm, and 
4. The ability to analyze samples with minimum sample preparation. 
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However, the main disadvantage with using SIMS is the difficulty in quantifying on an absolute 
scale the recorded signal that varies due to the analysis conditions, substrate type, and surface 
composition [7,8]. Later sections of this chapter describe common techniques used in this thesis 
to identify artifacts and reproducibly quantify isotope tracer depth profiles.  
2.3 TIME-OF-FLIGHT MASS FILTERS 
There are three mass filters that are primarily used in SIMS, Quadrupole [9,10], Magnetic 
Sector [10] and Time-of-Flight [11]. SIMS relies on the ability of the mass filters to resolve and 
separate the mass/charge ratio, m/q, of secondary ions emitted from a solid-state material. The 
difference in the capabilities of the mass filters ultimately determines their use for SIMS 
analysis. For example, Quadupole SIMS is best used for simple solid substrates that do not have 
elements or molecules that share the same mass [9]. Magnetic Sector SIMS is best suited for 
deep depth profiles on solid substrates [10]. Time-of-Flight (ToF) is best suited for sensitive 
measurements of depth profiles  [12].  
The ToF mass filter separates secondary ions based on their velocity (ν) and time traveled (t) 
in an applied accelerated electric field (Figure 2.2).  For instance, light ions such as H+ have a 
much higher velocity than a heavy ion such as Au+. By recording the time an ion travels over a 
distance (L), the mass spectra and time can be converted using the equation [13]:  










  (Equation 2.1) 
One of the most important operating principles of ToF-SIMS is to maintain a smooth sample 
surface to ensure that the start, t0, of secondary ions emission happens simultaneously [13]. 
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Otherwise, rough surfaces with a root mean square (RMS) greater than 5 nm will degrade the 
depth resolution near the surface.  All samples used in this work had an RMS < 0.5 nm.  
2.4 DYNAMIC SIMS FOR MEASURING TI AND O PROFILES 
Static SIMS is a methodology used to measure the chemical composition of the outermost 
monolayer of a surface [8,14,15]. Dynamic SIMS describes the methodology where the 
elemental distribution in a solid sample is measured as a function of depth over a certain 
volume [5,16,17]. Sputtering of the sample serves to expose layers for measurement during 
SIMS. The secondary ion signal is measured as a function of the sputtering time to provide the 
depth profile. Dynamic SIMS was used to measure depth profiles in length from 50 nm to 500 
nm [13]. Under ideal conditions, where the surface is smooth and contaminant free, the depth 
resolution can reach about 1 nm.  
There are two types of ion sources used in ToF-SIMS, Surface Ionization Sources and Field 
Ionization Sources. The Surface Ionization sources used primarily in this thesis are the Cs (2 & 
3keV)  [18,19] and O (2 keV)  [20] ion beams. The primary beam serves to alter the work 
function of the solid material so that preferential positive or negative secondary ions are emitted 
at a higher rate. For example, Cs+ lowers the work function of the solid sample to enhance the 
negative (18O2-, 16O2-) secondary ion yields by almost an order of magnitude and suppress the 
emission of positive secondary ions. Analogously, an O- primary ion beam enhances the positive  
(46Ti4+, 48Ti4+) secondary ion yields and suppresses the emission of negative secondary ions.  
The Field Ionization source used in this work is the Liquid Metal Ion Gun (LMIG) Ga+ ion 
beam used to produce a small ion probe on the surface of the sample [20]. The Ga+ LMIG is 
heated to its melting point of 27 °C and drawn off the tip of a tungsten filament. The LMIG 
increases the depth spatial resolution by minimizing the ion spot size on the surface and reducing 
	 17 
spherical aberrations. The main caveat about using LMIGs, which will be discussed more in the 
next section, is their relatively short lifetimes of about ~400 to ~1200 h [13,21,22].  
2.5 ARTIFACTS 
ToF-SIMS analysis may contain deleterious artifacts that can mislead the user. Artifacts can 
be detected by using a preliminary reference sample that is the same composition of the matrix. 
The following lists some of the most common and important causes of depth profile artifacts 
encountered in this work. The most frequently encountered artifacts afflicting the depth profile 
measurements are caused by surface contamination of the sample and instability in the Liquid 
Metal Ion Gun. Additional details on best practices to diagnose and prevent artifacts in measured 
depth profiles can be found in Appendix A.  
2.5.1 SURFACE CONTAMINATION  
The first few 2-5nm of depth profiles suffer from surface contamination that degrades depth 
resolution (mainly as an offset in depth). For example, Ti depth profiles of an out-of-the-
package, untreated “blank” TiO2 sample (Figure 2.3) shows that the Ti isotope signals do not 
reach steady-state values until roughly 5 nm. Scans of other elements (not shown) reveal a well-
defined contamination layer, 2-5 nm thick, incorporating Na, Ca, K, C, Si, and H (some as H2O). 
Of these, available literature indicates that only Ca is typically a contaminant in bulk rutile at 
levels near roughly 30 ppm  [23,24]. 
As-received blank crystals exhibit all these elements in the contamination layer, although 
quantification is not readily done due to lack of suitable standards and varying elemental 
sensitivities of SIMS.  With a Cs ion source, C and H gives the largest raw signal, with O being 
somewhat smaller and Si being smaller yet.  Electropositive elements are visible only with an O 
ion source, with Na and K being the largest, followed by Ca, and then Si and H. The relative 
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abundances of these elements do not change much with lateral position across a given sample. 
Repeated solvent degreasing (acetone, methanol, isopropanol) removes much of the organic 
contaminants (Carbon), but not the other elements.  Exposure to dilute aqueous acid such as HCl 
seems to remove some of the alkali metals. 
2.5.2 CHARGING 
 Since TiO2 is a wide-band gap (>3.2 eV) semiconductor with modest electrical conductivity, 
it is sometimes susceptible to surface charging. This is generally seen as a sudden decrease in the 
ion current. The solution is to use the electron gun to equalize the charge to promote carrier 
creation. The electron gun irradiates the sample surface region with electrons for ~30 seconds 
before each sputtering cycle of the sample. The use of the electron gun during data collection 
prolongs profile acquisition time by a factor of 2-3. 
2.5.3 PRIMARY BEAM ION ENERGY 
Depth resolution is also degraded by use of energies and/or ion fluxes that are too high, 
which induced ion-mixing effects. Decreasing the sputtering/analysis rate from 0.25 by 50-75% 
improves spatial resolution from roughly 10 nm to ~5 nm. Decreasing the Cs ion energy from 
2keV to 1keV improves the spatial resolution from ~5 nm to ~2 nm (although profile acquisition 
times increase by a factor of 20).  Also, higher ion energies introduce significant variations in 
secondary ion yields due to damage to the material, chemical segregation and ion mixing with 
the sample.  
2.5.4 STABILITY OF LMIG 
After prolonged use for acquisition of depth profiles (> 1 hour), the LMIG may show some 
instability in the form of fluctuating ion signals and extraction currents by 25%. The latter occurs 
more frequently as a symptom of the LMIG aging effect. More severe fluctuations, up to a factor 
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of 5, are most likely due to corrosion of the Tungsten filament and/or Ga+ source [22].  There is 
no simple way to resolve this problem and is usually remedied by removing corroded material 
ex-situ with a Focused ion beam or replacing the LMIG altogether.  
2.6 CONCLUSION 
 ToF-SIMS is a powerful analytical technique for determining the distribution of isotopic 
tracer atoms in a solid-state material. Many of the artifacts mentioned above can be identified 
and diagnosed with the use of a reference sample, which in the case of this work is a degreased 
As-received rutile TiO2 single crystal. The secondary ion signal from the reference sample can 
be used as a pseudo-calibration curve for quantifying the concentration of elements in samples 
measured on the same day. Knowing about the capabilities and limitations of ToF-SIMS will 
allow for a greater understanding of the results obtained, whether it is an actual representation of 




2.7 FIGURES  
 
  
Figure 2.1: Pictorial illustration of Time of Flight Secondary Ion Mass Spectrometry on 























Figure 2.2: Simplified illustration of a Time-of-Flight mass filter used in this work (PHI TRIFT 
SIMS at the Materials Research Laboratory). The triple focusing allowed by three electrostatic 








































Figure 2.3: Ti isotopic depth profiles for as-received reference rutile TiO2. 
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CHAPTER 3: THE HOMOEPITAXIAL GROWTH OF THERMALLY 





Homoepitaxial rutile TiO2 thin films were grown on (110) rutile TiO2 single crystal substrates 
using thermal evaporation of 46TiO2 source in ultra-high vacuum with an O2 pressure of 1.0 × 10-
5 torr. X-ray Photoelectron Spectroscopy (XPS), Atomic Force Microscopy (AFM) and 
Transmission Electron Microscopy (TEM) were used to investigate the surface morphology, 
chemical composition and the crystallographic structure of TiO2 thin films. AFM images show 
the initial formation of amorphous grains that become smoother, uniform and dense with high 
temperature substrate heating during deposition. TEM cross-section indicates the epitaxial 
restructuring of the rutile (110) islands after annealing for four hours at 650 °C in atmosphere. 
The crystallographic reason for the stoichiometric epitaxial growth and importance of high 
temperature substrate heating during deposition is discussed.  
3.2 MOTIVATION 
The present work originally set out with the intent to study the diffusion-reaction network for 
oxygen (Oi) and titanium (Tii) interstitials, respectively, through the creation of an epitaxial 
isotopic heterostructure as shown in Figure 3.1. The goal was to grow pristine and smooth (a root 
mean square (RMS) comparable to the substrate) 46TiO2 thin films on natural abundance 48TiO2 
single crystal substrates. However, it became clear that there were several fundamental issues 
with the use of thermal evaporated heterostructures as an isotopic reservoir. For example, the 
epitaxial thin films were rough with an average RMS  ~10× that of the substrate. The 
pronounced rough surface of the thin films signified the addition of steps and kinks that 
ultimately changed the elementary step injection and diffusion of O and Ti defect species 
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compared to injection and diffusion in the bare substrate.  The 18O and 46Ti diffusion profiles 
(Figure 3.2) also indicates a difference in the diffusional behavior in the thin film versus the 
underlying substrate, which is attributed to a higher concentration of point defects in the film in 
comparison to the underlying bulk. The inability to reproducibly grow thin films with similar 
roughness and defect concentration as the underlying substrate ultimately eliminated the use of 
isotopic heterostructures to study the co-diffusion of 46Ti and 18O.  
To avoid the above-mentioned issues, an alternative approach was developed that uses the 
sublimation flux of 46Ti from a resistively heated source. However, this method can only be used 
within a limited substrate temperature (550 – 750 °C) range and pressure (5 × 10-6 torr) to 
measure noticeable diffusion of 46Tii. Otherwise, any deviation from the designated temperature 
and pressure range will result in two extremes: little to no noticeable flux or substantial film 
growth. Modulation of the 46Ti flux from the resistively-heated source powder below or above 
the designated current will also result in either no flux or appreciable film growth. Nevertheless, 
this chapter presents a concise methodology for depositing and characterizing epitaxial rutile 
TiO2 thin films that may have some industrial and/or scientific use as discussed below.  
3.3 INTRODUCTION 
Titanium dioxide (TiO2) has many applications due to its high photocatalytic activity [1–3], 
thermal and chemical stability [4,5], and optical transmittance [6,7] in the visible range. There 
are three crystalline phases of TiO2, including anatase, rutile and brookite. Of the three phases, 
there have been considerable research efforts in the properties and uses of rutile [8,9] and 
anatase [10–12]. The rutile (110) phase is the most thermodynamically stable phase with the 
lowest surface energy. Rutile can be used as a catalyst support in heterogeneous catalysis [13], 
varistors in microelectronics [14], gas sensing [15,16] and optical [11,17] and protective 
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coatings [18].  
There are numerous methods to fabricate metal-oxide thin films using chemical vapor 
deposition [18,19], sol-gel [16,20], anodic oxidation [21,22] and physical vapor deposition [23] 
methods. Molecular beam epitaxy [24–26] (MBE) is the most commonly used method to grow 
epitaxial thin films.  MBE allows the user to control the precise beams of atoms or molecules 
impinging on the substrate surface to slowly grow epitaxial thin films one atomic layer at a time. 
However, MBE is a very expensive technique (>$1,000,000) and has a slow deposition rate that 
prevents its use in industrial applications. A physical vapor deposition method such as thermal 
evaporation provides an affordable and scalable alternative that can allow adjustability of a 
number of parameters to change film thickness, uniformity [27], adhesion strength [28], 
stress [29], and electrical properties of metal-oxide films [30].  
In order to use thermal evaporation as a reliable technique it is important to optimize key 
parameters in the preparation process to influence the epitaxial growth of metal-oxide films. In 
this work, the epitaxial regrowth of rutile TiO2 was established using thermal evaporated 46TiO2 
on rutile (110) TiO2 single crystal substrates. To determine the effects of substrate temperature 
and annealing environment, the rutile (110) TiO2 epitaxial films was experimentally examined by 
Atomic Force Microscopy (AFM), Transmission Electron Microscope (TEM) and X-ray 
Photoelectron Spectroscopy (XPS).  
3.4 EXPERIMENT 
The substrate materials were rutile TiO2 (110) single crystals manufactured by MTI 
Corporation. To remove organic and alkali contaminants, these crystals were ultrasonically 
cleaned and degreased with dilute 10% HCl (SP Mallinckrodt 37%), Acetone, Methanol and 
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Isopropranol and dried with compressed N2 gas (99.99%). 46TiO2 was deposited on the surface of 
the substrate using isotopically labeled powder from ChemGas with a 93% 46Ti enrichment. 
Before deposition the powder was annealed at high temperatures in an ultra high vacuum with a 
partial pressure of O2, 1.0 × 10-6 torr, to eliminate most alkali impurities in the powder. The rutile 
TiO2 substrate was heated with a tantalum backing plate to 300 °C. The deposition rate was 
approximately 1 – 1.5 nm/min. After deposition the sample was annealed separately in an air 
furnace at 650 °C for four hours.  
The thermal evaporation vacuum chamber used in this work was custom built and is 
displayed in Figure 3.3. The evaporation source area consisted of a pair of high current water-
cooled copper vacuum feedthroughs for adequate resistive heating of the source powder. The 
tantalum boat was constructed from 0.05 mm tantalum foil (Sigma Aldrich >99.9% trace metals) 
with the dimensions of 3 × 1 cm. The tantalum foil was then degreased (as discussed above) and 
dimpled on the top middle section for placement of approximately 6 mg of 46TiO2 source 
powder. The substrate sample holder consisted of two custom-designed Inconel feedthroughs 
with a tantalum backing plate for substrate heating. The substrate was placed about ~2 cm above 
the tantalum boat before deposition. The temperature of the source boat exceeded 1500 °C (40 – 
50 amps). The temperature of the boat was monitored with an Omega OS550 professional series 
pyrometer through a sapphire viewport.  
The thickness and crystalline quality of the epitaxial film was measured with a JEOL 2010 
LaB6 transmission electron microscope (TEM). The cross-sectional samples for TEM were 
obtained by conventional polishing techniques followed by dimpling (Gatan dimple grinder) and 
N2 temperature controlled Ar ion milling (Gatan PIPS). The surface morphology of the deposited 
films before annealing in the air furnace was measured with an Asylum Research Cypher Atomic 
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Force Microscope (AFM) with a tapping mode tip frequency of 300 kHz.  The elemental 
composition of the film was measured with Kratos Axis Ultra X-Ray photoelectron spectroscopy 
(XPS).  
3.5  RESULTS AND DISCUSSION  
  
XPS was used to determine the stoichiometry, oxidation state of cations and concentration of 
impurities within the grown epitaxial rutile TiO2 thin films. Measurements on the surface were 
performed at a base pressure of 1 × 10-9 torr. Figure 3.4 shows the XPS spectrum of a ~30 nm 
TiO2 thin film after high-temperature annealing in an air furnace for 4 hours. Overall, the XPS 
spectrum depicts an atomically clean thin film with a carbon impurity less than 0.5 atomic %. A 
closer look at the core level of the Ti metal in the film gives a clear indication of the 
stoichiometry and oxidation state of the thin film. Repeated survey measurements of the Ti 2p1/2, 
3/2 peaks, shown in Figure 3.5, shows that the majority of the Ti in TiO2 is Ti4+, which indicates 
the film is fully oxidized, and close to stoichiometry [31].  This full oxidation state indicates that 
surface and bulk diffusion of oxygen from the atmosphere restores the sub-stoichiometric (TiO, 
Ti2O3) deposited film to its ideal TiO2 stoichiometry.  
The topography of the deposited thin film was obtained using AFM in tapping mode. The 
surface morphology of as-received, degreased TiO2 single crystals (Figure 3.6a and 3.7a) had a 
root mean square (RMS) roughness of ~0.17 nm.  Figure 3.6b and 3.7b shows an as-deposited 
TiO2 thin film grown on a room temperature substrate and annealed at 650 °C for 4 hours. The 
film is porous and amorphous with non-uniform grains that range from 90  - 250 nm. The RMS 
was calculated to be ~1.8 nm. The initial growth mechanism appears to begin as columnar or 
Volmer-Weber growth. The morphology of an epitaxial TiO2 thin film grown on 300 °C 
substrate and annealed for 4 hours (Figure 3.6c and 3.7c) shows a film that is uniform and dense.  
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The small grains on the surface have an average size of ≤ 100 nm. The RMS was calculated to be 
~1.4 nm, which is close in roughness values to rutile films formed by e-beam evaporation, 
sputtering and the sol-gel methods. Based on AFM study of the morphology of the thin films, the 
substrate must be heated at or above 300 °C during deposition to allow surface diffusion of sub-
oxide effluent to allow coalescence of columns or islands.  
The crystallinity and epitaxial growth of TiO2 thin films was characterized using cross-
sectional bright-field TEM. An image of ~30 nm polycrystalline film deposited on a room 
temperature substrate and annealed for four hours is shown in figure 3.8a and 3.8b. The image 
shows the darker contrast image as the single crystal rutile TiO2 substrate and the lighter contrast 
as the thermal evaporated thin film. The fringe contrast between the substrate and thin film is 
contributed to selective ion milling at the film-substrate interface. The thin film is polycrystalline 
and amorphous at the thin film/substrate interface. At some places on the interface the film 
delaminated from the substrate indicating possible extended defects at the interface preventing 
adequate lamination of the film. Figure 3.9a and figure 3.9b shows an image of a ~20 nm 
epitaxial thin film. The lattice structure across the light/dark fringe contrast at the interface 
extends throughout the substrate and thin film. This indicates an epitaxial crystalline TiO2 film 




The deposition of isotopic epitaxial heterostructures was initially used as a reservoir for 46Ti 
diffusion in the underlying bulk. Difficulty in controlling the surface roughness and point defect 
concentration of the thin film inevitably limited the use of this method for isotope tracer 
diffusion studies. However, this work successfully showed that epitaxial thin films can be 
successfully prepared using a resistive-based thermal evaporation method. The stoichiometry, 
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surface morphology and crystallinity of the films have been investigated. High temperature 
substrate heating (≥ 300 °C) improves thin film uniformity and quality. Annealing thermal 
evaporated films in an air furnace for an extended time (≥ 4 hr) at 650 °C activates surface 
diffusion of Ti and O to form stoichiometric thin films.  The dominant crystalline structure of the 
thin film was the rutile phase that showed little to no stress and identical lattice pattern as the 
substrate. Despite the initial motivations for the growth of homoepitaxial thin films, this work 
shows that with careful preparation of the experimental conditions thermal evaporation can 







Figure 3.1: The pictorial representation of an isotopic heterostructure. The 46TiO2 film (yellow) is 




Figure 3.2: The depth diffusion profiles for 46Ti and 18O in the isotopic heterostructure. Based on the 
shapes of the diffusion profile in the film (yellow) versus the substrate (purple), there is clearly a 
























































































Figure 3.6:  AFM image of (a) as-received degreased single crystal Rutile (110), (b) 
polycrystalline film from room-temperature substrate deposition and (c) epitaxial thin film from 
















































Figure 3.7:  3D AFM image of (a) as-received degreased single crystal Rutile 
(110), (b) polycrystalline film from room-temperature substrate deposition and (c) 













































Figure 3.8: High-resolution TEM image of (a) delaminated polycrystalline TiO2 
thin film (lighter contrast) on single crystal substrate and (b) polycrystalline thin 

















































Figure 3.9: High-resolution TEM image of (a) epitaxial TiO2 thin film (lighter 
contrast) on single crystal substrate and (b) epitaxial (110) TiO2 thin film. The 
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CHAPTER 4: DEFECT MANIPULATION OF RUTILE TITANIUM 





The present work introduces a novel method to manipulate bulk defects in rutile titanium dioxide 
using water. Results suggest that a mobile oxygen species, most likely oxygen interstitials or 
hydroxyl ions (Oi or OHi), are created and injected at the surface. Controlling the contact angle 
between the water and the intrinsic hydrophobic rutile surface is an important parameter for 
determining the efficiency of oxygen defect injection. UV illumination promotes surface 
hydrophillicity and creation of electron-hole pairs that promote surface redox reactions. Using 
UV illumination with electrochemistry increases the efficiency of surface redox reactions. Liquid 
interfacial defect manipulation may serve as an inexpensive, scalable and easy to use method to 
manipulate defects in metal-oxides.  
4.2 INTRODUCTION 
Point and extended defects in metal-oxides can dramatically affect their material and 
electronic properties [1,2]. Types of defects, such as oxygen vacancies (Ovac) in ZnO [3,4] or 
crystallographic shear planes in TiO2 [5–7], can influence their performance in 
microelectronics [8,9], photocatalysis [4,10,11], catalysis [10,12,13], optics [14,15] and 
sensing [16,17]. As metal-oxides are continuously being used in multiple applications it is 
imperative to develop innovative methods to control their overall defect chemistry and 
properties. Prior work in this group, by Hollister et al. [18] and Gorai et al. [19], demonstrated 
that gas-surface chemistry on carefully prepared metal-oxide surfaces can inject oxygen 
interstitials (Oi) that annihilate harmful oxygen vacancies that are deleterious for device 
performance. However, a significant obstacle to the use of surface-based point defect 
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manipulation in ceramic oxides is the necessity of annealing at relatively high temperatures 
(>500°C) to overcome the activation barrier for injection. In the manufacture of optoelectronics, 
sensors, and other devices requiring a sizable number of sequential steps, such temperatures may 
pose problems for integration into a process flow with tightly constrained thermal budgets.  In 
addition, high-T exposure induces many oxides to lose oxygen, which creates charged native 
defects that undo the beneficial effects sought from defect manipulation.  Discovering injection 
mechanisms that operate at or near room temperature are much preferred, as many of the defects 
themselves are mobile in the bulk under these conditions. For example, our microkinetic and 
DFT modeling of Oi diffusion in TiO2 and ZnO yields activation barriers in the range of 0.45-
0.65 eV [20,21]. At room temperature, the corresponding diffusivities permit diffusion lengths in 
the range of 0.1-10 µm in 30 min, which is quite suitable for manufacturing. 
Room-temperature oxidation and reduction of semiconducting oxides is well known in the 
electrochemistry literature, and such phenomena require oxygen defects to be either injected or 
annihilated at the liquid-solid interface. However, existing studies do not focus primarily on the 
mechanistic details of how oxygen at the interface exchanges with the underlying bulk.  There 
are both experimental and computational reasons for this dearth. Experimentally, electrokinetic 
measurements excel at overall rate measurements but have more difficulty isolating the 
elementary steps.  Moreover, the changes in solid stoichiometry typically correspond to changes 
in bulk O concentration that are much larger than the 1016 cm-3 levels where the effects of O-
related defects start to change many device-related properties of the semiconductor. And unlike 
ultrahigh vacuum studies, a large number of electron- and ion-based surface characterization 
tools cannot be used. Computationally, first-principles calculations become quite challenging 
when solution chemistry couples to adsorption and solid-injection  [22–28].   
	 46 
To investigate the possibility of injection facilitated by the aqueous phase, we adapted our 
gas-phase methodology concepts gleaned from prior work to develop a novel liquid interfacial 
chemistry technique to inject oxygen defects in rutile TiO2 single crystals. The predominant 
defect injected is most likely an oxygen or hydroxyl interstitial (Oi or OHi) that is a product of a 
water dissociation reaction on the surface. Note that O has a formal oxidation state of –2 charge 
state in the H2O molecule, and is ionized (–2) as an interstitial.  On the TiO2(110) surface, O 
exists primarily as adsorbed H2O or OH, with a formal charge state somewhat less than 2.  Thus, 
injection as either O-2 or OH– may require rather little reducing power on the part of the surface.  
Alternatively, photoelectrochemistry of metal-oxide surfaces can also provide an affordable 
route for judicious defect manipulation of the rutile TiO2 bulk. Photoelectrochemistry has been 
extensively studied in rutile and anatase TiO2 for the production of H2 from water and ultraviolet 
(UV) radiation [29–31], artificial photosynthesis [32,33], and dye-sensitized solar cells [34–36]. 
Under UV illumination, rutile TiO2 creates electron and hole pairs that drive redox reactions at 
the electrode-electrolyte interface [37].  Concurrent application of a potential reduces the 
occurrence of electron – hole recombination for higher product yields. This work also explores 
creation and injection of oxygen defects at the water-surface interface by varying the water 
temperature, high temperature pre-annealing of the substrate in molecular oxygen to promote 
surface roughness, UV illumination to create electron-hole pairs at the interface and 
photoelectrochemistry to increase surface redox reactions.  
4.3 EXPERIMENT 
4.3.1 LIQUID INTERFACIAL CHEMISTRY 
The substrates used were rutile (110) TiO2 (5 mm × 5 mm) single crystals manufactured by 
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MTI Corporation. To remove organic and alkali contaminants, these crystals were ultrasonically 
cleaned and degreased in successive 2-min rinsing cycles with dilute 10% HCl (SP Mallinckrodt 
37%), Acetone, Methanol and Isopropranol and dried with compressed N2 gas (99.99%). To 
equilibrate defect concentrations, some TiO2 samples were pre-annealed at 700 °C with a 
tantalum backing plate in ultra-high vacuum with a PO2 of 5.0 × 10-6 torr. Rutile (110) TiO2 
single crystals were immersed in either 10 atom % 18O enriched-water (H218O) or 99.9 atom % 
Deuterium oxide (D216O) from Sigma-Aldrich. All glassware used in these experiments were 
repeatedly rinsed with dilute HCl and degreased to remove any alkali metals that may 
contaminate the surface of the samples or the purity of the isotopically-labeled water.  
UV exposure of the liquid-surface interfaces was done in a self-contained system built to 
eliminate interference from other light sources as displayed in Figure 4.1. The UV lamp was a 
356 nm Blak-Ray Long Wavelength Model B lamp that was aligned ~30 cm above the sample. 
The surrounding area of the sample and UV lamp consisted of black shielding foil to prevent 
radiation loss and interference. Heating of the sample during exposure to the isotopically-labeled 
water was done using a hot plate where the temperature was closely monitored by a mercury 
thermometer in a different beaker with the same volume of water. SIMS was performed ex-situ 
using PHI-ToF Secondary-Ion mass spectrometer (SIMS) with a 2 keV and 3 keV Cs primary 
ion beam. Repeated calibration measurements of the blank (or as-received) samples were used to 
diagnose artifacts and normalize isotopic ratios.  
4.3.2 PHOTOELECTROCHEMISTRY 
The substrates used were rutile (110) TiO2 (10 mm × 10 mm × 0.5 mm) single crystals 
manufactured by MTI Corporation. To remove organic and alkali contaminants, these crystals 
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were ultrasonically cleaned and degreased in successive 2-min rinsing cycles with dilute 10% 
HCl (SP Mallinckrodt 37%), Acetone, Methanol and Isopropranol and dried with compressed N2 
gas (99.99%). To increase the concentration of charge carriers, TiO2 samples were pre-annealed 
at 700 °C with a tantalum backing plate in ultra-high vacuum with a PO2 of 5.0 × 10-6 torr. All 
measurements used a 0.2 M sodium phosphate solution made with 10 atom % 18O enriched-
water (H218O) from Sigma-Aldrich. All glassware used in these experiments were repeatedly 
rinsed with dilute HCl and degreased to remove any alkali metals that may contaminate the 
surface of the samples or the purity of the isotopically-labeled water.  
Electrochemical and Photoelectrochemical measurements of the sample were done in a 
custom built system developed by Dr. Ian Suni at Southern Illinois University at Carbondale. 
The sample was contacted to a Cu wire, and sealed with an exposure area of ~4 mm. The UV 
lamp had a wavelength of ~352 nm that was aligned 6 inches above the sample. Cyclic 
amperometry (CA) was performed in a three-electrode cell equipped with rutile TiO2 working, 
platinum counter and saturated calomel reference electrodes using a three-electrode potentiostat. 
SIMS was performed ex-situ using PHI-ToF Secondary-Ion mass spectrometer (SIMS) with a 2 
keV Cs primary ion beam. Repeated calibration measurements of the blank (or as-received) 
samples were used to diagnose artifacts and normalize isotopic ratios.  
4.4 RESULTS AND DISCUSSION  
4.4.1 18O AND 18OH BASELINE MEASUREMENTS 
Figure 4.2 shows example profiles for a blank, as-received sample at 2 keV Cs beam energy. 
The observed artificial peaking of the 18O concentration occurs in about 1/3 of blank profiles, 
and represents a manifestation of an artifact caused by ion mixing as transient effects originating 
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from either the contamination layer or the TiO2 layer (Refer to Chapter 2, Section 2.5).  Such 
effects also occur to a lesser extent for 18OH. Repeated experiments on blank TiO2 have shown 
that the ratio of the 18O and 18OH concentration at the apex to that in the deep-bulk plateau never 
exceeds 1.4 ± 0.1 at 2 keV Cs energy.  Ratios above 1.4 are taken as evidence of genuine 18O 
accumulation within the first 5 nm or so of the surface. Note, the isotopic baseline fluctuates 
about ± 5% between different sampling sites on the same sample and, about ±10% on different 
(blank) samples analyzed on the same day, and about ±20% on different (blank) samples 
analyzed on different days.  This residual fluctuation remains even after accounting for mostly-
known effects due to variations in working pressure of the SIMS chamber, mass interferences 
between 18O and natural-abundance H2O, and the energy of the primary beam. Baseline 
corrections were not undertaken in this work but will be essential for future discussions about the 
dynamics displayed in the deep-bulk. 
4.4.2 SIMPLE IMMERSION IN H2O 
An as-received TiO2 sample was exposed to isotopically-labeled water for 90 minutes. Figure 
4.3 shows the depth profiles for 18O and 18OH. Based on analysis of blank samples and artifacts 
induced by SIMS, the O depth profiles indicates that some isotopically-labeled 18O species was 
injected into rutile TiO2 with a diffusion length of less than ~20 nm. The extensions of the profile 
shapes are exponential which is representative of a mobile oxygen species that travels sub-20 nm 
before it is immobilized in the lattice [18,20]. The injection and diffusion of the oxygen species 
at room temperature is quite notable. Prior research on the dissociation of water on rutile TiO2 
theorized that Ovac on the surface is pivotal for the dissociation reaction to occur [38,39]. The as-
received rutile TiO2 samples are close to stoichiometry where defects including Ovac exist in very 
low concentrations. Also, exposure of the rutile TiO2 surface to the atmosphere before 
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immersion in water will most likely annihilate surface Ovac. Since surface Ovac is negligible, it is 
likely that another mechanism or reaction pathway is involved in the water dissociation reaction.   
Elevating the temperature of the water to 55 °C appears to prevent the injection of 
isotopically-labeled O species in as-received TiO2 samples as seen in Figure 4.4. This differs 
completely with the noticeable 18O diffusion (~20 nm diffusion length) in as-received Zn-
terminated ZnO (0001) samples exposed to water elevated to the same temperature (Figure 4.5). 
Due to the different polarity, chemical composition and surface structure of the TiO2 and ZnO 
surfaces, it’s expected that elementary step O injection kinetics from an aqueous medium will 
differ as seen with gas-phase injection of Oi  [20,21]. Despite the differences, the diminished O 
injection and diffusion in rutile TiO2 at elevated water temperatures is quite counterintuitive, 
assuming the surface injection of an O species in rutile TiO2 follows Arrhenius behavior. A 
mechanism invoking hydrophobicity could explain the results. Since rutile TiO2 surfaces are 
innately hydrophobic, elevating the water temperature will change the surface to a 
superhydrophobic state [40,41] minimizing contact with the surface injection sites. However, it’s 
also quite likely that an undetermined mechanism, such as surface reconstruction or surface 
cleanliness, may be also be a definitive factor for allowing adequate injection of O from an 
aqueous medium for both TiO2 and ZnO. For instance, interfacial chemistry in the ambient air or 
liquid phase is notoriously difficult due to the rapid formation of surface contaminants [42–44].  
The samples were pre-annealed in UHV (PO2 - 5.0 × 10-6 torr) at 700 °C for four hours to 
increase the concentration of charge carriers in the material and confirm if slightly-reducing the 
solid-state material will influence the hydrophobicity of rutile TiO2 surfaces. Prior work 
determined that similar treatment of rutile TiO2 and ZnO single crystals changed the 
predominant O defect from Ovac to Oi and promoted the surface annihilation of Tii diffusing from 
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the bulk. Figure 4.6 shows that oxygen diffusion in the slightly reduced sample increased 
appreciably with a diffusion length of ~60 nm. The 18OH diffusion decreases dramatically which 
strongly points to 18Oi as the main diffusing species. Exposure of the pre-annealed surfaces to 
D216O (Figure 4.7a and 4.7b) displays little to no appreciable diffusion of 16OD and 18OD. There 
appears to be no injection of 16Oi, however any injection of 16Oi with a comparable concentration 
to 18Oi in Figure 4.6 would be masked by the much higher background concentration of natural 
abundance 16O in the single crystal. Since 16OD is in higher abundance and has an identical mass 
as 18O, it is assumed that the 18O diffusion profile shown in Figure 4.7a is identical to 16OD in 
Figure 4.7b and no conclusion can be reached about injection or diffusion of 18O. As for the 
enhanced diffusion of 18Oi in Figure 4.6, it’s likely that accumulation of Tii near the surface after 
high-temperature annealing may induce surface reconstruction [5] and/or decrease the near-
surface charge [45] to decrease the hydrophobicity of the surface and increase contact with 
water. As shown in Figure 4.8 no isotopically-labeled O defects were injected into the bulk at 55 
°C. This reiterates the statement above that at elevated temperatures, hydrophobicity or an 
unknown mechanism yet to be determined prevents adequate oxygen defect injection in rutile 
TiO2.  
4.4.3 UV-IRRADIATION AND PHOTOELECTROCHEMISTRY 
The samples were irradiated with 356 nm of UV light for 90 minutes on pre-annealed 
samples to produce electron-hole pairs that may aid in the creation and injection of a mobile 
oxygen defect on the rutile TiO2 surface. It has also been shown that UV irradiation for an 
extended amount of time partially roughens the surface of rutile TiO2 decreasing the contact 
angle of water to 0° making the surface hydrophilic  [41]. Figure 4.9 shows the oxygen diffusion 
profiles of the irradiated sample. The profiles are shallow with a decay length of ~20 nm. The 
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short diffusion length of 18O is comparable to diffusion in presumably hydrophobic as-received 
samples (Figure 4.2). Given the increased concentration of 18O near the surface but short 
diffusion length it is possible that UV-irradiation may affect the creation and diffusion of 18O and 
18OH, but additional controlled studies on characterized rutile TiO2 surfaces is needed before 
making concrete conclusions on the effects of UV illumination alone.  
This same basic experiment with UV illumination was replicated in the Carbondale lab, with 
differences that (i) 352 nm UV light was used and (ii) a 10V anodic potential was employed.  In 
addition, a control sample was run under these conditions with only the 10V anodic potential and 
no UV.  Figure 4.10a and Figure 4.11a shows the resulting profiles for 18O and 18OH, and Figure 
4.10b and Figure 4.11b shows the corresponding results for anodic potential and UV 
illumination.  Application of only the anodic potential did not notably affect the profiles of either 
18O or 18OH with nominal current produced during the measurement (Figure 4.10b). However, 
the combination of anodic 10V and UV illumination affected the profiles of both 18O and 18OH 
significantly and increased the current produced by a factor of ~1000 (Figure 4.11b). As the 
depth profile for 18O is very shallow with a decay length ~10 nm, it is not clear whether the 
application of the anodic voltage exerts any effect on 18O diffusion. However, the decay length 
(~50 nm) for 18OH is about 5 times greater than the value with UV and no anodic voltage, which 
may indicate application of anodic voltage with UV illumination promotes diffusion of 18OH.  
4.5 CONCLUSION 
 
Carefully prepared rutile TiO2 single crystals were exposed to isotopically-labeled water for 
90 minutes. The depth profiles of the injected oxygen species were investigated using SIMS. 
Room-temperature exposure of water to pre-annealed samples shows appreciable injection with a 
diffusion length of ~60 nm.  Oxygen injection in specially prepared samples points to an 
	 53 
alternate mechanism without surface Ovac. Instead, it is quite likely that Tii near or on the surface 
is pivotal for the water dissociation reaction. However additional controlled experiments must be 
completed to confirm this assertion. As-received rutile TiO2 and Zn-terminated ZnO display two 
distinct kinds of O diffusional behavior when exposed to water heated to 55 °C. O injection is 
completely interrupted in TiO2 while injection in ZnO is comparable to the O diffusion length in 
pre-annealed rutile TiO2 samples. Because liquid and ambient-air surface chemistry is mired 
with surface contamination issues, it’s premature to determine what underlying factors or 
mechanisms influence the O diffusional behavior in TiO2 and ZnO. But based on the vast amount 
of literature on the interfacial chemistry of rutile and anatase TiO2 in water, it’s feasible that 
changing the wettability or hydrophobicity of the surface through defect chemistry or other 
means is important for the reproducible injection and diffusion of O. This work gives evidence 
that changing the surface state and carrier concentration either through gas-surface chemistry or 
UV illumination possibly increases the occurrence of 18O injection and diffusion in the bulk. 
However, Photoelectrochemistry under an anodic voltage promotes the injection and diffusion of 
18OH. This work shows that the surface state (carrier concentration, roughness, contact angle, 












































Figure 4.1: A schematic of the UV exposure apparatus used to irradiate rutile TiO2 
samples immersed in isotopically labeled H218O.  
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Figure 4.2: 18O and 18OH depth profiles in degreased and cleaned blank as-received rutile 




















Figure 4.3: 18O and 18OH depth profiles in degreased and cleaned as-received rutile TiO2 


















Figure 4.4: 18O and 18OH depth profiles in degreased and cleaned as-received rutile TiO2 







Figure 4.5: 18O and 18OH depth profiles in degreased and cleaned as-received Zn-terminated 
ZnO after exposure to 55°C isotopically-labeled water.  
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Figure 4.6: 18O and 18OH depth profiles in degreased and cleaned pre-annealed rutile at 700 









Figure 4.7: (a)18OD ,16OD and (b) 18O, 16O depth profiles in degreased and cleaned pre-
annealed rutile at 700 °C in PO2 5.0 × 10-6 torr after exposure to room temperature 















































Figure 4.8: 18O and 18OH depth profiles in degreased and cleaned pre-annealed rutile at 700 










































Figure 4.9: 18O and 18OH depth profiles in degreased and cleaned pre-annealed rutile at 700 °C 
in PO2 5.0 × 10-6 torr after exposure to room temperature isotopically-labeled water and 352 nm 








Figure 4.10: (a) 18O and 18OH depth profiles for rutile after exposure to 0.2 M sodium 
phosphate isotopically-labeled solution and under a anodic voltage of 10 V for 45 minutes (b) 






Figure 4.11: (a) 18O and 18OH depth profiles for rutile after exposure to 0.2 M sodium 
phosphate solution and under a anodic voltage of 10 V for 45 minutes and ~356 nm UV 
illumination (b) Chronoamperogram for rutile under an anodic voltage of 10 V and ~356 nm 
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CHAPTER 5: ELUCIDATING THE BEHAVIOR OF OXYGEN AND 





The work presented in this chapter develops a theory that elucidates the coupling mechanism 
between the Ti and O diffusion-reaction network in rutile TiO2. The present results from Ti and 
O isotopic diffusion experiments combined with related results of other workers permits 
construction of a successful theory that eliminates the exchange (or kick-in) of Oi into the lattice 
as the primary sequestration mechanism, and instead points to the role of extended defects – 
sometimes distributed in a spatially-dependent way – as the main sequestration reservoir for both 
Oi and Tii. The outcome of this research provides a more comprehensive explanation of Oi and 
Tii injection, diffusion and reaction in both the clean surface and sulfur-adsorbate experiments.   
5.2 BACKGROUND 
A challenge to surface-based manipulation of defects in ceramic semiconductor materials is 
elucidating the coupling mechanisms between the self-point defects, anions and cations, at the 
surface and in the bulk. The work in this chapter studies the diffusional dynamics of 46Ti and 18O 
point defects in rutile TiO2 in hopes of clarifying the complicated interactions of point defects 
with reservoirs other than the surface that acts as both a sink and a source. Prior work [1,2] on 
the study of the diffusional dynamics of 18O in rutile TiO2 with 0.1 monolayer (ML) of sulfur-
adsorbate coverage gave evidence of a possible coupling mechanism between Ti interstitials (Tii) 
and the Oxygen interstitial (Oi) exchange reaction in the lattice. The low value for the pre-
exponential factor Aki, (~10-19 vs. typical value ~10-10 cm3/s) and the activation energy Eki, (0.2 
vs. typical value ≥ 1.0 eV) [2] along with the strong temperature dependence for the 
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characteristic diffusion length, λ [3], alluded to a possible Tii catalytic O exchange reaction. 
However, the results from a microkinetic model to study the Tii catalyzed O - exchange reaction 
mechanism (Chapter 6) also implied that the new mathematical expression for the rate constant 
of the Oi exchange into the lattice was still inadequate in describing the defect chemistry of Oi in 
the bulk of rutile TiO2. For example, the calculated activation energy and pre-exponential factor, 
Eki and Aki, was 0.55 eV and ~10-15 cm3/s, respectively, which is much smaller than the expected 
values. The model also fails to replicate the λ temperature-dependence behavior for Oi in rutile 
TiO2 with sulfur adsorbate on the surface.   
The work presented in this chapter develops a theory that clarifies the coupling mechanism 
between the Ti and O diffusion-reaction network in rutile TiO2. This work also provides a more 
comprehensive explanation of Oi and Tii injection, diffusion and reaction in both the clean 
surface and sulfur-adsorbate experiments.   
5.3 INTRODUCTION 
 Ceramic semiconductor materials, such as ZnO [4–6], TiO2 [7–9], HfO2 [10], have 
proven to be highly valuable materials for industrial applications within micro- [11,12] and 
nanoelectronics [13,14], catalysis [6,15,16], energy storage [17,18], photocatalysis [19–22], 
sensing [23–25] and coatings [26]. Their unique characteristics are primarily influenced by the 
type, concentration and spatial distribution of bulk point [27–29] and extended [30] defects. The 
influence of point defects on ceramic semiconductor applications has been rigorously studied by 
secondary ion mass spectrometry [31–34], scanning transmission microscopy [35–37], 
transmission electron microscopy [38–40] and x-ray photoelectron spectroscopy [32,41,42], and 
is typically well understood. Yet, there is little known about the influence of extended defects to 
the inherent point defect transport mechanism of bulk ceramic semiconductor materials and their 
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properties. Nonetheless, such defects likely play an important role in influencing the physical 
properties [30], reactivity [30] and thermal stability [26,43,44] of ceramic semiconductor 
materials.  
  This study, which follows up on the Gorai et al. [1] and Pangan-Okimoto et al. [2] 
hypothesis that Tii couples to the defect-reaction network of Oi via a catalyzed exchange 
mechanism, focuses primarily on elucidating the defect transport of both Tii and Oi in the bulk of 
rutile TiO2.  In this work, Ti and O isotopic diffusion experiments were performed on rutile TiO2 
(110) single crystals at elevated temperatures between (550 °C – 750 °C) and PO2 of 5.0 × 10-6 
torr.  The diffusion profiles were measured ex-situ with secondary ion mass spectrometry 
(SIMS).  The present work determines the kinetics of Oi and Tii injection and exchange as a 
function of temperature, surface chemical state and concentration of extended defects on and 
near the surface.  
5.4 EXPERIMENT 
The substrate materials were rutile TiO2 (110) single crystals manufactured by MTI 
corporation. To remove organic and alkali contaminants, these crystals were ultrasonically 
cleaned and degreased with dilute 10% HCl (SP Mallinckrodt 37%), Acetone, Methanol and 
Isopropranol and dried with compressed N2 gas (99.99%). The rutile TiO2 substrates were heated 
with a SiO2/Si backing plate at temperatures between 550 to 750 °C. The powder source for the 
46Ti flux was isotopically labeled TiO2 powder manufactured by ChemGas with 93% or 76.4% 
46Ti enrichment. The powder was pre-annealed at high temperatures in an ultra high vacuum 
chamber for 30 minutes with a PO2 of 5.0 × 10-6 torr, to eliminate most alkali impurities in the 
powder. The substrate materials were pre-annealed for 4 hours in 16O2 to equilibrate defects at a 
temperature and PO2 identical to subsequent annealing. After defect equilibration, the samples 
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were annealed in 18O2 and an active flux of sublimated 46Ti. SIMS was performed ex-situ using 
PHI-ToF Secondary-Ion mass spectrometer (SIMS) with a 2 keV and 3 keV Cs primary ion 
beam. Repeated calibration measurements of the blank (or as-received) samples were used to 
diagnose artifacts and normalize isotopic ratios.  
The Ultra-high vacuum chamber used in this work was custom built and is displayed in 
Figure 5.1. The Ti flux area consisted of a pair of high-current water-cooled copper vacuum 
feedthroughs for adequate resistive heating of the source powder. The tantalum boat was 
constructed from 0.05 mm tantalum foil (Sigma Aldrich >99.9% trace metals) with the 
dimensions of 3 × 1 cm. The tantalum foil was then degreased (as discussed above) and dimpled 
on the top middle section for placement of approximately 6 mg of 46TiO2 source powder. The 
substrate sample holder consisted of two custom-designed copper feedthroughs with a Si backing 
plate for substrate heating. The substrate was placed about ~2 cm above the tantalum boat before 
pre-annealing. The temperature of the source boat exceeded 1500 °C (25 – 35 amps). The 
temperature of the boat was monitored with an Omega OS550 professional series pyrometer 
through a sapphire viewport.  
5.5 DIFFUSION PROFILE ANALYSIS 
The diffusion profiles in this work often exhibited several distinct regions of behavior when 
plotted on a semilogarithmic scale, as sketched schematically in Fig. 5.2.  Commonly there exists 
a near-surface region with convex-upward shape.  This region exhibits a moderate change in the 
curvature that terminates after ~10 – 15 nm but blends smoothly into the next “deep bulk” 
region. The deep-bulk region is typically near-linear on a semilogarithmic scale, and contains all 
data points between the near-surface region and the depth at which the profile concentration 
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reaches within 5% of the baseline natural abundance atomic concentration.  
To delineate the boundaries of the near-surface region and the deep-bulk region in the Ti and 
O diffusion profiles, the magnitude of the curvature of the depth profiles, κ, was computed.  The 
value of κ quantifies how sharply a curve bends or changes direction [45–47], and is 






	 	 	 	 	 	 	 	 	 (1), 
where y is the concentration that is a function of depth (x). A value of κ may be computed for 
each data point in the profile. in engineering and physics applications, κ is commonly employed 
to calculate the bending and deflection characteristics of beams and to approximate the stress in 
thin films [47]. The 1st and 2nd derivatives of the concentration were calculated using the forward 
difference two-point method. The regions of the profiles were determined by the quantity Δκ 
(Δcurvature) or the change in the value of κ for every two points. An abrupt change of Δκ  > -3% 
indicates the end of the near-surface region. Previous analysis in this group of depth profiles 
delineated the near-surface and deep-bulk region using the change in slopes of regions plotted on 
a semi-logarithmic scale. However, the calculation of Δκ provides a reproducible and quantitative 
method that directly discerns the nuances of the near-surface region (Figure 5.2).  
5.6 RESULTS 
5.6.1 TITANIUM DIFFUSION 
 Figure 5.3a shows select 46Ti diffusion profiles for various temperatures at PO2 of 5.0 × 
10-6 torr. Using the criteria above, the 46Ti diffusion profiles at high temperatures (650 °C and 
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680 °C) have two characteristic regions, a near-surface pile-up region and the deep-bulk region 
(Figure 5.3b). At 550 °C, the diffusion profile does not show a near-surface pile-up region. The 
profiles exemplify characteristics shared by the overall data set for Titanium.  
The deep-bulk profile region exhibits an exponential shape that manifests as a straight line on 
a semilogarithmic scale (Figure 5.4). This shape represents the well-known signature of a highly 
mobile defect species that is immobilized once by exchange into a reservoir such as the lattice or 
an extended defects.  A characteristic diffusion length, λ, may be computed that characterizes the 
distance the defect travels before it immobilization.  In the present work, λ was calculated from 




		 	 	 	     (2),  
shown in Figure 5.4. The net injection flux, F, was determined by integrating the total area of the 
diffusion profiles shown in Figure 5.3 using a three-point numerical integration method. The λ 






      (3). 
The use of this functional form of Deff coincides with the assumptions used in the analytical 
model [33] that presupposes there is a spatially constant sequestration rate and no re-emission of 
defects during the time-span of the experiment. Usually, this assumption would not be 
appropriate for a system where the sequestration rate is much higher in the near-surface region 
(10 – 15 nm) than in the deep-bulk. However, since the sequestration rate is constant over the 
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majority of the profiles (in the deep-bulk region) we use equation 3 as a characteristic estimate of 
Deff. 
The calculated λ, F, Deff kinetic quantities are shown in Table 5.1. Figure 5.5 shows the 
Arrhenius temperature dependence of Deff compared to previously reported Ti diffusion studies 
in isotopic-heterostructures [48–53]. The temperature range of the present work lies at the lower 
edge of that covered by previous literature, but the general magnitude of Deff  is loosely similar 
to what has been observed.  In contrast, however, the diffusivities of the previously reported Ti 
diffusion studies exhibit a much stronger temperature dependence than that determined in this 
work. This work yields an activation energy of 0.35 ± 0.25 eV that is well below the range of 2.4 
– 2.9 eV reported in literature.  
5.6.2 OXYGEN DIFFUSION 
 Figure 5.6a shows select 18O diffusion profiles for various temperatures at PO2 of 5.0 × 
10-6 torr. Using the Δκ criterion (Figure 5.2), the 18O diffusion profiles have similar 
characteristics to the Ti diffusion profiles (Figure 5.3) discussed above. At high temperatures 
(650 °C and 680 °C), the diffusion profiles show two regions, a near-surface region and the 
deep-bulk region (Figure 5.6b). In comparison to 46Ti diffusion profiles, the 18O near-surface 
region shows markedly more curvature. The 18O diffusion profile does not show a near-surface 
region at 550 °C. The profiles exemplify characteristics shared by the overall data set for oxygen.   
As for Ti, the deep-bulk profile regions for O exhibit a straight-line shapes on a 
semilogarithmic scale (Figure 5.7). The value of the characteristic diffusion length, λ, was 
calculated using Equation 5.2. The net injection flux, F, was calculated using the integrated areas 
of the depth profiles, with the integral encompassing all regions containing excess isotopic label. 
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The effective diffusivity, Deff, was calculated using Equation 5.3.  
Figure 5.8 compares the Deff of O diffusing in rutile TiO2 with atomically-clean, sulfur-
adsorbate and Ti flux on the surface. This work yields an activation energy of 0.95 ± 0.60 eV 
with a pre-exponential factor of 5.8 × 10-12 cm2/s. These values are lower than the predicted 
range of values for activation energy, 2.4 – 2.9 eV and pre-exponential factor between 10-3 to 10-
5 cm2/s.  However, the general magnitudes of Deff in the present work are roughly comparable 
with previous measurements. 
As seen in Figure 5.9a, λ in the presence of Ti flux has a weak temperature dependence 
with an average activation energy of 0.19 ± 0.1 eV. The weak temperature dependence of λ is 
comparable to Eλ, 0.28 ± 0.26 eV, for O diffusion in rutile TiO2 single crystals with atomically-
clean surfaces (Table 5.2). However, as seen in Figure 5.6a, the magnitude of λ for atomically-
clean surfaces is ~100× greater than that seen in this work with a pre-exponential factor of (1.74 
± 0.2) × 106 nm (clean-surface) versus (6.79 ± 0.6) × 102 nm (this work).  
Figure 5.9b shows a comparison of the Flux, F, for O diffusion in rutile TiO2 with 
atomically-clean, sulfur adsorbate and the Ti flux measured in the present experiments – by 
integrating areas under the O profiles. The Ti flux surface data show less of a temperature-
dependence with activation energy of 0.76 ± 0.3 eV and pre-exponential factor of 5.5 × 1016 
atoms/cms. It is also notable that the flux of O is higher than the clean-surface and sulfur-
adsorbate surface.  
5.6.3 TITANIUM AND OXYGEN DIFFUSION PARAMETERS 
The temperature dependence of the calculated F, λ and Deff kinetic values for Ti and O 
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diffusion profiles are shown in Figure 5.10 and Figure 5.11. A comparison of the Ti and O 
activation energies are shown in Table 5.4.  The magnitude of λ and the Arrhenius temperature 
dependence (Figure 5.10a) for Ti and O are nearly identical with activation energies of 0.18 ± 
0.1 eV and 0.19 ± 0.1 eV, respectively. The Deff (Figure 5.11) for Ti and O also show similar 
temperature dependence behavior with an activation energy of 0.35 ± 0.25 eV and 0.95 ± 0.60 
eV, respectively. However, the F (Figure 5.10b) Arrhenius temperature dependence behavior for 
Ti and O has distinct temperature dependence with an activation energy of 0.76 ± 0.27 eV and 
0.17 ± 0.10 eV, respectively.  
5.7 DISCUSSION 
5.7.1 TITANIUM DIFFUSION 
 Previous work by Gorai et al. [54] observed anomalous near-surface pile-up regions in 
18O diffusion profiles measured in rutile TiO2. It was determined that the pronounced near-
surface pile-up was attributed to a near-surface space-charge region [54,55] that exerted 
electrostatic drift effects retarding the diffusion of Oi-2. However, it is assumed that under the 
conditions of these experiments that the formation of a space-charge region is unlikely. The 
cause of the near-surface region in the Ti diffusion profiles is most likely formed from a different 
physical mechanism.  
 Previous work by Henderson et al. [56,57] and Bowker et al. [58] studied the diffusion 
and sequestration mechanism of Ti on the surface and bulk of rutile TiO2 using dynamic 
SIMS [56,57] and scanning transmission microscopy (STM) [58], respectively. Both studies 
theorized the existence of a near-surface bulk reservoir for excess Tii that can emit Tii, which 
subsequently diffuses to the surface (~0.25 eV) [58] to react with surface absorbed O2. An STM 
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and DFT study by Park et al. [59], revealed evidence that excess surface Ti adatoms that diffuse 
from the bulk catalyze the reconstruction of the surface from (1 × 1) to (1 × 2) by forming 
surface extended defects that react with surface absorbed O2. The physical dimensions of the Tii 
subsurface reservoir has never been clearly defined. However, cross-sectional transmission 
electron microscopy (TEM) studies of slightly-reduced rutile TiO2-x (where x < 0.002) by Bursill 
et al. [60,61] strongly suggests that the near-surface reservoir of Tii are extended defects in the 
form of clusters and platelets.  
 We speculate that the near-surface behavior shown in the Ti diffusion profiles may be 
attributed to the sequestration of surface injected Tii at pre-existing extended defects, such as 
clusters or platelets, which are distributed in space down to about 10 – 15 nm in depth. The Ti 
flux used in this work impinges an additional ~12 – 20% of the lattice concentration of Ti on the 
surface over the time frame of the diffusion experiment. Taking into account the concentration of 
bulk defects, Tivac and Tii, the gaseous flux of injected Tii transforms the crystal to a reduced 
state from TiO2 to Ti(1+x)O2-y, where x is between 0.125 – 0.25 and y is < 0.002. The chemical 
reduction is accomplished by the additional concentration of Tii instead of O loss. As discussed 
by Kofstad et al. [62], bulk point defects in metal oxides exist as the principal native defect only 
when they are in small concentrations, where x is in the range of ± 0.001 – 0.01. However, when 
x is large, many of the defects start to associate and evolve forming clusters, platelets or 
crystallographic shear planes.  
The marked difference in the temperature dependence of the Ti Deff and activation energy 
in this work compared to previously reported Ti diffusion results is most likely attributed to the 
difference in the cleanliness of the free surface of the isotopic-heterostructure and the substrates 
used in this work.  The isotopic-heterostructure diffusion experiments [48,49] were performed in 
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an air-furnace where the atmosphere and the cleanliness of the surface is hard to control. Foreign 
contaminates (that may originate from the atmosphere, H2O, CO2, N2, etc.) on the free surface 
will affect the injection and diffusion mechanism of Tii in the heterostructure. For example, prior 
work on interstitial transport in rutile TiO2 [3], ZnO [34] and Silicon [63] determined that foreign 
contaminates on the surface retards the diffusion of surface injected interstitials in the bulk. In 
this work the source of Tii is from a gaseous flux of 46Ti impinging on an intrinsically “clean” 
surface maintained in an ultra-high vacuum chamber. The Tii flux induces an energetically 
favorable surface reconstruction that results in a low barrier for injection (EFlux) and hopping 
diffusion (Ehop). The low Deff and barrier energy measured in this work is an amalgamation of the 
low values for EFlux and Ehop. The conditions of the experiments were precisely chosen to prevent 
the formation of a film during the course of the experiment. To our knowledge, we are the first 
group to study the dynamics of isotopically-labeled Tii injected from a gaseous flux to the deep-
bulk.  
5.7.2 OXYGEN DIFFUSION 
We rule out the possibility that the 18O near-surface behavior is attributed to the creation of a 
space-charge region. Instead, the near-surface behavior in 18O diffusion is most likely attributed 
to the sequestration of Oi-2 at densely populated near-surface extended defects. We postulate that 
the convex-upward shape of the 18O near-surface region (Figure 5.6) is symptomatic of the 
diffusion-limited sequestration of Oi at extended defects whose concentration near the surface 
declines with depth that presumably corresponds to the near-surface extended defects mentioned 
above in connection with Ti. The near-surface profile region has some similarities to the plateau 
and decay region of Hydrogen diffusion profiles in p-type Silicon [64,65]. It was theorized that 
the near-surface shape was due to the diffusion of Hydrogen interstitials through a “maze of 
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traps” or extended defects composed of Si and H interstitials near the surface of the 
material [64]. Albeit, the extended defects in the p-type Silicon were created by implantation of 
Group V atoms and extended defects, such as platelets and clusters, already pre-exist in rutile 
TiO2 samples. Undoubtedly, the reaction of Oi-2 with near-surface extended defects will influence 
the O diffusional behavior and defect transport in the deep-bulk region.  
 The F measured in this work for Oi is noticeably higher than that seen for other surface 
states of rutile TiO2 (Figure 5.9). We believe the additional flux of Ti on the surface catalyzes the 
surface reconstruction from (1 × 1) to (1 × 2). The (1 × 2) surface reconstruction most likely 
provides additional dangling bonds per Ti atom for the injection of Oi.  
5.7.3 SEQUESTRATION AT EXTENDED DEFECTS  
The totality of behavior observed in the presence and absence of Ti gas flux, and in the 
presence of absorbed sulfur points to a sequestration mechanism where Tii and Oi are mainly 
sequestered at bulk extended defects whose concentration is spatially-dependent in the presence 
of a gaseous Ti flux (Figure 5.12b). Based on the distinct F temperature dependence for both Tii 
























  (6).  
The injected Oi and Tii associate and dissociates on the edges of extended defects [66,67] 








     (8), 
2Oi +Tii +[ExtDefect]↔kdssc
kassc
[ExtDefect]      (9), where kassc,O and 
kassc,Ti is,  
        (10), and 
        (11).  
DOi and DTii are the diffusivity for Oi and Tii, respectively. The values aOi and aTi is the capture 
radius. The capture radius depends on several factors including the orientation, charge state and 
identity of the atoms involved. The dissociation rate constants kdsscO and kdsscTi is,  
      (12), and  
kasscO = 4πDOiaOi
kasscTi = 4πDTiiaTii










      (13).  
AdsscO and AdsscTi is a first-order pre-exponential factor and EdsscO and EdsscTi is the activation 
energy for the dissociation of Oi and Tii from the extended defect. Based on molecular dynamic 
simulations, extended defects consisting of interstitials interact more strongly with negative ions 
such as Oi2- [66,67].  The rate-limiting step for the overall forward reaction is the association of 
Tii4+ to the extended defect. The overall rate of dissociation is determined by the rate of Oi2-
emission.  
Using the mathematical description above, the characteristic diffusion length, λ, for Oi 
and Tii is,  






4πaTii [ExtDefect]    (15).  
Presupposing that Oi and Tii are primarily sequestered at extended defects in rutile TiO2, the 
magnitude of λ, or the distance the defect travels in the bulk, is dependent on the concentration 
of bulk extended defects.  
 Based on the anomalous behavior in the near-surface region for the O and Ti diffusion 
profiles and the exponential-like shapes in the deep bulk, a few inferences can be made about the 
sequestration mechanism in the bulk of rutile TiO2 under Ti-flux. Sequestration of both Oi and 
















Tii shallower than 10-15 nm occurs via extended defects having an approximately Gaussian 
concentration profile. The functional form of the profiles are surmised to be Gaussian (or nearly 
so) based on the observed convex shapes of the profiles. For example, an exponential profile 
shape would have a slower transition from the near-surface to the deep-bulk and a linear 
approximation would give an artificial discontinuity in the profile slope. The width of the 
Gaussian is dependent on the gaseous Ti flux, diffusion time, PO2 and temperature. Sequestration 
deeper than 15 nm occurs via extended defects whose concentration is spatially constant. The 
extended defects probably comprise an admixture of platelets, incipient platelets and 
crystallographic shear planes. These deep – bulk extended defects participate in slow Ostwald 
ripening over time with a tendency to reduce their concentration and make the remaining defects 
somewhat larger. Ripening, with the consequent decrease in extended defect concentration, 
occurs more rapidly at higher temperatures. The propensity of the defects to add either Oi or Tii 
remains largely independent of size and are added or emitted from these defects in a 2:1 ratio. 
5.7.4 ALTERNATIVE THEORY: Tii-Oi DEFECT COMPLEX  
An alternative theory was developed to interpret the Ti and O diffusion behavior for the 
Ti-flux experiments. This theory only explains certain characteristics of the data set such as the 
similar magnitude and temperature-dependence of the Ti and O diffusion parameters, λ and F, 
shown in this work (Figure 5.10). The defect complex theory does not rationalize the abnormally 
low Oi exchange kinetic values in the clean – surface experiments and the temperature-
dependence of λ in the 0.1 ML sulfur-adsorbate experiments. Table 5.5 details the strengths and 
shortcomings of the theories discussed in this chapter.  
  The defect complex theory goes as follows: The similar behavior in λ for Ti and O 
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points to a co-diffusion mechanism for Tii-Oi where the defect complex is the primary diffusion 
carrier of Oi. The minority O carrier is Oi. Based on the distinct F temperature dependence for 
both Tii and Oi, it is assumed that the Tii and Oi are injected separately and not as a defect-









46 Tii      (17), 
When Oi is injected it can react with the edges of the near-surface extended defects [66,67] 
(Equation 5.18) forming a Tii-Oi defect complex that traverses the dense web of extended defects 
near the surface before it exchanges with the lattice or extended defects that are spatially 
distributed in the deep-bulk. Once the Tii is injected, some Tii are sequestered at the near-surface 
extended defects (Equation 5.19) and others diffuse into the bulk as Tii.   
Oi +[ExtDefect] ↔kdiss1
kcomplex1
TiiOi +[ExtDefect]	   (18), 
Tii +[ExtDefect]↔kdsscTi
kasscTi
[ExtDefect]     (19), 
As shown in Equation 5.18, the formation of the Tii-Oi defect complex depends on the 
concentration of extended defects near the surface of the bulk.  
The theory fails in explaining the formation of a defect complex in the sulfur-adsorbate 
experiments. In order to have excess concentration of Tii near the surface to form extended 
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defects, a non-diffusive driving force for Tii motion must be introduced such as a chemical 
potential or electrostatic effect near the surface to induce Tii pile-up. This is less likely to be the 
case because sulfur reduces the surface potential.  
5.8 OXYGEN INTERSTITIAL DEFECT TRANSPORT MECHANISM IN RUTILE TIO2 
WITH DIFFERENT SURFACE STATES 
Prior work to study Oi dynamics in rutile TiO2 [2,3,33], presupposed that Oi was 




18OS        (20).  
The barrier for injection was extremely low with an Eki of 0.2 eV and an abnormally small pre-
exponential factor, Aki~10-19 cm3/s. Efforts to elucidate the kinetic mechanisms for the small 
values of the Oi exchange reaction and the temperature-dependence of the characteristic 
diffusion length, λ, proved futile (refer to Chapter 6). Experimental results from this work and 
colleagues found that the sequestration of point defects at extended defects plays a large role in 
the Tii and Oi defect transport mechanism in rutile TiO2.  
We posit that the abnormally low barrier for exchange and pre-exponential factor along 
with the different temperature-dependence of a bulk parameter, λ, with different surface states is 
due to the sequestration of Oi at extended defects with a nearby surface. Our theory goes as 
follows; when the surface is atomically-clean there is effective injection and annihilation of both 
Oi and Tii at the surface to the bulk. The excess concentration of both free Oi and Tii reduces the 
barrier for the stoichiometric sequestration (Figure 5.9, Figure 5.12a) of Oi and Tii. Due to the 
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Ostwald ripening effect of extended defects within the deep-bulk, the concentration of extended 
defects stays nearly constant, which is reflected in the weak temperature dependence for λ 
(Figure 5.9a).  
Prior work on the study of the diffusional dynamics of 18O in atomically-clean rutile TiO2 
predicted an abnormally low value for the exchange rate for kick-in of 0.2 eV [2] (typical value ~ 
1.0 eV) and a pre-exponential factor Aki of ~10-19 [2] (typical value ~10-10 cm3/s). However, this 
mathematical model did not take into account all of the key elementary steps to describe the O 
defect transport in rutile TiO2. Including the interaction of Oi with near-surface extended defects 
whose ripening is dependent on the surface state and lattice strain. It is presumed that inclusion 
of the new elementary rate reactions will improve the calculated kinetic and thermodynamic 
quantities relevant for defect transport in rutile TiO2. A new and improved microkinetics model 
for Oi and Tii will be explored in Chapter 7.  
5.8.1 THE IMPACT OF SULFUR ADSORBATE 
In the case for the sulfur adsorbate surface, sulfur retards the annihilation and re-emission 
of Tii in the bulk from the surface. In this instance, the bulk primarily consists of free Oi and the 
excess Tii in the bulk agglomerate into extended defects distributed in the deep-bulk. The 
additional increase of the concentration of extended defects decreases the magnitude of λ 
(Equation 5.14). The kinetics of the stoichiometric sequestration of Oi must include the 
additional barrier for the emission of Tii from extended defects and the Ostwald ripening effects 
of the excess extended defects. Essentially, imposing a stronger temperature dependence for the 
sequestration of Oi at extended defects as seen in the temperature dependence for λ in Figure 
5.9a. Overall, the Oi characteristic diffusion length, λ, captures the sequestration kinetics and 
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thermodynamics in the bulk when the surface and extended defects is active. This behavior is 
similar to the behavior seen in the thermal evolution of interstitial extended defects in silicon 
near a free-surface [68]. According to Claverie et al. [68], the kinetics of the Ostwald ripening of 
extended defects in silicon can change depending on the interstitial recombination rate at a 
surface near the vicinity of the defects.  
5.9 CONCLUSION 
This work was conducted to elucidate the coupling mechanism that influences the Ti and O 
interstitial defect transport in rutile TiO2. Previous work on the exchange or kick-in of Oi in the 
lattice predicted an abnormally low value for the rate constant for the exchange reaction. Prior 
attempts to improve the rate expression for exchange by including a cation catalyzed anion 
exchange mechanism did not improve the values for the rate constant and predicted a very weak 
temperature dependence. Ti and O isotopic diffusion experiments in this work revealed that 
extended defects are the primary sequestration sites for Oi and Tii. This revelation was also used 
to interpret the magnitude and temperature dependence of the characteristic diffusion length, λ, 
with different surface states.  
This work has reiterated the importance of clean surfaces for injecting Oi and absorbing Tii, 
with the benefits of getting rid of O vacancies and reducing the concentration of extended 
defects.  Foreign adsorbates like S seem to inhibit annihilation of Tii and inhibit Oi injection.  
The presence of Ti gas flux aids Oi injection but more than compensates by keeping the bulk 
concentration of extended defects high and creating new ones at the surface.  A potential defect 
engineering strategy in the future will find other sets of conditions (e.g., T, P) that yield the 













































Figure 5.2: Graphical representation of the measure of the change in curvature of the depth 
profiles in this thesis. The different regions of the profiles were determined by the change of the 








































Figure 5.3: (a) Diffusion profiles for 46Ti in rutile TiO2 annealed in 5.0 × 10-6 torr 18O2 gas 
and sublimated 46Ti at 550 °C, 650 °C and 680 °C for 30 minutes. (b) Graphical 
representation of the two diffusional regions of the Ti diffusion profiles including the near-
surface region (green) and deep-bulk (red). The grey area of the depth profiles is the baseline 
















Figure 5.4: 46Ti diffusion profiles on a semilogarithmic scale. The characteristic 




Figure 5.5: Arrhenius plot of the mesoscale effective diffusivity, Deff, for Tii diffusion in rutile 





Figure 5.6: (a) Diffusion profiles for 18O in rutile TiO2 annealed in 5.0 × 10-6 torr 18O2 gas at 550 
°C, 650 °C and 680 °C for 30 minutes. (b) Graphical representation of the two diffusional sections 
of the O depth profiles including the near-surface region (green) and deep-bulk (red). The grey area 






 Figure 5.7: 18O diffusion profiles on a semilogarithmic scale. The characteristic diffusion 
length, λ, can be determined from the slope, b, of the linear fit of the deep-bulk region.  
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Figure 5.8: Arrhenius plots of the mesoscale effective diffusivity, Deff, for O diffusion in rutile 





Figure 5.9: (a) Arrhenius plots of the mean diffusion length, λ, for O diffusion in rutile TiO2 
with atomically clean, sulfur adsorbate and Ti flux on the surface, respectively. (b) Arrhenius 
plots of the Flux, F, for O in rutile TiO2 with atomically clean, sulfur adsorbate and Ti flux on 






Figure 5.10: (a) Arrhenius plots of the mean diffusion length, λ, for Oi and Tii diffusion in rutile 
TiO2 with atomically clean, and Ti flux on the surface, respectively. (b) Arrhenius plots of the 





Figure 5.11: Arrhenius plots of the Deff, for Oi and Tii in rutile TiO2 with atomically clean, and Ti flux 






Figure 5.12: Illustration of the Oi and Tii defect transport. (a) A illustrative depiction of the 
atomically-clean rutile TiO2 surface. (b) A illustrative depiction of the Ti-flux surface where the 





Table 5.1: The kinetic parameters for O defect transport in this work. The characteristic diffusion 
length, λ, net injection flux, F, and effective diffusivity, Deff, are shown below.  
T /°C T /min λ /nm  b-1 F /atoms cm
-2 s-1 Deff /cm2/s 
550 30 7 ± 1 (1.0 ± 0.2) × 1013 (1.1 ± 0.2) × 10-16 
650 30 12 ± 2 (2.4 ± 0.4) × 1013 (4.5 ± 0.9 ) × 10-16 
680 30 14 ± 2 (7.3 ± 2) × 1013 (1.6 ± 1.0 ) × 10-15 
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Table 5.2: The activation energies (eV) for the kinetic parameters, EFlux, Eλ and EDeff for O 
diffusion in rutile TiO2 with atomically-clean [2,3], sulfur adsorbate [2,3] and Ti flux(this work) on 
the surface, respectively.  
This Work Clean Surface 0.1 ML Sulfur 
EFlux 0.76 ± 0.27 1.92 ± 0.27 1.69 ± 0.18 
Eλ 0.19 ± 0.1 0.28 ± 0.26 1.07 ± 0.20 






Table 5.3: The kinetic parameters for Ti defect transport in this work. The characteristic 
diffusion length, λ, net injection flux, F, and effective diffusivity, Deff, are shown below. 
 
T /°C T /min λ /nm b-1 F /atoms cm
-2 s-1 Deff /cm2/s 
550 30 9 ± 2 (5.8 ± 1.1) × 1012 (8.2 ± 0.2) × 10-17 
650 30 10 ± 1 (6.0 ± 1.2 ) × 1012 (9.4 ± 0.2) × 10-17 
680 30 14 ± 3 (8.9 ± 2.2) × 1012 (2.0 ± 0.4) × 10-16 
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Table 5.4: The activation energies (eV) for the kinetic parameters, EFlux, Eλ and EDeff for O and 
Ti diffusion in rutile TiO2 for Ti flux on the surface, respectively.  
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Observation Tii Catalysis Tii-Oi 
Extended 
Defects 
F independent of presence of S good good good 
λ decreases with presence of S good poor good 
Eλ increases substantially with S adsorption 
Model is 
silent poor good 
Kick-in activation energy & prefactor are low 
in simple microkinetic model  poor poor good 
Deep O profiles in absence of Ti gas flux are 
exponential good good good 
O profiles show convex upward shape near 
surface for high T good good 
Ti profiles show less propensity toward 
convex upward shape good good 
λ for O and Ti are nearly identical at all T  good good 
λ for O is much lower than for clean or S -
adsorbed good good 
Eλ for O is about the same as for the clean 
surface poor good 
F for O is higher than clean and S-adsorbed 
surface (at low T), but similar at high T poor good 
EF  for O is much lower than for clean and S-
adsorbed poor good 
F for O is slightly higher than for Ti, different T 
dependence good good 
Table 5.5: Comparison of the three theories proposed to interpret the O diffusion behavior in 
rutile TiO2 with different surface states. The observation section includes two experimental 
data sets, clean and sulfur-adsorbate ([3],red) and Ti-flux (this work, blue).  
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CHAPTER 6: MICROKINETIC INVESTIGATION ON THE TITANIUM 
INTERSTITIAL CATALYZED OXYGEN EXCHANGE REACTION IN 





The present work introduces a quantitative microkinetic model for the bulk reaction of oxygen 
and titanium interstitials in rutile TiO2. The model includes rate expressions that use titanium 
interstitial atoms (Tii) to catalyze the oxygen interstitial (Oi) exchange reaction into the lattice. 
The composite activation barrier for Oi exchange into the lattice was found to be 0.55 eV with a 
pre-exponential factor of 3.1 × 10-15 cm3/atomss.  
6.2 MOTIVATION 
This work is a supplement to a microkinetic model developed previously by Pangan-
Okimoto et al. [1] to calculate elementary-step rate expressions for surface injected Oi. Kinetic 
parameters for the Oi elementary step reactions on the surface and bulk were derived using the 
weighted-sum of squares error (WSSE) [1–4] optimization of O isotopic diffusion experiments. 
The estimated value for the activation energy, Eki, for Oi exchange into the lattice was 0.2 ± 0.1 
eV  [1] with a pre-exponential factor, Aki, of 7.84 × 10(-19±0.2) cm3/s  [1], where Aki × 16CS 
(concentration of 16O in the lattice) is ~105 s-1. The value of Eki and Aki is lower than values 
measured for other semiconductor materials. For example, the experimental activation energy for 
exchange into the lattice for Silicon is 1.02 eV  [5,6] and the pre-exponential factor × Silicon 
lattice concentration is ~1011 s-1 which is closer to the expected value of 1013 s-1. It was 
hypothesized by Gorai et al. [7] that Tii catalyzes the Oi exchange into the lattice demonstrated 
by the anomalous behavior in the O characteristic diffusion length with 0.1 ML of sulfur-
adsorbate on the surface  [7] and the low values of Eki and Aki [1]. Consequently, the Oi 
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exchange rate expression description in Pangan-Okimoto et al. work was inadequate because it 
did not accurately describe the hypothesized catalytic coupling mechanism between Ti and O. 
This work seeks to improve the O microkinetic model by introducing imperative Ti parameters 
and rate expressions that explicitly describe the Tii catalyzed Oi exchange into the lattice.  
6.3 INTRODUCTION 
There is great interest in developing defect manipulation techniques to modulate the 
properties of ceramic semiconductor materials  [8,9]. For instance, the type of defect, such as 
oxygen vacancies in ZnO [10,11] or crystallographic shear planes in TiO2 [12–14], can influence 
their performance in microelectronics [15,16], photocatalysis [11,17,18], catalysis [17,19,20], 
optics [21,22] and sensing [23,24]. However, difficulties arise in identifying suitable techniques 
that can manipulate bulk defect behavior without incurring damage to the material [25–30]. One 
of the major challenges in this research area is the ability to maintain high-quality crystal 
structures while nonobtrusively modulating ceramic material properties.  
The work by Ming et al. [31], Hollister et al. [32] and Gorai et al. [33], showed that gas-
surface chemistry on carefully prepared rutile TiO2 (110) and Zn-terminated ZnO(0001) surfaces 
can inject mobile Oi that annihilate harmful oxygen vacancies that are deleterious for device 
performance. As shown by prior work, surface-based manipulation of defects in metal-oxides 
could provide a suite of techniques needed to seamlessly influence the properties of ceramic 
materials [31–34]. However, a thorough understanding of the surface and bulk elementary-step 
mechanisms is needed to advance the use of this technique. The present work uses a globally-
optimized continuum-based model to study the dynamics of Oi and Tii in rutile TiO2 whose 
embedded kinetic and thermodynamic parameters are determined from Ti and O isotopic 
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diffusion experiments [1]. As discussed in the motivation section, it is hypothesized that the Oi 
exchange reaction is catalyzed by bulk Tii atoms. This work hopes to improve the kinetic 
expression for the exchange of Oi.  
6.4 MODIFIED Oi MICROKINETICS MODEL  
Conventional exchange of isotopically labeled Oi would be represented by a kick-in 
mechanism as follows: 
     (Kick-in of Oi)   (1), 
However, prior experimental and simulation results on Oi diffusion data in the presence of sulfur 
on the surface of rutile TiO2 indicated a possible coupling between the Ti and O defect reaction – 
diffusion network [7]. Gorai et al. [7] and Pangan-Okimoto et al. [1] theorized that sulfur 
adsorbate on the surface indirectly reduces the Oi mean diffusion path length by blocking of 
surface annihilation sites for Tii. The subsequent increase of Tii in the bulk decreases the 
diffusion length of surface-injected Oi. However, the manner and mechanism to which Tii 
catalyzes the kick-in of Oi into the lattice is unknown.   
One possible scheme is shown in Equation 6.2.  
18Oi +
16OS +Tii
kcat⎯ →⎯ 16Oi +
18OS +Tii   (Catalysis)    (2).	
As Tii represents the majority point defect in rutile, and is believed to exist primarily in the +4 
charge state under the conditions of interest  [35,36]. However, if the catalytic pathway occurs 
with high facility when Oi encounters Tii+4, the concentration of this latter species seems to be 
too high, and the temperature dependence too strong, to be responsible for the proposed 
catalysis.  Based on the experimentally reported formation enthalpy  [36–40], that concentration 
varies between roughly 1014 and 1016 cm-3 over the temperature range of interest here.  Taking 
1015 cm-3 as a typical value, a mean distance between Tii+4 may be estimated of about 100nm 
18Oi +
16OS
kki⎯ →⎯ 16Oi +
18OS
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(with a variation of a factor of about 5 within the range).  However, the experimental values of λ 
for Oi are close to 800nm, with a variation of only a factor of about 2 within the range.         
A second possibility for the catalysis is the minority charge state for Tii: +3. There are 
two possible catalytic mechanisms for how Tii may catalyze Oi exchange with sulfur on the 
surface: (1) Diffusion-based, where Tii mostly occupy a higher energy diffusion pathway that 
allows for a short-lived configuration with Oi or (2) Charge-state based, where the increase of Tii 
in a minority charge state, presumably Tii3+, exerts some effect on the surrounding lattice to 
lower the barrier for Oi exchange. Density functional theory (DFT) studies by Mulheran et 
al. [41,42] on Tii3+ and adatom diffusion indicated two distinct bulk pathways with an energy 
difference of 0.09 eV. The small energy difference in the Tii diffusion pathways signifies that 
both diffusion pathways are thermodynamically accessible in the clean-surface and sulfur-
adsorbate experimental conditions. We propose that it is much more likely that the Tii –Oi 
catalytic exchange mechanism is charge-state based.  
In the clean surface rutile TiO2 experiments, the crystal is in oxidizing conditions where 
the majority charge-state for Tii is Tii4+. Due to the low concentration of Ti3+ in the lattice, the 
catalytic exchange mechanism only occurs for a very small percentage of the injected Oi 
(<0.01%). Sulfur adsorption on the surface of rutile TiO2 inhibits the annihilation of Tii3+ and 
Tii4+. The increase of Tii concentration in the bulk increases the concentration of Tii3+ in ground 
state interstitial positions [41,42] that are close in proximity to Oi2- (Figure 6.1a)  [43,44]. The 
Tii3+ reduces the charge of the neighboring Oi2- by 0.4 e  [41], moving the Oi2- closer to a nearby 
O – lattice position (Figure 6.1b, Equation 6.3).  The displaced Oi2- exchanges with the O – 
lattice atom and the reaction is complete (Figure 6.1c & Equation 4). The lowest energy 
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configuration of the interstitial atoms in the rutile TiO2 lattice was optimized using Universal 

















3+      (4). 
The kinetic rate expressions used in the microkinetic model for the catalyzed kick-in of 
Oi in the lattice is detailed below.  The concentration of Ti3+ is the majority defect when the 
experiments are performed at temperatures greater than 1000 °C and PO2 < 7.6 × 10-11 torr. Since 
the experiments are done at relatively moderate temperatures (550 °C – 800 °C) and higher PO2 
(10-5 – 10-6 torr), we assume that Tii4+ is the majority defect overall where [Tii4+ ] >> [Tii3+] >> 
[Ovac]. If we assume the Fermi level, EF, is at the conduction band minimum, the concentration 
of Tii4+ is determined by,  
[Tii


























   (5), 
where [TiTi] is the total concentration of Ti in the lattice and ΔSf,Tii4+ and ΔHf,Tii4+ is the entropy 
and enthalpy of formation, 0.00238 eV/K and 10.67 eV, respectively. Nc is the effective density 
of states in the conduction band and n is the concentration of electrons.  
The concentration of Tii3+, [Tii3+], necessary to exert a noticeable effect on the 
characteristic diffusion length of Oi2- was set to 0.1 × concentration of Ti4+, where [Tii3+] = 0.1 × 
[Tii4+]. The value 0.1 was chosen after manual fitting of the model to Ti and O experimental 
profiles.  
a. Association of catalysis complex (Tii3+- Oi2-), where DTi and DOi is the diffusivity of Tii and 
Oi respectively, and a is the capture-radius. 
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kassc = 4π(DTii +DOi )a          (6), 





         (7), 
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18Osub ]   (9). 
 





3+ ]         (10),  
is analogous to the non-catalyzed rate expression kki (Equation 6.1), where Eki was found to be 
0.2 ± 0.1 eV and Aki is 7.84 x 10(-19 ± 0.1) cm3/atomss [1] in experiments involving isotopic 
exchange of oxygen in the absence of any Ti flux from the gas phase.  
For simplification, the surface flux of Tii is modeled using a generalized flux equation 
that assumes the surface acts as a net sink for Tii [46–49]. The surface is in quasi-equilibrium 
with the bulk, extended defects and thermally evaporated Ti flux on the time scale of the 
experiment. The evidence for this assumption is the exponential shapes of the isotopic oxygen 
profiles.  Those exponential shapes are possible only if the concentration of the Tii catalyst 
remains temporally and spatially invariant during the annealing whose duration is on the order of 
an hour. This assumption does not preclude changes in the Tii concentration either during the 
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initial annealing of as-received specimens or during the slow evolution of extended defect 
populations during annealing for much longer times (days to weeks).  
By using analogies to gas-surface chemistry, Langmuir [50] kinetics were employed to 
describe Tii annihilation as absorption on the surface where the flux of all isotopes of Tii to the 







              (11). 
The quantity S represents the effective annihilation probability for Tii annihilation at the surface, 
nsat,Ti is the areal concentration of Ti annihilation surface sites and nsat,maxTi is the maximum 
concentration of Ti surface sites.  
6.5 RESULTS AND DISCUSSION  
The model used experimental 18O and 46Ti diffusion experiments where rutile TiO2 single 
crystals were annealed at 550 – 800 °C in a dual flux of 46Ti from an evaporated source and 18O2 
at 5 × 10-6 torr or only 18O2 with a PO2 of 5 × 10-6  - 5 × 10-5 torr. The depth profiles were 
subsequently measured ex-situ by PHI-TRIFT Secondary - ion mass spectrometry 
(SIMS) [51,52]. The details appear in Chapter 5, Reference  [32] and Reference  [33].  
The microkinetic model developed by Pangan-Okimoto et al. [1] was used as the 
backbone for the existing model. All Oi related elementary-step rate expressions, thermodynamic 
and kinetic parameters were taken from Reference [1].  Estimation of the initial parameters in 
this work employed two different methods. For example, the parameter values for Ediff,Ti and 
Ediff,Oi used estimated activation barrier values from first-principles DFT calculations. Instances 
in which the values in the model were not found in literature were estimated based on manual fits 
of Ti (650 °C, 5 × 10-6 torr) and O (650 °C, 10-5 torr) experimental profiles.  
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The initial and final kinetic and thermodynamic quantities used in the modified Oi 
microkinetic model are shown in Table 6.1. Most parameter values changed no more than 10%, 
which suggests that these values were near their real optimal values. The values with the largest 
adjustment was Ecat, which changed from 0.50 to 0.75 eV and the composite S*nsat,Ti parameter 
from 5 × 10-7 to 5 × 10-8 atoms/cm2. Note, due to the limit in which the calculation takes place as 
discussed by Pangan-Okimoto et al. [1], the product S*nsat,Ti can’t be deconvolved. O diffusion 
simulations from the modified microkinetic model are compared to experimental data in Figure 
6.2. Only the deep portions of the profiles beyond about 50 nm should be compared, as different 
interactions for O and Ti occur in shallower regions. The simulations reproduce the experimental 
diffusion profiles only moderately well.  
Table 6.2 shows the values for the non-catalyzed Oi exchange (Aki, Eki) versus the Ti 
catalyzed exchange (A'ki, E'ki). The pre-exponential factor for the catalyzed kick-in parameter 
increased from 7.84 × 10-19 to 3.1 × 10-15 cm3/atoms. The value for A'ki × 16COS is ~2 × 108 s-1. 
The activation energy, E'ki, was calculated analytically using Equation 6.9 in the limit that kdssc 
>> kcat. The value of E'ki for the catalyzed kick-in increased from 0.2 to 0.55 eV.  These values 
are still smaller than the expected value of ~1013 s-1 and ~1.0 eV, respectively. Figure 6.3 shows 
the temperature dependence of the simulated characteristic diffusion length, λ, compared to 
experimental data. The simulated profile fairly captures the absolute magnitude of the sulfur-
adsorbate characteristic diffusion length. However, the simulated characteristic diffusion length 
has a weak temperature dependence that does not replicate the behavior seen with sulfur-
adsorbate.  The kinetic exchange values, A'ki & E'ki, improved but the magnitude of the values 
and the weak temperature-dependence of λ implies that the catalytic rate expression is still 
inadequate for accurately describing Oi exchange in rutile TiO2.  
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To simplify implementation of this model approximations were made where the enthalpy 
of formation for Tii used the values indirectly optimized by Pangan-Okimoto et al. [1] and the 
ratio of [Ti3+]/[Ti4+] was kept constant at 0.1. Based on these approximations, it’s possible that 
the model did not entirely capture the temperature dependence of the sulfur-adsorbate Oi depth 
profiles. Furthermore, single crystal rutile TiO2 can contain extended defects (platelets [53,54], 
crystallographic shear planes [54,55]) or precursors to extended defects (defect clusters [56–58]) 
in slightly-reduced conditions. It is conceivable that Oi exchange in bulk rutile TiO2 may involve 
a more complicated mechanism than described here with these additional sequestration species. 
6.6 CONCLUSION 
This work constructed a supplementary Oi microkinetics model as an attempt to improve 
the rate expression description of the Oi exchange into the lattice. Prior work by Pangan-
Okomoto et al. inaccurately expressed the exchange reaction of O into the lattice which was 
evidenced by the low values for Aki and Eki and experimental O diffusion profiles in the presence 
of sulfur suggested a likelihood that Tii may catalyze the injection of Oi into the lattice. 
However, after global optimization of the microkinetics model, the catalytic rate expression 
values fairly improved. This difficulty in accurately describing the rate expression could be 
contributed to additional sequestration species in the bulk of rutile TiO2 which could have a 
strong influence on the diffusional behavior of Oi. Experiments that study the dynamics of both 











































Figure 6.1: (a) Lowest energy configuration of Tii3+ (green) and Oi2- (magenta) as 
estimated by the Universal Force Field (UFF) method in Avogadro (b) Tii3+ exerts 












Figure 6.2: Comparison of select O isotopic diffusion profiles simulated by WSSE (black 









































Figure 6.3: Arrhenius plots of the characteristic diffusion length, λ, simulated by WSSE 

























Table 6.1: Initial and final parameters for the modified Oi microkinetic model.  
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Table 6.2: A comparison of the pre-exponential factor and activation barrier for the non-
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CHAPTER 7: MICROKINETIC MODEL TO STUDY THE REACTION 
DYNAMICS OF SURFACE INJECTED OXYGEN INTERSTITIALS AND 




The present work introduces a quantitative microkinetic model for the bulk reaction of oxygen 
interstitials (Oi) and titanium interstitials (Tii) in different surface states of rutile TiO2 (110).  Key 
elementary-step reactions were derived based on prior experiments that tracked both Tii and Oi in 
isotopic diffusion experiments. The kinetic and thermodynamic parameters were determined 
through a statistical global optimization procedure. The model determined that the barrier for 
injection of Oi in the presence of Ti-flux decreased from 2.8 ± 0.5 eV to 2.4 ± 0.4 eV.  The 
barrier for injection of Tii is 0.55 ± 0.01 eV.  
7.2 INTRODUCTION 
Prior work in our laboratory has demonstrated the importance of surfaces as conduits for the 
production and destruction of point defects in the bulk [1–7]. In Chapter 5, the concept was 
demonstrated with rutile TiO2 (110), where it was shown that both Tii and Oi are injected from 
atomically-clean surfaces to the underlying bulk. Furthermore, the Ti and O isotopic diffusion 
experiments also points to a sequestration mechanism for Oi and Tii that is spatially dependent 
on the concentration of extended defects in the form of clusters, platelets or crystallographic 
shear planes. Very few studies have focused on the diffusion-reaction networks of both cations 
and anions in semiconductor materials [6,8,9], even less so in ceramic semiconductors. 
This work embarks on new territory by developing elementary rate expressions for the 
injection, diffusion and reaction of Tii and Oi with the surface, lattice and extended defects. This 
model gives the most comprehensive quantitative and qualitative description of the defect 
diffusion-reaction network in near-stoichiometric rutile that has yet been devised. The outcome 
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will elucidate the influence of sulfur-adsorbate and Ti-flux to the Ostwald ripening mechanism 
of extended defects and will clarify the key parameters for effective defect engineering in rutile 
TiO2. The Tii and Oi microkinetics model is expressed as a system of continuum differential 
equations that depends on the recombination (generation, annihilation) and respective defect 
diffusion fluxes [10]. The embedded kinetic and thermodynamic parameters are determined from 
isotopic diffusion experiments, literature and quantum calculations using an iterative global 
optimization method based on the weighted sum of square errors [11,12].  The 46Ti and 18O 
isotopic diffusion profiles in rutile TiO2 (110) single crystals were measured with secondary ion 
mass spectrometry (SIMS). Refer to Chapter 5 for experimental details.   
7.3 CONTINUUM-BASED MICROKINETICS MODEL 
In continuum-based simulations, the chemical physics embodied by the diffusion and 
reaction of the defect from the surface to the bulk is expressed as a series of differential 
equations. Refer to Chapter 1, Section 1.2 for a thorough discussion on the relevancy of the 
microkinetic model implementation versus using analytical models.  The set of continuum-






+Gi         (1), 
where x and t represent the spatial and temporal coordinates, Ci, is the concentration, Ji is the 
flux and Gi is the net generation rate of isotopic defect i, respectively. The flux, J, follows 
Fickian diffusion (Fick’s first law) for each mobile species where the diffusion flux, J, per unit 




        (2), 
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where Di is the site-to-site hopping diffusivity of the defect species. The flux term can also 
include electrostatic drift effects for Oi that can lead to pile-up [13]. The present work does not 
consider such electrostatics because pile-up in this work is mostly attributed to pronounced 
extended defect concentration near the surface. The Gi term contains a series of elementary-rate 
expressions for the bulk annihilation and generation of defect i.  
7.3.1 INITIAL AND BOUNDARY CONDITIONS 
The initial conditions for the continuum differential equations assume the initial 
concentration (t=0) of the point defect species of each isotope is the natural abundance 
interstitial, and lattice concentrations. In the case of oxygen, there are two isotopic species, 16O 




O,18 = 6.38×1022cm−3     (3), 
where the total lattice oxygen concentration remains the same throughout the experiment. For 
titanium, there are five naturally occurring isotopic species, 48Ti (73.72%), 46Ti(8.25%), 







Ti,50 = 3.19×1022cm−3  (4), 
where the total lattice titanium concentration remains the same throughout the experiment. For 
computational efficiency, all the Ti isotopes (48Ti, 47Ti, 49Ti, and 50Ti) that were not the same as 
the isotopic tracer atom (46Ti) were incorporated into a single variable.  
 The initial concentrations of the defect species (interstitials) are determined through a 
coupled set of defect and charge equilibrium equations that must be solved with an 
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electroneutrality condition. The relevant defect species in rutile TiO2 are:  
Oo
K1← →⎯ VO
•• + 2e− + 1
2
O2       (5), 
2Oo +TiTi
K2← →⎯ Tii
••• +3e− +O2      (6), 
2Oo +TiTi
K3← →⎯ Tii
•••• + 4e− +O2      (7), 
O2
K4← →⎯ VTi





−x + xh•        (9) 
nil K6← →⎯ e− + h•         (10), 
where VO, Tii3+, Tii4+, VTi and Oi2-, Oi- and Oi point defects are considered.  The equilibrium 




2         (11), 
K2 =CTii•••n
3P(O2 )         (12), 
K3 =CTii••••n
4P(O2 )         (13), 
K4 =CVTI4−n
−4P(O2 )





2        (15),  
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K6 = np          (16), 
where n and p denote the concentration of electrons and holes, respectively. We assume that the 
+4 charge for Tii  [14–16] and -2 charge for Oi  [5,17] is the dominant charge state of the 
respective point defects under our experimental conditions.  
We follow the convention of reference [5] to express the total concentration of Oi (CM
T ) as a 
function of the standard formation enthalpy (ΔHf) and entropy (ΔSf), the hole concentration p, 
and the oxygen partial pressure PO2:  The concentration of the predominant O and Ti point 
























































   (18), respectively. Nc 
and Nv denote the effective density of states in the conduction and valence band, respectively. T 
and kB respectively denote temperature and Boltzmann’s constant. In this convention, ΔHf and 
ΔSf are defined for the Oim in a hypothetical state wherein the Fermi level EF is located at the 
valence band maximum. Any Fermi level dependence of the interstitial concentration is 
contained within the term (p/NV)m. The mass action law relates the concentration of n and p 
according to the following expression,  








⎟        (19),  
	 132 
where Eg is the band gap of rutile and NC and NV vary with temperature. Taking into account the 
electroneutrality requirement where,  
2CVO•• +3CTii••• + 4CTii•••• + p = n+ 4CVTi4− + xCOi−xx∑    (20), and,  
n ≈ 4C
Tii
4+          (21), 
the equilibrium defect concentration values can be calculated simultaneously for a wide range of 
temperatures and pressures. The equilibrium constants and thermodynamic values were 
estimated from literature using the maximum likelihood estimation method [6] which weights the 
values based on their reported error or standard deviation.  
 The boundary condition for point defect injection requires only steady-state. We presume 
that O is in chemical equilibrium and Ti is at a quasi-steady state because of ripening and growth 
mechanism of bulk extended defects. The isotopic diffusion experiments were designed so that 
the isotope studied, 18O and 46Ti, are greater than any other isotopic species after t > 0. In the 
case of O, the net injection rate of 18Oi into the bulk exceeds 16Oi and the net annihilation rate for 
16Oi exceeds that of 18Oi. Analogously, the net injection rate of 46Tii from gaseous Ti-flux 
exceeds that of any other isotope of Tii and the net annihilation rate of the Ti isotopic species 
other than 46Ti exceeds 46Tii. In other surface conditions including clean and sulfur-adsorbate the 
surface is a net sink over time for Tii. The boundary condition of the surface flux of defect 




= rinj,i − rann,i       (22), 
where rinj,i and rann,i, respectively, represent the elementary-step rates of injection and 
annihilation. In order to solve diffusion equation for all isotopes of the defects injected, the 
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second boundary condition requires that there is no-flux deep within the solid (-∂C/	∂ x = 0 as x 
→∞). 
7.3.2 THERMODYNAMICS OF NEAR-SURFACE AND DEEP-BULK EXTENDED 
DEFECTS 
7.3.2.1 NEAR-SURFACE (Ti-Flux Only) 
The initial near-surface extended defect concentration for Ti and O in the Ti-flux 
experiments are assumed to have an approximate Gaussian concentration profile (refer to section 
5.7.3 in Chapter 5). The proliferation of near-surface extended defects only occurs under Ti-flux 
and is not considered for the clean-surface and sulfur-adsorbate mathematical model. The 
Gaussian has the functional form,  








⎟        (23), 
where α is the amplitude, x is the spatial depth in nm and c is the position of the peak extended 
defect concentration. The quantity α contains a temperature-dependent term that determines the 
initial concentration of near-surface extended defects based on the diffusivity of Tii and Oi and 
the reaction barrier for defect growth. The initial composition of the extended defects consists of 
the natural abundance concentration of the naturally occurring isotopes for Ti and O, 
respectively. The time-dependence for the variation of the isotopic concentrations could not be 
included in the description of the extended defects because the PDE solver does not permit 
explicit time variation in the concentration. The functional form of α is based on an mathematical 
expression derived from Chao et al [18] to quantify the concentration of interstitials at 
dislocation loops in Silicon. Our mathematical expression differs slightly from that of Chao et 
al. [18] because we approximate the geometric form of the extended defect in the bulk as a 
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sphere instead of a torus. The spherical shape is much more representative of the defect clusters 
found in rutile TiO2 [19]. The expression for α is,  

















⎟qc     (24), 
where rD is the radius of the sphere approximated as 10 nm, rL is the interatomic spacing of the 
lattice, 1.77 × 10-8 cm, DTi and DOi are the Tii and Oi diffusivity, respectively, ΔHgrowth,j is the 
reaction energy barrier for extended defect growth with defect j, and qc is a fitting parameter 
constant that was determined to be 106 after manual fitting of the Ti and O profiles at 5 × 10-6 
torr. The quantity c is 10 and 20 nm for O and Ti, respectively, and was determined after manual 
fittings of Ti and O experimental profiles at 5 × 10-6 torr.  
7.3.2.2 DEEP-BULK 
The initial concentration of the deep-bulk extended defects is determined by the 
temperature-dependent ripening mechanism of the extended defects in the deep-bulk. It is 
assumed that during pre-annealing, incipient bulk extended defects is ripening. The ripening 
mechanism of the initial concentration of extended defects was determined by using a simplified 
Gibbs-Thomson equation [20–22] where ripening thermodynamics was determined from the 
expression,  




        (26).  
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Ω is the Ostwald ripening term that depends on ΔHripen,i and the temperature. This expression is 
adapted from Madras et al. [20,22,23] quantitative study on the temperature effects of Ostwald 
ripening in crystals. The bulk extended defect concentration then becomes,  
[ExtDefect]= exp(Ω)CBaseline,ext       (27), 
where Cbaseline,ext is the baseline concentration of the extended defects determined from manual 
fittings of the Ti and O profiles at all surface conditions at 650 °C and 5 × 10-6 torr. The O 
CBaseline,ext is 109 atoms/cm3 for the clean-surface, 107 for sulfur-adsorbate, and 1016 atoms/cm3 for 
the Ti-flux surface. The CBaseline,ext for Ti is 1016 atoms/cm3.  
7.3.3 INJECTION AND ANNIHILATION KINETICS 
The injection and annihilation of point defects at the surface are respectively analogous to the 
desorption and adsorption of a gaseous species with a surface. Using this assumption, we 
presuppose the injection and annihilation of point defects obeys conventional first-order 
Langmuir thermodynamics and kinetics [24]. The annihilation/injection sites for both Tii and Oi 
have an areal concentration nsat,Ti and nsat,O, respectively. The experimental conditions are in a 
regime where the gas-surface kinetics for adsorption of Oi and Tii at surface sites are much faster 
than the surface-bulk injection kinetics. The number of injectable Tii and Oi is determined from 
the fractional coverage θTi and θO, respectively. It is assumed that the injection flux of Oi and Tii 
depends solely on the isotopic defect coverage of interest, θ18O and θ46Ti, respectively. The rate of 
injection of Tii and Oi follow first-order kinetics where,  
rinj,Ti = kinj,Tinsat,TiθTi        (28), 
rinj,O = kinj,Onsat,OθO         (29), 
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where kinj,Ti and kinj,O is the injection rate constant for Tii and Oi, respectively.  Based on the 





kbT         (30), 
where Einj is the activation energy and νinj is the pre-exponential factor with a value set to 1.0 × 
1013 s-1.  
The annihilation of defects at the surface follows a non-dissociative gas adsorption with a 
sticking probability, S, that obeys, 
S= S0(1−θ)          (31), 
where S0 is a constant zero-order sticking probability for Tii and Oi., respectively. A fractional 
coverage of the annihilation/injection site for Tii and Oi normalized with their respective total 








        (33). 








Θsat,O 1−θO( )COi,x=0      (35), 
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where ℓ Ti and ℓ O are the diffusive site-to-site hopping length for Tii and Oi [2], respectively. 
The annihilation flux is determined by the total defect coverage including all naturally occurring 
isotopes of Ti and O, respectively. As expressed before, the boundary conditions require 







= −rinj + rann = 0 	 	 	 	 (36). 
At steady-state, this condition leads to a mathematical expression for the interstitial defect i 







	 	 	   (37). 
 At the start of the isotopic profile formation, the available defect annihilation/injection 
sites are instantaneously filled with the isotopic tracer element, in this case θ = θ46Ti for Ti 
diffusion experiments and θ = θ18O for O diffusion experiments. The net injection fluxes for the 








1−θi( )Θsat,iCM,i(x=0)  (38), and 













7.3.4 SEQUESTRATION MECHANISM 
The Gi term in equation 7.1 includes the sequestration mechanism for Oi and Tii, which is 
primarily the association and emittance of point defects from extended defects in the form of 
clusters, platelets and crystallographic shear planes. The association and emittance of Oi and Tii 
follows a stoichiometric 2:1 ratio according to the following equations: 
2Oi +[ExtDefect]↔kdssc,O
kassc,O
[ExtDefect] 	      (40), 
Tii +[ExtDefect] ↔kdssc,Ti
kassc,Ti
[ExtDefect]       (41), 
2Oi +Tii +[ExtDefect]↔kdssc
kassc
[ExtDefect]       (42), where 
kassc,O and kassc,Ti is a diffusion-limited rate constants,  
         (43), and 
         (44).  
DOi and DTii are the diffusivity for Oi and Tii, respectively. The values aOi and aTi is the capture 
radius. For stoichiometric association of Oi and Tii in a 2:1 ratio, the capture radius for aOi was 
set to twice that of aTi. The capture radius depends on several factors including the orientation, 
charge state and identity of the atoms involved [25]. The dissociation rate constants kdsscO and 




      (45), and  
      (46).  
AdsscO and AdsscTi is a first-order pre-exponential factor and EdsscO and EdsscTi is the activation 
energy for the dissociation of Oi and Tii from the extended defect. The initial value for the 
activation energies, EdsscO and EdsscTi, was set to 3.2 eV. To enforce the 2:1 stoichiometric 
dissociation of interstitial defects the stoichiometric factor was embedded in the pre-exponential 
factor.    
7.3.5 DIFFUSION 
The hopping diffusivity DM,j of the mobile interstitial defect i is represented by the 
expression,  
DM,i = gℓ
2Γ         (47), 
where g denotes the geometric factor that is 1/6 in three dimensions, ℓ is the hop length which is 

















⎟      (48). 









⎟       (49), 
where DO,Mj is the pre-exponential factor,  






























⎟       (50). 
7.3.6 PARAMETER ESTIMATION USING WSSE 
The various parameters used in the equations above including activation energies and 
pre-exponential factors, were estimated using a least-squares technique of weighted sum of 
square errors (WSSE). The continuum-equation represented in equation 7.1 is solved using the 
FLOOPS simulator [10], with initial estimates of the embedded parameters. The FLOOPS 
simulations yield concentration depth profiles of the isotopic tracer atom (Csim(x)), either 18O or 
46Ti, at the same experimental conditions (temperature and PO2) corresponding to the data set 
consisting of Nexp diffusion profiles Cexp(x). The difference between the simulated and 
experimental profiles, Csim(x)-Cexp(x), is computed for a discrete set of depths x for each profile 









∑ Cexp(x)−Csim (x)⎡⎣ ⎤⎦
2
	 	 	 	  (51). 
The σexp (x) in the above expression is the standard deviation of the experimental concentration 
at each point that is calculated by, 
σexp (x) = N         (52), 
where N is the data counts fro the SIMS measurement at specific data point. Data points with 
more noise that are typically deeper in the bulk are normalized and weighted less heavily. The 
general procedure is to minimize Φ with successively small changes in each parameter (typically 
± 10%). Only parameters with significant sensitivity coefficients were adjusted. The sensitivity 
analysis is a way to probe the dependence of the entire mathematical model to individual model 
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parameters (rate constants, activation barriers, etc.). Significant sensitivity coefficients usually 
signify rate-limiting reactions. The parameter with the most significant sensitivity coefficient in 
this work was the barrier for dissociation of interstitials from extended defects and the enthalpy 
of formation and entropy of formation (See table 7.5 and 7.6).  In this work, there were several 
iterations (3 – 12) with ± 5 – 20% changes in the parameters to ensure the calculated minimum 
of the objective function was at a global minimum. The WSSE parameter minimization of O and 
Ti parameters conditions was conducted iteratively and sequentially. The global minimum or 
optimized parameters was determined when the change of the objective function for both the O 
and Ti parameters was less than 0.1%. 
7.3.7 PARAMETER CONFIDENCE INTERVALS 
To calculate the confidence interval for the optimal WSSE parameter values, the process 
goes as follows. Each computed concentration profile k is linearized with respect to the vector of 
optimal WSSE parameter estimates ϕ* according to, 
C
~
sim,k ≈ Csim,k (φ*)+Yk(φ*)(φ−φ*)       (53),  






         (54). 






∑ VC,k−1 Yk          (55), 
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where VC,k
−1  is the inverse of profile covariance matrix with diagonal elements that equal the 
SIMS error σexp (x) 2 . For the jth parameter, the optimal value with the calculated confidence 
interval is, 




nd −Nφ( ) Vφ, j        (56), 
where t is the t-statistic factor, k is the certainty level set to 33% and nd is the number of data 
point used in the simulation equal to 150 and Nϕ is the WSSE optimal parameter values.  
7.3.8 ANALYTICAL METHOD VS. WSSE METHOD 
The exponential profile shapes of the deep-bulk for the experimental data shown in this work 
manifest as straight lines on a semilogarithmic scale (See Chapter 5). Three kinetic quantities, F, 
λ and Deff, can be determined directly and analytically from each profile [26]. The inverse of the 




          (57). 
For the clean-surface and sulfur-adsorbate data, the y-intercept of the straight line was used to 
calculate the net injection flux, F. For the Ti-flux experimental data, the integrated area of the 
entire diffusion profile is used to calculate F. In both cases, the effective diffusivity, Deff, was 






       (58).  
The analytical method aggregates the experimental profile data with the same 
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experimental error or weight. WSSE calculates kinetic and thermodynamic quantities by 
considering all the experimental profiles and intrinsic uncertainty in the measurement 
simultaneously [5]. The data points with higher standard deviations are weighed less in the 
global calculations. The WSSE method works well to remove error associated with random noise 
that is typical for data points deep in the sample [25]. The composite parameters such as the net 
injection flux can be calculated using equation 7.33. The characteristic diffusion length, λ, for Oi 
and Tii, is determined from the expression,  







   (60), where the 
capture radius for Oi and Tii, aOi and aTi, is 4 × 10-8 cm and 2 × 10-8 cm, respectively.  
7.3.9 INITIAL PARAMETER VALUES FOR WSSE MODEL 
The initial parameters for equations 7.1 through 7.49 were mostly chosen from the WSSE 
optimized parameters from reference  [5]. For parameters pertaining to the sequestration and 
emission of interstitial (Tii, Oi) defects at extended defects in the bulk, the values were chosen 
from experimental literature pertaining to the association and dissociation of defect clusters in 
Silicon [25] as a similar material system. A majority of the initial parameters for Ti-related 
parameters was determined from manual fitting of experimental isotopic diffusion results 
(Chapter 5) or quantum calculations from literature [27–29]. The necessary values for the 








literature based upon experimental results [14,15,27,30–34] using maximum likelihood 
estimation. The NC and NV were calculated using estimates of the effective masses of electrons 
and holes from literature [35–41].  
7.4 RESULTS 
7.4.1 O DIFFUSION  
Table 7.1 shows the parameter estimates and confidence intervals for the optimal Oi 
WSSE values for different experimental conditions, including atomically-clean, 0.1 ML sulfur 
adsorbate and Ti-flux on the surface of rutile TiO2. The parameters with the most significant 
change of at least 10% include ΔHf, ΔSf, Ediff,O, Einj, S, nsatO, ΔHgrowth and ΔHripen. The magnitudes 
of the various parameters in θ (Equation 7.36) produce a condition where S0 and nsat can’t be 
deconvolved. The table reports the value and confidence interval of the upper limit of the 
quantity S0×nsat.  
Figure 7.1 and Figure 7.2 shows representative simulated and experimental concentration 
profiles for the atomically-clean surface at 10-5 torr and Ti-flux data at 5 × 10-6 torr.  The 
simulated profiles replicate the experimental data fairly accurately. The Ti-flux experimental 
data has a pronounced Gaussian shape the first 10-15 nm near the surface and exponential-like 
shape in the deep-bulk. As discussed in Chapter 5, this shape is indicative of the dense 
concentration of extended defects near the surface that decline with depth and is dependent on 
the Ti-flux, diffusion time and temperature. The clean-surface experimental data do not have the 
pronounced Gaussian shape near the surface and instead have exponential shapes for the rapid 
diffusion of Oi diffusion in the deep-bulk. The pronounced near-surface pile-up in the clean-
surface data is attributed to the electric-field induced retardation of 18O diffusion near the 
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surface [42].   
The analytical approach was used to calculate the F, λ and Deff of the clean, 0.1 ML sulfur 
adsorbate and Ti-flux surface. Table 7.2 compares the activation energies of the F, λ and Deff 
from WSSE and the analytical method. Figure 7.3, 7.4 and 7.5 compares the temperature – 
dependence of the two methods graphically. The values given by the two methods differ for all 
the parameters listed and are within one to two standard deviations. The F and Deff for the WSSE 
compared to the analytical method has a stronger temperature dependence and larger value than 
the analytical calculated parameters.  
7.4.2 Ti DIFFUSION  
Table 7.3 shows the parameter estimates and confidence intervals for the optimal Tii WSSE 
values. The values do not change significantly from the initial value except the value for ΔHgrowth 
and ΔHripen decreases by ~70%. Figure 7.7 shows the Ti-diffusion experimental and simulated 
profiles from the Ti-flux rutile TiO2 surface at 5 × 10-6 torr.  The simulated profiles replicate the 
experimental data fairly accurately. The Tii experimental data has a slight pronounced Gaussian 
pile-up near the first 10 nm of the surface and exponential-like shape in the deep-bulk. As 
discussed above, this shape is symptomatic of the dense concentration of extended defects near 
the surface that decline with depth and is dependent on the Ti-flux, diffusion time and 
temperature. The analytical approach was used to calculate the F, λ and Deff for Tii in rutile TiO2. 
Table 7.4 compares the activation energies of the F, λ and Deff from WSSE and the analytical 
method. Figure 7.7 compares the temperature – dependence of the two methods graphically. Eλ 
for the analytical and WSSE derived values have a similar magnitude and T-dependence. The 
WSSE F and Deff T-dependence is much stronger than the analytical T-dependence. This 
	 146 
difference could be attributed to a number of factors including the Tii equilibrium concentration 
used to calculate the net injection flux, F, which may not be representative of the quasi-steady 
state bulk concentration of Tii. Also, the inclusion of a time-independent extended defect 
Gaussian term could also skew the T-dependence of the F and Deff parameter values.  
7.5 DISCUSSION 
7.5.1 Oi and Tii THERMODYNAMIC QUANTITIES 
The Oi ΔHf estimate for the clean, 0.1 ML sulfur adsorbate and Ti-flux surface is 3.8 ± 
0.1 eV, respectively. The ΔHf for the clean-surface and sulfur –adsorbate surface was previously 
determined from WSSE optimized parameters for Oi lattice exchange in rutile TiO2 [5]. The 
value of the Fermi energy level determined for Ti-flux is ~1.76 eV. Using the expression below,  
ΔHf
* = ΔHf + (−2)EF 	 	 	 	 	 	 	 (61), 
the ΔHf*  at the value of EF in all O diffusion experiments is 0.28 eV. This value is less than the 
predicted value of 1.1 eV, determined for the clean and 0.1 ML sulfur-adsorbate surface from 
prior work [5]. The WSSE value for ΔSf is 1.10 ± 0.1 kB for the clean, sulfur adsorbate and Ti-
flux data, respectively.  The value is in the range of other predicted formation entropies of metal-
oxide crystals, ZnO and In2O3, between 1- 2 kB [43,44].  
 Due to the conditions of the experiments, the Tii are only at steady-state and not at 
equilibrium due to the combined effects of Ti-flux, Ostwald ripening and growth of extended 
defects. We give an estimated of the pseudo-ΔHf for Tii as 10.1 ± 0.2 eV which falls within the 
experimentally-determined values for rutile TiO2 between 10.13 – 11.98 eV [15,45–47].  This 
value also falls ~20% below DFT estimated values of 11.59 eV [32], 12.18 eV [14] and 
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12.13 [27] eV. The WSSE estimated value for the pseudo-ΔSf  is  (2.15 ± 0.01) × 10-3 kB which is 
very close to the experimentally determined value of 2.47 × 10-3 kB  [45] and 2.29 × 10-3 k.B [46]. 
7.5.2 Oi and Tii DIFFUSION AND SEQUESTRATION IN RUTILE TIO2 
The WSSE optimized value for the activation energy for Oi and Tii site-to-site hopping 
diffusion is 0.65 eV for the Oi diffusion in the clean and sulfur adsorbate surface conditions, 0.6 
eV for the Oi diffusion in the Ti-flux surface condition and 0.55 eV for Tii diffusion in the Ti-
flux surface condition. The Oi diffusion barrier is same value the predicted value by Pangan-
Okimoto et al. [5], who presupposed Oi exchange mechanism for sequestration, and is close to 
the DFT predicted value of 0.78 eV [48]. The Oi diffusion barrier is noticeably higher than the 
predicted diffusion barrier for Oi in ZnO of 0.10 eV. The site-to-site hopping diffusion of Tii is 
close to the predicted DFT value of ~0.37 eV. The low barrier energies for Oi and Tii diffusion 
signifies considerable mobility that may proliferate the growth of extended defects in the bulk of 
TiO2 at room temperature.  
 The primary sequestration mechanism for Oi and Tii is via association at extended defects 
in the bulk of rutile TiO2. Previously, it was assumed that the main sequestration mechanism for 
Oi was exchange with the lattice (kick-in) [3,5]. Prior results indicated an abnormally low barrier 
for exchange of 0.2 eV vs. 1.6 eV [49,50] predicted for Oi exchange in ZnO. Additionally, the 
predicted pre-exponential factor was also many orders of magnitude lower than ZnO (10-5 s-1 vs. 
10-11 s-1). O and Ti diffusion results discussed thoroughly in Chapter 5 concluded that the 
primary sequestration mechanism for Oi and Tii are at spatially dependent extended defects. The 
barrier for Oi and Tii dissociation from extended defects are 3.5 eV and 3.7 eV, respectively. To 
our knowledge there is currently no literature value for the dissociation of point defects from 
extended defects in rutile TiO2. A close analog to accretion and dissociation of extended defects 
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in rutile TiO2 is the association and dissociation of Sii and Bi from extended defects (clusters, 
{311} loops, dislocations) in the bulk of silicon [6,25]. A previous study of the point and 
extended defect kinetics in Silicon by Gunawan et al. [6,25] calculated a dissociation energy for 
Bi and Sii from large extended defects between 3.5 – 3.7 eV. 
7.5.3 RIPENING OF EXTENDED DEFECTS 
The concentration of the initial bulk concentration of extended defects depends on the 
Ostwald ripening/growth mechanisms. The ΔHripen used in the Ostwald ripening factor for Oi in 
clean, sulfur-adsorbate and Ti-flux surface states is 0.55 eV, 0.9 eV and 0.2 eV respectively. 
There is no literature data on the reaction barrier for growth of extended defects in TiO2 but a 
close approximation is the reaction barrier for dislocation growth in Silicon of 1.6 eV [20].  The 
process of extended defect growth is an endothermic process, which based on the magnitudes of 
the reaction barriers is faster in the sulfur-adsorbate case and slower under the Ti-flux surface 
conditions. Figure 7.10 compares the Oi characteristic diffusion length with the bulk extended 
defect concentration. As can be seen by the graph, the extended defect concentration (~1018 
atoms/cm3) is much higher in the Ti-flux experimental conditions and lower in the clean surface 
(~1014). The barrier for growth of bulk extended defects with Tii is 0.15 eV.  Like Oi, the small 
energy barrier reflects the experimental conditions in which the ripening of the extended defects 
is stanched by the Ti-flux.  
 
7.5.4 DEFECT COVERAGE 
The Oi defect coverage θ for the clean and the Ti-flux surface conditions is shown in 
Figure 7.9a and Figure 7.9b, respectively. The defect coverage in the temperature range of this 
work, 873 K – 1073 K, is in the low coverage region of the graph. The values for θ in this work 
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are around ~10-1. The temperature dependence of θ follows the typical behavior of Langmuir gas 
adsorption on a surface as an exothermic process following Le-Chatelier’s principle. This 
behavior differs from that seen for θ in the ZnO [50] case where the defect coverage increases as 
the temperature increases. The difference in the defect adsorption coverage between TiO2 and 
ZnO could be attributed to a number of factors including the kinetics of the bulk sequestration of 
interstitials at extended defects in the TiO2 bulk which is different than the Oi sequestration in 
the lattice shown in ZnO.  
The temperature-dependence of θ for Tii is shown in Figure 7.9. Unlike Oi, Tii does not 
show a typical gas coverage isotherm where the coverage increases at higher temperatures. 
Instead the values of θ are very low, ~10-10, until the temperature reaches the melting point of 
rutile TiO2. This anomalous shape and very small values for the defect coverage is most likely 
attributed to the small barrier of surface injection of Tii.  θ depends on the annihilation and 
injection kinetics as shown in equation 7.37. Since the barrier of injection is very small, 0.55 eV, 
the term containing the rate of injection is much greater than the rate of annihilation by ~11 
orders of magnitude.   
7.5.5 SURFACE KINETICS 
The barrier for surface injection of Oi in clean and 0.1 ML sulfur-adsorbate rutile TiO2 is 
2.8 eV. This value is much smaller than the energy barrier for the anti-Frenkel pair bulk 
formation of Oi and VO of 7 eV [51]. It is assumed that rutile surface is (2 × 1) after high 
temperature annealing under ultra high vacuum. This would provide about 1 dangling bond per 
Ti atom for point defect injection. Under Ti flux, the injection barrier decreases to 2.5 eV, which 
potentially indicates a decrease in coordination bonds necessary for surface injection of Oi. It is 
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assumed that the Ti-flux catalyzes the reconstruction of the rutile surface to the Ti-rich phase of 
(1 × 2). Presumably Ti-flux increases the density and lower bonding configuration of dangling 
bonds on the surface. This change in the surface condition is also shown by the quantity nsat*S0. 
Under Ti-flux the nsat*S0 value increases from 3.0 × 109 (clean surface) to 7.5 × 1010 cm-2. Such a 
large change in the deconvoluted quantity suggests that not only the number of injectable Oi sites 
possibly increased but the annihilation rate of Oi decreased.  
The surface injection barrier of Tii in rutile TiO2 is 0.55 eV. This is in close agreement with 
the scanning transmission microscopy estimated value for Tii3+ injection of 0.44 eV [52] and 
Tii4+ predicted DFT injection barrier of 0.47 eV [28]. The facile surface injection of Tii likely 
proliferates the growth of near-surface and bulk extended defects [19,53]. The increase of bulk 
extended defects directly affects the diffusion behavior of surface injected Oi. This behavior is 
clearly depicted in the Arrhenius – temperature dependence of the characteristic diffusion length, 
λ, with different surface states (Figure 7.8). As the concentration of extended defects decrease, 
the Oi defect travels deeper in the bulk ranging from 10 nm at high defect concentration to 2,000 
nm at low defect concentration.   
7.6 CONCLUSION 
The present work develops a quantitative microkinetics model for the injection and diffusion 
of Oi and Tii. The model builds off of experimental observations that presupposed the 
sequestration of interstitial defects at extended defects in a spatially dependent way. The model 
showed that Oi and Tii dissociation from extended defects in the bulk of rutile TiO2 is analogous 
to the dissociation of extended defects in silicon. The surface kinetics of interstitials is directly 
influenced by the surface state where sulfur-adsorbate decreases the annihilation rate of Tii 
disrupting the Ostwald ripening kinetics of extended defects. Additionally, Ti flux on the surface 
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catalyzes the reconstruction of the rutile surface to a state with increased dangling bonds and a 
lower bonding configuration.  Studying the extended defect – point defect interactions in ceramic 
semiconductors is complex and additional investigations into data sets are warranted to 
understand the role of extended defects in the defect chemistry of rutile TiO2.  This simple 
mathematical model provides a step forward in understanding the role of surface chemistry in 




Figure 7.1: Examples of 18O diffusion profiles for Ti-flux surface simulated based on WSSE 
optimized parameters (black lines) compared to corresponding experimental profiles (symbol). 
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Figure 7.2: Examples of 18O diffusion profiles for atomically-clean surface simulated based on 
WSSE optimized parameters (black lines) compared to corresponding experimental profiles 
(symbol). The pile-up near the surface for the experimental profiles taken from  [3] is from 







Figure 7.3: 18O clean surface Arrhenius plots of (a) characteristic diffusion length, λ, (b) net 
injection flux, F, and (c) effective diffusivity, Deff, for the analytical and WSSE method to 
analyzing isotopic diffusion profiles. Analytical results have discrete data points for each profile 










Figure 7.4: 18O 0.1 ML sulfur adsorbate surface Arrhenius plots of (a) characteristic diffusion 
length, λ, (b) net injection flux, F, and (c) effective diffusivity, Deff, for the analytical and 
WSSE method to analyzing isotopic diffusion profiles. Analytical results have discrete data 
points for each profile (symbols) and a least-squares fit (line), the simulated WSSE results are 






Figure 7.5: 18O Ti-flux surface Arrhenius plots of (a) characteristic diffusion length, λ, (b) net 
injection flux, F, and (c) effective diffusivity, Deff, for the analytical and WSSE method to 
analyzing isotopic diffusion profiles. Analytical results have discrete data points for each 
profile (symbols) and a least-squares fit (line), the simulated WSSE results are represented by 
the black line. 
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Figure 7.6: Examples of isotopic Ti diffusion profiles for Ti-flux surface simulated based on 







Figure 7.7: Tii diffusion Arrhenius plots of (a) characteristic diffusion length, λ, (b) net injection 
flux, F, and (c) effective diffusivity, Deff, for the analytical and WSSE method to analyzing isotopic 
diffusion profiles. Analytical results have discrete data points for each profile (symbols) and a least-
squares fit (line), the simulated WSSE results are represented by the black line. 
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A 
B 
Figure 7.8: Oxygen coverage, θ, for the (a) clean – surface and (b) Ti-flux surface conditions 
as a function of temperature and pressure. 
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Figure 7.9: Titanium coverage, θ, as a function of temperature and pressure.  
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Figure 7.10: Experimental (symbol) and simulated (black line) Arrhenius plots of the Oi 




Figure 7.11: (a) Equilibrium defect and carrier concentration in rutile TiO2 at PO2=5 × 10-6 





Figure 7.12: Microkinetic simulated surface flux F of 18Oi and 
16Oi at PO2 =5 × 10
-6 Torr and 
the component of 18Oi surface injection (rinj) rates and 
18Oi surface annihilation rates (rann) for 





Figure 7.13: Microkinetic simulated surface flux F of 46Tii and *Tii (all other isotopes of Ti) at 
PO2 =5 × 10
-6 Torr and the component of  46Tii surface injection (rinj) rates and surface 





Table 7.1: Initial and Final parameters for Oi in atomically-clean, 0.1 ML sulfur adsorbate 
and Ti-flux rutile TiO2. 
Parameter Eq. Initial value 
WSSE Estimate 
Clean surface  0.1 ML sulfur surface¥ 
Ti-flux 
surface  
ΔHf 17 5.34 eV 3.8 ± 0.1 eV 3.8 ± 0.1 eV 3.8 ± 0.1 eV 
ΔSf 17 1.54kB 1.10  ± 0.01 kB 1.10  ± 0.01 kB 1.10  ± 0.01 kB 
DO,M 49 0.08 cm2/s 0.08 ± 0.02 cm2/s 0.08 ± 0.02  cm2/s 0.08 ± 0.02  cm2/s 
Ediff,O 49 0.65 eV 0.65 ± 0.1 eV  0.65 ± 0.1 eV  0.65 ± 0.1 eV 
ΔHgrowth 24 0.7 eV 0.55 ± 0.1 eV  0.9 ± 0.1 eV 0.2 ± 0.1 eV  
ΔHripen 25 0.7 eV 0.55 ± 0.1 eV  0.9 ± 0.1 eV 0.2 ± 0.1 eV  
νinj 30 1.0 × 1013 s-1 (1.0 ± 0.1) × 1013 s-1 (1.0 ± 0.1) × 1013 s-1 (1.0 ± 0.1) × 1013 s-1 
Einj 30 2.4 eV 2.8 ± 0.5 eV 2.8 ± 0.5 eV 2.4 ± 0.4 eV 
AdsscO 40 2.0 × 1013 s-1 (2.0 ± 0.1) × 1013 s-1 (2.0 ± 0.1) × 1013 s-1 (2.0 ± 0.1) × 1013 s-1 
EdsscO 40 3.2 eV 3.3± 0.4 eV 3.3 ± 0.4 eV 3.3 ± 0.4 eV 
S* 26 1  × 10-5  
(3.0 ± 0.5) × 109 cm-2 (3.0 ± 0.5) × 109 cm-2 (7.5 ± 1.0) × 1010 cm-2 
nsat,O* 28 1.5 × 1014 cm-2 
γ – The thermodynamic and kinetic parameters were derived from empirical fits of the clean 
surface WSSE values. 






Table 7.2: Oi activation energies for F, λ and Deff calculated using the analytical and WSSE method.  
*Note: The activation energy, EF, for Ti-flux was determined from F experimental data that was 
integrated over the entire profile. The clean and 0.1 ML sulfur F experimental data was determined 
from the y-intercept of the experimental data points plotted on a semi-logarithmic plot. 
Activation 
Energy Clean 0.1 ML sulfur Ti-flux 
 
Analytical 
Eλ 0.28 ± 0.26 eV 1.07 ± 0.20 eV 0.19 ± 0.1 eV 
EF 1.92 ± 0.27 eV 1.69 ± 0.18 eV 0.73 ± 0.2 eV 
EDeff 2.22 ± 0.33 eV 2.73 ± 0.18 eV 0.92 ± 0.2 eV 
WSSE 
 
Eλ 0.39 ± 0.05 eV 0.82 ± 0.02 eV 0.24 ± 0.02 eV 
EF 2.13 ± 0.09 eV 2.01 ± 0.08 eV 2.23 ± 0.03 eV 
EDeff 2.52 ± 0.05 eV 2.83 ± 0.07 eV 2.47 ± 0.01 eV 
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Table 7.3: Initial and Final parameters for Tii.  
Parameter Eq. Initial value WSSE Estimate value 
ΔHf 18 10.67 eV 10.1 ± 0.2  eV 
ΔSf 18 2.38 × 10-3 kB  (2.15 ±  0.1)  × 10-3 kB  
ΔHgrowth 24 0.7 eV 0.15 ± 0.05 eV 
ΔHripen 27 0.7 eV 0.20 ± 0.05 eV 
Ediff,M 49 1.0 eV 0.5 ± 0.02 eV 
Do,M 49 1.0 × 10-2 cm2/s (5.0 ± 0.2) × 10-3 cm2/s 
νinj 30 1.0 × 1013 s-1 (1.0 ± 0.1) × 1013 s-1 
Einj 30 0.5 eV 0.55 ± 0.01 eV 
AdsscTi 46 1.0 × 1013 s-1 (1.0 ± 0.1) × 1013 s-1 
EdsscTi 46 3.2 eV 3.3 ± 0.4 eV 
S 34 1  × 10-6  
(5.0 ± 0.1) × 107 cm-2 
Nsat,Ti 33 1 × 1014 cm-2 
Nsatmax,Ti 33 2.6  × 1014 cm-2 2.6  × 1014 cm-2 










Eλ 0.18 ± 0.08 eV 
EF 0.17 ± 0.10 eV 
EDeff 0.35 ± 0.25 eV 
WSSE 
 
Eλ 0.22 ± 0.02  eV 
EF 2.08 ± 0.04 eV 
EDeff 2.30 ± 0.04 eV 
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Table 7.5: Example sensitivity coefficients for O interstitial kinetic and thermodynamic 
parameters at 10-5 torr.  
Parameter Eq. 
Sensitivity coefficient (600° C) Sensitivity coefficient (800° C) 
Slope  Intercept Slope  Intercept 
ΔHf 17 9.8 × 10-2 2.1 × 10 2.5 × 10-3 9.7 
ΔSf 17 3.6 × 10-3 5.2 × 10 2.2 × 10-3 7.2 
DO,M 49 0 0 2.8 × 10-3 2.8 × 10-4 
Ediff,O 49 
3.8 × 10-11 
 4.1 × 10
-7 8.3 × 10-7 7.9 × 10-3 
ΔHgrowth 24 6.59 × 10-2 9.0 2.0 × 10-2 7.4 
ΔHripen 25 6.10 × 10-2 1.8 × 10 5.0 × 10-2 1.5 
νinj 30 0 0 5.4 × 10-6 9.6 × 10-5 
Einj 30 0 0 4.6 × 10-6 9.0 × 10-5 
AdsscO 40 4.0 × 10-3 6.6 × 10-6 2.0 × 10 1.1 × 10-1 
EdsscO 40 1.8 × 10-2 3.0 × 10-5 4.0 × 102 2.0 × 10-2 
S* 26 3.3 × 10-8 6.6 × 10-7 1.9 × 10-4 3.8 × 10-3 
nsat,O* 28 4.2 × 10-7 8.6 × 10-6 1.7 × 10-3 3.5 × 10-2 
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Table 7.6: Example sensitivity coefficients for Ti interstitial kinetic and thermodynamic parameters at 
10-5 torr. 
Parameter Eq. 
Sensitivity coefficient (600° C) Sensitivity coefficient (800° C) 
Slope  Intercept Slope  Intercept 
ΔHf 17 1.2 × 10-2 1.1 × 10 1.9 × 10-3 9.4 
ΔSf 17 4.5 × 10-3 2.0 × 10 2.6 × 10-3 6.5 
DO,M 49 1.8 × 10-7 2.5 × 10-6 5.3 × 10-4 8.8 × 10-3 
Ediff,Ti 49 1.6 × 10-7 2.5 × 10-6 6.4 × 10-4 9.8 × 10-3 
ΔHgrowth 24 3.3 × 10-2 5.6 1.2 × 10-2 2.5 
ΔHripen 25 2.2 × 10-2 1.9 1.4 × 10-3 5.4 
νinj 30 0 0 5.9 × 10-6 8.3 × 10-5 
Einj 30 0 0 5.4 × 10-4 5.4 × 10-4 
AdsscTi 40 6.0 × 10-4 5.1 × 10-2 1.4 3.6 × 102 
EdsscTi 40 3.0 × 10-3 2.5 × 10-2 1.6 7.9 × 102 
S* 26 0 0 1.9 × 10-3 1.4 × 10
-4 
 
nsat,Ti* 28 0 0 1.6 × 10-4 1.1 × 10-5 
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APPENDIX A: BEST PRACTICES FOR OPERATING TIME-OF-FLIGHT 
SECONDARY ION MASS SPECTROMETRY 
 
 
A.1  SAMPLE LOADING  
A.1.1 Unintentional adsorbates on the surface of samples (atmosphere exposure, 
handling, etc.) can often develop deleterious artifacts in measured depth 
profiles (See Chapter 2.5). Simply drying the exposed sample surface in the 
sample holder with N2 gas before loading into the vacuum chamber helps with 
reproducibly removing physisorbed elements on the surface.  
A.1.2 To increase the reproducibility of depth profiles measured on the same sample 
it is beneficial to load samples the night before analysis to allow the vacuum 
chamber to pump from a high vacuum (~1 × 10-8 torr) to ultra-high vacuum (~5 
× 10-10 torr).  Analysis in ultra-high vacuum ensures that there is less mass 
interference from absorbed H216O with 18O.   
A.2  SAMPLE ANALYSIS 
 A.2.1 The RSF is a quantification factor that relates the measured secondary ion 
currents to the respective concentration (atoms cm-3). In this work, the RSF 
was estimated from depth profiles of natural abundance O and Ti in as-
received samples of rutile TiO2 measured on the same day of sample analysis, 
respectively.  It is important to measure natural abundance concentrations in 
blank samples on the same day of analysis to not only identify artifacts but to 
also estimate the RSF.  The concentration of element i in a sample can be 













	 	 	 	 	 (1),  
where Cm is the concentration of the reference element, Ai and Am are the isotopic 
abundances for the elements and Yi and Ym are the respective ion yields, and Ii and 




	 	 	 	 	 (2). 
Typical RSF values for the Cs and O primary ion beam can range from 1021 to 1025 











APPENDIX B: SECOND-ORDER MANY-BODY PERTUBATION AND 




 This work was conducted in the research group of Professor So Hirata. This work extends 
the use of ab-initio electron correlated methods to study the properties of molecular solids. Brute 
force application of electron-correlated methods is normally untenable because its nonscalable 
with the system size and expensive to apply to large systems. The binary interaction method 
(refer to [43-46]), a computational fragmentation approach, provides a fast method and low cost 
scaling for understanding condensed-phase phenomena in molecular crystals.  
B.2 ABSTRACT 
The structure, equation of state, IR, Raman, and inelastic neutron scattering (INS) spectra of 
high-pressure, proton-ordered phase VIII of ice are calculated by the second-order many-body 
perturbation and coupled-cluster singles and doubles methods. Nearly all the observed features 
of the pressure-dependence of the structures and spectra are reproduced computationally up to 60 
GPa insofar as the anharmonic effects can be neglected. The calculations display no sign of the 
hypothetical isostructural transition in 2–3 GPa to phase VIII’, the existence of which has been a 
matter of controversy for over a decade, while they do not contradict the interpretation of the 
spectral anomaly at 10–14 GPa as a precursor of the VIII-X phase transition. The calculated INS 
spectra correct a systematic error in the peak positions of the observed spectra. 
B.3 INTRODUCTION 
Of 15 crystalline phases of ice [1–4], phases VII, VIII, and X constitute an important set [5] 
that shares the same simple oxygen lattice that consists of two interpenetrating cubic sub-lattices 
(Figure AF.1) known as self-clathrate [1,6]. They are, therefore, twice as dense as ice Ih when 
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the O–O distances were the same and they occur under high pressures. There is an ongoing 
search of these phases in Uranus [7], Neptune [7], Jovian, and Saturnian satellites  [8] as well as 
in the deep ocean floor or upper mantle of the Earth [9]. In fact, the presence of ice VII is 
suspected in the subducting lithospheric slabs with the constituent water molecules coming from 
dehydration of minerals [10]. It can also contain a large quantity of salts [11], contrary to ice Ih 
that expels them. 
The three phases differ almost only in the hydrogen positions. Ices VII and VIII are, 
respectively, proton-disordered and ordered molecular phases, whereas ice X is a proton-shared 
non-molecular phase [5,12,13]. Ice VIII exists at temperatures below 278 K in the wide pressure 
range of 2.2–60 GPa [5,13,14]. At higher temperatures, ice VII is more stable than ice VIII [15]. 
A transition [16–18] from molecular to non-molecular phase X occurs at 60 GPa for H2O ice and 
70 GPa for D2O ice at 85–300 K [13,19]. Together, they occupy the largest part of today’s 
experimentally characterized area in the ice phase diagram. This along with the simplicity of the 
oxygen lattices makes these three a paradigm of the ice phase behaviors. 
A crucial experimental probe of these phases is vibrational spectroscopies [12,13,20–25], 
since diffraction alone is often inconclusive about hydrogen positions. A dramatic change in the 
appearance of overall spectra can signal a phase transition [13,15], whereas subtle changes in 
band positions, intensities, and even widths [26] can be used to detect phase anomalies. One such 
anomaly is a possible phase transition [25,27–30] at 2–3 GPa to the so-called ice VIII, 
accompanied by discontinuous changes in structural parameters [27] and nonlinear pressure-
dependence of the Raman [12], IR [25], and far-IR [29,30] spectra. Tse and Klug [28] 
hypothesized an isostructural-isosymmetric transition or, in the words of Song et al. [25], “a 
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sudden movement of interpenetrating sublattices in opposite directions” as the origin of these 
phenomena, although more recent studies [31,32] seem to regard the changes insignificant. 
 Apart from this hypothetical isostructural transition, Yoshimura et al. [32] reported a 
more dramatic anomaly at 10–14 GPa involving the disappearance and reappearance of a 
pseudo-translational band in the Raman spectra of ice VIII and the concomitant shift in the unit 
cell axial ratio c / a, which may be a precursor of the VIII-X phase transition.  
Whether these transitions exist and whether their theoretical characterizations are correct 
remain controversial to this day. The principal difficulty in resolving these issues is spectral 
interpretation; unlike diffraction, spectroscopies need predictively accurate electronic structure 
calculations for correct interpretations, which have so far lagged behind experimental advances 
in high-pressure chemistry. 
 In this study, therefore, we aim at providing a comprehensive and quantitative 
computational interpretation of the structure and IR, Raman, and inelastic neutron scattering 
(INS) spectra of ice VIII as a function of pressure from 0 to 60 GPa. It uses the second-order 
many-body perturbation (MP2) [33] and, occasionally, coupled-cluster singles and doubles 
(CCSD) methods, which are ab initio in the sense that the exact electronic Hamiltonian is used 
and are subject to systematic improvements [34]. They can describe covalent, ionic, and 
hydrogen bonds as well as dispersion interactions—all of which are important in ice—accurately 
and on an equal footing. They, therefore, go beyond approximations of density-functional theory 
(DFT) [28,31,35–40] or the Hartree–Fock (HF) [41] method in the fidelity of simulations. 
Furthermore, our method can probe phonons with any wave vectors including those that lift the 
periodicity of the solid and hence obtain the entire phonon dispersion curves and density of states 
(DOS) albeit in the harmonic approximation. It can also evaluate the band intensities in all three 
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spectroscopies. This computational approach thus generates simulated spectra that can be 
directly compared with the observed. 
Nearly all aspects of the observed structure and spectra of ice VIII as well as their 
pressure-dependence are reproduced well computationally, except in cases when anharmonicity 
is crucial such as in the O–H stretching modes [33]. The calculations do not display a noticeable 
anomaly in the structure or spectra at 2–3 GPa where the isostructural transition is suspected; 
they reproduce the experimental results including far-IR spectra  [30] without any noticeable 
abrupt change in the structure. This agrees with the conclusion from a previous DFT study of 
Umemoto and Wentzcovitch [31], while disagreeing with that of Tse and Klug [28]. The 
calculations do not explain the Raman spectral change at 10–14 GPa observed by Yoshimura et 
al. [32], but this is because of our computational method’s lack of ability to describe the VIII-X 
transition and strong anharmonicity. The calculations, therefore, do not contradict their 
interpretation. 
 
B.4 COMPUTATIONAL METHOD 
	
The enthalpy per unit cell of three-dimensional, infinitely extended crystal of ice VIII was 
computed by the embedded-fragment method at the MP2 or CCSD level (frozen core) with the 
aug-cc-pVDZ basis set. For a review of this class of methods, see Ref. [42] and, for the 
formalism and algorithmic details of our specific implementation, the reader is referred to our 
recent papers [43–46]. See also related work by others [47–56]. Briefly, the internal energy of ice 
is approximated as the sum of the MP2 or CCSD energies of overlapping, symmetrically distinct 
dimers of water molecules subtracted by the sum of the double-counted energies of monomers. 
These monomers and dimers are embedded in the electrostatic field of the crystal represented as 
the atomic point charges that are self-consistently determined at the HF level. The gradients, 
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Hessians, and IR and Raman intensities can also be obtained as the sum of the corresponding 
quantities of monomers and dimers. The effect of pressure can be conveniently included in the 
geometry optimization by equating the gradients with respect to lattice constants with the 
pressure. 
These calculations include two-body covalent, ionic, hydrogen-bond, and dispersion 
interactions at the MP2 or CCSD level, while accounting for three-body and all higher order 
electrostatic interactions (hence the induction or polarization effect) at the HF level. This method 
at the MP2/aug-cc-pVDZ level is shown to be quantitatively accurate for the structures and 
vibrational spectra of ice Ih under ambient condition [46] and for the phase behavior of solid CO 
at high pressures and intermediate temperatures [45]. It cannot, however, describe non-molecular 
phases such as ice X and do not take into account anharmonicity except in some special 
circumstances [57].  
The computational unit cell was half the size of Figure B.1 containing 8 molecules. The 
atomic coordinates during geometry optimization were constrained to the I 4/amd symmetry, 
which should nevertheless allow the isostructural transition if it occurs. The dimers in the 3 × 3 × 
3 unit cells (the red-shaded area in Figure B.2) were treated quantum mechanically and were 
embedded in the atomic point charges in the11 × 11 × 11 unit cells (both red- and blue-shaded 
areas in Figure B.2). The long-range electrostatic contribution from the 41 × 41 × 41 unit cells 
was furthermore added to the enthalpy. The structure was determined by MP2/aug-cc-pVDZ in 
the pressure range of 0–60 GPa. Additionally, the structure at 2.4 GPa was determined by 
CCSD/aug-cc-pVDZ. The full interaction-force-constant matrices in the 3 × 3 × 3 unit cells were 
obtained by MP2 and phonon dispersion and DOS were calculated on a grid of 41 × 41 × 41 k 
points in the reciprocal unit cell. The interaction force constants between two molecules at least 
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two hydrogen bonds away along a and b and at least four hydrogen bonds away along c were 
included. IR and Raman spectra were calculated using the method described in Ref. [46]. All 
calculations were performed with in-house parallel embedded-fragment software that used 
Gaussian09  [58] as the backend molecular electronic structure program. 
B.5 RESULTS AND DISCUSSION  
B.5.1 CRYSTAL STRUCTURE 
 
Table I compares the structural parameters of ice VIII obtained by neutron 
diffraction [59–61] and computational methods [3,28,31,37,41]. As expected [62], HF predicts 
too short O–H and too long O···H bonds, as it underestimates the hydrogen-bond cooperativity, 
which is partially an electron-correlation effect. This shortcoming is, therefore, removed to a 
great extent by the use of an electron-correlated method such as DFT, MP2, and CCSD. The 
discrepancies between CCSD or MP2 and the observed are within 0.04 Å and 2° except for 
lattice constant a where it reaches 0.1 Å in the case of MP2. That it is harder to accurately 
predict a than c may have to do with the fact that a is determined by non-bonded (dispersion and 
exchange-repulsion) interactions between sublattices, while c is dictated by stronger hydrogen 
bonds within a sublattice (see also Figure B.1). 
	
B.5.2 EQUATION OF STATE 
	
Figure B.3 compares the calculated equation of state with two sets of observed data  [32,61]. 
The agreement is what one would expect from MP2/aug-cc-pVDZ  [44,57], which tends to 
predict too compact a crystal at low pressures. This is likely due to the overestimation of 
dispersion interactions especially when the basis-set superposition error (BSSE) is not removed. 
The anharmonic effect cannot be the main source of the error because the experimental data 
obtained from D2O and H2O ices at two different temperatures are more similar to each other 
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than to the calculated. Importantly, there is no discontinuity or any other anomaly in the 
calculated or observed equation of state in 0–20 GPa. 
	
B.5.3 PRESSURE DEPENDENCE OF LATTICE CONSTANTS 
 
Figure B.4 plots lattice constants a and c as well as their ratio c/a as a function of pressure. 
This is relevant to the suspected VIII-X precursor transition suggested by Yoshimura et al. [32] 
They stated: “There is a small but distinct discontinuity in c/a between 11 and 14 GPa [...] The 
results suggest a structural change in ice.” The calculation predicts smooth pressure dependence 
for both a and c. While the calculated c/a ratio suffers from a numerical noise, it decreases 
monotonically with pressure and is in good agreement with the observed. The calculated curves 
display no noticeable discontinuity in 0–20 GPa. 
There are slightly greater errors in a than in c at low pressures. This may be rationalized by 
noting that c is determined by hydrogen bonds in each sublattice, while a by dispersion 
interactions between sublattices and that dispersion is much harder to describe computationally 
than hydrogen bonds. Specifically, MP2/aug-cc-pVDZ without a BSSE correction tends to 
overestimate dispersion and thus underestimate lattice constants and molar volumes. CCSD 
alleviates this somewhat as can be seen in Table I. 
B.5.4 PRESSURE DEPENDENCE OF z(O) 
 
The strongest basis for the hypothetical isostructural transition at 2–3 GPa and its 
interpretation in terms of sliding movement of sublattices is the stepwise change in z(O), the 
oxygen’s fractional coordinate along c [27,28]. Tetragonal distortion parameter should behave 
similarly as it is related to z(O) by =2c{1/8−z(O)}. DFT is found to reproduce the stepwise 
change [28]. Our calculation based on MP2/aug-cc-pVDZ is in agreement with the observed 
volume dependence of these quantities, when the difference between the calculated and observed 
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equations of state is adjusted (Figure B.5), but it predicts monotonic decrease and increase in 
z(O) and, respectively, and does not exhibit any stepwise behavior. While the calculated volume 
dependence seems somewhat exaggerated (which may be due to the overestimation of 
dispersion), it seems plausible that the observed dependence is also monotonic (rather than 
stepwise). We, therefore, find no evidence of an isostructural transition. 
B.5.5 IR SPECTRA 
 
The vibrational spectra are often more sensitive a probe of phase transitions and other 
structural changes. In Figure B.6, the calculated and observed IR spectra are compared in the 
range of 9–50 GPa. Let us first establish the widely used band labeling scheme also adopted in 
this work: ν1, ν2, and ν3 denote symmetric O–H stretching, HOH bending, and antisymmetric O–
H stretching vibrations, respectively, while νR and νT re the rotational (librational) and pseudo-
translational vibrations, regardless of whether they are IR or Raman active (the mutual exclusion 
principle is operative). 
The bottom traces of Figure B.6 show good agreement in the overall spectral profile 
between the calculated (at 9 GPa) and observed [25] (at 8.6 GPa) spectra, including relative 
intensities. The calculated frequencies of ν1 and ν3 are underestimated by hundreds of cm−1, 
owing to the neglect of anharmonicity. With increasing pressure, the agreement remains accurate 
for νR and ν2; the MP2 reproduces the increase and decrease in the frequencies of νR and ν2, 
respectively, with pressure. The negative pressure dependence for bending modes is not 
uncommon  [57]. 
At higher pressures, the agreement is completely lost for ν1 and ν3. Experimentally, these 
bands show a clear softening behavior as a precursor of the VIII-X transition  [32], with their 
frequencies decreasing and their widths increasing and ultimately spanning thousands of cm−1. 
	 185 
None of these can be explained by the harmonic approximation adopted in our calculation, which 
predicts only a modest decrease in their frequencies and zero widths. The disagreement 
underscores the gradual, but pervasive anharmonic modification of the O–H stretching potentials 
and the resulting breakdown of the IR absorption selection rules based on the harmonic 
approximation. Computationally reproducing this with ab initio methods remains to be a major 
challenge, although there are a few remarkable studies  [35,36] accomplishing this with Car 
Parrinello DFT. 
One may notice an appearance of a sharp feature near 1700 cm−1 in the observed spectra 
at and above 33.6 GPa. Song et al. [25] assigned this to the first overtone of a rotational mode, 
2νR, rather than to a phase anomaly. This interpretation is supported by our calculation; the 
calculated frequencies of 2νR (simply twice the calculated frequency of νR) are in accurate 
agreement with the observed including its pressure dependence. The dramatic increase in 
intensity, on the other hand, is likely due to the intensity borrowing [63] from the overlapping ν1 
- ν3 manifold via an anharmonic coupling. 
Figure B.7 compares the calculated and observed far-IR spectra at lower pressures  [30], 
the spectral region and pressure range most pertinent to the suspected isostructural transition. 
Here, MP2 in the harmonic approximation is nearly quantitative: the frequencies and relative 
intensities of νT and νR as well as their pressure-dependence are all reproduced well by theory. 
Again, we find no evidence of an isostructural transition or its spectral signature. 
B.5.6 RAMAN SPECTRA 
 
The calculated Raman spectra in Figure B.8 capture the overall appearance of the 
observed [20] reasonably well, though calculated relative intensities of similar bands are 
sometimes reversed from the observed. Nearly all important bands are accounted for by the 
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calculation; the ones that are not accounted for are combinations or overtones, such as the broad 
feature at around 1400 and 2300 cm-1 in H2O ice VIII, which are 2ν2 and ν2 + νR, respectively. 
The pressure-dependence of the Raman spectra in the pseudo-translational (νT) and 
stretching (ν1 and ν3) regions are shown in Figure B.9. As expected, the harmonic calculation 
underestimates both the absolute values and pressure-induced redshifts in the observed stretching 
frequencies  [32]. Nonetheless, the monotonic decrease in the frequencies and the relative 
intensities of the three bands are reproduced computationally. There is no anomaly detected in 
either the observed or calculated spectra in the stretching region. 
 In the pseudo-translational region, the most intense band (νT) increases in its frequency 
by 120 cm−1 from 260 cm−1 at 2.8 GPa to 380 cm−1 at 18.9 GPa  [32]. This is nearly 
quantitatively reproduced by MP2/aug-cc-pVDZ, which predicts a blueshift of 120 cm−1 from 
230 cm−1 at 2.4 GPa to 350 cm−1 at 20 GPa. The calculation, however, seems to reverse the 
frequency order of νT and νT’ at 2.8 GPa; in the observed spectrum, the less intense band (νT’) is 
on the lower frequency side of the more intense band (νT), but in the calculated spectrum, the 
opposite is the case. According to theory, with increasing pressure, νT’ becomes weaker and its 
intensity is split into two bands on the higher frequency side of νT. This does not disagree with 
the observed spectra and may even explain the observed shoulder in the higher frequency side of 
νT. 
Importantly, Yoshimura et al. [32] observed the appearance of a new band (red arrows in 
Figure B.9) at 14.5 GPa, which rapidly blueshifts with pressure. Such a band is completely 
missing in our calculation, which does not necessarily contradict the interpretation of Yoshimura 
et al. [32] In fact, it supports their interpretation of this band as a soft mode and a precursor of 
the VIII-X transition for the very reason that the harmonic and fragment calculation cannot 
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reproduce it. The disagreement between theory and experiment can, therefore, point to a 
breakdown of one or more of the premises of the calculations, in this case, the harmonic and 
fragment approximations, which is consistent with the interpretation of Yoshimura et al. [32] 
However, this band cannot be interpreted as indicating the presence of an isostructural phase 
transition. This is because this calculation can in principle reproduce such a transition and the 
disagreement cannot be ascribed to it. 
B.5.7 PRESSURE DEPENDENCE OF VIBRATIONAL FREQUENCIES 
Figure B.10 summarizes the calculated and observed pressure-dependence of the 
frequencies of the IR [25], far-IR [30], and Raman [5,12,14,19,32] bands. No anomalous 
behavior in the calculated pressure-dependence in the frequencies of νT, νR, or νR can be seen in 
2–3 GPa, contrary to the suggestion from a previous calculation. Furthermore, stronger pressure-
dependence at lower pressures is reproduced computationally for all modes without observing 
any accompanying abrupt structural changes (see Figures B.3, B.4 and B.5); this was previously 
regarded as nonlinear pressure-dependence and a sign of phase anomaly [12,25,29,30]. One 
noticeable anomaly in observed IR bands is ν2, which displays a rapid change in the frequency in 
the shaded circle of Figure B.10. Again, the calculation supports the interpretation of Song et 
al. [25], who have suggested this to be merely the consequence of anharmonic mixing between ν2 
and 2νR. The calculated curves of these two bands cross exactly where the anomaly is observed. 
Overall, the calculated pressure-dependence of the vibrational frequencies is in line with the 
observed except when anharmonicity plays critical roles in the spectral appearances. Such 
exceptions include ν1 and ν3 in the whole pressure range studied, the mixing of ν2 and 2νR in the 
IR spectra at low pressure (the shaded circle in Figure B.10), and the mixing of the soft ν1 and ν3 
with various lattice vibrations (the solid black curve). Our calculation does not explain the 
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appearance of the new Raman band in the pseudo-translational region (the solid grey curve), 
either, which can be taken as computational support of its original interpretation by Yoshimura et 
al. [32] These are obviously a weakness of our harmonic calculations, which nonetheless can 
serve as a useful guide when combined with experimental data. 
B.5.8 INS SPECTRA 
The INS spectroscopy can furnish unique information about the dynamics of solids 
because its selection rules differ greatly from those of optical spectroscopies; INS can probe 
phonons with any wave vectors and any quantum numbers (e.g., overtones and combinations). 
Its drawback is the congested spectra, which are difficult to interpret. A computational assistance 
is, therefore, even more important.  
Figure B.11 compares the calculated and observed [24] spectra in the range of 0–4000 
cm−1. The calculated spectra are the hydrogen-amplitude-weighted DOS, which are, in turn, 
obtained from phonon dispersion curves in the entire reciprocal space. The latter is available in 
our embedded-fragment calculation, which does not rely strongly on the periodic boundary 
conditions and can thus probe phonons with any wavevectors. 
The calculated spectra agree well and all major peaks in the observed spectra are 
assignable to peaks in the calculated spectra. The calculated spectra appear blueshifted by 30–50 
cm−1 relative to the observed. This is likely because of a systematic error in the abscissa of the 
observed spectra rather than an error in the calculated spectra or the pressure effect (both the 
observed and calculated spectra are at 0 GPa). In INS, such errors [64] are not uncommon since 
measuring the energies of thermal neutrons accurately is often difficult.  
Figure B.12 focuses on the 0 – 1000-cm−1 region of the spectra and also compares them 
with the calculated [46] and observed [65] spectra of ice Ih. The two sharp peaks in the 500 – 
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700 cm−1 region of the H2O ice VIII spectrum are due to two νR branches of phonon dispersion. 
They are completely smeared out in the ice Ih spectra and also in the ice VII spectra (not 
shown) [22], which may be the most striking spectroscopic signature of proton disorder. Another 
visible difference is the large peaks near 60 cm−1 in the spectra of ice Ih and the lack of such 
peaks in the spectra of ice VIII. This may be ascribed to the weakness and stiffness, respectively, 
of the lattices of ice Ih and ice VIII. Since this low frequency peak is responsible for the 
anomalously large heat capacity of ice Ih at low temperatures [46], we predict that the same 
anomaly will not exist or be much smaller in ice VIII. 
Kolesnikov et al. [21] compared the peak positions of the observed INS spectra 
(essentially the same as those in Figure B.12) with the observed Raman band positions [14]. 
They were unable to correlate the intense INS peaks at 440 cm−1 (H2O) and 335 cm−1 (D2O) with 
the lowest rotational Raman bands at 494 cm−1 (H2O) and 365 cm−1 (D2O) (indicated by arrows); 
the INS peaks were too low. Considering the flatness of phonon dispersion near these Raman 
bands, it is puzzling that INS spectra have depletion in the intensity profiles at the arrows rather 
than enhancement. This comparison of the two observed spectra supports our assertion that the 
abscissa of the INS spectra may be in error by 30–50 cm−1. 
B.6 CONCLUSION 
 
The direct application of MP2 and occasionally CCSD to ice VIII has explained a range of its 
observed structural and spectroscopic properties in a uniform, first-principles computational 
framework. It has quantitatively reproduced the structural parameters and their pressure-
dependence. The calculated IR, far-IR, Raman, and INS spectra also agree generally well with 
the observed spectra across the pressure range of 0–60 GPa when the effects of anharmonicity 
are not prominent. In fact, the agreement is sufficiently accurate that severe disagreement can 
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infer the presence of the phenomena that are responsible for a breakdown of one or more of the 
premises of our calculations such as a transition to a non-molecular phase. 
None of the calculated pressure-dependence of z(O), far-IR spectra, and Raman spectra in the 
range of 2–3 GPa seems to support the argument for the isostructural transition or the elusive 
phase VIII. Our calculation disagrees with the DFT results of Tse and Klug [28], which show 
stepwise pressure-dependence of z(O) and, but agrees with the conclusion drawn from the DFT 
calculation of Umemoto and Wentzcovitch [31]. On the other hand, our harmonic calculations, 
which are otherwise reasonably accurate, are unable to explain the sudden appearance of the 
Raman band at 150 cm−1 at 14.5 GPa and its rapid blueshift upon pressure loading [32]. This is 
not inconsistent with the interpretation of Yoshimura et al. [32] in terms of a soft mode and a 
precursor of the VIII-X transition. Finally, our simulated INS spectra are in good agreement with 
the observed and can discern the subtle differences in spectral appearance between ice VIII and 











































Figure B.1: Crystal structure of ice VIII. The two unit cells shown contain 
16 water molecules, which form two interpenetrating hydrogen-bonded 
cubic sublattices. Lattice constant c is nearly vertical in this figure.  
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Figure B.2: Ice VIII viewed along the c axis.  The 648 red-shaded atoms constitute 
the quantum-mechanical domain and more than 30,000 atoms in both red- and blue-
shaded regions form an embedding field. Electrostatic contributions from an even 
greater domain (not shown) with more than 1.6 × 106 atoms are also included in the 



















Figure B.3: Molar volume of ice VIII as a function of pressure. The calculation uses 
MP2/aug-cc-pVDZ. The first and second sets of the observed data are due to Besson 





Figure B.4: Lattice constants and their ratio of ice VIII as a function of pressure. See 




















Figure B.5: Fractional coordinate z(O) and tetragonal distortion parameter ε of ice 
VIII as a function of calculated (lower axis) and observed (upper axis) molar volume. 
Integers in the upper panels show the corresponding pressures in GPa. The 
calculation is based on MP2/aug-cc-pVDZ and the experimental data are taken from 
Besson et al.  [27]. 
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Figure B.6: IR spectra of ice VIII as a function of pressure. Each band in the 
MP2/aug-cc-pVDZ spectra is convoluted with a Gaussian with a full-width-at-half-
maximum of 100 cm-1.  The observed spectra (80 K) are taken from Song et al.  [25] 
The calculated frequencies of the overtones (2νR and 2νR’) are simply twice the 







Figure B.7: Far-IR spectra of H2O and D2O ice VIII as a function of pressure. Each 
band in the MP2/aug-cc-pVDZ spectra is convoluted with a Gaussian with a full-
width-at-half-maximum of 40 cm-1. The observed spectra (85 K) are taken from Klug 






















Figure B.8: Raman spectra of H2O and D2O ice VIII. Each band in the MP2/aug-cc-
pVDZ spectra is convoluted with a Gaussian with a full-width-at-half-maximum of 
40 cm-1. The observed spectra (≈100 K, 0 GPa) are taken from Wong and 











Figure B.9: Raman spectra of ice VIII as a function of pressure. Each band in the 
MP2/aug-cc-pVDZ spectra is convoluted with a Gaussian with a full-width-at-half-
maximum of 40 cm-1. The observed spectra (80 K) are taken from Yoshimura et al. [32] 




Figure B.10: Pressure-dependence of the IR and Raman band positions of ice VIII. The solid black 
curve is the phenomenological function, ν=(ν02-kP)1/2, where ν0 = 3415 cm-1, k = 1.73 x 105 cm-2 
/GPa, and P is pressure [25], to guide the eyes along the softening of the O-H stretching modes. The 
grey solid line highlights the soft-mode (red arrows in Figure B.9) found by Yoshimura et al. [32] 
The shaded circle indicates the area of a possible ν2 anomaly. Only the frequencies of intense bands 
in the MP2/aug-cc-pVDZ spectra are plotted. The observed band positions are taken from 







Figure B.11: INS spectra of H2O and D2O ice VIII. The calculated spectra are the hydrogen-
amplitude-weighted DOS at 0 GPa from MP2/aug-cc-pVDZ convoluted with a Gaussian with a full-
width-at-half-maximum of 20 cm-1 and multiplied by the Debye-Waller factor with the mean square  
amplitude of hydrogen or deuterium nuclei of 0.010 Å2. The observed spectra (5 K, 0 GPa) are taken 
from Li et al.  [24]. 
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Figure B.12: INS spectra of ice VIII and ice Ih. For the detail of the calculated spectra (not 
convoluted in this figure) for ice VIII, see caption of Figure B.11. The calculated spectra for ice Ih 
are taken from He et al.  [46] The observed spectra for ice VIII (5 K, 0 GPa) and ice Ih (15 K, 0 
GPa) are taken from Li et al.  [24] and Li  [65], respectively. The purple arrows indicate the 






Table B.1: Structural parameters (lattice constants and bond lengths in Å and bond angle in degrees) 
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