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Re´sume´ – Cet article re´sume des re´sultats re´cents obtenus en utilisant des processus ponctuels (plus pre´cise´mment, des bruits impulsionnels)
pour deux applications dans le contexte des re´seaux de communication: d’une part, la mode´lisation du trafic TCP/IP dans les re´seaux d’e´pine
dorsale, et d’autre part les proprie´te´s de connectivite´ des re´seaux ad hoc sans fil sous des contraintes de de´bit.
Abstract – This paper summarizes recent results obtained by using shot noise processes for two applications in communication networks: first,
TCP/IP traffic models for backbone networks; and next the study of connectivity under rate constraints in wireless ad hoc networks.
1 Introduction
Les bruits impulsionnels (     shot noise   ) forment une classe
de processus al·eatoires particulierement utiles pour mod·eliser
une grande cat·egorie de signaux rencontr·es en biologie, phy-
sique ou informatique. Dans cet article, nous d·eveloppons deux
applications r·ecentes de ces processus dans le contexte des r·e-
seaux de communication.
Les processus consid·er·es dans cet articles sont des bruits im-
pulsionnels de Poisson (voir par exemple [3]), qui s’·ecrivent
comme des sommes
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ﬀﬁﬃﬂ "! est une suite de variables al·eatoires repr·esen-
tant les points d’un processus de Poisson sur la ligne # (pour
la premiere application) ou sur le plan #
$ (pour la seconde ap-
plication), et ou 
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ﬁ%ﬂ&"! est une suite de fonctions
al·eatoires r·eelles (appel·ees impulsions), que nous supposerons
ici ind·ependantes et identiquement distribu·ees i.i.d d·enies sur
# ou #
$
, et ind·ependantes de la suite 
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La premiere application, d·evelopp·ee a la section 2, est la
mod·elisation des ux TCP/IP dans les r·eseaux d’·epine dorsale
Internet. Dans ce cas, la fonction

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constituant les impul-
sions repr·esente le d·ebit instantan·e d’un ux TCP/IP, tandis
que le processus d’arriv·ee des impulsions al·eatoires est form·e
par la s·equence des temps d’arriv·ee   *! des ux. Le proces-
sus ponctuel est donc uni-dimensionel. On s’int·eresse alors aux
statistiques de deuxieme ordre des ux TCP/IP.
La seconde application, d·evelopp·ee a la section 3, concerne
les r·eseaux ad hoc sans l. Contrairement aux r·eseaux sans
l de type cellulaires, les utilisateurs (noeuds) d’un r·eseau ad
hoc communiquent entre eux de proche en proche, sans passer
par une infrastructure d’antennes xes. Si la destination ne peut
etre atteinte directement a partir de la source, la communication
s’·etablit en plusieurs sauts, les noeuds interm·ediaires plac·es
sur le chemin entre source et destination jouant alors le role
de relais. Le processus ponctuel est ici form·e par la position
des noeuds, et est en g·en·eral bidimensionel. La condition pour
l’existence d’une communication directe entre deux noeuds du
r·eseau est qu’elle puisse s’effectuer a un d·ebit minimal x·e.
Deux facteurs limitent ce d·ebit: d’une part, l’att·enuation du si-
gnal avec la distance s·eparant les noeuds, et d’autre part, les
interf·erences cr·e·ees par les communications concurrentes. Le
calcul exact du d·ebit qui peut etre obtenu pour un tel canal
multi-utilisateurs reste un probleme ouvert en th·eorie de l’in-
formation, ce qui nous amene a faire des hypotheses suppl·e-
mentaires. La premiere est assez pessimiste. Elle consiste a
consid·erer les communications interf·erentes comme une source
de bruit, s’ajoutant au bruit de fond, et mod·elis·ee par un bruit
impulsionnel. Le graphe de connectivit·e r·esultant de ce modele
sera pr·esent·e a la section 3.1. La seconde est au contraire op-
timiste, et consiste a traiter un modele de canal particulier, ap-
pel·e cannal relai (relay channel), dans lequel une seule paire
source-destination est active, tous les autres noeuds pouvant
alors coop·erer comme relais ·eventuels pour acheminer dans
l’information de la source vers la destination. La contribution
de ces relais peut a nouveau etre mod·elis·ee par un processus
ponctuel, comme nous le verrons a la section 3.2.
2 Application 1: mode´lisation du trafic
TCP/IP
L’analyse et la mod·elisation de trac dans l’Internet peut
se faire a plusieurs niveaux de granularit·e diff·erents, selon les
donn·ees a disposition et le but poursuivi. Le niveau de granu-
larit·e le plus n est celui du paquet IP, mais il mene a des dif-
cult·es de mod·elisation a cause des la forte d·ependance statis-
tique entre paquets. Le niveau sup·erieur groupe les paquets en
ux, d·enis comme les ensembles de paquets ayant les memes
adresses de source et destination, memes num·eros de port, et
meme num·ero de protocoles. Les paquets a l’int·erieur d’un ux
sont fortement corr·el·es, mais les ux eux-memes sont nette-
ment moins corr·el·es entre eux (en tout cas dans le coeur des
r·eseaux d’·epine dorsale). D’autre part, pour un grand nombre
d’applications, l’unit·e d’int·eret pour l’utilisateur est le ux plutot
que le paquet individuel. La mod·elisation du trac a ce niveau
de granularit·e a connu un int·eret important ces dernieres ann·ees
[2, 7, 8], et c’est celui que nous adoptons dans cet article. Enn,
signalons qu’on peut encore monter d’un niveau, en groupant
les ux par session [10].
En g·en·eral, les op·erateurs dimensionnent les r·eseaux IP d’·e-
pine dorsale (     backbone IP networks   ) de maniere a ·eviter
toute congestion a l’int·erieur de ceux-ci, les goulots d’·etrangle-
ment ·etant d·eplac·es au r·eseau d’acces. Alors qu’un lien conges-
tionn·e a pour effet de corr·eler les d·ebits des ux TCP/IP l’em-
pruntant, a cause du m·ecanisme AIMD (Additive Increase, Mul-
tiplicative Decrease) op·er·e par la source, un lien non conges-
tionn·e n’introduit pas une telle corr·elation. D’autre part, un
grand nombre de ux d’origines et destinations vari·ees sont
multiplex·es sur un lien du backbone, ce qui rend la s·equence
de leurs temps d’arriv·ees sur le lien proche d’une distribution
de Poisson.
D·esignons par 

 ﬁ%ﬂ+,! la s·equence des temps d’ar-
riv·ee des ux, et par 
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-ﬁ.ﬂ/"! la suite des impulsions,
repr·esentant l’·evolution du d·ebit de chaque ux. Les observa-
tions du paragraphe pr·ec·edent nous amenent a faire l’hypothese
que les variables

 suivent un processus de Poisson et que
les impulsions

 sont i.i.d. Ces hypotheses sont assez bien
v·eri·ee en pratique [2], et nous conduisent a d·ecrire le d·ebit
instantan·e
0 de l’aggr·egat des ux sur le lien comme le pro-
cessus ponctuel
0
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Ce modele, introduit dans [2] et valid·e sur des traces r·eelles
du r·eseau IP de Sprint, nous permet de calculer les moments du
premier et deuxieme ordre de 0 , si on dispose de la s·equence
des dur·ees des ux 65  ﬁ7ﬂ8,! , de la s·equence des tailles des
ux :9  -ﬁ;ﬂ<"! et de la distribution des pertes de paquets.
Notons que
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Alors que d’autres m·ethodes [4] de calcul de ces moments sont
bas·ees sur une mod·elisation ne du protocole TCP/IP a l’aide
de chanes de Markov, le modele (1) est plus simple et moins
d·etaill·e, se contentant d’une mod·elisation du protocole par une
·equation aux r·ecurrences du permier ordre. Il donne n·eanmoins
d’excellentes bornes, comme nous le verrons ci-dessous.
Pour un ux TCP/IP, le m·ecanisme AIMD permet de d·eter-
miner une borne assez ·etroite de la fonction d’auto-covariance
de

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. Le protocole TCP limite le nombre maximal de pa-
quets d’un ux TCP/IP en transit dans le r·eseau par une fenetre
coulissante, qui avance d’un paquet chaque fois que l’acquit-
tement d’un paquet pr·ec·ed·emment envoy·e a ·et·e rec‚u. L’algo-
rithme AIMD consiste a adapter la taille de cette fenetre en
fonction des pertes de paquets. Grosso modo, si on n·eglige les
effets de slow-start et de congestion avoidance, la fenetre
est augment·ee lin·eairement chaque fois que l’acquittement at-
tendu est rec‚u, et est divis·ee par deux chaque fois qu’un acquit-
tement n’est pas rec‚u en d·eans un certain intervalle de temps
(time-out interval): c’est le m·ecanisme AIMD. En le formulant
en terme d’·evolution du taux instantan·e

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sur un interval innit·esimal F
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au lieu de fenetre coulis-
sante, on trouve
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o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Q d·esigne un facteur inverse au temps aller-retour d’un pa-
quet, et
OHP
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est la probabilit·e de perte d’un paquet dans l’in-
tervalle F
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la fonction d’autocorr·elation des ux conditionn·ee sur leur
dur·ee. En supposant que les pertes suivent un processus de
Poisson, d’intensit·e constante ^*_ , on d·eduit de (2) l’·equation
diff·erentielle
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, dont on d·eduit la solution
de (3) pour [ W[lcmC :
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A partir de ce r·esultat, on obtient une borne la fonction d’auto-
covariance xzy
W*
sur l’entiere distribution des dur·ees des ux.
En notant
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la temps moyen entre arriv·ees de ux,
on trouve [9]
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Cette borne comporte deux termes. Le premier d·ecroit expo-
nentiellement avec
W
, le second seulement lin·eairement. Il existe
donc deux r·egimes diff·erents: pour de faibles valeurs de W , le
premier terme exponentiel domine la somme, tandis que le se-
cond terme lin·eaire l’emporte pour de grandes valeurs de W .
C’est en effet le comportement observ·e a la gure 1, qui com-
pare la borne avec la fonction xuy W* obtenue par simulation
(Simulateur ns, les parametres de simulation sont d·ecrits dans
[9]). On remarque l’excellente approximation du r·esultat de si-
mulation par l’expression (4), dans laquelle par ailleurs le taux
de pertes ^
P
n’apparait pas.
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FIG. 1: R·esultats de simulation montrant la fonction d’auto-
covariance xuy
W*
en fonction de l’·ecart temporel W .
3 Application 2: connectivite´ et de´bit dans
les re´seaux ad hoc
Dans cette seconde application, nous consid·erons des r·eseaux
sans l ad hoc. Nous supposons que les positions des noeuds
du r·eseau ad hoc suivent un processus de Poisson  sur #
$
d’intensit·e ^ cﬃg .
La puissance du signal ·emis par le noeud  et rec‚ue par le
noeud  est ,
h22R6
, ou
f
et

sont les positions res-
pectives des noeuds  et  dans le plan, 
' 
est la fonction
d’att·enuation des ondes radio dans le milieu, et  est la puis-
sance ·emettrice (suppos·ee identique pour tous les noeuds).
3.1 Mode`le base´ sur le rapport signal sur bruit
et interfe´rences
Nous supposons que le noeud  peut transmettre des donn·ees
au noeud  si le signal rec‚u par  est assez puissant, en com-
paraison ou bruit. Ce dernier est la somme d’une composante
constante  B , repr·esentant le bruit thermique de fond, et d’une
composante repr·esentant les interf·erences g·en·er·ees par les trans-
missions correspondantes. Formellement, cette condition s’·ecrit
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ou  est le rapport signal sur bruit requis pour pouvoir d·ecoder
l’information transmise. Le coefcient

est l’inverse du gain
du systeme, il pondere l’effet des interf·erences et d·epend de
l’orthogonalit·e des codes utilis·es pendant les transmissions si-
multan·ees. Un lien, repr·esentant une communication directe
entre les noeuds  et  , existe si (5) est valable dans les deux
directions  vers  et  vers  . Cette condition d·enit un graphe



^

, dont certaines propri·et·es sont analys·ees dans [5]. En
particulier, l’existence d’une transition de phase est d·emontr·ee:
lorsque la densit·e spatiale des noeuds ^ est sufsamment ·elev·ee,
il existe une valeur
 ]
^

, appel·ee seuil de percolation, telle
que si
¢¡Z 
alors le graphe comporte une composante de
noeuds connect·es de taille et d’·etendue innie (on parle de
phase sur-critique); tandis que si 7c   , alors toutes les com-
posantes de noeuds connect·es sont de taille presque surement
nie (phase sous-critique). Les gures 2 et 3 montrent le graphe



^

, pour la meme r·ealisation du processus  , et deux va-
leurs diff·erentes de  . La premiere, 	£g , revient a n·egliger
les interf·erences, et donne un graphe sur-critique, tandis que
la seconde m	¢gl3 g N c ] ^  tient compte des interf·erences,
et rend le graphe sous-critique. N·eanmoins, en augmentant la
densit·e ^ de noeuds, on rend a nouveau le graphe sur-critique
(g 4).
Nous remarquons que le terme d’interf·erence est un bruit
impulsionnel sur #
$
, qui s’·ecrit
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et dont la valeur inuence fortement le seuil de percolation
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. En particulier, il est n·ecessaire que l’esp·erance de
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FIG. 2: Un exemple de graphe
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. Les interf·erences fragmentent le graphe en un grand
nombre de petites cliques.
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Nous avons montr·e que cette condition est non seulement n·e-
cessaire, mais pratiquement sufsante (si on ajoute les hypotheses
naturelles d’avoir une fonction ª(') continue, strictement d·e-
croissante, et telle que   B
e

¡£ªhgD¸{
o
) pour d·emontrer
l’existence d’un seuil de percolation
 
^
ac²g
pour des va-
leurs de ^ sufsamment grandes. La forme de la fonction
 :
^

obtenue par simulation est repr·esent·ee a la gure 5.
3.2 Mode`le base´ sur le canal-relai
La d·enition de connectivit·e bas·ee sur le rapport (5) ne per-
met pas d’·etablir directement des r·esultats valid·es par la th·eorie
de l’information, a cause de l’hypothese sur les noeuds traitant
les interf·erences comme du bruit. Pour obtenir un r·esultat de
nature fondamentale en th·eorie de l’information, on prend la
d·enition suivante: on suppose que deux noeuds sont connect·es
si et seulement si ils peuvent ·echanger des donn·ees a un d·ebit
au moins ·egal a

, les autres noeuds pouvant servir de relais.
Nous montrons alors dans [6] que la proportion de noeuds
pouvant communiquer dans ce modele est au plus ¹
º
avec grande
probabilit·e (i.e., une probabilit·e tendant vers 1 quand le nombre
total de noeuds du r·eseau ﬁ¼»
¯ ), ou
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¤ﬀh½ﬀ d·esignant le meme processus ponctuel que (6) a l’ori-
gine:
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En d’autres termes, meme dans le cas le plus favorable ou une
seule paire de noeuds communique entre eux et ou tous les
autres noeuds ne peuvent qu’aider a cet ·echange d’information
(au contraire du modele de la section 3.1), une connectivit·e a un
taux
;cﬃg donn·e ne peut etre garantie a toutes les paires pos-
sibles de noeuds du r·eseau. La d·emonstration de ce r·esultat fait
appel a des r·esultats connus sur la capacit·e des r·eseaux multi-
utilisateurs en th·eorie de l’information, et a des propri·et·es de
stationnarit·e et d’ergodisme du processus ponctuel
¤
.
Par contre, si on s’impose de connecter au moins une frac-
tion
g8¡
º
¡
o
de noeuds du r·eseau, il existe un taux Zc>g ,
ind·ependant du nombre de noeuds ﬁ dans le r·eseau, tel que
n’importe quel noeud pris dans un sous-ensemble de ﬁ
º
noeuds
du r·eseau puisse communiquer au taux  et avec grande proba-
bilit·e avec n’importe quel autre noeud de ce sous-ensemble [6].
En d’autres termes, si on laisse tomber une fraction
o

º
de
noeuds particulierement mal plac·es, on peut assurer un taux 
a tous les autres noeuds. Cette fraction
o

º
de noeuds ·elimin·es
peut etre aussi petite que l’on veut, mais non nulle.
4 Conclusion
Cet article a montr·e l’importance et l’utilit·e des processus
pontuels de Poisson pour la mod·elisation de r·eseaux de com-
munication, que ce soit dans sur support laire (Application 1)
ou sans l (Application 2).
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