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Negli ultimi anni la computazione e l'informazione quantistica hanno conosciuto un
notevole sviluppo. L'importanza dei computer quantistici e legata al fatto che Shor [2] ha
dimostrato con il suo algoritmo che un computer di questo tipo sarebbe molto piu veloce
di uno normale. Infatti permetterebbe, ad esempio, di eettuare la fattorizzazione di un
numero arbitrariamente grande in un tempo polinomiale anziche esponenziale. Pero, uno
dei problemi fondamentali in questo campo riguarda proprio l'implementazione sica dei
computer quantistici. Sono tanti, al giorno d'oggi, i sistemi sici attraverso i quali si cerca di
realizzare nel miglior modo possibile il qubit, l'unita fondamentale per il calcolo quantistico.
Tra i principali si possono menzionare gli spin nella risonanza magnetica nucleare (NMR)
[2], i fotoni nei circuiti ottici [14], gli atomi dentro le cavita-QED [15], gli ioni in trappole
elettro-magnetiche [16] o posti all'interno di opportuni cristalli e i sistemi polimerici [17]. In
questo ambito, tra i diversi dispositivi a stato solido, la miniaturizzazione delle componenti
elettroniche ha reso molto importante l'utilizzo dei circuiti superconduttori i quali sono
vantaggiosi anche per la loro proprieta di essere privi di dissipazione elettrica in opportune
condizioni. Mediante questi tipi di materiali e possibile implementare tre tipi di qubits: di
usso [18], di carica [19] e di fase [20] [31]. Questi dispositivi sono tra i migliori candidati
per la costruzione di un computer quantistico e per questo motivo sono stati utilizzati in
questa tesi.
Un'altra questione molto importante nella computazione quantistica che merita atten-
zione e quella di poter eettuare le operazioni logiche sui bit quantistici in modo tale da
rendere massima la delity. Spesso, infatti, accade che vari fattori quali le imperfezioni del
sistema usato come unita logica quantistica e la decoerenza diminuiscono la probabilita che
il qubit raggiunga lo stato nale desiderato a partire da uno iniziale. Uno metodo molto
utilizzato per risolvere questo problema e il controllo ottimale quantistico che si pregge
di ricavare il segnale da inviare al qubit per svolgere l'operazione desiderata con il mini-
mo errore. In questa tesi si e fatto uso di questo metodo su un sistema costituito da due
qubits interagenti per studiare la possibilita di poter realizzare il NOT logico su entrambi
pero controllando dall'esterno solo il primo dei due bit quantistici. Il dispositivo sico con-
siderato per realizzare questo sistema e composto da due qubits superconduttivi di carica
(Cooper-pair box) connessi tramite una giunzione Josephson che ne permette l'interazione.
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E' stato possibile calcolare numericamente gli impulsi con cui controllare in modo ottimale
questo sistema di qubits interagenti attraverso due algoritmi, quello di Krotov e il CRAB
(Chopped RAndom Basis). Entrambi eettuano questa operazione in modo tale da rendere
il piu piccolo possibile l'errore, pero giungono alla convergenza seguendo strade diverse.
Mentre il primo lo minimizza con il vincolo che le funzioni d'onda iniziali e nali soddisno
l'equazione di Schrodinger e sfrutta il metodo del gradiente per passare da una certa ite-
razione a quella successiva, l'altro considera l'errore stesso come un funzionale dipendente
da un set di parametri che costituiscono i coecienti dello sviluppo di Fourier dell'impulso
ottimale e la ricerca del minimo avviene grazie all'algoritmo di Nelder-Mead.
In questa tesi, dopo aver trattato a grandi linee l'informazione quantistica (Capitolo
1) e le proprieta dei circuiti basati sulle giunzioni Josephson (Capitolo 2), si e passati ad
analizzare i principali tipi di qubits in superconduttori (Capitolo 3). In un secondo momento
sono stati descritti gli algoritmi Krotov e CRAB (Capitolo 4), i quali sono stati applicati al
sistema studiato per poter calcolare il segnale ottimale che eettua la porta logica NOT sul




1.1 L'informazione quantistica e i qubits
La nascita e lo sviluppo della meccanica quantistica sono stati di vitale importanza per
una migliore comprensione dei fenomeni naturali a livello fondamentale. Recentemente si
e capito che giocano un ruolo importante anche nell'introduzione di un nuovo concetto di
informazione direttamente connesso alla grande dierenza che c'e tra il mondo della si-
ca classica e quello dei quanti, cos da rappresentare il superamento della 00teoria classica
dell'informazione00. Si parla, allora, di informazione quantistica ogni volta che il contenitore
dell'informazione stessa, che si vuole elaborare, e un sistema sico a due stati che obbe-
disce alle leggi della meccanica quantistica. In analogia con l'informatica 00classica00, l'unita
fondamentale di questo nuovo tipo di informazione e il quantum bit o qubit che e rappre-
sentato da un vettore unitario di uno spazio di Hilbert di dimensione due [1]. Una generica
base ortonormale per questo spazio e di solito indicata con fj0i; j1ig ed e chiamata base
computazionale. Un computer quantistico e allora un 00dispositivo00 in grado di operare su
diversi qubits cioe su una collezione di sistemi quantistici a due livelli1. A dierenza del bit
classico che puo assumere solo uno dei valori 0 e 1, lo stato generico j i di un qubit, grazie
al principio di sovrapposizione della meccanica quantistica, e descritto dalla relazione
j i = j0i+ j1i con jj2 + jj2 = 1 (1.1)
dove  e  sono numeri complessi. Percio questo tipo di bit, oltre a poter essere o nello
stato j0i ( = 0) o nello stato j1i ( = 0), e possibile che possa trovarsi in una qualsiasi
combinazione lineare dei due stati di base al variare dei coecienti  e , come si evince
dalla (1.1). Il fatto che la meccanica quantistica e probabilistica e non deterministica quando
si eettua una misura su un sistema gioca a questo punto un ruolo molto importante nel
1di solito si considerano gli autostati dell'energia di ognuno di questi sistemi: il livello fondamentale e
indicato con j0i e quello eccitato con j1i
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marcare la dierenza con l'informazione classica. Infatti, nella (1.1), jj2 e jj2 sono le
probabilita che il qubit sia rispettivamente nello stato j0i o nello stato j1i dopo una misura
del qubit stesso, la quale proietta lo stato nella base fj0i; j1ig.
Applicando, inoltre, il principio di sovrapposizione ad un registro costituito da un certo
numero di qubits N , e possibile operare su piu di uno stato accessibile dell'intero sistema
nello stesso istante. Questo e noto come parallelismo quantistico e permette di velocizzare
l'elaborazione dell'informazione contenuta nel registro stesso perche, detto in modo semplice,
ore la possibilita di valutare simultaneamente una certa funzione f(x) per diversi valori
della variabile x nell'insieme fx1; :::; xi; :::; x2Ng e ciascun termine f(xi) calcolato inuisce
sul risultato nale interferendo quantisticamente con gli altri. Un computer quantistico e,
quindi, piu 00eciente00 di uno classico ed e adatto per poter risolvere problemi dicili come
la fattorizzazione. E' stato, infatti, dimostrato da Shor [2] che quest'ultimo problema puo
essere risolto, sfruttando i qubits, in un tempo polinomiale e non in un tempo esponenziale
come avviene quando si utilizzano i bits classici.
L'altra peculiare caratteristica della meccanica quantistica che viene utilizzata nell'infor-
mazione quantistica e l'entanglement. Gli stati entangled permettono, infatti, di realizzare
trasferimenti di informazione tra due sistemi in un modo totalmente diverso dall'informa-
tica classica. Sono due i metodi utilizzati per questo scopo: il teletrasporto quantistico e il
superdense-coding. Mentre il primo rende possibile il passaggio del generico qubit (1.1) tra
due punti arbitrariamente distanti attraverso l'uso combinato di stati entangled e di un bit
di informazione classica, con l'altro si puo eettuare il trasferimento di 2 bit classici tramite
un solo qubit sfruttando la condivisione di uno stato entangled tra i punti che si vogliono far
comunicare. In entrambi i casi, grazie proprio agli stati entangled, e soddisfatto il teorema
di non clonazione (no-cloning theorem) il quale aerma che il generico stato del qubit (1.1)
non puo essere copiato perche signicherebbe distruggerlo.
La realizzazione di un computer che opera sui qubits, pero, non e semplice. Il princi-
pale ostacolo per la sua realizzazione sperimentale e la dicolta a mantenere coerente il
computer quantistico. Infatti l'accoppiamento dei qubits (sistema) con l'ambiente esterno
che li circonda (bath) causa la degradazione della coerenza quantistica e quindi il sistema
tende a comportarsi in modo classico. Questo legame induce processi di decoerenza che, in
analogia con l'informatica classica, vengono considerati come errori. Importante e allora il
cosiddetto 00tempo di decoerenza00 Tdec che deve sempre essere maggiore di quello richiesto
dai processi di manipolazione di un qubit Tcomp , solo cos si puo evitare che lo stato quan-
tistico diventi classico a causa dell'ambiente esterno. Agli errori causati dalla decoerenza,
poi, si deve aggiungere anche il 00rumore00 dovuto alle imperfezioni delle porte logiche con
cui si manipolano i qubits, ai processi di misura, alla preparazione dello stato iniziale e
al fatto che il sistema sico che rappresenta il qubit non e mai perfettamente a due stati.
Quindi, oltre ad allungare i tempi di decoerenza attraverso opportune modiche del sistema
sico usato come qubit in modo tale che Tdec > Tcomp , sono state formulate varie tecniche
di correzione degli errori appena trattati, tra cui, ad esempio, la 00fault-tolerant quantum
computation00, che si pregge di eliminarli utilizzando opportuni codici di correzione simili
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a quelli usati nei computer classici [1] [3]. Sono molto importanti, inoltre, l'utilizzo, come
base computazionale, dei vettori che 00generano00 i cosiddetti 00decoherence-free subspaces00,
i quali risultano essere invarianti rispetto alle trasformazioni unitarie associate agli errori
stessi [1] [3], e la tecnica del 00controllo ottimale00 di un qubit, di cui si fa uso in questa tesi
(vedi capitoli 4 e 5).
Per poter sapere quanto gli errori inuenzano il risultato nale di un certo calcolo eseguito
da un calcolatore quantistico, solitamente si utilizza la delity. Quando lo stato del qubit e
puro, questa grandezza e denita dalla relazione
Fp = jh finj guessij2
dove j fini e lo stato nale del qubit, mentre j guessi e lo stato che in realta si vuole
raggiungere cioe quello che si otterrebbe se tutto fosse ideale. Nel caso in cui, invece, lo
stato non e puro la delity e espressa dall'equazione:




















in cui  e  sono rispettivamente la matrice densita che si ottiene al termine del calcolo e
quella che si vorrebbe ottenere. Quindi quanto piu il valore di Fp o di F (; ) e vicino a
uno, tanto piu il risultato ottenuto e quello giusto e non e disturbato dagli errori.
1.2 Le operazioni sui qubits
Una volta codicata una certa informazione in un certo insieme di qubits di solito si
passa alla sua elaborazione. Nei computer classici questo avviene grazie all'utilizzo di varie
porte logiche che modicano in modo opportuno i bits considerati. Allo stesso modo nel caso
quantistico si possono eettuare determinate operazioni elementari sui qubits di un registro,
tenendo conto della dierenza tra meccanica quantistica e mondo classico. Innanzitutto,
per poter capire cosa signichi realizzare una determinata trasformazione di un qubit, e
importante notare che l'equazione (1.1), poiche deve essere soddisfatta la condizione jj2 +
jj2 = 1, puo essere riscritta nella forma piu generale










con , ' e  numeri reali (la fase ei non ha alcuna rilevanza). Le fasi  e ', allora,
possono essere pensati come le coordinate angolari di un punto su una sfera tridimensionale
di raggio unitario chiamata sfera di Bloch che e molto utile per poter 00visualizzare00 le
operazioni sul singolo qubit. Cambiare lo stato di un qubit signica variare i coecienti
 e  o analogamente  e '. Questo puo essere fatto solo attraverso l'applicazione di
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trasformazioni unitarie2 il cui eetto, da un punto di vista geometrico, e quello di ruotare
nella sfera di Bloch il vettore che rappresenta il singolo qubit. Tenendo conto di questo, si
possono considerare innanzitutto le matrici di Pauli. Il loro eetto sul generico qubit j i
scritto nella forma (1.1) e



















= ij1i   ij0i









= j0i   j1i :
In particolare, si puo notare che x realizza la porta logica NOT e quindi una rotazione di
180

attorno all'asse x^ nella sfera di Bloch. A queste si aggiungono, poi, altre trasformazioni:








































Nella computazione classica, poi, molto importante e la porta NOT controllata (Controlled-
NOT o C-NOT) che e a due bit ed esegue il NOT sul 00target00 (secondo qubit) solo se il
00controllo00 (primo qubit) vale 1. La versione quantistica della C-NOT, nella base di due
qubits fj00i; j01i; j10i; j11ig, e rappresentata dalla matrice
UCN = (C-NOT Gate) =
0BB@
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
1CCA :












2il qubit deve rimanere di lunghezza unitaria dato che deve essere soddisfatta jj2 + jj2 = 1
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a seconda che il controllo sia o j0i (spento) o j1i (acceso).
A parte la porta NOT (X o x) e la C-NOT (UCN), le altre operazioni sul singolo qubit
che sono state elencate esistono solo nella computazione quantistica in quanto nel caso clas-
sico non sono ammessi anche cambiamenti della fase del bit proprio perche non vale la
relazione (1.1). Inoltre si puo dimostrare che si possono fare tutte le possibili rotazioni nella
sfera di Bloch utilizzando solo le porte logiche Hadamard (H), Phase (S), =8 (T ) e C-NOT
(UCN) cioe queste ultime rappresentano un set universale di gates quantistici. Nella com-
putazione classica le principali porte logiche sono: AND, OR, NOT, XOR, NOR, NAND e
FANOUT (o COPY). Tra queste, le ultime due possono essere utilizzate per realizzare qual-
siasi operazione logica elementare e quindi bastano per far funzionare un computer classico
[1]. Queste porte compiono operazioni discrete e irreversibili su ciascun bit. Nella com-
putazione quantistica gli operatori unitari realizzano sempre delle trasformazioni continue
e reversibili sul qubit, proprio perche sono unitarie.
1.3 I criteri di DiVincenzo
E' stato discusso da DiVincenzo [4] che per poter realizzare un computer quantistico il
sistema che si considera deve soddisfare alcune proprieta. Si tratta dei cosiddetti criteri di
DiVincenzo:
1. avere un sistema sico scalabile con qubits ben determinati
2. poter inizializzare il sistema di qubits ad uno stato semplice, come j0000  i
3. avere tempi di decoerenza piu lunghi del tempo richiesto dalle porte logiche utilizzate
4. poter realizzare il set universale di quantum gates: single qubits e C-NOT
5. riuscire a misurare uno specico qubit
6. abilita di trasformare i qubits 00stazionari00 in qubits 00volanti00 (00ying qubits00)
7. abilita di trasferire i 00ying qubits00 verso locazioni diverse
Se sono soddisfatti almeno i primi 5 punti allora il dispositivo puo essere considerato un
computer quantistico. Le ultime due proprieta non sono strettamente necessarie anche
questo tipo di computer riesca a fare delle operazioni, sono pero molto importanti per il







I superconduttori (SC) [6] [7] [8] sono metalli che al di sotto di una certa temperatura
critica Tc manifestano due importanti proprieta. La prima e la perfetta conduttivita cioe
una corrente elettrica I che scorre in un metallo di questo tipo non subisce alcuna atten-
uazione, non presenta una resistenza elettrica. L'altra importante proprieta e il perfetto
diamagnetismo. Infatti se si mette un superconduttore in una zona in cui e presente un'in-
duzione magnetica costante Be risultera sempre che quest'ultimo non riesce a penetrare al
suo interno1. Questo avviene perche, grazie all'assenza di resistenza, la corrente indotta
nel metallo SC dal campo esterno He e in grado di generare una magnetizzazione interna
M uguale proprio a  (1=4)Hi, con Hi campo interno, e percio dentro il superconduttore
l'induzione magnetica e nulla: Bi = 0. Questo fenomeno e conosciuto come eetto Meissner
e non e spiegabile con la sola perfetta conduttivita. E' legato, invece, alla formazione delle
cosiddette coppie di Cooper.
Un superconduttore, poi, rimane tale solo se il campo magnetico ad esso applicato e
minore di un certo valore critico Hc. Infatti al di sopra di tale valore il metallo torna ad
essere normale e non valgono piu le proprieta esaminate. Oltre a questo campo esistera
anche una corrente elettrica critica Ic, cos se vale I > Ic lo stato superconduttivo viene
00distrutto00, anche se T < Tc.
Dal punto di vista termodinamico [8], nel passaggio da metallo normale a supercondut-
tore avviene una transizione di fase del secondo ordine nella quale la struttura reticolare
1al contrario il campo H e diverso da zero sia dentro che fuori il superconduttore
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degli atomi resta invariata. Infatti a T = Tc il calore specico del metallo presenta una di-
scontinuita e cambia soltanto il suo contributo elettronico ma non quello cristallino. Inoltre,
considerando l'energia libera di Gibbs in termini delle proprieta magnetiche del supercon-
duttore, si puo dimostrare come un metallo con le suddette proprieta abbia un'entropia
inferiore rispetto a quello normale percio la fase superconduttiva risulta essere piu ordinata.
2.1.2 Coppie di Cooper, teoria BCS e teoria di Ginzburg-Landau
Nei metalli, in generale, gli elettroni di conduzione vengono considerati particelle libere
che occasionalmente interagiscono con le vibrazioni reticolari attraverso processi di scatter-
ing. In questi urti c'e lo scambio di un quanto di vibrazione (fonone) e di solito questa
interazione e poco intensa soprattutto per i metalli normali. Pero, in opportune condizioni
che vengono soddisfatte dai superconduttori, succede che gli elettroni in un intorno del-
l'energia di Fermi EF sentono una vera e propria forza attrattiva tra loro che e possibile
grazie alla mediazione di un fonone virtuale scambiato tra due particelle. Si formano cos le
coppie di Cooper (Cooper-pair) [6] [7] [8] che sono uno 00stato legato00 di due elettroni e la
loro formazione minimizza l'energia del sistema, quindi e un processo energeticamente fa-
vorito. Questo abbassamento dell'energia e maggiore se le due particelle della coppia hanno
vettori d'onda con lo stesso modulo ma di verso opposto cioe k e  k poiche cos aumenta
la probabilita di avere coppie di Cooper. Pero, anche la coppia possa essere realizzata
i due elettroni devono anche avere spin opposto perche il potenziale attrattivo non ha al-
cun eetto su elettroni con la stessa direzione di spin. Quindi in un superconduttore gli
elettroni si legano in coppie di Cooper (k "; k #). Il fatto che lo spin e opposto e molto
importante perche la coppia puo essere considerata come un 00bosone di spin zero00. Allora
lo stato fondamentale del sistema sara quello in cui le coppie si trovano tutte sullo stesso
livello energetico cioe avviene una specie di condensazione di Bose-Einstein. L'insieme delle
coppie di Cooper puo quindi essere descritto da una funzione d'onda macroscopica  SC(r)
che ha una certa ampiezza e una certa fase e che mantiene la coerenza di questa fase su
distanze macroscopiche. Questa e la caratteristica piu importante di un superconduttore.
La formazione delle coppie di Cooper e alla base della teoria BCS [6] [7] che, attraverso
la meccanica quantistica, spiega a livello microscopico la superconduttivita. Secondo la BCS
quando un metallo passa allo stato superconduttivo, intorno al livello di Fermi EF si crea un
gap di energia dipendente dalla temperatura descritto dal gap parameter (T ). Se T = 0
tutti gli elettroni si legano in coppie di Cooper e si dispongono sul livello fondamentale del
superconduttore j SCi che ha energia2 EF  (0) ed e descritto in generale dal ket




2il livello eccitato ha invece energia EF +(0)
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dove vk e uk sono l'ampiezza di probabilita che la coppia
3 (k "; k #) sia rispettivamente
occupata o non occupata4 e soddisfano la relazione jukj2 + jvkj2 = 1; cyk e l'operatore di
creazione di un elettrone con impulso k e spin ; j0i e lo stato in cui non ci sono coppie
e ' e la dierenza di fase tra vk e uk. Come si vede dalla (2.1), j 'i rappresenta uno stato
con una ben denita ', la stessa per ogni elemento della produttoria, ma con un numero
indenito di coppie di Cooper N . Se si passa in trasformata di Fourier si ottiene invece lo
stato










e in questo caso N e denito e ' e completamente indenita (variabile su cui si integra).
Quindi queste due sono variabili quantistiche coniugate per le quali vale la relazione di
indeterminazione
'N  1: (2.3)
Per un campione macroscopico in cui N  1023 sia l'incertezza di N sia quella di ' sono
irrilevanti e la fase puo essere considerata come una variabile semi-classica. Questo pero
non e piu vero se il superconduttore e molto piccolo e le due variabili diventano osservabili
quantistiche. Bisogna poi notare che la ' presente nella (2.1) risulta essere proprio la fase
della funzione d'onda macroscopica del condensato:  SC(r) = j SC(r)jei'.
La teoria BCS, oltre al livello fondamentale, spiega anche gli stati eccitati di un super-
conduttore. Infatti se 0 < T < Tc o se un altro stimolo esterno con un'energia almeno
pari a 2(T ) agisce sul campione, alcune coppie di Cooper si 00rompono00 e si creano le
cosiddette quasi-particelle che sono una sovrapposizione buca-elettrone e rappresentano una
eccitazione elementare del superconduttore stesso. Esse andranno ad occupare il livello ener-
getico EF + (T ). Quindi a temperature intermedie si ha una mescolanza tra questi due
tipi di particelle che possono essere trattate come i costituenti di due uidi indipendenti.
Pero, a dierenza delle coppie di Cooper che scorrono senza attenuazioni, le quasi-particelle
si comportano come normali elettroni e quindi rendono diversa da zero la resistivita del
superconduttore. E' ovvio a questo punto che se T > Tc tutte le coppie di Cooper diven-
tano quasi-particelle e il metallo arriva ad avere la resistenza del suo stato normale e cos
soddisfare le leggi di Ohm.
Un'altro importante approccio teorico che spiega la superconduttivita e la teoria di
Ginzburg-Landau (G-L) [6] [7] [8]. Diversamente da quella BCS, questa teoria si concentra
principalmente sulle coppie di Cooper piuttosto che sulle eccitazioni presenti nel supercon-
duttore, da una descrizione 00macroscopica00 di questo stato della materia. Infatti Ginzburg
e Landau, sulla base della teoria fenomenologica delle transizioni di fase del secondo ordine,
3(k "; k #) non e necessariamente una coppia di Cooper; il modulo di k deve trovarsi in un intorno
dell'impulso di Fermi kF per avere l'attrazione
4vale il principio di Pauli: non ci possono essere due elettroni con lo stesso impulso k e lo stesso spin
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introdussero una pseudo-funzione d'onda complessa  (r) per descrivere l'insieme degli elet-
troni superconduttivi (superelettroni). Questa funzione e chiamata parametro d'ordine e
caratterizza il livello di ordine che si raggiunge dalla fase piu disordinata, per T > Tc, a
quella piu ordinata, per T < Tc. Si assume poi che, ad una data temperatura T nello stato
SC, questo parametro e collegato alla densita locale di superelettroni dalla relazione
npairs(r) = j (r)j2
da cui segue che
 (r) = j (r)jei'(r) = pnpairs ei'(r):
L'ipotesi nale della teoria di G-L e che il parametro d'ordine soddisfa un'equazione simile
a quella di Schrodinger con un termine non lineare da cui si ricava la densita di corrente di
elettroni superconduttivi










con e e m rispettivamente carica e massa di un superelettrone e A(r) potenziale vettore.
L'equazione (2.4) e uguale alla densita di corrente di probabilita in presenza di campo magne-
tico della meccanica quantistica valida per una particella di carica e e massa m. Percio
si puo interpretare  (r) come una funzione d'onda quantistica. Questa interpretazione e
giusticata anche dal fatto che la G-L puo essere ricavata dalla BCS. Infatti cio e possibile se
si considerano temperature vicino Tc e una funzione d'onda BCS direttamente proporzionale
al gap parameter5 e se si pone e = 2e e m = 2me, con e e me rispettivamente carica e
massa dell'elettrone, nell'equazione (2.4) cioe se si fanno coincidere i superelettroni con le
coppie di Cooper. La  (r) puo allora essere identicata con la funzione d'onda quantistica
macroscopica del condensato cioe  (r) =  SC(r).
2.2 Le giunzioni Josephson 00Classiche00
2.2.1 L'eetto Josephson
Quando si considera una giunzione (N-I-N) costituita da due metalli normali separati da
un sottile strato di materiale isolante (1050A), bisogna applicare una tensione ai suoi capi,
in genere piccola, per poter avere il passaggio di corrente elettrica attraverso questo sistema
[7] [8]. Infatti solo cos gli elettroni riescono a superare per eetto tunnel la barriera di
potenziale creata dall'isolante. Se questa stessa giunzione e invece formata da supercondut-
tori (S-I-S), c'e corrente solo se avviene il tunneling di quasi-particelle attraverso l'isolante.
5(T ) e proporzionale al numero di coppie di Cooper
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Questo e possibile soltanto per tensioni maggiori di 2(0)=e, per superconduttori identici6,
perche bisogna creare le quasi-particelle stesse superando il gap di energia. Puo accadere
pero che se il lm di materiale isolante e estremamente sottile (10 15A) le funzioni d'onda
associate ai due superconduttori si estendono al di la della barriera e si sovrappongono in
modo coerente rendendo possibile il tunneling da parte delle coppie di Cooper senza alcu-
na dissipazione. Quindi in un sistema di questo tipo, chiamato giunzione Josephson, puo
scorrere una 00supercorrente00 costituita dalle coppie di elettroni. Questo fenomeno e noto
come eetto Josephson [6] [7]. A seconda del valore della tensione V fornita alla giunzione,
possono vericarsi tre situazioni molto diverse tra loro (vedi Fig. 2.1). Nel caso in cui V = 0
Figura 2.1: curva caratteristica tensione-corrente di una giunzione Josephson. Se V = 0 e presente una
supercorrente continua di valore massimo Ic. Per 0 < V < 2(0=e) scorre una supercorrente alternata
con frequenza  = 2eV=~ (non e riportata nel graco). Inne per V > 2(0)=e e riportata la corrente
di quasi-particelle. E' rappresentata inoltre la retta che rappresenta la prima legge di Ohm valida quando
T > Tc.
(eetto Josephson DC ), una supercorrente continua scorre attraverso la barriera isolante.
Infatti considerando la (2.4) e prendendo come  (r) la sovrapposizione di due diverse fun-
zioni d'onda di Ginzburg-Landau uniformi per i due superconduttori [7],  1 = j 1jei'1 e
 2 = j 2jei'2 , si arriva alla relazione
IJ = Ic sin('1   '2) = Ic sin' : (2.5)
In questa espressione Ic e la corrente critica associata alla giunzione
7 che dipende dalle
proprieta siche della giunzione stessa (lunghezza e sezione dello strato isolante) e va da
6se i superconduttori sono diversi il voltaggio minimo richiesto e (1(0) + 2(0))=e
7massima corrente possibile di superelettroni; correnti maggiori di questa scorrono attraverso la giunzione
solo grazie alle quasi-particelle
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1 A a pochi mA. Quindi, a dierenza del caso in cui lo strato isolante e poco sottile, e
suciente che le fasi delle due funzioni d'onda siano diverse per avere supercorrente anche
se V = 0. Quando invece 0 < V < 2(0)=e la corrente di coppie di Cooper nella giunzione
e oscillante (eetto Josephson AC ) perche, in analogia con la velocita con la quale cambia







Percio questa corrente alternata avra ampiezza Ic e frequenza  = 2eV=~. Infatti integrando
la (2.6) e sostituendo nella (2.5) si ottiene





con '0 costante di integrazione. I
AC
J pero di solito oscilla cos velocemente da essere dicile
da rilevare e per questo non e riportata in Fig. 2.1 9. Inne nel momento in cui la tensione
e tale che V > 2(0)=e non e possibile avere corrente di coppie ma solo di quasi-particelle
che si comportano come gli elettroni normali. Infatti, come si vede dal graco di Fig. 2.1,
la relazione tra corrente e tensione segue la prima legge di Ohm cioe c'e la comparsa di una
resistenza.
Da un punto di vista circuitale, una giunzione Josephson puo essere considerata come











e sfruttando la legge di Faraday V =  LdI
dt
si ottiene





con IJ < Ic (2.7)
dove 0 = h=2e e il usso elementare. Sfruttando di nuovo le relazioni (2.5) e (2.6) si puo
anche calcolare il lavoro elettrico fatto da una (ipotetica) sorgente di corrente IJ nel variare








d(') = cost  EJ cos' (2.8)
dove si e posto EJ  (~Ic=2e) che e il minimo di F . La formula trovata rappresenta
l'energia necessaria anche una coppia di Cooper possa eettuare un tunneling da un
superconduttore all'altro nella giunzione e superare cos la barriera.
8energia fornita al sistema diviso ~
9l'evidenza sperimentale di questa supercorrente AC puo essere ottenuta pilotando la giunzione con una
tensione a radio-frequenza o a microonde [6] [7]
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Bisogna inne notare che nora e stata utilizzata la dierenza di fase ' anche se non e
una quantita invariante per trasformazioni di gauge come del resto e IJ . Allora, per ovviare
a questo problema, si deve sostituire ' con la fase gauge-invariante
  '  2
0
Z
A  ds (2.9)
dove l'integrazione va fatta da un elettrodo all'altro passando per la giunzione con A poten-
ziale vettore e 0 usso elementare. Se pero non e presente un campo magnetico A = 0 vale
 = '. Nel seguito verra usata la lettera ' e non la  per indicare la fase gauge-invariante.
2.2.2 Il modello RCSJ
Finora e stato considerato il comportamento di una giunzione Josephson quando viene
sottoposta ad una certa tensione. Si puo avere, pero, una descrizione piu completa se si
considera una corrente continua Ib come bias del sistema e se si utilizza il modello RCSJ
(resistively and capacitively shunted junction) [6] secondo il quale una giunzione Josephson
piu vicina alla realta puo essere schematizzata come una giunzione ideale, per la quale vale
la (2.5), in parallelo con una resistenza R e un condensatore di capacita C (vedi Fig. 2.2).
La presenza di C e giusticata dal fatto che i due elettrodi superconduttori e il sottile strato
Figura 2.2: schema circuitale di una giunzione Josephson nel modello RCSJ pilotata con una corrente di
bias Ib (input). L'elemento indicato con IJ e la rappresentazione di una giunzione Josephson ideale. E'
riportata anche la dierenza di potenziale ai capi della giunzione V (output).
isolante formano un condensatore. La R, invece, e connessa alla dissipazione dovuta alle
quasi-particelle che si possono creare nei superconduttori della giunzione e quindi dipende
dalla temperatura e dalla tensione applicata. Infatti, per T = 0 , il valore di questa resistenza
e zero se V = 0 (eetto Josephson DC), e diverso da zero nel caso in cui 0 < V < 2(0)=e
(eetto Josephson AC) e raggiunge il suo valore massimo Rn, che corrisponde a quello dei
superconduttori nel loro stato normale, quando V > 2(0)=e . Si consideri allora il circuito
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in Fig. 2.2. Per la legge di Kircho delle correnti vale













_'+ Ic sin' = Ib (2.10)
sfruttando la (2.6). Dividendo poi la (2.10) per Ic e ponendo

















dove  e una variabile temporale adimensionale, !p e la cosiddetta frequenza di plasma e Q
e il fattore di qualita. Si nota subito che la (2.11) e uguale all'equazione di un oscillatore non
lineare forzato in presenza di una forza viscosa10. Considerando invece l'energia EJ = ~Ic=2e








_'+ EJ sin'  ~Ib
2e
= 0 : (2.12)
Se ' viene identicata con la variabile posizione allora si puo dare un'altra interpretazione
al sistema schematizzato in Fig. 2.2 diversa da quella data dalla (2.11). Infatti la (2.12)
puo essere vista come l'equazione del moto di una particella di massa ~2=2EC soggetta al
potenziale
U(') =  EJ cos'  ~Ib
2e
' (2.13)
in presenza della forza dissipativa ( ~2=2ECRC) _' . Vista la forma di U('), riportato in Fig.
2.3, si parla quindi di modello 00tilted-washboard00. Quando Ib = 0 o Ib < Ic la particella si
trova in una delle buche di potenziale che costituiscono U(') e oscilla al suo interno. Passare
da una buca all'altra signica superare una barriera. Come si vede dal graco di Fig. 2.3, se
viene applicata una corrente alla giunzione varia l'00inclinazione00 delle buche e l'altezza delle
diverse barriere si abbassa o si alza a seconda se Ib aumenta o diminuisce. In particolare
per Ib = Ic ogni buca diventa un punto di esso. Percio se Ib > Ic la particella iniziera a
spostarsi verso valori piu bassi di U(') variando la sua 00posizione00 '. In questa situazione,
grazie alla (2.6), ci sara quindi la comparsa di una tensione ai capi della giunzione collegata
10questo giustica i nomi dati ai fattori !p e Q
11vedi formula (2.8)
13
Figura 2.3: graco del potenziale U(') per diversi valori della corrente di bias. E' indicata con un punto
una ipotetica particella inuenzata da questo potenziale.
alla formazione di quasi-particelle nei superconduttori. Questo 00moto00, pero, e condizionato
dal valore assunto dal termine di dissipazione ( ~2=2ECRC) _'. Nella rappresentazione data
dalla (2.11) questo signica che tutto dipende da quanto vale Q. A T = 0, si possono avere
allora due situazioni a seconda del valore di C [6]. Se la capacita della giunzione Josephson
e piccola in modo tale che valga Q  1 (giunzione 00overdamped00), la forza dissipativa e
grande cioe il secondo termine al primo membro della (2.11) domina sulla derivata seconda
della fase. In questa situazione, dalla (2.11) si ottiene che la media temporale della tensione
V ai capi della giunzione vale
V = Rn
q
I2b   I2c (2.14)
da cui si vede che V = 0 se I < Ic e V = RnIb se Ib  Ic. Quando, invece, C e grande
abbastanza da rendere Q > 1 (giunzione 00underdamped00) la funzione V (Ib) presenta un'i-
steresi. Infatti quando Ib passa da zero ad un valore molto grande rispetto alla corrente
critica Ic la tensione va da zero, per Ib  Ic, a V = RnIb, per Ib  Ic . Pero nel momento in
cui si ritorna indietro diminuendo Ib, il voltaggio sara diverso da zero non no a Ib = Ic ma
ntanto che la corrente di bias e maggiore di una cosiddetta corrente di 00intrappolamento00
Ir minore di Ic.
Supponendo di considerare temperature basse rispetto a quella critica Tc e di applicare
alla giunzione o piccoli valori della tensione o correnti minori di quella critica Ic, si potrebbero
trascurare le perdite dovute alla presenza della resistenza R e cos sfruttare maggiormente
la supercorrente di coppie di Cooper12. Infatti se valgono le disuguaglianze
kT  (T ) ~!  (T ) ; (2.15)
con ! = _', l'energia termica o elettrica fornita dall'esterno non basta per poter superare il
gap  e quindi non si creano quasi-particelle che farebbero comparire una resistenza diversa
12basta porre R =1 nelle equazioni precedenti
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da zero nei superconduttori della giunzione. Considerando l'approssimazione in cui sono




_'2   EJ cos'  ~Ib
2e
' (2.16)
che determina l'energia di una particella di velocita _' e massa ~2=4EC sottoposta al poten-
ziale (2.13). La (2.16), quindi, non e altro che l'energia associata alla giunzione Josephson
nel modello RCSJ in assenza di dissipazione.
2.2.3 rf-SQUID e dc-SQUID
Dopo aver esaminato il comportamento di una giunzione Josephson sottoposta ad una
dierenza di potenziale o ad una corrente, si considera ora il caso in cui la giunzione stessa
viene pilotata con un campo magnetico esterno13 B di usso b(B). Questo e possibile se si
utilizzano o l'rf-SQUID o il dc-SQUID, che sono dispositivi basati sulle giunzioni Josephson
e che sfruttano l'interferenza quantistica (vedi Fig. 2.4) [6] [7].
rf-SQUID
L'rf-SQUID e un anello superconduttore in cui e presente una sola giunzione Josephson
ed e solitamente controllato con un campo magnetico generato da una corrente alternata
Irf con frequenza radio
14 (vedi Fig. 2.4a). Supponendo che questo dispositivo si comporti
secondo il modello RCSJ (vedi Fig. 2.2) con l'aggiunta di una induttanza L in parallelo a














dove rf = b(B) e il usso del campo esterno generato da Irf con cui viene pilotato il
circuito;  e il usso generato dalla corrente nell'anello ed e legato alla presenza di L; ' e la






13il circuito, se percorso da corrente, genera esso stesso un campo magnetico che si sommera a quello
esterno
14tipicamente compresa tra 20 e 30 MHz. Cos l'energia di oscillazione del campo risulta essere al di sotto
del gap  del superconduttore e non distrugge la fase superconduttiva
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Figura 2.4: a) rf-SQUID accoppiato con una induttanza in cui scorre una corrente alternata alle radio-
frequenze Irf . b) dc-SQUID pilotato con una corrente di bias Ib. In entrambi i casi  e il usso del
campo generato dalla supercorrente presente nel circuito che viene modicato da b. In blu sono indicate
le giunzioni.










('  'rf ) = 0
con 'rf = 2rf=0 . Introducendo poi l'energia magnetica EL  20=42L e facendo uso








_'+ EJ sin'+ EL('  'rf ) = 0 : (2.19)
Analogamente a quanto visto per l'equazione (2.12), la (2.19) descrive il moto di una
particella nel potenziale
U(') =  EJ cos'+ EL
2
('  'rf )2 (2.20)
che ha in questo caso la forma di una doppia buca se 'rf = (2n + 1) (oppure rf =
(2n + 1)0=2) o di una singola buca se 'rf = 2n (oppure rf = n0) (vedi Fig. 2.5).
Mentre nella prima situazione nell'rf-SQUID sono possibili due 00stati00 di correnti di coppie
di Cooper con la stessa intensita ma in direzioni opposte15, nel secondo caso il potenziale
(2.20) ha un solo minimo in ' = 'rf e quindi e ammessa una sola corrente.
Nell'ipotesi in cui sono valide le disuguaglianze (2.15) cioe se si eliminano i termini
dissipativi cos come e stato fatto per il modello RCSJ, si puo inne calcolare l'hamiltoniana
15la particella o e nella buca di sinistra o in quella di destra. La corrente va calcolata con la (2.5) nei
minimi di U(') che si trovano in ' =  'min e ' = +'min
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Figura 2.5: graco dei due possibili andamenti del potenziale U(') di un rf-SQUID: 'rf = (2n + 1)
(linea continua) e 'rf = 2n (linea tratteggiata). Entrambi i graci sono stati sovrapposti per permettere
il confronto dei minimi e per realizzarli e stata considerata la condizione EJ  EL.




_'2   EJ cos'+ EL
2
('  'rf )2 (2.21)
che descrive l'energia di questo tipo di SQUID in funzione della fase della giunzione e del
campo esterno.
dc-SQUID
Il dc-SQUID e invece un circuito chiuso superconduttore in cui si trovano due o piu
giunzioni Josephson. In genere questo dispositivo e collegato ad una corrente continua di
bias Ib ed e sottoposto ad un campo magnetico esterno di usso b(B) a cui e associata la
fase 'b attraverso la (2.18) (vedi Fig. 2.4b). Se si considera un dispositivo di questo tipo
con due giunzioni in parallelo come quello di Fig. 2.4b e si applica a questo la legge di
Kircho tenendo conto del modello RCSJ con in piu un'induttanza L, come e stato fatto













+ Ic1 sin'1   Ic2 sin'2 + 1
L
(1 + 2) =
1
L
b + Ib (2.22)
in cui L e stata considerata uguale per le due giunzioni; '1 e '2 sono le fasi gauge-invarianti
delle due correnti di Josephson che circolano nell'anello16, con il segno riferito alla direzione
16il loro verso rispecchia il fatto che in assenza di Ib nell'anello circola comunque corrente di coppie di
Cooper in senso orario o antiorario
17
di Ib (vedi Fig. 2.4b)
17; 1 e 2 sono i ussi legati alla presenza di L nelle due giun-
zioni. Introducendo una corrente critica ecace ed una fase ecace si puo scrivere allora la
relazione
Ic1 sin'1   Ic2 sin'2 = Iceff sin'eff (2.23)
e supponendo che l'induttanza L del circuito sia molto piccola in modo tale che le correnti
che circolano nello SQUID, visto come elemento induttivo, abbiano un'energia magnetica
trascurabile18 si puo porre19
1 + 2 ' b ) '1 + '2 = 'b : (2.24)
Quindi, grazie alle relazioni (2.23) e (2.24), risulta che il sistema descritto dalla (2.22) e
analogo al caso gia trattato nel paragrafo 2.2.2 in cui una giunzione e pilotata con una
corrente di bias. A questo punto, sfruttando le variabili '  ('1  '2)=2, attraverso la















che dipendono dal usso del campo magnetico esterno e rappresentano la corrente critica
e la fase della giunzione equivalente a quelle che costituiscono il dc-SQUID. In particolare,
nell'ipotesi in cui vale Ic1 = Ic2 = Ic, le (2.25) diventano
Iceff = 2Ic cos(
'b
2
) 'eff = '  :
Percio, in analogia con la (2.16), considerando soddisfatte le (2.15) e che la capacita totale









dove in questo caso EC = (2e)
2=2(C1 + C2) e ' = 'eff = ('1   '2)=2. Quindi, a dierenza
del caso in cui non e presente il campo magnetico di bias, se b(B) 6= 0 e possibile modulare
la corrente critica della giunzione la quale ha un andamento oscillante in funzione del usso
di bias. Per questo motivo il dc-SQUID viene di solito utilizzato come magnetometro: viene
misurato il usso di un campo magnetico in unita di 0 facendo una misura di Iceff che si
ottiene tenendo conto della comparsa di una dierenza di potenziale ai capi del dc-SQUID
appena vale Ib  Iceff come visto nel paragrafo 2.2.2. Di solito si utilizzano giunzioni00overdamped00 per le quali vale la (2.14), evitando cos la presenza dell'isteresi.
17come si vede da Fig. 2.4b, se il verso di Ib e quello positivo allora la corrente collegata a '1 e positiva
mentre quella legata a '2 e negativa
18il campo magnetico varia solo la fase dei superconduttori
19moltiplicando ambo i membri della (2.22) per L si ottiene un'equazione in cui sono presenti tutti i
contributi al usso totale b + LIb e trascurando l'induttanza si ottiene la (2.24)
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2.3 Le giunzioni Josephson 00Piccole00
2.3.1 Giunzioni Josephson quantistiche
Nei paragra precedenti sono state considerate giunzioni Josephson 00macroscopiche00 per
le quali non vale la relazione di indeterminazione (2.3). Infatti la fase ' e stata trattata
come una variabile semi-classica di valore ben denito e non si e tenuto conto del numero di
coppie di Cooper N che costituiscono la supercorrente. Pero se le giunzioni prese in esame
sono abbastanza piccole, la natura quantistica di ' e N diventa importante. Questo avviene
se l'energia di carica Ec associata al condensatore a facce piane e parallele formato dalla
giunzione e grande rispetto alle uttuazioni termiche e a quelle quantistiche [6]. Infatti in
questo modo il numero di coppie che attraversano la giunzione stessa diminuisce drastica-
mente20 ed e quindi la (2.3) che determina la precisione con cui possono essere conosciute
' e N . Sono due allora le condizioni che devono essere soddisfatte anche una giunzione








e quindi una temperatura T  1K implica che la capacita deve essere C < 10 15 F a cui
corrisponde una supercie della giunzione S = dC="0 < 10
 8cm2 dove d  10A e lo spessore








) Rt > 2~
e2
 RQ  6k
 (2.28)
dove E e t sono le incertezze quantistiche rispettivamente sull'energia e sul tempo21 che
soddisfano la relazione di indeterminazione Et  ~ ; Rt e la cosiddetta resistenza di
tunneling ed e inversamente proporzionale al coeciente di trasmissione legato all'eetto
tunnel attraverso la giunzione22; RQ = h=4e
2 e la resistenza quantistica. Percio avere
una Rt grande rispetto a RQ signica che l'energia di carica e maggiore delle uttuazioni
quantistiche.
A questo punto si consideri una singola giunzione a T = 0 schematizzata come nel
modello RCSJ, senza tener conto delle perdite legate alla R in parallelo, e isolata cioe non
collegata a sorgenti esterne di corrente, tensione o campo magnetico. L'hamiltoniana classica




CV 2   EJ cos' = ~
2
4EC
_'2   EJ cos' (2.29)
20tipicamente N  1022 se la giunzione e 00macroscopica00
21e legato alla vita media di una carica sul condensatore
22puo essere pensata come l'impedenza associata alla giunzione ideale considerata nel modello RCSJ.
Nelle giunzioni piccole ha un valore grande rispetto a RQ
23basta porre Ib = 0 nella (2.16)
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con EC = (2e)
2=2C e EJ = ~Ic=2e rispettivamente energia di carica e energia Josephson
(2.8). Facendo riferimento al formalismo hamiltoniano e considerando la (2.29) come l'e-
nergia di una particella di massa ~2=4EC sottoposta al potenziale  EJ cos', si vede che












Q = ~N :












e si ottiene cos la versione quantistica24 della (2.29)
H =  EC @
2
@'2
  EJ cos' (2.30)
dove H, N e ' vanno ora considerati come operatori. La (2.30) e analoga all'hamiltoniana
del problema degli elettroni nei cristalli e quindi i suoi autostati sono funzioni di Bloch
e i corrispondenti autovalori sono sotto forma di bande di energia (simili a quelle di Fig.
2.7). Pero si possono presentare due situazioni a seconda di quale dei due contributi, ci-
netico o potenziale, e dominante. Si tratta di due limiti semi-classici distinguibili attraverso
il parametro adimensionale y  EC=EJ . Nel caso in cui y  1 l'energia rilevante e il
potenziale e non l'energia cinetica della particella. Percio si puo pensare che la particella
stessa resti connata in una delle buche di  EJ cos' con un valore della 00posizione00 ' ben
preciso. Usando il metodo variazionale per calcolare funzione d'onda ed energia del livello
fondamentale della (2.30) in questo limite, si ottengono infatti le relazioni













ed e subito evidente come la funzione d'onda gaussiana25 ricavata e sensibilmente diversa
da zero solo in un intorno del suo valore massimo  ('max) e l'energia del fondamentale
dipende al primo ordine da EJ . Quando, invece, e vericata la condizione y  1 l'ipotetica
particella per la quale vale la (2.30) ha un'energia cinetica tale da non permettergli di avere
24in realta si dovrebbe considerare prima la lagrangiana L('; _') del sistema e poi ricavare da questa
l'hamiltoniana H(p; ') = p _'   L('; _') con l'impulso p = @L('; _')=@ _' ma in questo semplice caso vale
p = mv e quindi si puo tralasciare L e passare direttamente a H con la semplice sostituzione v = p=m
25 e la semi-larghezza a meta altezza della gaussiana ed e usata come parametro variazionale
20
una ' ssata e si sposta da una buca all'altra del potenziale. Infatti si possono ricavare
variazionalmente le quantita






da cui si evince che la funzione d'onda calcolata26 da una probabilita di trovare la particella
in diversi valori della 00posizione00 ' cioe quest'ultima non e ben denita e l'energia dipende
al secondo ordine da EJ . Quindi a seconda se domina EC o EJ risulta essere ben denito
rispettivamente o il numero di coppie di Cooper N oppure la fase '. Questo permette di
capire quale rappresentazione, di ' o di N , e quale tra le due basi (2.1) e (2.2) conviene
utilizzare.
2.3.2 Macroscopic Quantum Tunneling, Coulomb blockade
e Coulomb staircase
A dierenza delle giunzioni Josephson 00classiche00, quando si considerano giunzioni per
le quali sia N che ' sono osservabili quantistiche, bisogna tener conto della possibilita che
si possa vericare l'eetto tunnel. Si possono presentare due situazioni diverse a seconda se
si utilizza la fase o il numero di coppie di Cooper per descrivere il sistema.
Nel caso in cui si fa uso della rappresentazione in termini di ', utilizzabile ad esempio
quando e soddisfatta la condizione y = EC=EJ  1, e si interpreta la fase come la variabile
posizione di una certa particella, allora puo succedere che il potenziale a cui e sottoposta la
particella stessa abbia la forma di una barriera e attraverso di essa puo avvenire il tunneling.
Pero questo attraversamento non riguarda un singolo elettrone, ma un insieme macroscopico
di particelle (coppie di Cooper o quasi-particelle) descritto dalla fase '. Per questo motivo si
parla di eetto tunnel macroscopico (MQT: Macroscopic Quantum Tunneling) [6]. Infatti,
nel caso di una giunzione Josephson per la quale e valido il modello RCSJ e che soddisfa
le relazioni (2.27) e (2.28), una particella connata in una buca del potenziale 00tilted-
washboard00 (2.13) puo andare in quella successiva grazie al MQT e cos il sistema passa
dallo stato in cui la tensione ai capi della giunzione e zero a quello in cui e invece presente
una dierenza di potenziale senza necessariamente superare la corrente critica Ic (vedi Fig.
2.3). Esattamente lo stesso fenomeno avviene per il dc-SQUID vista la somiglianza tra le
hamiltoniane (2.16) e (2.26). Anche per un rf-SQUID 00piccolo00 descritto in termini della fase
l'eetto tunnel legato a ' diventa importante. Infatti quando il campo magnetico esterno
e tale che il usso associato soddisfa la condizione 'rf = (2n + 1) e cos il potenziale
(2.20) risulta essere formato da due buche (vedi Fig. 2.5), il MQT rende diversa da zero
la probabilita che una particella possa passare dalla buca di destra a quella di sinistra e
viceversa e non rimanere connata in una delle due. Quindi e possibile avere uno stato di
26il coeciente a e usato come parametro variazionale
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sovrapposizione quantistica in cui una supercorrente o scorre in senso antiorario o in quello
orario.
Invece, nella situazione in cui la variabile N e corretta per la descrizione della giunzione,
come quando vale y  1, l'eetto tunnel che bisogna considerare e quello delle coppie di
Cooper o delle quasi-particelle attraverso la giunzione stessa. Il numero delle coppie N
che eettuano il tunneling nell'unita di tempo, in questo caso, deve assumere un valore
ben denito discreto e bisogna poterlo controllare. Se sono soddisfatte le condizioni (2.27)
e (2.28) e possibile in linea di principio avere il passaggio di coppie o di quasi-particelle
attraverso una giunzione a T = 0 pilotata con una tensione solo se il potenziale applicato
e maggiore di un certo valore. Questo fenomeno e chiamato 00Coulomb blockade 00 [6] e si
basa sul fatto che l'energia che bisogna fornire al sistema deve essere tale che l'energia
elettrostatica EC legata alla capacita della giunzione possa essere superata e cos una o piu
coppie o quasi-particelle possono attraversare la giunzione stessa. In questo modo si puo
controllare l'eetto tunnel permettendo il passaggio solo di un certo numero di portatori
di carica nell'unita di tempo. Il graco I(V ) e allora diverso da quello delle giunzioni
Josephson classiche e per V < 2(0)=e ha la forma di una scala. Si parla in questo caso
di 00Coulomb staircase 00 [6]. Partendo da V = 0 la corrente attraverso la giunzione e diversa
da zero appena viene superato il valore della tensione oltre il quale non vale piu il Coulomb
blockade27 e cos c'e il tunneling di una particella nell'unita di tempo. La I cos creata si
mantiene costante ntanto che V e minore del valore che permette a due particelle nell'unita
di tempo di avere un'energia superiore a EC . Se questa tensione viene superata si crea un
secondo gradino a cui corrisponde una corrente maggiore28. Andando avanti in questo modo
si ottiene il graco a scala. La periodicita con cui compaiono i gradini varia a seconda del
valore di EC . Infatti se EC  EJ si ritorna al caso delle giunzioni classiche e i gradini sono
assenti; quando EJ < EC < (0) c'e un gradino ogni volta che la carica aumenta di 2e cioe
si ha il tunneling di coppie di Cooper; invece se vale EJ < (0) < EC l'eetto tunnel e
possibile solo per le quasi-particelle e quindi la periodicita dei gradini e legata alla carica
del singolo elettrone [6].
In realta utilizzando una singola giunzione non e possibile rivelare i due fenomeni de-
scritti perche la carica in questo caso assume sempre valori continui. Non si riesce quindi
a localizzare le coppie di Cooper o le quasi-particelle sulle lastre del condensatore formato
dalla giunzione29. Questo avviene soprattutto perche i li connessi agli elettrodi del sistema
non possono essere schematizzati, come nel caso ideale, mediante una resistenza innita a
tutte le frequenze, posta in parallelo alla giunzione stessa a sua volta descritta dal model-
lo RCSJ [6]. Nella situazione reale questo e vero per la resistenza DC Rqp, connessa alle
quasi-particelle, la quale e in genere molto grande a basse temperature e soddisfa quindi
27a causa del Coulomb blockade in assenza di tensione non vale l'eetto Josephson DC cioe non e presente
la corrente di superelettroni che attraversa la giunzione
28ora sono due le particelle che attraversano la giunzione nell'unita di tempo
29questo equivale a dire che il tempo speso da un elettrone ai capi della giunzione e piccolo rispetto alla
vita media t considerata nella (2.28)
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la (2.28)30. Alla Rqp pero bisogna aggiungere anche Z1 cioe l'impedenza dei li alle alte
frequenze. L'importanza di quest'ultime e legata al fatto che in genere le frequenze carat-
teristiche dei processi dinamici delle giunzioni nora considerate, come ad esempio quella
dell'eetto Josephson AC, sono dell'ordine di 10111012 Hz. Allora interpretando entrambi
i li come linee di trasmissione, si puo vedere che vale Z1  Z0=2  100
 < RQ con
Z0 impedenza caratteristica del vuoto [6]. Percio, in una semplice giunzione Josephson
piccola per la quale y  1, N non puo essere considerata una variabile quantistica e non
puo assumere valori discreti a causa della presenza di Z1. Per risolvere questo problema si
puo utilizzare un sistema costituito da una piccola 00isola00 superconduttrice collegata a due
elettrodi superconduttori per mezzo di due giunzioni Josephson. In questo modo e possibile
localizzare una certa carica discreta sull'isola poiche ciascuna giunzione in questa congu-
razione e isolata, da un lato, dalla bassa resistenza dei li attraverso un grande valore di
Rt e la bassa capacita C dell'altra giunzione cos la resistenza totale sui due lati dell'isola
stessa risulta essere maggiore di quella quantistica RQ. Solo cos il Coulomb blockade e il
Coulomb staircase si possono manifestare.
2.3.3 Cooper-pair Box
Il sistema considerato alla ne del paragrafo precedente formato da un'isola supercon-
duttrice collegata ad una tensione mediante due giunzioni Josephson, puo essere posto in
uno stato di equilibrio caratterizzato da un preciso valore discreto di N sull'isola e da una
corrente nulla attraverso le giunzioni grazie al Coulomb blockade. Questo e possibile se la
carica dell'isola viene direttamente controllata mediante una tensione di gate Vg tramite un
condensatore di capacita Cg. Si ottiene cos che il valor medio di N in funzione di CgVg=2e
presenta le caratteristiche del Coulomb staircase gia discusse (vedi Fig. 2.7a). Un sistema
di questo tipo e chiamato Cooper-pair box. Questo dispositivo, nella sua congurazione
piu semplice, e formato da un'isola collegata da un lato ad un elettrodo superconduttore
attraverso una giunzione Josephson e dall'altro al potenziale di gate Vg (vedi Fig. 2.6a)
[11]. Si consideri allora un Cooper-pair box con singola giunzione a T = 0. Se la giunzione
stessa ha capacita C, energia data dalla (2.8) e dissipazione dovuta alle quasi-particelle
nulla (Rqp = 1) e tenendo conto del fatto che l'energia elettrostatica, come si e visto nel








Cg(Vg   V )2 + EJ cos' (2.31)
dove V e la tensione ai capi della giunzione e Vg   V e la dierenza di potenziale ai capi
del condensatore di gate. In termini delle fasi gauge-invarianti, grazie alla (2.6), la (2.31)
30anche la resistenza di tunneling Rt in parallelo con Rqp soddisfa la (2.28) dato che y  1
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Figura 2.6: a) Cooper-pair box con singola giunzione (parte blu) di capacita C ed energia EJ ; l'isola
superconduttrice e accoppiata ad una tensione di gate Vg tramite una capacita Cg. b) schema circuitale del
Cooper-pair box ragurato in a) in cui sono indicate anche le varie fasi gauge-invarianti; N e il numero di
coppie di Cooper presenti sull'isola la cui fase e 1; le frecce indicano il verso della corrente. c) Cooper-pair








(C _'2 + Cg _'
2
g) + EJ cos' (2.32)
in cui ' e la fase associata alla giunzione e 'g e quella legata alla capacita di gate. Facendo
riferimento alla Fig. 2.6b, si possono esprimere ' e 'g in termini delle fasi relative a ciascun
elemento superconduttivo che costituisce il sistema:
' = 1   0 'g = 2   1
dove 0 e 2 sono le fasi semi-classiche dei due elettrodi macroscopici e 1 e la fase dell'isola
superconduttrice ed e una variabile quantistica. Derivando rispetto al tempo e sfruttando
nuovamente la (2.6) si ottengono le relazioni







(Vg   V ) = 2e~ Vg : (2.34)
Imponendo che _0 = 0 cioe si mette a massa l'elettrodo del CPB, le formule (2.33) e (2.34)
diventano

























+ EJ cos' (2.35)
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dove C = C + Cg. A questo punto per poter ricavare l'hamiltoniana bisogna calcolare
l'impulso coniugato p della variabile 1 che e legato al numero di coppie di Cooper presenti












con Ng =  CgVg=2e carica di gate normalizzata, che porta alla formula
H = p _1   L = EC(N  Ng)2   EJ cos' (2.36)
in cui L e la relazione (2.35), sono stati omessi i termini che non dipendono da N e da
' e l'energia di carica e EC = (2e)
2=2C. Dato che solitamente il Cooper-pair box viene
utilizzato nel regime in cui EC  EJ , conviene esprimere la (2.36) in termini della base data













jN + 1ihN j+ jNihN + 1j

(2.37)
in cui N puo assumere solo valori discreti multipli di 2e o di e, mentre Ng e una variabile con-
tinua. I livelli energetici della (2.37), simili alle bande di energia che descrivono gli elettroni
nei cristalli, sono ragurati in Fig. 2.7b al variare della carica normalizzata Ng presente
sulla capacita di gate. In assenza di EJ (linee tratteggiate di Fig. 2.7b) questi livelli sono
formati da una serie di parabole, corrispondenti a diversi valori di N , che hanno il vertice
posto nei punti in cui Ng = N e che si intersecano quando Ng = (2N  1)=2. L'intersezione
corrisponde proprio al valore della tensione di gate che permette di avere l'eetto tunnel
e quindi una corrente puo attraversare la giunzione: il passaggio delle coppie di Cooper
non e piu proibito dal Coulomb blockade e il sistema si trova in una sovrapposizione degli
stati degeneri jNi e jN  1i. Quindi in questa condizione si puo variare lo stato di carica
dell'isola. Se invece l'energia EJ e diversa da zero (linee continue di Fig. 2.7b), il termine di
Josephson mescola gli stati con diverso N e nei punti di degenerazione (Ng = (2N  1)=2)
si crea un gap di energia.
Di solito per realizzare un Cooper-pair box si utilizza un'isola connessa a due giunzioni
Josephson a loro volta collegate tra loro in modo tale da avere la stessa geometria di un
dc-SQUID (vedi Fig. 2.6c). In questo modo, oltre a Ng, si puo variare dall'esterno anche
l'energia EJ del dispositivo tramite un campo magnetico come visto per la (2.26).
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Figura 2.7: a) valor medio del numero di coppie di Cooper presenti sull'isola di un Cooper-pair box in
funzione del modulo della carica di gate normalizzata Ng. E' evidente il Coulomb staircase. La pendenza
del graco nel passaggio da uno stato di carica ad un altro dipende dal rapporto y = EC=EJ . b) graco
dei livelli energetici della (2.37) in funzione del modulo della carica di gate normalizzata Ng. Sono indicate
con linee tratteggiate le diverse parabole che rappresentano i diversi valori dell'energia del sistema quando
EJ = 0 . Le linee continue si riferiscono invece al caso in cui EJ 6= 0 e la banda superiore e quella inferiore




La realizzazione sica dei qubits e fondamentale per la costruzione di un computer quan-
tistico. Si pone allora il problema di stabilire quali dispositivi sono i migliori candidati per
la loro fabbricazione. Questa scelta deve essere fatta tenendo conto di alcune caratteristiche
basilari che un qubit deve possedere. Innanzitutto e importante che il sistema utilizzato
come bit quantistico sia il piu possibile a due stati. Quindi deve avere livelli energetici non
equispaziati cioe deve comportarsi in modo non lineare. In particolare i livelli che rappre-
sentano la base computazionale, j0i e j1i, devono essere isolati dagli altri nel senso che la
loro frequenza di transizione deve essere molto diversa da quella richiesta per passare da
uno stato energetico all'altro, in genere piu piccola. Questo deve valere soprattutto per j1i
e j2i i quali e bene che siano molto distanti tra loro energeticamente rispetto alla quantita
di energia che separa gli stati del qubit vero e proprio.
Un altro aspetto di cui tenere conto per la costruzione di un qubit e quello di rendere
minima la dissipazione e cos non avere perdite di energia quando si svolge qualsiasi opera-
zione sul dispositivo. Questa e una condizione necessaria ma non suciente per preservare
il sistema dalla decoerenza. A questo bisogna aggiungere la possibilita di lavorare a basse
temperature cos si limita il rumore termico. Tutto questo e ovviamente facilitato se il
dispositivo o addirittura un intero registro quantistico non occupano molto spazio.
Un dispositivo che soddisfa queste richieste e sicuramente la giunzione Josephson 00piccola00
[12]. Infatti, come e stato visto nel capitolo precedente, si comporta come un'induttanza
non lineare (vedi relazione (2.7)) ed e fatto con metallo superconduttore quindi dissipa un'e-
nergia quasi nulla e funziona solo alle bassissime temperature. Inoltre questo dispositivo a
stato solido puo avere dimensioni del micron e per questo molte sue copie possono essere
facilmente poste all'interno di circuiti integrati.
Le giunzioni Josephson 00piccole00 possono essere sfruttate per realizzare tre tipi di qubits
superconduttivi [5] [9] [10] [12]: di usso [18], di carica [19] e di fase [20] [31].
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3.1 Qubits di fase
I qubits superconduttori di fase vengono realizzati attraverso una giunzione Josephson
pilotata con una corrente di bias Ie. Come e stato visto nel paragrafo 2.2.2, l'hamiltoniana
di questo sistema e data dalla relazione (2.16) che puo essere pensata come l'energia di una
particella di massa ~2=2EC che si muove soggetta al potenziale 00tilted-washboard00 U(') di
Fig. 2.3. Se la giunzione e 00piccola00, il numero di coppie di Cooper N e la fase macroscopica
' possono essere considerate variabili quantistiche e la (2.16) diventa
H =  EC @
2
@'2
  EJ cos'  Ie0
2




dove EC = (2e)
2=2C, EJ = ~Ic=2e e 0 e il usso elementare. Quindi all'interno di ogni
buca di potenziale che costituisce U(') l'energia e quantizzata e la particella connata al
suo interno puo assumere solo ben determinati valori dell'energia corrispondenti agli stati
legati del sistema. Vista la natura non lineare del potenziale, i livelli energetici non sono
equispaziati e corrispondono agli stati accessibili del sistema, il cui numero n dipende
dall'altezza della barriera di potenziale U che separa due buche contigue. Infatti risulta
che k cresce all'aumentare di U . Sviluppando il potenziale U(') in termini di '3 nel caso
in cui la corrente di bias Ie e molto vicina a quella critica Ic , e possibile ricavare l'altezza













che dipende dal valore di Ie. Inoltre si puo supporre che la particella oscilli all'interno di












che puo essere ricavata imponendo che la giunzione si comporti come un'induttanza non line-
are data dalla formula (2.7)1. Pero, tenendo conto dell'eetto tunnel macroscopico (MQT),
puo succedere che la particella stessa resti connata all'interno di una buca solo entro una
certa probabilita, che ovviamente dipende da U e da !p.
Anche la giunzione considerata possa essere utilizzata come qubit, si deve fare in modo
che n non sia troppo elevato, che il livello fondamentale e il primo eccitato si trovino piu
vicini possibile al fondo della buca e che la probabilita di avere eetto tunnel attraverso
la barriera sia vicino a zero. Questo e possibile se valgono le disuguaglianze EC  EJ e




Ie < IC in quanto in queste condizioni l'energia cinetica della particella e molto piu piccola
di quella potenziale e cos gli stati che vengono occupati sono quelli con energia piu bassa
j0i e j1i; inoltre l'altezza della barriera e tale da annullare il passaggio in una buca vicina.




dove z e la matrice di Pauli, mentre  = E1   E0 = ~!01 e la dierenza di energia tra
i due livelli j0i e j1i la cui frequenza di transizione, ottenuta sfruttando la teoria delle









Quando, oltre a Ie, si fornisce al sistema anche una corrente esterna Iw(t) = I cos(!t+)
in risonanza con il sistema (! = !01)
2, diventa possibile eettuare una qualunque operazione
sul qubit. Infatti la fase  denisce la componente dell'asse di rotazione nella sfera di Bloch
che si trova sul piano x^  y^ e attraverso l'ampiezza I e la durata T si puo stabilire l'angolo








e quindi, grazie alla presenza della matrice di Pauli x, si puo eettuare una qualsiasi
rotazione attorno l'asse x^ (vedi Appendice A). In particolare se lo stato iniziale e j0i o j1i e
l'intensita e la durata del segnale Iw(t) sono tali che 2T = , allora e possibile eettuare
l'operazione logica NOT.
3.2 Qubits di usso
Il dispositivo rf-SQUID e utile per poter costruire i qubits superconduttori di usso
sfruttando le correnti di coppie di Cooper che circolano sulla sua supercie in senso anti-
orario (usso verso l'alto) oppure orario (usso verso il basso). Questo sistema e sottoposto
in genere ad un campo magnetico di bias generato da una corrente a radio-frequenza e
l'hamiltoniana (2.21) che lo descrive, nel caso in cui N e ' sono osservabili quantistiche,
diventa
H =  EC @
2
@'2
  EJ cos'+ EL
2




2questa frequenza e tipicamente nelle microonde
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dove EC = (2e)
2=2C e EL = 
2
0=4
2L (vedi paragrafo 2.2.3). Analogamente al precedente
paragrafo, anche questa relazione puo essere pensata come l'energia di una particella di
massa ~2=2EC sottoposta al potenziale U('). Considerando il regime in cui EJ  EC ,
quest'ultimo puo assumere una forma diversa a seconda del valore del usso esterno legato
a 'rf (vedi Fig. 2.5), pero per poter realizzare un qubit di usso bisogna considerare il caso
in cui e costituito da due buche, percio deve valere 'rf '  che equivale a rf ' 0=2.
Anche in queste condizioni il potenziale resta comunque complicato e quindi risulta dicile
ricavare delle espressioni analitiche per gli autovalori e gli autovettori di questo sistema.
Bisogna fare una trattazione qualitativa per poter capire il funzionamento di questo tipo di
qubit.
Figura 3.1: a) energia potenziale quando non e presente il MQT per il caso 'rf = . E' composto dai
due potenziali Ul e Ur. All'interno delle buche e indicato il livello fondamentale b) energia potenziale in
presenza del MQT con 'rf = . Il livello fondamentale si splitta e i due livelli cos creati sono separati da
un'energia pari a .
Per prima cosa si consideri la situazione in cui 'rf sia esattamente  in modo tale che le
due buche di potenziale siano simmetriche e si supponga che l'eetto tunnel macroscopico
(MQT) sia assente cioe la barriera di potenziale tra le due buche e innitamente alta. La
particella, allora, si trova o nel livello fondamentale della buca di destra oppure in quello
della buca di sinistra e quindi il suo stato e o jri o jli rispettivamente3. L'energia e invece
determinata dalle hamiltoniane Hl e Hr che tengono conto rispettivamente dei potenziali Ul
e Ur (vedi Fig. 3.1a)e soddisfano le relazioni
Hljli = Eljli Hrjri = Erjri
in cui El e Er sono le energie dei livelli fondamentali delle due buche. Dato che si sta
considerando il caso in cui 'rf = , queste energie El e Er risultano essere uguali. Dal
punto di vista macroscopico, jli rappresenta lo stato in cui la supercorrente gira in senso
3poiche si ha a che fare con un problema quantistico, nelle due buche sono presenti solo livelli energetici
quantizzati
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antiorario nell'rf-SQUID e jri e quello stato che si riferisce alla corrente di coppie che circola
in senso orario, o viceversa.
Quando si ammette la possibilita che la particella possa attraversare per eetto tunnel
la barriera, accade che il livello fondamentale presente nelle due buche si splitta in due (vedi
Fig. 3.1b) perche e degenere e lo stato della particella stessa e quindi del qubit non e piu
puro, o jli o jri, ma a causa del MQT puo essere o (jli + jri)=p2 (livello fondamentale)
o (jli   jri)=p2 (primo eccitato). La distanza in energia tra i due nuovi livelli cos creati
vale  ed e molto piccola rispetto a quella che li separa dagli stati eccitati. Quindi questo
sottosistema a due stati rappresenta proprio il qubit di usso la cui base computazionale e
composta dagli stati jli e jri, anche se non sono gli autostati dell'hamiltoniana del sistema.
Finora e stato posto 'rf =  cioe e stato considerato il sistema nel cosiddetto punto
di degenerazione con Er = El. Se invece questa fase assume un valore diverso ma sempre
vicino a  (Er  El), succede che il potenziale, a seconda se 'rf e maggiore o minore di
questo valore, diventa asimmetrico nel senso che o il minimo della buca di sinistra si trova
al di sotto di quello della buca di destra o viceversa. In questa situazione la particella ha
una maggiore probabilita di stare dalla parte in cui e presente il minimo assoluto di U(')
piuttosto che dall'altra. Percio il generico stato del sistema in questo caso vale
jEi = ajli+ bjri con jaj2 + jbj2 = 1
che soddisfa l'equazione di Schrodinger HjEi = EjEi. Considerando anche il poten-
ziale totale U, gli elementi di matrice dell'hamiltoniana H del qubit in termini della base
computazionale sono
Hll = El + hljU   Uljli ; Hrr = Er + hrjU   Urjri ; Hrl = Elhrjli+ hrjU   Uljli :
In queste relazioni i termini contenenti la dierenza U   Ur;l sono in genere piccoli perche
le funzioni d'onda vanno a zero proprio dove si trova la barriera che e invece il punto in
cui questa dierenza e grande. Questo vale soprattutto per Hll e per Hrr. Nei termini
fuori diagonale, invece, contano meno i quelli contenenti U   Ur;l a causa della piccola
sovrapposizione tra le funzioni d'onda associate agli stati jli e jri . Considerando queste
approssimazioni e supponendo che le funzioni d'onda siano reali in modo tale che valga




 z + x

in cui  = Er El,  = 2Hrl e z e x sono le matrici di Pauli. Questa espressione e uguale
alla (A.1) discussa in Appendice A quindi al variare del usso esterno applicato al qubit lo
spettro energetico del sistema e quello di Fig. A.1.
Per eettuare le operazioni logiche quantistiche sul qubit di usso di solito si applica un
campo magnetico variabile. Alla fase costante 'rf , che permette di scegliere quale deve
essere la dierenza di energia tra gli autostati dell'hamiltoniana, si aggiunge un termine del
31
tipo 'rf (t) = '0 cos(!t+ ) che ha una frequenza ! di solito vicina a quella di risonanza del
sistema. Anche in questo caso molto importante e la fase  che permette di stabilire quale
asse di rotazione considerare.
3.3 Qubits di carica
Il dispositivo superconduttore attraverso il quale e possibile implementare un qubit di









jN + 1ihN j+ jNihN + 1j

dove Ng =  CgVg=2e e la carica di gate normalizzata (vedi paragrafo 2.3.3). In questo
caso, per realizzare il qubit, si sfrutta la possibilita di poter variare in modo discreto la
carica presente sull'isola superconduttrice che costituisce questo dispositivo, in particolare
il numero di coppie di Cooper. Nel momento in cui l'energia di carica e molto piu grande
Figura 3.2: livelli energetici del qubit di carica. Lontano dal punto di degenerazione  = 0 il sistema si
trova in stati puri di carica.
di quella Josephson (EC  EJ), contrariamente a quanto avviene per gli altri due qubits
superconduttivi, gli stati di carica jNi con N > 1 hanno un'energia molto grande rispetto a
quella degli stati j0i e j1i. In queste condizioni, allora, il Cooper-pair box puo essere consid-
erato un sistema a due livelli ed e possibile utilizzarlo come qubit di carica. L'hamiltoniana
riferita al sottospazio generato dalla base computazionale composta dagli stati di carica j0i




 z + x

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con  = EC(1 2Ng),  = EJ e z e x matrici di Pauli. Come e stato ricavato in Appendice
A, gli autostati di H sono













mentre gli autovalori valgono
E0;1 = 
q
E2C(1  2Ng)2 + E2J
e sono riportati in Fig. 3.2. Quindi cos come avviene per i qubit di usso, la base com-
putazionale non coincide in generale con gli autostati del sistema. In particolare consideran-
do il cosiddetto punto di degenerazione in cui si pone Ng = 1=2, in modo tale da avere  = 0,











e sono separati da un gap energetico pari a EJ . Quindi in queste condizioni il valor medio
della carica sull'isola superconduttrice e zero. Se invece Ng e vicina a 0 o a 1, gli autostati
sono puri stati di carica, rispettivamente j0i e j1i (vedi Fig. 3.2).
A dierenza degli altri due qubits superconduttivi, per poter realizzare un certa por-
ta logica sul qubit di carica o si controlla dall'esterno il potenziale di gate Ng oppure, se
il Cooper-pair box viene realizzato con un dc-SQUID, e possibile pilotare dall'esterno an-
che l'energia Josephson EJ (vedi Appendice A). Di solito, pero, si sfrutta la variazione di
entrambi i parametri di controllo. Infatti all'inizio dell'operazione si cambia Ng con un
impulso ultraveloce a forma di gradino per portare istantaneamente il qubit nel punto di
degenerazione e immediatamente dopo viene modicata EJ attraverso un campo magnetico





essariamente deve essere in risonanza con il sistema (! = EJ=~). Anche in questo caso la
fase  permette di variare l'asse di rotazione nella sfera di Bloch e cos e possibile realizzare
l'operazione desiderata sugli autostati jE0i e jE1i in modo tale da ottenere una determinata
sovrapposizione degli stati di carica j0i e j1i. Questo metodo di controllo e stato utilizzato
per il lavoro svolto in questa tesi.
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Capitolo 4
Teoria del controllo ottimale
4.1 Controllo ottimale quantistico
Il controllo di un qualsiasi sistema sico e un'operazione complessa in quanto deve tenere
conto di tanti fattori, quali perdite e imperfezioni, che inuenzano in modo negativo il
raggiungimento dello stato desiderato in cui si vuole porre il sistema stesso, a partire da uno
iniziale. La teoria del controllo ottimale si pregge di risolvere questo problema individuando
il modo migliore e quindi piu eciente possibile per poter svolgere l'operazione che si vuole
eettuare. Per fare questo di solito viene introdotto un cosiddetto funzionale costo J [fujg]
che dipende da un certo insieme di parametri fujg e che in qualche modo tiene conto di
quelle che potrebbero essere le cause che limitano il corretto raggiungimento dello stato
nale. L'ottimizzazione consiste, allora, nel ricavare gli opportuni valori di tutti i fujg che
minimizzano J [fujg] e che percio permettono un controllo ottimale del sistema.
Oltre a valere per i sistemi che obbediscono alla sica classica, il controllo ottimale puo
essere applicato anche a quelli che sono regolati dalle leggi della meccanica quantistica. In-
fatti e stata dimostrata l'esistenza e la possibilita di ottenere una soluzione ad un certo
problema quantistico proprio attraverso il metodo descritto [21]. Si parla allora di controllo
ottimale quantistico. Sono tanti i sistemi di questo tipo dove quest'ultimo e stato utilizza-
to come ad esempio nella NMR (Nuclear Magnetic Resonance) [22], nella realizzazione di
opportuni impulsi laser [23] e nel generico controllo di un sistema a tre livelli [24]. Molto
importante e anche il ruolo che svolge nella computazione quantistica. Infatti quando si
eettua una certa operazione su uno o piu qubits si fa in modo che la delity sia piu grande
possibile cioe si cerca di ridurre al minimo tutte le imperfezioni del sistema e dell'impulso
con il quale si agisce dall'esterno, come e stato visto nel primo capitolo. Diventa, quindi,
fondamentale applicare il controllo ottimale in questo campo se si vuole minimizzare l'errore
legato alla dierenza tra lo stato che si vuole raggiungere e quello ottenuto dopo la manipo-
lazione del qubit. Cos facendo, infatti, e possibile ricavare la migliore forma del segnale
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esterno1 da fornire al sistema che garantisce il minimo errore possibile nella realizzazione di
una delle porte logiche quantistiche (vedi capitolo 1). Tenendo conto di questo, il controllo
ottimale e stato applicato, ad esempio, a qubit superconduttivi di carica [25] e di fase [26]
e piu in generale anche ad un sistema quantistico non lineare a tre livelli [27].
Analiticamente, pero, non sempre e possibile ricavare il valore dei vari parametri fujg, lo
si puo fare solo per sistemi molto semplici. Bisogna quindi ricorrere a metodi di risoluzione
numerica. In questa tesi sono stati utilizzati due algoritmi numerici che realizzano il controllo
ottimale quantistico: il Krotov e il CRAB. Entrambi si basano sulla minimizzazione di un
certo funzionale costo che tiene conto dell'errore
" = 1  jh (T )j finij2
dove j (T )i e lo stato al tempo nale T e j fini e l'obiettivo che si vuole raggiungere. Una
loro trattazione piu dettagliata e stata fatta nei paragra successivi.
4.2 L'algoritmo di Krotov
L'algoritmo di Krotov [28] e molto utilizzato per la realizzazione del controllo ottimale
quantistico in molti campi della sica. Nella computazione quantistica e stato applicato
nora a vari sistemi, per esempio nel controllo di atomi neutri in reticoli ottici [29], ma ha
avuto un ruolo importante anche nella realizzazione della porta C-NOT e di quella NOT
rispettivamente su qubits superconduttivi di carica [30] e di fase [31]. Questo algoritmo puo
essere ricavato brevemente nel modo seguente.
Si consideri un generico sistema quantistico descritto dalla funzione d'onda  (x; t), dove
x 2 
  Rn e t 2 [0; T ]. Si vuole portare questo sistema da un certo stato iniziale  in(x),
valido per t = 0, ad uno nale  fin(x) dopo un certo tempo T . Questa operazione viene
eettuata attraverso un unico parametro di controllo u(x; t). Se si tiene conto anche di
limitare l'intensita di u(x; t), una misura dell'accuratezza con cui viene raggiunto  fin(x)
puo essere scritta in termini della delity nel modo seguente:
















ju(x; t)j2 dx dt
dove  e un'opportuna costante reale e positiva. La relazione appena scritta rappresenta il







H0 + U [u(x; t)]

 (x; t)
1che non sarebbe altro che uno dei parametri fujg
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in cui compare l'hamiltoniana del sistema H[u(x; t)] = H0 +U [u(x; t)] che, in generale, puo
essere scritta come la somma di un termine, H0, che non dipende dal parametro di controllo
e da un'altro, U [u(x; t)], che e invece un funzionale di u(x; t). Quindi si tratta di trovare
il minimo di un funzionale soggetto a vincolo. La lagrangiana del problema che bisogna
minimizzare e allora

















dove le funzioni (x; t) rappresentano i moltiplicatori di Lagrange. Supponendo di non
voler considerare il termine proporzionale ad  in J [u(x; t)] e ammettendo che i parametri
di controllo sono un certo insieme fuj(t)g e che dipendono solo dal tempo, la lagrangiana


























dove l'hamiltoniana ora vale H[fuj(t)g] = H0 + U(x; fuj(t)g). Nel linguaggio del calcolo
delle variazioni, minimizzare il funzionale (4.1) equivale a considerare le equazioni di Eulero-
Lagrange di un problema con 00vincolo dierenziale e costo terminale00 dalle quali si ricava il
sistema di equazioni









H[fuj(t)g] e(x; t) con e(x; T ) =  fin(x)Z













e (x; t) dx dt = 0 (4.4)
Risolvendo questo sistema si ottiene la forma ottimale di uj(t) che minimizza l'errore. Pero
dato che analiticamente questo e dicile bisogna procedere in modo numerico. Il procedi-
mento iterativo da seguire e allora il seguente: partendo da una guess iniziale per i campi
fuj(t)g, si calcolano  (x; t) e (x; t) con le equazioni (4.2) e (4.3) e si sostituiscono nella
(4.4). Quest'ultima non e altro che il gradiente della lagrangiana (4.1) rispetto ai vari campi
fuj(t)g. Quindi per calcolare il nuovo campo da utilizzare nella iterazione successiva si puo
utilizzare il metodo del gradiente o steepest descent method : data una funzione f(x), trovare
il suo minimo signica considerare il processo iterativo legato alla relazione






con  parametro piccolo positivo. Sfruttando questa relazione e adattandola al problema in
esame si arriva alla formula
u
(i+1)



































dove il secondo membro rappresenta la correzione ad ogni istante2 e per ogni iterazione del
parametro di controllo e il parametro (t) e stato introdotto per determinare l'andamento
iniziale e nale del campo j-esimo (vedi Appendice B). Ripetendo la sequenza di operazioni
descritta si ottiene l'algoritmo di Krotov. Se al posto delle equazioni dierenziali (4.2) e
(4.3) si calcolano j (t)(i)i e j(t)(i)i ad ogni istante evolvendo avanti e indietro nel tempo
rispettivamente j (0)i e j(T )(i)i attraverso l'operatore









dove  indica la durata dell'evoluzione (0 <  < T ) e il segno dell'esponente e legato al
verso del tempo, l'algoritmo di Krotov puo essere schematizzato nel seguente modo:
1. a partire da un certo valore iniziale fu(0)j (t)g per l'insieme dei parametri di controllo, si
evolve nel tempo lo stato j (0)i = j ini secondo la dinamica data da U(; [fu(0)j (t)g])( )
cos si puo ottenere lo stato ad ogni istante j (t)(0)i e in particolare quello al tempo
nale j (T )(0)i
2. da j (T )(0)i si calcola per prima cosa l'errore "(0) = 1 jh (T )(0)j finij2 ; poi si ricava
lo stato ausiliario j(T )(0)i = j finih finj (T )(0)i e lo si evolve indietro nel tempo
utilizzando U(T; [fu(0)j (t)g])(+) per ottenere j(0)(0)i
3. a questo punto si evolve j(0)(0)i avanti nel tempo con U(; [fu(0)j (t)g])( ) cos da avere
j(t)(0)i
4. conoscendo j(t)(0)i e j (t)(0)i per ogni tempo si puo allora calcolare l'insieme dei
campi fu(1)j (t)g, sfruttando la formula (4.5), che permettono di evolvere j (0)i in avanti
nel tempo e cos ottenere lo stato j (t)(1)i che, insieme a fu(1)j (t)g, verra utilizzato
nell'iterazione successiva
5. i punti 2, 3 e 4, validi per la prima iterazione, vengono ripetuti nche non si rag-
giunge l'errore desiderato o il sistema non arriva a convergenza alla i-esima ripetizione
dell'algoritmo
2non si integra sul tempo a dierenza della terza equazione
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Questo algoritmo converge monotonicamente ad un minimo locale del funzionale L e lo
spettro di ciascun segnale uj(t) generato contiene tutte le frequenze.
4.3 L'algoritmo CRAB
L'altro algoritmo sfruttato in questa tesi che realizza il controllo ottimale quantistico
e quello denominato CRAB (Chopped RAndom Basis), utilizzato per la prima volta per
la preparazione di un isolante di Mott con atomi ultrafreddi in un reticolo ottico [32]. A
dierenza del Krotov, converge in modo non monotono ad un minimo locale di " e lo spettro
del segnale che calcola contiene solo un certo numero di frequenze. Infatti, in questo caso, si
assume che il campo j-esimo con cui si controlla il sistema possa essere sviluppato in serie
















dove (t), come per il Krotov, determina l'andamento iniziale e nale dell'impulso generato
(vedi Appendice B), u0j e una costante, M e il numero delle armoniche contenute in uj(t), T
e il tempo totale dell'evoluzione che determina l'armonica principale (k = 1) dello sviluppo
e k e la frequenza k-esima.
L'altra importante dierenza con l'algoritmo di Krotov e che nel CRAB la minimiz-
zazione dell'errore non e legata al gradiente o all'hessiano di una qualche funzione, ma
avviene attraverso l'algoritmo di Nelder-Mead [33], un metodo numerico che, in generale,
serve per trovare il minimo di una funzione che dipende da N parametri3. Questi possono
essere pensati come i vertici di un simplesso4 di dimensione N + 1 e il Nelder-Mead non fa
altro che modicare in modo opportuno la forma di questo 00solido00 nello spazio di dimen-
sione N no a quando non si arriva al minimo locale. I passi essenziali di questo metodo di
minimizzazione per una funzione f(~x) : RN ! R e parametri iniziali ~x1; ~x2; :::; ~xN+1 sono:
1. si valuta la funzione nei punti iniziali o in quelli calcolati nei punti 3 o 4 e si confrontano
tra loro i valori ottenuti. Si supponga, ad esempio, che inizialmente vale
f(~x1)  f(~x2)      f(~xN+1)
2. si calcola il 00baricentro00 ~xb dei punti ~x1; ~x2; :::; ~xN escludendo ~xN+1 che e il 00peggiore00:
~xb =
~x1 + ~x2 +   + ~xN
N
3nel caso esaminato e l'insieme degli ak e dei bk cioe N = 2M
4politopo con il minor numero di vertici. Si tratta della generalizzazione di un triangolo o di un tetraedro
in una generica dimensione d
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3. si calcola una 00riessione00:
~xr = ~xb + (~xb   ~xN+1)
con  coeciente di riessione che solitamente vale 1
4. a questo punto ci possono essere 3 possibilita:
(a) se f(~x1) < f(~xr) < f(~xN) allora si rimpiazza ~xN+1 con ~xr e si ritorna al punto 1
(b) se f(~xr) < f(~x1) allora si calcola una
00espansione00:
~xe = ~xb + (~xr   ~xb)
con  coeciente di espansione che solitamente vale 2. Si presentano quindi 2
possibilita:
i. se f(~xe) < f(~xr) allora si utilizza ~xe al posto di ~xN+1 e si ritorna al punto 1
ii. se f(~xr) > f(~xe) allora si utilizza ~xr al posto di ~xN+1 e si ritorna al punto 1
(c) se f(~xN)  f(~xr) allora si calcola una 00contrazione00:
~xc = ~xN+1 + (~xb   ~xN+1)
con  coeciente di contrazione che solitamente vale 1=2. A questo punto ci
possono essere 2 possibilita:
i. se f(~xc)  f(~xr) allora si utilizza ~xc al posto di ~xN+1 e si ritorna al punto 1
ii. se f(~xr) > f(~xe) si tiene sso ~x1 e si calcolano N nuovi vertici con la formula
~xi = ~x1 + (~xi   ~x1)
con i che va da 2 a N + 1 e  coeciente di riduzione che solitamente vale
1=2 e si ritorna al punto 1
5. si ripetono i punti 1, 2, 3 e 4 no a quando non si raggiunge la convergenza
Come visto nel paragrafo precedente, l'hamiltoniana del sistema H[fuj(t)g] e un fun-
zionale dei parametri di controllo e attraverso la (4.6) determina l'evoluzione temporale
dello stato del sistema stesso. Percio se si considera l'errore scritto nella forma
" = 1  jh (T )j finij2 = 1  jh (0)jU y(T; [fuj(t)g])j finij2 = "[fuj(t)g]
anch'esso risulta essere un funzionale di uj(t). L'algoritmo CRAB consiste allora nell'utilizzo
del Nelder-Mead per minimizzare "[fuj(t)g] e cos ottenere l'andamento ottimale dei campi
fuj(t)g dati dalla relazione (4.7). Quindi, ssati M , T , u0j e i valori iniziali dell'insieme dei
coecienti fak; bkg da cui partire (vedi Appendice B), questo metodo numerico, dopo varie




5.1 Controllo ottimale indiretto di qubits
superconduttivi di carica
5.1.1 L'interfaccia quantistica
Quando si considera un certo insieme di qubits che interagiscono tra loro, puo essere
conveniente utilizzare un certo numero di questi bit quantistici, A, per realizzare una certa
operazione logica sugli altri, B. Come e stato dimostrato da Lloyd et al. [13], e possibile
utilizzare la parte A come un'interfaccia quantistica universale sulla quale agire dall'ester-
no per controllare, misurare e proteggere dalla decoerenza il generico sistema quantistico
B indirettamente. Quindi e importante poter ottimizzare il controllo dell'interfaccia per
realizzare al meglio una certa operazione sul sistema a cui e connessa, ma anche perche
puo succedere che grazie ad essa il controllo stesso risulti piu ecace. Si parla, allora, di
controllo ottimale quantistico indiretto. Nel caso particolare in cui il sistema che rappresenta
l'interfaccia quantistica e non lineare, e possibile che sia in grado di generare le armoniche
superiori del segnale di controllo applicato ai suoi capi permettendo in questo modo di avere
degli impulsi piu semplici in quanto conterrebbero frequenze piu basse di quelle richieste se
l'interfaccia stessa fosse assente. A livello sperimentale questo e molto importante perche e
dicile realizzare segnali aventi uno spettro in cui le alte frequenze dominano, soprattutto
se durano poco.
In questa tesi e stato studiato il sistema piu semplice dove poter attuare il controllo
ottimale quantistico indiretto cioe quello costituito da solo due qubits interagenti di cui il
primo, Q1, rappresenta l'interfaccia quantistica, mentre il secondo, Q2, e il bit quantistico
vero e proprio su cui si vuole operare indirettamente. Si e scelto di realizzare in questo
modo il NOT logico1 su Q2 ed e stato sfruttato il controllo ottimale quantistico descritto
1l'operazione logica puo essere arbitraria, non necessariamente un NOT
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nel capitolo precedente per fare questa operazione indiretta nel modo piu eciente possibile.
Il dispositivo sico che e stato considerato (vedi Fig. 5.1) e quello composto da due qubits
superconduttivi di carica (EC  EJ), realizzati attraverso due Cooper-pair boxes, connessi
tramite una giunzione Josephson 00piccola00 che ne permette l'interazione (vedi capitoli 2 e
3). Come e stato visto nel paragrafo 2.2.1, un qubit che sfrutta una giunzione Josephson
si comporta come una induttanza non lineare (vedi equazione (2.7)). Percio e possibile
che in questo caso l'interfaccia quantistica possa essere in grado di generare le armoniche
superiori del segnale con cui viene controllata, permettendo cos di realizzare il NOT sul
secondo qubit attraverso impulsi meno complicati. Quindi, oltre ad analizzare in che modo
l'algoritmo CRAB e quello di Krotov si comportano nel risolvere il problema del controllo
ottimale indiretto di un dispositivo del genere, si e provato anche a stabilire se e vericata
questa proprieta dell'interfaccia quantistica per il sistema studiato.
5.1.2 Il sistema studiato
Si passa ora ad esaminare piu in dettaglio il sistema studiato in questa tesi costituito da
due qubits superconduttivi di carica interagenti (vedi Fig. 5.1).

















dove EC e l'energia di carica
2 e E
(i)
J e l'energia Josephson del qubit i-esimo. L'energia di




jN1  1ijN2ihN1N2j ei'2 =
X
N2
jN1ijN2  1ihN1N2j ;
puo essere scritta in termini degli stati di carica jN1N2i riferiti al sistema dei due qubits e







jN1ijN2 + 1ihN1 + 1jhN2j+H.c.

(5.2)
con EJJ energia Josephson dell'interazione. Invece di considerare solo i primi due livelli
energetici della (5.1) ed avere cos un sistema quantistico a due stati perfetto (vedi capitolo
3), si e tenuto conto anche dell'eetto del terzo livello3 ed e stato trascurato quello di tutti
2e stata considerata uguale per entrambi i qubits
3questo signica che viene presa in considerazione la possibilita che attraverso la giunzione del Cooper-
pair box possano passare anche 2 coppie di Cooper e non al massimo una
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gli altri visto che per i qubits di carica e soddisfatta la condizione EC  EJ . Quindi ciascun
qubit del sistema studiato, nella base fjNig legata al numero di cariche sull'isola del Cooper-
pair box, puo trovarsi negli stati j0i, j1i e j2i. Di questi, j0i e j1i sono utilizzati come base
computazionale, mentre il livello j2i e legato ad eventuali perdite dovute a transizioni al di
fuori di j0i e j1i. Inoltre si puo vericare che, se EC  EJ , l'energia dello stato j2i e molto
grande rispetto a quella degli altri due e quindi il suo eetto sul qubit vero e proprio puo
essere considerato come una perturbazione.
Figura 5.1: esempio di un possibile schema del sistema studiato. Le parti in blu rappresentano le giunzioni
Josephson. Con il numero 1 e indicato il primo qubit che rappresenta l'interfaccia quantistica ed e costituito
da un dc-SQUID per poter essere controllato con un campo magnetico. Con il numero 2 e invece indicato
il secondo qubit che e realizzato con un semplice Cooper-pair box in modo tale da non essere inuenzato
dal campo applicato al primo qubit. Tra i due qubit e presente una giunzione Josephson che ne permette
l'interazione collegando le due isole.
Come visto nel paragrafo 3.3, per eettuare una certa operazione su un qubit di carica
sfruttando un segnale esterno dipendente dal tempo che varia EJ , di solito si pone il qubit
stesso nel suo punto di degenerazione e quindi deve valere che la tensione di gate Vg sia
tale che Ng = 1=2. Soddisfatta questa condizione e posto lo zero dell'energia a EC=4,
l'hamiltoniana del singolo qubit a tre livelli nella base fj0i; j1i; j2ig vale allora
eHi = Hi   EC
4
I = EC




0@ 0 1 01 0 1
0 1 0
1A :
Dato che il livello j2i e solo una perturbazione al sistema, l'evoluzione temporale degli stati
j0i e j1i legata a eHi equivale circa a quella data dall'hamiltoniana (5.1) in due dimensioni





















che e analoga all'hamiltoniana (A.1) (vedi Appendice A). Percio la eHi permette di fare una
qualsiasi rotazione del qubit nella sfera di Bloch attorno l'asse x^ a meno di una fase, proprio
come H2Di . In particolare, se si vuole realizzare un NOT su uno dei qubits, senza considerare
l'interazione, basta che il tempo totale T dell'evoluzione libera del sistema sia
EJ
~
T =  ) T = ~
EJ
: (5.3)
L'energia Josephson EJ  (~Ic=2e) e tipicamente dell'ordine4 di (10 3  1) eV , quindi T
vale (10 15  10 12) sec: che e un tempo molto piccolo.
Si supponga, a questo punto, che la durata dell'evoluzione T resti la stessa anche quando
e presente l'interazione HJJI e che il sistema costituito dai due qubits di carica interagenti
sia descritto dalla base di stati
fj00i; j01i; j02i; j10i; j11i; j12i; j20i; j21i; j22ig (5.4)
e dalla hamiltoniana totale
HKC [EJ(t)] = eH1[EJ(t)] + eH2 +HJJI (5.5)




J = EJ . I due termini
eH1 e eH2 dieriscono solo per il fatto che
per il primo l'energia Josephson dipende dal tempo secondo la relazione EJ(t) = EJ  f(t)
dove f(t) e una generica funzione da determinare e serve proprio per attuare il controllo
ottimale indiretto del dispositivo considerato5. Sotto queste ipotesi si e scelto di fare il NOT
logico non solo sul secondo qubit ma anche sul primo e l'identita per lo stato j2i cioe si e
considerata la trasformazione
Ufin =




0@ 0 1 01 0 0
0 0 1
1A (5.6)
e sono stati utilizzati l'algoritmo di Krotov e il CRAB per calcolare l'andamento temporale
ottimale di EJ(t). Questa energia dipendente dal tempo gioca il ruolo del parametro di
controllo e permette di arrivare allo stato nale desiderato minimizzando l'errore




h ifinj i(T )i2 (5.7)
4la corrente critica della giunzione Ic e dell'ordine di (10
 6  10 3) A [6]
5f(t) corrisponde all'unico parametro di controllo del sistema cioe l'insieme fuj(t)g introdotto nel capitolo
precedente contiene il solo elemento u1(t) = f(t) ; inoltre vale che f(t) = 2 cos['b(t)=2] poiche il controllo
dell'energia Josephson del primo qubit avviene attraverso un campo magnetico di bias (vedi hamiltoniana
(2.26))
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dove D e la dimensione dello spazio6, j ifini e lo stato i-esimo che si vuole raggiungere che












ottenuto dalla formula (4.6) utilizzando l'hamiltoniana (5.5). L'espressione usata per la
(5.7) e una variante dell'errore










h ifinj i(T )i
che al contrario di "KC tiene conto anche della fase degli stati confrontando i due operatori.
Nell'ottimizzazione, la durata dell'impulso EJ(t) e stata scelta inizialmente pari proprio
al tempo dato dalla (5.3) che, come visto, garantisce la 00giusta00 evoluzione quando EJ resta
costante e poi in un secondo momento e stata cambiata. I risultati ottenuti sono stati
analizzati nel paragrafo successivo.
5.2 Risultati Numerici
I risultati numerici riportati in questo paragrafo sono stati ottenuti mediante l'algoritmo
di Krotov e il CRAB descritti nel capitolo precedente. Per implementarli e stato utilizzato
il linguaggio FORTRAN e si e tenuto conto di alcuni accorgimenti riportati in Appendice
B.
5.2.1 Risultati numerici: Krotov
Inizialmente e stato considerato l'algoritmo di Krotov. Dalle varie simulazioni di prova
iniziali eettuate si e visto che, in generale, non e detto che quest'ultimo riesca a calcolare
un impulso ottimale che diminuisca in modo signicativo l'errore, almeno di un ordine
di grandezza. Se questo non avviene, nel senso che non c'e molta dierenza tra l'errore
iniziale dato dalla libera evoluzione temporale del sistema e quello nale ottenuto grazie
all'ottimizzazione, allora viene vanicato l'uso del controllo ottimale. Inoltre, anche se
e stato considerato il terzo livello nei due qubit che costituiscono il dispositivo studiato,
bisogna tener conto del fatto che l'eetto di altri tipi di imperfezioni e la decoerenza (vedi
capitolo 1) possono far aumentare l'errore anche di un paio di ordini di grandezza e quindi
e meglio poterlo abbassare il piu possibile.
6nell'algoritmo di Krotov utilizzato e possibile scegliere quali transizioni ottimizzare tra i diversi stati
del sistema e quindi D puo essere un numero tra 1 e 9
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Errore Krotov VS Energia di Interazione con Ec=1000
Figura 5.2: errore calcolato dall'algoritmo di Krotov in funzione dell'energia di interazione Ei per i tre
diversi valori di T . Tra parentesi sono indicate le unita di misura. E' molto evidente la dierenza che c'e
tra i risultati ottenuti nel caso T = 0:25 (rosso) e in quelli in cui vale T = 0:24 (verde) e T = 0:26 (blu) sia
per quanto riguarda gli intervalli di energia di interazione considerati sia per il valore dell'errore.
I parametri utilizzati in tutte le simulazioni, ssato il valore di EJ , sono la durata
dell'evoluzione temporale o dell'impulso T espressa in unita di 2h=EJ e le energie di carica
EC e di interazione Ei = EJJ=2 (vedi formula (5.2)) in unita di EJ=2 (vedi Appendice B).
Come punto di partenza, si e scelto di ssare l'energia di carica a EC = 1000 (deve
valere y  EC=EJ  1 come visto nel paragrafo 2.3) e di variare quella di interazione
Ei anche possa essere trovato il range energetico in cui l'errore "KC , dato dalla (5.7),
viene abbassato di almeno un ordine di grandezza grazie all'ausilio del controllo esterno
rispetto alla libera evoluzione. Per prima cosa e stata posta la durata dell'impulso pari a
T = 0:25 che, come visto nel paragrafo precedente, rappresenta il tempo necessario anche
possa essere realizzato il NOT logico sul singolo qubit anche senza controllo ottimale. Dai
risultati ottenuti si nota che l'impulso calcolato dall'algoritmo Krotov non garantisce una
signicativa diminuzione dell'errore eccezion fatta per Ei compreso tra 1  10 4 e 2  10 3.
Il fatto che i valori dell'interazione cos scelti siano piccoli rispetto ad uno e quindi a EJ ,
rende poco rilevante proprio la correlazione tra i due qubits del sistema che e fondamentale
per poter realizzare l'interfaccia quantistica. Questo vuol dire che conta poco il termine di
interazione rispetto a quello Josephson nell'hamiltoniana totale (5.5). Percio e importante
studiare gli intervalli di Ei che comprendono valori almeno nelle vicinanze di EJ . Tra le
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Errore Krotov VS Energia di Interazione con Ec=1500 e T=0.24
Figura 5.3: errore calcolato dall'algoritmo di Krotov in funzione dell'energia di interazione Ei per il caso
in cui EC = 1500 e T = 0:24. Tra parentesi sono indicate le unita di misura. Si noti come l'errore cresca
all'aumentare di Ei in modo quasi lineare.
varie possibilita si e allora cambiata la lunghezza temporale dell'impulso cioe sono stati
considerati i tempi T = 0:24 e T = 0:26. Mentre per quest'ultimo valore il range nel quale
l'approccio funziona diventa piu ampio perche bisogna scegliere l'energia di interazione tra
1  10 4 e 8  10 2, nel caso T = 0:24 sono presenti due intervalli separati tra loro, uno con
1  10 4  Ei  1  10 3 e l'altro con 5:1  10 2  Ei  8:5  10 2; tra i due si e scelto il
secondo. Quindi in tutte le simulazioni sono state considerate le energie di interazione:
T = 0:25 $ 1:0  10 4  Ei  2:0  10 3 (5.9)
T = 0:26 $ 1:0  10 4  Ei  8:0  10 2 (5.10)
T = 0:24 $ 5:1  10 2  Ei  8:5  10 2 : (5.11)
Il graco di Fig. 5.2, posto EC = 1000, ore una panoramica, per i tre valori di T analizzati,
degli errori che si ottengono in relazione ai ranges (5.9), (5.10) e (5.11). Si nota subito che
"KC per i casi T = 0:24 e T = 0:26 e piu grande della situazione in cui vale T = 0:25 di
almeno tre ordini di grandezza7, pero resta al di sotto del massimo valore tollerabile 1  10 2
in un intervallo di Ei molto piu esteso che si avvicina anche a 0:1. Queste considerazioni
sono molto importanti dal punto di vista costruttivo.
7l'errore per T = 0:25 e dell'ordine di 10 6
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Errore Krotov VS Iterazioni con Ei=0.07, Ec=1500 e T=0.24
Figura 5.4: errore calcolato dall'algoritmo di Krotov in funzione del numero di iterazioni nel caso in cui
Ei = 0:07, EC = 1500 e T = 0:24. Da notare la monotonicita della convergenza che viene raggiunta dopo
circa 500 iterazioni.
Dato che i valori di "KC calcolati dall'algoritmo Krotov sono minori di 1  10 2 nella
maggior parte dei casi, non e stato variato ulteriormente T . Si e invece preferito cambiare
l'energia di carica EC cioe sono stati considerati, oltre a EC = 1000, anche i valori EC = 1500
e EC = 500 per ognuno dei tre tempi T esaminati e sono state eettuate le simulazioni
cambiando Ei. Ad esempio, in Fig. 5.3 e riportato il graco dell'errore calcolato dal Krotov
in funzione dell'energia di interazione per il caso EC = 1500 e T = 0:24. Per gli altri
valori di EC e T l'andamento e il valore stesso degli errori non cambia molto al variare di
Ei (vedi Fig. 5.5). Il graco di Fig. 5.3 da l'idea di quanto il controllo ottimale riesca a
diminuire l'errore rispetto alla libera evoluzione temporale del sistema e di come "KC cresca
all'aumentare di Ei. Il guadagno, pero, non e molto grande nel senso che non si arriva ad
avere un errore nale di almeno un ordine di grandezza piu piccolo di quello iniziale. La
convergenza dell'algoritmo avviene dopo circa 500 iterazioni8 per tutte le possibili variazioni
dei parametri Ei, EC e T considerate. Ad esempio, per T = 0:24, EC = 1500 e Ei = 7  10 2
si passa dall'errore iniziale 1:085 10 2 a quello nale 7:199 10 3 dopo 526 iterazioni secondo
l'andamento riportato nel graco di Fig. 5.4.
A questo punto, ssato il valore di T , si sono confrontati gli errori, in funzione di Ei,
ottenuti per le tre energie di carica considerate. Per T = 0:25, come ci si aspetta, l'errore
8questo valore dipende soprattutto da come e fatto il parametro (t)
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cresce al diminuire di EC perche diventa sempre piu importante l'eetto del terzo livello
presente nei qubits considerati (vedi Fig. 5.5). Nel caso T = 0:24, invece, questo compor-
tamento degli errori e molto meno evidente in quanto restano quasi gli stessi al variare di
EC ed e addirittura assente per T = 0:26. Questo e dovuto al fatto che i valori EC = 1500
e EC = 500 sono stati scelti in modo tale da minimizzare l'errore nale rispetto a quello
iniziale con T = 0:25 e considerando lo stesso range di Ei di cui si e fatto uso nel caso
EC = 1000 cioe il (5.9). Per T = 0:24 e soprattutto per T = 0:26 si dovrebbero, invece,
utilizzare valori diversi dell'energia di carica per vericare che l'errore varia9.
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Errore Krotov VS Energia di Interazione con T=0.25
Figura 5.5: errore calcolato dall'algoritmo di Krotov in funzione dell'energia di interazione Ei per i tre
diversi valori di EC con T = 0:25. Tra parentesi sono indicate le unita di misura. Molto netta e la separazione
del ramo ottenuto con EC = 500 (verde) da quelli che si riferiscono a EC = 1000 (rosso) e EC = 1500 (blu).
Anche se, come e stato appena visto, "KC assume valori diversi al variare dell'energia di
carica e con Ei e T ssati, facendo il graco di Fig. 5.2 anche per EC = 500 ed EC = 1500,
l'andamento degli errori in funzione dell'interazione tra i due qubits e lo stesso di quello del
caso EC = 1000.
Nelle simulazioni svolte no a questo punto e stato considerato D = 4 nella (5.7) che
equivale a dire che "KC rappresenta la media degli errori legati a 4 possibili transizioni tra
9sono state eettuate alcune prove con EC > 1500 e EC < 500 e in eetti anche per T = 0:24 e T = 0:26
l'errore cresce al diminuire dell'energia di carica come ci si aspetta
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gli stati di base (5.4) che, escludendo quelli che interessano il terzo livello, sono
j00i ! j11i j11i ! j00i (5.12)
j01i ! j10i j10i ! j01i : (5.13)
Se invece si analizzano gli errori delle singole transizioni appena scritte, si nota che sono
diversi tra loro. Infatti vale sempre che le (5.12) sono piu probabili delle (5.13). Non e stato
tenuto conto di questo aspetto in tutte le simulazioni fatte e si e continuato ad utilizzare
il valore medio sui 4 stati perche l'ordine di grandezza dei due errori10 e lo stesso per tutti
i casi. Ad esempio, per Ei = 1  10 3, T = 0:25 e EC = 1000 l'errore nale per le (5.12)
vale 3:136  10 6 mentre per le (5.13) e 4:373  10 6. Variando T , EC ed Ei la situazione
non cambia nel senso che gli errori dieriscono sempre di poco cioe di una quantita simile a
quella dell'esempio appena citato.
Impulsi Krotov
Dopo aver esaminato in dettaglio gli errori e il loro comportamento in relazione ai
parametri T , EC e Ei, bisogna a questo punto analizzare i corrispondenti impulsi calco-
lati dall'algoritmo di Krotov che garantiscono la realizzazione della porta NOT sul secondo
qubit del sistema se utilizzati per controllare il primo, ovviamente nei limiti indicati dal
relativo errore. La prima cosa che si nota e che, ssati i parametri EC e T , i segnali ot-
tenuti attraverso questo algoritmo sono quasi gli stessi se si cambia Ei. Infatti i punti che li
compongono sono uguali almeno no alla terza cifra decimale o al massimo no alla ottava,
mentre le altre cifre in alcuni casi cambiano di piu e in altri di meno. Nonostante cio, gli "KC
non sono uguali, ma, come si e visto, crescono all'aumentare di Ei. Quindi per poter studia-
re le analogie e le dierenze tra i vari impulsi e conveniente ssare l'energia di interazione.
Si considerino, ad esempio, i segnali riportati nelle gure 5.6 e 5.7 per le quali T = 0:25 e
Ei = 1  10 3, l'impulso di Fig. 5.8 valido per T = 0:24 e Ei = 7  10 2 e quello di Fig.
5.9 ottenuto ponendo T = 0:26 e Ei = 3  10 2. Confrontando i risultati delle simulazioni
eettuate con la stessa EC ma con T diverso, si puo notare che i segnali ottenuti sono molto
diversi tra loro. Dato che la durata e stata cambiata di poco rispetto a 0:25 quando si e
scelto di studiare anche i casi 0:24 e 0:26, ci si dovrebbe aspettare che anche i segnali restino
piu o meno gli stessi, ma in realta questo non avviene. Sono, invece, importanti le analogie
per T ssato. Infatti, al variare dell'energia di carica, tutti gli impulsi hanno il prolo simile
a quello di una gaussiana normale per T = 0:24 o rovesciata se T = 0:25 e T = 0:26 e le
oscillazioni 00interne00 che li caratterizzano, nel caso T = 0:25 hanno un'ampiezza maggiore
rispetto a quando vale T = 0:24 e T = 0:26. L'unica peculiarita che hanno in comune al
variare di T e il fatto che, posta EC = 1000, i segnali calcolati dal Krotov presentano dei
battimenti, molto evidenti soprattutto quando la durata dell'impulso e 0:25 (Fig. 5.7).
10gli errori delle due transizioni (5.12) sono gli stessi e lo stesso vale per le (5.13)
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Impulso Krotov con Ei=0.001, Ec=1500 e T=0.25
Figura 5.6: impulso calcolato dall'algoritmo di Krotov in funzione del tempo con Ei = 0:001, EC = 1500
e T = 0:25. Tra parentesi sono indicate le unita di misura. E' evidente come il numero di oscillazioni che
compie sia molto elevato rispetto alla sua durata.


















Impulso Krotov con Ei=0.001, Ec=1000 e T=0.25
Figura 5.7: impulso calcolato dall'algoritmo di Krotov in funzione del tempo con Ei = 0:001, EC = 1000
e T = 0:25. Tra parentesi sono indicate le unita di misura. Da notare la presenza di intensi battimenti
lungo il suo prolo 00gaussiano00.
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A prescindere dai valori dei parametri T e EC , tra le caratteristiche comuni bisogna
menzionare il fatto che le oscillazioni 00interne00 sono molto intense principalmente vicino
il picco di ogni impulso. In tutti i casi, poi, i segnali assumono il valore 1 (in unita di
Ej=2~ = EJ=h) all'inizio (t = 0) e alla ne (t = T ) 11 e restano molto vicini a questo valore
anche quando raggiungono il loro massimo (gaussiana normale) o il loro minimo (gaussiana
rovesciata) che si trovano rispettivamente ad un valore dell'ampiezza che si discosta da 1 di
una quantita pari a circa 0:2 quando vale T = 0:24 e T = 0:26 e di circa 0:005 per T = 0:25,
in entrambi i casi al variare di EC .






















Impulso Krotov con Ei=0.07, Ec=1000 e T=0.24
Figura 5.8: impulso calcolato dall'algoritmo di Krotov in funzione del tempo con Ei = 0:07, EC = 1000
e T = 0:24. Tra parentesi sono indicate le unita di misura. Si noti la presenza di battimenti soprattutto
vicino il suo massimo.
Inne, per concludere lo studio dei segnali ottenuti con l'algoritmo di Krotov, e stato
ricavato il loro spettro in frequenza attraverso la cosiddetta trasformata di Fourier veloce
(vedi Appendice B). Dato che gli impulsi relativi a energie di interazione Ei diverse, con T e
EC ssati, non dieriscono di tanto tra loro, se vengono analizzati nel dominio delle frequenze
f si ottengono spettri quasi identici. Se si cambiano, allora, solo la durata e l'energia di
carica si nota che oltre ad essere rilevanti la componente costante e le frequenze vicine allo 0,
tutti gli spettri sono caratterizzati dalla presenza di un picco di intensita normalizzata pari a
circa 1 10 8 che si trova ad una frequenza fp che varia di piu considerando i tre valori di EC
con T ssato piuttosto che il contrario, come si vede dalla Tabella 5.1. Quindi sembrerebbe
che il terzo livello sia molto importante per il controllo ottimale del dispositivo studiato dato
11Questo dipende da come e fatto il parametro (t) introdotto nella (4.5) e discusso in Appendice B
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Impulso Krotov con Ei=0.03, Ec=500 e T=0.26
Figura 5.9: impulso calcolato dall'algoritmo di Krotov in funzione del tempo con Ei = 0:03, EC = 500
e T = 0:26. Tra parentesi sono indicate le unita di misura. Da notare la presenza di un gran numero di
oscillazioni vicino il minimo e la forma a campana rovesciata.
Ei(EJ=2) T (2h=EJ) EC(EJ=2) fp(EJ=2h)
7  10 2 0.24 1500 8000
7  10 2 0.24 1000 12600
7  10 2 0.24 500 6300
1  10 3 0.25 1500 6900
1  10 3 0.25 1000 12600
1  10 3 0.25 500 6300
3  10 2 0.26 1500 5900
3  10 2 0.26 1000 12200
3  10 2 0.26 500 6300
Tabella 5.1: frequenza del picco fp presente nello spettro dell'impulso calcolato dall'algoritmo di Krotov
al variare dell'energia di carica EC e della durata dell'impulso stesso T . Tra parentesi sono indicate le unita
di misura.
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che la fp non dipende dalla durata dell'impulso ottimale, ma solo dalla distanza in energia
tra j2i e j1i, almeno come si evince dai risultati ottenuti. Questo e anche provato dal fatto
che la minima fp e quella dell'impulso calcolato per il caso in cui EC = 500 (vedi Tabella
5.1). Come esempio, in Fig. 5.10 e riportata la parte 00positiva00 dello spettro del segnale con
parametri T = 0:25, Ei = 1  10 3 e EC = 1500 che e simile a quello degli altri casi, a parte
la posizione del picco che invece cambia. Un'altra dierenza riscontrabile tra gli spettri e
che le basse frequenze contano meno per T = 0:25 visto che la loro ampiezza normalizzata e
1  10 10 quando f ' 200, mentre per T = 0:26 e T = 0:24 questo avviene se vale f ' 400.






















Spettro Impulso Krotov con Ei=0.001, Ec=1500 e T=0.25
Figura 5.10: spettro ottenuto con la trasformata di Fourier veloce del segnale calcolato dall'algoritmo di
Krotov per Ei = 1 10 3, EC = 1500 e T = 0:25. E' la parte che riguarda le frequenze 00positive00 del graco
del logaritmo dell'ampiezza normalizzata di ogni componente di Fourier in funzione della frequenza. Tra
parentesi sono indicate le unita di misura. Il picco e posto ad una frequenza tra f ' 6000 e f ' 7000 e ha
intensita normalizzata A ' 1  10 8.
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5.2.2 Risultati numerici: CRAB
Dopo aver calcolato gli impulsi ottimali nora discussi, e stato utilizzato l'algoritmo
CRAB. Quest'ultimo, come visto nel capitolo precedente, calcola il minimo relativo di un
certo funzionale con un approccio diverso rispetto al Krotov, percio e possibile che fornisca
risultati diversi da quest'ultimo, anche se ci si aspetta che non ci siano grandi dierenze tra
i due, almeno per quanto riguarda gli errori. Sono stati, allora, considerati gli stessi valori
dei parametri EC , Ei e T usati per il Krotov in modo tale da poter confrontare i segnali
e gli errori ottenuti con i due algoritmi e sono state rifatte tutte le simulazioni ponendo il
numero di iterazioni pari a 12000 e quello dei coecienti 2M (l'insieme degli ak e dei bk)
dello sviluppo (4.7) uguale a 40.















Errore CRAB VS Iterazioni con Ei=0.07, Ec=1500, T=0.24 e 2M=40
Figura 5.11: errore calcolato dall'algoritmo CRAB in funzione del numero di iterazioni per il caso in cui
valgono Ei = 0:07, EC = 1500, T = 0:25 e 2M = 40. Si tratta di un ingrandimento delle iterazioni iniziali.
Per quelle maggiori di 700 no ad arrivare a 12000 l'andamento e quasi piatto nel senso che l'errore diminuisce
molto lentamente. Da notare e la convergenza non monotona soprattutto nelle prime 100 iterazioni.
Utilizzando l'algoritmo CRAB il raggiungimento dell'errore nale a partire da quello
iniziale12 avviene in modo non monotono come mostrato dall'esempio di Fig. 5.11. La
convergenza, in tutti i casi esaminati, viene sempre raggiunta, anche se per alcuni valori
12deve essere uguale per tutti e due gli algoritmi dato che alla prima iterazione quest'ultimi non hanno
ancora iniziato ad ottimizzare
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dei parametri T , EC e Ei, e possibile diminuire di poco l'errore
13 se si aumenta di tanto
il numero di iterazioni. Anche per il CRAB, poi, si fa riferimento alla quantita "KC data
dalla (5.7) con D = 4 e alle transizioni (5.12) e (5.13). Dai risultati si nota che se la durata
dell'impulso vale T = 0:25, per EC = 1500 e EC = 1000 gli errori sono quasi identici a
quelli trovati con il Krotov e quindi ne risulta che, in funzione dell'energia di interazione si
ottengono dei graci simili a quello di Fig. 5.3. Mentre, se l'energia di carica e 500, gli "KC
sono leggermente maggiori di quelli ottenuti con l'altro algoritmo cioe cambiano solo le cifre
meno signicative. Ad esempio per Ei = 1  10 3 e EC = 1500 vale che
"KrotovKC = 3:409  10 6 "CRABKC = 3:389  10 6 :
Confrontando gli errori per i tre valori di EC si nota che l'andamento e simile a quello di
Fig. 5.5 e quindi con entrambi gli algoritmi si ottengono risultati non molto diversi tra loro.
Quando, invece, si pone la durata di ogni impulso pari a T = 0:24 o a T = 0:26, la situazione
cambia, compaiono delle dierenze anche molto evidenti. Nel primo caso, infatti, gli "CRABKC
sono sempre minori dei corrispondenti errori calcolati dal Krotov nel senso che sono diverse
anche le cifre piu signicative: posto Ei = 7  10 2 e EC = 1000 vale che
"KrotovKC = 7:201  10 3 "CRABKC = 6:507  10 3 :
Inoltre al diminuire di EC non e detto che diventi minore anche la probabilita che siano
vericate le transizioni (5.12) e (5.13). Anzi per un'energia di carica pari a 500 puo succedere
che l'errore sia piu piccolo di quello relativo agli altri due valori di EC , come avviene ad
esempio per Ei = 8:5  10 2. Sembra, quindi, che il terzo livello, presente nel sistema usato
come qubit, invece di compromettere la realizzazione del NOT, e utile al CRAB per poter
calcolare un impulso a cui corrisponde una maggiore delity.
Nella situazione in cui si considera T = 0:26, invece, l'errore fornito dal CRAB e uguale
a quello del Krotov solo per i valori dell'energia di interazione, nell'intervallo (5.10), che
vanno da Ei = 1  10 4 a Ei = 3  10 2. Al di sopra di questa energia gli "CRABKC sono di poco
piu piccoli dei corrispondenti "KrotovKC allo stesso modo di come avviene per T = 0:24, pero
con una dierenza tra gli errori valutati dai due algoritmi che aumenta man mano che Ei
cresce. Si consideri ad esempio Ei = 6  10 2 e EC = 500 in cui gli errori sono
"KrotovKC = 7:161  10 3 "CRABKC = 6:614  10 3 :
A questo si aggiunge il fatto che ci possono essere valori di Ei per i quali l'errore riferito a
EC = 500 e minore di quello dei casi EC = 1000 e EC = 1500, come si puo notare dalla
Fig. 5.12. Quindi, anche per questo valore di T , il terzo livello favorisce la convergenza del
CRAB verso errori piu piccoli.
Nonostante ci siano queste dierenze, gli errori ottenuti con il CRAB aumentano al
crescere dell'energia di interazione seguendo quasi lo stesso andamento di quelli ricavati con
l'algoritmo di Krotov (vedi Fig. 5.3).
13di solito le cifre decimali meno signicative dell'errore
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Errore CRAB VS Energia di Interazione con T=0.26 e 2M=40
Figura 5.12: errore calcolato dall'algoritmo CRAB in funzione dell'energia di interazione Ei per i tre
diversi valori di EC con T = 0:26 e 2M = 40. Tra parentesi sono indicate le unita di misura. Mentre i
rami ottenuti con EC = 1500 (blu) e EC = 1000 (rosso) quasi coincidono, quello valido per EC = 500 ha
un andamento irregolare ed e al di sotto degli altri due per Ei ' 0:05 e per Ei = 0:08.
Impulsi CRAB
Quando si analizzano gli impulsi calcolati dall'algoritmo CRAB nelle simulazioni eet-
tuate e evidente che sono molto diversi da quelli ottenuti con il Krotov, come si puo vedere
confrontando i 2 esempi delle gure 5.13 e 5.14 con quelli discussi nel paragrafo precedente.
Innanzitutto si puo notare che hanno un andamento monotono, ma irregolare e i loro valori
iniziale (t = 0) e nale (t = T ) sono circa 1 (nelle opportune unita di misura)14. Poi sono
tutti diversi tra loro anche al variare di Ei, quando EC e T sono ssati. Pero la caratteristica
piu importante di questi segnali e la loro semplicita nel senso che il numero di oscillazioni
che compie l'impulso in un tempo T e molto minore rispetto a quelli visti per il Krotov (si
confrontino le gure 5.13 e 5.14 con le 5.6 e 5.7, 5.8 e 5.9). Questo sicuramente e legato
al fatto che, nel CRAB, e possibile impostare quante frequenze deve contenere lo spettro
di ogni impulso, dato che deve essere soddisfatta la (4.7). Poiche in tutte le simulazioni
eettuate con questo algoritmo si e posto 2M = 40, questo signica che gli spettri di tutti i
segnali contengono al massimo 20 frequenze multiple dell'armonica principale 2= ovvero di
14questo e connesso a come e fatto il parametro (t), come per il Krotov
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Impulso CRAB con Ei=0.001, Ec=1000, T=0.25 e 2M=40
Figura 5.13: impulso calcolato dall'algoritmo CRAB in funzione del tempo con parametri Ei = 0:001,
EC = 1000, T = 0:25 e 2M = 40. Tra parentesi sono indicate le unita di misura. Da notare le poche
oscillazioni che compie rispetto alla sua durata. Per questo e molto diverso dai segnali calcolati dall'algoritmo
Krotov.
(2EJ)=(2hT ), secondo le unita di misura utilizzate (vedi Appendice B)
15. Tutti gli spettri,
inoltre, sono molto simili tra loro. Un esempio ottenuto con la trasformata di Fourier veloce
e riportato in Fig. 5.15. Le componenti piu importanti vanno da f = 0 no a circa f = 500
(questo valore e diverso per ogni T ) e poi lo spettro va lentamente a zero oscillando.
Un altro punto rilevante che si puo notare dalle gure 5.13 e 5.14 e che l'intensita degli
impulsi non e sempre limitata a non allontanarsi troppo da 1 come accade nel caso in cui si
usa il Krotov, ma puo addirittura avere valori molto grandi rispetto a 1, il punto di partenza
e di arrivo. Infatti, a parte il caso in cui vale T = 0:25 in cui e compresa in genere tra 3
e  1, quando T e uguale a 0:24 o a 0:26, l'ampiezza puo raggiungere valori anche molto
grandi come 80, 100 e 150. Questo avviene senza seguire una ben determinata legge. Si
puo solo notare che, al variare di T e EC , ai piccoli valori di Ei contenuti negli intervalli
(5.9), (5.10) e (5.11) corrispondono impulsi con intensita compresa al massimo tra 14 e
 6, ma non e sempre vero. Da non sottovalutare e, invece, il fatto che spesso succede che
quanto piu il valore dell'errore e minore del corrispondente ottenuto con il Krotov tanto piu
l'impulso CRAB risulta intenso. Quindi questo comportamento potrebbe essere dovuto al
fatto che siccome il segnale e limitato in frequenza perche non puo averne piu di 20, e solo
15 e la durata totale dell'impulso espressa direttamente in secondi e non in unita di 2h=EJ come avviene
invece per T
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Impulso CRAB con Ei=0.03, Ec=500, T=0.26 e 2M=40
Figura 5.14: impulso calcolato dall'algoritmo CRAB in funzione del tempo quando Ei = 0:03, EC = 500,
T = 0:26 e 2M = 40. Tra parentesi sono indicate le unita di misura. E' importante notare che l'intensita di
questo segnale e compresa tra 90 e  80.
aumentando l'intensita che il CRAB riesce a raggiungere errori che altrimenti non potrebbe.
Anche lo spettro cambia quando l'intensita e elevata in quanto ogni componente diventa
molto piu rilevante.
5.2.3 Discussione
Innanzitutto bisogna notare che gli impulsi calcolati dall'algoritmo di Krotov non sono
di facile realizzazione sperimentale dato che oscillano molto velocemente in tempi molto
piccoli rispetto alla loro durata, anch'essa molto piccola16. Di solito e gia dicile generare
segnali che durano cos poco e quindi potrebbe essere ancora piu complicato realizzare delle
oscillazioni cos rapide. Al contrario, i segnali ottenuti con il CRAB sono molto piu semplici
da realizzare, anche se nei casi in cui hanno ampiezze vicine a 100 possono creare dei
problemi. Infatti potrebbe risultare dicile soprattutto il mantenimento della condizione
EC  EJ , necessaria per avere qubits superconduttivi di carica. Inoltre a livello costruttivo
questo signica che l'energia Josephson del primo qubit deve essere molto piu grande di
quella del secondo, altrimenti non possono essere realizzati impulsi con simili intensita.
16se EJ e compresa tra 3:3  10 22 J e 3:3  10 19 J , allora T = 0:25 corrisponde ad un tempo di massimo
un picosecondo (10 12) e minimo un femtosecondo (10 15)
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Spettro Impulso CRAB con Ei=0.001, Ec=1000, T=0.25 e 2M=40
Figura 5.15: spettro ottenuto con la trasformata di Fourier veloce del segnale calcolato dall'algoritmo
CRAB per Ei = 0:001, EC = 1000, T = 0:25 e 2M = 40. E' la parte che riguarda le frequenze
00positive00 del
graco del logaritmo dell'ampiezza normalizzata di ogni componente di Fourier in funzione della frequenza.
Tra parentesi sono indicate le unita di misura. Le frequenze piu rilevanti sono quelle tra 0 e 500 circa. Lo
spettro va molto lentamente a zero rispetto a quello degli impulsi ottenuti con l'algoritmo di Krotov.
Poi non bisogna sottovalutare il fatto che per entrambi gli algoritmi per diversi valori
dei parametri Ei, EC e T la presenza del terzo livello del sistema non e un disturbo, ma al
contrario garantisce il raggiungimento di un minore errore o l'utilizzo di segnali con frequenze
piu basse rispetto a quando l'energia di carica e cos grande da rendere poco inuente lo
stato j2i sugli altri due.
Il risultato piu importante che si puo dedurre dalle simulazioni eettuate riguarda la
possibilita di poter realizzare la porta NOT su entrambi i qubit, grazie al controllo ottimale
del primo, attraverso degli impulsi che contengono basse frequenze. Questo e vero se si
utilizzano i segnali generati dal CRAB. Sembrerebbe, infatti, che l'interfaccia quantistica,
rappresentata dal primo qubit, non sia in grado di generare le armoniche di ordine superiore
per poter realizzare le transizioni (5.12) e (5.13), ma e solo merito dell'algoritmo CRAB se
e possibile controllare il dispositivo considerato in questa tesi con segnali in cui dominano
le frequenze vicine allo 0. Si arriva a questa conclusione perche il Krotov, che tiene conto di
innite frequenze, calcola in tutti i casi esaminati un impulso con un picco alle alte frequenze
quando in realta e possibile eettuare il controllo ottimale con i segnali CRAB, contenenti
quelle basse. Se l'interfaccia avesse funzionato nel modo giusto, anche il Krotov avrebbe
prodotto impulsi privilegiando le basse frequenze. Questo forse e dovuto al dispositivo o al
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tipo di algoritmi utilizzati.
Il lavoro svolto per la realizzazione di questa tesi e comunque una prima importante
analisi che da l'idea di come poter controllare in modo ottimale il sistema e di quale strada
seguire nello scegliere i parametri T , Ei e EC che garantiscono un errore piu piccolo possibile
(almeno minore di 1  10 2) e dei segnali semplici da realizzare sperimentalmente.
5.2.4 Sviluppi ulteriori
I risultati ottenuti di cui si e discusso nei paragra precedenti sono l'inizio di una pos-
sibile linea di ricerca nell'ambito del controllo ottimale quantistico indiretto applicato ai
qubits superconduttivi di carica. Innanzitutto si potrebbero migliorare questi risultati se
si realizzasse il NOT sul secondo qubit e una qualsiasi operazione sul primo e non il NOT
su entrambi come e stato fatto. In questo modo l'ottimizzazione porterebbe l'interfaccia
quantistica nello stato piu indicato per la corretta realizzazione dell'operazione sul secondo
qubit. Si potrebbe avere una maggiore precisione se si aumentasse il numero di Trotter steps
NT e un diverso andamento degli impulsi se venisse cambiato il parametro (t). Sarebbe
interessante considerare anche altri valori della durata dell'impulso T , cambiare il numero
di coecienti 2M nello sviluppo (4.7) presente nel CRAB o utilizzare una guess iniziale per
i parametri del Nelder-Mead per riuscire ad ottenere un minimo locale diverso da quello
trovato. Oltre a questi parametri, si potrebbe anche pensare di modicare il dispositivo,
ad esempio, sostituendo una semplice capacita al posto della giunzione Josephson per poter
far interagire i due qubits. Inne si potrebbe rendere il sistema piu reale possibile se si
tenesse conto della decoerenza, dell'eetto degli altri livelli oltre a j0i, j1i e j2i e delle altre
imperfezioni del dispositivo.
Quelle elencate sono solo alcune delle possibili strade da seguire per poter, forse, miglio-




Dinamica dei sistemi quantistici a due
stati
A.1 Gli stati e le energie
Nell'informazione e nella computazione quantistica e fondamentale lo studio dei sistemi
quantistici a due stati la cui dinamica gioca un ruolo importante non solo nell'immagazzi-
nare l'informazione in un qubit, ma soprattutto nell'elaborare l'informazione stessa in esso
contenuta. Bisogna, allora, prima di tutto analizzare l'hamiltoniana del sistema usato come
qubit perche ne determina l'evoluzione temporale attraverso l'equazione di Schrodinger.





 z + x

(A.1)
dove x e z sono le matrici di Pauli
1, mentre  e  sono dei parametri che possono dipendere
anche dal tempo. Considerando come base computazionale gli autostati di z

















1in realta la piu generale forma dovrebbe comprendere anche y, pero bastano x e z per eettuare
tutte le possibili rotazioni del qubit nella sfera di Bloch. Questo e importante per la realizzazione delle
operazioni logiche sul qubit stesso.
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in cui  e  vengono considerati costanti. Allora, dato che H^ non dipende esplicitamente
dal tempo deve soddisfare l'equazione di Schrodinger
H^j i = Ej i
e se si considera il generico stato del qubit j i = j0i+j1i (vedi relazione (1.1)) puo essere
riscritta nella forma















Dalla equazione agli autovalori (A.2) si ricava anche la relazione
 =   
+ 2E
con E = E1;2 e sfruttando il fatto che gli autovettori devono essere normalizzati cioe deve
































1  j2Ej : (A.3)





















e inne, in termini di jE1i e jE2i, la base computazionale vera e propria vale
j0i = jE1i+ jE2i j1i = jE1i   jE2i : (A.4)
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Figura A.1: andamento degli autovalori dell'hamiltoniana (A.1) in funzione del parametro  con  costante
o viceversa.
Quindi al variare dei parametri  e  si possono costruire tanti sistemi quantistici a due
stati diversi tra loro (vedi Fig. A.1). A tal proposito bisogna evidenziare il fatto che molto
importante per la realizzazione delle operazioni logiche sul qubit, come sara spiegato nei
prossimi paragra, e il cosiddetto punto di degenerazione che corrisponde al caso in cui si
































Se, invece, e il parametro  ad essere nullo valgono le relazioni
jE1i = j0i con E1 =  1
2
 e jE2i =  j1i con E2 = +1
2

cioe gli autostati e le energie corrispondono proprio a quelli di z.
A.2 Controllo con perturbazioni indipendenti
dal tempo
Come e stato visto nel paragrafo precedente, l'evoluzione temporale di un generico qubit
e governata dall'hamiltoniana (A.1). Poiche quest'ultima contiene le matrici di Pauli x e
z, variando in modo opportuno dall'esterno i coecienti  e , e possibile eettuare una
qualsiasi rotazione nella sfera di Bloch del vettore che rappresenta il qubit combinando tra
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loro quelle attorno gli assi x^ e z^. Un modo per controllare il qubit dall'esterno e quello di
applicare degli impulsi costanti (DC) a forma di gradino che cambiano l'hamiltoniana in un
tempo molto piu piccolo di quello che regola l'evoluzione libera dello stato del qubit stesso,
legato alla dierenza di energia E2 E1. Cos facendo la (A.1) non e dipendente dal tempo
perche il sistema e come se non risentisse dell'accensione e dello spegnimento del segnale:
il valore di  e/o di  cambia istantaneamente all'inizio e alla ne della perturbazione e si
mantiene costante per tutta la sua durata. Durante l'azione del segnale a gradino, quindi,
l'evoluzione temporale e come quella libera e non c'e variazione delle probabilita che il
sistema si trovi nello stato jE1i o jE2i, ma il solo cambiamento di energia e dei coecienti
 e  rispetto alla situazione prima dell'applicazione della perturbazione e dovuto solo
allo shift di  e/o di  visto che il qubit non si accorge della rapida variazione che viene
attuata. La stessa cosa succede se il controllo e adiabatico cioe quando l'impulso, utilizzato
per cambiare  e , diventa diverso da zero in un tempo molto piu lungo di quello che
caratterizza l'evoluzione del qubit.
Si supponga, allora, che lo stato iniziale del qubit sia
j (0)i = j0i = jE1i+ jE2i ;
se ad esempio si varia il parametro  di una quantita  molto velocemente, lo stato del
sistema all'istante t vale
j (t)i = e iE01t=~jE 01i+ e iE
0
2t=~jE 02i ;
con E 01;2 = 
p
( )2 +2=2 e le costanti  e  sono ottenute dalle relazioni (A.3)
sostituendo    al posto di  e E = E1;2 con E 0 = E 01;2. Espresso in termini della base















































1t=~   eiE01t=~i : (A.7)
A questo punto, se per esempio il sistema viene portato attraverso l'impulso DC istantaneo
nel punto di degenerazione in cui vale   = 0, le ampiezze (A.6) e (A.7) sono









dove E 01;2 = =2 . In particolare, la probabilita di trovare il sistema nello stato j1i vale










2   E 01)t
~

cioe oscilla nel tempo ad una frequenza ! pari a quella che da la distanza tra i livelli
energetici: E 02  E 01 = ~!. Quindi il vettore che rappresenta lo stato del qubit nella sfera di
Bloch compie delle rotazioni con velocita angolare ! attorno l'asse x^. Si potrebbe, allora,
realizzare il NOT logico sul generico qubit, passando dallo stato j0i allo stato j1i e viceversa,
partendo da  = 0 e  = 0 e 00accendendo00 in un secondo momento solo  ( 6= 0) per il
tempo necessario ad eettuare una rotazione di  attorno l'asse x^: (E 02   E 01)tNOT=~ = .
Quando, invece, il segnale DC esterno permette di avere  = 0, il sistema resta nello
stato iniziale in cui si trova se questo vale j0i o j1i, altrimenti per tutta la durata dell'impulso
compie un moto di precessione attorno l'asse z^ alla frequenza ! = (E 002  E 001 )=~, con E 001;2 =
=2, se j (0)i e una generica sovrapposizione degli stati della base computazionale (A.4).
Percio in questo caso non si puo eettuare il NOT.
In generale, per come e fatta l'hamiltoniana (A.1), quando sono diversi da zero sia  6= 0
che  6= 0 contemporaneamente, il vettore della sfera di Bloch compie una rotazione attorno
all'asse r^ = (; 0; ). Quindi variando r^ in modo opportuno si possono fare tutte le possibili
operazioni logiche sul qubit.
A.3 Le oscillazioni di Rabi
Per completare lo studio del controllo di un qubit, bisogna considerare la possibilita di
poter variare i parametri  e  presenti nella (A.1) attraverso segnali che dipendono dal
tempo in quanto spesso vengono utilizzati laser, campi magnetici variabili o onde elettro-
magnetiche di varie frequenze, correnti o tensioni alternate (AC), ecc. per eettuare questa
operazione. Si consideri allora una perturbazione dipendente dal tempo di tipo armonico,
con piccola ampiezza  e che agisce lungo la direzione z^ oscillando proprio alla frequenza di












 z + x

   cos!t z
che nella base degli autostati imperturbati jE1i e jE2i puo essere scritta nella forma














in cui l'ampiezza  e molto piccola rispetto aE2. Nella (A.8), mentre il termine proporzionale
a z e responsabile dell'oscillazione della separazione tra i livelli energetici del sistema,
quello contenente x permette di avere la transizione tra jE1i e jE2i e viceversa come verra
dimostrato. A tal proposito si supponga che lo stato del qubit al tempo t sotto l'eetto
della perturbazione armonica sia
j (t)i = (t)e iE1t=~jE1i+ (t)e iE2t=~jE2i
in cui ora, a dierenza del caso esaminato nel paragrafo precedente, si ammette che (t) e




j (t)i = H^(t)j (t)i










(t) = x cos!t e
i(E2 E1)t=~(t) :
Applicando l'approssimazione 00d'onda rotante00 (rotating wave approximation (RWA)) che
consiste nel trascurare i termini che oscillano rapidamente rispetto alla frequenza caratteri-
stica del sistema, quella di risonanza E2   E1=~, perche nel tempo si mediano a zero, le



















ei!t ei(E2 E1)t=~ + e i!t ei(E2 E1)t=~
i















che ammettono due soluzioni possibili:
1(t) = 1(t) = e
 ixt=2~
e
2(t) =  2(t) = eixt=2~ :
A queste corrispondono, allora, le due funzioni d'onda normalizzate













la cui combinazione lineare rinormalizzata
j (t)i = cos xt
2~
e iE1t=~jE1i+ i sin xt
2~
e iE2t=~jE2i (A.9)
rappresenta lo stato del qubit al tempo t per eetto della perturbazione armonica. Come si
vede dalla (A.9), le ampiezze di probabilita che il sistema si trovi in uno degli stati jE1i e























Quindi a dierenza del caso in cui la perturbazione e a gradino oppure e adiabatica, per
eetto del controllo esterno dipendente dal tempo il sistema puo compiere delle transizioni
nel senso che durante l'applicazione dell'impulso lo stato puo passare da jE1i a jE2i e
viceversa con una frequenza pari a 
R = x=~ detta frequenza di Rabi che e molto piccola
rispetto a quella di risonanza. Questo e molto importante per la manipolazione del qubit e
soprattutto per la realizzazione delle porte logiche quantistiche perche a seconda della durata
dell'impulso armonico si puo ottenere una certa sovrapposizione degli autostati dell'energia
e quindi un determinato stato del qubit combinazione di j0i e j1i. In particolare, se si
porta il sistema con un segnale DC istantaneo nel punto di degenerazione e poi si applica la
perturbazione presente nell'hamiltoniana (A.8) alla frequenza di risonanza E2 E1=~ = =~,
si puo passare da jE1i a jE2i e quindi da (j0i + j1i)=
p
2 a (j0i   j1i)=p2 e viceversa (vedi





In questa appendice sono riportati alcuni dettagli riguardanti l'algoritmo di Krotov e l'al-
goritmo CRAB che possono essere usati per comprendere meglio i risultati ottenuti discussi
nel capitolo 5.
B.1 L'evoluzione temporale
L'evoluzione temporale, determinata dall'operatore (5.8), e stata espressa, in entrambi

























dove NT e il numero di Trotter steps cioe il numero di intervalli temporali t in cui viene
suddiviso il tempo totale dell'evoluzione T = NTt. La somma con cui si sostituisce l'in-
tegrale da ovviamente, a parita di T , una evoluzione tanto piu precisa quanto piu e grande
NT e di conseguenza quanto piu e piccolo t. In tutte le simulazioni eettuate per entrambi
gli algoritmi si e posto il numero di Trotter steps pari a NT = 1023.
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B.2 Il parametro (t)
Il parametro (t) presente nelle equazioni (4.5) e (4.7) e stato considerato uguale sia per










  T   t
t
#
+ res : (B.1)
In questa formula, max e il valore massimo di (t) che determina quanto la correzione al
valore costante da cui si parte (vedi (4.5) e (4.7)) conta all'inizio (t = 0) e alla ne (t = T )
dell'impulso generato EJ(t); res e il valore residuo o minimo legato all'importanza della
stessa correzione per ogni tempo intermedio 0 < t < T ; t e il tempo di decadimento delle
esponenziali e regola l'istante in cui (t) raggiunge il valore res (vedi Fig. B.1). A seconda
Figura B.1: andamento del parametro (t) in funzione del tempo per max = 150 , res = 5 e t = 20
(graco di destra) e per max = 150 , res = 5 e t
 = 100 (graco di sinistra).
del valore di questi parametri1 che deniscono (t) si puo avere un diverso andamento di
EJ(t) soprattutto all'inizio e alla ne. In particolare si puo fare in modo che la variazione
a partire dal valore costante EJ non avvenga in modo troppo repentino ma piu
00smooth00.
Inoltre (t) determina anche la velocita con cui l'algoritmo arriva a convergenza, questo vale
soprattutto per il Krotov. Se questa velocita e troppo elevata c'e il rischio che il minimo
locale venga superato. Quindi non e detto che avere grandi valori di max e piccoli di t

possa migliorare il risultato nale.
1tipicamente max  106, t  5, res  1
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B.3 L'update del controllo nell'algoritmo di Krotov
Poiche l'hamiltoniana del sistema e la (5.5), la sua derivata rispetto al parametro di




0@ 0 1 01 0 1
0 1 0
1A :
Questo permette di non avere problemi legati alla valutazione di derivate di varia complessita
che possono diventare una fonte di errore di calcolo.
B.4 I coecienti iniziali dell'algoritmo CRAB
Il calcolo dei valori iniziali dei coecienti fak; bkg e stato implementato nel seguente
modo. Partendo dalla situazione in cui sono tutti zero, nelle prime 2M = N iterazioni
questi parametri vengono posti, uno alla volta, uguali a 1 nel senso che quando un ak o
un bk vale 1 gli altri sono zero. Si ottengono cos N + 1 possibili congurazioni, compreso
anche quando sono tutti zero, che rappresentano i punti ~x1; ~x2; :::; ~xN+1 appartenenti a R
N
che l'algoritmo di Nelder-Mead utilizzera come valori iniziali dalla iterazione 2M + 1-esima
in poi e li modichera per poter raggiungere il minimo dell'errore. E' evidente allora che il
numero di iterazioni che deve fare il CRAB non puo essere minore o molto vicino a N = 2M
cioe al doppio del numero di coecienti dello sviluppo (4.7) perche non si potrebbe avere
la convergenza o raggiungere almeno un buon risultato. Quindi e consigliabile aumentare il
numero di iterazioni ogni volta che si considerano valori di M piu grandi.
B.5 Spettro dei segnali
Lo spettro dei segnali ottenuti sia con il Krotov che con il CRAB e stato ricavato uti-
lizzando l'algoritmo della trasformata di Fourier veloce (FFT). Quest'ultimo e in grado di








kn con k = 0; :::; N   1
in cui N rappresenta il numero di punti di campionamento cioe la successione di numeri
complessi x0; x1; :::; xN 1 che viene trasformata nella successione X0; X1; :::; XN 1.
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Se il segnale campionato si estende nel tempo tra 0 e T con passo Tc (tempo di cam-
pionamento), risulta che grazie alla FFT lo spettro si estendera nell'intervallo di frequenze
[ fNy; fNy], con fNy = fc=2 frequenza di Nyquist e fc = 1=Tc frequenza di campionamento.
La distanza tra una frequenza e l'altra vale f = 1=T e determina la risoluzione spettrale.
Quindi lo spettro e simmetrico rispetto all'origine e ha N=2 frequenze positive e altrettante
negative il cui numero totale vale N+1 se si considera anche la componente con f = 0. Pero
di queste solo N=2 + 1 sono necessarie per poter ricostruire il segnale nel tempo, vista la
simmetria dello spettro. Percio si possono scegliere o le frequenze positive o quelle negative
includendo lo 0 in entrambi i casi.
Facendo ora riferimento ai due algoritmi utilizzati in questa tesi, risulta che il numero
di Trotter steps denito nel primo paragrafo di questa appendice e proprio il numero dei
punti di campionamento N = NT , mentre Tc = t e l'intervallo di frequenze che vengono
considerate vale
  1=(2t); 1=(2t).
Da notare inne che l'algoritmo FFT funziona solo se il numero di punti di campiona-
mento del segnale e una potenza di 2. Negli algoritmi utilizzati e stato considerato un
numero di Trotter steps pari a NT = 1023 perche prima di calcolare la trasformata viene
aggiunto 1 a questa quantita per avere una potenza di 2.
B.6 Le unita di misura
Tutte le grandezze presenti nei due algoritmi sono state considerate adimensionali espri-


















































e quindi risulta che l'energia di carica EC e quella di interazione Ei sono espresse in unita
di EJ=2 , mentre l'impulso ottimale f(t) calcolato dal Krotov e dal CRAB e in unita di
EJ=2~. Bisogna poi considerare il fatto che l'hamiltoniana HKC viene di solito utilizzata









Percio, se si sfruttano le unita di misura appena ricavate, risultera che HKC=~ e in unita di
EJ=2~. Di conseguenza il tempo t deve essere per forza in unita di 2~=EJ per mantenere
l'adimensionalita dell'esponente di U(t). In realta dato che si esprime l'intervallo t, uti-
lizzato per la suddivisione in Trotter steps del tempo (vedi paragrafo B.1), anche in unita
di 2, risulta che per rendere i tempi quantita dimensionali devono essere moltiplicati per
2h=EJ . Quindi, tenendo conto della (5.3), ne consegue che il tempo totale adimensionale
vale T = NT (t=2) = 1=4 = 0:25
2. Dato che f = 1=T , le frequenze sono ovviamente
espresse in unita di EJ=2h.
2per calcolare le unita di misura in cui si esprimono i tempi puo essere usata anche la (5.3)
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