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Abstract
We refine the cyclic cohomological apparatus for computing the Hopf cyclic cohomology of the Hopf
algebras associated to infinite primitive Cartan–Lie pseudogroups, and for the transfer of their characteristic
classes to foliations. The main novel feature is the precise identification as a Hopf cyclic complex of the
image of the canonical homomorphism from the Gelfand–Fuks complex to the Bott complex for equivariant
cohomology. This provides a convenient new model for the Hopf cyclic cohomology of the geometric Hopf
algebras, which allows for an efficient transport of the Hopf cyclic classes via characteristic homomor-
phisms. We illustrate the latter aspect by indicating how to realize the universal Hopf cyclic Chern classes
in terms of explicit cocycles in the cyclic cohomology of étale foliation groupoids.
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0. Introduction
Hopf algebras and their Hopf cyclic cohomology emerged as a new geometric tool in the
work [8] of A. Connes and of the first named author computing the local index formula for
transversely hypoelliptic operators on foliations. One of the key results was the construction of
a canonical isomorphism [8, Theorem 11] from the Gelfand–Fuks cohomology [14] of the Lie
algebra of formal vector fields on Rn to the Hopf cyclic cohomology of the Hopf algebra H(n)
associated to the pseudogroup of local diffeomorphisms of Rn. This isomorphism made it pos-
sible to recognize the cyclic cocycle expressing the Connes–Chern character of the hypoelliptic
signature operator as representing a classical transverse characteristic class [3] in the cyclic co-
homology of the transverse étale groupoid associated to the foliation.
Extending the construction of H(n) to all classical types of transverse geometries, in [30]
we have associated a similar Hopf algebra H(G) to each infinite primitive Cartan–Lie pseu-
dogroup [5,18], or equivalently to each classical subgroup of diffeomorphisms G ⊂ Diff(Rn).
We showed that all these geometric Hopf algebras can be reconstituted as bicrossed products of
traditional Hopf algebras, with one of the factors corresponding to a Lie algebra while the other
is associated to a group. The bicrossed product structure was used in turn to express the Hopf
cyclic cohomology of H(G) in terms of adapted bicocyclic complexes.
The present paper clarifies the relationship between the Hopf cyclic cohomology of the Hopf
algebras H(G) and the classical characteristic classes (cf. [3,1,2]) of foliations with transverse G-
structure. At the level of universal classes, we extend the canonical cohomological isomorphism
of [8] to all classical types of transverse geometries. More significantly, by refining the cyclic
cohomological apparatus for computing the Hopf cyclic cohomology of H(G), we succeed in
explicitly identifying as a Hopf cyclic complex the image of the Gelfand–Fuks complex through
the canonical homomorphism of [8] into the Bott complex for equivariant cohomology. Distinct
from the original realization of the Hopf cyclic cohomology of H(G) as differentiable cyclic
cohomology [8,10], this provides a front–end model for the Hopf cyclic cohomology of H(G).
Furthermore, we produce characteristic homomorphisms from the newly developed models for
Hopf cyclic characteristic classes to the cyclic cohomology of the convolution algebras of étale
holonomy groupoids, which work in the relative case with no compactness restriction. Finally,
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in terms of explicit cocycles in the cyclic cohomology of the convolution algebras of action
groupoids.
We now outline the plan of the paper and highlight its main results. Section 1 starts by re-
calling from [29,30] the construction of the geometric Hopf algebras H(G) and their bicrossed
product decomposition H(G) = F(N)  U(g) (Section 1.1), as well as the Hopf cyclic bi-
complexes associated to them (Section 1.2) and their reduction to a Chevalley–Eilenberg-type
complex (Section 1.3). We then give in Section 1.4 a new Hopf cyclic interpretation to the latter,
as a g-equivariant Hopf cyclic complex for the abelian Hopf factor F(N) with coefficients in the
Koszul resolution of
∧• g∗, viewed as a differential graded stable anti-Yetter–Drinfeld module
(cf. Theorem 1.14).
Section 2 is devoted to the construction (Sections 2.1–2.2) of an explicit quasi-isomorphism
between the Gelfand–Fuks cohomology complex of the Lie algebra of formal vector fields
a(G) = g  n and the Hopf cyclic cohomology of H(G). While this is patterned on the corre-
sponding construction in [8], the novel feature consists in the exact identification in Hopf cyclic
terms of the target of the canonical quasi-isomorphism. Theorem 2.11 in Section 2.3 identifies it
as being precisely the g-equivariant Hopf cyclic complex of Theorem 1.14.
The transfer of the universal Hopf cyclic classes from the Hopf cyclic cohomology of H(G)
to the cyclic cohomology of the convolution algebras of G-holonomy étale groupoids is treated
in Section 3. In Section 3.1 we construct characteristic maps adapted to the bicrossed product
models for Hopf cyclic cohomology, and landing in the Getzler–Jones models [16] for the cyclic
cohomology of crossed product algebras. Theorem 3.7 reconciles these maps with the original
characteristic map of [8], by showing that they are all equivalent. With the goal of facilitating
the transport of characteristic classes from the Gelfand–Fuks cohomology via the Hopf cyclic
cohomology, in Section 3.2 we introduce a differential graded characteristic map from the g-
equivariant Hopf cyclic complex of H(G) to differential étale groupoids. Remark 3.15 explains
how this transfer can be concretely implemented, by relating the above characteristic map to
Connes’ map [7, Theorem 14, p. 220] from the Bott bicomplex for equivariant cohomology
to the cyclic cohomology bicomplex, and to Gorokhovsky’s differential graded analogue [17,
Theorem 19].
Finally, we treat the relative case in Section 4. Unlike the original characteristic map (cf. [8]),
the graded characteristic map does not require an invariant trace and thus descends to the relative
complex even when the underlying reductive subgroup of the linear isotropy group is not com-
pact. In particular, this allows us to realize the Hopf cyclic version of the universal Chern classes
both in terms of the Bott bicomplex, and as cocycles in the cyclic cohomology complex of an
étale foliation groupoid.
1. Hopf cyclic cohomological models
1.1. Geometric Hopf algebras and their bicrossed product structure
Inspired by the G.I. Kac procedure [22] for producing non-commutative and non-cocom-
mutative quantum groups out of matched pairs of finite groups, the construction of the Hopf
algebra associated to an infinite primitive Cartan–Lie pseudogroup (cf. [8] for the general pseu-
dogroup and [30] for all others) relies on splitting the corresponding group G of globally defined
diffeomorphisms of Rn as a set-theoretical product of two subgroups: G =G ·N , G∩N = {e}.
When the primitive pseudogroup is flat, i.e., contains all the Euclidean translations, G is the sub-
H. Moscovici, B. Rangipour / Advances in Mathematics 227 (2011) 654–729 657group of the affine transformations of Rn that belong to G, and N ⊂ G is the subgroup of those
diffeomorphisms that preserve the origin to order 1. The only primitive pseudogroup which is
not flat is the pseudogroup of contact transformations. In that case (cf. [30, Section 2.2]), the
Euclidean translations are replaced by Heisenberg translations. More precisely, regarding R2n+1
as the underlying manifold of the Heisenberg group Hn, G is the semidirect product Hn  G0,
with Hn acting by left translations, and G0 consisting of the linear contact transformations. The
complementary factor N is the subgroup of all contact diffeomorphisms preserving the origin to
order 1 in the sense of Heisenberg calculus, i.e., whose differential at 0 is the identity map of the
Heisenberg tangent bundle.
The splitting G = G · N allows us to represent uniquely any φ ∈ G as a product φ = ϕ · ψ ,
with ϕ ∈ G and ψ ∈ N . Factorizing the product of any two elements ϕ ∈ G and ψ ∈ N in the
reverse order, ψ · ϕ = (ψ  ϕ) · (ψ  ϕ), one obtains a left action ψ → ψ˜(ϕ) := ψ  ϕ of N on
G, along with a right action  of G on N . Equivalently, these actions are the restrictions of the
natural actions of G on the coset spaces G/N ∼=G and G\G ∼=N .
Denoting by g the Lie algebra of G and by n the Lie algebra of N , we abbreviate U = U(g)
and let F stand for the algebra of functions on N generated by the components of the jet of ψ˜ at
e ∈G, as ψ runs through N . U is endowed with the standard Hopf algebra structure of a universal
enveloping algebra, while F is a restricted dual to U(n) and is a Hopf algebra with respect to
the coproduct inherited from the group multiplication on N . While referring the reader to [30,
Sections 2.1–2.2] for the details, we succinctly recall the salient points regarding the construction
of the Hopf algebra H =H(G).
First of all, U is a right F -comodule coalgebra with respect to the coaction  : U → U ⊗ F
which can be concretely described as follows. Let {X1, . . . ,Xm} be a basis of g, and let {XI =
X
i1
1 · · ·Ximm ; i1, . . . , im ∈ Z+} be the corresponding Poincaré–Birkhoff–Witt basis of U . Then
(XI )=
∑
J
XJ ⊗ ηJI , with ηJI (·) := γ JI (·)(e),
where UψXIUψ−1 =
∑
J
γ JI (ψ)XJ , ψ ∈N. (1.1)
The properties which make  : U → U ⊗F a right coaction are:
u〈0〉(1) ⊗ u〈0〉(2) ⊗ u〈1〉 = u(1)〈0〉 ⊗ u(2)〈0〉 ⊗ u(1)〈1〉u(2)〈1〉,
(u〈0〉)u〈1〉 = (u)1, ∀u ∈ U . (1.2)
One can then form a cocrossed product coalgebra F < U that has H ⊗K as underlying vector
space and the coalgebra structure is given by:
(f <u)= f (1) <u(1)〈0〉 ⊗ f (2)u(1)〈1〉 <u(2),
(h< k)= (h)(k). (1.3)
On the other hand, the right action  of G on N induces a left action of G on F , which in turn
gives rise to a left action  of U on F ; that makes F a left U -module algebra, i.e., for any u ∈ U ,
and f,g ∈F ,
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u  1 = (u)1. (1.4)
This allows us to endow the underlying vector space F⊗U an algebra structure, which we denote
by F > U ; it has 1 > 1 as its unit, and the product
(f > u)(g > v)= f u(1)  g > u(2)v.
Furthermore, U and F form a matched pair of Hopf algebras in the sense of [28]. More precisely,
the above action and coaction satisfy the following properties:
(u  f )= (u)(f ), ∀u ∈ U , f ∈F ,
(u  f )= u(1)〈0〉  f (1) ⊗ u(1)〈1〉(u(2)  f (2)),
(1)= 1 ⊗ 1,
(uv)= u(1)〈0〉v〈0〉 ⊗ u(1)〈1〉(u(2)  v〈1〉),
u(2)〈0〉 ⊗ (u(1)  f )u(2)〈1〉 = u(1)〈0〉 ⊗ u(1)〈1〉(u(2)  f ). (1.5)
Superimposing the coalgebra structure F > U and the algebra structure F < U , one obtains
the bicrossed product Hopf algebra H =F  U , which has as antipode
S(f  u)= (1 S(u〈0〉))(S(f u〈1〉) 1).
The following auxiliary results will be needed later in this paper.
Lemma 1.1. For any u ∈ U , and f ∈F one has
S(u  f )= u〈0〉  S(f )S(u〈1〉).
Proof. Let us endow U ⊗ F with tensor coproduct, and consider the convolution algebra
Hom(U ⊗F ,F). Define three elements K , L and M of the latter algebra as follows:
K(u⊗ f )= u  f, L(u⊗ f )= u  S(f ), M(u⊗ f )= S(u〈0〉  f )u〈1〉.
Using the fact that F is a U -module algebra, one checks that K and L are left and right inverses
of one another; indeed,
(K ∗L)(u⊗ f )= (u(1)  f (1))
(
u(2)  S(f (2))
)
= u  (f (1)S(f (2)))= u  (f )= (u)(f ),
and the verification of other identity is similar. On the other hand, making use of (1.5), one sees
that M ∗K = Id. So M = L, which is equivalent to the claimed identity. 
Although U is not F comodule algebra, i.e.,  is not algebra map, the properties (1.5) seem
to suggest that there could be an algebra structure on U ⊗ F which would make  an algebra
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the above action and coaction, by
u f = S−1(u〈1〉)u〈0〉  f, u ∈ U , f ∈F . (1.6)
Lemma 1.2. The above formula defines an action which makes F a Ucop-module algebra.
Proof. To prove that it is an action, we note that by Lemma 1.1,
S(u f )= S(S−1(u〈1〉)u〈0〉  f )
= S(u〈0〉  f )u〈1〉 = u〈0〉  S(f )S(u〈1〉)u〈2〉 = u  S(f ).
This implies that
S(uv  f )= uv  S(f )= u  (v  S(f ))= u  S(v  f )= S(u (v  f )).
Next, we show Ucop acts on F by a Hopf action, as follows:
S
(
u (fg)
)= u  S(fg)= u(1)  S(g)u(2)  S(f )
= S(u(1)  g)S(u(2)  f )= S
(
(u(2)  f )(u(1)  g)
)
. 
In view of the above lemma, one can now form a new crossed product algebra, which we
denote by F > Ucop.
Let  = 1,2 ◦ : U →F ⊗ U , where 1,2 : U ⊗F →F ⊗ U stands for the flip map.
Lemma 1.3. The map  : U →F > Ucop is an algebra map.
Proof. Indeed, using (1.5) we can write
(u)(v)= (u〈1〉 ⊗ u〈0〉)(v〈1〉 ⊗ v〈0〉)
= u〈1〉(u〈0〉(2)  v〈1〉)⊗ u〈0〉(1)v〈0〉
= u(1)〈1〉u(2)〈1〉(u(2)〈0〉  v〈1〉)⊗ u(1)〈0〉v〈0〉
= u(1)〈1〉u(2)〈2〉S−1(u(2)〈1〉)(u(2)〈0〉  v〈1〉)⊗ u(1)〈0〉v〈0〉
= u(1)〈1〉(u(2)  v〈1〉)⊗ u(1)〈0〉v〈0〉 = (uv)〈1〉 ⊗ (uv)〈0〉 =(uv). 
Lemma 1.4. The antipode of U satisfies the following colinearity property:

(
S(u)
)= S(u(2)〈0〉)⊗ S(u(1))  u(2)〈1〉, ∀u ∈ U .
Proof. We first show that the operator
L(u)= S(u(1))  u(2) ⊗ S(u(2) )〈1〉 〈0〉
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(
 ∗L)(u)=(u(1))L(u(2))
= (u(1)〈1〉 ⊗ u(1)〈0〉)
(
S(u(2))  u(3)〈1〉 ⊗ S(u(3)〈0〉)
)
= u(1)〈1〉u(1)〈0〉(2) 
(
S(u(2))  u(3)〈1〉
)⊗ u(1)〈0〉(1)S(u(3)〈0〉)
= u(1)(1)〈1〉u(1)(2)〈1〉u(1)(2)〈0〉 
(
S(u(2))  u(3)〈1〉
)⊗ u(1)(1)〈0〉S(u(3)〈0〉)
= u(1)〈1〉u(2)〈1〉u(2)〈0〉 
(
S(u(3))  u(4)〈1〉
)⊗ u(1)〈0〉S(u(4)〈0〉)
= u(1)〈1〉u(2)〈2〉S−1(u(2)〈1〉)u(2)〈0〉 
(
S(u(3))  u(4)〈1〉
)⊗ u(1)〈0〉S(u(4)〈0〉)
= u(1)〈1〉
(
u(2)S(u(3))
)  u(4)〈1〉 ⊗ u(1)〈0〉S(u(4)〈0〉)
= u(1)〈1〉u(2)〈1〉 ⊗ u(1)〈0〉S(u(2)〈0〉)= u〈1〉 ⊗ u〈0〉(1)S(u〈0〉(2))
= u〈1〉 ⊗ (u〈0〉)= (u)⊗ 1.
On the other hand, since according to Lemma 1.3,  is an algebra map, it is automatically
two sided invertible, with  ◦ S as its inverse. It follows that  ◦ S = L, which proves the
claim. 
1.2. Hopf cyclic complexes based on bicrossed product structure
The Hopf algebra H = H(G) comes equipped with the character δ ∈ H∗, the unique ex-
tension of the infinitesimal modular character of g, δ(X) = Tr(adX). Moreover, δ : H → C
satisfies S2δ = Id, where Sδ(h) = δ(h(1))S(h(2)). This means that the corresponding module Cδ ,
viewed also as a trivial comodule, defines a modular pair in involution (cf. [9]), and a partic-
ular case of SAYD module–comodule (cf. [19]). Such a datum allows us to specialize Connes’
ExtΛ-definition [6] of cyclic cohomology to the context of Hopf algebras (cf. [8,9]). The re-
sulting Hopf cyclic cohomology, introduced in [8] and extended to SAYD coefficients in [20],
incorporates both Lie algebra and group cohomology and provides the appropriate cohomologi-
cal tool for the treatment of symmetry in non-commutative geometry. However, its computation
for general Hopf algebras poses quite a challenge.
For the convenience of the reader, we recall below from [29,30] how one can replace the
standard Hopf cyclic (b,B)-complex (C∗(H,Cδ), b,B) of [8,9] by cohomological models which
exploit the bicrossed product structure. In fact, such bicocyclic bicomplexes are associated in
[30, Sections 3.2–3.3] to any bicrossed product Hopf algebra equipped with an SAYD module.
A bicocyclic bicomplex is a bigraded module whose rows and columns are cocyclic modules
and, in addition, the vertical operators and the horizontal operators commute.
In the particular case of H = H(G) with coefficients in Cδ , the first bicocyclic complex
CH(U ,F ,Cδ) consists of the collection of vector spaces
C
(p,q)
H (U ,F ,Cδ) := Cδ ⊗H
(U⊗p+1 ⊗F⊗q+1), (p, q) ∈ Z+ × Z+, (1.7)
the tensor product over H being taken with respect to the following action of H on U and F :
(f  u)v = ε(f )uv, (f  u)g = f u  g, u, v ∈ U , f, g ∈F .
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u˜= u0 ⊗ · · · ⊗ up, f˜ = f 0 ⊗ · · · ⊗ f q,
u˜〈0〉 ⊗ u˜〈1〉 = u1〈0〉 ⊗ · · · ⊗ up 〈0〉 ⊗ u1〈1〉 · · ·up 〈1〉. (1.8)
With this convention, the horizontal operators are defined by
−→
∂ i(1 ⊗ u˜⊗ f˜ )= 1 ⊗ u0 ⊗ · · · ⊗
(
ui
)⊗ · · · ⊗ up ⊗ f˜ ,
−→
∂ p+1(1 ⊗ u˜⊗ f˜ )= 1 ⊗ u0(2) ⊗ · · · ⊗ up ⊗ u0(1)〈0〉 ⊗ f 0u(1)〈1〉 ⊗ · · · ⊗ f qu(1)〈q+1〉,
−→σ j (1 ⊗ u˜⊗ f˜ )= 1 ⊗ u0 ⊗ · · · ⊗ ε
(
uj+1
)⊗ · · · ⊗ up ⊗ f˜ ,
−→τ (1 ⊗ u˜⊗ f˜ )= 1 ⊗ u1 ⊗ · · · ⊗ up ⊗ u0〈0〉 ⊗ f 0u〈1〉 ⊗ · · · ⊗ f qu〈q+1〉; (1.9)
and the vertical operators are defined by
↑∂i(1 ⊗ u˜⊗ f˜ )= 1 ⊗ u˜⊗ f 0 ⊗ · · · ⊗
(
f i
)⊗ · · · ⊗ f q,
↑∂q+1(1 ⊗ u˜⊗ f˜ )= 1 ⊗ u0〈0〉 ⊗ · · · ⊗ uq 〈0〉 ⊗ f 0(2) ⊗ · · · ⊗ f q ⊗ f 0(1)S
(
u0〈1〉 · · ·up 〈1〉
)
,
↑σj (1 ⊗ u˜⊗ f˜ )= 1 ⊗ u˜⊗ f 0 ⊗ · · · ⊗ ε
(
f j+1
)⊗ · · · ⊗ f q,
↑τ(1 ⊗ u˜⊗ f˜ )= 1 ⊗ u0(0) ⊗ · · · ⊗ uq (0) ⊗ f 1 ⊗ · · · ⊗ f q ⊗ f 0S
(
u0〈1〉 · · ·up 〈1〉
)
. (1.10)
The Hopf algebra U admits the following action on F⊗q , which plays a key role in the defi-
nition of the next bicocyclic module:
u • (f 1 ⊗ · · · ⊗ f n)
= (1 u) · (f 1 ⊗ · · · ⊗ f n)
:= (1 u)(1)f 1 ⊗ · · · ⊗ (1 u)(n)f n
= u(1)〈0〉  f 1 ⊗ u(1)〈1〉u(2)〈0〉  f 2 ⊗ · · · ⊗ u(1)〈n−1〉 · · ·u(n−1)〈1〉u(n)  f n. (1.11)
It is worth mentioning that, although this action does not make F a U -module coalgebra, it does
commute with the coproduct.
With this understood, the second bicocyclic module C(U ,F ,Cδ) is given by the following
diagram:
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↑B
...
↑B
...
↑B
Cδ ⊗ U⊗2
−→
b
↑b
↑B
Cδ ⊗ U⊗2 ⊗F
−→
b
−−→B
↑b
↑B
Cδ ⊗ U⊗2 ⊗F⊗2
−→
b
−→
B
↑b
↑B
· · ·−→
B
Cδ ⊗ U
−→
b
↑b
↑B
Cδ ⊗ U ⊗F
−→
b
−→
B
↑b
↑B
Cδ ⊗ U ⊗F⊗2
−→
b
−→
B
↑b
↑B
· · ·−→
B
Cδ
−→
b
↑b
Cδ ⊗F
−→
b
−→
B
↑b
Cδ ⊗F⊗2
−→
b
−→
B
↑b
· · · ,−→
B
(1.12)
whose horizontal maps are given by
−→
∂ 0(1 ⊗ u˜⊗ f˜ )= 1 ⊗ 1 ⊗ u1 ⊗ · · · ⊗ up ⊗ f˜ ,
−→
∂ j (1 ⊗ u˜⊗ f˜ )= 1 ⊗ u1 ⊗ · · · ⊗
(
ui
)⊗ · · · ⊗ up ⊗ f˜ ,
−→
∂ p+1(1 ⊗ u˜⊗ f˜ )= 1 ⊗ u1 ⊗ · · · ⊗ up ⊗ 1 ⊗ f˜ ,
−→σ j (1 ⊗ u˜⊗ f˜ )= 1 ⊗ u1 ⊗ · · · ⊗ 
(
uj+1
)⊗ · · · ⊗ up ⊗ f˜ ,
−→τ (1 ⊗ u˜⊗ f˜ )= δ(u1(1))⊗ S(u1(3)) · (u2 ⊗ · · · ⊗ up ⊗ 1)⊗ S(u1(2)) • f˜ , (1.13)
while the vertical operators are defined by
↑∂0(1 ⊗ u˜⊗ f˜ )= 1 ⊗ u˜⊗ 1 ⊗ f˜ ,
↑∂j (1 ⊗ u˜⊗ f˜ )= 1 ⊗ u˜⊗ f 1 ⊗ · · · ⊗
(
f j
)⊗ · · · ⊗ f q,
↑∂q+1(1 ⊗ u˜⊗ f˜ )= 1 ⊗ u˜〈0〉 ⊗ f˜ ⊗ S(u˜〈1〉),
↑σj (1 ⊗ u˜⊗ f˜ )= 1 ⊗ u˜⊗ f 1 ⊗ · · · ⊗ 
(
f j+1
)⊗ · · · ⊗ f n,
↑τ(m⊗ u˜⊗ f˜ )= 1 ⊗ u˜〈0〉 ⊗ S
(
f 1
) · (f 2 ⊗ · · · ⊗ f n ⊗ S(u˜〈1〉)). (1.14)
The next step consists in identifying the standard Hopf cocyclic module C∗(H,Cδ) to the
diagonal subcomplex D∗ of C∗,∗. This is achieved by means of the map Ψ :D∗ → C∗(H,Cδ)
together with its inverse Ψ−1 : C∗(H,Cδ)→D∗. They are explicitly defined as follows:
Ψ
(
1 ⊗ u1 ⊗ · · · ⊗ un ⊗ f 1 ⊗ · · · ⊗ f n)
= 1 ⊗ f 1  u1〈0〉 ⊗ f 2u1〈1〉  u2〈0〉 ⊗ · · ·
⊗ f nu1〈n−1〉 · · ·un−1〈1〉  un, (1.15)
respectively
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(
1 ⊗ f 1  u1 ⊗ · · · ⊗ f n  un)
= 1 ⊗ u1〈0〉 ⊗ · · · ⊗ un−1〈0〉 ⊗ un ⊗ f 1
⊗ f 2S(u1〈n−1〉)⊗ f 3S(u1〈n−2〉u2〈n−2〉)⊗ · · · ⊗ f nS(u1〈1〉 · · ·un−1〈1〉). (1.16)
With Tot(C) designating the total mixed complex Tot(C)n =⊕p+q=n Cδ ⊗ Up ⊗ Fq , we
denote by Tot(C) the associated normalized subcomplex, obtained by retaining only the elements
annihilated by all degeneracy operators. Its total boundary is bT + BT , with bT and BT defined
as follows:
−→
b p =
p+1∑
i=0
(−1)i−→∂ i, ↑bq =
q+1∑
i=0
(−1)i ↑∂i,
bT =
∑
p+q=n
−→
b p+ ↑bq, (1.17)
−→
Bp =
(
p−1∑
i=0
(−1)(p−1)i−→τ i
)
−→σ p−1−→τ , ↑Bq =
(
q−1∑
i=0
(−1)(q−1)i ↑τ i
)
−→σ q−1 ↑τ,
BT =
∑
p+q=n
−→
Bp+ ↑Bq. (1.18)
The total complex of a bicocyclic module is a mixed complex, and so its cyclic cohomology is
well defined. By means of the analogue of the Eilenberg–Zilber theorem for bi-paracyclic mod-
ules [16,26], the diagonal mixed complex (D,b,B) and the total mixed complex (TotC,bT ,BT )
can be seen to be quasi-isomorphic in both Hochschild and cyclic cohomology. At the level of
Hochschild cohomology the quasi-isomorphism is implemented by the Alexander–Whitney map
AW :=⊕p+q=n AWp,q : Tot(C)n →Dn,
AWp,q : Cδ ⊗ U⊗p ⊗F⊗q → Cδ ⊗ U⊗p+q ⊗F⊗p+q,
AWp,q = (−1)p+q ↑∂0 ↑∂0 · · · ↑∂0︸ ︷︷ ︸
q times
−→
∂ n
−→
∂ n−1 · · · −→∂ q+1. (1.19)
Using a standard homotopy operator H , this can be supplemented by a cyclic Alexander–
Whitney map AW ′ := AW ◦ B ◦H : Dn → Tot(C)n+2, and thus upgraded to an S-map AW =
(AW,AW ′), of mixed complexes. The inverse quasi-isomorphisms are provided by the shuffle
maps Sh :=D(C)n → Tot(C)n, resp. Sh= (Sh,Sh′), which are discussed in detail in [26].
We refer the reader to [30, Theorem 3.16 and Section 3.3] for a complete proof of the state-
ment recorded below.
Proposition 1.5. The mixed complex (TotC∗(U ,F ,Cδ), bT ,BT ) is quasi-isomorphic to the stan-
dard total Hopf cyclic complex (TotC∗(H,Cδ), b,B).
The bicocyclic module (1.12) is an amalgam between the Lie algebra homology of g with
coefficients in Cδ ⊗ F⊗• and Hopf cyclic cohomology of F with coefficients in the comodule
U(g)⊗•. It can be further reduced to the bicomplex C•,•(g,F ,Cδ) := Cδ⊗∧• g⊗F⊗•, obtained
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action (1.11), which restricted to g reads
X • (f 1 ⊗ · · · ⊗ f q)
= (1X)(f˜ )
=X(1)〈0〉  f 1 ⊗X(1)〈1〉
(
X(2)〈0〉  f 2
)⊗ · · · ⊗X(1)〈q−1〉 · · ·X(q−1)〈1〉(X(q)  f q), (1.20)
and define ∂g : Cδ ⊗∧p g ⊗ F⊗q → Cδ ⊗∧p−1 g ⊗ F⊗q as being the Lie algebra homology
boundary with respect to the action of g on Cδ ⊗F⊗q defined by
(1 ⊗ f˜ ) X = δ(X)⊗ f˜ − 1 ⊗X • f˜ . (1.21)
Via the antisymmetrization map
α˜g : Cδ ⊗
∧q
g ⊗F⊗p → Cδ ⊗ U⊗q ⊗F⊗p, α˜g = α ⊗ Id,
α
(
1 ⊗X1 ∧ · · · ∧Xp)= 1
p!
∑
σ∈Sp
(−1)σ1 ⊗Xσ(1) ⊗ · · · ⊗Xσ(p), (1.22)
the pullback of the vertical b-coboundary in (1.12) vanishes, while the vertical B-coboundary
becomes ∂g (cf. [8, Proposition 7]).
On the other hand, since F is commutative, the coaction (1.1) extends from g to a unique
coaction g :∧p g →∧p g ⊗F satisfying
g
(
X1 ∧ · · · ∧Xq)=X1〈0〉 ∧ · · · ∧Xq 〈0〉 ⊗X1〈1〉 · · ·Xq 〈1〉. (1.23)
The coboundary bF is given by
bF
(
1 ⊗ α ⊗ f 1 ⊗ · · · ⊗ f q)= 1 ⊗ α ⊗ 1 ⊗ f 1 ⊗ · · · ⊗ f q
+
∑
1iq
(−1)i1 ⊗ α ⊗ f 1 ⊗ · · · ⊗(f i)⊗ · · · ⊗ f q
+ (−1)q+11 ⊗ α〈0〉 ⊗ f 1 ⊗ · · · ⊗ f q ⊗ S(α〈1〉), (1.24)
while the B-boundary is
BF =
(
q−1∑
i=0
(−1)(q−1)iτ iF
)
στF , where (1.25)
τF
(
1 ⊗ α ⊗ f 1 ⊗ · · · ⊗ f q)= 1 ⊗ α〈0〉 ⊗ S(f 1) · (f 2 ⊗ · · · ⊗ f q ⊗ S(α〈1〉)),
σ
(
1 ⊗ α ⊗ f 1 ⊗ · · · ⊗ f q)= ε(f q)⊗ α ⊗ f 1 ⊗ · · · ⊗ f q−1.
Thus we arrive at the bicomplex C•,•(g,F ,Cδ), described by the diagram
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∂g
...
∂g
...
∂g
Cδ ⊗∧2 g bF
∂g
Cδ ⊗∧2 g ⊗F
BF
bF
∂g
Cδ ⊗∧2 g ⊗F⊗2
BF
bF
∂g
· · ·
BF
Cδ ⊗ g
bF
∂g
Cδ ⊗ g ⊗F
BF
bF
∂g
Cδ ⊗ g ⊗F⊗2
BF
∂g
bF · · ·
BF
Cδ ⊗ C
bF
Cδ ⊗ C ⊗F
BF
bF
Cδ ⊗ C ⊗F⊗2
BF
bF · · · .
BF
(1.26)
Actually, since F is commutative and its action on Cδ ⊗∧q g is trivial, by [25, Theorem 3.22]
BF vanishes in Hochschild cohomology and therefore can be omitted from the above diagram.
Referring to [30, Proposition 3.21 and Section 3.3] for more details, we state the conclusion
as follows.
Proposition 1.6. The map (1.22) induces a quasi-isomorphism between the total complexes
TotC•,•(g,F ,Cδ) and TotC•,•(U ,F ,Cδ).
1.3. Passage to Lie algebra cohomology
In order to convert the Lie algebra homology into Lie algebra cohomology, we shall resort to
the Poincaré isomorphism
Dg = dg ⊗ Id :
∧q
g∗ ⊗F⊗p →
∧m−q
g ⊗
∧m
g∗ ⊗F⊗p,
dg(η)= ι(η) ⊗ ∗, (1.27)
where  is a covolume element and  ∗ is the dual volume element. The contraction operator is
defined as follows: for λ ∈ g∗, ι(λ) :∧• g →∧•−1 g is the unique derivation of degree −1 which
on g is the evaluation map
ι(λ)(X)= 〈λ,X〉, ∀X ∈ g,
while for η = λ1 ∧ · · · ∧ λq ∈∧q g∗, ι(η) :∧• g →∧•−q g is given by
ι(λ1 ∧ · · · ∧ λq) := ι(λq) ◦ · · · ◦ ι(λ1), ∀λ1, . . . , λq ∈ g∗.
Noting that the coadjoint action of g induces on∧m g∗ the action
ad∗(X) ∗ = δ(X) ∗, ∀X ∈ g, (1.28)
we shall identify
∧m g∗ with Cδ as g-modules.
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tion of its coaction on U(g). First, we identify ∧• g∗ with the graded algebra Ω•(G)G of
left invariant differential forms on G. We fix a basis {ω1, . . . ,ωm} of Ω1(G)G, and denote
by {ωA = ωa1 ∧ · · · ∧ ωap ; a1 < · · · < ap} the corresponding basis of Ωp(G)G. Given any
ω ∈∧p g∗ ≡ Ωp(G)G, we define a polynomial function on N with values in∧p g∗ by restrict-
ing the (not necessarily invariant) form ψ∗(ω) to the tangent space at e ∈G:
(g∗ω)(ψ)=
(
ψ−1
)∗
(ω)
∣∣
e
, ψ ∈N. (1.29)
Explicitly, g∗ω ∈∧p g∗ ⊗F(N) is defined as follows. Express ω ∈∧p g∗ in the form
(
ψ−1
)∗
(ω)=
∑
B
γ Bω (ψ)ωB, ψ ∈N, (1.30)
with γ BA (ψ) in the algebra of functions on G generated by {γ ••···•(ψ)}. Then
g∗ω =
∑
B
ωB ⊗ ηBω , where ηBω (ψ)= γ Bω (ψ)(e). (1.31)
Lemma 1.7.
g∗ :
∧p
g∗ →
∧p
g∗ ⊗F(N) (1.32)
defines a right coaction.
Proof. On applying (1.30) twice one obtains
(
ψ−11
)∗((
ψ−12
)∗
(ω)
)= (ψ−11 )∗
(∑
B
γ Bω (ψ2)ωB
)
=
∑
C
(∑
B
(
γ Bω (ψ2) ◦
(
ψ−11
))
γ CB (ψ1)
)
ωC.
On the other hand,
(
(ψ1 ◦ψ2)−1
)∗
(ω)=
∑
C
γ Cω (ψ1ψ2)ωC.
Equating the two results, one obtains
γ Cω (ψ1ψ2)=
∑
B
(
γ Bω (ψ2) ◦
(
ψ−11
))
γ CB (ψ1),
which by evaluation at e ∈G yields
ηCω = ηC ⊗ ηBω .B
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(g∗ ⊗ Id)(g∗ω)= (g∗ ⊗ Id)
∑
B
ωB ⊗ ηBω
=
∑
B,C
ωC ⊗ ηCB ⊗ ηBω =
∑
C
ωC ⊗
(
ηCω
)= (Id ⊗)(g∗ω). 
Remark 1.8. The above coaction gives rise to a left action  :∧p g∗ × N →∧p g∗ of N on∧• g∗, via
g∗ω = ω〈0〉 ⊗ω〈1〉 ⇒ ψ ω = ω〈1〉(ψ)ω〈0〉, ∀ψ ∈N. (1.33)
This action coincides in fact with the natural action of N on
∧• g∗, that is
ψ ω = (ψ−1)∗ω∣∣
e
. (1.34)
Indeed, by (1.31), for any basis element one has
ψ ωA =
∑
B
γ BA
(
ψ−1
)
(e)ωB =
(
ψ−1
)∗
ωA
∣∣
e
.
Lemma 1.9. The coactions g∗ :∧• g∗ →∧• g∗ ⊗F and g :∧• g →∧• g⊗F are Poincaré
dual to each other, i.e. for any ζ ∈∧• g∗,
g∗(ζ )= D−1g ◦g ◦ Dg(ζ ). (1.35)
Proof. This follows from the obvious identity
〈(
ψ−1
)∗
(ω)
∣∣
e
,ψ∗e(X)
〉= 〈ω,X|e〉, ω ∈ g∗, X ∈ g, ψ ∈N, (1.36)
combined with the fact that any covolume element  ∈∧m g is G-invariant,
ϕ∗()=, ∀ϕ ∈ G ⊂ Diff(Rn). 
Remark 1.10. The equality (1.36) together with the definitions (1.1) and (1.30) imply
〈ω,X〉 = 〈(ψ−1)∗(ω)∣∣
e
,ψ∗e(X)
〉= 〈∑
B
ηBω (ψ)ωB,
∑
C
ηCX(ψ)XC
〉
=
∑
A
ηAω(ψ)η
A
X(ψ).
This shows that for ω and X dual to each other the corresponding matrices (ηAω,B) and (η
A
X,B)
are inverse to each other.
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...
...
...
∧2 g∗
∂g∗
b∗F ∧2 g∗ ⊗F
B∗F
∂g∗
b∗F ∧2 g∗ ⊗F⊗2
B∗F
∂g∗
b∗F · · ·
B∗F
g∗
∂g∗
b∗F
g∗ ⊗F
B∗F
∂g∗
b∗F
g∗ ⊗F⊗2
B∗F
∂g∗
b∗F · · ·
B∗F
C
∂g∗
b∗F
C ⊗F
B∗F
∂g∗
b∗F
C ⊗F⊗2
B∗F
∂g∗
b∗F · · · .
B∗F
(1.37)
The vertical coboundary ∂g∗ : Cp,q → Cp,q+1 is the Lie algebra cohomology coboundary of the
Lie algebra g with coefficients in F⊗p , where the action of g is
(
f 1 ⊗ · · · ⊗ f p)X = −X • (f 1 ⊗ · · · ⊗ f p). (1.38)
The horizontal b-coboundary b∗F , resp. the horizontal B-boundary B
∗
F are the Hochschild coal-
gebra cohomology coboundary resp. the B-boundary operator of F with coefficients in the
comodule
∧q g∗ with respect to the coaction of F defined by (1.31), given by formulae sim-
ilar to (1.24), resp. (1.25).
For future reference, we record the conclusion.
Proposition 1.11. The map (1.27) induces a quasi-isomorphism between the total complexes
TotC•,•(U ,F ,Cδ) and TotC•,•(g∗,F).
1.4. g-equivariant Hopf cyclic interpretation
We shall now give a genuine Hopf cyclic interpretation to the bicomplex (1.37), by recasting
it as a g-equivariant Hopf cyclic complex for F with coefficients in a graded SAYD built out of
the Koszul resolution.
We recall that the Koszul resolution associated to the Lie algebra g is the complex
V (g∗) : U ∂K g∗ ⊗ U ∂K ∧2 g∗ ⊗ U ∂K · · · , (1.39)
where the coboundary ∂K is the usual Lie algebra cohomology coboundary of g with coefficients
in U , and g acts on U from the right via
 : U ⊗ g → U , u X = −Xu, X ∈ g, u ∈ U . (1.40)
We endow V⊕(g∗) =∧• g∗ ⊗ U with a coaction K : V⊕(g∗) → F ⊗ V⊕(g∗) defined as
follows:
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Equivalently, using (1.2) we can rephrase the definition as
K(ω ⊗ u)= S(u(2)〈0〉)  S(u(1)〈1〉u(2)〈1〉ω〈1〉)⊗ω〈0〉 ⊗ u(1)〈0〉; (1.42)
here ω〈0〉 ⊗ω〈1〉 refers to the same coaction of F on
∧• g∗ used in (1.32).
Lemma 1.12. The map K : V⊕(g∗)→F ⊗ V⊕(g∗) is a coaction.
Proof. We need to check that (Id ⊗K) ◦K = (⊗ Id) ◦. Using (1.2) we can write
(Id ⊗K) ◦K(ω ⊗ u)
= (Id ⊗K)
(
S(u〈0〉(2))  S(u〈1〉ω〈1〉)⊗ω〈0〉 ⊗ u〈0〉(1)
)
= S(u〈0〉(2))  S(u〈1〉ω〈2〉)⊗ S(u〈0〉(1)〈0〉(2))  S(u〈0〉(1)〈1〉ω〈1〉)
⊗ω〈0〉 ⊗ u〈0〉(1)〈0〉(1)
= S(u〈0〉(3))  S(u〈1〉ω〈2〉)⊗ S(u〈0〉(2)〈0〉)  S(u〈0〉(1)〈1〉u〈0〉(2)〈1〉ω〈1〉)
⊗ω〈0〉 ⊗ u〈0〉(1)〈0〉
= S(u(3)〈0〉)  S(u(1)〈2〉u(2)〈2〉u(3)〈1〉ω〈2〉)⊗ S(u(2)〈0〉)  S(u(1)〈1〉u(2)〈1〉ω〈1〉)
⊗ω〈0〉 ⊗ u(1)〈0〉.
On the other hand, using (1.41) and Lemma 1.4 we see that
(⊗ Id) ◦K(ω ⊗ u)
= (⊗ Id)(S(u(2)〈0〉)  S(u(1)〈1〉u(2)〈1〉ω〈1〉)⊗ω〈0〉 ⊗ u(1)〈0〉)
= S(u(2)〈0〉(2))〈0〉  S(u(1)〈2〉u(2)〈2〉ω〈2〉)
⊗ S(u(2)〈0〉(2))〈1〉S(u(2)〈0〉(1))  S(u(1)〈1〉u(2)〈1〉ω〈1〉)⊗ω〈0〉 ⊗ u(1)〈0〉
= S(u(2)〈0〉(3)〈0〉)  S(u(1)〈2〉u(2)〈2〉ω〈2〉)
⊗ S(u(2)〈0〉(2)) 
(
u(2)〈0〉(3)〈1〉S(u(1)〈1〉u(2)〈1〉ω〈1〉)
)⊗ω〈0〉 ⊗ u(1)〈0〉
= S(u(3)〈0〉)  S(u(1)〈2〉u(2)〈2〉u(3)〈1〉ω〈2〉)⊗ S(u(2)〈0〉)  S(u(1)〈1〉u(2)〈1〉ω〈1〉)
⊗ω〈0〉 ⊗ u(1)〈0〉. 
Since F is commutative, V⊕(g∗) endowed with the trivial F -action can be viewed as an
SAYD over F , hence its Hopf cyclic complex C•(F ,V •(g∗)) is well defined [19]. On the other
hand, recall that U(g) acts on F⊗q via the action • defined in (1.20). We denote the graded
module V⊕(g∗)⊗U F⊗q by CqU (F ,V⊕(g∗)).
Proposition 1.13. The cyclic structure of C•(F ,V⊕(g∗)) descends to the quotient complex
C• (F ,V⊕(g∗)).U
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gebra. This ensures that • commutes with all cofaces of the Hopf cyclic complex C•(F ,V⊕(g∗)),
except possibly the very last one. On the other hand, using the fact that ε(u  f )= ε(u)ε(f ) one
sees that • also commutes with codegeneracies. It remains to check that • commutes with τ ,
more precisely to show that
τ
(
ω ⊗ u⊗ f 1 ⊗ · · · ⊗ f q)= τ(ω ⊗ 1 ⊗ u • (f 1 ⊗ · · · ⊗ f q)).
By the very definition,
τ
(
ω ⊗ u⊗ f 1 ⊗ · · · ⊗ f q)
= ω〈0〉 ⊗U u〈0〉(1) ⊗ S
(
f 1
) · (f 2 ⊗ · · · ⊗ f q ⊗ S(u〈0〉(2))  S(u〈1〉ω〈1〉)).
On the other hand by using (1.2), (1.5), and Lemma 1.1, we see that
τ
(
ω ⊗ 1 ⊗ u • (f 1 ⊗ · · · ⊗ f q))
= ω〈0〉 ⊗ 1 ⊗U S
(
u(1)〈0〉  f 1
) · (u(1)〈1〉u(2)〈0〉  f 2 ⊗ · · ·
⊗ u(1)〈q−1〉 · · ·u(q−1)〈1〉u(1)〈0〉  f q ⊗ S(ω〈1〉)
)
= ω〈0〉 ⊗ 1 ⊗U
(
u(1)〈0〉  S
(
f 1
)) · (u(2)〈0〉  f 2 ⊗ · · ·
⊗ u(2)〈q−2〉 · · ·u(q−1)〈1〉u(1)〈0〉  f q ⊗ S(u(1)〈1〉)S(ω〈1〉)
)
= ω〈0〉 ⊗ 1 ⊗U u(1)〈0〉(1)〈0〉  S
(
f 1(q)
)
u(2)〈0〉  f 2 ⊗ · · ·
⊗ u(1)〈0〉(1)〈q−1〉 · · ·u(1)〈0〉(q−1)〈1〉u(1)〈0〉(q)〈0〉  S
(
f 1(2)
)
u(1)〈0〉(1)〈0〉  S
(
f 1(q)
)
u(2)〈q−2〉 · · ·u(q−1)〈1〉u(1)〈0〉  f q
⊗ u(1)〈0〉(1)〈q〉 · · ·u(1)〈0〉(q)〈1〉u(1)〈0〉(q+1)  S(u(1)〈1〉)S(ω〈1〉)
= ω〈0〉 ⊗ 1 ⊗U u〈0〉(1) •
(
S
(
f 1
) · (f 2 ⊗ · · · ⊗ f q ⊗ S(u〈0〉(2))  S(u〈1〉ω〈1〉))). 
As a result, via the induced structure, the graded module CqU (F ,V⊕(g∗)) becomes a cocyclic
module. To emphasize the differential graded structure of the coefficients V⊕(g∗), we now switch
to denoting it V •(g∗). Accordingly, C•U (F ,V •(g∗)) will be viewed as a (b,B)-cyclic complex
V •(g∗)⊗U C
bF ,K
V •(g∗)⊗U F
bF ,K
BF ,K
V •(g∗)⊗U F⊗2
BF ,K
bF ,K
· · ·
BF ,K
(1.43)
with the induced boundaries
bF ,K : CqU
(F ,V p(g∗))→ Cq+1U (F ,V p(g∗)),
BF ,K : Cq
(F ,V p(g∗))→ Cq−1(F ,V p(g∗)),U U
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∂F ,K := ∂K ⊗ IdF : CqU
(F ,V p(g∗))→ Cq+1U (F ,V p+1(g∗)).
Theorem 1.14. C•U (F ,V •(g∗)) is a g-equivariant Hopf cyclic complex of F with coefficients in
the differential graded SAYD V •(g∗), and the map κ : C•U (F ,V •(g∗))→ C•(F ,g∗) defined by
κ
(
ω ⊗ u⊗U f 1 ⊗ · · · ⊗ f q
)= ω ⊗ u • (f 1 ⊗ · · · ⊗ f q),
induces an isomorphism of total complexes.
Proof. Indeed, the inverse map κ−1 is given by
κ−1(ω ⊗ f˜ )= ω ⊗ 1 ⊗U f˜ .
Evidently, κ−1 commutes with the cyclic structure. In addition,
κ
(
∂F ,K(ω ⊗ u⊗U f˜ )
)= κ(∂ω ⊗ u⊗U f˜ −∑
i
ω ∧ θi ⊗Xiu⊗U f˜
)
= ∂ω ⊗ u • f˜ −
∑
ω ∧ θi ⊗Xiu • f˜ = ∂g∗
(
κ(ω ⊗ u⊗U f˜ )
)
. 
1.5. Linkage with group cohomology
Recalling that F can be viewed as an algebra of regular functions on N , it makes sense to try
to relate the complex C•,•(g∗,F) to the group cohomology of N with coefficients in∧• g∗. To
this end we introduce the homogeneous version of the complex (1.37),
C
p,q
coinv
(
g∗,F) := (∧p g∗ ⊗F⊗q+1)F , (1.44)
defined as follows. An element
∑
α ⊗ f˜ ∈ (∧p g∗ ⊗F⊗q+1)F if it satisfies the F -coinvariance
condition:
∑
α〈0〉 ⊗ f˜ ⊗ S(α〈1〉)=
∑
α ⊗ f˜ 〈0〉 ⊗ f˜ 〈1〉; (1.45)
here for f˜ = f 0 ⊗ · · · ⊗ f q , we have denoted
f˜ 〈0〉 ⊗ f˜ 〈1〉 = f 0(1) ⊗ · · · ⊗ f q (1) ⊗ f 0(2) · · ·f q (2). (1.46)
One can identify the cochains of (1.37) and (1.44) via the Connes duality isomorphism defined
originally in [24] and is recalled here by I :∧p g∗ ⊗F⊗q → (∧p g∗ ⊗F⊗q+1)F given by
I(α ⊗ f˜ )= a ⊗ f 1(1) ⊗ S
(
f 1(2)
)
f 2(1) ⊗ · · · ⊗ S
(
f q−1(2)
)
f q (1) ⊗ S
(
α f q (2)
)
. (1.47)〈0〉 〈1〉
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S(f 1(2))f 2(1) ⊗ · · · ⊗ S(f q−1(2))f q (1) ⊗ S(α〈1〉f q (2)), we compute both sides of the condi-
tion (1.45). On the one hand,
θ 〈0〉 ⊗ g˜ ⊗ S(θ 〈1〉)
= α〈0〉 ⊗ f 1(1) ⊗ S
(
f 1(2)
)
f 2(1) ⊗ · · · ⊗ S
(
f q−1(2)
)
f q (1) ⊗ S
(
α〈2〉f
q
(2)
)⊗ S(α〈1〉).
On the other hand,
θ ⊗ g˜〈0〉 ⊗ g˜〈1〉
= α〈0〉 ⊗ f 1(1) ⊗ S
(
f 1(4)
)
f 2(1) ⊗ S
(
f 2(4)
)
f 3(1) ⊗ · · · ⊗ S
(
f q−1(4)
)
f q (1) ⊗ S
(
α〈2〉f
q
(4)
)
⊗ f 1(2)S
(
f 1(3)
)
f 2(2)S
(
f 2(3)
)
f 3(2) · · ·S
(
f q−1(3)
)
f q (2)S
(
α〈1〉f
q
(3)
)
= α〈0〉 ⊗ f 1(1) ⊗ S
(
f 1(2)
)
f 2(1) ⊗ · · · ⊗ S
(
f q−1(2)
)
f q (1) ⊗ S
(
α〈2〉f
q
(2)
)⊗ S(α〈1〉).
The fact that I is indeed an isomorphism can be seen by verifying that the formula
I−1(α ⊗ f˜ )= α ⊗ f 0(1) ⊗ f 0(2)f 1(1) ⊗ · · · ⊗ f 0(q) · · ·f q−2(2)f q−1ε
(
f q
) (1.48)
gives its inverse I−1 : (∧p g∗ ⊗F⊗q+1)F →∧p g∗ ⊗F⊗q .
The isomorphism I turns the action (1.20) into the diagonal action
X  (f 0 ⊗ · · · ⊗ f q)= q∑
i=0
f 0 ⊗ · · · ⊗X  f i ⊗ · · · ⊗ f q. (1.49)
Specifically, using the fact that g acts on F by derivations in conjunction with the relations (1.5)
and Lemma (1.1), one checks the identity
I(α ⊗X • f˜ )
= α〈0〉 ⊗X 
(
f 1(1) ⊗ S
(
f 1(2)
)
f 2(1) ⊗ · · · ⊗ S
(
f q−1(2)
)
f q (1) ⊗ S(α〈1〉f (2))
)
. (1.50)
By transfer of structure, C•,•coinv(g∗,F) can be equipped with the boundary operators
∂coinvg : Cp,qcoinv
(
g∗,F)→ Cp+1,qcoinv (g∗,F),
bcoinvF : Cp,qcoinv
(
g∗,F)→ Cp,q+1coinv (g∗,F),
BcoinvF : Cp,qcoinv
(
g∗,F)→ Cp,q−1coinv (g∗,F),
as follows: ∂coinvg is the restriction of the Lie algebra cohomology coboundary of g with coeffi-
cients in F⊗q+1 on which now g acts from the right by
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f 0 ⊗ · · · ⊗ f q) X := −X  (f 0 ⊗ · · · ⊗ f q),
bcoinvF
(
α ⊗ f 0 ⊗ · · · ⊗ f q) := q+1∑
i=0
(−1)iα ⊗ f 0 ⊗ · · · ⊗ f i−1 ⊗ 1 ⊗ f i ⊗ · · · ⊗ f q,
BcoinvF :=
q−1∑
i=0
(−1)(q−1)iτ icoinvσcoinvτcoinv,
τcoinv
(
α ⊗ f 0 ⊗ · · · ⊗ f q) := α ⊗ f 1 ⊗ · · · ⊗ f q ⊗ f 0,
σcoinv
(
α ⊗ f 0 ⊗ · · · ⊗ f q) := α ⊗ f 0 ⊗ · · · ⊗ f q−1f q.
One obtains the bigraded module
...
...
...
(
∧2 g∗ ⊗F)F
∂coinvg
bcoinvg
(
∧2 g∗ ⊗F⊗2)F
Bcoinvg
∂coinvg
bcoinvg
(
∧2 g∗ ⊗F⊗3)F
Bcoinvg
∂coinvg
bcoinvg
· · ·
Bcoinvg
(g∗ ⊗F)F
∂coinvg
bcoinvg
(g∗ ⊗F⊗2)F
Bcoinvg
∂coinvg
bcoinvg
(g∗ ⊗F⊗3)F
Bcoinvg
∂coinvg
bcoinvg
· · ·
Bcoinvg
(C ⊗F)F
∂coinvg
bcoinvg
(C ⊗F⊗2)F
Bcoinvg
∂coinvg
bcoinvg
(C ⊗F⊗3)F
Bcoinvg
∂coinvg
bcoinvg
· · · .
Bcoinvg
(1.51)
Proposition 1.15. The map I : C•,•coinv(g∗,F)→ C•,•(g∗,F) is an isomorphism of bicomplexes.
Proof. Using (1.50), one checks that ∂coinvg = I ◦ ∂∗g ◦ I−1.
A similar but easier calculation, using that (1) = 1 ⊗ 1, verifies the relation bcoinvF = I ◦
b∗F ◦ I−1.
One shows that Iτ = τcoinvI as follows:
Iτ(α ⊗ f 1 ⊗ · · · ⊗ f q)
= I(α〈0〉 ⊗ S(f 1(q))f 2 ⊗ · · · ⊗ S(f 1(2))f q ⊗ S(f 1(1))S(α〈1〉))
= α〈0〉 ⊗
(
S
(
f 1(q)
)
f 2
)
(1) ⊗ S
((
S
(
f 1(q)
)
f 2
)
(2)
)(
S
(
f 1〈q〉
)
f 2
)
(1) ⊗ · · ·
⊗ S((S(f 1(2))f q)(2))(S(f 1(2))f q)(1)
⊗ S((S(f 1(2))f q)(2))(S(f 1(1))S(α〈2〉))(1) ⊗ S((S(f 1(1))S(α〈2〉))(2))S(α〈1〉)
= α〈0〉 ⊗ S
(
f 1(2)
)
f 2(1) ⊗ · · · ⊗ S
(
f q−1(2)
)
f q (1) ⊗ S
(
α〈1〉f
q
(2)
)⊗ f 1(1)
= τcoinvI
(
α ⊗ f 1 ⊗ · · · ⊗ f q).
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∂coinvg , b
coinv
F and B
coinv
F are well defined and form a bicomplex. By the very construction, I is
automatically a map of bicomplexes. 
The appropriate group cohomology complex for our purposes is that for the cohomology with
polynomial cochains of the inverse limit group
N := lim←−
k→∞
Nk (1.52)
with Nk denoting the group of invertible k-jets at 0 of diffeomorphisms in N . Recall, cf. [30,
Sections 1.2–1.3], that the algebra F is precisely the polynomial algebra generated by the com-
ponents of such jets. When there is no danger of confusion, we shall abuse the notation by simply
writing ψ ∈ N instead of j∞0 (ψ) ∈ N with ψ ∈N . We denote by Cqpol(N,
∧p g∗) the set of poly-
nomial functions
c : N × · · · × N︸ ︷︷ ︸
q+1 times
→
∧p
g∗
satisfying the covariance condition
c(ψ0ψ, . . . ,ψqψ)=ψ−1  c(ψ0, . . . ,ψq), ∀ψ ∈ N, (1.53)
where  stands for the left action defined in Remark 1.8. The coboundary for group cohomology
with homogeneous cochains is
bpolc(ψ0, . . . ,ψq+1)=
q+1∑
i=0
(−1)ic(ψ0, . . . , ψˆi , . . . ,ψq+1). (1.54)
In addition, we equip C•pol(N,
∧• g∗) with a B-boundary Bpol made out as usual (cf. e.g. (1.25))
of the cyclic operator τpol and the codegeneracy σpol, which in turn are given by
τpol(c)(ψ0, . . . ,ψq)= c(ψ1, . . . ,ψq,ψ0),
σpol(c)(ψ0, . . . ,ψq−1)= c(ψ0, . . . ,ψq−1,ψq−1). (1.55)
The vertical operators are given by the coboundaries ∂pol : Cqpol(N,
∧p g∗)→ Cqpol(N,∧p+1 g∗),
(∂polc)(ψ0, . . . ,ψq)= ∂
(
c(ψ0, . . . ,ψq)
)−∑
i
θ i ∧ (Xi  c)(ψ0, . . . ,ψq). (1.56)
Here ∂ :∧p g∗ →∧p+1 g∗ stands for the Lie algebra cohomology coboundary of g with trivial
coefficients, {Xi}1im is a basis of g with dual basis {θi}1im, and the action of g on a group
cochain c ∈ Cqpol(N,
∧p g∗) is given by
(X  c)(ψ0, . . . ,ψq)=
∑ d
dt
∣∣∣∣
t=0
c
(
ψ0, . . . ,ψi  exp(tX), . . . ,ψq
)
. (1.57)i
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∧• g∗
and Lie algebra cohomology of g with coefficients in F , described by the diagram
...
...
...
C0pol(N,
∧2 g∗) bpol
∂pol
C1pol(N,
∧2 g∗)
Bpol
bpol
∂pol
C2pol(N,g
∗)
Bpol
∂pol
bpol
· · ·
Bpol
C0pol(N,g)
bpol
∂pol
C1pol(N,g
∗)
Bpol
bpol
∂pol
C2pol(N,g
∗)
Bpol
∂pol
bpol
· · ·
Bpol
C0pol(N,C)
bpol
∂pol
C1pol(N,C)
Bpol
bpol
∂pol
C2pol(N,C)
Bpol
∂pol
bpol
· · · .
Bpol
(1.58)
In turn, this can be related to the bicomplex (1.51) via the obvious map J : C•,•coinv(g∗,F) →
C•pol(N,
∧• g∗) defined, with the self-explanatory notation, by the formula
J
(∑
α ⊗ f˜
)
(ψ0, . . . ,ψq)=
∑
f 0(ψ0) · · ·f q(ψq)α. (1.59)
Proposition 1.16. The map J : C•,•coinv(g∗,F) → C•pol(N,
∧• g∗) is an isomorphism of bicom-
plexes.
Proof. Let us first show that J is well defined. Suppressing the summation sign in the coinvari-
ance condition (1.45), we assume that α ⊗ f˜ satisfies it and compute, using the identity (1.33),
J (α ⊗ f 0 ⊗ · · · ⊗ f q)(ψ0ψ, . . . ,ψqψ)
= αf 0(ψ0ψ) · · ·f q(ψqψ)
= αf 0(1)(ψ0)f 0(2)(ψ) · · ·f q (1)(ψq)f q (2)(ψ)= αf 0(1)(ψ0) · · ·f q (1)(ψq)
(
f 0(2) · · ·f q (2)
)
(ψ)
= α〈0〉f 0(ψ0) · · ·f q(ψq)S(α〈1〉)(ψ)= α〈0〉f 0(ψ0) · · ·f q(ψq)α〈1〉
(
ψ−1
)
= (ψ−1  α)f 0(ψ0) · · ·f q(ψq)=ψ−1  (J (α ⊗ f 0 ⊗ · · · ⊗ f q)(ψ0, . . . ,ψq)).
By the very definitions of F and C•(N,∧• g∗), it is obvious that J is isomorphism of vector
spaces. We just need to show that
bpolJ = J bcoinv, ∂polJ = J ∂coinv, τpolJ = J τcoinv, σpolJ = J σcoinv.
The verification of the first commutation relation is straightforward. Indeed,
(bpolJ )
(
α ⊗ f 0 ⊗ · · · ⊗ f q)(ψ0, . . . ,ψq+1)
=
∑
(−1)iJ (α ⊗ f 0 ⊗ · · · ⊗ f q)(ψ0, . . . , ψˆi , . . . ,ψq+1)
i
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i
(−1)iαf 0(ψ0) · · ·f i−1(ψi−1)f i(ψi+1) · · ·f q(ψq+1)
=
∑
i
(−1)iJ (α ⊗ f 0 ⊗ · · · ⊗ f i−1 ⊗ 1 ⊗ f i ⊗ · · · ⊗ f q)(ψ0, . . . ,ψq+1)
= J (bcoinv(α ⊗ f 0 ⊗ · · · ⊗ f q))(ψ0, . . . ,ψq+1).
To check the second relation, recalling (1.57), we compute
(∂polJ )
(
α ⊗ f 0 ⊗ · · · ⊗ f q)(ψ0, . . . ,ψq)
= ∂(J (α ⊗ f 0 ⊗ · · · ⊗ f q)(ψ0, . . . ,ψq))
−
∑
i
θ i ∧ (Xi J (α ⊗ f 0 ⊗ · · · ⊗ f q))(ψ0, . . . ,ψq)
= ∂(αf 0(ψ0) · · ·f q(ψq))−∑
i,j
θ i ∧ αf 0(ψ0) · · · d
dt
∣∣∣∣
t=0
f j
(
ψj  exp(tXi)
) · · ·f q(ψq)
= ∂(α)f 0(ψ0) · · ·f q(ψq)−
∑
i,j
θ i ∧ αf 0(ψ0) · · ·
(
Xi  f j
)
(ψj ) · · ·f q(ψq)
= J (∂coinv(α ⊗ f 0 ⊗ · · · ⊗ f q))(ψ0, . . . ,ψq).
The remaining two commutation relations are obvious. 
Since F is commutative, the coaction of F on F⊗q+1 restricts to∧q+1 F , giving the coaction
wedge
(
f 0 ∧ · · · ∧ f q)= f 0(1) ∧ · · · ∧ f q (1) ⊗ f 0(2) · · ·f q (2). (1.60)
With this understood, we consider the subcomplex Cp,qc-w (g∗,F) ⊂ C•,•coinv(g∗,F) formed of the
F -coinvariant cochains (∧p g∗ ⊗∧q+1 F)F . Diagrammatically,
...
...
...
∧2 g∗
∂c-w
bc-w
(
∧2 g∗ ⊗∧2 F)F
∂c-w
bc-w
(
∧2 g∗ ⊗∧3 F)F
∂c-w
bc-w · · ·
g∗
∂c-w
bc-w
(g∗ ⊗∧2 F)F
∂c-w
bc-w
(g∗ ⊗∧3 F)F
∂c-w
bc-w · · ·
C
∂c-w
bc-w
(C ⊗∧2 F)F
∂c-w
bc-w
(C ⊗∧3 F)F
∂c-w
bc-w · · · ,
(1.61)
with the coboundaries
bc-w
(
α ⊗ f 0 ∧ · · · ∧ f q)= α ⊗ 1 ∧ f 0 ∧ · · · ∧ f q, (1.62)
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∂c-w
(
α ⊗ f 0 ∧ · · · ∧ f q)(X0,X2, . . . ,Xp)
=
∑
0i<jp
(−1)i+jα([Xi,Xj ],X0, . . . , Xˇi , . . . , Xˇj , . . . ,Xp)f 0 ∧ · · · ∧ f q
−
∑
0ip,0jq
(−1)iα(X0, . . . , Xˇi , . . . ,Xp)f 0 ∧ · · · ∧Xi  f j ∧ · · · ∧ f q, (1.63)
or equivalently,
∂c-w
(
α ⊗ f 0 ∧ · · · ∧ f q)
= ∂α ⊗ f 0 ∧ · · · ∧ f q −
∑
i
θ i ∧ α ⊗ ∧ ⊗Xi 
(
f 0 ∧ · · · ∧ f q). (1.64)
One remarks that
τcoinv
(
α ⊗ f 0 ∧ · · · ∧ f q)= α ⊗ f 1 ∧ · · · ∧ f q ∧ f 0
= (−1)qα ⊗ f 0 ∧ · · · ∧ f q,
which implies that BcoinvF ≡ 0 in C•,•c-w(g∗,F).
We denote by α˜F : Cp,qc-w (g∗,F)→ Cp,qcoinv(g∗,F) the F -antisymmetrization map
α˜F
(
α ⊗ f 0 ∧ · · · ∧ f q)= 1
(q + 1)!
∑
σ∈Sq+1
(−1)σ α ⊗ f σ(0) ⊗ · · · ⊗ f σ(q), (1.65)
and note that it commutes with coboundaries. One also observes that the projection
πF :C
p,q
coinv(g
∗,F)→ Cp,qc-w (g∗,F),
πF
(
α ⊗ f 0 ⊗ · · · ⊗ f q)= α ⊗ f 0 ∧ · · · ∧ f q, (1.66)
is a map of bicomplexes which is a left inverse for A.
Proposition 1.17. The map α˜F : Cp,qc-w (g∗,F)→ Cp,qcoinv(g∗,F) is a quasi-isomorphism.
Proof. Denote by C•pol-w(N,
∧• g) the subcomplex of C•pol(N,∧• g) consisting of the totally
antisymmetric group cochains, equipped with the induced coboundaries, and define
J wedge(α ⊗ f 0 ∧ · · · ∧ f q)(ψ0, . . . ,ψq)= 1
(q + 1)!
∑
σ∈S
(−1)σ αf σ(0)(ψ0) · · ·f σ(q)(ψq).
q+1
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C
p,q
c-w (g
∗,F)
α˜F

J wedge
C
p,q
coinv(g
∗,F)
J
C
q
pol-w(N,
∧p g∗) Cqpol(N,∧p g∗).
(1.67)
The lower row of the above square is known to be a quasi-isomorphism, and the vertical maps J
and J wedge are clearly isomorphisms. 
2. Lie algebra, equivariant and Hopf cyclic cohomology
In the first part of this section we shall recall from [8] the construction of a canonical homo-
morphism from the Gelfand–Fuks cohomology to the Diff-equivariant cohomology of the frame
bundle. This homomorphism implements a key component of the classical construction realizing
the Gelfand–Fuks classes as characteristic classes of foliations. The novel feature, brought out
in the second part of this section, consists in identifying its image as a bicomplex computing the
Hopf cyclic cohomology. The last part of the section establishes the isomorphism of the latter
bicomplex with the Gelfand–Fuks Lie algebra cohomology.
2.1. From Gelfand–Fuks to equivariant cohomology
With G designating as above the group of global diffeomorphisms of an infinite primitive
pseudogroup, we let a = a(G) denote the corresponding Lie algebra of formal vector fields.
A formal vector field v ∈ a can be identified with the infinite jet of a vector field at 0. Let-
ting J∞0 = J∞0 (G) stand for the manifold of (invertible) jets of infinite order at 0 of local
diffeomorphisms in G, and denoting by j∞0 (φ) the jet of φ ∈ G, any formal vector field v ∈ a
can be represented as the jet at 0 of a 1-parameter group of local diffeomorphisms {φt }t∈R,
v = j∞0 ( ddt |t=0φt ), and gives rise to a left invariant vector field v˜ on J∞0 , whose value at
j∞0 (φ) ∈ J∞0 is given by
v˜|j∞0 (φ) = j∞0
(
d
dt
∣∣∣∣
t=0
(φ ◦ φt )
)
.
We can thus associate to each ω ∈ Cmtop(a) the left invariant form ω˜ on J∞0 defined by
ω˜(v˜1|j∞0 (φ), . . . , v˜m|j∞0 (φ))= ω(v1, . . . , vm). (2.1)
We let Jπ∞1 :J∞0 → J 10  G stand for the projection onto the first jet bundle, and denote by
πG : J∞0 → G and πN :J∞0 → N the projections relative to the Kac decomposition J∞0 =
G · N.
To construct the desired homomorphism, we associate to any ω ∈ Cr(a) and any pair of in-
tegers (p, q), p + m = q + r , 0  q  m = dimG, a p-cochain Cp,q(ω)(ψ0, . . . ,ψp) on the
group N with values in q-currents on G as follows. For each q-form with compact support
ζ ∈Ωqc (G), one sets
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Σ(ψ0,...,ψp)
Jπ∞∗1 (ζ )∧ ω˜; (2.2)
the integration is taken over the finite dimensional cycle in J∞0
Σ =Σ(ψ0, . . . ,ψp)=
{
j∞0 (ρ) ∈ J∞0 ; πN
(
ρ−1
) ∈(ψ0, . . . ,ψp)}, (2.3)
where
(ψ0, . . . ,ψp)=
{
p∑
i=0
tij
∞
0 (ψi)
∣∣∣ ti  0, p∑
i=0
ti = 1
}
. (2.4)
We note that (ψ0, . . . ,ψp)⊂ N, because at the first jet level
p∑
i=0
tij
1
0 (ψi)= (0, Id). (2.5)
Also, the integration makes sense because the form ω˜ lives on a finite order jet bundle and has
an algebraic expression, with polynomial coefficients, in the canonical coordinates.
As mentioned in the preceding section, we shall often abbreviate the notation by not marking
the distinction between ψ ∈ N and its jet j∞0 (ψ) ∈ N. Manifestly, the simplex definition is
covariant with respect to right translations by elements of N,
(ψ0ψ, . . . ,ψpψ)=(ψ0, . . . ,ψp)ψ, ∀ψ ∈ N. (2.6)
A similar relation holds with respect to the right action of G on N. For ϕ ∈G this action amounts
to passing from ψ ∈ N to ψ ϕ ∈ N. Recall from [30, Chapter 1] that, with the shorthand notation
η = ηij1···r and γ = γ ij1···r , one has
γ (ψ  ϕ)= γ (ψ ◦ ϕ)= γ (ψ) ◦ ϕ˜, ∀ϕ ∈G, (2.7)
in particular
η(ψ  ϕ)= γ (ψ)(ϕ˜(e)). (2.8)
Thus, tautologically, one has
(ψ0  ϕ, . . . ,ψp  ϕ)=(ψ0, . . . ,ψp)  ϕ, ∀ϕ ∈G, (2.9)
and the identities (2.6) and (2.9) taken together express the covariance of the simplex with respect
to the right action of G on N:
(ψ0  φ, . . . ,ψp  φ)=(ψ0, . . . ,ψp)  φ, ∀φ ∈ G. (2.10)
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Cp,•(ω)(ψ0  φ, . . . ,ψp  φ)= tL∗φ−1Cp,•(ω)(ψ0, . . . ,ψp), ∀φ ∈ G, (2.11)
where the left translation operator in the right-hand side refers to the left action of G on G.
Proof. Indeed, by (2.10), when computing 〈Cp,•(ω)(ψ0  φ, . . . ,ψp  φ), ζ 〉 one integrates on
the cycle Σφ = {ρ ∈ G; πN(ρ−1)  φ−1 ∈(ψ0, . . . ,ψp)}. Now remark that
πN
(
ρ−1
)  φ−1 = πN (ρ−1 · φ−1); (2.12)
for φ ∈ N this absolutely obvious, while for φ ∈G it can be seen by writing
ρ−1 · φ−1 = πG
(
ρ−1
) · πN (ρ−1) · φ−1
= πG
(
ρ−1
) · (πN (ρ−1)  φ−1) · (πN (ρ−1)  φ−1).
By (2.12), ρ ∈Σφ iff φ · ρ ∈Σ , hence Σφ = Lφ−1Σ . Thus,
〈Cp,•(ω)(ψ0  φ, . . . ,ψp  φ), ζ 〉
=
∫
L−1φ Σ
Jπ∞∗1 (ζ )∧ ω˜
=
∫
Σ
(
Jπ∞1 ◦Lφ−1
)∗
(ζ )∧L∗
φ−1(ω˜)=
∫
Σ
(
Jπ∞1 ◦Lφ−1
)∗
(ζ )∧ ω˜,
since ω˜ is left invariant. Furthermore, noting that Jπ∞1 ◦ Lφ = Lφ ◦ Jπ∞1 , which is the jet
counterpart of the relation
πG(φ · ρ)= πG(φ) · πN(φ)  ρ =: φ  πG(ρ),
one sees that (Jπ∞1 ◦Lφ−1)∗(ζ )= (Lφ−1 ◦ Jπ∞1 )∗(ζ )= Jπ∞∗1 (L∗φ−1(ζ )). Thus
〈Cp,•(ω)(ψ0  φ, . . . ,ψp  φ), ζ 〉= ∫
Σ
Jπ∞∗1
(
L∗
φ−1(ζ )
)∧ ω˜
= 〈Cp,•(ω)(ψ0, . . . ,ψp),L∗φ−1(ζ )〉,
and the identity (2.11) follows by transposing the action from forms to currents. 
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Proof. One has
〈Cp,•(dω)(ψ0, . . . ,ψp), ζ 〉= ∫
Σ(ψ0,...,ψp)
Jπ∞∗1 (ζ )∧ dω˜
=
∫
Σ(ψ0,...,ψp)
d
(
Jπ∞∗1 (ζ )∧ ω˜
)± ∫
Σ(ψ0,...,ψp)
Jπ∞∗1 (dζ )∧ ω˜.
The second integral corresponds to the de Rham boundary ∂ tC(ω)(ψ0, . . . ,ψp) while the first
becomes, on applying Stokes, the group coboundary:
∫
∂Σ(ψ0,...,ψp)
Jπ∞∗1 (ζ )∧ ω˜ =
p+1∑
i=0
(−1)i
∫
Σ(ψ0,...,ψˆi ,...,ψp)
Jπ∞∗1 (ζ )∧ ω˜
=
p∑
i=0
(−1)i 〈Cp−1,•(ω)(ψ0, . . . , ψˆi , . . . ,ψp), ζ 〉. 
The current Cp,•(ω) in (2.2) is defined as the integration along the fibre, in the fibration
Jπ∞1 :J∞0 → J 10  G, of the current ω˜ ∩ . In order to better understand it, we shall revisit
its definition.
Let ρ = ϕ ·ψ ∈ G, with ϕ ∈G and ψ ∈ N. Then
ρ−1 =ψ−1 · ϕ−1 = (ψ−1  ϕ−1) · (ψ−1  ϕ−1),
and so
j∞0 (ρ) ∈Σ(ψ0, . . . ,ψp) ⇔ ψ−1  ϕ−1 ∈(ψ0, . . . ,ψp)
⇔ ψ ∈ ((ψ0, . . . ,ψp)  ϕ)−1. (2.13)
In view of Eq. (2.9), this shows that the cycle (2.3) can be described as the image of the map
σ(ψ0,...,ψp) :G×p → J∞0 given by
σ(ψ0,...,ψp)(ϕ, t)= ϕ ·
(
s(ψ0,...,ψp)(t)  ϕ
)−1
, (2.14)
where s(ψ0,...,ψp) :p → N is the map of the standard p-simplex
p =
{
t = (t0, . . . , tp)
∣∣∣ ti  0, p∑
i=0
ti = 1
}
,
s(ψ0,...,ψp)(t)=
p∑
tij
∞
0 (ψi).i=0
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〈Cp,•(ω)(ψ0, . . . ,ψp), ζ 〉= ∫
G×p
σ ∗(ψ0,...,ψp)
(
Jπ∞∗1 (ζ )∧ ω˜
)
. (2.15)
Since Jπ∞1 ◦ σ(ψ0,...,ψp) : G × p → G coincides with the projection on the first factor
π1 :G×p →G, it follows that
〈Cp,•(ω)(ψ0, . . . ,ψp), ζ 〉= ∫
G×p
π∗1 (ζ )∧ σ ∗(ψ0,...,ψp)(ω˜)
=
∫
G
ζ ∧
∫
π
σ ∗(ψ0,...,ψp)(ω˜), (2.16)
where
∫
π
stands for the integration along the fibre of π : G × p → G. Thus, the current
Cp,•(ω)(ψ0, . . . ,ψp) is actually the Poincaré dual of the form
Dp,dimG−•(ω)(ψ0, . . . ,ψp)=
∫
π
σ ∗(ψ0,...,ψp)(ω˜) ∈ΩdimG−•(G). (2.17)
Transposing the covariance property in Lemma 2.1, by Poincaré duality yields the identity
Dp,•(ω˜)(ψ0  φ, . . . ,ψp  φ)= L∗φDp,•(ω˜)(ψ0, . . . ,ψp), ∀φ ∈ G. (2.18)
In particular, for any ϕ ∈ G and any q-tuple of left invariant tangent vector fields (X1, . . . ,Xq)
on G one has
Dp,q(ω˜)(ψ0, . . . ,ψp)
(
X1ϕ, . . . ,X
q
ϕ
)
=Dp,q(ω˜)(ψ0  ϕ, . . . ,ψp  ϕ)
(
Lϕ−1∗X1ϕ, . . . ,Lϕ−1∗Xqϕ
)
=Dp,q(ω˜)(ψ0  ϕ, . . . ,ψp  ϕ)
(
X1e , . . . ,X
q
e
)
. (2.19)
2.2. From equivariant to Hopf cyclic cohomology
Eq. (2.19) shows that, as a group cochain with values in Ω•(G), Dp,•(ω) is completely de-
termined by the values taken at e ∈G, i.e. by the “core” cochain
Ep,•(ω)(ψ0, . . . ,ψp) :=
∫
π
σ ∗(ψ0,...,ψp)(ω˜)
∣∣
ϕ=e ∈
∧•
g∗. (2.20)
To give a precise meaning to the localization at the unit e ∈G, let us fix a basis of left G-invariant
forms on G,
{
αI = αi ∧ · · · ∧ αiq ; I = (i1 < · · ·< iq), q  0
}
,1
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π
σ ∗(ψ0,...,ψp)(ω˜)=
∑
I
hI(ψ0,...,ψp)αI , with h
I
(ψ0,...,ψp)
∈ C∞(G).
The right-hand side of (2.20) is then given by the equality∫
π
σ ∗(ψ0,...,ψp)(ω˜)
∣∣
ϕ=e =
∑
I
hI(ψ0,...,ψp)(e)αI
∣∣
e
∈
∧•
g∗. (2.21)
Denoting by {XI } the basis of left invariant vector fields on G dual to {αI }, one can express the
above coefficients as genuine integrals of forms over simplices
hI(ψ0,...,ψp)(e)=
∫
p
ιXIe
σ ∗(ψ0,...,ψp)(ω˜), (2.22)
which leads to the following unambiguous definition of Ep,•(ω):
Ep,q(ω)(ψ0, . . . ,ψp)=
∑
|I |=q
(∫
p
ιXIe
σ ∗(ψ0,...,ψp)(ω˜)
)
αI
∣∣∣∣
e
∈
∧q
g∗. (2.23)
Observe now that one can factor the map defined in (2.14) as follows:
σ(ψ0,...,ψp) = ν ◦ (IdG × s(ψ0,...,ψp)),
where
ν :G× N → J∞0 , ν(ϕ,ψ)= ϕı(ψ  ϕ), and
ı : G → G, ı(ψ)=ψ−1. (2.24)
Substituting this in (2.23) yields the equivalent definition
Ep,q(ω)(ψ0, . . . ,ψp)=
∑
|I |=q
( ∫
(ψ0,...,ψp)
ı∗
(
ιXIe
ν∗(ω˜)
))
αI
∣∣∣∣
e
. (2.25)
Remark 2.3. With the above notation, the relation between the cochains Dp,•(ω) and Ep,•(ω) is
encapsulated in the following identity:
Dp,q(ω)(ψ0, . . . ,ψp)|ϕ =
∑
|I |=q
( ∫
(ψ0ϕ,...,ψpϕ)
ı∗
(
ιXIe
ν∗(ω˜)
))
αI
∣∣∣∣
ϕ
. (2.26)
We next focus on further clarifying the significance of the cochain Ep,•(ω).
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μ(ω)=
∑
|I |=q
ı∗
(
ιXIe
ν∗(ω˜)
)⊗ αI ∣∣e ∈Ωp(N,∧q g∗) (2.27)
is invariant under the action of N, operating on N by right translations and on the coefficients
via the differential of the action . In addition,
Ep,q(ω)(ψ0, . . . ,ψp)=
∫
(ψ0,...,ψp)
μ(ω). (2.28)
Proof. The identity (2.28) is merely the reformulation of (2.25) in view of the notation intro-
duced in (2.27).
By specializing the covariance property (2.18) to elements ψ ∈ N, one obtains
Dp,•(ω˜)(ψ0ψ, . . . ,ψpψ)= L∗ψDp,•(ω˜)(ψ0, . . . ,ψp). (2.29)
Now restricting the right-hand side to e ∈ G, and noting that Lψ(e) = e, while by the very
definitions
(
L∗ψαI
)∣∣
e
=ψ−1  (αI |e),
one obtains
L∗ψDp,•(ω˜)(ψ0, . . . ,ψp)
∣∣
e
=ψ−1 
∫
(ψ0,...,ψp)
μ(ω)=
∫
(ψ0,...,ψp)
ψ−1 μ(ω).
On the other hand, the left-hand side restricted to e ∈G yields
Dp,•(ω˜)(ψ0ψ, . . . ,ψpψ)|e =
∫
(ψ0,...,ψp)ψ
μ(ω)=
∫
(ψ0,...,ψp)
R∗ψμ(ω).
The equality of the two sides gives the identity
∫
(ψ0,...,ψp)
R∗ψμ(ω)=
∫
(ψ0,...,ψp)
ψ−1 μ(ω), ∀ψ ∈ N.
Since this is valid for any simplex, the two integrands must coincide. 
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∧• g∗) is a map of complexes.
Proof. The cochain Ep,q(ω)(ψ0, . . . ,ψp) depends polynomially on the coordinates of the jet of
some finite order of ψ0, . . . ,ψp . This follows from the fact that the form μ(ω), cf. (2.27), can be
expressed as a linear combination with polynomial coefficients in the canonical jet-coordinates
of the standard basis for invariant forms on N relative to the same coordinates. Furthermore,
the covariance relation (2.29) shows that Ep,q(ω) ∈ Cppol(N,
∧q g∗).
By Proposition 2.2, one has
Ep,•(dω)(ψ0, . . . ,ψp)= d
(Ep,•(ω)(ψ0, . . . ,ψp))+ (δEp−1,•(ω))(ψ0, . . . ,ψp).
The de Rham coboundary term in the right-hand side is obtained by evaluating at ϕ = e the
expressions
d
(Dp,q(ω˜)(ψ0, . . . ,ψp))(X˜0, . . . , X˜q)
=
∑
i
(−1)iX˜i ·Dp,q(ω˜)(ψ0, . . . ,ψp)(X˜0, . . . , ˇ˜Xi, . . . , X˜q)
+
∑
i<j
(−1)i+jDp,q(ω˜)(ψ0, . . . ,ψp)
([X˜i, X˜j ], X˜0, . . . , ˇ˜Xi, . . . , ˇ˜Xj , . . . , X˜q),
where X˜ stands for the left invariant vector field on G associated to X ∈ g. The second sum
evaluated at e ∈G gives
∑
i<j
(−1)i+jEp,q(ω˜)(ψ0, . . . ,ψp)
([Xi,Xj ],X0, . . . , Xˇi , . . . , Xˇj , . . . ,Xq).
On the other hand, expressing the action of X˜0 at e ∈ G as the derivative dds |s=0L(exp sX0), the
first term in the first sum yields, on applying the identity (2.19),
d
ds
∣∣∣∣
s=0
Dp,q(ω˜)(ψ0, . . . ,ψp)|exp sX0(X˜1, . . . , X˜q)
= d
ds
∣∣∣∣
s=0
Ep,q(ω˜)(ψ0  exp sX0, . . . ,ψp  exp sX0)(X1, . . . ,Xq).
Repeating this argument for each of the remaining terms shows that the operator d in the
right-hand side corresponds precisely the coboundary operator for Lie algebra cohomology with
coefficients. 
In conjunction with the previous isomorphisms
C•pol
(
N,
∧•
g∗
)∼= C•,•coinv(g∗,F) cf. Proposition 1.16,
C
•,•
coinv
(
g∗,F)∼= C•,•c-w(F ,g∗) cf. Proposition 1.17,
C
•,• (F ,g∗)∼= C•,•(g∗,F) cf. Proposition 1.15,coinv
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(F ,g∗)∼= C•U (F ,V •(g∗)) cf. Theorem 1.14,
this allows us to conclude with the following statement.
Proposition 2.6. Under the above identifications, the resulting homomorphism ELH maps the
Gelfand–Fuks Lie algebra cohomology complex C•top(a) to the g-equivariant Hopf cyclic complex
of F with coefficients in the Koszul resolution V •(g∗).
2.3. Explicit van Est isomorphism
Note that while the original assignment maps
ω ∈ Cstop(a) →
⊕
p+dimG−r=s
Cp,r (ω) ∈ Cppol
(
N,Ωr(G)
)
,
after the passage from Cp,r (ω) to Ep,q(ω), r + q = dimG, by Poincaré duality it takes the form
ω ∈ Cstop(a) →
⊕
p+q=s
Ep,q(ω) ∈ Cppol
(
N,
∧q
g∗
)
.
Furthermore, this assignment can be promoted to a map of bicomplexes, if one identifies the Lie
algebra a with the double crossed sum Lie algebra g  n. Let us recall that a pair of Lie algebras
(g,n) forms a matched pair if there is a right action of g on n and a left action of n on g,
α : n ⊗ g → n, αX(ζ )= ζ X, β :n ⊗ g → g, βζ (X)= ζ X, (2.30)
satisfying the following conditions:
[ζ, ξ ] X = ζ  (ξ X)− ξ  (ζ X), ζ  [X,Z] = (ζ X) Z − (ζ Z) X,
ζ  [X,Z] = [ζ X,Z] + [X,ζ Z] + (ζ X) Z − (ζ Z) X,
[ζ, ξ ]X = [ζ X,ξ ] + [ζ, ξ X] + ζ  (ξ X)− ξ  (ζ X).
Given such a matched pair, one defines a Lie algebra with underlying vector space g ⊕ n by
setting:
[X ⊕ ζ,Z ⊕ ξ ] = ([X,Z] + ζ Z − ξ X)⊕ ([ζ, ξ ] + ζ Z − ξ X).
Conversely, given a Lie algebra a and two Lie subalgebras g and n so that a = g ⊕ n as vector
spaces, then (g,n) forms a matched pair of Lie algebras and a ∼= g  n as Lie algebras. In this
case the actions of g on n and n on g for ζ ∈ n and X ∈ g are uniquely determined by:
[ζ,X] = ζ X + ζ X.
This is precisely our case, and we shall identify from now on a with g  n.
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{C•top(g)⊗ C•(n), ∂g, ∂n}, where ∂g and ∂n denote the respective coboundaries for Lie algebra
cohomology with coefficients.
Proof. The isomorphism is implemented by the map
 :Cs(g  n)→
⊕
p+q=s
Cp(g)⊗Cq(n),
 (ω)(Z1, . . . ,Zp | ζ1, . . . , ζq)= ω(Z1 ⊕ 0, . . . ,Zp ⊕ 0,0 ⊕ ζ1, . . . ,0 ⊕ ζq),
whose inverse is given by
 −1(μ⊗ ν)(Z1 ⊕ ζ1, . . . ,Zp+q ⊕ ζp+q)
=
∑
σ∈Sh(p,q)
(−1)σμ(Zσ(1), . . . ,Zσ(p))ν(ζσ(p+1), . . . , ζσ(p+q)).
Using the obvious identities
[Zi ⊕ 0,Zj ⊕ 0] = [Zi,Zj ] ⊕ 0, [0 ⊕ ζk,0 ⊕ ζl] = 0 ⊕ [ζk, ζl],
[Zi ⊕ 0,0 ⊕ ζk] = −ζk Zi − ζk Zi,
it is straightforward to check that  takes the coboundary d of C•top(a) into the total coboundary
of C•top(g)⊗C•(n). 
Lemma 2.8. Let X ∈ g = TeG. Then
ν∗(e,ψ)(X)= −ı∗ψ(X˜ψ)+ ı∗ψ
(
Xψ
)
, ∀ψ ∈ N, (2.31)
where X˜ denotes the corresponding left invariant vector field on J∞0 and X the vector field on
J∞0 associated via the right action  of G.
Proof. Let f ∈ C∞(J∞0 ), which we assume of the form f = f1 ⊗ f2 with f1 ∈ C∞(G) and
f2 ∈ C∞(N). One has
ν∗(e,ψ)(X)f = d
dt
∣∣∣∣
t=0
(f ◦ ν)(exp tX,ψ)
= d
dt
∣∣∣∣
t=0
f
(
exp tX · ı(ψ  exp tX))
= d
dt
∣∣∣∣
t=0
(
f1(exp tX) · f2
(
ı(ψ  exp tX)))
= d
∣∣∣∣ f1(exp tX) · f2(ı(ψ))+ f1(e) · d
∣∣∣∣ f2(ı(ψ  exp tX))dt t=0 dt t=0
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dt
∣∣∣∣
t=0
f
(
exp tX ·ψ−1)+ d
dt
∣∣∣∣
t=0
f
(
ı(ψ  exp tX))
= − d
dt
∣∣∣∣
t=0
f
(
ı(ψ exp tX)
)+ ı∗ψ(Xψ)f
= −ı∗ψ(X˜ψ)f + ı∗ψ
(
Xψ
)
f. 
Corollary 2.9. The map μe :C•top(a) →
∧• g∗ ⊗∧•top n∗, μe(ω) := μ(ω)|e coincides with the
isomorphism  : C•top(g  n)→ C•(g)⊗C•top(n).
Proof. The evaluation of μ(ω) at the identity element e∈G only involves the map ν∗(e,e) :g → a.
Applying (2.31), for ψ = e, one simply obtains
ν∗(e,e)(X)=X, ∀X ∈ g,
because obviously Xe = 0. 
Identifying the two complexes as in Corollary 2.9 and relying on Lemma 2.5, we shall view
the map E as a map of bicomplexes E•,• :C•top(n,
∧• g∗)→ C•pol(N,∧• g∗).
Proposition 2.10. The map E•,• :C•top(n,
∧•g∗)→ C•pol(N,∧•g∗) induces a quasi-isomorphism
of total complexes.
Proof. In order to show that the map of bicomplexes E•,• implements a quasi-isomorphism
of total complexes it suffices to check that for each row q ∈ N, E•,q : C•top(n,
∧q g∗) →
C•pol(N,
∧q g∗) is a quasi-isomorphism. We recall that, by Lemma 2.4, this map associates to
a right invariant form ω˜ ∈Ωp(N,∧q g∗)N the cochain
Ep,•(ω)(ψ0, . . . ,ψp)=
∫
(ψ0,...,ψp)
μ(ω) ∈
∧•
g∗.
This shows that E•,q coincides with the standard explicit chain map implementing the van Est
homomorphism for Lie groups (cf. e.g. [12, Proposition 5.1]). However, since N is only a projec-
tive limit of Lie groups, the usual argument based on continuously injective resolutions (cf. [21])
does not properly apply. Instead, we shall first give a direct argument for the isomorphism
H •top
(
n,
∧•
g∗
)∼=H •pol(N,∧• g∗), (2.32)
along the lines of the original proof by van Est [13], and only then conclude that it is implemented
by the chain map E•,q .
To this end, let us consider the bicomplex C•pol(N,Ω•pol(N,
∧• g∗)) consisting of inhomo-
geneous cochains on N with values in
∧• g∗-valued forms on N with polynomial coeffi-
cients. A (p, q)-cochain in this bicomplex is a function ω : N × · · · × N︸ ︷︷ ︸→ Ωqpol(N,∧• g∗)
p times
H. Moscovici, B. Rangipour / Advances in Mathematics 227 (2011) 654–729 689which depends polynomially on the jet coordinates. The group N acts on the coefficients
α ∈Ω•pol(N,
∧• g∗) via
ψ ! α =ψ R∗ψα, ψ ∈ N. (2.33)
The horizontal coboundary is the group cohomology operator
dhω(ψ1, . . . ,ψp+1)
=ψ1 ! ω(ψ2, . . . ,ψp+1)
+
p∑
i=1
(−1)iω(ψ1, . . . ,ψiψi+1, . . . ,ψp+1)+ (−1)p+1ω(ψ1, . . . ,ψp). (2.34)
The vertical coboundary is obtained by applying the exterior derivative d ,
(dvω)(ψ1, . . . ,ψp)= d
(
ω(ψ1, . . . ,ψp)
)
, (2.35)
operation which commutes with the action (2.33), and therefore with the horizontal coboundary.
One augments the resulting bicomplex
...
...
...
C0pol(N,Ω2pol)
dh
dv
C1pol(N,Ω2pol)
dh
dv
C2pol(N,Ω2pol)
dv
dh · · ·
C0pol(N,Ω1pol)
dh
dv
C1pol(N,Ω1pol)
dh
dv
C2pol(N,Ω1pol)
dv
dh · · ·
C0pol(N,Ω0pol)
dh
dv
C1pol(N,Ω0pol)
dh
dv
C2pol(N,Ω0pol)
dv
dh · · ·
(2.36)
with the extra column
ιh : Ker
[
dh :C0pol
(
N,Ω•pol
)→ C1pol(N,Ω•pol)] ↪→ C0pol(N,Ω•pol), (2.37)
and with the bottom row
ιv : Ker
[
dv :C•pol
(
N,Ω0pol
)→ C•pol(N,Ω1pol)] ↪→ C•pol(N,Ω0pol). (2.38)
The added column gives the de Rham complex of right N-invariant
∧• g∗-valued forms
{Ω•pol(N,
∧• g∗)N, d}. The latter is isomorphic to C•top(n,∧• g∗), and so the cohomology of
this column is H •top(n,
∧• g∗). On the other hand the added bottom row is the complex of inho-
mogeneous cochains C• (N,∧• g∗), which computes the group cohomology H • (N,∧• g∗).pol pol
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it will be convenient to describe the forms on N in terms of the canonical trivialization of
the cotangent bundle. Specifically, we shall associate to each σ ∈ Ωqpol(N,
∧• g∗) a func-
tion σˆ : N → ∧qtop n∗ ⊗ ∧• g∗ as follows. Expressing σ as a finite sum σ = ∑f β˜ , with
f ∈ C∞(N,∧• g∗) and with β˜’s right invariant forms on N associated to a basis {β} of∧qtop n∗,
we define
σˆ (ρ) :=
∑
I
ρ  f (ρ)β. (2.39)
Note that if ψ ∈ N, then
ψ ! σ =
∑
I
ψ R∗ψf · β˜
hence
ψ̂ ! σ (ρ)=
∑
I
ρψ  f (ρψ) · β = σˆ (ρψ). (2.40)
Thus, under the identification of Ωqpol(N,
∧• g∗) with C∞(N,∧qtop n∗ ⊗ ∧• g∗) via (2.39),
the action of N simply becomes the right translation. Working in this picture, the exactness
of the rows can now be exhibited by verifying that the linear operators κph : Cp+1pol (N,Ω•pol) →
Cppol(N,Ω•pol), defined by
(
κ
p
h ω
)
(ψ1, . . . ,ψp)(ψ)= ω(ψ,ψ1, . . . ,ψp)(e), ψ ∈ N, (2.41)
form a contracting homotopy. Indeed,
dh
(
κ
p
h ω
)
(ψ1, . . . ,ψp+1)(ψ)=
(
ψ1 !
(
κ
p
h ω
)
(ψ2, . . . ,ψp+1)
)
(ψ)
+
p∑
i=1
(−1)i(κph ω)(ψ1, . . . ,ψiψi+1, . . . ,ψp+1)(ψ)
+ (−1)p+1(κph ω)(ψ1, . . . ,ψp)(ψ)
= ω(ψψ1,ψ2, . . . ,ψp)(e)
+
p∑
i=1
(−1)iω(ψ,ψ1, . . . ,ψiψi+1, . . . ,ψp+1)(e)
+ (−1)p+1ω(ψ,ψ1, . . . ,ψp)(e),
while on the other hand
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κ
p+1
h dhω
)
(ψ1, . . . ,ψp+1)(ψ)= dhω(ψ,ψ1, . . . ,ψp+1)(e)
= ω(ψ1, . . . ,ψp+1)(ψ)−ω(ψψ1, . . . ,ψp+1)(e)
+
p∑
i=1
(−1)i−1ω(ψ,ψ1, . . . ,ψiψi+1, . . . ,ψp+1)(e)
+ (−1)pω(ψ,ψ1, . . . ,ψp)(e).
Summing up one obtains the homotopy identity
dh
(
κ
p
h ω
)
(ψ1, . . . ,ψp+1)+
(
κ
p+1
h dhω
)
(ψ1, . . . ,ψp+1)= ω(ψ1, . . . ,ψp+1).
To prove that the columns are exact one employs, as in the standard proof of the Poincaré
lemma, the contraction along the radial vector field
Ξ =
∑
α
∂
∂α
,
in the affine coordinates α••···•(ψ) of j∞0 (ψ), ψ ∈ N, to construct the linear operators
χq :Ω
q
pol(N,
∧• g∗)→Ωq−1pol (N,∧• g∗),
χq(ω)
∣∣
ψ
=
1∫
0
ιΞ (ω)|tψ dt
t
.
One has
χq ◦ dv = dv ◦ χq−1 and χq ◦LΞ = Id,
where LΞ = dv ◦ ιΞ + ιΞ ◦ dv denotes the Lie derivative along Ξ . Therefore
dv ◦
(
χq−1 ◦ ιΞ
)+ (χq ◦ ιΞ ) ◦ dv = Id,
showing that the operators
(
κqv ω
)
(ψ1, . . . ,ψp)= χq−1 ◦ ιΞ
(
ω(ψ1, . . . ,ψp)
)
give contracting homotopies for the columns.
Since both the rows and the columns are exact, the edge homomorphisms ιh of (2.37) and ιv
of (2.38) induce isomorphisms with the cohomology of the total complex, which in turn gives the
isomorphism (2.32). Actually, for each q ∈ N, one can display an explicit quasi-isomorphism
q = jv ◦ ιh :C•top
(
n,
∧q
g∗
)
→ C•pol
(
N,
∧q
g∗
)
,
by composing the inclusion ιh with a chain homotopic inverse for ιv,
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(
N,Ω•pol
(
N,
∧q
g∗
))
→ C•pol
(
N,
∧q
g∗
)
,
manufactured out the vertical homotopy operators and the horizontal coboundary by means of
the “collating formula” of [4, Proposition 9.5]. For a Lie algebra cocycle β ∈ Zptop(n,
∧q g∗), it
gives
q(β)= (−1)p(dh ◦ κv)p(β˜). (2.42)
On the other hand, the conversion of E•,q into an inhomogeneous group cochain,
Ep,q(ω)(ψ1, . . . ,ψp)= Ep,q(ω)(1,ψ1,ψ1ψ2, . . . ,ψ1ψ2 · · ·ψp), (2.43)
gives also a chain map
E•,q :C•top
(
n,
∧q
g∗
)
→ C•pol
(
N,
∧q
g∗
)
.
Since for any each of the quotient nilpotent Lie groups in the projective limit the two chain
maps E•,q and q are automatically chain homotopic, we can finally conclude that E•,q is a
quasi-isomorphism. 
We are now in a position to strengthen Proposition 2.6 and conclude this section with the
following result.
Theorem 2.11. There is a canonical quasi-isomorphism between the Lie algebra cohomol-
ogy and the Hopf cyclic cohomology complexes associated to an infinite primitive Cartan–Lie
pseudogroup
ELH :C•top(a)→ C•,•c-w
(
g∗,F)∼= C•U (F ,V •(g∗)).
Remark 2.3 describes the precise transition between the maps C : C•top(a)→ C•top(N,Ω•(G))
of Proposition 2.2 and ELH, which in essence encodes the relationship between the classical and
the Hopf cyclic constructions of transverse characteristic classes.
3. Hopf cyclic characteristic maps
This section is devoted to the construction of several characteristic maps that deliver the uni-
versal Hopf cyclic classes to the cyclic cohomology of the étale holonomy groupoids. For the
clarity of the exposition, we shall explicitly treat only the case of action holonomy groupoids,
i.e., of the form G> Γ , with Γ a discrete subgroup of G. The convolution algebra of such a
groupoid is the crossed product Ac,Γ (G) := C∞c (G)Γ . Each characteristic map will land into
the suitable model of cyclic cohomology of Ac,Γ (G), that matches the source model of Hopf
cyclic cohomology of H = H(G). We shall show however, and this is the main result of this
section, that all these characteristic maps are equivalent.
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The first characteristic homomorphism connects the bicocyclic module in diagram (1.12),
C(U ,F ,Cδ), to the Getzler–Jones bicocyclic module [16], describing the cyclic cohomology of
Ac,Γ (G)= C∞c (G) Γ .
Along with Ac,Γ (G), we shall consider its opposite algebra Ac,Γ (G)o. The latter is the
crossed product algebra CΓ  C∞c (G), where Γ acts on C∞c (G) by the natural right action,
with multiplication rule
Uφ1gUφ2f =Uφ1φ2(g ◦ φ˜2)f. (3.1)
As before, if φ ∈ G, φ˜ stands for its lift to a diffeomorphism of G. To avoid excessive notation,
from now on we shall suppress the notational distinction between the two, and reinstate it only
when there is danger of confusion.
We recall below the bicomplex {C(•,•)(C∞c (G),Γ ),↑τ,↑∂i,−→τ ,−→∂ j } of [16], with cochains
C(p,q)
(
C∞c (G),Γ
) := Hom(C∞c (G)⊗p+1 ⊗ CΓ ⊗q+1,C). (3.2)
With the abbreviated notation
g˜ := g0 ⊗ g1 ⊗ · · · ⊗ gp, U˜φ :=Uφ0 ⊗ · · · ⊗Uφq ,
the vertical cyclic structure is given by
↑τ(μ)(g˜ | U˜φ)= μ
(
gp ◦ (φ0 · · ·φq)⊗ g0 ⊗ · · · ⊗ gp−1
∣∣Uφ),
↑∂i(μ)(g˜ | U˜φ)= μ(g0 ⊗ · · · ⊗ gigi+1 ⊗ · · · ⊗ gp+1 |Uφ), 0 i  p,
↑∂p+1(μ)(g˜ | U˜φ)= μ
(
gp+1 ◦ (φ0 · · ·φq)g0 ⊗ g1 ⊗ · · · ⊗ gp
∣∣Uφ),
and horizontal cyclic structure is determined by
−→τ (μ)(g˜ | U˜φ)= μ
(
g0 ◦ φq−1 ⊗ · · · ⊗ gp ◦ φq−1
∣∣Uφq ⊗Uφ0 ⊗ · · · ⊗Uφq−1),
−→
∂ i(μ)(g˜ | U˜φ)= μ(g˜ |Uφ0 ⊗ · · · ⊗Uφiφi+1 ⊗ · · · ⊗Uφq+1), 0 i  q,
−→
∂ q+1(μ)(g˜ | U˜φ)= μ
(
g0 ◦ φ−1q+1 ⊗ · · · ⊗ gp ◦ φ−1q+1
∣∣Uφq+1φ0 ⊗Uφ1 ⊗ · · · ⊗Uφq ).
It is shown in [16], its total complex is quasi-isomorphic with the total complex of
C•(Ac,Γ (G)o, b,B). We also recall from [16] the isomorphism between the diagonal sub-
complex C•diag(C∞c (G),Γ ) and C•(Ac,Γ (G)o, b,B). Specifically, ΨΓ : Cn,n(C∞c (G),Γ ) →
Cn(Ac,Γ (G)o) is given by
ΨΓ (μ)(Uφ0g0 ⊗ · · · ⊗Uφngn)
= μ(g0 ◦ (φ1 · · ·φn)⊗ · · · ⊗ gn−1 ◦ φn ⊗ gn ∣∣Uφ0 ⊗ · · · ⊗Uφn); (3.3)
ΨΓ is a cyclic isomorphism, whose inverse ΦΓ is given by
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= μ(Uφ0g0 ◦ (φ1 · · ·φn)−1 ⊗ · · · ⊗Uφn−1gn−1 ◦ φ−1n ⊗Uφngn).
According to [30, Proposition 2.18], there exists an isomorphism of Hopf algebras
ι :Hcop(G)ab →F(G) that sends any operator to the corresponding function evaluated at identity.
We denote by -δ = ι−1 : F(G) → Hcopab (G) its inverse, and define --γ : F(G) → Fun(Γ,C∞(G))
by
--
γ (f )(φ)= -δ(S(f ))(Uφ)U∗φ . (3.4)
Lemma 3.1. For any f ∈F(G),
--
γ (f ) satisfies the cocycle property
--
γ (f )(φ1φ2)= --γ (f (1))(φ1) --γ (f (2))(φ2) ◦ φ˜−11 , φ1, φ2 ∈ Γ. (3.5)
Proof. Since -δ is anticoalgebra map and Ac,Γ (G) is an H(G) module algebra we have
--
γ (f )(φ1φ2)= -δ
(
S(f )
)
(Uφ1Uφ2)U
∗
φ1φ2 = -δ
(
S(f (1))
)
(Uφ1)
-δ
(
S(f (2))
)
(Uφ2)U
∗
φ1φ2
=
--
γ (f (1))(φ1)Uφ1 --γ (f (2))(φ2)Uφ2U
∗
φ1φ2 = --γ (f (1))(φ1) --γ (f (2))(φ2) ◦ φ˜−11 . 
Lemma 3.2. For any u ∈ U(g) and φ ∈ G one has
UφuU
∗
φ = --γ (u〈1〉)(φ)u〈0〉. (3.6)
Proof. To begin with, recall cf. (1.1) the coaction  : U(g)→ U(g)⊗F is defined as follows:
u〈0〉 ⊗ u〈1〉 =
∑
I
XI ⊗ γ Iu (ψ)(e) ⇔ UψuU∗ψ =
∑
I
γ Iu (ψ)XI ,
where {XI } stands for a PBW basis of U(g).
Let us first check the claimed identity for the case when u=Xi ∈ g, and
UφXiU
∗
φ =
∑
j
γ
j
i (φ)Xj . (3.7)
We need to show that if ηji (ψ)= γ ji (ψ)(e), ∀ψ ∈ N, then
-δ
(
S
(
η
j
i
))
(Uφ)= γ ji (φ)Uφ, ∀φ ∈ G. (3.8)
Recall now from [30, Section 1.2] the operators ji (U∗φ)= γ ji (φ)U∗φ , which arise from the action
formula
Xi
(
U∗φb
)=∑
j

j
i
(
U∗φ
)
Xj(b), b ∈ C∞(G), (3.9)
and satisfy, by the very definition of -δ,
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j
i = -δ
(
η
j
i
)
. (3.10)
Applying Uφ on both sides of (3.9) and comparing with (3.7), one sees that
γ
j
i (φ)=Uφγ ji (φ)U∗φ = γ ji (φ) ◦ φ˜−1 = −γ ji
(
φ−1
)
. (3.11)
Then
S
(
η
j
i
)
(ψ)= ηji
(
ψ−1
)= γ ji (ψ−1)(e)= −γ ji (ψ)(e)= −ηji (ψ),
and so by (3.10) and (3.11)
-δ
(
S
(
η
j
i
))
(Uφ)= −δji (Uφ)= −γ ji
(
φ−1
)
Uφ = γ ji (φ)Uφ,
thus verifying (3.8).
The compatibility of the coaction with the multiplication, cf. [30, Lemma 2.12] allows us to
extend in a straightforward manner the validity of this identity to U(g). For the convenience of
the reader, we give the detailed verification for u=XY . Recall that in view of (1.5) one has
(XY)〈0〉 ⊗ (XY)〈1〉 =X(1)〈0〉Y 〈0〉 ⊗X(1)〈1〉(X(2)  Y 〈1〉)
=X〈0〉Y 〈0〉 ⊗X〈1〉Y 〈1〉 + Y 〈0〉 ⊗X  Y 〈1〉.
We observe that
X〈0〉(1) ⊗X〈0〉(2) ⊗X〈1〉 =X〈0〉 ⊗ 1 ⊗X〈1〉 + 1 ⊗X〈0〉 ⊗X〈1〉.
Since ι is U(g)-module map, it follows that
--
γ (Z  f )(φ) = Z(
--
γ (f )(φ)) for any Z ∈ g and any
f ∈F . Acting on an arbitrary function g ∈ C∞(G), we write
(
UφXYU
∗
φ
)
(g)= (UφXU∗φUφYU∗φ)(g)
= (
--
γ (X〈1〉)(φ)X〈0〉 --γ (Y 〈1〉)(φ)Y 〈0〉
)
(g)=
--
γ (X〈1〉)(φ)X〈0〉
(
--
γ (Y 〈1〉)(φ)Y 〈0〉(g)
)
=
--
γ (X〈1〉)(φ)X〈0〉(1)
(
--
γ (Y 〈1〉)(φ)
)
X〈0〉(2)
(
Y 〈0〉(g)
)
=
--
γ (X〈1〉)(φ) --γ (Y 〈1〉)(φ)X〈0〉Y 〈0〉(g)+ --γ (X〈1〉)(φ)X〈0〉
(
--
γ (Y 〈1〉)(φ)
)
Y 〈0〉(g)
=
--
γ
(
(XY)〈1〉
)
(φ)(XY)〈0〉(g). 
Lemma 3.3. For any φ ∈ G,
--
γ
(
S(f )
)
(φ)=
--
γ (f )
(
φ−1
) ◦ φ˜−1. (3.12)
Proof. We define Mφ,Rφ,Lφ ∈ Hom(F ,C∞(G)) by setting
Rφ(f )= --γ (f )
(
φ−1
) ◦ φ˜−1, Lφ(f )= --γ (f )(φ), Mφ(f )= --γ (S(f ))(φ).
Using the usual convolution product and (3.5) one computes
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=
--
γ (f (1))(φ) --γ (f (2))
(
φ−1
) ◦ φ˜−1 =
--
γ (f )
(
φφ−1
)= ε(f ). (3.13)
On the other hand, because
--
γ is algebra map, one easily sees
Lφ ∗Mφ = ε =Mφ ∗Lφ.
Together with (3.13), this implies Rφ =Mφ . 
Lemma 3.4. For any φ ∈ G, f ∈F , and u ∈U(g) we have
--
γ (u  f )(φ)= u〈0〉
(
--
γ (f )(φ)
)
--
γ (u〈1〉)(φ). (3.14)
Proof. Using the fact that -δ is U(g)-module algebra map and Lemma 1.1 we see that
--
γ (u  f )(φ)= -δ(S(u  f ))(Uφ)U∗φ = (-δ(S(u〈1〉)) -δ(u〈0〉  S(f )))(Uφ)U∗φ
= (-δ(S(u〈1〉)) -δ(u〈0〉  S(f )))(Uφ)U∗φ = -δ(S(u〈1〉))(u〈0〉(--γ (f )(φ)Uφ))U∗φ
=
--
γ (u〈1〉)(φ)u〈0〉
(
--
γ (f )(φ)
)
. 
We want to define a characteristic map χ : Cp,qH (U ,F ,Cδ) → Cp,q(C∞c (G),Γ ) by the for-
mula
χ(1 ⊗ u˜⊗ f˜ )(g˜ | U˜ )
= τ(u0(g0)u1(g1) · · ·up(gp) -δ(S(f 0))(Uφ0) · · · -δ(S(f q))(Uφq )). (3.15)
Here CH(U ,F ,Cδ) is the bicocyclic module defined in (1.7), and τ : Ac,Γ (G) → C is the in-
variant trace defined by
τ
(
gU∗ψ
)= {∫G g, if ψ = Id,
0, otherwise.
(3.16)
Equivalently, χ : Cp,qH (U ,F ,Cδ)→ Cp,q(C∞c (G),Γ ) is given by
χ(1 ⊗ u˜⊗ f˜ )(g˜ | U˜ )
=
∫
G
u0(g0)u
1(g1) · · ·up(gp) --γ
(
f 0
)
(φ0) --γ
(
f 1
)
(φ1) ◦ φ˜−10 · · · --γ
(
f q
)
(φq) ◦ φ˜−1q−1 · · · φ˜−10 ,
if ψ0 · · ·ψq = Id, and 0 otherwise.
Lemma 3.5. The characteristic map χ of (3.15) is well defined.
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(f  u) · (u˜⊗ f˜ )= u(1)u0 ⊗ · · · ⊗ u(p+1)up ⊗ (f  u(p+2)) · f˜ ,
where
(f  u) · (f 0 ⊗ · · · ⊗ f q)
= f (1)
(
u(1)〈0〉  f 0
)⊗ u(1)〈1〉(u(2)〈0〉  f 1)⊗ · · · ⊗ f (q+1)u(1)〈q〉 · · ·u(q)〈1〉(u(q+1)  f q).
In the following we use the notation (u  u˜)(g˜)= u(1)u0(g0) · · ·u(p+1)up(gp). We observe that
u(1)  u˜(g˜) --γ
(
u(2)〈0〉  f 0
)
(φ0) --γ
(
u(2)〈1〉
(
u(3)〈0〉  f 1
))
(φ1) ◦ φ˜−10
· · ·
--
γ
(
u(2)〈q〉 · · ·u(q+1)〈1〉
(
u(q+2)  f q
))
(φq) ◦ φ˜−1q−1 · · · φ˜−10 . (3.17)
By using (3.14) we see that
(3.17)= u(1)  u˜(g˜) --γ
(
u(2)〈0〉  f 0
)
(φ0) --γ
(
u(2)〈1〉
(
u(3)〈0〉  f 1
))
(φ1) ◦ φ˜−10
· · ·
--
γ
(
u(2)〈q〉 · · ·u(q+1)〈1〉
(
u(q+2)  f q
))
(φq) ◦ φ˜−1q−1 · · · φ˜−1q−1
= u(1)  u˜(g˜)u(2)〈0〉
(
--
γ
(
f 0
)
(φ0)
)[
--
γ (u(2)〈1〉)(φ0) · · · --γ (u(2)〈q+1〉)(φq) ◦ φ˜q−1 · · · φ˜−10
]
· · ·u(2+i)〈0〉
(
--
γ
(
f i
)
(φi)
) ◦ (φ0 · · ·φi−1)−1[--γ (u(2+i)〈1〉)(φi) ◦ (φ0 · · ·φi−1)−1
· · ·
--
γ (u(2+i)〈q+1−i〉)(φq) ◦ φ˜−1q−1 · · · φ˜−10
]
· · ·u(q+2)〈0〉
(
--
γ
(
f q
)
(φq)
) ◦ (φ0 · · ·φq−1)−1 --γ (u(q+2)〈1〉)(φq) ◦ (φ0 · · ·φq−1)−1. (3.18)
Using (3.5) we continue as follows:
(3.18)= u(1)  u˜(g˜)u(2)
(
--
γ
(
f 0
)
(φ0)
)
u(3)〈0〉
(
--
γ
(
f 1
)
(φ1)
) ◦ φ−10 --γ (u(3)〈1〉)(φ1 · · ·φq) ◦ φ−10
· · ·u(2+i)〈0〉
(
--
γ
(
f i
)
(φi)
) ◦ (φ0 · · ·φi−1)−1 --γ (u(2+i)〈1〉)(φi · · ·φq) ◦ (φ0 · · ·φi−1)−1
· · ·u(q+2)〈0〉
(
--
γ
(
f q
)
(φq)
) ◦ (φ0 · · ·φq−1)−1 --γ (u(q+2)〈1〉)(φq) ◦ (φ0 · · ·φq−1)−1. (3.19)
On the other hand one uses (3.6) together with the fact that (φ0 · · ·φi)−1 = φi+1 · · ·φq to observe
that
u(1)  u˜(g˜)u(2)
(
--
γ
(
f 0
)
(φ0)
)
u(3)
(
--
γ
(
f 1
)
(φ1) ◦ φ˜−10
)
· · ·u(q+2)
(
--
γ
(
f q
)
(φq) ◦ φ˜q−1 · · · φ˜−10
) (3.20)
= u(1)  u˜(g˜)u(2)
(
--
γ
(
f 0
)
(φ0)
)
--
γ (u(3)〈1〉)(φ1 · · ·φq) ◦ φ˜−10 u(3)〈0〉
(
--
γ
(
f 1
)
(φ1)
) ◦ φ˜−10
· · ·
--
γ (u(i+2)〈1〉)(φi · · ·φq) ◦ φ˜−1i−1 · · · φ˜−10 u(i+2)〈0〉
(
--
γ
(
f i
)
(φi)
) ◦ φ˜−1i−1 · · · φ˜−10
· · ·
--
γ (u(q+2) )(φq) ◦ φ˜−1 · · · φ˜−1u(q+2)
(
--
γ
(
f q
)
(φq)
) ◦ φ˜−1 · · · φ˜−1. (3.21)〈1〉 q−1 0 〈0〉 q−1 0
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χ
(
1 ⊗ (1 u) · (u˜⊗ f˜ ))= χ(δ(1 u)⊗ u˜⊗ f˜ ). (3.22)
On the other hand we see that
(f  1) · (u˜⊗ f˜ )= u0 ⊗ · · · ⊗ up ⊗ f (1)f 0 ⊗ · · · ⊗ f (q+1)f q, (3.23)
which together with the facts that
--
γ is an algebra map and δ(-δ(S(f ))) = ε(S(f )) = ε(f ) =
δ(f  1), yields that
χ
(
1 ⊗ (f  1) · (u˜⊗ f˜ ))= χ(δ(f  1)⊗ u˜⊗ f˜ ). (3.24)
So (3.22) and (3.24) prove that
χ
(
1 ⊗ (f  u) · (u˜⊗ f˜ ))= χ(δ(f  u)⊗ u˜⊗ f˜ ). 
Proposition 3.6. The characteristic map χ defined in (3.15) is a map of bicocyclic modules.
Proof. As g acts by derivation on C∞(G) it is obvious that χ commutes with all vertical cofaces
except possibly very last one. Since -δ is an algebra map and anticoalgebra map and H(G) acts
on Ac,Γ (G) and makes it module algebra it is also obvious that χ commutes with all horizontal
cofaces except possibly the last one. So it suffices to show that χ commutes with horizontal and
vertical cyclic operators. Indeed, let φ0 · · ·φq = id.
↑τχ(1 ⊗ u˜⊗ f˜ )(g0 ⊗ · · · ⊗ gp |Uφ0 ⊗ · · · ⊗Uφq )
= χ(1 ⊗ u˜⊗ f˜ )(gp ⊗ g0 ⊗ · · · ⊗ gp−1 |Uφ0 ⊗ · · · ⊗Uφq )
=
∫
G
[
u0(gp)u
1(g0) · · ·up−1(gp) --γ
(
f 0
)
(φ0) --γ
(
f 1
)
(φ1) ◦ φ˜−10
· · ·
--
γ
(
f q
)
(φq) ◦ φ˜−1q−1 · · · φ˜−10
]
.
On the other hand by using Lemma 3.1 and (3.6) and the fact that φ0 · · ·φq = Id we see that
χ ↑τ(1 ⊗ u˜⊗ f˜ )(g0 ⊗ · · · ⊗ gp |Uφ0 ⊗ · · · ⊗Uφq )
= χ(1 ⊗ u1 ⊗ · · · ⊗ up−1 ⊗ u0〈0〉 ∣∣ u0〈1〉f 0 ⊗ · · ·
⊗ u0〈q+1〉f q
)
(g0 ⊗ · · · ⊗ gp |Uφ0 ⊗ · · · ⊗Uφq )
=
∫
G
[
u1(g0) · · ·up(gp−1)u0〈0〉(gp) --γ
(
u0〈1〉
)
(φ0) --γ
(
f 0
)
(φ0)
· · ·
--
γ
(
u0〈q+1〉
)
(φq) ◦ φ˜−1q−1 · · · φ˜−10 --γ
(
f q
)
(φq) ◦ φ˜−1q−1 · · · φ˜−10
]

=
∫ [
u1(g0) · · ·up(gp−1)u0〈0〉(gp) --γ
(
u0〈1〉
)
(φ0) · · · --γ
(
u0〈q+1〉
)
(φq) ◦ φ˜−1q−1 · · · φ˜−10G
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γ
(
f 0
)
(φ0) · · · --γ
(
f q
)
(φq) ◦ φ˜−1q−1 · · · φ˜−10
]

=
∫
G
[
u1(g0) · · ·up(gp−1)u0〈0〉(gp) --γ
(
u0〈1〉
)
(φ0 · · ·φq)
--
γ
(
f 0
)
(φ0) · · · --γ
(
f q
)
(φq) ◦ φ˜−1q−1 · · · φ˜−10
]
.
Let us now show that χ commutes with the horizontal cyclic operators.
χ−→τ (1 ⊗ u˜⊗ f˜ )(g0 ⊗ · · · ⊗ gp |Uφ0 ⊗ · · · ⊗Uφq )
= χ(u0〈0〉 ⊗ · · · ⊗ up 〈0〉 ∣∣ f 1 ⊗ · · · ⊗ f q ⊗ S(u0〈1〉 · · ·up 〈1〉)f 0)
(g0 ⊗ · · · ⊗ gp |Uφ0 ⊗ · · · ⊗Uφq )
=
∫
G
[
u0〈0〉(g0) · · ·up 〈0〉(gp) --γ
(
f 1
)
(φ0) · · · --γ
(
f q
)
(φq−1) ◦ φ˜−1q−2 · · · φ˜−10
--
γ
(
f 0S
(
u0〈1〉 · · ·up 〈1〉
))
(φq) ◦ φ˜−1q−1 · · · φ˜−10
]
. (3.25)
Using (3.12), (3.6), and the equality φq = (φ−1q−1 · · ·φ−10 ) we see that
(3.25)=
∫
G
[
U∗φq u
0Uφq (g0) · · ·U∗φq upUφq (gp) --γ
(
f 1
)
(φ0)
· · ·
--
γ
(
f q
)
(φq−1) ◦ φ˜−1q−2 · · · φ˜−10 --γ
(
f 0
)
(φq) ◦ φ˜−1q−1 · · · φ˜−10
]

=
∫
G
[
u0
(
g0 ◦ φ˜−1q
) ◦ φ˜−1q · · ·up(gp ◦ φ˜−1q ) ◦ φ˜q --γ (f 1)(φ0)
· · ·
--
γ
(
f q
)
(φq−1) ◦ φ˜−1q−2 · · · φ˜−10 --γ
(
f 0
)
(φq) ◦ φ˜−1q−1 · · · φ˜−10
]
. (3.26)
Using the fact that the volume form  is G-invariant and also φ0 · · ·φq = Id we observe that
(3.26)=
∫
G
[
u0
(
g0 ◦ φ˜−1q
) · · ·up(gp ◦ φ˜−1q ) --γ (f 1)(φ0) ◦ φ˜−1q
· · ·
--
γ
(
f q
)
(φq−1) ◦ φ˜−1q−2 · · · φ˜−10 φ˜−1q --γ
(
f 0
)
(φq)
]

= χ(1 ⊗ u˜⊗ f˜ )(g0 ◦ φ˜−1q ⊗ · · · ⊗ gp ◦ φ˜−1q ∣∣Uφq ⊗Uφ0 ⊗ · · · ⊗Uφq−1)
= −→τ χ(1 ⊗ u˜⊗ f˜ )(g0 ⊗ · · · ⊗ gp |Uφ0 ⊗ · · · ⊗Uφq ). 
So χ induces a cyclic map in the level of diagonal complexes and a map of mixed complexes
at the level of total complexes, as follows:
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(
C∞c (G)⊗n ⊗ CΓ ⊗n,C
)
, (3.27)
χtot :
⊕
p+q=n
C
p,q
H (U ,F ,Cδ)→
⊕
p+q=n
Hom
(
C∞c (G)⊗p ⊗ CΓ ⊗q,C
)
. (3.28)
By [30, Theorem 2.15] Hcop ∼= F  U . Let us recall the latter isomorphism. One identifies
Fcop with the commutative part of H which is denoted by Hab, in a natural way namely sending
the standard generators of F to those of Hab. Let us call this isomorphism by ι and refer the
reader to its definition in [30, Proposition 2.7]. Then the isomorphism J : Hcop → F  U is
defined by on the basis elements by
J (δKZI )= ι(δK)ZI ,
where {δK} is a basis of Hab and {ZI } is the usual PBW basis of U . It is proved in [30] that
H acts on A from the left and makes A a module algebra. This action induces an Hcop-module
algebra on Ao via
Hcop ⊗Ao →Ao, ho(a¯)= h(a). (3.29)
One observes that ¯ : Ac,Γ (G) → Ac,Γ (G)o defined by gU∗φ = Uφg is an antialgebra isomor-
phism between Ac,Γ (G) and Ac,Γ (G)o.
We next recall from [30, Proposition 3.1] the isomorphism of (b,B) Hopf cyclic complexes
IH : Cn
(Hcop,Cδ)→ Cn(H,Cδ),
IH(1 ⊗ h1 ⊗ · · · ⊗ hn)= 1 ⊗ hn ⊗ hn−1 ⊗ · · · ⊗ h1, (3.30)
as well as its algebra counterpart
IΓ : Cn
(Aoc,Γ )→ Cn(Ac,Γ ),
IΓ (θ)(a0 ⊗ · · · ⊗ an)= θ(a0 ⊗ an ⊗ · · · ⊗ a1). (3.31)
Finally, let us recall that the original characteristic map χact :H(G)⊗n →Hom(Ac,Γ (G)⊗n+1,C),
which actually guided the definition of Hopf cyclic cohomology in [8], has the expression
χact
(
h1 ⊗ · · · ⊗ hn)(a0 ⊗ · · ·⊗, an)= τ(a0h1(a1) · · ·hn(an)). (3.32)
Let us prove that all the above characteristic maps are equivalent.
Theorem 3.7. The diagram below is commutative and all its vertical arrows are quasi-
isomorphisms.
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I−1H
χact
Cn(Ac,Γ (G))
I−1Γ
Cn(F  U ,Cδ)
Ψ−1
χact
Cn(Ac,Γ (G)o)
Ψ−1Γ
C
n,n
H (U ,F ,Cδ)
SH
χdiag
Cn,n(C∞c (G),Γ )
SH⊕
p+q=n C
p,q
H (U ,F ,Cδ)
χtot ⊕
p+q=n Cp,q(C∞c (G),Γ ).
(3.33)
Proof. The commutativity of the lower square is a direct corollary of Proposition 3.6 as the
shuffle map SH is made of cofaces, codegeneracies and cyclic operators. The commutativity of
the top square is obvious due to the similarity of IA and IH.
Let us check that the middle square is commutative too. Using the abbreviated notation
f˜ ⊗ u˜= 1 ⊗Hcop 1 ⊗ u1 ⊗ · · · ⊗ un ⊗ 1 ⊗ f 1 ⊗ · · · ⊗ f n,
after some obvious simplification one observes that
Ψ(f˜ ⊗ u˜)= 1 ⊗ f 1  u1〈0〉 ⊗ f 2u1〈1〉  u2〈0〉 ⊗ · · ·
⊗ f nu1〈n−1〉 · · ·un−1〈1〉  un.
Assuming that φ0 · · ·φn = Id, one has
χact ◦Ψ(f˜ ⊗ u˜)(Uφ0g0 ⊗ · · · ⊗Uφngn)
= τ(un(gn) -δ(f nu1〈n−1〉 · · ·un−1〈1〉)(U∗φn) · · ·u1〈0〉(g1) -δ(f 1)U∗φ1g0U∗φ0)
=
∫
G
[
un(gn) --γ
(
S
(
f n
))(
φ−1n
)
--
γ
(
S
(
u1〈n−1〉 · · ·un−1〈1〉
))(
φ−1n
)
· · · (u1〈0〉(g1) --γ (S(f 1))(φ−11 )) ◦ φ˜2 · · · φ˜ng0 ◦ φ˜1 · · · φ˜n]. (3.34)
On the other hand,
(
ΨΓ ◦ χD
)
(f˜ ⊗ u˜)(Uφ0g0 ⊗ · · · ⊗Uφngn)
= χD(f˜ ⊗ u˜)(g0 ◦ φ˜1 · · · φ˜n ⊗ · · · ⊗ gn−1 ◦ φ˜n ⊗ gn |Uφ0 ⊗ · · · ⊗Uφn)
= τ(g0 ◦ φ˜1 · · · φ˜nu1(g1 ◦ φ˜2 · · · φ˜n)
· · ·un−1(gn−1 ◦ φ˜n)un(gn) -δ
(
f n
)(
U∗
) · · · -δ(f 1)(U∗ )U∗ )φn φ1 φ0
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∫
G
[
g0 ◦ φ˜1 · · · φ˜nu1(g1 ◦ φ˜2 · · · φ˜n)
· · ·un(gn) --γ
(
S
(
f n
))(
φ−1n
) · · ·
--
γ
(
S
(
f 1
))(
φ−11
) ◦ φ˜2 · · · φ˜n]G. (3.35)
Using (3.6) sufficiently many times and recalling that φ0 · · ·φn = Id, and that  is G-invariant,
one obtains the equality of (3.34) and (3.35). 
3.2. Differential graded characteristic map
We proceed now to construct characteristic maps from the Hopf version of the Chevalley–
Eilenberg complexes to the cyclic cohomology bicomplex of the crossed product by differential
forms Ωc,Γ (G) :=Ω•c (G) Γ .
To begin with, let us recall the definition of the Bott bicomplex C•,•Bott(G,G) computing the
G-equivariant cohomology of G. The cochain space Cq,pBott(G,G) = CqBott(Ωp(G),G) consists
of all antisymmetrized G-equivariant functions on G×(p+1) with values in de Rham currents of
degree q . As in (2.11), the equivariance condition is
γ (φ0φ, . . . , φqφ)= tL∗φ−1γ (φ0, . . . , φq), γ ∈ Cp,q, φi ∈ Γ, φ ∈ G. (3.36)
When the current is given by a form, this condition becomes
γ (φ0φ, . . . , φqφ)= L∗φγ (φ0, . . . , φq)≡ φ˜∗
(
γ (φ0, . . . , φq)
)
, (3.37)
by duality and taking into account that G acts on G via the natural action on frames. The hori-
zontal and vertical coboundaries of C•,•Bott(G,G) are defined as follows:
d1(γ )(φ0, . . . , φq+1)=
q+1∑
i=0
(−1)iγ (φ0, . . . , φˇi , . . . , φq+1), (3.38)
d2(γ )(φ0, . . . , φq)= dt
(
γ (φ0, . . . , φq)
)
. (3.39)
We now define the map Θ : (∧p g∗ ⊗∧q+1 F)F → Cp,qBott(G,G) by the formula
Θ
(∑
I
αI ⊗ If 0 ∧ · · · ∧ If q
)
(φ0, . . . , φq)
=
∑
I,σ
(−1)σ
--
γ
(
S
(
If σ(0)
))(
φ−10
) · · ·
--
γ
(
S
(
If σ(q)
))(
φ−1q
)
α˜I . (3.40)
Here α˜I is the left invariant form on G associated to αI ∈∧q g∗.
Recall that the bicomplex (
∧p g∗ ⊗∧q+1 F)F has two cobundary bc-w and ∂c-w defined
in (1.62) and (1.63) respectively.
Proposition 3.8. The map Θ is a well-defined homomorphism of bicomplexes.
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equivariant.
In view of the identity (1.30), one has
φ˜∗α˜ =
--
γ (α〈1〉)
(
φ−1
)
α˜〈0〉. (3.41)
Also from Lemma 3.1,
--
γ (f )(φ1φ2)= --γ (f (1))(φ1) --γ (f (2))(φ2) ◦ φ˜−11 .
Using the fact that
∑
I αI ⊗ If 0 ∧ · · · ∧ If q belongs to the coinvariant space, we can check the
condition (3.37) for φ ∈ Γ , as follows:
∑
I
--
γ
(
S
(
If 0
))(
(φ0φ)
−1) · · ·
--
γ
(
S
(
If q
))(
(φnφ)
−1)α˜I
=
∑
I
--
γ
(
S
(
If 0(2)
))(
φ−1
)
--
γ
(
S
(
If 0(1)
))(
φ−10
) ◦ φ˜
· · ·
--
γ
(
S
(
If q (2)
))(
φ−1
)
--
γ
(
S
(
If q (1)
))(
φ−1q
) ◦ φ˜α˜I
=
∑
I
(
--
γ
(
S
(
If 0(1)
))(
φ−10
) · · ·
--
γ
(
S
(
If q (1)
))(
φ−1q
)) ◦ φ˜
--
γ
(
S
(
If 0(2) · · · If q (2)
))(
φ−1
)
α˜I
=
∑
I
φ˜∗
(
--
γ
(
S
(
If 0(1)
))(
φ−10
) · · ·
--
γ
(
S
(
If q (1)
))(
φ−1q
))
--
γ
(
S
(
If 0(2) · · · If q (2)
))(
φ−1
)
α˜I
=
∑
I
φ˜∗
(
--
γ
(
S
(
If 0
))(
φ−10
) · · ·
--
γ
(
S
(
If q
))(
φ−1q
))
--
γ (αI 〈1〉)
(
φ−1
)
α˜I 〈0〉
=
∑
I
φ˜∗
(
--
γ
(
S
(
If 0
))(
φ−10
) · · ·
--
γ
(
S
(
If q
))(
φ−1q
))
φ˜∗(α˜I )
=
∑
I
φ˜∗
(
--
γ
(
S
(
If 0
))(
φ−10
) · · ·
--
γ
(
S
(
If q
))(
φ−1q
)
α˜I
)
.
Next we prove that ΘbF = d1Θ , we set Ig0 = 1, Igj = If j−1, for 1 j  q + 1.
Θbc-w
(∑
I
αI ⊗ If 0 ∧ · · · ∧ If q
)
(φ0, . . . , φq+1)
=Θ
(∑
I
αI ⊗ 1 ∧ If 0 ∧ · · · ∧ If q
)
(φ0, . . . , φq+1)
=
∑
I,σ∈Sq+2
(−1)σ
--
γ
(
S
(
Igσ(0)
))(
φ−10
) · · ·
--
γ
(
S
(
Igσ(q)
))(
φ−1q+1
)
α˜I
=
∑
I,σ∈S
(−1)σ
--
γ
(
S
(
Ig0
))(
φ−1σ(0)
) · · ·
--
γ
(
S
(
Igq+1
))(
φ−1σ(q+1)
)
α˜Iq+2
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∑
I,σ∈Sq+2
∑
σ(0)=j
(−1)σ
--
γ
(
S
(
Ig0
))(
φ−1σ(0)
) · · ·
--
γ
(
S
(
Igq+1
))(
φ−1σ(q+1)
)
α˜I
=
∑
I,0jq+1
(−1)j
∑
π∈Sq+1
(−1)π
--
γ
(
S
(
If π(0)
))(
φ−10
)
· · ·
--
γ
(
S
(
If π(j−1)
))(
φ−1j−1
)
--
γ
(
S
(
If π(j)
))(
φ−1j+1
) · · ·
--
γ
(
S
(
If π(q)
))(
φ−1q+1
)
α˜I
=
∑
I,0jq+1
(−1)jΘ(αI ⊗ If 0 ∧ · · · ∧ If q)(φ0, . . . , φˇj , . . . , φq+1).
To prove that Θ∂c-w = d2Θ we fix a basis Xi for g and its dual basis θi for g∗. Let g ∈ C∞(G)
then its differential is dg =∑Xi(g)θ i . On the other hand we know -δ is a U(g) module map
which means that X(-δ(f )(U∗φ)) = -δ(X  f )(U∗φ) this implies that --γ ◦S is U(g)-module map.
Finally we see that
d
(∑
I
Igα˜I
)
=
∑
I
d
(
Ig
)
α˜I +
∑
I
Igd(α˜I )
=
∑
I,i
Xi
(
Ig
)
θi ∧ α˜I +
∑
I
Igd(α˜I ).
Here Ig =∑σ (−1)σ --γ (S(If σ(0)))(φ−10 ) · · · --γ (S(If σ(q)))(φ−1q ). 
Remark 3.9. The map Θ does not distinguish between the G-equivariant and the N-equivariant
cohomology of G.
Indeed, let ϕ0, . . . , ϕq ∈G and ψ0, . . . ,ψq ∈ N. Using the cocycle property (3.5) and the fact
that
--
γ (f )(ϕ)= ε(f ), ∀ϕ ∈G, one can write
--
γ
(
S(f )
)(
ψ−1ϕ−1
)=
--
γ
(
S(f )(1)
)(
ψ−1
)
--
γ
(
S(f )(2)
)(
ϕ−1
) ◦ ψ˜
=
--
γ
(
S(f )
)(
ψ−1
)
.
It follows that
Θ
(∑
I
αI ⊗ If0 ∧ · · · ∧ Ifq
)
(ϕ0ψ0, . . . , ϕqψq)
=Θ
(∑
I
αI ⊗ If0 ∧ · · · ∧ Ifq
)
(ψ0, . . . ,ψq). (3.42)
In [17] Gorokhovsky introduced the chain map Ψ : C•,∗Bott(G,G) → C∗(Ωc,Γ (G)), which
(adapted to a left action) is given by the formula
Ψ (γ )
(
ω0U
∗
φ0,ω1U
∗
φ1, . . . ,ωqU
∗
φq
)
= (−1)q+degγ 〈γ (1, φ0, φ1φ0, . . . , φq−1 · · ·φ0),ω0φ0∗ω1 · · · (φq−1 · · ·φ0)∗ωq 〉, (3.43)
if φq · · ·φ0 = 1 and 0 otherwise.
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χ∧ = Ψ ◦Θ :
∧∗
g∗ ⊗
∧q+1 F → Cq(Ωc,Γ (G)) (3.44)
is also a chain map. It is given by the formula
χ∧(α ⊗ f˜ )(ω0U∗φ0,ω1U∗φ1, . . . ,ωqU∗φq )
= (−1)degα+q
·
∑
σ∈Sq+1
(−1)σ
∫
G
ε
(
f σ(0)
)
--
γ
(
S
(
f σ(1)
))(
φ−10
) · · ·
--
γ
(
S
(
f σ(q)
))(
φ−10 · · ·φ−1q−1
)
· α˜ω0φ0∗ω1 · · · (φq−1 · · ·φ0)∗ωq, (3.45)
if φq · · ·φ0 = 1 and 0 otherwise.
We now define the map Υ : C•,•Bott(Γ,G)→ C•,•(C∞c (G),Γ ) as follows:
Υ (γ )
(
f 0, . . . , f p
∣∣Uφ0, . . . ,Uφq )
=
{∫
G
f 0 df 1 · · ·df pγ (φ−10 , φ−11 φ−10 , . . . , φ−1q−1 · · ·φ−10 ,1), if φ0 · · ·φq = id,
0, otherwise.
(3.46)
Proposition 3.10. The map Υ is a map of bicomplexes, more precisely
Υ ◦ d2 =↑B ◦ Υ, Υ ◦ d1 = −→b ◦ Υ, −→B ◦ Υ =↑b ◦Υ = 0. (3.47)
Proof. Without loss of generality we can assume that φ0 · · ·φq = Id. We first use the fact that
γ ∈ Cq(Γ,Ωp(G)) is equivariant to see that
−→
∂ q+1
(
Υ (γ )
)(
f 0, . . . , f p
∣∣Uφ0, . . . ,Uφq+1)
=
∫
G
φ−1q+1
∗(
f 0 df 1 · · ·df p)γ (φ−10 φ−1q+1, φ−11 φ−10 φ−1q+1, . . . , φ−1q−1 · · ·φ−10 φ−1q+1,1)
=
∫
G
φ−1q+1
∗(
f 0 df 1 · · ·df p)φ−1q+1∗γ (φ−10 , φ−11 φ−10 , . . . , φ−1q · · ·φ−10 )
=
∫
G
f 0 df 1 · · ·df pγ (φ−10 , φ−11 φ−10 , . . . , φ−1q · · ·φ−10 ).
We use this to check that Υ ◦ d1 = −→b ◦ Υ , as follows:
Υ (d1γ )
(
f 0, . . . , f p
∣∣Uφ0, . . . ,Uφq+1)
=
q∑
i=0
(−1)i
∫
f 0 df 1 · · ·df pγ (φ−10 , φ−11 φ−10 , . . . , ̂φ−1i−1 · · ·φ−10 , . . . , φ−1q · · ·φ−10 ,1)
G
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∫
G
f 0 df 1 · · ·df pγ (φ−10 , φ−11 φ−10 , . . . , φ−1q · · ·φ−10 )
=
q∑
i=0
(−1)i−→∂ i
(
Υ (γ )
)(
f 0, . . . , f p
∣∣Uφ0, . . . ,Uφq+1)
+ (−1)q+1−→∂ q+1
(
Υ (γ )
)(
f 0, . . . , f p
∣∣Uφ0, . . . ,Uφq+1)
= −→b (Υ (γ ))(f 0, . . . , f p ∣∣Uφ0, . . . ,Uφq+1).
Next, we show that Υ ◦ d2 =↑B ◦Υ . Using the Stokes formula we see that
Υ (d2γ )
(
f 0, . . . , f p−1
∣∣Uφ0, . . . ,Uφq )
=
∫
G
f 0 df 1 · · ·df p−1(d2γ )
(
φ−10 , φ
−1
1 φ
−1
0 , . . . , φ
−1
q−1 · · ·φ−10 ,1
)
=
∫
G
f 0 df 1 · · ·df p−1 dγ (φ−10 , φ−11 φ−10 , . . . , φ−1q−1 · · ·φ−10 ,1)
= (−1)p−1
∫
G
d
(
f 0 df 1 · · ·df p−1)γ (φ−10 , φ−11 φ−10 , . . . , φ−1q−1 · · ·φ−10 ,1)
=↑B(Υ (γ ))(f 0, . . . , f p−1 ∣∣Uφ0, . . . ,Uφq ).
To show that −→B ◦ Υ = 0 we check that the image of Υ is horizontally cyclic.
−→τ
(
Υ (γ )
)(
f 0, . . . , f p
∣∣Uφ0, . . . ,Uφq )
= (Υ (γ ))(φ−1q ∗(f 0), . . . , φ−1q ∗(f p) ∣∣Uφq ,Uφ0, . . . ,Uφq−1)
=
∫
G
φ−1q
∗(
f 0 df 1 · · ·df p)γ (φ−1q ,φ−10 φ−1q , . . . , φ−1q−2 · · ·φ−10 φ−1q ,1)
=
∫
G
φ−1q
∗(
f 0 df 1 · · ·df p)φ−1q ∗γ (1, φ−10 , . . . , φ−1q−2 · · ·φ−10 , φ−1q−1 · · ·φ−10 )
= (−1)q
∫
G
(
f 0 df 1 · · ·df p)γ (φ−10 , . . . , φ−1q−2 · · ·φ−10 , φ−1q−1 · · ·φ−10 ,1)
= (−1)qΥ (γ )(f 0, . . . , f p ∣∣Uφ0, . . . ,Uφq ).
The identity ↑b ◦ Υ = 0 follows from the fact that d is a derivation. 
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C
•,•
H (U ,F ,Cδ)
χtot
C•.•(C∞c (G),Γ )
C
•,•
c-w(g
∗,F) Θ
Λ
C
•,•
Bott(Ω(G),Γ ),
Υ (3.48)
where Λ := α˜g ◦ (Dg ⊗ id) ◦ I−1 ◦ α˜F . The antisymmetrization map
α˜F : C•,•c-w
(
g∗,F)→ C•,•coinv(g∗,F)
is defined in (1.65), the map
I−1 : C•,•coinv
(
g∗,F)→ C•,•(g∗,F)
is given by (1.48), and the Poincaré isomorphism
Dg : C•,•
(
g∗,F)→ C•,•(g,Cδ ⊗F)
by (1.27); finally, the map
α˜g : C•,•(g,F ,C)→ C•,•(U ,F ,Cδ)
is the first antisymmetrization map, defined in (1.22).
Proposition 3.11. The diagram (3.48) is commutative.
Proof. It suffices to work with elements of the form ω ⊗ 1 ∧ f 1 ∧ · · · ∧ f q ∈ C•,•coinv(g∗,F).
Indeed we see that
I−1α˜F
(
ω ⊗ 1 ∧ f 1 ∧ · · · ∧ f q)
=
∑
σ∈Sq
(−1)σω ⊗ f σ(1)(1) ⊗ f σ(1)(1)f σ(2)(1) ⊗ · · · ⊗ f σ(1)(q) · · ·f σ(q−1)(2)f σ(q).
After applying α˜g ◦ Dg on I−1α˜F (ω ⊗ 1 ∧ f 1 ∧ · · · ∧ f q) the resulted cochain belongs to
Cδ ⊗U⊗p ⊗F⊗q . We then identify it to the corresponding cochain in Cδ ⊗H U⊗p+1 ⊗F⊗q+1.
The result is seen as follows:
Λ
(
ω ⊗ 1 ∧ f 1 ∧ · · · ∧ f q)
=
∑
σ∈Sq
(−1)σ1 ⊗ αg
(
Dg(ω)
)⊗ 1 ⊗ f σ(1)(1) ⊗ f σ(1)(1)f σ(2)(1) ⊗ · · ·
⊗ f σ(1)(q) · · ·f σ(q−1)(2)f σ(q). (3.49)
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have
χ
(
Λ
(
α˜F
(
ω ⊗ 1 ∧ f 1 ∧ · · · ∧ f q)))(g0, . . . , gp,φ0, . . . , φq)
=
∑
σ∈Sq
(−1)σ
∫
G
(
1 ⊗ αgDg(ω)
)
(g0, . . . , gp) --γ
(
f σ(1)(1)
)
(φ1) ◦ φ˜−10
· · ·
--
γ
(
f σ(1)(q) · · ·f σ(q−1)(2)f σ(q)
)
(φq) ◦ φ˜−1q−1 · · · φ˜−10 G. (3.50)
Let X1, . . . ,Xm be a basis for g and θ1, . . . , θm be its dual basis. Without loss of generality,
we can assume ω = θp+1 · · · θm. We compute the term
g0 dg1 · · ·dgpω = g0Xi1(g1)θ i1 · · ·Xip(gp)θ i1ω
=
∑
1i1,...,ipm
g0Xi1(g1) · · ·Xip(gp)θ i1 · · · θi1ω
=
∑
μ∈Sp
(−1)μg0Xμ(1)(g) · · ·Xμ(p)(gp)G
= (1 ⊗ ag ◦ Dg(ω))(g0, . . . , gp). (3.51)
We next compute
Υ ◦Θ(ω ⊗ 1 ∧ f 1 ∧ · · · ∧ f q)(g0, . . . , gp,φ0, . . . , φq)
=
∫
G
g0 dg1 · · ·dgpΘ(ω ⊗ 1 ∧ f 1 ∧ · · · ∧ f q)(φ−10 , φ−11 φ−10 , . . . , φ−1q−1 · · ·φ−10 ,1)
=
∑
σ∈Sp
(−1)s
∫
G
g0 dg1 · · ·dgpω
--
γ
(
S
(
f σ(1)
))
(φ0) --γ
(
S
(
f σ(2)
))
(φ0φ1)
· · ·
--
γ
(
S
(
f q
))
(φ0 · · ·φq−1)
=
∑
σ∈Sp
(−1)s
∫
G
(
1 ⊗ ag ◦ Dg(ω)
)
(g0, . . . , gp) --γ
(
S
(
f σ(1)
))
(φ0) --γ
(
S
(
f σ(2)
))
(φ0φ1)
· · ·
--
γ
(
S
(
f σ(q)
))
(φ0 · · ·φq−1). (3.52)
Using (3.5), (3.12), the assumption φ0 · · ·φq = Id, and the fact that --γ is an algebra map, one sees
that
--
γ
(
S
(
f σ(1)
))
(φ0) --γ
(
S
(
f σ(2)
))
(φ0φ1) · · · --γ
(
S
(
f σ(q)
))
(φ0 · · ·φq−1)
=
--
γ
(
S
(
f σ(1)
))(
(φ1 · · ·φq)−1
)
--
γ
(
S
(
f σ(2)
))(
(φ2 · · ·φq)−1
) · · ·
--
γ
(
S
(
f σ(q)
))(
φ−1q
)
=
--
γ
(
f σ(1)
)
(φ1 · · ·φq) ◦ φ˜−10 --γ
(
f σ(2)
)
(φ2 · · ·φq) ◦ φ˜−11 φ−10
· · ·
--
γ
(
f σ(q)
)
(φq) ◦ φ˜−1 · · ·φ−1q−1 0
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γ
(
f σ(1)(1)
)
(φ1) --γ
(
f σ(1)(2)
)
(φ2) ◦ φ˜−11 · · · --γ
(
f σ(1)(q)
)
(φq) ◦ φ˜−1q · · · φ˜−11
) ◦ φ˜−10(
--
γ
(
f σ(2)(1)
)
(φ2) --γ
(
f σ(2)(2)
)
(φ3) ◦ φ˜−12 · · · --γ
(
f σ(2)(q−1)
)
(φq) ◦ φ˜−1q · · ·φ−12
) ◦ φ˜−11 φ˜−10
... (
--
γ
(
f σ(q−1)(1)
)
(φq−1) --γ
(
f σ(q−1)(2)
)
(φq) ◦ φ˜−1q φ−1q−1
) ◦ φ˜−1q−2 · · · φ˜−10
--
γ
(
f σ(q)
)
(φq) ◦ φ˜q−1 · · · φ˜−10
=
--
γ
(
f σ(1)(1)
)
(φ1) ◦ φ˜−10 · · · --γ
(
f σ(2)(q) · · ·f σ(q−1)(2)f σ(q)
)
(φq) ◦ φ˜−1q−1 · · · φ˜−10 .
In conjunction with (3.50), (3.51), and (3.52) this implies χ ◦Λ= Υ ◦Θ . 
At this point we introduce a new type of characteristic map, obtained by cup product with a co-
cycle with coefficients (cf. [27]), which lands in the differential graded algebra Ωc,Γ (G). We let
F act on∧• g∗ trivially and coact via g∗ defined in (1.29). We define τ ∈ HomU(g)(V •(g∗)⊗
Ωc,Γ ,C)= Hom(∧• g∗ ⊗Ωc,Γ ,C) by
τ
(
α ⊗ωU∗ϕ
)= {∫G α˜ω, if φ = Id;
0, otherwise.
(3.53)
Lemma 3.12. The functional τ belongs to Z0F (Ωc,Γ (G);
∧• g∗), that is for any b, b1, b2 ∈
Ωc,Γ (G), any α ∈∧• g∗, and any f ∈F , one has
τ(α ⊗ b2b1)= (−1)deg(b1)deg(b2)τ
(
α〈0〉 ⊗ -δ
(
S(α〈1〉)
)
(b1)b2
)
, (3.54)
ε(f )τ(α ⊗ b)= τ(αf ⊗ b)= τ(α ⊗ -δ(S(f ))(b)). (3.55)
Proof. As (3.55) is obvious, we just prove (3.54). Let b1 = ω1U∗ψ1 and b2 = ω2U∗φ2 , with φ1φ2 =
Id. Then
τ(α ⊗ b2b1)=
∫
G
α˜ω2φ
∗
2 (ω1)=
∫
G
φ1
∗(α˜)φ∗1 (ω2)ω1
= (−1)deg(ω1)deg(ω2)
∫
G
α˜〈0〉 --γ (α〈1〉)
(
φ−11
)
ω1φ
∗
1 (ω2)
= (−1)deg(ω1)deg(ω2)τ(α〈0〉 ⊗ -δ(S(α〈1〉))(b1)b2). 
With these preparations we define χ† :∧• g∗ ⊗F⊗q → Cq(Ωc,Γ (G)) by the following for-
mula:
χ†(α ⊗ f˜ )(b0, . . . , bq)= (−1)deg(α)τ
(
α ⊗ b0 -δ
(
S
(
f 1
))
(b1) · · · -δ
(
S
(
f q
))
(bq)
)
. (3.56)
Alternatively,
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(
α ⊗ f 1 ⊗ · · · ⊗ f q)(ω0U∗φ0, . . . ,ωqU∗φq )
= (−1)deg(α)
∫
G
α˜ω0φ
∗
0ω1 · · · (φq−1 · · ·φ0)∗ωq --γ
(
f 1
)(
φ−11
) ◦ φ˜0
· · ·
--
γ
(
f q
)(
φ−1q
) ◦ φ˜q−1 · · · φ˜0, (3.57)
if φq · · ·φ0 = Id and 0 otherwise.
Proposition 3.13. The map χ† is a map of bicomplexes, satisfying
χ†b∗F = bΩc,Γ (G)χ†, χ†B∗F = BΩc,Γ (G)χ†, χ†∂g∗ = dΩc,Γ (G)χ†.
Proof. We begin by proving the last equality. Assuming φq · · ·φ0 = id and denoting gφ =
--
γ (f 1)(φ−11 ) ◦ φ˜0 · · · --γ (f q)(φ−1q ) ◦ φ˜q−1 · · · φ˜0, by the Stokes formula one has
dΩc,Γ (G)χ
†(α ⊗ f 1 ⊗ · · · ⊗ f q)(ω0U∗φ0, . . . ,ωqU∗φq )
=
q∑
i=1
(−1)deg(αω0···ωi−1)
∫
G
α˜ω0φ
∗
0ω1 · · · (φ0 · · ·φi−1)∗ dωi · · · (φ0 · · ·φi−q)∗ωqgφ
= −
∫
G
d(α˜)ω0φ
∗
0ω1 · · · (φ0 · · ·φq−1)∗ωqgφ
− (−1)deg(αω0···ωq)
∫
G
α˜ω0φ
∗
0ω1 · · · (φq−1 · · ·φ0)∗ωq dgφ.
To compute d(gφ), one writes
d(gφ)=
∑
i
θ iXi(gφ)
=
∑
i
θ iXi
(
--
γ
(
f 1
)(
φ−11
) ◦ φ˜0 · · · --γ (f q)(φ−1q ) ◦ φ˜q−1 · · · φ˜0)
=
∑
i,j
θ i
--
γ
(
f 1
)(
φ−11
) ◦ φ˜0 · · ·Xi(--γ (f j )(φ−1j ) ◦ φ˜j−1 · · · φ˜0)
· · ·
--
γ
(
f q
)(
φ−1q
) ◦ φ˜q−1 · · · φ˜0.
Next we use (3.6) and (3.5) to see that
Xi
(
γ
(
f j
)(
φ−1j
) ◦ φ˜j−1 · · · φ˜0)=U∗φj−1···φ0Uφj−1···φ0XiU∗φj−1···φ0γ (f j )(φ−1j )
=U∗φj−1···φ0γ
(
Xi 〈1〉(φj−1 · · ·φ0)
)
X〈0〉
(
γ
(
f j
)(
φ−1j
))
=U∗ γ (Xi (φ−1 · · ·φ−1q ))X (γ (f j )(φ−1))φj−1···φ0 〈1〉 j 〈0〉 j
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(
φ−1j
)
γ (Xi 〈2〉)
(
φ−1j+1
) ◦ φ˜j
· · ·γ (Xi 〈q−j+1〉(φ−1q ) ◦ φ˜q−1 · · · φ˜j )X〈0〉(γ (f j )(φ−1j )).
On the other hand, due to the fact that Xi are primitive one sees that
∂g∗
(
α ⊗ f 1 ⊗ · · · ⊗ f q)
= dα ⊗ f 1 ⊗ · · · ⊗ f q −
∑
i
θ i ∧ α ⊗Xi •
(
f 1 ⊗ · · · ⊗ f q)
= dα ⊗ f 1 ⊗ · · · ⊗ f q −
∑
i
θ i ∧ α ⊗Xi(1)〈0〉  f 1 ⊗Xi(1)〈1〉
(
X(1)〈0〉  f 2
)⊗ · · ·
⊗Xi(q+1)〈1〉 · · ·Xi(q)〈1〉
(
Xi(q+1)  f q
)
= dα ⊗ f 1 ⊗ · · · ⊗ f q −
∑
i
θ i ∧ α ⊗Xi(1)〈0〉  f 1 ⊗Xi(1)〈1〉
(
Xi(2)〈0〉  f 2
)⊗ · · ·
⊗Xi(q+1)〈1〉 · · ·Xi(q)〈1〉
(
Xi(q+1)  f q
)
= dα ⊗ f 1 ⊗ · · · ⊗ f q −
∑
i,j
θ i ∧ α ⊗ f 1 ⊗ · · · ⊗ f j−1 ⊗Xi 〈0〉  f j ⊗Xi 〈1〉f j+1 ⊗ · · ·
⊗Xi 〈q−j 〉f q.
In view of (3.14), it follows that χ†∂g∗ = dΩc,Γ (G)χ†. Since Lemma 3.12 ensures that
∧• g∗
is an SAYD over F and τ is ∧• g∗-trace, by [20] χ† is a horizontal cyclic map, and hence it
commutes with b∗F and B
∗
F . 
Recalling the map I−1 : Cp,qcoinv(g∗,F) → Cp,q(g∗,F) defined in (1.48) and the antisym-
metrization map α˜F : Cp,qc-w (g∗,F) → Cp,qcoinv(g∗,F) defined in (1.65), we can now prove the
following statement.
Proposition 3.14. The following diagram is commutative:
C•,q (g∗,F) χ
†
Cq(Ωc,Γ (G))
C
•,q
c-w(g
∗,F) Θ
I−1◦α˜F
C•Bott(Ωq(G),Γ ).
Ψ
(3.58)
Proof. Decomposing each f ∈F as f = ε(f )1 + f(0), one sees that
f 0 ∧ · · · ∧ f q =
q∑
(−1)kε(f k)1 ∧ f 0(0) ∧ · · · ∧ fˇ k ∧ · · · ∧ f q(0).k=0
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f 1 ∧ · · ·∧f q , with f k ∈F(0) := Ker ε. In this case the ε(f ) factor disappears from all the above
expressions, and its formula becomes
χ∧
(
α ⊗ 1 ∧ f 1 ∧ · · · ∧ f q)(ω0U∗φ0,ω1U∗φ1, . . . ,ωqU∗φq )
= (−1)deg(α)+q
∑
σ∈Sq
(−1)σ
∫
G
--
γ
(
S
(
f σ(1)
))(
φ−10
) · · ·
--
γ
(
S
(
f σ(q)
))(
φ−10 · · ·φ−1q−1
)
· α˜ω0φ0∗ω1 · · · (φq−1 · · ·φ0)∗ωq, (3.59)
if φq · · ·φ0 = 1 and 0 otherwise.
On the other hand a direct computation shows that
I−1α˜F
(
α ⊗ 1 ∧ f 1 ∧ · · · ∧ f q)
= (−1)q
∑
σ∈Sq
α ⊗ f σ(1)(1) ⊗ f σ(1)(2)f σ(2)(1) ⊗ · · ·
⊗ f σ(1)(q−1) · · ·f σ(q−1)(1) ⊗ f σ(1)(q) · · ·f σ(q−1)(2)f σ(q).
Composing with χ†, one obtains
χ†
(I−1α˜F (α ⊗ 1 ∧ f 1 ∧ · · · ∧ f q))(ω0U∗φ0,ω1U∗φ1, . . . ,ωqU∗φq )
= (−1)deg(α)+q
∑
σ
(−1)σ
∫
G
α˜ω0φ
∗
0ω1 · · · (φq−1 · · ·φ0)∗ωq --γ
(
f σ(1)(1)
)(
φ−11
) ◦ φ˜0
· · ·
--
γ
(
f σ(1)(q−1) · · ·f σ(q−1)(1)
)(
φ−1q−1
) ◦ φ˜q−2 · · · φ˜0
· · ·
--
γ
(
f σ(1)(q) · · ·f σ(q−1)(2)f σ(q)
)(
φ−1q
) ◦ φ˜q−1 · · · φ˜0.
Using the fact that
--
γ is an algebra map and (3.5) one sees that
--
γ
(
f σ(1)(1)
)(
φ−11
) ◦ φ˜0 · · · --γ (f σ(1)(q−1) · · ·f σ(q−1)(1))(φ−1q−1) ◦ φ˜q−2 · · · φ˜0
· · ·
--
γ
(
f σ(1)(q) · · ·f σ(q−1)(2)f σ(q)
)(
φ−1q
) ◦ φ˜q−1 · · · φ˜0
=
--
γ
(
f σ(1)
)(
φ−11 · · ·φ−1q
) ◦ φ˜0
· · ·
--
γ
(
f σ(q−1)
)(
φ−1q−1 · · ·φ−1q
) ◦ φ˜q−2 · · · φ˜0 --γ (f σ(q))(φ−1q ) ◦ φ˜q−1 · · · φ˜0.
In view of this simplification and since φ−1i · · ·φ−1q = φi−1 · · ·φ0, it follows that
χ†
(I−1α˜F (α ⊗ 1 ∧ f 1 ∧ · · · ∧ f q))(ω0U∗φ0,ω1U∗φ1, . . . ,ωqU∗φq )
= (−1)deg(α)+q
∑
σ
(−1)σ
∫
G
α˜ω0φ
∗
0ω1 · · · (φq−1 · · ·φ0)∗ωq --γ
(
f σ(1)
)
(φ0) ◦ φ˜0
· · ·
--
γ
(
f σ(q−1)
)
(φq−2 · · ·φ0) ◦ φ˜q−2 · · · φ˜0 --γ
(
f σ(q)
)
(φq−1 · · ·φ0) ◦ φ˜q−1 · · · φ˜0. (3.60)
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identical. 
Remark 3.15. The transfer of characteristic classes from Gelfand–Fuks cohomology to the cyclic
cohomology of action groupoids can be summarized in the following (quasi-)commutative dia-
gram:
C•(Ac,Γ (G))
C•,•(g∗,F) χ
†
C•(Ωc,Γ (G))

C•top(a)
ELH
C
•,•
c-w(g
∗,F) Θ
I−1◦α˜F
C•Bott(Ω•(G),Γ ).
Ψ
Φ (3.61)
The two vertical arrows which have not appeared before are defined as follows. The map  is
similar to (2.42), but with differential d and with the homotopy given by the cyclic analogue of
the Cartan formula. By Gorokhovsky’s result [17, Theorem 19],  ◦Ψ induces the same map in
cohomology as Connes’ map Φ . For completeness, we recall from [7, Chapter III, Theorem 14]
the definition of Φ .
Let B(G) be the tensor product, B(G) = Ωc(G)⊗ΛC[Γ ′], where Γ ′ = Γ \ {e}. One labels
the generators of C[Γ ′] as δφ , φ ∈ Γ , with δe = 0, and then forms the crossed product
C = B(G) Γ,
with respect to the commutation rules
U∗φωUφ = φ∗ω = ω ◦ φ, ω ∈Ωc(G),
U∗φ1δφ2Uφ1 = δφ2◦φ1 − δφ1, φj ∈ Γ.
One endows the graded algebra C with the differential d given by
d
(
bU∗φ
)= dbU∗φ − (−1)∂bbδφU∗φ , d(ω ⊗ δ˜)= dω⊗ δ˜.
A cochain γ ∈ Cp,qBott(Ω(V ),Γ ) determines a linear form γ˜ on C, by
γ˜ (ω ⊗ δg1 · · · δgq )=
∫
V
γ (1, g1, . . . , gq)ω, γ˜
(
bU∗φ
)= 0 if φ = 1.
With this notation, the map Φ : Cp,qBott(Ω(G),Γ )→ CdimG−p+q(Ac.Γ (G)) is given by
Φ(γ )
(
x0, . . . , x
)= λp,q l∑(−1)j (−j)γ˜ (dxj+1 · · ·dx x0 dx1 · · ·dxj ), (3.62)
j=0
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(+ 1)! .
4. Relative case
4.1. Relative Hopf cyclic bicomplexes
In this section we extend the previous results to the relative case. Let g0 be the linear isotropy
subalgebra of g and let h ⊆ g0 be a subalgebra. One defines the relative Hopf cyclic cohomology
of the Hopf algebra H with respect to the Hopf subalgebra V :=U(h) and with coefficients in Cδ
as the Hopf cyclic cohomology of the H-module coalgebra C :=H⊗V C with coefficients in Cδ .
Here V acts on H by right multiplication and on C by the counit and H also acts on C by left
multiplication. The cochain spaces of the complex for relative Hopf cyclic cohomology are
Cn(H,V,C)= Cδ ⊗H C⊗n+1 ∼= C ⊗V C⊗n, (4.1)
and we refer the reader to [11] or [30, p. 758] for the definition of the coboundaries. According
to [30, Theorem 3.16], (4.1) can be identified via maps similar to Ψ defined in (1.15) with the
diagonal of the following bicocyclic modules:
C
p,q
H (Q,F ,Cδ) := Cδ ⊗H Q⊗p+1 ⊗F⊗q+1, (4.2)
Cp,q(Q,F ,Cδ) := Cδ ⊗V Q⊗p ⊗F⊗q . (4.3)
Here Q := U(g)⊗V C, and V acts on Q⊗p ⊗ F⊗q diagonally by left multiplication on Q, and
by the restriction of the action of U on F . Precisely,
k · (v˜ ⊗ f˜ )= k(1) · v˜ ⊗ k(2) · f˜ ,
k · (v1 ⊗ · · · ⊗ vp)= k(1)v1 ⊗ · · · ⊗ k(p)vp,
k · (f 1 ⊗ · · · ⊗ f q)= k(1)  f 1 ⊗ · · · ⊗ k(q)  f q. (4.4)
V acts from the right on Cδ := C by the restriction of δ : H → C. Diagrammatically, the bicom-
plex C•,•(Q,F ,Cδ) is depicted as follows:
...
↑B
...
↑B
...
↑B
Cδ ⊗V Q⊗2
−→
b
↑b
↑B
Cδ ⊗V Q⊗2 ⊗F
−→
b
−→
B
↑b
↑B
Cδ ⊗V Q⊗2 ⊗F⊗2
−→
b
−→
B
↑b
↑B
· · ·−→
B
Cδ ⊗V Q
−→
b
↑b
↑B
Cδ ⊗V Q⊗F
−→
b
−→
B
↑b
↑B
Cδ ⊗V Q⊗F⊗2
−→
b
−→
B
↑b
↑B
· · ·−→
B
Cδ ⊗V C
−→
b
↑b
Cδ ⊗V F
−→
b
−→
B
↑b
Cδ ⊗V F⊗2
−→
b
−→
B
↑b
· · · ,−→
B
(4.5)
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plex (1.12).
Next, one defines the relative version of the bicomplex C•,•(g,F ,Cδ), cf. (1.26), namely the
bicomplex by C•,•(g/h,F ,Cδ) depicted in the diagram
...
∂
h
g
...
∂
h
g
...
∂
h
g
Cδ ⊗h∧2 q b
h
F
∂
h
g
Cδ ⊗h∧2 q ⊗F
B
h
F
b
h
F
∂
h
g
Cδ ⊗h∧2 q ⊗F⊗2
B
h
F
b
h
F
∂
h
g
· · ·
B
h
F
Cδ ⊗h q
b
h
F
∂
h
g
Cδ ⊗h q ⊗F
B
h
F
b
h
F
∂
h
g
Cδ ⊗h q ⊗F⊗2
B
h
F
∂
h
g
b
h
F · · ·
B
h
F
Cδ ⊗h C
b
h
F
Cδ ⊗h F
B
h
F
b
h
F
Cδ ⊗h F⊗2
B
h
F
b
h
F · · · ,
B
h
F
(4.6)
as follows:
C•,•(g/h,F ,Cδ) := Cδ ⊗h
∧p
q ⊗F⊗q, (4.7)
where q := g/h, and h as before acts on q by adjoint action and on F via the restriction of V
as above. The three (co)boundaries of C•,•(g/h,F ,Cδ), induced from those of (1.26), can be
explained as follows. First, the Lie algebra homology boundary ∂g with coefficients in Cδ⊗F⊗q ,
with the action of g defined in (1.11), induces the relative version for the pair (g,h), to be denoted
by ∂hg . The expressions of the operators
−→
B and −→b involve the coaction of F on Cδ ⊗∧p q. In
turn, this coaction is induced by the coaction of
∧p g defined in (1.23), and is given by
g
(
1 ⊗ X˙1 ∧ · · · ∧ X˙q)= 1 ⊗ X˙1〈0〉 ∧ · · · ∧ X˙q 〈0〉 ⊗X1〈1〉 · · ·Xq 〈1〉, (4.8)
where X˙ stands for the class of X in q. Since h coacts trivially, the above coaction is seen to
be well defined. Thus, −→b (resp. −→B ) are the Hochschild coboundary (resp. Connes boundary)
operators of F with coefficients in Cδ ⊗∧p q. One notes that all horizontal operators are h-
linear and hence they induce their own counterparts on Cδ ⊗h∧p q⊗F⊗q . We denote them by
b
h
F and B
h
F .
One next observes that the antisymmetrization map defined in (1.65) descends to its version
in the relative case,
α˜g :Cδ ⊗h
∧q
q ⊗F⊗p → Cδ ⊗V Q⊗q ⊗F⊗p,
α˜
(
1 ⊗h X˙1 ∧ · · · ∧ X˙p ⊗ f˜
)= 1
p!
∑
σ∈Sp
(−1)σ 1 ⊗V X˙σ(1) ⊗ · · · ⊗ X˙σ(p) ⊗ f˜ . (4.9)
Since everything is induced from the absolute case α˜ is a map of bicomplexes.
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relative Lie algebra cohomology. By definition,
Dg :
(∧q
q∗ ⊗F⊗p
)h →∧m−k q∗ ⊗h∧m−k−q q ⊗F⊗p,
Dg(η ⊗ f˜ )= ∗q ⊗h ι(η)q ⊗ f˜ , (4.10)
where k = dimh, and  ∗q (resp. q) is the volume (resp. covolume) form of q.
To ensure that the relative Poincaré map is an isomorphism, we make the assumption that
h is reductive; in particular it acts on F⊗q semisimply. The resulting bicomplex is denoted by
C•,•((g/h)∗,F) and is defined as follows:
Cp,q
(
(g/h)∗,F) := (∧p q∗ ⊗F⊗q)h; (4.11)
it consists of invariant cochain when h acts on q∗ by coadjoint representation and on F as usual
which is the restriction of the original action of g on F . There are again three coboundaries BhF∗ ,
b
h
F∗ and ∂
h
q∗ . The first two are defined as the restriction of the Connes boundary and Hochschild
coboundary of F with coefficients in∧p q∗, where the coaction is induced by (1.31). One notes
that the induced coaction is well defined, as the coaction of h is trivial. The other coboundary
∂
h
g∗ is the relative Lie algebra cohomology cobundary of g,h with coefficients in F⊗q with the
original action of g. One notes that all maps descend to the invariant subspace with respect to h,
since h is a subalgebra of g0, and H is a g0-Hopf algebra, which means ,μ,ε, η,S of H are
g0-equivariant. We depict the new bicomplex in the following diagram:
...
...
...
(
∧2 q∗)h
∂
h
g∗
b
h
F∗
(
∧2 q∗ ⊗F)h
B
h
F∗
∂
h
g∗
b
h
F∗
(
∧2 q∗ ⊗F⊗2)h
B
h
F∗
∂
h
g∗
b
h
F∗ · · ·
B
h
F∗
(q∗)h
∂
h
g∗
b
h
F∗
(q∗ ⊗F)h
B
h
F∗
∂
h
g∗
b
h
F∗
(q∗ ⊗F⊗2)h
B
h
F∗
∂
h
g∗
b
h
F∗ · · ·
B
h
F∗
C
∂
h
g∗
b
h
F∗
(C ⊗F)h
B
h
F∗
∂
h
g∗
b
h
F∗
(C ⊗F⊗2)h
B
h
F∗
∂
h
g∗
b
h
F∗ · · · .
B
h
F∗
(4.12)
The next step consists in identifying C•,•((g/h)∗,F) with the F -coinvariant version
C
•,•
coinv((g/h)
∗,F), defined as
C
p,q
coinv
(
(g/h)∗,F)= ((∧p q∗ ⊗F⊗q+1)h)F ; (4.13)
precisely, an element of Cp,q((g/h)∗,F)F is an element α ⊗ f˜ ∈ Cp,qcoinv(g∗,F) := (
∧2 g∗ ⊗
F⊗q+1)F such that
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where LX stands for Lie derivative of X, with h acting as before, and ιX is the contraction with
respect to X.
Again, since the structure of the Hopf algebra H is V-equivariant, the map I defined in (1.47)
descends to C•,•((g/h)∗,F) and lands into C•,•((g/h)∗,F)F . It defines an isomorphism, as the
inverse I−1, defined in (1.48), also descends to the relative case. We denote the induced maps by
IH and I−1H :
C•,•((g/h)∗,F)
IH
C•,•((g/h)∗,F)F .
I−1H
(4.15)
As a result we get the following bicomplex
...
...
...
((
∧2 q∗ ⊗F)F )h
∂
h,coinv
g
b
h,coinv
F
((
∧2 q∗ ⊗F⊗2)F )h
B
h,coinv
F
∂
h,coinv
g
b
h,coinv
F
((
∧2 q∗ ⊗F⊗3)F )h
B
h,coinv
F
∂
h,coinv
g
b
h,coinv
F · · ·
B
h,coinv
F
((q∗ ⊗F)F )h
∂
h,coinv
g
b
h,coinv
F
((q∗ ⊗F⊗2)F )h
B
h,coinv
F
∂
h,coinv
g
b
h,coinv
F
((q∗ ⊗F⊗3)F )h
B
h,coinv
F
∂
h,coinv
g
b
h,coinv
F · · ·
B
h,coinv
F
((C ⊗F)F )h
∂
h,coinv
g
b
h,coinv
F
((C ⊗F⊗2)F )h
B
h,coinv
F
∂
h,coinv
g
b
h,coinv
F
((C ⊗F⊗3)F )h
B
h,coinv
F
∂
h,coinv
g
b
h,coinv
F · · · ,
B
h,coinv
F
(4.16)
with the coboundaries ∂h,coinvg , bh,coinvg , and the boundary Bh,coinvg induced from ∂coinvg , and bcoinvF
and BcoinvF respectively.
We let H act on q := g/h by the adjoint representation, and on q∗ by its transposed. We also
let H act on N from the right by the restriction of the action of G on N. We this understood, we
define the bicomplex
C
p,q
pol
(
N, (g/h)∗
)= Cqpol(N,∧p q∗)H . (4.17)
A cochain c ∈ Cp,qpol (N, (g/h)∗) is a homogeneous polynomial q-cochain on N with values in∧p q∗, which is invariant under the action of H ; equivalently, it is a non-homogeneous polyno-
mial cochain c ∈ Cp,qpol (N,g∗) := Cqpol(N,
∧p g∗) such that
ιX
(
c(ψ0, . . . ,ψq)
)= 0, X ∈ h,
c(ψ0  φ, . . . ,ψq  φ)= Adφ c(ψ0, . . . ,ψq), φ ∈H. (4.18)
One notes that C•,•H,pol(N,q∗) is well defined as H ⊂ G0, the linear isotropy subgroup of G, and
the action of G0 by left translation commutes with action of N on G. The coboundaries ∂pol,
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C
•,•
pol (N, (g/h)
∗). These are denoted in the diagram below by ∂Hpol, bHpol, and BHpol.
...
...
...
C0pol(N,
∧2 q∗)H bHpol
∂Hpol
C1pol(N,
∧2 q∗)H
BHpol
bHpol
∂Hpol
C2pol(N,
∧2 q∗)H
BHpol
∂Hpol
bHpol
· · ·
BHpol
C0pol(N,g)
H
bHpol
∂Hpol
C1pol(N,q
∗)H
BHpol
bHpol
∂Hpol
C2pol(N,q
∗)H
BHpol
∂Hpol
bHpol
· · ·
BHpol
C0pol(N,C)
H
bHpol
∂Hpol
C1pol(N,C)
H
BHpol
bHpol
∂Hpol
C2pol(N,C)
H
BHpol
∂Hpol
bHpol
· · · .
BHpol
(4.19)
We then identify C•,•pol (N, (g/h)∗) with C
•,•
coinv((g/h)
∗,F), via the isomorphism J H induced
by J (defined in (1.59)).
Finally, recalling the subcomplex Cp,qc-w (g∗,F) of C•,•coinv(g∗,F), cf. (1.61), formed of the
F -coinvariant cochains (∧p g∗ ⊗∧q+1 F)F , we define its relative version Cp,qc-w (g∗,h∗F) :=
((
∧p q∗ ⊗∧q+1 F)h)F . It consists of those α ⊗ f˜ ∈ Cp,qc-w (g∗,F) such that
ιX(α)= LX(f ⊗ f˜ )= 0, X ∈ h. (4.20)
The antisymmetrization map αF identifies C•,•c-w((g/h)∗,F) with a subcomplex of
C
•,•
coinv((g/h)
∗,F). The restrictions of ∂H,coinvg , and bH,coinvF and BH,coinvF are obviously well
defined, and one notes again that, due to the antisymmetrization, BH,coinvF |C•,•c-w((g/h)∗,F) = 0. We
denote the induced coboundaries by ∂Hc-w and bHc-w, and record the resulting bicomplex in the
following diagram:
...
...
...
(
∧2 q∗)h
∂Hc-w
bHc-w
((
∧2 q∗ ⊗∧2 F)F )h
∂c-w
bHc-w
((
∧2 q∗ ⊗∧3 F)F )h
∂Hc-w
bHc-w · · ·
(q∗)h
∂Hc-w
bHc-w
((q∗ ⊗∧2 F)F )h
∂Hc-w
bHc-w
((q∗ ⊗∧3 F)F )h
∂Hc-w
bHc-w · · ·
C
∂Hc-w
bHc-w
((C ⊗∧2 F)F )h
∂Hc-w
bHc-w
((C ⊗∧3 F)F )h
∂Hc-w
bHc-w · · · .
(4.21)
The outcome can be summarized as follows.
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a) The bicomplexes (4.12), (4.16), (4.19) are mutually isomorphic and are quasi-isomorphic
to (4.21).
b) If in addition H is reductive (and therefore acts semisimply on F ) then the above bicom-
plexes are quasi-isomorphic to (4.6) and hence to (4.5).
4.2. Relative characteristic maps
As above, the standing assumption is that H ⊂ G0 is a connected subgroup of the linear
isotropy subgroup. We let V denote the coset space G/H by V . Assuming for the time being that
H is also compact, one can identify C∞c (V ) with the functions f ∈ C∞c (G) such that f (kg) =
f (g) for all k ∈ H . Since right translation by H commutes with the action of Γ , the crossed
product Ac,Γ (V ) := C∞c (V ) Γ is well defined.
Let V := U(h) be the enveloping algebra of h, considered as Hopf subalgebra of H. Using
the δ-invariant trace (3.16) on Ac,Γ (G), one defines the relative version of the characteristic map
defined by (3.32) as follows:
χH : C•(H,V,Cδ)→ C•
(Ac,Γ (V )),
χH
(
1 ⊗H h˙0 ⊗ · · · ⊗ h˙q
)(
a0 ⊗ · · · ⊗ aq)= τ(h0(a0)h1(a0) · · ·hq(aq)). (4.22)
Here Cn(H,V,Cδ) := Cδ ⊗H C⊗n+1 ∼= Cδ ⊗V C⊗n, and its Hopf cyclic structure is that de-
fined in [11, Section 5], corresponding to the coalgebra C =: H ⊗V C acted upon by H via left
multiplication.
Without any extra work one constructs a bicocyclic module similar to (3.2) for computing the
cyclic cohomology of Ac,Γ (V ). We denote this bicocyclic module by
C(p,q)
(
C∞c (V ),Γ
) := Hom(C∞c (V )⊗p+1 ⊗ CΓ ⊗q+1,C), (4.23)
where its cyclic structure is similar to that of (3.2). One then defines the following bicocyclic
map similar to (3.15), χ : Cp,qH (Q,F ,Cδ)→ Cp,q(C∞c (V ),Γ ), by the formula
χ(1 ⊗ ˜˙u⊗ f˜ )(g˜ | U˜ )= τ(u˙0(g0) · · · u˙p(gp) -δ(S(f 0))(Uφ0) · · · -δ(S(f q))(Uφq )). (4.24)
The above map induces characteristic maps in the level of total and diagonal of the above
bicomplexes. The counterpart of Theorem 3.7 reads as follows.
Theorem 4.2. For any compact, connected Lie subgroup of H ⊂ G0, the following diagram is
commutative:
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I−1H
χact
Cn(AHc,Γ )
I−1
ΓH
CnH(F Q,Cδ)
Ψ−1
χact
Cn(AHc,Γ
o
)
Ψ−1
ΓH
C
n,n
H (Q,F ,Cδ)
SH
χdiag
Cn,n(C∞c (V ),Γ )
SH⊕
p+q=n C
p,q
H (Q,F ,Cδ)
χtot ⊕
p+q=n Cp,q(C∞c (V ),Γ ).
(4.25)
We now drop the compactness assumption on H , and recall, cf. (3.40), the map Θ : (∧p g∗ ⊗∧q+1 F)F → Cp,qBott(G,G) given by the formula
Θ
(∑
I
α ⊗ f 0 ∧ · · · ∧ f q
)
(φ0, . . . , φq)
=
∑
σ
(−1)σ
--
γ
(
S
(
f σ(0)
))(
φ−10
) · · ·
--
γ
(
S
(
f σ(q)
))(
φ−1q
)
α˜.
Here α˜ is the left invariant form on G associated to α ∈∧p g∗. We also recall the other charac-
teristic map χ† :∧• g∗ ⊗F⊗q → Cq(Ωc,Γ (G)), cf. (3.56) or (3.57).
Theorem 4.3. Let H ⊆G0 ⊂G be a Lie subgroup of linear isotropy subgroup and let h ⊆ g0 be
its Lie algebra.
a) If c ∈ Cp,qc−w((g/h)∗,F) then Θ(c) ∈ Cp,qBott(V ,G), hence Θ induces a map of bicomplexes
ΘH : C•,qc-w
(
(g/h)∗,F)→ C•Bott(Ωq(V )). (4.26)
b) The map χ† induces a similar map in the level of relative cohomology
χH† : C•,q
(
(g/h)∗,F)→ Cq(Ωc,Γ (V )). (4.27)
c) The following diagram is commutative
C•,q ((g/h)∗,F)
χH†
Cq(Ωc,Γ (V ))
C
•,q
c-w((g/h)
∗,F) Θ
H
I−1H ◦α˜F
C•Bott(Ωq(V ),Γ ).
ΨH
(4.28)
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LX
(
α ⊗ f 0 ∧ · · · ∧ f q)= 0, (4.29)
ιX(α)= 0. (4.30)
It suffices to show that, for any φi ∈ G,
LX
(
Θ(c)(φ0, . . . , φq)
)= ιX(Θ(c)(φ0, . . . , φq))= 0, for any X ∈ h. (4.31)
The second condition being just (4.30), we only need to verify the first one. From (4.29), one
sees that for any X ∈ h,
LX(α)⊗ f 0 ∧ · · · ∧ f q = −α ⊗LX
(
f 0 ∧ · · · ∧ f q)
= −
q∑
i=0
α ⊗ f 0 ∧ · · · ∧X  f i ∧ · · · ∧ f q. (4.32)
In the following calculation we use in the stated succession (4.32), Lemma 1.1, the fact that
(X)=X ⊗ 1 for any X ∈ g0, (3.5), and finally the fact that --γ (f )(ϕ)= ε(f ) for any ϕ ∈G.
LX
(
Θ(c)(φ0, . . . , φq)
)
=
∑
σ
(−1)σ
--
γ
(
S
(
f σ(0)
))(
φ−10
) · · ·
--
γ
(
S
(
f σ(q)
))(
φ−1q
)LXα˜
= −
∑
σ,i
(−1)σ
--
γ
(
S
(
f σ(0)
))(
φ−10
) · · ·
--
γ
(
S
(
X  f σ(i)))(φ−1i ) · · · --γ (S(f σ(q)))(φ−1q )α˜
= −
∑
σ,i
(−1)σ
--
γ
(
S
(
f σ(0)
))(
φ−10
) · · ·X(
--
γ
(
S
(
f σ(i)
)))(
φ−1i
) · · ·
--
γ
(
S
(
f σ(q)
))(
φ−1q
)
α˜
= −
∑
σ,i
(−1)σ
--
γ
(
S
(
f σ(0)
))(
φ−10
) · · · d
dt
∣∣∣∣
t=0
--
γ
(
S
(
f σ(i)
))(
φ−1i exp(tX)
)
· · ·
--
γ
(
S
(
f σ(q)
))(
φ−1q
)
α˜
= −
∑
σ,i
(−1)σ
--
γ
(
S
(
f σ(0)
))(
φ−10
) · · · d
dt
∣∣∣∣
t=0
--
γ
(
S
(
f σ(i)
))(
φ−1i
) · · ·
--
γ
(
S
(
f σ(q)
))(
φ−1q
)
α˜ = 0.
Since Θ is a map of bicomplexes, so is ΘH .
b) The proof is entirely similar to that of a).
c) The arguments of the proof of Proposition 3.14 apply here too. 
Remark 4.4. One has the following relative analogue of Remark 3.15 for the transfer of charac-
teristic classes from Gelfand–Fuks cohomology to the cyclic cohomology of action groupoids:
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C•,•((g/h)∗,F)
χH†
C•(Ωc,Γ (V ))
H
C•top(a,h)
ELH
C
•,•
c-w((g/h)
∗,F) Θ
H
I−1◦α˜F
C•Bott(Ω•(V ),Γ ).
ΨH
ΦH (4.33)
The relative version of Φ has the expression
ΦH(γ )
(
x0, . . . , x
)= λp,q l∑
j=0
(−1)j (−j)γ˜ (dxj+1 · · ·dxx0 dx1 · · ·dxj ),
where
= n− p + q and λp,q = p!
(+ 1)! . (4.34)
4.3. Hopf cyclic and equivariant Chern classes
In this final subsection we illustrate the versatility of the cohomological apparatus developed
above by indicating how to transfer the universal Hopf cyclic Chern classes from relative Hopf
cyclic cohomology to the Bott bicomplex and to the cyclic cohomology of convolution algebras
of action groupoids.
4.3.1. Let Hn be the Hopf algebra of the general pseudogroup Gn, cf. [8]. Recall that, accord-
ing to [30], Hcopn = F(Gn) U(Gn). As an algebra, in the notation of [30], Hcopn is generated
by
{
1Xk,1 Y ij , ηij,k|l1,...,lm  1
∣∣m ∈ Z+, 1 i, j, k, l1, . . . , lm  n};
{X1, . . . ,Xn} is the standard basis of vector fields on Rn, {Y ij | 1 i, j  n} is the standard basis
of the Lie algebra gln = gln(R), and the quotient of the affine group G by the linear group H =
GLn(R) is identified with V = Rn. We caution that the notation of the generators ηij,k|l1,...,lm ∈F
is slightly different from that employed earlier in the paper, reflecting the use of double indices
for the basis elements of gln.
In [30, Section 3.4.1] we have shown that the relative Hopf cyclic cohomology
HP •(Hcopn ,U(gln);Cδ) is isomorphic to the relative Hochschild cohomology HH •(Hcopn ,
U(gln);Cδ). Moreover, we exhibited a basis for the latter, constructed as follows.
For each partition λ= (λ1  · · · λk) of the set {1, . . . , p}, where 1 p  n, let λ ∈ Sp also
denote a permutation whose cycles have lengths λ1  · · · λk , i.e., representing the correspond-
ing conjugacy class [λ] ∈ [Sp]. Define
Cp,λ :=
∑
(−1)μ1 ⊗Xμ(p+1) ∧ · · · ∧Xμ(n) ⊗ ηj1 ∧ · · · ∧ ηjp ,μ(1),jλ(1) μ(p),jλ(p)
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p  n, [λ] ∈ [Sp]} are Hochschild cocycles and their classes form a basis of the group
HH •(Hcopn ,U(gln);Cδ).2 Except for extreme cases (p = 0, n or λ= Id) these cannot be viewed
as representing cyclic classes. Indeed, while bF (Cp,λ) = 0, in general Cp,λ is not closed under
the Lie algebra coboundary operator ∂V . What is actually proved in [30] is that the horizon-
tal cohomology of (4.6) computes HH •(Hcopn ,U(gln),Cδ), which is generated by the above
classes Cp,λ, and that the vertical coboundary ∂V vanishes at the level of Hochschild cohomol-
ogy. We shall now indicate how the Hochschild cocycles Cp,λ can be completed to (bF , ∂V )-
cocycles.
Denote by d the commutative Lie algebra generated by {ηij,k | 1  i, j, k  n}, and let F =
S(d) be the corresponding symmetric Hopf algebra. It is known (see e.g. [23, XVIII.5]) that the
Hochschild cohomology of the coalgebra F can be identified with the cohomology of the graded
complex
∧• d endowed with the 0 differential. More precisely, with α :∧• d → F⊗• denoting
the antisymmetrization map and
μ : F⊗•
p⊗•1
d⊗•
∧• d,
the natural projection map, there is a homotopy operator h : F⊗• → F⊗•−1 such that the follow-
ing relations hold:
μ ◦ α = Id, α ◦μ= Id + hbF + bFh. (4.35)
By a slight abuse of notation, we keep the same symbols for the extension of these operators
tensored by the identity to the complex obtained by tensoring with
∧•
V . We start by observing
that
∂V (Cp,λ) ∈
(∧p−1
V ⊗ F⊗n−p
)gln;
the proof uses the facts that the action of the Xi ’s on F is characterized by X ηij,k = ηij,k, that
Cp,λ is antisymmetric, and finally the “Bianchi” identity [30, (1.28)]. Moreover, one actually has
∂V (Cp,λ) ∈ kerμ∩ kerbF .
As ∂V and bF commute, it follows from (4.35) that
bF
(
(h∂˜V )(Cp,λ)
)= −∂˜V (Cp,λ),
where ∂˜V stands for the signed version of the Lie algebra coboundary. By induction, one checks
that the cochains
C
(i)
p,λ := (h∂˜V )i(Cp,λ) ∈
(∧p−i
V ⊗ F⊗n−p−i
)gln
,
2 The statement of [30, Theorem 3.25] erroneously identified the basis elements as cyclic classes; they merely
parametrize all the cyclic classes.
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bF
(
C
(i+1)
p,Λ
)= −∂˜V (C(i)p,λ).
Assembling them into a total cochain
T Cp,λ :=
mp∑
i=0
C
(i)
p,λ, (4.36)
one has by the very construction
(b + ∂˜V )(T Cp,λ)= 0. (4.37)
The total cocycles T Cp,λ, which live in the bicomplex (4.6), represent a basis of the co-
homology group HP •(Hcopn ,U(gln);Cδ). Via characteristic maps these total cocycles can be
transported to define cyclic cocycles in the various models of cyclic cohomology for étale
groupoids. For the clarity of the exposition, in what follows we shall only deal with the top
component of these Chern classes Cp,λ = I (T Cp,λ).
To this end we proceed to transfer the above Hochschild cocycles, as well as their cyclic
completions, to the bicomplexes (4.12) and (4.16). First, we pass to (4.12) by means of the
inverse of Poincaré isomorphism D−1q in relative case (4.10). Denoting by {θ1, . . . , θn} dual
basis {X1, . . . ,Xn}, one obtains
C
(4.12)
p,λ := D−1q (Cp,λ) :=
∑
μ∈Sn
θμ(1) ∧ · · · ∧ θμ(p) ⊗ ηj1μ(1),jλ(1) ∧ · · · ∧ η
jp
μ(p),jλ(p)
.
We next move C(4.12)p,λ via the relative version IH of the map I defined in (1.47), and denote
the classes IH (C(4.12)p,λ ) by C(4.16)p,λ . In the bicomplex (4.16), the Hochschild cocycle C(4.16)p,λ has
the following expression:
C
(4.16)
p,λ =
∑
μ∈Sn
θμ(1) ∧ · · · ∧ θμ(p) ⊗ ηj1μ(1),jλ(1) ∧ · · · ∧ η
jp
μ(p),jλ(p)
∧ 1
=
∑
1is ,jtn
θ i1 ∧ · · · ∧ θip ⊗ ηj1i1,jλ(1) ∧ · · · ∧ η
jp
ip,jλ(p)
∧ 1. (4.38)
Indeed, the map IH : Cp,q(g∗,h∗,F)→ Cp,qcoinv(g∗,h∗,F) is given by the formula
IH (α ⊗ f 1 ⊗ · · · ⊗ f q)
= α〈0〉 ⊗ f 1(1) ⊗ S
(
f 1(2)
)
f 2(1) ⊗ · · · ⊗ S
(
f q−1(2)
)
f q (1) ⊗ S
(
f q (2)α〈1〉
)
.
Since g∗(θ i) = θi ⊗ 1 and ηijk are primitive, we may assume that α〈0〉 ⊗ α〈1〉 = α ⊗ 1 and
(f i)= f 1 ⊗ 1 + 1 ⊗ f i . One easily sees that
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i=1
(
1⊗i−1 ⊗ f i ⊗ 1⊗q−i+1 − 1⊗i ⊗ f i ⊗ 1⊗q−i).
Here the multiplication takes place in the algebra F⊗q+1. After cancellations due to the antisym-
metric form of C(4.12)p,λ , the desired formula shows up.
To simplify the notation, we henceforth redenote C(4.16)p,λ by Cp,λ. The cocycles Cp,λ are coin-
variant, since they belong to the image of IH . They are also totally antisymmetric, and therefore
belong to Cp,pc−w(g∗,h∗,F). Therefore, they can be moved by means of the map of complexes
ΘH : Cp,pc−w(g∗,h∗,F)→ Cp,pBott(Ω(V ),Γ ) (defined for absolute case in (3.40)) given by
ΘH
(∑
I
αI ⊗ If 0 ∧ · · · ∧ If q
)
(φ0, . . . , φq)
=
∑
I,σ
(−1)σ
--
γ
(
S
(
If 0
))(
φ−1σ(0)
) · · ·
--
γ
(
S
(
If q
))(
φ−1σ(q)
)
α˜I .
Thus, the expressions
CBottp,λ (φ0, . . . , φp) :=ΘH(Cp,λ)(φ0, . . . , φp) (4.39)
represent the equivariant Chern classes in the Bott bicomplex C•,•Bott(Ω(V ),Γ ).
We now define the connection displacement form Q= (Qij ) : Γ →Ω1(G)⊗ gln by
Qij (φ) :=
∑
k
--
γ
(
ηij,k
)(
φ−1
)
θ˜ k ∈Ω1(G), φ ∈ Γ. (4.40)
Taking into account the switch of notation to fit the conventions in [30], and using Eq. (1.15)
in [30], one has
--
γ
(
ηij,k
)(
φ−1
)
(x,y)= γ ijk(φ)(x,y)=
∑
μ
(
y−1 · φ′(x)−1 · ∂μφ′(x) · y
)i
j
yμk .
On the other hand, θ˜ k =∑ν(y−1)kν dxν . Substituting these expressions in (4.40) one obtains the
following simplified formula for the connection form
Q(φ)(x,y)= y−1 · ϑ(φ)(x) · y ∈Ω1(G)⊗ gln,
where ϑ = (ϑij ) is the induced connection displacement form on V = Rn,
ϑ(φ)= φ′−1 · dφ′ ∈Ω1(V )⊗ gln. (4.41)
The latter satisfies the structure equation
dϑ(φ)+ ϑ(φ)∧ ϑ(φ)= 0, (4.42)
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equation
ϑ(φ1 ◦ φ2)= φ′−12 φ∗2
(
ϑ(φ1)
)
φ′2 + ϑ(φ2). (4.43)
Proposition 4.5. The equivariant Chern class ChBottp,λ := ΘH(T Cp,λ) is represented by a total
cocycles whose bottom component CBottp,λ := I (ChBottp,λ ) has the expression
CBottp,λ (φ0, . . . , φp)
=
∑
σ
(−1)σ Tr(ϑ(φσ(1)) · · ·ϑ(φσ(λ1)))∧ · · · ∧ Tr(ϑ(φσ(λk)) · · ·ϑ(φσ(p))), (4.44)
where σ runs over the group of permutations of the set {0,1, . . . , p}.
Proof. From (4.38) and the fact that the permutation λ is equal to the product of cycles
(1, . . . , λ1) · · · (λk, . . . , p) it follows that
ΘH(Cp,λ)(φ0, . . . , φp)
:=
∑
σ
(−1)σ
∑
1is ,jtn
--
γ
(
η
j1
i1,jλ(1)
)(
φ−1σ(1)
) · · ·
--
γ
(
η
jp
ip,jλ(p)
)(
φ−1σ(p)
)
θ˜ i1 ∧ · · · ∧ θ˜ ip
=
∑
σ
(−1)σ
∑
1jtn
Q
j1
jλ(1)
(φσ(1)) · · ·Qjpjλ(p) (φσ(p))
=
∑
σ
(−1)σ Tr(Q(φσ(1)) · · ·Q(φσ(λ1)))∧ · · · ∧ Tr(Q(φσ(λk)) · · ·Q(φσ(p))).
Applying the formula (4.41) yields the desired expression. 
Note that, although σ(0) does not appear in the right-hand side of formula (4.44), the expres-
sion does actually involve all the variables φ0, . . . , φp .
4.3.2. To clarify the relationship between the above expressions for equivariant Chern classes
and the classical ones, we recall Bott’s formula for the Diff-equivariant Chern character of the
frame bundle to Rn, following Getzler’s account in [15, Introduction].
Given diffeomorphisms φ0, . . . , φp , we associate to any point t = (t1, . . . , tp) ∈p , 0 t1 
· · · tp  1 the connection
ϑ(t)= d + t1
(
ϑ(φ0)− ϑ(φ1)
)+ · · · + tp(ϑ(φk−1)− ϑ(φp))+ ϑ(φp). (4.45)
With ∫
p
:Ω•
(
p × Rn)→Ω•−p(Rn)
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Chern–Simons form associated to the diffeomorphisms (φ0, . . . , φp) by
cs(p)(φ0, . . . , φp)= (−1)p
∫
p
Tr eΩ(t), (4.46)
where Ω(t)= ϑ(t)2 is the curvature form. From Stokes’ formula, which in this context assumes
the form ∫
p
◦d − (−1)pd ◦
∫
p
+
∫
∂p
= 0,
it follows that the above forms satisfy the cocycle identity
d cs(p)(φ0, . . . , φp)+
p∑
i=0
(−1)i cs(p−1)(φ0, . . . , φˆi , . . . , φp)= 0. (4.47)
Thus, cs = (cs(p))0pn defines a total cocycle in the Bott bicomplex.
Taking into account the structure equation (4.42), the curvature form has the expression
Ω(t)=
p∑
i=1
dti ∧
(
ϑ(φi−1)− ϑ(φi)
)− p∑
i=1
ti
(
ϑ(φi−1)∧ ϑ(φi−1)− ϑ(φi)∧ ϑ(φi)
)
+
p∑
i=1
ti
((
ϑ(φi−1)− ϑ(φi)
)∧ ϑ(φp)+ ϑ(φp)∧ (ϑ(φi−1)− ϑ(φi)))
+
p∑
i,j=1
ti tj
(
ϑ(φi−1)− ϑ(φi)
)∧ (ϑ(φj−1)− ϑ(φj )). (4.48)
Writing
cs(p)(φ0, . . . , φp)= (−1)
p
p!
∫
p
Tr
(
Ω(t)p
)+ ∑
p+1kn
(−1)p
k!
∫
p
Tr
(
Ω(t)k
)
,
one sees that the first term involves only the product of the p copies of
p∑
i=1
dti ∧
(
ϑ(φi−1)− ϑ(φi)
)= p∑
i=0
dsi ∧ ϑ(φi),
where s0 = t1, . . . , si−1 = ti − ti−1, . . . , sp = 1 − tp.
Up to a normalizing factor νp , this term coincides with CBottp,λ(p)(φ0, . . . , φp), where λ(p) stands
for the full cycle (1, . . . , p). Thus,
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∑
p+1kn
(−1)k
k!
∫
p
Tr
(
Ω(t)k
)= cs(p)(φ0, . . . , φp).
This offers an exact recipe for how to complete the Hopf Hochschild cocycle
∑
0pn νpCp,λ(p)
to a total Hopf cyclic cocycle
∑
0pn νpT Cp,λ(p).
4.3.3. Transported via the characteristic maps, the above classes can be concretely realized
in the cyclic bicomplex of étale groupoids. Thus, the expression
CΨ,Γp,λ
(
ω0U
∗
φ0, . . . ,ωpU
∗
φp
)
=
∫
V
CBottp,λ (1, φ0, . . . , φp−1 · · ·φ0)∧ω0 ∧ φ∗0ω1 ∧ · · · ∧ (φp−1 · · ·φ0)∗ωp,
if φp · · ·φ0 = 1 and 0 otherwise, (4.49)
represents the bottom component CΨ,Γp,λ = ΨH(CBottp,λ ) of the Chern class ΨH(ChBottp,λ ) in the cyclic
cohomology bicomplex of the differential graded crossed product algebra Cq(Ωc,Γ (V )).
Similarly,
CΥ,Γp,λ
(
f 0, . . . , f n−p
∣∣ φ0, . . . , φp)
=
∫
V
f 0 df 1 ∧ · · · ∧ df n−p ∧ CBottp,λ
(
φ−10 , φ
−1
1 φ
−1
0 , . . . , φ
−1
p−1 · · ·φ−10 ,1
)
,
if φp · · ·φ0 = 1 and 0 otherwise, (4.50)
represents the bottom component CΥ,Γp,λ = Υ H(CBottp,λ ) of the corresponding Chern class in the
cyclic cohomology bicomplex C•,•(C∞c (V ),Γ ).
Finally, representatives for the Chern classes in the cyclic cohomology bicomplex
C•(Ac,Γ (V )) can be obtained by transport via Connes’ map ΦH , cf. (4.34).
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