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The theory of regenerative events was developed in [l-3], as a continuous- 
time analogue of Feller’s theory of recurrent events. Briefly, a regenerative 
event on a probability space (Q, %, P) is a family d = {E(t); t > 0) of 
%-measurable subsets of Q, such that, whenever 
we have 
k> 1, t,=O<t,<t,<-*<t,, 
P ] (y E(tJ 1 = fi a - G-1). 
j=l j=l 
Here p(t) is a function of t 3 0 (with, by convention, p(O) = 1) called the 
p-function of the event 8. 
It is useful to make the continuity assumption 
I@) - 1 (t-0); (2) 
the class of p-functions satisfying (2) is then denoted by 8. Much of the 
theory of regenerative events is concerned with the behavior of their p-func- 
tions, and it turns out that the members of 9 have a number of rather 
special analytical properties. This paper continues the study of these proper- 
ties begun in [2]. 
One of the reasons for studying the class B is that, if we have a continuous- 
time Markov chain (in the sense of Chung [4]) with standard transition matrix 
&(t)), then, for every i, the function pfi(t) belongs to 8. Thus properties of 
functions in B are certainly true of pii( and it is often easier and more 
natural to prove that a certain result is true for all members of B than to 
prove it for all functions p,,(t). Th ere are, however, a very few deep results 
which are true of all functions of the form p,<(t), but not for all p(t) in 8. 
The following characterization of B is given in [2]. 
THEOREM 0. Any function p(t) in 9 is uniformly continuous in t > 0. 
A function p(t) continuous in t > 0 belongs to B if and only if there exists a 
422 
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positive measure TV on (0, co] with 
I (0.ml (1 - e+) I < co, 
such that, for all 0 > 0, 
jr P(t) t+dt = 1 fJ + j(o,m, (1 - e-OS) p(dx) 1-l. 
(3) 
(4) 
Moreover, (4) sets up a one-to-one correspondence between B and the class of 
positive measures p satisfying (3). 
Using this theorem, a number of properties of p(t) E 9 are proved in [2]. 
For instance, it is shown that p(t) is of bounded variation over every finite 
interval, and is thus differentiable almost everywhere. On the other hand, 
p(t) is not necessarily differentiable everywhere in t > 0. Since it is known [4] 
that any function pti(t) arising from a Markov chain has a continuous deriva- 
tive in t > 0, it is of some interest to ask just how nearly differentiable p(t) 
has to be. In this paper a method is developed for answering questions of 
this sort, and is used to strengthen very considerably some of the results of [2]. 
I f  p(t) is any function in 8, and if TV is the “canonical measure” which 
corresponds to it in (4) we define a function m by 
m(t) = p(t, ml. 
Then m necessarily has the following four properties: 
(i) 4) 3 0, 
(5) 
(ii) m(t) is nonincreasing in t, 
(iii) m(t) is continuous from the right, 
(iv) Jim(t) dt < co. 
(This last result follows easily from (3).) Moreover, to any function m satis- 
fying (i)-(iv) there corresponds by (5) a positive measure TV satisfying (3). 
Hence (4) and (5) establish a one-to-one correspondence between 9’ and the 
class of functions m satisfying (i)-(iv). 
For any positive 6, we have 
m*(0) = jrn m(t) e-etdt 
0 
=s F( 1 - e-O=) p(dx), (0.ml 
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so that 
em*@) = j,, ml (1 - e-ez) p(d~). (6) 
Hence (4) can be written 
19 
1 
mp(t) ecetdt = (1 + m*(o)}-l. (7) 
0 
Our main tool is an expression for p in terms of 712 obtained by expansion of 
the right hand side of (7) as a power series in m*(B). For this reason it is 
important to note that m*(e) decreases to zero as 0 + co, and we may therefore 
choose a positive LY such that 
m*(a) < 1. (8) 
The value of 01 will henceforth be held fixed. 
We denote by m,(t) the n-fold convolution of m(t) with itself, which can be 
written 
where 
u?L = 
1 
y = (r1 ,Yz, “.,Y&Yj , >o,~Yj=ll, (10) 
and A,-, is (n - 1)-dimensional Lebesgue measure on the simplex U,, . 
Because m is integrable over, and nonincreasing in, (0, t), this integral exists 
and is finite. Moreover, m,(t) is nonnegative, and t-“+lm,(t) is a nonincreasing 
function of t. Since m is nonincreasing, the integrand of (9) has at most a 
countable number of discontinuities, and is therefore continuous in t almost 
everywhere modulo A,_, (so long as n > 2). It follows from the dominated 
convergence theorem that, when n > 2, m,(t) is a continuous function of t. 
Now consider the series 
u(t) = f$ m,(t). 
n=1 
Since m,(t) > 0, Fubini’s theorem gives 
1,” u(t) cEtdt = 2 {m*(a))n < co. 
7L=l 
Hence u(t) is almost everywhere finite, so that the series (11) converges for 
almost all t. However, a stronger result than this will be needed, and this 
is given in the following lemma. 
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LEMMA 1. The series (11) converges uniformly in every compact subinterval 
of (0, a). 
PROOF. Let U,, be the subset of U, on which yk > yl, yz , a**, yn. Then 
ignoring sets of &-measure zero, 
m,(t) = gl v-l j m(trd ... 4%) L&99 
Unr 
= ntn-1 s m(ty,) * -- m(tYJ L(49 uvz?l 
by the symmetry of the integrand. But, on U,, , ym 3 l/n, so that 
m(ty,J < m(t/n). Thus 
m,(t) < n m($j v-l j,% m(trd --- m(tm-d L(4) 
Put 
Then 
t(y1 + yz + *** + m-1) = s> tyj = szj . 
m,(t) < n m(G) P-l j: (+j+’ ds junPI m(sz,) *a* m(sz,-,) A,-,(dx) 
t t 
=nm - ( Li m,-44 ds 0 
<n-i;e j 
t m 
at 
n 
m,-,(s) e-3L8ds 
0 
Hence on the interval 0 < h < t < k < co, we have 
m,(t) < n m +- eeR{m*(ol)}n-l. 
( 1 (12) 
From (iv), 
s 
z m(t) dt -+ 0 (x + 0). 
0 
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1% 
J m(t) dt > m(x), 0 
so that 
m(x) = o(Lrl), (x + 0). 
Combining (12) and (13) shows that 
m,(t) = o[n2 {m*(a) p-11 
(13) 
as 1z -+ co, uniformly in t E [A, k], from which it follows that (11) converges 
uniformly in [A, A]. The lemma is thus proved. 
It now follows that the series 
b(t) = 2 (- 1)” mn(t) (14) 
?2=1 
is uniformly absolutely convergent in every compact subinterval of (0, co). 
By Fubini’s theorem, if 6’ 3 01, 
j, b(t) e+dt = f$ (- 1)” {m*(e)} 
n=1 
m*(e) 
1 + rn*(ej ’ 
Hence 
j;/l +j;6(s)ds/e-eLdt=6’-1+j;b(s)dsj;e-e~dt 
= 8-i 1 _ m*(e> 
I 1 + m*(e) 
= e-y1 + m*(e)>-l 
= 
i 
mp(t) cetdt. 
0 
Since this holds for all 0 > OL, and since both integrands are continuous, we 
have 
1 + j: b(s) ds = p(t). 
Thus we have proved the following result. 
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THEOREM 1. If p(t) belongs to 9, then there exists a function m(t) (t > 0) 
which is nonnegative, nonincreasing, right-continuous, and integrable over 
(0, l), such that 
p(t) = 1 + j; %$ (- 1)” m,(s) ds, (t > O), (15) 
the series under the integral being absolutely convergent uniformly in any com- 
pact subinterval of (0, 00). Moreover, any such function m(t) can arise in this way. 
The idea of using the expansion (15) is due (in the Markov chain case) 
to Chung [4], who, however, proved it only for sufficiently small values of t. 
It yields rather easily the differentiability properties of p(t), which are given 
in the next theorem. 
THEOREM 2. If p(t) belongs to 9, then p(t) is absolutely continuous in 
t 3 0. The left and right hand derivatives D-p(t) and D+p(t) exists and are 
jnite for all t > 0, and are given by 
D,N) = 2 (- 1)” m,(t), (16) 
72-l 
D-p(t) = D+p(t) - {m(t -) - m(t)}. (17) 
The derivative p’(t) exists outside an at most countable set of values of t. 
PROOF. The function 
c(t) = 2 (- 1)” m,(t), (18) 
being the sum of a uniformly convergent series of continuous functions, is 
continuous in t > 0. Moreover, 
p(t) = 1 + I:{-- m(s) + 44 ds, 
and since m is right-continuous and nonincreasing, it follows that p is abso- 
lutely continuous with 
D+p(t) = - m(t) + c(t), 
D-p(t) = - m(t -) + c(t). 
This proves (16) and (17). The derivative p’(t) exists if m is continuous at t, 
and this is true except possibly for countably many values of t. Hence the 
proof is complete. 
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This theorem gives only the differentiability properties of p(t) in t ;-- 0. 
The situation at t = 0 is different; it is proved in [2] that the derivative 
D+p(O) exists but may equal - co. 
If  we express m in terms of the canonical measure p, Eq. (17) becomes 
D+p(t) - D-p(t) = p{t} 3 0. (19) 
This shows that the points at which p(t) fails to be differentiable are exactly 
the atoms (in (0, co)) of the measure p. In particular, if p has no atoms in 
(0, co), then p(t) is differentiable in t > 0, and moreover, since m, is then 
continuous for all n, the derivative p’(t) is itself continuous. This proves the 
following result. 
THEOREM 3. The function p(t) in P is diferentiable in t > 0 ;f and only ;f  
the corresponding measure p has no atoms in (0, co). I f  this is so, then p’(t) is 
continuous in t > 0, and is given by 
p’(t) = 2 (- 1)” m,(t). 
n-1 
(20) 
It follows from this result that the famous theorem of Austin and 
Ornstein ([4], 269) that, in a standard Markov chain, the function pii 
is continuously differentiable in t > 0, is considerably weaker than Levy’s 
result [5] that the corresponding canonical measure is absolutely conti- 
nuous. 
The expansion (15) can also be used to examine the behaviour of p(t) 
near t = 0. For instance, Kendall [6] h as recently shown that, when t is small, 
p(t) is “nearly always” decreasing in the following sense. Let W+(t) and W-(t) 
be the total positive and negative variations of p(t) on [0, t]. Then IV+ and 
W- satisfy an inequality which implies that W+(t) = O( WJt)}z as t + 0. 
Kendall proves the result only for the Markov chain case, but his proof goes 
through for general functions in 9, since it uses only properties of pii 
which are cormnon to all members of 9. We give a proof using (15) of 
Kendall’s result, which does not however yield as sharp an inequality as does 
his more delicate method of proof. 
THEOREM 4. If  W+(t) and W-(t) are the total positive and negative varia- 
tions over [0, t] of a function p(t) in 9, then 
W+(t) = O{ W-(t)}2 (21) 
as t+O. 
PROOF. From Theorem 2, we have almost everywhere 
P’(t) = - m(t) + c(t), 
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where c(t) is defined by (18). If 13 is such that m*(8) < 1, then 
1” 1 c(s) 1 ds < eet Irn 1 c(s) 1 e@ds < est jm 2 m,(s) e-%is 
0 0 n-2 JO 
If we write 
AI@) = j: rn@> ds, 
then 
429 
M(t) > 11 m(s) e@ds = m*(e) - 1: m(s) e-eSds 
> m*(e) - m(t) jy e-esds 
= m*(O) - m(t) e-et/O 
2 m*(e) - M(t) e-et/&, 
using the fact that m is nonincreasing. Now put 8 = l/t, and let t be so small 
that 
Then 
(1 + e-l) M(t) < 1. 
so that 
M(t) 2 m*(e) - M(t) e-l, 
Hence 
m*(e) < (1 + e-l) M(t) < 1. 
s t o 1 c(s) 1 ds < e’m*(e)}2 U - m*(e)> 
and therefore 
e(1 + e-1)2 {M(t)}2 
’ (1 - (1 + e-l) M(t)}’ 
s 
t 
o I 4s) I ds = OW(W 
as t + 0. Now, for almost all t, 
W(t)>+ = {- 4 + c(t)>+ < I 4) I , 
and 
{P’(t)>- = {-- 44 + c(t)>- = m(t) + d(t), 
409-d 
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Ghere 
1 d(t) j = 1 {m(t) ~ c(t)}-- --- m(t) 1 < j c(t) ~ . 
‘Therefore, using the absolute continuity of p, 
W+(t) = jt {p’(s))+ ds < j” ( c(s) j ds = O{M(t))*, 
0 0 
and 
W-(t) = j:{p’(s)}- ds = j:, m(s) ds + j:, d(s) ds 
= M(t) + O{~(~))*, 
and (21) follows at once. The theorem is therefore proved. 
If  we write d(t) = p’(t) ( a most everywhere), we have, from (20), 1 
+*(fl) = jm#(t, @tdt = jm 2 (- 1)” m,(t) ecBtdt 
0 0 n=l 
= 2 {- m*(e)p = - (1 ;la?(e)) 
n=l 
if 0 > 01. Hence, for sufficiently large 8, we have the relation 
4*(e) = - $z*$. 
It is interesting to note that this relation is symmetrical between m* and $*; 
it inverts to give 
4*(e) 
m*(e> = - 1 +4*(e) * 
Formally, we can expand the right hand side as a power series in $J*, and invert 
the Laplace transforms to give 
44 = f$ (- l>“MG n=1 
where &, is the n-fold convolution of + with itself. A straightforward argu- 
ment (taking Laplace transforms for 0 sufficiently large and using Fubini’s 
theorem) shows that the series (23) is absolutely convergent to m(t) for almost 
all t, so that (23) exhibits m explicitly in terms of p. 
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We conclude by proving a result of a rather different kind. It follows from 
Theorem 2 that p(t) is of bounded variation over every finite interval, and 
indeed that (for the fixed value of LX), 
edt 1 dp(t) 1 < 00. 
0 
Moreover, it is known [2] that 
G = l&p(t) (24) 
exists, so that the improper integral 
exists. It is therefore of interest to ask whether 
s m I 444 I 0 
is finite. 
The discrete-time analogue of this result would be that, if {un> is the renewal 
sequence of a recurrent event, then 
2 1% - unsl / < co. 
V&=1 
This was proved by Erdos, Feller, and Pollard [7] for aperiodic renewal 
sequences satisfying the additional condition 
lim 24, > 0. n-ha, 
Their result suggests the following theorem. 
THEOREM 5. Let p(t) in 9 have 
6 = limp(t) > 0. 
Then 
s m I Mt) I < ~0, 0 
(25) 
(26) 
so that p(t) has totally bounded variation on [0, cm]. 
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PROOF. Nctice first that, since m(t) 3 0 and 
r 
m .a . 
m(t) dt = J J dt Ad-4 ‘0 0 (tm] 
=J’ q(dx) = 5-l - 1 < a, (0.m’ 
([2], Theorem 6), m*(0) is the Laplace transform of a function in L’(0, co). 
Suppose that, for some 0 with Re 0 > 0, 
1 + m*(e) = 0. 
ThenB#Oand 
O+J’ (o.m (1 - e-O%) p(dx) = 0. (27) 
Taking real parts we see that Re B = 0 and 
Re (1 - e-Oz) = 0 p.p. [p]. 
Thus 
ecax = 1 p.p. [CL], 
and so (from (27)) 6’ = 0, giving a contradiction. We may therefore conclude 
that 1 + m*(e) never vanishes in Re fl > 0. 
It now follows from standard results on analytic functions in Banach 
algebras (see, for instance, [8] Section $11.6) applied to the convolution 
algebra of L1(O, co) that 
m*(e) - -.-- 
1 + m*(e) 
is the Laplace transform of a function C/I in L’(O, co). Hence, from (22), 
o 4(t) ecdtdt = j r+(t) ecetdt, (0 > a), 
which shows that 4 = $ almost everywhere, and so that C$ ~Ll(0, 00). Hence, 
using the absolute continuity of p, 
ja I 4(t) I= jm Id(t) I dt -c 00, 
0 ” 
and the proof is complete. 
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