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Monotonicity of Actuated Flows on Dissipative Transport Networks
Anatoly Zlotnik, Sidhant Misra, Marc Vuffray and Michael Chertkov
Abstract— We derive a monotonicity property for general,
transient flows of a commodity transferred throughout a net-
work, where the flow is characterized by density and mass
flux dynamics on the edges with density continuity and mass
balance conditions at the nodes. The dynamics on each edge
are represented by a general system of partial differential
equations that approximates subsonic compressible fluid flow
with energy dissipation. The transferred commodity may be
injected or withdrawn at any of the nodes, and is propelled
throughout the network by nodally located compressors. These
compressors are controllable actuators that provide a means
to manipulate flows through the network, which we therefore
consider as a control system. A canonical problem requires
compressor control protocols to be chosen such that time-
varying nodal commodity withdrawal profiles are delivered and
the density remains within strict limits while an economic or
operational cost objective is optimized. In this manuscript, we
consider the situation where each nodal commodity withdrawal
profile is uncertain, but is bounded within known maximum and
minimum time-dependent limits. We introduce the monotone
parameterized control system property, and prove that general
dynamic dissipative network flows possess this characteristic
under certain conditions. This property facilitates very efficient
formulation of optimal control problems for such systems in
which the solutions must be robust with respect to commodity
withdrawal uncertainty. We discuss several applications in
which such control problems arise and where monotonicity
enables simplified characterization of system behavior.
I. INTRODUCTION
The optimal allocation of commodity flows over networks
has been studied from theoretical and computational per-
spectives since the early work of Ford and Fulkerson, which
focused on maximal utilization of capacity and minimization
of economic cost in the steady state [1], [2]. Subsequent
algorithms are prominent in operations research, with partic-
ular importance for transportation problems [3], which may
involve commodities such as vehicles [4], [5], [6], fluids [7],
[8], energy [9], and information [10], [11].
The difficulty of network flow problems is amplified when
the flows are unbalanced, i.e., when commodity inflows
at origins and outflows at destinations are time-dependent
[12]. Such situations arise in air traffic flow [4], telecom-
munications networks [11], and other flow problems that
require dynamic modeling and control design [13], [6].
The number of constraints and decision variables increases
by a factor directly related to the temporal complexity of
commodity inflows and outflows. The dynamics are then
characterized by systems of ordinary or partial differential
equations (ODEs or PDEs), which represent fluid flow or
the aggregated motion of discrete particles. In this context,
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optimization requires incorporating differential constraints
rather than purely algebraic ones, for example in vehicle
traffic [14] and natural gas pipeline flows [15].
A further challenge to computational tractability for ap-
plications arises through the presence of uncertainty in the
volume and timing of the variable commodity inflows and
outflows. It is desirable for control or routing policies to
be feasible for any instance under such uncertainty [6], and
the notion of robust optimization has been applied to create
solutions in the discrete case using global information [16],
[17]. In the case of continuous dynamic flows, uncertainty in
constant or time-varying functional system parameters, e.g.,
network inflows and outflows, requires a continuum of con-
straints to ensure feasibility of the optimization solution. The
challenge then becomes to show that feasibility for a finite
number of appropriate scenarios will guarantee feasibility for
an entire such uncountable ensemble of constraints.
A recent approach to control uncertain network flows
sidesteps the need for global optimization over a possibly
non-convex landscape by examining stability and robustness
of distributed routing solutions [18], [19]. The methodology
in these studies was enabled by demonstrating that the
dynamics in question were monotone control systems [20],
[6], [21]. Such so-called cooperative systems, which possess
monotonicity with respect to certain input variables, were
investigated in the context of ordinary differential equa-
tion theory [22], [23], [24], [25]. Recently, monotonicity
properties were found to facilitate analysis of chemical
reaction networks, power systems, and turbulent jet flows
[26], [27], and propagation of order properties for stochastic
systems have been proposed [28]. Monotonicity has also
recently been established for steady-state commodity flows
on networks in order to enable efficient algorithms for robust
optimization of natural gas systems under uncertainty [29].
In this manuscript, we derive monotonicity properties for a
class of actuated dynamic flows described by PDEs coupled
at the boundaries in a network structure. Under certain
conditions, we show that commodity density anywhere in the
network can only increase monotonically when any commod-
ity injection is increased. We first produce an ODE system
by spatial discretization of the flow network using lumped
elements. The resulting model is described as a parameter-
ized control system, to which we apply the standard Kamke
conditions [22], [25] in order to establish monotonicity with
respect to parameter functions. We also present conditions
on local feedback policies that maintain monotonicity, and
describe how robust optimal control problems for monotone
systems can be compactly formulated.
The manuscript is organized as follows. In Section II,
we formulate a class of actuated commodity flows through
dissipative transport networks as a system of PDEs over
a collection of domains that form a graph when coupled
by Kirchhoff-Neumann boundary conditions. Section III
describes a lumped-element spatial discretization of the
continuum dynamics, in which the network is refined and
nodal density dynamics are obtained. Section IV establishes
monotonicity of the nodal dynamics by applying well-known
monotone systems results. In Section V we discuss the ap-
plications to monotonicity-preserving local feedback control
and robust optimal control, and conclude with Section VI.
II. DYNAMIC DISSIPATIVE FLOWS ON NETWORKS
We consider a network with flows of a compressible
fluid commodity through pipelines that are connected at
junctions where the fluid can be compressed into a pipe,
or withdrawn from or injected into the system. This network
is represented as an oriented weighted graph Γ = (V , E , λ)
where V is the set of vertices and E ⊂ V × V is the
set of directed edges (i, j) ∈ E that connect the nodes
i, j ∈ V . The incoming neighborhood of i ∈ V is denoted by
∂+i = {j ∈ V | (j, i) ∈ E} and its outgoing neighborhood is
denoted by ∂−i = {j ∈ V | (i, j) ∈ E}. Every edge (i, j) ∈
E is associated with a spatial dimension on the interval
Iij = [0, Lij ], where Lij = λ(i, j) and λ : E → R+ (where
R+ = {x ∈ R : x ≥ 0}) defines the graph edge weights
corresponding to pipe lengths. We let V = |V| and E = |E|
denote the number of nodes and of edges, respectively.
The instantaneous state within each edge (i, j) ∈ E
is characterized by space-time dependent mass flux φij :
[0, T ] × Iij → R and density ρij : [0, T ] × Iij → R+
functions. By convention, φij(t, xij) = −φji(t, Lij − xij).
In addition, every node i ∈ V is associated with a time-
dependent internal nodal density ρi(t) : [0, T ]→ R+ and is
subject to a time-dependent mass flux injection qi : [0, T ]→
R. We define a convention where qi is positive when the
commodity is injected into the network at node i ∈ V , and
is negative when the commodity is withdrawn.
We suppose that the density and mass flux dynamics on
the edge (i, j) ∈ E evolve according to the generalized
dissipative distributed relations
∂tρij(t, xij) + ∂xφij(t, xij) = 0 (1)
φij(t, xij) + fij(t, ρij(t, xij), ∂xρij(t, xij)) = 0, (2)
which are called the continuity and dissipation equations.
We define a set of controllable nodal actuators C ⊂
E × {+,−}, where (i, j) ≡ {(i, j),+} ∈ C denotes a
controller located at node i ∈ V that augments the density
of the commodity that flows into edge (i, j) ∈ E in the
positive direction, while (j, i) ≡ {(i, j),−} ∈ C denotes a
controller located at node j ∈ V that augments density into
edge (i, j) ∈ E in the negative direction. Compression is
then modeled as a multiplicative ratio αij : [0, T ]→ R+ for
{(i, j),+} ∈ C and αij : [0, T ]→ R+ for {(i, j),−} ∈ C.
Next, we establish nodal relations that characterize the
boundary conditions for the flow dynamics (1)-(2) on each
Fig. 1. Nodal densities ρj , and edge endpoint variables ρ
ij
, φ
ij
, ρij , and
φij , and actuators αij , αij for an edge (left) and for a joint (right).
edge of the network. For this purpose, we define
ρ
ij
(t) , ρij(t, 0), ρij(t) , ρij(t, Lij), (3)
φ
ij
(t) , φij(t, 0), φij(t) , φij(t, Lij), (4)
and ϕij(t) , φij(t, 12Lij) in order to simplify notation. At
each vertex i ∈ V the mass flux and density values at the
endpoints of adjoining edges must satisfy certain compatibil-
ity conditions. First, a Kirchhoff-Neumann property of mass
conservation is ensured through nodal continuity equations
qj(t) +
∑
i∈∂+j
φij −
∑
k∈∂
−
j
φ
jk
= 0, ∀ j ∈ V . (5)
In addition, compatibility conditions for densities may in-
volve jump discontinuities in space due to compression
actuators, and are of the form
ρ
ij
(t) = αijρi(t), ρij(t) = αijρj(t), ∀ (i, j) ∈ E , (6)
where αij and αij are positive compression ratios that
represent actuation at the initial (i ∈ V) and endpoint
(j ∈ V) vertex of each edge (i, j) ∈ E . The variables ρi are
auxiliary variables that denote internal nodal density values.
The above compatibility conditions are visualized in Figure
1. The instantaneous state of the system at time t = 0 can
be specified by initial density profiles of the form
ρij(0, x) = ρ
0
ij(x), φij(0, x) = φ
0
ij(x), ∀ (i, j) ∈ E . (7)
Remark 1: We suppose for some k ∈ N that ρ0ij , φ0ij ∈
Ck([0, Lij ]), that (5) and (6) hold at t = 0, that the actuator
functions satisfy αij , αij ∈ Ck+([0, T ]) for (i, j) ∈ E , and
that injection functions satisfy qi ∈ Ck([0, T ]) for i ∈ V . It
is assumed that the dynamics characterized by (1)-(2) with
the initial conditions (7) admit a unique classical solution on
the interval [0, T ] under the above conditions.
III. NODAL DENSITY DYNAMICS ON REFINED NETWORK
We use a lumped element approximation to characterize
edge dynamics (1) and (2), with nodal conditions (5) and (6)
and subject to injection profiles qi(t), which approximately
defines the state on the network in terms of nodal densities
ρj(t). Our approach is to add enough nodes to the network
so that density and flow are nearly uniform on any given
segment. In particular, we obtain dynamic equations where
the state is represented by the vector of nodal densities ρ =
(ρ1, . . . , ρV ). We begin with the following definition.
Definition 1 (Spatial Graph Refinement): The refinement
Gˆε = (Vˆε, Eˆε, λˆε) of a weighted oriented graph G = (V , E , λ)
Fig. 2. Lumped elements for discretization of equations (1) at a node (left)
and (2) over an edge (right).
is made by adding nodes to V to sub-divide edges of E where
the length Lˆij ∈ Lˆε of a new edge (i, j) ∈ Eˆε is satisfies
εLµ(ij)
ε+ Lµ(ij)
< Lˆij < ε, (8)
where µ : Eˆ → E is an surjective map of refined edges to
the parent edges in E .
Remark 2: Spatial graph refinement preserves the network
structure represented by the graph, and can finely discretize
the coupled one-dimensional domains on which the network
dynamics (1)-(2) with (5)-(6) evolve. For ε≪ mini,j∈E Lij ,
the lengths in Lˆε are nearly uniform and very close to ε.
Remark 3: We assume that ε is small enough that the
relative difference of density and flux at the start and end
of each new edge (i, j) ∈ Eˆε is small. Specifically,
2
ρij(t)− ρij(t)
ρij(t) + ρij(t)
≪ 1, 2
φij(t)− φij(t)
φij(t) + φij(t)
≪ 1, ∀ t (9)
for the transient regime of interest. In other words, ε is
sufficiently small so that the relative density difference
between neighboring nodes is very small at all times.
Consider an actuated flow network with a spatial graph
refinement Gˆε with Vε = |Vε| nodes and Eε = |Eε| edges of
approximate length ε. Figure 2 illustrates an example joint
(left) and pipe (right). The variable qj denotes an injection
into the network at node j, and Ωij and Ωjk are sub-elements
corresponding to halves of incoming and outgoing edges
(i, j) and (j, k) in Eˆε. The flow at the midpoint of an edge is
denoted ϕij = φij(t, Lˆij/2). The densities ρij and ρij at the
ends of the edge (i, j) ∈ E are related to the nodal densities
ρi and ρj by Equation (6), as described in Section II.
First, we approximate the rate of change of mass within
the nodal element by summing the integrals of mass flux
gradient on each adjoining pipe segment. That is,∑
i∈∂+j
∫
Ωij
∂xφij(t, xij) +
∑
k∈∂
−
j
∫
Ωjk
∂xφjk(t, xjk) (10)
=
∑
i∈∂+j
(φij − ϕij) +
∑
k∈∂
−
j
(ϕjk − φjk) (11)
=
∑
k∈∂
−
j
ϕjk −
∑
i∈∂+j
ϕij − qj , (12)
where the last step is due to the nodal balance condition (5).
Next, applying mass conservation (1) to (10) results in∑
i∈∂+j
∫
Ωij
∂xφij(t, xij) +
∑
k∈∂
−
j
∫
Ωij
∂xφjk(t, xjk) (13)
= −
∑
i∈∂+j
∫
Ωij
∂tρij(t, xij)−
∑
k∈∂
−
j
∫
Ωij
∂tρjk(t, xjk) (14)
≈ −
∑
i∈∂+j
ε
2
ρ˙ij −
∑
k∈∂
−
j
ε
2
ρ˙
jk
(15)
= −
∑
i∈∂+j
ε
2
d
dt
(αijρj)−
∑
k∈∂
−
j
ε
2
d
dt
(αjkρj) (16)
= −
ε
2
∑
i∈∂+j
(α˙ijρj + αij ρ˙j)−
ε
2
∑
k∈∂
−
j
(α˙jkρj + αjk ρ˙j)
= −
ε
2
(α˙jρj + αj ρ˙j), (17)
where αj denotes aggregated actuation at node j ∈ Vˆε,
αj(t) =
∑
i∈∂+j
αij(t) +
∑
k∈∂
−
j
αjk(t). (18)
The approximation in (15) is made by assuming sufficient
network refinement (9), and the nodal density relations (6)
are substituted into (15) to obtain (16). We have established
equality of (12) and (17), so solving for ρj yields the
discretized nodal mass conservation dynamics
ρ˙j=
2
εαj

 ∑
i∈∂+j
ϕij−
∑
k∈∂
−
j
ϕjk+ qj

− α˙j
αj
ρj , ∀ j ∈ Vˆε. (19)
The units on both sides of (19) are equal, e.g. kg/m3/s.
Next, we approximate the dissipation equation (2) by
evaluating the spatial gradient with a finite difference
∂xρij(t, xij) ≈
1
ε
(ρij − ρij) =
1
ε
(αijρj − αijρi), (20)
accounting for endpoint actuators as shown at right in Figure
2. Applying (20) to approximate (2) at nodes yields
ϕij=−fµ(ij)
(
t, αijρj ,
1
ε
(αijρj− αijρi)
)
, ∀ i ∈ ∂+j, (21)
ϕjk=−fµ(jk)
(
t, αjkρj ,
1
ε
(αjkρk− αjkρj)
)
, ∀ k ∈ ∂−j, (22)
where (i, j) and (j, k) are used for incoming and outgoing
edges at node j, respectively. The density αijρj (resp. αjkρj)
is used in the second argument of fµ(ij) (resp. fµ(jk)), rather
than an average of that and αijρi (resp. αjkρk), because
of the assumption in (9). Substituting (21)-(22) into (19)
produces the purely nodal dynamics
ρ˙j =
2
εαj
∑
k∈∂
−
j
fµ(jk)
(
t, αjkρj ,
1
ε
(αjkρk − αjkρj)
)
−
2
εαj
∑
i∈∂+j
fµ(ij)
(
t, αijρj ,
1
ε
(αijρj − αijρi)
)
+
2
εαj
qj −
α˙j
αj
ρj , ∀ j ∈ Vˆε. (23)
Remark 4: Regularity Assumptions. First, we note that the
ODE system (23) is defined on the nodes Vˆε of the ε-refined
graph Gε. We assume that this discretization scheme for the
PDE system defined by (1)-(2) with (5)-(6) is convergent and
stable in the sense of a method of lines (MOL) solution. That
is, the distance between solutions to (23) and the classical
solution to the PDE system at locations corresponding to
refined network nodes will converge point-wise to as ε→ 0.
We derive nodal density dynamics to enable investigation
of monotonicity properties of the network flow PDE system
with respect to a finite collection of parameter functions
qi. We propose that if the assumptions of Remarks 1 and
4 hold, then such monotonicity properties derived for the
ODE system will hold for the PDE system. In this paper,
we do not attempt to prove well-posedness, regularity, and
convergence of the approximation. Instead our intention is
to derive a property assuming that such conditions hold, and
which can be used for simplification of otherwise intractable
optimal control problems subject to parameter uncertainty.
More specifically, we demonstrate a monotonicity property
of the spatially discretized nodal ODE dynamics (23), and
which is sufficient for efficient formulation of the associated
robust optimal control problem, as described in Section V.
IV. MONOTONICITY OF NODAL DYNAMICS
The monotonicity property that we will derive for the
system (23) states that nodal density can only increase with
increasing injection. Therefore, we consider monotonicity
with respect to a time-varying parameter function rather than
the control input, in contrast to the monotone control systems
literature [20], [18]. This requires several definitions in a
control system setting.
Definition 2 (Parameterized control system): Consider
x˙ = g(x, u, p), x(0) = y (24)
with state x(t) ∈ X ⊂ Rn, control vector u(t) ∈ U ⊂ Rm,
and parameter vector p(t) ∈ P ⊂ Rp where g is Lipschitz
continuous and X , U , and P are closed and convex.
Definition 3 (Monotone parameterized control system):
The control system (24) is monotone parameterized
with respect to p(t) if, for all t ≥ 0 y1, y2 ∈ X ,
u(t) : (0,∞) → U , and piecewise-continuous functions
p1(t), p2(t) : (0,∞) → P , the orderings y1 ≤ y2 and
p1(s) ≤ p2(s) ∀ s ∈ [0, t] imply that x1(t) ≤ x2(t). Here
the inequalities for vectors are meant componentwise (i.e.,
y ≤ z means that yi ≤ zi for all i = 1, . . . , n), and xj(t),
for j = 1, 2, stands for the solution to (24) with initial
condition yj , control input u(t), and parameter vector pj(t).
Definition 4: Non-negative matrix. A square matrix B ∈
R
n×n is called non-negative if all its entries are non-negative.
Definition 5: Metzler matrix. A square matrix A ∈ Rn×n
is called Metzler if all its off-diagonal entries are non-
negative, i.e., Aij ≥ 0 for all i 6= j ∈ {1, . . . , n}.
The main result in this section depends on the following
well-known monotone dynamical systems theorem.
Theorem 1 (Dynamic Monotonicity Conditions): The dy-
namical system (24) is a monotone parameterized control
system if and only if∇xg is Metzler and∇pg is non-negative
almost everywhere in Rn × Rm for all u(t) : (0,∞)→ U .
Proof: A standard application of the Kamke-Mu¨ller condi-
tions [22], [20], [25]. 
Proposition 2 (Monotonicity of Nodal Flow Dynamics):
The nodal network flow dynamics in (23) are monotone
parameterized with respect to nodal commodity injections
q = (q1, . . . , qV ) given positive compression ratio functions
αij , αij ∈ C
k
+([0, T ]) for k ≥ 1 if the dissipation function
fij(t, u, v) is differentiable and increasing in its last
argument for all original network edges, i.e.,
∂
∂v
fij(t, u, v) > 0, (i, j) ∈ E . (25)
Proof: The derivatives of ρ˙j with respect to ρi (for i ∈
∂+j), ρk (for k ∈ ∂−j), and qm (for any m ∈ {1, . . . , V }),
respectively, are
∂ρ˙j
∂ρi
=
2αij
ε2αj
hµ(ij)
(
t, αijρj ,
1
ε
(αijρj − αijρi)
)
(26)
∂ρ˙j
∂ρk
=
2αjk
ε2αj
hµ(ij)
(
t, αjkρj ,
1
ε
(αjkρk − αjkρj)
)
(27)
∂ρ˙j
∂qm
=
2
εαj
χjm (28)
where χjm = 1 if j = m and χjm = 0 if j 6= m. Deriva-
tives of the dissipation functions satisfy hµ(ij)(t, u, v) ,
∂
∂v
fµ(ij)(t, u, v) > 0 for all (i, j) ∈ Eˆε, which is inherited
from ∂
∂v
fij(t, u, v) > 0 for (i, j) ∈ E , as stipulated in
(25). In addition, αij(t), αij(t) > 0 for all (i, j) ∈ Eˆε and
αj(t) > 0 for all j ∈ Vˆε at all t > 0 as well. Therefore (26)-
(28) are strictly non-negative, so the gradient of the dynamics
with respect to the state ρ = (ρ1, . . . , ρV ) is Metzler, and
the gradient with respect to q = (q1, . . . , qV ) is non-negative.
Thus the conditions of Theorem 1 hold. 
Remark 5: Consider two initial nodal density vectors
ρ1(0), ρ2(0) ∈ RV+, two vectors of continuous nodal injection
functions q1, q2 : [0, t] → RV , and a collection of positive
compression ratio functions αij , αij : [0, T ] → R+ for
(i, j) ∈ C. Then if ρ(0)1 ≤ ρ(0)2 and q1(s) ≤ q2(s) for all
s ∈ [0, t], it follows that ρ1(t) ≤ ρ2(t), where inequalities for
vectors are meant componentwise. Here ρk(t), for k = 1, 2,
denote solutions to (23) for all j ∈ V and with initial
condition ρk(0) and injection vector qk(t). This furthermore
implies that for initial densities ρ(0) ∈ RV+ and nodal
injection functions q : [0, t] → RV that satisfy ρ1(0) ≤
ρ(0) ≤ ρ2(0) and q1(s) ≤ q(s) ≤ q2(s) ∀ s ∈ [0, t],
then the solution to (23) will satisfy ρ1(t) ≤ ρ(t) ≤ ρ2(t)
componentwise. This property holds when actuator functions
αij , αij are provided as state-independent parameters.
V. APPLICATION TO ROBUST OPTIMAL CONTROL
The results of Sections III and IV enable us to establish
important properties and robust optimal control formulations
for dynamic dissipative flows on networks.
A. Local Feedback Control can Preserve Monotonicity
Proposition 2 can be extended in a straightforward manner
to produce sufficient conditions on local feedback policies for
Fig. 3. Example single (left) or multiple (right) injection uncertainty regions.
commodity flow actuation to preserve monotonicity.
Corollary 3 (Monotonicity-Preserving Local Feedback):
The nodal dynamics in (23) are monotone parameterized
with respect to nodal injections q = (q1, . . . , qV ) given
local feedback policies αij(t) = kij(ρj(t)) for i ∈ ∂+j
and αjk(t) = kjk(ρj(t)) for k ∈ ∂−j if the functions
kij(v) and kij(v) satisfy v ddvkij(v) + kij(v) > 0 and
v ddvkij(v) + kij(v) > 0 for all (i, j) ∈ C and v ∈ R+.
Proof: Define the function
kj(v) =
∑
i∈∂+j
kij(v) +
∑
k∈∂
−
j
kjk(v), (29)
with k′(v) ≡ ddvk(v), so that under the local feedback
policies the final term in the right hand side of the nodal
dynamics (23) becomes k′j(ρj)ρ˙jρj/kj(ρj). Thus, solving
for ρ˙j yields the nodal dynamics
ρ˙j =
2
εrj
∑
k∈∂
−
j
fµ(jk)
(
t, kjkρj ,
1
ε
(kjkρk − kjkρj)
)
−
2
εrj
∑
i∈∂+j
fµ(ij)
(
t, kijρj ,
1
ε
(kijρj − kijρi)
)
+
2
εrj
qj , ∀ j ∈ Vˆε, (30)
where rj(ρj) = kj(ρj)+ k′j(ρj)ρj . Following the procedure
in Proposition 2, the gradient of (30) with respect to q =
(q1, . . . , qV ) is non-negative and the gradient with respect to
ρ = (ρ1, . . . , ρV ) is Metzler when rj(ρj) > 0 ∀ j ∈ Vˆε.
This holds given the above assumptions on kij and kij . 
B. Robust Optimal Control Formulation
Proposition 2 also enables compact formulations that
greatly simplify optimal control problems for dynamic com-
modity flow networks in which global information is avail-
able in advance. We consider the case when the commodity
injections qi(t) are known for an entire time interval [0, T ]
so that the control protocols αij and αij can be deter-
mined predictively using the dynamic model (1)-(2) with
(5)-(6). This type of optimal control problem appears in
dynamic commodity transport applications, and the mono-
tonicity property enables tractable extension to situations
with uncertain injections qi.
Observe that the discretized network flow system (23) can
be written in the form of (24) as ρ˙(t) = g(ρ(t), α(t), q(t)),
where ρ(t) ∈ RV+ is the state, α(t) ∈ RC+ is a control vector
where C = |C| is the number of compression actuators,
and q(t) ∈ RV is the parameter vector of nodal commodity
injections. Consider the optimal control problem given by
min
α
J(ρ, α) =
∫ T
0
L(t, ρ(t), α(t))dt, (31)
s.t. ρ˙(t) = g(ρ(t), α(t), q(t)), (32)
ρmin ≤ ρ(t) ≤ ρmax. (33)
Here L ∈ Ck is in the space Ck of continuous functions
with k ∈ N classical derivatives, and the dynamic constraints
g ∈ Ck−1V are in the space C
k−1
V of V -vector valued Ck−1
functions, with respect to the state, ρ(t) ∈ RV , and control,
α(t) ∈ RC . The admissible set for controls α includes the
piecewise Ckm functions on [0, T ]. The values ρmin and ρmax
are minimum and maximum commodity densities at network
nodes, and the vector inequalities (33) are entry-wise.
Suppose that each commodity injection qi ∈ Ck([0, T ])
is an uncertain function qi(t) ∈ [qi(t), qi(t)] (or even
qi(t) ∈ [q
1
i
(t), q1i (t)] ∪ [q
2
i
(t), q2i (t)]) for all t ∈ [0, T ]
as shown in Figure 3. Then the optimal control problem
(31)-(33) becomes very challenging because the dynamic
constraints (32) are repeated for an uncountable continuum
of possible functions qi ∈ Ck([0, T ]), and any sampling
approach quickly becomes intractable. Proposition 2 enables
the reformulation of (31)-(33) into the expanded problem
min
α(t)
J(ρ, α) =
∫ T
0
(L(t, ρ˜(t), α(t))dt, (34)
s.t. ρ˙(t) = g(ρ(t), α(t), q(t)), (35)
ρ˙(t) = g(ρ(t), α(t), q(t)), (36)
ρ˙(t) = g(ρ(t), α(t), q(t)), (37)
ρmin ≤ ρ(t) ≤ ρmax. (38)
ρmin ≤ ρ(t) ≤ ρmax. (39)
In the above formulation, ρ˜(t) can be one of ρ(t), ρ(t)
and ρ(t) depending on the objective function we choose to
optimize. Choosing ρ˜(t) = ρ(t) corresponds to minimizing
the nominal operational cost associated with the nominal
injection values q(t). Furthermore, if we assume that the
cost functional L(t, ρ(t), α(t)) is monotone with respect to
ρ(t), then we can optimize a worst case min-max objective
by substituting ρ˜(t) to be one of ρ(t) or ρ(t) depending on
the sign of the monotonicity of L with respect to its second
entry. The min-max objective is defined as
Jmm(ρ, α) = max
q(t)∈[q(t),q(t)]
∫ T
0
L(t, ρ(t), α(t))dt, (40)
s.t. ρ˙(t) = g(ρ(t), α(t), q(t)). (41)
Because by Remark 5 ρ(t) increases monotonically with re-
spect to q(t), and by assumption L is monotone with respect
to ρ(t), the maximum in (40) is obtained by substituting q(t)
to be one of q(t) or q(t), which justifies the choice of ρ˜(t)
described above. Observe that we have enforced upper and
lower feasibility bounds in (38) and (39) only on ρ(t) and
ρ(t). Suppose that a control protocol α(t) is found to min-
imize the running cost (34) to satisfy the dynamic and box
constraints (36) and (38) for the maximum injection vector
q(t) and the same constraints (37) and (39) for the minimum
injection q(t). As described in Remark 5, this is sufficient for
α(t) to also be feasible for any injection profile that satisfies
q(t) ≤ q(t) ≤ q(t). This key property is of significance to
creating tractable optimal control formulations for uncertain
dynamic dissipative network flows.
VI. CONCLUSIONS
We have derived monotonicity properties for a class of
actuated dynamic flows on networks described by dissipative
partial differential equation systems with nodal consistency
conditions, which are approximated by discretization in
space. The result shows that discretization can preserve
the desirable monotonicity property of such network flows,
which was recently established ab initio [30]. Specifically,
this states that under certain conditions, commodity den-
sity anywhere in the network can only increase monoton-
ically when any commodity injection is increased. We also
characterized the conditions on local feedback policies for
actuators throughout the network for which monotonicity
is maintained. In addition, the results enable compact for-
mulations that greatly simplify canonical optimal control
problems involving uncertain dynamic commodity flows over
networks, in which the solutions must be robust with respect
to commodity withdrawal uncertainty within maximum and
minimum time-dependent limits. These results are expected
to find applications in large-scale systems for transportation
of energy [27], [31], [29], [32], vehicles [11], [4], [5], [12],
[14], [13], [6], [33], and information [18], [19], [10].
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