In this paper, we consider the inventory robust constraint control problem with an uncertain demand. The considered system deals with a non-linear discrete-time stochastic model of a special structure. The robust control designing, consisting in the inventory product level minimization by the corresponding adjustment of the production rate, is shown to be converted into certain attractive ellipsoid 'minimization' problem under some specific constraints of bilinear matrix inequalities (BMI's) type. The application of an adequate coordinate changing transforms these BMI's into a set of linear matrix inequalities that permits to use directly the standard MATLAB-toolbox. The matrix generalization of the strong law of large numbers provides an instrument for the stochastic analyses of the considered process.
Introduction
'Inventory control' and 'revenue management' have become very active research topics and have been extensively studied in the academic literature in Economics, Operations Management and Marketing (see James, 1997; Kalyan & Garrett, 2005; Martin & David, 1962) . In these settings, suppliers maximize their profits over a time horizon (subject to some constraints) or minimize their inventory product level by adjusting their prices and production allocations. The comprehensive reviews of modern inventory management techniques 'under the complete information' on the system dynamics and demands can be found in Porteus (1990) and Zipkin (2000) .
On uncertain stochastic systems
The analogous problems in 'the presence of uncertainties' or 'incomplete information' on random demands are considered in Strijbosch & Moors (1998) and Toshio (1990) . The simplest case of such type of uncertainties is studied in Poznyak et al. (2002) where the demand is treated as a discrete random variable that leads to the multi-model consideration and the control action is 'a production rate'. This optimization problem is of the 'min-max' type where the maximum is taken over the set of possible dynamic models and minimum over admissible production rate referred below to as the 'inventory control'. The solution is based on the 'robust stochastic maximum principle' implementation (see Poznyak, 2009 ).
Here, we consider the more complicated case of uncertainties:
-the demands are random and generated by an exogenous (may be, non-stationary) linear system from a given class with a 'wight noise' as an input, -the demand (as a random signal) is unmeasurable online.
If a considered model is non-linear but, in some sense, is 'quasilinear' (i.e. the regular part of the right-hand side of a corresponding stochastic difference equation belongs to a 'cone' or a stripe containing an origin), then it seems to be natural to use a feedback controller which is linear on current state estimates generated by an observer of the Luenberger-like type. In the presence of unmodelled dynamics or non-decreasing perturbations, obviously, the minimization of a market demands cannot be made as small as one wishes but may be located (in some 'average sense') within some bounded convex zone contained in an ellipsoid of the corresponding dimension, or in other word, in an 'averaged attracting ellipsoid'. Varying the gain matrices of both the linear feedback and an observer device, one can 'minimize' this ellipsoid providing more preferable robust dynamics for this controlled uncertain model.
Briefly on the attractive ellipsoid method
The synthesis problem for a class of deterministic linear systems with bounded uncertainties and disturbances traced back to the pioneer works of Bertsekas & Rhodes (1971) , Bertsekas (1972) , Kurzhanski & Varaiya (2002) and Chernousko (2005) among others where the 'dynamic programming method' (see Bellman, 1957) and 'ellipsoidal calculus' (Kurzhanski & Valyi, 1997) were applied. For the perturbation of a bounded energy (L 2 (0, ∞)-case), the explicit solution for the control designing was summarized in Zhou et al. (1996) using H ∞ -approach and extended (to l 1 -case) with 'linear matrix inequality' (LMI) application in Nagapal et al. (1994) and Abedor et al. (1996) . The extension of the H ∞ -technique for the class of stochastic continuous systems with completely measurable states and stochastic noises of the multiplicative type was done in Ugrinovskii (1998) . The stability of stochastic non-linear models was studied also in Bensoubaya et al. (1999) and Ugrinovskii & Petersen (1997) but under the assumption that all states are complete measurable. The closely related numerical procedure for the gain matrix optimization of a stochastic continuous-time linear observer (filter) has been suggested and analysed in Poznyak et al. (2004) , but, in our opinion, the joint stochastic 'observation control' problem still remains a great challenge for the control society.
The concept of an 'invariant ellipsoid', where all trajectory of the market demands asymptotically arrive, in its more complete form were presented in Blanchini & Miami (2007) . In Polyak et al. (2006) , the problem of synthesis of a static state feedback controller for a linear time-invariant system, minimizing the size of the corresponding invariant ellipsoid, was reduced to optimization of a linear function under some set of LMI constraints. This method is very close in its philosophy with the, so-called, 'robust attractive ellipsoid method' designed and applied here. Although many robust control problems can be formulated in terms of LMI and be solved with semidefinite programming (Boyd et al., 2004) , a significantly wider class of problems can be formulated in terms of 'bilinear matrix inequalities' (BMI) as in Safonov et al. (1994) . As for their numerical resolution, it can be mentioned that only in very few cases (such as static state feedback and dynamic output feedback), it is possible to convert the original problem to a convex one with the appropriate change of variables and obtain the equivalent LMI's. Such BMI implementation for the class of controllable non-linear systems, satisfying the, so-called, 'quasiLipschitz condition', has been done in Gonzalez et al. (2009) .
The main goal of the paper
In this paper, we deal with demands of a 'stochastic nature' and with a model dynamics given in a discrete time. The overall 'goal' of this research is to introduce and study a inventory control problem. In particular, this paper considers an unmeasurable demand affecting a factory regime. We are interested in the adjustment of its production rate to minimize the inventory production level y under given class of unmeasured demands. Our 'free' parameters to be adjusted are the gain matrices K (in the designed feedback) and L (in the designed state observer).
Main constraints and contributions
The main 'constraints' accepted in this paper are -The regular part of the exogenous model, generating an unmeasurable demand z, is assumed to be bounded with a priory known upper bound;
-the inventory production level y is assume to be bounded, i.e. y ∈ [0, y + ], with a known upper bound;
-the admissible production rate (or, the inventory control) constitutes the given interval [0, u + ];
-the control action u is considered as a non-linear function (projectional control) (see Fig. 1 )
(1.1) of the current estimatex of the state vector x which is not always available;
-the structure of the observer generatingx is selected as a linear of a Luenberger-type form with a free gain matrix L to be designed.
The principle 'contributions' of this paper are as follows: -the matrix form of the strong law of large numbers (SLLN) is designed here to analyse the convergence to an 'averaged' attractive ellipsoid with probability one;
-a specific form of BMI (after by a special transformation converted into an LMI) is obtained which provides this a.s.-convergence and, as a result, guaranteeing the robustness property of the designed controller for a class of 'quasilinear' exogenous models;
-the numerical matrix optimization procedure, based on the interior point method (see Nesteron & Nemirovski, 1994) , which uses these LMI constraints, is suggested. It provides the optimal numerical values of the pair (K , L) guaranteeing the minimal attractive ellipsoid where almost all (a.s.) the demand trajectories arrive for any non-linear controlled system from the considered class.
Outline of the paper
The next section contains both the continuous-time and discrete-time stochastic models and the problem formulation. The Section 3 presents the robust 'averaged' attractive ellipsoid concept. The Section 4 deals with the related matrix optimization problem formulated under some BMI constraints and describes the coordinate transformation providing the representation of these constraints as LMI's. The last section presents an illustrative example of the controlled market demand process. Finally, some remarks conclude this paper.
System description and problem formulation
In this section, we specify the basic model both in continuous and discrete time.
Continuous-time model
Let (Ω, F , {F t } t 0 , P) be a given filtered probability space where a standard Brownian motion (with W 0 = 0) is defined. {F t } t 0 is assumed to be the natural filtration generated by (W t , t 0) and augmented by the P-null sets from F .
Consider the stochastic process given by the following stochastic differential equation:
which is treated as 'the market demand process'. Here, see Zhou (1991) , Taksar & Zhou (1998) and Poznyak (2009) :
is the expected demand rate at the given environment conditions;
σ (s)dW (s), the term represents the demand fluctuation due to environmental uncertainties.
To meet the demand, the factory, serving this market, should adjust its production rate to accommodate any possible changes in the current market situation. Denote by y(t), the inventory product level kept in the buffer of the capacity y + . The joint 'inventory demands' model can be represented as
where u(t) is the control action (the production rate) at time t subject to the constraint
The control processes u(t), introduced in (2.2), should be non-anticipative, i.e. it should be dependent on the current and past information only. All random variables in (2.2) are assumed to be {F t } t 0 -adapted.
Discrete-time model
The discrete time of version of (2.2) is as follows:
where τ is the discretization (sample-data) interval which is usually very small (0 < τ 1), and Φ n is a given deterministic sequence. Defining x 1,n := y n , x 2,n := z n and x n := x 1,n x 2,n , the system (2.4) can be represented in the vector form as Assuming that only the inventory production level y n is measurable, one may define the 'output of the system'ȳ n asȳ
Here in (2.5), {w n } n 0 is a martingale-difference random variable given on a filtered probability space (Ω, F , {F n } n 0 , P) with bounded second moment, i.e.
Here F n := σ (x 0 , w 0 , u 0 , . . . , w n , u n ) is a minimal sigma-algebra generated by the prehistory of the considered controlled process. The initial value x 0 is supposed to random having a bounded second moment, i.e. E{ x 0 2 } < ∞.
Problem formulation
So, 'the formal formulation problem' looks now as follows (see Fig. 2 ): based on measurable (available) data (y 0 , y 1 , . . . , y n ), design an admissible output feedback control
which provides 'good' (in some probabilistic sense) behaviour of the given uncertain model (2.2) with a minimum possible inventory production level. Below we restrict the class of all possible control actions (2.8) considering only the, so-called, 'robust liner observer-based controller' given by the feedback 9) which is linear with respect to an auxiliary sequence {x n } n 0 with termsx n , referred to as the estimate of the state x n at time n and generated by the recursive filter Define the state 'estimation error' e n :=x n − x n , the 'extended state vector' z n ∈ R 4 as z n = x n e n as well as the quadratic function
DEFINITION 2.1 We say that {x n } n 0 belongs asymptotically 'on average' to the robust attractive ellipsoid
(with the centre in the point x = 0 and the corresponding ellipsoidal matrix P x = P x > 0) if for any initial conditions of the model (2.5) and an admissible control strategy {u n } n 0 , generated by (2.9), (2.10) and satisfying (2.3), the following property holds:
Now we are ready to formulate the first main result.
THEOREM 2.1 (on the attractive ellipsoid) If for the model (2.5-2.6), controlled by the feedback (1.1) using the state estimates generated by the observer (2.10), the following matrix inequalities hold:
with the sub-blocksw 
then {x n } n 0 belongs asymptotically 'on average' to the robust attractive ellipsoid E(0, P x ) with
or, in other words,
The averaged ellipsoid
Introduce the extended error vector z n = x n e n and the following 'averaged quadratic form' or 'the averaged ellipsoid'Ṽ n given byṼ
which can be also expressed as 
and {z n } n 1 is generated by the recursion 
Matrix version of SLLN
The sufficient condition for the matrix form of the SLLN are given in the following theorem.
THEOREM 3.1 (Matrix version of SLLN) Let the matrix n be defined as in (3.1) so that the following series converges: The proof of this theorem and all others statements are given in Appendix.
Analysis of the double-averaged covariation R n
First, let us prove the following intermediate result. there exist constants ι 1 , ι 2 and λ ∈ [0, 1) satisfying 
Using the obtained estimate (3.9), we are ready to formulate the main result of this section.
THEOREM 3.3 Under the conditions of Theorem 3, the following upper estimate is valid:
So based on this upper estimate, one can conclude that SLLN holds for the considered class of random processes. PROPOSITION 3.1 Under the conditions of Theorem 3, the property (3.6) holds.
Indeed, by the upper estimate (3.10) and taking into account that
This means that the conditions of Theorem 2 are fulfilled, and hence, the SLLN holds for the considered processes.
Analytical representation of the 'averaged' attractive ellipsoid
Taking an upper limit of (2.11) and using the representation (3.1) as well as the property (3.6), we get lim sup 
Averaged attractive ellipsoid
From the relations (3.12), it follows that the 'averaged attractive ellipsoid' E(0, P δ ) is defined by the matrix
In other words, for the extended error vector z n = x n e n , the following inequality holds:
LMI representation of the constraint optimization problem
As it follows from (2.14), if one wishes to 'minimize' the inventory production level x n it make since to 'maximize' P 11 λ, α by K and L and other scalar parameters in some 'matrix' sense. Usually (see, e.g. Boyd et al., 2004; Nazin et al., 2007; Gonzalez et al., 2009) , the matrix gains K and L are suggested to be found as the solution of the following optimization problem:
Our aim here is to find the control gain matrix K and the observer gain matrix L, providing a 'good enough' stabilization as well as state estimation of the system for a wide class of non-linear systems (2.5). Now for the matrix (2.14), define the new matrixW := −W whereW > 0 and using the Schur's complement for the symmetric block matrix S S = S 11 S 12 S 12 S 22 to conclude that S > 0, we should provide
which (among others matrix inequalities) leads tō
Suppose that for some non-negative matrix Q 1 ∈ R n×n , we have 
Also, by the same reasoning, fulfilling
is equivalent to
So, (4.2) becomesw 22 > −2Q 1 − 2Q 2 + λ 22 P 22 > 0. By the same reasoning forw 11 : if
which leads tow 11 > −2Q 3 + λ 11 P 11 > 0 and for 2G K K G for some Q 4 > 0, we have
Notice that the matrix inequalities (2.14) for the fixed scalar parameters α, λ, β, ε 1 , ε 2 and ε 3 become to be LMIs. They can be solved using the MATLAB toolboxes LMItoolbox, SeDuMi and Yalmip. Our main optimization problem can be also solved using the following two-steps procedure: first-we fix the scalar parameters α, λ, β, ε 1 , ε 2 and ε 3 and solve the our problem with respect to the matrix variables which satisfy LMI constraints.
second-for the found matrix variables Y 1 , P 11 and Y 2 , P 22 , we solve our optimization problem only with respect to scalar parameters α, λ, β, ε 1 , ε 2 and ε 3 (usually using a simple multidimensional grid search method). Iterating this process, we finally find the solution α * , λ * , ε * 1 , ε * 2 , ε * 3 and Y * 1 = K P * 11 , P *
11
and Y * 2 = P * 22 L , P * 22 from which the optimal game matrices K * and L * can be found as 
Numerical examples
Consider the model governed by the following non-linear state-space equations
To design a discrete mode controller, discretize the model with sampling rate τ = 0.05. Then this model in the matrix form is as follows:
Here, w n is stochastic (uniformly distribute on a unite sphere) noise such that
and u(t) is the control action (the production rate) at time t subject to the constraint
The Fig. 3 shows the expected demand rate. 
( 5.3)
The matrix parameters P, K and L (obtained by the application of the suggested approach) realizing the robust output linear controller are as follows: The Fig. 4 shows the inventory production level x 1 . The similar Fig. 5 for the state x 2 . It can be seen from these figures that the closed loop system has a 'good performance' maintaining the control dynamics close to the state. The Fig. 6 shows that the trajectory of errors asymptotically converges to the corresponding ellipsoid. The Fig. 7 shows that the trajectory of the inventory product level asymptotically converges to the corresponding ellipsoid.
Finally, the Fig. 8 shows the control action u = π(Kx n ).
Introduce as in (Poznyak, 2009 ), the cost function h 0 (y) defined by
where the term [y − y + ] 2 + corresponds to the losses, related to an extra production storage, the term [−y] 2 + reflects the losses due to a deficit and 1 , 2 are two non-negative weighting parameters. 1-Case 1: for
2-Case 2: for
0405 .
3-Case 3:
The optimization procedure K * and L * . The Fig. 9 shows the cost function h 0 (y) (5.4) in there three cases, where 1 = 2 = 4. One can see that the calculated parameters K * and L * provide 'practically minimal' value of the cost function h 0 (y). 
Conclusion
In this paper, we propose an implemented algorithm for the realization of a robust control design for class of uncertain inventory production models. It is based on the version of the SLLN for dependent matrix sequences. The suggested constraint robust control provides the attractivity property (with probability one) for all trajectories of the controlled system to approach an averaged ellipsoid of a minimal size.
The robust 'averaged' attractive ellipsoid contains asymptotically all trajectories of the inventory production level with probability one. The design procedure is based on an extension of the conventional attractive ellipsoid method and incorporates an auxiliary non-linear constraint optimization problem. As a result of this optimization procedure, we obtain an attractive ellipsoid with some minimal properties to calculate the 'optimal' gain matrices. Moreover, the computational algorithm proposed in this paper makes it possible to generate the corresponding control law of the feedback form.
Appendix

A.1 Proof of Theorem 3.1
The substitution (2.9) into (2.10) and (2.5) leads tô
and
For the extended vector z n , it follows 
The usage (A.3) and (2.11) implies
Taking into account the property (2.7) and applying to both side of (A.4) the operator E{·/F n }, we obtain
The relation (A.5) becomes to be as
We also have
E{w n Pw n /F n }= E Rw n w n In view of (2.14), we have
We have also
Define the extended state vector
and using (A.8) and (A.7) in (A.5), we get Adding and subtracting the term z n P 1/2 λ 11 0 0 λ 22 P 1/2 z n , we obtain (2.14)
Fulfilling (2.14) implies .10) and, in view of Lemma 16.14 in Poznyak (2008) , it follows
and, finally,
A.2 Proof of Theorem 3.2
Here, we follow the scheme of the proof given in Poznyak (2009) . Since the space M of symmetric quadratic matrices is a Hilbert space with the scalar product
and the norm A 2 = tr{AA }, from (3.2), it follows 
By the back iterations, we get
In view of the representation n k=t+1
(
the last inequality can be rewritten as v t converges (a.s.). To fulfill this, it is sufficient that under the conditions of this theorem, the following two series converge with the probability one:
But a series of non-negative random variables a.s.-converges if the series of its mathematical expectations converges too, i.e. the series (A.11 ) converges (a.s.) if
t −2 E{ t 2 } < ∞ by the assumption (3.4) of this theorem. To prove that the first series in (A.12) converges too, let us apply the Cauchy-Schwartz inequality (see Michael, 2004) :
Taking into account that (A.14)
From the (A.10), we also have
a.s λV n +β n + Υ n+1 , where
That's why
a.s (λV n +β n ) 2 + 2(λV n +β n )Υ n+1 + Υ 
