INTRODUCTION
The Data Acquisition System',2 ( In this report, the data acquisition system itself will be emphasized. Since several applications have been described elsewhere5,6, they will only be mentioned as examples and further references will be given.
THE COMPUTER SYSTEM
DAS runs on a NORSK DATA family of 16 and 32 bit computers.
A typical hardware configuration consists of a ND-100 (16 DAS consists of a set of (circular) buffers and a set of tasks. All data is structured into records or "events" and has to flow through buffers. Data is put into or taken out of a buffer by tasks which are called "producers" or "consumers". No assumptions are made about the relative speeds of these tasks, which need therefore to be synchronized. For example, a producer has to be suspended when a buffer becomes full, and, conversely, a consumer has to wait when a buffer becomes empty.
This application is slightly more complicated than the classical consumer/producer problem8, because DAS has to allow for several consumers of the same data.
For This is illustrated in figure 1 . These constraints are rather arbitrary and are imposed only to limit the size of certain tables.
A task may at the same time be a producer and consumer. A typical example of such a "transducer" is an event filtering task.
Consumers may be coupled to a buffer in various ways:
-a consumer may take all the data flowing through a buffer (typically, a task which records all data on magnetic tape).
-a task may only temporarily be connected to a buffer (typically an event display task, which is only connected to a buffer when a display has been requested).
-a task may run at its "natural" speed, requesting as much data as it can handle within the limits imposed by the operating system (e.g. priorities may regulate the competition for CPU utilisation). This is essentially the same mode as the previous.
-a task may get a user specified fraction of the data (typically, a monitoring program which samples data).
-a task may run freely but is guaranteed a certain minimum fraction. This mode is obtained by switching between the two previous strategies. . The CAMAC reading task is the only data producer. The tape recording task receives all data, the display task only on request and the analysis task may use the remaining CPU capacity to sample as much data as po5sible. processing the data, the supervisor has to be invoked once more. This5 is similar for data producers, except that they can get access to a free area in the buffer which has to be filled with events.
At the next level, data is copied from the task into the buffer or vice versa. It has such features as command abbreviation and line editing (in command mode). It also allows the use of various touch screen devices (in menu mode), permits parameter anticipation in which case prompts are suppressed, parameter defaulting and optional display of default values (in either mode).
All commands may be logged on a printer or a disc file.
It is also possible to create and execute "procedure files" (disc files containg commands).
Messages may interrupt the command processor when it is waiting for command input and these may be interpreted and executed as commands, The main control program may temporarily give its control terminal to another control program, which appears to the operator as another level in the command structure.
It is also possible to run secondary control programs remotely, e.g. close to the detector or on a graphics I/O station. Hooks for user extensions have been provided.
It is possible to add commands at all levels of the command hierarchy and dummy routines have been inserted in all places which are likely to be modified, e.g.
at run start and termination. The HMINI can also be used on 32 bit machines.
In practice, the packages which were traditionally used on the off-line computers, such as HBOOK13, are often preferred here.
The histograms are presented by a separate control program, the histogram manager.
The use of a data presenter program offers many advantages. It saves code and offers a more uniform way to present the data.
It contains facilities for printing, plotting, zooming, erasing, comparing etc.
Histograms may be looked at during and after a run. It is also possible to collect statistics across several runs. It is left to the task to reset all histograms automatically at the start of a run.
Additional features such as histogram storage in computer independent format and archiving are also under consideration.
Graphics I/O is based on the mini-GD3 package15.
MULTI-PROCESSOR SYSTEMS.
The modular structure of DAS lends itself rather easily to the implementation of multi-processor systems.
The DAS supervi sor and all tasks which are synchronized with respect to the buffers, run on the ND-l00.
In practice, some of these tasks may be considered as mere "shadow" tasks which in turn control another processor (e.g. a micro-processor) or a process (e.g. on the ND-500). They may also drive a dedicated data link or serve a more general network.
These tasks may be implemented as privileged tasks if their response time is critical. On the other hand, existing programs such as data link drivers may with minimum effort be converted into a DAS task.
Most multi-processor configurations fall into one of four categories:
-micro-processors used for front-end data acquisition Such data acquisition systems employ microprocessors and memory buffers integrated with the electronics trigger and read-out system.
The microprocessors may filter, pre-process and compact the data.
An interrupt is sent to the host computer whenever an event is ready.
The shadow task on the ND-100 is in this case the standard CAMAC read-out task which is simplified since the data is already formatted in an intermediate memory buffer.
Examples of such systems are the EHS experiment at the CERN SPS, which uses several ESOP micro-processors for 3740 second level triggering and data reduction16, and UAI at the CERN proton-antiproton collider which uses four parallel fully buffered 168/E micro-processors1'.
-data spying at the CAMAC level Two DAS systems may be connected to the same CAMAC read-out chain.
Usually, the two systems are not entirely symmetrical. One system is considered to be the master, which controls the main data flow and the recording on magnetic tape. The second system which may read the same data (or part of it) provides additionial power for monitoring tasks. Either of these two systems may be further enhanced by the addition of a 32 bit back-end processor.
In case of breakdown of one system, it is usually easy to reconfigure the installation and to continue data taking in some degraded mode on the remaining system.
Another advantage of such a dual system is the possibility for independent hardware and software development (which is greatly appreciated by the software developpers). Examples of such systems are the NA4
and UAI experiments at CERN.
-shared multi-port memory systems If CPU power is lacking, it is possible to combine the 16 bit ND-100 with the 32 bit ND-500 processor, tightly coupled by shared multi-port memory.
The enhanced power of such a system has been used to implement more powerful on-line monitoring tasks (a fraction of the events may be completely reconstructed on-line), for event filtering and for on-line calibration. Since the ND-500 is multi-programmed, it is possible to run several data consumer and producer tasks provided that they are accompanied by their "shadow" counterparts on the ND-100. Data Evolutionary changes in the environment require usually a re-configuration of the system whereby most of the existing software modules may be retained without modification.
Certain functions of the data acquisition system may be transferred to another processor. Such multiprocessor configurations are implemented by "shadow" tasks. These have a dual purpose: they are coupled to the data acquisition system in the standard way, assuring synchronisation, and drive another process or processor.
