A phylogeny is a tree that relates taxonomic units based on their similarity over a set of characteristics. The phylogeny problem under the parsimony criterion consists in finding a phylogeny with a minimum number of evolutionary steps. We propose hybrid heuristic methods -based on GRASP, path-relinking and genetic algorithm methodologies -to build a phylogeny while minimizing parsimony. Computational experiments using benchmark conditions are reported, and the results obtained by the proposed hybrid heuristics are compared with the solutions obtained by a traditional GRASP (without hybridization) heuristic and with previously reported solutions in the literature. The experimental results illustrate that the proposed heuristics are efficient in terms of solution quality and time-to-target-value.
Introduction
One of the central problems in comparative biology is that of establishing ancestrality relations among species, groups of species, populations of distinct species, or homologous genes in populations of distinct species (AYALA, 1995; SWOFFORD, 1982) . These entities can be classified as taxons. Ancestrality relations are represented by a rooted tree, in which leaves represent the taxons under analysis and internal nodes represent hypothetic ancestral. This tree is called phylogeny VIANNA, 2005) . Taxons under analysis are called operational taxons, while taxons associated to internal nodes of a phylogeny are called hypothetical taxons.
Each taxon has a set of attributes called characteristics. A characteristic can represent a morphological attribute or a position of amino acids or nucleotides in a protein. Binary characteristics are those who have only two possible states, which represent the presence or the absence of some attribute. Instances of the phylogeny problem with binary characteristics are characterized by 0-1 matrices, in which each element (i,j) corresponds to the state of characteristic j within taxon i.
An evolutionary step is associated with each change of state along a branch of a phylogeny. The parsimony criterion states that the best phylogeny is the more parsimonious, i.e., the one that can be explained by the minimum number of evolutionary steps (EDWARDS; CAVALLI-SFORZA, 1964; HENNIG, 1966; SWOFFORD, 1982) . Parsimony is often legitimated as the most appropriate evaluation criterion for phylogenies, since evolutionary changes occur with very small probabilities (PENNY; HENDY, 1982; SOBER, 1987) . Given a set of taxons defined by a set of characteristics, the phylogeny problem is that of finding a phylogeny with the minimum number of evolutionary steps. It is NP-hard in general and in common restricted cases (BODLAENDER; FELLOWS; WARNOW, 1992; DAY; JOHNSON; SANKOFF, 1986; GRAHAM, 1982a; GRAHAM, 1982b) .
Figure 1(a), adapted from Kitching et al. (1998) , gives an example with n=4 taxons (lamprey, shark, salmon, and lizard) and m=6 binary characteristics: (a) paired fins, (b) jaws, (c) large dermal bones, (d) fin rays, (e) lungs, and (f) rasping tongue. We assume that the operational taxons descend from a common ancestral, in which all characteristics are absent. Changes in the characteristics are marked in the branches of the tree. Figure 1b and Figure 1c show two phylogenetic trees with different hypothetical taxons (internal nodes) explaining the ancestrality relations. The solution in Figure 1 (c) is that with the minimum parsimony value.
The first work for computing phylogenies under the parsimony criterion was proposed by Luckow and Pimentel (1985) . They proposed different mainframe programs. Later and Platnick (1987, 1989) compared phylogeny inference systems running on microcomputers. Andreatta and Ribeiro (2002) proposed a framework (under the paradigm of object oriented programming) for the development of local search heuristics and metaheuristics for combinatorial optimization problems. This framework was used for the development of a family of local search heuristics for the phylogeny problem under the parsimony criterion. It made possible a fair comparison of heuristics running under the same conditions on a set of eight benchmarks problems (ANDREATTA; . Ribeiro and Vianna (2005) proposed a GRASP+VND heuristic that found the best known solutions to date for benchmark instances. This heuristic makes use of the k-SPR neighborhood. A move in the latter may be seen as the combination of k consecutive moves in the SPR (Subtree Pruning and Regrafting) neighborhood (ANDREATTA, 1998) . A genetic algorithm was proposed by Ribeiro and Vianna (2009) .
Path-relinking was originally proposed as an intensification strategy to explore trajectories connecting elite solutions obtained by tabu search or scatter search (GLOVER, 1996 (GLOVER, , 2000 LAGUNA, 1997; MARTÍ, 2000) . It was also successfully used to introduce memory mechanisms in implementations of GRASP RESENDE, 2009a, b; MAURI; LORENA, 2009; RIBEIRO, 2003 VIANNA et al., 2007) . Cotta (2006) used path-relinking within an implementation of scatter search for solving the phylogeny problem under a distance-based optimization criterion.
The aim of this paper is to propose hybrid GRASP heuristics for the phylogeny problem, which make use of path-relinking and genetic algorithm as an intensification strategy. We evaluate experimentally the proposed heuristics and we compare the solutions obtained by them with previously known solutions in the literature. The remainder of the paper is organized as follows. In Section 2 is described the hybrid GRASP heuristics proposed. Experimental results, with benchmark instances, are presented in Section 3. Finally, concluding remarks are made in Section 4. GRASP -Greedy Randomized Adaptive Search Procedure (FEO; RESENDE, 1995; RIBEIRO, 2003 ) is a multi-start or iterative process, in which each iteration consists of two phases: construction and local search. The construction phase builds a trial solution using a greedy randomized adaptive algorithm, whose neighborhood is investigated until a local minimum is found during the local search phase. The best solution from all iterations is returned as result.
Hybrid GRASP heuristics proposed
We propose two hybrid GRASP heuristics: HGRASP and HGRASP+LS. Both heuristics work through a pool of elite solutions P found during the execution of GRASP iterations. They have an additional phase, called intensification phase, which uses P with the objective of integrating features of good solutions, found during the iterations of GRASP, into new solutions generated in subsequent iterations. In the intensification phase, genetic algorithm is used.
In traditional GRASP, i.e., GRASP without the intensification phase, all iterations are independent and therefore most good solutions are simply forgotten. The intensification phase retains previous solutions and using them as guides to speed up convergence to a good quality solution.
The remainder of this section is organized as follows. In Subsections 2.1 and 2.2, we state, respectively, the constructive and local search algorithms. In Subsection 2.3 is detailed the intensification phase, which uses the path-relinking based crossover. The heuristics HGRASP and HGRASP+LS are presented in Subsections 2.4 and 2.5, respectively.
Greedy randomized adaptive construction
In the construction phase, it was used the randomized version GStep_wR of the greedy GStep heuristic (ANDREATTA; . Numerical results have shown that this algorithm finds better solutions than others, although at the cost of slightly higher computation times.
Whenever a taxon i is inserted into a partial phylogeny under construction by algorithm GStep, all branches of the latter are evaluated (as illustrated in Figure 2 ). The chosen branch is that minimizing the insertion cost of taxon i (i.e., the most parsimonious).
Since there are still n-(k-1) unselected taxons in iteration k and 2k-5 possible branches for each insertion, the overall complexity of each construction using algorithm GStep is
In its randomized version, GStep_wR, the branch were taxon i will be inserted is randomly selected from among all those with cost at most α=10% higher than the most parsimonious incremental.
Local search method
The local search method explores the SPR neighborhood (SWOFFORD; OLSEN, 1990; SWOFFORD et al., 1996) , also described in (ANDREATTA; VIANNA, 2005) . First, a subtree of the current phylogeny is disconnected. Next, it is reconnected in a different position. illustrates an example of a move in this neighborhood, in accordance with the steps below (RIBEIRO; VIANNA, 2009):
• Step 1: An edge q = (c,f) of the current phylogeny is selected and removed. The subtree containing node c is the base subtree, while that containing node f is the pending subtree;
• Step 2: Node c is destroyed in the base subtree and its two adjacent nodes are directly connected by a new edge (a,g), which results from collapsing the original edges (a,c) and (c,g). Next, an edge r = (b,d) of the base subtree is selected for reconnecting the pending subtree;
• Step 3: A new node h is created and edge r = (b,d) is replaced by two edges (b,h) and (h,d) in the base subtree;
• Step 4: The pending subtree is reconnected to the base subtree through node h created in the previous step.
A phylogeny has O(n) potential subtrees and each of them can be reconnected by O(n) possible edges. Therefore, each solution has O(n 2 ) neighbors in the SPR neighborhood. The local search heuristic follows a best-improving strategy: all neighbors are evaluated and the best improving move is selected. The search stops when no improving move exist.
Intensification method
The intensification method proposed is a genetic algorithm that uses path-relinking as a progressive crossover operator. The use of path-relinking within a GRASP, as an intensification strategy applied to each locally optimal solution, was first used by Laguna and Martí (1999) . Surveys of GRASP with path-relinking are given in (RESENDE; RESENDE, 2012) . The path-relinking crossover method used in this work is described in Subsection 2.3.1. Figure 4 gives the algorithmic description of procedure Intensification which receives as input parameters the population of solutions, pop, and the size of it. The loop in lines 2 to 17 performs iterations (generations) while the stop criterion defined is not satisfied. During the generations, the population evolves with the goal of obtaining better quality individuals. We assume that the procedure finishes when during a generation no offspring solution replaces a parent solution in pop. During a generation, size_pop/2 crossover operations are executed, which can be visualized in the loop in lines 4 to 16. Two parent solutions are randomly selected in lines 5 and 6. The path-relinking based crossover method, detailed in Subsection 2.3.1, is applied in line 7, generating the offspring solution s. If one parent solution is worse than s, it is replaced by s in pop (lines 10 to 14). If s is better than both parent solutions, s replaces the worst one. Finally, the best solution in pop is returned in line 19.
Crossover by path relinking
Path relinking was suggested as an approach to integrate intensification and diversification strategies in the context of tabu search (GLOVER, 1996; LAGUNA, 1997) . Path-relinking is usually carried out between two solutions: one is called the initial solution, while the other is the guiding solution. One or more paths in the solution space graph connecting these solutions are explored in the search for better solutions. To generate the paths, moves applied to the initial solution introduce attributes contained in the guiding solution.
Given two parent solutions s 1 and s 2 , a bidirectional path relinking (RESENDE; is conducted: one path is computed leading from s 1 to s 2 and another leading from s 2 to s 1 . The best solution along them is returned as the offspring resulting from crossover. This mechanism is an extension of the traditional crossover operation: instead of producing only one offspring, defined by one single combination of two parents, it investigates many solutions that share the same characteristics of the selected parents.
Let s 1 and s 2 be, respectively, the initial and the guiding phylogenies. Let N 1 be the root of the phylogeny s 1 and N 2 the root of s 2 . By applying path-relinking to s 1 and s 2 , the set of operational taxons in the left subtree of N 1 will be made equal to the set of operational taxons in the left subtree of N 2 . Consequently, the operational taxons in the right subtree of N 1 will become the same appearing in the right subtree of N 2 . This process is initiated at the roots of trees s 1 and s 2 and top-down propagated until their leaves are reached. Figure 5 illustrates the application of crossover by path-relinking to phylogenies s 1 and s 2 . The phylogeny s 1 in Figure 5 -I will be progressively modified until it becomes equal to s 2 . The nodes marked in s 1 and s 2 are those corresponding to N 1 and N 2 at each step, respectively. The final situation is described in Figure 5 -VI, where both phylogenies coincide.
Heuristic HGRASP
The heuristic HGRASP makes GRASP iterations until the stop criterion be satisfied. At the end of each iteration, it is verified if the obtained solution s will be inserted in the pool P of solutions, that is, if there is no other solution in P with the same parsimony value than s. When P reaches a predetermined size, it is initiated the intensification phase described in Subsection 2.3. Figure 6 gives the algorithmic description of procedure HGRASP, which receives as input parameters the randomness percentage, α, used at the construction phase and the size of the pool P, size_P. In lines 1 to 3 the variables s*, P and acc_P are initialized. s* store the current best solution found; P is a data structure used to store the elite solutions; and acc_P signalizes the total of elite solutions stored in P. The loop in lines 4 to 22 performs GRASP iterations until the stop criterion defined be satisfied. In line 5, an initial solution s is built (using the construtive Figure 5 . Example of the application of path-relinking to two phylogenies s 1 and s 2 . method described in Subsection 2.1), in which a local search procedure (described in Subsection 2.2) is applied generating the solution s' . In case a better (more parsimonious) solution is found, s* is updated in line 8. If s' satisfies the acceptance criterion, it is inserted in P in line 12. A solution is accepted to be inserted in P if there is no other solution in P with the same parsimony value (number of evolutionary steps). If P is complete, the intensification phase begins. The procedure Intensification, detailed in Subsection 2.3, works as a genetic algorithm, in which P represents the population of solutions and size_P the population size. In case a better solution is found, s* is updated in line 16. The variables P and acc_P are reinitialized, respectively, in lines 18 and 19. Finally, the best solution found is returned in line 23.
Heuristic HGRASP+LS
The heuristic HGRASP+LS is similar to heuristic HGRASP. The difference is that the local search procedure, described in Subsection 2.2, is applied to the offspring solution s obtained by the crossover operator of procedure Intensification. This strategy is based on the metaheuristic ILS -Iterated Local Search (LOURENÇO; MARTIN; STUETZLE, 2002) , in which a solution is perturbed to be refined by a local search procedure. In the heuristic HGRASP+LS, the path-relinking based crossover works as a perturbation method. The use of local search procedures with genetic algorithms is also known as memetic algorithms (NERI; COTTA; MOSCATO, 2012).
Computational results
All computational experiments were performed on a 2.13 GHz Intel Core TM Duo P7450 with 4 Gbytes of RAM memory. The heuristics HGRASP and HGRASP+LS were implemented in C using version 6.0 of the Microsoft Visual C++ compiler. We used an implementation in C of the random number generator described in (SCHRAGE, 1979) .
We used two sets of benchmark instances. The first one is composed by eight real-life instances presented in (LUCKOW; PIMENTEL, 1985) and the second one by twenty randomly generated instances presented in (RIBEIRO; VIANNA, 2005) .
We use α=10% and SizeP=20, which represent, respectively, the randomness percentage used in constructive phase and the size of the pool P used in the intensification phase.
The heuristics HGRASP and HGRASP+LS were compared with a traditional GRASP heuristic, i.e., a GRASP heuristic that uses the construction phase described is Subsection 2.1 and the local search phase described at Subsection 2.2, but does not use the intensification phase proposed in Subsection 2.3. The proposed heuristics were also compared with the currently best known solutions for each test instance (RIBEIRO; VIANNA, 2005).
In the first experiment, the number of GRASP iterations was established as a stopping criterion. In this experiment, 100 iterations were performed. Each instance was run ten times with different seeds. For each test problem, we report in Table 1 its identification, the number of taxons (n), the number of characteristics (m) and the average computational time (in seconds) spent by each heuristic. Table 2 presents, for each instance, the parsimony value of the currently best known solution (current), followed by the best and average parsimony values obtained by each heuristic over ten runs. It is also report the percentage difference (gap) between each solution found and the currently best known solution. In the last line are presented the average gaps obtained by each heuristic. Results marked in bold face are the best obtained for each instance.
As can be seen in Table 1 , the heuristic GRASP (traditional GRASP) obtained the best solutions Since the computational times spent by the proposed heuristics were a little greater than the computational times spent by the traditional GRASP heuristic (see Table 1 ), a second experiment was done, in which ten runs of each heuristic were performed on each instance, fixing the computational time of each run. Tables 3 and 4 present the obtained results with the computation times limited to 60 and 300 seconds, respectively.
With the computational time limited to 60 seconds, heuristic GRASP obtained the best solutions for five instances and the best average values for four instances. Heuristic HGRASP obtained the best solutions for eight instances and the best average values for seven. Heuristic HGRASP+LS obtained the best solutions for 27 out of 28 instances and the best average values for 26 out of the 28 instances. With the computational time limited to 300 seconds, heuristic GRASP obtained the best solutions for eight instances and the best average values for four instances. Heuristic HGRASP obtained the best solutions for ten instances and the best average values for five. Heuristic HGRASP+LS obtained the best solutions for all instances and the best average values for 27 out of the 28 instances.
Comparing the obtained gaps, the propose heuristics obtained solutions very close to the currently best know solutions. The heuristic HGRASP+LS improved the best known solution for four instances (TST02, TST05, TST06 and TST17). To effectively compare the proposed heuristics with the traditional GRASP heuristic, we compared the behavior of each heuristic on instances ROPA and TST15 using the methodology proposed by Aiex, Resende and Ribeiro (2002) . Instance TST15 is harder than instance ROPA. Two hundred independent runs for each heuristic were done for each instance. Each run was terminated when a solution of value less than or equal to a certain target value was found. The target values were set at 327 for instance ROPA and 772 for instance TST15. Although each of these sub-optimal values was chosen such that the slowest heuristic could terminate in a reasonable amount of computation time, the relative behavior of the two heuristics is not affected by this choice. Empirical probability distributions for the time-to-targetsolution-value are plotted in Figures 7 and 8 . To plot the empirical distribution for each algorithm, we follow the procedure described in (AIEX; RESENDE; Figure 6 . Procedure HGRASP. Vianna, D. S. et al. The obtained results show that the heuristics HGRASP and HGRASP+LS systematically find better solutions than the traditional GRASP heuristic in smaller computation times. The heuristic HGRASP+LS is the most robust, presenting a much smaller variability in the computation times over different runs.
According to Table 2 , for the ROPA instance, the Average Solution Values obtained by all approaches are smaller than 327, results achieved in less than 38.9 seconds ( Table 1 ). The Figure 7 shows that, in 50 seconds, the probability of obtaining a solution with a cost less or equal to 327 is smaller than 90%. This shows how important is the observation of statistical metrics. The same occurs in the Figure 8 . In the Tables 2 and 3, the GRASP is better than HGRASP, for the TST15 instance; but, in time-to-target plot, this does not occurs. 
Conclusion
In this paper, we proposed hybrid GRASP heuristics for the phylogeny problem and showed how an intensification strategy, based on path-relinking and genetic algorithm, can be used to improve the performance of the greedy randomized search.
Computational experiments were done with 28 benchmark instances for the phylogeny problem. The proposed heuristics, HGRASP and HGRASP+LS, systematically found better solution than traditional GRASP heuristic in smaller computational times. They also found better solutions for most benchmark instances.
Comparing with the currently best known solutions, the proposed heuristics found solutions very close to them. The heuristic HGRASP+LS, running 300 seconds, improved the best known solutions for four benchmark instances, matched the best results for ten benchmark instances and found very close solutions for the others (average gap = 0.2%).
