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Sammendrag
I denne masteroppgaven undersøkes bruk av tidsserieanalyser til prediksjoner av torskepriser 
i det norske førstehåndsmarkedet. Oppgaven er skrevet i samarbeid med Norges Råfisklag. 
Prisene som predikeres er førstehåndsprisen for fersk og fryst torsk i Norges Råfisklags 
virkeområde, samt eksportprisene. Norges Råfisklag er ansvarlig for å sette minsteprisen for 
torsk. De tok i 2016 i bruk en dynamisk minsteprismodell. Med bakgrunn i denne modellen 
vil prediksjonene benyttes til å predikere minsteprisen. Denne utredningen skiller seg fra 
tidligere forskning på torskeprisene, da det benyttes tekniske analyser av tidsserier. Ukentlige 
priser for førstehåndsmarkedet og månedlige priser for eksport er benyttet i prediksjonene, 
med en tidshorisont på ett år. Kortere tidshorisonter er også undersøkt.
Den innledende analysen av tidsseriene viser en klar økende trend i samtlige priser, samtidig 
som tidsseriene ikke innehar en klar sesong, noe som kan gjøre det vanskelig å predikere 
svingningene i prisene. Prediksjonsmetodene som er utforsket er ARIMA- og ETS-modeller, 
dynamisk harmonisk regresjon med fourierrekker, TBATS og nevralt nettverk med autore-
gresjon. I tillegg er det benyttet gjennomsnitts- og regresjonsmetoder for å kombinere 
prediksjonsmodellene. Som følge av volatile priser i førstehåndsmarkedet, presenteres to 
alternative metoder; GARCH-modell og regresjon med flere variabler.
Resultater av analysene viser at de mer avanserte prediksjonsmodellene jevnt over gir bedre 
prediksjoner enn referansemodellene Naïve og Drift. Grunnet dette vil det være hensiktsmessig 
å benytte tekniske analyser av tidsserier for å predikere torskeprisene. Å inkludere en ekstern 
forklaringsvariabel øker ikke nøyaktigheten til prediksjonene. Det konkluderes med at en 
kombinasjon av å benytte prediksjonsmodeller sammen med kunnskap om markedet og 
faktorer som har vist seg å påvirke prisen, kan være det beste utgangspunktet for å predikere 
fremtidige torskepriser.
Abstract
This thesis investigates the possibilities to use time series forecasting to predict the prices 
of cod in the first-hand market in Norway. The thesis is written in collaboration with Norges 
Råfisklag, and the prices forecasted is the first-hand price of fresh and frozen cod within 
Norges Råfisklag’s region and the market price of cod. Norges Råfisklag is required by law 
to set a minimum price, and for this purpose, a dynamic pricing model has been used since 
2016. With this in mind, the forecasted prices will be used in a forecast of the minimum price. 
Weekly prices from the first-hand market and monthly market prices has been deployed in a 
one year ahead forecasting horizon.
Initial analyses of the time series shows a long term increasing trend for all three prices. 
There is no fixed seasonal pattern, which may lead to difficulties in forecasting price fluctua-
tions. The forecasting methods investigated are ARIMA and ETS models, dynamic harmonic 
regression with fourier terms, TBATS and neural network autoregression. In addition, two 
methods for forecast combinations have been explored; average and regression combinations. 
As a consequence of volatile prices in the first-hand market, two alternative methods is 
introduced; a GARCH model and dynamic regression with ARIMA-errors.
Overall, more advanced forecasting methods results in better prediction accuracy than the 
benchmark models Naïve and Drift. Accordingly, it is appropriate to use forecasting methods 
to predict the prices of cod. Furthermore, there is no substantial improvements of accuracy 
with adding an external predictor to the forecasting models. In conclusion, forecasting models 
combined with knowledge about the market and underlying factors that may affect the price, 
seems to give the best foundation to predict the future prices of cod.
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Kapittel 1 - Innledning
1 Innledning
1.1 Oppgavens formål
Førstehåndsprisen for torsk i Norge har vist seg å ha store svingninger de siste årene, både
på lang og kort sikt. Dette kan ha store konsekvenser for både fiskerne, fiskekjøperne og
salgslagene. Dersom det finnes metoder som kan gi et pålitelig og nøyaktig resultat for
prediksjoner av disse prisene, kan det ha stor verdi for de aktuelle interessentene. Teknisk
analyse av tidsserier er en vanlig anvendt metode for å predikere råvarepriser. Denne metoden
er derimot ikke anvendt i førstehåndsmarkedet for torsk i Norge. Tidligere forskning har
fokusert på hvorfor prissvingningene forekommer, men mange av metodene er tidkrevende,
både for datainnsamling, modellering og tolkning av resultat. En modell som kan predikere
svingninger i prisen kan bidra ytterligere til forskning på torskepriser, og ikke minst fungere
som en tidsbesparende metode til å predikere priser i nær fremtid.
Denne oppgaven er skrevet i samarbeid med Norges Råfisklag (heretter referert til som
Råfisklaget). Råfisklaget administrerer førstehåndsomsetningen av torsk fra Nordmøre til
Finnmark, og har en betydelig database som omfatter all salg av torsk i dette området. Dette
tilrettelegger for et godt datagrunnlag til analyse, og vil derfor være utgangspunktet for de
modellene som er benyttet.
Formålet med oppgaven er å sammenligne ulike metoder for tidsserieprediksjoner basert
på tekniske analyser av prisene i førstehåndsmarkedet. Med bakgrunn i kunnskap om
markedsmekanismer vil førstehåndsprisen for fersk og fryst bli predikert hver for seg. I tillegg
vil prisen for eksportert torsk predikeres. Bakgrunnen til dette er den dynamiske minstepris-
modellen Råfisklaget benytter for å sette minsteprisen for torsk: Den tar utgangspunkt i
gjennomsnittsprisen for fersk og fryst torsk i førstehåndsmarkedet, samt eksportpriser for
torsk. På denne måten vil modellene kunne brukes som et verktøy, ikke bare for å predikere
den faktiske prisen, men også minsteprisen.
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1.2 Oppgavens struktur
Del 2 starter med å gi en innføring i det norske førstehåndsmarkedet for torsk, med fokus på
hvordan Råfisklaget administrerer dette. Det presenteres videre hva tidligere forskning peker
på som viktige faktorer for prisdannelsen i både førstehåndsmarkedet og i eksportmarkedet.
I del 3 vil ulike tilnærminger til prediksjon av priser bli diskutert, før datagrunnlaget og
klargjøring av dette presenteres. Videre kartlegges egenskapene ved tidsseriene. Del 4 tar for
seg metodene benyttet i oppgaven. Her diskuteres valg- og evalueringskriterier, samt både
referansemodeller og mer avanserte prediksjonsmodeller. I del 5 presenteres og analyseres
resultatet, før det i del 6 blir diskutert mulige årsaker til dette. Avslutningvis vil konklusjonen
presenteres i del 7.
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2 Bakgrunn
2.1 Førstehåndsomsetningen og Norges Råfisklag
Førstehåndsmarkedet for torsk i Norge skiller seg fra andre råvaremarkeder i verden primært
på grunn av en faktor: Dette markedet er regulert gjennom Fiskesalslagslova (2013), som
stadfester at all førstehåndsomsetning av slike marine ressurser skal skje gjennom salgslag.
Disse salgslagene har rett til å sette minstepriser, bestemme hvem som kan kjøpe råvarene
og på hvilke vilkår disse handlene skal skje. Dette gjelder for all torsk som er fanget i
norske farvann. Førstehåndsomsetningen betegnes som omsetning fra den som har høstet
ressursene, og den første omsetning etter ilandføring av ressursene. Dette gjelder dersom
fangsten tidligere ikke har vært omsatt gjennom, eller med godkjenning, av et fiskesalgslag
(Fiskesalslagslova (2013), § 2). Dette betyr at omsetning av all torsk som er landet i Norge
må skje gjennom et fiskesalgslag.
Norges Råfisklag SA er fiskernes salgsorganisasjon med et geografisk virkeområde fra
og med Finnmark i nord og sørover til og med Nordmøre. De ble etablert i 1938 og er
organisert som et samvirkeforetak. Formålet til Råfisklaget er, i følge deres årsberetning for
2018, å sikre fiskernes inntekter og bidra til en bærekraftig og lønnsom verdiskapning i norsk
fiskerinæring (Norges Råfisklag, 2018). I henhold til Fiskesalslagslova (2013, §4) organiserer
de all førstehåndsomsetning for fisk landet i deres geografiske virkeområde, hvor torsken er
det viktigste fiskeslaget. I 2018 sto torsken for 60% av total omsetningsverdi i Råfisklagets
omsetning. Videre er også Råfisklagets virkeområde det viktigste for norsk torskefiske, og
i 2018 ble 89% av norsk oppfisket kvantum av nordøstarktisk torsk, fersk og fryst, omsatt
gjennom Råfisklaget (Norges Råfisklag, 2018). I tillegg er 97% av fersk torsk landet i Norge
de siste fem årene omsatt gjennom Råfisklaget (Bendiksen, 2018).
Norges Råfisklag har flere ulike omsetningsordninger, hvor den viktigste er frivillige avtaler
om leveranser av fisk direkte til fiskekjøpernes mottaksanlegg (Norges Råfisklag, 2018). Denne
omsetningsformen er spesielt viktig når det gjelder fersk torsk, hvor fiskeren leverer fangsten
relativt kort tid etter fangstidspunkt direkte til fiskekjøperen. Selv om fiskeren selv leverer
fangsten til kjøperen, er det Råfisklaget som administrerer salget og sikrer at fiskeren får
betalt. Denne sikkerheten kan Råfisklaget gi ettersom ingen fiskekjøpere får kjøpt fisk uten
bankgarantier, noe som sikrer betaling under alle omsetninger (Pettersen, 2016). Disse
direkteavtalene er en tradisjonsrik omsetningsform som er godt tilpasset strukturen på kysten
(Norges Råfisklag, 2018).
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For ombordfryst torsk er den viktigste omsetningsordningen frivillig auksjon og kontrakter 
for fisken som mellomlagres på et nøytralt fryselager i Råfisklagets distrikt (Norges Råfisklag, 
2018). Her splittes fangstene opp i auksjonspakker som er markedstilpasset og som videre 
tilbys til norske kjøpere i og utenfor Råfisklagets distrikt. Ved at flere kjøpere kan delta i 
budgivningen kan slike auksjoner bidra til økt konkurranse i markedet. Rederi og fiskekjøper 
kan også velge å inngå en kontrakt hvor disse pakkene selges direkte mellom partene, men 
hvor kjøpet administreres av Råfisklaget.
Felles for alle omsetningsformene til Råfisklaget er at det ved salg utfylles en omfattende 
kvittering som kalles sluttseddel (Norges Råfisklag, 2019). Denne sluttseddelen inneholder 
informasjon om salget, deriblant landingsdato og -sone, produkttilstand, fangststørrelse, 
pris, vektklasse, båtlengde og fangstredskap. Da denne sluttseddelen inneholder detaljert 
informasjon om både pris og mengde er den unik i verdenssammenheng, og gir grunnlag for 
en detaljert offentlig fiskeristatistikk. Sluttseddelen er utgangspunktet for datagrunnlaget 
analysene i denne oppgaven bygger på.
For videre analyse i denne oppgaven vil det trekkes frem et par punkter fra sluttseddelen 
som krever nærmere beskrivelse. Når det kommer til produkttilstand for torsken, kan torsken 
selges i forskjellige tilstander. Den vanligste er sløyd uten hode (heretter referert til som 
SLUH), men fisken kan også selges i for eksempel rund tilstand eller som filet. Når en 
sammenligner og analyserer fangster med forskjellig produkttilstand er det vanlig å bruke 
offisielle omregningsfaktorer gitt av Fiskeridirektoratet. Det er her vanlig å bruke tilstanden 
SLUH som felles produkttilstand, både for fersk og fryst torsk. Videre opererer en med flere 
vektklasser for torsken når en fører sluttseddelen. Disse vektklassene er: Torsk over 6,0 kg, 
torsk mellom 2,5 og 6,0 kg og torsk mellom 1,0 og 2,5 kg. Den viktigste vektklassen er torsk 
mellom 2,5 kg og 6,0 kg.
2.1.1 Setting av minstepris hos Norges Råfisklag
Som nevnt innledningsvis er formålet med denne oppgaven å gjøre en prediksjonsanalyse 
av prisen på fersk og fryst torsk i førstehåndsomsetningen, samt eksportpriser for torsk. 
Bakgrunnen til dette er prismodellen som Råfisklaget benytter seg av for å sette den dynamiske 
minsteprisen. Videre kommer det derfor en innføring i hvordan Råfisklaget setter minsteprisene 
og hvilke data som ligger til grunn når denne beregnes. Bakgrunnen til dette er at det i 
videre analyse i oppgaven vil bli benyttet et datagrunnlag som er tilsvarende det som brukes 
i denne beregningen.
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Tidligere ble minsteprisen satt gjennom forhandlinger mellom Norges Råfisklag, som
representerer fiskerne, og Sjømat Norge, som representerer fiskekjøperne. Formålet med
minsteprisen er fastsatt i Fiskesalslagslova (2013, §11) som sier at minsteprisen skal sørge for
en rimelig fordeling mellom fisker og industri av inntekt fra markedet. Videre sier loven at
det ved uenighet om minsteprisen er fiskesalgslaget som bestemmer minsteprisen og at det er
forbudt å omsette til lavere pris enn den fastsatte minsteprisen. Råfisklaget benytter seg i
dag av en dynamisk minstepris som settes hver 14. dag. Denne metoden for beregning ble
tatt i bruk i oktober 2016. I forkant av dette ble det blant annet avtalt at minsteprisen skal
beregnes for perioder på to uker og den skal virke fra og med første mandag i prisperioden.
Beregningen av ny minstepris foretas fredag før ny prisperiode og partene konsulteres om
resultatet. Videre ble det avtalt at beregningsperioden skal være siste to ukers faktiske priser i
førstehåndsomsetning og sist tilgjengelig eksportpris. For snittpriser i førstehåndsomsetningen
inngår alle tilstander av norsk råstoff av kvalitet A unntatt for kaisalg. Beregningsmodellen
som de da kom frem til er som gjengitt i ligning (1):
(0.80 ∗ snittprisfersk) + (0.70 ∗ snittprisfryst) + (0.60 ∗ snittpriseksport)
3 (1)
Som formelen viser, beregnes minsteprisen basert på 80% av snittprisen for fersk torsk, 
70% av snittprisen for fryst torsk og 60% av snittprisen for eksport av torsk. Snittprisen 
for fersk og fryst torsk, som er fra førstehåndsomsetningen, beregnes ut fra den viktigste 
vektklassen for torsk, som er 2,5-6 kg, og minsteprisen for øvrige vektklasser beregnes ved å 
opprettholde den differansen som er ved starten av forsøksperioden (Norges Råfisklag, 2016). 
Som nevnt ovenfor benyttes alle tilstander av torsk i denne beregningen og det brukes offisielle 
omregningsfaktorer for torsk for å få alle salgene samlet i en tilstand som er SLUH. Snittprisen 
for eksport av torsk som brukes i beregningsmodellen beregnes av Nofima, og er basert på 
eksporttall fra Norges Sjømatråd. Her brukes et månedlig veid snitt av en tilbakeregnet pris 
for de viktigste anvendelsene av torsk i den norske eksporten. Hvordan denne beregnes vil bli 
nærmere beskrevet under avsnittet 3.2.2. I Råfisklagets årsberetning for 2018 står det at det er 
styrets oppfatning at modellene for dynamisk minstepris så langt har fungert hensiktsmessig 
(Norges Råfisklag, 2018).
2.2 Det norske torskefiskeriet
Den nordøstarktiske torsken er den største torskebestanden i verden, og denne bestanden 
blir regulert i felleskap av Norge og Russland (Havforskningsinstituttet, 2019). De viktigste 
gyteplassene til torsken er i Lofoten og Vesterålen i Nordland, og den biologiske syklusen
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til torsken gir grunnlag til en sterk sesong i torskefiskeriene i Norge. Videre kan den norske
fiskeflåten i hovedsak deles inn i to hovedgrupper når det kommer til torskefisket: havflåten
og kystflåten. Kystflåten, eller den tradisjonelle fiskeflåten, er sterkest preget av syklusen til
torsken, hvor 80% av den totale torskekvoten blir fanget mellom januar og april (Pettersen,
2016). Det er i denne perioden torsken migrerer fra barentshavet og sørover mot kysten av
Norge for å gyte, i hovedsak i områdene rundt Lofoten og Vesterålen, men også nord til
Finnmark og sør til Nordmøre. Migreringen til torsken sikrer at fisken er lett tilgjengelig
langs kysten, og er derfor en viktig forutsetning for gode forhold for kystflåten.
Havflåten består av båter med tillatelse for havfiske (Pettersen, 2016). Her finner en i
hovedsak større båter, for eksempel trålere, som ofte fryser fisken om bord. Dette betyr
at havflåten i hovedsak står for fisk levert frossent. Denne delen av fiskeflåten har mindre
sesongsvingninger i fiskeriet, da disse båtene har en større rekkevidde og kan nå fisken også
når den oppholder seg lenger fra kysten i for eksempel Barentshavet. I figur 2.1 kan en se
en oversikt over omsetning per måned fra 2013 til 2018, samt prisutviklingen for torsk i de
respektive årene. Her ser en tydelig hvor store sesongsvingninger det er i kvantum fisket for
fersk torsk, som i hovedsak fiskes i månedene januar-april. En ser også at det for fryst torsk
fiskes et mer jevnt kvantum i løpet av hele året.
2.2.1 Kvoter
Det norske torskefiskeriet reguleres av kvoter, og fisket etter nordøstarktisk torsk har siden
1975 vært regulert ved totalkvoter (Total allowable catches, forkortet TAC) (Hallenstvedt,
2019). Dette året var TAC for torsk fisket nord for 62 grader nord på 890 000 tonn, hvorav
norsk kvote besto av 345 000 tonn. De årlige kvotene ble deretter redusert i årene som fulgte,
og var nede på 260 000 tonn totalt i midten av 1980-tallet. Torskebestanden befant seg
da på et lavmål på 0,8 millioner tonn, og strengere reguleringer ble derfor essensielt for å
holde torskebestanden oppe. Den sterke reduseringen av torskekvoten førte til en krise i
kystflåten, og det ble da innført et system for fartøykvoter for kystflåten. Krisen i kystflåten
førte også til en konflikt rundt fordelingen av kvoter mellom kyst- og havflåten. Gjennom
salgsorganisasjonene ble det derfor foreslått en fordelingsnøkkel mellom hav- og kystflåten,
som ble iverksatt av myndighetene. Denne fordelingsnøkkelen fikk navnet trålstigen, og
fungerer slik at det ved reduserte kvoter vil tilfalle en større andel av totalkvoten til kystflåten,
og det ved økte totale kvoter vil tilfalle en større andel til havflåten.
Torskebestanden økte deretter til 2,8 millioner tonn i 1993. Dette viser at de strenge
reguleringene, sammen med gunstig naturlig produksjon, ga ønskelig resultat (Hallenstvedt,
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Figur 2.1: Oversikt over omsetning per måned og prisutvikling for fersk og fryst torsk fra
norske fartøyer i vektklasse 2,5-6,0 kg, for årene 2013-2018 i Råfisklagets virkeområde. Kilde:
Norges Råfisklag (2018).
2019). I årene 1994-1997 økte derfor kvotene til over 700 000 tonn, men etter en reduksjon i
torskebestanden etter 1997 ble kvotene igjen redusert og var nede på 485 000 tonn i 2005,
med en norsk andel på 204 000 tonn. Etter en liten videre nedgang i årene frem til 2008, ble
det i årene som fulgte en stor oppsving i de totalt kvotene, frem til 2013, hvor den norske
kvoten var på nesten 500 000 tonn (Fiskeridirektoratet, 2018). På dette tidspunktet var
dermed kvotene historisk høye, samtidig som torskeprisene var historisk lave. Fra 2013 til
2019 har det vært en total nedgang i de norske torskekvotene på 33% (Norges Råfisklag,
2018) og de norske kvotene for torsk fisket nord for 62 grader nord er i 2019 på 316 000 tonn.
2.2.2 Fangstredskap
Det benyttes ulike type fangstredskaper i torskefisket. Figur 2.2 presenterer en oversikt over
hvor mye av omsetningen som stammer fra de ulike redskapene i 2017. Her kan en se at de
viktigste redskapene under sesongfisket (januar-april) er garn og snurrevad. Det fiskes mye
med trål i slutten av og på starten av året, som er de ukene før torsken migrerer. I følge
Råfisklaget var det i 2016 et historisk skille i redskapsfordelingen, da snurrevad for første
gang utgjorde en større del av det totale kvantum enn garnflåten (Norges Råfisklag, 2018).
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Dette kommer også frem fra figur 2.3. Her kan en i tillegg se at det har vært en nedgang i
bruken av både garn og juksa siden 2014. For kystflåten er de vanligste fangstredskapene
juksa, line, garn og snurrevad, mens for kystflåten er det autoline og trål som er de viktigste.
Figur 2.2: Samlet og redskapsfordelt omsetning av fersk og ombordfryst torsk fra norske
fartøy for 2017 i Råfisklagets virkeområde (tonn rundvekt). Kilde: Norges Råfisklag (2018).
Figur 2.3: Redskapsfordeling for fersk torsk fra norske fartøy 2014–2018 i Råfisklagets
virkeområde (tonn rund vekt). Kilde: Norges Råfisklag (2018).
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2.3 Tidligere forskning
Tidligere forskning som omhandler prisene for torsk har i all hovedsak tatt for seg spørsmålet 
om hvilke faktorer som påvirker prisen. I tillegg er det gjort en del forskning på markedsinte-
grasjon mellom forskjellige markeder for torsk, både innad i Norge og i et globalt perspektiv. 
Da det er en viktig forutsetning for denne oppgaven å forstå hvilke bakenforliggende faktorer 
som påvirker utviklingen i prisen, vil denne delen av oppgaven gå nærmere inn på noen 
viktige funn i tidligere forskning.
2.3.1 Pris for fersk og fryst torsk
Fra figur 2.1 kan en se at prisen for fryst torsk ligger jevnt over prisen for fersk torsk. Pettersen, 
Asche, & Myrland (2016) ser nærmere på denne sammenhengen og undersøker graden av 
markedsintegrasjon mellom disse to produktformene. Gjennom å undersøke den langsiktige 
prisutviklingen mellom to markeder, kan en si noe om hvilken grad av markedsintegrasjon 
som finnes. Dersom det finnes en sammenheng mellom utviklingen av prisene, er det en 
høy grad av markedsintegrasjon. For fersk og fryst torsk er det indikasjoner på en stabil, 
langsiktig sammenheng mellom prisene, men markedene er ikke fullt integrert (Pettersen et 
al., 2016). Her pekes det på de store sesongvariasjonene, i da spesielt fangst av fersk torsk, 
som en forklaring på hvorfor markedene ikke er perfekt integrert. Videre kommer det frem at 
prisene for fersk torsk bestemmes av prisene for fryst torsk. Asche, Menezes & Dias (2007) 
finner også en lignende sammenheng, og her påpekes det at prisen for torsk bestemmes av 
handelsnivået for fryst torsk.
På grunn av kort holdbarhet for fersk torsk og lagringsmuligheter for fryst torsk, omsettes 
disse produktformene gjerne forskjellig. Fersk torsk omsettes i hovedsak gjennom direktesalg, 
mens fryst torsk selges vanligvis gjennom auksjoner. Det kan derfor tenkes at forskjellen i 
prisene mellom disse to produktformene kan påvirkes av at de i hovedsak har forskjellig omset-
ningsform. Helstad, Trondsen, Vassdal & Young (2005) har undersøkt denne sammenhengen og 
finner at for sammenlignbare produktformer og størrelser er prisene høyere ved auksjonssalg enn 
ved direktesalg. De peker på at en av forklaringene til forskjellig prisnivå kan være at det er en 
større konkurranse ved auksjon, og at markedet for fryst torsk solgt ved auksjon er mer 
velfungerende enn for fersk torsk omsatt ved direktesalg. Videre trekkes det frem at fisken 
ved direktesalg ofte selges i større parti enn ved auksjon, og at sammensetningen av fisk kan 
være mer heterogen når det kommer til både størrelse og fiskeart ved direktesalg. Dermed 
kan prisforskjellen til dels forklares av en forskjell i både kvalitet og kvantitet (Helstad et al.,
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2005).
2.3.2 Kvalitet og pris
Prisen for torsk levert til kjøper, eller solgt på auksjon, kan påvirkes av kvaliteten på fisken. 
I tillegg kan kvaliteten på fisken også påvirkes av valg av fangstredskap. Sogn-Grundvåg & 
Henriksen (2011) argumenterer for at det finnes to typer markedssvikt i førstehåndsmarkedet 
for fersk hvitfisk fra kystflåten i Norge. Det første de peker på er at fisk av dårlig kvalitet 
betales med for høy pris, og det andre er at kystlinefisket, som gir den beste kvaliteten på 
fisken, er i tilbakegang. En slik forståelse er i tråd med Henriksen & Svorken (2011) som 
peker på at det har vært en økning i bruken av redskap, som for eksempel garn og snurrevad, 
som er kjent for å levere fisk av dårligere kvalitet, mens det er nedgang i bruken av juksa og 
line, som gir bedre kvalitet på fisken. Denne endringen i redskapsbruk kan forklares av at 
fiskerne selv har observert at de får samme pris for leveranser av fisk med lav kvalitet som 
ved høy kvalitet (Sogn-Grundvåg & Henriksen, 2011).
Videre påpekes det at råstoff av høy kvalitet er det beste utgangspunktet for enhver 
produksjon, da dette kan brukes til alle anvendelser av torsk og gir muligheter til å kunne 
ta en høyere pris i markedene (Heide & Henriksen, 2013). Dersom fiskerne må redusere 
effektiviteten for å kunne levere fisk av god kvalitet, og at kostnadene ved å bringe frem 
god kvalitet er høyere enn prisgevinsten som oppnås i markedet, kan en argumentere for at 
fiskerne ikke har tilstrekkelige økonomiske insentiver til å prioritere kvalitet.
Når det kommer til forskjellige attributter på torsken, fant Asche, Chen & Smith (2015) at 
størrelse på torsken er den viktigste faktoren når det kommer til prisvariasjon, med en 
forklaringsgrad på 94%. De fant også at det er en relativ prisøkning (price premium) på 
de fangstredskaper som i hovedsak brukes av større fartøy; tråler og autoline. I motsetning 
finner en ikke denne typen premium når det kommer til mindre fartøy, noe som kan støttes 
opp av funnene til Sogn-Grundvåg & Henriksen (2011), hvor fiskere rapporterte at de ikke 
får bedre betalt for fisk med bedre kvalitet. Videre finner Asche et al. (2015) heterogenitet 
på attributter mellom forskjellige landingssoner, og fremhever at prisen er vesentlig påvirket 
av hvor fiskerne velger å levere fisken. Dette funnet støttes opp av Asche & Pettersen (2016), 
hvor det er gjort en hedonisk prisanalyse i førstehåndsmarkedet for torsk i Norge, som viser 
at forskjellige attributter hos torsken verdsettes ulikt i de forskjellige regionene i Råfisklagets 
virkeområde.
10
Kapitell 2 - Bakgrunn
2.3.3 Torskepris og områder
Det har vist seg at området torsken er landet i kan ha innvirkning på hvilken pris fiskeren får
for fisken (Asche et al., 2015) og (Asche & Pettersen, 2016). Videre vil det bli sett nærmere
på om funn fra tidligere forskning indikerer at disse forskjellene er store, og hvorvidt det
finnes andre forskjeller mellom områder.
Råfisklagets virkeområde deles gjerne inn i ni forskjellige regioner. Asche & Pettersen
(2016) har undersøkt graden av markedsintegrasjon mellom disse regionene og finner at det er
høyest grad av markedsintegrasjon mellom de fem nordligste regionene fra Finnmark i nord
til Lofoten. Det er også her mesteparten av torsk er landet. Markedsintegrasjonen er lavest i
den regionen som ikke er betjent av Råfisklaget, men av Sunnmøre og Romsdal Fiskesalslag
(SuRoFi). Det viser seg imidlertid at Råfisklagets område leder prisen for SuRoFi, noe som
kan tolkes i lys av at Råfisklagets område er representativt for det norske torskemarkedet
sett i helhet.
Videre kan en trekke frem store avstander, små landinger av fisk og kort holdbarhet som
årsaker til at markedet ikke er perfekt integrert (Asche & Pettersen, 2016). Dette er ikke
nødvendigvis tilfellet for fryst torsk, men likevel kan en se at markedet ikke er fullt integrert
her heller. En forklaring her kan være at fisket er sesongbasert, og at det utenfor sesong
er mindre kvantum levert. Når det er sagt, så viser prisene i alle regionene den samme
stokastiske trenden, og en kan derfor konkludere med at markedet mellom regioner i Norge er
delvis integrert. Markedene er derimot ikke fullt integrert, fordi Law of one price ikke holder.
Dersom Law of one price er gjeldende innebærer dette at prisforskjellene mellom forskjellige
regioner, for et homogent produkt, vil være lik transportkostnadene, noe som ikke er tilfellet
her (Pettersen, 2016).
2.3.4 Torskepriser i et globalt perspektiv
Videre vil det bli undersøkt hva tidligere forskning har funnet ut om hvordan prisene i
førstehåndsmarkedet for torsk påvirkes av eksportprisene for torsk, og andre faktorer i det
globale markedet.
Pettersen & Myrland (2016) har foretatt en granger-causality test på førstehåndsprisen
og eksportprisen. En slik test fastsetter hvorvidt tidligere verdier av førstehåndsprisen kan
inneholde informasjon som kan brukes til å predikere eksportprisen, utover den informasjonen
som finnes i de tidligere observasjonene for eksportprisen alene. Her ble det avdekket at dette
er tilfellet, altså at tidligere verdier av førstehåndsprisen kan gi informasjon som kan bidra
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til å si noe om hvordan markedsprisen vil være i nær fremtid. Med andre ord betyr dette at 
førstehåndsmarkedet i Norge leder prisen for det globale markedet for torsk, og at torskeprisen 
er drevet av tilbudet. En slik tolking må likevel tas med forbehold, da det bare ble funnet 
svake bevis for dette. Videre påpekes det at prissignalene mellom førstehåndsprisene og 
markedsprisene er asymmetriske, hvor en økning i førstehåndsprisene overføres til markedet 
dobbelt så fort enn ved en nedgang i prisen.
Det blir også undersøkt om hvorvidt de forskjellige torskeproduktene som blir eksportert fra 
Norge kan bli behandlet som en samlet råvare. Her konkluderes det med at de syv vanligste 
produktformene for torsk kan bli aggregert til en samlet representativ prisindeks (Pettersen & 
Myrland, 2016). Dette betyr at selv om torsk eksporteres i mange produktformer, finnes det et 
overordnet prismønster som er representativ for all eksport for torsk. Når denne prisindeksen 
for eksport av torsk undersøkes nærmere, finnes det også en langsiktig sammenheng mellom 
prisindeksen for eksport og førstehåndsprisen.
Når det kommer til forskjellige typer torskeprodukter som blir eksportert, er det en høy 
korrelasjon mellom disse prisene og det norske førstehåndsmarkedet (Myrland & Pettersen, 
2016). Her kan det fremheves at klippfisk, saltfisk og tørrfisk, har en korrelasjon med 
førstehåndsprisen og minsteprisen på over 85%. Andre vanlige produkter har også en høy 
korrelasjon, med unntak av fersk filet som har den laveste korrelasjonen til 
førstehåndsmarkedet. Fersk hel fisk har også forholdsvis lav korrelasjon, og en kan spørre seg 
om dette kommer av faktorer som spiller inn når en handler med et produkt som har lav 
holdbarhet og ingen lengre lagringsmuligheter.
Asche et al. (2007) undersøker forsyningskjeden for torsk mellom Norge og Portugal. 
Portugal er det største markedet for torsk i EU, så det er interessant å se på sammenhengen 
mellom markedsprisene i Portugal og prisene i førstehåndsmarkedet i Norge. Her finner de at 
prissignaler overføres mellom detaljlistnivå i Portugal og førstehåndsmarkedet i Norge, men at 
det ikke er en perfekt prisoverføring. Lokale omstendigheter og sjokk i markedet kan være en 
forklaring på hvorfor det ikke er perfekt integrasjon mellom markedene. Videre indikerer dette 
at prisen for torsk blir påvirket av et globalt marked.
2.3.5 Prisutvikling og minsteprisen
I henhold til Fiskesalslagslova (2013, §11) skal minsteprisen være markedsbestemt. Myrland & 
Pettersen (2016) har brukt prisene for de viktigste produktformene for eksport av torsk og 
modellert hvordan disse markedsprisene påvirker minsteprisen. Her er det funnet en 
sammenheng mellom de fleste av markedsprisene og minsteprisen, noe som indikerer at
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minsteprisen faktisk er markedsbestemt. Videre ble sammenhengen mellom minsteprisen og
den faktiske prisen i førstehåndsmarkedet analysert, hvor det vises til en høy korrelasjon på
98% mellom prisene. Det kan derfor argumenteres for at disse to prisene egentlig er samme
prisen, bare på forskjellig nivå. Videre i undersøkelsen brukes marginen mellom disse to prisene
for å se hvordan markedsprisene påvirker førstehåndsmarkedet. Prissignaler fra markedet
overføres til førstehåndsmarkedet i et ett-til-ett forhold. Forskjellen mellom minsteprisen
og førstehåndsprisen er høyere i de to siste månedene av året, når torskesesongen starter,
mens den er lavere i juni som ikke er i sesong. I figur 2.4 kan en se hvordan minsteprisen
og førstehåndsprisen har utviklet seg over tid, og her ser en at minsteprisen fungerer som et
prisgulv for prisen for torsk i nedgangsperioder, samtidig som det er en større margin mellom
prisene i oppgangsperioder.
Figur 2.4: Førstehåndsprisen (i blått) og minsteprisen (i rødt) i NOK/kg i rundvekt for torsk
i perioden 2000-2015. Kilde: Pettersen og Myrland (2016).
Det blir også gjort funn som tyder på at valutaeffekten på marginen mellom minsteprisen
og førstehåndsprisen er negativ (Myrland & Pettersen, 2016). Dette betyr at når den norske
kronen blir svakere, blir marginen mindre, og faktisk pris ligger da nærmere minsteprisen.
Dette må imidlertid ikke forveksles med at en svak norsk valutakurs fører til en nedgang i
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prisene i førstehåndsmarkedet. Her påpekes det kun at forskjellen mellom minsteprisen og
førstehåndsprisen blir mindre som følge av en svakere norsk krone. Det blir også brukt en
indeks for arbeidsmarkedet for å se om dette har en effekt på marginen, uten at det blir gjort
signifikante funn på dette.
2.3.6 Oppsummering fra tidligere forskning
Det viser seg at det er blitt gjort mye forskning på hva som påvirker prisene for torsk, og
hvordan de forskjellige prisene henger sammen. I tillegg er graden av markedsintegrasjon,
både på et globalt og nasjonalt nivå undersøkt, hvor det finnes bevis for at markedene er
integrert.
Gjennom å se på sammenhengen mellom prisene for fersk og fryst torsk, blir det argumentert
for at prisen for fersk torsk bestemmes av prisen for fryst torsk (Pettersen et al., 2016) og
(Asche et al., 2007). Det pekes også på en høy grad av markedsintegrasjon mellom de to
produktene, og de store sesongvariasjonene utpekes som en forklaringsfaktor for at markedene
for fersk og fryst ikke er fullt integrert. Som følge av at fryst torsk vanligvis selges gjennom
auksjon, påpeker Helstad et al. (2005) at dette markedet er mer velfungerende enn fersk torsk
solgt ved direktesalg. Når det kommer til kvaliteten på fisken, kan en argumentere for at det
finnes en markedssvikt i det norske førstehåndsmarkedet for torsk, da fisk av dårlig kvalitet
ofte betales med en for høy pris, samtidig som det er en nedgang i bruken av redskapene som
gir den beste kvaliteten (Sogn-Grundvåg & Henriksen, 2011) og (Henriksen & Svorken, 2011).
Attributtene til fisken påvirker prisen heterogent mellom de forskjellige regionene, samtidig
som at størrelsen på torsken er den viktigste attributten når det kommer til prisvariasjon
(Asche et al., 2015).
Myrland & Pettersen (2016) viser til signifikante funn som tyder på at minsteprisen faktisk
er markedsbestemt, og at det er en høy korrelasjon mellom minsteprisen og førstehåndsprisen.
I tillegg understrekes det at det er en langsiktig sammenheng mellom eksportprisen og
førstehåndsprisen, og en granger-causality test viser at tidligere verdier av førstehåndsprisen
kan gi grunnlag for å si noe om hva eksportprisen vil være fremover (Pettersen & Myrland,
2016). Det finnes også indikatorer på at prisen for torsk blir påvirket av et globalt marked.
Som følge av store avstander og kort holdbarhet for fisken er de forskjellige regionene i
Råfisklagets virkeområde ikke perfekt integrert, som betyr at Law of one price ikke holder
(Asche & Pettersen, 2016).
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2.4 Potensiell verdi av prediksjonene
Det har vist seg at torskeprisene i førstehåndsmarkedet er volatile, og ser en på prisene i
både i et kort og langt perspektiv, er det store svingninger i samtlige av prisene. Tidligere
forskning kan svare på hvorfor flere av disse svingningene forekommer, men, som diskutert i
innledningen, er flere av metodene tidkrevende. Dersom det viser seg at metoder som baserer
seg på tidligere observasjoner av prisene kan predikere svingningene i prisen, kan dette være
et viktig bidrag til forskning og et viktig verktøy for eventuelle interessenter. Samtidig kan
de store svingningene i prisene vise seg vanskelig å predikere uten noe tilleggsinformasjon om
for eksempel selve fangsten (for eksempel redskap og landingssone) eller markedssituasjonen
globalt og nasjonalt.
Det har vært mange diskusjoner om hvorvidt det er riktig at en har en utøvende aktør som
setter en minstepris i markedet. Dette kan diskuteres både for og i mot, men uansett er det
et faktum at det vil fortsette å være en minstepris i det norske førstehåndsmarkedet for torsk.
På bakgrunn av dette vil det forsøkes å lage en modell som, i tillegg til å si noe om prisen
for fersk og fryst torsk og eksportprisen, også kan si noe om den fremtidige minsteprisen.
Selv om det ikke er ofte at minsteprisen faktisk er gjeldende, ser en at den fungerer som et
prisgulv i nedgangsperioder, og dermed kan ha implikasjoner på førstehåndsprisen i slike
perioder (Myrland & Pettersen, 2016). I tillegg kan en tenke seg at minstepriser i større grad
er gjeldende i landingsområder med få fiskekjøpere, hvor altså fiskekjøperne sitter med mer
markedsmakt enn fiskerne, som kanskje ikke har noen andre alternativer til hvor de kan levere
fisken. Dersom dette er tilfellet kan en tenke seg at en prediksjon av minsteprisen kan ha en
større betydning for fiskerne i slike områder, enn en prediksjon av selve førstehåndsprisen.
Dersom en får på plass en prediksjonsmodell som gir gode resultater, og bruker denne
sammen med kunnskap fra tidligere forskning, kan en potensielt ha gode muligheter til å si
noe om prisen i de kommende ukene og månedene. Dette kan dermed bidra som et viktig
beslutningsgrunnlag for Råfisklaget som organisasjon, men også for andre interessenter som
fiskerne selv og fiskekjøperne. Samtidig vil de naturlige forutsetningene til torskefisket gjøre
at det å ta beslutninger basert på prediksjonene om kjøp og salg, ikke alltid kan la seg gjøre.
Her kan en spesielt trekke frem at fersk torsk har kort holdbarhet og lite lagringsmuligheter
for fiskerne, samtidig som torskefisket er sesongbasert. Når det kommer til kjøp og salg av
fryst torsk kan en se for seg at prediksjoner potensielt kan ha større verdi, da en ikke har
den korte holdbarheten å forholde seg til, i tillegg til at både fiskeren og fiskekjøperne har
større lagringsmuligheter. Når det kommer til eksport av torsk, kan en prediksjon her være
av større betydning, da de fleste torskeprodukter eksporteres i en form som lar seg lagre over
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lenger tid. På denne måten kan eksportørene potensielt planlegge salg av produktene bedre
for å maksimere profitt ved salg.
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3 Tilnærming og data
Gjennom inneværende kapittel vil det bli introdusert ulike tilnærminger rundt prediksjon av
torskepriser. Videre kartlegges kildene til datagrunnlaget som videre analyse vil bygge på,
hvordan disse har blitt klargjort, samt hvilke avgrensninger som er blitt gjort. Til slutt vil
tidsseriene bli presentert, som et resultat av tilnærmingene og justeringene nevnt ovenfor.
Her visualiseres tidsseriene, nøkkeltall vil bli presentert og mer underliggende mønster og
egenskaper ved tidsseriene vil bli utdypet.
3.1 Prediksjoner av råvarepriser
Det finnes flere ulike metoder som kan benyttes når en skal predikere råvarepriser. To
hovedområder i denne typen analyser er tekniske og fundamentale analyser. Ved bruk av
tekniske analyser evaluerer en historiske prismønster hvor prediksjoner er gjort ved hjelp av
antagelser om fremtidige prismønster (Zsidisin, 2011). For å utføre en slik teknisk analyse
behøver en kun historiske priser som datagrunnlag. Teori som støtter opp om tekniske
analyser av råvarepriser antyder at all informasjon om markedet er reflektert i prisen, og
at dersom det foreligger ny informasjon om råvaren eller markedet vil denne informasjonen
fort bli inkorporert i prisen. Med bakgrunn av en slik forståelse av et råvaremarked kan en
argumentere for at en ikke behøver å forstå de underliggende faktorene som påvirker prisen,
men kun de historiske prismønstrene.
På den andre siden har vi fundamentale analyser, som ofte brukes dersom en skal gjøre en
langsiktig prediksjon av en råvarepris (Zsidisin, 2011). I en slik fremgangsmåte går en ut fra
at råvareprisen påvirkes av forholdet mellom tilbud og etterspørsel. En utleder da analysen
basert på underliggende faktorer som påvirker tilbud og etterspørsel og estimerer ut fra dette
hvordan tilbud og etterspørsel vil endre seg. Deretter vil en se på hvordan denne endringen
vil påvirke råvareprisen. Ser en dette i sammenheng med den norske torskeprisen, vil faktorer
som torskebestanden, torskekvoter og andre politiske reguleringer ha stor innvirkning på
tilbudet, mens etterspørselen vil i stor grad være påvirket av økonomiske konjunkturer og
lokale omstendigheter i sentrale markeder.
Denne oppgaven vil i hovedsak ha fokus på prediksjoner i en relativt kort tidshorisont. Hva
som betegnes som en lang og kort tidshorisont kan diskuteres, men Zsidisin (2011) skriver at
når det kommer til prediksjoner av råvarepriser er en tidshorisont over et år å regne som en
langtidsprediksjon mens en kortidsprediksjon kan være for de neste ukene, månedene eller
kvartalene. Da prediksjonene i denne oppgaven vil være på en tidshorisont opptil et år, kan
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dette dermed betegnes som en kort tidshorisont, og det er da vanlig å bruke tekniske analyser
for å utarbeide prediksjonene. Samme forfatter skriver videre at ved bruk av tekniske analyser
vil fremgangsmåten være som følgende: først kommer datainnsamling av historiske priser, før
en identifiserer mønster i prisutvikling, og deretter velger en eller flere forecasting-modeller
eller prediksjonsmodeller, før en modellerer disse til å passe til tidsserien. Til slutt må en
evaluere presisjonen til modellene og se etter muligheter til å forbedre de aktuelle modellene.
Ved valg av tidshorisont vil det være avgjørende å definere formålet med analysen. Hvilke
data som er tilgjengelig kan ha innvirkning på hvilke prediksjoner som er mest fordelaktig,
samtidig som det er viktig å tenke på hva en ønsker å undersøke, hva tidligere forskning
har fokusert på og hva som vil gi mest verdi for eventuelle interessenter. Videre vil valg
av tidshorisont også ha implikasjoner for hvilket datagrunnlag som bør foreligge. Når det i
oppgaven vil fokuseres på en kort tidshorisont, vil dette dermed ha en innvirkning på hvilket
datagrunnlag analysene videre i oppgaven bør bygge på. Med en kort tidshorisont vil en være
mer opptatt av svingninger i observasjonene, eller volatiliteten til prisene, som skal predikeres.
Her vil det da være fordelaktig å ha observasjoner i en høyere frekvens, for eksempel daglige
eller ukentlige data (Zsidisin, 2011).
3.1.1 Inflasjonsjustering
En annen vurdering en må ta når en skal analysere råvarepriser er hvorvidt en skal gjøre
en justering for inflasjon av prisene. Ved en slik justering vil en fjerne de prissvingningene
som forekommer på grunn av en generell endring i inflasjonen. Dersom en ønsker å gjøre
dette, er det vanlig å bruke konsumprisindeksen for å justere for inflasjon, og en vil da få
tidsserier bestående av det som kalles faste priser. Med bakgrunn i at dette ikke er noe som
vil påvirke nøyaktigheten til prediksjonene, samt at det benyttes en relativ kort tidshorisont,
er det besluttet å ikke inflasjonsjustere prisene. Dessuten er det ønskelig å predikere løpende
priser, slik at det ikke behøves å ta høyde for inflasjonsjusteringene når en ser på resultatene.
Konsumprisindeksen for de gjeldende årene er likevel blitt undersøkt, for å få et bilde på den
generelle endringen i inflasjonen, og fra 2014 til 2019 har det vært en prisstigning på 13,5%
(Statistisk Sentralbyrå, 2019).
3.2 Datakilder og avgrensninger
Det vil bli benyttet tre forskjellige datasett i oppgaven som representerer førstehåndsprisene
for fersk og fryst torsk og prisene for eksportert torsk. Disse vil bli omtalt som: fersk, fryst
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og eksport.
3.2.1 Fersk og fryst
Datasettene for fersk og fryst er tilsendt fra Råfisklaget, og som nevnt innledningsvis har
de en relativ stor database, som inneholder informasjon for hvert salg som er gjort for torsk
landet i deres virkeområde tilbake til 1980-tallet. Da datagrunnlaget for denne databasen er
sluttsedler og inneholder mye informasjon om hvert enkelt salg, er det nødvendig å gjøre noen
avgrensninger for hvilke data som vil bli benyttet i prediksjonene. Etter en vurdering ble det
valgt å få tilsendt data fra januar 2000 til september 2019, da dette vil være et tilstrekkelig
datagrunnlag for analysene som skal benyttes.
Videre vil det bli benyttet tekniske analyser, som diskutert i avsnitt 3.1, og det ble
dermed tilsendt tidsserier på daglig basis for pris og mengder. Da analysene i oppgaven skal
knyttes opp mot minsteprismodellen som Råfisklaget i dag benytter seg av, vil det samme
datagrunnlaget som brukes i beregningen av minsteprisen bli brukt. Dette betyr at datasettet
kun inneholder priser for den viktigste vektklassen, altså mellom 2,5 kg og 6,0 kg, for torsk i
tilstanden SLUH. Det er også tatt med data for tilsvarende størrelser for tilstandene sløyd
med hode (3,2 kg til 7,6 kg) og rund torsk (3,7 kg til 9,0 kg), hvor alle prisene er omregnet
tilsvarende tilstanden SLUH. Videre er det kun tatt med omsetning fra norske fartøy, fisk med
A-kvalitet og hovedprodukter. Omsetningsformene som er tatt med er auksjon, kontrakt og
vanlige direktesalg, og oppgjørsformene er oppgjør gjennom Råfisklaget, dispensasjonsoppgjør
gjennom laget samt egenovertakelse.
3.2.2 Eksport
Datagrunnlaget for eksportprisene som blir brukt videre i analysen er tilsendt fra Nofima.
I henhold til Råfisklagets melding om dynamisk minstepris skal råvareprisen basis eksport,
beregnes av Nofima (Norges Råfisklag, 2016). Dette betyr at de datakildene som ligger til
grunn for videre analyse for eksport i oppgaven, er den samme som benyttes i beregningene
av minsteprisen. På forhånd er ekstremverdier ekskludert fra beregningene manuelt og
skjønnsmessig av Nofima. Prisen som beregnes er et månedlig veid snitt av en tilbakeregnet
pris på sløyd hodekappet torsk for de viktigste anvendelsene av torsk i den norske eksporten.
De viktigste anvendelsene, som dermed er grunnlaget for denne dataen er: Fersk, fryst, fersk
filet, fryst filet, saltfisk, saltet filet, klippfisk og tørrfisk. Da de forskjellige varegruppene
har forskjellige attributter når det kommer til vekt og produksjonsmåte, er både prisen og
19
Kapitell 3 - Tilnærming og data
totalvekten oppgitt i SLUH og det er her benyttet offisielle omregningsfaktorer. For hver av
disse varegruppene er det først summert eksportvolumet for de siste 12 månedene. Deretter
er denne vekten multiplisert med prisen for den aktuelle måneden, før dette deles på den
totale vekten for alle varegruppene. Dette kan oppsummeres med ligning (2):
vektt,g =
∑
tεT
vekt(t−11, ..., t) ∀ g ε G
prist =
∑
gεG(vekt,g · prist,g)∑
gεG vekt,g
, ∀ t ε T (2)
hvor tεT = tid, måneder og gεG = varegrupper
3.3 Variabler og antall observasjoner
For fersk er det daglige data for variablene dato, vekt og pris. Dato er landingsdato, vekt er
totalt antall kilo i SLUH som ble landet den aktuelle dagen og pris er gjennomsnittlig pris
per kilo i SLUH. Første observasjon er 3.januar 2000, og siste er 29. september 2019. Totalt
har datasettet 7118 observasjoner, som betyr at det er tilsvarende dager med levert kvantum
og gjennomsnittspriser. Fersk torsk lagres minst mulig, og fiskerne leverer stort sett fisken
samme dag som den fanges. Dette gjør at det er daglige landinger av torsk hele året, med
unntak av noen få dager.
Tilsvarende foreligger de samme variablene for fryst, også her på daglig nivå. Første
observasjon er 1.januar 2000, og siste er 29.september 2019. Totalt har datasettet 3897
observasjoner, som er dager med levert kvantum og gjennomsnittspriser. Dette betyr at fryst
har betraktelig færre observasjoner sammenlignet med datasettet for fersk torsk. Her kan det
påpekes at dette ikke betyr at det mangler data for faktiske leveranser av fisk, men at det for
datoer som mangler observasjoner ikke har vært omsetning av fryst fisk. Fryst fisk leveres i
hovedsak av havflåten, som består av store skip som kan være ute på fiske over lengre tid, og
har muligheten til å lagre fryst fisk ombord. Dette gjør at leveransene forekommer sjeldnere
enn for fersk torsk, noe som resulterer i færre observasjoner i datasettet.
Eksport har månedlige data, for variablene vekt i SLUH og gjennomsnittlig pris, både per
produktform og totalt. Ettersom en benytter veide snitt av en tilbakeregnet pris er det ikke
data for år 2000. Perioden for eksport er derfor fra januar 2001 til september 2019, og det er
totalt 225 månedlige observasjoner, som alle har registrert kvantum og gjennomsnittspriser.
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3.4 Klargjøring av datasettene
Før beskrivende og forklarende analyser av datasettene vil det være nødvendig å klargjøre
datesettene. Her vil endringene som er gjennomført bli skissert, i tillegg til at det vil bli gitt
en begrunnelse til disse endringene.
3.4.1 Innskrenking av observasjoner
Etter å ha undersøkt prisene fra 2000 til 2019, og evaluert tidshorisonten til prediksjonene,
vil den videre analysen bygge på data fra 2014 og utover. Bakgrunnen til dette er todelt:
For det første kan en observere at det har vært store svingninger i prisen og perioder med
lave priser i årene 2008-2010 og videre til 2013. Dette kan forklares av blant annet høye
torskekvoter og en urolig økonomisk situasjon, og betegnes derfor som en spesiell situasjon i
det norske torskemarkedet. For det andre, er det mindre sannsynlighet at en ser slike store
endringer på kort sikt. For korttidsprediksjoner kan det derfor være en riktig vurdering å
se bort fra observasjoner langt tilbake i tid, da viktige bakenforliggende faktorer som kan
påvirke prisen ikke har nok tid til å endre seg vesentlig (Hyndman & Athanasopoulos, 2018).
Det er imidlertid viktig å gjøre en god vurdering når en skal anvende en slik avgrensning av
lengden på tidsseriene, samt vurdere eventuelle baksider med en slik avgrensing. For eksempel
vil det spesielt for eksport ha større konsekvenser, hvor det kun er månedlige observasjoner og
dermed bli relativt få observasjoner totalt. Hyndman & Kostenko (2007) argumenterer for at
en ideelt sett bør benytte så mye data en har tilgjengelig når en lager prediksjonsmodeller av
tidsserier, men fremlegger likevel noen retningslinjer for minimumskrav til antall observasjoner.
Her påpekes det at for tidsserierer med mye tilfeldig variasjon vil det være behov for flere
observasjoner for at modellen skal klare å fange opp disse variasjonene, enn i en tidsserie
med lite tilfeldig variasjon. Zsidisin (2011) foreslår å hente inn data for de siste 2-3 årene
når en skal lage kortsiktige prediksjoner, men påpeker samtidig at det er viktig å forstå
de grunnleggende markedsfaktorene både når en evaluerer og tar beslutninger basert på
prediksjonene. Med bakgrunn i diskusjonen ovenfor, kombinert med den kunnskapen om
de grunnleggende markedsfaktorene som blir skissert i avsnitt 2.3 evalueres det som en god
beslutning å innskrenke datasettet til å gjelde fra 2014-2019.
21
Kapitell 3 - Tilnærming og data
3.4.2 Aggregering av data - daglig til ukentlig
En annen viktig avgjørelse i denne oppgaven er hvorvidt en skal aggregere datasettene. Dette
er aktuelt for datasettene fersk og fryst, hvor en kan aggregere fra daglige til ukentlige
observasjoner. Ved å aggregere datasettene vil detaljnivået til dataen endres. Det finnes flere
metoder å gjøre dette på, hvorav de mest brukte metodene er å kalkulere gjennomsnittet
eller summere endringene mellom dagene som hører til de respektive ukene. Det er viktig
å huske på at de forskjellige metodene vil gi forskjellig resultat, og dette vil igjen påvirke
prediksjonene en gjennomfører.
Det kan være et vanskelig spørsmål om en skal aggregere datasettene, og det finnes heller
ingen klar fasit for hva som er rett eller galt. Det er derfor viktig å se på fordeler og
ulemper, samt hvordan dette påvirker de aktuelle datasettene. Datasettene er forholdsvis
store og dersom disse aggregeres til ukentlig nivå vil disse reduseres betraktelig. Dette gjør
at modelleringstiden vil gå ned, og modellene vil være raskere å programmere. Samtidig
vil det fortsatt være en tilstrekkelig mengde med observasjoner for å kunne gjennomføre
prediksjonene. På den annen side kan en også miste viktige detaljer i dataen som bare ville
vært tilgjengelig på dagnivå. Eksempel på slike detaljer er “helg” og “ferie”-effekter, som
kan være tydelige for virksomheter i næringer som holder stengt i helger og ferier. Dersom
en aggregerer datasettene vil noen av disse dagene, der en eventuelt vil se en slik effekt, bli
borte.
Etter en undersøkelse av datasettene og kan en se at det blir levert fisk lørdager og søndager,
samt i ferieperioder. Dette betyr at “helge” og “ferie”-effektene kan ses vekk fra for både
fersk og fryst. Prediksjonene vil fortsatt kunne gi verdifull informasjon selv om de er på
ukenivå, og minsteprisen vil også kunne predikeres. Denne er sammensatt av data i to-ukers
intervaller som betyr at i stedet for å bruke 14 dager som input, vil det heller bli brukt to
uker. Det er 2098 dager mellom 1.januar 2014 og 29.september 2019. Fersk mangler derfor
13 dager for å få et “komplett” daglig datasett. Fryst derimot mangler 762 dager. Ved å
aggregere datasettene vil en derfor få mer komplette datasett, hvor det er leveranser for hver
uke, og dermed ingen manglende observasjoner.
Med bakgrunn i argumentasjonen ovenfor vil derfor datasettene for fersk og fryst bli
aggregert fra daglige til ukentlige observasjoner. Metoden for aggregering er gjennomsnittsme-
toden, hvor det vil bli brukt et vektet gjennomsnitt basert på mengden fisk levert de respektive
dagene. Dette er også fremgangsmåten som brukes av Råfisklaget når de benytter seg av
ukentlige gjennomsnittspriser.
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Fremgangsmåte
Det vektede gjennomsnittet tar utgangspunkt i mengden som er landet de aktuelle dagene, 
som betyr at priser på dager hvor det er levert et større kvantum får derfor større betydning. 
I datasettet er det opprinnelig følgende variabler: omsetningsdato, beløp, total rundvekt og 
pris for fryst torsk SLUH. Siden vekten for leveransene er oppgitt i rundvekt er det nødvendig 
å konvertere denne til tilsvarende SLUH vekt. Her benyttes de offisielle omregningsfaktorene, 
som er på 1,5 for nordøstarktisk torsk, fra rundvekt til SLUH. Når en har funnet den 
totale SLUH vekten per dag, summeres denne for hver uke. Deretter får en den ukentlige 
gjennomsnittsprisen ved å multiplisere pris med vekt for hver dag, for så å dividere den med 
den totale vekten den aktuelle uken.
Etter aggregering av datasettene får en to nye datasett for fersk og fryst. Disse har fortsatt 
samme tidsperiode, men antall observasjoner er nå 300 uker. Tidligere ble det diskutert 
at datasettene manglet dager for å få komplette datasett, noe som ikke er tilfellet etter 
aggregeringen. Nå mangler det ingen observasjoner for hverken fersk eller fryst. Det er heller 
ingen manglende observasjoner for eksport. Det kan også nevnes at dersom årene 2000-2014 
hadde vært inkludert i tidsseriene ville det for fryst vært 53 manglende observasjoner etter 
aggregering. Etter 2014 og frem til september 2019 er det blitt langt hyppigere leveranser av 
fryst torsk, og dermed forekommer det alltid minimum en leveranse per uke. Fersk vil ikke 
ha forekomster av manglende observasjoner uansett tidshorisont ettersom leveransene her er 
langt hyppigere enn for fryst.
3.4.3 Ekstremverdier
Ekstremverdier er observasjoner som er plassert langt fra de resterende observasjonene i verdi 
(Hyndman & Athanasopoulos, 2018). Disse kan forekomme av forskjellige grunner, men en 
vanlig årsak er at de er feil. Det kan være en feilaktig utregnet landingspris eller rett og slett 
tastefeil. Ekstremverdier er viktig å identifisere ettersom disse kan ha stor påvirkning for 
senere analyser og prediksjoner. I figur 3.1 kan en se en observasjon som skiller seg spesielt 
ut for tidsserien til fersk, markert i rødt. Dersom denne inspiseres nærmere kan en se at for uke 
52 i 2014 ble det registrert en ukentlig gjennomsnittlig pris på 20,93 kroner. Ingen av tidligere 
eller nære fremtidige observasjoner har en pris så høy som denne, og den kan dermed 
klassifiseres som en ekstremverdi. Videre kan det undersøkes hvorvidt det er en føringsfeil 
som gjør at denne ekstremverdien forekommer eller om den er riktig og må beholdes.
De daglige observasjoner som er brukt til å aggregere uke 52 i 2014 er fra 22.-28.desember.
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Dersom den høyeste registrerte prisen for denne uken identifiseres kan en se at det er registrert 
en gjennomsnittlig pris på 44,01 kroner den 23.desember. Den nest høyeste registrerte 
gjennomsnittsprisen denne uken er 17,03 kroner. En slik økning i pris på rundt 150% fra en dag 
til en annen er høyst usannsynlig. Gjennom dialog med Råfisklaget konkluderes det derfor med 
at dette er en føringsfeil. Uke 52 i 2014 blir derfor fjernet og erstattet med en beregnet verdi. 
Den beregnede verdien kalkuleres gjennom lineær interpolering, hvor en benytter lineære 
polynomer for å konstruere det nye datapunktet. På denne måten vil den beregnede verdien bli 
så realistisk som mulig. Videre er det ingen forekomster av ekstremverdier for fryst og 
eksport.
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Figur 3.1: Priser i kg/NOK for fersk fra uke 1 2014 til uke 39 2019, hvor ekstremverdien i
uke 52 i 2014 er markert i rødt.
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3.5 Prediksjonsvariabler
Utgangspunktet for analysene i denne oppgaven er tidsserier. Disse tidsseriene settes opp ved
å bruke observasjonene for pris fra hvert enkelt datasett. Tidsserien består derfor av de veide
gjennomsnittlige prisene for hver uke (Fersk og Fryst) eller måned (Eksport) sammen med
tilhørende tidspunkt observasjonen er observert.
I figur 3.2 visualiseres trenden til de tre tidsseriene med full lengde. Disse er for perioden
fra uke 1 2000 til uke 39 2019 for fersk og fryst, i tillegg til januar 2001 til september 2019 for
eksport. For å visualisere trenden er det brukt lokal regresjon, også kalt LOESS regression.
Dette er valgt for å bedre få frem utviklingen som har vært i prisene de siste årene.
Figur 3.2: Utvikling i prisene for fersk, fryst og eksport fra 2000 til uke 39 2019. Priser i
NOK/kg.
Figur 3.2 viser at tidsseriene beveger seg ganske likt og følger de samme mønstrene over tid.
Som diskutert i avsnitt 3.4.2 vil det bli benyttet en kortere tidsperiode, fra januar 2014 til
september 2019, og tidsseriene som vil bli benyttet videre gjennom oppgaven, er visualisert i
figur 3.3.
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Figur 3.3: Priser for henholdsvis fersk, fryst og eksport for perioden 01.01.2014 til 29.09.2019.
Figur 3.3 viser nå de tre tidsseriene som vil bli benyttet videre i oppgaven. Plottet viser 
utviklingen til prisen gjennom den avgrensede perioden. Fryst har mer variasjon i dataen 
enn de to andre tidsseriene. Tabell 3.1 viser at prisene for fersk er på sitt laveste på 11,32 
kroner per kilo og på det høyeste 32,18 kroner. For fryst er disse 13,70 og 40,70 kroner. For 
eksport er disse 18,33 og 42,74 kroner. Alle tre tidsseriene har dermed en kraftig prisøkning. 
Likt for alle tidsseriene ligger gjennomsnittet nært medianen, noe som indikerer lite skjevhet.
Tabell 3.1: Deskriptiv statistikk for fersk, fryst og eksport
Fersk Fryst Eksport
Min. 11.32 13.70 18.33
1st Qu. 17.84 24.41 27.81
Median 22.38 28.44 31.45
Mean 21.83 28.43 31.24
3rd Qu. 25.43 33.72 35.21
Max. 32.18 40.70 42.74
3.6 Egenskaper ved tidsseriene
Egenskapene til tidsseriene kan oppsummeres gjennom å se på trender, sesonger og sykliske
svingninger. Det er viktig å fremheve her at en tidsserie vil fortsatt kunne defineres som en
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tidsserie, selv om ikke alle disse karaktertrekkene er like fremtredende.
Trend og sykliske svingninger
Alle de tre tidsseriene i figur 3.3 viser en klar økende trend og i motsetning til ved en
lang tidshorisont, er det ingen trendmessige svingninger i plottene ved en kort tidshorisont.
Ettersom flere av modellene som vil bli brukt til å predikere tidsseriene baserer seg på trender,
vil en sterk trend være med å styrke prediksjonene. Ut i fra figur 3.3 er det ikke tegn til
sykliske variasjoner. Sykliske variasjoner er store variasjoner i form av høyde- og fallkurver
som ofte varer i perioder på minimum 2 år (Hyndman & Athanasopoulos, 2018). Det kan
imidlertid tenkes at slike sykliske variasjoner i prisen på torsk forekommer, men at dette ikke
kommer frem i datagrunnlaget.
Sesong
Dersom observasjonene i tidsserien danner et mønster ut fra når de er observert kan en si at
det foreligger et sesongmønster (Hyndman & Athanasopoulos, 2018). Når det her snakkes om
sesongen, er det viktig å få frem at en her undersøker mønster i prisen, og at dette ikke må
forveksles med sesongfisket som påvirker mengden som er fisket. Figur 3.4 viser sesongplot
for hver enkelt tidsserie og en kan se at det innenfor hvert enkelt år er store prismessige
svingninger.
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Figur 3.4: Sesongplot for tidsseriene fersk, fryst og eksport.
Ved første øyekast kan det se ut til at tidsseriene fersk, fryst og eksport har klare sesong-
variasjoner. Ved nærmere ettersyn kan en se variasjonene i sesong fra år til år er store og
bærer preg av et tilfeldig mønster. For fersk er det likevel tendenser til at hvert år avsluttes
med en økning i pris, før den avtar i de påfølgende ukene i starten av året. Deretter varierer
prisene hyppigere med en stigning fra midten av året frem mot desember. Variasjonene her
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er tilfeldige og følger ingen klare mønster. Fryst inneholder også store variasjoner gjennom
hele året. Om en ser vekk fra de store svingningene, kan en se tegn på at prisene øker fra
sommeren og frem mot desember. For eksport er det en klarere sesong, hvor hvert år starter
med en reduksjon i pris, etterfulgt av en økning frem mot årsskiftet. Svingningene er naturlig
nok mindre ettersom denne er basert på månedlige data.
Ved å se på trend, sykliske variasjoner og sesong kan en se at dataen har en klar økende
trend som vil bidra til å styrke prediksjonene til flere av modellene. Tidsseriene har ingen
tydelig sesong eller sykliske variasjoner. Selv om det er tendenser til faste sesongvariasjoner er
disse uklare, og endrer seg over tid. Det kan derfor tenkes at sesongvariasjonene til tidsseriene
vil bli problematisk å fange opp for modeller som baserer mye av forklaringskraften sin rundt
dette.
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4 Metode
I dette kapittelet blir metoder og teori knyttet til tekniske analyser av tidsserier diskutert.
Først vil kjennetegn på en stasjonær tidsserie bli skissert, og tiltak som kan tas for å gjøre
tidsserien stasjonær gjennom differensiering vil bli diskutert. Da differensiering er noe som
flere av prediksjonsmetodene benytter seg av, vil en forståelse for hvordan det påvirker
tidsserien være viktig. Videre vil også autokorrelasjonen til tidsseriene bli undersøkt nærmere.
Ettersom de forskjellige metodene kan resultere i flere prediksjonsmodeller, er det et behov
for et kriterium som kan bestemme hvilken modell som gir det beste resultatet innenfor
hver metode. Her vil det bli brukt AICc, som er nærmere beskrevet under avsnitt 4.3.
De forskjellige prediksjonsmetodene som vil bli testet ut på tidsseriene vil bli presentert i
avsnitt 4.4. Videre vil det bli presentert to alternative metoder for prediksjon. En kan også
velge å kombinere flere modeller for å se om det gir et bedre resultat. Metodene for slike
modellkombinasjoner vil bli presentert i avsnitt 4.5. For å finne de modellene som gir de
beste prediksjonene, og videre for å evaluere disse prediksjonene, har en behov for et eller
flere måltall en kan bruke. Måltallene måler avvikene mellom faktiske verdier og predikerte
verdier og vil bli presentert i avsnitt 4.6.
4.1 Stasjonære tidsserier
En stasjonær tidsserie er en serie hvor observasjonene ikke er avhengig av når tidsserien er
observert og er dermed tidsuavhengig (Hyndman & Athanasopoulos, 2018). Tidsserier med
en klar trend eller sesong er derfor ikke stasjonære, ettersom trenden og sesongen påvirker
observasjonene ulikt over tid. Følgelig kan en stasjonær tidsserie defineres som en white noise
serie. En white noise serie er en tidsserie uten auto-korrelasjon. Dette betyr at tidspunktet
for observasjonen ikke har betydning, da den skal være tilnærmet lik over tid. Tidsserien vil
heller ikke ha forutsigbart mønster på lang sikt. En ikke-stasjonær tidsserie kan bli stasjonær
gjennom å benytte differensieringer. Her gjøres observasjonen tidsuavhengig gjennom å
benytte formelen:
y′t = yt − yt−1, (3)
hvor yt er observasjon ved tidspunkt t, og y′t er den differensierte av yt.
Sesongmessige tidsserier kan også gjøres stasjonær gjennom å anvende sesongmessig dif-
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ferensiering. Indeksen som trekkes fra hver verdi i tidsserien er i enkelhet verdien som ble
observert i samme sesong ett år tidligere. På denne måten vil sesongdifferensiering av y i
periode t bli gitt av formelen:
sy′t = yt − yt−m, (4)
hvor m er frekvensen for sesongen til tidsserien og sy′t er den sesongdifferensierte av yt.
Flere av prediksjonsmetodene presterer bedre dersom en benytter differensierte tidsserier.
Det vil også bli benyttet metoder som har innebygde funksjoner som tar høyde for trender og
sesonger. Eksempelvis prediksjonsmetoden dynamisk harmonisk regresjon med fourier terms,
som benytter fourier terms til å forklare spesifikke hendelser og sesonger. Denne metoden er
nærmere beskrevet under avsnitt 4.4.6. Gjennom å analysere tidsseriene for stasjonæritet
kan en danne seg et bedre bilde og avdekke muligheter for forbedring før prediksjonene
gjennomføres.
4.1.1 Autokorrelasjonsplot og delvis autokorrelasjonsplot
En tidsserie består av trend, sesong, sykluser og residualer. Et ACF-plot benytter alle disse
komponentene når en ser på korrelasjonene mellom observasjoner. Et PACF-plot benytter
residualene og ser på korrelasjonen mellom disse. ACF står for komplett autokorrelasjon,
mens PACF står for delvis autokorrelasjon. Residualene er komponenter som gjenstår etter
en har tatt høyde for effekter som er tidligere forklart av laggede verdier. Laggede verdier kan
forklares som verdier fra et tidligere tidspunkt i tidsserien. Dette betyr at allerede forklart
variasjon fjernes før en finner neste korrelasjon. Det er viktig å huske på at for mye korrelasjon
ikke er ønskelig da dette kan forårsake multikollinearitet.
Fra ACF plottene i figur 4.1 vises korrelasjonen mellom hver enkelt tidsserie opp mot dens
laggede verdier. Verdiene er lagget tre år tilbake i tid som betyr at for fersk og fryst brukes
det 156 lags, mens det for eksport blir brukt 36 lags. Her ser en at yt er korrelert med yt−1,
noe som også betyr at yt−1 og yt−2 må være korrelert. Dette kan være et resultatet av at
begge laggede verdier har sammenhenger med yt, og ikke nødvendigvis at yt−2 inneholder ny
informasjon. Dette gjelder for alle tre tidsseriene. For PACF plottene ser en at disse effektene
er redusert. Ettersom PACF plottet er justert for tidligere laggede verdier, vil disse plottene
ofte fungere godt til å finne antall lags for autokorrelasjons- og flytende gjennomsnittsbegreper
ved bruk av ARIMA-modeller (Hyndman & Athanasopoulos, 2018). ARIMA-modeller vil bli
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nærmere beskrevet under avsnitt 4.4.4 og 4.4.5.
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Figur 4.1: Autokorrelasjonsplot (ACF) og delvis autokorrelasjonsplot (PACF) for tidsseriene.
De blåstiplede linjene indikerer at autokorrelasjonen er signifikant forskjellig fra null. ACF-
plottene viser at mange av observasjonene er utenfor disse linjene, og det kommer dermed
tydelig frem at alle tre tidsseriene har tydelige tegn på autokorrelasjon. Tidsserier hvor
korrelasjonen synker fort mot null indikerer ofte stasjonæritet (Hyndman & Athanasopoulos,
2018). Dette er ikke tilfellet for tidsseriene her, og de er dermed ikke stasjonær.
4.1.2 Enhetsrot-tester
En kan anvende enhetsrot-tester for å indikere stasjonæritet ved tidsserier. Det finnes
flere slike tester, men her er det benyttet Kwiatkowski–Phillips–Schmidt–Shin (KPSS) sin
testmetode. Denne har vist seg å gi bedre gjennomsnittlige resultater når en benytter ARIMA
modeller, og vil derfor være relevant for oppgaven (Hyndman & Athanasopoulos, 2018).
Nullhypotesen til KPSS er at dataserien er stasjonær, og hypotesen er forkastet for testverdier
høyere enn 5% kritisk verdi, som er på 0.463. Tabell 4.1 viser testverdiene for fersk og fryst
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fra en KPSS test med fem lags og testverdien for eksport fra en KPSS test med tre lags.
Alle testverdiene indikerer at nullhypotesen kan forkastes ved 1% nivå. Dette bekrefter
autokorrelasjonen visualisert fra plottene i figur 4.1, og at tidsserien dermed ikke er stasjonær.
Tabell 4.1: Testverdier for KPSS-test
Fersk Fryst Eksport
Test verdi 3.8726 3.7941 1.3318
Videre kan en benytte funksjonene fra forecast pakken produsert av Rob J. Hyndman
til å angi anbefalt nivå av differensiering. ndiffs() bruker KPSS som standard test for å
finne nivå av differensiering for å gjøre en tidsserie stasjonær. nsdiffs()benytter målinger
av sesongens styrke, hvor sesongdifferensiering er benyttet dersom denne styrken overstiger
0.64 (Wang, Smith, & Hyndman, 2006). Tabell 4.2 viser resultatet fra funksjonene for alle
tidsseriene. Igjen støtter dette opp resultatet fra tidligere om at alle tidsseriene ikke er
stasjonær. I tillegg viser tabell 4.2 at nsdiffs() funksjonen anbefaler å sesongdifferensiere
tidsserien for eksport. Dette kommer av at funksjonen finner sesongmessige variasjoner i
tidsserien for eksport, noe som støtter opp diskusjonen rundt sesongmønster for eksport under
avsnitt 3.6.
Tabell 4.2: Anbefalt differensiering for tidsseriene ved bruk av funksjonene ndiffs og nsdiffs.
Fersk Fryst Eksport
Differensiering 1 1 1
Sesong differensiering 0 0 1
4.1.3 Differensiering av data
Diskusjonen ovenfor indikerer at tidsseriene kan differensieres for å bli mer stasjonære.
Dette gjelder alle tidsseriene. I tillegg inneholder tidsserien for eksport tilstrekkelig med
sesongmessige variasjoner, som indikerer et behov for sesongmessig differensiering. Stasjonære
tidsserier har mer stabilt gjennomsnitt og variasjon, som kan bidra til at prediksjonene blir
bedre. Dette kan antyde at det er fordelaktig å differensiere tidsseriene for så å benytte disse
i modellene. En slik tolkning må likevel tas med forbehold, da det er ønskelig å oppnå så
realistiske prediksjoner som mulig, og det kan tenkes at differensiering av tidsseriene vil bidra
til å redusere denne faktoren. For relevante metoder vil det derfor bli testet ut både med
og uten differensiering, og deretter vil modellen som gir best resultat bli valgt. Den beste
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modellen bestemmes ved hjelp av AICc, som er nærmere forklart i avsnitt 4.3. Figur 4.2,
som presenterer ACF- og PACF-plottene for de differensierte tidsseriene, viser at nesten alle
residualene (i svart) for alle tidsseriene er innenfor de blåstiplede linjene. Dette indikerer at
tidsseriene er blitt stasjonære etter differensieringen.
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Figur 4.2: Autokorrelasjonsplot (ACF) og delvis Autokorrelasjonsplot (PACF) for de differen-
sierte tidsseriene.
4.2 Inndeling av data: Trenings- og testsett
Ved oppsett av prediksjonsmodeller er det viktig å kunne evaluere og sammenligne modellene
med hverandre for å finne hvilke modeller som gir best prediksjoner. Dette gjøres ved å
undersøke nøyaktigheten til prediksjonen på data som ikke er blitt brukt når en har tilpasset
den aktuelle modellen. Av denne grunn er det vanlig å dele opp de tilgjengelige dataene i
et treningssett og et testsett (Hyndman & Athanasopoulos, 2018). Treningssettet benyttes
for å estimere eventuelle parametere og tilpasse modellen. Testsettet benyttes deretter for å
evaluere nøyaktigheten til modellen. Lengden på testsettet avhenger av hvor mye data en
har tilgjengelig samt tidshorisonten på prediksjonene, men det er vanlig at testsettet er rundt
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20% av det totale datasettet.
Tidsseriene er delt opp slik at treningssettet for fersk og fryst er for perioden uke 1 2014 til
uke 39 2018, hvorpå testsettet begynner i uke 40 2018 og slutter i uke 39 2019. Testsettet er
dermed 52 uker langt, som betyr at modellene kan evalueres for prediksjoner opptil ett år frem
i tid. Ettersom det er ønskelig at alle tidsseriene skal være delt opp likt så vil treningssettet
til eksport begynne i januar 2014 og slutte i september 2018. Videre vil testsettet for eksport
starte i oktober 2018 og slutte i september 2019.
4.3 Valg av beste modell basert på AICc-kriterier
Når en skal velge ut den beste modellen innenfor en prediksjonsmetode er de vanligste
metodene å bruke Akaike’s Information Criterion (AIC), corrected AIC (AICc) eller Schwarz’s
Bayesian Information Criterion (BIC) for å så velge den modellen med lavest verdi. Eventuelt
kan en bruke time series cross-validation for å så velge den modellen med lavest kvadratisk
gjennomsnittsfeil, Root Mean Square Error (RMSE). Hyndman & Athanasopoulos (2018)
foreslår å bruke enten AIC, AICc eller cross-validation, da disse metodene vil gi det samme
resultatet så lenge en har et stort antall observasjoner. Videre i oppgaven vil enten AIC eller
AICc bli benyttet. De to relativt like metodene vil derfor bli presentert, samt hva som skiller
disse. AIC kan ses på som en måleenhet for hvor godt datapunkter er forklart av den aktuelle
modellen, korrigert for hvor kompleks modellen er, og er definert som:
AIC = T log
(
SSE
T
)
+ 2(k + 2) (5)
Hvor T er antall observasjoner brukt i modellen, og k er antallet prediktorer i modellen.
SSE står for “squared errors” (kvadratiske feil). Burnham & Anderson (2011) påpeker
derimot at en nesten alltid burde velge AICc fremfor AIC, da AIC ofte overparametriserer
og dette problemet er redusert med AICc. Dette kan til dels støttes opp av Hyndman &
Athanasopoulos (2018), som sier at det ved små verdier av T , altså med mindre datasett, har
AIC en tendens til å velge for mange prediktorer, og som følge av dette har den bias-korrigerte
versjonen (AICc) blitt utviklet. For videre analyse og utvelging av modeller er det av denne
grunn valgt å bruke AICc, som er gitt ved:
AICc = AIC +
2(k + 2)(k + 3)
T − k − 3 . (6)
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Gode modeller defineres av lave verdier for AICc. Under avsnitt 4.1.3 om differensiering er
det blitt diskutert hvordan en skal velge passende form for differensiering. Det er viktig å
bemerke seg at modeller med forskjellig form for differensiering ikke vil være sammenlignbare
når en kun ser på AICc.
4.4 Prediksjonsmodeller
4.4.1 Naïve no-change
Naïve no-change modell er en enkel versjon av en prediksjonsmodell hvor en setter alle
fremtidige observasjoner til å bli lik den siste observasjonen (Hyndman & Athanasopoulos,
2018):
yˆT+h|T = yT , (7)
hvor yˆT+h|T er den predikerte verdien for yT+h basert på observasjonene y1,...,T og h er
tidshorisonten for prediksjonen.
Denne prediksjonsmetoden fungerer ofte overraskende bra for tidsserier som følger en
tilfeldig trend, og da spesielt i et kort tidsperspektiv. Av denne grunn blir den ofte brukt som
et referansepunkt for andre modeller, og kan vise seg å være vanskelig å slå, da spesielt for
finansielle tidsserier (Kilian & Taylor, 2003). Denne metoden vil bli brukt som referansemodell
for prediksjonene for tidsserien fryst.
4.4.2 Drift metoden
Drift metoden er en variant av naïve-metoden hvor en tillater de fremtidige prediksjonsverdiene
å øke eller minske over tid. Endringen i prediksjonene er satt til å være lik den gjennomsnittlige
endringen i den observerte dataene (Hyndman & Athanasopoulos, 2018), og prediksjon for
T+h er gitt ved:
yˆT+h|T = yT +
h
T − 1
T∑
t=2
(yt − yt−1) = yT + h(yT − y1
T − 1 ) (8)
Denne metoden vil bli brukt som referansemodell for prediksjonene for fersk og eksport.
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4.4.3 ETS-modeller (exponential smoothing)
Exponential smoothing er ofte referert til som ETS-modeller, på grunn av den distinkte
modelleringen av avvik (error), trend og sesong. Slike modeller bruker et vektet gjennomsnitt
av tidligere observasjoner for å produsere prediksjoner. Her er gjennomsnittene vektet høyere
for mer nylige observasjoner, hvor vektingen av gjennomsnittet faller eksponentielt etterhvert
som observasjonene er lengre tilbake i tid. Tidligere forskning har vist at dette rammeverket
for prediksjoner resulterer i pålitelige og gode modeller for et bredt spekter av tidsserier
(Hyndman & Athanasopoulos, 2018).
Det finnes mange ulike metoder for å modellere en ETS-modell, og hvilken modell som
passer best avhenger av nøkkelegenskapene til tidsseriene, heriblant trend og sesong, som en
ønsker å predikere. Disse egenskapene er viktig, for det er de som ligger til grunn når en velger
kombinasjoner for avvik-, trend- og sesongkomponentene i modellen. Hvilken modell en ender
opp med avhenger av hvordan disse komponentene settes sammen. For trend-komponenten
i en ETS-modell skiller en vanligvis mellom ingen (N), additiv (A) og additativ dempet
(Ad) metode for utjevning (smoothing methods). En additiv trend-komponent betyr at en
har eksponentiell utjevning med en lineær trend mens en ved additiv dempet metode for
utjevning vil dempe trenden lineært. Når det kommer til sesongkomponenten i en ETS-modell
kan denne også vanligvis deles inn i tre forskjellige metoder: Ingen (N), additiv (A) og
multiplikativ (M). En additiv sesong-komponent betyr at en har eksponentiell utjevning ved
lineær sesong, mens en multiplikativ sesong-komponent har en eksponentiell utjevning ved
eksponentiell sesong.
ETS-modeller har også en avvikskomponent, som betyr at for hver av metodene finnes det
to forskjellige modeller: en med additive (A) avvik og en med multiplikative (M) avvik. For
å skille mellom både modellene og de forskjellige metodene angis hver model som ETS(-,-,-)
for (Error, Trend, Seasonal). For eksempel kan en ha en ETS (A,N,N) modell, altså med
additive avvik, ingen trend- og ingen sesong-komponent, og denne modellen har navnet Simple
exponential smoothing with additive errors. Et annet vanlig eksempel på en ETS-modell er
ETS (A,A,N), altså med en additiv avvik- og trendkomponent og ingen sesong-komponent,
som har navnet Holt’s Linear method with additive errors. For å oppsummere har en følgende
mulige kombinasjoner:
• Error: A eller M
• Trend:N , A, Ad
• Seasonal: N , A, M
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Det vil bli brukt AICc for å finne den beste sammensetningen av de forskjellige kompo-
nentene for ETS-modeller, og deretter vil kun den beste ETS-modellen for hver tidsserie bli
presentert i resultatet.
4.4.4 ARIMA non-seasonal
ARIMA står for Autoregressive Integrated Moving Average, og er en modell hvor en kombinerer
differensiering med autoregresjon og et glidende gjennomsnitt. Modellen kan formuleres slik:
y′t = c+ φ1y′t−1 + ...+ φpy′t−p + θ1εt−1 + ...+ θqεt−q + εt (9)
′
t
′
t
Her er y den differensierte tidsserien, c er gjennomsnittlig endring mellom påfølgende 
observasjoner. Variablene på høyresiden av ligningen kalles prediktorene da de inneholder en 
prediksjon. Disse inkluderer både laggede verdier (lagged values) og laggede avvik (lagged 
errors) av y , hvor εt er white noise (Hyndman & Athanasopoulos, 2018).
Når en tilpasser en ARIMA (p,d,q) modell til en tidsserie må en bestemme verdiene for 
p,d og q, hvor p=antallet autoregressive termer, d= antallet nonseasonal differensieringer 
og q= antall glidende gjennomsnitt i modellen. Den autoregressive delen (AR) av modellen 
kommer derfor til syne gjennom variabelen p, og gjør det mulig å inkorporere effekten av 
tidligere verdier i modellen, derav laggede verdier i ligningen over. Den integrerte delen (I) av 
en ARIMA modell finner en i variabelen d, og denne forteller hvor mange ganger tidsserieren 
må differensieres for å kunne klassifiseres som stasjonær. Det glidende gjennomsnittet (MA) 
presiseres i variabelen q, og inkluderer de forsinkede avvikene i modellen. Denne delen av 
modellen gir muligheter for å sette avvikene i modellen lik en lineær kombinasjon av de 
avvikene som er observert for tidligere verdier i tidsserien (Mishra, 2018).
Når en konstruerer en ARIMA modell og tilpasser denne til tidsseriene starter en med å 
undersøke om tidsserien er stasjonær. Ved behov for differensiering kan dette bestemmes av 
verdien d. Videre ser en på autorkorrelasjonene og de delvise autokorrelasjonene gjennom 
ACF- og PACF-plott for å bestemme verdiene av p og q. Når modellen tilpasses vil AICc bli 
brukt for å finne de beste verdiene av p,d og q, og på denne måten finne den beste ARIMA-
modellen.
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4.4.5 ARIMA seasonal
Ved bruk av ARIMA modeller har en også mulighet til å modellere et bredt spekter av
sesongdata, men da må en derimot bruke en sesongbetinget (seasonal) ARIMA modell. En
slik modell vil også inkludere et sesong-ledd, og er derfor formulert på følgende måte:
ARIMA (p,d,q) (P,D,Q),
hvor (P,D,Q), er den sesongbetingete delen av modellen. For eksempel, hvis en setter d=1
og D=1, betyr dette at modellen vil bruke en første-differensiering (d) og en sesongbasert
differensiering (D). Videre vil en også her bruke ACF- og PACF-plott til å bestemme verdien
av q/Q og p/P, og AICc til å velge den beste kombinasjonen av disse verdiene og dermed den
mest optimale modellen.
4.4.6 Dynamisk harmonisk regresjon med fourierrekker
En dynamisk harmonisk regresjon (DHR) er en modell som består av to ledd; regresjon-
smodellen og feilleddet i form av støy. For en observert tidsserie benyttes den generelle
formelen:
X(t) =
k∑
p=1
(Apcos ωpt+Bp sin ωpt) + u(t); t = 1, 2, ..., N, (10)
hvor u(t) er en ARMA (Autoregressive Moving Average) prosess som representerer feilleddet
av regresjonen. Ai, Bi, og ωi er konstante parametre som beregnes. Antall “harmoniske” k er
representert av fourierkomponenter. Når en har definert k og frekvensen til ωi blir formelen
ovenfor en regresjon og de resterende parametrene er enkelt oppnåelige gjennom lineære
regresjonsmetoder (Artis, Clavel, Hoffmann, & Nachane, 2007).
Sesongvariasjonene vil bli modellert ved å benytte fourierrekker. Dette involverer sesong-
modelleringer med trigonometriske komponenter som sinus og cosinus. Innenfor harmonisk
analyse brukes fourierrekker til å uttrykke sammensatte svingninger som en sum av enkle
svingninger (Holden, 2019). Det vil være viktig å definere den optimale mengden av kompo-
nenter (k), slik at svingningene i tidsserien blir representert på en god måte. Alternativt,
dersom en ønsker en jevnere fordeling kan en bevisst velge et lavt antall komponenter. En
vil da få en jevnere fordeling som et resultat av at hyppige svingninger, beskrevet av si-
nus og cosinus, er blitt utelatt fra modellen ettersom disse har høye frekvenser. Når den
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ukentlige/månedlige sesongen til tidsseriene blir modellert, vil forskjellige sammensetninger av
Fourier-sinus og Fourier-cosinus komponenter bli undersøkt og deretter vil den beste modellen
basert på AICc-kriteriet bli valgt.
For å bedre belyse teorien bak fourierkomponenter vil det følgelig bli lagt frem et eksempel.
Dersom en skal modellere den ukentlige sesongen til en tidsserie kan for-loop funksjoner i R
bli benyttet når en undersøker sesongvariasjonene til tidsserien. Dersom det blir identifisert
en årlig sesong vil modellen benytte 2 fourierkomponenter for sesongfrekvensen til å modellere
dette. En får dermed:
Årlig : sin (2pit
Tå
), cos(2pit
Tå
)
hvor Tå= 365.25.
Det er viktig å merke seg at dersom en bruker for mange komponenter kan dette lede til
at modellen blir overtilpasset, gjennom å justere for mye for støyen til tidsserien (Moskalev,
2019). Fordelen med denne metoden er at den tillater alle typer frekvenser for sesong.
Dersom tidsserien har mer enn en sesongperiode vil fourierkomponentene ta høyde for dette.
Videre blir korttidsdynamikkene enkelt behandlet av ARMA feilleddet. En ulempe med
denne metoden er at sesongvariasjonene er regnet som forutbestemt. Dette betyr at det
ikke tillates for at sesongvariasjonene justeres over tid. Derimot argumenterer Hyndman &
Athanasopoulos (2018) for at sesongen i praksis ofte holder seg mer eller mindre konstant, og
at dette derfor er en liten ulempe, med mindre en opererer med veldig lange tidsserier.
4.4.7 Dynamisk harmonisk regresjon med fourierrekker for flersesong
Denne modellen er tilnærmet lik tidligere beskrevet DHR-modell, og det vil derfor fokuseres
på forskjellene som oppstår når en benytter tidsserier med flersesong. Utover dette er alt
annet likt. Med mer enn en sesong vil tidsserien en benytter i modellen være en flersesong
tidsserie. Dette kan sammenlignes med vanlige tidsserier, men forskjellen ligger i at en nå har
en vektor med flere sesongfrekvenser. Videre må en definere fourierkomponentene for hver
enkelt sesongfrekvens. Dersom det bygges videre på eksempelet fra avsnitt 4.4.6 og legges til
en halvårlig sesong blir definisjonen som følger:
Årlig : sin (2pit
Tå
), cos(2pit
Tå
)
Halvårlig : sin ( 2pit
Thå
), cos( 2pit
Thå
)
hvor Tå= 365.25 og Thå= 182.6
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Likt som for modell for kun en sesong, vil den beste modellen bli valgt basert på AICc.
4.4.8 TBATS
En annen modell som vil kunne benyttes på flersesong tidsserier er TBATS modellen. 
Akronymene står for: Trigonometrisk sesong, Box-Cox transformasjon, ARMA feilledd, 
Trend og Sesong komponenter. Modellen er en helautomatisk modell som kombinerer 
fourierkomponenter sammen exponential smoothing. I tillegg legges det til en Box-Cox 
transformasjon. I motsetning til en dynamisk harmonisk regresjonsmodell vil TBATS tillate 
sesongen å gradvis endre seg over tid (Hyndman & Athanasopoulos, 2018). Modellen er 
definert som:
yλt = lt−1 + φbt−1 +
T∑
i=1
s
(i)
t−mi + dt,
lt = lt−1 + φbt−1 + αdt,
bt = φbt−1 + βdt,
dt =
p∑
i=1
ϕidt−i +
q∑
i=1
θiet−1 + et,
(11)
hvor:
• yλt er tidsserien i tidspunkt t (Box-Cox transformert)
• s(i)t−mi er sesong komponenten
• lt er lokalt nivå
• bt er trend med demping
• dt ARMA (p,q) prosess for residualene
• et Gaussian white noise
• λ er Box-Cox transformasjonen
• α, β er utglattingen
• φ er trend demping
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• ϕi,θi er ARMA(p,q) koeffisientene
Sesongdelen til TBATS-modellen blir definert av følgende:
s
(i)
t =
(ki)∑
j=1
s
(i)
j,t ,
s
(i)
j,t = s
(i)
j,t−1, cos(ωi) + s
∗(i)
j,t−1sin(ωi) + γ
(i)
1 dt,
s
∗(i)
j,t = −s(i)j,t−1sin(ωi) + s∗(i)j,t−1cos(ωi) + γ(i)2 dt
ωi = 2pij/mi
(12)
hvor:
• T er mengde sesong
• mi er lengden til i for sesong perioden
• ki er mengden av harmoniske begrep til i for sesong perioden
• γ(i)1 ,γ
(i)
2 er seasong utglattingen (to for hver periode)
Når en kjører TBATS modellen ovenfor vil den vurdere flere alternativer og beregne samtlige
versjoner av modellen (Skorupa, 2014). Oppsummert vil modellen vurdere:
• med eller uten Box-Cox transformasjon
• med eller uten trend
• med eller uten trend demping
• med eller uten ARMA(p,q) for å modellere residualene
• modell uten sesong
• forskjellig antall harmoniske begreper for å modellere sesong effektene
Når modellen har kjørt gjennom alle alternativene vil den endelige modellen bli bestemt
på bakgrunn av AICc.
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4.4.9 Nevralt nettverksmodell
Nevrale nettverksmodeller er prediksjonsmodeller som baserer seg på enkle matematiske
modeller av hjernen (Hyndman & Athanasopoulos, 2018). Et slikt nettverk kan bli sett på
som et nettverk av nevroner som er organisert lagvis. Prediktorer, eller input verdier, former
bunnlaget og selve prediksjonene, eller output verdiene, utgjør topplaget. I mellom disse
lagene har en også det en kaller mellomliggende lag som inneholder skjulte nevroner. Et
enkelt nevralt nettverk har ingen skjulte lag og vil derfor være lik en lineær regresjon dette
er illustrert i figur 4.3. Dette nettverket består av fire prediktorer. Koeffisientene knyttet
til hver prediktor kalles for vekter. Prediksjonene får en gjennom en lineær kombinasjon av
alle inputs. Vektene i nettverket blir valgt ut gjennom å bruke en lærende algoritme som
minimerer en måleparameter, som for eksempel RMSE.
Figur 4.3: Enkelt nevralt nettverk med ingen skjulte lag, et slikt nettverk er ekvivalent til en
lineær regresjon. Kilde: Hyndman og Athanasopoulos (2018).
I oppgaven vil det bli modellert et mer avansert nettverk for å utforske muligheten til
å trene modellen til å gjenkjenne mer avanserte trend- og sesongvariasjoner. Dermed vil
nettverket gjøres ikke-lineært gjennom et mellomliggende lag med skjulte nevroner. Figur
4.4 viser en illustrasjon av hvordan dette ser ut. Ikke-lineære nettverk av denne typen kan
defineres som multilayer feed-forward network (Hyndman & Athanasopoulos, 2018). Her vil
hvert enkelt lag få tildelt inputs fra det tidligere laget. Outputen til hver node i ett lag vil
dermed bli inputen til det neste laget. Inputen til hver node er kombinert gjennom å benytte
en vektet lineær kombinasjon. Resultatet blir deretter modifisert av en ikke-lineær funksjon
før en får output verdien.
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Figur 4.4: “feed-forward” nettverk med flere lag. Kilde: Hyndman og Athanasopoulos (2018).
Inputene til den skjulte nevronen j i figur 4.4 ovenfor er kombinert lineært:
zj = bj +
4∑
i=1
wi,jxi. (13)
Videre modifiseres dette i det skjulte laget ved bruk av en ikke-lineær funksjon, for eksempel
en sigmoid funksjon, her notert som s(z):
s(z) = 11 + e−z , (14)
for å få inputen til det neste laget. Gjennom dette vil en ofte se en tendens til at effekten
til ekstreme inputverdier reduseres. Dette betyr at nettverket blir mer robust mot outliers
(Hyndman & Athanasopoulos, 2018). Parameterene b1, b2, b3 og w1,1, ....w4,3 blir trent fra
tidsserien sine data. Verdiene til vektene blir ofte begrenset slik at disse ikke blir for store.
Parameteren som setter begrensninger kalles for decay parameter. Denne er automatisk satt
til 0.1, men vil i modelleringsprosessen testes for ulike verdier for denne parameteren. På
denne måten kan en manuelt utforske hvilken verdi som vil gi det beste resultatet.
Når en først trener et nevralt nettverk vil vektene i nettverket bruke tilfeldige verdier.
Disse blir deretter oppdatert ved å bruke de observerte verdiene i tidsseriene. Dette fører til
at det vil foreligge en viss form for tilfeldigheter i prediksjonene til nevrale nettverk. For å ta
høyde for dette blir nettverket trent i flere omganger gjennom å bruke forskjellige startverdier.
Det endelige resultatet er et gjennomsnitt mellom alle simuleringene.
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Nevralt nettverk med autoregresjon (NNAR)
Ettersom det benyttes tidsserier i modellene, vil input verdiene til det nevrale nettverket
være laggede verdier av observasjonene til tidsserien. Dette nettverket kalles for et nevralt
nettverk med autoregresjon (NNAR modell) (Hyndman & Athanasopoulos, 2018). Notasjonen
NNAR(p,k) blir brukt til å indikere p laggede verdier som input og k noder i det skjulte laget.
Eksempelvis vil en NNAR(12,3) modell være et nevralt nettverk hvor en benytter de siste
tolv observasjonene (yt−1, yt−2, ...yt−12) som input verdier for å predikere outputen yt. Videre
benyttes det tre nevroner i det skjulte laget.
For tidsserier som inneholder sesongmessig data kan en også inkludere de siste observerte
verdiene fra samme sesong som input (Hyndman & Athanasopoulos, 2018). Eksempelvis vil
en NNAR(5,1,2)[52] model ha inputene yt−1, yt−2, ...yt−5 og yt−52, i tillegg til to nevroner i
det skjulte laget. Den generelle formen for en NNAR(p, P, k)m modell har inputene:
(yt−1, yt−2, ...yt−p, yt−m, yt−2m, yt−Pm) + k nevroner i det skjulte laget.
4.5 Alternative metoder
4.5.1 GARCH-modell for volatilitet
GARCH står for Generalized AutoRegressive Conditional Heteroskedasticity (Kenton, 2018).
Heteroskedastisitet beskriver uregelmessige mønster i en variabel eller i et avviksbegrep.
Dersom det foreligger heteroskedastisitet, vil observasjonene ikke forme et lineært mønster.
Dersom dette er tilfellet kan konklusjonen og prognosen en får fra modeller ikke være pålitelige.
Enkle regresjonsmodeller vil ikke klare å fange opp den aktuelle volatiliteten. GARCH-
modeller kan derfor benyttes til å beskrive uregelmessighetene ved å se på svingningene til
observasjonene. GARCH-modellen, som er autoregressiv, vil basere seg på tidligere kvadrerte
observasjoner og variasjon for å modellere nåværende variasjon. Modellen vil minimere avvik
i prediksjoner ved å redegjøre for avvik i tidligere prediksjoner, og dermed kan den styrke
treffsikkerheten til pågående prediksjoner. Under defineres først en ARCH(q)-modell:
yt = β1 + β2x2t + ...+ βkxkt + ut, ut ∼ N(0, σ2t ), (15)
hvor variansen er σ2t = a0 + a1 u2t−1
Denne kan så generaliseres, og dermed gjøres om til en GARCH(1,1)-modell gjennom å
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tillate den betingede variansen å være avhengig av tidligere observerte lags. Ligningen for
variansen blir derfor endret til:
σ2t = a0 + a1 u2t−1 + βσt−12 (16)
4.5.2 Dynamisk regresjonsmodell
I motsetning til allerede nevnte metoder, vil en dynamisk regresjonsmodell kunne ta inn
annen relevant informasjon fra eksterne variabler. Modellen er en utvidelse av en ARIMA-
modell gjennom å gjøre denne kapabel til å ta inn annen relevant informasjon (Hyndman
& Athanasopoulos, 2018). En får dermed en regresjonsmodell med ARIMA feilledd. For å
utarbeide prediksjoner ved denne metoden, må modellen predikere både regresjonsleddet og
ARIMA-delen av modellen og deretter kombinere resultatene. Videre må modellen også lage
prediksjoner på de eksterne forklaringsvariablene, gitt ved xk,t i formel (17), for å innhente
en prediksjon for de variablene en er ute etter å predikere. Modellen er gitt gjennom:
yt = β0 + β1x1,t + ...+ βkxk,t + ηt, (17)
hvor feilleddet, ηt, er antatt å følge en ARIMA modell. For eksempel, hvis ηt følger en
ARIMA(1,1,1) modell, vil en få:
(1− φ1B)(1−B)ηt = (1 + θ1B)εt, (18)
hvor εt er white noise serien.
Her kan det påpekes at modellen har to feilledd. Ett fra regresjonsmodellen (ηt) og ett
fra ARIMA modellen (εt). Bare ARIMA feilleddet er regnet som white noise (Hyndman &
Athanasopoulos, 2018).
4.6 Modellkombinasjoner
En måte å forbedre presisjonen til prediksjonene er å kombinere prediksjonene fra forskjellige
modeller. Individuelle prediksjonsmodeller kan vise seg å være ustabil i den forstand at de
for noen datapunkt predikerer veldig nøyaktig, mens for andre datapunkt i samme tidsserie
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mindre nøyaktig (Aiolfi, Capistrán, & Timmermann, 2010). En slik ustabilitet er gjerne en
avgjørende faktor for styrken til prediksjonsmodellen, og kan derfor anses å være en empirisk
plausibel forklaring på den gode yteevnen til modellkombinasjoner, som ofte har en høyere
presisjon enn individuelle modeller.
4.6.1 Gjennomsnittskombinasjon
En metode for å kombinere individuelle modeller er ved gjennomsnittskombinasjon av en
eller flere modeller. Denne metoden for modellkombinasjoner er en enkelt variant, og har
dessuten vist seg å gi gode resultater (Hyndman & Athanasopoulos, 2018) og (Weiss, Raviv,
& Roetzer, 2018). Denne metoden er gitt ved:
f c = 1
P
P∑
i=1
fi, (19)
hvor f c er prediksjonskombinasjonen, f i er prediksjonen fra modell i og P er antallet
modeller (som vil si at for hvert tidspunkt har en P antall prediksjoner).
4.6.2 Regresjonskombinasjon
En annen variant er å bruke regresjon for å kombinere modeller. Her vil det benyttes Or-
dinary Least Squares (OLS) regression. Ved denne metoden brukes da minste kvadraters
metode for å estimere hvordan de forskjellige modellene skal bli vektet i den lineære re-
gresjonsmodellen, i tillegg til et skjæringspunkt, α, for kombinasjonen av prediksjonene.
Prediksjonskombinasjonen for et datapunkt vil være gitt ved:
y = α +
P∑
i=1
wifi + ε, (20)
hvor wi er vekten til prediksjonen fra modell i, og fi er prediksjonsverdien for modell i for
det aktuelle datapunktet. Den kombinerte prediksjonen, for alle datapunkt, vil da være gitt
ved:
f c = αˆ +
P∑
i=1
wˆifi (21)
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Bakgrunnen til at dette er en foretrukket metode for å kombinere prediksjonsmodeller er
at den er bias-korrigert gjennom skjæringspunkt-koeffisienten α (Weiss et al., 2018). Dette
betyr at selv om en eller flere av prediksjonsmodellene inneholder en skjevhet (er biased) vil
resultatet av de kombinerte prediksjonene være forventningsrett (unibased). En svakhet med
denne metoden er at den ikke inneholder noen restriksjoner på kombinasjonsvektene, som
betyr at vektene ikke nødvendigvis summeres opp til 1 og kan også bli negativ. Dette kan
gjøre resultatet av slike kombinasjoner vanskelig å tolke.
4.7 Valideringsmetoder
Det finnes mange ulike fremgangsmåter for å evaluere hvilke modeller som gir de beste
prediksjonene. Den vanligste metoden er å regne ut forskjellige verdier for nøyaktigheten til
prediksjonene, for så å sammenligne disse for de forskjellige modellene. Disse måleenhetene
for modell-nøyaktighet brukes til å sammenligne modeller på samme tidsserie. Når det i disse
måleenhetene snakkes om avvik menes det forskjellen mellom de predikerte verdiene og de
faktiske observerte verdiene. Felles for alle modellene er at en ønsker et lavest mulig avvik,
som vil si at samtlige av måleenhetene nevnt nedenfor burde være minst mulig.
4.7.1 RMSE
Root mean squared error (RMSE) er en av de vanligste metodene for å måle avvikene til en
prediksjonsmodell. RMSE er standardavviket for prediksjonsavvikene, og er definert som:
RMSE =
√√√√ n∑
i=1
(yi − yˆi)2
n
(22)
Som en ser (ettersom forskjellen på predikert verdi yˆ og faktisk verdi y er dividert på antall
observasjoner, (n)) er RMSE en skala-avhengig måleenhet, som betyr at det ikke vil gi mening
å sammenligne RMSE mellom modeller for tidsserier med forskjellig frekvens. Når en bruker
RMSE som mål på nøyaktighet, ønsker en å ha en lavest mulig RMSE-verdi. Hyndman &
Athanasopoulos (2018) skriver at en prediksjonsmetode som minimerer RMSE vil lede til en
prediksjon av gjennomsnittsverdien.
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4.7.2 MAE
Mean Absolute Error (MAE) er en annen vanlig måleenhet som også er skala-avhengig. Den
representerer gjennomsnittet for alle absolutte avvik i prediksjonsmodellen, og er gitt ved:
MAE =
n∑
i=1
(|yi − yˆi|)
n
(23)
MAE er populær i bruk da den er både enkel å kalkulere og å tolke (Hyndman & Athana-
sopoulos, 2018). Også her ønsker en lavest mulig verdi. Minimering av MAE vil lede til en
prediksjon av medianen og ikke gjennomsnittet som ved RMSE.
4.7.3 MAPE
Mean Absolute Percentage Error (MAPE) angir nøyaktigheten til en prediksjonsmodell som
en prosent, og er gitt ved:
MAPE =
( |100et|
yt
)
n
, (24)
hvor et er gitt ved yi − yˆi
En fordel med prosentvise avvik er at de ikke er skala-avhengige, og derfor kan brukes til å
sammenligne modeller for tidsserier med forskjellig frekvens (Hyndman & Athanasopoulos,
2018). Derimot kan MAPE være ugunstig å bruke dersom en har noen verdier av yt som er
lik null, eller veldig nært null. For verdier av yt = 0 vil MAPE være udefinert, og ved verdier
av yt som er nesten lik null vil MAPE få ekstreme verdier. Dette er i derimot noe som ikke
vil være tilfellet for tidsseriene i denne oppgaven.
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5 Analyse og resultat
Metodene som er beskrevet i kapittel 4 er alle testet ut med en tidshorisont på ett år for
tidsseriene fersk, fryst og eksport. Innenfor de prediksjonsmetodene som resulterer i flere
modeller er de modellene med lavest AICc valgt. For å sammenligne modeller på tvers av
prediksjonsmetoder ser en på avvikene mellom de predikerte verdiene og faktiske verdiene,
presentert av RMSE, MAE og MAPE. For alle disse måleenhetene er en ute etter å få en
lavest mulig verdi, da dette betyr at avvikene er mindre, og dermed at modellene er mer
nøyaktig. Videre er det valgt å se nærmere på hvordan de modellene med lavest avvik med en
tidshorisont på ett år presterer ved kortere tidshorisonter. Hvor godt de forskjellige modellene
presterer avhenger av egenskaper ved tidsseriene som benyttes i analysene.
5.1 Resultat av prediksjonene: Tidshorisont på ett år
Modellene som er benyttet til å predikere prisen for fersk, fryst og eksportert torsk har
varierende resultat. Det er store svingninger i prisene, spesielt for fersk og fryst. Dette er
gjentakende både for treningssettet og for prediksjonsperioden. Som tidligere konstatert
er sesongen et utfordrende element. Mangel på klare sesongvariasjoner gjør at modellene
må basere seg mer på trend og andre variasjoner i tidsseriene. Med dette i betraktning har
likevel flere av modellene produsert gode prediksjoner. Et godt resultat defineres ved å se på
måleenhetene presentert i avsnitt 4.6. I tillegg vil det bli gjort en vurdering på hvor godt
modellene fanger opp de faktiske variasjonene til tidsseriene. Tabell 5.1 viser en oversikt over
resultatene til modellene for hver enkelt tidsserie. Vi gjør oppmerksom på at for fryst og
eksport er DHR med fourierrekker for flersesong utelatt. Begrunnelsen for dette er at denne
metoden ga et dårligere resultat enn ved en vanlig DHR uten flersesong.
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Tabell 5.1: Prediksjonsnøyaktighet for de forskjellige prediksjonsmodellene, gruppert etter
tidsseriene. Lavest mulige verdier er ønskelig, da dette indikerer lavere avvik.
RMSE MAE MAPE
Fersk
ARIMA (0,1,0) m/ drift 2.07 1.57 5.10
ARIMA (0,1,0)(3,1,3) 2.70 2.34 7.65
*ETS(M,A,N) 1.93 1.39 4.50
DHR m/ Fourier 2.43 2.00 6.50
DHR m/ Fourier (flersesong) 2.07 1.55 5.07
TBATS 3.00 2.60 8.51
NNAR(150,1,3)[52] 4.59 4.22 13.96
Naïve 3.54 3.13 10.26
Drift 2.15 1.65 5.37
Gjennomsnittskombinasjon 2.04 1.52 4.94
Regresjonskombinasjon 1.72 1.49 4.92
Fryst
ARIMA (1,1,0) 1.21 0.94 2.46
*ARIMA (0,1,2)(1,0,1) 1.00 0.75 1.96
ETS(A,A,N) 1.78 1.51 4.03
DHR m/ Fourier 1.33 1.14 3.05
TBATS 1.41 1.05 2.74
NNAR (52,1,2)[52] 1.32 1.01 2.65
Naïve 1.39 1.08 2.82
Drift 2.14 1.86 4.96
Gjennomsnittskombinasjon 0.98 0.74 1.94
Regresjonskombinasjon 1.01 0.78 2.08
Eksport
ARIMA (1,1,1) m/ drift 0.80 0.60 1.47
*ARIMA (1,1,0) (0,1,2) 0.66 0.41 1.07
ETS(M,Ad,A) 2.36 2.08 5.09
DHR m/ Fourier 0.87 0.81 2.02
TBATS 2.58 2.20 5.39
*NNAR (15,1,4)[12] 0.57 0.45 1.12
Naïve 3.14 2.77 6.79
Drift 0.88 0.70 1.72
Gjennomsnittskombinajson 0.47 0.37 0.95
Regresjonskombinasjon 0.65 0.49 1.25
*=Modellen rangeres som best blant individuelle modeller
De forskjellige modellene gir varierende resultat mellom tidsseriene (tabell 5.1). Fersk har
jevnt over høyest verdier av RMSE, MAE og MAPE for alle modellene, og dermed dårligere
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prediksjoner sammenlignet med fryst og eksport. Fryst har nest høyest verdier, etterfulgt
av eksport med laveste verdier og altså de prediksjonene med høyest nøyaktighet. Her kan
det understrekes at det er kombinasjonsmodellene som gir best resultat for alle tidsseriene.
Dette er i samsvar med det litteraturen sier om å kombinere forskjellige prediksjonsmodeller
(Aiolfi et al., 2010). For fersk er det regresjonskombinasjonen som gir best resultat, mens for
fryst og eksport er det gjennomsnittskombinasjonen som er best. Videre ser en også at ved
en tidshorisont på ett år vil de fleste modellene prestere bedre enn referansemodellene Naïve
og Drift, og at TBATS-modellen er blant de dårligste for alle tidsseriene.
5.1.1 Fersk
På grunn av store variasjoner og hopp i prisen under prediksjonsperioden har de fleste
modellene problemer med å få en nøyaktig prediksjon for fersk. Som nevnt har denne
tidsserien de dårligste modellene. Til tross for dette, presterer mange av modellene bedre enn
referansemodellene. Det er regresjonskombinasjonen som gir de laveste avvikene, både for
RMSE, MAE og MAPE. Modellene som er kombinert her er ETS, non-seasonal ARIMA, og
enkel Drift-modell. Den beste individuelle modellen er ETS (M,A,N), altså en multiplikativ
ETS-modell, med additiv trendkomponent og ingen sesongkomponent. Videre presterer
ARIMA (0,1,0) med drift og DHR med Fourierrekker for flersesong bedre enn gjennomsnittet.
Den dårligste modellen er en NNAR (150,1,3)[52] modell, men TBATS, Naïve og seasonal
ARIMA (0,1,0)(3,1,3) presterer også dårligere enn gjennomsnittet.
Figur 5.1 presenterer prediksjonene for de beste modellene og viser at DHR med Fouri-
errekker og regresjonskombinasjonen til dels klarer å fange opp svingningene til de faktiske
prisene. Derimot ser en også at det vil foreligge store usikkerheter i prediksjonene ettersom
de predikerte verdiene ligger forholdsvis langt under de faktiske verdiene, representert av den
svarte linjen i figuren.
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Figur 5.1: Resultat av prediksjoner for de beste modellene for fersk pluss referansemodellen
Drift med en tidshorisont på ett år. Faktiske verdier er representert med svart linje.
5.1.2 Fryst
For fryst har prediksjonsmodellene mindre avvik fra faktiske verdier, og prediksjonene er
dermed vesentlig bedre sammenlignet med prediksjonene for fersk. Samtlige av måleenhetene
fra tabell 5.1 kan sammenlignes, da fersk og fryst har samme frekvens i tidsserien og like mange
datapunkter. Den beste modellen for fryst er en gjennomsnittskombinasjon av en seasonal
ARIMA, DHR med fourierrekker og NNAR-modell. Den desiderte beste individuelle modellen
er en seasonal ARIMA (0,1,2)(1,0,1), med lavest verdier for samtlige av måleenhetene. De
andre modellene har en mer jevn presisjon, men verdt å merke seg er at non-seasonal ARIMA
(1,1,0) og NNAR (52,1,2)[52] presterer bedre enn gjennomsnittet. Modellene som skiller seg
mest ut med store avvik er Drift og ETS(A,A,N).
Figur 5.2 viser prediksjonene fra seasonal-ARIMA, NNAR og gjennomsnittskombinasjoen,
som er blant de beste for fryst. Naïve er tatt med som referansemodell. Flere av modellene
fanger opp noen av svingningene i prisen, men ingen av modellene har imidlertid klart å
52
Kapittel 5 - Analyse og resultat
fange opp de største svingningene.
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Figur 5.2: Resultat av prediksjoner for de beste modellene for fryst pluss referansemodellen
Naïve med en tidshorisont på ett år. Faktiske verdier er representert med svart linje.
5.1.3 Eksport
Prediksjonene for eksport har, sammenlignet med de andre tidsseriene, jevnt over mindre
avvik og dermed større presisjon. Dette ser en ved bruk av nøyaktighetsmålet MAPE, som er
skala uavhengig (figur 5.1). Som ved fryst, skiller gjennomsnittskombinasjonen seg ut som
den desidert beste modellen, tett etterfulgt av regresjonskombinasjon. Modellene som er
kombinert er en NNAR og seasonal ARIMA. De beste individuelle modellene for eksport er
en seasonal ARIMA (1,1,0) (0,1,2) modell og NNAR (15,1,4)[12]. NNAR-modellen har den
laveste RMSE-verdien, mens seasonal ARIMA har de laveste verdiene av MAPE og MAE.
Der modellene for de andre tidsseriene presterte jevnt dårlig for fersk, og jevnt bra for fryst,
er ikke dette tilfellet for eksport. Her er det tydelig tre modeller som skiller seg ut som
dårlige, med vesentlig høyere verdier for samtlige av måleenhetene for avvik. Disse modellene
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er en ETS, TBATS og Naïve-modell. Drift-modellen, som benyttes som referansemodell for
eksport, presterer relativt bra og er bedre enn samtlige av de tre dårligste modellene.
Figur 5.3, hvor de beste modellene er tatt med, viser at prediksjonene ligger relativt jevnt
med den svarte linjen, som representerer de faktiske verdiene. Flere av modellene fanger også
opp svingningene i prisen godt.
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Figur 5.3: Resultat av prediksjoner for de beste modellene for eksport pluss referansemodellen
Drift med en tidshorisont på ett år. Faktiske verdier er representert med svart linje.
5.2 Sammenligning av modeller på tvers av tidshorisonter
Tidligere er det kalkulert RMSE-verdier til hver enkelt modell. Dette er imidlertid en verdi
som kun representerer prediksjoner ett år frem i tid. Videre undersøkes det hvordan de
forskjellige modellene presterer ved en kortere tidshorisont. Dette ble gjort ved å lage
prediksjoner for fersk og fryst med en tidshorisont fra 1 til 24 uker frem i tid, hvor det
predikeres en og fire uker frem i tid, og deretter hver fjerde uke frem til den 24. uken. For
eksport gjennomføres dette for hver måned frem til en tidshorisont på syv måneder. Deretter
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plottes RMSE-verdiene til de ulike tidshorisontene inn i figurer, en for hver av tidsseriene,
for å se hvordan avvikene endrer seg over tid. Dette er gjort for utvalgte modeller, hvor det
er fokusert på modellene som presterer best når det tas utgangspunkt i RMSE-verdien for
ett år. I tillegg er det inkludert en referansemodell i hvert plot, slik at en kan sammenligne
prestasjonen til modellene opp mot denne referansemodellen.
Selv om fersk har vist seg å være den mest utfordrende tidsserien å predikere kan en
likevel se at modellene som er definert som best har langt lavere RMSE-verdier for en kortere
tidshorisont (figur 5.4). Etter en liten økning i avvikene fra uke 1 til uke 4, synker verdiene
frem mot en horisont på 12 uker. Deretter stiger RMSE kraftig og en ser årsaken til hvorfor
mange av modellene for fersk har en høy RMSE-verdi ved en tidshorisont på ett år. Til tross
for at resultatene for ett års tidshorisont tilsier at modellene for fersk vil gi prediksjoner med
lav nøyaktighet, indikerer de flate og lave RMSE-verdiene at modellene har en langt bedre
presisjon ved en tidshorisont frem til 12 uker frem i tid.
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Figur 5.4: RMSE-verdier for utvalgte modeller på tvers av tidshorisonter for fersk. Lavere
verdier av RMSE betyr mindre avvik.
For tilsvarende verdier for fryst, kan en se andre svingninger (Figur 5.5). Modellene for
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fryst har RMSE-verdier som utvikler seg likt på tvers av de forskjellige tidshorisontene. Alle
modellene har høye avvik frem mot en horisont på fire uker og deretter en gradvis nedgang og
utflatning. Dette indikerer en gradvis høyere presisjon desto lenger tidshorisont og samtlige
av modellene presterer dermed bedre på lang enn kort sikt. Verdt å merke seg her er at
NNAR-modellen, som er den beste modellen med en tidshorisont på ett år, gir dårligst
nøyaktighet ved kortere tidshorisonter.
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Figur 5.5: RMSE-verdier for utvalgte modeller på tvers av tidshorisonter for fryst. Lavere
verdier av RMSE betyr mindre avvik.
Eksport skiller seg ut gjennom at modellene presterer veldig forskjellig for de ulike tid-
shorisontene. Figur 5.6 viser at seasonal-ARIMA (1,1,0)(0,1,2) modellen, som var en av de
beste individuelle modellene for eksport med en tidshorisont på ett år, har høyest avvik
på en tidshorisont frem til syv måneder. Dette indikerer at denne modellen gjør det bedre
ved langtidsprediksjoner enn ved korttidsprediksjoner. På den andre siden er det motsatte
tendenser for non-seasonal ARIMA (1,1,1) med drift, som presterer best med veldig lite avvik
mellom predikerte og faktiske verdier, frem til en tidshorisont på tre måneder. Dette er også
gjeldende for Drift-modellen som har mer eller mindre identiske avvik som sistnevnte ARIMA-
modell. NNAR-modellen har minst variasjoner i RMSE-verdiene, med en flat utvikling som
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øker gradvis over tid. Denne modellen er også en av de beste på en tidshorisont på ett år, og
det kan derfor konkluderes med at denne modellen gir de beste resultatene både ved langtids
- og korttidsprediksjoner. Likt for alle modellene er at de beveger seg mot en RMSE på 1.0
desto lenger tidshorisonten.
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Figur 5.6: RMSE-verdier for utvalgte modeller på tvers av tidshorisonter for eksport. Lavere
verdier av RMSE betyr mindre avvik.
5.2.1 Sammenligning med referansemodell
I oversikten med RMSE-verdier for forskjellige tidshorisonter er det inkludert en enkel
referansemodell for hver av tidsseriene for sammenligning. Følgelig vil det bli sett nærmere
på presisjonen til referansemodellene for forskjellige tidshorisonter. Dette er av interesse da
det kan gi et bedre bilde av prestasjonen til de mer avanserte modellene.
For fersk er det tatt med en Drift-modell, da denne ga best resultat sammenlignet med
en vanlig Naïve modell. Tabell 5.2 viser at Drift-modellen har lavest verdier frem til en
tidshorisont på 12 uker. Deretter presterer Drift-modellen dårligere enn de andre individuelle
modellene ut fra RMSE-verdiene. Dette betyr at den enkle referansemodellen er den som gir
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de minste avvikene ved kortidsprediksjoner frem til 12 uker.
Tabell 5.2: RMSE-verdier for utvalgte modeller og referansemodellen Drift på tvers av
tidshorisonter (uker) for fersk. Lavere verdier av RMSE betyr mindre avvik.
1 4 8 12 16 20 24
Fersk
ETS 0.365 0.540 0.464 0.458 1.556 1.937 2.199
DHR m/Fourier (flersesong) 0.400 0.726 0.660 0.794 1.201 1.479 1.976
Drift 0.332 0.532 0.453 0.421 1.622 2.047 2.348
For de ulike tidshorisontene viser tabell 5.3 at Naïve modellen gir de laveste RMSE-verdiene
kun i en tidshorisont på 1 uke, men at den gir en bedre nøyaktighet enn NNAR-modellen i
alle tidshorisontene frem til 24 uker. Til tross for at NNAR ga et bedre resultat, altså lavere
RMSE-verdier med en tidshorisont på ett år, betyr dette at Naïve modellen er bedre med en
kortere tidshorisont.
Tabell 5.3: RMSE-verdier for utvalgte modeller og referansemodellen Naïve på tvers av
tidshorisonter (uker) for fryst. Lavere verdier av RMSE betyr mindre avvik.
1 4 8 12 16 20 24
Fryst
Arima (0,1,2)(1,0,1) 0.303 1.570 1.185 1.043 0.960 0.870 0.829
Arima (1,1,0) 0.395 1.496 1.164 1.032 0.966 0.885 0.830
NNAR 0.651 1.936 1.544 1.367 1.239 1.242 1.262
Naive 0.160 1.665 1.312 1.137 1.012 0.939 0.900
For eksport har vi, i likhet med fersk, valgt å bruke en Drift-modell som referanse. Tabell
5.4 viser at den gir en bedre nøyaktighet, med lavere RMSE-verdier, for en tidshorisont på 1
og 2 måneder. Videre er det nesten de samme resultatene for Drift-, NNAR- og non-seasonal
ARIMA-modellen for en tidshorisont på 3 måneder. For en tidshorisont på mer enn 3 måneder,
presterer NNAR bedre enn referansemodellen.
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Tabell 5.4: RMSE-verdier for utvalgte modeller og referansemodellen Drift på tvers av
tidshorisonter (måneder) for eksport. Lavere verdier av RMSE betyr mindre avvik.
1 2 3 4 5 6 7
Eksport
NNAR 0.258 0.405 0.331 0.651 0.654 0.624 0.675
Arima (1,1,0)(0,1,2) 1.185 1.456 1.284 1.112 0.999 0.915 0.854
Arima (1,1,1) m/drift 0.104 0.073 0.298 1.045 0.954 0.882 0.826
Drift 0.073 0.086 0.325 1.042 0.959 0.889 0.841
5.3 Sammenligning av modeller på tvers av tidsseriene
Det er store forskjeller for hvor god presisjon de forskjellige modellene gir for de forskjellige
tidsseriene (Tabell 5.1). Det kan derfor være interessant å undersøke disse forskjellene litt
nærmere. I dette avsnittet fokuseres det kun på prediksjoner med en tidshorisont på ett
år. I denne sammenhengen vil det fokuseres på nøyaktighetsmålet MAPE, da denne er
skalauavhengig, og kan sammenlignes mellom alle tidsseriene. Modellen med de største
MAPE-verdiene for fersk er NNAR, som også har den høyeste MAPE-verdien (13,96%) av
alle prediksjonsmodellene for alle tidsseriene. Dette illustreres også i figur 5.7, hvor en ser at
avvikene mellom prediksjonene og de faktiske verdiene er store. NNAR har derimot prestert
veldig godt for både fryst og eksport, med en MAPE-verdi på henholdsvis 2,65% og 1,12%,
noe som også illustreres i figur 5.7.
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Figur 5.7: Predikerte verdier ved bruk av nevralt nettverksmodell (NNAR) for alle tre
tidsseriene. Rødt indikerer de faktiske verdiene i testsettet, mens predikerte verdier er angitt
i mørkeblått.
En lignende sammenheng ser en for seasonal ARIMA, som også har små avvik for fryst og
eksport, med MAPE-verdier på henholdsvis 1,96% og 1,07% (Tabell 5.1). På den andre siden
er seasonal ARIMA en av de dårligste modellene for fersk, med en MAPE-verdi på 10,36%.
Dette illustreres i figur 5.8, hvor også konfidensinervallet er inkludert. Desto bredere dette
konfidensintervallet er i plottene, desto mer usikker er modellen. For fersk er denne usikker-
heten stor; de faktiske verdiene er utenfor 80% konfidensintervallet ved flere anledninger. For
eksport derimot, er alle av de faktiske verdiene innenfor 80% konfidensintervallet. Bakgrunnen
til at seasonal ARIMA presterer så dårlig for fersk kan være at det i denne tidsserien er
vanskeligst å finne et spesifikt sesongmessig mønster. Da seasonal ARIMA-modeller er en
sesongbetinget versjon av ARIMA, og inkluderer et sesongledd, kan mangelen på en klar
sesong gjøre at modellen har store avvik i prediksjonene.
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Figur 5.8: Predikerte verdier ved bruk av Seasonal ARIMA for alle tre tidsseriene. Rødt
indikerer de faktiske verdiene i testsettet, mens predikerte verdier er angitt i mørkeblått.
Modellene viser også et 80% (i mørkeblått) og 95% (i lyseblått) konfidensintervall.
I motsetning til modellene som er sammenlignet ovenfor, er ETS-modellen den beste
individuelle modellen for fersk og en av de dårligste for både fryst og eksport. Imidlertid har
fersk vist seg vanskelig å lage gode prediksjoner for, og ETS-modellen for fryst (MAPE på
4,03%) er bedre enn ETS-modellen for fersk (MAPE på 4,50%) (Tabell 5.1). Figur 5.9 viser
at ETS-modellen for fersk er den modellen med bredest konfidensintervall. Med andre ord er
disse prediksjonene mer usikre. Også her er faktiske verdier utenfor 80% konfidensintervall
ved flere anledninger. Dette indikerer at en må utøve forsiktighet dersom en skal ta valg
basert på prediksjonene for fersk, da det kan vise seg å gi et feilaktig vurderingsgrunnlag.
Videre kan det trekkes frem at selv om tidligere forskning peker på at ETS-modeller resulterer
i pålitelige og gode modeller for et bredt spekter av tidsserier (Hyndman & Athanasopoulos,
2018) er ikke dette tilfellet for fryst og eksport.
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Figur 5.9: Predikerte verdier ved bruk av ETS-modeller for alle tre tidsseriene. Rødt indikerer
de faktiske verdiene i testsettet, mens predikerte verdier er angitt i mørkeblått. Modellene
viser også et 80% (i mørkeblått) og 95% (i lyseblått) konfidensintervall.
5.4 Prediksjoner for minstepris
Prediksjonsverdiene fra de beste modellene til alle tidsseriene med ett års tidshorisont er
regnet ut til en minstepris, slik det er beskrevet i avsnitt 2.1.1. Den beste modellen for fersk
er en regresjonskombinasjon, mens for fryst og eksport er det en gjennomsnittskombinasjon.
Figur 5.10 viser resultatet av dette. Den svarte linjen er faktiske minstepriser. Den blå linjen
representerer de predikerte minsteprisene regnet ut ved bruk av formel (1) for dynamiske
minstepriser. De avrundede predikerte minsteprisene er representert ved den røde linjen, hvor
det benyttes avrundingsreglene for minstepris gitt av Råfisklaget. Minsteprisene endres ikke
før det er en forskjell på mer enn 25 øre fra gjeldende minstepris, og beregnet minstepris vil
da bli avrundet til nærmeste 25 øre (Norges Råfisklag, 2016). Med bakgrunn i denne regelen
ser en at det er færre endringer for den røde linjen enn for den blå linjen.
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Figur 5.10: Faktiske minstepriser (i svart) og predikerte minstepriser med en tidshorisont på
ett år.
Figur 5.10 viser at de predikerte minsteprisene følger den økende trenden til de faktiske
minsteprisene. Prediksjonene sliter derimot med å forutse den store økningen i prisene gjennom
vinteren 2019, og mot slutten av perioden overstiger prediksjonene faktiske minstepriser.
Tabell 5.5 viser at prediksjonene treffer litt dårligere når avrundingsregelen til Råfisklaget
benyttes, selv om dette er minimalt. Sammenlignet med MAPE-verdiene for fersk, fryst
og eksport fra tabell 5.1 har prediksjonene for minsteprisen en lavere MAPE-verdi enn alle
modellene for fersk og fryst. Dette indikerer at prediksjonene for minsteprisen har mindre
avvik fra faktiske verdier sammenlignet med fersk og fryst. Derimot har verdiene for eksport
en lavere MAPE-verdi, og vil derfor resultere i de beste prediksjonene.
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Tabell 5.5: Prediksjonsnøyaktighet for prediksjonsene for minstepris. Lavest mulige verdier
er ønskelig, da dette indikerer lavere avvik.
RMSE MAE MAPE
Minstepris
Predikerte minstepriser 0.3730983 0.3335425 1.345027
Predikerte avrundede minstepriser 0.3745746 0.3163265 1.276549
5.5 Resultat av alternative metoder
Etter en analyse av resultatet kan en se at flere av prediksjonsmodellene for fersk og fryst 
ikke har klart å fange opp de største svingningene i prisene, og det er derfor besluttet å teste 
ut to alternative metoder for prediksjoner. Disse vil bli presentert nedenfor.
5.5.1 GARCH-modell
Ettersom det gjennom oppgaven er diskutert at prisene i tidsseriene benyttet i analysene er 
volatile vil GARCH-modellen bli undersøkt nærmere. Det er viktig å presisere at hensikten 
med metoden ikke er å lage bedre prognoser, men bedre fange variasjonene til tidsseriene. En 
velfungerende GARCH-modell vil kunne lage gode prognoser basert på hvordan volatiliteten 
vil se ut i fremtiden (Matei, 2009).
I figurene for GARCH-modellene viser den røde linjen de mest sannsynlige prisene det neste 
året. Den mørkeblå linjen øverst i plottet viser øvre grense for de optimistiske estimatene 
fra GARCH-modellen. Den lysere blå linjen på bunnen av plottet viser de mer konservative 
estimatene. Disse indikerer hvor høyt eller hvor lavt prisene kan bli det neste året.
For fersk predikerer GARCH-modellen at det vil være en jevn stigning i pris det neste året 
(Figur 5.11). For den første uken predikerer modellen en pris på 26 kroner. Prisen stiger 
til 29 kroner i siste uke. Dersom dette sammenlignes med faktiske priser for perioden som 
predikeres, kan en observere en pris på 26,95 kroner i første uken, samt en pris i siste uken på 
30,12 kroner (figur 5.14). På det høyeste er prisen på 32,18 kroner i den 26. predikerte uken. 
Denne observasjonen ligger så vidt innenfor den øvre grensen (Figur 5.11). Modellen klarer å 
fange opp endringene i volatilitet til en viss grad, men feiler med å forutse de store variasjonene 
i prisen for fersk. Derimot kan en se på de prikkete linjene at GARCH-modellen til en viss grad 
forutser at det vil være en stor usikkerhet knyttet til hvor mye prisen vil endre seg.
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Figur 5.11: Prediksjonsresultater av GARCH-modellen for fersk, med en tidshorisont på ett 
år.
For fryst har første predikerte observasjon en pris på 36 kroner, og den siste predikerte 
verdien ligger på 35 kroner (figur 5.12). Modellen predikerer en langsom reduksjon i prisen. 
Sammenlignes prediksjonene med faktiske verdier for fryst ser en at faktiske priser starter på 
36,76 kroner, og øker til 38,72 kroner for den siste uken. Høyeste observerte pris i 
prediksjonperioden er 40,70 kroner i uke 37 (figur 5.14). I likhet med fersk vil denne ligge så vidt 
innenfor øvre grense i GARCH-modellen. Modellen feiler med å forutse økningen i pris for 
fryst, og flere av de faktiske verdiene ligger enten langt over eller under den røde linjen som 
viser mest sannsynlige predikerte priser.
Figur 5.12: Prediksjonsresultater av GARCH-modellen for fryst, med en tidshorisont på ett
år.
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For eksport predikerer GARCH-modellen en pris litt under 38 kroner for første måneden 
(figur 5.13). Deretter synker predikerte priser til i underkant av 26 kroner for den siste 
måneden. De faktiske prisene for eksport starter på 37,60 kroner, og stiger deretter til en pris 
på 42,74 kroner i den siste måneden (figur 5.14). Dette er også den høyeste registrerte faktiske 
prisen for eksport. Som ved fersk og fryst, vil faktiske priser ligge innenfor øvre og nedre 
grense til modellen, men dessverre vil høye faktiske priser ligge tett opptil den øvre grensen. 
Likt som for fryst feiler modellen med å forutse økningen til faktisk eksportpriser, samt at de 
mest sannsynlige predikerte prisene ligger langt lavere enn faktiske priser.
Figur 5.13: Prediksjonsresultater av GARCH-modellen for eksport med en tidshorisont på
ett år.
Oppsummert feiler GARCH-modellen med å produsere gode prediksjoner, spesielt for
modellenes mest sannsynlige predikerte priser. For alle tre modellene vil faktiske priser, så
vidt, alltid ligge innenfor den øvre og nedre grensen til modellene. Det vil derimot være stor
usikkerhet rundt disse prediksjonene. Følgelig har GARCH-modellen vanskeligheter med å
fange opp variasjonene og de uforutsette svingningene i tidsseriene.
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Figur 5.14: Faktiske verdier for prediksjonsperioden for alle tidsseriene til sammenligning.
5.5.2 Dynamisk regresjon - innkalkulering av I-44 indeks
Videre er det blitt undersøkt om valutakursen til den norske kronen kan bidra med ytterligere
forklaringskraft til prediksjonene. For å gjøre dette er det tatt utgangspunkt i valutakursin-
deksen I-44, som er en nominell effektiv valutakursindeks beregnet på grunnlag av kursene på
den norske kronen mot valutaen for Norges viktigste handelspartnere (Norges Bank, 2019).
Denne er brukt som en ekstern forklaringsvariabel i en dynamisk regresjonsmodell.
Ettersom fersk har vært den mest utfordrende tidsserien med dårligst resultat, er denne
fremhevet her. Det blir benyttet samme periode som tidligere, hvor det predikeres 52 uker
frem i tid fra oktober 2018 til september 2019. Modellen benytter seg av en differensiering for
å gjøre modellen stasjonær. Feilleddet inneholder i tillegg et sesongmessig Moving-Average
(MA) begrep. Dette gjør at ARIMA-feilleddet er en sesongmessig ARIMA-modell. Det
er undersøkt flere alternative ARIMA-feilledd, hvor modellen med lavest AICc har en fin
normalfordeling, samt at feilleddet antyder white noise. Prediksjonsverdiene fra modellen er
plottet i figur 5.15.
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Figur 5.15: Predikerte verdier ved bruk av dynamisk regresjon med valutaindeks som ekstra
forklaringsvariabel for fersk, med en tidshorisont på ett år. Rødt indikerer de faktiske verdiene
i testsettet, mens predikerte verdier er angitt i mørkeblått. Modellene viser et 80% og 95%
konfidensintervall.
Heller ikke denne modellen klarer å fange de store variasjonene til observasjonene (Figur
5.15). De faktiske observasjonene, er som tidligere nevnt, vanskelig å predikere ettersom
tidsseriene har en tydelig prisøkning, og både torskeprisen og kursindeksen har hatt store
verdimessige variasjoner de siste årene. I tillegg kan en se at modellen har for liten variasjon i
prediksjonene, og den klarer derfor ikke å gjenspeile mønsteret til tidsserien. Videre ser en at
de faktiske verdiene er utenfor 95% konfidensintervall ved flere anledninger, noe som betyr at
modellen ikke klarer å fange opp usikkerheten rundt prediksjonene godt nok. Treffsikkerheten
til modellen kan måles gjennom å se på RMSE-verdien, som er på 2.47. Dersom denne verdien
sammenlignes med verdiene for fersk i tabell 5.1 ser en at regresjonsmodellen ikke er den
som presterer dårligst, samtidig som blant annet ETS-modellen og kombinasjonsmodellene
presterer tydlig bedre. Modellen presterer heller ikke bedre enn referansemodellen Drift, noe
som tilsier at modellen ikke vil gi gode nok prediksjoner til at den er verdt å benytte til
analyser. For fryst og eksport viser resultatene de samme tendensene og er derfor utelatt av
oppgaven.
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6 Diskusjon
6.1 Underliggende markedsfaktorer
Ut fra resultatene presentert i kapittel 5 er det tydelig at de fleste modellene har vanskeligheter
med å predikere de største svingningene i prisene. Dette er særlig gjeldende for fersk og fryst
(Figur 5.1 og figur 5.2). I den grad modellene har predikert om prisene vil gå opp eller ned
riktig, har derimot de færreste av modellene klart å predikere hvor store disse svingningene
er; de er dermed for uforutsigbare til at modellene kan forutse dem. Dette kan være grunnet
underliggende faktorer som påvirker prisdannelsen, og at disse faktorene ikke har et fast
mønster modellene kan trenes opp til å forstå. Prediksjonsmodellene og metodene som er
testet ut i denne oppgaven kan være nyttig i en prosess hvor en analyserer data, sammenligner
ulike metoder og utforsker hvilke utfall som kan være sannsynlig. Teori som støtter opp om
prediksjoner av priser basert på tekniske analyser antyder at all informasjon om markedet
er reflektert i prisen (Zsidisin, 2011). Dette er ikke nødvendigvis tilfellet her, da modellene
ikke klarer å forutse variasjonene i pris basert på tidligere prismønster. I lys av dette kan det
argumenteres for at en forståelse for de underliggende påvirkende faktorene også vil være
viktig. Vi vil derfor komme tilbake til tidligere forskning for å undersøke om det kan være
andre forklaringer på svingningene i prisene.
Fryst har de største svingningene på kort sikt. Eksempelvis har prisen i testperioden falt fra
over 40 kroner, ned til 36 kroner og opp igjen til over 40 kroner på bare noen uker. Det kan
være flere bakenforliggende årsaker til dette. En av grunnene til de kraftige svingningene kan
være at den vanligste omsetningsmetoden til fryst er auksjon. Helstad et al. (2005) peker på
at markedet for fryst torsk solgt ved auksjon er mer velfungerende enn for fersk torsk omsatt
ved direktesalg. I lys av dette kan det tenkes at prisene varierer mye grunnet en variasjon
i omsatt kvantum, og at det i uker med høy pris har vært mindre tilbud av fisk. Dette er
blitt undersøkt nærmere, og det kan se ut til at i periodene det har vært størst svingninger i
prisen, har det også vært store svingninger i kvantum. Nærmere bestemt ser en at for noen
uker med en relativ høy pris, har det vært et mindre kvantum omsatt sammenlignet med de
nærmeste ukene. Motsatt ser en at det for noen uker med en relativ lav pris har det vært
et høyere kvantum omsatt sammenlignet med ukene rett før og rett etter. En slik tolkning
må likevel tas med forbehold, da det kan være andre faktorer tilstede som gjør at denne
sammenhengen ikke alltid er tilfellet. I tillegg er disse svingningene i levert kvantum mest
markante utenfor torskesesongen. Forskjellen i kvantum kan ha flere forklaringer, eksempelvis
kan ytre forhold som vær og vind gi variasjon i antall trålere som leverer frossen fisk.
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Pettersen et al. (2016) og Asche et al. (2007) påpeker at prisene for fersk torsk bestemmes
av prisene for fryst torsk. I den forstand kan det tenkes at også prisene for fersk påvirkes
av en stor forskjell i omsatt kvantum fra uke til uke for fryst. Av den grunn kan det være
tilfeldige faktorer, som prediksjonsmodeller ikke klarer å fange opp, som er bakgrunnen til
prissvingningene. Dette kan potensielt forklare hvorfor mange av modellene for fersk har
store avvik mellom faktiske og predikerte verdier. Videre kan det tenkes at attributtene til
fisken som er omsatt kan uforutsigbart variere over tid. Både Asche et al. (2015) og Asche &
Pettersen (2016) trekker i tillegg frem at forskjellige attributter hos torsken verdsettes ulikt i
de forskjellige landingssonene i Råfisklagets virkeområde. I sum kan dette føre til at faktorer
påvirker prisen på en måte som modellene ikke kan fange opp.
Pettersen & Myrland (2016) har funnet en langsiktig sammenheng mellom prisindeksen for
eksport og førstehåndsprisen, både for fersk og fryst torsk. Dette betyr at førstehåndsmarkedet
i Norge leder prisen for det globale markedet for torsk, og at torskeprisen er drevet av tilbudet.
Samtidig fant Asche et al. (2007) at prissignaler overføres mellom detaljistnivå i Portugal og
førstehåndsmarkedet i Norge. Dette kan antyde at prisene i førstehåndsmarkedet for torsk
bestemmes av et globalt marked. Sett i lys av resultatene av prediksjonsmodellene, kan dette
bety at det er faktorer i det globale markedet som påvirker prisdannelsen for fersk og fryst,
som ikke modellene klarer å fange opp i tidligere prismønster. Flere har tidligere pekt på at
den høye prisen for særlig fersk torsk vinteren 2019 kom av en økning i etterspørsel i sentrale
markeder, og en svak norsk valuta (Egeness & Brækkan, 2019). En økning i etterspørselen for
torsk kan være med på å forklare de store avvikene i prediksjonsmodellene som er observert i
denne tidsperioden. Dette støttes av litteraturen (Asche et al., 2007). For å oppsummere
kan en på lang sikt se at torskeprisen er drevet av tilbudet, og her vil dermed kvotene ha
innvirkning på prisen. Dette betyr at dersom en ser på torskeprisene langt nok tilbake i tid
vil en mest sannsynlig se sykliske variasjoner drevet av en reduksjon eller økning i kvotene.
Derimot er dette en faktor som ikke vil spille inn når prediksjonshorisonten er på opptil ett
år, og her vil faktorer som etterspørselen i sentrale markeder dermed være viktigere.
Tidligere forskning trekker frem at de forskjellige regionene ikke er perfekt integrert,
og peker på store avstander, små landinger av fisk og kort holdbarhet som forklaring for
dette (Asche & Pettersen, 2016). En annen forklaring for dette er at torskefisket er sterkt
sesongbasert, og at det utenfor sesong leveres et mindre kvantum av fisk. Dette kan også være
en forklaringsfaktor for hvorfor modellene, særlig for fersk, har resultert i prediksjoner med
relativt store avvik. Dersom det er en stor forskjell mellom prisdannelsen for de forskjellige
regionene kan det tenkes at å modellere alle regionene sammen kan gi prediksjonsmodellene
en svakere forklaringskraft.
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6.1.1 Regresjon med eksterne forklaringsvariabler
De siste årene har torskeprisene steget til rekordhøye priser. Som nevnt i avsnitt 6.1 peker flere
sjømatanalytikere på at dette kommer av økt etterspørsel og en svak norsk krone (Egeness
& Brækkan, 2019). Den økte etterspørselen er vanskelig å inkorporere i tidsseriemodeller,
ettersom det ikke foreligger et godt datagrunnlag for dette. Derimot er kursindekser lett
tilgjengelige. Disse forteller hvilket nivå kronen ligger på til enhver tid, noe som er bakgrunnen
til at det ble valgt å undersøke dette i en dynamisk regresjonsmodell under avsnitt 5.5.2.
I samme avsnitt kom det frem at den dynamiske regresjonsmodellen med valutaindeksen I-44
ikke ga bedre forklaringsevne enn de andre prediksjonsmodellene. Her er det viktig å påpeke at
endring i kursindeksen ikke nødvendigvis resulterer i samtidig endring i torskeprisen. Ved bruk
av dynamisk regresjonsmodell vil en kun se på effekten fra den momentane gjennomsnittlige
endringen i valutaindeksen på den gjennomsnittlige endringen i torskeprisen. Ettersom det
kun var aktuelt å undersøke om en slik modell kan gi økt resultat for prediksjonene, ble
det besluttet å se bort ifra denne effekten, noe som forutsetter at en endring i kursindeksen
vil bli fullt adoptert momentant i torskeprisen. I realiteten vil som regel effekten av en slik
endring bruke tid på å bli adoptert i markedet og momentante endringer forekommer sjeldent.
I lys av dette kan det tenkes at det kan ta opptil et par uker før en økning eller reduksjon
av den norske kronen vil bli inkorporert i torskeprisen. Å benytte en modell som tar høyde
for denne forsinkelsen, vil mest sannsynlig gi mer realistiske resultater. I tillegg kan det
understrekes at ved bruk av dynamisk regresjonsmodell er en avhengig av at prediksjonen av
forklaringsvariabelen er nøyaktig. Dersom dette ikke er tilfellet, kan det føre til større avvik
mellom de observerte og predikerte verdiene.
Videre ble også svingningene i prisen og levert kvantum for fryst diskutert i avsnitt 6.1, og
av denne grunn er det blitt testet ut dynamisk regresjon for prisen for fersk og fryst med
levert mengde som ekstra forklaringsvariabel. Resultatet fra disse modellene er utelatt fra
oppgaven ettersom de ikke bidro til noe ekstra forklaringskraft grunnet dårlige resultater. En
forklaring for de dårlige resultatene med denne modellen kan være at modellene ikke klarer å
lage gode prediksjoner for levert kvantum. Følgelig vil grunnlaget for forklaringsvariabelen
bli feil i modellen. I tillegg er det sannsynlig at andre faktorer spiller inn, slik at forholdet
mellom torskeprisene og kvantum levert vil endre seg over tid og modellen klarer dermed
heller ikke å produsere gode prediksjoner. Som nevnt i avsnitt 6.1 vil levert kvantum variere,
spesielt utenfor torskesesongen, og det kan være tilfeldigheter som modellene ikke klarer å
fange opp i tidligere mønster som forårsaker svingningene både i pris og levert kvantum.
Oppsummert kan verken kvantum levert eller valutaindeksen alene øke treffsikkerheten
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til prediksjonene. Dette kan indikere at de store svingningene i prisene for fersk, fryst og
eksport er et resultat av flere innvirkende faktorer. Modeller som kun baserer seg på trender
og sesongvariasjoner fra tidligere observasjoner presterer derfor også bedre.
6.2 Svakheter med metoden
Hyndman & Athanasopoulos (2018) presenterer i boken sin flere metoder for å evaluere
prediksjonsmodeller. Det er i denne oppgaven besluttet å benytte trenings- og testsett. Dette
er en standard metode som har vist seg å fungere veldig bra. Derimot kan det argumenteres
for at mer sofistikerte metoder ville fungert bedre. En kunne benyttet seg av cross-validation
eller rolling-window metodene. Dette går utpå å trene modellen for alle tidligere observasjoner,
for så å validere på en fremtidig observasjon, h frem i tid. Prosedyren repeteres så for alle
fremtidige observasjoner. Den største fordelen med denne metoden er at en alltid validerer
modellen på en fremtidig observasjon. På denne måten unngås datalekkasje. I tillegg,
avhengig av hvilken algoritme en bruker, vil metoden kunne tilfeldig velge ut observasjoner en
skal trene og validere modellene på. Metodene har også vist å kunne gi mer robuste estimat
om hvordan modellene vil prestere i praksis. Selv om cross-validation eller rolling-window
metodene kunne gitt bedre estimater for modellenes presisjon, kan det antas at presisjonen til
prediksjonene ikke hadde økt drastisk. Eksempelvis ved en tilfeldig fordeling av observasjoner
til trenings- og testsett vil det gi lite mening å predikere observasjoner i februar basert på
treningsdata for januar og mars. Beregningstiden til modellene ville også økt drastisk, og
ettersom tidsserieprediksjoner er lite dynamiske og krever at en beregner modellene på nytt
ved tilgang til nye data, anses metoden som for tidkrevende. Prediksjonene i denne oppgaven
er derav kun gyldig for den predikerte perioden. Ved prediksjon av en annen periode vil ikke
nødvendigvis modellene som beskrives som best fortsette å gi det beste resultatet.
Gjennom oppgaven fokuseres det i hovedsak på å predikere fremtidige verdier gjennom å
kun se på tidligere observasjoner. Til tross for at disse metodene har gitt gode resultater,
er det også gjennomført prediksjoner hvor det kombineres flere tidsserier og flere variabler
inkorporeres. Følgelig ble det introduserte to alternative metoder hvor det ble undersøkt om
kvantum levert eller prisindeksen kunne styrke prediksjonene fra modellene. Imidlertid ga
ikke dette signifikante resultater. På den andre siden vil det sjeldent være nok å inkorporere
kun en uavhengig forklaringsvariabel. Ettersom prosessen med å inkorporere ytterligere
forklaringsvariabler er både tidkrevende og utenfor oppgavens formål, kan det ikke med
sikkerhet avklares om det ville gitt gode resultater.
72
Kapittel 6 - Diskusjon
6.3 Videre forskning
I denne oppgaven benyttes prisene for hele virkeområdet til Råfisklaget, fra Finnmark i nord
til Nordmøre i sør, som prediksjonsgrunnlag. Det kan derimot ikke utelukkes at en kunne
fått mer nøyaktige prediksjoner dersom en ser på de forskjellige regionene hver for seg. Dette
åpner for videre forskning som undersøker om lignende modeller og metoder kan brukes til å
predikere prisene for de enkelte regionene. I tillegg kan videre forskning fokusere på om slike
modeller kan fungere for torsk landet utenfor Råfisklagets område, eller i markeder for andre
land, eksempelvis for torsk landet på Island eller i Russland. I denne sammenhengen kan en
stille spørsmål om hvorvidt prisene i forskjellige regioner krever andre analyser eller andre
datagrunnlag.
Videre ser en at prediksjonene til noen av modellene treffer bedre utenfor torskesesongen
enn i de ukene det er sesong. I tillegg kan det tenkes at prisdannelsen utenfor torskesesongen
påvirkes av andre faktorer enn når det er sesong. Dette åpner for spørsmål om en kan få bedre
prediksjoner ved å kombinere forskjellige modeller og metoder i og utenfor sesong, og kan derfor
være et aktuelt fokusområde for videre forskning. Ettersom inkorporeringen av kun en ekstern
forklaringsvariabel ikke ga bedre prediksjoner, kan det derfor være interessant å undersøke om
en kan få mer treffsikre prediksjoner ved å innkalkulere flere forklaringsvariabler i modellene,
og hvorvidt det finnes bedre metoder for dette enn ved bruk av dynamisk regresjonsmodell
med ARIMA feilledd.
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7 Konklusjon
Formålet med denne oppgaven var å undersøke mulighetene til å oppnå gode prediksjoner
av prisene for fersk og fryst torsk i førstehåndsmarkedet i Norge, samt eksportprisene for
torsk. Disse prediksjonene danner grunnlaget for videre prediksjon av minsteprisen for torsk.
Dette er gjort ved bruk av tekniske analyser av tidsserier. Metodene som er utforsket er
ARIMA- og ETS-modeller, Dynamisk harmonisk regresjon (DHR) med fourierrekker, TBATS
og Nevralt nettverk med autoregresjon (NNAR). Det er brukt to metoder for å kombinere
prediksjonsmodellene. I tillegg er det utforsket to alternative metoder; GARCH-modell og
regresjon med flere variabler. Den innledende analysen av tidsseriene viser en klar økende
trend i samtlige priser, samtidig som prisene ikke innehar en klar sesongmessig trend, noe som
kan gjøre det vanskelig å predikere svingningene i prisene. Ingen av tidsseriene er stasjonær.
Resultatene viser at det er modeller som gir bedre prediksjoner enn referansemodellene
for alle tidsseriene, med en tidshorisont på ett år. Fersk er den tidsserien med størst avvik
mellom predikerte og faktiske verdier, da ingen av modellene klarer å forutse den store
økningen i faktiske priser. Regresjonskombinasjon av en ETS-modell, non-seasonal ARIMA-
modell og enkel Drift-modell har lavest RMSE-verdi, da den klarer å fange opp økningen
i prisen. Den individuelle modellen som fanger opp svingningene i prisen best er DHR
med fourierrekker for flersesong, men denne har fortsatt større avvik enn de ovennevnte
individuelle modellene. Prediksjonene for fryst gir et mindre avvik. De mest presise modellene
følger den økende trenden i prisen, men ingen av modellene klarer å fange opp de største
svingningene i prisen. Den beste modellen for fryst er en gjennomsnittskombinasjon av
seasonal ARIMA, DHR med fourierrekker og NNAR. Samtlige av de nevnte individuelle
modellene gir bedre prediksjoner enn referansemodellen Naïve. Eksport er den tidsserien hvor
prediksjonene har de minste avvikene. Dette er også tidsserien med minst tilfeldig variasjon.
Her er det en gjennomsnittskombinasjon med NNAR og seasonal ARIMA modell som gir det
beste resultatet. Non-seasonal ARIMA og DHR med fourierrekker gjør det også bedre enn
referansmodellen Drift. Modellene som presterer best for hver enkelt tidsserie benyttes til
å predikere minsteprisen. Prediksjonene følger trenden til minsteprisen godt og gir mindre
avvik enn prediksjonene for fersk og fryst.
En undersøkelse av de beste modellene på kortere tidshorisonter viser at ikke alle modellene
presterer bedre enn referansemodellene her. Et interessant funn for fersk er at referansemod-
ellen Drift gir de beste prediksjonene frem til en tidshorisont på 12 uker. For fryst er både
non-seasonal og seasonal ARIMA bedre enn referansemodellen Naïve på en kort tidshorisont.
Derimot kommer det frem at Naïve-modellen gir bedre prediksjoner enn den mer avanserte
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NNAR-modellen på en kort tidshorisont. For eksport gir referansemodellen Drift de beste
prediksjonene i de to første månedene, deretter er det NNAR som gir de beste prediksjonene.
For å oppsummere resultatene gir de mer avanserte prediksjonsmodellene bedre resultater
enn referansemodellene. Dette gjelder for alle tidsseriene, på en tidshorisont på ett år. Det kan
derfor argumenteres for at det vil være hensiktsmessig å benytte tekniske analyser av tidsserier
for å predikere torskeprisene. Likevel er det store prissvingninger i førstehåndsmarkedet for
torsk som modellene ikke klarer å predikere. Heller ikke GARCH-modellene klarer å styrke
prediksjonene ved å se på volatiliteten til prisene. Tidligere mønstre i tidsseriene vil dermed
ikke inneholde all informasjon som er nødvendig for å få en mer nøyaktig prediksjon. Som
følge av dette ble det diskutert om eksterne variabler kan forklare svingningene i prisene.
Videre ble det testet om inkorporering av disse vil styrke presisjonen til modellene. Det
viser seg at det ikke gir bedre resultater å kun benytte en ekstern forklaringsvariabel i
modellen. Derimot kan det ikke utelukkes at en vil få bedre resultat ved bruk av flere
eksterne forklaringsvariabler, noe som åpner opp for aktuelle temaer for videre forskning. Vår
antakelse er derfor at en vil få det beste utgangspunktet til å si noe om fremtidig pris ved å
kombinere prediksjonsmodeller sammen med kunnskap om både markedet og faktorer som
har vist seg å påvirke prisen.
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