C*-algebraic partial compact quantum groups by De Commer, Kenny
ar
X
iv
:1
50
8.
02
20
5v
1 
 [m
ath
.O
A]
  1
0 A
ug
 20
15
C˚-algebraic partial compact quantum groups
Kenny De Commer :˚
Abstract
In this paper, we introduce C˚-algebraic partial compact quantum groups, which
are quantizations of topological groupoids with discrete object set and compact
morphism spaces. These C˚-algebraic partial compact quantum groups are gener-
alisations of Hayashi’s compact face algebras to the case where the object set can
be infinite. They form the C˚-algebraic counterpart of an algebraic theory of par-
tial compact quantum groups developed in an earlier paper by the author and T.
Timmermann, the correspondence between which will be dealt with in a separate
paper. As an interesting example to illustrate the theory, we show how the dynami-
cal quantum SUp2q group, as studied by Etingof-Varchenko and Koelink-Rosengren,
fits into this framework.
Introduction
The concept of a compact quantum group of face type was introduced by T. Hayashi
[8]. A compact quantum group of face type can be interpreted as (a function algebra
on a) compact quantum groupoid with a classical, finite object set, but with the source
and target maps of the quantum arrow space ‘delocalized’, that is, the corresponding
embeddings of the function algebra on the object set are not central. Closely related
to these are Ocneanu’s double triangle algebras [14, 15], and weak Hopf C˚-algebras [1],
where the object set is no longer assumed classical (see [16, 17] for a detailed discussion
of the correspondence).
In this paper, we will introduce the notion of C˚-algebraic partial compact quantum
group, which is a generalisation of Hayashi’s construction to the case where the object
set can be infinite (but is still discrete). Contrary to the approach in [8], which follows
[5], our definition is more in the spirit of Woronowicz’s definition of a compact quantum
group [22], but contains a non-trivial extra density condition. The precise connection
with Hayashi’s work, as well as with the algebraic theory of partial compact quantum
groups developed in [3], will be dealt with in a separate paper [4].
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We also make a partial version of Woronowicz’s compact matrix pseudogroups [20]. In-
deed, although their definition is more restrictive than the one for compact quantum
groups, compact matrix pseudogroups and their partial generalisations seem more suit-
able for constructing examples.
As an illustration of the theory, we will show how the dynamical quantum SUp2q group
[7, 10] can be interpreted as a C˚-algebraic partial compact quantum group. In fact,
this example fits in a much more general framework which will be considered in [4].
We however treat the case of dynamical quantum SUp2q in isolation here, as it is more
amenable to a direct, hands-on approach. For example, we completely determine the
representation theory of the function algebra on the dynamical quantum SUp2q group.
We also mention that a different approach to the operator algebraic implementation of
dynamical quantum SUp2q is treated in [19]. The dynamical quantum SUp2q that we
treat will be at a parameter q ą 0. The ‘root of unity case’ was considered in [9, Section
13], see also [2] and [6].
Let us come to the precise contents of this paper.
The first four sections deal with the general theory. In the first section, we introduce
C˚-algebraic partial compact quantum semigroups and their representations. In the
second section, we impose certain density conditions on these structures to arrive at the
notion of a C˚-algebraic partial compact quantum group. The main result of this section
is the existence of an invariant integral in this case. In the third section, we introduce
C˚-algebraic partial compact matrix pseudogroups, and prove that they give rise to C˚-
algebraic partial compact quantum groups. Then, in the fourth section, we show how,
by a universal construction, C˚-algebraic partial compact matrix pseudogroups can be
created from purely algebraic data.
In the final sections, we treat the example of dynamical quantum SUp2q. In the fifth
section, we introduce the dynamical quantum SUp2q group, and show how it fits in the
theory of C˚-algebraic partial compact quantum groups. In the final sixth section, we
classify the representations of the function algebra on dynamical quantum SUp2q.
Acknowledgements: This paper originated from closely related joint work with T. Tim-
mermann, whom I would warmly like to thank for all discussions and pertinent questions.
Thanks are also due to E. Koelink, who introduced the author to the dynamical quan-
tum SUp2q group, to L. Va˘ınerman for discussions on quantum groupoids, and to M.
Yamashita.
1 C˚-algebraic partial compact quantum semigroups
For A a C˚-algebra, we denote by MpAq the multiplier C˚-algebra of A. All tensor
products b of C˚-algebras in this paper will be minimal. We denote by r ¨ s the closed
linear span of a subset of a Banach space. The C˚-algebra of all bounded operators on
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a Hilbert space H is written BpHq, while the compact operators are denoted B0pHq.
1.1 C˚-algebraic partial compact quantum semigroups
Definition 1.1. Let I be a set, in the following referred to as the object set. We call
C˚-algebraic I-partial compact quantum semigroup G a triple consisting of
• a (not necessarily unital) C˚-algebra A,
• a family of orthogonal self-adjoint projections 1
`
k
l
˘ P A for k, l P I, and
• a (not necessarily unital) ˚-homomorphism
∆ : AÑMpAbAq,
satisfying the following conditions:
(U1)
ř
k,lPI
1
`
k
l
˘
converges strictly to the unit in MpAq,
(U2) ∆
`
1
`
k
l
˘˘ “ ř
mPI
1
`
k
m
˘b 1`ml ˘ strictly for all k, l P I,
(C) ∆ is coassociative:
p∆b idq ˝∆ “ pidb∆q ˝∆.
Remarks 1.2. 1. A is to be interpreted as the ‘function algebra C0pG q’ on G , see
Example 1.5.
2. We allow the possibility that a 1
`
k
l
˘
is zero.
3. In (C), we interpret p∆b idq and pidb∆q as the unique strictly continuous exten-
sions to MpAbAq.
Lemma 1.3. With ∆p1q “ řk,l,m 1` km˘b 1`ml ˘, we have
pAbAq∆p1q “ rpAbAq∆pAqs. (1.1)
Note that the sum defining ∆p1q is strictly converging to a self-adjoint projection in
MpAbAq.
Proof. Let us first show thatĚ holds. As ∆ is a ˚-homomorphism and ∆pAq ĎMpAbAq,
it is by (U1) sufficient to show that ∆
`
1
`
k
l
˘˘ P pAbAq∆p1q. This is immediate by (U2).
Let us show now that Ď holds. Again by (U1), it is sufficient to show that pab bq∆p1q P
pAbAq∆pAq for a in some A1` km˘ and b in some A1` ln˘. But since then a “ a1` km˘ and
b “ b1` ln˘,
pab bq∆p1q “ pab bq∆ `1`kn˘˘ P pAbAq∆pAq.
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Remark 1.4. By the property (1.1), ∆ extends uniquely to a ˚-homomorphism
∆ : MpAq ÑMpAbAq
with value in the unit precisely ∆p1q.
Example 1.5. We will call partial semigroup a structure satisfying the axioms for a
category, except possibly for the existence of units.1 Let us say that a partial semigroup
is topological if the arrow space G and the object space I are topological (Hausdorff)
spaces, and all structure morphisms are continuous maps. Let us call partial compact
semigroup (over I) a topological partial semigroup whose object set I is discrete, and
which is proper in the sense that the map
G Ñ I ˆ I, g ÞÑ pspgq, tpgqq,
assigning to an arrow its source and target object, is a proper map. Because of the
discreteness of I, this simply means that all arrow spaces G pk, lq are compact.
Consider now C0pG q, so that CbpG ˆ G q – MpC0pG q b C0pG qq. We claim that C0pG q,
together with the orthogonal projections 1
`
k
l
˘pgq “ δgPG pk,lq and the ˚-homomorphism
∆ : C0pG q ÑMpC0pG q b C0pG qq, ∆pfqpg, hq “
"
fpghq if g, h multipliable,
0 if g, h not multipliable,
which is easily seen to be well-defined by continuity of the structure maps, is a C˚-
algebraic I-partial compact quantum semigroup. Indeed, the conditions in Definition
1.1 are immediately checked.
It is not difficult to see, by Gelfand duality, that any C˚-algebraic I-partial compact
quantum semigroup pA,∆, t1`kl˘uq, with A commutative, is of this form. Indeed, denote
G “ SpecpAq. By (U1), the 1`kl˘ provide a decomposition G “ \k,lPIG pk, lq with each
G pk, lq a compact (possibly empty) space. Denote
G
p2q “
ğ
k,l,mPI
pG pk, lq ˆ G pl,mqq Ď G ˆ G .
Then
C0
´
G
p2q
¯
– ∆p1qpC0pG q b C0pG qq,
and ∆ dualizes to a continuous map G p2q Ñ G . Condition (U2) gives that this product
restricts to multiplications G pk, lq ˆ G pl,mq Ñ G pk,mq, and condition (C) shows this
product is associative.
1That is, we have an object set I and morphisms spaces Morpk, lq between objects, together with
associative multiplications Morpk, lq ˆMorpl,mq Ñ Morpk,mq sending pg, hq to gh. Note that we use
here multiplication in stead of composition, that is, we interpret h ˝ g “ gh.
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1.2 Representations of C˚-algebraic partial compact quantum semi-
groups
Let I be a set. For H “À
k,l
Hk l an I-bigraded Hilbert space, we denote by p
H
kl P BpHq
the projections onto the homogeneous components. We further write
λHk “
ÿ
l
pHkl, ρ
H
l “
ÿ
k
pHkl,
the sums converging in the strong operator topology.
We will in the following definition use the leg numbering notation, e.g. X23 “ 1bX or
1bX b 1 etc.
Definition 1.6. Let G “ pA,∆, t1`kl˘uq be a C˚-algebraic I-partial compact quantum
semigroup.
A representation of G is given by an I-bigraded Hilbert spaceH together with an element
X PMpAbB0pHqq satisfying the following conditions.
(Co1) With ∆b id extended to the multiplier algebra, we have
p∆b idqpXq “ X13X23. (1.2)
(Co2) For all k, l,m, n P I,
p1` km˘b 1qXp1` ln˘b 1q “ p1b pHklqXp1 b pHmnq.
A representation is called row- and column finite dimensional, briefly rcfd, if λHk and ρ
H
m
have finite rank for all k,m P I.
Remark 1.7. The rcfd condition is the proper generalization of finite dimensionality to
the partial case. Indeed, the condition that H itself be finite dimensional is in general
too strong.
Example 1.8. Denote by ekm the matrix units in Bpl2pIqq with respect to the standard
basis tδku. Consider l2pIq with the diagonal I2-grading kl2pIql “ δk,lCδk. Then the sum
E “
ÿ
k,m
1
`
k
m
˘b ekm
converges strictly in MpA b B0pl2pIqqq to an rcfd representation. We call E the trivial
representation of G .
Example 1.9. Let G be an I-partial compact semigroup as in Example 1.5. Then
an element X P MpC0pG q b B0pHqq corresponds to a σ-strong˚-continuous uniformly
bounded map
π : G Ñ BpHq.
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If X satisfies (Co2), we obtain that g P G pk,mq satisfies πpgq P BpmHm, kHkq, and πpgq
zero on all other components. Condition (Co1) gives that πpghq “ πpgqπphq when g, h
are multipliable.
If we also ask that X is non-degenerate, that is, XpC0pG q b B0pHqq “ C0pG q b B0pHq,
then we see that kHl “ 0 for k ‰ l, i.e. the bigrading on H is just a grading by
I. The reader can easily verify that all uniformly bounded non-degenerate continuous
representations of G (defined in the obvious manner) arise in this way.
We will need to know how to tensor representations of a C˚-algebraic I-partial compact
quantum semigroup G “ pA,∆, t1`kl˘uq. LetX and Y be G -representations on respective
I-bigraded Hilbert spaces H and K. Define H b
I
K as the Hilbert space
H b
I
K :“ à
k,l,m
Hk l b Kl m Ď H bK.
Then Hb
I
K is again I-bigraded, the bigradation being given in the above decomposition
by the k and m-indices.
Let P be the orthogonal projection of HbK onto H b
I
K. Then it is easily checked, by
(Co2), that X12Y13P23 “ X12Y13. Hence we can interpret
XlTY :“ X12Y13 PMpAbB0pH b
I
Kqq.
It is then easily seen to be a representation of G on the Hilbert space H b
I
K. Indeed,
clearly
p∆b idqpX12Y13q “ X13X23Y14Y24 “ X13Y14X23Y24.
Also (Co2) is immediately verified.
If X and Y are rcfd representations, then so is XlTY .
2 C˚-algebraic partial compact quantum groups
Definition 2.1. Let G “ pA,∆, t1`kl˘q be a C˚-algebraic I-partial compact quantum
semigroup. We call G a C˚-algebraic I-partial compact quantum group if also the follow-
ing conditions are satisfied:
(U3) 1
`
k
k
˘ ‰ 0 for all k P I.
(D1) We have
pAbAq∆p1q “ rpAb 1q∆pAqs “ rp1bAq∆pAqs. (2.1)
(D2) With P “ řk 1`kk˘ PMpAq, and AP “ PAP , we have
A “ rpω b idq∆pAP q | ω P A˚s “ rpidbωq∆pAP q | ω P A˚s. (2.2)
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Remarks 2.2. 1. The condition (U3) is a non-degeneracy condition: if 1
`
k
k
˘
were
zero, k could simply be dropped from the set I since then also 1
`
k
l
˘ “ 0 and
1
`
l
k
˘ “ 0 for all l using (U2) and the upcoming Lemma 2.6.
2. Note that the inclusions of the right hand sides in the left hand side are automat-
ically true in condition (D1), by (U1) and (U2).
3. Further comments on condition (D2) will be given in Remark 2.14. Note that in
the case of a compact quantum group (|I| “ 1), condition (D2) follows immediately
from condition (D1).
Example 2.3. Let G be an I-partial compact group, that is, an I-partial compact
semigroup (see Example 1.5) whose underlying categorical structure is a groupoid (and,
in particular, a genuine category with identity maps). We claim that pC0pG q,∆, t1
`
k
l
˘uq
is a C˚-algebraic I-partial compact quantum group.
Indeed, the existence of identity arrows in a groupoid ensures that (U3) is satisfied. The
density conditions of (D1) follow from the injectivity and properness of the map
G
p2q Ñ G ˆ G , pg, hq ÞÑ pg, ghq.
The first density condition (D2) follows since if G pl, kq ‰ H, then also G pk, lq ‰ H, so
for any chosen g P G pk, lq we have a homeomorphism
G pl, kq Ñ G pk, kq, h ÞÑ gh,
whence
CpG pl, kqq “ tpevg b idq∆pfq | f P CpG pk, kqqu.
The other density condition in (D2) follows similarly.
Conversely, if pA,∆, t1`kl˘uq is a C˚-algebraic I-partial compact quantum group with A
commutative, then the associated I-partial compact semigroup G “ SpecpAq is an I-
partial compact group. Indeed, condition (D1) gives that multiplication is left and right
cancellative, and by (U3) the G pk, kq are non-empty. Hence the G pk, kq are compact
groups, see e.g. [12, Proposition 3.2].
To conclude that G is a groupoid, it suffices to show that G pk, lq ‰ H implies G pl, kq ‰
H. But this follows from (D2) by the upcoming Lemma 2.6.
Remark 2.4. The discussion at the end of the previous example also shows that the
condition (D2) is necessary. Indeed, if A is the function algebra on the category with
two objects t1, 2u, two identity arrows and one arrow 1 Ñ 2, then pA,∆, t1`kl˘uq, with
∆ dual to composition and all 1
`
k
l
˘
as before except 1
`
2
1
˘ “ 0, satisfies all requirements
except (D2) (we thank S. Raum for this observation).
Example 2.5. Let G be a (discrete) groupoid with object set I. Let Cu˚pG q be the
universal groupoid C˚-algebra of G , that is, Cu˚pG q is generated by elements θg for g an
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arrow in G , with the relations
θgθh “
"
θgh if g, h multipliable,
0 if g, h not multipliable,
and with θg˚ “ θg´1 .
Then pCu˚pG q,∆, t1
`
k
l
˘uq is a C˚-algebraic I-partial compact quantum group by means
of the orthogonal projections 1
`
k
l
˘ “ δk,lθidk and the coproduct
∆pθgq “ θg b θg.
Indeed, it is easily seen that the above defines an I-partial compact quantum semigroup.
As Cu˚pG q admits a regular representation on l2pG q, also (U3) is satisfied. Then (D1)
follows from the surjectivity of the maps
G
p2q Ñ tpg, hq | tpgq “ tphqu, pg, hq ÞÑ pgh, hq,
G
p2q Ñ tpg, hq | spgq “ sphqu, pg, hq ÞÑ pg, ghq,
while (D2) is in this case a direct consequence of (D1) since the projection P of condition
(D2) equals 1.
Let us return now to general C˚-algebraic I-partial compact quantum groups. The
following lemma is elementary but important.
Lemma 2.6. Let I be a set and let pA,∆, t1`kl˘uq be a C˚-algebraic I-partial compact
quantum group. Then k „ l ô 1`kl˘ ‰ 0 is an equivalence relation on I.
Proof. The relation is reflexive by (U3) and transitive by (U2). If 1
`
k
l
˘ ‰ 0, then by
(D2) it must be contained in rpω b idqp∆p1`ll˘A1`ll˘qq|ω P A˚s, whence 1` lk˘A1` lk˘ ‰ 0
and 1
`
l
k
˘ ‰ 0, so „ is symmetric.
Remark 2.7. It is not clear if the condition (D2) is equivalent with „ being an equiv-
alence relation. At least in the commutative and cocommutative case this holds, as we
have shown above.
We next introduce the notion of invariant integral for a C˚-algebraic partial compact
quantum group. Let us first introduce some more notation.
Definition 2.8. Let G “ pA,∆, t1`kl˘uq be a C˚-algebraic I-partial compact quantum
semigroup. We write
λk “
ÿ
m
1
`
k
m
˘
, ρm “
ÿ
k
1
`
k
m
˘
,
which give well-defined projections inMpAq. We call them respectively source and target
projections (corresponding to the respective objects k and m).
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Definition 2.9. Let G “ pA,∆, t1`kl˘uq be a C˚-algebraic I-partial compact quantum
semigroup. An invariant integral for G consists of a weight φ : A` Ñ r0,`8s satisfying
the following conditions.
(I1) For all k,m with 1
`
k
m
˘ ‰ 0,
φp1` km˘q “ 1.
(I2) For all a P A`,
φpaq “
ÿ
k,mPI
φ
`
1
`
k
m
˘
a1
`
k
m
˘˘
.
(I3) For all a P A` and all states ω P A˚,
φppω b idq∆paqq “
ÿ
k
ωpλkqφpλkaλkq, (2.3)
φppidbωq∆paqq “
ÿ
m
ωpρmqφpρmaρmq, (2.4)
with the convention 0 ¨ 8 “ 0.
Clearly, the formula
φkmpaq “ φp1
`
k
m
˘
a1
`
k
m
˘q
defines a (bounded) positive functional φkm on A. If 1
`
k
m
˘ ‰ 0 it is a state, otherwise it is
the zero functional. By abuse of language, we will in the following refer to the complete
family of φkm as ‘states’, so the reader should bear in mind that some of them can be
zero functionals.
It is also clear by (I2) that φ is completely determined by the family tφkmu.
In terms of the φkm, the left and right invariance properties (2.3) and (2.4) take the
following form.
Lemma 2.10. For all a P A and all k, l P I,
pidbφklqp∆paqq “
ÿ
m
φmlpaq1
`
m
k
˘
, pφkl b idqp∆paqq “
ÿ
m
φkmpaq1
`
l
m
˘
, (2.5)
where the sums converge strictly.
Proof. For ω P A˚ positive and a P A`, we have
ωppidbφklqp∆paqqq “ ωpρkpidbφklqp∆pρlaρlqqρkq
“ φklppωpρk ¨ ρkq b idq∆pρlaρlqq
“ φppωpρk ¨ ρkq b idq∆pρlaρlqq
“
ÿ
m
ωp1`mk˘qφ `1`ml ˘a1`ml ˘˘ .
This implies the first equality in (2.5). The second equality follows similarly.
9
Conversely, if (2.5) holds for a family of states on A with supports on the 1
`
k
l
˘
A1
`
k
l
˘
,
then it is clear that their sum will define an invariant weight.
The relations (2.5) can also be rewritten in terms of the associative convolution product
on A˚ defined by
pχ ˚ ωqpaq “ pχb ωq∆paq.
Let us write
Bk ml n “ tω P A˚ | @a P A,ωpaq “ ω
`
1
`
k
m
˘
a1
`
l
n
˘˘u. (2.6)
Then the convolution product restricts to products
Bk ml n ˆ Bm pn q Ñ Bk pl q ,
all other products between homogeneous components being zero. The left and right
invariance properties (2.3) and (2.4) can now be written in terms of the φkm P Bk mk m as
ω ˚ φkm “ ωp1
`
p
k
˘qφpm, @ω P Bp kq k , (2.7)
φkm ˚ ω “ ωp1
`
m
q
˘qφkq, @ω P Bm pm q . (2.8)
Theorem 2.11. Each C˚-algebraic I-partial compact quantum group admits a unique
invariant integral.
We will split the proof of Theorem 2.11 into several steps, setting the stage so that
eventually the arguments of [12] can be applied almost verbatim. We fix in the following
a C˚-algebraic I-partial compact quantum group G “ pA,∆, t1`kl˘uq.
We will refer to families of states satisfying (2.3) (or equivalently (2.7)) as a left invariant
integral, and to those satisfying (2.8) as right invariant integral.
Lemma 2.12. Let tφkmu be a left, and tψkmu a right invariant integral for G . Then
φkm “ ψkm for all k,m.
Proof. By the invariance properties, and the fact that 1
`
k
k
˘ ‰ 0, we have
φkm “ ψkk
`
1
`
k
k
˘˘
φkm “ ψkk ˚ φkm “ φkm
`
1
`
k
m
˘˘
ψkm “ ψkm.
By Lemma 2.12, the unicity in Theorem 2.11 already follows. It implies as well that, by
symmetry, it is sufficient to find a left invariant integral for G .
The following lemma will be crucial.
Lemma 2.13. Let ω P Bk ml n , and assume χ ˚ ω “ 0, resp. ω ˚ χ “ 0 for all χ P Bm kn l .
Then ω “ 0.
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Proof. Assume that χ ˚ω “ 0 for all χ P Bm kn l . Then since ω “ ωp1
`
k
m
˘ ¨ 1` ln˘q, we have
for all χ P A˚ and a P A that, writing P “ řp 1`pp˘,
ωppχb idqp∆pPaP qqq “ pχb ωqpp
ÿ
k1,m1
1
´
m1
k1
¯
b 1
´
k1
m1
¯
qq∆paqp
ÿ
l1,n1
1
´
n1
l1
¯
b 1
´
l1
n1
¯
qq
“ pχb ωq ``1`mk˘b 1` km˘˘∆paq `1`nl˘b 1` ln˘˘˘
“ `χ `1`mk˘ ¨ 1`nl˘˘ ˚ ω˘ paq
“ 0,
since χ
`
1
`
m
k
˘ ¨ 1`nl˘˘ P Bm kn l . By condition (D2) in Definition 2.1, we conclude ω “ 0.
By a similar argument, we have that ω ˚ χ “ 0 for all χ P Bm kn l implies χ “ 0.
Remark 2.14. Assume that pA,∆, t1`kl˘uq satisfies all axioms for a C˚-algebraic partial
compact quantum group, except possibly (D2). Assume however that the conditions in
Lemma 2.13 hold. Then we claim that pA,∆, t1`kl˘uq is a C˚-algebraic partial compact
quantum group. Indeed, by the Hahn-Banach theorem, Lemma 2.13 entails that, for all
k, l,m, n P I,
rpχb idq∆pAP q | χ P Bm kn l s “ 1
`
k
m
˘
A1
`
l
n
˘
,
from which one half of the condition (D2) immediately follows. The other half follows
by symmetry.
This interpretation makes the density condition (D2) very natural, since eventually one
would like B˚ to be a ˚-algebra in which ω˚ ˚ ω “ 0 implies ω “ 0.
Lemma 2.15. Assume that there exists a family of states tφkku in Bk kk k such that, for
any ω P Bk kk k , one has
ω ˚ φkk “ ω
`
1
`
k
k
˘˘
φkk.
Then pA,∆q admits a left invariant state.
Proof. Let θrm P Br mr m be a collection of functionals on A with θrm a state whenever
1
`
r
m
˘ ‰ t0u, and θrm “ 0 otherwise. Write
φrm “ θrm ˚ φmm.
By assumption, this notation is consistent in the case r “ m.
Assume now that ω P Bk rl r and χ P Bm km l . Assume first that 1
`
r
m
˘ ‰ 0 and 1` km˘ ‰ 0.
Then
χ ˚ pω ˚ φrmq “ pχ ˚ ω ˚ θrmq ˚ φmm
“ pχ ˚ ω ˚ θrmqp1
`
m
m
˘qφmm
“ χp1`mk˘qωp1`kr˘qφmm
“ ωp1`kr˘q pχ ˚ θkmq `1`mm˘˘φmm
“ ωp1`kr˘q pχ ˚ θkmq ˚ φmm
“ ωp1`kr˘q χ ˚ φkm.
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As χ was arbitrary, we find by Lemma 2.13 that
ω ˚ φrm “ ωp1
`
k
r
˘qφkm. (2.9)
Assume now that 1
`
r
m
˘ “ 0. By Lemma 2.6, 1`rk˘ “ 0 or 1` km˘ “ 0. Again by Lemma
2.6, either 1
`
k
r
˘ “ 0 or 1` km˘ “ 0. In either case, both sides of (2.9) are zero.
Similarly, if 1
`
k
m
˘ “ 0, we conclude that either 1`kr˘ “ 0 or 1` rm˘ “ 0, and again both
sides of (2.9) are zero.
This shows that (2.9) holds for all indices, and hence tφkmu is a left invariant integral.
Theorem 2.11 will now be proven once we can produce a family of invariant states φkk
as in Lemma 2.15. For this, one can follow the proof as in [12] for the existence of an
invariant state on a compact quantum group.
Proposition 2.16. For each k P I, there exists a state φkk in Bk kk k such that, for any
state ω P Bk kk k , one has
ω ˚ φkk “ φkk “ φkk ˚ ω.
Proof. Let k P I, and ω a state in Bk kk k . By taking a limit of Cesa`ro sums of iterated
convolutions of ω as in [12, Lemma 4.2], there exists a state hkk P Bk kk k with
ω ˚ hkk “ hkk “ hkk ˚ ω. (2.10)
Assume now that ρ P Bk kk k and 0 ď ρ ď ω. Take a P A. Then the beginning of the proof
of [12, Lemma 4.3], applied with b “ pidbhkkq∆paq, shows that, for all c P A,
phkk b pρ ˚ hkkqqppc b 1q∆paqq “ ρp1qphkk b hkkqppc b 1q∆paqq. (2.11)
Indeed, this part of the proof only relies on ∆ being a coassociative ˚-homomorphism,
and hkk and ω being states satisfying (2.10).
But since now pAbAq∆p1q “ rpAb 1q∆pAqs, we may replace pcb 1q∆paq with 1`kk˘b d
for d P Ak kk k. Then (??) becomes pρ ˚ hkkqpdq “ ρp1qhkkpdq. Hence
ρ ˚ hkk “ ρp1qhkk.
By symmetry, also pρ ˚ hkkq “ ρp1qhkk.
We can now conclude the proof by a compactness argument as in [12, Theorem 4.4].
Indeed, for ω a positive functional in Bk kk k , let
Kω “ th P Bk kk k | h state, h ˚ ω “ ω ˚ h “ ωp1qhu.
Then the Kω are non-empty compact subsets of A
˚, with non-trivial finite intersections
since Kω1`ω2 Ď Kω1 XKω2 by the previous paragraph. We can hence take φkk as in the
statement of the proposition to be an element in the joint intersection of all Kω.
Proof (of Theorem 2.11). We simply combine Proposition 2.16 with Lemma 2.15 and
Lemma 2.12.
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3 C˚-algebraic partial compact matrix pseudogroups
Definition 2.1 is a generalisation of the most general notion of compact quantum group,
as it appears in [22], see also [12, Definition 3.4]. In practice however, ‘atomic’ examples
are more easily provided by the more restrictive notion of compact matrix pseudogroup
[20]. Definition 3.3 mimics this special case in the partial setting. Before we come to
that, we make the following definition. We continue to use the notation introduced in
Section 1.2 and Definition 2.8.
Definition 3.1. Let G “ pA,∆, t1`kl˘uq be a C˚-algebraic partial compact quantum
semigroup. A representation X of G on an I-bigraded Hilbert space H is called unitary
if
X˚X “
ÿ
n
ρn b ρHn and XX˚ “
ÿ
k
λk b λHk . (3.1)
Remarks 3.2. 1. Note that the I2-grading on H in condition (Co2) of Definition 1.6
is in this case uniquely determined by X.
2. In the classical case, Example 1.9, unitarity means that each πpgq for g P G pk,mq
is a unitary mHm Ñ kHk.
Definition 3.3. We call C˚-algebraic I-partial compact matrix pseudogroup a couple
consisting of a C˚-algebraic partial compact quantum semigroup and a unitary rcfd
representation X on an I-bigraded Hilbert space H such that the following conditions
are satisfied:
(U3) 1
`
k
k
˘ ‰ 0 for all k.
(D) With A the algebra generated by the 1
`
k
l
˘
and the matrix coefficients of all
Xk lm n “ p1
`
k
m
˘b 1qXp1` ln˘b 1q P AbBpmHn, kHlq,
A is dense in A.
(A) There exists a linear, anti-multiplicative map S : A Ñ A such that Sp1`kl˘q “ 1` lk˘
and
pS b idq Xk lm n “ p Xm nk l q˚ . (3.2)
In the following, we will continue to use the notation A for the associated dense algebra,
and S for the associated ‘antipode’ map.
Remarks 3.4. 1. Note that we assume that X is rcfd, so in particular the kHl are
finite dimensional.
2. Note that this definition is a little stronger than the corresponding definition for
compact matrix pseudogroup in [22], where the generating representation is only
assumed to be invertible, and where A is only assumed to be generated as a ˚-
algebra by the matrix coefficients of the representation. In practice however, one
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can always arrange for the generating representation to be unitary and self-dual,
the latter being achieved by taking a direct sum with the dual representation.
Theorem 3.5. Let pG ,Xq define a C˚-algebraic I-partial compact matrix pseudogroup.
Then G is a C˚-algebraic I-partial compact quantum group.
We need some preparations.
Lemma 3.6. Assume that X,Y are unitary rcfd representations of the C˚-algebraic
partial compact quantum semigroup pA,∆, t1`kl˘uq on respective I-bigraded Hilbert spaces
H and K. Then also XlTY is a unitary rcfd representation.
Proof. Immediate, using pρm b 1qY “ Y p1b λKmq.
Lemma 3.7. Let G “ pA,∆, t1`kl˘uq be a C˚-algebraic partial compact matrix pseu-
dogroup. Assume X,Y are rcfd representations satisfying (3.2). Then also XlTY satis-
fies (3.2).
Proof. Immediate by the anti-multiplicativity of S.
Lemma 3.8. Let G “ pA,∆, t1`kl˘uq be a C˚-algebraic partial compact quantum semi-
group, and X a representation of G on an I-bigraded Hilbert space H. Then
πX : A
˚ Ñ BpHq, ω ÞÑ pω b idqX
is a representation of A˚ with respect to the convolution product.
Proof. Immediate by the representation property of X.
Proof (of Theorem 3.5). We have to prove that the density conditions (D1) and (D2)
are satisfied.
Let n ě 0 and Y “ XlT n, where XlT 0 is considered to be the (obviously unitary) trivial
representation, see Example 1.8. Let HY “ b
I
nH, and choose orthonormal bases teiu
for the components of HY . Let
`
Yk lm n
˘
ij
P 1` km˘A1` ln˘ be the corresponding matrix
coefficients. As Y is a unitary representation, we find that, in the strict topology,ÿ
p,q,g
∆
ˆ´
Yk lp q
¯
ig
˙´
1b ` Ym np q ˘˚jg¯ “ ÿ
p,q,g
r,s,h
´
Yk lr s
¯
ih
b ` Yr sp q ˘hg ` Ym np q ˘˚jg
“
´
Yk lm n
¯
ij
b λm
“ ∆p1q
ˆ´
Yk lm n
¯
ij
b 1
˙
.
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Multiplying with 1b 1`mp˘, we findÿ
q,g
∆
ˆ´
Yk lp q
¯
ig
˙´
1b ` Ym np q ˘˚jg¯ “ ∆p1q
ˆ´
Yk lm n
¯
ij
b 1`mp˘˙ ,
where now the left hand side is a finite sum by the rcfd condition.
Since A is by definition densily spanned by the matrix coefficients of all XlT n, it follows
that
∆p1qpAbAq “ r∆pAqp1 bAqs.
In a similar way, the other density condition in (D1) is satisfied.
To verify (D2), it is, by Remark, 2.14 sufficient to check that the conclusion of Lemma
2.13 is satisfied. But take ω P Bk ml n non-zero. Let
ω˚paq “ ωpSpaq˚q, a P A .
Then the defining property of S shows that, for any Y “ XlT n, the associated represen-
tation πY of A
˚ on HY satisfies
πY pωq˚ “ pω˚ b idq Ym nk l .
As A is densily spanned by the algebra generated by the matrix coefficients of X, it
follows that we can take Y such that πY pωq ‰ 0. Choose then χ P Bm kn l such that
χ “ ω˚ on the matrix coefficients of Y , which is possible since Y is rcfd. It then follows
that
πY pχ ˚ ωq “ πY pχqπY pωq “ πY pωq˚πY pωq ‰ 0.
Hence χ ˚ ω ‰ 0. By the same argument, ω ˚ χ ‰ 0. It follows that the conclusion of
Lemma 2.13 holds.
4 A general construction method
C˚-algebraic partial compact matrix pseudogroups can be easily created from algebraic
data as follows.
Note first that the definition of a C˚-algebraic I-partial compact quantum semigroup
still makes sense if A is replaced by a general ˚-algebra A , once one interprets
• ‘strict convergence of
ř
k,l 1
`
k
l
˘
’ as ‘A is spanned by its parts 1
`
k
l
˘
A ’.
• ‘∆ : AÑMpAbAq’ as ‘∆ : A ÑMpA b
alg
A q’.
The coassociativity condition on ∆ can be made sense of, as one now has the equality
∆pA qpA b A q “ ∆p1qpA b A q, so there is a unique ‘continuous’ extension of (for
example) ∆ to the multiplier ˚-algebra MpA q, such that ∆ sends the unit to ∆p1q.
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We will call the above algebraic structures ˚-algebraic I-partial compact quantum semi-
groups. Note that also the elements λr and ρr of Definition 2.8 still make sense inside
MpA q. We will further write
A
k l
m n “ 1
`
k
m
˘
A 1
`
l
n
˘
.
Also the notion of an rcfd representation still makes sense for ˚-algebraic partial compact
quantum semigroups. To avoid awkward technicalities, we rephrase the definition in the
following form. First, for r, s P I, let us write
∆rspaq “ pρr b 1q∆paqpρs b 1q “ p1b λrq∆paqp1 b λsq P A b
alg
A ,
which is indeed an element in the algebraic tensor product since one may assume for
example a P Ak lm n.
Definition 4.1. An rcfd representation of a ˚-algebraic partial compact quantum semi-
group pA ,∆, t1`kl˘uq consists of an rcfd I-bigraded Hilbert space H and elements
Xk lm n P Ak lm n bBpmHn, kHlq
such that
p∆rs b idqp Xk lm nq “
´
Xk lr s
¯
13
p Xr sm nq23 .
It is called unitary if ÿ
k
´
Xk lm n1
¯˚
Xk lm n “ δn,n11
`
l
n
˘b idmHn ,
ÿ
n
Xk lm n
´
Xk
1 l
m n
¯˚ “ δk,k11` km˘b idkHl .
Note that the sums in the unitarity condition are in fact finite, by the rcfd condition.
As for C˚-algebraic partial compact quantum semigroups, one can define tensor products
of (unitary) rcfd representations of ˚-pcqsg.
The following definition is now obvious.
Definition 4.2. We call ˚-algebraic I-partial compact matrix pseudogroup a couple con-
sisting of a ˚-algebraic partial compact quantum semigroup and a unitary rcfd repre-
sentation X on an I-bigraded Hilbert space H such that the following conditions are
satisfied:
(U3) 1
`
k
k
˘ ‰ 0 for all k.
(G) A is generated as an algebra by the 1
`
k
l
˘
and the matrix coefficients of the Xk lm n.
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(A) there exists a linear, anti-multiplicative map S : A Ñ A such that Sp1`kl˘q “ 1` lk˘
and
pS b idq Xk lm n “ p Xm nk l q˚ . (4.1)
Theorem 4.3. Let pA ,∆, t1`kl˘uq be a ˚-algebraic I-partial compact matrix pseudogroup
with generating unitary representation X on an I-bigraded Hilbert space H. Then for
each a P A , there exists Ma ě 0 such that }πpaq} ď Ma for all ˚-homomorphisms
π : A Ñ BpKq, K a Hilbert space.
Proof. Let π : A Ñ BpKq be a ˚-representation on a Hilbert space K.
By the generating condition, it suffices to prove that }πpaq} is bounded independently
of π for a of the form
a “ pidbωξ,ηqp Xk lm nq,
where ξ P Hk l, η P Hm n. However, by unitarity we haveÿ
p
p Xp lm nq˚ Xp lm n “ 1
`
l
n
˘b id Hm n . (4.2)
As πp1` ln˘q is a self-adjoint projection, it follows that each pπbidqp Xp lm nq is a contraction
in BpK b mHn,K b pHlq. We hence conclude that
}πpaq} ď }ξ}}η}}pπ b idqp Xk lm nq} ď }ξ}}η}.
Corollary 4.4. Let pA ,∆, t1`kl˘uq be a ˚-algebraic I-partial compact matrix pseudogroup.
Then
}a}u “ supt}πpaq} | π ˚-representation of Au
defines a seminorm on A , and, with J “ ta P A | }a}u “ 0u, the completion of A {J
with respect to } ¨ }u is a C˚-algebra A.
We will call A the universal C˚-envelope of A , although in general the natural map
from A into A will not be injective!
Theorem 4.5. Let pA ,∆, t1`kl˘uq be a ˚-algebraic I-partial compact matrix pseudogroup
with generating representation X. Let A be the universal C˚-envelope of A , with asso-
ciated ˚-homomorphism
πu : A Ñ A.
Assume that πu is injective. Then the comultiplication on A descends and extends to
a comultiplication on A, making pA,∆, t1`kl˘uq into a C˚-algebraic I-partial compact
matrix pseudogroup over I with generating representation X “ řk,l,m,npπ b idq Xk lm n.
Remark 4.6. By the same reasoning as in Section 3, one can show that, even if πu is
not injective, pA,∆, t1`kl˘uq is well-defined as a C˚-algebraic partial compact quantum
group over I 1 “ tk P I | πp1`kk˘q ‰ 0u. It is however, by condition (A), not immediately
clear that this is then a C˚-partial compact matrix pseudogroup over I 1. One can prove
that this is the case, but this will be treated in more detail elsewhere (see [4]).
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Proof (of Theorem 4.5). By the universal property of pA, πuq, we can extend ∆ to a
˚-homomorphism from A to MpAbAq. This obviously makes pA,∆, t1`kl˘uq into a C˚-
algebraic I-partial compact quantum semigroup. Trivially, X “ řk,l,m,npπ b idq Xk lm n is
well-defined as a strict limit, since it is equivalent to a direct sum of contractive maps. It
is immediately clear that this makes pA,∆, t1`kl˘uq into a C˚-algebraic I-partial compact
matrix pseudogroup with generating unitary representation X.
5 Dynamical quantum SUp2q group
Dynamical quantum groups were introduced in [7], and the specific example of dynamical
quantum SUp2q was treated in detail in [10]. This dynamical quantum SUp2q-group can
be seen as a quantization-deformation of an R ˆ R-field of SUp2q-groups, with a global
Poisson structure making the field into a Poisson groupoid, but not a field of Poisson
groups.
These dynamical quantum groups were treated in [7, 10] within a purely algebraic frame-
work. We will show here that dynamical quantum SUp2q also has an operator algebraic
implementation within the context of C˚-algebraic partial compact quantum groups. In
fact, it is a specific example of the class of examples developed in [3, Section 5], whose
connection to C˚-algebraic partial compact quantum groups will be explained in detail
in [4]. However, the case of dynamical quantum SUp2q can be treated more directly
within the formalism developed in this paper.
Unlike the algebraic case treated in [7, 10], our dynamical quantum SUp2q-groups will
depend, apart from the q-parameter, on an extra x-parameter.
Fix 0 ă q ă 1 and x ą 0. Let
Λq,x “ Λx “ Λ “ xqZ,
and let Bq,x “ Bx “ B be the ˚-algebra of finite support functions on ΛˆΛ. We write
the Dirac functions in B as δpy,zq “ 1
`
y
z
˘
.
The following functions will be repeatedly used,
τpyq “ y ` y´1, w˘pyq “ τpq
˘1yq
τpyq .
Definition 5.1. We define Aq,x “ Ax “ A to be the ˚-algebra generated by a copy of
B and elements
uǫ,ν;y,z
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for ǫ, ν P t´1, 1u “ t´,`u and y, z P Λ with defining relations
uǫ,ν;y,z P Ay q
ǫy
z qνz , (5.1)ÿ
µPt˘u
u˚µ,ǫ;q´µw,yuµ,ν;q´µw,z “ δǫ,νδy,z1
`
w
qǫy
˘
, (5.2)
ÿ
µPt˘u
uǫ,µ;y,wu
˚
ν,µ;z,w “ δǫ,νδy,z1
`
y
w
˘
(5.3)
u˚ǫ,ν;y,z “
νwνpzq1{2
ǫwǫpyq1{2
u´ǫ,´ν;qǫy,qνz. (5.4)
We want to show that A can be made into a ˚-algebraic Λ-partial compact matrix
pseudogroup.
Lemma 5.2. There exists a unique ˚-homomorphism
∆ : A ÑMpA bA q
such that ∆p1`yz˘q “ řvPΛ 1`yv˘b 1`vz˘ and
∆puǫ,ν;y,zq “
ÿ
µ,v
uǫ,µ;y,v b uµ,ν;v,z.
Moreover, pA ,∆, t1`yz˘uq becomes in this way a ˚-algebraic Λ-partial compact quantum
semigroup.
Proof. It is easily checked that the images under ∆ of the generators satisfy the same
relations. It is then immediate that the resulting structure forms a ˚-algebraic Λ-partial
compact quantum semigroup.
Lemma 5.3. Consider H “ l2pt´,`uq b l2pΛq as a Λ-bigraded Hilbert space by the
bigrading
eǫ b ey P yHqǫy.
For ǫ, ν P t´,`u and y, z P Λ, put
X
y qǫy
z qνz “ uǫ,ν;y,z b eǫ,ν b ey,z,
and put all other expressions Xy y
1
z z1 equal to zero. Then X is a unitary rcfd representation,
w.r.t. which pA ,∆, t1`kl˘uq satisfies conditions (G) and (A) for a ˚-algebraic Λ-partial
compact matrix pseudogroup.
Proof. The unitarity of X is just a rephrasing of the orthogonality relations (5.2) and
(5.3) in Definition 5.1. The representation property ofX is immediate from the definition
of ∆, and the rcfd condition is immediate from the structure of the bigrading on H.
It remains to verify (G) and (A) in Definition 4.2.
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Condition (G) is immediate by construction.
For condition (A), one verifies by direct computation that the assignment
Spuǫ,ν;y,zq “ uν,ǫ;z,y
extends to a linear anti-homomorphism satisfying the requirements in condition (A).
To finish proving that pA ,∆, t1`kl˘uq is a ˚-algebraic Λ-partial compact matrix pseu-
dogroup, we need to show that none of the 1
`
y
y
˘
are zero. We will combine this with
proving that A has a large enough C˚-envelope A, that is, that A embeds into A. For
this, the precise form of the functions wǫ will be needed.
To prepare this proof, we first find a presentation of A in terms of certain multiplier
elements, which will also make clearer the connection with the approach to dynamical
quantum SUp2q in [10].
For a function f on Λˆ Λ, write
fpλ, ρq “
ÿ
y,z
fpy, zq1`yz˘ PMpA q.
Similarly, for a function f on Λ we write
fpλq “
ÿ
y,z
fpyq1`yz˘, fpρq “ÿ
y,z
fpzq1`yz˘.
We then write for example fpqλ, ρq for the element corresponding to py, zq ÞÑ fpqy, zq.
We can further form in MpA q the elements uǫ,ν “
ř
y,z uǫ,ν;y,z. Then u “ puǫ,νq is a
unitary 2ˆ2 matrix. Moreover,
u˚ǫ,ν “ u´ǫ,´ν
νw
1{2
ν pρq
ǫw
1{2
ǫ pλq
. (5.5)
We have the following commutation relations between functions on ΛˆΛ and the entries
of u:
fpλ, ρquǫ,ν “ uǫ,νfpq´ǫλ, q´νρq. (5.6)
Remark 5.4. The comultiplication on A satisfies
∆puǫ,νq “ ∆p1q
˜ÿ
µ
uǫ,µ b uµ,ν
¸
.
In the following, we will write u´´ “ α, u´` “ β, u`´ “ γ, u`` “ δ. These satisfy the
following relations.
$’’&’’%
αα˚ ` ββ˚, “ 1 γγ˚ ` δδ˚ “ 1,
α˚α` γ˚γ “ 1, β˚β ` δ˚δ “ 1,
αγ˚ “ ´βδ˚, α˚β “ ´γ˚δ,
(5.7)
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δ˚ “ αw
1{2
` pρq
w
1{2
` pλq
, γ˚ “ ´βw
1{2
´ pρq
w
1{2
` pλq
, β˚ “ ´w
1{2
` pλq
w
1{2
´ pρq
γ, α˚ “ w
1{2
` pλq
w
1{2
` pρq
δ. (5.8)
Up to a rescaling and a reinterpretation of the paramater domain for λ and ρ, these are
precisely the commutation relations for dynamical quantum SUp2q as in [10].
The identities in the next lemma follow immediately from (5.7) and (5.8).
Lemma 5.5. The following identities hold in MpA q.
τpλqτpqρqα˚α´ τpλ{qqτpρqαα˚ “ pq ´ q´1qpλρ´ 1{λρq (5.9)
τpλqτpρ{qqβ˚β ´ τpλ{qqτpρqββ˚ “ pq ´ q´1qpλ{ρ´ ρ{λq (5.10)
τpλqτpqρqγ˚γ ´ τpqλqτpρqγγ˚ “ pq ´ q´1qpλ{ρ´ ρ{λq (5.11)
τpλqτpρ{qqδ˚δ ´ τpqλqτpρqδδ˚ “ pq´1 ´ qqpλρ´ 1{λρq (5.12)
Theorem 5.6. pA ,∆, t1`kl˘uq is a ˚-algebraic Λ-partial compact matrix pseudogroup
with generating unitary rcfd representation X, and A embeds faithfully into its universal
C˚-algebra A.
Proof. Let
E “ tαkβlγm1`yz˘, δkβlγm1`yz˘, | k, l,m P N, y, z P Λu.
From the commutation relations for A in (5.6), (5.7), (5.8) and Lemma 5.5, it follows
immediately that E is a spanning set for A .
Choose now ´2 ă c ă 2, and define the following operators on l2pΛq b l2pΛq,
πc
´
1
´
y1
z1
¯¯
ey b ez “ δy,y1δz,z1ey b ez,
πcpuǫ,νqey b ez “ θǫ,ν
ˆ
τpq´1yǫzνq ` ǫνc
τpyǫqτpq´1zνq
˙1{2
eq´ǫy b eq´νz,
where θ´,` “ ´1 and all other values “ 1.
Note that the operators πcpuǫ,νq are well-defined and bounded, since τpyq ě 2 for all
positive y, and τpyzq ` 2 ď τpyqτpzq for all positive y, z. Also note that, by definition,
τpyq “ τpy´1q.
Now obviously the πcpuǫ,νq and πc
´
1
´
y1
z1
¯¯
commute according to (5.6). On the other
hand,
πcpuǫ,νq˚ey,z “ θǫ,ν
ˆ
τpqyǫzνq ` c
τpqyǫqτpzνq
˙1{2
eqǫy,qνz.
It follows that πc respects the relation (5.5). Finally, it is also easily verified from this
that pπcpuǫ,νqqǫ,ν is a unitary matrix, using the identity τpyzq ` τpy´1zq “ τpyqτpzq for
y, z ą 0.
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From the above, it follows immediately that πc extends to a
˚-representation of A .
Moreover, by looking at the shift components, it is clear that the only linear dependencies
between elements in E can occur within the subfamilies
Ek,l,y,z “ tαkβlpβ˚βqm1
`
y
z
˘ | m P Nu, k, l P Z, y, z P Λ,
where a negative power is interpreted as taking the adjoint. But let p be a polynomial,
and assume that, for all ´2 ă c ă 2,
πc
´
αkβlppβ˚βq1`yz˘¯ “ 0.
Then, for all c,
p
ˆ
τpq´1yǫzνq ` ǫνc
τpyǫqτpq´1zνq
˙
“ 0.
It follows that p is zero on some closed interval, and hence p “ 0.
From the above, we conclude immediately that 1
`
y
y
˘ ‰ 0 for all y P Λ, which, combined
with Lemma 5.3, shows that pA ,∆, t1`kl˘uq is a ˚-algebraic Λ-partial compact matrix
pseudogroup with generating unitary rcfd representation X. The above also shows im-
mediately that A imbeds into its universal C˚-algebraic envelope.
Corollary 5.7. Let A be the universal C˚-algebraic envelope of A . Then A obtains
the structure of a C˚-algebraic Λ-partial compact matrix pseudogroup with generating
unitary rcfd representation X.
We will denote SUdynq,x p2q “ pA,∆, t1
`
y
z
˘uq. The following proposition clarifies the rela-
tion between the SUdynq,x p2q for different values of x.
Proposition 5.8. Assume x1, x2 ą 0, and assume there exists m P Z and ǫ P t´,`u
with x2 “ xǫ1qm. Then SUdynq,x1p2q – SUdynq,x2p2q.
Proof. If x2 “ x1qm, then Λx2 “ Λx1 , and it follows immediately from the definition of
SU
dyn
q,x p2q that in fact SUdynq,x1p2q “ SUdynq,x2p2q.
It thus suffices to prove that SUdynq,x p2q – SUdynq,x´1p2q for x ą 0. But this is established
by means of the isomorphism
1
`
y
z
˘ ÞÑ 1´y´1
z´1
¯
, uǫ,ν;y,z ÞÑ u´ǫ,´ν;y´1,z´1 ,
which is most easily seen to extend to a (∆-preserving) ˚-isomorphism using the de-
scription of the dynamical quantum SUp2q-group in terms of the matrix puǫ,νqǫ,ν and
the functions fpλ, ρq. For example, the relation (5.5) is preserved by the above isomor-
phism since wǫpλq “ wǫpλ´1q.
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6 Representation theory of the function algebra on dy-
namical quantum SUp2q
The representation theory of SUdynq,x p2q was essentially determined in [3], where it was
shown to coincide with the representation theory of SUqp2q. On the algebraic level, this
follows since SUdynq,x p2q is a ‘dynamical’ cocycle twist of SUqp2q [18].
Here, we will rather be concerned with the representation theory of the function algebra
A on SUdynq,x p2q. That is, we wish to classify the irreducible ˚-representations of the
˚-algebra Ax associated to SU
dyn
q,x p2q.
Our method will be based on a decoupling of Ax. For this, we first recall the definition
of the quantized enveloping algebra of sup1, 1q.
Definition 6.1. Let q ą 0. The quantized enveloping algebra Uqpsup1, 1qq is the universal
unital ˚-algebra generated by elements E,F,K,K´1 satisfying the following commuta-
tion rules:
• K´1 is the inverse of K,
• K˚ “ K and E˚ “ F ,
• KE “ qEK,
• rF,Es “ K2´K´2
q´q´1 .
One can turn Uqpsup1, 1qq into a Hopf ˚-algebra, but this extra structure will not be
needed.
It will be convenient to consider a slight variation of Uqpsup1, 1qq by formally adding
support projections of K, along the lines of [11, Chapter 23]. For y ą 0, we will write
Γy “ yq 12Z.
Definition 6.2. Let y ą 0. We define UΓyq psup1, 1qq to be the (non-unital) ˚-algebra
generated by a copy of the ˚-algebra of finite support functions on Γy, whose Dirac
functions we will write 1r, together with elements Er, Fr for each r P Γy, such that
Er˚ “ Fr and
• 1qrEr “ Er “ Er1r,
• 1rFr “ Fr “ Fr1qr
• FrEr ´ Er{qFr{q “ r2´r´2q´q´1 1r.
Lemma 6.3. We have a unique ˚-homomorphism Uqpsup1, 1qq ÑMpUΓyq psup1, 1qqq such
that
K ÞÑ
ÿ
rPΓy
r1r, E ÞÑ
ÿ
rPΓy
Er, F ÞÑ
ÿ
rPΓy
Fr.
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Moreover, this ˚-homomorphism is injective.
Proof. It is clear that the images are well-defined multipliers. It is then immediate that
there is a unique ˚-homomorphism with the above prescribed images.
Let us show that it is injective. Consider the vector space V with basis ten | n P Nu.
Then we can represent U
Γy
q psup1, 1qq on V (neglecting the ˚-structure) by
1ren “ δr,yqnen, Eren “ δr,yqnen`1,
pq ´ q´1q2Fren “ δr,yqn´1pqn ´ q´nqpqn´1y2 ´ q1´ny´2qen´1.
This representation can then be extended to the multiplier algebra. As the elements
EmKnF l form a basis of Uqpsup1, 1qq, it follows that the corresponding representation is
injective when considered as a Uqpsup1, 1qq-represention via the ˚-homomorphism in the
lemma, which implies the injectivity of the map Uqpsup1, 1qq ÑMpUΓyq psup1, 1qqq.
In what follows, we will need two copies of U
Γy
q psup1, 1qq’s, for different values of y. We
will correspondingly use the indices p1q and p2q as upper indices for the generators of
the two copies.
Lemma 6.4. There is a unique non-degenerate ˚-homomorphism
Φ : UΓxq psup1, 1qq b UΓ1q psup1, 1qq Ñ Ax
such that
pq´1 ´ qqΦpEp1qq “ ατ1{2pλqτ1{2pqρq, pq´1 ´ qqΦpEp2qq “ βτ1{2pλqτ1{2pρ{qq,
pq´1 ´ qqΦpF p1qq “ δτ1{2pλqτ1{2pρ{qq, pq´1 ´ qqΦpF p2qq “ ´γτ1{2pλqτ1{2pqρq,
Φp1p1qr q “
ÿ
zPΛx
1
´
r2{z
z
¯
, Φp1p2qs q “
ÿ
zPΛx
1
´
s2z
z
¯
.
Moreover, Φ is surjective.
Proof. Note first that the values for ΦpEpiqq and ΦpF piqq given above are well-defined
inside MpAxq, with ΦpF piqq˚ “ ΦpEpiqq. We can then define ΦpEpiqr q “ ΦpEpiqqΦp1piqr q
and ΦpF piqr q “ Φp1piqr qΦpF piqq. We have to verify that the Φp1piqr q, ΦpEpiqr q and ΦpF piqr q
satisfy the relations of UΓiq psup1, 1qq, and that these elements pairwise commute for
different values of i.
It is easily seen that Φp1piqqr qΦpEpiqr q “ ΦpEpiqr q “ ΦpEpiqr qΦp1piqr q and Φp1piqr qΦpEpi`1qs q “
ΦpEpi`1qs qΦp1piqr q (with the upper indices taken modulo 2).
Let us now verify that rΦpEpiqq˚,ΦpEpiqqs1r “ r2´r´2q´q´1 Φp1rq. This follows immediately
from (5.9) and (5.10).
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It remains to check that rΦpEp1qq,ΦpEp2qqs “ 0 and rΦpF p1qq,ΦpEp2qqs “ 0, but these
identities are equivalent with the last two identities in (5.7).
Finally, Φp1p1qr 1p2qs q “ 1
`
rs
r{s
˘
whenever r{s P Λx, and is zero otherwise. It follows that
the range of Φ takes values in Ax, and moreover that the image of Φ contains all finite
support functions on Λx ˆ Λx. It is then clear that in fact Φ is surjective.
Definition 6.5. We write
C “ pq´1 ´ qq2FE ´ qK2 ´ q´1K´2 P Uqpsup1, 1qq
for the Casimir element of Uqpsup1, 1qq.
It is well-known and easily verified that the Casimir element C is a self-adjoint element
in the center of Uqpsup1, 1qq (and which, in fact, generates the center).
Lemma 6.6. The kernel of the map Φ of Lemma 6.4 is generated by the collection of
all pCp1q `Cp2qq1p1qr 1p2qs with r, s P Γx, and all 1p1qr 1p2qs with rs R Λx
Proof. Let rBx be the quotient of Bx “ UΓxq psup1, 1qq bUΓ1q psup1, 1qq by the ideal gener-
ated by pCp1q `Cp2qqBx and all 1p1qr 1p2qs with rs R Λx. It is straightforward to compute,
using the commutation relations (5.7), that Φ descends to a homomorphism rΦ on rBx.
Denote the images of the generators of Bx in rBx by the same symbols adorned with a
tilde. For w, z P Λx, write rΨp1`wz˘q “ r1p1q?wzr1p2q?w{z, and
rΨpαq “ pq´1 ´ qq rEp1qτ´1{2p rKp1q rKp2qqτ´1{2pq rKp1q{ rKp2qq,rΨpβq “ pq´1 ´ qq rEp2qτ´1{2p rKp1q rKp2qqτ´1{2p rKp1q{q rKp2qq,rΨpγq “ pq ´ q´1q rF p2qτ´1{2p rKp1q rKp2qqτ´1{2pq rKp1q{ rKp2qq,rΨpδq “ pq´1 ´ qq rF p1qτ´1{2p rKp1q rKp2qqτ´1{2p rKp1q{q rKp2qq.
By a direct computation, these elements satisfy the defining relations (5.7) and (5.8).
This provides a unique non-degenerate ˚-homomorphism rΨ : Ax Ñ rBx with the above
images on generators, forming an inverse to rΦ.
The irreducible representations of Ax can now be computed by first classifying the
irreducible ˚-representations of the UΓyq psup1, 1qq.
By ˚-representation we will mean a non-degenerate bounded ˚-representation π of a ˚-
algebra on a Hilbert space H “ Hπ. For UΓyq psup1, 1qq, this means in particular that H
is a (closed) direct sum of the Hilbert spaces Hr “ πp1rqH. We will denote by H “ Hπ
the algebraic direct sum of all Hr. This then carries a representation of Uqpsup1, 1qq.
The representation theory of U
Γy
q psup1, 1qq is very similar to the one of Uqpsup1, 1qq [13].
Lemma 6.7. If π is an irreducible ˚-representation of UΓyq psup1, 1qq, there exists c P R
such that πpCqξ “ cξ for all ξ P Hπ.
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Proof. As πpCq is bounded when restricted to any Hr, this follows immediately from
the centrality of C and a spectral argument.
Corollary 6.8. If π is an irreducible ˚-representation of UΓyq psup1, 1qq on a Hilbert space
Hπ, then Hr is at most one-dimensional for each r P Γy.
Proof. Monomials of the form EkKmF l1r span U
Γy
q psup1, 1qq, and hence also the el-
ements of the form EkKmC l1r combined with those of the form F
kKmC l1r. Using
Lemma 6.7, the corollary then follows immediately from the fact that any non-zero vec-
tor in Hr is cyclic by the irreducibility condition and the fact that E and F unilaterally
shift the components in different directions.
We will classify irreducible ˚-representations of UΓyq psup1, 1qq in terms of what we call
c-sets.
Definition 6.9. Let c P R. For ǫ P t˘u, a number z ą 0 will be called cǫ-adapted if
0 ď c` τpq´ǫzq, (6.1)
and strictly cǫ-adapted if this holds strictly.
The number z is called c-adapted if it is both c`- and c´-adapted.
A subset Z Ď Rą0 is called a c-set if the following conditions hold:
‚ Z is not empty.
‚ Z consists of c-adapted points.
‚ If z P Z is strictly cǫ-adapted, then q´2ǫz P Z.
A c-set is called irreducible if it can not be written as the union of two disjoint c-sets.
The c-sets in R can be classified as follows, organized in ‘series’ in analogy with the
representations of Uqpsup1, 1qq. For z ą 0, we write
Zz “ zq2Z, Z`z “ zq2N, Z´z “ zq´2N, and Z01 “ t1u.
Proposition 6.10. The following lists exhaust all irreducible c-sets in R.
a) If c ą ´2 : Zz for q ď z ă q´1 (‘strange’ for c ą 2, ‘principal’ for |c| ď 2),
b) If c ď ´2, with ´c “ τpwcq with 0 ă wc ď 1:
(i) Zz for
q
wc
ă z ă wc
q
(‘complementary’)
(ii) Zq`wc and Z
´
1{qwc (‘large positive and negative discrete’)
(iii) Only in the case wc ą q: Z`q{wc and Z
´
wc{q (‘small positive and negative discrete’)
(iv) Only in the case wc “ q: Z01 (‘trivial’)
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Furthermore, all the sets within a list for a fixed c are distinct, except that cases (bii)
and (biii) coincide in the case c “ ´2.
Proof. Fix c P R.
Assume first that Z is an irreducible c-set with c`τpqzq ‰ 0 for all z P Z. It then follows
that Z is necessarily invariant under multiplication with q2Z, and from the irreducibility
assumption we infer that Z “ zq2Z “ Zz for some z ą 0, which we may choose to be the
unique one such that q ď z ă q´1.
If c ą ´2, it is clear that Zz is a c-set for any such z. If c ď ´2, we may write
c “ ´wc´w´1c for a unique 0 ă wc ď 1. We then have to find a necessary and sufficient
condition on z such that τpwcq ď τpq2m`1zq for all m P Z. Clearly, it is sufficient to
have τpwcq ď τpqzq and τpwcq ď τpz{qq. Since by assumption qz ď 1 and z{q ě 1,
this is equivalent with qz ď wc and 1wc ď z{q, so
q
wc
ď z ď wc
q
. Since by assumption
τpwcq ‰ τpqzq and τpwcq ‰ τpz{qq, we may use strict inequalities.
Assume now that Z is an irreducible c-set with c ` τpqzq “ 0 for some z P Z. Then
necessarily we must have c ď ´2, and hence c “ ´wc ´ w´1c for a unique 0 ă wc ď 1.
If also c ` τpz{qq “ 0, then necessarily z “ 1 and c “ ´q ´ q´1, and we obtain that
Z “ t1u “ Z01 . If c`τpz{qq ‰ 0, then we consider separately the two cases c`τpz{qq ą 0
and c` τpz{qq ă 0.
If c` τpz{qq ą 0, then we infer that q´2z P Z, and hence q´2Nz Ď Z. By irreducibility,
we infer q´2Nz “ Z “ Zz´ . We hence have to verify which conditions on z ensure that
q´2Nz is an irreducible c-set. However, we know already that τpqzq “ τpwcq, hence either
qz “ wc or qz “ 1wc . In the first case, we obtain on wc the condition τpwcq ă τpwc{q2q,
and it is easily seen that this is equivalent with q ă wc. In the second case, the inequality
τp 1
wc
q ă τp 1
q2wc
q is automatic, for all wc ď 1.
The case c` τpz{qq ą 0 is similar.
The above argument classifies all irreducible c-sets. The fact that all sets for a fixed c
are distinct (except possibly when c “ ´2) is immediately clear.
Definition 6.11. Fix y ą 0. For π an irreducible ˚-representation of UΓyq psup1, 1qq, an
element r P Γy is called π-compatible if Hr ‰ 0.
For c P R, a subset T Ď Rą0 is called py, cq-compatible if there exists an irreducible
representation π of U
Γy
q psup1, 1qq with πpCq “ c and T “ tr P Γy | Hr ‰ t0uu. In this
case, we say that π is T -compatible.
Proposition 6.12. A set T Ď Rą0 is a py, cq-compatible set if and only if ZT “ tt2 |
t P T u is an irreducible c-set contained in Λy2 . Moreover, for any py, cq-compatible
set T there is exactly one irreducible ˚-representation π of UΓyq psup1, 1qq, up to unitary
equivalence, which is T -compatible.
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Proof. In the proof, we will use the notation X` “ E and X´ “ F .
Assume first that T is py, cq-compatible, and let π be a T -compatible irreducible ˚-
representation of U
Γy
q psup1, 1qq. If r P T , then it follows from the definition of the
Casimir element that r2 is c-adapted. Moreover, if r P T is strictly cǫ-adapted, then we
have that }πpXǫqξ} ‰ 0 for a non-zero ξ P Hr, hence also Hq´ǫr ‰ t0u. It follows that
ZT is a c-set. Now if ZT “ ZT1 Y ZT2 a disjoint union of c-sets, it would follow that π
restricts to the direct sum of all Hr with r P T1, contradicting irreducibility. It follows
that ZT is an irreducible c-set.
Conversely, let ZT be an irreducible c-set with T Ď Γy. Put Hπ “ l2pT q with the
grading determined by δr P l2pT qr. Define a pair of adjoint operators πpXǫq on Hπ by
the formulae
pq ´ q´1qπpXǫqδr “ pτ pqǫr2q ` cq1{2δqǫr, (6.2)
where the right hand side is considered as the zero vector when the accompanying scalar
factor is zero. Note that the roots on the right hand side are well-defined precisely
because ZT is a c-set.
By direct computation, using the defining commutation relations, we see that π defines
a ˚-representation of UΓyq psup1, 1qq with πpCq “ c, and clearly this representation is
bounded. Moreover, π is irreducible since otherwise, by Corollary 6.8, T would split as
a disjoint union of py, cq-compatible sets. Hence T is an py, cq-compatible set.
Now the formula for πpX`q is uniquely determined up to a unimodular gauge factor.
As any non-zero Hr is cyclic for π, it follows that these gauge factors are determined
by their value at one component. We then easily conclude that π is in fact the unique
T -compatible ˚-representation, up to unitary equivalence.
If ZT is an irreducible c-set, we will write πT for the accompanying representation of
U
Γy
q psup1, 1qq. Recall the map Φ of Lemma 6.4.
Theorem 6.13. The irreducible ˚-representations of Ax are of the form πS,T with
πS,T ˝Φ “ πS b πT ,
where S, T Ď Rą0 are such that there exists c P R with
• ZS Ď Λx2 an irreducible c-set,
• ZT Ď Λ1 an irreducible ´c-set, and
• ZSZT Ď x2q2Z.
Proof. By Lemma 6.6, any irreducible representation of Ax is a factorisation over Φ
of some irreducible ˚-representation π of UΓxq psup1, 1qq b UΓ1q psup1, 1qq. But as any
non-zero πp1p1qr 1p2qs qH is cyclic, it is easily seen that all irreducible ˚-representations
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of UΓxq psup1, 1qq b UΓ1q psup1, 1qq split as a tensor product π1 b π2 of irreducible ˚-
representations. As we want π to factor over Φ, we then again infer from Lemma 6.6
that necessary and sufficient conditions on π1 and π2 for factorisation over Φ are that
π1pCq and ´π2pCq are the same scalar, and π1p1rq “ 0 or π2p1sq “ 0 if rs R Λx. This is
easily seen to be equivalent with the statement of the theorem.
Let now Ω “ ΦpCp1qq “ ´ΦpCp2qq P MpAxq, which is a central element we will call
the Casimir of SUdynq,x p2q. It correspons to the Casimir element for dynamical quantum
SUp2q introduced in [10]. Let Ax be the universal C˚-envelope of Ax. As the Ω1
`
y
z
˘
define orthogonal bounded elements in Ax Ď Ax, we can make sense of Ω as an element
affiliated with Ax, i.e. Ω η Ax [21].
Corollary 6.14. Let k0 P Z be the unique integer such that q ă qk0x2 ď 1, and write
´c0 “ maxtτpqk0´1x2q, τpqk0x2qu. Then the spectrum of ΩηAx equals the set
SpecpΩq “ rc0, q ` q´1s Y τpqZq Y τp´x2qZq.
Proof. The spectrum of Ω is the closure of the collection of all values Ω can take in
irreducible ˚-representations of A . From Theorem 6.13, it follows that SpecpΩq is the
collection of all c’s such that there exists a c-set Z and ´c-set W with
• Z Ď Λx2 ,
• W Ď Λ1,
• ZW Ď x2q2Z.
Now from the classification in Proposition 6.10, it follows that we essentially have to
consider 3 cases.
Namely, consider first ´2 ă c ă 2. Then it follows immediately that Z and W always
exist, hence p´2, 2q Ď SpecpΩq.
Consider now c ě 2. Then if we find a ´c-set W Ď Λ1, the existence of a Z as above
is automatically guaranteed. But from the classification in Proposition 6.10, there are
essentially four cases in which such a W can exist. Case (bi) arises if there exists m P Z
with qm`1 ă w´c and q´m`1 ă w´c. Clearly, this happens if and only if q ă w´c ď 1,
that is, 2 ď c ă q ` q´1. By Case (biv), we can make the right hand side equality
non-strict. On the other hand, it is not hard to see that cases (biii) or (bii) can appear
if and only if w´c P qN, that is, c P τpqZq.
The case c ď ´2 is treated similarly (and essentially contains the previous argument
as a special case). Now it suffices to verify the existence of a c-set Z Ď Λx2 . We see
by some elementary computation that Case (bi) arises if and only if c0 ă c. Case (bii)
appears if and only if wc P x2qZ, that is c P τp´x2qZq, and this set of c is not enlarged
in Case (biii). Note that this set contains in particular the boundary point c0. Finally,
Case (biv) only appears when x2 P qZ, but in this case the value c “ ´q´ q´1 is contain
in the set corresponding to Case (bii).
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Remark 6.15. It is easy to see that 1
`
y
z
˘
Ax1
`
y
z
˘ “ 1`yz˘PolpΩq, with PolpΩq the poly-
nomial algebra in Ω. Hence 1
`
y
z
˘
Ax1
`
y
z
˘ “ C0pXy,zq for some compact subset Xy,z Ď R,
which can be described (with some more effort and in a more tedious way) along the
lines of Corollary 6.14. In particular, the invariant state φy,z on Ax corresponds to a
probability measure on Xy,z. These probability measures can be shown to be Askey-
Wilson measures (with respect to parameters determined in terms of y and z), a result
which is in essence already contained in [10]. In particular, it follows from this that
the union of the supports of all these measures is the set r´2, 2s Y τpqZq Y τp´x2qZq,
which is strictly smaller than SpecpΩq. Consequently, the invariant weight φ on Ax is
not faithful.
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