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Three types of intermolecular interactions were studied in this thesis. The neutral al-
kane and conjugated alkene complexes are dominated by dispersion, the dihalogen-donor 
complexes by electrostatic interaction and charge transfer, and the interaction between ߨ-
rich ions by electrostatic interactions. 
This thesis revealed a source for electrostatic attraction, penetration effect. Such ef-
fect is not directional, and it will be significant when the intermolecular distance is great-
ly reduced by charge transfer or dispersion. In these cases, the nature of the complex 
should still be considered dispersion-dominated or charge-transfer-dominated. The un-
derstanding of dispersion was also improved from an additive point of view. Dispersion 
can be divided into orbital contributions, and such orbital contributions are helpful to un-
derstand equilibrium distance of complexes. It was also found that the charge transfer can 
induce electronic structure changes. Three diabatic states are important to describe the 
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1.1 Intermolecular Interactions 
The arrangement of molecules in any material can determine the properties of this 
material, and the stability of the arrangement determines how well the material could stay 
functioning. As a result, intermolecular interactions, although they are weaker than chem-
ical bonds, are vital in many aspects of chemistry and biology.1,2,3 Without intermolecular 
interactions, no ordered or functioning materials, such as DNA, could form. The thermo-
dynamic properties and kinetic characteristics of gases, liquids and solids depend on the 
intermolecular potentials in which the molecules within the bulk move according to 
thermal conditions. Transition states of elementary chemical reactions are also formed 
due to the interactions between reactants under collision.2 Much knowledge on the struc-
ture and the strength of intermolecular interaction is needed in fields such as crystal engi-
neering, and fine chemical industry. Even in the chemical reactions, the understanding of 
intermolecular interactions can help to stabilize or destabilize the transition states, alter-
ing the rate of the reactions. 
Since intermolecular interactions are important in many aspects of chemistry, they 
have been studied extensively in the past decades. The ways the research works are con-




1.2 Approaches to Study Intermolecular Interactions 
The methods used to study intermolecular interactions can be divided into experi-
mental and theoretical ones.  
 
1.2.1 Experimental Methods 
Experimentally, information of intermolecular interactions can be obtained by crys-
tal structure, gas phase complexes, solvated complexes, and substrate-mediated complex-
es. 
Crystal and protein structure databases provide structural information of intermolec-
ular interactions between certain atoms or molecular moieties.4,5,6 In crystals, the less sta-
ble structure of a complex can exist, because it might be stabilized by other forces in the 
crystal. But it is usually assumed that if the occurrences of a configuration are fewer, it is 
probably higher in free energy, and is less likely that this configuration is best configura-
tion for a complex. Usually large numbers of targeted interaction patterns are needed to 
ensure the validity of results. 
Spectral properties are also used to derive the structure and binding information of 
intermolecular interactions, in gas phase, in solutions, and in matrices.7 Infrared,8,9 mi-
crowave,10,11,12 and UV-Vis spectroscopy13,14 have all been used to determine the relative 
orientations of the small complexes. The charge transfer effect can also be measured ex-
perimentally, by the nuclear quadrupole hyperfine structure in microwave spectrosco-
py,9,15 electron energy loss spectroscopy16 and UV-Vis spectroscopy.13,14  
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The binding free energies can be measured in solution by determining the complexa-
tion constant.17 The configuration can be studied by NMR spectroscopy.18  
 
1.2.2 Theoretical Methods 
Spectral properties could not determine the structural parameters unambiguously. 
Therefore, a lot of experimental studies of intermolecular interaction also depend on the-
oretical calculations for justification.19,20,21 Besides being unambiguous, there are many 
other advantages of the theoretical approach to study intermolecular interactions. Firstly, 
unlike the experimental approaches, theoretical calculations provide us with the freedom 
to include or exclude the effect of environment.22,23 Secondly, both the stable and unsta-
ble geometries, such as transition states, could be studied. If resources allow, the whole 
potential surface,24,25,26 including both the repulsive and attractive parts, could be scanned. 
Thirdly, artificial intermediates of the complexes could be designed to decompose the 
intermolecular interaction energy into meaningful components,27,28,29,30 which facilitates 
the study of the nature of the interactions. 
The two main categories of theoretical methods are the supermolecule method and 
the perturbative method, which will be introduced in detail in Section 2.6. The supermol-
ecule method can give very accurate interaction energies of the complexes,25,31,32 if the 
correlation method is chosen wisely. However, it only provides the information on the 
total binding energy. On the other hand, the perturbative methods sometimes do not al-
ways give binding energies as accurate as the most sophisticated supermolecule ap-
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proaches, but it is able to decompose the total binding energy into meaningful parts. The 
weight of each part suggests the nature of binding in the complexes. 
 
1.3 The Nature of Intermolecular Interactions 
As mentioned above, the perturbative method could divide the interaction energy of 
a molecular complex into several parts, namely, electrostatic interaction (ES), exchange 
repulsion (EX), induction (IND), and dispersion (DISP). Only exchange repulsion is al-
ways repulsive for close shell interactions. It is usually not likely that one complex only 
has one type of stabilizing interaction. However, it is usually the case that only one or 
two types of stabilization dominate the binding. Here “dominate” means that one type of 
stabilization provides the most to the total attractive force, and without it, the complex 
would not be bound. Therefore, the nature of binding can be categorized by this division. 
There are (1) ES dominated interactions, (2) IND dominated interactions, including the 
charge transfer complexes, and (3) DISP dominated interactions. Electrostatic attraction, 
induction, and dispersion are all sources of stabilization. The nature of a molecular com-
plex usually refers to the major interaction that determines the binding trend. If one inter-
action dominates the binding, the trend could most likely be explained by that interaction. 
If other interactions are less significant than ES, the complex could be considered 
dominated by electrostatic interaction. The ES dominated interactions could be under-
stood by multipole interactions. The interaction between a 2m-pole and a 2n-pole has the 
distance dependence of ܴି௠ି௡ିଵ.33 Water dimer can be thought of as an example of ES 
dominated complex.34 The interactions among ions in solutions and ionic crystals are also 
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dominated by electrostatic interactions. A lot of hydrogen bond complexes belong to this 
group. 
The molecules without significant multipoles, the rare gas atoms, for example, can 
also interact with other molecules; such interactions are dominated by dispersion. DISP 
has the famous R-6 dependence35 and arises from the fluctuation of electron density in 
different molecules. Therefore, it is ubiquitous in all complexes. A special case of such 
interaction is the benzene dimer. 
If during the formation of complexes, the monomers undergo significant defor-
mation in the electronic distribution or nuclear position, the interaction is dominated by 
induction. Charge transfer (CT) from one monomer to the other is one type of IND. CT 
effect can be very strong. More than one electron could be transferred from one molecule 
to another. If this CT is directional, it resembles the process to break and form chemical 
bonds. Typical examples of the IND dominated interactions are charge transfer complex-
es, such as TTF-TCNQ, and some halogen bonds.36 
 
Figure 1. A ternary diagram that maps the nature of intermolecular interactions. (Graph taken 




The nature of binding can be mapped to a ternary diagram as in Figure 1.37 It shows 
the relative weight of each type of stabilization in the total attraction. The three vertices 
of the triangle represent 100% of electrostatic attraction, 100% induction, and 100% dis-
persion in the total attractive energy, respectively. The closer the nature of a complex is 
to one vertex, the larger the weight of the corresponding stabilization in the total attrac-
tion. Each complex can be represented by a dot on the ternary diagram. In this way, a 2-D 
map can be drawn for the world of intermolecular interaction. 
This thesis studies the complexes with ߨ-rich molecules at different positions on this 
diagram. The aims of study are to find out the stable geometries, to calculate and under-
stand the trend in binding energy, and to understand the effect of ߨ-electrons in the com-
plex. 
 
1.4 The ࣊-rich Complexes 
The focus of this study is the interactions related to ߨ-electron rich complexes. Pre-
vious studies on the subject are reviewed in this section.  
The intermolecular interaction involving π electron rich molecules is particularly in-
teresting.37,38,39,40,41,42,43 They usually have high electron densities, readily accepting posi-
tively charged atoms or molecules. They also have large polarizability, so dispersion-
dominated complexes can be formed. Also, due to the large polarizability, if the other 
monomer is very capable of inducing density deformation by having large dipole or elec-
tron affinity, the binding of the complexes formed could be dominated by induction. 
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Sometimes, using only the ߨ-rich molecules does not help to answer well the ques-
tion we identified in ߨ-rich systems. In these cases, alkanes and other molecules will be 
involved in the studies. But primarily, this thesis deals with the ߨ systems first. 
 
1.4.1 Types of Monomers 
All molecules can and will take part in intermolecular interactions. Therefore, all 
types of ߨ-containing molecules will interact with other molecules. To understand the 
interactions, it is therefore necessary to first understand the monomer properties of each 
type of ߨ-rich molecules. 
The smallest ߨ-containing molecule is the acetylene molecule; however, it is not the 
simplest, because it has two ߨ bonds. Ethylene molecule is recognized as the simplest 
model to study the effect of ߨ electrons in intermolecular interaction. 
Larger ߨ-rich molecules could be butadiene, hexatriene, or benzene molecules. Elec-
tron delocalization happens in such molecules, but to different extents. In butadiene, de-
localization makes the central CC bond slightly resemble a double bond, while in ben-
zene, the delocalization effect is so strong that it is impossible to tell the single bonds 
from the double bonds. Such delocalization not only changes the electron density distri-
bution, but it might also have an effect on the polarizability of the ߨ cloud. 
Rings containing hetero-atoms also have different electron density distributions and 
different polarizability from the benzene or linear ߨ-rich molecules. These differences 
might also lead to a different nature of the complex. 
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If the ߨ-containing monomers are charged, the nature of the complexes could further 
deviate from the original. Adding or removing one electron from the ߨ system will make 
the monomer a radical, which might undergo reactions that are difficult to study and less 
relevant to intermolecular interactions. So the studied charged monomers usually have 
charges in their ߪ backbones and are perfectly paired in both their ߪ and ߨ clouds. The 
examples are the guanidinium cation and the carboxylate anion. They both have planar 
structures with delocalized ߨ clouds. The charges on them will introduce significant elec-
trostatic interactions that alter the position of the complex in the ternary diagram. 
 
 













Ethylene Butadiene Hexatriene Carboxylate 
Benzene Pyridine Furan Guanidinium
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In this study, the simplest molecule, ethylene, will be considered first. Other hydro-
carbons will be involved for the ߨ⋯ߨ interactions. For the study on charged monomers, 
only guanidinium ion and trifluoroacetate will be considered. 
 
1.4.2 Types of Interactions 
This thesis tries to use the neutral ߨ⋯ߨ interactions, halogen bonds with ߨ donors, 
and the charged ߨ⋯ߨ interactions to represent the dispersion-, induction-, and electro-
static-dominated interactions, on the three corners in the ternary diagram (Figure 1). 
However, as will be discussed in Chapters 3, 5 and 6, the nature of binding for these 
complexes might not always be as expected. 
In the following sections, previous results on the three types of interactions will be 
summarized. 
 
1.4.2.1 Neutral ߨ⋯ߨ Interactions 
A few types of weak interaction are associated with neutral π-rich molecules. CH···π 
and stacked interactions are the most studied. CH···π interactions could be categorized as 
soft acid/soft base (SA/SB) interaction.44,45,46 Dispersion usually dominates this type of 
interaction. In the case of activated CH···π interaction,47,48 both electrostatic attraction 
and dispersion are important stabilizing forces. The strength and directionality of CH···π 
interaction, and the role of electrostatic interaction are related to the acidity of the H do-
nor. The π-stacked structures are first thought to be dominated by electrostatic interac-
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tions,49 since the preference of displaced parallel stacking over direct stacking could be 
understood by quadrupole-quadrupole interaction. However, Podeszwa et al. later showed 
that quadrupole-quadrupole interaction is not necessarily attractive for this configura-
tion.38 Studies of substituted complexes50 and of SAPT components38,51,52 have shown 
that dispersion is usually the largest stabilization in the stacked structures.  
Benzene is an archetypal π rich molecule with 6 π electrons that follows Hückel’s 
4n+2 rule of aromaticity. Therefore, complexes of benzene are often used to study the 
interaction between the π cloud and other molecules or ions. It is well established that the 
tilted T-shape dimer is the most stable structure. But the displaced parallel stacked struc-
ture has a similar stability as this CH···π structure.25 In both forms of dimer, the domi-
nant attractive force is dispersion.53,54,55,56 Studies on the fused rings show that the dis-
placed parallel dimer becomes more stable than the T-shaped one when the molecule be-
comes larger.57,58 In addition, substitutions on aryl rings stabilize displaced parallel dimer 
more than T-shaped dimer.59 
Surprisingly, ethylene, the simplest prototype which has only one pair of π electrons, 
is less well studied than benzene. A total of 14 possible structures of ethylene dimer have 
been examined previously by Suzuki et al,60 Tsuzuki et al,61 and King.62 The nature of 
interaction of various configurations was analyzed by different energy partition schemes. 
Dispersion and electrostatic interactions were identified as the important attractive forces 
to stabilize these dimers. Other than the displaced parallel and CH···π structures, another 
important configuration is a structure with D2d symmetry with four pairs of close dihy-
drogen contact. It is the most stable structure found for ethylene dimer. Several databases 
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for weak interactions, such as S2263 and PPS5,64 have included this structure as a proto-
typical system. There is evidence that the dihydrogen contacts in organic molecules con-
tribute attractively to binding, due to the properties of the electron density topology,65 and 
the fact that binding could increase with the number of dihydrogen contacts.66,67 Yet it is 
not clear whether in this ethylene dimer these contacts are stabilizing or not. 
A few papers have reported the interaction energies of other linear ߨ rich molecules, 
such as acetylene dimer and butadiene dimer.60,68,69,70,71,72,73 But most of these works fo-
cused on the exact binding energy rather than the nature of binding. From the binding en-
ergy, the conclusions are similar to the ring series: T-shaped is more stable when the 
complex is small; when the monomer grows larger, displaced parallel dimer becomes 
more stable.  
To study the nature of binding of complexes with π electron rich molecules, it would 
be intuitive to separate the contribution of π orbital from the σ backbone, yet studies on 
this subject are few. Based on a series of computations of aromatic compounds and their 
saturated counterparts, Grimme studied the role of π electrons in dispersion, and conclud-
ed that π···π stacking is missing in small π systems.74 In the study, the contribution from 
π···π, σ···π, and σ···σ parts to MP2 correlation energy, instead of to the real dispersion, 
were separated. The electrostatic contribution was briefly discussed. Furthermore, only 
cyclic structures, but not the simpler linear molecules like ethylene or butadiene, were 
considered.  
The role of delocalization or aromaticity on the intermolecular binding is also an un-
solved problem. A recent paper75 decomposed benzene into pairs of ethylene and butadi-
  
12 
ene, and concluded that aromaticity will hinder intermolecular binding. But it provided 
no information on whether a non-aromatic linear structure provided larger or smaller 
binding compared to benzene in real complexes. The role of electron delocalization or 
aromaticity in intermolecular binding is still far from clear. 
Intuitively, the ethylene molecule, due to its simplicity and symmetry, is a perfect 
model to separate σ and π contributions from the total electrostatic interaction and disper-
sion. However, such kind of study is still not present. 
 
1.4.2.2 Halogen bonds with ߨ donors 
Halogen bonds (XB) are the intermolecular interaction between a halogen atom and 
another atom of relative high electronegativity or high electron density. Its definition is 
introduced by Legon.7 In recent years, halogen bonds, although weaker than chemical 
bonds but directional, have been found to be important in many aspects of chemistry and 
biology.76 It is important to the formation of functional materials, such as crystals, liquid 
crystals, and nano-materials.7,77,78 Halogen bonds can be used in the anion sensors79 and 
solar cell or batteries.80 There are also plenty of halogen bonds in biological systems and 
drugs.7,80,81 What’s more, the halogen bonds formed by dihalogens or interhalogens are 
important intermediates that lead to chemical reactions.21  
Due to the importance of halogen bonds, both experimental and computational stud-
ies on halogen bonds are plenty. C-X⋯Donor (X=halogen) interactions have been studied 
by surveying the crystal or protein structure databases. Such studies confirm the existence 
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of such interaction because the distances between the halogen atoms and the donors are 
much smaller than the sum of their van der Waals radii. This interaction is very direction-
al with the C-X-Donor angle being around 165º.4,5 C-X⋯ߨ interactions (X=Cl, Br, I) has 
been studied in the same way and similar conclusions have been made.82,83 However, dif-
ferent conclusions were made for C-F⋯ߨ interactions. Saraogi et al.83 concluded that C-
F⋯ߨ interaction is more likely to form than C-Br⋯ߨ and C-Cl⋯ߨ interactions. But 
Berger et al.76 concluded that C-F⋯ߨ interaction is actually destabilizing. Rybalova  et 
al.84 examined the C-F⋯ߨ interactions closely and found out that the small distance be-
tween F and the ߨ  cloud is actually caused by ߨ⋯ߨ  interactions. Dihalogen and 
interhalogen molecules also interact with various donors in crystals,80,85 but the surveys 
on the smaller dihalogen or interactions (F2, ClF, Cl2) are very few. The halogen bonds 
with dihalogen and interhalogen atoms have shorter distances and larger intramolecular 
distortions.86  
Gas phase complexes or inert gas matrices trapped complexes are studied by various 
spectral methods discussed in 1.2.1. Such experimental studies complement the studies 
on crystal structures because a lot of them are focused on the complexes with F2, ClF, and 
Cl2. When the donor is a ߨ system, the halogen molecule tends to be perpendicular to the 
ߨ plane, and stays above the CC bond.87 Charge transfer (CT) is very significant from the 
lone pair donor to the halogen molecules. Sometimes the ionic structure has to be consid-




A large number of computational studies are also conducted in the field of halogen 
bonds because it is easier to study the nature of halogen bonds by computational studies. 
The halogen atom (electron acceptor) may come from a C-X bond or from the dihalogen 
or interhalogen molecules. Various electron donors are involved in the studies, including 
lone pairs (NH3, SH2, O=CH2, S=CH2),89,90,91,92,93,94 ߨ clouds (ethylene, acetylene, ben-
zene),14,95,96 hydrides (H3N⋯BH3, MgH2),97,98 donors that has both lone pairs and ߨ elec-
trons (furan, pyridine),14,99,100 and other more exotic donors, such as rare gas atoms,101 
pseudo-ߨ  electrons,102  radicals, 103 , 104  charged ions,98, 105  and carbenes.106  The halogen 
bond systems with CT are found to be difficult to be described by GGA and hybrid DFT, 
except the HHLYP functional.91 The MP2 method is said to give good geometry parame-
ters.107 The binding energies given by MP2 are also good,108 and basis-set-insensitive.90 
But it produces much basis set superposition error (See 2.6.1.1).91  
The calculated geometry of the halogen bonded complexes confirmed the experi-
mental conclusions. The distance between the halogen atom and the donor is shorter than 
the sum of the van der Waals radii, and the interaction is highly directional.80 If the donor 
is a ߨ system, the halogen atom prefers the above-CC-bond position.80 Significant dihal-
ogen bond elongation (> 0.1 Å)100 is observed from the calculations, as in the crystal 
structure studies. However, the C-X (X=Cl, Br, I) bonds might stretch or shrink when 
forming the halogen bond complexes,90 and the C-F⋯ interactions are seldom studied. 
The binding energy varies much from the smallest for ammonia-F2 complexes (~ –1 kcal 
mol−1)64 to the trimethyleamine-F2 complex (~ –20 kcal mol−1).107 If charged monomers 
are involved, the binding energy could be as large as –120 kcal mol−1.105  
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Some general trends are derived from the computational studies. It is generally ac-
cepted that the binding strength increases when the halogen atom changes from F to I.80 
The n-donors usually introduce more binding than the ߨ-donors.7,14 Beside these quanlita-
tive observations above, several quantitative linear relationships are identified in the hal-
ogen bond systems: that between binding energy and intermolecular bond dis-
tance,94,102,109 that between binding energy and vibrational frequency shifts of the halogen 
donor (electron acceptor),109 that between the binding energy and the electron topological 
properties,94,102,109,110 that between binding and electrostatic interaction,111 and that be-
tween binding energy and the extent of CT.90,109 All the linear relations (with good corre-
lation coefficients) makes it harder to identify the main stabilizing forces, i.e. the nature 
of the halogen bonded complexes. 
There has not been a consensus on the nature of the C-X⋯Donor (X = Cl, Br, or I) 
interactions. Several authors concluded that the binding can be mainly understood by the 
electrostatic attraction.98 It is more important than dispersion and the orbital interactions 
(see 2.7.3),112 although other types of interaction are not negligible,113 either. But other 
authors concluded that orbital interactions are more important than electrostatic interac-
tion.89 Dispersion cannot be ignored, either. When the halogen bond is weak, it could be 
larger than electrostatic interactions.114 This disagreement could partly come from the 
diversity of the systems studied, and partly from the different methods used to analyze 
the nature. 
More studies on the nature of di-/inter-halogen⋯Donor complexes are present. 
Therefore, more disagreements exist. Some authors claim that the nature of such com-
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plexes is mainly electrostatic (ES).115 Induction (IND) and charge transfer (CT) is less 
important than electrostatic interaction,92,106 while other interactions are much smaller.106 
But the structures in some work 97,105 do not agree with the ES argument, since the struc-
tures obtained are not the best for ES. It is also found that the nature of binding may also 
change from an ES one to one dominated both by ES and CT if the electron acceptor is 
different.116 Methyl substitutions on the donor greatly enhance CT, affecting the nature of 
binding.7,103,107,117 What’s more, another study points out that the inadequacy of DFT and 
HF methods to describe such complexes suggest the importance of dispersion. However, 
this might not be a valid argument since correlation energy also contains part of induction. 
When the ߨ cloud is the donor, the conclusions are slightly different. Lu et al.96 states that 
the interaction is dominated by dispersion. But Wang et al.95 concluded that both ES and 
dispersion are dominant. Other authors recognize IND as the largest stabilization;99,100 
however, the authors99 have ignored the fact that this IND is cancelled by its exchange 
counterpart. 
Based on the study on the nature of the halogen bond complexes, many models have 
been proposed to understand the halogen bonds. The ߪ-hole model118,119,120 is proposed to 
understand the ES attraction between the halogen atom and the electron donors and the 
trend of binding strength I > Br > Cl > F. This model explains the electrostatic attraction 
between the electronegative halogen and other electronegative atoms by the electron den-
sity anisotropy on the halogen atom. The ߪ-hole is defined to be the region with positive 
electrostatic potential on a halogen atom opposite to the ߪ bond (Figure 3). A step-by-
step CT model7,93 can explain the binding strength with respect to the donors and also the 
spectral properties of the complexes. Poleshchuka et al.111 proposed an equation that 
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combines the ES effect and the CT effect for calculating the binding energies of the halo-
gen bonded complexes. So far no model is found for dispersion energy in halogen bonds. 
These models usually assume that the nature is determined solely by the monomer prop-
erties, so it rules out the possibility that more than one complex could be formed by the 
same monomers. This is probably the reason why there is disagreement on the relative 
strength of complexes with NH3 and PH3. Pennington et al.80 concluded that halogen 
bonded complexes with PH3 should have larger binding than those with NH3, while Val-
dés et al.121 found out that although PH3 induced larger CT than NH3, the binding energy 
is smaller. 
 
Figure 3. Illustration of the ߪ-hole on the FBr molecule. The blue color indicates positive electro-
static potential. 
 
Mulliken, in his seminal work for CT complexes,122 has argued that two complexes 
can form by the same monomers, the inner and outer complexes. This suggests that such 
complexes are probably better to be described by two diabatic states, just like the descrip-
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tion of a chemical reaction. Since the halogen bond is partially covalent,97,98 the diabatic 
ionic state is of interest in such systems. Its importance has been recognized by Legon et 
al.7,107 and Karpfen et al.21 in the trimethylamine-dihalogen complexes. The role of the 
CT state is seldom studied, although large CT is identified in many systems.94,97 
Tachikawa et al.123 studied the CT state that has a distorted geometry. But the stability of 
this state has not been related to trend of stability or nature of the halogen bonded com-
plexes. 
In summary, although a lot of studies have been performed on the halogen bonded 
systems, there are still many open questions. One of them, of course, is about the C-F⋯ߨ 
interactions, whether they exist and their similarities and differences from the X-F⋯ߨ 
interactions. Another question is about the nature of the halogen bonded systems. As is 
discussed above, many disagreements exist because of the differences in the complexes 
and also in the analyzing methods. To consider the difference of complexes, it is neces-
sary to find out and investigate a series of complexes with continuous changes in their 
monomer properties and binding energies. Since the ߨ system complicates the binding 
situations by having different possible structures and it is harder to manipulate the mon-
omer properties of ߨ-systems, a large part of this thesis will be focused on the simpler 
donors, such as NH3 and PH3. It is expected that the results on these donors will shed 
light on the nature on the ߨ donors. It is also necessary to find the relation between the 
analyzing methods to get a unified understanding of halogen bonds. For example, the re-
lationship between dispersion and correlation energy clarifies the role of dispersion. 
Whether the CT stabilization energy and the orbital interaction energies should be con-
sidered as second-order or higher-order induction is also important to the validation and 
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interpretation of analyzing methods. It might affect the relative size of CT and ES inter-
action. The third question relates to the ES interaction. The ߪ-hole model only considers 
the ES potential of the halogen atom but not the other parts of the complex, including the 
donor. Another model might be proposed to incorporate both the ES properties of the do-
nor and the acceptor. Lastly, the possibility of having the inner and outer complexes, and 
other possible complexes with the same monomers should be investigated. This helps to 
resolve some of the discrepancies in the current studies. Both the monomer properties and 
the diabatic states of the complexes could be important to the formation of more com-
plexes. 
 
1.4.2.3 Charged ߨ⋯ߨ Interactions 
The interaction between a cation and an anion is the most common force in ionic 
crystals and ionic liquids. The electrostatic interaction (ES) between a pair of ions is very 
strong124 and long-ranged (R-1), so the interaction between ions is considered to be mostly 
dominated by ES, i.e. it is near the ES vertex of the ternary diagram. 
The ions with ߨ electrons can also interact electrostatically. However, due to the 
high polarizability, deformations of the ߨ electrons can easily happen in an environment 
full of ions. Therefore, we cannot assume induction or charge transfer is negligible in 
such ion pairs. For the same reason, dispersion might also play a role in the ionic interac-
tion. Therefore, Chapter 6 of this thesis devotes to investigating the nature of the interac-




Although the interactions of ions in crystals or liquids are usually studied using the 
classical molecular dynamics simulations, this approach suffers from a few limitations. It 
disregards the many-body (many-atom) effects and the short-range part in disper-
sion.125,126 For a non-biased description of fundamental forces, density functional or ab 
initio calculations are desired.127 While there are plenty of studies on the interaction be-
tween a ߨ-containing ion and another ion with no ߨ electrons, very few ab initio studies 
are found on the interactions between two ߨ-rich ions. The most common methods used 
to optimize ion pair structures and to calculate their binding energies are HF, B3LYP hy-
brid functional, and MP2. MP2 is found to give larger binding energies than B3LYP,124 
probably because B3LYP does not provide correct long-range dispersion energies. In this 
study, since the selected ion pair is too large to apply MP2 calculations to, M06-2X func-
tional,128 which is parameterized to introduce better dispersion energies, will be used to 
optimize the dimer structure and calculate the binding energies. 
In existing studies, the binding energies of the ߨ-containing ionic complexes range 
from around –70 kcal mol−1 to around –100 kcal mol−1,129,130 which are much larger than 
the cation-ߨ, anion-ߨ, metal ion-ߨ,	ߨ⋯ߨ,37 and halogen-ߨ100 interactions. The attraction 
between the opposite ions is responsible for most of this large binding. Other weaker in-
teractions are masked by this strong interaction. Therefore, their roles are less clear. This 
study focuses on identifying the weaker interactions and trying to find out the role of ߨ 
electrons in such systems. So far the stacking structure hasn’t been studied properly. 
In Bandrés et al.’s work130, the structures deviate much from the stacking configura-
tion, and in Liu et al.’s work129 the ion pair prefers the hydrogen bond configuration. This 
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might indicate relatively small importance of the ߨ electrons, but it might also be a result 
of the poor dispersion introduced by B3LYP or of the steric hindrance by the side chains. 
Therefore, more detailed studies with a better method and a better model system is neces-
sary to reveal the role of the ߨ electrons. From the study of Bandrés et al.,130 it seems that 
dispersion is responsible for almost half of the vaporization enthalpy of ionic liquids. But 
this conclusion is derived from the molecular mechanics and probably does not have a 
balanced description of all attractive forces. Izgorodina et al.127 represented ES by the HF 
binding energies of the ion pairs, and dispersion by the correlation energies. In this way, 
ES is almost ten times as large as dispersion for one pair of ions. However, it is well-
known that HF binding contains not only the ES, but also exchange repulsion and a part 
of induction; correlation energy also contains part of induction. The methods in both 
studies that characterize the nature of binding for ion pairs are deficient in some way. 
More sophisticated SAPT analysis may help clarify the nature of ion pairs and the role of 
ߨ electrons. 
 
1.4.2.4 Other Interactions 
Other types of interactions are possible with ߨ-rich molecules, such as cation-ߨ, ani-
on-ߨ, metal ion-ߨ, rare gas-ߨ,37 and lone pair-ߨ interactions.56 But these interactions will 




1.5 Summary and Outline 
In summary, there are unanswered questions for the complexes near all three vertices 
in Figure 1. For the dispersion-dominated interactions, the role of ߨ electrons has not 
been separated. For the halogen-ߨ interactions, more questions regarding the nature, the 
structure, the strength and the description of such complexes exist. For the ion pair inter-
action, the role of the attractive components other than electrostatic interactions is unclear. 
This thesis will first focus on the questions above, then go into details about some aspects 
of each type of interactions, which may or may not be related to the ߨ electrons, to gain 
better understanding to the general trends in intermolecular interactions. 
The structure of this thesis will be as follows: 
Chapter 2 describes the details in the theoretical methods used in this thesis to opti-
mize the intermolecular complexes, to obtain accurate binding energies, and to study the 
nature of the complexes. 
Chapter 3 attempts to achieve separation of ߪ and ߨ electrons on three types of eth-
ylene dimer structures, namely D2d CH···CH dimer, Ci displaced parallel dimer, and C2v 
CH···π dimer. Both the separations of dispersion and electrostatic interaction will be per-
formed. A concept “contact” will be proposed to describe the balance between the attrac-
tive and repulsive forces. After studying the ethylene dimers, comparisons will be made 
between these dimers and other complexes, including the longer linear ߨ rich complexes 
and complexes with benzene. This study will shed light on the nature of interaction in 
larger complexes of π rich molecules. 
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Chapter 4 will be a digression to the CH⋯CH interactions in alkane dimers, because 
in Chapter 3 the CH⋯CH interaction is found to be important in both dispersion and elec-
trostatic attractions. Again, both electrostatic interaction and dispersion will be studied in 
details. The origin of electrostatic interaction will be discussed and the dispersion will be 
separated into local orbital interactions. 
Chapter 5 will first investigate the difference between C-F⋯ߨ and F-F⋯ߨ interac-
tions. After that, as argued in 1.4.2.2, a series of complexes with simpler donors will be 
studied. The nature of this series of complexes will be described by different methods, 
and for selected complexes, various diabatic states will be used to understand the origin 
of the inner, outer and other complexes. 
Chapter 6 will focus on the different structures of guanidinium-trifluoroacetate com-
plex. A few structures of the hydrogen bond structure and one constrained ߨ⋯ߨ stacking 
structures will be studied in details on their stabilities and their nature.  
Chapter 7 summarizes the conclusion obtained from all the studies in this thesis and 





2 Theoretical Methodology 
2.1 The Schrödinger Equation 
Chemical properties and processes are mostly governed by the states and motions of 
electrons. If only the static chemical properties are considered, then we can only consider 
the static states of electrons. These states of electrons can be described by four quantum 
numbers. Each of them describes the energy, the angular momentum, the projection of 
angular momentum, and the spin of electrons, respectively. 
When relativity is ignored, the states of electrons are governed by the Schrödinger 
equation (SE) due to the wave-particle duality. The time-independent SE is: 
(2.1.) 
where ܪ is the Hamiltonian, the energy operator, of the whole system, ܧ and ߖ are the 
energy and eigenvector (wavefunction) of ܪ. 
For an isolated molecule or molecular complex, i.e. a system with only nuclei and 
electrons and no other external electric or magnetic fields, the Hamiltonian for a system 
with ܯ nuclei and ܰ electrons is written as the following in atomic units: 
(2.2.) 
where ܣ and ܤ denote nuclei, ݅ and ݆ denote electrons, ܴ and ݎ denote the distance be-




































ௗ௭మሻ is the kinetic energy operator. The first two terms 
demonstrate the kinetic energy of electrons and nuclei, and the last three terms demon-
strates the interaction between particles, which are the potential energy. The last three 
terms represent the attraction between nuclei and electrons, the repulsion between elec-
trons and electrons, and the repulsion between nuclei, respectively. 
This Hamiltonian only depends on the spatial coordinates of electrons, so the eigen-
states of it can only describe the first three quantum numbers of electrons that only de-
pends on the spatial coordinates, the ones describing the energy, the angular momentum 
and the projection of angular momentum. The fourth quantum number should be dealt in 
other ways. Since it is decoupled from the other quantum numbers, the total wavefunc-
tion could be written as the product of the spatial part and the spin part. 
 
2.2 Approximations to Solve Schrödinger Equations 
Usually, the Hamiltonian includes many-body interactions. Therefore, it is generally 
impossible to solve the SE exactly. A number of approximations must be applied to the 
SE before meaningful results can be obtained. Two of the most fundamental approxima-
tions are the Born-Oppenheimer Approximation131 and the One-Electron Approximation. 
Some of the other approximations will be discussed where relevant.  
2.2.1 Born-Oppenheimer Approximation 
Due to the third term in Equation (2.2), which describes the nucleus-electron attrac-
tion, the motions of electrons and nuclei are coupled. This means the total wavefunction 
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cannot be expressed as the product of the nucleus wavefunction and the electron wave-
function. 
However, since the nuclei are at least 10ଷ times heavier than the electrons, their mo-
tions are much slower than the motions of electrons. So it is reasonable to expect that a 
fast moving electron cannot feel the motion of the nucleus. Therefore, nuclei can be con-
sidered fixed when studying the electrons. The second term in Equation (2.2) is then zero 
because the nuclei are not moving. The last term is a constant that does not affect the 
electronic states, since both the nucleus positions and charges are invariant. The Hamilto-
nian for the electrons then changes to: 
(2.3.) 
Solving the electronic part of the Schrödinger equation: 
(2.4.) 
gives the electronic energy: 
(2.5.) 


















ߖ௘௟௘௖ ൌ ߖ௘௟௘௖ሺሼݎ௜ሽ, ሼܴ஺ሽሻ
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which both depend on the nuclear coordinates parametrically132, i.e. if the nuclear coordi-
nates change, the electronic energy ܧ௘௟௘௖ will be of a different value and the electronic 
wavefunction Ψୣ୪ୣୡ will be a different function. 
Assuming the nuclei are kept fixed, the energy of the system should be the sum of 
electronic energy (which includes the electronic kinetic energy, the attraction between 
nuclei and electrons, and the repulsion between electrons) and the nucleus repulsion: 
(2.7.) 
There is no nuclear kinetic energy since the nuclei are not moving. 
For problems involving moving nuclei, it could be then assumed that nuclei move in 
an average electric field generated by the electrons, because they move so fast that the 
nuclei sees the electron at different positions almost simultaneously. Replacing the first, 
third and fourth term in Equation (2.2) by the electronic average, the total Hamiltonian 
changes to: 
 


































In this way, the nucleus wavefunction can be obtained by solving the nucleus SE: 
(2.9.) 
The total Hamiltonian can be separated into two parts. The first part ܣ is the first, 
third and fourth terms in Equation (2.2), and the second part is the second and fifth terms. 
The first part could be considered the electronic part and the second the nuclear part. The 
SE then transforms: 
(2.10.) 
So the product of the nuclear wavefunction and the electronic wavefunction is an eigen-
function of the total Hamiltonian. To assume the motions of electrons and nuclei are de-
coupled and the total wavefunction can be written as the product of the two parts is the 
Born-Oppenheimer Approximation. In this approximation, the electrons move in the av-
erage potential field generated by the nuclei, and the nuclei move in the average field 
generated by the moving electrons. Since the nuclei are fixed when calculating electronic 
states, the average field they generate is the same field they generate at any time. 
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2.2.2 One-Electron Approximation 
Similar to Equation (2.2), Equation (2.3) also involves many-body interaction due to 
the third term in the electronic Hamiltonian, which makes it impossible to be solved ex-
actly. If this many-body problem can be transformed into a one-body problem, Equation 
(2.3) will be easier to solve. Using the same logic in the last section, the motion of each 
electron can be separated from the others by assuming that it is moving in the average 
field generated from all the other electrons. In this way the total electronic wavefunction 
can be written as the product of the wavefunctions of each electron. This is called the 
One-Electron Approximation. 
The electronic Hamiltonian (2.3) is the same as: 
(2.11.) 
Now we only have to assume that the 1/ݎ௜௝ term is an average: 
(2.12.) 
where ௜ܸ


















































For simplicity, let us consider a two-electron system. If we find the eigenstates of ݄ଵ 
and ݄ଶ to be ߶ଵ and ߶ଶ, then 
(2.14.) 
where ߳ଵ  and ߳ଶ  are eigenvalues of ݄ଵ  and ݄ଶ , respectively. This means that |߶ଵ߶ଶۧ , 
which is called the Hartree Product, is an eigenstate of ܪ෡௘௟௘௖. This is known as the inde-
pendent particle model. 
Since electrons are identical particles and cannot be told from one another, ෠݄௜ should 
be the same for all ݅. Therefore, the problem of solving the many-electron SE reduces to 
solving a one-electron equation: 
(2.15.) 
To find out the effective potential, it is necessary to know the eigenstates of ෠݄ଵ. 
Therefore, this one-electron eqution can be solved by first using a trial wavefunction, 
then the solution is improved iteratively. 
It is important to notice that the product of ߶ଵ and ߶ଶ is not antisymmetric as the 
wavefunction of Fermions should be, i.e. when the two electrons are exchanged 
(2.16.) 
and if the two electrons of the same spin are at the same position, the wavefunction does 
not vanish: 
(2.17.) 
ܪ෡௘௟௘௖|߶ଵ߶ଶۧ ൌ ൫෠݄ଵ ൅ ෠݄ଶ൯|߶ଵ߶ଶۧ






We can solve these problems by combining the two terms in an antisymmetric way: 
(2.18.) 
where ܰ is the normalization factor. This expression can be generalized to an ݊-electron 
system: 
(2.19.) 
This expression of an ݊-electron wavefunction is called a Slater Determinant. In the fol-
lowing text, the Slater determinant Ψ௘௟௘௖ will be written in short as: |߶ଵ ⋯߶௡ۧ. 
The energy expectation of an ݊-electron wavefunction can be calculated as: 
(2.20.) 
It is different from the energy expectation of a Hartree Product because of the last 
term, which appears when the wavefunction is antisymmetric. This term is the exchange 
correlation. It tells that when the correlation between electrons of like spin is considered, 
the system energy will decrease. 
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2.3 The Hartree-Fock Method 
2.3.1 Variation Principle 
Before discussing the Hartree-Fock method, it is necessary to introduce the Variation 
Principle,133 because it provides a practical way to optimize the wavefunctions, and to 
obtain the theoretical upper bounds of the exact ground state energy. It is also a useful 
measure of the quality of wavefunctions. 
Let us assume that a Hamiltonian ܪ has a series of eigenfunctions ߶ఈ with eigenval-
ues ߳ఈ. The eigenstates form a complete and orthonormal set, and 
(2.21.) 
Therefore, any normalized wavefunction that satisfy the same boundary conditions (usu-
ally, ߶ఈ|௥→ஶ ൌ 0) can be written as a linear combination of ߶ఈ: 
(2.22. ) 
The energy expectation of this wavefunction Ψ is: 
(2.23. ) 
So the exact ground state energy is always smaller than the energy expectation of any es-
timated wavefunction. The energy expectation from any wavefunction serves as an upper 
bound for the exact ground state energy. The quality of the wavefunction can be deter-
mined by the energy expectation it gives; the lower the expectation, the more probable it 
߳଴ ൏ ߳ଵ ൏ ⋯ ൏ ߳ఈ ൏ ⋯.
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is closer to the exact ground state wavefunction. This principle is also the basis for the 
optimization of a wavefunction containing a number of parameters. The parameters are 
changed to minimize the energy expectation, since it is closest to the exact ground state 
when the energy of the wavefunction is the lowest. 
 
2.3.2 Linear Combination of Atomic Orbital Approximation  
With the Variation Principle and the energy expectation Equation (2.20), it is possi-
ble to introduce some parameter in ߶௜ to be varied in order to improve the wavefunction. 
For a single atom, the parameters could be exponent ߙఓ  in the atomic orbital ߮ఓ ൌ
ܰ݁ିఈഋ௥. When the atomic orbitals are known, parameters can be introduced to the trial 
wavefunctions in a multi-atom molecule by assuming molecular orbitals are linear com-
binations of atomic orbitals. 
(2.24.) 
This is the LCAO (linear combination of atomic orbitals) Approximation,134,135,136 
which is the central approximation in all Molecular Orbital (MO) theories. The coeffi-
cients ܿఓ௜  are considered parameters and varied until the lowest energy expectation in 
Equation (2.20) is achieved. 
2.3.3 The Hartree-Fock Equation137 
Using the Variation Principle, we can minimize the energy expectation value of a 






|߯௜ۧ are orthonormal to one another. Therefore, we have to minimize the functional ࣦ 
with respect to |߯௜ۧ: 
(2.25.) 
The first variation of ࣦ must be zero: 
(2.26.) 
Since all |ߜ݅ۧ are arbitrary infinitesimal variations, their coefficients must be zero: 
(2.27.) 
where ܬ௝ and ܭ௝ are the Coulomb and Exchange Operators, respectively, with definitions: 
(2.28.) 
(2.29.) 
When Fock Operator is defined as: 
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the Hartree-Fock Equation reads: 
(2.31.) 
It is possible to find a unitary transformation ࢁ: 
(2.32.) 
so that it diagonalizes ࣕ: 
(2.33.) 
Therefore, we have the Canonical Hartree-Fock Equations: 
(2.34.) 
The sum of orbital energies from the Canonical Hartree-Fock Equations is: 
(2.35.) 
and it is different from the energy expectation of the single determinant in Equation 
(2.20), because the orbital interactions are double counted in the sum of orbital energy. 
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Solving the Hartree-Fock Equations gives the best energy that could be obtained by 
a single determinant. In the process of solving the Hartree-Fock Equations, the Fock Op-
erator depends on the solution ߯௜, so this problem is called a quasi-eigenvalue problem 
and must be solved iteratively. 
 
2.4 Electron Correlation 
The Hartree-Fock method does not give the exact wavefunction and energy of a mo-
lecular system because the repulsion between electrons is only dealt with in an average 
way. In reality, since the movements of electrons are correlated by their repulsion. The 
effect of another electron should be embedded in the two-electron function Φሺݔଵ, ݔଶሻ, 
instead of imposed on the one-electron function by averaging their repulsion based on 
another one-electron function. The energy difference between the energy obtained with 
the two-electron wavefunction and that obtained using this independent-electron approx-
imation is called the correlation energy. 
There are two ways to improve the Hartree-Fock method. One is to take the one-
electron functions as the starting point to search for the two electron functions Φሺݔଵ, ݔଶሻ; 
the other is to stick to the independent electron approximation, and alter the way that en-
ergy is expressed, i.e. to change the Hamiltonian of the system. The first approach is 
called post-Hartree-Fock (post-HF) wavefunction approach. And the second is called 
Density Functional Theory (DFT). 
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2.4.1 Wavefunction Theory 
Any two variable function ݂ሺܽ, ܾሻ  can be expanded by a complete set of one-
variable functions ௜݃ሺܾሻ: 
(2.36.) 
where ܿ௜ሺܽሻ are the coeffient funtions that depend only on the other variable ܽ. And 
if another complete set of functions of ܽ exists as ݃௜ᇱሺܽሻ, the coefficients can also be ex-
panded: 
(2.37.) 
Therefore, it is clear that for two correlated variables, the total wavefunction can still 
be described by the products of individual variables. But unlike the Hartree-Fock method, 
we need to include more such products to get the exact wavefunction.138 This is the basis 
for all post-HF wavefunction methods. 
Since electrons are indistinguishable, we can use the same set of functions for every 
electron in the expansion (2.37). This complete set of functions can be chosen as the ei-
genfunctions of the Fock Operator. For post-HF methods, a collection of orbitals from 
Hartree-Fock calculation will be occupied by electrons and form a Slater determinant for 
the sake of antisymmetry. The occupancy patterns are called electronic configurations. If 
the electrons do not occupy the orbitals with lowest energies, such configurations will be 








more excited determinants in the ground state wavefunction, the energy obtained will be 
closer to the exact one. 
If all configurations are used, and the coefficients are determined by the variation 
principle, we will have the most exact energy and wavefunction of the system that could 
be obtained by the same set of expanding functions. This method is called Full Configu-
ration Interaction (FCI) method. The energy difference between FCI and Hartree-Fock 
methods is the correlation energy. However, this method is not practical for most cases, 
because the number of determinants that have to be included is ே!௡!ሺேି௡ሻ!, where ܰ is the 
number of spin-orbitals generated from the Fock Operator and ݊ is the number of elec-
trons. If we only include singly- or doubly-excited determinants, or only the determinants 
with excitations up to a certain amount of orbitals, the larger system won’t be treated as 
fairly as the smaller system, because simultaneous but unrelated excitations, which could 
not be described by a fixed number of excitations, happen more often in larger systems. 
Therefore, the truncated Configuration Interaction method is not size-consistent. 
For a molecule A, the truncated CI wavefunction can be calculated from the Hartree-
Fock single determinant ߶஺ுி: 
(2.38.) 
where ෠ܶ ஺ is the excitation operator from the ground-state Hartree-Fock determinant. For 
simplicity, here we only consider a special type of truncated CI calculations, CID, with 
only double excitations ( ෠ܶଶ஺). 
߶஺௧஼ூ ൌ ߶஺ுி ൅ ෠ܶ ஺߶஺ுி.
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If molecules A and B are very far apart and no interaction is present between A and 
B, then we can assume 
(2.39.) 
Antisymmetrization on the wavefunction is not necessary, because the two molecules do 
not interact with each other. 
If we perform truncated CI calculation on the non-interacting A-B complex, the 
wavefunction would be 
(2.40.) 
But since A and B are not interacting, we can perform separated truncated CI calcu-
lations on both A and B. 
(2.41.) 
The truncated CI calculation on the dimer misses the last term, which the simultane-
ous and unrelated excitations on the monomers. Unfortunately this unrelated excitation 
will have significant effect on the dimer energy. This is the source of size-inconsistency 
in truncated CI calculations. The effect of such unrelated quadruple excitation can be es-
timated by the Davidson correction:139  
(2.42.) 
Ψ஺஻ுி ൌ ߶஺ுி߶஻ுி and ෠ܶଶ ൌ ෠ܶଶ஺ ൅ ෠ܶଶ஻. 
Ψ஺஻௧஼ூ ൌ ߶஺஻ுி ൅ ൫ ෠ܶଶ஺ ൅ ෠ܶଶ஻൯߶஺஻ுி 
Ψ஺஻ᇹ ൌ ߶஺௧஼ூ߶஻௧஼ூ ൌ ൫߶஺ுி ൅ ෠ܶଶ஺߶஺ுி൯൫߶஻ுி ൅ ෠ܶଶ஻߶஻ுி൯
ൌ ߶஺஻ுி ൅ ൫ ෠ܶଶ஺ ൅ ෠ܶଶ஻൯߶஺஻ுி ൅ ෠ܶଶ஺߶஺ுி ෠ܶଶ஻߶஻ுி 
Δܧ ൌ ሺ1 ൅ ܿ଴ଶሻΔܧ஽ 
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where ܿ଴ is the coefficient of the SCF determinant, and Δܧ஽  is the correlation energy 
from the double excitations in CI. 
To correct for consistency, the wavefunction must include determinants that describe 
such unrelated excitations. One of the attempts to correct for size-consistency is 
QCISD.140 This method includes different simultaneous excitations when calculating dif-
ferent CI coefficients. When calculating the single-excitation coefficients, simultaneous 
single and double excitations ( ෠ܶଵ ෠ܶଶ) are included. And when calculating the double exci-
tation coefficients, simultaneous double and double excitations ( ෠ܶଶ ෠ܶଶ) are included. It 
could be considered a simplification of coupled cluster method to be introduced later. 
However, the limited reduction on complexity doesn’t compensate the loss of accuracy. 
In the following section, two size-consistent methods will be described, the perturba-
tion theory and the coupled cluster method. 
 
2.4.1.1 Many-Body Perturbation Theory141 
Perturbation theory142 helps the estimate energy and wavefunction of a system, de-
sirably to any accuracy we want, provided we know the exact solution of a similar system. 






And now we want to know the ground-state energy ߳଴ and wavefunction ߶଴ of another 
Hamiltonian ܪ that is only a little different from ܪ෡଴: 
(2.44.) 
where ෠ܸ  is called the perturbation from the original ܪ෡଴. A parameter ߣ can be introduced 
to the Hamiltonian so when ߣ varies from 0 to 1, it changes from ܪ෡଴ to ܪ෡. So the Schrö-
dinger Equation can be written as: 
(2.45.) 
where ߳௜ሺ௡ሻ and ߶௜ሺ௡ሻ (݊ ് 0) are the ݊th-order corrections to the unperturbed ߳௜ሺ଴ሻ and ߶௜ሺ଴ሻ, 
respectively. We can rearrange this equation to be: 
(2.46.) 
Since Equation (2.46) should hold for any ߣ from 0 to 1, the coefficients in front of the 
same power of ߣ on the left and right hand side should equal. Therefore, we have a set of 
equations to obtain corrections up to the ݊th order: 
(2.47.) 
ܪ෡ ൌ ܪ෡଴ ൅ ෠ܸ
൫ܪ෡଴ ൅ ߣ ෠ܸ൯ቚ߶௜ሺ଴ሻ ൅ ߣ߶௜ሺଵሻ ൅ ߣଶ߶௜ሺଶሻ ൅ ⋯ ඀
ൌ ቀ߳௜ሺ଴ሻ ൅ ߣ߳௜ሺଵሻ ൅ ߣଶ߳௜ሺଶሻ ൅ ⋯ቁቚ߶௜ሺ଴ሻ ൅ ߣ߶௜ሺଵሻ ൅ ߣଶ߶௜ሺଶሻ ൅ ⋯ ඀	
ܪ෡଴ቚ߶௜ሺ଴ሻ඀ ൅ ߣ ቀܪ෡଴ቚ߶௜ሺଵሻ඀ ൅ ෠ܸቚ߶௜ሺ଴ሻ඀ቁ
൅ߣଶ ቀܪ଴ቚ߶௜ሺଶሻ඀ ൅ ෠ܸቚ߶௜ሺଵሻ඀ቁ ൅ ⋯	
ൌ ߳௜ሺ଴ሻቚ߶௜ሺ଴ሻ඀ ൅ ߣ ቀ߳௜ሺ଴ሻቚ߶௜ሺଵሻ඀ ൅ ߳௜ሺଵሻቚ߶௜ሺ଴ሻ඀ቁ	
൅ߣଶ ቀ߳௜ሺ଴ሻቚ߶௜ሺଶሻ඀ ൅ ߳௜ሺଵሻቚ߶௜ሺଵሻ඀ ൅ ߳௜ሺଶሻቚ߶௜ሺ଴ሻ඀ቁ ൅ ⋯.	




and so on. We can assume that any correction to the wavefunction is orthonormal to the 
unperturbed wavefunction. By timing ർ߶௜ሺ଴ሻቚ to Equation (2.47), 
(2.49.) 
So we have the expression for the first order energy correction: 
(2.50.) 
If we now consider the perturbation approach to improve the energy obtained by the 
Hartree-Fock method, ෠ܸ  is identified as the difference between the Fock operator and the 
real Hamiltonian: 
(2.51.) 
and |߶௜ሺ଴ሻۧ is the Slater determinant with only the lowest orbitals occupied, which is the 
ground-state wavefunction of Hartree-Fock method. Then we find out the first order cor-
rection to energy is actually the difference between the sum of orbital energies and Equa-
tion (2.20). So the Hartree Fock energy is already corrected to the first order. Then we 
need to find out the second order correction for energy. 
By timing ർ߶௜ሺ଴ሻቚ to Equation, (2.48), we have: 
ܪ෡଴ቚ߶௜ሺଶሻ඀ ൅ ෠ܸቚ߶௜ሺଵሻ඀ ൌ ߳௜ሺ଴ሻቚ߶௜ሺଶሻ඀ ൅ ߳௜ሺଵሻቚ߶௜ሺଵሻ඀ ൅ ߳௜ሺଶሻቚ߶௜ሺ଴ሻ඀	
ർ߶௜ሺ଴ሻቚܪ෡଴ቚ߶௜ሺଵሻ඀ ൅ ർ߶௜ሺ଴ሻቚ ෠ܸ ቚ߶௜ሺ଴ሻ඀ ൌ ർ߶௜ሺ଴ሻቚ߳௜ሺ଴ሻቚ߶௜ሺଵሻ඀ ൅ ർ߶௜ሺ଴ሻቚ߳௜ሺଵሻቚ߶௜ሺ଴ሻ඀	
߳௜ሺ଴ሻർ߶௜ሺ଴ሻቚ߶௜ሺଵሻ඀ ൅ ർ߶௜ሺ଴ሻቚܸቚ߶௜ሺ଴ሻ඀ ൌ ߳௜ሺ଴ሻർ߶௜ሺ଴ሻቚ߶௜ሺଵሻ඀ ൅ ߳௜ሺଵሻ.
߳௜ሺଵሻ ൌ ർ߶௜ሺ଴ሻቚ ෠ܸ ቚ߶௜ሺ଴ሻ඀.












Since ർ߶௜ሺ଴ሻቚ߶௜ሺଵሻ඀ ൌ 0, 
(2.53.) 
To obtain ߶௜ሺଵሻ, we have to time ർ߶௝ሺ଴ሻቚ to (2.47). By assuming ർ߶௝ሺ଴ሻቚ߶௜ሺ଴ሻ඀ ൌ 0: 
(2.54.) 
We have the projection of ቚ߶௜ሺଵሻ඀ on ቚ߶௝ሺ଴ሻ඀. Because ቚ߶௝ሺ଴ሻ඀ is complete, the first order 
wavefunction correction is: 
(2.55.) 
Therefore, 
ർ߶௜ሺ଴ሻቚܪ෡଴ቚ߶௜ሺଶሻ඀ ൅ ർ߶௜ሺ଴ሻቚ ෠ܸ ቚ߶௜ሺଵሻ඀
ൌ ർ߶௜ሺ଴ሻቚ߳௜ሺ଴ሻቚ߶௜ሺଶሻ඀ ൅ ർ߶௜ሺ଴ሻቚ߳௜ሺଵሻቚ߶௜ሺଵሻ඀ ൅ ർ߶௜ሺ଴ሻቚ߳௜ሺଶሻቚ߶௜ሺ଴ሻ඀.	
߳௜ሺଶሻ ൌ ർ߶௜ሺ଴ሻቚ ෠ܸ ቚ߶௜ሺଵሻ඀.
ർ߶௝ሺ଴ሻቚܪ෡଴ቚ߶௜ሺଵሻ඀ ൅ ർ߶௝ሺ଴ሻቚ ෠ܸ ቚ߶௜ሺ଴ሻ඀ ൌ ർ߶௝ሺ଴ሻቚ߳௜ሺ଴ሻቚ߶௜ሺଵሻ඀ ൅ ർ߶௝ሺ଴ሻቚ߳௜ሺଵሻቚ߶௜ሺ଴ሻ඀	
௝߳













If we are only concerned about the ground state energy, then ௝߳
ሺ଴ሻ (݆ ് 0) is always 
higher in energy than ߳଴ሺ଴ሻ, so the second order correction on the ground state always low-
ers the energy. However, since the energy is not calculated from the energy expectation 
of a wavefunction, the variation principle no longer applies. The lower energy does not 
necessarily mean a more accurate number. 
When ܸ is replaced by (2.51), ߶௜,௝ሺ଴ሻ by the slater determinants, and ߳௜,௝ሺ଴ሻ by the sum of 
orbital energies in each determinant, the method is called the second order Many-Body 
Perturbation Theory (MP2).143 Using similar techniques, higher order energy and wave-
function corrections can be obtained (MP3,144 MP4,145 etc.). This series usually converge 
when the perturbation ܸ is small. 
Since MP2 is the lowest-cost method that introduces enough correlation energy into 
the system, MP2 will be used as the basic method to optimize structure and generate 
wavefunctions. 
 
߳௜ሺଶሻ ൌ ർ߶௜ሺ଴ሻቚ ෠ܸ ቚ߶௜ሺଵሻ඀
ൌ෍










2.4.1.2 Coupled-Cluster Approximation 
A more demanding method to introduce correlation energy is the Coupled-Cluster 
(CC)146 method. It can be considered as an improvement to truncated CI methods to make 
them size-consistent. 
When only double-excitation is considered, the wavefunction from Coupled-Cluster 
approximation can be written as: 
(2.57.) 
where ෠ܶଶ is the operator that excites two electrons from the occupied orbitals to virtual 
orbitals. Expanding the exponential function of ෠ܶଶ, we have: 
(2.58.) 
The third term describes the simultaneous unrelated double excitations that are missing in 
the truncated CI methods. Like the discussion in 2.4.1, we can consider two non-
interacting molecules A and B. The coupled cluster calculation on the dimer will result in 
the wavefunction: 
(2.59.) 
All the excitations in the monomer are taken into consideration in the dimer CC calcula-
tion; the resulting dimer correlation energy should be the same as the sum of monomer 
correlation energy. So the coupled cluster method is size-consistent. 
|ߔ஼஼ۧ ൌ ݁ ෠்మ|ߔ଴ۧ
|ߔ஼஼ۧ ൌ |ߔ଴ۧ ൅ ෠ܶଶ|ߔ଴ۧ ൅ 12! ෠ܶଶ
ଶ|ߔ଴ۧ ൅ ⋯.
|ߔ஼஼஺஻ۧ ൌ ݁ ෠்మ|ߔ଴஺஻ۧ ൌ ݁ ෠்మಲ݁ ෠்మಳ|ߔ଴஺ߔ଴஻ۧ ൌ ቚ݁ ෠்మಲߔ଴஺݁ ෠்మಲߔ଴஻඀ ൌ |ߔ஼஼஺ ߔ஼஼஻ ۧ	
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The coefficients in front of the doubly-excited determinants can be determined varia-
tionally. Therefore, the CC method could be variational. 
CCD, CCSD, and CCSDT are acronyms for the Coupled-Cluster method with dou-
bly-excited determinants, that with singly- and doubly-excited deterinants, and that with 
both singly-, doubly and triply-excited determinants. Krishnan et al,147 after examining 
the energy for small molecules, concluded that triple excitations are “important in accu-
rate quantitative theories of chemical bonding”. Reihardt et al.148 also concluded that “tri-
ple contributions contain important parts, coupling dynamical correlation with orbital re-
laxation.” However, CCSDT, with its numerical complexity of ଼ܰ,149 is too time con-
suming and requires too much disk space for normal complexes. Fortunately, the effect of 
triple excitations could be introduced perturbatively to CCSD results. This method is 
called CCSD(T).150 It can reduce the complexity to ܰ଻.151 
CCSD(T) is currently the “golden rule”152,153 for computational chemistry, because it 
gives energies to only a few tenth of a kcal/mol154 to the ab initio limit. It is used in vari-
ous databases of accurate energies of intermolecular interactions.63  
 
2.4.2 Density Functional Theory 
Although the results of wavefunction methods can be improved by systematic ways, 
such as enlarging the basis set, and including more determinants, the representation of 
wavefunction is too complicated, containing too much information. However, the elec-
tron density of a particular spin has only three parameters, ݔ, ݕ, ݖ in Cartesian coordi-
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nates or ݎ, ߠ, ߮ in spherical coordinates. If the energy of the system could be expressed 
by the electron density, then computations will be much simplified. 
 
2.4.2.1 The Hohenberg-Kohn Theorem 
The Hohenberge-Kohn Theorem155 proves that at ground state the electron density 
uniquely determines the energy, and hence all other properties of the system. This theo-
rem is the fundamental rationale behind the Density Functional Theory (DFT). If we can 
find the quantitative relation between electron density and the electronic energy that in-
cludes the kinetic energy and the electron-electron repulsion, the energy of the system 
can be written as: 
(2.60.) 
where ܶ is the electronic kinetic energy, ܧ௘௘ is the repulsion between electrons, and the 
last term is the interaction with the external field (generated by the nuclei). 
 
2.4.2.2 The Kohn-Sham Equations 
In principle, the energy of a chemical system can be expressed as a functional of 
electron density. However, in practice, the functional of kinetic energy is too hard to 
find.156 One way to resolve this is to go back to the wavefunction approach and express 
the largest part of kinetic energy using the orbitals. The rest of kinetic energy, and all 
other energies are functionals of density. 
ܧሾߩሺݎറሻሿ ൌ ܶሾߩሺݎറሻሿ ൅ ܧ௘௘ሾߩሺݎറሻሿ ൅ නߩሺݎറሻ ௘ܸ௥௧ ݀ݎറ.
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Like the Hartree-Fock method, the Kohn-Sham method assumes that the electrons 
are independent non-interacting particles. The energy that cannot be accounted in this 
assumption is artificially added into the system by adding a term to the Hamiltonian. The 
kinetic energy in this non-interacting picture is the same as the Hartree-Fock method: 
(2.61.) 
where the “NI” in the subscript means “non-interacting”. Similarly, the repulsion be-
tween electrons is: 
(2.62.) 
The interaction between electrons and the external field is expressed exactly as: 
(2.63.) 
since in this term it does not concern the interaction between electrons. The exchange-













ܧ௘௫௧ሾߩሺݎറሻሿ ൌ නߩሺݎറሻ ௘ܸ௫௧ሺݎറሻ݀ ݎറ
ൌ෍න߮௜∗ሺݎറሻ ௘ܸ௫௧ሺݎሻ߮௜ሺݎറሻ݀ ݎറ
௜
ܧሾߩሺݎറሻሿ ൌ ேܶூሾߩሺݎറሻሿ ൅ ܧ௘௘,ேூሾߩሺݎറሻሿ ൅ ܧ௘௫௧ሾߩሺݎറሻሿ ൅ ܧ௑஼ሾߩሺݎറሻሿ.	
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The exchange-correlation energy ܧ௑஼ሾߩሺݎറሻሿ is a functional depending on the elec-
tron density. It is designed so that the imaginary non-interacting system may have the 
same electron density and energy as the real interacting system. Its quality therefore de-
termines the quality of the density functional. It contains three parts: the difference be-
tween the real kinetic energy and the non-interacting kinetic energy ( ܶሾߩሺݎറሻሿ െ
ேܶூሾߩሺݎറሻሿ), the exchange energy, and the correlation energy. 
With the expression of the system energy (2.63), we can use the variation principle 
to determine a set of orbitals that minimize the energy under the orthonormal constraint. 
It will lead to the Kohn-Sham equations:156 
(2.65.) 
where ௑ܸ஼ ൌ ߜܧ௑஼ ߜߩ⁄  is the functional derivative of ܧ௑஼. In practice, exchange and cor-
relation are usually described by separate functional. 
A few types of functional are invented for chemical systems. Local (spin) density approx-
imation (LDA, LSDA) yields the first type, which only involves the information of local 
density in the functional. If both the density and the density gradients are involved, the 
functional is called GGA (generalized gradient approximation) functional. In another 
type of functional, a certain percentage of the exact HF exchange is included. This flexi-
ble percentage provides a way to improve the performance of such hybrid functional. In 
this thesis, sometimes density functional is needed to optimize complex structures and to 
obtain the diabatic states. In such cases, the following hybrid functional will be used: 
ቈെ12ߘ




This percentage is obtained by benchmarking the FF-NH3 structure against the MP2 
structure. 
 
2.4.2.3 Improvements for Dispersion 
The exchange-correlation functionals usually have difficulties describing the long-
range part of electron correlation. Therefore, for the complexes with large dispersion, 
which is a long-range interaction, it is difficult for DFT to give reasonable binding ener-
gies. Several attempts have been made to correct this deficiency, including finding the 
right functional with good long-range correlation,157,158 empirically improving the XC 
functional,159 and including pair-wise additive dispersion interactions described by the 
atomic frequency-dependent polarizabilities after the SCF cycles.160,161 These methods 
require a great deal of calibration before they can provide reasonable binding energies of 
weakly bound complexes. For the optimization of the ion pair structure, M06-2X128 func-
tional is used. 
The DFT-SAPT approach is another way of considering dispersion interactions in 
molecular complexes. This approach, which will be discussed in detail in 2.6.2.4, calcu-
lates the interaction energy directly without calculating the dimer and monomer energies 
separately. In addition, the total binding energy can be separated into meaningful term 
with relatively low demand on computation resources. So this method will be used inten-
sively in this thesis to calculate binding energies as well as to analyze the nature of bind-
ܧ௫௖௛௬௕௥௜ௗ ൌ 0.32ܧ௫ுி ൅ 0.68ܧ௫௅ௌ஽஺ ൅ 0.63߂ܧ௫஻଼଼ ൅ ܧ௖௅ௌ஽஺ ൅ 0.81߂ܧ௖௅௒௉.	
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ing. The functional used in DFT-SAPT analyses is PW91 correlation functional162 (GGA, 
second rung) and PBE exchange functional163,164 mixed with exact HF exchange. 
 
2.4.2.4 Constrained DFT 
The variation principle makes it possible to add more constraints on the density by 
constructing the following functional: 
(2.67.) 
where ௞ܸ are the Lagrange multipliers, ߪ is the spin, and ∑ ׬߱௞ఙሺݎറሻߩఙሺݎറሻ݀ݎറఙ ൌ ௞ܰ are 
the additional constraints on the density. This approach is called Constrained DFT 
(CDFT).165,166 By taking the first order derivative with respect to ௞ܸ, we get: 
(2.68.) 
which means if one can find the stationary point of ࣦ, the constraints can be satisfied. 
The second order derivative with respect to ௞ܸ is never large than zero,166 which means 
that only one stationary point with respect to ௞ܸ exists and at this stationary point, ࣦ is a 
maximum. So the energy of the constrained system can be expressed as: 
(2.69.) 














െ ௞ܰ ൌ 0








Similar to the derivation of Hartree-Fock or Kohn-Sham equations, by taking the 
first variation of ࣦ with respect to ߮௜, we have the following equations: 
(2.70.) 
which differ from the Kohn-Sham equation only by the ∑ ௞ܸ߱௞௞  term. This term is an 
external potential that forces the density to satisfy the constraints. 
The constraints can be on atomic charges or spin densities. For example, we can 
constrain the hydrogen molecule to have one spin-up electron around the left nucleus and 
one spin-down electron around the right nucleus. Or we can constrain the Na atom to 
have a positive charge and the Cl atom a negative charge at any interatomic distance. 
Therefore, the CDFT method is a very powerful way to generate diabatic states that are 
not easily represented by other Molecular Orbital methods. It is then possible to define 
the reactant and product states of a chemical reaction and see how the diabatic curves 
cross.165 The charge-transfer states that are usually not obtainable by ground-state meth-
ods can also be defined.167 
In this thesis, the CDFT method will be used to define the charge-transfer state and 
the ionic state of the complexes with donor and dihalogen molecules. 
 
2.5 Basis Sets 
A basis set is a set of functions (usually representing atomic orbitals) that are used in 
Equation (2.22) in section 2.3.2 to form molecular orbitals. It forms the space in which 
൭െ12ߘ




the wavefunction is expanded. Therefore, the size of basis sets is very important to the 
accuracy of the wavefunctions and the system energies. However, the size cannot be in-
creased indefinitely due to the constraints of computing resources. Other than the size of 
basis set, the form of the basis functions is also an essential ingredient to improve the so-
lution of the Schrödinger Equation. In the following section, the form of the basis func-
tions will be discussed. 
2.5.1 Slater-Type Orbital and Gaussian-Type Orbital 
It is desirable that the basis functions resemble the atomic orbitals. Based on the 
wavefunctions of the hydrogen-like atoms, the Slater-Type Orbitals (STO) are introduced. 
A slater-type function is the product of its radial part and angular part. The angular part is 
a spherical harmonic function, and is usually not optimized. On the other hand, the radial 
part takes the form: 
(2.71.) 
where ݊ is similar to the principle quantum number of the orbital of the hydrogen-like 
atom, and ߦ is the parameter that could be optimized to improve the behavior of the func-
tion. 
Due to the difficulty of calculating the two-electron integrals, such as ۦ݆݅|݆݅ۧ in Equa-
tion (2.20), the radial part of Slater-Type Orbitals could be replaced by Gaussian function 






and the obtained functions are called Gaussian-Type Orbitals (GTO). 
As shown in Figure 4, a GTO does not have the correct cusp at ݎ ൌ 0 as an STO 
does. Its long range part also decays too fast. So in practice, several GTO’s are combined 
to replace one STO. Here, the GTO’s are called Gaussian primitives and their 
combination is called a contracted Gaussian.  
 
 
Figure 4. Comparison between GTO ݁ି௥మ  (red) and STO ݁ି௥  (blue), where ݎ  is the distance 
between the nucleus and the electron in any unit. 
 
2.5.2 Correlation-Consistent Basis Sets 
A type of high-performance basis set is called the correlation-consistent basis set.168 
It was found by Dunning that certain groups of GTO’s increase the correlation energy by 
similar amounts. So the functions that introduce similar amounts of correlation energy 
calculated by CISD method to each element are grouped together. As more groups are 
included in the calculation, the correlation energy will successively become larger. The 
exponent ߙ for each of such GTO’s is optimized with atomic CISD calculations. These 
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basis sets are denoted as cc-pVXZ (X=D, T, Q, 5, …). More groups are included as X 
becomes larger, and cc means correlation-consistent. 
The aug-cc-pVXZ basis sets refer to the correlation-consistent basis sets augmented 
with diffuse basis functions, which have small ߙ values. Usually, larger X’s, for example 
the cc-pVTZ basis, are desirable. But since ߨ electrons are diffuse, so the augmented 
functions are more important. To reduce the demand on the computational resources, the 
aug-cc-pVDZ basis is used for the geometry optimizations instead of the cc-pVTZ or 
aug-cc-pVTZ basis, in this thesis. 
2.5.2.1 Extrapolation to Complete Basis Set Limit 
Since correlation-consistent basis sets have stable improving performance as their 
sizes becomes larger, they provide a good basis to extrapolation of system energy to 
complete basis set (CBS) limit. The Hartree-Fock energy calculated by correlation-
consistent basis can be expressed as:169 
(2.73.) 
where X is 2, 3, 4, … for cc-pVDZ, cc-pVTZ, cc-pVQZ, … and ܽ and ܾ are constants. To 
obtain ܧுிሺCBSሻ, at least three energy numbers from different correlation basis sets must 
be calculated, because three unknowns, ܧுிሺCBSሻ, ܽ, and ܾ, are in the expression. The 
MP2 correlation energy can be extrapolated either by:170 
(2.74.) 
or:171 
ܧுிሺܺሻ ൌ ܧுிሺܥܤܵሻ ൅ ܽ݁ି௕௑




Using the second expression, only two energy numbers are needed, since only ܧ௖௢௥௥,ெ௉ଶ 
and ܿ are unknown. 
Extrapolation of binding energies using correlation-consistent basis sets for weakly 
bound systems was performed in this study. However, due to constraints in time and re-
sources, the three point extrapolation of Hartree-Fock binding energy is replaced by the 
two point extrapolation with the same expression as in Equation (2.75). Such extrapola-
tion in small systems, such as methane dimers and ethylene dimers, results in similar 
binding energies at the CBS limit, which lends confidence in its use. 
 
2.6 Methods to Calculate Intermolecular Interaction Energy 
For molecular complexes, the most important feature to characterize the stability is 
the binding energy. It can be defined as the energy lowering due to the interaction be-
tween the molecules, or equivalently, the energy difference between the complex and iso-
lated molecules. Two ways of calculating this quantity has been proposed based on these 
two definitions. This section will summarize the methods and things to notice when cal-
culating the binding energy. 
 
ܧ௖௢௥௥,ெ௉ଶሺܺሻ ൌ ܧ௖௢௥௥,ெ௉ଶሺܥܤܵሻ ൅ ܿܺଷ.
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2.6.1 Supermolecule Methods 
The easier way to calculate the binding energy is the supermolecule method. The 
complex is considered as a larger “supermolecule”. The binding energy of a dimer system 
can be expressed as: 
(2.76.) 
It is necessary to use size-consistent method to calculate binding energies using 
Equation (2.76). If the complex contains significantly less correlation energy per electron 
than the monomers, the calculated binding would not be accurate. Therefore, truncated CI 
energies cannot be used in Equation (2.76). The best wavefunction method is the golden-
rule CCSD(T). In this thesis, CCSD(T) will be used where very accurate binding energies 
are needed. 
 
2.6.1.1 Basis Set Superposition Error 
Usually the energy of the monomer is calculated using the basis functions only on 
the monomer, while that of the dimer is calculated with functions on both monomers. 
Therefore, the monomer wavefunctions have significantly fewer degrees of freedom, so 
their calculated energies are further away from the true ones than the calculated dimer 
energy from the true dimer energy. This difference will result in a larger, more attractive, 
binding energy than the real value. This error is called Basis Set Superposition Error 
(BSSE). Another way of understanding this effect is that when one monomer basis set is 
not complete, the basis functions on the other monomer are also used to describe the 
ܧ௕௜௡ௗ ൌ ܧ௖௢௠௣௟௘௫ െ ܧ௠௢௡௢௠௘௥,஺ െ ܧ௠௢௡௢௠௘௥,஻.
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wavefunction/electron density of the first monomer in the dimer. But in monomer calcu-
lations such effect is missing. This error should be zero if complete basis set is used, be-
cause the degrees of freedom for the dimer and monomer wavefunctions are both enough 
to give the true energies. Due to the same reason, the larger basis set will have smaller 
BSSE. Also, it is expected the extrapolated binding energy to Complete Basis Set (CBS) 
limit is free from BSSE. 
However, it is not always possible to use a large basis set that is enough to reduce 
the BSSE to the desirable level. In this case, the counterpoise (CP)172 can be used. The 
basic idea behind the CP method is to let the monomer and dimer wavefunctions have the 
same degrees of freedom. Therefore, the monomer energies are calculated using the di-
mer basis set, so the binding energy is: 
(2.77.) 
where the superscript DBS means the energies calculated using dimer basis set, and the D 
in the subscript means that the dimer geometry is used for each monomer. Only when the 
geometry of the monomer is kept the same as in the dimer, are the basis set equivalent in 
both dimer and monomer calculations. 
For the systems in which the monomer geometry changes greatly, the monomer de-
formation energy should also be included in the CP approach. The deformation energy 
can be calculated using only the basis on the monomer: 
(2.78.) 
ܧ௕௜௡ௗ஼௉ ൌ ܧ௖௢௠௣஽஻ௌ െ ܧ஺,஽஽஻ௌ െ ܧ஻,஽஽஻ௌ
ܧ஺ௗ௘௙ ൌ ܧ஺,஽ெ஻ௌ െ ܧ஺,ெெ஻ௌ
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where the MBS in the superscript means using monomer basis set, and M in the subscript 
means the monomer equilibrium geometry. So the CP binding energy with monomer de-
formation is: 
(2.79.) 
The first five terms in Equation (2.73) are usually group together to be called “counter-
poise corrected energy”. 
 
2.6.1.2 Best Binding Energy Possible 
The best possible binding energy is obtained by combining the golden rule CCSD(T) 
method and the complete basis set. Since it is hard to perform CCSD(T) calculations with 
large basis (CBS), the difference between MP2 and CCSD(T) energy at a smaller basis 
set (aug-cc-pVDZ) is added to the MP2/CBS binding to represent the CCSD(T)/CBS 
binding. This additivity scheme takes advantage of the fact that the CCSD(T) and MP2 
methods exhibit approximately the same basis set dependence.173 
 
2.6.2 Perturbation Theory 
The supermolecule method can only give the binding energy. This single number 
does not provide much information on binding. Therefore, the study on the nature of 
complexes always use the other method of calculating binding energy, perturbation theo-
ry, to supplement the supermolecule calculations. Perturbation calculates the binding en-
ܧ௕௜௡ௗ஼௉,ௗ௘௙ ൌ ൫ܧ௖௢௠௣஽஻ௌ െ ܧ஺,஽஽஻ௌ െ ܧ஻,஽஽஻ௌ ൅ ܧ஺,஽ெ஻ௌ ൅ ܧ஻,஽ெ஻ௌ൯ െ ܧ஺,ெெ஻ௌ െ ܧ஻,ெெ஻ௌ.	
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ergy directly by summing up different interaction terms. Instead of a single binding ener-
gy, we are able to get the weights of electrostatic interaction, induction, or dispersion in 
total binding. It could also be possible to remove the contribution of one stabilization to 
study how the binding or geometry changes. 
Using perturbation theory,30 the interaction between two molecules can be described 
by the following operator: 
(2.80.) 
where ܣ and ܤ denotes the nuclei of the first and second monomer, and ݅ and ݆ are the 
electrons of the first and the second monomer, respectively. ݍ is the nuclear charge. The 
intermolecular perturbation theory treats this operator ܸ as the perturbation to the system 
of two isolated molecules, with the Hamiltonian ܪ଴ ൌ ܪ஺ ൅ ܪ஻. Assuming we know the 
exact solution of ܪ஺ and ܪ஻: 
(2.81.) 
(2.82.) 
then the unperturbed ground-state wavefunction is assumed to the product of the wave-
functions of the two monomer |Ψ଴ۧ ൌ ห߰஺,଴߰஻,଴ൿ. The unperturbed Schrödinger Equation 
is: 
(2.83.) 
෠ܸ ൌ ෍෍ ݍ஺ݍ஻หܴ஺ሬሬሬሬറ െ ܴ஻ሬሬሬሬሬറห஻஺
൅෍෍ 1หݎపሬറ െ ݎఫሬറห௝௜
െ෍෍ ݍ஺หܴ஺ሬሬሬሬറ െ ݎఫሬറห௝஺




ܪ෡଴|ߖ଴ۧ ൌ ሺܪ஺ ൅ ܪ஻ሻห߰஺,଴߰஻,଴ൿ
ൌ ൫߳஺,଴ ൅ ߳஻,଴൯ห߰஺,଴߰஻,଴ൿ.
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Therefore, the unperturbed energy of the dimer system is just the sum of the monomer 
energies. The binding energy of the dimer can then be written as the sum of the first order 
to infinite order energy correction. But in practice, this calculation must be truncated at a 
certain order. 
The binding energy calculated by the perturbation theory is a sum, instead of a dif-
ference, of energies. This is an advantage because there is no loss of accuracy by per-
forming the subtraction. The sum also suggests that different parts of binding energy 
might come from different origins. Another advantage is that, because the dimer energy 
is never explicitly calculated, there could be no difference in the degrees of freedom of 
the monomer and dimer wavefunctions, and so the intermolecular perturbation theory is 
free of BSSE.174 
 
2.6.2.1 At Long Range and Short Range 
According to the procedure in 2.4.1.1, the first order energy correction in this two-
molecule system is: 
(2.84.) 
where ߩ஺ሺݎറሻ ൌ ߰஺,଴∗ ሺݎറሻ߰஺,଴ሺݎറሻ. This expression calculates the electrostatic interaction 
energy between the two monomers, using the charges of nuclei and the unperturbed den-
ܧሺଵሻ ൌ ൻ߰஺,଴߰஻,଴ห ෠ܸ ห߰஺,଴߰஻,଴ൿ
ൌ෍෍ ݍ஺ݍ஻หܴ஺ሬሬሬሬറ െ ܴ஻ሬሬሬሬሬറห஻஺
൅ නߩ஺ሺݎଵሬሬሬറሻ 1ݎଵ,ଶ ߩ஻ሺݎଶሬሬሬറሻ݀ݎଵሬሬሬറ݀ݎଶሬሬሬറ	
െ෍ݍ஺ න ߩ஻
ሺݎറሻ










sities. Therefore, the first order energy correction is called the electrostatic interaction 
energy. 
The second order energy corrections is: 
(2.85.) 
and it can be separated into two parts according to the different excited wavefunctions 
Ψ௘௫. 
Like the ground state wavefunctions, the excited state wavefunctions can also be ex-
pressed as a product of the monomer wavefunctions. If in Ψ௘௫ only one of the monomer 




ܧሺଶሻ ൌ െ ෍ หൻߖ௘௫ห ෠ܸ ห߰஺,଴߰஻,଴ൿห
ଶ
ܧ௘௫ െ ߳஺,଴ െ ߳஻,଴௘௫ஷ଴
ܧ௜௡ௗ,஺ሺଶሻ ൌ െ ෍
หൻ߰஺,௠߰஻,଴ห ෠ܸ ห߰஺,଴߰஻,଴ൿหଶ
߳஺,௠ െ ߳஺,଴௠ஷ଴
ൌ െනߩ஻ሺݎറሻ ෍ หൻ߰஺,௠ห
෠ܸ ห߰஺,଴ൿหଶ






߳஻,௡ െ ߳஻,଴ ݀ݎറ௡ஷ଴
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This part of the second order energy correction is called induction. It describes the 
change of density in one monomer induced by the other, and the energy lowering associ-
ated with this density deformation. If the excitation comes from both monomers, then: 
(2.88.) 
This term is called dispersion. It describes a dynamic interaction effect the electron 
clouds of both molecules have. It could be understood as the interaction between the de-
formations of density in each monomer. Since second order energy corrections are al-
ways negative, induction and dispersion are always attractive forces in any molecular 
complex. 
Higher order corrections can also be obtained with the expressions in the perturba-
tion theory. Using arguments similar to the second order energy, we have three types of 
interactions in the third order, induction, dispersion, and induction-dispersion. Their ex-
pressions will not be discussed here. 
Due to the antisymmetric rule, the procedure above to get the first and second order 
energy corrections fails at small distance, since the product |߰஺,௠߰஻,௡ۧ is not antisym-
metric. The energy difference between the real binding and the binding calculated from 
the method above can be called the exchange energy. 
One method to calculate the exchange energy is the symmetrized Rayleigh-
Schrödinger (SRS)175 theory. In this theory, the antisymmetric rule is ignored unless en-
ergy is calculated, and the energy expression is: 
ܧௗ௜௦௣ሺଶሻ ൌ െ ෍
หൻ߰஺,௠߰஻,௡ห ෠ܸ ห߰஺,଴߰஻,଴ൿหଶ






where ࣛ is an antisymmetrization operator that only exchanges electrons from different 
monomers. ቚΨ଴ሺଵሻ඀ is the first order wavefunction correction from the normal perturbation 
theory as the one we used to derive the induction and dispersion energy. ቚΨ଴ሺଵሻ඀ contains 
parts that involving excitations only on A, or only on B, or on both. So the second order 
induction and dispersion can be defined accordingly. 
Exchange should have an effect on the energy correction of any order, so the ݊th ex-
change energy in the SRS theory is defined to be the difference between ܧௌோௌሺ௡ሻ  and the 
ܧሺ௡ሻ calculated from the normal perturbation theory. 
The first order exchange energy describes the effect of Pauli Exclusion Principle on 
the unperturbed electron densities of the same spin but on different monomers. Since 
such electrons are not likely to share the same space, this effect is usually repulsive. The 
first order exchange energy is called exchange repulsion. 
 
2.6.2.2 Intramolecular Correlation Effect in SAPT 
In the derivation above, we assumed that we know the exact solutions of the mono-










know the exact solutions of the HF equation for the monomer. Intermolecular perturba-
tion will lead to exact dimer solution. If monomer solution is not exact, the binding ener-
gy will be inaccurate. This does not prevent SAPT from getting reasonable results.176 
However, this error can still be reduced by using extra perturbations to describe the in-
tramolecular correlation effects. The dimer Hamiltonian then becomes:  
(2.91.) 
where ܨ෠ is the Fock operator and ෡ܹ  is the difference between the monomer Hamiltonian 
ܪ෡௑ (ܺ ൌ ܣ, ܤ) and the Fock operator. Intramolecular perturbation should have some ef-
fect at each order of ෠ܸ , so at each order, either the normal energy correction ܧ௣௢௟ሺ௡ሻ or the 
exchange part ܧ௘௫௖௛ሺ௡ሻ  should be: 
(2.92.) 
The expression for binding energy becomes:  
(2.93.) 
where ݊ and ݆ denote the orders in ෠ܸ  and ෡ܹ௑ (ܺ ൌ ܣ, ܤ), respectively.  
The Hartree-Fock binding energy (calculated from the supermolecule approach) 
should contain all terms that are not related to correlation. So: 
(2.94.) 
ܪ෡ ൌ ܨ෠஺ ൅ ܨ෠஻ ൅ ෡ܹ஺ ൅ ෡ܹ஻ ൅ ෠ܸ









ܧுி ൌ ܧ௘௟௘௖ሺଵ଴ሻ ൅ ܧ௘௫௖௛ሺଵ଴ሻ 	
൅ܧ௜௡ௗ,௥௘௦௣ሺଶ଴ሻ ൅ ܧ௜௡ௗି௘௫௖௛,௥௘௦௣ሺଶ଴ሻ ൅ ܧ௜௡ௗ,௥௘௦௣ሺଷ଴ሻ ൅ ܧ௜௡ௗି௘௫௖௛,௥௘௦௣ሺଷ଴ሻ ൅ ߜܧுி.	
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The subscript “resp” denotes the part of induction that can be expressed by the Hartree-
Fock method. The term ߜܧୌ୊ contains induction of higher orders that can be described 
by Hartree-Fock theory. For the system with large charge transfer or polarization, this 
term may be important. The correlation part of binding energy contains the following 
terms: 
(2.95.) 






In the expressions above, ܧ௘௟௘௖ሺଵଵሻ, ܧ௜௡ௗ,௥௘௦௣ሺଶଵሻ  are missing because their values are zero due to 
the Brillouin's theorem. 
ܧ௖௢௥௥ ൌ ܧ௘௟௘௖ሺଵଶሻ ൅ ܧ௘௟௘௖ሺଵଷሻ ൅ ߳௘௫௖௛ሺଵሻ ሺܥܥܵܦሻ
൅௧ܧ௜௡ௗሺଶଶሻ൅௧ܧ௜௡ௗି௘௫௖௛ሺଶଶሻ ൅ ܧௗ௜௦௣ሺଶ଴ሻ ൅ ܧௗ௜௦௣ି௘௫௖௛ሺଶ଴ሻ ൅ ܧௗ௜௦௣ሺଷ଴ሻ ൅ ܧௗ௜௦௣ି௘௫௖௛ሺଷ଴ሻ 	
൅ܧௗ௜௦௣ሺଶଵሻ ൅ ܧௗ௜௦௣ሺଶଶሻ ൅ ܧ௜௡ௗିௗ௜௦௣ሺଷ଴ሻ ൅ ܧ௜௡ௗ௜ି௘௫௖௛ሺଷ଴ሻ .
ܧாௌ ൌ ܧ௘௟௘௖ሺଵ଴ሻ ൅ ܧ௘௟௘௖ሺଵଶሻ ൅ ܧ௘௟௘௖ሺଵଷሻ
ܧா௑ ൌ ܧ௘௫௖௛ሺଵ଴ሻ ൅ ߳௘௫௖௛ሺଵሻ ሺܥܥܵܦሻ
ܧூே஽ ൌ ܧ௜௡ௗ,௥௘௦௣ሺଶ଴ሻ ൅ ܧ௜௡ௗି௘௫௖௛,௥௘௦௣ሺଶ଴ሻ ൅ ܧ௜௡ௗ,௥௘௦௣ሺଷ଴ሻ ൅ ܧ௜௡ௗି௘௫௖௛,௥௘௦௣ሺଷ଴ሻ 	
൅௧ܧ௜௡ௗሺଶଶሻ൅௧ܧ௜௡ௗି௘௫௖௛ሺଶଶሻ
ܧ஽ூௌ௉ ൌ ܧௗ௜௦௣ሺଶ଴ሻ ൅ ܧௗ௜௦௣ି௘௫௖௛ሺଶ଴ሻ ൅ ܧௗ௜௦௣ሺଷ଴ሻ ൅ ܧௗ௜௦௣ି௘௫௖௛ሺଷ଴ሻ ൅ ܧௗ௜௦௣ሺଶଵሻ ൅ ܧௗ௜௦௣ሺଶଶሻ	
ܧூேି஽ூ ൌ ܧ௜௡ௗିௗ௜௦௣ሺଷ଴ሻ ൅ ܧ௜௡ௗ௜ି௘௫௖௛ሺଷ଴ሻ .
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2.6.2.3 Other Issues When Using Perturbation Theory 
It is important to note that the SAPT interaction energies are known to be slightly 
underestimated with the aug-cc-pVDZ basis sets, mainly due to the dispersion energy.177 
The basis set benchmark calculations (Table 1) with the most stable ethylene dimer using 
SAPT and density-fitting DFT-SAPT calculations readily confirm this finding. The dis-
persion energy computed at aug-cc-pVDZ is underestimated by ∼10% compared to the 
triple-zeta estimate, while all other energy terms are relatively basis set independent. 
Thus, a better estimate of the dispersion contribution can be obtained by scaling the aug-
cc-pVDZ value. This scaling factor was chosen to be 15% based on benchmark calcula-
tions on methane dimer, ethyne dimer and methane···N2 complex.178 It is also worth not-
ing that the aug-cc-pVDZ result is better than cc-pVTZ due to the importance of diffuse 
functions. 
Table 1. Comparison of SAPT interaction energy contributions of the ethylene CH•••CH dimer 


















ES −1.21 −1.22 −1.25 −1.28 −1.25 −1.18 
EX 2.64 2.52 2.65 2.65 2.65 2.68 
IND −0.09 −0.08 −0.08 −0.08 −0.09 −0.23 
DISP −2.43 −2.23 −2.38 −2.24 −2.64 −2.56 
DISPb −2.79 −2.57 −2.74 −2.35 −2.77 --- 
TOTc −1.14 −1.07 −1.23 −1.11 −1.50 −1.29 
TOTd −1.50 −1.41 −1.59 −1.22 −1.63 --- 
a SAPT analysis up to third order is conducted, while only second order DFT-SAPT components 
are used. In third-order SAPT, the induction-dispersion term is very small, around -0.05 kcal 
mol−1. It is not shown in this table but included in the calculation of total SAPT interaction 
energy. Dz, aDz, Tz, and aTz denote cc-pVDZ, aug-cc-pVDZ, cc-pVTZ, and aug-cc-pVTZ, 
respectively. 
b Dispersion interaction energies scaled up by 15% and 4% respectively for double and triple zeta 
basis sets, as suggested by Ref. 178. 
c The total interaction energy in SAPT does not include the ߜܧுி  term, since third order 
induction is explicitly considered. But the total binding for DFT-SAPT does.  
d Scaled dispersion is used to calculate the total interaction energies. 
e From Ref. 52. 
 
Convergence of the perturbation theory is always an issue to consider. Since usually 
the third order intermolecular energy corrections are always much smaller than the se-
cond order ones, the perturbation series is considered converged. 
When comparing the binding energies from the perturbative and the supermolecule 
approaches, it is important to remember that the binding energy calculated from SAPT 
does not include the monomer deformation energy. The difference between the two ap-






The energy calculated from density functional theory also includes correlation ener-
gies. So it is possible to use density functional in the intermolecular perturbation process 
to replace the double perturbation to account for the intramolecular correlation effects. 
The first order electrostatic energy and exchange repulsion are calculated using 
Equations (2.84) and (2.89), with the KS wavefunctions. Second order induction and dis-
persion are calculated with a slightly different method to save time and computing re-
sources.179 
Let’s first consider dispersion energy: 
(2.101.) 
Using the Casimir-Polder Identity:180 
(2.102.) 
dispersion can be rewritten as: 
(2.103.) 
where ߙ௑ is defined as: 
ܧௗ௜௦௣ሺଶሻ ൌ െ ෍
หൻ߰஺,௠߰஻,௡ห ෠ܸ ห߰஺,଴߰஻,଴ൿหଶ
߳஺,௠ െ ߳஺,଴ ൅ ߳஻,௡ െ ߳஻,଴௡ஷ଴௠ஷ଴
.
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and is called the Frequency-Dependent Density Susceptibilities (FDDS). This quantity 
can be calculated from the occupied and virtual Kohn-Sham orbitals: 
(2.105.) 
where the indices ܽሺܾሻ/ݎሺݏሻ denote occupied (virtual) Kohn-Sham orbitals (߶) for mon-




If ܥ௔௥௔ᇲ௥ᇲሺߥሻ is calculated with uncoupled Hartree-Fock or uncoupled Kohn-Sham 
method, the expression for dispersion would be the same as in the wavefunction-based 
SAPT. This quantity can also be calculated using time-dependent coupled Kohn-Sham 
theory in the adiabatic approximation, which is expressed as: 
(2.108.) 
The definition of ۶ሺଵሻ and ۶ሺଶሻ for coupled Kohn-Sham theory can be found in Ioannou 
et al.’s work.181 















ݒ௔௕௥௦ ൌ ൽ߶௔ሺݎଵሬሬሬറሻ߶௕ሺݎଶሬሬሬറሻ ቤ 1ݎଵ,ଶቤ ߶௥ሺݎଵሬሬሬറሻ߶௦ሺݎଶሬሬሬറሻඁ.
ܥ௔௥௔ᇲ௥ᇲሺߥሻ ൌ 4 ቂ൫ࡴሺଶሻࡴሺଵሻ െ ߥଶࡵ൯ିଵࡴሺଶሻቃ௔௥௔ᇲ௥ᇲ.
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Similarly, second order induction can also be expressed using the FDDS at zero fre-
quency: 
(2.109.) 
where ሺ߱஻ሻ௔௥ are matrix elements of the electrostatic potential of B.179  
In this thesis, intermolecular perturbation higher than the second order is not consid-
ered in the DFT-SAPT analysis. The DFT-SAPT induction and dispersion energies are 
both calculated as the sum of the second order perturbation energies and its exchange 
counterpart. To save more time, density fitting technique is used. The basis sets used for 
density fitting are the default in MOLPRO program.182 To obtain the correct asymptotic 
behavior of dispersion at long range, a shift was applied to the DFT-SAPT procedure. 
The shifts were calculated according to the scheme by Podeszwa and Szalewicz.183  
 
2.7 Methods to Analyze the Nature of Intermolecular Interactions 
When analyzing the nature of binding, a single number of binding energy is not 
enough. Several methods are used in this thesis to decompose the binding into parts with 
different physical origins, or to divide it into orbital or atomic contributions. These meth-





නනනන݀ݎଵሬሬሬറ݀ݎଵᇱሬሬሬറ݀ݎଶሬሬሬറ݀ݎଶᇱሬሬሬറ߰஻,଴ሺݎଶሬሬሬറሻ߰஻,଴ ቀݎଶᇱሬሬሬറቁ ܸܸᇱ߰஻,଴ሺݎଶሬሬሬറሻ߰஻,଴ ቀݎଶᇱሬሬሬറቁ ߙ஺ ቀݎଵሬሬሬറ, ݎଵᇱሬሬሬറ, 0ቁ	
ൌ െ12 ෍ ܥ௔௥௔ᇲ௥ᇲሺ0ሻሺ߱஻ሻ௔௥ሺ߱஻ሻ௔ᇲ௥ᇲ௔௥௔ᇲ௥ᇲ
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2.7.1 Morokuma Analysis 
In this thesis, the Morokuma analysis refers to the revised version by Kitaura and 
Morokuma.29 It is an energy decomposition method within the single-determinant ap-
proximation. 
In this method, the monomer MO’s are used as basis functions for the dimer wave-
function. The dimer Hartree-Fock equation is separated into the monomer part and the 
interaction part: 
(2.110.) 
where ۴଴ is the Fock matrix at infinite distance and ۷ is the unit matrix. Using the mono-
mer MO’s as basis, the matrix ઱ that represents the intermolecular interaction can be di-
vided into 16 blocks, as shown in Figure 5. By including selected blocks in ઱, the result-
ing matrix being 	઱୶, specific interactions of different nature are turned on. 
 
 A, occ A, vac B, occ B, vac 
































Figure 5. Segments of the interaction matrix for single-determinant wavefunctions (Taken from 
Ref. 29). 




Solving the new equation for the dimer system 
(2.111.) 
will result in the energy associated with the interaction that is involved: 
(2.112.) 
When the ESX blocks (Figure 5) are included (ݔ ൌ ESX), the resulting energy con-
tains ܧ଴, the electrostatic interaction and exchange, where ܧ଴ is the energy at infinite dis-
tance. If the intermolecular exchange operators in ઱୉ୗଡ଼ are ignored, the resulting energy 
only contains ܧ଴ and electrostatic interaction. By comparing the three energies obtained 
above, the electrostatic interaction and exchange can be calculated. 
When the blocks of ESX and the PLX blocks of a single monomer are included, then 
the interaction between the occupied and virtual orbital of that monomer, which is called 
polarization, is activated. Comparing this energy with the one obtained with ઱୉ୗଡ଼, the 
polarization of that monomer is obtained. 
When the blocks of ESX and the CT blocks of the occupied orbitals of one monomer 
and virtual orbitals of the other one are included, the effect of charge transfer from one 
monomer to the other is included in the resulting energy. 
The MIX term describes the difference between the supermolecule Hartree-Fock 
binding energy and the sum of electrostatic interaction, exchange, polarization, and 
ሾሺࡲ଴ െ ߳ࡵሻ ൅ ࢳ௫ሿ࡯௫ ൌ ሺࡲ௫ െ ߳ࡿ௫ሻ࡯௫ ൌ ૙






charge transfer energies. This term contains the coupling interaction between the compo-
nents. 
The advantage of this energy decomposition scheme is that the charge transfer term 
is explicitly defined. This term can be important in the donor-acceptor complexes, but it 
cannot be obtained by the SAPT analysis. 
This scheme is based on single-determinant methods, such as Hartree-Fock and DFT 
methods. Although the intramolecular correlation effect is considered in DFT, but the in-
termolecular long-range correlation effect is missing in either HF or DFT. So dispersion 
energy cannot be calculated using this scheme. 
 
2.7.2 SAPT and DFT-SAPT 
As is discussed in 2.6.2, not only is the perturbation theory a good way to calculate 
the total binding energy, it also divides the total binding into terms with different physical 
origin: electrostatic interaction (ES), exchange repulsion (EX), induction (IND), and dis-
persion (DISP). So it will be a good method to study the nature of binding in the com-
plexes. 
 
2.7.2.1 Freezing-Orbital SAPT 
For the system in which dispersion is very important, it is desirable to know the 
origin of dispersion, whether it is from a specific atom or a bond. By definition, disper-
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sion energy is a sum of terms. Therefore, it will reveal more information about the nature 
of binding if we can separate this sum into meaningful groups. For this purpose, the 
freezing-orbital SAPT (fo-SAPT) or freezing-orbital DFT-SAPT (fo-DFTSAPT) is intro-
duced. In this method the individual terms in dispersion are grouped by the molecular 
orbital they involve. This separation can be performed by only activating one orbital in 
the calculation of dispersion at a time. However, this practice will involve much change 
in the source code of SAPT. So a very tedious way is proposed by utilizing the frozen-
orbital option in the SAPT 2008 program. If the dispersion between the ݅௧௛ and ݆௧௛ orbit-
als in monomers A and B, respectively, needs to be calculated, then four dispersion ener-
gies have to be calculated: one with the lowest energy ݅ orbitals frozen on A and ݆ on B, 
one with ݅ െ 1 orbitals frozen on A and ݆ on B, one with ݅ on A and ݆ െ 1 on B, and an-
other one with ݅ െ 1 on A and ݆ െ 1 on B. The interaction between the ݅௧௛	 orbital on A 
and the ݆௧௛on B (݅ ↔ ݆) can then be calculated as: 
(2.113.) 
In this way, the sum of contributions from all pairs equals the total dispersion energy, 
which is a desired property for the separation. 
The only problem is probably the dispersion-exchange term, whose size is around 10% 
the dispersion energy. Patkowski and Szalewicz184 discovered that within the “index-
range-restriction” approximation, the dispersion-exchanger term can be underestimated. 
But if the “infinite-excitation-energy” approximation is used, the accuracy is good. 
SAPT2008 have the latter approximation implemented, it is probably proper to use the 
freezing-orbital approach to study the orbital interactions in dispersion. 




2.7.2.1.1 fo-DFTSAPT with Localized Orbitals 
To advance the idea of orbital-orbital interaction in dispersion, and to incorporate the 
concept of pairwise additive atomic interactions of dispersion, it is possible to introduce 
localized molecular orbitals (MO’s) to in the fo-DFTSAPT procedure. 
Although there could be various problems with the use of localized orbitals, for a 
qualitative and preliminary study, localized orbitals can still provide some useful insight 
to the interacting systems. Some primary problems of this approach are discussed below. 
Firstly, determinants consisting of localized orbitals are not eigenstates of the monomer 
Hamiltonian and the orbitals do not have exact energies. If the sum of the energies of 
separate monomers is not accurate, then the sum of the perturbative energy corrections 
does not equal the binding energy. And if the orbital energies are not correct, the second 
order energies will not be correct. However, the localized fo-DFTSAPT is only used to 
investigate the relative contribution of orbitals to dispersion, but not to determine the ex-
act binding energy, or the exact dispersion energy. So this problem becomes less critical. 
Besides, some localized natural orbitals can accelerate convergence in the CI expan-
sion.185,186 Therefore, they could be a better way to describe the wavefunction of mono-
mer, thus making the use of localized MO’s less unreasonable. Secondly, localized orbit-
als are usually not orthogonal to each other, which could introduce extra terms in the pro-
cedure of perturbation.187 But for the natural localized molecular orbitals (NLMO)188,189 
and the Boys localized orbitals,186 special care is taken to make all the MO’s orthogonal. 
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So there would be no problem of non-orthogonality using the NLMO and Boys localized 
MO’s. 
In this thesis, the Boys localized MO’s will be used in the fo-DFTSAPT analysis.190 
The functional used will be the same as in the DFT-SAPT analysis. Although inaccuracy 
is inevitable, the difference between the total dispersion energy with localized MO’s or 
canonical MO’s is not always large. The results in sections 4.1.3 and 4.1.4 show qualita-
tive agreement with chemical intuitions. 
 
2.7.3 Bond Energy Details Analysis 
Similar to the way intermolecular interaction energy can be decomposed, stronger 
interactions, such as the chemical bond energy, can also be decomposed. This is achieved 
by the bond energy details analysis191,192,193 (BEDA) in Amsterdam Density Functional 
(ADF). An electrostatic interaction is calculated as the perturbative approach. It repre-
sents the electrostatic attraction between the fragments that form the bonds, if the electron 
density of each fragment is not changed. Then the wavefunction is antisymmetrized be-
tween the fragments Ψ଴ ൌ ࣛ߰௔߰௕ to get the exchange energy  
(2.114.) 
The rest of the bond energy is the orbital-orbital interaction. 
 
ܧா௑ ൌ ܧሺߖ଴ሻ ൅ ܧாௌ.
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2.7.4 Electron Topology 
Like DFT, the quantum theory of Atoms in Molecules (AIM)194 characterizes the 
properties of a molecule or a molecular complex solely by its three-dimensional density. 
The electron densities of molecules are not uniform. The changes in the density is 
described by its gradient ׏ሬറߩሺݎറሻ. A point in space where the density gradient is zero (in all 
three directions), i.e. ׏ሬറߩሺݎറሻ ൌ 0ሬറ, is called a critical point (CP). At this point, the electron 
density could be at minimum or maximum in any of the three directions. 
If in all three directions the density is at maximum, this point is usually a nucleus. 
When in two directions the density is at maximum, and at minimum in the other direction, 
it usually characterizes a bond. In the direction of the bond axis, the density is at mini-
mum, since the density should be larger at the nucleus than at other positions. However, 
at the other two directions that are perpendicular to the bond axis, the density is a maxi-
mum, since there should be less density where it is further away from the bond. Such crit-
ical points are called bond critical points (BCP). Similarly, a ring critical point (RCP) re-
sides in a ring. It is a maximum at the direction that is perpendicular the ring, and minima 
at the two directions that define the ring. A cage critical point (CCP) is minima at all 
three direction as resides within a cage. 
The density at BCP provides useful information on the strength of the bond, for both 
chemical bonds and intermolecular interactions. An exponential relation between the 
density and the intermolecular bond length194 for hydrogen bonds has been proposed. The 
binding energy has a linear relation to the density at the intermolecular bond critical point 
for hydrogen bonds195 and halogen bonds. 94,102, 109 This is because exponential relations 
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are found between the bond length and the electron denstity.90,196 For weaker interactions 




3 Interaction between ࣊-Containing Molecules 
This chapter studies the interaction between neutral ߨ-rich molecules. As is dis-
cussed in Section 1.4.2.1, the decomposition of the total binding to the ߪ and ߨ contribu-
tion are not yet successful. Therefore, for ߨ⋯ߨ interaction, we cannot be sure whether 
the stabilization really comes from the ߨ cloud. This chapter will start from the simplest 
ߨ-rich molecule, ethylene, and try to separate the ߪ contributions from the ߨ contribu-
tions to binding. After that, longer linear conjugated ߨ-rich complexes and the complexes 
with benzene will be studied in the same way.  
 
3.1 Ethylene Dimer 
3.1.1 Structure and Binding 
 
Figure 6. Optimized (MP2/aug-cc-pVDZ non-CP) geometries of the CH⋯CH (D2d), π⋯π (Ci) and 





Table 2. Structural parameters (in Å) of the CH⋯CH ethylene dimer at various levels of theory. 
Level of theory ݎେ୑ ݎେୌ⋯େୌ Level of theory ݎେ୑ ݎେୌ⋯େୌ 
MP2/cc-pVDZ 3.779 2.595 CCSD/aug-cc-pVDZ 3.806 2.623 
MP2/cc-pVTZ 3.699 2.543 CCSD(T)/aug-cc-pVDZ 3.739 2.574 
MP2/aug-cc-pVDZ 3.707 2.549 CCSD(T)/cc-pVTZ 3.734 2.572 
MP2/aug-cc-pVDZa 3.819 2.631 CCSD(T)/cc-pVQZb 3.718 --- 
MP2/aug-cc-pVTZ 3.663 2.518 W1c  3.716 --- 
CCSD/cc-pVDZ 3.877 2.672 CCSD(T)/CBSd 3.715 2.551 
CCSD/cc-pVTZ 3.816 2.633    
a Optimization with counterpoise correction. 
b From Ref. 63. 
c Structure obtained by scanning the dissociation path instead of full optimization. 
d From Ref. 64. 
 
In this study, we focus only on three forms of ethylene dimer, namely CH···CH 
(D2d), displaced parallel (Ci), and CH···π (C2v) dimers. Their optimized geometries are 
given in Figure 6. The D2d structure has four sets of intriguing close dihydrogen contact 
(∼2.6 Å). The best calculations reported for this D2d dimer include the W1 method64 and 
the CCSD(T) calculation with quadruple zeta basis set.63 The optimized structural param-
eters obtained from various ab initio methods are summarized in Table 2. MP2 tends to 
underestimate the intermolecular distance. Augmented functions are very important for 
this weakly bounded species. Our best estimate of the D2d structure at CCSD(T)/CBS 
level was obtained by keeping the monomer geometry and scanning the intermolecular 
distance. This structure (Figure 7) has an intermolecular distance between centers of mass 
(rCM) of 3.715 Å, and a CH···HC contact distance (r(CH···HC)) of 2.551 Å. The opti-
mized geometry at MP2/aug-cc-pVDZ level (Figure 6) is very close to this best geometry. 
It is worth noting that optimization with counterpoise correction tend to overestimate the 
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intermolecular separation (Table 2). The calculated CCSD(T)/CBS binding energy is 
−1.50 kcal mol−1, in excellent agreement with the database value of −1.51 kcal mol−1.63 If 
aug-cc-pVTZ to aug-cc-pVQZ is used in the extrapolation, the binding energy improves 
by 0.01 kcal mol−1, which is exactly the same with the database value. 
 
 
Figure 7. Distance (ݎେ୑) dependence of CCSD(T)/CBS binding energy for the CH⋯CH ethylene 
dimer (D2d). 
 
The stacked form of ethylene dimer is the simplest form of π···π stacking structure. 
Base pairs in DNA and graphite are natural examples of π···π interaction of such configu-
ration. The π···π sandwich ethylene dimer, with D2h symmetry, has been studied. How-
ever, it is not a bound structure because of the repulsive quadrupole interactions.151,197,198 
Similar to benzene dimer, displaced parallel configurations are also structures of interest 
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for ethylene dimer. Two of such structures have been examined for ethylene dimer by 
Suzuki et al.60 One has a similar nature as the sandwich dimer, and the other has attrac-
tive electrostatic interaction energy, which is the structure investigated in this study. 
Brenner et al have obtained a displaced parallel structure from multipole distributions of 
the monomer, and they reported this to be a local energy minimum.68 We performed op-
timizations with Ci symmetry at MP2/aug-cc-pVDZ level, with and without counterpoise 
correction (Figure 6). However, the optimized Ci structure has one imaginary frequency 
in both cases. To ensure that the constrained optimized structure is close to the true opti-
mum structure, a more thorough scan on the potential energy surface (PES) of ethylene 
dimer was conducted. In our PES scan, the molecular planes of both ethylene molecules 
were kept parallel and the C=C and C–H bonds were fixed. The center of one molecule 
was fixed at the origin and the C=C bond was considered as the z-axis. Hence, the posi-
tion of the other ethylene molecule can be described by the three parameters r, θ and φ in 
a spherical coordinates (Figure 8). 
PES scans at different levels of theory result in different local energy minima. For 
instance, the optimized geometry at MP2/aug-cc-pVDZ level is different from that at 
CCSD(T)/CBS (counterpoised) level by around 10 degrees in both θ and φ, which indi-






Figure 8. Coordinate set-up for the potential energy scan of the displaced parallel ethylene dimer. 
 
The best optimized π···π structure at CCSD(T)/CBS level is r = 4.0 Å, θ = 30º, and φ 
= 70º, with a binding energy of −1.13 kcal mol−1 (Table 3). An aug-cc-pVTZ to aug-cc-
pVQZ extrapolation at the same geometry gives the same binding energy. There is anoth-
er energy minimum at r = 4.0 Å, θ = 90º, and φ = 50º, but it has a significantly smaller 
binding energy of −0.57 kcal mol−1 (Table 3). Since the second structure has a smaller 
binding energy and does not exist at some levels of theory, subsequent discussions will 
focus only on the first structure. In this best π-stacking structure, the intermolecular 
C···H distance (rC···H) is 3.2 Å, and the distance between the center of one molecule 
and the nearest H atom in the other is also 3.2 Å. This suggests possible CH···π interac-




Table 3. Potential energy (in kcal mol−1) scan, at CCSD(T)/CBS level, of the displaced parallel 
ethylene dimer at r = 4.0 Å. (see Figure 8 for definitions of r, θ and φ ) 
 
Binding 20° 25° 30° 35° 40° 45° 50° 55° 
10° 16.74 16.48 16.20 15.90 15.60 15.32 15.05 14.81 
20° 18.71 16.99 15.23 13.55 12.02 10.69 9.58 8.69 
30° 22.85 18.58 14.77 11.52 8.87 6.78 5.20 4.04 
40° 17.20 12.77 9.23 6.51 4.46 2.97 1.92 1.19 
50° 5.94 4.14 2.71 1.64 0.88 0.36 0.02 -0.20 
60° 0.27 -0.12 -0.40 -0.59 -0.69 -0.72 -0.71 -0.68 
70° -0.99 -1.08 -1.13 -1.12 -1.06 -0.97 -0.86 -0.74 
80° -0.88 -1.02 -1.10 -1.11 -1.06 -0.96 -0.84 -0.70 
90° -0.73 -0.92 -1.03 -1.06 -1.03 -0.94 -0.82 -0.67 
Binding 60° 65° 70° 75° 80° 85° 90° 
10° 14.61 14.43 14.29 14.18 14.11 14.06 14.05 
20° 8.00 7.49 7.12 6.86 6.70 6.61 6.58 
30° 3.21 2.65 2.27 2.04 1.89 1.82 1.79 
40° 0.70 0.37 0.16 0.03 -0.05 -0.09 -0.11 
50° -0.34 -0.44 -0.49 -0.53 -0.55 -0.56 -0.57 
60° -0.63 -0.59 -0.56 -0.53 -0.50 -0.49 -0.49 
70° -0.63 -0.52 -0.43 -0.36 -0.31 -0.27 -0.26 
80° -0.56 -0.42 -0.31 -0.21 -0.14 -0.09 -0.08 
90° -0.52 -0.38 -0.25 -0.15 -0.07 -0.02 0.00 
 
 
The second most stable form of ethylene dimer is the C2v structure, which is charac-
terized by two CH···π interactions. This CH···π dimer has a slightly smaller binding en-
ergy than the CH···CH dimer, despite the similar intermolecular distance. The optimized 
geometry of the CH···π dimer (C2v) at MP2/aug-cc-pVDZ level is also shown in Figure 6. 
The changes in C=C and C–H bond lengths from the monomer to the dimer are very 
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small, less than 0.0001 Å. The intermolecular C···H distance (2.83 Å) is characteristic for 
the typical/non-activated CH···π interactions.40,45,199,200,201,202 The calculated CCSD(T) 
/CBS interaction energy of this CH···π dimer is −1.08 kcal mol−1, very close to that of the 
displaced parallel dimer (−1.13 kcal mol−1). The extrapolation using aug-cc-pVTZ and 
aug-cc-pVQZ only improves the binding by 0.01 kcal mol−1, to −1.09 kcal mol−1. 
 
3.1.2 SAPT Analysis 
The SAPT energy contributions of the three ethylene dimers are listed in Table 4 to-
gether with some related complexes. The plot of various SAPT components of the 
CH···CH complex against the intermolecular distance is shown in Figure 9. The induc-
tion and induction-dispersion terms are always small; it is similar to the case of benzene 
dimer.37,56 Since the two terms are very small in all systems, they are not included in the 
tabulation. At all distances, all SAPT components are attractive except exchange repul-
sion. Dispersion is the largest source of stabilization, whose magnitude is comparable to 
that of exchange repulsion. Due to the different decay rates, exchange repulsion is larger 
than dispersion below equilibrium distance, while dispersion wins over exchange repul-
sion above equilibrium distance. 
To provide further insight into why the CH···CH dimer is the most stable ethylene 
dimer, it is essential to know what kinds of interaction are present in the dimer. To this 
end, we have employed fo-SAPT calculations to investigate the individual orbital-orbital 
interaction contribution to the dispersion interaction energy. The valence orbitals for eth-
ylene molecule are shown in Figure 10. 
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Table 4. SAPT components (in kcal mol−1) of ethylene dimers and other related complexes. 








ES -1.21 -1.04 -1.22 -1.25 
EX 2.64 2.07 2.96 2.65 
IND -0.09 -0.07 -0.09 -0.08 
DISPe -2.79 -2.07 -2.65 -2.74 
TOT -1.50 -1.15 -1.05 -1.59 








ES -1.05 -1.18 -1.55 -2.91 
EX 2.89 2.89 4.32 5.55 
IND -0.09 -0.09 -0.16 -0.55 
DISPe -2.58 -2.58 -3.82 -4.32 
TOT -1.30 -1.30 -1.50 -2.95 
a SAPT/aug-cc-pVDZ calculation. 
b DFT-SAPT/aug-cc-pVDZ calculation. 
c Similar calculations also available in Ref. 201. 
d Similar calculations also available in Ref. 40. 
e Dispersion is scaled up by 15%. 
 
For the CH···CH dimer, the fo-SAPT result (Table 5) indicates that the molecular 
orbitals that contribute the most to dispersion are the π orbital and two C–H bonding or-
bitals. Three types of orbital-orbital interaction are possible: π↔π, CH↔π and CH↔CH 
interactions. π↔π interaction does exist in the CH···CH dimer, but it is not as large as the 
CH↔π and CH↔CH interactions. The close contact of two positively charged hydrogen 
atoms does contribute significantly to the attractive dispersion by the interaction between 





Figure 9. Distance (rCM) dependence of SAPT components of the CH•••CH ethylene dimer. 
Dispersion is scaled up by 15%. 
 
 
Figure 10. Valence orbitals of ethylene. 
 
#1 CH/CC  bonding #2 CH  bonding #3 CH  bonding 
#5 CH  bonding #6 CC  bonding #4 CH/CC  bonding 
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Table 5. fo-SAPT result of dispersion contribution (in kcal mol−1) of various orbital-orbital 
interactions for CH⋯CH dimer.  
MOa  #1 #2 #3 #4 #5 #6 
#1 -0.01 -0.01 -0.04 -0.01 -0.03 -0.03 
#2 -0.01 -0.02 -0.05 -0.02 -0.05 -0.06 
#3 -0.04 -0.05 -0.17 -0.05 -0.15 -0.15 
#4 -0.01 -0.02 -0.05 -0.02 -0.05 -0.07 
#5 -0.03 -0.05 -0.15 -0.05 -0.13 -0.20 
#6 -0.03 -0.06 -0.15 -0.07 -0.20 -0.16 
#1 to #6 are valence orbitals of ethylene. #3 and #5 are CH bonding orbitals, and #6 is the CC ߨ 
bonding orbital. For figures of the MOs, please refer to Figure 10. 
 
The optimum structural parameters for the displaced parallel dimer at CCSD(T)/CBS 
level are rCM = 4.0 Å, and rC···H = 3.2 Å, which are longer than those in the CH···CH di-
mer (rCM = 3.7 Å and rC···H = 3.1 Å). Therefore, all the SAPT components in the displaced 
parallel dimer are smaller than the corresponding terms in the CH···CH dimer (Table 4). 
Comparing the fo-SAPT results of the displaced parallel (Table 6) and CH···CH (Table 5) 
structures, we observe that the displaced parallel dimer has smaller dispersion contribu-
tion than the CH···CH dimer because the CH↔CH interaction is missing. A scanned 
SAPT decomposition with rCM kept to be 4.25 Å (Figure 11, Figure 12, and Figure 13) 






Table 6. fo-SAPT result of dispersion contribution (in kcal mol−1) of various orbital-orbital 
interactions for displaced parallel dimer. 
MOa  #1 #2 #3 #4 #5 #6 
#1 -0.00 -0.01 -0.02 -0.01 -0.02 -0.03 
#2 -0.01 -0.01 -0.03 -0.01 -0.03 -0.06 
#3 -0.00 -0.03 -0.06 -0.03 -0.07 -0.14 
#4 -0.01 -0.01 -0.03 -0.02 -0.04 -0.07 
#5 -0.02 -0.03 -0.07 -0.04 -0.08 -0.18 
#6 -0.03 -0.06 -0.14 -0.07 -0.18 -0.16 
#1 to #6 are valence orbitals of ethylene. #3 and #5 are CH bonding orbitals, and #6 is the CC ߨ 
bonding orbital. For figures of the MOs, please refer to Figure 10. 
 
As evidenced in Figure 11, electrostatic interaction is repulsive if the two ethylene 
molecules are directly on top of each other (i.e. θ = φ = 90º); it becomes attractive when 
one molecule approaches the edge of the other molecule, similar to benzene dimer. The 
electrostatic effect will be discussed in more details in the next section. 
 
Figure 11. Electrostatic interaction scan of displaced parallel dimer. The hollow arrow indicate 




Figure 12. Dispersion scan for displaced parallel dimer. 
 
Interestingly, dispersion follows the same trend as electrostatic interaction (Figure 
12). At θ = φ = 90º, dispersion is the smallest. Direct stacking should favor π↔π interac-
tion. Indeed, at the direct stacking geometry (θ = φ = 90º), the π↔π contribution to dis-
persion is −0.46 kcal mol−1 by fo-SAPT calculation. At the optimum π-stacking geometry, 
fo-SAPT shows that the π↔π contribution to dispersion is only −0.16 kcal mol−1, signifi-
cantly smaller than that in the direct stacking structure. Despite the favorable π↔π inter-
action, at the direct stacking geometry, dispersion is minimal at such point and increases 
as θ and φ decreases. When θ and φ are small, CH↔π contributions are greater than π↔π 
because there are better chances for H and π electrons to have close contact. fo-SAPT re-
sult at the CCSD(T)/CBS optimum geometry supports this view. The interaction between 




Figure 13. Exchange repulsion scan of displace parallel dimer. 
 
Both electrostatic interaction and dispersion favor smaller θ and φ. However, at 
small θ and φ, the electron density overlaps greatly, which leads to very large exchange 
repulsion. That is how the displaced parallel structure comes about. The attractive elec-
trostatic and dispersion interactions share the same trend, and together they offset against 
the repulsive exchange to achieve the optimum structure for quadrupole interactions and 
CH↔π interactions. 
The C2v CH···π ethylene dimer (Figure 6) is thought of as the best configuration for 
quadrupole interaction.198 This is readily reflected in the relatively large attractive elec-
trostatic interaction term among the ethylene dimers. The proportion of dispersion and 
electrostatic interaction in the total binding energy of the CH···π ethylene dimer is simi-
lar to that of benzene-methane complex (Table 4), so it is best considered as a non-
activated CH···π system.47,48 The CH···π ethylene dimer has similar electrostatic and dis-
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persion components compared to the CH···CH dimer, but it has a smaller binding energy 
due to the larger exchange repulsion (Table 4). 
 
Table 7. fo-SAPT results of dispersion contribution (in kcal mol−1) of various orbital-orbital 
interactions for CH⋯ߨ dimer. 
MOa  #1 #2 #3 #4 #5 #6 
#1 -0.01 -0.01 -0.03 -0.01 -0.03 -0.02 
#2 -0.01 -0.02 -0.04 -0.02 -0.06 -0.03 
#3 -0.01 -0.02 -0.04 -0.02 -0.05 -0.05 
#4 -0.01 -0.02 -0.03 -0.02 -0.05 -0.03 
#5 -0.01 -0.02 -0.05 -0.03 -0.07 -0.06 
#6 -0.07 -0.13 -0.36 -0.14 -0.43 -0.28 
#1 to #6 are valence orbitals of ethylene. #3 and #5 are CH bonding orbitals, and #6 is the CC ߨ 
bonding orbital. For figures of the MOs, please refer to Figure 10. 
 
fo-SAPT analysis (Table 7) shows more details in the binding for the CH···π dimer. 
The major dispersion contribution comes from the interaction between the π orbital from 
the H acceptor molecule and the four (out of five) C–H bonding orbitals of the H donor. 
Although the total number of significant interactions between the orbitals is smaller than 
that in the CH···CH dimer, each interaction has a larger stabilizing energy. As a result, 
the total dispersion contribution is comparable to that of the CH···CH dimer. A smaller 
contribution of dispersion comes from the interaction between the π orbitals of the two 
monomers, and the value is larger than that in the displaced parallel or CH···CH dimer. 
This means that π↔π interaction is not restricted to the stacked geometry. π↔π contribu-




Figure 14. Plots of SAPT components of the CH•••π ethylene dimer with respect to 
intermolecular distance (rCM). All dispersion scaled up by 15%. 
 
The plot of SAPT components with the change of intermolecular distance (Figure 14) 
is very similar to that of the CH···CH dimer, except that the cancellation of dispersion 
attraction and exchange repulsion occurs at a larger distance. This is in accordance with 
the fact that at equilibrium distance the exchange repulsion is larger than that of the 
CH···CH dimer. Considering the fact that CH↔CH interactions and some CH↔π inter-
actions are missing in the CH···π dimer, it could be interpreted that more orbital-orbital 





Figure 15. Plots of SAPT components of the CH•••π ethylene dimer with respect to H-donor 
rotation angle (α). All dispersion scaled up by 15%. 
 
Next, we compare the CH···CH and CH···π structures by connecting them through a 
rotated CH···π structure. If we define α to be the H-donor rotation angle, a rotation of α = 
90ºdoes not change the total binding energy significantly (Figure 15). This is achieved by 
the cancelling effect of decreasing electrostatic interaction, dispersion and exchange. 
When this rotated CH···π dimer is compared to the CH···CH dimer, most structural pa-
rameters, such as the intermolecular distance between centers of mass, the distance be-
tween H atom and the center of the other ethylene molecule, stay almost the same. The 
most significant difference is in the H···H distance; the rotated CH···π structure has a 
distance of 3.06 Å while the CH···CH structure has a shorter distance of 2.55 Å. fo-
SAPT calculation for the rotated CH···π complex indicates three significant orbital con-
tributions to dispersion, compared to nine for the CH···CH dimer. The total dispersion 
contribution in the CH···CH dimer is 0.39 kcal mol−1 larger than in the rotated CH···π 
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dimer, while the exchange is only larger by 0.19 kcal mol−1. Both the number of signifi-
cant orbital-orbital interactions and the change in exchange repulsion and dispersion indi-
cate that CH↔CH interaction does help dispersion in the dispersion-exchange balance to 
gain more binding. 
 
3.1.3 Electrostatic Interaction 
From the SAPT analysis, all three conformations of ethylene dimer have attractive 
electrostatic interaction, even for the CH···CH dimer with close dihydrogen contacts. 
This indicates that the close contact of the positive charged hydrogen atoms does not nec-
essarily mean overall electrostatic destabilization. The largest stabilizing component is 
dispersion. However, at equilibrium geometry, this attractive term is always cancelled out 
by exchange repulsion, making the actual value of binding energy more related to elec-
trostatic interaction than dispersion. In other words, dispersion mainly contributes to the 
total binding by finding the best intermolecular distance to cancel exchange repulsion, to 
enable the complex to bind electrostatically. 
 
Figure 16. Optimized (MP2/aug-cc-pVDZ non-CP) geometries (in Å) of substituted ethylene 
dimers (RHC=CHR)2, R = (a) NH2, (b) OH, (c) H, (d) Cl, (e) F and (f) CN. 
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Table 8. DFT-SAPT components and CCSD(T)/CBS binding energies (in kcal mol−1) of various 
substituted ethylene CH⋯CH dimers. [(RCH=CHR)2, R=NH2, OH H, Cl, F and CN] 
 R=NH2 R=OH R=H R=Cl R=F R=CN 
ES -2.34 -2.15 -1.25 -0.27 0.27 3.86 
EX 4.33 4.04 2.65 3.99 2.10 2.27 
IND -0.13 -0.16 -0.08 -0.38 -0.22 -0.79 
DISPa -3.85 -3.38 -2.74 -3.69 -2.28 -2.87 
TOT -2.31 -1.99 -1.59 -0.58 -0.24 2.43 
Bindingb -2.15 -1.90 -1.50 -0.59 -0.19 2.25 
a Dispersion is scaled up by 15%. 
b CCSD(T)/CBS counterpoised binding energy 
 
To confirm the roles of dispersion and electrostatic interaction in the total binding, 
several substituted ethylene CH···CH dimers, [(RHC=CHR)2, R = NH2, OH, Cl, F and 
CN], have been examined. The structures were also optimized at MP2/aug-cc-pVDZ lev-
el, with D2d symmetry constraint (expect for R = NH2 and OH with D2 and C2 symmetry, 
respectively). The optimized geometries and SAPT analysis of these substituted dimers 
are given in Figure 16 and Table 8, respectively. Electron donating groups (NH2 and OH) 
increase the interaction energy and vice versa for electron withdrawing groups (Cl, F and 
CN). 
As evidenced in Figure 17, there is a very strong correlation (R2 = 0.99) between the 
binding energy (either CCSD(T)/CBS or total DFT-SAPT binding) and the DFT-SAPT 
electrostatic term. On the other hand, the correlation with the dispersion component is 
poor (R2 = 0.20). Hence, we conclude that dispersion and electrostatic interaction has dif-
ferent effect on different aspect of binding. Dispersion determines the nature of binding 
and is more important to the binding distance, while electrostatic interaction plays a more 
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important role to the size of binding energy. This is in agreement with the study on the 
benzene dimer.59 For the NH2 substituted dimer, it has a significantly larger electrostatic 
attraction than the parent analogue even though it has a pair of opposing dipoles. This 
demonstrates the significance of the local attraction between C and H atoms in such di-
mer. 
  
Figure 17. Correlation between total DFT-SAPT binding and electrostatic interaction and that 
between total binding and dispersion for various substituted CH•••CH ethylene dimers. 
 
Interestingly, the CH···CH dimer has electrostatic attraction as large as that of the 
CH···π dimer. So, what is the origin of this significant attraction? One model to describe 
the charge distribution of planar π system is the π atom introduced by Hunter and Sand-
ers.49 In this model, the backbone of the π system is described by a positive point charge 
and the π cloud is represented by two points with negative charges, each equal to half the 
magnitude of the positive charge. For the ethylene dimers, we calculated electrostatic in-
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teraction energies by putting two π atoms together in the orientation of the CH···π, π···π 
and CH···CH configurations. When one of the π atoms is rotated from direct overlap 
structure to the CH···π configuration, as is indicated by the upper left corner of Figure 18, 
the electrostatic interaction changes from repulsive to attractive. This finding justifies the 
attractive electrostatic interaction in the CH···π configuration. Changing from direct 
stacking to displaced parallel configuration, as is shown in the lower right corner of Fig-
ure 18, also changes the electrostatic interaction from repulsive to attractive, but the in-
teraction energy for the displaced parallel structure is much smaller than that of the 
CH···π structure. Therefore, the π atom model is able to describe the displaced parallel 
and CH···π structures well, giving both the correct sign and relative magnitude of interac-
tion. However, the π atom model predicts the electrostatic interaction for the CH···CH 
dimer to be repulsive, at any intermolecular distance (Figure 19). This means the π atom 
model is not appropriate to describe the interaction between the CH···CH dimer. 
 
 
Figure 18. Electrostatic interaction of displaced parallel and CH•••π dimer. X-axis is horizontal 




Figure 19. Electrostatic interaction of CH⋯CH ethylene dimer. X-axis is intermolecular distance 
(rCM). 
 
Although the point charge model does not describe the π cloud well, it could give 
some details on the specific and localized interactions between two molecules. Therefore, 
the atomic charges fitted to the elctrostatic potential according to the Merz-Singh-
Kollman scheme203,204 were calculated for ethylene and electrostatic interaction energy 
for the CH···CH dimer was calculated by summing pairs of atomic charge interactions 
between the two monomers. Based on this scheme, the CH···CH structure has an attrac-
tive energy of −0.44 kcal mol−1. The atoms in the complex are categorized into three 
groups, the C atoms, the H atoms in the inner range, which are responsible for the close 
contact, and the H atoms in the outer range. The largest attractive component is the at-
traction between the C atoms in one molecule and the inner H atoms in the other mole-
cule (−42.06 kcal mol−1). The largest repulsive term is the repulsion between the C atoms 
(34.69 kcal mol−1) instead of that between the inner H atoms (12.68 kcal mol−1), because 
the charge on C is much larger than that on H. The overall electrostatic interaction energy 
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is much smaller than each component, which is reasonable since the monomer does not 
bare any net charge. Although the total binding is small, it is negative, which is consistent 
with the SAPT electrostatic component. If the distance between the two monomers is in-
creased, the magnitude of total electrostatic interaction calculated from the point charges 
is smaller, but it is still attractive. This point charge model demonstrates the importance 
of C···H attraction in the CH···CH dimer. 
The model results above suggest that the electrostatic interaction of the displaced 
parallel and CH···π structures can be described well by considering only the π cloud, 
while C···H attraction, instead of the π···π interaction, must be considered in the 
CH···CH complex. To further support our argument, electrostatic interaction energies are 
calculated by the interaction of distributed multipole moments33,205 on each monomer. 
The multipole moments on all atoms are divided into three groups, charges and dipoles 
(Group A), the quadrupole that describes the π cloud (Group C), and the other quadru-
poles which describes the charge distribution in the molecular plane (Group B). To avoid 
convergence problem, the dimers were kept in the same relative orientation, but intermo-
lecular distance was scaled up to 5 Å. The calculated electrostatic interaction energies 
among these three groups are listed in Table 9.  
For the CH···π and displaced parallel dimers, the electrostatic attraction is clearly 
dominated by the quadrupole interaction of the π cloud, and the interaction is larger for 
CH···π dimer than for displaced parallel dimer, which validates the use of π atom model 
in these two structures. For the CH···CH dimer, the quadrupole interaction between the π 
cloud is repulsive, as predicted by the π atom model. However, the cross interactions be-
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tween quadrupole moments of different type, those representing the π cloud and the mo-
lecular plane, introduce attraction to the total electrostatic interaction. Since the H atoms 
are on the outer rim of the ethylene molecular plane, they are the most accessible to in-
termolecular interactions. The quadrupole moments representing the π cloud are mostly 
on C atoms. Therefore, such cross quadrupole interaction could be interpreted as a special 
type of C···H interaction. Although this C···H interaction is somewhat different from that 
calculated by point charge model, they both demonstrate that the electrostatic attraction 
of CH···CH dimer comes from its unique configuration that maximizes the C···H interac-
tion. 
 
Table 9. Electrostatic interaction energies (in kcal mol−1) decomposed to multipole interactions. 
Monomer 1 Monomer 2 CH⋯CH ߨ⋯ߨ  CH⋯ߨ 
Group A Group A -0.0064 -0.0092 -0.0074 
Group A Group B 0.0062 0.0014 -0.0006 
Group A Group C 0.0182 0.0443 -0.0357 
Group B Group A 0.0062 0.0014 -0.0004 
Group B Group B 0.0077 -0.0023 -0.0020 
Group B Group C -0.0548 -0.0023 0.0075 
Group C Group A 0.0182 0.0443 0.0316 
Group C Group B -0.0548 -0.0023 0.0361 
Group C Group C 0.0519 -0.2186 -0.2413 
 
3.1.4 The Concept of “Contact” 
In summary, all three ethylene dimers have negative electrostatic interaction energy. 
Similar to benzene dimers, the largest stabilizing force in ethylene dimers is dispersion. 
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However, this stabilization contribution is almost cancelled out by exchange repulsion. 
As a consequence, electrostatic interaction is an important factor governing the stabilities 
of the ethylene dimers. The electrostatic stabilization of CH···π and displaced parallel 
dimers are readily described by quadrupole interaction. However, for the CH···CH dimer, 
one has to consider the special attraction between C and H atoms to explain the attractive 
electrostatic term. As in other neutral π complexes, induction and induction-dispersion 
are very small in all three ethylene dimers. 
Dispersion may originate from three types of orbital-orbital interaction: CH↔π, 
π↔π and CH↔CH interactions. Only the CH···CH dimer, the most stable form of eth-
ylene dimer, has all three interaction types and nine significant orbital interaction terms in 
dispersion. The other two dimers only have CH↔π and π↔π interactions. π↔π interac-
tion is present in all three dimer configurations, but it is never the dominant term. How do 
we account for the relative instability of the π stacking structure? Two possible reasons 
could be anticipated. Firstly, as there are fewer π orbitals than C–H bonding orbitals, sta-
bilization favors the interactions related to C–H orbitals. Secondly, since π↔π interaction 
is common and contributes almost equally to all dimer configurations, the stabilization 
effect by π↔π interaction is cancelled out in the comparison of the three different dimers. 
When the π system becomes larger, the two arguments above may no longer hold. In 
the case of linear π delocalized molecules, the ratio of the number of π orbitals to C–H 
orbitals will increase from a quarter in ethylene to a half in an infinite long chain. Due to 
the spatial distribution of π bonding orbitals, the contribution to each configuration may 
not remain the same. Thus, it is instructive to examine larger π systems. In the displaced 
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parallel geometry of butadiene dimer, the sum of π↔π stabilization in dispersion is −0.84 
kcal mol−1, which is larger than one third of the CH↔π stabilization. This is considerably 
larger than the ratio in ethylene dimer, which is about one fourth. π↔π interaction is also 
present in butadiene CH···π dimer, but the value (−0.62 kcal mol−1) is slightly smaller 
than in the displaced parallel dimer, which indicates when the π system becomes larger, 
π↔π contribution does vary according to the configuration. This could serve as an exam-
ple of the two reasons discussed above. 
The ethylene CH···π dimer has the largest orbital interaction term. However, the 
larger contributions of the #5↔#6 and #3↔#6 pairs (Table 7) have resulted in larger ex-
change repulsion. Therefore, the total dispersion could not balance the exchange repul-
sion, leading to a less stable structure. It thus appears that it is better to increase the num-
ber of interaction in dispersion in order to increase the stability of complexes than to in-
crease the individual interaction term. 
The number of significant orbital-orbital interactions in dispersion is determined by 
the number of orbitals “in contact” from different monomers, and definitely affects the 
balance between dispersion and exchange. Here we introduce the term “contact” as the 
number of significant orbital-orbital interactions; here “significant” is defined to be larger 
than twice the average orbital interactions in dispersion of the most stable structure. In 
the case of ethylene dimer, the magnitude of the ratio of exchange over dispersion de-




Table 10. The balance of dispersion and exchange repulsion and the "contact" number of ethylene 
dimers based on SAPT analysis. 





4 CH↔ ߨ 
1 ߨ ↔ ߨ 
5 total 
0 CH↔CH 
4 CH↔ ߨ 
1 ߨ ↔ ߨ 
4 total 
0 CH↔CH 
3 CH↔ ߨ 
1 ߨ ↔ ߨ 
-EX/DISP 0.95 1.00 1.29 
 
Table 10 summarizes the “contact” numbers in the three configurations of ethylene 
dimer based on SAPT calculations. If the number of contact is large, the increase of ex-
change repulsion due to the short intermolecular distance will be compensated by the dis-
persion interaction between various orbitals. As a result, the two molecules in the com-
plex are allowed to come closer to each other. As for the ethylene dimers, the electrostat-
ic interaction becomes more negative when the intermolecular distance is closer, leading 
to an increase in total binding energy. This argument readily explains the role of 
CH↔CH interaction in the total binding. The existence of CH↔CH interaction gives 
more interaction area to allow the monomers to come closer, inducing larger electrostatic 
attraction from the C···H interaction. fo-SAPT analysis (Table 11) of other related dimers, 
namely ethane and butadiene, confirms that larger “contact” reduces the ex-





Table 11. "Contact" numbers, SAPT components and total binding energies (in kcal mol−1) of 
various dimers. 
Complex Contact -EX/DISP ES EX DISP TOT 
Ethylene Dimer CH⋯CHa  9 0.95 -1.21 2.64 -2.79 -1.50 
Ethylene Dimer ߨ⋯ߨa  5 1.00 -1.04 2.07 -2.07 -1.15 
Ethylene Dimer CH⋯ߨa  4 1.29 -1.22 2.96 -2.30 -1.08 
Ethane Dimer S4a  6 1.03 -1.01 3.10 -3.01 -1.50 
Ethane Dimer D2da 4 1.11 -1.00 3.18 -2.88 -1.36 
Butadiene Dimer ߨ⋯ߨb  29 1.14 -3.17 6.88 -6.03 -3.02 
Butadiene Dimer CH⋯ߨb 20 1.18 -2.50 5.85 -4.97 -2.41 
a SAPT/aug-cc-pVDZ calculation 
b DFT-SAPT/aug-cc-pVDZ calcualtion 
 
3.2 Dimers of Conjugated Linear Chains 
It is already argued in the last section that when the size of molecules grows larger, 
due to the changes in the number and the orientation distribution of orbitals, the nature 
and the roles of the ߪ (CH and CC) and ߨ part can be changed. In this section, the struc-
ture and binding of longer linear ߨ-containing molecular complexes will be discussed. 
Due to the limitation of computational resources, only molecules up to hexatriene will be 
included. 
 
3.2.1 Structures and Binding 
Like ethylene dimers, three types of structures will be considered, the CH⋯CH, par-
allel stacked (including displaced parallel and face-to-face), and CH⋯ߨ structures. The 
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structures are also optimized at MP2/aug-cc-pVDZ non-counterpoised level. For the hex-
atriene dimer, only the displaced parallel structure is obtained. For some complexes, 
more than one structures are obtained for one type of geometry. The binding energies at 
CCSD(T)/CBS level and the structural parameters are listed in Table 12, Table 13, and 
Table 14. The structures are shown in Figure 20, Figure 21, and Figure 22. 
 
Table 12. Optimized structural parameters (in Å) and CCSD(T)/CBS binding energies (in kcal 
mol−1) of CH⋯CH complexes at MP2/aug-cc-pVDZ non-CP level. 
name CCSD(T)/CBS H⋯H distance bond-bond distance* 
ethylene-ethylene -1.50 2.549 3.717 
(cis)butadiene-ethylene -1.60 2.487, 2.501 3.594 
(trans)butadiene-ethylene -1.62 2.476, 2.558 3.678 
(trans)butadiene-
(trans)butadiene 
-1.77 2.412, 2.490, 2.553 3.651 
(cis)butadiene-
(cis)butadiene 
-1.30 2.246, 2.893 3.749 
hexatriene-ethylene -1.66 2.475, 2.549 3.670 
hexatriene-
(trans)butadiene 
-1.83 2.408, 2.484, 2.491, 2.542 3.642 







Table 13. Optimized structural parameters (in Å) and CCSD(T)/CBS binding energies (in kcal 
mol−1) of CH⋯ߨ complexes at MP2/aug-cc-pVDZ non-CP level. 
name (donor-accepor) CCSD(T)/CBS C⋯H distance bond-H distance 
ethylene-ethylene -1.08 2.832 3.038 
ethylene-(trans)butadiene -1.58 2.698, 2.805, 2.861 2.653, 2.981 
(trans)butadiene-ethylene -1.16 2.798, 2.863 2.868, 3.204 
(trans)butadiene-
(trans)butadienea  
-1.97 2.584, 2.612, 2.998 2.493, 2.837, 3.161 
ethylene-hexatriene -2.06 2.723, 2.726, 2.731, 2.734 2.628, 2.631 
hexatriene-ethylene -1.37 2.714, 2.865, 3.016 2.788, 3.197 
(trans)butadiene-hexatriene -2.54 2.517, 2.635, 2.736, 2.881 2.472, 2.713 
hexatriene-(trans)butadiene -2.40 2.680, 2.714, 2.847, 2.906 2.697, 2.814, 3.183 
aThis structure is obtained by constrained optimization. 
 
Table 14. Optimized structural parameters (in Å) and CCSD(T)/CBS binding energies (in kcal 
mol−1) of displaced parallel structures at MP2/aug-cc-pVDZ non-CP level. 
name CCSD(T)/CBS Interplanar distance cen-cen* 
ethylene-ethylene -1.13 2.156 4.0 
(trans)butadiene-ethylene -0.51 3.434 3.434 
(trans)butadiene-(trans)butadiene -2.47 2.535 3.789 
hexatriene-ethylene 1 -1.74 2.713 3.679 
hexatriene-ethylene 2 -1.57 2.884 ---- 
hexatriene-(trans)butadiene -2.99 2.900 3.668 
hexatriene-hexatriene -3.96 2.634 3.701 





Figure 20. Optimized structural parameters (in Å, at MP2/aug-cc-pVDZ non-CP) of the linear ߨ-



















Figure 21. Optimized structural parameters (in Å, at MP2/aug-cc-pVDZ non-CP) of the linear ߨ-






















Figure 22. Optimized structural parameters (at MP2/aug-cc-pVDZ non-CP) and the interplanar 
distances (in Å) of the linear ߨ-rich parallel stacked complexes. 
 
3.2.1.1 CH⋯CH Structures 
Generally, for the CH⋯CH structures, the distance between the two hydrogen atoms 
becomes successively closer when the monomer becomes larger. The trend in binding 
energy is consistent with the trend in electrostatic interaction energy. Comparing the eth-
ylene dimer and ethylene-butadiene dimer, the ethylene-butadiene complexes has more 
attractive electrostatic interactions and larger bindings, because an electron-donating 
group (-CH=CH2) is attached to the interaction center. As is indicated in the ethylene di-
mer section, electron-donating groups introduce more binding by enabling more attrac-
tive interactions between C and H atoms, which is in agreement with this observation. 












The fact that the two ethylene-butadiene complexes have similar binding energies and 
electrostatic interactions confirms the argument that the ߨ cloud is not essential for the 
attractive electrostatic interactions in the CH⋯CH configuration. The cis-butadiene dimer 
has a smaller binding energy probably because the charges on C atoms are too small to 
introduce large electrostatic attraction (Figure 23).  
 
Figure 23. Atomic charges (in number of electrons by the CHELPG scheme206) of cis- and trans-
butadiene. 
 
Although the CH⋯CH structure is the most stable structure in ethylene dimer, the 
relative stability to other structures of this structure decreases quickly with the size of 
monomers. When one of the monomers is ethylene, the total binding of CH⋯CH struc-
ture is still comparable to other structures. But when both of the monomers are at least 
butadiene molecules, the CH⋯ߨ and parallel stacked structure become much more stable 










3.2.1.2 CH⋯ߨ Structures 
The CH⋯ߨ complexes increase in binding energy when either of the monomers be-
comes larger, but the rate is different. When the ethylene molecule is the H-donor (or 
electron acceptor), the binding energy increases uniformly by around 0.5 kcal mol−1 when 
the H-acceptor grows by one double bond (from ethylene to hexatriene). On the other 
hand, when the H-acceptor is ethylene, and the H-donor changes from ethylene to hexa-
triene, the binding energy only increases by 0.1~0.2 kcal mol−1. The same trend is ob-
served in electrostatic interaction (Table 15). This probably means that the ߨ cloud of 
ethylene is too localized to enable more attraction from different H atoms from the H-
donors. But the H atoms in ethylene molecule are at a larger separation and are able to 
interact with more distant ߨ clouds of the H-acceptor. When the H-acceptor is butadiene, 
the binding energy increases by around 0.4 kcal mol−1 when one double bond is added to 
the donor. This number is larger than that of ethylene, which is consistent with the fact 
that there are more ߨ electrons and more extend ߨ cloud in butadiene than in ethylene. 
When the H-donor is butadiene and the H-acceptor changes from ethylene to butadiene, 
the binding energy increases by 0.8 kcal mol−1, and when the H-acceptor changes from 
butadiene to hexatriene, the binding energy increases by 0.5 kcal mol−1. This can be ex-
plained from the structure. In the butadiene(H-donor)-ethylene(H-acceptor), only one hy-
drogen atom from butadiene is pointing at/near the ߨ cloud, and the other hydrogen atom 
is pointing at a vacant space. But when the H-acceptor changes to butadiene, due to the 
delocalization of the ߨ cloud, the two ߨ bonds in the acceptor can be connected by the 
central single bond, which provides an extra point of interaction with the H-donor, so 
both the hydrogen atoms from the donor are involved in interactions. 
  
114 
From the structures, it could be seen that the preferred H-accepting sites are between 
the double bonds, instead of on top of double bonds. This disagrees with the findings in 
the CH⋯ߨ interaction with fused rings.200 The H atoms do not point toward the area with 
the largest negative electrostatic potential, but towards the valley between two peaks in 
ESP (Figure 24). Such configuration is probably good for the balance between exchange 
repulsion and dispersion defined in the ethylene section. 
 
Figure 24. Electrostatic potential of hexatriene on the 0.0004 a.u. MP2/aug-cc-pVDZ density 
isosurface. Red is negative and blue is positive. 
 
From the binding energies for the CH⋯ߨ complexes, it is probably safe to say that 
when both the donor and the acceptor are large enough, one extra double bond or one ex-





3.2.1.3 Parallel Stacked Structures 
For the butadiene-ethylene dimer, the displaced structure is not found, probably be-
cause it is not a stable structure like the ethylene dimer. Instead a direct face-to-face 
stacked structure is found, which is an energy minimum with an attractive electrostatic 
interaction energy. It disagrees with the quadrupole interaction model. Its exchange re-
pulsion is much larger compared to other complexes, which explains the very small bind-
ing energy. 
Although the displaced parallel ethylene dimer is not a stable structure, as the mon-
omers become larger, this configuration has become stable with binding energies up to    
-3.96 kcal mol−1 for hexatriene dimer. It becomes more stable than other structures after 
the butadiene dimer and hexatriene-ethylene complex. From ethylene dimer, butadiene 
dimer to hexatriene dimer, the total binding increases by about 1.4 kcal mol−1. The bind-
ing trend when one of the monomer is fixed in size is not yet clear. When it is fixed as 
butadiene, one extra double bond in the other monomer introduces 0.5 kcal mol−1 binding; 
when it is hexatriene, the binding energy increased by introduces 1.0 kcal mol−1 with one 
extra double bond. It seems that the increase is larger when the fixed monomer is larger. 
The distance between centers of masses decreases from 4 Å in ethylene dimer to 3.7 
Å in hexatriene dimer. The distance between ߨ-planes increase, but the displacement be-
comes smaller as the complex grows larger. From Table 14, the intermolecular C⋯H dis-
tances stay almost the same, so it is reasonable to expect that the stabilization from 
CH↔ ߨ interaction stays the same. From the study of ethylene dimers, smaller displace-
ments are better for ߨ ↔ ߨ interactions. So the relative smaller displacements in larger 
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complexes indicate larger weight of ߨ ↔ ߨ in dispersion. The increase of interplanar dis-
tance is probably for avoiding large exchange repulsion. 
 
3.2.2 Electrostatic Interaction 
The DFT-SAPT components compared to the CCSD(T)/CBS binding energy are 
listed in Table 15. Dispersion is the largest stabilizing force, but it is always nearly can-
celled by exchange repulsion. This observation is the same as in the ethylene dimers. In-
duction and ߜܧுி terms are attractive but always small. Electrostatic interaction is the 
only term left with significant contribution to binding and not being cancelled. The mag-
nitude of total binding is always the closest to that of electrostatic interaction. Like for the 
substituted ethylene dimer, the correlation between the total binding energies and the en-
ergy components are studied. The plot in Figure 25 shows not only good correlation be-
tween the electrostatic interaction energy and the total binding, but also the fact that 1 
kcal mol−1 electrostatic interaction lead to almost 1 kcal mol−1 binding energy. Therefore 
we can conclude that the role of electrostatic interaction in longer dimers is the same as in 
the smallest ethylene dimer. It is the most important component to determine the total 




Figure 25. Correlation between the CCSD(T)/CBS binding energy (horizontal axis) and the DFT-
SAPT components (vertical axis) with aug-cc-pVDZ basis sets. Energies in kcal mol−1. 
 
In ethylene dimers, the CH⋯CH complex has the largest electrostatic interaction. 
But in the longer dimers, these complexes have the smallest electrostatic attraction. This 
is reasonable because CH⋯CH configuration only allows localized interaction while the 
other two structures allow the whole molecule to come into interaction. Another differ-
ence from the ethylene dimer is that displaced parallel structure has a similar electrostatic 
attraction as the CH⋯ߨ structure. This is also different from what the quadrupole inter-
action or ߨ-atom model predicts, because the CH⋯ߨ structure has a deeper well than the 
displaced parallel structure, in Figure 18. However, this becomes reasonable when we 
consider the fact that the intermolecular distance for the displaced parallel structures are 






















Table 15. DFT-SAPT components and CCSD(T)/CBS binding energies (in kcal mol−1) for linear 
ߨ-containing complexes. 
CH⋯CH es ex ind disp ߜܧୌ୊ tot ex/disp bind 
ethylene-ethylene -1.25 2.65 -0.08 -2.38 -0.16 -1.59 0.97 -1.50 
(cis)butadiene-ethylene -1.44 3.59 -0.11 -3.00 -0.23 -1.64 1.04 -1.60 
(trans)butadiene-ethylene -1.40 3.07 -0.10 -2.72 -0.19 -1.74 0.98 -1.62 
(cis)butadiene-(cis)butadiene -0.61 3.01 -0.13 -2.80 -0.18 -1.12 0.94 -1.30 
(trans)butadiene-
(trans)butadiene -1.54 3.47 -0.12 -3.09 -0.22 -1.96 0.98 -1.77 
hexatriene-ethylene -1.46 3.22 -0.10 -2.81 -0.20 -1.78 0.99 -1.66 
hexatriene-(trans)butadiene -1.63 3.73 -0.12 -3.22 -0.23 -1.96 1.01 -1.83 
 
Table 15 continued 
CH⋯ߨ es ex ind disp ߜܧୌ୊ tot ex/disp bind 
ethylene-ethylene -1.18 2.89 -0.09 -2.24 -0.34 -1.30 1.12 -1.07 
ethylene-(trans)butadiene -1.97 4.50 -0.16 -3.36 -0.44 -1.93 1.17 -1.58 
(trans)butadiene-ethylene -1.48 3.25 -0.14 -2.40 -0.33 -1.46 1.17 -1.16 
(trans)butadiene-
(trans)butadiene -2.50 5.85 -0.23 -4.33 -0.55 -2.41 1.18 -1.97 
ethylene-hexatriene -2.63 6.05 -0.21 -4.46 -0.55 -2.46 1.18 -2.06 
hexatriene-ethylene -1.78 3.94 -0.17 -2.89 -0.41 -1.75 1.18 -1.37 
(trans)butadiene-hexatriene -3.41 7.93 -0.32 -5.79 -0.71 -3.17 1.19 -2.54 




Table 15 continued 
stacked es ex ind disp ߜܧୌ୊ tot ex/disp bind 
ethylene-ethylene -1.05 2.05 -0.06 -1.75 -0.18 -1.26 1.02 -1.13 
(trans)butadiene-ethylene -1.23 4.98 -0.10 -3.55 -0.50 -0.93 1.22 -0.51 
(trans)butadiene-
(trans)butadiene -3.17 6.88 -0.18 -5.24 -0.52 -3.02 1.14 -2.47 
hexatriene-ethylene 1 -2.28 5.09 -0.12 -3.90 -0.54 -2.33 1.14 -1.74 
hexatriene-ethylene 2 -2.38 5.44 -0.12 -3.89 -0.54 -2.07 1.22 -1.57 
hexatriene-(trans)butadiene -4.18 9.76 -0.23 -7.13 -0.78 -3.63 1.19 -2.95 
hexatriene-hexatriene -5.43 12.26 -0.28 -9.13 -0.88 -4.84 1.17 -3.96 
 
In Table 16, distributed multipole interaction reproduces the trend of DFT-SAPT 
electrostatic interaction with only a few exceptions. The CH⋯CH interaction has the least 
attractive energies, and CH⋯ߨ and parallel stacked structures have similar attractions. 
Therefore, as is concluded in the ethylene dimer section, distributed multipole interaction 
can predict the relative stabilities of the complexes.  
However, in DFT-SAPT analysis, the electrostatic interactions are always attractive, 
so is the total binding energy. But distributed multipole interaction shows that some of 
the interactions could be repulsive. The butadiene-ethylene face-to-face complex is the 
best illustration of this difference. If we understand the electrostatic interaction using on-
ly the point charge or point multipole model, the electrostatic interaction in this dimer 
will always be repulsive, and yet DFT-SAPT gives an attractive number. This combined 
with fact that electrostatic interaction always increases when the intermolecular distance 
reduces has suggest that overlap or penetration effect may introduce electrostatic attrac-
tion. This will be discussed in the next chapter about alkane dimers, where the point 
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charge/multipole interaction is so weak that the penetration effect starts to dominate the 
electrostatic attraction. 
 
Table 16. Comparison between electrostatic interactions from DFT-SAPT and Distributed 
Multipole Analysis (energies in kcal mol−1). 
CH⋯CH DMA SAPT 
(cis)butadiene-ethylene 0.03 -1.44 
(trans)butadiene-ethylene -0.04 -1.40 
(cis)butadiene-(cis)butadiene 0.45 -0.61 
(trans)butadiene-(trans)butadiene -0.05 -1.54 
hexatriene-ethylene 0.06 -1.73 
hexatriene-(trans)butadiene -0.07 -1.63 
CH⋯ߨ DMA SAPT 
ethylene-(trans)butadiene -1.03 -1.97 
(trans)butadiene-ethylene -0.84 -1.48 
(trans)butadiene-(trans)butadiene -1.37 -2.50 
ethylene-hexatriene -1.38 -2.63 
hexatriene-ethylene -0.93 -1.78 
(trans)butadiene-hexatriene -1.76 -3.41 
hexatriene-(trans)butadiene -1.64 -3.16 
stacked DMA SAPT 
(trans)butadiene-ethylene 1.41 -1.23 
(trans)butadiene-(trans)butadiene -1.57 -3.17 
hexatriene-ethylene 1 -0.68 -2.28 
hexatriene-ethylene 2 -0.68 -2.38 
hexatriene-(trans)butadiene -1.48 -5.43 





3.2.3 Separation of ߪ and ߨ 
The effect of ߨ electrons in electrostatic interaction is relatively clear now. In the 
CH⋯CH configuration, ߨ electrons are not essential, but they help to obtain larger attrac-
tion. In the CH⋯ߨ and displaced parallel structures, the effect of ߨ electrons can be un-
derstood by the ߨ-atom model. 
Using the frozen orbital DFT-SAPT method, the contribution of ߨ electrons to dis-
persion can also be analyzed. The contributions to dispersion from ߪ ↔ ߪ, ߪ ↔ ߨ, and 
ߨ ↔ ߨ orbital interactions are listed in Table 17. The percentage of contributions from 
these three types of orbital interactions is relatively constant for the CH⋯CH and CH⋯ߨ 
configurations. For the CH⋯CH structures, around half of the dispersion comes from the 
interaction between ߪ  orbitals, and the interactions between ߨ  orbitals only contribute 
less than 10% to dispersion. Now we can say that the CH⋯CH structure is mainly held 
together by the interactions between their ߪ skeletons since ߨ electrons are essential in 
neither electrostatic nor dispersion interaction. The CH⋯ߨ configuration, as is suggest 
by its name, has a large contribution of around 60% from the interaction between ߪ and ߨ 
orbitals. The ߨ ↔ ߨ contribution is also small, but it is larger than that in the CH⋯CH 
configuration. 
For the displaced parallel structures, the contribution from ߨ ↔ ߨ  interaction in-
creases with system size, as is argued in the ethylene dimer section. However, it is not 
likely that it will be the dominant term in dispersion, since the percentage of ߪ ↔ ߨ inter-
action is stable at around 55%. This limit is determined by the displaced structure, be-
cause this structure best facilitates CH↔ ߨ interaction, as is discussed in the ethylene sec-
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tion. The face-to-face structure of butadiene-ethylene complex has a significantly larger 
contribution (39%) from ߨ ↔ ߨ  interaction because of the direct stacking structure. 
However, this contribution is still far from dominant. 
 
Table 17. Separation of contributions from ߪ ↔ ߪ, ߪ ↔ ߨ, and ߨ ↔ ߨ orbital interactions (in kcal 
mol−1) and their percentage in the total dispersion energy of longer linear ߨ-containing complexes. 
Calculated by fo-DFTSAPT/aug-cc-pVDZ. 
CH⋯CH ߪ ↔ ߪ ߪ ↔ ߨ ߨ ↔ ߨ 
ethylene-ethylene -1.27 -0.97 -0.15 
(cis)butadiene-ethylene -1.51 -1.28 -0.22 
(trans)butadiene-ethylene -1.40 -1.13 -0.18 
(cis)butadiene-(cis)butadiene -1.50 -1.06 -0.24 
(trans)butadiene-(trans)butadiene -1.54 -1.32 -0.23 
hexatriene-ethylene -1.43 -1.19 -0.19 
hexatriene-(trans)butadiene -1.58 -1.40 -0.25 
Table 17 continued 
CH⋯CH percentage ߪ ↔ ߪ ߪ ↔ ߨ ߨ ↔ ߨ 
ethylene-ethylene 53% 41% 6% 
(cis)butadiene-ethylene 50% 42% 7% 
(trans)butadiene-ethylene 52% 42% 7% 
(cis)butadiene-(cis)butadiene 53% 38% 9% 
(trans)butadiene-(trans)butadiene 50% 43% 7% 
hexatriene-ethylene 51% 42% 7% 




Table 17 continued 
CH⋯ߨ ߪ ↔ ߪ ߪ ↔ ߨ ߨ ↔ ߨ 
ethylene-ethylene -0.72 -1.24 -0.28 
ethylene-(trans)butadiene -0.89 -2.02 -0.44 
(trans)butadiene-ethylene -0.80 -1.33 -0.28 
(trans)butadiene-(trans)butadiene -1.14 -2.57 -0.62 
ethylene-hexatriene -1.11 -2.75 -0.60 
hexatriene-ethylene -0.97 -1.58 -0.34 
(trans)butadiene-hexatriene -1.48 -3.49 -0.83 
hexatriene-(trans)butadiene -1.45 -3.01 -0.71 
Table 17 continued 
CH⋯ߨ  percentage ߪ ↔ ߪ ߪ ↔ ߨ ߨ ↔ ߨ 
ethylene-ethylene 32% 55% 13% 
ethylene-(trans)butadiene 26% 60% 13% 
(trans)butadiene-ethylene 33% 55% 12% 
(trans)butadiene-(trans)butadiene 26% 59% 14% 
ethylene-hexatriene 25% 62% 13% 
hexatriene-ethylene 34% 55% 12% 
(trans)butadiene-hexatriene 26% 60% 14% 
hexatriene-(trans)butadiene 28% 58% 14% 
Table 17 continued 
Stacked  ߪ ↔ ߪ ߪ ↔ ߨ ߨ ↔ ߨ 
ethylene-ethylene -0.71 -0.88 -0.16 
(trans)butadiene-ethylene -0.62 -1.54 -1.39 
(trans)butadiene-(trans)butadiene -1.48 -2.92 -0.84 
hexatriene-ethylene 1 -1.07 -2.14 -0.68 
hexatriene-ethylene 2 -0.94 -2.12 -0.83 
hexatriene-(trans)butadiene -1.68 -3.90 -1.56 




Table 17 continued 
Stacked  percentage ߪ ↔ ߪ ߪ ↔ ߨ ߨ ↔ ߨ 
ethylene-ethylene 41% 50% 9% 
(trans)butadiene-ethylene 18% 43% 39% 
(trans)butadiene-(trans)butadiene 28% 56% 16% 
hexatriene-ethylene 1 28% 55% 17% 
hexatriene-ethylene 2 24% 55% 21% 
hexatriene-(trans)butadiene 23% 55% 22% 
hexatriene-hexatriene 24% 54% 21% 
 
From Table 17, we see that the 	ߪ ↔ ߨ interaction is always the largest part in dis-
persion in any type of geometry. Therefore, at least for the linear ߨ-containing molecules, 
ߨ⋯ߨ stacking actually comes from ߪ ↔ ߨ interaction. 
 
3.2.4 Effect of Conjugation 
This section describes an attempt to separate the total binding to localized region for 
two reasons. The first is trying to find a possible less time-consuming way to calculate 
binding energy of large complexes. The second is to study the effect of the delocalization 
of ߨ electrons on the binding energy. Here only the hextriene-ethylene displaced parallel 
structure is studied. 
According to Bloom et al.,75 the hexatriene molecule can be separated into two buta-
diene dimers. Due to the double counting of the central double bond, the interaction of an 
ethylene dimer must be removed. The illustration is in Figure 26. The two solid ellipsoids 
represent the two butadiene molecules. The dashed ellipsoid represents the ethylene mol-
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ecule that has to be removed. The binding energy of this hexatriene-ethylene complex is 
then calculated as the sum of those of the two butadiene-ethylene complex minus that of 
the ethylene dimer. In this process, only the positions of newly added hydrogen atoms 
that saturate the broken bonds are optimized. Other atoms are kept at the original places 
in the hexatriene-ethylene complex. Both the binding energy at CCSD(T)/CBS level and 
the DFT-SAPT components at aug-cc-pVDZ level are calculated for this decomposed 
complex. The results are listed in Table 18. 
 
Figure 26. Decomposition of a hexatriene molecule. 
 
It is seen that the difference between the original complex and the decomposed ones 
is only within 5%. The nature of binding can also be well represented by the decomposed 
complexes. On the one hand, it means that delocalization of ߨ electrons beyond two dou-
ble bonds does not affect the binding energy or the nature of the linear ߨ-containing 
complex. On the other hand, if we aim at a binding energy with 5% accuracy, we can use 
the decomposed scheme to save time and computing resources. 
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Table 18. Total binding and SAPT components (in kcal mol−1) of decomposed hexatriene-
ethylene complex. 
diff% hex-et decomposed but1-et but2-et et-et 
ES 1% -2.30 -2.32 -1.65 -2.19 -1.53 
EX 3% 5.19 5.36 3.89 5.20 3.72 
IND 4% -0.15 -0.14 -0.09 -0.13 -0.08 
DISP 0% -4.13 -4.14 -2.87 -3.69 -2.42 
ߜܧୌ୊  3% -0.41 -0.42 -0.31 -0.41 -0.30 
CCSD(T)/CBS 5% -1.74 -1.82 -1.15 -1.30 -0.63 
 
3.3 Comparison with Aromatic Molecules 
To study the effect of aromaticity, a few structures of benzene-ethylene complex 
have been optimized at MP2/aug-cc-pVDZ level. Again, the structures in interest are the 
CH⋯CH, CH⋯ߨ, and the stacked structures. 
 
3.3.1 Structure and Binding 
Four structures are optimized with symmetry constraints, which are listed in Figure 
27. The CH⋯CH, stacked, and CH⋯ߨ 1 structures are all local minima. But the CH⋯ߨ 
2 structure has one imaginary frequency. 
The CH⋯CH structure of benzene-ethylene dimer has a smaller distance (3.630 Å) 
between the CC bonds than the (trans)butadiene-ethylene and hexatriene-ethylene 
CH⋯CH structures (3.678 Å and 3.670 Å, respectively), but the CH⋯ߨ structure has a 
slightly larger intermolecular separation (3.649 Å and 3.863 Å) than that of the ethylene-
  
127 
hexatriene complex (3.566 Å). Unfortunately, the displaced parallel structure is not ob-
tained in any optimization attempt. Instead, a direct-stacked structure, like the 
(trans)butadiene-ethylene stacked structure, is obtained. The interplanar distance is larger 
than the distance between the molecular centers of the hexatriene-ethylene or (trans)-
butadiene-ethylene stacked structure. 
Despite the differences in the intermolecular distances between the benzene com-
plexes and the linear-ߨ complexes, the binding energies are quite close. The CH⋯CH and 
CH⋯ߨ 1 structures both have binding energies within 0.05 kcal mol−1 those of the hexa-
trieme-ethylene analogue. The CH⋯ߨ 2 structure has a smaller binding energy because 
the H from the donor is not pointing to the optimum position to introduce enough electro-
static interaction. The stacked structure has a smaller binding energy because the struc-
ture is not displaced. 
One thing to note is that in the stable CH⋯ߨ 1 structure, the H in the donor does not 
point directly to the center of the benzene ring. The displacement is around 0.1 Å, which 





Figure 27. Optimized structures (at MP2/aug-cc-pVDZ non-CP level) of benzene-ethylene 
complexes. Lengths in Å. 
 
3.3.2 Nature of Binding 
The DFT-SAPT energy components (with aug-cc-pVDZ basis) and the 
CCSD(T)/CBS binding energies are listed in Table 19. From the DFT-SAPT components 
it is clear that the stacked structure has a different nature from the other structures. In 
other structures, the electrostatic interaction energy is very close to the total binding, in-
dicating that electrostatic interaction is a significant stabilizing force. But in the stacked 
structure, the electrostatic interaction energy is much smaller than the total binding. The 
binding energy is mostly determined by the difference between exchange repulsion and 
dispersion. Although the ߨ-atom model predict such direct stacking structures have repul-
CH⋯CH 
stacked 









sive electrostatic interaction, their electrostatic interaction energies for the direct stacking 
structures are all attractive. This could be explained by the penetration effect, which will 
be discussed in 4.1.2. 
 
Table 19. DFT-SAPT components and CCSD(T)/CBS binding energies (in kcal mol−1) of 
benzene-ethylene complexes. 
ES EX IND DISP ߜܧୌ୊  TOTa  bindb  EX/DISP
CH⋯CH -1.46 3.40 -0.11 -2.93 -0.21 -1.74 -1.63 1.01 
stacked -0.09 2.18 -0.10 -2.86 -0.20 -1.50 -1.32 0.66 
CH⋯ߨ 1 -2.41 6.26 -0.23 -4.73 -0.52 -2.34 -2.06 1.15 
CH⋯ߨ 2 -1.84 4.88 -0.19 -3.98 -0.38 -2.11 -1.68 1.07 
a Sum of DFT-SAPT components with dispersion scaled up by 15% 
b CCSD(T)/CBS binding energy 
 
For the CH⋯CH configuration, the circular aromatic ߨ system does not seem to be 
different from the linear ߨ system. The hexatriene-ethylene and benzene-ethylene com-
plexes have the same electrostatic interaction terms and similar exchange to dispersion 
ratios (although the absolute values of DISP and EX are a little different). There is no 
wonder that the two structures have very close binding energies. 
The difference in binding energy for the CH⋯ߨ 1, CH⋯ߨ 2 ethylene-benzene com-
plexes, and the ethylene-hexatriene CH⋯ߨ is mainly due to the difference in the electro-
static interaction, since all three structures have exchange to dispersion ratios close to one. 
CH⋯ߨ 1 structure has smaller electrostatic interaction than the ethylene-hexatriene com-
plex, because one of the H from ethylene is not interacting strongly with the ߨ cloud of 
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benzene. The hydrogen atoms are not pointing to the regions with the most negative elec-
trostatic potential on benzene, so CH⋯ߨ 2 complex is not electrostatically attractive than 
the other CH⋯ߨ structures. Ethylene-benzene CH⋯ߨ 1 complex has a larger intermo-
lecular separation than the ethylene-hexatriene complex, but its exchange repulsion term 
is larger than that of the ethylene-hexatriene complex. It suggests that the benzene moiety 
is bad for the binding because it introduces more exchange repulsion. However, this has 
little effect on the total binding energy because the exchange to dispersion ratio is similar 
in both the complex with benzene and hexatriene. 
The stacked structure for benzene-ethylene complex is too much different from the 
displaced parallel structure of hexatriene-ethylene complex, so here we will compare it to 
the stacked butadiene-ethylene complex. It is a little surprising that the binding energy of 
the complex with benzene is smaller than that with trans-butadiene, although benzene has 
12 more electrons than butadiene. The smaller binding energy probably is due to the larg-
er intermolecular distance and the smaller electrostatic attraction. As the ߨ-atom model 
predicts, the electrostatic interaction for benzene-ethylene stacked complex is not as fa-
vorable as the other structures. But the trans-butadiene-ethylene complex also has the di-
rect stacked structure, and its electrostatic interaction is much more attractive than that of 
the benzene complex. The reason can be partly explained by the aromaticity of benzene 
(in section 3.3.4). Aromaticity increases the electron density at the center of the ring that 
increases the repulsion, while the delocalization in butadiene molecule is not that strong 
to induce much electron density increase at the central CC single bond. 
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3.3.3 Separation ߪ and ߨ 
Table 20 lists the contribution of ߪ ↔ ߪ, 	ߪ ↔ ߨ, and ߨ ↔ ߨ orbital-orbital interac-
tions in dispersion for the benzene-ethylene complexes. Although the energy for each 
type of interaction is smaller than that in the hexatriene-ethylene dimer (Table 17), the 
weight of each type of interaction in the total dispersion is almost the same with the cor-
responding hexatriene-ethylene complex. The stacked structure is compared to the 
stacked structure of (trans)butadiene-ethylene complex. The weights are also almost iden-
tical. It suggests that the weights are not determined by the monomer properties, but de-
termined by the intermolecular orientation alone. 
 
Table 20. Separation of dispersion interaction into ߪ ↔ ߪ, ߪ ↔ ߨ, and ߨ ↔ ߨ parts (in kcal mol−1) 
for the benzene-ethylene complexes. 
ߪ ↔ ߪ ߪ ↔ ߨ ߨ ↔ ߨ percentage ߪ ↔ ߪ ߪ ↔ ߨ ߨ ↔ ߨ 
stacked -0.28 -0.81 -0.71 stacked 16% 45% 39% 
CH⋯CH -0.95 -0.77 -0.12 CH⋯CH 52% 42% 7% 
CH⋯ߨ 1 -0.72 -1.77 -0.48 CH⋯ߨ 1 24% 60% 16% 
CH⋯ߨ 2 -0.57 -1.51 -0.42 CH⋯ߨ 2 23% 61% 17% 
 
3.3.4 Effect of Aromaticity 
From 3.3.2 it can be seen that benzene is not very good for binding since its ߨ cloud 
is not as extended as that of hexatriene. To study the effect of aromaticity on the intermo-
lecular binding, it is necessary to remove this structural effect in 3.3.2, and compare the 
binding of benzene-ethylene complex with those of the structures with that with similar 
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spatial distribution but without the electron delocalization. Therefore, the method by 
Bloom et al.75 is used to remove the aromaticity of benzene. 
 
Figure 28. Decomposition of benzene molecule. 
 
As shown in Figure 28, the six member ring of benzene is decomposed into three 
isolated butadiene molecules. Due to the overlap in space of these three molecules, the 
effect of three ethylene molecules have to be removed. The solid ellipsoids indicate the 
three butadiene molecules, while the dashed ellipsoids indicate the three ethylene mole-
cules in Figure 28. As in 3.2.4, only the positions of newly added H atoms are optimized, 
other atoms are fixed as in their dimer structure. Only one structure, the stacked benzene-
ethylene complex, is considered in this section. 
The binding energy and the DFT-SAPT components (calculated with aug-cc-pVDZ 
basis) calculated from the decomposed benzene are listed in Table 21, in comparison with 
the original values with the effect of aromaticity. 
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After removing the effect of aromaticity, the total binding energy dramatically in-
creases (by 65%). A large part of the energy decrease comes from the reduced exchange 
repulsion. It accounts for 56% (out of 66%) of the energy decrease. It is consistent with 
the result in the DFT-SAPT study (3.3.2) that benzene molecule will introduce much 
more exchange repulsion than the hexatriene molecule. It also agrees with the fact that 
the intermolecular distance of benzene-ethylene complexes are larger than the hex-et 
complexes. A smaller part comes from the increase in electrostatic attraction. Bloom et al. 
has explained this electrostatic effect by the electron density change after turning off ar-
omaticity.75  
 
Table 21. Binding energy and DFT-SAPT compoents (in kcal mol−1) of decomposed stacked 
benzene-ethylene complex. 
ES EX IND DISP ߜܧୌ୊  TOTa bindb 
decomposed -0.22 1.33 -0.08 -2.82 -0.28 -2.49 -2.18 
ben-et stacked -0.09 2.18 -0.10 -2.86 -0.20 -1.50 -1.32 
diff% -9% -56% 1% 2% -5% -66% -65% 
diff -0.13 -0.84 0.01 0.03 -0.08 -0.99 -0.86 
a Calculated from the sum of DFT-SAPT components with dispersion scaled up by 15% 
b CCSD(T)/CBS binding energies without monomer deformation energy 
 
In summary, unlike the delocalization in hexatriene, the aromaticity in benzene is not 
good for intermolecular binding, because it increases the exchange repulsion and reduces 





The nature of binding of three configurations of ethylene dimer is studied. The most 
stable dimer is the CH···CH dimer (D2d), which is widely used in databases as an exam-
ple of van der Waals interaction. The other two configurations, the displaced parallel (Ci) 
and CH···π (C2v) dimers, are almost equal in binding energy. Unlike benzene dimer, dis-
placed parallel dimer is not a stable structure. The stacking effect of π electron has not 
become significant in this very small π-containing system. 
The electrostatic part of binding energies of CH···π and π···π dimers can be under-
stood by the interaction between π atoms. The CH···CH dimer has attractive C···H inter-
action that is unique to its own structure. Dihydrogen contact does not necessarily lead to 
net electrostatic destabilization. Although dispersion is the largest stabilization source in 
the ethylene dimers, it mainly contributes to binding by cancelling the exchange repul-
sion. As a result, electrostatic interaction determines the total binding better. Dispersion 
may arise from π↔π, CH↔π or CH↔CH orbital-orbital interaction. fo-SAPT calcula-
tions allow us to characterize such interaction contributions. CH↔π interaction is favored 
over π↔π interaction, even in the displaced parallel dimer, probably because the system 
is too small. CH↔CH interaction, which is unique in the CH···CH dimer, indeed exists. 
It helps to stabilize the CH···CH dimer by increasing the number of orbital interactions in 
dispersion to alter the exchange-dispersion balance. A concept of “contact” was intro-
duced to describe such a balance. A larger contact will help to reduce intermolecular dis-
tance, and in complexes where attractive electrostatic interaction determines the degree of 
binding, this usually means greater stability. 
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When the monomers become longer, the order of stability of each configuration 
changes. The CH⋯CH structure becomes the least stable and the displaced parallel one 
becomes the most stable. Electrostatic interaction is still the component that is the closest 
to the total binding in magnitude. Its trend is also the same as that of total binding. ߪ ↔ ߨ 
orbital interaction contributes the most to dispersion in any structure, which is the largest 
stabilization source. 
Intramolecular electron delocalization in hexatriene does not have much effect on the 
total intermolecular binding. But the aromaticity of benzene molecule hinders binding by 
introducing more exchange repulsion and reducing the electrostatic attraction by rear-
ranging the electron density of benzene molecule. 
With the knowledge of the various types of interactions in such simple complexes, 
more studies on larger aromatic complexes could further clarify the trend of CH↔CH, 
CH↔π and π↔π interactions, and help to determine the true effect of the diffuse π elec-





4 Interaction between CH bonds 
From the results in the Chapter 3, it is clear that the CH⋯CH interaction is im-
portant to both electrostatic interaction and the dispersion interaction. Therefore, this 
chapter will focus on this novel yet common type of interaction.  
Complexes of alkanes are best objects to study the interactions between CH bonds, 
because stronger interactions, such as hydrogen bonds, ߨ⋯ߨ stacking are absent in the 
complexes. Alkane dimers are commonly thought of as van der Waals complexes, like 
rare gas dimers. They have no significant electrostatic multipoles, so the electrostatic 
interaction and the induced multipoles should be small, which means polarization, 
which is a part of induction, is also small. Due to the relatively large HOMO-LUMO 
gap, charge transfer should also be not important in these dimers. For the reasons above, 
alkane dimers are considered as weakly-bound complexes and the dominant attractive 
force in these complexes could be anticipated to be dispersion, which comes from the 
attractive interactions of the instant multipoles of monomers and is ubiquitous between 
any two molecules. The large differences in the MP2 and HF binding energies of such 
complexes support this argument.48,170,207,208 In fact, without dispersion, the complexes 
would not even form.207,209,210 The fact that the interaction between alkanes is not direc-
tional also indicates the less important roles of electrostatic interactions and induction. 
However, besides this general knowledge, much is unknown about alkane dimers, es-
pecially the size dependence, the orientation dependence, and the shape dependence. 
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A lot of studies are focused on the exact binding energies and the best intermolecu-
lar orientations of each alkane complex,63,69,170,210,211,212,213,214,215,216,217 but relatively 
few systematic studies have been conducted. Tsuzuki et al.215 studied four types of 
structures of propane dimer. The “parallel” structure is the most stable with the largest 
binding energy and the smallest intermolecular distance. The “cross” structure has simi-
lar distance but its binding energy is smaller, similar to those of the “T-shape” structure 
with a much larger intermolecular distance. The “linear” structure has the smallest 
binding and the largest separation. The comparison between “cross” and “T-shape” 
structures seems to suggest the parts in close interaction, or in “contact” matters a lot to 
the binding. This concept was not stated in this work, but in others. Tsuzuki et al.218 
studied the nature and the orientation dependence of binding energy of a series of linear 
alkanes up to n-hexane. For all the orientations considered, dispersion is the only attrac-
tive force. The orientation with the largest binding energies is the anti-parallel configu-
ration with short contacts, less steric repulsion and more dispersion. However, a very 
crude energy decomposition method was used, and the “short contacts” in this study 
was not defined. Similar concepts appear in other studies. Jalkanen et al.216 concluded 
that the vertex-vertex interaction (direct collinear CH⋯HC interaction) leads to very 
small binding and large intermolecular separations, but the “interlocked” configurations, 
with more contact, reduce the distance and improve the binding energy. In a more re-
cent paper, Echeverría et al.67 defined the key factors that determine the binding be-
tween alkane molecules or polyhedrane molecules: the number of CH···CH short con-
tacts (by measuring H···H distances), the C-C-H pyramidality, and the electron-
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donating substitutions. However, this study is mostly phenomenological, and only the 
strength, but not the nature, is studied. 
One explanation for the fact that more “contact” is preferred is that it reduces steric 
repulsion.170,215,219 However, this explanation is not very satisfactory, since short dis-
tances may introduce both large steric repulsion and large dispersion interaction. Only 
when the balance between these two counteracting forces is clarified can we understand 
the role of “contact”. Besides, this explanation cannot be related to any of the quantities, 
such as the geometry or the SAPT components, which makes it less useful. However, 
this cannot be avoided, since “contact” itself is not a well-defined quantity. Another 
explanation is that the more “contact” reduces electrostatic attraction.213 But it contra-
dicts the fact that electrostatic interaction is very small and less orientational than other 
attractions.48  
Although it is certain that dispersion contributes to binding the most, it is not sure 
what the role of electrostatic interaction in alkane dimers is. Moreover, the short con-
tacts are mentioned in previous papers, but a there is not a formal definition for them 
yet. Therefore, this study will try to determine the role of electrostatic interactions, to 
define “contact”, and to provide some semi-quantitative relations between the structural 
features of the complex and total binding, by localizing part of the binding energy. 
Firstly, the binding energies of alkane dimers will be calculated and separated into 
meaningful parts. Then the importance of each attractive force will be discussed. Lastly, 
the CH bonds are separated from other parts to study their effects on binding. 
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The structures of the methane dimer, ethane dimer, propane dimer, butane dimer, 
and several substituted structures were optimized at MP2/aug-cc-pVDZ level without 
counterpoise correction. Vibrational frequencies were calculated at the same level to 
establish the nature of stationary points. The single point energies are calculated at 
CCSD(T)/CBS level as are in Chapter 3. SAPT analysis using aug-cc-pVDZ basis set is 
performed on methane dimers, and ethane dimers. For other larger dimers, DFT-SAPT 
analyses are preformed instead, with aug-cc-pVDZ basis sets. Freezing-orbital DFT-
SAPT with canonical and Boys localized orbitals are performed with aug-cc-pVDZ ba-
sis sets on methane dimer, ethane dimer, propane dimer, and other related complexes. 
Topology analysis and atomic charges are all calculated using the MP2/aug-cc-pVDZ 
density. 
 
4.1 Linear Alkane dimers 
4.1.1 Structure and Binding and SAPT 
The optimized structures of methane dimer, ethane dimer, propane dimer and bu-
tane dimer are shown in Figure 29. Their CCSD(T)/CBS binding energies are listed in 
Table 22. All geometries are optimized with symmetry constraints, so some of them are 




Figure 29. Optmized MP2/aug-cc-pVDZ non-CP structures of alkane dimers. The purple dots 




Table 22. SAPT components and binding energies (in kcal mol−1, with aug-cc-pVDZ basis sets) 
of alkane dimers with dispersion scaled up by 15%. 
ES EX IND DISP IN-DI TOT Bindingb  no.iFreq 
methD3h-1 −0.052 0.557 −0.027 −0.647 −0.014 −0.182 −0.182 0 
methD2d −0.231 0.769 −0.004 −0.957 −0.006 −0.429 −0.416 2 
methD3h −0.217 0.942 −0.008 −1.216 −0.008 −0.508 −0.504 1 
methD3d −0.301 1.084 −0.007 −1.315 −0.009 −0.548 −0.538 0 
ethS4 −1.014 3.105 −0.162 −3.467 −0.050 −1.588 −1.497 0 
ethD2d −1.002 3.185 −0.090 −3.309 −0.062 −1.278 −1.358 4 
ethC2 −0.490 2.044 −0.065 −2.471 −0.042 −1.024 −0.981 4 
ethD3d −0.396 1.431 −0.011 −1.761 −0.011 −0.747 −0.713 0 
prop −1.342 4.656 −0.102 −5.282 −0.087 −2.157 −2.048 0 
buta  -1.425 0.557 -0.101 -5.321 -0.286 -3.034 −2.504 0 
a DFT-SAPT components calculated with aug-cc-pVDZ basis. For this dimer, in the IN-DI 
column is the ߜܧுி term. 
b CCSD(T)/CBS binding energies in kcal mol−1  
 
We chose to study four structures of methane dimer. methD3h-1, methD2d, 
methD3h , and methD3d have one, four, three, six pairs of CH···CH contacts, respective-
ly. The intermolecular CH···CH distance is smaller when the number of CH···CH con-
tacts is smaller. Only methD3h -1 and methD3d are energy minima. The methD3d struc-
ture has been studied extensively previously. It is a prototype for weak interaction and 
is included in the databases.63,69 The structure and binding energy in this study is very 
close to the best reported ones (3.6 Å, –0.49 ~ –0.55 kcal mol−1).209,210,207,214,211,220,221 It 
has the largest binding energy. This is consistent with the fact that it has the most 
CH···CH contacts67 and the smallest intermolecular distance. Similarly, methD3h-1 has 
the smallest binding energy. methD3h is slightly more stable than methD2d, although it 
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has one less CH···CH contact than methD2d. A smaller intermolecular distance has 
helped methD3h to bind more than methD2d; this is supported by a larger dispersion 
component in DFT-SAPT analysis in the next section. It should be noted that AIM 
analysis does not always indicate the right local interaction structure in weak interac-
tion. For example, all four methane dimers have only one bond critical point between 
the monomers, while there are multiple CH···CH interactions in the complexes. 
For ethane dimer, we also considered four structures. The most stable structure is 
the S4 one, which is an energy minimum. It is the same as the most stable structures in 
previous works.212,214 But the binding energy in this study is larger, probably because 
CCSD(T) method is used and the intermolecular distance is smaller. The D3d structure 
is also a minimum. It can be considered as the methyl group substituted methD3d com-
plex. The D2d structure is an unstable species because the monomers are not at its best 
geometry. The C2 structure is obtained by rotating one of the ethane monomer in the S4 
complex around its CC bond axis by 30º. It is not a stable structure, either. These two 
are included in the study because they offer different number of CH···CH contacts for 
the ethane dimer. From Figure 29, four, four, six, and two major CH···CH contacts are 
found for the S4 , D2d , D3d , and C2 structures, respectively. Other than the four major 
CH···CH contacts of the S4 structure, there are still four other CH···CH contacts with a 
slightly larger CH···CH contact distance (See Figure 29). The D2d, and the C2 structure 
has similar intermolecular distances to the S4 structure. The binding energies of these 
two dimers show good correlation with the number of CH···CH contacts. The smaller 
number will lead to smaller the binding. The D3d structure is the least stable, although it 
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is an energy minima and it has a relatively large number of CH···CH contacts. This is 
probably due to is large intermolecular distance. 
Only one structure of propane dimer is optimized. The same is done for butane di-
mer. These two structures are the reported most stable structures for propane and bu-
tane dimer. The binding energies are close to reported ones (–1.63 ~ –1.94 kcal mol−1 
for propane dimer214,215,216 and –2.26 kcal mol−1 for butane dimer170). They have six and 
eight CH···CH contacts respectively. 
If we compare the binding energies of the most stable structure of methane, ethane, 
propane and butane dimer, the binding energy grows uniformly as the complex grows 
larger. When one carbon atom is added to the monomer, which means two to the com-
plex, the binding energy increases by around 0.5 kcal mol−1. This linear relationship is 
also observed previously,170,213 although the rate of increase is a little different. This 
uniform increase of binding energy is accompanied by a relatively uniform increase in 
the number of CH···CH contacts. What’s more, as the binding energies increases with 
the monomer size, the distance between the nearest H atoms also decreases. 
The nature of the complexes is studied by SAPT and DFT-SAPT analyses. Table 
22 shows all SAPT components, total binding calculated by summing these compo-
nents and binding energies calculated at CCSD(T)/CBS level. 
The total binding calculated by summing different SAPT/DFT-SAPT components 
is close to CCSD(T)/CBS binding energy for each complex, which validates the scaling 
of dispersion. Like ethylene dimer and benzene dimer, induction and the third-order 
induction-dispersion is small compared to other terms, so they are not considered in the 
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following discussion. There are two major sources of stabilization. The first source is 
dispersion, which is the largest stabilization term, but a great portion of it is cancelled 
by exchange repulsion. This is a little different from the ethylene dimers in 3.1. Disper-
sion energies are slightly larger than exchange repulsion, instead of almost equal or 
slightly larger than it. The second source is electrostatic interaction. Although it is less 
attractive than dispersion, its magnitude is always closest to the magnitude of total 
binding. 
The distance dependence of DFT-SAPT components of selected complexes are 
shown in Figure 30. The distance dependence all show similar behaviors for different 
dimers. All the terms decay with distance without changing sign. Exchange is always 
repulsive and electrostatic interaction and dispersion are always attractive. The only 
exception is the electrostatic interaction for methD3h-1 dimer. It is attractive at small 
distances and becomes positive at a distance well beyond the equilibrium distance. This 
is a little unexpected since such CH bond may introduce repulsive dipole interactions 





Figure 30. Distance dependence of DFT-SAPT components of (a) methD3h -1 (equilibrium 
distance 2.3 Å), (b) ethS4 (equilibrium distance 3.6 Å), (c) propane dimer (equilibrium distance 
3.7 Å), (d) butane dimer (equilibrium distance 3.9 Å), and (e) methD3d dimer (equilibrium 
distance 3.6 Å). 
 
Electrostatic interaction and dispersion energies of all the complexes in Figure 29 
are plotted against their total CCSD(T)/CBS binding energies in Figure 31. Compared 
to the plot of the substituted ethylene dimer in 3.2.2, it is seen that both electrostatic 
interaction and dispersion have good correlation with the total binding. This does not 
contradict our conclusion that the binding energy is mostly affected by electrostatic in-
teractions. In fact, the coefficient of the fitted linear relation tells us that 1 kcal mol−1 of 
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electrostatic interaction introduces around 0.7 kcal mol−1 of total binding, which is 
close to 1. But dispersion is not as efficient as the electrostatic interaction in introduc-
ing binding energy, since most of it has to be cancelled by exchange repulsion. 
 
Figure 31. Correlation between CCSD(T)/CBS binding (horizontal axis) with (a) Electrostatic 
interaction, (b) Dispersion and (c) Exchange repulsion (both in vertical axis) for the alkane di-
mers. Energies in kcal mol−1. 
 
Although alkane dimers are usually considered as prototypes of van der Waals in-
teraction, compared to the best-studied van der Waals complex, helium dimer (See Fig-
ure 32), still a few differences can be spotted. The first is the relatively large attractive 
electrostatic interaction. For helium dimer, electrostatic attraction can be large only at 
very small distances. At equilibrium distances, the electrostatic attraction is much 
smaller than the difference between dispersion and exchange repulsion. Secondly, the 




























equilibrium distance for helium dimer, while for the alkane dimers the binding energies 
is closer to electrostatic interaction. Lastly, the equilibrium distance of helium dimer is 
closer to the point where the sum of dispersion and exchange repulsion is minimum. 
But for alkane dimers, it is closer to the point where exchange repulsion cancels disper-
sion. All the differences are results of the more important role of electrostatic attraction 
in alkane dimers.  
 
Figure 32. Distance (in 2 Å, horizontal axis) dependence of SAPT components (in kcal mol−1, 
vertical axis)of helium dimer calculated with the aug-cc-pVQZ basis. The equilibrium distance 
















Figure 33. Correlation between CCSD(T)/CBS binding (horizontal axis) with (a) Electrostatic 
interaction, (b) Dispersion and (c) Exchange repulsion (both in vertical axis) for the rare gas 
dimers. Energies in kcal mol−1. 
 
The difference of nature between the alkane dimers and the rare gas dimers can al-
so be observed by comparing the correlation between SAPT components and the total 
binding (Figure 31 for alkane dimers and Figure 33 for rare gas dimers). In total seven 
rare gas dimers are involved in the plot in Figure 33, namely, the He⋯He, He⋯Ne, 
He⋯Ar, He⋯Kr, Ne⋯Ne, Ne⋯Ar, Ar⋯Ar dimers. Their equilibrium distances are ob-
tained by SAPT/aug-cc-pVQZ scans. Here the larger aug-cc-pVQZ basis is used to 
avoid the extrapolation of dispersion. The electrostatic interaction energies of alkane 
dimers are closer to the total binding than that of the rare gas dimers, which demon-
strates the different roles of electrostatic attraction in the two types of dimers. The coef-
ficient of the linear fit of exchange repulsion to total binding, and that of dispersion to 

























exchange coefficient is smaller than that of the dispersion coefficient. This means that 
for the rare gas dimers, even without electrostatic attraction, they will still be bound 
since exchange is always smaller than dispersion and it grows slower than dispersion. 
But for the alkane dimers, the order is reversed. Exchange repulsion grows faster than 
dispersion with the size of the dimer, meaning when the system reaches a certain size, 
dispersion wouldn’t be large enough to cancel exchange repulsion. If electrostatic at-
traction is absent in alkane dimers, the complex would not be bound, or at least, the 
equilibrium distance will be much larger, since exchange repulsion will eventually 
overcome dispersion when the complex is large enough. This, again, emphasizes the 
more important role of electrostatic attraction in alkane dimers than in rare gas dimers. 
Therefore, from the comparison with rare gas dimers, it can be concluded that the 
nature of binding of alkane dimers is different from pure van der Waals interaction. In 
the next section, the role and nature of electrostatic interactions will be discussed. 
 
4.1.2 Electrostatic Interaction and Its Origin 
To examine the role of electrostatic interaction, it is necessary to generate a num-
ber of configurations of the same dimer to find the correlation between electrostatic in-
teraction and total binding. To do so, one monomer of the most stable structures of 
ethane dimer, propane dimer, and butane dimer is rotated around its major axis. There-
fore, a number of structures with different numbers of CH···CH contact are generated. 
To study the effect of electrostatic interaction at equilibrium distance, all such obtained 
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structures are relaxed in the direction of dimer dissociation while all other structural 
parameters are kept fixed. 
From Figure 34 it is observed that all components follow the same trend, i.e. when 
dispersion is large, electrostatic interaction and exchange repulsion are also large. This 
trend is almost the same as the total binding calculated from DFT-SAPT. Consistent 
with the result of the distance dependence SAPT components, at equilibrium distance, 
dispersion is only slightly larger than exchange repulsion. After cancellation of ex-
change repulsion and dispersion, electrostatic interaction almost determines the magni-
tude of total binding. From Figure 34 it could also be concluded that the orientation de-
pendence of total binding is almost the same as that of electrostatic interaction, with 
only a few exception points in propane dimer and one in butane dimer. In other words, 
not only can electrostatic interaction determine the magnitude of binding, it could also 







Figure 34. DFT-SAPT components of rotated (a) ethane S4 dimer, (b) propane dimer, and (c) 
butane dimer. 
 
Although the orientation dependence of the total binding can be revealed in the 
previous example, it does not provide enough evidence that electrostatic interaction can 
determine the total binding energy, since dispersion follows the same trend as electro-
static interaction and total binding. To avoid this unfortunate coincidence, a series of 
substituted methane dimers (X-CH3···H3C-X, X=NH2, OH, SiH3, H, Cl, F, CN) are op-
timized and their DFT-SAPT components compared. In these complexes, electrostatic 
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interaction, exchange repulsion, and dispersion are all greatly affected by the substitu-
tion. Yet, in all these substituted complexes, dispersion is still the dominating force. 
The almost perfect correlation (R2=0.98 and 0.99 for methD3h and methD3d , respective-
ly) between electrostatic interaction and the total binding in Figure 4 confirms our find-
ing that it is mainly electrostatic interaction that determines total binding. The coeffi-
cients of the linear fit of electrostatic interaction to total binding are both near 1, which 
means 1 kcal mol−1 of electrostatic interaction will lead to 1 kcal mol−1 of total binding. 
Dispersion, however, does not have this property. Electron-donating substitutions give 
rise to more electrostatic attraction, and consequently to more total binding, which is in 
































Figure 35. Correlation between total binding energies and the major DFT-SAPT components in 
substituted (a) methD3h and (b) methD3d dimers. TOT is obtained by summing DFT-SAPT 
components. 
 
One interesting thing to note is that electrostatic interactions in this study are at-
tractive, which is counterintuitive, since there are a lot of positively charged H atoms in 
close contact. 
Simulating electrostatic interaction with the point charge model or distributed mul-
tipole moment model does not give the correct trend from SAPT analysis. This simula-
tion usually gives much smaller electrostatic interaction with various signs. This dis-
crepancy could be illustrated with the rotated propane dimer. 
Figure 36 shows that point charge model gives much smaller electrostatic interac-
tions than DFT-SAPT and Morokuma analysis do. Although a few maximum and min-
imum points in electrostatic interaction could be identified, the variation in the number 
























not as orientational as is commonly expected in other complexes. This could be one of 
the reasons why the role of electrostatic interaction has not been emphasized in the pre-
vious studies. Distributed multipole analysis gives electrostatic interaction of slightly 
larger strength as point charge model, and the opposite orientation dependence. There-
fore, we cannot simulate electrostatic interaction in alkane dimers with models of point 
charges or point multipoles. The fact that the electrons are continuously distributed in 
space may play a role in electrostatic interactions. 
To confirm this hypothesis, the rotated propane dimers are pulled apart by 4 Å. 
This time, the DFT-SAPT electrostatic components in Figure 38(a) have similar magni-
tudes as the point charge model gives. 
 
Figure 36. Electrostatic interaction of rotated propane dimer calculated from DFT-SAPT, 




But when the two propane monomers are slowly pulled back together, differences 
start to show. The first significant difference is around ߙ = 15º, at as far as 1.4 Å be-
yond equilibrium, with closest distance between H atoms to be around 3.4 Å, which is 
well beyond the sum of van der Waals radii of H atoms. The DFT-SAPT electrostatic 
component became much larger than what point charge gives. When the monomers be-
come closer, more and more differences appear. The last point of separation of the two 
curves is at around ߙ = −75º. This happens at 0.8 Å above equilibrium distance. When 
the distance become further smaller, the separation becomes more uniform with respect 
to the rotation angle ߙ. The sequence of separation of the two curves can be compared 
with the CH···CH contact number and distance in Figure 39. Indeed, shorter CH···CH 
contact and larger number of contacts induce earlier separation. This indicates that the 
penetration of electron clouds from each monomer is the key to the electrostatic attrac-
tion in alkane dimers.  
 
 
Figure 37. The decay of electrostatic interaction (in kcal mol−1, vertical axis) for the methD3d 




Another evidence of the role of penetration is the distance dependence of the 
SAPT electrostatic component. If the dependence obeys power law, than multipoles 
should have a good representation of the interaction. But is penetration is important, the 
dependence could be exponential, since the electron clouds decay exponentially with 
distance. The electrostatic interaction for methD3d dimer is fitted to the power low de-
cay and the exponential decay. The fitted functions are plotted together with the elec-
trostatic interaction in Figure 37. Although both fits have R2 values larger than 0.99, it 
is clear that the exponential decay is closer to the real electrostatic interactions. Besides, 
the power law fit results in an expression of ܧாௌ ൌ െ1921	ݎିହ.଺ଵଷ. The power െ5 indi-
cates charge-hexadecapole, dipole-octapole, or quadrupole-quadrupole interaction, 
which is unphysical for methane, a molecule with no charge, dipole or quadrupole. 
Therefore, penetration effect is probably more important in the electrostatic interactions 
in alkane dimers. 
To understand this, we can consider the simplest van der Waals complex, helium 
dimer. It has significant attractive electrostatic interaction at small distances. This can 






Figure 38. Electrostatic interaction of rotated propane dimers calculated from DFT-SAPT and 
CHELPG charges. (a) at ݎ଴ + 4.0 Å; (b) at ݎ଴ + 3.0 Å; (c) ݎ଴ + 2.0 Å; (d) ݎ଴ + 1.2 Å; (e) ݎ଴ + 1.0 
Å; (f) ݎ଴, where ݎ଴ is the equilibrium distance at each ߙ. 
 
 




The electrostatic interaction can be divided into the repulsion between nuclei, the 
repulsion between electrons, and the attraction between nuclei and electrons. If we as-
sume the helium atom has a spherical electron distribution as ߩሺݎሻ ൌ ݁ି௥/8ߨ, the dis-





In Equation 115, 116, 117 and 118, ܴ is the distance between helium atoms. These 
equations are the same as in Ref. 225 and 222, but we separated the attractive term and 
the repulsive terms to facilitate further discussion. The exponential factor ݁ିோ is fast 
decaying with distance, so this factor may dominate the distance dependence of the 
electrostatic interactions. This is explains the good exponential fit in Figure 37, and 
again emphasizes the role of penetration. These results would be very different if we 
had assumed that electrons are point charges centered at a nucleus. The difference is 
shown in Figure 40. The interaction between the electrons is less repulsive than point 
charges, and that between electrons and nucleus is less attractive. However, the reduc-
tion of electron-electron repulsion is larger than that of nucleus-electron attraction. 
Therefore, this attraction can be understood by the fact that the electron-electron repul-
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sion does not rise as quickly as the attraction between the nuclei and the electrons. It 
could be anticipated that for alkane dimers this type of electrostatic attraction is also 
possible and happens around equilibrium distance. 
 
Figure 40. Energy differences (in any unit) between Eq.115-118 and the situation where 
electrons are assumed to be point charges centered at the nucleus. The horizontal axis is the 
distance (in any unit) between helium atoms. The red curve shows the difference in electron-
electron repulsion. The negative values of the differences mean that the repulsion is smaller 
than that in point charge model. The blue curve shows the nucleus-electron attraction. 
 
Using this penetration point of view, it is easier to understand why the electron do-
nating groups in substituted methane dimers result in more electrostatic attraction. Elec-
tron-donating substituents will increase the electron density at CH bonds without 
changing the nucleus charges. Let’s assume the total number of electrons at CH bonds 
have increased by a portion ݎ. Then electron-electron repulsion in Equation 110 will be 
increased to ሺ1 ൅ ݎሻଶ times its original size, while the nuclei-electron attraction only 
increased to ሺ1 ൅ ݎሻ times its original size. According to Figure 41, an increase in elec-
tron-electron repulsion will result in more deviation from the point charge model and a 
net increase in electrostatic attraction. 
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Equation 118 also indicate that, as long as the intermolecular distance is within an 
appropriate range, the electrostatic interaction from penetration is always attractive, just 
as dispersion is always attractive and exchange repulsion is always repulsive. This is 
confirmed by the observation in rotated propane dimers that electrostatic interaction is 
not orientational. 
 
Figure 41. The effect of electron-donating/withdrawing substitutions. The blue curve shows the 
original electrostatic interaction. The red curve shows the electrostatic interaction after adding 
electron-donating groups. The total electron number is scaled by 1.1. The units are the same as 
in Figure 40. 
 
This penetration part of electrostatic interaction, which could not be described by 
point charges or point multipoles, will always be present in intermolecular interactions 
if the interacting molecules are close enough. This observation agrees with the work of 
Hohenstein et al.224 and Slipchenko et al.,225 although the dependence of electrostatic 
interaction on substitution is slightly different. This might bring up some problems in 






Although electrostatic interactions can have a large impact on the energy of bind-
ing, dispersion is also important to the binding of alkane dimers since it is the largest 
attraction that undermines exchange repulsion. Therefore, it is the most important factor 
that determines the equilibrium distance of the complex. This section deals with how 
well the dispersion component, as the largest attraction, can compensate exchange re-
pulsion.  
The balance between dispersion and exchange repulsion has been discussed in 
Chapter 3. This balance can be described by the ratio of exchange repulsion over the 
absolute value of dispersion (EX/DISP). A smaller ratio means that dispersion is more 
effective in balancing exchange repulsion. Using the fo-DFTSAPT approach, the “con-
tact” number can be determined for each structure. The ratio (EX/DISP) can be related 
to the “contact” number which describes how many orbitals contribute significantly to 
dispersion. If more orbitals contribute to dispersion, the attractive dispersion from the 
more distant pair of orbitals can cancel more of the exchange repulsion caused by the 
nearer pairs, thus allowing the complex to be more compact. Therefore, a larger “con-
tact” number could mean a smaller intermolecular distance and a larger binding. The 
“contact” numbers are 1, 3, 5, and 7 for methD3h-1, methD2d, methD3h, and methD3d 
structures, respectively. The numbers for ethane dimers are 14, 12, 10, and 6 for ethS4, 





Figure 42. Distance dependence of EX/DISP in various structures of (a) methane dimers and (b) 
ethane dimers. 
 
The relation between the “contact” number and the exchange-dispersion balance is 
confirmed in Figure 42. It is shown that a large “contact” number gives a smaller 
EX/DISP at any distance. The equilibrium distances in Figure 29 are usually smaller if 
the “contact” number is large. This is also consistent with our argument in the previous 
paragraphs. With this concept of “contact”, it is probably easier to understand why the 
prototype van der Waals dimer, the helium dimer, has a significantly smaller electro-
static interaction than the alkane dimers. With only one orbital to interact, the exchange 
repulsion cannot be cancelled by the dispersion interaction of other orbitals. Therefore, 
the monomers cannot become close enough to induce electron density penetration, so 
no significant electrostatic stabilization is present at its equilibrium distance. Therefore, 
dispersion cancels exchange repulsion better if more orbital contributes significantly to 
dispersion, i.e. if the “contact” number is larger. 
The concept of “contact” is important, because “contact” will largely determine the 
equilibrium distance for a complex. The distance then determines the size of all the at-
tractive and repulsive terms, and the total binding energy. Let us take methD2d, methD3h, 
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and methD3d complexes for an example. At all distances, the SAPT components for 
methD2d are always larger than those of methD3h, and methD3h larger than methD3d. 
However, the methD3d complex has the largest “contact”, and therefore the smallest 
“EX/DISP” ratio, which makes its equilibrium distance much smaller. At this smaller 
distance, the electrostatic energy is more attractive than methD2d and methD3h, which 
have larger equilibrium distances. So the methD3d complex has the largest binding en-
ergy.  
“Contact” in alkane complexes has been defined previously based on the structural 
parameters,67,216,218 i.e. as long as the atoms/groups are close enough in space, they are 
considered in contact. However, such definitions cannot provide as much information 
on the trend of stability as our definition by fo-SAPT can.  
 
Figure 43. The comparison of contact numbers of two methane dimer structures 
 
Firstly, unlike our orbital-based definition, it is difficult to count the “contact” 
number by the distance, because there is not a clear cut-off distance value to determine 
whether a pair of atoms/groups is in contact. In the work of Echeverría et al.,67 an H-H 
distance of >3.1 Å (0.7 Å above the van der Waals radius) is still counted as in contact. 
It’s hard to tell whether such distant contact is efficient or meaningful. Due to this am-
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biguity a clear sequence of stability of different structure cannot be obtained from the 
structural definition of “contact”. Taking the methane dimer in Figure 43 as an example, 
Echeverría et al.67 defined the structure on the left to have 1-3 type contact, and the one 
on the right 2-2 type. From counting the left one has smaller contact numbers, but it is 
more stable than the other structure because its H-H distance is smaller than that of the 
structure on the right. In this case, the sequence of stability would be wrong if we only 
counted the contact numbers from the interatomic distance. Another example is the D3d 
ethane dimer. Counted from the closest distance between H atoms, this dimer has the 
largest number (6) among all the ethane dimers, but it is the least stable. Our definition 
from the molecular orbitals does give the right sequence, though, because this direct 
contact of methyl group is very inefficient in introducing orbital interaction – at least 
half of the ethane molecule is not in direct interaction with the other monomer. In other 
words, the structural definition does not represent the efficiency of the interaction of 
close-by atoms/groups, while our definition of “contact” can. Secondly, the definition 
based on orbitals is more fundamental, since it is the electron motion that is the origin 
of dispersion. The discussion in the previous paragraphs gives clear evidence that the 
more orbitals interact significantly, the more likely the structure is stable. The same 
kind of discussion is not available for the structural based definition. 
From the discussion above, it is also clear that dispersion is the most important 
components in the alkane dimers. Although the total binding energy resembles electro-
static interaction the most, it is only one aspect of binding. Dispersion is the largest at-
tractive component and therefore determines the nature of binding. What’s more, it is 
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dispersion, instead of electrostatic interaction, that cancels exchange repulsion to affect 
the equilibrium distance, which ultimately determines all the interaction components. 
4.1.4 Effect of CH bonds 
This section discusses the CH bonds’ contribution to dispersion. Although the 
“contact” number can be defined by the fo-SAPT approach, as argued in the previous 
section, it cannot relate to individual CH bonds that takes part in the CH···CH interac-
tion. Therefore, it is not useful to investigate how much each CH···CH contact contrib-
utes to dispersion. 
Using fo-DFTSAPT analysis with Boys localized orbitals, the role of each 
CH···CH contact in dispersion can be revealed. For methane dimers, the total disper-
sion energy calculated with localized orbitals deviates only by around 5% from those 
obtained by DFT-SAPT dispersion calculated by canonical MO’s, which partly vali-
dates our use of Boys localized orbitals. The results on methane dimer are listed in Ta-
ble 23. Now we can see that the numbers of significant orbital interactions are the same 
as predicted by the H···H distance. All significant orbital-orbital interactions are be-
tween contacting CH orbitals. What’s more, in different structures of methane dimer, 
the closer dihydrogen contact will result in a larger magnitude of CH↔CH interaction 
in dispersion. (The results for methD2d complex are not listed, because it has positive 
orbital↔orbital dispersion energies. This might have resulted from the wrong ordereing 






Table 23. Orbital-orbital contribution (in kcal mol−1) to dispersion in methane dimers calculated 
by fo-DFTSAPT with Boys localized orbitals. 
methD3h-1 #1 #2 #2 #4 
#1 -0.276 -0.03 -0.03  -0.036 
#2 -0.029 -0.01 -0.01  -0.006 
#3 -0.032 -0.01 -0.01  -0.006 
#4 -0.036 -0.01 -0.01  -0.008 
 
Table 23 continued 
methD2d  #1 #2 #2 #4 
#1 0.000 0.000 0.000 0.000 
#2 0.000 0.172 -0.037 -0.106 
#3 0.000 -0.037 0.179 -0.113 
#4 0.000 -0.106 -0.113 -0.036 
 
Table 23 continued 
methD3h  #1 #2 #2 #4 
#1 -0.020 -0.035 -0.040  -0.045 
#2 -0.035 -0.123 -0.056  -0.061 
#3 -0.040 -0.056 -0.131  -0.066 




Table 23 continued 
methD3d  #1 #2 #2 #4 
#1 -0.021 -0.038 -0.043  -0.049 
#2 -0.038 -0.095 -0.103  -0.061 
#3 -0.043 -0.103 -0.060  -0.112 
#4 -0.049 -0.061 -0.112  -0.120 
 
 
Figure 44. Illustration of the Boys localized CH bonding orbital in methane. 
 
The distance dependence of localized CH↔CH interaction is also investigated. 
Figure 45 includes all the H···H contact distances and the CH↔CH orbital interactions 
in all the alkane complexes in this study except the rotated ones. A good correlation (R2 
= 0.921 in Figure 45) between the magnitudes of interaction and the െ6௧௛ power of in-
termolecular H···H distances (ݎୌ⋯ୌି଺ ) is found. This means all the CH bonds in the com-
plexes are relatively transferrable. And if the localized fo-SAPT method can be im-
proved in accuracy, this will also provide a means to calibrate the parameters used to 
describe pairwise dispersion. The slight deviation from linearity could have resulted 
from the slight differences in C···C distance and the angle between CH bonds. This 
provides further ways to improve the description of dispersion. It could also have re-
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sulted from the difference in CH bond electron densities for the CH4, -CH3, -CH2- moi-
eties. It is ideal that the plot is separated for CH4↔CH4, -CH3↔-CH3, -CH2-↔-CH3, 
and -CH2-↔-CH2- interactions. But the current data is not enough for separate plots. 
 
 
Figure 45. Correlation between CH↔CH interaction energy and H⋯H distance. (excluding the 
methD2d complex) 
 
Using this localized MO approach, the effect of CH bond in dispersion can be 
compared to a lone pair. The effect of CH···CH interaction in dispersion can be illus-
trated by comparing methD3d and LP3-F (the HF··· FH dimer in Figure 46). LP3-F is 
obtained by changing the CH3 group to a fluorine atom in methD3d complexes. The 
F··· F distance is kept the same as the C···C distance. Although they both have six sig-
nificant orbital interactions, the interaction are between different orbitals. The larger 
orbital interactions are between the lone pairs of F atom, as expected (Table 24). But 
the interacting magnitude is much smaller in LP3-F than in methD3d. In fact, the signif-














non-significant ones. These results show that CH bond is much more effective than 
lone pair to increase dispersion, probably because it is much more extensive in space 
and more polarizable. 
 
 
Figure 46. Structures of methane complexes where multiple CH bonds are replaced by lone 
pairs. The blue atoms are fluorine atoms. 
 
 
Figure 47. Illustration of the localized (a) HF bonding and (b) F lone pair orbitals in hydrogen 
fluoride. 
 
Table 24. Orbital-orbital contribution (in kcal mol−1) to dispersion in LP3-F calculated by fo-




LP3-F #1 HFa #2 F lpa #3 F lpa #4 F lpa 
#1 HFa -0.007 -0.01 -0.01  -0.009 
#2 F lpa -0.007 -0.01 -0.01  -0.009 
#3 F lpa -0.008 -0.01 -0.01  -0.012 
#4 F lpa -0.009 -0.01 -0.01  -0.011 
a ‘HF’: HF ߪ bonding orbital; ‘F lp’: long pair of F. 
 
Table 25. Orbital-orbital contribution (in kcal mol−1) to dispersion in CH3F dimer calculated by 
fo-DFTSAPT with Boys localized orbitals. 
 #1 CFa #2 F lpa #3 F lpa #4 F lpa #5 CHa #6 CHa #7 CHa 
#1 CFa 0.00 0.00 0.00 0.00 -0.02 -0.02  -0.02 
#2 F lpa 0.00 0.00 0.00 0.00 0.00 -0.01  -0.01 
#3 F lpa 0.00 0.00 0.00 0.00 -0.01 0.00  -0.01 
#4 F lpa 0.00 0.00 0.00 0.00 -0.01 -0.01  -0.01 
#5 CHa -0.02 0.00 -0.01 -0.01 -0.11 -0.12  -0.07 
#6 CHa -0.02 -0.01 0.00 -0.01 -0.12 -0.07  -0.13 
#7 CHa -0.02 -0.01 -0.01 -0.01 -0.07 -0.13  -0.13 
a ‘CF’: C-F ߪ bonding orbital; ‘F lp’: lone pair orbital of F; ‘CH’: CH ߪ bonding orbital. 
 
 
Figure 48. Illustration of the localized (a) CH ߪ bonding, (b) F lone pair, and (c) CF ߪ bonding 
orbitals in CH3F. 
 
(a) (b) (c) 
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It is also possible to investigate how much CH bond contributes to dispersion in 
the substituted methane dimers. Table 25 and Table 27 list the fo-SAPT-DFT results for 
CH3F dimer and ethane D3d dimer. We see for CH3F dimer, most dispersion comes 
from orbital #5, #6, and #7, which are the CH orbitals of CH3F. The sum of CH orbital 
interactions is −0.93 kcal mol−1, out of −1.17 kcal mol−1 in total, which means that F 
atom and CF bond contributes −0.23 kcal mol−1 to dispersion. In methD3d, the three 
contacting CH orbitals contribute −0.83 kcal mol−1 to dispersion, while the other parts 
contribute −0.28 kcal mol−1. This means although dispersion is a long-range force, the 
contributions of orbitals of close contact are still very much larger than the non-
contacting orbitals. The fluorine substitution affects the electron density at the CH 
bonds. It mainly contributes to dispersion by affecting the interacting CH3 groups in-
stead of taking part in dispersion directly. This may be due to the small polarizability of 
fluorine atom.  
In the ethane D3d dimer, which can be thought of as the methyl group substituted 
methD3d structure, the three interacting CH bonds provide −0.99 kcal mol−1 of disper-
sion, while the CC bond and the other CH bonds contribute −0.46 kcal mol−1. In this 
case, not only has the methyl substitution greatly increased the contribution of CH 
bonds in dispersion; it has also contributed to dispersion directly by adding more elec-




Figure 49. Illustration of the localized (a) CH σ bonding and (b) CC σ bonding orbitals in 
ethane. 
 
Table 26. Orbital interactions (in kcal mol−1) in (substituted) methane D3d dimer. 
 methD3d ethD3d FCH3⋯H3CF 
CH↔CH −0.83 −0.99 −0.93 
others −0.28 −0.46 −0.24 
 
Table 27. Orbital-orbital contribution (in kcal mol−1) to dispersion in ethD3d dimer calculated by 
fo-DFTSAPT with Boys localized orbitals. 
 #1 CCa #2 CHfa #3 CHna #4 CHna #5 CHfa #6 CHfa #7 CHna 
#1 CCa -0.02 0.00 -0.04 -0.04 0.00 0.00  -0.05 
#2 CHfa -0.04 -0.01 -0.12 -0.12 -0.01 -0.01  -0.07 
#3 CHna 0.00 0.00 -0.01 -0.01 0.00 0.00  -0.01 
#4 CHna 0.00 0.00 -0.01 -0.01 0.00 0.00  -0.01 
#5 CHfa -0.04 -0.01 -0.12 -0.07 -0.01 -0.01  -0.13 
#6 CHfa -0.05 -0.01 -0.07 -0.13 -0.01 -0.01  -0.15 
#7 CHna 0.00 0.00 -0.01 -0.01 0.00 0.00  -0.01 
a ‘CC’: CC ߪ  bonding orbital; ‘CHf’: non-interacting CH ߪ  bonding orbitals; ‘CHn’: CH ߪ 






Alkane interaction is studied mainly with the model complexes methane dimer and 
ethane dimer. Propane dimer and butane dimer are also briefly studied. The binding en-
ergies of alkane complexes at their equilibrium distances are mainly affected by elec-
trostatic interaction. The electrostatic attraction in alkane dimers comes from electron 
density penetration and it cannot be described by point charges or point multipoles. 
Dispersion’s role in the total binding is mainly to cancel exchange repulsion. How well 
it cancels exchange repulsion depends on the “contact” numbers from fo-DFTSAPT 
calculations, i.e. how many orbitals contributes to dispersion significantly. 
The effect of CH bonds in alkane interaction is two-fold. CH bonds can introduce 
electrostatic attraction by overlapping its electrons. They also give rise to dispersion by 
having diffuse and polarizable electron clouds. The effect of each pair of CH···CH con-
tact can be studied by fo-SAPTDFT with localized MO. A good correlation is observed 
between the CH↔CH of localized CH bonding orbitals and the െ6௧௛ power of intermo-
lecular H···H distance. Substitutions on alkane dimers can contribute to dispersion di-
rectly as well as enhance the CH↔CH interaction. 
This study reveals the nature of alkane interaction, which is different from what is 
commonly accepted. The results of this study could have positive impacts on the simu-
lation of both the electrostatic part and the dispersion part of alkane interactions. Now 
that overlap/penetration is identified as one attractive source in such systems without 
significant multipoles, simpler description of electrostatic interaction energy could be 
designed based on overlap. Although a quantitative relation between electrostatic inter-
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action and overlap or penetration is still lacking, Equations 116 and 117 and the equa-
tions in Ref. 225 may serve as starting points to derive this relation. What’s more, given 
more accurate methods, fo-DFTSAPT with localized MO may provide good benchmark 
numbers to the van der Waals interaction parameters used in molecular dynamics, dis-




5 Interaction with Halogen-Containing Species 
As is discussed in Section 1.4.2.2, whether C-F⋯ߨ interaction exists is still unclear. 
And there is a debate on the nature on the dihalogen⋯ߨ interactions. This chapter will 
first try to answer the two questions by studying the complexes of ethylene-CH3F, acety-
lene-CH3F, ethylene-F2, and acetylene-F2. But still some questions remain about the na-
ture of the dihalogen complexes. So in the second section of this chapter, a detailed study 
on a series of dihalogen complexes with simpler donors is performed. 
 
5.1 Halogen Interacting with π System 
This part of the halogen-ߨ study investigates the role of fluorine atom in halogen-ߨ 
interactions. The F2 molecule will be used as a representative for the dihalogen molecules, 
and CH3F for the C-F bond in the fluorinated alkanes. For simplicity, only the smallest 
complexes including ethylene, acetylene are optimized. 
 
5.1.1 Structure and Binding 
The optimized structures by MP2/aug-cc-pVDZ non-counterpoised level are shown 
in Figure 50. Their CCSD(T)/CBS binding energies and structural parameters are listed 





Figure 50. Optimized MP2/aug-cc-pVDZ structures of halogen interacting with small π systems. 
The geometric parameters are listed in Table 28. 
 
Table 28. Structural parameters (in Å) and binding energies (in kcal mol−1) for the structures in 
Figure 50. In the table, “center” means the center of the π bond. “cen-cen” means the distance 
between the center of π bond and the center of the F-F bond. F-H means the intermolecular 
distance bewteen F atom and the H atom of the ethylene/acetylene. “FF/CF” means the 
intramolecular F-F or C-F bond lengths of the halogen-containing molecules. 
 Binding F-center H-center F-H cen-cen FF/CF 
ace-F2  -0.73 2.798   3.517 1.437 
ace-CH3F  -2.29 3.759 3.274 2.187  1.416 
et-F2  -0.38 2.632   3.357 1.450 
et-CH3F  -1.29 3.769 2.927 3.013  1.411 
 
The dihalogen molecule F2 like to be perpendicular to the π cloud, in accordance 
with the previous studies87,226 on other dihalogen molecules. The F atom in CH3F avoids 







al.’s conclusions82 that C-F⋯ߨ interactions does not exist in crystals. On the other hand, 
the H atoms in CH3F are close enough to the π clouds to have CH⋯ߨ interactions. The 
CH3F complexes have two electrostatically favorable F⋯H and CH⋯ߨ  interactions, 
while the F2 complexes do not seem to have any electrostatic interactions between two 
molecules without dipole, which makes the larger binding energy of the CH3F complexes 
more reasonable. 
 
5.1.2 Different Nature of X2 and CH3X complexes 
While there is very little change in the CC bond lengths from the monomer to the 
complexes, the bond length of the F-containing molecules changes more obviously. CH3F 
molecule shows a smaller change than the F2 molecule. The C-F bond slightly elongates 
from 1.409 Å in the monomer to 1.411 Å and 1.416 Å. The NBO analysis does not show 
significant charge transfer (CT) to the C-F ߪ∗ orbital or from the C-F ߪ orbital. So this 
elongation probably is just an electrostatic consequence of the hydrogen bond formed be-
tween F and H. 
The elongation of F2 bonds seems more dramatic in the complexes, from 1.426 Å in 
the monomer to 1.437 Å and 1.450 Å in the complexes. NBO analysis shows significant 
CT from the C-C ߨ orbitals to the F-F ߪ∗ orbitals (7.37 kcal mol−1 and 3.26 kcal mol−1 for 
ethylene and acetylene, respectively). Such orientation that the F2 molecule is perpendic-
ular to the ߨ bonds also helps CT. However, although the ethylene-F2 complex has larger 
CT effect, as is seen both from the NBO analysis and from the F2 bond elongation, its 
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binding energy is smaller than that of acetylene-F2 complex; it means that there are other 
factors that determines the strength of binding in the complexes with dihalogen molecules. 
To find out these factors, SAPT analyses are done on these four complexes. The re-
sults are shown in Table 29. In Table 29, the difference between the total SAPT binding 
and the CCSD(T)/CBS binding can be considered as the monomer deformation energy, 
because the SAPT analysis is done fixing the geometry at the dimer structure, but the 
counterpoise technique takes care of the deformation of the monomers. 
 
Table 29. SAPT compoenets (in kcal mol−1) of the complexes in Figure 50. 
 ES EX IND DISP IN-DI ߜܧୌ୊  tot CCSD(T)/CBS
ace-F2  -2.406 4.435 0.046 -1.604 -0.089 -1.294 -1.152 -0.73 
ace-CH3F -3.403 3.927 -0.538 -1.964 -0.045 -0.293 -2.609 -2.29 
et-F2  -4.408 8.834 0.098 -2.520 -0.194 -2.888 -1.455 -0.38 
et-CH3F -1.635 2.712 -0.180 -1.878 -0.043 -0.262 -1.567 -1.29 
 
Although the F2 molecule does not have any dipole, it can bring as much electrostat-
ic attraction to the system as the polar CH3F can. This apparent shocking observation can 
be explained by the existence of a ߪ-hole at the end of the F2 molecule.118,119,120 The na-
ture of these halogen bonded complexes is significantly different from that of the ߨ⋯ߨ 
interactions in Chapter 3. All attractive forces are comparable in size and exchange repul-
sion is much larger than each individual attractive term. This means that all attractive 
forces are important to the halogen bonding, which is in agreement with some of the pre-
vious results.95,113,114 The largest difference between the F2 complexes and the CH3F 
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complexes is that the ߜܧୌ୊ term is much larger for the F2 complexes. This term contains 
the third to higher order induction energy, so it means that induction, probably CT in this 
case, is more important to the F2 complexes than to the CH3F ones. The F-H hydrogen 
bond and the CH⋯ߨ interaction in the CH3F complexes have very little contribution to 
total binding except in the electrostatic way, unlike the F-F⋯ߨ interaction. Another dif-
ference is that the deformation energies are larger for the F2 complexes, which is con-
sistent with what we observed for the bond length elongation. A closer comparison be-
tween the acetylene-F2 complex and the ethylene-F2 complex reveals that actually acety-
lene is bad for either the electrostatic attraction or CT between the ߨ cloud and the F2 
bond. It has a larger binding energy mainly because it has a smaller deformation energy. 
For the complexes with acetylene, electrostatic interaction and dispersion of the F2 
complex is larger than those of the CH3F one. But for ethylene complexes, this trend is 
reversed. These trends are reflected in the intermolecular distances in Table 28. They are 
also indicative of the difference in nature of the F2 and CH3F complexes. Acetylene has 
larger positive charges on the end H atoms. It is better for the electrostatic interaction be-
tween the F and H atoms. Therefore, it has a larger binding energy with CH3F, by the 
electrostatic forces. Ethylene’s H atoms are not as electropositive as the acetylene’s. But 
it has a larger polarizability than acetylene. So ethylene is better for the charge-transfer 
dominated interactions. The comparison above suggests that although all attractive terms 
are important for binding, the relative importance maybe a little different. CT plays more 
roles to the structure of the F2 complexes and electrostatic interaction plays more roles to 
that of the CH3F complexes. 
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5.1.3 Potential Surface for the ethylene-F2 complex 
As is discussed in the previous section, CT plays an important role in the binding of 
et-F2 complex. CT can be a very strong interaction that alters the electronic structure of 
the monomers, as is suggested by Mulliken122 and Amovilli et al.227 It is therefore inter-
esting to know how the energy of the complexes changes with different degrees of CT. 
Therefore, a potential energy scan is performed for the et-F2 complex.  
In this scan, the FF distance and the distance from the nearer F atom to the center of 
C=C bond are both kept at fixed values, and the rest of the complex is relaxed at 
MP2/aug-cc-pVDZ level. The energies are calculated without counterpoise correction. 
The surface is plotted in Figure 51 and the energies listed in Table 30. In total, three min-
ima are found by scanning. The first one is at FF=1.4 Å, FX=2.8 Å, the second one at 
FF=1.5 Å, FX=2.4 Å, and the third at FF=1.7 Å, FX=1.8 Å. 
The energies listed in Table 30 are a little different from the numbers in Table 28, 
because of the constraints and the different level used. Nevertheless, the scanning does 
tell us that when the CT is larger (larger FF distance and smaller XF distance, where X is 
the center of C=C bond), electron reconfiguration indeed happens. According to Mulli-
ken’s definition,122 the first minimum should be an outer complex, because of the small 
change in FF bond length, which indicates small charge transfer effect. But it is a little 
unclear which of the other two should be the “outer” complex, because Mulliken’s defini-
tion only involves two complexes. 
Not only is this scan a confirmation the importance of CT in the et-F2 complex, but 
also is consistent with the conclusion that CT complexes are precursors of chemical reac-
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tions.227,228 However, the result of the scan also raises a few questions, such as what is the 
extra minimum (compared to Mulliken’s definition) and what is the nature of each mini-
mum. Hopefully, these questions can be answered using a more systematic series of 
complexes with dihalogen molecules. 
 
Figure 51. Potential energy (in kcal mol−1) surface of the ethylene-F2 complex. The positive axis 
denotes the FF distance (in Å), and the negative axis denotes the negative value of the distance (in 
Å) between the center of C=C bond and the nearer F atom. 
 
 
5.1.4 Summary and Remaining Questions 
In summary, based on the studies on the F2 complexes and the CH3F complexes, the 
fluorinated alkanes interact with the ߨ cloud mainly in the electrostatic way. The fluorine 
atom avoids the ߨ cloud to interact with the H atoms that are connected to the ߨ bond. It 
supports the absence of C-F⋯ߨ interactions in crystals. Due to the high electronegativity 
of the halogen, the H atoms in the halogenated alkane can have CH⋯ߨ interactions with 
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the ߨ cloud. For the dihalogen molecules, apart from the electrostatic attraction between 
the ߪ-hole and the ߨ cloud, the CT from the ߨ orbital to the F-F ߪ∗ orbital also contrib-
utes to total binding significantly. The monomer deformation energy is also an important 
factor to consider when discussing the stability of the complexes. 
Table 30. Potential energy (in kcal mol−1) w.r.t monomers of the ethylene-F2 complex at 
MP2/aug-cc-pVDZ level. FF denotes the FF distance, and FX denotes the distance between the 
nearer F and the center of C=C bond. 
FF\FX 1.7 1.8 1.9 2.0 2.1 2.2 2.3 
1.3 51.27 38.87 29.39 22.30 17.12 13.40 10.79 
1.4 26.42 18.45 12.37 7.82 4.50 2.16 0.56 
1.5 9.51 5.10 2.22 0.33 -0.86 -1.57 -1.92 
1.6 -0.55 -3.09 -3.85 -3.59 -2.83 -1.85 -0.82 
1.7 -4.62 -6.74 -6.69 -5.29 -3.20 -0.86 1.45 
1.8 -4.16 -6.56 -6.68 -5.11 -2.51 0.57 3.77 
1.9 -0.77 -3.56 -4.33 -3.27 -0.88 2.30 5.85 
2.0 4.26 1.24 -0.33 -0.13 1.57 4.34 7.74 
FF\FX 2.4 2.5 2.6 2.7 2.8 2.9 3.0 
1.3 8.99 7.79 7.01 6.53 6.26 6.13 6.09 
1.4 -0.49 -1.14 -1.50 -1.67 -1.71 -1.66 -1.56 
1.5 -2.02 -1.96 -1.79 -1.56 -1.30 -1.03 -0.77 
1.6 0.18 1.10 1.93 2.65 3.29 3.84 4.31 
1.7 3.57 5.44 7.03 8.36 9.46 10.36 11.09 
1.8 6.82 9.57 11.95 13.95 15.59 16.91 17.97 
1.9 9.43 12.82 15.87 18.52 20.73 22.54 23.98 
2.0 11.42 15.08 18.55 21.69 24.41 26.70 28.56 
 
This brief study involving the dihalogen molecules raises a few questions about the 
complexes with dihalogen molecules. Since both electrostatic interaction and induction 
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are large, which dominates the binding? Or both together dominate binding? Is there a 
relation between the large electrostatic interaction and CT? Is it safe to include the ߜܧୌ୊ 
term in the total induction? Does CT always result in large deformation energies that de-
stabilize the complex? Is there a limit of how much energy lowering CT can introduce to 
the system? What diabatic states are involved in the complexes that give rise to the many 
minima? 
These questions cannot be answered with the ߨ-rich molecules anymore. Therefore, 
in the hope of creating a series of complexes with different extents of CT, we have stud-
ied complexes of various dihalogen molecules and donors of different strengths. The role 
of electrostatic interaction and CT will be studied in this series. 
 
5.2 Dihalogen Interacting with Electron Donors 
To answer the questions in the last section, a series of halogen bond complexes with 
dihalogen and interahalogen molecules are designed. These complexes are represented by 
D⋯XY, where D is the donor, and X, Y are halogen atoms, X being the nearer one to the 
donor. In the following study, iodine atom is avoided because of the high demand on 
computational resources and the complication by the relativistic effect. The donors are 
chosen to be NH3, PH3, trimethylamine (NMe3), and trimethylphosphine (PMe3). All 




5.2.1 Binding Energy, Structure, and Stability 
Two minima were found for FF-NH3, and FF-PH3 complexes,. One has a smaller in-
termolecular distance, which will be called the inner complex; the other will be called the 
outer complex, as is suggested by Mulliken. For complex ClF-PH3 and BrF-PH3, three 
minima were found within C3v symmetry. The presence of the three minima for the ClF-
PH3 and BrF-PH3 complex is confirmed by the scans at MP2/aug-cc-pVDZ counter-
poised, and MP2/cc-pVTZ non-counterpoised level. In this case, the structure with the 
smallest intermolecular distance will be called the inner complex, and the one with the 
largest distance the outer complex. The third one will be call the CT complex. For other 
complexes, only one structure is found. The structural parameters are listed in Table 31 
and Table 32. 
 
Figure 52. D-XY halogen bond interaction model. X and Y can both be F, Cl, and Br. D could be 
N and P. 
 
The binding energies of these complexes are calculated at CCSD(T)/CBS level with 
a three point extrapolation scheme (Equation 2.67) in the HF energy and a two point 
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(aug-cc-pVDZ to aug-cc-pVTZ) extrapolation in the MP2 correlation energy (Equation 
2.69). For some methylated complexes the aug-cc-pVQZ basis is too large; therefore, the 
extrapolation is done by Equation 2.69, with aug-cc-pVDZ and aug-cc-pVTZ basis sets. 
 
Table 31. XY bond lengths (in Å, at MP2/aug-cc-pVDZ non-CP level) in the D-XY complexes. 
The numbers in parenthesis are the percentage elongations from monomers (in %). 
YX\Donor NH3 PH3 NMe3 PMe3 PH2Me PHMe2 
FF outer 1.455 (2) 1.443 (1) --- --- --- --- 
FF inner 1.700 (19) 2.152 (51) 1.780 (25) 2.308 (62) 2.223 (56) 2.272 (59) 
ClF outer 1.678 (0) 1.794 (0) --- --- --- --- 
ClF CT --- 2.1a  (25) 2.103 (25) --- --- --- 
ClF inner --- 2.563 (53) --- 2.748 (64) --- --- 
BrF outer 1.792 (0) 1.794 (0) --- --- --- --- 
BrF CT --- 2.164 (21) 2.210 (23) 2.178 (21) --- --- 
BrF inner --- 2.657 (48) --- --- --- --- 
FCl 1.750 (4) 1.847 (10) 1.830 (9) 2.001 (19) 1.905 (14) 1.954 (17) 
ClCl 2.086 (2) 2.070 (1) 2.254 (11) 2.595 (27) --- --- 
BrCl 2.216 (2) 2.202 (1) 2.383 (9) 2.724 (25) --- --- 
FBr 1.860 (4) 1.903 (6) 1.906 (6) 2.006 (12) --- --- 
ClBr 2.255 (3) 2.277 (4) 2.352 (8) 2.526 (16) --- --- 
BrBr 2.390 (3) 2.385 (3) 2.491 (7) 2.652 (14) --- --- 
a Structure obtained by scanning XD and XY distances at MP2/aug-cc-pVDZ non-CP level. 
Except XD and XY distances, all other structural parameters are relaxed. 
 
Binding energies, shown in Table 33, for the complexes we have calculated are well 
distributed between 16 kcal mol−1 and –35 kcal mol−1, except a few very large ones. The 
intermolecular distance follows the same trend as the total binding. Usually, binding en-
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ergy and intermolecular distance have good linear relationships;94,102,109 however, in these 
systems the linearity is not very obvious.  
 
 
Table 32. Intermolecular X-D distances (in Å, at MP2/aug-cc-pVDZ non-CP) in the D-XY 
complexes and the sum of van der Waals radii of X and D. The numbers in parenthesis are the 
numbers of imaginary frequencies for the complexes. 
YX\Donor NH3 PH3 NMe3 PMe3 PH2Me PHMe2 
FF outer 2.442 (0) 2.958 (0) --- --- --- --- 
FF inner 1.846 (0) 1.571 (2) 1.843 (0) 1.568 (2) 1.565 (2) 1.565 (2) 
ClF outer 3.098 (2) 3.462 (2) --- --- --- --- 
ClF CT --- 1.9b 1.866 (0) --- --- --- 
ClF inner --- 1.579 (2) --- 1.573 (2) --- --- 
BrF outer 3.253 (2) 3.490 (2) --- --- --- --- 
BrF CT --- 1.980 (2) 1.870 (0) 1.998 (2) --- --- 
BrF inner --- 1.590 (2) --- --- --- --- 
rVDWa 3.02 3.27 3.02 3.27 3.27 3.27 
FCl 2.272 (0) 2.300 (0) 2.066 (0) 2.112 (0) 2.205 (0) 2.149 (0) 
ClCl 2.551 (0) 3.063 (0) 2.126 (0) 2.069 (0) --- --- 
BrCl 2.642 (0) 3.177 (0) 2.162 (0) 2.087 (0) --- --- 
rVDW 3.30 3.55 3.30 3.55 3.55 3.55 
FBr 2.326 (0) 2.481 (0) 2.183 (0) 2.314 (0) --- --- 
ClBr 2.457 (0) 2.743 (0) 2.224 (0) 2.318 (0) --- --- 
BrBr 2.516 (0) 2.927 (0) 2.251 (0) 2.357 (0) --- --- 
rVDW 3.40 3.65 3.40 3.65 3.65 3.65 
a the sum of X and D’s van der Waals radii 




The binding energies for the inner complexes are not necessarily larger in magnitude 
than the outer ones; it is especially so if the electrostatic interaction is not favorable (such 
as ClF-donor and BrF-donor interaction). The inner complexes have larger changes in 
monomer geometries. Usually only the strong intermolecular interactions can distort the 
molecular structure. This apparent paradox between the strength of binding and the size 
of binding energy can be explained by the large monomer distortion energy. Generally, 
when Y is smaller (Br > Cl > F) and X is larger, the binding energy is larger. This agrees 
with the electrostatic ߪ-hole model. This trend is less obvious for complexes with PH3 
and PMe3. The PH3 complexes are complicated by the many minima, and in the PMe3 
complexes, probably interactions other than the electrostatic interaction are also im-
portant. Methyl groups enhance binding greatly. It could be due to the larger dispersion, 
or the larger charge transfer effect due to the electron-donating nature of CH3. Although 
some general trend is observed in the total binding energy, we cannot judge the nature of 
the complexes by this single number, which is a complicated sum of the electrostatic in-
teraction, induction, dispersion, exchange repulsion and monomer distortion energies. To 
better understand the nature, or what is the dominating force in the D-XY complexes, it is 
necessary to use energy decomposition analysis. The nature of the complexes will be dis-
cussed in 5.2.5. 
The main structural deformation is in the dihalogen molecule, XY. The bond is sig-
nificantly weakened. The extent of XY elongation spans almost continuously from 0% to 
30%, except some very large elongations from 50% to 60%. Unlike previous re-
sults,7,21,107 larger XY elongation is not necessarily related to large binding energy. Again, 
the binding energy is a complicated sum. The distortion energy of XY can compromise 
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the strong interaction. Large deformation is associated with both high electronegativity of 
the halogen atoms and the strong electron-donating power of donors. This means charge 
transfer has a great effect on the complex structure. 
 
Table 33. Counterpoised CCSD(T)/CBS binding energies (in kcal mol−1) for the D-XY 
complexes. The highlighted numbers are obtained using 2-point extrapolated HF energies. 
YX\Donor NH3 PH3 NMe3 PMe3 PH2Me PHMe2 
FF outer -1.40 -1.16 --- --- --- --- 
FF inner 4.47 -22.41 -11.45 -61.85 -37.97 -86.09 
ClF outer 0.12 -0.19 --- -- --- --- 
ClF CT --- -5.70 10.96 --- --- --- 
ClF inner --- 5.20 --- -29.31 --- --- 
BrF outer 0.44 -0.07 --- --- --- --- 
BrF CT --- 17.46 10.39 -1.05 --- --- 
BrF inner --- 11.85 --- --- --- --- 
FCl -9.84 -7.19 -17.77 -83.61 -14.12 -53.91 
ClCl -4.34 -2.25 -7.32 -15.44 --- --- 
BrCl -3.38 -1.89 -6.92 -12.03 --- --- 
FBr -13.77 -10.89 -21.46 -27.33 --- --- 
ClBr -7.54 -4.02 -12.73 -17.21 --- --- 
BrBr -6.04 -3.31 -10.50 -13.96 --- --- 
 
All the structures are obtained using symmetry restraints. Most of them are stable 
structures. Some exhibit two degenerate imaginary frequencies corresponding to the 
bending of <YXD angle. The imaginary frequencies usually come with the very small ߪ-
holes of X or the very long XY bonds. In the cases of ClF-PH3 and BrF-PH3 outer com-
plexes, the imaginary frequencies are a sign of instability of halogen bond. With the 
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negative electrostatic potential on F atom, hardly any electrostatic stabilization could be 
gained. And since the F atom has already been negatively charged, CT stabilization is 
unlikely. The binding energies for these two complexes are below 1 kcal mol−1. But for 
the FF-PH3 inner, FF-PMe3, and ClF-PMe3 complexes, the imaginary frequencies are 
signs of strong halogen bonds and weak XY covalent bonds. The large binding energies 
up to 60 kcal mol−1, the long XY bonds and the very short XD contacts all support such 
statement. If we use the ionic structure [Y-] [XD+]7,21,88,107 to describe the three complex-
es, it is easy to understand this bending mode. [Y-] in the complex is near X atom, which 
is not the most positively charged part in the cation. So along the imaginary frequencies, 
[Y-] could find the more positive part of the cation to interact to achieve lower energies. 
The fact that Y atom tends to move to other place instead of staying near X is a sign of 
XY bond breaking. 
For the ClF-PH3 and BrF-PH3 complex, three structures were identified. Two dia-
batic states (the neutral state and the ionic state) can only lead to two minima. Therefore, 
a third diabatic state has to be considered in the D-XY complexes. Considering the fact 
that the XY and XD distances are both between those for the inner and outer complexes, 
a CT state, [D+][XY-], is proposed. In this state, the XY bond is only half broken, so the 
XY bond length should be smaller than in [DX+][Y-] and larger than in [D][XY]. The XD 
distance should be smaller than in [D][XY] due to the electrostatic attraction between the 
ions, and it should be smaller than the XD bond length in [DX+][Y-]. The actual number 
of minima on the potential surface of a certain complex depends on the relative stability 





5.2.2 The Study of Diabatic States 
In some cases, more than one minimum are found for a complex. This suggests that 
more than one diabatic states are needed to describe the complex. CASSCF(2,2) calcula-
tions are performed to identify the diabatic states, but the three desired states are not ob-
tained (see appendix part 1). The constrained DFT method is used to describe the diabatic 
states. In this section, three states are of interest, the neutral (NEU) state D-XY, the 
charge transfer (CT) state [D+]-[XY-], and the ionic (ION) state [DX+]-[Y-]. 
 
5.2.2.1 CDFT study 
In this section, adiabatic ground state is denoted as the 0 state, since it has 0 con-
straints on the density. The NEU state is obtained by constraining the charge on the both 
D and XY to be zero. The CT state is the state with one positive charge on D and one 
negative charge on XY. And the ION state is the state with one negative charge on Y, and 
the rest of the complex share one positive charge. To avoid convergence problem, the 
charge was calculated by the becke scheme.229 The density functional was chosen to be a 
hybrid functional with 32% HF exchange (2.4.2.2), which reproduce the MP2/aug-cc-
pVDZ geometry for the FF-NH3 complex. Four complexes are studied in this section, the 
ClF-PH3, FF-PH3, FF-NH3, and FCl-PH3. The four complexes have three, two, two, and 
one minimum, respectively. And the other three complexes differ from the FF-PH3 com-
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plex only by one atom, so the comparison between the other complexes and FF-PH3 can 
provide useful information on the necessary conditions for multiple minima. 
The energies of each diabatic states for the four complexes are shown in Figure 53, 
Figure 54, Figure 55, and Figure 56. All plots start from 0.2 Å below the sum of covalent 
radii of X and D. It can be seen that all the diabatic states are well represented. The ener-
gy differences between the diabatic states are quite large (> 0.1 Hartree = 63 kcal mol−1). 
Therefore, it can be referred that the coupling between the diabatic states must also be 
very important for the formation of many minima. But since no suitable way was found 
to calculate and study the effect of coupling, this section will only look at the energies of 
individual states.  
 
Figure 53. The distance dependence of the NEU, CT and ION state energies (in Hartrees) for the 
ClF-PH3 complex calculated by CDFT. The distances are in Å and starts from 0.2 Å below the 
















Figure 54. The distance dependence of the NEU, CT and ION state energies (in Hartrees) for the 
FF-PH3 complex calculated by CDFT. The distances are in Å and starts from 0.2 Å below the 
sum of covalent radii of F and P. 
 
Figure 55. The distance dependence of the NEU, CT and ION state energies (in Hartrees) for the 
FF-NH3 complex calculated by CDFT. The distances are in Å and starts from 0.2 Å below the 

































Figure 56. The distance dependence of the NEU, CT and ION state energies (in Hartrees) for the 
FCl-PH3 complex calculated by CDFT. The distances are in Å and starts from 0.2 Å below the 
sum of covalent radii of Cl and P. 
 
The minimum of the NEU state is at around the sum of van der waals radii of the 
donor atom and X, which is the farthest compared with the minima of other states. The 
energy of the NEU state increases with decreasing D-X distances. The identity of Y does 
not affect the magnitude of increase much. But when D is smaller or X is larger, the en-
ergy increase drops. This is consistent with the electrostatic interaction between the two 
neutral monomers. 
Compared to the NEU state, the CT state has minima at much closer distances, at 
around the sum of D and X’s covalent radii, except the FF-NH3 complex, which has an 
even closer minimum. On the one hand, this may be due to the less exchange repulsion 
between the two ions due to the more compact electron cloud on NH3, or the NH3+. On 
the other hand, the larger energy to ionize NH3 has to be compensated by a larger electro-


















At large distances, the energy of CT state is always larger than the NEU state. This dif-
ference between the two state depends very weakly on X and Y, but slightly more strong-
ly on D. When D is smaller, the difference is larger when D is smaller. This is probably 
because a smaller D is less capable of containing a positive charge. At short distances, 
however, the CT state is more stable than the NEU state. Y does not affect the energy dif-
ference between the two states much, but both D and X do. When D is smaller, the CT 
state becomes less stable, due to the size of the cation. When X is larger, the CT state also 
becomes less stable. This effect of X only appears at small distance. This may suggest 
that this is due to the local effects of X and D’s interaction. When X is larger, the extra 
charge on XY will be more likely to reside on X, since the ߪ∗ orbital will have larger 
component on X. And since a larger X is less likely to hold a negative charge, the extra 
charge on XY is more likely to delocalize back towards P, which reduces the stability of 
the CT state. 
Similar to the CT state, the ION state also has minima at around the sum of the cova-
lent radii. Its energy is larger than that of the NEU state at large distances and smaller at 
small distances. At large distances, larger X will lead to a smaller energy difference from 
the NEU state because it accommodates the positive charge in [XD+] better. And larger Y 
will lead to a larger difference since the smaller electronegativity reduces the stability of 
the anion [Y-]. D has a much smaller effect on the energy difference. At small distances, 
the observation is the same as those at large distances, because the smaller X and the 
larger Y pull the whole energy profile for the ION state higher. The minimum position 
for the ION state is usually the same as the CT state, except the ClF-PH3 complex. At the 
F-P distance of 1.6 Å, the CT state energy has already reached minima, but the ION state 
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energy is still decreasing fast. This might be explained by the relative smaller stability of 
Cl- compared to F-. A larger X-D interaction (at a smaller XD distance) is needed to make 
the Cl- anion leave X. 
For the four complexes in study, the energies and minimum distances clearly deter-
mines the number of minimum. For the FCl-PH3 complex, the differences between the 
states are too small, and the minima for CT and ION states are at the same distance. 
Therefore, only one minimum appears with moderate coupling between the states. The 
energy differences between the CT and NEU states for FF-PH3 and FF-NH3 complexes 
are much larger than for FCl-PH3. However, the minima distances are still the same for 
the two states. Therefore, the CT and ION states together form the inner complex, and the 
outer complex is from the NEU state. For the ClF-PH3 states, all the states are well sepa-
rated in energy and minimum distances, so three minima exist. Since D, X, and Y have 
different roles in the three states, it is possible to control the energies and the minimum 
distances of the three diabatic states by changing D, X, and Y, to achieve different num-
bers of minima of the certain complex. With larger difference in energies and minima 
distances between the states, it is more possible to achieve more minima. 
To at least get two minima, the NEU and CT states must be separated. Their energies 
are usually well separated at large distances, so only the difference between the two states 
in intermolecular distance of the minima should be considered. To increase this differ-
ence, we can use larger (more diffuse and with smaller electronegativity) donors and 
smaller X should be used. To separate the CT and ION states in order to get the third 
minimum, firstly, it is necessary to make the minimum distance for each state more dif-
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ferent. To this end, larger Y should be used to make the ION state minimum closer and 
larger D to make the CT state minimum farther. Secondly, smaller X and larger Y are 
needed to increase the energy difference between the CT and ION states. With this argu-
ment, BrF-PH3 is the most promising species to get three minima. Indeed, the BrF-PH3 
complex does have three minima. This argument also supports the three minima found 
for the et-F2 complex. Compared to the FF-NH3 complex which has two minima, the 
more diffuse ߨ system might further separate the CT and ION states by moving the CT 
minimum to a larger distance. 
 
5.2.3 Relation between XD and XY Bond 
From the short XD distances and the large binding energies, it can be concluded that 
the XD bond is very strong. In some cases, this XD bond is even stronger than the proto-
type dative bond H3B-NH3 (–40 kcal mol−1). Like in hydrogen bonds,230 one view about 
halogen bonding is that the sum of bond orders of XY and XD bond should be one.231 
This means that the XY bonds must be significantly weakened.  
The weakening of XY bonds are shown in two aspects. One is the XY bond lengths. 
From Table 31, it is clear that all the XY bonds are stretched, with an average elongation 
of 15% their equilibrium bond lengths. In some cases, the XY bonds have even been 
stretched to 150% of their equilibrium bond length. The other aspect is the electron densi-
ty at the XY bond critical point (BCP). Like the bond lengths, almost all densities at the 
XY BCP are reduced from its original value (Table 34). The average of decrease is 35% 
of its original value. 
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Table 34. Electron density (in atonic units) at the XY BCP in the XY monomer and in the 
complexes. 
NH3  ߩ୆େ୔ ߩ୆େ୔(mon) change PH3  ߩ୆େ୔ ߩ୆େ୔(mon) change 
FF inner 0.231 0.252 -8% FF inner 0.037 0.252 -85% 
FF outer 0.112 0.252 -56% FF outer 0.272 0.252 8% 
FCl 0.155 0.180 -14% FCl 0.128 0.180 -29% 
FBr 0.128 0.146 -12% FBr 0.119 0.146 -18% 
ClF outer 0.181 0.180 0% ClF outer 0.180 0.180 0% 
ClF CT --- --- --- ClF CT 0.072 0.180 -60% 
ClF inner --- --- --- ClF inner 0.026 0.180 -85% 
ClCl 0.126 0.139 -9% ClCl 0.130 0.139 -6% 
ClBr 0.108 0.114 -5% ClBr 0.110 0.114 -4% 
BrF outer 0.147 0.146 1% BrF outer 0.146 0.146 0% 
BrF CT --- --- --- BrF CT 0.065 0.146 -56% 
BrF inner --- --- --- BrF inner 0.026 0.146 -82% 
BrCl 0.099 0.114 -14% BrCl 0.094 0.114 -18% 
BrBr 0.087 0.097 -11% BrBr 0.087 0.097 -11% 
 
Table 34 continued 
NMe3  ߩ୆େ୔ ߩ୆େ୔(mon) change PMe3  ߩ୆େ୔ ߩ୆େ୔(mon) change 
FF 0.092 0.252 -63% FF 0.026 0.252 -90% 
FCl 0.132 0.180 -27% FCl 0.091 0.180 -50% 
FBr 0.118 0.146 -19% FBr 0.098 0.146 -33% 
ClF 0.070 0.180 -61% ClF 0.018 0.180 -90% 
ClCl 0.089 0.139 -36% ClCl 0.043 0.139 -69% 
ClBr 0.079 0.114 -31% ClBr 0.040 0.114 -65% 
BrF 0.063 0.146 -57% BrF 0.070 0.146 -52% 
BrCl 0.082 0.114 -28% BrCl 0.058 0.114 -49% 





Figure 57. The plot of the decrease of XY BCP electron density (in %, vertical axis) against the 
XD BCP electron density (in atomic units, horizontal axis). 
 
The plot of the XY bond density decrease against the XD bond electron density 
shows a clear correlation between the XD bond strengths and the XY bond strengths. 
Consistent with the results on the database survey,231 a monotonous decreasing relation-
ship is found. The strongest XD bonds, with the electron densities much larger than that 
for the H3B-NH3 dative bond (0.095 a.u. at the same level), are associated with the weak-
est XY bonds, where only around 10% of its original density remains. 
 
5.2.4 Weakening of XY bond 
As is discussed in 5.2.5 and 5.2.2, different electronic states (the NEU, CT, and ION 
states) have different XY bond strengths. In this section, the strength of XY bonds are 
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The XY bond lengths are compared to the XY monomer bond lengths and the [XY-] 
equilibrium bond lengths. A few parameters can be derived from this comparison. The 
percentage elongation compared to neutral XY (XY%) is defined as: 
(5.119.) 
And the percentage elongation compared to the XY anion (XYan%) is defined as: 
(5.120.) 
In both equations, ݎ௖௣௟௫ is the XY bond length in the complex, ݎ௠௢௡ is the XY neutral 
monomer bond length, and ݎ௔௡ is the bond length for the XY anion. If these percentage 
values are negative, it means that the XY bond lengths in the complex is shorter than the 
reference. 
Since the NEU and CT states involve the neutral XY and the XY anion, respectively, 
the XY bond lengths compared to the neutral and anion references might indicate the 
dominant electronic state in the complex. In this sense, the percentage of the NEU state 
(NEU%) is defined as: 
(5.121.) 
And the percentage of the CT state (CT%) is defined as: 
(5.122.) 
ܻܺ% ൌ ݎ௖௣௟௫ െ ݎ௠௢௡ݎ௠௢௡ .
ܻܺܽ݊% ൌ ݎ௖௣௟௫ െ ݎ௔௡ݎ௔௡ .
ܰܧܷ% ൌ ݎ௔௡ െ ݎ௖௣௟௫ݎ௠௢௡ െ ݎ௔௡.
ܥܶ% ൌ ݎ௖௣௟௫ െ ݎ௠௢௡ݎ௠௢௡ െ ݎ௔௡ .
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These definitions assume a linear relationship between the bond length and the weight of 
an electronic state. If the percentage values are beyond the range of 0%~100%, it sug-
gests other states probably dominate in the complex. From the weight of the electronic 
states, three types of complexes can be observed. 
The first type has NEU% larger than 80%, the corresponding XY% elongation being 
below 5%. The number of charge transfer is always less than 0.15. Such complexes are 
represented by the outer complexes and most of the complexes with NH3. The binding 
energies are relatively small (< 7 kcal mol–1). It can be anticipated that the NEU state 
dominates such complexes. Since these complexes have relatively small charge transfer 
numbers (Table 35), the weakening of XY bonds, or the elongation of XY bonds, proba-
bly comes from the electrostatic effect. 
 
 
Table 35. The XY bond lengths (ݎ௖௣௟௫ in Å), the percentage elongation (XY% and XYan%), the 
weight of the NEU and CT states (NEU% and CT%), and the number of electrons transferred (CT) 
for the series of D-XY complexes. 
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NH3  ݎ௖௣௟௫  XY% XYan% NEU% CT% CTa  
FF outer 1.455 2% -24% 94% 6% 0.04 
FF inner 1.700 19% -11% 44% 56% 0.49 
FCl 1.750 4% -15% 81% 19% 0.19 
FBr 1.860 4% -15% 83% 17% 0.19 
ClF 1.678 0% -19% 100% 0% 0.00 
ClCl 2.086 2% -21% 92% 8% 0.08 
ClBr 2.255 3% -18% 87% 13% 0.15 
BrF 1.792 0% -18% 100% 0% 0.00 
BrCl 2.216 2% -20% 94% 6% 0.06 
BrBr 2.390 3% -17% 88% 12% 0.13 
a Calculated by Natural Population Analysis (NPA) using the MP2/aug-cc-pVDZ 
density 
 
Table 35 continued 
NMe3  ݎ௖௣௟௫  XY% XYan% NEU % CT % CT 
FF 1.780 25% -7% 28% 72% 0.70 
FCl 1.830 9% -11% 60% 40% 0.34 
FBr 1.906 6% -13% 71% 29% 0.27 
ClF 2.103 25% 2% -10% 110% 0.67 
ClCl 2.254 11% -14% 64% 36% 0.35 
ClBr 2.352 8% -15% 70% 30% 0.30 
BrF 2.210 23% 1% -7% 107% 0.66 
BrCl 2.383 9% -13% 65% 35% 0.34 





Table 35 continued 
PH3  ݎ௖௣௟௫  XY% XYan% NEU % CT % CT 
FF outer 1.443 1% -25% 97% 3% 1.32 
FF inner 2.152 51% 12% -49% 149% 0.02 
FCl 1.847 10% -11% 56% 44% 0.47 
FBr 1.903 6% -13% 72% 28% 0.35 
ClF outer 1.679 0% -19% 99% 1% 0.00 
ClF CT 2.100 25% 2% -9% 109% 0.72 
ClF inner 2.563 53% 24% -129% 229% 1.32 
ClCl 2.070 1% -21% 95% 5% 0.06 
ClBr 2.277 4% -17% 83% 17% 0.22 
BrF outer 1.794 0% -18% 100% 0% 0.00 
BrF CT 2.164 21% -1% 4% 96% 0.64 
BrF inner 2.657 48% 22% -123% 223% 1.29 
BrCl 2.202 1% -20% 96% 4% 0.04 
BrBr 2.385 3% -17% 89% 11% 0.13 
 
Table 35 continued 
PMe3  ݎ௖௣௟௫  XY% XYan% NEU % CT % CT 
FF 2.308 62% 21% -81% 181% 1.43 
FCl 2.001 19% -3% 16% 84% 0.73 
FBr 2.006 12% -8% 45% 55% 0.54 
ClF 2.748 64% 33% -177% 277% 1.45 
ClCl 2.595 27% -2% 7% 93% 0.86 
ClBr 2.526 16% -8% 40% 60% 0.62 
BrF 2.178 21% 0% 1% 99% 0.75 
BrCl 2.724 25% -1% 5% 95% 0.85 




To find out whether electrostatic interaction can induce internal polarization and 
weaken the XY bonds, a negative unit point charge is placed along the bond axis of XY, 
near X to represent the electrostatic effect of the donor molecule. The XY bond length is 
optimized while the distance between the charge and X is varied, using the ‘charge’ key-
word in gaussian03. The obtained bond lengths are shown in Figure 58, which partly con-
firms the conjecture. But at the normal bonding region between 2 Å and 3 Å, the elonga-
tion is below 4%. For some cases where X has a larger electronegativity than Y, the bond 
lengths are even shortened. The extent of the elongation is not as large as in the complex, 
as shown in Figure 59 for the FF-NH3 complex. In summary, the electrostatic interaction 
only slightly weakens the XY bond without significantly changing the XY bond length. 
The discussion above suggests that even for the complexes dominated by the NEU state, 
charge transfer still has a significant effect on the complex structure. 
 
Figure 58. Bond stretch of dihalogen molecules (in %, vertical axis) with the presence of a 
negative unit point charge. The horizontal axis denotes the distance (in Å) between the unit point 






















Figure 59. F2 molecule’s response to a point charge of -1.11, the NPA charge of NH3. The red dot 
is the elongation in the actual complex F2-NH3. 
 
The second type of complexes has CT% values between 80% and 120%. Their XY 
bond lengths are close to that of the [XY-] anion, with differences within േ3%. Such 
complexes involve ClF-PH3 CT complex, BrF-PH3 CT complex, ClF-NMe3, BrF-NMe3, 
FCl-PMe3, ClCl-PMe3, BrF-PMe3, and BrCl-PMe3. They could be considered to be dom-
inated by the CT state. Around 0.7 electron has transferred to the dihalogen molecule, 
although for a perfect CT state the number of charge transfer should be one. The elonga-
tion from the neutral XY molecule is above 20%, which means there is much more weak-
ening of XY than in the first type of complexes. Such large elongations cannot be in-
duced by electrostatic interaction. Therefore, a constrained DFT (CDFT) study on the se-
ries of complexes is performed, forbidding the electrons on D to delocalize to XY. In this 
way, the charge transfer’s effect on the geometry can be removed. The functional used in 
the same as in 5.2.2.1. The results in Table 36 clearly show that without CT, the weaken-












them. This CDFT shows that CT is the major source for the XY elongation for the states 
dominated by the CT state. 
For a few complexes (FF-PH3 inner, ClF-PH3 inner, BrF-PH3 inner, FF-PMe3, and 
ClF-PMe3), the XY bond lengths are much larger than that of the [XY-] anion. More than 
one electron has transferred from the donor to the dihalogen molecule. In such cases, we 
can imagine that the ION states must play a more important role. Compared to the sum of 
the van der Waals radii of the X and Y, the XY distances for these complexes are much 
smaller. The electrostatic attraction between the [DX+] and [Y-] moieties is probably re-
sponsible for the shorter interaction. 
 
Table 36. XY bond elongation (in %) in the constrained DFT optimization without charge 
transfer. 
YX\D NH3  PH3  NMe3  PMe3  
FF 0% 0% 2% 0% 
ClF 0% 0% 0% 0% 
BrF 0% 0% 0% 0% 
FCl 2% 0% 6% 2% 
ClCl 1% 0% 5% 1% 
BrCl 1% 0% 4% 1% 
FBr 3% 1% 6% 7% 
ClBr 2% 1% 6% 6% 
BrBr 2% 1% 5% 4% 
 
In summary, charge transfer is mainly responsible for the weakening of XY bonds, 
while electrostatic interactions only slightly weaken them. Three types of complexes can 
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be observed from the differences of XY bond lengths in complexes and in their monomer 
forms. The three types are dominated by the NEU, CT, and ION states, respectively. The 
three minima for the ClF-PH3, and BrF-PH3 complexes are good representatives of the 
three types. However, the boundaries between the types are not clear-cut. There are plen-
ty of intermediate complexes in which both NEU and CT states are important. 
 
5.2.5 Energy Decomposition 
Previously, the D-XY complexes were studied as a whole. The geometry and the 
electronic states of the whole complex are discussed. However, it is more interesting to 
understand the complexes from the monomers. As summarized in 1.4.2.2, there are still 
open questions regarding the nature of the dihalogen complex. In this section, the interac-
tion between monomers is investigated. SAPT analysis with aug-cc-pVDZ basis is used 
in this study to analyze the interaction (see Appendix 2). 
Clearly, without charge transfer (a type of induction), the CT/ION-state-dominated 
structures would not form. Total induction in these complexes is the largest stabilizing 
force in these complexes. Dispersion is the smallest, which is almost negligible. Ex-
change is the only repulsive interaction, and almost cancels the sum of all attractive inter-
actions. The donor P will induce larger SAPT components than the donor N, which is 
consistent with P’s diffuse electrons and smaller electronegativity. The methyl groups do 
not improve dispersion much (only around 3 kcal mol–1), but improves induction signifi-
cantly (> 80 kcal mol–1). This agrees with the electron-donating nature of methyl groups, 
supporting the conclusion that CT dominates binding. A lot of these complexes are elec-
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trostatically disfavored, because there is no ߪ-hole on the dihalogen molecule. But they 
still have very large SAPT components, indicating very strong interactions. This can only 
be explained by the charge transfer effect. 
 
Table 37. SAPT/aug-cc-pVDZ components (in kcal mol–1) and the number of charge transfer by 
NPA scheme for the ION-state dominated complexes. 
ION ES EX IND DISP CT 
FF-PH3 inner -183.10 416.36 -370.86 -25.16 1.32 
ClF-PH3 inner -172.33 427.56 -348.61 -29.05 1.32 
BrF-PH3 inner -176.18 423.99 -328.54 -31.26 1.29 
FF-PMe3 -219.62 470.65 -455.03 -26.25 1.43 
ClF-PMe3 -230.16 484.51 -442.64 -31.83 1.45 
 
Table 38. SAPT/aug-cc-pVDZ components (in kcal mol–1) and the number of charge transfer by 
NPA scheme for the CT-state dominated complexes. 
CT ES EX IND DISP CT 
ClF-PH3 CT -78.10 175.57 -109.49 -15.08 0.72 
BrF-PH3 CT -63.50 142.06 -74.84 -13.56 0.64 
ClF-NMe3 -44.72 99.13 -55.87 -12.65 0.67 
BrF-NMe3 -43.88 100.76 -50.43 -13.33 0.66 
FCl-PMe3 -144.35 248.55 -158.56 -22.96 0.73 
ClCl-PMe3 -170.63 295.68 -194.72 -25.26 0.86 
BrF-PMe3 -72.95 155.67 -102.93 -15.18 0.75 
BrCl-PMe3 -165.29 289.61 -184.90 -24.74 0.85 
 
What is interesting is that the electrostatic interaction in the ION/CT-state dominated 
complexes is also very large, which disagrees with the ߪ-hole model. What’s more, the 
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trend of electrostatic interaction follows that of charge transfer, although they should be 
governed by different properties of the monomers. To investigate this abnormality of 
electrostatic interaction, the SAPT electrostatic component is compared to the electrostat-
ic interaction expressed in another way. The distance dependence of both the ES values is 
plotted for the prototype FF-NH3 and FF-NMe3 complexes. 
 
 
Figure 60. Plot of electrostatic interaction energies from NPA charges and SAPT analysis for the 
FF-NH3 and FF-NMe3 complexes (energies in kcal mol−1). The horizontal axis denotes the 
distance between the point charge or the donor atom and the nearer F atom in Å. 
 
In Figure 60, apart from the SAPT electrostatic interaction energies, another way is 
used to calculate the electrostatic interaction energy. A negative point charge of the same 
magnitude as the donor atom’s NPA charge is placed at one end of the dihalogen mole-
cule. The energy reduced is considered to the electrostatic interaction energy. In this way, 
the calculated interaction energy is as expected: the larger the negative charge, the larger 
the attraction. But the SAPT electrostatic interaction shows some difference. The first is 
that SAPT electrostatic attraction grows larger more rapidly with decreasing distance. 
  
209 
The second is that although the charges on N in the two complexes are different, the 
SAPT electrostatic interaction energies are almost the same at each distance. Both the 
two differences suggest that the penetration effect could be more important than the ߪ-
hole interactions. 
For simplicity, the lone pair on the donor and the ߪ-hole of the halogen atom are rep-
resented by atoms with displaced electron densities, as show in Figure 61. In this model, 
the nuclear charges are both set to be one. The electrons on each atom are assumed to 
have spherically symmetric distributions, ߩሺݎറሻ ൌ ௡଼గ ݁ି௥, where ݊ is the number of elec-
trons, and ݎറ is the position of the electron with respect to its nucleus. For the donor the 
electron is shifted towards the halogen atom to simulate the negative potential of a lone 
pair. Similarly, the electron of the halogen is moved away from donor to simulate the 
positive potential of a ߪ-hole. If this shift is not applied, it is considered that no ߪ-hole is 
present. All shifts are set to be one. This might be a too simplified model to give accurate 
electrostatic interactions, but it might provide some useful insight to the effect of penetra-
tion in the electrostatic interaction. 
Figure 62 (a) compares the cases of two interacting atoms without dipole (blue), of a 
neutral donor atom interacting with lone pair and a neutral halogen atom with a ߪ-hole 
(red), and of a neutral donor atom with a lone pair interacting with an atom without ߪ-
hole (yellow). At long distance, the ߪ-hole does introduce significant electrostatic attrac-
tion. But when the distance is smaller, the lone pair’s effect on electrostatic interaction is 
larger. This explains why when F is X, the electrostatic interaction could still be very at-
tractive. Figure 62(b) suggests that the interaction between the ߪ-hole and the lone pair 
  
210 
can overcome the repulsive interaction between the two electronegative atoms. In this 
plot, the nucleus charge is fixed at one, but the total charge of the electron clouds are in-
creased to 1.1. When neither lone pairs nor ߪ-holes are present (blue) is present, the elec-
trostatic interaction can be repulsive at large distance. But when both are present, even 
though the monopole is repulsive, the total electrostatic interaction has become negative 
(red). ߪ-holes are essential for the attraction, because if only the lone pair is present (yel-
low), the electrostatic interaction is still repulsive at long range. 
 
 
Figure 61. Penetration model for electrostatic interactions in halogen bonds. The black crosses 
indicate the nucleus. The blue spheres indicate the spherically symmetric electron distribution. 
 
Figure 62(c) shows that when the charge on the donor is larger (donor charge: yel-
low > red > blue), the electrostatic attraction is larger, in agreement with the ߪ-hole mod-
el. But the effect of distance is much larger than that of the donor charges. When the do-
nor charge is small, the complex might still have a large electrostatic attraction due to the 









shows the effect of atom size when both the halogen and the donor atoms are neutral, 
which could not be studied with the ߪ-hole model. Larger donor size (red) will lead to 
less electrostatic attraction, while large halogen size (yellow) enhance electrostatic attrac-
tion. This is in accordance with the observation that when X goes from F to Br, the elec-
trostatic attraction grows and that going from N to P, the attraction for the outer complex-
es reduces. 
 
Figure 62. Electrostatic interaction energy at varying intermolecular distance for interaction 
models between: (a) neutral atoms, (b) negatively charged halogen and donor atoms, (c) a donor 
atom with varying the charge and a halogen atom on donor atom, and (d) halogen and donor 
atoms of different sizes. For details, please refer to the text. Units are arbitrary.  
 
At first sight, all the conclusions from the penetration model agrees with those from 
the ߪ-hole model. But an important point of this penetration model is that the intermolec-
ular distance matters much more than all the donor and halogen atom properties. When 































the intermolecular distance is greatly reduced by some strong interaction, large electro-
static interaction arises as a side effect. The study on chemical bonds232 confirms this 
view. Therefore, sometimes it is not proper to look at only the size of the electrostatic in-
teraction when determining the nature of a complex. For the same reason, it is not possi-
ble to get to the 100% induction vertex in the ternary diagram of intermolecular interac-
tion, since large induction can induce large electrostatic interaction. Also, we should be 
careful when determining the nature of the NEU-dominated and intermediate complexes. 
 
Table 39. SAPT/aug-cc-pVDZ components (in kcal mol–1) and the number of charge transfer by 
NPA scheme for the NEU-state dominated complexes. 
NEU ES EX IND DISP CT 
FF-NH3 outer -6.84 11.74 -3.48 -2.45 0.04 
ClF-NH3 -0.06 1.45 -0.42 -0.83 0.00 
ClCl-NH3 -16.81 25.97 -8.55 -4.64 0.08 
ClBr-NH3 -31.84 47.32 -17.48 -6.74 0.15 
BrF-NH3 0.58 0.90 -0.31 -0.67 0.00 
BrCl-NH3 -12.84 20.25 -6.27 -4.05 0.06 
BrBr-NH3 -27.02 40.88 -14.30 -6.17 0.13 
FF-PH3 outer -3.31 6.34 -1.95 -1.75 0.02 
ClF-PH3 outer -0.39 1.41 -0.32 -0.91 0.00 
ClCl-PH3 -8.32 -8.32 -4.99 -3.68 0.06 
BrF-PH3 outer -0.15 1.34 -0.32 -0.93 0.00 
BrCl-PH3 -6.04 10.88 -3.36 -3.15 0.04 
BrBr-PH3 -17.99 31.64 -11.72 -5.75 0.13 
 
The electrostatic attraction for NEU-state dominated states is around twice the mag-
nitude of their total induction, which seems to suggest ES dominates the interaction. 
  
213 
However, we have to make sure that the large size of ES attraction does not come from 
the small intermolecular distance induced by charge transfer (Table 39). The total induc-
tion does not follow the trend of electronegativity of the halogen atoms. The complexes 
involving Br have the largest IND energy. Nitrogen donors induce larger SAPT compo-
nents than phosphorous donors. These are not expected for CT, but are expected for ES 
from the ߪ-hole model. Not only can the total induction be explained by the trend of ES, 
also can all the other SAPT components. Therefore, we can conclude that the complexes 
dominated by the NEU diabatic state are mainly bound by the electrostatic interaction. 
Dispersion in these complexes is the smallest attractive force. It only become com-
parable to the total induction when the total interaction is relatively weak (less than 0.06 
electron has been transferred). Therefore, the conclusion that all attractive components 
are important to binding only applies to the very weak interactions. 
The SAPT components of the intermediate complexes between the NEU and CT 
states show less regularity (Table 40). On the one hand, the SAPT components are larger 
for the complexes with phosphorous donors than those with nitrogen donors, and methyl 
groups enhance both electrostatic interaction and induction. Both facts indicate that 
charge transfer is more important. On the other hand, for the series of FF-NMe3, FCl-
NMe3, and FBr-NMe3 complexes, electrostatic interaction is larger when X is larger, 
which is consistent with the electrostatic ߪ-hole model. The total induction terms for this 
series, however, is larger when X is smaller, agreeing with the fact that smaller X is with 
higher electronegativity that facilitates better charge transfer. For some series, (FBr-PMe3, 
ClBr-PMe3, and BrBr-PMe3, for example) the SAPT components show do not agree with 
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either the ES or the CT trend. It is very probable that both ES and CT play important 
roles in these intermediate complexes. Again, dispersion is never significant, as in all the 
other complexes in this study. 
 
Table 40. SAPT/aug-cc-pVDZ components (in kcal mol–1) and the number of charge transfer by 
NPA scheme for the intermediate complexes. 
intermediate ES EX IND DISP CT 
FF-NH3 inner -42.85 90.42 -50.19 -8.20 0.49 
FCl-NH3 -36.13 56.87 -23.31 -7.42 0.19 
FBr-NH3 -44.78 64.71 -26.79 -8.27 0.19 
FCl-PH3 -66.63 127.47 -67.58 -13.32 0.47 
FBr-PH3 -58.72 101.94 -48.77 -11.55 0.35 
ClBr-PH3 -29.73 52.32 -21.45 -7.64 0.22 
FF-NMe3 -47.79 98.71 -72.56 -11.24 0.70 
FCl-NMe3 -71.89 116.16 -56.75 -15.99 0.34 
FBr-NMe3 -74.56 109.20 -50.29 -16.01 0.27 
ClCl-NMe3 -62.32 107.70 -46.97 -14.99 0.35 
ClBr-NMe3 -68.41 104.73 -45.54 -15.53 0.30 
BrCl-NMe3 -56.63 99.87 -40.73 -14.41 0.34 
BrBr-NMe3 -64.01 102.58 -41.55 -15.15 0.29 
FBr-PMe3 -124.82 193.67 -103.90 -19.08 0.54 
ClBr-PMe3 -130.36 205.10 -112.39 -19.65 0.62 
BrBr-PMe3 -119.41 190.27 -101.15 -18.68 0.60 
 
In summary, the nature of NEU-state-dominant complexes is mainly electrostatic. 
These type of complexes include non-methylated donors and halogen atoms of low elec-
tronegativity. The nature for CT/ION-state-dominant complexes is mainly induction, or 
more specifically, charge transfer. These complexes can only be achieved by having me-
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thyl, or electron-donating groups. The methyl groups enhance charge transfer, instead of 
dispersion. They usually lead to stronger intermolecular interactions. The intermediate 
complexes between these two categories must be understood by both electrostatic and 
charge transfer effects. When the donors with methyl groups meet halogen atoms with 
low electronegativity, intermediate complexes will form. 
 
5.3 Conclusions 
The studies in this chapter suggest that CF⋯ߨ interaction is repulsive, but the dipole 
provided by C-F bond can be engaged in other electrostatic interactions. The dihalogen 
⋯ߨ interactions can have different structures for the same complex. This can be ex-
plained by the three diabatic states, the neutral state, the charge transfer state, and the ion-
ic state, which are identified in a series of halogen bond complexes with varying 
strengths and without ߨ electrons.  
The nature of binding for each structure cannot be obtained by only looking at the 
absolute number of that energy component, since electrostatic interaction can be large 
due to penetration even when it is not dominant. Due to the same reason, it is impossible 
to get to the 100% induction vertex of the ternary diagram for intermolecular interaction. 
The nature has to be obtained by comparing the trend of the SAPT components with a 
series of complexes with continuous varying nature. This series is designed and studied. 
It seems that only when both the halogen atoms are of low electronegativity are the com-
plex electrostatic dominated. 
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6 Interaction between Charged Species 
This chapter studies the ߨ⋯ߨ interaction between charged species. To avoid un-
paired electrons, no electrons are added or removed from the ߨ clouds. The molecules 
with charges in their ߪ backbones will be used in this study. Therefore, the two charged 
species are chosen to be trifluoroacetate and guanidinium cation. The ߨ⋯ߨ complex be-
tween the two ions is optimized with constraints, then compared to other structures of this 
complex. 
 
6.1 Structure and Binding 
Seven structures of guanidinium-trifluoroacetate complex were optimized at M06-
2X/6-31g*(5d) level. The structures are shown in Figure 63. Their stability, binding en-
ergies and intermolecular bond critical points are listed in Table 41. To obtain different 
interactions from different parts of the ions, the optimization was performed with con-
straints. Therefore, some of the structures have imaginary frequencies. 
The first structure C is a double hydrogen bond (HB) structure with two HB formed 
by two different donor atoms and two different oxygen acceptors. From T to OHFC, the-
se three structures have bidented HB from one acceptor O atom and two different H at-
oms. The intermolecular distance between the carboxylate O and the guanidinium C in T 
structure is only 2.789 Å, which is well below the sum of their van der Waals radii (1.70 
Å (C) +1.52 Å (O) = 3.22 Å). A bond critical point is also found between the two atoms, 
which might suggest a special interaction. In CF structure, the F atoms of CF3 group have 
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some interaction between the guanidinium H atoms. However, no bond critical point ex-
ists between the F and C atoms. OHFC structure is a constrained optimization structure to 
establish the interaction between F and the C atoms. However, in this structure, still no 
bond critical point was found between F and C. No special interaction is between the F 
on CF3 and the C in guanidinium cation. Due to the loss of some possible F⋯H interac-
tions, OHFC structure has a smaller binding energy than the CF structure. TF is a struc-
ture with only one hydrogen bond, between the oxygen of acetate and a hydrogen atom. 
Unlike the double HB structure, C, the proton has transferred from guanidinium to the 
acetate. In FH, two hydrogen bonds form between the F and H atoms.  
 
Table 41. Binding energy, stability, and intermolecular bond critical points (BCP) for the 
guanidinium trifluoroacetate complexes. 
Structure Binding (kcal mol−1) no. of imag. freq. Position of BCP 
C -110.35 0 OH, OH 
T -103.31 0 OH, OH, CO 
CF -101.02 0 OH, OH, FH, FH, FH 
OHFC -97.89 3 OH, OH 
TF -99.93 0 NH, FH, FH, FH 
FH -69.65 1 FH, FH, FH, FH 





Figure 63. Optimized structures (at M06-2X/6-31g*(5d) level) of the guanidinium trifluoroacetate 
complexes. Distances in Å. 
 
Structure P was optimized while constraining the two molecular planes to be parallel, 
to see whether the ߨ⋯ߨ stacking has an effect on the binding. This constraint leads to 
one imaginary frequency in the structure that leads to a smaller distance between the O 
atom and the H atom in guanidinium ion. In the optimized parallel structure, one of the 
CO bonds is above the carbon atom in the guanidinium ion. The distance between the ox-
ygen atom in the acetate and the carbon atom in guanidinium ion is only 2.752 Å. The 
interplanar distance (2.685 Å) is much closer than that of the displaced parallel benzene 
dimer (~ 3.5 Å), and comparable to those of the linear ߨ conjugated dimers (2.2~2.9 Å) 






















critical points (BCP) that represent O⋯H, N⋯H and ߨ⋯H hydrogen bonds. Only one 
BCP correspond to the stacking of the ߨ planes. This BCP connects the O and C atom 
that has the distance of only 2.752 Å. A cage critical point (CCP) is found between the 
two planes, which is characteristic of the stacking structure.233 The density at the CCP is 
0.00758 a.u., and the Laplacian is 0.03598 a.u., which are a few times larger than the re-
sults by Zhikol et al.233 But this can be rationalized by the smaller interplanar distance. 
Therefore, from the structure and topology study, it is confirmed that the P structure can 
represent a stacking interaction. 
The binding energies in Table 41 are calculated at M06-2X/TZVP counterpoise level. 
The ordering of the total binding energy between the two ions tells us that the cyclic dou-
ble hydrogen bond is more stable than the bidented hydrogen bonds. This is in agreement 
with the simulation study.129 The ߨ⋯ߨ stacking interaction (P) is among the weakest 
ones and is only more stable than the F⋯H hydrogen bonds.  
 
6.2 Binding Trend without Monopole Interactions 
The total interaction energies of the ion pair are very large because it includes the 
electrostatic attraction between an anion and a cation. If we can exclude such monopole 
interaction from the total binding, we can not only make the binding energy smaller, but 
also understand the localized and specific interactions in each configuration. 
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To estimate the energy contribution from the monopole interactions, it is necessary 
to estimate the charge center of the ions. In this study, the charge centers are estimated by 
the dipoles of the separate ions. The expression for the dipole moment is: 
(6.123.) 
where റ݀ is the dipole moment of the ion, ݍ and ݎറ are the charge and the position of each 
atom, and the charge center is: 
(6.124.) 
From the two equations above, the position of the charge center can be related to the di-
pole moment: 
(6.125.) 
The resulting charge centers are very close to the carbon atom of the guanidinium cation 
and the carbon atom of the acetate. Then the monopole interaction for each configuration 
is calculated by the Coulomb’s Law: 
(6.126.) 
The units are switched to kcal mol−1. 
After subtracting the monopole interaction from the total binding energy, we got the 
specific interaction energies for the seven structures, listed in Table 42. 
റ݀ ൌ ෍ݍ௜ݎపሬറ
௜








Table 42. Specific binding (after removing monopole interactions, in kcal mol−1) of guanidinium 
trifluoroacetate complexes. 
 Specific Binding  Specific Binding 
C -23.49 TF -24.61 
T -0.28 FH -7.90 
CF -15.57 P 26.37 
OHFC -17.36   
 
The order of binding changes dramatically after excluding the monopole interaction. 
Now we see that the structure TF with proton transfer has the largest specific binding. 
Bidented hydrogen bonds are weaker than the cyclic double HB. Although the T structure 
has a bidented hydrogen bond, the specific interaction is almost 0. It means that the C⋯O 
interaction is probably very unstable if we don’t consider the electrostatic attraction it 
brings. FH structure has favorable F⋯H hydrogen bond; the total binding energy of FH 
structure in the previous part is the smallest mainly because the distance between the two 
ions is too large. The P configuration has a large repulsive specific interaction; it is com-
pensated by the extremely small distance between the positive and negative charge cen-
ters. This could be explained by the large exchange repulsion introduced by the delocal-
ized system (Section 3.3.4) or the unfavorable quadrupole interaction49 of the directly-
stacked ߨ-clouds (Section 3.1.2 and 3.1.3). The symmetry-adapted perturbation studies 




6.3 Perturbation Studies 
After comparing the total binding order by MP2/aug-cc-pVDZ with that by DFT-
SAPT/aug-cc-pVDZ, we found out that without the ߜܧுி term, the binding energy order 
of the seven complexes is the same as the MP2 binding energy order. Besides, the DFT-
SAPT total binding is closer to the MP2 ones. So this ߜܧுி term is excluded and only the 
second order terms provided by SAPT-DFT are studied in the following section. 
 
Table 43. DFT-SAPT components (with aug-cc-pVDZ basis sets) of guanidinium trifluoroacetate 
complexes. “spec ES” and “spec TOT” mean the electrostatic interaction and the total binding 
after removing monopole interactions. The total binding does not include the ߜܧுி term. “def” 
means the monomer deformation energy. (Energies in kcal mol−1) 
  C T CF OHFC TF FH P 
ES -130.24 -121.60 -117.14 -108.26 -146.26 -75.21 -111.48
spec ES -43.39 -18.57 -31.68 -27.73 -70.94 -13.46 8.72 
EX 56.16 38.57 43.32 37.06 103.12 18.12 31.01 
IND -21.97 -14.00 -16.47 -16.05 -74.69 -7.12 -7.49 
DISP -10.66 -10.42 -10.97 -8.91 -16.93 -6.40 -12.18 
TOT -106.71 -107.45 -101.25 -96.16 -134.75 -70.60 -100.14
spec TOT -19.85 -4.42 -15.80 -15.63 -59.43 -8.86 20.06 
TOT + def -100.10 -98.91 -95.01 -92.13 -53.57 -68.78 -91.52 
MP2/aug-cc-pVDZ CP -108.90 -101.25 -99.25 -96.70 -97.77 -69.99 -90.63 
spec TOT + def -13.25 4.12 -9.55 -11.60 21.75 -7.03 28.68 
 
TF has a very large SAPT-DFT total binding energy, which is very far away from 
the MP2 one. This could be due to the large deformation of the monomers. However, af-
ter taking account of the deformation energies of the ions, the SAPT-DFT total binding 
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energy becomes much too small. It is possible that for a structure with such large mono-
mer deformation, second order intermolecular is not sufficient. Therefore, in the discus-
sion below, the TF structure is excluded. 
Overall, even after removing the monopole interaction between ions, the electrostatic 
interaction is still the largest stabilizing force. This electrostatic attraction comes from the 
local hydrogen bonds. As expected, a cyclic double hydrogen bond is more electrostatic 
attractive than the bidented hydrogen bonds. And the F⋯H hydrogen bonds are less elec-
trostatic attractive than the O⋯H hydrogen bonds. This trend is the same as the total spe-
cific binding energy. Induction and dispersion is usually around half the size of the spe-
cific electrostatic attraction. Except P, induction is always slightly larger than dispersion. 
This attraction partly comes from the charge transfer effect of the hydrogen bonds in C, T, 
CF, and OHFC. For the FH complexes, in which the hydrogen bond is weak, this induc-
tion term may also come from the deformation of the ߨ clouds because it is very near to 
an electric charge. Only P has a larger dispersion than induction. It also has the smallest 
EX/DISP ratio, which is consistent with the larger “contact” area introduced by the stack-
ing structure. In fact, P can be thought of as a “dispersion-dominated” structure, because 
if we exclude the monopole attraction, dispersion is the largest stabilization force in P. 
But this “dispersion-dominated” structure is in its repulsive region since the intermolecu-
lar distance is so small that exchange repulsion is much larger than the attractive forces. 
The ordering of each SAPT-DFT component is listed below:  
ES:  C  > T > CF > P > OHFC > FH 
Spec ES (< 50 kcal mol−1):  C  > CF  > OHFC >T  > FH  > P 
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EX (< 60 kcal mol−1): C  > CF  > T  > OHFC  > P  > FH 
IND (< 22 kcal mol−1): C  > CF  > OHFC  > T  > P  > FH 
DISP (<13 kcal mol−1): P  > CF  > C  > T  > OHFC  > FH 
Specific ES, EX, and IND almost follow the same order, except for T and P. P has 
repulsive specific ES probably because of the unfavorable quadrupole interaction. Com-
paring T with OHFC, we could see that C⋯O interaction could be unfavorable than F⋯H 
hydrogen bonds since it introduce larger exchange repulsion and smaller ES attraction. 
Dispersion is the smallest stabilization force and follows a different trend. P has the larg-
est dispersion term probably because it has the largest contact. 
In general, even after excluding the monopole interaction, the specific ES is still the 
largest stabilizing force for the complexes (except P). The SAPT-DFT components gen-
erally follow the same ordering with only a few exceptions. Although P has good contact 
between the ions, the repulsive specific ES makes it a less stable species. 
The stacking structure P that favors the ߨ⋯ߨ interactions is not a stable structure. 
The hydrogen bonded structures are much more favorable than this structure. This is con-
sistent with the non-stacking structure130 and the large interionic distance.129 From the 
electrostatic point of view, the stacking brings the ion closer to allow better monopole 
interactions. In fact it has the largest monopole attraction in all the structures. But the ߨ 
cloud is destructive to such attraction, because it prevents smaller distance, because of the 
repulsive quadrupole interactions. What’s more, the stacking structure prevents the elec-
trostatically attractive hydrogen bonds from forming, resulting in a smaller total electro-
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static attraction than other structures. This structure does allow better dispersion interac-
tion. But since dispersion is the least significant term in the DFT-SAPT analysis, the bet-
ter ߨ⋯ߨ dispersion interaction cannot have much effect on the stabilization of this con-
figuration. The small interplanar distance is only due to the monopole attractive interac-
tions. In all, ߨ⋯ߨ interaction, either in the electrostatic or in the dispersive way, does not 
help the binding of the guanidinium-trifluoroacetate ion pair. 
 
6.4 C⋯O Special Interaction: Does It Exist? 
The AIM analysis and the intermolecular distance of the T structure seem to suggest 
a special C⋯O interaction. But the energy decomposition analysis suggests that such in-
teraction is repulsive. This section will be devoted to understand this phenomenon.  
Keeping the O⋯H distance the same (within 0.01 Angstrom), the acetate is rotated 
away from the guanidinium ion to remove the C⋯O and F⋯H interactions in T and CF 
structures as in Figure 64. SAPT-DFT analysis were done on the rotated structures and 
compared to the original results. 
The difference between T and T’ could be mostly attributed to C⋯O interaction, and 
that between CF and CF’ to H⋯F interactions. The difference between T’ and CF’ is 
considered to be due to the changes in distance in the bidented hydrogen bond. These en-






Figure 64. Removing C⋯O and F⋯H interactions from T and CF, respectively. 
 
Table 44. Effect of C⋯O and F⋯H interactions (in kcal mol−1) on DFT-SAPT components. 
ܧେ⋯୓ Δܧୌ୆ ܧ୊⋯ୌ 
ΔES -22.30 -9.20 -6.00 
ΔEX 16.96 20.24 4.30 
ΔIND -1.02 -4.80 -0.16 
ΔDIS -5.19 -2.62 -3.45 
ΔTOT -11.55 3.62 -5.30 
ΔES - Δmonopole -4.95 -8.51 -6.91 
real ΔTOT 5.80 4.32 -6.21 
 
After subtracting the monopole ES attraction, unlike F⋯H hydrogen bonds, C⋯O in-
teraction contributes repulsively to the total binding. It can be now understood that the T 
conformer is stable only because it allows the positive and negative charge centers to be 
T T’ (without C⋯O) 
CF CF’ (without F⋯H) 
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closer. While the centers are closer, come favorable interactions must be compromised, 
such as the O⋯H interaction.  
It is also interesting to know why there is a bond critical point between C and O in T, 
but not between C and F in CF or OHFC. In CF, the F is not directly pointing to C; this is 
also confirmed by the imaginary frequency of -CF3 rotation in OHFC. It is probably be-
cause of the stability of the acetate. In the free acid, F wants to at the opposite position to 
the single-bonded O, for the possibility of hyper-conjugation from lone pair (O, sp3) to 
ߪ∗(CF). In CF, the O forming the bidented hydrogen bond has more single-bond or sp3 
character, so it is not favorable for F to also point to the guanidinium ion. The fact that F 
does not point directly to C indeed prevents a BCP to form between F and C. This is con-
firmed by rotating the COO- group in T by 20º so that O does not directly point to C. Af-
ter the rotation, the CO bond critical point disappears and a H⋯O BCP appears. Another 
reason that there is no BCP between C and F is that F does not have enough negative 
charges. The charge on the O in the C⋯O interaction is constrained to be 0 and -1, and 
the T structure is optimized again using constrained DFT. When the negative charge on O 
is small, the BCP between C and O disappears. 
 
6.5 Conclusions 
By removing the monopole attraction, ion pair interaction could be understood by 
the common ways we understand neutral complexes. The one-to-one hydrogen bond is 
stronger than the bidented ones. O⋯H hydrogen bonds are stronger than the F⋯H ones. 
F⋯H interaction in CF complex is attractive, while the C⋯O interaction in T is repulsive.  
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ߨ⋯ߨ interaction does not help the binding, because it only improves dispersion, but 
it is the least significant term in all the attractive forces. It hinders electrostatic attraction 
because the electrostatically hydrogen bonds cannot form in the stacking configuration. 
The existence of a bond critical point between C and O in the T structure could be 





7 Conclusions and Outlook 
Three types of intermolecular interactions involving ߨ-rich molecules are studied in 
this thesis. The neutral ߨ complexes are dominated by dispersion, the halogen containing 
complex by charge transfer, and the charged interactions by electrostatic interactions. 
For the neutral ߨ-rich complexes, the ߨ electrons can provide electrostatic interac-
tion to the ߪ backbone of the other monomer. They contribute to the dispersion energy 
mainly by the ߪ ↔ ߨ  orbital interactions. The decomposition of dispersion will have 
clearer meaning and will be more helpful when used for calibration of empirical expres-
sion for dispersion. 
For the halogen bonded complexes involving π  donors, three diabatic states are 
found to be important for each complex. Three minima could be found for ethylene-F2 
complex because the ߨ donor is more diffuse than a normal lone pair. If the coupling be-
tween the diabatic states can be studied, then the potential surface for such complexes 
will be understood better. 
For the interaction between charged ߨ-rich species, it is found that the stabilities are 
greatly affected by the monopole attraction/repulsion. The ߨ electrons do help to increase 
dispersion in the stacking structure, but since dispersion is the least important term, such 
increase does not have a significant effect on the overall stability. 
This thesis also reveals the effect of penetration on electrostatic attraction in many 
systems, which has been earlier suggested by Stone and observed by Hohenstein et al. 
and Slipchenko et al.224,225 Such effect is not directional, and it will be significant when 
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the normal multipole interaction is small or when the intermolecular distance is greatly 
reduced. This new source of electrostatic attraction still needs further quantitative studies 
to clarify its behavior. Furthermore, new energy decomposition methods could be pro-
posed to separate the classical electrostatic interaction and this penetration attraction. 
The understanding of dispersion is also improved from an additive point of view. 
Dispersion is divided into orbital contributions, and such orbital contributions are helpful 
to understand equilibrium distance of complexes. If localized orbitals are used in the de-
composition, the resulting orbital contributions serve as good benchmarks for empirical 
representations of dispersion. This type of dispersion decomposition will benefit from 
modifications in computational software to reduce computation complexities, and the ad-
vance in perturbation theory using arbitrary non-eigen functions of the monomer Hamil-
tonians. 
The methods to study the interaction between two molecules at 0 K is more of less 
well-developed, and most studies on intermolecular interactions are focused on two-body 
interactions at 0 K. However, in reality, large quantities of molecules interact together, at 
finite temperatures. It is not clear whether it is correct to generalize the conclusions ob-
tained with two-body interactions at 0 K to the real world. It is already known that the 
crystal packing of many molecules is different from their dimer structures.234 And when 
the entropy effect is included, the most probable dimer structure can change.235 Therefore, 
more work on the many-body (molecule) interactions and the statistical and dynamic ef-
fects in intermolecular interaction is needed. Regarding the many-body effect, we first 
need to calibrate the current methods to optimize the complex structure and to calculate 
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the total binding energy, to ensure they give realistic results. Then more methods to ana-
lyze the nature of binding in the multi-mer, like 3b-SAPT,236 should be invented. Wheth-
er the AIM, NBO, Morokuma, and the orbital interaction methods could be extended to 
the many-molecule case is also a question. To investigate the statistical and dynamic ef-
fect, it is very important to have an accurate yet fast method to calculate the energy, the 
energy components (electrostatic, repulsion, dispersion, etc.) and their gradients. It would 
be best if we can turn on and off many-body effects, dispersion,237 or charge transfer in 
the dynamic simulations. This will provide much more information than just having one 
accurate run. However, these will all depend on the development of the DFT, MP2 and 
the empirical methods that accurately describe both the equilibrium structures and non-
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Appendix 
1. CASSCF Study on Diabatic States 
In many molecular orbital methods, the functions that make up the Slater 
determinant is taken as the eigenstates of the Fock operator and are not changed during 
perturbation or during the optimization of the coefficients in front of the ground-state and 
excited determinants. If these eigenstates that constitutes the determinants can also be 
variationally changed, it will introduce more degrees of freedom in the wavefunction and 
result in more correlation energy using a limited amount of determinants. The method to 
simultaneously optimize the LCAO coefficients ܿఓ௜ of molecular orbitals: 
(A1.1.) 
and the configuration interaction coefficients ܿ஺ of excited determinants: 
(A1.2.) 
is called the Multi-Configuration Self-Consistent Field (MCSCF) method. 1 
One important example of the MCSCF method is the Complete-Active-Space Multi-
Configuration Self-Consistent Field (CASSCF) method. In this method, a few of the 
high-energy occupied orbitals and low-energy virtual orbitals are chosen as the Active 






in the active space. Full CI calculation is performed on these electrons and the selected 
orbitals. 
Two numbers must be provided to define the active space. One is the number of 
electrons involved in the FCI calculation; the other is that of orbitals. For example 
CASSCF(2,3) means two electrons are in the active space of three orbitals, which are 
HOMO, LUMO and LUMO+1. 
CASSCF calculations with appropriate active spaces usually yield adiabatic states. 
To get the diabatic states, the following procedure is used to convert the CASSCF(2,2) 
many-determinant wavefunction the Perfect Paring Geveralized Valence Bond (GVB-
PP(1)) wavefunction that only contains one chemical bond, in the hope of getting the 
states that corresponds to the NEU, CT, and ION states. 
Generalized VB method2,3 uses many configurations of localized orbitals to describe 
a chemical system, so it can provide good wavefunction representations of the diabatic 
states, such as the reactant state and product state, which are essential to chemical 
understanding. Since GVB involves more than one configuration, it has an intrinsic 
relation to the multi-configuration methods. When only one chemical bond is in 
consideration, the GVB is equivalent4 to the CASSCF(2,2) method. 
A CASSCF(2,2) wavefunction for a singlet system is 
(A1.3.) 
|ߔ஼஺ௌۧ ൌ |߶ଵߙሺ1ሻ߶ଵߚሺ2ሻۧ ൅ ܿଶ|߶ଶߙሺ1ሻ߶ଶߚሺ2ሻۧ൅ܿଵ|߶ଵߙሺ1ሻ߶ଶߚሺ2ሻۧ െ ܿଵ|߶ଶߙሺ1ሻ߶ଵߚሺ2ሻۧൌ ሼ߶ଵሺ1ሻ߶ଵሺ2ሻ ൅ ܿଶ߶ଶሺ1ሻ߶ଶሺ2ሻ൅ܿଵሾ߶ଵሺ1ሻ߶ଶሺ2ሻ ൅ ߶ଶሺ1ሻ߶ଵሺ2ሻሿሽሺݏ݌݅݊ሻ
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where |⋯ |  denotes determinant and ሺspinሻ ൌ ሼߙሺ1ሻߚሺ2ሻ െ ߚሺ1ሻߙሺ2ሻሽ . On the other 
hand, the unnormalized GVB wavefunction is 
(A1.4.) 
The localized orbitals ߰ଵ, ߰ଶ can be expressed as linear combinations of the canonical 
orbitals ߶ଵ, ߶ଶ: 
(A1.5.) 
where normalization is ignored. By expanding ߰ଵ,ଶ , the GVB wavefunction can be 
expressed as: 
(A1.6.) 
Comparing Equations (A1.3) and (A1.6), there is a relation between ܿଵ, ܿଶ and ܽ, ܾ. 
That is to say, if we have the coefficients ܿଵ and ܿଶ from the CASSCF(2,2) calculation, ܽ 
and ܾ, which are the coefficients to get the localized orbitals in GVB, can be calculated. 
Therefore, from the CASSCF(2,2) calculation, the localized orbitals between which a 
chemical bond is formed can be obtained. This will be useful to connect the strong 
intermolecular interaction to chemical bonds in the dihalogen-donor complexes. 
This procedure is tested on the ClF-PH3 complex, which needs three diabatic states 
to describe the three minima of it. The difference among the three diabatic states only 
differ in the configuration of four electrons, which are the two electrons in the PH3 lone 
pair, and two in the FCl ߪ bonding orbital. Only three orbitals are associated with these 
|ߔீ௏஻ۧ ൌ ሺ|߰ଵሺ↑ሻ߰ଶሺ↓ሻۧ െ |߰ଵሺ↓ሻ߰ଶሺ↑ሻۧሻൌ ሼ߰ଵሺ1ሻ߰ଶሺ2ሻ ൅ ߰ଶሺ1ሻ߰ଵሺ2ሻሽሺݏ݌݅݊ሻ
߰ଵ ൌ ߶ଵ ൅ ܽ߶ଶ߰ଶ ൌ ߶ଵ ൅ ܾ߶ଶ
|ߔீ௏஻ۧ ൌ ሼ2߶ଵሺ1ሻ߶ଵሺ2ሻ ൅ 2ܾܽ߶ଶሺ1ሻ߶ଶሺ2ሻ൅ሺܽ ൅ ܾሻሾ߶ଵሺ1ሻ߶ଶሺ2ሻ ൅ ߶ଶሺ1ሻ߶ଵሺ2ሻሿሽሺݏ݌݅݊ሻ.	
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four electrons, the three pz orbitals of F, Cl and P. So firstly, a HF calculation is done for 
the relaxed structures (at MP2/aug-cc-pVDZ level) at each intermolecular distance, to 
identify the three relevant orbitals. Two of them are occupied and one of them is empty. 
After that, a rotation is made to make sure two of them form the active space of the 
CASSCF(2,2) calculations. There are three ways to choose two orbitals from three, so in 
total three types of CASSCF(2,2) calculations are possible for each intermolecular 
distance. Then the procedure discussed above is used to find out which two atoms in F, 
Cl and P forms a bond in each calculation. If the bond is between F and Cl, then it might 
represent the NEU state. If the bond is between Cl and P, it might be the ION state. If the 
bond is between P and the whole FCl moiety, then it might represent the CT state. The 
energy of the GVB wavefunctions should be the same as the CASSCF(2,2) calculations. 
The energies for the CASSCF calculations are shown in Figure A1. Unfortunately, at 
small intermolecular distances, the orbitals are so delocalized in the whole complex that 
the bonding atoms cannot be identified. At large distance, state c is clearly the CT state, 
with a bond between P and the ClF molecule. However, both the states a and b represent 
the NEU state, because state a has a bond between the Cl and F atoms, and state b has a 
bond between two orbitals on P. In conclusion, the CASSCF(2,2) wavefunction cannot be 
used to study the diabatic states. This is because at small intermolecular distances the 
diabatic states do not have clear meanings and at large distances, it provides no 
information on the ION state. 
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Figure A1. Distance dependence of the energies (in Hartrees) of the diabatic states of ClF-PH3 


















(a) F-P distance = 1.6 Å 
state a state b state c 
(b) F-P distance = 2.0 Å 
state a state b state c 
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Figure A2. The orbitals that form bonds in states a, b, and c for ClF-PH3 complex, calculated by 
CASSCF(2,2) with cc-pVDZ basis sets 
 
2. Comparison of the Methods to Study the Nature of the Complexes 
To find out a suitable method to study it, SAPT/aug-cc-pVDZ up to second order, 
bond energy details analysis at M06-2X/ADZP level, and Morokuma analysis with 
HF/aug-cc-pVDZ densities are performed. SAPT and Morokuma analysis are typical 
methods to decompose intermolecular binding energies, while bond energy details 
analysis (BEDA) in ADF is more suitable for strong bindings, such as chemical bonds. 
Since the binding energies for the complexes can be very large, BEDA is involved just in 
case the intermolecular methods break down when the binding becomes strong. The 
functional M06-2X is chosen because 1) it is among the few functionals that accounts for 
the long-range correlation, and 2) it reproduces the two minima found for FF-NH3 at 
MP2/aug-cc-pVDZ level. However, for a few complexes (ClF-NMe3, FF-PMe3, ClCl-
PMe3, and ClBr-PMe3), M06-2X functional has resulted in erroneously large exchange 
state c state a 
(c) F-P distance = 3.3 Å 
state b 
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repulsion and orbital interactions. In these cases, the hybrid functional B3LYP is used for 
BEDA. 
 
Figure A3. Plot of electrostatic interaction (SAPT, in kcal mol−1, vertical axis) against total 
induction (SAPT, in kcal mol−1, horizontal axis)  
 
In Table A1, electrostatic interaction and exchange repulsion obtained with different 
methods will be compared. The total induction in SAPT will be compared to the orbital 
interaction in BEDA, and CT in Morokuma analysis in Table A2. The total induction is 
defined to be the sum of the second order induction and the ߜܧுி term, which contains 
the higher order induction effect in the HF binding energy. This is because the ߜܧுி term 
is very large for the methylated complexes, and it is too time-consuming to calculate the 
third order induction. Dispersion is only obtainable by SAPT analysis (Table A2), so 
there is no way to compare it to other methods to judge its accuracy. Fortunately, 
dispersion is the smallest stabilization force; therefore, its inaccuracy cannot affect the 











Table A1. Electrostatic interaction and exchange repulsion (in kcal mol−1) obtained by different 
methods for the series of D-XY complex in study 
BEDA SAPT Morokuma BEDA SAPT Morokuma 
NH3  ES ES ES EX EX EX 
FF outer -6.84 -6.77 -4.12 8.61 11.74 16.06 
FF inner -43.82 -42.85 -47.31 85.73 90.42 124.79 
FCl -36.53 -36.13 -36.58 50.67 56.87 52.53 
FBr -44.69 -44.78 -59.05 57.70 64.71 139.67 
ClF 0.03 -0.06 0.36 0.66 1.45 1.24 
ClCl -16.67 -16.81 -16.28 20.84 25.97 23.44 
ClBr -31.51 -31.84 -35.64 41.35 47.32 89.00 
BrF 0.65 0.58 2.68 0.06 0.90 1.34 
BrCl -12.67 -12.84 -9.92 15.56 20.25 34.22 
BrBr -26.64 -27.02 -27.99 34.89 40.88 72.75 
 
Table A1 continued. 
ES BEDA SAPT Morokuma BEDA SAPT Morokuma 
NMe3  ES ES ES EX EX EX 
FF -47.56 -47.79 -50.89 88.73 98.71 129.83 
FCl -68.90 -71.89 -72.10 106.24 116.16 112.53 
FBr -70.95 -74.56 -102.11 97.94 109.20 219.85 
ClF -43.33 -44.72 -42.27 91.86 99.13 98.80 
ClCl -59.16 -62.32 -60.85 94.70 107.70 102.64 
ClBr -64.83 -68.41 -84.29 94.02 104.73 182.00 
BrF -41.67 -43.88 -40.92 89.03 100.76 100.30 
BrCl -53.81 -56.63 -65.06 86.90 99.87 151.52 
BrBr -60.55 -64.01 -76.09 89.62 102.58 165.37 
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Table A1 continued. 
ES BEDA SAPT Morokuma BEDA SAPT Morokuma 
PH3  ES ES ES EX EX EX 
FF inner -189.04 -183.10 -256.08 438.27 416.36 586.20 
FF outer -3.26 -3.31 -3.25 3.85 6.34 10.26 
FCl -64.25 -66.63 -73.97 120.14 127.47 139.09 
FBr -56.55 -58.72 -105.54 94.06 101.94 221.97 
ClF outer -0.42 -0.39 -0.12 0.61 1.41 1.49 
ClF CT -78.35 -78.10 -100.29 169.31 175.57 236.72 
ClF inner -190.72 -172.33 -260.90 420.66 427.56 577.61 
ClCl -8.13 -8.32 -9.34 10.50 14.81 15.41 
ClBr -29.05 -29.73 -47.10 45.78 52.32 105.89 
BrF outer -0.08 -0.15 0.84 0.07 1.34 2.23 
BrF CT --- -63.50 -64.51 --- 142.06 149.50 
BrF inner -202.22 -176.18 -221.10 439.64 423.99 488.45 
BrCl -5.87 -6.04 -7.05 7.17 10.88 21.45 
BrBr -17.66 -17.99 -26.37 25.84 31.64 63.03 
 
Table A1 continued. 
ES BEDA SAPT Morokuma BEDA SAPT Morokuma 
PMe3  ES ES ES EX EX EX 
FF -219.62 -219.03 -294.13 489.4 470.65 659.33 
FCl -130.98 -144.35 -209.44 236.73 248.55 437.57 
FBr -112.40 -124.82 -132.12 179.40 193.67 207.38 
ClF -230.16 -201.50 -295.91 495.25 484.51 653.30 
ClCl -157.74 -170.63 -176.89 292.76 295.68 327.17 
ClBr -117.03 -130.36 -175.64 --- 205.10 352.12 
BrF -67.35 -72.95 -74.56 142.33 155.67 171.29 
BrCl -150.49 -165.29 -213.79 277.32 289.61 450.80 
BrBr -107.14 -119.41 -156.56 176.15 190.27 316.26 
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The electrostatic interaction energies from BEDA and SAPT are in good agreement. 
But those from Morokuma analysis are always larger than from the other two methods by 
more than 30%. The same is observed for the exchange repulsion. This shows that 
intramolecular correlation reduces the sizes of the first order interaction energies. The 
orbital interaction energies in BEDA agree very well with the total induction in SAPT, 
but not well with the second order induction. This suggests that higher order induction 
cannot be neglected in such strong-binding complexes. Morokuma analysis does not give 
reasonable numbers at all. The charge transfer energy (CT) itself is much too large than 
the expected orbital interactions (Figure A4). When the polarization energy (PL) is 
included, the total induction energy (CT+PL) are almost twice the size of CT, which 
deviates further more from the expected orbital interaction energies. The large size of the 
MIX term in the Morokuma analysis also suggest the induction energies CT and PL are 
not reliable since the coupling between the Morokuma energy terms are very large. 
Charge transfer (in number of electrons) for each complex is calculated by the change in 
NPA charges (MP2/aug-cc-pVDZ density). A plot of the orbital interaction energy 
against the charge transfer is shown in Figure A5. The good correlation between the two 
quantities indicates an inner connection. It is highly possible that charge transfer is 





Table A2. Induction, dispersion (both in kcal mol−1) and charge transfer (CT, in number of 
electrons) in the D-XY complexes 
IND BEDA Morokuma SAPT Dispersion CTb  
NH3  Orbital interaction CTa  tot IND Dispersion NPA 
FF outer -5.96 -2.41 -3.48 -2.45 0.04 
FF inner -63.04 -49.92 -50.19 -8.20 0.49 
FCl -28.72 -21.81 -23.31 -7.42 0.19 
FBr -31.31 -77.96 -26.79 -8.27 0.19 
ClF -0.88 -0.32 -0.42 -0.83 0.00 
ClCl -10.92 -8.84 -8.55 -4.64 0.08 
ClBr -20.61 -40.47 -17.48 -6.74 0.15 
BrF -0.81 --- -0.31 -0.67 0.00 
BrCl -8.46 -8.93 -6.27 -4.05 0.06 
BrBr -17.47 -30.03 -14.30 -6.17 0.13 
IND BEDA Morokuma SAPT Dispersion CTb  
PH3  Orbital interaction CTa  tot IND Dispersion NPA 
FF inner -373.65 -717.06 -370.86 -25.16 1.32 
FF outer -3.67 -1.95 -1.95 -1.75 0.02 
FCl -77.68 -119.23 -67.58 -13.32 0.47 
FBr -56.85 -162.78 -48.77 -11.55 0.35 
ClF outer -0.82 -0.41 -0.32 -0.91 0.00 
ClF CT -115.87  -109.49 -15.08 0.72 
ClF inner -321.10 -1115.19 -348.61 -29.05 1.32 
ClCl -6.79 -6.62 -4.99 -3.68 0.06 
ClBr -25.84 -55.35 -21.45 -7.64 0.22 
BrF outer -0.74 -0.58 -0.32 -0.93 0.00 
BrF CT --- -595.05 -74.84 -13.56 0.64 
BrF inner -323.21 -1031.64 -328.54 -31.26 1.29 
BrCl -4.99 -5.07 -3.36 -3.15 0.04 
BrBr -15.00 -24.67 -11.72 -5.75 0.13 
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Table A2 continued 
IND BEDA Morokuma SAPT Dispersion CTb  
NMe3  Orbital interaction CTa  tot IND Dispersion NPA 
FF -88.56 -209.86 -72.56 -11.24 0.70 
FCl -67.15 -59.09 -56.75 -15.99 0.34 
FBr -57.06 -186.74 -50.29 -16.01 0.27 
ClF -77.95 -677.08 -55.87 -12.65 0.67 
ClCl -56.18 -55.19 -46.97 -14.99 0.35 
ClBr -52.08 -576.94 -45.54 -15.53 0.30 
BrF -65.62 -726.95 -50.43 -13.33 0.66 
BrCl -50.61 -93.68 -40.73 -14.41 0.34 
BrBr -48.87 -330.90 -41.55 -15.15 0.29 
IND BEDA Morokuma SAPT Dispersion CTb  
PMe3  Orbital interaction CTa  tot IND Dispersion NPA 
FF -426.65 -942.46 -455.03 -26.25 1.43 
FCl -167.26 -437.48 -158.56 -22.96 0.73 
FBr -113.95 -252.62 -103.90 -19.08 0.54 
ClF -420.90 -1427.19 -442.64 -31.83 1.45 
ClCl -195.25 -442.03 -194.72 -25.26 0.86 
ClBr --- -651.20 -112.39 -19.65 0.62 
BrF -106.86 -797.69 -102.93 -15.18 0.75 
BrCl -187.29 -454.11 -184.90 -24.74 0.85 
BrBr -109.50 -320.39 -101.15 -18.68 0.60 
a The charge transfer energy CT in Morokuma analysis 
b The number of electrons transferred from the donor to the dihalogen molecule 
 
From the comparison above, it seems that SAPT analysis gives reasonable energies 
for electrostatic interaction, exchange repulsion, and induction. What’s more, it gives 
dispersion energy that is not obtainable in other methods. In the following analysis, the 
SAPT energy components will be used to analyze the nature of the complexes. 
 254 
 
Figure A4. The demonstration of the failure of the Morokuma analysis. The horizontal axis 
denotes the Orbital Interaction in BEDA, and the vertical axis the CT interaction in Morokuma 
analysis and the total induction in SAPT analysis. All energies in kcal mol−1. 
 
 
Figure A5. Plot of orbital interaction energy (in kcal mol−1, vertical axis) against charge transfer 
(in electrons, horizontal axis) for the D-XY complexes. The range for CT in the plot is from 0 (no 
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3. Effect of Electron-Donating Groups 
The significant impact of methyl groups to stabilize the halogen bonding is quite 
obvious from the six subsections above. And it is also observed that F2 molecule is much 
more sensitive to the presence of methyl group than Cl2 and Br2. To understand the 
mechanism that methyl groups stabilize such complexes, the Born-Habor cycle (Figure 
A6) is used to decompose the binding energy into three parts, heterolytic cleavage energy 
Eclv, halogen cation affinity of donor Eaff, and the ionic interaction energy Eion. 
 
Figure A6. The Born-Habor cycle to decompose the binding energy into Eclv, Eaff, and Eion. 
 
For simplicity, we only consider on for complexes, FF-NH3, FF-NMe3, ClCl-NH3, 
and ClCl-NMe3. The three components of binding energies are listed in Table A3. The 
presence of methyl groups significantly lowers Eaff; also it is in Eaff that F2 and Cl2 shows 
significant difference (up to 10 kcal mol−1). So we will focus on the X+ affinity of 




Table A3. Energy components (in kcal mol−1) of binding energy 
 Binding Eclv  Eaff  Eion  
FF-NH3  -2.93 437.62 -287.08 -153.48 
FF-NMe3  -27.36 437.62 -369.26 -95.73 
Me diff in F -24.43 0.00 -82.18 57.75 
ClCl-NH3  -6.58 309.90 -142.09 -174.39 
ClCl-NMe3  -18.08 309.90 -214.67 -113.31 
Me diff in Cl -11.5 0.00 -72.58 61.08 
 
In Figure A6, the positive charge on X+ is delocalized to the donor. The better the 
donor dissipates the charge, the larger affinity it has towards X+. From the NPA charges 
it is clear that methyl groups are indeed better. From NMe3 to FNMe3+, each H atom on 
CH3 groups accepted around +0.07 unit charges, giving a total stabilization of +0.42 unit 
charges together with the C atoms. On the other hand, from NH3 to FNH3+, each H atom 
accept more than +0.1 unit charge, yet only +0.3 unit charge are stabilized in all. What’s 
more, the positive charges stabilized by methyl groups are delocalized to a much larger 
space because the H atoms are further away from one another, which lead to more 
stabilization. From the electron density changes (Figure A7) upon forming the halogen 
bond complex, it is quite clear the all H atoms on methyl groups donate more electrons 
and are properly distributed to avoid too much electrostatic repulsion. 
If we accept the point above that the role of methyl groups/electron-donating groups 
are electron reservoirs to neutralize the positive charge on X+, we can understand why 
Eaff of F+ respond to methyl groups better than that of Cl+. When an N-F bond is formed, 
due to the difference in electronegativity, F should bear negative charges and N positive 
ones. However, before forming the bond F has a positive charge, so there is a great 
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demand for electrons for F, to change from being positively charged to negatively 
charged. H atoms on N alone cannot provide enough electrons, and that is why methyl 
groups make a significant distinction. But when a Cl-N bond is formed, Cl should bear 
positive charges because it is of less electronegativity than N. During the formation of Cl-
N bond, the charge on Cl, although reduces, keeps positive. There is less demand for 




Figure A7. Density change plot of FF-NMe3 and FF-NH3 at their equilibrium structures. Green 
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