Summary. We compute numerically eigenvalues and eigenfunctions of the Laplacian in a three-dimensional hyperbolic space. Applying the results to cosmology, we demonstrate that the methods learned in quantum chaos can be used in other fields of research.
where u is the displacement of the membrane. Fixing the membrane to its frame gives rise to Dirichlet boundary conditions, u(x, t) = 0 ∀x ∈ ∂D.
A Fourier transformation,
allows us to eliminate the time-dependence. The sound of the drum is determined by the eigenvalues of the time-independent Helmholtz equation,
which is nothing else than the eigenvalue equation of the (negative) Laplacian inside the domain D.
Another example is the propagation of electromagnetic waves in a twodimensional system D, see figure 1 top middle. Each component of the electric and magnetic field is again subject to the Helmholtz equation (1). Placing (super)conducting materials around D yields Dirichlet boundary conditions (2). Electromagnetic waves inside D can only be transmitted and received, if their frequencies are in the spectrum of the Laplacian.
Of special interest to this proceedings is quantum chaos which yields our next example, see figure 1 top right. A non-relativistic point particle moving freely in a manifold resp. orbifold D is described by the Schrödinger equation
with appropriate boundary conditions on ∂D. Scaling the units to = 2m = 1, and making the ansatz
gives the time-independent Schrödinger equation,
The statistical properties of its spectrum and its eigenfunctions are a central subject of study in quantum chaos.
In sections 8 and 9 we present some of the statistical properties of the solutions of the eigenvalue equation (7). But before, in sections 3-5 we introduce the three-dimensional hyperbolic system we are dealing with, and in sections 6 and 7 we develop an efficient algorithm that allows us to compute the solutions numerically.
From section 10 on we apply the results of the eigenvalue equation of the Laplacian to the universe, see figure 1 bottom, and compute the temperature fluctuations in the cosmic microwave background (CMB). This final example demonstrates that the methods learned in quantum chaos can be successfully used in other fields of research even though the physical interpretation can differ completely, e.g. metric perturbations and temperature fluctuations in cosmology instead of probability amplitudes in quantum mechanics.
General statistical properties in quantum chaos
Concerning the statistical properties of the eigenvalues and the eigenfunctions, we have to emphasise that they depend on the choice of the manifold resp. orbifold D. Depending on whether the corresponding classical system is integrable or not, there are some generally accepted conjectures about the nearest-neighbour spacing distributions of the eigenvalues in the semiclassical limit. The semiclassical limit is the limit of large eigenvalues, E → ∞.
Unless otherwise stated, we use the following assumptions: The quantum mechanical system is desymmetrised with respect to all its unitary symmetries, and whenever we examine the distribution of the eigenvalues we regard them on the scale of the mean level spacings. Moreover, it is generally believed that after desymmetrisation a generic quantum Hamiltonian corresponding to a classically strongly chaotic system possesses no degenerate eigenvalues.
Conjecture 1 (Berry, Tabor [BT76] ). If the corresponding classical system is integrable, the eigenvalues behave like independent random variables and the distribution of the nearest-neighbour spacings is in the semiclassical limit close to the Poisson distribution, i.e. there is no level repulsion.
Conjecture 2 (Bohigas, Giannoni, Schmit [BGS84, BGS86] ). If the corresponding classical system is chaotic, the eigenvalues are distributed like the eigenvalues of hermitian random matrices [Dys70, Meh91] . The corresponding ensembles depend only on the symmetries of the system:
• For chaotic systems without time-reversal invariance the distribution of the eigenvalues approaches in the semiclassical limit the distribution of the Gaussian Unitary Ensemble (GUE) which is characterised by a quadratic level repulsion.
• For chaotic systems with time-reversal invariance and integer spin the distribution of the eigenvalues approaches in the semiclassical limit the distribution of the Gaussian Orthogonal Ensemble (GOE) which is characterised by a linear level repulsion.
• For chaotic systems with time-reversal invariance and half-integer spin the distribution of the eigenvalues approaches in the semiclassical limit the distribution of the Gaussian Symplectic Ensemble (GSE) which is characterised by a quartic level repulsion. 
Conjecture 3 (Arithmetic Quantum Chaos).
On surfaces of constant negative curvature that are generated by arithmetic fundamental groups, the distribution of the eigenvalues of the quantum Hamiltonian approaches in the semiclassical limit the Poisson distribution. Due to level clustering small spacings occur comparably often.
In order to carry out some specific numerical computations, we have to specify the manifold resp. orbifold D. We will choose D to be given by the quotient space Γ \H in the hyperbolic upper half space H where we choose Γ to be the Picard group, see section 5.
3 The hyperbolic upper half-space
be the upper half-space equipped with the hyperbolic metric of constant curvature −1
Due to the metric the Laplacian reads
and the volume element is
The geodesics of a particle moving freely in the upper half-space are straight lines and semicircles perpendicular to the x 0 -x 1 -plane, respectively, see figure 2. Expressing any point (x 0 , x 1 , y) ∈ H as a Hamilton quaternion, z = x 0 + ix 1 + jy, with the multiplication defined by i 2 = −1, j 2 = −1, ij + ji = 0, all motions in the upper half-space are given by linear fractional transformations
The group of these transformations is isomorphic to the group of matrices
up to a common sign of the matrix entries, SL(2, )/{±1} = PSL(2, ).
The motions provided by the elements of PSL(2, ) exhaust all orientation preserving isometries of the hyperbolic metric on H.
Remark 1.
If one wants to avoid using quaternions, the point (x 0 , x 1 , y) ∈ H can be expressed by (x, y) ∈ × Ê with x = x 0 + ix 1 and y > 0. But then the linear fractional transformations look somewhat more complicated,
In order to keep the notation simple, we mainly use quaternions.
Topology
The topology is given by the manifold resp. orbifold. An orbifold is a space that locally looks like a Euclidean space modulo the action of a discrete group, e.g. a rotation group. A manifold is an orbifold that locally resembles Euclidean space.
A hyperbolic three-orbifold can be realised by a quotient
where H is the upper-half space and Γ is a discrete subgroup of the isometries on H. The elements of Γ are 2 × 2-matrices whose determinants equal one. If the trace of an element is real, it is called hyperbolic, parabolic, or elliptic, depending on whether the absolute value of its trace is larger, equal, or smaller than two, respectively. If the trace of an element is not real, the element is called loxodromic. The action of Γ on H identifies all Γ -equivalent points with each other. All the Γ -equivalent points of z give an orbit
The set of all the orbits is the orbifold. If, except of the identity, Γ contains only parabolic and hyperbolic elements, then Γ \H is a manifold. There exist infinitely many hyperbolic three-orbifolds. But opposed to the two-dimensional case there do not exist any deformations of hyperbolic threeorbifolds, because of the Mostow rigidity theorem [Mos73, Pra73] .
Each hyperbolic three-orbifold has its specific volume which can be finite or infinite. The volumes are always bounded from below by a positive constant.
If the volume of Γ \H is finite and if Γ does not contain any parabolic elements, then the orbifold is compact. If Γ does contain parabolic elements, then the orbifold has cusps and is non-compact.
The hyperbolic three-manifold of smallest volume is unknown. Only a lower limit for the volume is proven to be [Prz01] vol(M) > 0.281.
The smallest known hyperbolic three-manifold is the Weeks manifold [Wee85] whose volume is
The volume of the Weeks manifold is the smallest among the volumes of arithmetic hyperbolic three-manifolds [CFJR01] . In contrast, hyperbolic three-orbifolds are known which have smaller volumes, whereby the one with smallest volume is also unknown. A lower limit for the volume is [Mey88a, Mey88b] 
and the smallest known hyperbolic orbifold is the twofold extension of the tetrahedral Coxeter group CT(22). With
where Iso + (H) are the orientation preserving isometries of H, the volume of the orbifold is vol(Γ \H) ≃ 0.039.
The volume of this orbifold is the smallest among the volumes of arithmetic hyperbolic three-orbifolds [CF86] .
The Picard group
In the following we choose the hyperbolic three-orbifold Γ \H of constant negative curvature that is generated by the Picard group,
where [i] = + i are the Gaussian integers. The Picard group is generated by the cosets of three elements,
which yield two translations and one inversion,
The three motions generating Γ , together with the coset of the element
that is isomorphic to the symmetry
can be used to construct the fundamental domain. For the Picard group the fundamental domain of standard shape is
with the absolute value of z being defined by |z| = (x of the group Γ leads to a realisation of the quotient space Γ \H, see figure 4.
With the hyperbolic metric the quotient space Γ \H inherits the structure of an orbifold that has one parabolic and four elliptic fix-points,
The parabolic fix-point corresponds to a cusp at z = j∞ that is invariant under the parabolic elements 1 1 0 1 and
Because of the hyperbolic metric the volume of the non-compact orbifold Γ \H is finite [Hum19], 
where
is the Dedekind zeta function.
Maass waveforms
We are interested in the smooth and square-integrable eigenfunctions of the Laplacian in the orbifold Γ \H. A function being defined on the upper halfspace that is invariant under all discrete linear fractional transformations, 
Since the Maass waveforms are automorphic with respect to a discrete subgroup Γ that contains parabolic elements, they are periodic in the directions perpendicular to the cusp. This allows to expand them into Fourier series.
In case of the Picard group we have
where ℜβx is the real part of the complex scalar product βx, and
whose order is connected with the eigenvalue E by
If a Maass waveform vanishes in the cusp,
it is called a Maass cusp form. According to the Roelcke-Selberg spectral resolution of the Laplacian [Sel56, Roe66, Hej83], its spectrum contains both a discrete and a continuous part. The discrete part is spanned by the constant eigenfunction ψ k0 and a countable number of Maass cusp forms ψ k1 , ψ k2 , ψ k3 , . . . which we take to be ordered with increasing eigenvalues, 0 = E k0 < E k1 ≤ E k2 ≤ E k3 ≤ . . .. The continuous part of the spectrum E ≥ 1 is spanned by the Eisenstein series E(z, 1 + ik) which are known analytically [Kub73, EGM85] . The Fourier coefficients of the function Λ K (1 + ik)E(z, 1 + ik) are given by
where β ∈ [i] − {0}, and
has an analytic continuation into the complex plane except for a pole at s = 1.
Defining
the Eisenstein series ψ Eisen k (z) is real. Normalising the Maass cusp forms according to
we can expand any square integrable function φ ∈ L 2 (Γ \H) in terms of the Maass cusp forms and the Eisenstein series, [EGM98] ,
is the Petersson scalar product.
The discrete eigenvalues and their associated Maass cusp forms are not known analytically. Thus, one has to calculate them numerically. Previous calculations of eigenvalues for the Picard group can be found in [SG91, Hun96, GH96, Ste99] . By making use of the Hecke operators [Sta84, SG91, Hei92, HA93] and the multiplicative relations among the coefficients, Steil [Ste99] obtained a non-linear system of equations which allowed him to compute 2545 consecutive eigenvalues. Another way is to extend Hejhal's algorithm [Hej99] to three dimensions [The03] . Improving the procedure of finding the eigenvalues [The02] , we computed 13950 consecutive eigenvalues and their corresponding eigenfunctions.
Hejhal's algorithm
Hejhal found a linear stable algorithm for computing Maass waveforms together with their eigenvalues which he used for groups acting on the twodimensional hyperbolic plane [Hej99] , see also [SS02, Ave03] for some applications. We extend this algorithm which is based on the Fourier expansion and the automorphy condition and apply it to the Picard group acting on the three-dimensional hyperbolic space. For the Picard group no small eigenvalues 0 < E = k 2 + 1 < 1 exist [Str94] . Therefore, k is real and the term u(y) in the Fourier expansion of Maass cusp forms vanishes. Due to the exponential decay of the K-Bessel function for large arguments,
and the polynomial bound of the coefficients [Maa49b] ,
the absolutely convergent Fourier expansion can be truncated,
if we bound y from below. Given ε > 0, k, and y, we determine the smallest
hold. Larger y allow smaller M . In all remainder terms,
the K-Bessel function decays exponentially in |β|, and already the K-Bessel function of the first summand of the remainder terms is smaller than ε times most of the K-Bessel functions in the sum of (50 
where γ ∈ [i] − {0}, and [i] is a two-dimensional equally distributed set of (2Q) 2 numbers,
with 2Q > M + |γ|. By automorphy we have
where z * is the Γ -pullback of the point z into the fundamental domain F ,
Thus, a Maass cusp form can be approximated by
where y * is always larger or equal than the height y 0 of the lowest points of the fundamental domain F ,
Choosing y smaller than y 0 the Γ -pullback z → z * of any point into the fundamental domain F makes at least once use of the inversion z → −z −1 , possibly together with the translations z → z + 1 and z → z + i. This is called implicit automorphy, since it guarantees the invariance ψ(z) = ψ(−z −1 ). The conditions ψ(z) = ψ(z + 1) and ψ(z) = ψ(z + i) are automatically satisfied because of the Fourier expansion.
Making use of the implicit automorphy by replacing ψ(x + jy) in (53) with the right-hand side of (57) gives
which is the central identity in the algorithm. The symmetry in the Picard group and the symmetries of the fundamental domain imply that the Maass waveforms fall into four symmetry classes [Ste99] named D, G, C, and H, satisfying
respectively, see figure 5 , from which the symmetry relations among the coefficients follow, Defining
where s σβ is given by
and
the Fourier expansion (38) of the Maass waveforms can be written
where the tilde operator on a set of numbers is defined such that
holds.
Forgetting about the error [[2ε] ] the set of equations (59) can be written as
where the matrix V = (V γβ ) is given by
Since y < y 0 can always be chosen such that K ik (2π|γ|y) is not too small, the diagonal terms in the matrix V do not vanish for large |γ| and the matrix is well conditioned.
We are now looking for the non-trivial solutions of (73) for 1 ≤ |γ| ≤ M 0 that simultaneously give the eigenvalues E = k 2 + 1 and the coefficients a β . Trivial solutions are avoided by setting the first non-vanishing coefficient equal to one, a α = 1, where α is 1, 2 + i, 1, and 1 + i, for the symmetry classes D, G, C, and H, respectively.
Since the eigenvalues are unknown, we discretise the k-axis and solve for each k-value on this grid the inhomogeneous system of equations
where y #1 < y 0 is chosen such that K ik (2π|γ|y #1 ) is not too small for 1 ≤ |γ| ≤ M 0 . A good value to try for y #1 is given by 2πM 0 y #1 = k. It is important to check whether
vanishes where y #2 is another y value independent of y #1 . Only if all g γ vanish simultaneously the solution of (75) is independent of y. In this case E = k 2 +1 is an eigenvalue and the a β 's are the coefficients of the Fourier expansion of the corresponding Maass cusp form.
The probability to find a k-value such that all g γ vanish simultaneously is zero, because the discrete eigenvalues are of measure zero in the real numbers. Therefore, we make use of the intermediate value theorem where we look for simultaneous sign changes in g γ when k is varied. Once we have found them in at least half of the g γ 's, we have found an interval which contains an eigenvalue with high probability. By some bisection and interpolation we can see if this interval really contains an eigenvalue, and by nesting up the interval until its size tends to zero we obtain the eigenvalue.
It is conjectured [BGGS92, BSS92, Bol93, Sar95] that the eigenvalues of the Laplacian to cusp forms of each particular symmetry class possess a spacing distribution close to that of a Poisson random process, see conjecture 3. One therefore expects that small spacings will occur rather often (due to level clustering). In order not to miss eigenvalues which lie close together, we have to make sure that at least one point of the k-grid lies between any two successive eigenvalues. On the other hand, we do not want to waste CPU time if there are large spacings. Therefore, we use an adaptive algorithm which tries to predict the next best k-value of the grid. It is based on the observation that the coefficients a β of two Maass cusp forms of successive eigenvalues must differ. Assume that two eigenvalues lie close together and that the coefficients of the two Maass cusp forms do not differ much. Numerically then both Maass cusp forms would tend to be similar -which contradicts the fact that different Maass cusp forms are orthogonal to each other with respect to the Petersson scalar product
Maass cusp forms corresponding to different eigenvalues are orthogonal because the Laplacian is an essentially self-adjoint operator. Thus, if successive eigenvalues lie close together, the coefficients a β must change fast when varying k. In contrast, if successive eigenvalues are separated by large spacings, numerically it turns out that often the coefficients change only slowly upon varying k. Defining
our adaptive algorithm predicts the next k-value of the grid such that the change in the coefficients is
For this prediction, the last step in the k-grid together with the last change in the coefficients is used to extrapolate linearly the choice for the next k-value of the grid. However the adaptive algorithm is not a rigorous one. Sometimes the prediction of the next k-value fails so that it is too close or too far away from the previous one. A small number of small steps does not bother us unless the step size tends to zero. But, if the step size is too large, such that the left-hand side of (79) exceeds 0.16, we reduce the step size and try again with a smaller k-value.
Compared to earlier algorithms, our adaptive one tends to miss significantly less eigenvalues per run.
Eigenvalues
We Str94] . Table 1 shows the first few eigenvalues of each symmetry class and table 2 shows some larger ones. The eigenvalues listed in table 1 agree with those of Steil [Ste99] up to five decimal places.
One may ask whether we have found all eigenvalues. The answer can be given by comparing our results with Weyl's law. Consider the level counting function (taking all symmetry classes into account),
(where the trivial eigenvalue, E = 0, is excluded), and split it into two parts
HereN is a smooth function describing the average increase in the number of levels, and N f luc describes the fluctuations around the mean such that
The average increase in the number of levels is given by Weyl's law [Wey12, Ava56] and higher order corrections have been calculated by Matthies [Mat95] . She obtainedN
with the constants
We compare our results for N (k) with (83) by defining
N f luc fluctuates around zero or a negative integer whose absolute value gives the number of missing eigenvalues, see figure 6 . Unfortunately, our algorithm does not find all eigenvalues in one single run. In the first run it finds about 97% of the eigenvalues. Apart from very few exceptions the remaining eigenvalues are found in the third run. To be more specific, we plotted N f luc decreased by is an eigenvalue. A plot indicating that N f luc fluctuates around zero is shown in figure 7 where we plotted the integral
Desymmetrising the spectrum yields Weyl's law to be 
for each symmetry class. Looking at table 1 it seems somehow surprising that there are not equally many eigenvalues listed for each symmetry class. Especially in the symmetry classes G and H there seem to be much less eigenvalues than in the symmetry classes D and C. Indeed, as was shown by Steil [Ste99] , there occur systematic degenerated eigenvalues between different symmetry classes.
Theorem 1 (Steil [Ste99] ). If E = k 2 + 1 is an eigenvalue corresponding to an eigenfunction of the symmetry class G resp. H, then there exists an eigenfunction of the symmetry class D resp. C corresponding to the same eigenvalue.
Based on our numerical results we conjecture [The03]:
Conjecture 4. Taking all four symmetry classes together, there are no degenerate eigenvalues other than those explained by Steil's theorem. Furthermore, the degenerate eigenvalues which are explained by Steil's theorem occur only in pairs of two degenerate eigenvalues. They never occur in sets of three or more degenerate eigenvalues.
Looking at the semiclassical limit, E → ∞, we finally find that almost all eigenvalues are two-fold degenerated, see e.g. table 2, which is an immediate consequence of Weyl's law, Steil's theorem, and conjecture 4. This means that as E → ∞ #{non-degenerate eigenvalues ≤ E} #{all eigenvalues ≤ E} → 0.
Finally, we remark that the distribution of the eigenvalues of each individual symmetry class agrees numerically with conjecture 3, see [Ste99, The03] .
Eigenfunctions
Concerning the eigenfunctions of the Laplacian, it is believed that they behave like random waves. The conjecture of Berry [Ber77] predicts for each eigenfunction in the semiclassical limit, E → ∞, a Gaussian value distribution,
inside any compact regular subregion F of F . This means that
holds with variance
for any −∞ < a < b < ∞, where χ [a,b] is the indicator function of the interval [a, b] . Figure 8 shows the value distribution of the 80148th 3 eigenfunction corresponding to the eigenvalue E = k 2 + 1 with k = 250.0018575195 inside a small subregion F = {z = x + iy; −0.43750 < x 0 < −0.31435, 0.06250 < x 1 < 0.18565, (94) 1.10000 < y < 1.34881}.
Our numerical data agree quite well with Berry's conjecture, providing numerical evidence that the conjecture holds. A plot of the eigenfunction inside the region F is given in figure 9. 
An application to cosmology
In the remaining sections we apply the eigenvalues and eigenfunctions of the Laplacian to a perturbed Robertson-Walker universe and compute the temperature fluctuations in the cosmic microwave background (CMB).
The CMB is a relic from the primeval fireball of the early universe. It is the light that comes from the time when the universe was 379 000 years old [BHH + 03]. It was predicted by Gamow in 1948 and explained in detail by Peebles [Pee65] . In 1978, Penzias and Wilson [PW65] won the Nobel Prize for Physics for first measuring the CMB at a wavelength of 7.35 cm. Within the resolution of their experiment they found the CMB to be completely isotropic over the whole sky. Later with the much better resolution of the NASA satellite mission Cosmic Background Explorer (COBE), Smoot et al.
[SBK + 92] found fluctuations in the CMB which are of amplitude 10 −5 relative to the mean background temperature of T 0 = 2.725 K, except for the large dipole moment, see figure 10. These small fluctuations serve as a fingerprint of the early universe, since the temperature fluctuations are related to the density fluctuations at the time of last scattering. They show how isotropic the universe was at early times. In the inflationary scenario the fluctuations originate from quantum fluctuations which are inflated to macroscopic scales. Due to gravitational instabilities the fluctuations grow steadily and give rise to the formation of stars and galaxies.
The theoretical framework in which the CMB and its fluctuations are explained is Einstein's general theory of relativity [Ein15a, Ein15b, Ein15c, Ein16, Ein17] . Thereby a homogeneous and isotropic background given by a Robertson-Walker universe [Fri22, Fri24, Lem27] is perturbed. The timeevolution of the perturbations can be computed in the framework of linear perturbation theory [Lif46, Bar80] .
An explanation for the presence of the CMB is the following, see also figure 11: We live in an expanding universe [Hub29] . At early enough times the universe was so hot and dense that it was filled with a hot plasma consisting of ionised atoms, unbounded electrons, and photons. Due to Thomson scattering of photons with electrons, the hot plasma was in thermal equilibrium and the mean free path of the photons was small, hence the universe was opaque. Due to its expansion the universe cooled down and became less dense. When the universe was around 379 000 years old, its temperature T has dropped down to approximately 3000 K. At this time, called the time of last scattering, the electrons got bound to the nuclei forming a gas of neutral atoms, mainly hydrogen and helium, and the universe became transparent. Since this time the photons travel freely on their geodesics through the universe. At the time of last scattering the photons had an energy distribution according to a Planck spectrum with temperature of nearly 3000 K. The further expansion of the universe redshifted the photons such that they nowadays have an energy distribution according to a Planck spectrum with temperature of T 0 = 2.725 K. This is what we observe as the CMB. Due to the thermal equilibrium before the time of last scattering the CMB is nearly perfectly isotropic, but small density fluctuations lead to small temperature fluctuations. The reason for the small temperature fluctuations comes from a variety of effects. The most dominant effects are the gravitational redshift that is larger in the directions of overdense regions, the intrinsic temperature fluctuations, and the Doppler effect due to the velocity of the plasma.
Robertson-Walker universes
Assuming a universe whose spatial part is locally homogeneous and isotropic, its metric is given by the Robertson-Walker metric,
where we use the Einstein summation convention. Notice that we have changed the notation slightly. Instead of the quaternion z for the spatial variables, we now write x = x 0 + ix 1 + ix 2 . γ ij is the metric of a homogeneous and isotropic three-dimensional space, and the units are rescaled such that the speed of light is c = 1. Introducing the conformal time dη = dt a(t) we have
where a(η) =ã(t(η)) is the cosmic scale factor. With the Robertson-Walker metric the Einstein equations simplify to the Friedmann equations [Fri22, Fri24, Lem27] . One of the two Friedmann equations reads
and the other Friedmann equation is equivalent to local energy conservation. a ′ is the derivative of the cosmic scale factor with respect to the conformal time η. κ is the curvature parameter which we choose to be negative, κ = −1. G is Newton's gravitational constant, T µ ν is the energy-momentum tensor, and Λ is the cosmological constant.
Assuming the energy and matter in the universe to be a perfect fluid consisting of radiation, non-relativistic matter, and a cosmological constant, the time-time component of the energy-momentum tensor reads
where the energy densities of radiation and matter scale like
Here η 0 denotes the conformal time at the present epoch. Specifying the initial conditions (Big Bang!) a(0) = 0, a ′ (0) > 0, the Friedmann equation (97) can be solved analytically [AS01] ,
where P(η) denotes the Weierstrass P-function which can numerically be evaluated very efficiently, see [AS64] , by The so-called invariants g 2 and g 3 are determined by the cosmological parameters,
with
is the Hubble parameter. Because of the homogeneity and isotropy, nowhere in the equations of a Robertson-Walker universe appears the Laplacian.
Perturbed Robertson-Walker universes
The idealisation to an exact homogeneous and isotropic universe was essential to derive the spacetime of the Robertson-Walker universe. But obviously, we do not live in a universe which is perfectly homogeneous and isotropic. We see individual stars, galaxies, and in between large empty space. Knowing the spacetime of the Robertson-Walker universe, we can study small perturbations around the homogeneous and isotropic background. Since the amplitude of the large scale fluctuations in the universe is of relative size 10 −5 [SBK + 92], we can use linear perturbation theory. In longitudinal gauge the most general scalar perturbation of the Robertson-Walker metric reads
where Φ = Φ(η, x) and Ψ = Ψ (η, x) are functions of spacetime.
Assuming that the energy and matter density in the universe can be described by a perfect fluid, consisting of radiation, non-relativistic matter, and a cosmological constant, and neglecting possible entropy perturbations, the Einstein equations reduce in first order perturbation theory [MFB92] to With the separation ansatz
where the ψ k are the eigenfunctions of the negative Laplacian, and the E k are the corresponding eigenvalues,
(111) simplifies to
The ODE (114) can be computed numerically in a straightforward way, and we finally obtain the metric of the whole universe. This gives the input to the Sachs-Wolfe formula [SW67] which connects the metric perturbations with the temperature fluctuations,
wheren is a unit vector in the direction of the observed photons. x(η) is the geodesic along which the light travels from the surface of last scattering (SLS) towards us, and η SLS is the time of last scattering. If we choose the topology of the universe to be the orbifold of the Picard group, we can use in (112) the Maass cusp forms and the Eisenstein series computed in sections 6-9. Let us further choose the initial conditions to be
[LBBS97, ITS00, AS01, Lev02], which carry over to a Harrison-Zel'dovich spectrum having a spectral index n = 1 and selecting only the non-decaying modes. α is a constant independent of k which is fitted to the amplitude of the observed temperature fluctuations. The quantities σ k are random signs, σ k ∈ {−1, 1}.
The following cosmological parameters are used Ω m = 0.3, Ω Λ = 0.6, Ω c = 1−Ω tot = 1−Ω r −Ω m −Ω Λ , H(η 0 ) = 100 h 0 km s −1 Mpc −1 with h 0 = 0.65. The density Ω r ≈ 10 −4 is determined by the current temperature T 0 = 2.725 K. The point of the observer is chosen to be at x obs = 0.2 + 0.1i + 1.6j. The sky map of figure 12 is computed with the expansion (112) using cusp forms and Eisenstein series. For numerical reasons the infinite spectrum is cut such that only the eigenvalues with E = k 2 + 1 ≤ 19601 and their corresponding eigenfunctions are taken into account. In addition the integration of the continuous spectrum is approximated numerically using a Gauss quadrature with 16 integration points per unit interval. The resulting map in figure 12 is not in agreement with the cosmological observations [BHH + 03] which are shown in figure 14 . Especially in the direction of the cusp, the temperature fluctuations of our calculated model show a strong peak. Clearly, such a pronounced hot spot is unphysical, since it is not observed. This peak comes from the contribution of the Eisenstein series. The sky map in figure 13 , which results from taking only the cusp forms into account, yields a much better agreement with the cosmological observations. The hot spot in the direction of the cusp, which results from the contribution of the Eisenstein series, is sometimes used, see e.g. [SS76] , as an argument that the Eisenstein series should not be taken into account. Some papers even ignore the existence of the Eisenstein series completely, e.g. [LBBS97] . Another possibility is to take the Eisenstein series into account, but to choose for them initial conditions which differ from (116) such that the intensity towards the cusp is not increasing. To see whether this is possible, let us consider the completeness relation of Maass waveforms,
cf. (44) and (46), saying that within the fundamental cell any desired metric perturbation Φ(η SLS , x) at the time of last scattering can be expressed via the conditions
for the discrete spectrum,
for the continuous spectrum.
E.g., choosing the metric perturbation to be
would neither result in a hot spot in the direction of the cusp nor would f Eisen k (η) vanish identically. A more general ansatz would be
where A k ′ (η SLS , x) and B k ′ (η SLS , x) are some amplitudes.
Concerning the initial conditions we found that (116) has to be modified for the continuous part of the spectrum. Hence, the important question occurs: How do the correct initial conditions look like? Unfortunately, this question has not been answered yet. Work in progress is concerned with finding the correct initial conditions and their physical motivation [ALST04] .
Not knowing the correct initial conditions, we use (116) for the discrete part and neglect the continuous part of the spectrum. We proceed with the discussion of the properties that come from the discrete part of the spectrum, only. . Concerning the topology of the universe which manifests itself in the low multipole moments, there exist only the cosmological observations from COBE and WMAP. These two experiments have scanned a full sky map of the temperature fluctuations. The NASA satellite mission of the Cosmic Background Explorer (COBE) was the first experiment that detected the temperature fluctuations of the CMB in 1992. In addition, it found that the quadrupole moment of the temperature fluctuations is suppressed. In 2003 the NASA satellite mission of the Wilkinson Microwave Anisotropy Probe (WMAP) scanned a full sky map of the CMB with a much higher resolution confirming and improving the results of COBE. All the other experiments were either ground based or balloon flights that could only scan parts of the sky and thus did not measure the first multipole moments. Their strength was to measure the finer-scale anisotropy manifested in the higher multipole moments. In order to quantitatively compare our results with the observations, we introduce the angular power spectrum and the correlation function. Expanding the temperature fluctuations in the CMB into spherical harmonics,
Comparison with the cosmological observations
yields the expansion coefficients a lm . We remark that in (120) the sum over l starts at l = 2, i.e. the monopole and dipole have been subtracted, because the monopole term does not give rise to an anisotropy and the dipole term is unobservable due to the peculiar velocity of our earth relative to the background. From the expansion coefficients we obtain the multipole moments of the CMB anisotropies,
the angular power spectrum,
and the two-point correlation function,
Assuming a Gaussian value distribution for the expansion coefficients a lm , the two-point correlation function is related to the multipole moments via
When determining the correlation function numerically, we consider (124) as its definition irrespectively whether the expansion coefficients a lm are Gaussian distributed or not. Figures 15-17 show the angular power spectrum and the correlation function, respectively, measured by WMAP [SVP + 03]. In figure 15 we see that the first multipole moments resulting from the cosmological observations are suppressed, especially the quadrupole, C 2 . The next few multipole moments up to l ≈ 25 give rise to a plateau in the angular power spectrum, before the larger multipole moments with l > 25 start to increase until they reach the first acoustic peak. Page et al. [PNB + 03] find that the first acoustic peak is at l = 220.1 ± 0.8. The trough following this peak is at l = 411.7 ± 3.5, and the second peak is at l = 546 ± 10. figure 16 , we see that the first multipole moments are suppressed in accordance with the cosmological observations. Especially the quadrupole term, C 2 , computed in our model, is suppressed. However the suppression of the observed one is still stronger. Note, that in the case of the concordance model, the first multipoles are increased in contrast to our results. This points to a non-trivial topology of our universe.
The next multipole moments give rise to a plateau in the angular power spectrum. We use this plateau to fit the constant α of the initial conditions (116) such that the sum of the first 19 computed multipole moments matches with the cosmological observations, But concerning the fluctuations on finer scales (smaller angular resolution), i.e. higher multipoles, we do not obtain the acoustic peaks in our numerical calculations. This is due to the fact that we neglect several physical effects which perturb the temperature on finer scales. We ignore all the physical effects that dominate on scales smaller than those corresponding to l ≫ 25, since our main interest is in the influence of the non-trivial topology of the universe due to the Picard group. Another comparison of our calculated temperature fluctuations with the cosmological observations can be done via the correlation function (124) which emphasises large scales, i.e. the behaviour of low multipoles. Concerning the correlation function C(ϑ), we find quite good agreement of our calculated temperature fluctuations with the cosmological observations, see figure 17. The reason for this good agreement of our model with the observations is due to the suppressed quadrupole moment. We also show in figure 17 (dotted line) the concordance model [SVP + 03] which is not in good agreement with the data for ϑ 7
• in contrast to our model (full curve). Especially for large angular separations, ϑ 160
• , the concordance model is not able to describe the observed anticorrelation in C(ϑ). This anticorrelation constitutes a fingerprint in the CMB that favours a non-trivial topology for the universe.
Conclusion
We pointed out the importance of the eigenvalue equation of the Laplacian and gave some physical applications. In the framework of quantum chaos, we focused on the eigenvalue equation of the Picard orbifold and computed the solutions numerically. Our main goal was to determine the statistical properties of the solutions, but also to apply the solutions to a completely different problem, namely the temperature fluctuations in the CMB. Here, we demonstrate that a model of the universe with the topology of the Picard group matches the large-scale anisotropy in the CMB better than the current concordance model. Thereby, we show that the methods developed in quantum chaos can be successfully applied to other fields of research although the physical interpretation can differ completely.
