We present a scale-and parameter-adaptive method to pre-condition the gradient of the parameters to be inverted in time-domain 2-D elastic full-waveform inversion (FWI). The proposed technique, which relies on a change of variables of the model parameters, allows to balance the value of the gradient of the Lamé parameters and density throughout the model in each step of the multiscale inversion. The main difference compared to existing gradient pre-conditioners is that the variables are automatically selected based on a leastsquares minimization criteria of the gradient weight, which corresponds to the product of the gradient by a power of the parameter to be inverted. Based on numerical tests made with (1) a modified version of the Marmousi-2 model, and (2) a high-velocity and density local anomaly model, we illustrate that the value of the power helps to balance the gradient throughout the model. In addition, we show that a particular value exists for each parameter that optimizes the inversion results in terms of accuracy and efficiency. For the two models, the optimal power is ∼2.0-2.5 and ∼1.5 for the first and second Lamé parameters, respectively; and between 3 and 6, depending on the inverted frequency, for density. These power values provide the fastest and most accurate inversion results for the three parameters in the framework of multiscale and multishooting FWI using three different optimization schemes.
I N T RO D U C T I O N
The method of seismic full-waveform inversion (FWI) was originally proposed to extract information from the complete wavefield of recorded seismic data (Lailly 1983; Tarantola 1984) . In FWI, the inverse problem is commonly formulated as a local optimization problem where the gradient of the inverted parameters is calculated based on adjoint techniques. Despite its high potential, FWI suffers from problems such as a high computational cost, and the ill-posedness and non-linearity of the inverse problem, so having adequate initial models is essential to obtain realistic results. This is an important issue taking into account the limited low-frequency information (≤2 Hz) in most exploration type data. Even if real data applications are challenging, a number of applications now exist in 2-D, most of them for the acoustic approximation (e.g. Dessa et al. 2004; Ravaut et al. 2004; Canales 2010; Christeson et al. 2012; Jaiswal et al. 2012 ) and a few for the elastic case (e.g. Brossier et al. 2009) . Recently, there have also been successful 3-D applications, mainly made by oil and gas service companies and industryacademia consortia (e.g. Sirgue et al. 2008; Plessix & Perkins 2010; Vigh et al. 2010; Hu et al. 2012) . Concerning the parameters to be inverted, most published works deal with the inversion of P-and S-wave velocities, and few invert simultaneously for density. This is due to the fact that the strategies used to invert velocities are not appropriate to invert density because it is particularly ill-posed and requires specific strategies to be recovered (Jeong et al. 2012) . Alternative parameterizations have been proposed, that indicates that the optimal model parametrization is a model-dependent problem. Several choices can be done to improve the convergence and stability of FWI (e.g. Operto et al. 2013) to reduce computational cost of the inversion and to mitigate the non-linearity.
The strategies proposed to reduce the computational cost can be classified in two categories depending on the order of the local optimization schemes: gradient based (first order) or Hessian based (second order). Given that in the adjoint method the calculation of the gradient relies on multiple computations of the forward-and back-propagated wavefield, a reasonable choice to accelerate convergence is to modify, or pre-condition, the gradient, seeking to diminish the number of iterations required. This approach makes even more sense in the framework of hierarchical multiscale strategies (Bunks et al. 1995) . A common choice to pre-condition the gradient is to apply illumination-based operators that counterbalance the effect of non-uniform medium illumination due to acquisition geometries that induce to concentrate changes near the sources and receivers, for example Operto et al. (2004) . In addition, artificial regularization and smoothing constraints is often necessary to avoid instabilities resulting from gradient artefacts for example . Finally, several techniques accelerate convergence by using the gradients from previous iterations to calculate the search direction, like non-linear conjugate gradient (NLCG) with faster convergence rate than more conventional steepest descent (SD) methods.
Second-order methods are based in the calculation of the secondorder Taylor expansion of the objective function (OF) near the solution (i.e. the Hessian matrix), whose inverse is used to weight the gradient. The interest of the method is that it exhibits quadratic convergence properties. However, the large number of variables involved in seismic inversion make unfeasible to calculate the full Hessian matrix, so several methods have been proposed to approximate it or parts of it. A common approach is to estimate only the diagonal elements of the Hessian (Shin et al. 2001; Abubakar et al. 2012) as an approximation to weight the gradient, arguing that under certain source and receiver distributions and a frequency limit the Hessian can be approximated as a delta function (Lambaré et al. 1992) . Another method is to approximate the product of the inverse of Hessian multiplied by the gradient using quasi-Newton methods as for example the limited-memory Broyden-FletcherGoldfarb-Shanno (l-BFGS) method that iteratively approximates the weighting term using the gradients obtained in previous iterations (Brossier et al. 2009 ). Other approaches consist on combining different pre-conditioners to take the most of each method (Hu et al. 2011) . Commonly, the use of damping becomes indispensable to stabilize the artefacts that appear in Hessian-based pre-conditioning schemes. More recently, a second-order adjoint state formulation has been derived that allows computing directly an approximation of the whole inverse Hessian operator (Métivier et al. 2012 (Métivier et al. , 2013 . The optimization method based on this approach, which is called truncated-Newton method, exhibits better convergence properties than l-BFGS, but the adjoint state calculation of the Hessian requires extra computational cost. In summary, in spite of a nominally faster convergence of Hessian-based methods compared to gradient-based ones, the net efficiency is mitigated by the additional computational resources required. Furthermore, the use of damping becomes necessary to stabilize artefacts from the pre-conditioning in Hessian-based approximations.
In this work we present a new, computationally cheap scaleand parameter-adaptive gradient pre-conditioner that can be incorporated in different optimization schemes. The main goals of the proposed strategy is to speed-up convergence, reduce memory requirements and providing robust results even in the presence of substantial noise. To achieve those goals, the proposed pre-conditioner efficiently balances the value of the gradient throughout the model. We show that it works well in the framework of the l-BFGS or NLCG optimization schemes, and avoids introducing artificial damping terms to balance the gradient. We show that the method is robust enough to be used with full multishooting assemblages, even in the presence of substantial noise levels. The main difference with respect to other pre-conditioners is that the selection of the most appropriate change of variable is made automatically, based on the analysis of the gradient of an analytical function that corresponds to the product of the gradient by a power of the physical parameter to be inverted.
This manuscript is organized in three parts. First, we describe the main aspects of the method that we have implemented, then we describe the results of several synthetic tests that illustrate the potential of the proposed model parametrization, and finally we summarize the main conclusions.
M E T H O D O L O G Y

Forward problem
We consider the 2-D isotropic elastic wave equation in the time domain written in the velocity-stress form that reads as follows:
where v i and s i are the particle velocity and the source term in the i = {x, z} direction, respectively, τ ij are the i, j components of the stress tensor and λ, μ and ρ are the Lamé parameters and density, respectively. The displacement field used in the next section to compare the observed seismogram with the synthetic data is obtained by integrating the velocity field in function of time.
Eq. (1) is discretized using a staggered grid (Virieux 1986 ) with a sixth-order approximation for the spatial derivatives and a secondorder leap-frog integration in time. The grid size in both x and z direction is uniform. A free surface boundary condition applies to the top of the model. A perfectly matched layer (PML) boundary condition (Collino & Tsogka 2001 ) is used on the left, right and bottom boundaries to eliminate spurious reflections on the numerical boundary of the model. The stability condition for the time step used for the forward solver is dt = dx 2 max(V P )
, where we replaced the √ 2 by 2 to fulfil the inequality of the usual Courant-Friedrichs-Lewy (Courant et al. 1956 ) stability condition, and to avoid instabilities in the PML, and dx and dt represent the spatial and temporal step, respectively.
Inverse problem
The goal of inversion is minimizing an OF that measures the misfit between the real and the observed data. We use the simplest OF, the Euclidian-or L2-norm. For a 2-D elastic inversion both horizontal and vertical components of the particle displacement are summed and integrated over time. The OF reads as follows:
where u i (ρ, λ, μ, S, r r , t) and D i (r r , t) are the synthetic and observed displacement field in the i direction, respectively. The variables ρ, λ and μ are the synthetic models, r r are the receiver position, t the time and S the source. Given that our main goals are convergence speed-up and computational cost reduction, our pre-conditioning strategy should be compatible with well-established resource optimization techniques. Thus, we included in the tests a multishooting technique, which allows simulating multiple shots at once for each inverted parameter (Krebs et al. 2009 ). This means that, in the OF, the contribution of the different shots are integrated into a few super-shots, reducing the computing time by Ns/Nss, where Ns is the number of shots in the original experiment and Nss the number of super-shots. Eventually, all the shots can be combined into a single super-shot; in that case the computing time is reduced by a factor of Ns. We will refer to this strategy as 'full multishooting assemblage' from here on. Encoding is added to each shot to reduce cross-talk effects (Krebs et al. 2009; introduced by multishooting due to artefacts in the gradients caused by the overlap between unrelated forward-propagated shot and backward-propagated receiver wavefields.
In this work the minimization of the OF is made by means of iterative methods, specifically SD, NLCG and l-BFGS. To calculate the gradient of the model parameters we use the adjoint method, which reduces the problem calculating the adjoint field, defined as the field generated by the residuals in the receiver position that are back-propagated in time. Then, the gradient corresponds to the convolution of the direct and the adjoint field (Tarantola 1984) . The corresponding equation reads as
where = dt, u is the displacement field, is the adjoint field and ρ , λ and μ are the density and the Lamé parameters derivative directions, respectively (Fichtner et al. 2006) , that is the variables we use to derive the OF in function of the model parameters.
The gradient is used to define a search direction (k) in each iteration that is successively applied to minimize the OF.
Pre-conditioning
As stated above, several strategies have been proposed to diminish the computational cost of FWI by pre-conditioning the gradient and reduce the number of iterations required in the optimization. The common point of these strategies is balancing the changes throughout the whole model by compensating large differences in the gradient values coming mainly from uneven model illumination, which tends to concentrate near sources. To overcome this issue, we have defined a new set of variables that are a function of the actual model parameters, whose gradient is the product of the nth power of the model parameter times the gradient of the original parameter. This choice is based mainly in two physical (and geological) considerations: (1) The long-wavelength seismic velocity and density (and Lamé parameters) tend to increase with depth in most subsurface settings, so the proposed pre-conditioner takes advantage of this fact to compensate the amplitude decay away from the source due to geometrical spreading, and (2) given that it is proportional to the value of the model properties, the pre-conditioner emphasizes model changes in places with strong property contrasts, so it potentially allows a better definition of geological interfaces.
In summary, the pre-conditioner is defined by a change of variables m → f(m) where we use m to define one of the model parameters involved in the inversion. In this case we have used as parameters ρ, λ and μ. Potentially, the same type of reparametrization can be applied to any other parameter, but as the proposed strategy is parameter-and model-dependent, this assertion remains to be tested. m is set independently for each parameter and modifies the nonpreconditioned gradient as follows:
where g m is the non-preconditioned gradient calculated by means of the adjoint method and n is a real number that is updated at each step of the multiscale inversion. The value of this n power is used to introduce a degree of freedom in the change of variable that allows to tune the pre-conditioning at every step of the inversion process. In order to obtain the new set of variables to pre-condition the gradient in the previous form of eq. (4), we impose to the function f to fulfil the ordinary differential equation
whose solution has the analytical expression
So that we now deal with a new set of variables that are updated using the pre-conditioned gradient g f(m) .
The n exponent value plays a key role in the convergence speedup of the algorithm. Considering the updating of the model as (4) and (6) we see that at each iteration the model is modified by
which multiplies the current model, that is to say,
where
n (m) corresponds to the relative change of the model m (k) at each coordinate point. Given that our objective is balancing the value of the gradient throughout the model, and taking into account that the root mean square (rms)-norm is highly sensitive to the presence of 'spikes', which is what the non-preconditioned gradient displays near the sources, our working hypothesis is that rms could be a good measure to balance the gradient (and/or the P-value). Therefore, the method used to balance the pre-conditioned gradient throughout the model consists on selecting the value of n that minimizes the rms-norm of the relative change P (k) n (m). Since there is no formal proof for this assertion, our conclusions are based on the tests presented in the next sections. Formally, we have
where n max is the maximum exponent to be tested. Other possible power selection methods such as considering n values that impose a minimum amount of the weight far from the source position or n values that produce a gradient with a mean position value centred in the middle of the model were also tested, but the rms minimization showed substantially better convergence properties. A plausible alternative to the proposed change of variable to compensate for the amplitude loss could be a depth scaling, but the tests made with a linear and quadratic depth scaling show that our property-based pre-conditioning works better to identify and define the boundaries between layers displaying different properties.
Optimization methods
We have implemented three different optimization methods to test the performance of the pre-conditioner described in the previous section in different frameworks. These two first methods are the SD and the NLCG, which are first-order methods, whereas the third one is the l-BFGS, which is a quasi-Newton method. The three of them are widely used in FWI applications (Brossier et al. 2009; Krebs et al. 2009; Hu et al. 2011; Jeong et al. 2012) . The simplest one is SD, in which the search direction is just the opposite of the gradient.
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In the case of the NLCG, the search direction is a combination of the previous search direction and the current gradient that provides information on the curvature of the OF and accelerates the convergence,
is the proposed Polak and Ribière constant (Grippo & Lucidi 1996) . The third optimization method (l-BFGS), is a quasi-Newton method, so it provides information on the curvature of the gradient towards the minimum. This information is extracted from an approximation of the inverse of the Hessian matrix calculated using a double-loop recursive algorithm (Nocedal & Wright 2006) . Even if the Hessian matrix is not explicitly used, the search direction (i.e. the product of the approximated inverse Hessian matrix by the gradient) is estimated and iteratively refined using the gradient values obtained in the previous iterations. We have slightly modified the original method proposed by Nocedal (1980) and Byrd et al. (1995) to account for the change of variable by replacing the gradient g f (m) as shown the previous section. Finally, the step length α is determined by using the following formula:
where we approximate the minimum by interpolating over three points in the (k) direction a second-order polynomial and consider the minimum of this polynomial as the step.
To make the tests more realistic, we have also considered the source as an unknown, so we have also inverted it. To do this we have followed the scheme first introduced for acoustic media by Pratt (1999) and later applied to elastic models by Shin et al. (2007) . Here, we have modified Shin et al. (2007) to adapt it to encoded-source multishooting geometries. The objective is also the minimization of the OF, eq. (2), but modifying the wavelet instead of the model. Therefore, the source wavelet at the each iteration can be obtained using
where s k (ω) is the kth iterated source wavelet in frequency domain.
Computational aspects
To reduce the computational time we parallelized the search of the step length, α of eq. (12), for each of the three parameters involved in the elastic equation, namely ρ, λ and μ. It means that the optimal step is set independently for each parameter. Although the steps are not strictly independent, we found no difference in the tests. We have combined the gradient pre-conditioning with a full multishooting assemblage that reduces drastically the computational cost. Combining multishooting with a parallel code allows using three different source encoding factors. Then a common gradient is obtained that is the sum of the three gradients. This strategy helps reducing the cross-talk noise generated by multishooting better than single parameter inversion. The work-flow diagram of the whole algorithm is schematically shown in Fig. 1 . 
S Y N T H E T I C T E S T S : M O D I F I E D V E R S I O N O F M A R M O U S I -2
Acquisition and inversion parameters
The inversion strategy proposed in this work was first tested using a synthetic model that corresponds to a modified version of the Marmousi-2 model (Martin 2006 boundary. The receivers are separated 50 m along the whole model starting at 125 m from the left boundary. In total, we used 98 sources, each of which was recorded by 196 receivers. The acquisition time is 6 s. The source wavelet to generate the synthetic data is a Ricker wavelet centred at 10 Hz. As initial V P velocity model for the FWI we use the final velocity model obtained by first-arrival traveltime tomography (TTT) using the tomo2d code (Korenaga et al. 2000) . A laterally homogeneous model with a vertical velocity gradient was used as initial model for the TTT. The final TTT models for both V P (Figs 2a and c) contains the short wavenumbers required to start the FWI at a reasonable frequency (2 Hz). The initial V S velocity model has been obtained dividing the V P by a factor 1.7. Since initial density information is not provided we used a constant gradient in depth as starting model for the density (Fig. 2e) . To mitigate non-linearity, a multiscale technique is applied that consists of applying a low-pass Butterworth filter to the observed data with a cut-off frequency increasing from 2 up to 8.5 Hz at steps of 0.5 Hz. This is done in two stages. In the first stage, we increase from 2 to 3 Hz and in the second one from 2 to 8.5 Hz. Each frequency band is inverted once at a time and we compute eight iterations per frequency. To show that the results presented in this work do not depend on the model discretization, the reference seismic data were generated using a grid size of 8.33 m whereas the grid size was 25 m for the inversion. To make the conditions more realistic and demonstrate that the proposed pre-conditioner is robust against noise, the synthetic seismic data were contaminated with a random white Gaussian uncorrelated noise to simulate real conditions. The average noise level corresponds to a signal-to-noise ratio (SNR) of 20 (or 10 per cent of noise). However, it must be noted that the SNR depends on the offset so that it corresponds to a maximum SNR of 35 (or 2 per cent of noise) in the trace closest to the source and to a minimum SNR of 2 (or 81 per cent of noise) in the more distant one. An example of the receiver gathers, corresponding to the vertical component of the displacement field with and without noise are shown in Fig. 3 . Different strategies have been proposed to combine the inversion of the source and model parameters. In this work, we follow the strategy proposed by (Jeong et al. 2012) , in which the wavelet is updated using the synthetic trace calculated in the previous iteration and eq. (13), while the model is updated using the search direction. This strategy is repeated for each frequency band. The strategy works well as shown in Fig. 4 . The initial guess for the source wavelet was a rectangular pulse filtered at 2 Hz with an amplitude much larger than the real one (blue line in Fig. 4a ). The effect of multiplying the amplitude by a constant factor has no effect in the source inversion since the source updating in eq. (13) fixes any scale factor for all frequencies in a single iteration.
The effect of the pre-conditioner on the gradient
In this section, we illustrate the influence of the exponent of the adaptive model-based pre-conditioner in P (k) n (m) (eq. 7) for the different parameters. In Fig. 5 we show P (k) n (m) for λ, μ and density for different values of n at a frequency of 2 Hz using the initial model obtained by TTT as a reference. It can be observed that the nonpreconditioned gradient (or n = 0 in Figs 5a, e and i) concentrates in the upper part of the model, close to the sources and receivers, because this is the most illuminated part. If we use the gradient without pre-conditioning (n = 0) the deepest parts of the model do not change in successive iterations because the weight of the gradient in this part of the model is small.
As it we can observed in Figs 5(b), (f) and (j), when non-zero values of n are applied to the pre-conditioner, the gradient becomes smoother and more evenly distributed throughout the model. Moreover, the contrasts of the model parameters are emphasized since the pre-conditioned gradient is weight by the model. However, high To illustrate the effect of the proposed pre-conditioning in Figs 5(c), (g) and (k) we show P (k) n (m) using the value of n that minimizes rms of the relative change given by the gradient. The value of n, so that the power for the gradient pre-conditioning that minimizes the rms in eq. (9), is recalculated for each step of the multiscale inversion and each inverted parameter. To illustrate this effect we show in Fig. 6 the variation of the rms of n in eq. (9) for λ, μ and density as a function of the inverted frequency. Note that both the value and range of variation change at each frequency. In Figs 6(a) and (b) we see that the n value for λ and μ is between 2 and 2.5 and this value does not change substantially for at CSIC on December 9, 2014 http://gji.oxfordjournals.org/ Downloaded from For density with n = 0, n = 2, n = 7.75 and n = 9 (minimum rms), respectively. (e, f, g and h) For λ with n = 0, n = 1, n = 2.25 and n = 3 (minimum rms), respectively. (i, j, k and l) For μ with n = 0, n = 1, n = 2 and n = 3 (minimum rms), respectively. All of them correspond to a frequency of 2 Hz using the initial model. The corresponding rms curves are shown in Fig. 6 (green line) . The colour scale represents a relative value for the updating of the model parameter. the different frequencies; whereas density (Fig. 6c) shows a strong dependence with frequency and needs larger values that spread over a wider range, typically between 3 and 8. A comparison between the gradient obtained using different values of n confirms that the rms minimization is an appropriate criterion to remove spikes and efficiently smooth the value of the gradient throughout the model. It must be noted, however, that the n value that minimizes the rms is also model-dependent so that it may change if the gradient or the contrasts of properties also change.
The effect of the pre-conditioner on the inverted parameters
Figs 7(a), (c) and (e) show the resulting inverted models for V P , V S and density using the pre-conditioned gradient and Figs 7(b), (d) and (f) show the same results without the pre-conditioned gradient. For V P and V S the main structure of the model is well recovered in the best illuminated areas, so the differences concentrate near the model edges and in the deepest parts of the model, especially in the bottom corners Figs 7(a) and (c). By contrast the results using the non-preconditioned gradient are clearly poorer below 1 km depth and the contrasts of velocities are far smoother (Figs 7b  and d) . It must be noted that these results are obtained with a fixed number of iterations per frequency. Increasing the number of iterations slightly improve the results, but the results are systematically poorer than those obtained with the pre-conditioned gradient with a limited number of iterations. Comparatively poorer inversion results are obtained for density inversion with either the pre-conditioned or non-pre-conditioned approaches. However, the adaptive calculation of the n value helps to balance better the weight of the gradient at CSIC on December 9, 2014 http://gji.oxfordjournals.org/ Downloaded from throughout the model, which has a similar effect to gradient smoothing constraints. This effect is observed in the pre-conditioned case where the inverted density distribution recovers the characteristics of the true model, although it gives an overall overestimation of density throughout the model (Fig. 7e) . This effect of a systematic overestimation for inverted densities has been noted in previous studies (Jeong et al. 2012) . In contrast, for the non-preconditioned case results are poorer Fig. 7(f) .
We have also compared the results obtained with the four different approaches described in the methodology section, this is, the preconditioned versions of SD, NLCG and l-BFGS and also a nonpreconditioned l-BFGS. For this we show in Fig. 8 , the relative error and the image correlation in which is calculated by using the equation
where (m r ) represents the true model and (m s ) the inverted result at the different scales, for the three optimization methods and the three inverted parameters.
The Figs 7 and 8 show that the adaptive-power approach with the l-BFGS, the NLCG and the SD approaches provides systematically better results than the non-preconditioned approach. Convergence is faster, which results in a higher image correlation between inverted and real models. It is difficult to determine the absolute convergence speed-up because the accuracy of the models obtained with the nonpreconditioned approach is systematically poorer than that obtained with the pre-conditioned approaches, but in general the speed-up factor is larger than 5. As expected, the most accurate results, are obtained with the pre-conditioned l-BFGS. The difference in the error and image correlation is clear with respect to the pre-conditioned SD, but it is negligible compared with the pre-conditioned NLCG.
Additionally, it must be noted that for the non-preconditioned approach the rms does not decrease further and the model correlation flattens at about 4 Hz. Above 4 Hz the rms of the models obtained by the non-preconditioned l-BFGS increases, which is an indication than the low frequencies are not recovered, and more iterations are required. In contrast, in the adaptive approach the rms is reduced further and the correlation increases to higher frequencies, so inverted parameters get closer to the true model as shorter wavenumbers are included in the model. These effects are especially clear in the case of density inversion, in which the scale-adaptive strategy is the key to stabilize the inversion and to reach a blurred version of the real model.
To illustrate in more detail the inversion result with the different model parameters we show in Figs 9, 10 and 11, a 1-D velocity/depth plot of three slices of the model parameters. Both P-and S-wave velocities values are close to the true model, whereas the details of the density model are not recovered as well.
To have an estimation of the efficiency of the proposed inversion approaches, it must be noted that that the previous results were performed using only three cores of a Quadcore Intel(R) Xeon(R) Processor E5640 2.67-GHz, and the running time was 9.3 hr for the pre-conditioned NLCG, and 9.1 hr for the non-preconditioned NLCG for the same number of iterations.
S Y N T H E T I C T E S T S : H I G H -V E L O C I T Y I N C L U S I O N
Acquisition and inversion
The second test represents a model with a high-velocity inclusion in a smooth background velocity gradient. The goal of this test is to explore the robustness of the proposed pre-conditioner in the at CSIC on December 9, 2014 http://gji.oxfordjournals.org/ Downloaded from Correlation between the real model and the inverted one for V P , V S and density, respectively. We plotted four different strategies of inversion, three adaptive strategies using the SD (green line), the NLCG (blue line) and l-BFGS (red line) method and a non-adaptive strategies using n = 0 and l-BFGS method (cian line). presence of sharp velocity and density contrasts. We simulate an offshore acquisition with a 500-m-thick water layer. We defined a round-shaped, high-velocity anomaly with a diametre of 1 km in the subsurface, embedded into a smooth vertical velocity gradient. The high-velocity inclusion has a Poisson ratio of 0.41, a constant V P velocity of 4 km s −1 and a V S velocity of 2 km s −1 . The velocity gradient increases from 3 to 3.6 km s −1 for V P and from 1 to 1. 117 sources, each of which was recorded by 233 receivers. The recording time is 6 s. The reference seismic data were generated using a grid size of 6.25 m whereas for the inversion the grid size was 12.5 m. Random white Gaussian uncorrelated noise was added to the seismic records to simulate realistic noise conditions. The source wavelet to generate the synthetic data is a Ricker wavelet centred at 8 Hz.
In this case, the initial velocity and density model (Figs 12a, d  and g ) is a smoothed version of the real one shown in Figs 12(b) , (e) and (h). The inversion strategy is similar to the one described in the previous test, but the maximum inverted frequency is 3 Hz. Each frequency band is inverted once at a time and we compute eight iterations per frequency. In this test, we use only the l-BFGS strategy since in the previous examples it has shown the faster at CSIC on December 9, 2014 http://gji.oxfordjournals.org/ Downloaded from convergence and we test only the robustness of the pre-conditioner, not comparing different optimization schemes.
Results
Starting with an initial model that only contains the low wavenumber of the real model we retrieve the correct shape and velocities inside and outside the inclusion Figs 12(c), (f) and (i), with only small perturbations surrounding the velocity anomaly. The deepest part of the model as well the boundaries, which correspond to the poorly illuminated zones, display the largest velocity differences. For the density the inversion does not work properly due to the small sensitivity of the seismic data to this parameter. In Figs 13 and 14, we show a 1-D velocity/depth distribution of three slices of the model parameters for P-and S-wave velocity. Note that the sharp contrast zone is properly located and the velocity is remarkably close to the real one.
It is worth noting that the optimal power values are very similar to those described for the Marmousi-2 example. The main difference is that in this case the power value for the first Lamé parameter is slightly larger, around 2.5. The improvement in the convergence rate between the n = 0 case and the variable n case is also the same as with the Marmousi-2 example.
C O N C L U S I O N S
We have developed an inversion algorithm with a gradient preconditioning technique based on (1) a re-parametrization of the model with a change of variable corresponding to the product of the gradient by a power of the parameter to be inverted, and (2) a least-squares minimization criteria of the gradient weight to select the optimal power value. It is computationally cheap and it can be easily incorporated in the framework of different optimization techniques (e.g. l-BFGS or NLCG).
The optimal power value is model-and parameter-adaptive and it is updated at every step of the multiscale inversion. For a fixed number of iterations, this method requires an increase of just 2 per cent of computational time and a minimum memory increase that corresponds to save a matrix with the size of the model parameters.
Numerical tests made with a modified version of the Marmousi-2 model, and a high-velocity anomaly model, show that the adaptivepower approach provides systematically better results than the nonadaptive pre-conditioning and it is robust enough to be used with full multishooting assemblages in the presence of substantial noise. We have obtained good inversion results for the Lamé parameters and a blurred but recognizable version of the density model, showing that the optimal power for the two test examples is around ∼2 or 2.5 and ∼1.5 for the first and second Lamé parameters, respectively; and between 3 and 6, depending on the inverted frequency, for density.
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