Abstract-Eye movement artifacts occurring during 3-D optical coherence tomography (OCT) scanning is a well-recognized problem that may adversely affect image analysis and interpretation. A particle filtering algorithm is presented in this paper to correct motion in a 3-D dataset by considering eye movement as a target tracking problem in a dynamic system. The proposed particle filtering algorithm is an independent 3-D alignment approach, which does not rely on any reference image. 3-D OCT data is considered as a dynamic system, while the location of each A-scan is represented by the state space. A particle set is used to approximate the probability density of the state in the dynamic system. The state of the system is updated frame by frame to detect A-scan movement. The proposed method was applied on both simulated data for objective evaluation and experimental data for subjective evaluation. The sensitivity and specificity of the x-movement detection were 98.85% and 99.43%, respectively, in the simulated data. For the experimental data (74 3-D OCT images), all the images were improved after z-alignment, while 81.1% images were improved after x-alignment. The proposed algorithm is an efficient way to align 3-D OCT volume data and correct the eye movement without using references.
has been recognized as an important problem in OCT structural assessment of various eye diseases. An ideal 3-D OCT volume data is illustrated in Fig. 1(a) , which is composed of a series of cross-sectional scans (B-scan) from top to bottom (in the x-y plane) of the scanning region on retina [ Fig. 1(b) ]. Each B-scan consists of multiple high-resolution 1-D scans in the z direction (A-scan). A typical scan protocol has a fast scan axis in the x direction [ Fig. 1(a) ]. Eye movement during 3-D SD-OCT scanning, however, creates significant spatial distortions in the 3-D data that may adversely affect qualitative image interpretation and quantitative analysis [ Fig. 1(c) ]. Obtaining spatial integrity restored (nondistorted) 3-D OCT data is the essential foundation of reliable and reproducible quantitative OCT measurements, which is particularly important in assessing disease longitudinally.
Movement during scanning is a common problem in 3-D medical imaging, e.g., eye movement in OCT imaging or head movement in brain magnetic resonance imaging (MRI) or positron emission tomography (PET) imaging. Strategies for correcting movement can be grouped into two main categories: device-based method (hardware solution) and image-based method (software solution). The device-based method is usually involves real-time processing, which uses a device to monitor the subject movement during data acquisition. The movement information, such as orientation and displacement, detected by the device is used to align the frame image using corresponding software [2] [3] [4] . The image-based method is solely based on the image data. The typical method involves registering one or multiple misaligned frame images to a reference position, such as the first frame image or additional reference image/scan [5] , [6] . The kernel of image registration is to optimize a cost-function generated from a transformation model (movement model) and similarity measurements between two images [7] , [8] . The two registered images are generally assumed as static images globally or locally, while the transformation models commonly used are the rigid model, affine model, piecewise affine model, and nonrigid model [9] . An important step in the transformation model includes extracting common features from two images to compute the cost-function in image registration method.
Compared to subject movement problems in other 3-D imaging devices, 3-D OCT eye movement correction is a challenging problem due to the following.
• The complicated nature of eye movement makes it difficult to design a uniform transformation model for the entire 3-D dataset. For example, micro-saccades cause local • Due to the fore-aft eye movement, a B-scan cannot be considered as a static image. There is a variable amount of z-axis movement for each A-scan within a B-scan.
• Common 2-D features in the frame image are not reliable due to intra-B-scan movement and these features are fundamental to image registration. Some hardware solutions were made by the OCT manufactures to resolve some of the eye movement problems. Spectralis HRA-OCT (Heidelberg Engineering, Heidelberg, Germany) uses a real time eye motion tracking system to track eye movement, guide OCT to the proper location, and repeat the B-scan if there was eye movement detected during scanning [10] . The tracking system is an effective solution for x-and y-axis movements, while z-alignment still requires a software correction. Another hardware solution approach employed by Cirrus HD-OCT (Carl Zeiss Meditec, Dublin, CA) acquires two diagonal B-scans in addition to the 3-D raster scans that are mainly used for z-offset correction [11] .
A few publications addressed image-based correction methods in 3-D OCT volume data. Ricco et al. [7] proposed a local image registration algorithm to correct x-and y-axis eye movement. A 2-D OCT fundus image [generated by averaging each A-scan, Fig. 1(d) ] was locally registered on a static reference image using an affine transformation model. Xu et al. [8] introduced another global image registration approach based on the shape context algorithm [12] in order to correct x-and y-axis movements. Retinal blood vessels were detected on the 3-D OCT image [13] and static reference image [14] . A vessel map was then globally registered between the two images using a 2-D deformable model computed by the vessel shape context. However, since the reference image is a 2-D image in the x-and y-plane, fore-aft eye movement in the z direction is not accounted for by these two methods. Kraus et al. [15] introduced another method, which combined multiple 3-D OCT scans into one 3-D OCT volume data to compensate for motion in all three dimensions. A global cost-function was optimized to estimate two dense displacement fields that were used for modeling the object motion during the scans. At least two consecutive 3-D OCT scans with orthogonal fast scan axes are required in this method. Antony et al. [16] proposed a segmentation-based method for the correction of axial artifacts. The retinal layer segmentation result was used to generate a reference plane based on thin-plate spline technique. The 3-D OCT data was aligned with the reference plane to correct the distortions. All the previous studies either relied on other processing, such as retinal layer segmentation, or used additional reference images or scans to correct the 3-D OCT image. However, not all OCT devices provide additional B-scans or a 2-D reference image to be used by the software correction. Therefore, eye movements occurring during OCT scanning remains a fundamental problem that needs to be solved.
We introduce herein a new method to present a static 3-D dataset using a dynamic system, where the eye movement correction problem is handled as an object tracking problem in the Fig. 2 . Target tracking based on particle filtering. dynamic system. A particle filtering algorithm is proposed to automatically align A-scans and correct x-and z-axis eye movement artifacts in 3-D SD-OCT images. The current 3-D OCT scan pattern acquires fast scans in the x-axis and slow scan in the y-axis, where y-axis movement artifacts are mostly generated from minor fixational eye movements such as drift, which are difficult to detect. Therefore, y-movement correction is not studied in this manuscript. A statistical model is used to estimate the misalignment of A-scans, instead of a transformation model between 2-D images. Independent A-scan features are extracted as common features for tracking. The approach is independent and does not rely on any reference images and overcomes most of the eye movement difficulties stated above.
II. METHOD
Particle filtering has been recognized as an effective target tracking algorithm due to its accuracy, robustness and flexibility in nonlinear and non-Gaussian systems [17]- [19] . The basic idea of particle filtering is to present the target by a state space model and convert the target tracking into a state estimation problem. The state at a given time in the dynamic system is estimated by its simulated probability density generated from a set of weighted samples, called particles (Fig. 2) .
The spatial distortion in the 3-D OCT volume data is the combined effect of several eye movement factors. Moreover, the spatial variation between A-scans comes from natural anatomy as well. Particle filtering is a promising approach for statistical solution of a nonlinear alignment problem. Because of the intra-B-scan z-movement, each A-scan (1024 1 voxels) in the 3-D OCT image voxels is considered as a processing unit instead of the 2-D patch in the B-scan. The proposed method is to track A-scan movement in the 3-D dataset. It is actually object tracking in one dimension, which causes more difficulties due to the lack of robust features for similarity measurements compared to 2-D object tracking in the general cases. Based on our results, the algorithm is more stable when correcting x-and z-axis movements separately rather than a one step xz-movement correction. Therefore, an x-movement correction is first performed by an implementation of a particle filtering algorithm, followed by z-movement correction. The kernels of particle filtering include state space, system dynamics, observations, and state estimation.
A. State Space
The 3-D OCT volume data generated from consecutive B-scans is considered as a dynamic system that is changing over time, represented by , where the first B-scan is set to be time . The state space is represented in the spatial domain as the 3-D location of an A-scan, donated by . A number of A-scans are selected on the first B-scan as the initial states, denoted by (1) where is the number of states in state space [ Fig. 3(a) ]. The initial states can be selected randomly or using a predefined distribution pattern. In this study, considering the computational efficiency in the 3-D OCT data, we attempted to use the majority of the B-scan without redundancy. Therefore, the spatial locations of a few equally spaced A-scans were used as the initial states. The state of the system (the locations of the selected A-scans) is updated frame by frame using particle filtering, in order to detect the eye movement.
A particle set is used to represent the state in a statistical model (i.e., probability density). For each state , a set of weighted samples is generated as particles in the previous frame, denoted as (2) where is the th particle of the th state at time , and is the particle weight. Each sample consists of a particle that represents the hypothetical state and a corresponding discrete sampling probability , where . To deal with the abrupt x-axis movement, we use a Gaussian distribution to generate the particle set for each state in x-alignment. Uniform distribution is used to obtain particle set in z-alignment. Particles are predicted by a system dynamics model in the current frame [ Fig. 3(b) ]. An observation model is designed to compute the likelihood between each particle and the state in the previous frame, which is used to approximate the probability density of the state. The displacement of the state in the current frame is obtained by taking the expectation [ Fig. 3(c) ].
B. System Dynamics
System dynamics is used to predict the tendency of the object movement, which is computed by the previous states. A linear regressive model is chosen for the system dynamics between adjacent B-scans, written as (3) where matrix is initially set to an identity matrix and matrix is set to a zero matrix. Two matrices are updated from two previous sequences and .
C. Observation Model
The observation is defined as the similarity between the current particle and the state in the previous frame. To preprocess the image, a median filter is applied on each A-scan to smooth the A-scan profile and reduce the effect of speckle noise. A window-based similarity measurement is used to compute the observations of particle set at time , written as (4) where donates the observation of the th particle for the th state at time , is a similarity measurement between the given particle at current frame (time ) and its corresponding state at previous frame (time ). In this paper, each A-scan is first converted into dozens of features, the similarity is computed based on the mean of absolute differences (SAD) between the candidate and reference window in the feature space.
The selection of reliable image features is essential to compute the observations and then calculate the probability density of the given state. For the x-alignment, common 2-D features are not reliable due to the intra-B-scan z-movement. Since 3-D OCT volume data is first aligned in the x direction, z direction independent features are extracted from each of the A-scans. For the z-alignment, the entire smoothed A-scan profile is used as features to compute the similarity.
The feature selection criteria in x-alignment are: 1) 1-D features (z direction) extracted from every single A-scan, 2) the features need to be independent to z-offset, 3) the features can enhance the local landmark between adjacent B-scans, such as blood vessel. There is an apparent difference between A-scan profiles with and without blood vessels, as shown in Fig. 4 . This difference can be enhanced and summarized by a group of features to use in tracking. 1-D Haar-function filters with different window sizes are applied on each A-scan to generate A-scan features. We used two different 1-D Haar-features as shown in Fig. 5 , where 1 and 1 regions have the same window size. The features taken are max, min, max-min, and zeroth to fourth central moments of the Haar-function filter responses. Other features including mean, standard deviation, skewness, and kurtosis, are also taken from each A-scan.
D. State Estimation
For each state at time , , , a weighted particle set is generated in previous frame based on a Gaussian distribution and predicted in the current frame using a system dynamics model [ Fig. 3(b) ], written as (5) where is the number of particles and is the particle weight, initially set to equally. In particle filtering, the state posterior distribution can be approximated by the observations of weighted particles, denoted as (6) where is a Dirac delta function. The weights of particles are proportional to observations by computing the likelihood between the window of predicted location in the current frame and the window of the state in previous frame. Particles' weights are normalized as , which denote the discrete sampling probabilities of the corresponding particles. The displacement of each given state in current B-scan is obtained by estimating the functional state's expectation [ Fig. 3(c) ] (7) In this study, the state is updated by the weighted summation of particles with the top 10% largest weights.
E. X-and Z-Movement Estimation
For the x-movement estimation, state space is simply reduced to one dimension, denoted as . Because the x-axis movement is perpendicular to the A-scan direction (z axis), each A-scan is first converted into dozens of z-independent features. The spatial locations of eleven equally spaced A-scans are set to the initial states to track A-scan misalignment in the x direction. The final x-axis movement of every single A-scan between adjacent B-scans is computed by a linear model using these eleven states in the current and previous frame, written as (8) where and are coefficients of a linear movement model, which are optimized using the least square method based on 11 states. Due to the changes of the states between adjacent B-scans, and are different frame by frame. The x-axis movement is corrected by aligning the entire B-scan to the previous B-scan based on the linear models. This procedure can be performed within and outside the ONH, since the entire B-scan is aligned together.
After the x-axis movement is corrected, the same procedures are applied on the corrected 3-D data to estimate z-axis movement. The state space is reduced to one dimension in the z direction, notated as , while feature space is set to the original A-scan intensity value. The spatial locations of sixteen equally spaced A-scans at are set to the initial states. The z-axis movements of the given states are estimated based on the state updates in each frame, while z-axis movements between states are computed by 1-D interpolation.
In the z-alignment, the particle observation is computed based on each A-scan alone. Various shapes inside the ONH region may introduce errors in the similarity measurement of particle observation. In order to account for this potential problem, ONH margin is automatically detected on the OCT fundus image using the active contour model [20] , and the particle filtering process is not performed within this region. Instead, 1-D interpolation is applied on each B-scan to estimate z-axis movement inside the ONH region.
III. SIMULATED DATA AND OBJECTIVE EVALUATION

A. Simulated Data
In order to test the performance of the algorithm, a series of 3-D OCT volume data with simulated eye movement artifacts were generated. Twenty-nine 3-D OCT images were selected for the simulation dataset (Cirrus HD-OCT, Optic disc cube 200 200 scan protocol). The image resolution is samplings in a cube of . Images without observable x-axis movement artifacts on the OCT fundus image were selected. The simulation included only x-axis movements because z-axis movement artifacts are generally caused by high frequency eye movement, which is unavoidable in real 3-D OCT volume data.
Various amplitudes of x-axis movements with the range of 2-10 pixels were simulated for each 3-D OCT image and corresponding spatial distorted 3-D dataset were generated. In the simulation operation, the x-axis movement was simplified to abrupt eye movements with three levels of amplitudes: small (2-4 pixels), medium (5-7 pixels), and large (8-10 pixels), as shown in Fig. 6 . Only one x-axis movement artifact was introduced in each 3-D dataset at a random location and direction. The simulation was run inside and outside the optic nerve head (ONH) region separately to test the effect of the different retinal structure on the optic disc region.
B. Objective Evaluation
The accuracy (residual shift), sensitivity and specificity of x-movement correction were evaluated. The proposed algorithm was applied on each 3-D OCT volume data with simulated spatial distortion, to trace the amount of x-displacement frame by frame. The frame index with the simulated x-axis movement artifact was denoted as . The detected amount of x-displacement at the frame was compared with the simulated value to quantitatively evaluate the accuracy of the algorithm. The sensitivity of the algorithm for detecting movement and specificity for no-movement detection were computed without considering the amplitude of the movements. Table I summarizes the simulation result for the different eye movement amplitude levels inside and outside the ONH region. The average difference between the algorithm measured movement and the known simulated movement was 0.22 pixel (4.81%). The sensitivity and specificity of the x-movement detection were 98.85% and 99.43%, respectively. All the subgroup testing performed similarly as the overall result, except that the testing with small eye movement inside the ONH region had the largest residual shift and lowest sensitivity. ONH-optic nerve head, overall-2-10 pixels including both inside and outside ONH region, small-2-4 pixels, medium-5-7 pixels, large-8-10 pixels.
C. Simulation Result
IV. EXPERIMENTAL DATA AND RESULT
A. Experimental Data
The algorithm was also tested on an independent dataset of 74 3-D OCT images centred on the optic disc, taken from 25 healthy and 49 glaucomatous eyes, using the same scanning protocol as described above. The inclusion criteria for this dataset require the presence of clearly observable z-axis movement, blood vessel discontinuities, and/or optic disc distortions. This dataset represents the real-life clinical situation where acquired images often contain eye movement artifacts. Particle filtering was applied on each 3-D OCT image. The entire processing with MATLAB, including generation of the corrected 3-D data, and saving the results on a hard disk, lasted approximately 7 min.
B. Subjective Evaluation
The algorithm was subjectively evaluated by comparing the processed and original 3-D OCT images side by side. Each processed image was evaluated with respect to overall x-movement correction and z-movement correction. Assessment of x-axis correction was based on the global blood vessel continuity on the OCT fundus image. The retinal pigment epithelium [RPE, Fig. 7(a) and (b) ] layer of the retina is typically flat within 6 6 mm OCT scan region. Therefore, overall z-correction considered whether RPE layer was flat or not on the horizontal and vertical center B-scans generated from 3-D OCT volume data. The results were labeled as improved, equivalent, and degraded.
C. Experimental Result
Particle filtering was applied on the 3-D OCT volume data frame by frame to correct x-axis movement and then z-axis movement. The overall 3-D OCT correction took 7 min using MATLAB (Mac OS X 10.6.8, 2.4-GHz Intel Core 2 Duo, and 2-GB 667-MHz DDR2 SDRAM). Examples of the results of particle filtering based 3-D OCT alignment is given in Fig. 7 . Two original 3-D OCT volume data with spatial distortions are illustrated in Fig. 7(a) . Blood vessel discontinuity generated by micro-saccades could be observed on their OCT fundus images [ Fig. 7(c) ]. The z-axis movements generated from fore-aft eye movements are shown in their vertical OCT B-scans [ Fig. 7(e) ]. The particle filtering approach efficiently corrected micro-saccades and z-axis movements by aligning B-scans and A-scans. The corrected 3-D OCT volume data and their corresponding OCT fundus images and vertical B-scans are shown in Fig. 7(b) , (d), (f). Table II gives the subjective evaluation of the processed images with respect to x-and z-movement corrections. All the images were improved after z-alignment, while 81.1% images were improved after x-alignment. To reduce the redundancy and have a more efficient computation, the proposed A-scan tracking algorithm is initiated from a few A-scans with equal interval in the first B-scan in the image. The overall 3-D OCT image alignment took approximately 7 min using MATLAB, which is an acceptable processing time in real-time clinical utility. Dedicated programming may substantially shorten this duration. For x-movement correction, some particular A-scans, such as A-scans with blood vessels, may provide more robust tracking results due to their differences from neighboring samplings. However, the blood vessel approach is only suitable for locations with apparent vessel network, but will be of limited use in locations deprived of major blood vessels such as the macular region. Further studies are warranted to explore this method.
In Table I , we computed "residual shift," "sensitivity," and "specificity" to objectively evaluate the algorithm performance with the simulated data. "Residual shift" measures the absolute difference of the movement amplitude compared with the reference, thus quantitatively evaluating the accuracy of the algorithm. "Sensitivity" and "specificity" measure the ability of identifying movement and no-movement regardless of amplitude.
Although good quality OCT images were carefully selected as ideal images for the simulated data, it is possible to have some small invisible eye movement artifacts in the data. Moreover, it was still unavoidable to have z-axis movement artifacts in each single 3-D OCT dataset when real eyes were scanned. Therefore, the performance of z-alignment was not evaluated with the simulated data in this study. Scanning a model eye could solve this problem and obtain motion-free images in all directions.
The proposed algorithm aligned 3-D datasets without using any reference image or scan. It is based on the assumption that adjacent A-scans share common features. However, the A-scan alignment may introduce artifacts in 3-D OCT data [ Fig. 7(D2) ]. Testing various eye movement amplitudes and locations on the simulated data, the software had the largest residual shift and lowest sensitivity on the subgroup with small eye movement inside the ONH region. This might be explained by the different anatomical features in the ONH compared to the region surrounding it that makes it difficult to distinguish small misalignments but relatively easy to introduce artifacts. Separating the true eye movement and the software introduced artifacts will be studied in the future.
The advantage of the proposed method is that it does not need any reference and only uses one 3-D OCT scan to correct the eye movement. However, the limitation of the current status of this technology is that y-movement cannot be detected due to the current OCT scan pattern with fast scan in x-axis and slow scan in y-axis. This method was designed to address a fundamental need in clinical practice, i.e., the OCT images that had been acquired at each visit had motion artifacts and the patient had completed their appointment and left. To longitudinally monitor the pathological changes of the eye, all previous scans at each visit are needed. Therefore, it is important to design a method to process the existing dataset to improve the image quality, i.e., the spatial integrity of the 3-D data. The straightforward method is to use one or several external reference images to correct the eye movement artifacts to obtain the spatial integrity restored 3-D data. However, the external reference was not always available in the existing dataset. The proposed method is able to correct the eye movement in x and z directions without using any reference. Although the proposed method cannot fix all kinds of movement in the 3-D dataset, it enhances the image quality, improves the reliability, and turns some previously not clinically useful images into useful images. This has significant impact on the longitudinal study to monitor the structural changes and disease progression.
The problem of y-movement can be solved by including an additional 3-D OCT scan with orthogonal fast scan axis [15] or an external 2-D reference image [7] , [8] . However, for the former solution, currently commercial OCT devices do not provide the scan protocol of two 3-D cube scans with orthogonal fast scan axis. For the latter solution, only x-and y-axis eye movements are corrected. To correct the eye movement in any situation, a more flexible and feasible solution is to utilize a two-tiered approach: 1) correction without external reference image, and 2) correction with external reference image. Our proposed particle filtering method can be used as the first step to correct the x-and z-axis eye movements, in order to improve the image quality for the images without any reference. In the second step, combining with an available reference image, the eye movements in all three directions can be corrected by registering the x-and z-aligned 3-D OCT data on the external reference image to correct y-movement and rotational movement. This two-tiered approach will be investigated in the future to achieve the goal of correcting the 3-D OCT eye movement in all three directions.
VI. CONCLUSION
We presented a particle filtering approach for automatic alignment of 3-D OCT volume data in x-and z-directions. The algorithm does not rely on any reference image or scan. Experimental results show the proposed algorithm is an efficient method to correct eye movement and provide spatial integrity restored 3-D OCT data, which is an essential foundation of the quantitative OCT analysis.
