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In this paper we have studied the performance of rate1/2 convolutional encoders with adaptive states developed in chaotic and hyperchaotic 
regions. These states are generated by varying the control parameters in a feedbackcontrolled system. Several sets of closedloop simulations are 
performed to demonstrate the benefit of informationbased chaos system. In particular, it is demonstrated that two varieties of an informationbased 
systems provide improved performance over all the encoder choices when hyperchaos states are utilized. Special attention was paid to the 
algorithmic complexity of the systems for an entire class of rate1/2 encoders. The decoder is able to recover the encrypted data and is able to 
reasonably estimate the bit error rate for different signal strengths under a noisy AWGN channel. This indicates that the encoder can update the 
information map in real time to compensate for changing data for both chaotic and hyperchaotic states. This is the evidence that occasional changes 
in the data stream can be handled by the decoder in a real time application. Numerical evidence indicates algorithmic complexity associated with the 
hyperchaoticencrypted and convolutionallyencoded data, provide better security along with the increase in the error correcting capacity of the 
decoder. 
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Introduction to convolutional chaotic cryptocoded system 
The security of applied publickey cryptography which relies on the difficulty of computing systems to solve mathematical problems in a certain 
time frame, is threatened by emerging quantum computer technology. In literature many cryptosystems such as hashbased, codebased, latticebased, 
and multivariatequadraticequationbased were introduced [1, 2, 3, 4]. Here we introduce chaotic encryption with a convolutional encoding 
algorithm as a new approach in the design of cryptocoded system with error correcting capability which belongs to the class of codebased 
cryptography. The security of this system relies on the NPhardness of the decoding problem [5]. In previous work, we presented numerical evidence 
that indicate the algorithmic complexity associated with a chaotic system has a nondecreasing form [6]. This behavior coincides with the free 
distance (dfree) behavior for the applied class of codes, which is an indicator of better errorcorrecting strength. In our framework, chaotic encryption 
of the message signal and convolutional encoding of the enciphered message have been incorporated. This is done by combining the output of a 
nonlinear system with a convolutional encoding algorithm. By analyzing the chaos/hyperchaos region, a set of different control parameters and 
output responses are found to be suitable for being the keys of encryption. Then, the performance is evaluated. The performance of the convolutional 
encoders is measured by computing their bit error rates versus the channel noise and the performance of the combined system is evaluated by the LZ 
complexity measure. The proposed schemes have very little loss in biterror rate performance so that they are a good alternative to the design of 
systems for which encryption and error correction are important joint goals. It should be noted that we have based our description on the simplest 
case of a single map keygenerator. The message is encrypted using a chaotic sequence with a control parameter as key 1 and an initial condition as 
key 2. For further secrecy and reinforcing integrity, the resulting embedded signal is encoded using a ratek/n error correcting code as key 3. This 
permits reliable communication and ensures the integrity of the data of an information sequence over a channel that adds noise, introduces bit errors, 
or otherwise distorts the transmitted signal. The resulting message is then transmitted to the receiver. At the receiver end, the message is received and 
the hidden message signal is extracted by doing the reverse process using the same keys as those used during encoding. The system consists of a 
transmitter module and a receiver module. The transmitter module consists of a chaotic system and a digital encryption mechanism. First, an 
equivalent digital key sequence is generated from one of the chaotic signals by a suitable threshold mechanism. This could be done by assigning the 
states 1 or 0 depending on whether the chaotic signal amplitude is above or below a certain threshold level. Then this chaotic digital key is 
ExclusivelyORed (XOR) with the digital information signal to generate the encrypted signal. This chaotic signal is also transmitted through the 
channel to synchronize an identical chaotic system at the receiver end. For suitable values of the parameters, the receiver chaotic system variables 
synchronize with those of the transmitter. Thus the information signal is recovered by employing the decryption rule on the encrypted signal with the 
regenerated chaotic digital sequence. For example, a logistic map Xn+1 = Xn (1  Xn) of the interval  0 ≤ Xn ≤ 1 onto itself, with control parameter   
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varying between 3.6 ≤  ≤ 4 with the exception of periodic windows, can be considered for chaotic encryption. After generation of the encrypted 
digital signal as described above, the signal is passed through the error correcting (convolutional) encoder, the rate of which is decided according to 
the application. The rate of the convolutional code used will directly affect the amount of payload associated with the message. Since the encrypted 
message signal is encoded using a convolutional encoder sequence and added with the encrypted message signal during the encoding process, a 
maximumlikelihood decoding operation is done at the receiver to produce an estimate of the encrypted message signal. By use of a sequential 
decoding algorithm to estimate the original encrypted message signal from the received signal, an estimate of the embedded signal is produced. If 
there is an extra stage of an interleaver at the transmitter, the output of the decoder is given to the deinterleaver which orders the data in the correct 
sequence. Finally the signal is decrypted by synchronizing with the chaotic generator which is used during encryption.  
 
FeedbackControlled Hyperchaotic System 
     In this section we provide a more tangible comparison of complexity information from several encoders developed for chaotic and hyperchaotic 
states generated by varying the control parameters in a feedbackcontrolled system. This system has four state variables. Numerical simulation of 
dynamical states of this system are investigated and compared by means of the Lyapunov exponent spectrum and LZC. 
 ( ) )1.(;;; 4314321323124121 EQDxxxdt
dx
Bxxx
dt
dx
Cxxx
dt
dx
xxxA
dt
dx +=−=+−=+−=
                                                
 
It is observed that the Lyapunov exponents spectrum of the system are (λ1, λ2, λ3, λ4), for four directions, satisfying λ1> λ2> λ3> λ4. Figure 1 shows 
the plot of the Lyapunov exponent spectrum for the 4dim feedback controlled system. The control parameters B and C are set to B = 3, C = 20, while 
D varies from 30 to 39 and is incremented by D = 0.01. the parameter A varies from −1.5 to 1.5, with step A = 0.01. The system equations (1) are 
integrated with timestep 0.001, over 2×105 iterations, where 2×104 transient states starting from the initial state,  (x1, x2, x3, x4) = (−0.05, 1, −1, 1.2), 
are discarded.  
 
Figure 1 Lyapunov exponents spectrum for a feedbackcontrolled system when B = 3, C = 20, 
30  ≤  A  ≤  31 [A = 0.01] and −1.5 ≤ D ≤ 1.5 [D = 0.01]. 
 
The dynamical behaviors of this system (Eqs. 1) can be classified as follows. For λ1, λ2, λ3 , λ4 the system is hyperchaotic if  0 < λ2 < λ1, λ3 = 0, λ4 < 0, 
and λ1 +λ2 + λ4 < 0. The system is chaotic if λ1 > 0 and λ2 = 0, λ4 < λ3 < 0 and λ1 + λ3 + λ4 < 0. The system is periodic if λ1 = 0 and λ4 < λ3 < λ2 < 0. 
Finally, when all the Lyapunov exponents are negative and satisfy the condition λ4 < λ3 < λ2 < λ1 < 0, system has an equilibrium point. The 
hyperchaotic and chaotic regions are determined from positive values of the first and second Lyapunov exponents. Figure 1 shows these exponents. 
Their respective projections on positive plane in terms of control space parameters is provided in Figure 2 (a, b) for chaotic and hyperchaotic regions. 
 
 
                                                   (a) 
 
                                                        (b) 
Figure 2 Chaos and hyperchaos regions for 4Dim feedbackcontrolled system (a) chaos and hyperchaos region. (b) 
hyperchaos region 
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Convolutional Coding 
The mechanism of convolutional encoder is a binary Galois field  with a k input, noutput finitestate machine where q is the number of 
bits in a group. Thus, the set of k data groups, each of a fixed length q, is input into an (n, k, K) convolutional encoder, and (n − k) redundant packets 
are generated based on a generator matrix. The parameter K refers to the memory of the encoder, and indicates how many previous code groups 
influence the redundant packet. The rate of a linear code    is defined as k/n. Thus the encoder rate is the number of information symbols per 
code symbol. The design purpose is to make this rate to be as high as possible. The errorcorrection capability of a code has to do with its minimum 
Hamming distance. Let      The Hamming distance   between  and  , given by     

   is the number of 
positions where  and  differ. For instance      . The Hamming weight    , is the number of nonzero 
positions in .        . The Hamming distance is a metric for the vector space  since it satisfies the 
conditions for positive definiteness and symmetry, and the triangle inequality. The maximum errorcorrecting capability tfree of a code or an encoder 
is determined by its free distance and given by following relation    . If code words of C are transmitted over a noisy channel, then 
errors in any position ≤ tfree may be corrected at the receiver end by identifying the unique sphere to which the errorcorrupted channel output 
belongs. Evidently, we would like k/n, and dfree to be large. Attaining a high rate and a large distance are conflicting goals. Hence, the codes of 
interest for communication are those that achieve a good tradeoff between these two parameters. The most important distance property of 
convolutional codes is the free distance. The free distance,  , of a convolutional code is the minimum Hamming distance between two code 
sequences,    . The free distance determines the error correction capability of the convolutional code. The minimum free 
distance corresponds to the ability of the convolutional code to estimate the best decoded bit sequence. A minimum distance decoder can always 
correct an error sequence, , if   .  As   increases, the performance of the convolutional code also increases. A variety of 
techniques used to search for and find good convolutional codes. The quality factor is always a measure of the weight structure of the code. When 
maximum likelihood decoding is used, the optimum weight structure is that which has the minimum number of bit errors in the paths through the 
code trellis which are closest to one another in Hamming distance. The weight structure of the best rate1/2 codes in this sense is introduced and 
analyzed extensively in next section. The constraint length of the code is denoted by K and the number of states in the code trellis is 2K1. The free 
distance is the minimum Hamming distance between the code words on any two paths through the trellis [7, 8]. There are many different but 
equivalent ways to represent the encoder. In the generator representation format, hardware connection of the shift register is connected to the 
modulo2 adders. Position of the connections for an output is represented by a generator vector. A one represents a connection and a zero represents 
no connection. Redundant bits are inserted into the original data stream. The input data to the encoder is shifted into and along the shift register, k bits 
at a time. k is the number of parallel input information bits and n is the number of parallel output encoded bits at one time interval. Then the code rate 
is k/n. The constraint length K is the number of memories in the shift registers in which the state information is stored. The code generators are given 
in octal notation. This notation gives the connection between the encoder shift register stages and the module2 adders. We will use C(k/n)(K, [G1(D), 
G2(D), ... Gi(D)]) notation to include all information in this code. For example, in encoder C
(1/2)(7, [171, 133]), the code rate is R = k/n = 1/2 which 
means two bits are output for every single bit that is input and the constraint length is K=7 means there are seven stages in the shift register. In binary 
the generators are presented as [1111001, 1011011]. This means that the connections to the first module2 adder are from shift register stages 0, 1, 2, 
3, and 6 to the second module2 adder are from shift register stages 0, 2, 3, 5 and 6. In a polynomial representation G(D)=[G1(D), G2(D)], terms like 
G1(D) and G2(D) represent a shorthand that defines the location of the taps on the shift register. As shown in the Figure 3, G1(D)=171 represents the 
octal code for the upper connections to the shift register while G2(D)=133 describes the lower connections. G1(D)=(1+D+D
2+D3+D6)=(171)8, 
G2(D)=(1+D
2+D3+D5+D6)=(133)8. 
 
Figure 3 An encoder in controller form of the generator C(1/2)(7, [171, 133]). 
 
Rate1/2 Convolutional Codes Algorithmic Complexity  
This section introduces the rate1/2 maximum free distance convolutional codes and their algorithmic complexity metrics. This is done to 
determine the performance of these encoders with chaoticencrypted data. Here we present a measure of an encoder’s ability to provide confusion 
while reducing the error expectation. Convolutional code provides an error correcting estimate that goes as free distance. In particular, the free 
distance metric can be use to determine the error correcting estimation. This quantity encompasses all of the knowledge of the encoder. Hence, by 
observing the change in free distance during the perceptive phase of an encoding system, one can determine which encoder is most instrumental in 
producing better error correcting performance. The average complexity increment per 10000 bits (LZCAVE) is computed. This is the quantity from 
which the normalized LZ complexity for large sequence length can be estimated. The exact steps required to compute the LZ complexity of chaotic
encrypted and encoded information are given by the following algorithm. 1: compute the mask function, 2: apply mask function, 3: encode data, 4: 
 all SNR do, 5: compute BER, 6:  all Lj(S), 7: compute C(S), 8: compute LZCAVE, 9: estimate LZCN(S) when S→large, 10: decode data. We 
notice that the time required by the basic arithmetic operations and the decoding logic is higher whenever codes with large free distance (higher LZC) 
are applied. This reveals the time complexity of the decoding process. We apply chaotic encryption on the 512×512 bits fish image using logistic 
map as a mask generator with  = 3.89. To simulate the channel noise the signaltonoise ratio is varied from 1 dB to 100 dB with increments of 1 
dB.  Selected encoders are the best rate1/2 convolutional codes: C1
(1/2)(3,[7 5]); C2
(1/2)(4,[17 15]); C3
(1/2)(5,[35 23]); C4
(1/2)(6,[75 53]); C5
(1/2)(7,[171 
133]); C6
(1/2)(8,[371 247]); C7
(1/2)(9, [753 561 ); C8
(1/2)(10,[1545 1167]); C9
(1/2)(11,[3661 2335]); C10
(1/2)(12,[5723 4335]); C11
(1/2)(13,[17661 10533]); 
and C12
(1/2)(14,[27123 21675]). In calculating CN(S) we propose the following equation: C(S)= [C0(S)+ κAVEC(S)] where κ = (n32700)/10
4 and 
C0(S) is the calculated LZ complexity for an array of length 32700 bits. Additionally, the normalized LZ complexity is computed from:  
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CN(S)=C(S)/b(n)= [C0(S)+κAVE C(S)]/b(n). Where b(n)=n/log2(n). To decrease the error in our estimate of normalized asymptotic LZ complexity we 
practically propose the halfrate increase. Therefore: CN(S)=C(S)/b(n)= [C0(S)+ κAVEC(S)/2]/b(n), which is applied in calculating the last row of 
Table 1 for n=262000, notice that here n0=32700. CN(S)=C(S)/b(n)= [C0(S)+ 22.93AVE C(S)/2]/14556.2. While for string S0 the normalized 
complexity is determined from CN(S0)=C(S0)/b(n0)=C(S0)/2180.43.  
 
Simulation 
       Several sets of closedloop simulations are performed to demonstrate the benefit of informationbased chaos system. In particular, it is 
demonstrated that two varieties of an informationbased systems provide improved performance over all the encoder choices when hyperchaos states 
are utilized. The simulation parameters are set to A=36, B=3 and C=20.  To generate a hyperchaotic (chaotic) data stream we choose D = 1.2 (D = 
−1.2). The corresponding positive Lyapunov exponents are λ1
(D=1.2)
 = 1.402, λ2
(D=1.2)
 = 0.529 and λ1
(D = −1.2)
 = 0.997. Each asymptotic system state is 
calculated by integration over 105 iterations after initial removal of 2×104 transient responses, with integration timestep 0.001 starting from initial 
conditions  (x1, x2, x3, x4) = (0.5, 1, −1, 1.2). The decoder is able to recover the encrypted data and is able to reasonably estimate the bit error rate for 
different signal strengths under a noisy AWGN channel. This indicates that the encoder can update the information map in real time to compensate 
for changing data for both chaotic and hyperchaotic states. This is the evidence that occasional changes in the data stream can be handled by the 
decoder in a real time application. Samples of encoded data are shown in Figure 4 for C1
(1/2)(3,[5 7]) and C12
(1/2)(14,[21675 27123]) and decoded 
results are given in Figure 5 when hyperchaotic and chaotic states are used to encrypt and decrypt the data.  
 
                                                                                                                                      
    (a)                                                                                                                 (b) 
Figure 4  (a) Hyperchaotic encrypted (b) chaotic encrypted. 
 
      
(a)      (b) 
Figure 5  C1
(1/2)(3,[5 7]), C12
(1/2)(14,[21675 27123]) (a) Hyperchaotic decrypted (b) chaotic decrypted. 
 
A summary of rate1/2 encoder system detail is provided in Table 1 and these are followed by the complexity analysis and free distance 
diagrams. We compare 12 different encoders across three trials with different sequence lengths. Information table is computed after the simulation. 
This information table has two sets of information regions using a chaos and hyperchaos state instead of just one chaos state. This table provides a 
comparison of the class C(1/2) encoders based on length, data stream types, LZ complexity, ∆LZCAVE per 10
4 and codes free distance. 12 different 
encoders from the C(1/2) class across three trials with different sequence lengths are used in both hyperchaotic and chaotic states. Once the LZC is 
computed, the ∆LZCAVE per 10
4 values are determined. For each computation scheme, two trials are run, and various LZC results are recorded. Each 
simulation scheme and the corresponding ∆LZCAVE per 10
4 is estimated. The results are shown in Figures 6 and 7 for hyperchaos and chaos states 
respectively. Figure 8 reinforces that the hyperchaotic encoded state provide better algorithmic complexity compared to the chaos state. This is also 
mirrored in LZCAVE(S) variations for 1/2Rate maximum free distance class codes which are depicted in Figure 9. This property of the hyperchaotic 
state provides the sense that the high complex information codes have a smaller chance of unauthorized decryption.  
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Table 1   Best rate1/2 convolutional codes and their complexity measures and 
weight structure with feedbackcontrolled hyperchaotic and chaotic encrypted image. 
Best Rate1/2 codes  L1(S) 
HyperChaos/C
haos 
L2(S) 
HyperChaos/Chaos 
L3(S) 
HyperChaos/Chaos 
∆AVE LZC 
per 104 
dfree 
C1(1/2)(3, [5 7]) 
 
980/770 692/524 440/321 270/224 5 
C2(1/2)(4, [15 17]) 
 
1060/795 746/538 473/327 293/234 6 
C3(1/2)(5, [23 35]) 
 
1134/837 804/562 510/346 312/245 7 
C4(1/2)(6, [53 75]) 
 
1202/880 853/588 545/366 328/257 8 
C5(1/2)(7, [133 171]) 
  
1269/936 902/631 583/395 343/270 10 
C6(1/2)(8, [247 371])  1338/979 961/658 617/419 360/280 10 
C7(1/2)(9, [561 753]) 1418/1037 1015/702 656/452 381/292 12 
C8(1/2)(10, ,[1167 1545]) 1508/1112 1084/758 702/494 403/309 12 
C9(1/2)(11,[2335 3661]) 1554/1153 1119/790 710/520 422/316 14 
C10(1/2)(12,[4335 5723]) 1624/1195 1166/826 740/540 442/327 15 
C11(1/2)(13,[10533 17661]) 1691/1251 1215/863 766/562 462/344 16 
C12(1/2)(14,[21675 27123]) 1728/1279 1239/889 782/583 473/348 16 
 
 
Figure 6 LZC for the best rate1/2 with data 
lengths L1(S), L2(S), L3(S) for a hyperchaotic 
encrypted data. 
 
Figure 8 LZC for best rate1/2 with data lengths 
L1(S), L2(S), L3(S) for a hyperchaotic encrypted data. 
 
 
Figure 7 LZC comparisons of a hyperchaotic and 
chaotic encrypted data with the best rate1/2 encoders. 
 
Figure 9 LZC comparisons of a hyperchaotic 
and chaotic encrypted data with the best 1/2rate 
encoder
 
Finally, to observe the level of LZ complexity in three cases involving Logistic map chaotic states and 4dim feedbackcontrolled hyperchaotic 
and chaotic responses the simulator is configured to emulate the C(1/2) class codes with the simulation parameters set to A = 36, B = 3,  C = 20; 
(hyperchaos D = 1.2, chaos D = −1.2) for a 4dim feedbackcontrolled system and  = 0.4 for the logistic map. The corresponding positive Lyapunov 
exponents are λ1
(D = 1.2)
 = 1.402, λ2
(D = 1.2)
 = 0.529, λ1
(D = −1.2)
 = 0.997, λ1
( = 0.4) = 0.693.  Observe that, unexpectedly, the logistic map scheme maintains 
a higher cryptocoded data stream complexity at all times than any other scheme as shown in Figure 10. In particular, the C12
(1/2)(14,[21675 27123]) 
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code has achieved the best complexity estimation performance. This scheme has 23% more LZC than the hyperchaotic scheme and 43% more LZC 
than the chaotic scheme in a 4dim controlledfeedback system, even though the logistic map first Lyapunov exponent is smaller than that of the 
feedback controlled system. This is because of the redundant series of zeros (ones) in the chaotic and hyperchaotic data streams generated by the
feedbackcontrolled system. It is clear that by applying the advance sampling technique the optimum performance in complexity gene
achieved. One major advantage of feedbackcontrolled systems is that they can be realized with op
attractive in hardware implementation of cryptocoded applications.
 
Conclusion 
This work directly builds on the general idea of algorithmic complexity of data sequences generated from a cascade of a one
chaotic cryptosystem using a masking technique and a one
program that evaluates the efficiency and performance of this mechanism. One proposed application is for transmitting data on
guarantee protocol through the internet for provision efficient and secure real
on chaotic states. The output signal can be used to construct an unpredictable value for mixing with original data for encryp
Simulations for the various types of convolutional encoding are presented to determine the bit error rate for each type in conjunction with the use of 
the encoding strategy. This method can be used to create higher complexity by applying multi
convolutional encoder units for a specific application. We have measured the degree of diffusion in random
indicates the algorithmic complexity associated with particular 1/
in parallel with the increase of error correcting capacity of the decoder or free distance. This proves that algorithmic comp
of the quality factor along with other measures of the weight structure of the cod
involving the logistic map chaotic states and 4dim feedback
C(1/2) class codes with the simulation parameters set to 
controlled system and  = 0.4 for the logistic map. The corresponding positive Lyapunov exponents are 
0.997, λ1
( = 0.4) = 0.693.  We observe that, unexpectedly, the logistic map scheme maintains higher crypto
than any other scheme. In particular, the C12
(1/2)(14,[21675 27123]) code has achieved the best complex
23% more LZC than the hyperchaotic scheme and 43% more LZC than the chaotic scheme in a 4
logistic map first Lyapunov exponent is smaller than that of the feedback
series of zeros (ones) in a slow dynamic feedbackcontrolled system. The system performance can be enhanced by applying the advance sampling 
technique. 
 
Figure 10 LZC comparisons of 
feedbackcontrolled system with best rate
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