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ABSTRAKT
Bakalářská práce si klade za cíl představit neuronové sítě a jejich vlastnosti, které lze vy-
užít pro tvorbu kryptografických protokolů založených na neuronových sítích. Předkládá
konkrétní případy využití neuronových sítí v kryptografii a vytváří teoretický základ pro
praktickou implementaci. V praktické části je rozebrána tvorba neuronové sítě, na jejímž
základě je vystaven kryptografický model. Vytvořené modely jsou následně podrobeny
testování. V závěru jsou diskutovány výhody a nevýhody možného použití v reálných
kryptografických modulech.
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ABSTRACT
Bachelor’s thesis aims to introduce neural networks and their properties, which can be
used for creating cryptographic protocols based on neural networks. It proposed concrete
use of neural networks in cryptography and creates a teoretical basis for the practical
implementation. In practical section is discusses the creation of neural network on which
we based cryptographic model. The constructed models are then subjected to testing.
At the close of the thesis we discussed the advantages and disadvantages of possible use
in real cryptographic modules.
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ÚVOD
V dnešní době významného rozvoje komunikačních sítí je kryptografie již nezbyt-
nou součástí běžného života. Díky vývoji v oboru neuronových sítí se nabízí nové
možnosti jak data efektivně zabezpečit proti zneužití.
Cílem bakalářské práce je vytvořit jednu z kryptografických metod s využitím
neuronové sítě. V roce 2002 vyšel článek "Application of MultiLayer Perceptron
Network as a one-way hash function"[11] popisující vhodné vlastnosti neuronových
sítí, resp. neuronu, pro tvorbu hašovací funkce. Tento článek mne inspiroval pro
vytvoření hašovací funkce založené na vícevrstvé neuronové síti.
V teoretické části je uveden přehled kryptografických metod pro výměnu zpráv
přes nezabezpečené komunikační kanály a přehled současně využívaných šifrovacích
algoritmů. U hašovací funkce jsou rozebrány základní požadavky, které musí funkce
splnit, aby byla zaručena bezpečnost. V části zabývající se neuronovými sítěmi je
představen formální neuron a jeho analogie s biologickým neuronem. Je zde uveden
základní stavební prvek umělých neuronových sítí–precepton, jeho učící algoritmus a
využití ve vícevrstvých neuronových sítích. Dále je zde podrobně rozebrán hojně vy-
užívaný učící algoritmus back–propagation. Poté je uvedeno využití neuronových sítí
pro konkrétní kryptografické metody, tedy pro symetrické šifrování[4],[14], metoda
výměny klíče (Diffie–Hellman) [5] a hašovací funkci[6],[7].
Pro praktickou implementaci byla zvolena hašovací funkce založená na dopředné
neuronové síti. Následně je podrobně rozebrán postup tvorby konkrétní dopředné
neuronové sítě pomocí programu Matlab. Nejprve testujeme vlastnosti samotné neu-
ronové síťě se sigmoidou jako přenosovou funkcí. Následně jsme zlepšili vlastnosti
vytvořeného modelu pomocí aplikování chaotických map za účelem vytvoření vý-
stupu závislého na vstupu.
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1 ÚVOD DO KRYPTOGRAFIE
Kryptografie je obor, zabývající se technikami utajení přenášených zpráv, především
návrhem šifrovacích algoritmů. Základní služby, které kryptografie poskytuje jsou:
důvěrnost-utajení informací před třetími osobami, autentizace-příjemce zprávy
by měl být schopen ověřit původ přijaté zprávy a autora zprávy, integrita-příjemce
by měl poznat, zda zpráva byla během přenosu neoprávněně pozměněna, nepopi-
ratelnost-ověření, zda došlo např. k výměně zpráv mezi komunikujícími. Základní
dělení kryptografických algoritmů je na symetrické a asymetrické.
1.1 Symetrické šifrování
Jedná se o metodu, která používá pouze jeden šifrovací klíč označovaný jako "tajný".
Pokud tedy chce Bob poslat Alici zprávu tak, aby třetí osoba nezjistila informace
obsažené v dané zprávě, zašifruje zprávu pomocí "tajného"klíče. Aby Alice získala
původní text zprávy, musí znát "tajný"klíč pomocí něhož šifru dešifruje. Algoritmy
použité pro symetrické šifrování nejsou výpočetně náročné v porovnání s asymetric-
kým šifrováním. V symetrickém šifrování používáme dva způsoby zpracování dat:
• Proudové šifry–pomocí této šifry lze zpracovávat libovolně dlouhou zprávu,
kdy se šifrují jednotlivé znaky viz obr. 1.1. Významný rozdíl oproti blokové
šifře je ve způsobu použití klíče, kdy proudová šifra z daného klíče k vygeneruje
posloupnosti h(1), h(2),... h(i) a poté pro šifrování každého znaku v otevřeném
textu používáme jinou transformaci 𝐸ℎ(𝑖). Šifrování otevřeného textu 𝑚 =
𝑚(1),𝑚(2), . . .𝑚(𝑖) je definováno
𝑐(1) = 𝐸ℎ(1)(𝑚(1)), 𝑐(2) = 𝐸ℎ(2)(𝑚(2)), . . . 𝑐(𝑖) = 𝐸ℎ(𝑖)(𝑚(𝑖)),
dešifrování šifry je dáno
𝑚(1) = 𝐷ℎ(1)(𝑐(1)),𝑚(2) = 𝐷ℎ(2)(𝑐(2)), . . .𝑚(𝑖) = 𝐸ℎ(𝑖)(𝑐(𝑖)),
kde 𝐷ℎ(𝑖) = 𝐸ℎ(𝑖)−1
Proudové šifry je zejména použijí v tzv. linkových šifrátorů, po komunikačním
médiu přicházejí znaky, které musí být co nejrychleji přeneseny dál, tzn. neleze
čekat na celý blok dat. Příklad takovéto komunikace je terminálové spojení.
Proudové šifry se s výhodou využívají také tam, kde šifrovací zařízení nemá
dostatečnou paměť pro ukládání celých bloků dat.
Další výhodou oproti blokovému šifrování je malá propagace chyby. Jestliže na
komunikačním médiu vznikne chyba v jednom znaku šifrovaného textu, tato
chyba se projeví pouze v daném znaku a nikoli v celém bloku.
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Obr. 1.1: Proudové Šifrování
U proudových šifer rozlišujeme synchronní a asynchronní proudové šifry. Po-
kud proud hesla není závislý na otevřeném či šifrovaném textu jedná se o syn-
chronní proudovou šifru. Za těchto podmínek musí být odesílatel a příjemce
šifrovaného textu přesně synchronizovaní, protože v případě výskytu chyby na
komunikačním médiu, kdy vypadne/přibude jeden či více znaků šifrovaného
textu, dochází k rozsynchronizování proudu hesla a textu. Potom při dešif-
rování otevřený text nedává smysl. Tyto chyby můžeme eliminovat použitím
asynchronních proudových šifer, kde je proud hesla dán klíčem a n předchozími
znaky šifrovaného textu.
• Blokové šifry–šifrujeme celé bloky dat, které mají konstantní velikost po
celou dobu šifrování. Výsledná hodnota bitu v kryptogramu je dána vstupním
bitem zprávy, bitem klíče a okolními bity v bloku. Všechny bloky otevřeného
textu jsou zašifrovány stejnou transformací 𝐸𝑘 a všechny bloky šifrovaného
textu jsou dešifrovány stejnou transformací 𝐷𝑘viz obr. 1.2.
Základní princip tvorby symetrických šifer vychází ze substituce a transpozice,
tedy nahrazení jednotlivých znaků jinými. Poté se znaky mezi sebou přemis-
ťují. Touto technikou se rozprostírají statické vlastnosti otevřeného textu do
větších úseků textu šifrovaného. Těmito kroky zvyšujeme odolnost proti sta-
tické kryptoanalýze. Nejznámější bloková šifra DES (Data Encryprion Stan-
dard) používá blok o délce 64 bitů. Zásadní nevýhodou je krátký 56 bitový
klíč, který lze prolomit hrubou silou. Standard DES nahradil TripleDES tento
standard používá jako základ DES a to celkem třikrát, s použitím dvou či
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Obr. 1.2: Bloková Šifra
tří různých klíčů. TripleDES tedy používá klíče o 112 bitech (dva klíče) nebo
168 bitech (tři klíče). S postupujícími snahami o zlomení DES hrubou silou,
byla vyhlášena veřejná soutěž na nový symetrický šifrovací standard, v sou-
časné době používaný AES (Advanced Encryption Standard). Tato bloková
šifra pracuje s délkou bloku 128 bitů. AES podporuje tři délky klíče - 128, 192
a 256 bitů.
1.2 Asymetrické šifrování
Též označované jako kryptografie s veřejným klíčem. Asymetrické šifrování je zalo-
ženo na použití dvou odlišných klíčů obr. 1.3.Pokud Bob chce komunikovat pomocí
asymetrického šifrování, musí si vytvořit dvojici klíčů - "veřejný"tento klíč je použit
pro zašifrování zprávy a je veřejně dostupný. Druhý z klíčů je označován jako "sou-
kromý", tento klíč si uschová v tajnosti. Pokud chce Alice poslat Bobovi zprávu s
využitím asymetrického šifrování, zprávu zašifruje pomocí veřejného klíče a odešle
ji Bobovi. Kdokoli si může přečíst zašifrovanou zprávu, ale pouze Bob se znalostí
"soukromého"klíče, může zprávu dešifrovat a získat tak původní text. Dalším vy-
užitím asymetrického šifrování je zajištění autentizace. Jedná se o tzv. Digitální
podpis. Pokud chceme digitálně podepsat danou zprávu, zašifrujeme tuto zprávu
pomocí "soukromého"klíče. Kdokoli, se znalostí zprávy a veřejného klíče je schopen
tento digitální podpis verifikovat. Postup šifrování a dešifrování otevřeného textu lze
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vyjádřit jako:
𝐶 = 𝐸𝐾𝑣(𝑀)
𝑀 = 𝐷𝐾𝑠(𝐶), kde 𝐾𝑣 je veřejný klíč a 𝐾𝑠 je klíč soukromý.
Veřejný klíč e Privátní klíč e
šifrovaný text
c = Ee(m)
Otevřený
text m Otevřenýtext m
Transformace 
zašifrování
Transformace 
odšifrování
Ee Dd
Obr. 1.3: Asymetrické šifrování
Asymetrická kryptografie je založena na základě jednocestných funkcí. Tedy
funkcí kde pro 𝑦 = 𝑓(𝑥) je výpočet hodnoty 𝑦 z hodnoty 𝑥 relativně snadný, avšak
nalézt hodnotu 𝑥 ze znalosti 𝑦 je výpočetně nemožné. Příkladem takovéto funkce je
RSA systém, který je založen na problému faktorizace čísla.
Princip šifry
Zvolíme si dvě různá dostatečně velká čísla 𝑝 a 𝑞.
Spočteme součin těchto čísel 𝑛 = 𝑝 * 𝑡.
Spočteme hodnotu 𝑟 = (𝑝− 1) * (𝑞 − 1).
Zvolíme celé číslo 𝑒 nesoudělné s 𝑟, zároveň menší než 𝑟.
Vypočteme 𝑑 = 𝑒−1mod 𝑟, kde 𝑒 je veřejný klíč a 𝑑 je klíč soukromý.
Šifrování a dešifrování
Zprávu M musíme rozdělit na bloky o dané velikosti, tyto bloky označíme 𝑚𝑖.
Každý blok 𝑚𝑖 šifrujeme dle 𝑐𝑖 = 𝑚𝑒mod𝑛 jednotlivé bloky poskládáme do řetězce
C a odešleme jej příjemci.
Přijatý kryptogram C rodělíme na 𝑐𝑖 bloky.
Původní zprávu dostaneme výpočtem 𝑚𝑖 = 𝑐𝑑𝑖 mod𝑛.
Ze získaných bloků 𝑚𝑖 dostáváme otevřený text M.
Další používanou metodu je Diffie-Hellman.Tento protokol umožňuje vytvořit
šifrované spojení po nezabezpečeném kanálu aniž bychom předem znali šifrovací
klíč. V podstatě slouží pro předání klíče pro symetrickou kryptografii pomocí které se
šifruje následující komunikace. Výměna klíčů je odolná proti odposlechu případným
útočníkem, avšak je bezbranná proti útoku man in the middle.
Princip komunikace
Mějme dvě osoby Alice a Bob, kterí spolu chtějí komunikovat. Alice a Bob si zvolí
náhodná velká čísla 𝑎 a 𝑏, tyto čísla jsou tajná.
Alice následně vypočte 𝑋 = 𝑔𝑎mod 𝑝 a Bob vypočte 𝑌 = 𝑔𝑏mod 𝑝 tato čísla si
komunikující strany vymění po nezabezpečeném kanále.
Pomocí přijatého čísla 𝑌 si Alice vypočte klíč 𝐾 = 𝑌 𝑎mod 𝑝 pro Boba je dán
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výpočet 𝐾 ′ = 𝑋𝑏mod 𝑝, přičemž 𝐾 = 𝐾 ′ .
Výsledné klíče jsou stejné neboť 𝐾 = 𝑌 𝑎mod 𝑝 = (𝑔𝑏)𝑎mod 𝑝 = (𝑔𝑎)𝑏mod 𝑝 =
𝑋𝑏mod 𝑝 = 𝐾 ′ . Bezpečnost je založena na složitosti výpočtu diskrétního logaritmu.
1.3 Hašovací funkce
Šifruje otevřená data s libovolnou velikostí délky do hašovací hodnoty (identifiká-
toru) s pevně danou délkou, obr. 1.4. Hašovací funkce je definována jako jednocestná
a bezkolizní.
Zpráva M 
h(M) 
Obr. 1.4: Hašovací funkce
Funkci 𝑓 : 𝑋 → 𝑌 lze označit za jednocestnou, pokud z libovolné hodnoty 𝑥 ∈ 𝑋
lze snadno vypočítat 𝑦 = 𝑓(𝑥), avšak pro hodnotu 𝑦 ∈ 𝑓(𝑋) je výpočetně nemožné
nalézt její vzor 𝑥 ∈ 𝑋 tak, aby 𝑦 = 𝑓(𝑥).
Funkci 𝑓 : 𝑋 → 𝑌 lze označit za bezkolizní, pokud není výpočetně možné nalézt
dvě různá 𝑥, 𝑥, ∈ 𝑋 tak, že 𝑓(𝑥) = 𝑓(𝑥,).
Základní myšlenka hašovací funkce je inspirována náhodným orákulem. Náhodné
orákulum může být reprezentováno libovolným strojem, který na vstupní hodnoty
odpovídá nějakým výstupem. Jeho podstatnou vlastností je odpovídat vždy na
stejný vstup stejným výstupem, ale na nový vstup odpovídat náhodným výstupem.
Mezi bezpečnostní vlastnosti hašovací funkce zahrnujeme odolnost proti nalezení
kolize a druhého vzoru. Odolnost proti nalezení kolize–mějme hašovací funkci
f:{0, 1}𝐷 → {0, 1}𝑛 potom šance na nalezení kolize je 2𝑛/2. Kolizí existuje značné
množství, avšak nalezení alespoň jedné kolize je nad naše výpočetní schopnosti.
Odolnost proti nalezení druhého vzoru–z principu jednocestnosti vyplývá odol-
nost proti nalezení druhého vzoru. Funkce je odolná proti nalezení druhého vzoru,
pokud pro vzor 𝑥 je výpočetně nezvládnutelné dohledat vzor 𝑦 ̸= 𝑥 s podmínkou,
že ℎ(𝑥) = ℎ(𝑦). Pro hašovací funkci f:{0, 1}𝐷 → {0, 1}𝑛 nalezneme vzor k hašova-
címu kódu se složitostí 2𝑛. Moderní hašovací funkce zpracovávají zprávy o libovolné
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délce (až 264−1 bitů). Takto dlouhé zprávy se musí zpracovávat po blocích. Ze způ-
sobu zpracování textu po blocích musíme danou zprávu zarovnat na celistvý počet
bloků. Daný text se doplní o jeden bit hodnoty 1 a zbytek tvoří potřebný počet bitů
hodnoty 0, tak lze přesně určit, kde končí text a začíná doplněk. Všechny moderní
hašovací funkce používají Damgard-Merklovu konstrukci viz obr. 1.5 , která provádí
požadovanou kompresi. Kompresní funkce má dva vstupy–blok zprávy 𝑚𝑖 a kontext
𝐻𝑖. Na začátku celého cyklu používáme kontext 𝐻0 = IV, kde IV je konstanta ozna-
čována jako inicializační hodnota. Výsledná haš je zpravidla tvořena haší posledního
bloku 𝑚𝑛, tedy kontextem 𝐻𝑛.
mi 
Hi-1 IV 
m1 
H1 Hn 
mn 
f f f 
Obr. 1.5: Kompresní a iterativní hašovací funkce
Využití hašovacích funkcí
• Digitální otisk dat–funkce vytváří z různě velkých dat jejich identifikátor. Ne-
můžeme najít další jinou zprávu, ze které dostaneme na výstupu stejnou haš.
• Kontrola integrity–při narušení přenášené zprávy se musí změnit její haš.
• Porovnání rozsáhlých databází–pro kontrolu databází nemusíme přenášet všechna
data, ale stačí jen porovnat jejich výsledné haše.
• Ukládání hesel–v operačních systémech se hesla neukládají přímo, ale uloží
se pouze výsledná haš. Pokud útočník získá haše uložených hesel, stále není
schopen určit daná hesla. Proti slovníkovému útoku se používá tzv. metoda
solení.
• Klíčovaný hašovaný autentizační kód (HMAC)–funkce hašuje nejen zprávu M,
ale také tajný klíč K. Využívá se pro autentizaci a nepadělatelnému zabezpečení
zpráv. Při autentizaci se testuje znalost tajného klíče K. Strana A pošle výzvu
challange a čeká na odpověď od strany B response = HMAC(challange,K).
Útočník, který získá zprávu response nemůže určit tajný klíč K.
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2 NEURONOVÉ SÍTĚ
2.1 Biologický neuron
Neuronové sítě tvoří základ všech částí biologického informačního systému. Základní
stavební jednotkou nervové soustavy je nervová buňka, neuron. Neuron je samo-
statná specializovaná buňka, určená k zpracování, uchování a přenosu informace.
Pro realizaci životních funkcí organismu je nutnou podmínkou vlastní existence in-
formačního systému. Nervový systém a mozek člověka tvoří jednu z nejsložitějších
soustav. Tento systém obsahuje 40 - 100 miliard neuronů, navzájem propojených a
vzájemně na sebe působících. Vztahy mezi neurony, i jejich struktura se neustále
vyvíjí. Struktura neuronu je znázorněna na obr. 2.1 [1].
Obr. 2.1: Biologický neuron, obrázek převzat z www.creationwiki.org/Neuron
Biologický neuron je tvořen vlastním tělem s buněčným jádrem nazývaným soma.
Pro přenos signálů má kromě vlastního těla i vstupní (dendrity) a výstupní (axony)
přenosové kanály. Každá buňka obsahuje jen jeden axon, ten je ukončen tzv. sy-
napsemi, které tvoří unikátní mezineuronové rozhraní sloužící k přenosu informací.
Z funkčního hlediska lze rozdělit synapse na excitační–umožňují šíření vzruchu v
nervové soustavě a na inhibiční–způsobují útlum vzruchu. Šíření informace je umož-
něno membránou, která obaluje soma i axon a za určitých okolností je schopna
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generovat elektrické impulsy. Tyto impulsy se šíří pomocí axonu na dendrity jiných
neuronů prostřednictvím synaptických bran. Propustnost těchto bran určuje inten-
zitu podráždění jiných neuronů. Pokud na neuron přijde dostatečně velký impuls,
impuls větší než je hraniční meze neuronu tzv. práh, neuron sám vytvoří impuls a
tím zajistí šíření dané informace. Synaptická propustnost se mění po každém prů-
chodu impulsu. Podle toho jak organizmus během života prodělává svůj vývoj (učí
se, zapomíná), mění se vzájemné propojení neuronů [1][2].
2.2 Formální neuron
Jak už bylo řečeno, u biologických neuronových sítí je základní stavební jednotkou
neuron. V případě umělých neuronových sítí je základní stavební jednotkou ma-
tematický model neuronu. Nejvíce rozšířený model je tzv. formální neuron, často
nazývaný podle svých autorů McCulloch - Pittsův neuron. Jeho struktura je zobra-
zena na obr. 2.2 [1].
Obr. 2.2: Formální neuron s biasem
Formální neuron Y má obecně n reálných vstupů, které modelují dendrity a tím
určují vstupní vektor 𝑥 = (𝑥1, . . . , 𝑥𝑛). Tyto vstupy jsou ohodnoceny synaptickými
váhami tvořící vektor 𝑤 = (𝑤1, . . . , 𝑤𝑛). Suma vstupních hodnot 𝑦in představuje
vnitřní potenciál neuronu Y:
𝑦in =
𝑛∑︁
𝑖=1
𝑤𝑖𝑥𝑖. (2.1)
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Bias (práh), lze do vztahu začlenit přidáním komponent 𝑥0 = 1 k vektoru x, tj.
𝑥 = (1, 𝑥1, 𝑥2, . . . , 𝑥𝑛). S biasem dále pracuje jako s jakoukoliv jinou váhou, tj.
𝑤0 = 𝑏. Následující vztah určuje vstup do neuronu Y :
𝑦in =
𝑛∑︁
𝑖=0
𝑤𝑖𝑥𝑖 = 𝑤0 +
𝑛∑︁
𝑖=1
𝑤𝑖𝑥𝑖 = 𝑏+
𝑛∑︁
𝑖=1
𝑤𝑖𝑥𝑖. (2.2)
Pokud hodnota 𝑦in dosáhne hodnoty b, indukuje výstup y neuronu Y. Nelineární
nárůst výstupní hodnoty 𝑦in při dosažení hodnoty potenciálu b je dán aktivační
(přenosovou) funkcí f. Nejjednodušším typem přenosové funkce je ostrá nelinearita,
která má pro neuron Y tvar [1]:
𝑓(𝑦in) =
⎧⎨⎩ 1 pokud 𝑦in ≥ 00 pokud 𝑦in < 0 .
Pokud místo váhového biasu (b), pracujeme s fixním prahem 𝜃 pak má přenosová
funkce (ostrá nelinearita) pro neuron Y tvar [1]:
𝑓(𝑦in) =
⎧⎨⎩ 1 pokud 𝑦in ≥ 00 pokud 𝑦in < 0 , kde 𝑦in =
𝑛∑︁
𝑖=1
𝑤𝑖𝑥𝑖.
2.3 Neuronová síť
Pro neuronovou síť platí, že je složena z formálních neuronů vzájemně propojených
tak, že jejich výstup je vstupem do jednoho či více neuronů.Tuto situaci můžeme
sledovat i u biologických neuronových sítí, kde jsou výkonové prvky uspořádány
tak, aby mohly zpracovat danou informaci. Šíření informace je dáno změnou stavu
neuronů a synaptických vah. Neuronová síť prochází v čase vývojem (mění se stavy
neuronů, adaptují se váhy) tento vývoj lze rozdělit do tří tzv. dynamik:[1]
•Organizační (změna topologie)
•Aktivační (změna stavu)
•Adaptivní (změna konfigurace)
Tyto dynamiky neuronvé sítě jsou dány počátečním stavem a pravidlem pro vývoj
příslušné charakteristiky sítě.
2.4 Druhy neuronových sítí
Neuronové sítě lze dělit podle následujících kritérií.
Podle aktivační funkce Aktivační funkce určují funkci každého neuronu, tyto
neurony se podílejí na aktivní dynamice sítě. Aktivní dynamika specifikuje počáteční
stav sítě a způsob jeho změny v čase při pevné topologii a konfiguraci. Uvedené
aktivační funkce jsou zobrazeny na obr. 2.3 [1].
17
• ostrá nelinearita
𝑓(𝑥) =
⎧⎨⎩ 1 pokud 𝑥 ≥ 10 pokud 𝑥 < 0 (2.3)
• saturovaná lineární funkce
𝑓(𝑥) =
⎧⎪⎪⎨⎪⎪⎩
1 pokud 𝑥 ≥ 0
𝑥 pokud 0 ≤ 𝑥 ≤ 1
0 pokud 𝑥 < 0
(2.4)
• sigmoida
𝑓(𝑥) = 11 + 𝑒−𝑥 (2.5)
• hyperbolický tangens
𝑓(𝑥) = 1− 𝑒
−𝑥
1 + 𝑒−𝑥 (2.6)
Obr. 2.3: Grafy aktivačních funkcí, obrázek převzat z [1]
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Podle principu učení
• Učení s učitelem - známe výsledky, které očekáváme na výstupu z neuronové
sítě. Během učení se požadované hodnoty porovnávají s výstupem sítě, síť
nastavuje váhy a prahy tak, aby se výstup blížil k požadovaným hodnotám.
Podmínkou pro použití metody učení s učitelem je mít tzv. trénovací množinu.
• Učení bez učitele - je založeno na schopnosti neuronové sítě rozeznat ve
vstupních vzorech podobné vlastnosti a na základě těchto vlastností vzory
třídit do shluků.
• Jednorázové učení - je proveden pouze jeden učící cyklus.
• Opakované učení - opakovaně předkládáme sítí vzory se snahou. dosáhnout
nejmenší odchylky od požadovaného výstupu [2].
Podle topologie sítí
• Jednovrstvá - příkladem je Hopfieldova síť (obr. 2.4). Neurony nejsou úplně
propojeny, informace se šíří pouze od vstupní vrstvy k výstupní.
Obr. 2.4: Jednovrstvá Hopfieldova síť
• Vícevrstvá - příkladem je precepton. Je tvořena několika vrstvami neuronů.
Obvykle vícevrstvou síť tvoří tři vrstvy neuronů: jedna vstupní vrstva, jedna či
více skrytých a jedna výstupní vrstva, viz obr. 2.5. Tyto vrstvy tvoří konfigu-
raci sítě. Neurony ve vstupní vrstvě zpracují příchozí signál, který je vstupním
signálem do skryté vrstvy.
19
vstupy
vstupní vrstva
1. skrytá vrstva
2. skrytá vrstva
výstupní vrstva
výstupy
Obr. 2.5: Vícevrstvá neuronová síť
• Rekurentní - má nejméně jednu zpětnovazební smyčku. Zpětnovazební smyčky
mohou být v rámci jedné vrstvy nebo mezi jednotlivými vrstvami.Rekurentní
sítě mohou obsahovat skryté vrstvy, například u Elmanovy sítě vyobrazené na
obrázku 2.6.
vstupy
vstupní vrstva
1. skrytá vrstva
výstupní vrstva
výstupy
zpětná vazba
Obr. 2.6: Rekurentní síť
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• Mřížková - je používána pro samoorganizující se mapy, obr.2.7. Tyto mapy
třídí přicházející signály podle charakteristických vlastností [2].
vstupy
X1 
Xn  
Obr. 2.7: Rekurentní síť
2.5 Vícevrstvé neuronové sítě
Vícevrstvé sítě jsou tvořeny jednotlivými vrstvami neuronů. V každé vrstvě může
být libovolný počet neuronů, tyto neurony jsou nejčastěji McCulloch - Pittova typu.
Seznámíme se s modely neuronových sítí typu Precepton, Adaline, Madaline a nej-
rozšířenější vícevrstvou neuronovou sítí Back propagation.
2.5.1 Precepton
Autor této nejjednodušší sítě je Frank Rosenblatt. Typický precepton má n vstupů
(𝑥1, . . . , 𝑥𝑛) do jednoho pracovního neuronu. Každý vstup do neuronu je ohodno-
cen váhovou hodnotou (𝑤1, . . . , 𝑤𝑛). Jedná se tedy o zvláštní případ McCullosh -
Pittsova modelu, kde máme vstup tvořen vektorem vzorků (𝑥1, . . . , 𝑥𝑛)a vektorem
požadovaných požadovaných hodnot (𝑐1, . . . , 𝑐𝑛). Využíváme tedy učení s učitelem.
Učící algoritmus Preceptonu
• Pro obvodovou funkci 𝑢(𝑥) a výstupní funkci 𝑦(𝑥) jedné iteraci platí
𝑢(𝑥) =
𝑛∑︁
𝑖=1
𝑤𝑖𝑥𝑖 (2.7)
𝑦(𝑥) =
⎧⎨⎩ 1 pokud 𝑢(𝑥) ≥ 00 pokud 𝑢(𝑥) < 0 (2.8)
• Výstup se porovnává s cílovou hodnotou a je spočítána chyba 𝑒
𝑒 = 𝑐− 𝑦 (2.9)
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je-li 𝑦 = 𝑐 a chyba 𝑒 = 0, váhy se nemění. Je - li 𝑦 = 0 a 𝑐 = 0, chyba
𝑒 = 1 a k vahám se přičte vstupní hodnota, váhový vektor se přiblíží ke
vstupnímu vektoru a v následující iteraci se zvýší pravděpodobnost klasifikace
1. je-li 𝑦 = 1 a 𝑐 = 0, chyba 𝑒 = −1a od vah se odečte vstupní hodnota,
váhový vektor se vzdálí od vstupního vektoru a v následující iteraci se zvýší
pravděpodobnost klasifikace 0.
• Pro adaptaci vah a prahů platí rovnice
𝑤𝑖𝑗(𝑡+ 1) = 𝑤𝑖𝑗(𝑡) + 𝑒𝑗𝑥𝑖 (2.10)
𝜃𝑗(𝑡+ 1) = 𝜃𝑗(𝑡) + 𝑒𝑗 (2.11)
kde 𝑡 značí čas a 𝜃 je práh neuronu.
2.5.2 Adaline
Adaline, tj. Adaptive Linear Neuron. Aktivační funkcí je lineární funkce, Adaline
má rovněž bias chovající se jako regulovatelná váha. Oproti preceptonu je využívaný
jiný algoritmus učení - LSM algoritmus ( Least Mean Squares). Jde o minimali-
zaci Euklidovy vzdálenosti mezi požadovanou odezvou sítě a vnitřním potenciálem
neuronu. Matematicky lze zapsat:
𝑤𝑖𝑗(𝑡+ 1) = 𝑤𝑖𝑗(𝑡) + 𝜂𝑒𝑗𝑥𝑖(𝑡) (2.12)
𝑒𝑗(𝑡) = 𝑦𝑗(𝑡)− 𝑐𝑗 (2.13)
kde 𝑒𝑗(𝑡) je chyba učení, 𝑐𝑗(𝑡) je požadovaná hodnota a 𝑦𝑗(𝑡) je výstupní hodnota,
pro kterou platí
𝑦𝑗(𝑡) = 𝛿𝑗 + 𝑤𝑖𝑗𝑥𝑖 (2.14)
𝛿𝑗(𝑡+ 1) = 𝜂𝑒𝑗(𝑡) (2.15)
𝛿𝑗 je hodnota prahu, 𝜂 je trénovací parametr.
Trénovací algoritmus pro Adaline
1. inicializace vah a prahu malými náhodnými čísly
2. inicializace učícího parametru
3. vlastní učení ( aktivace vstupů, výpočet skutečné hodnoty na výstupu, aktu-
alizace vah)
4. testování podmínek pro ukončení učení. Učení je skončeno, pokud změna hod-
noty váhy v poslední iteraci je menší než zadaná odchylka, případně pokud
chyba učení má monotónní klesající tendenci a dosáhla předem zvolené hod-
noty. Na obr. 2.9 jsou znázorněny typické průběhy chyby učení.
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Velmi důležité je vhodně zvolit učící parametr 𝜂, vhodná volba je 0, 1 ≤ 𝑛𝜂 ≤ 1, kde
𝑛 je počet vstupů. Pokud za 𝜂 dosadíme moc velkou hodnotu, adaptační algoritmus
nebude konvergovat. Pokud bude naopak dosazená hodnota příliš malá, proces učení
bude velmi pomalý.
2.5.3 Madaine
Madaline, tj. Many Adaptive Linear Neurons. Protože Adaline má jen omezené
možnosti, její autoři vytvořili větší počet struktur, které vzájemně spolupracují.
Základní prvek tvoří neuron Adaline. Schéma neuronové sítě Madaline je na obr.
2.8. Výstupy ze skrytých neuronů (Z1,Z2) jsou určeny signály vycházející z neuronů
X1aX2, které závisí na příslušné prahové funkci. Potom výstup z neuronu Y je
nelineární funkcí vstupních vektorů a prahové funkce. Použitím skrytých vrstev se
komplikuje adaptační proces, ale získáme větší výpočtové možnosti.
vstupní vrstva
 skrytá vrstva
X2 
X1 
Z2 
Z1 
Y 
1 1 
1 
w11 
w12 
w21 
w22 
v1 
v2 
b3  
b2 
b1 
Obr. 2.8: Madaline se dvěma skrytými neurony
Trénovací algoritmus pro Madaline
1. inicializace vah a prahu malými náhodnými čísly, inicializace učícího parame-
tru
2. aktivace vstupů
3. výpočet vstupních hodnot skrytých vrstev
4. výpočet výstupních hodnot skrytých vrstev
5. stanovení výstupní hodnoty sítě Madaline
6. aktualizace vah a prahu
7. testování podmínek pro ukončení učení.
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počet iterací
chyba
x
y
Obr. 2.9: Žádoucí průběhy výsledné chyby
2.5.4 Back propagation
Učící algoritmus Back propagation (metoda zpětného šíření chyby) je jeden z nej-
používanějších algoritmů pro trénování a učení neuronových sítí. Pro použití tohoto
algoritmu musíme vytvořit neuronovou síť, složenou alespoň ze tří vrstev, jedné
vstupní, jedné (i více) skryté a jedné výstupní viz obr. 2.10. Mezi dvěma vrstvami
se nachází úplné propojení neuronů tzn. každý neuron z nižší vrstvy je propojen s
se všemi neurony vrstvy vyšší.
Princip učení Back propagation Na vstup neuronové sítě je přiveden vektor
resp. matice vstupních parametrů.[2] Samotný algoritmus je složen že tří etap: do-
předné šíření vstupního signálu tréningového vzoru, zpětné šíření chyby od vyšších
vrstev k nižším a aktualizace vah na spojení mezi neurony.[1] Do takto aktualizo-
vané sítě znovu přivedeme vektor resp. matice vstupních parametrů a celý proces se
opakuje. Aktivační funkce pro neuronové sítě používající metodu Back propagation
musí být spojitá, diferencovatelná a monotónně neklesající. Nejčastěji se za akti-
vační funkci používá sigmoida a hyperbolický tangens. Chyba sítě je rovna součtu
parciálních chyb sítě E. Parciální chyba E je rovna střední kvadratické chybě mezi
požadovaným a skutečným výstupem.
𝐸 = 12
𝑛∑︁
𝑖=1
(𝑦𝑖 − 𝑡𝑖)2 (2.16)
kde
• 𝑛-počet neuronů výstupní sítě,
• 𝑦𝑖-i-tý výstup,
• 𝑡𝑖-i-tý požadovaný výstup.
Pro zadané hodnoty na vstupu sítě, dostaneme na výstupu určitou energii. Je žá-
doucí docílit snížení této energie (chyby) a to změnou jednotlivých váhových koefi-
cientů.
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Trénovací algoritmus Back propagation
1. Inicializace vah a prahu malými náhodnými čísly, inicializace koeficientu učení 𝛼.
2. Aktivace vstupních neuronů (𝑋𝑖, 𝑖 = 1, . . . , 𝑛).
3. Výpočet vstupních hodnot skryté vrstvy neuronů (𝑍𝑗, 𝑗 = 1, . . . , 𝑝)
𝑧𝑖𝑛𝑗 = 𝑣0𝑗 +
𝑛∑︁
𝑖=1
𝑥𝑖𝑣𝑖𝑗.
4. Výpočet výstupních hodnot skryté vrstvy
𝑧𝑗 = 𝑓(𝑧𝑖𝑛𝑗).
5. Stanovení výstupní hodnoty sítě Back propagation (𝑌𝑖, 𝑘 = 1, . . . ,𝑚)
𝑦𝑖𝑛𝑘 = 𝑤0𝑘 +
𝑝∑︁
𝑗=1
𝑧𝑗𝑤𝑗𝑘
𝑦𝑘 = 𝑓(𝑦𝑖𝑛𝑘).
6. Každému neuronu ve výstupní vrstvě (𝑌𝑘, 𝑘 = 1, . . . ,𝑚)je přiřazena hodnota
požadovaného výstupu pro tréningový vzor. Dále je vypočtena
𝛿𝑘 = (𝑡𝑘 − 𝑦𝑘)𝑓 ′(𝑦𝑖𝑛𝑘),
které je součástí váhové korekce
Δ𝑤𝑗𝑘 = 𝛼 𝛿𝑘 𝑧𝑗,
i korekce biasu
Δ𝑤0𝑘 = 𝛼 𝛿𝑘.
7. Každému neuronu vnitřní vrstvy (𝑍𝑗, 𝑗 = 1, . . . , 𝑝) je přiřazena sumace jeho
delta vstupů (z neuronů, které se nacházejí v následující vrstvě)
𝛿𝑖𝑛𝑗 =
𝑚∑︁
𝑘=1
𝛿𝑘𝑤𝑗𝑘.
Vynásobením získaných hodnot derivací jejich aktivační funkce obdržíme
𝛿𝑗 = 𝛿𝑖𝑛𝑗 , 𝛿𝑘𝑓 ′(𝑧𝑖𝑛𝑗),
které jsou součástí váhové korelace
Δ𝑣𝑖𝑗 = 𝛼 𝛿𝑗 𝑥𝑖,
i korekce biasu
Δ𝑤0𝑗 = 𝛼 𝛿𝑗.
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8. Každý neuron ve výstupní vrstvě aktualizuje na svých spojeních hodnoty vah
i biasu
𝑤𝑖𝑘(𝑡+ 1) = 𝑤𝑖𝑘(𝑡) + Δ𝑤𝑖𝑘.
9. Každý neuron ve vnitřní vrstvě aktualizuje na svých spojeních hodnoty vah i
biasu
𝑣𝑖𝑗(𝑡+ 1) = 𝑣𝑖𝑗(𝑡) + Δ𝑣𝑖𝑗.
10. testování podmínek pro ukončení učení(nenastávají už žádné změny vah, nebo
bylo vykonáno maximální definovaný počet změn).
vstupní vrstva
 skrytá vrstva
výstupní vrstva
Y1  Yk Ym 
 X1  Xi Xn 
Z1 Zj Zp 
v11 
v1j v1p vi1 
vij vip vn1 
vnj vnp 
w1k 
w11 
w1m  wj1 
wjk wjm 
wp1 
wpk wpm 
w01 
w0k w0m 
w01 w0j 
w0p 
1 
1 
Obr. 2.10: Neuronová síť s jednou skrytou vrstvou
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3 NEURONOVÉ SÍTĚ V KRYPTOGRAFII
3.1 Symetrické šifrování pomocí neuronové sítě
U šifrování s tajným klíčem využíváme jako šifrátor vícevrstvou neuronovou síť vyu-
žívající učící algoritmus back–propagation. Topologie sítě je na obr. 3.1.Jako zprávu
Z vstupující do kryptogramu, můžeme brát vstupy do neuronové sítě. Klíč K je v to-
pologii neuronových sítí reprezentován váhovými koeficienty jednotlivých neuronů.
Data na výstupu sítě můžeme považovat za kryptogram. Vstupy neuronové sítě zvo-
líme jako binární pro jednoznačnou identifikaci a úsporu adresního prostoru, dále
předpokládáme úplné propojení neuronů. Pokud budeme využívat neuronovou síť
y1 
y2 
y3 
y4
y5 
x1 
x2 
x3 
x4 
x5 
vstpní  vrstva dělící vrstva výstupní vrstva
Obr. 3.1: Neuronová síť pro symetrické šifrování
jako šifrátor textu, síť bude danou zprávu šifrovat písmeno po písmenu. Abychom
mohli vyjádřit každé písmeno abecedy (uvažujme mezinárodní abecedu) potřebu-
jeme 5 bitů tzn. 5 vstupů do neuronové vrstvy. Tréningová množina sítě je námi
vytvořená abeceda. Na vstup sítě budeme přivádět jednotlivá písmena a na výstupu
sítě budeme požadovat ty samé hodnoty jako na vstupu. Předpokládejme že neu-
ronová síť je naučená na všech 26 znaků. Pokud přivedeme např. slovo MAMA na
vstup, budeme stejné slovo očekávat na výstupu. K šifrování potom dochází v topo-
logii sítě. Pokud síť správně rozdělíme dostáváme šifrátor a dešifrátor v rámci jedné
neuronové sítě. Přenosovou funkci nastavíme jako sigmoidu u všech vrstev vyjma
vrstvy, kde bude docházet k dělení. Na dělící vrstvě musí být vstup i výstup stejný,
abychom byli schopni zprávu dešifrovat.
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V úvaze o možných útocích na neuronovou síť musíme brát v úvahu, že útočník
může získat váhové koeficienty na začátku učení, avšak nemůže je použít pokud
nezná topologii sítě. Váhy nastavené na začátku se po dobu učení mění. Jeden klíč v
této síti představují všechny váhové koeficienty sítě a druhý reprezentuje topologie
sítě. Pokud bude útočník používat odchycené zprávy jako vstup do neuronové sítě s
váhovými koeficienty, neuronová síť nebude schopna dát správný výsledek z důvodu
nesprávné učící množiny. Tento text vychází z článků [3] a [4], kde jsou podrobně
popsány zvolené implementace a výsledky testování.
3.2 Asymetrické šifrování pomocí neuronové sítě
Pomocí Hopfieldovy neuronové sítě (HNN) můžeme vytvořit systém pro výměnu
kryptografických klíčů. V tomto systému využijeme přeučenou Hopfieldovu neuro-
novou síť (OHNN-Overstoraged Hopfield Neural Network). Jestliže počáteční stav
HNN konverguje k jednomu z atraktorů podle kritéria minimální Hammingové vzdá-
lenosti, atraktor se nachází v stabilním bodu a může být uložen v HNN. Ovšem
kapacita vzorků pro zapamatování v asociativní paměti sítě je omezena. Pro síť slo-
ženou z 𝑁 neuronů je kapacita dána přibližně 𝑃 = 0, 14𝑁 . Jestliže počet vzorků pro
uložení překročí kapacitu HNN, stabilní atraktory přechází do chaotického stavu.
Kapacita sítě se zvyšuje a Hopfieldova neuronová síť se stane přeučenou.
Uvažujme plně propojenou neuronovou síť skládající se z N neuronů, kdy každý
neuron je reprezentován jedním ze dvou stavů [0,1]. V průběhu vývoje sítě jsou stavy
neuronů 𝑆𝑖(𝑡 + 1) (𝑖 = 0, 1, . . . , 𝑁 − 1) ovlivněny okolními neurony následujícím
způsobem:
𝑆𝑖(𝑡+ 1) = 𝑓
⎛⎝𝑁−1∑︁
𝑗=0
𝑇𝑖𝑗𝑆(𝑡) + 𝜃
⎞⎠ , (3.1)
kde 𝑇𝑖𝑗 je synaptická váha mezi neurony 𝑖 a 𝑗, 𝜃𝑖 je práh 𝑖 neuronu a 𝑓(𝑥) je nelineární
funkce. Za nelineární funkci zvolíme sign defnovanou 𝑓(𝑥) = 𝜎(𝑥) kde
𝜎(𝑥) =
⎧⎨⎩ 1, 𝑥 ≥ 00, 𝑥 < 0 . (3.2)
V Hopfieldově neuronové síti je hodnota prahu 𝜃𝑖 definována jako 𝜃𝑖 kde 𝑖 = 0, 1, . . . , 𝑁−
1 a 𝑇 = (𝑇𝑖𝑗) je symetrická matice. Ve vektorovém vyjádření potom dostáváme
𝑆(𝑡+ 1) = 𝐹𝑇 (𝑆(𝑡)) = 𝜎(𝑆(𝑡)𝑇 ), (3.3)
kde 𝜎(𝑥) je získána aplikací funkce sign na každý element vektoru x. Pokud tedy
začínáme z počátečního stavu 𝑆(0), systém lze v čase 𝑡 vyjádřit:
𝑆(𝑡) = 𝐹𝑇 (𝑆(𝑡− 1)) = 𝐹 𝑡𝑇 (𝑆(0)). (3.4)
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Enegie Hopfieldovy neuronové sítě je v čase 𝑡 definována jako
𝐸 = −12
∑︁
𝑖𝑗
𝑇𝑖𝑗𝑆𝑖(𝑡)𝑆𝑗(𝑡). (3.5)
Hopfield prokázal, že funkce energie HNNmonotónně klesá během vývoje sítě. Vzhle-
dem k tomu, že energie neuronové sítě je omezena, musí konvergovat do stabilního
stavu, který představuje jedno z lokálních minim funkce energie. Tyto stabilní stavy
jsou nazývány atraktory. Je dokázáno, že tyto atraktory jsou chaotické. Potom neu-
ronová synaptická matice 𝑇 násobená náhodnou permutací matice 𝐻, počáteční
stav 𝑆 a odpovídající atraktor 𝑆𝜇 se stává novým počátečním stavem 𝑆 a atraktor
𝑆𝜇. Toto lze vyjádřit následujícím způsobem:
𝑇 = 𝐻 * 𝑇 *𝐻 ′
𝑆𝜇 = 𝑆𝜇 *𝐻
𝑆 = 𝑆 *𝐻,
(3.6)
kde 𝐻 ′ je transponovaná matice H.
Pokud neuronová synaptická matice 𝑇 je 𝑛 × 𝑛 singulární matice a 𝐻 je 𝑛 × 𝑛
matice dána náhodnou permutací. Pro jakékoli 𝑇 a 𝐻, je snadné vypočítat 𝑇 =
𝐻 * 𝑇 * 𝐻 ′ , kde 𝑇 je také singulární matice. Krom toho je speciální druh matice
které jsou označovány jako komutativní matice. Předpokládejme že 𝐻1 a 𝐻2 jsou
obě dvě komutativní matice mající stejné pořadí. Potom musí splňovat následující
rovnici 𝐻1 * 𝐻2 = 𝐻2 * 𝐻1. Dle systému Diffie-Hellman pro výměnu klíč, všichni
uživatelé ve skupině společně vyberou neuronovou synaptickou matici 𝑇0, což je
𝑛×𝑛 singulární matice. Každý uživatel náhodně vybere premutaci matice ze skupiny
𝑛×𝑛 komutativních matic. Jako příklad uveďme, uživatel A nejdříve vybere jakoukoli
nesingulární matici 𝐻𝑎 ze skupiny komutativních matic a vypočítá 𝑇𝑎 = 𝐻𝑎 * 𝑇0 *
𝐻
′
𝑎. Poté ponechá 𝑇𝑎 jako veřejný klíč a uschová 𝐻𝑎 jako klíč soukromý. Jestliže
uživatelé A a B potřebují navázat zabezpečenou komunikaci, získají sdílený klíč
𝑇 = 𝐻𝑎 𝑇𝑏𝐻
′
𝑎 = 𝐻𝑏 𝑇𝑎𝐻
′
𝑏. Uživatel A nebo B je schopen jednoduše vypočítat sdílený
klíč, použitím jeho soukromého a veřejného klíče. Nicméně třetí strana není schopna
získat sdílený klíč, pokud je počet neuronů 𝑛 dostatečně velký. Text vychází z článku
[5].
3.3 Hašovací funkce založená na neuronové sítě
Hlavními požadavky na hašovací funkci, jak je uvedeno v kapitole 1.3 je jednocest-
nost. Ve skutečnosti neuronové sítě mají také jednocestnou vlastnost. Pro příklad
si uveďme neuron, který má více vstupů a pouze jeden výstup. Je relativně snadné
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vypočítat hodnotu výstupu se znalostí hodnot na vstupu, ale velmi obtížné vypo-
čítat hodnoty vstupů se znalostí hodnoty na výstupu. Další podmínky na hašovací
algoritmus jsou zabezpečení proti tzv. narozeninovému paradoxu, kdy je velmi těžké
nalézt dva otevřené texty se stejnou hodnotou haše a zabezpečení proti meet-in-the-
middle útoku, které ztěžuje najít otevřený text jehož hašovací hodnota je stejná jako
hašovací hodnota získaného otevřeného textu.
Pro navrhovanou hašovací funkci vytvoříme neuronovou síť obr. 3.2, která se
skládá ze tří vrstev: vstupní, skryté a výstupní. Tyto vrstvy realizují datovou zá-
měnu, posun a následnou kompresi. Nechť jsou vstupy a výstupy do neuronových
sítí označeny jako 𝑃 = [𝑃0, 𝑃1 . . . 𝑃31], 𝐶 = [𝐶0, 𝐶1 . . . 𝐶7], 𝐷 = [𝐷0, 𝐷1 . . . 𝐷7] a
𝐻 = [𝐻0, 𝐻1 . . . 𝐻3]. Potom je neuronová síť definována jako:
𝐻 = 𝑓2(𝑊2𝐷+𝐵2) = 𝑓2(𝑊2𝑓1(𝑊1𝐶+𝐵1)+𝐵2) = 𝑓2(𝑊2𝑓1(𝑊1𝑓0(𝑊0𝑃+𝐵0)+𝐵1)+𝐵2),
(3.7)
kde 𝑊𝑖 je hodnota vah, 𝐵𝑖hodnota biasů a 𝑓𝑖 přenosová funkce pro (𝑖 = 0, 1, 2) i–té
neuronové vrstvy. Přenosová funkce 𝑓𝑖 je definována jako
H0 
H1
H2 
H3 
D1 
D0 
D7 C7 
C0 
C1 
P0 
P1 
P2 
P3 
P4 
P5 
P6 
P7 
P28 
P29 
P30 
P31 
Obr. 3.2: Třívrstvá neuronová síť
𝑋(𝑘 + 1) = 𝑓(𝑋(𝑘), 𝑄) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑋(𝑘)
𝑄
, 0 ≤ 𝑋(𝑘) < 𝑄
𝑋(𝑘)−𝑄
0,5−𝑄 , 𝑄 ≤ 𝑋(𝑘) < 0, 5
1−𝑄−𝑋(𝑘)
0,5−𝑄 , 0, 5 ≤ 𝑋(𝑘) < 1−𝑄
1−𝑋(𝑘)
𝑄
, 1−𝑄 ≤ 𝑋(𝑘) < 1
, (3.8)
kde Q je řídící parametr a splňuje 0 < 𝑄 < 0, 5. V tomto intervalu se mapa nachází
v chaotickém stavu a je po částech lineární. Takto vytvořená chaotická mapa má
30
jisté vlastnosti vhodné pro vytvoření šifry, jsou to citlivost na změnu počátečních
hodnot či parametru. Jestliže iterujeme chaotickou mapu po T (hodnota T musí být
dostatečně velká), potom malé změny v počáteční hodnotě 𝑋(𝑘) či parametru 𝑄
zajistí rozsáhlé změny v iterované hodnotě 𝑋(𝑘 + 𝑇 ). Obecně je chaotická funkce
iterována pro 𝑇 (𝑇 ≥ 50) abychom zajistili náhodný výstup.
Vstupní vrstva je definována jako
𝐶 = 𝑓𝑇 (
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
3∑︀
𝑖=0
𝑤0,𝑖𝑃𝑖 + 𝑏0,0
7∑︀
𝑖=4
𝑤0,𝑖𝑃𝑖 + 𝑏0,1
...
31∑︀
𝑖=28
𝑤0,𝑖𝑃𝑖 + 𝑏0,7
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, 𝑄0) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑓𝑇 (
3∑︀
𝑖=0
𝑤0,𝑖𝑃𝑖 +𝐵0,0, 𝑄0)
𝑓𝑇 (
7∑︀
𝑖=4
𝑤0,𝑖𝑃𝑖 +𝐵0,1, 𝑄0)
...
𝑓𝑇 (
31∑︀
𝑖=28
𝑤0,𝑖𝑃𝑖 +𝐵0,7, 𝑄0)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣
𝐶0
𝐶1
...
𝐶7
⎤⎥⎥⎥⎥⎥⎥⎦ ,
(3.9)
kde 𝐵0 má rozměr 8 × 1, 𝑇 je počet iterací (𝑇 ≥ 50). Podobně je formulována
skrytá a výstupní vrstva:
𝐷 = 𝑓1(𝑊1𝐶 +𝐵1) = 𝑓(𝑊1𝐶 +𝐵1, 𝑄1) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑓(
7∑︀
𝑖=0
𝑤1,0,𝑖𝐶𝑖 +𝐵1,0, 𝑄1)
𝑓(
7∑︀
𝑖=0
𝑤1,1,𝑖𝐶𝑖 +𝐵1,1, 𝑄1)
...
𝑓(
7∑︀
𝑖=0
𝑤1,7,𝑖𝐶𝑖 +𝐵1,7, 𝑄1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣
𝐷0
𝐷1
...
𝐷7
⎤⎥⎥⎥⎥⎥⎥⎦ ,
(3.10)
𝐻 = 𝑓2(𝑊2𝐷+𝐵2) = 𝑓𝑇 (𝑊2𝐶+𝐵2, 𝑄2) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑓𝑇 (
7∑︀
𝑖=0
𝑤2,0,𝑖𝐷𝑖 +𝐵2,0, 𝑄2)
𝑓𝑇 (
7∑︀
𝑖=0
𝑤2,1,𝑖𝐷𝑖 +𝐵2,1, 𝑄2)
...
𝑓𝑇 (
7∑︀
𝑖=0
𝑤2,3,𝑖𝐷𝑖 +𝐵2,3, 𝑄2)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣
𝐻0
𝐻1
...
𝐻3
⎤⎥⎥⎥⎥⎥⎥⎦ .
(3.11)
Zde jsou váhy 𝑊1 o rozměru 8× 8, 𝑊2 o rozměru 4× 8, bias 𝐵1 o rozměru 8× 1, 𝐵2
o rozměru 4× 1. Změny které nastanou ve vstupní vrstvě C, se šíří do skryté vrstvy
D, kde ovlivňují změny nastávající na této vrstvě. Abychom udrželi nízkou režii, f
je iterována pouze jednou pro skrytou vrstvu a T–krát pro vrstvu výstupní. Tímto
krokem zvyšujeme náhodnost ve vztahu mezi vrstvou H a D, a tak posilujeme celý
kryptosystém.
Hašovací funkce založená na uvedené neuronové sítí je znázorněna na obr. 3.3,
tato funkce pracuje s blokem otevřeného textu o fixní délce. Blok P složený z 32
hodnot je kódován do haše H. Hašovací hodnota H je ovlivněna použitým klíčem.
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Obr. 3.3: Hašovací blok
Každá hodnota je složena z 32 bitů,které jsou reprezentovány v rozmezí [0,1]. V
tomto stavu se otevřený text P sestává z 1024 bitů, kódovaných do čtyřčlenné
hašovací funkce H obsahující 128 bitů. Generátor klíče je použit pro vytvoření
podklíčů:𝑊0, 𝐵0, 𝑄0,𝑊1, 𝐵1, 𝑄1,𝑊2, 𝐵2 a𝑄2. Klíč 𝐾 = 𝑘0, 𝑘1 . . . 𝑘127 je rozdělen
do čtyř podklíčů: 𝐾0 = 𝑘0, 𝑘1 . . . 𝑘31, 𝐾1 = 𝑘32, 𝑘33 . . . 𝑘63, 𝐾2 = 𝑘64, 𝑘65 . . . 𝑘95,
𝐾3 = 𝑘96, 𝑘97 . . . 𝑘127. Všechny subklíče se generují dle:⎧⎪⎪⎨⎪⎪⎩
𝑋0(𝑘) = 𝑓𝑇+𝑘(𝐾0, 𝐾1)
𝑋1(𝑘) = 𝑓𝑇+𝑘(𝐾2, 𝐾3)
𝑋𝑠(𝑘) = (𝑋0(𝑘) +𝑋1(𝑘))𝑚𝑜𝑑1
, (3.12)
kde 𝐾𝑆(𝑘)(𝑘 = 0, 1 . . . 150) je k–tý subklíč a operace modulo je definována:
𝑎mod 1
⎧⎨⎩ 𝑎, 0 ≥ 𝑎 < 1𝑎− 1, 1 ≥ 𝑎 < 2 . (3.13)
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Obr. 3.4: Vícebloková hašovací funkce
Hašování více bloků. Jeden hašovací blok kóduje 1024 bitů do 128 bitů. Zaprvé
musíme otevřený text M doplnit na délku 1024 bitů. Text je doplněn o jeden bit
s hodnotou 1 a několik bitů s hodnotou 0. Dále je otevřený text M rozdělen do 𝑛
bloků: 𝑀0,𝑀1, . . .𝑀𝑛−1. Potom jsou tyto bloky kódovány způsobem naznačeným
na obr. 3.4. Hašovací hodnota 𝐻𝑀𝑖 každého 𝑀𝑖 bloku je modulována klíčem 𝐾𝑀𝑖−1.
Výsledná hašovací hodnota je dána
𝐻𝑀 = 𝐾𝑀𝑛−2⊕𝐻𝑀𝑛−1 = (𝐾𝑀𝑛−3⊕𝐻𝑀𝑛−2)⊕𝐻𝑀𝑛−1 = · · · = (𝐾⊕𝐻𝑀0)⊕𝐻𝑀1⊕· · ·⊕𝐻𝑀𝑛−1 ,
(3.14)
kde⊕ značí operaci XOR. Tento text vychází z článku [6],[7],[16], kde jsou zveřejněny
výsledky testování konkrétních implementací.
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4 VLASTNÍ REALIZACE HAŠOVACÍ FUNKCE
Tato kapitola se zabývá vytvářením neuronové sítě, s vhodnými vlastnostmi, pro
realizaci hašovací funkce. Původním záměrem bylo vytvořit neuronovou síť pomocí
funkcí z knihovny Neural Network Toolbox, avšak tyto funkce využívají učení sítě na
základě zpětného šíření chyby (back propagation). Tato vlastnost sítě je pro zvolenou
implementaci nežádoucí, proto jsem odstoupil od použití knihoven a vytvořil vlastní
model neuronu, pomocí něhož jsem realizoval vícevrstvou preceptonovou síť s pouze
dopředným šířením vstupních dat. Většina kroků v rámci neuronové sítě je tedy
realizována pomocí maticových operací.
4.1 Vytvoření neuronové sítě
V první fázi je nutné vytvořit formální neuron. Formální neuron má 𝑥 = (𝑥1, . . . , 𝑥𝑛)
vstupů. Každý vstup je ohodnocen váhou 𝑤 = (𝑤1, . . . , 𝑤𝑛). Výsledná výstupní
hodnota neuronu je dána vztahem:
𝑦 = 𝜙[(
𝑛∑︁
𝑖=1
𝑥𝑖𝑤𝑖) + 𝑏] (4.1)
kde 𝑏 je bias a 𝜙 aktivační funkce neuronu.
func t i on y = neuron_sigm (x ,w, theta ,T)
% x − vektor vstupu
% w − vektor vah
% theta − prah
% y − vystup ( a k t i v i t a )
a = sum(w.∗ x ) − theta ;
T = 1 ; % zvoleny parametr ( ov l i vnu j e strmost s igmoidy )
y = 1 / (1 + exp(−a∗T) ) ;
Jako aktivační funkce neuronu je zvolena sigmoida, tedy nelineární funkce. Neline-
ární funkce jsou využívány u většiny jednocestných hašovacích funkcí. Díky neli-
neárním funkcím je poměrně složité získat hodnoty přivedené na vstup funkce, ze
znalosti výstupních hodnot funkce. Aktivační funkce 𝜙 v tomto případě sigmoida je
definována:
𝜙(𝑎) = 11 + 𝑒−𝑎𝛼 , (4.2)
kde 𝛼 určuje sklon sigmoidy. S rostoucí hodnotou 𝛼 se lze téměř přiblížit skokové
funkci viz obr. 4.1. Po vytvoření formálního neuronu můžeme definovat strukturu
vícevrstvé neuronové sítě. Pro účel hašovací funkce budeme využívat dvě vrstvy
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Obr. 4.1: Sigmoida
neuronů. První vrstva neuronů je označena jako "skrytá", za ní následuje "vý-
stupní" vrstva. "Vstupní" vrstva ve skutečnosti není tvořena neurony, ale bity ote-
vřeného textu. Jednotlivé bity jsou přivedeny na vstup "skryté" vrstvy, výstupní
"skryté" hodnoty jsou následné předány na vstup "výstupní" vrstvy. Data získaná
z výstupní vrstvy jsou použita pro otisk haše. Schéma neuronové sítě je na obr. 4.2
Na základě použité aktivační funkce je výstup každého neuronu dán reálným
číslem mezi 0 a 1. S ohledem, na využití vytvořené sítě je výhodnější pracovat s
binárními čísly 0 nebo 1. Proto je na výstupu každého neuronu vytvořen rozhodovací
práh:
výstup
⎧⎨⎩ 0, 𝑦 < 0, 51, 𝑦 ≥ 0, 5 . (4.3)
Dalším podstatným krokem je definování synaptických vah a biasů. Hašovací funkce
využívá pseudonáhodný generátor čísel. Velice důležité je zajistit, aby hodnoty vah
i biasů neuronové sítě byly vždy stejné ve chvíli, kdy síť inicializujeme pro hašovací
proces. Vícevrstvá neuronová síť je tvořena 64 neurony ve "skryté" vrstvě a 128 neu-
rony ve vrstvě "výstupní". Počet vstupních bitů je 640, tedy celkový počet hodnot
pro nastavení všech vah i biasů je 𝑛 = (641× 64) + (65× 128) = 49344
4.2 Algoritmus jednocestné hašovací funkce
Hašovací funkce zpracovává vstupní zprávu M o libovolné délce na vstupu. Na vý-
stupu dostáváme otisk zprávy o přesně definované délce H(M), tedy 128 bitů. Protože
zpracováváme otevřený text o libovolné délce, zpráva může být velmi dlouhá (např.
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Obr. 4.2: Struktura vícevrstvé neuronové sítě
𝑀 = 264 − 1 bitů). Takto dlouhou zprávu musíme zpracovávat po částech a ne
najednou. Před hašováním je zpráva zarovnána na celistvý počet bloků.
• Po přivedení bitů zprávy M na vstup hašovací funkce je provedeno zarovnání
na hodnotu 448 bitů. Zarovnání je definováno jako doplnění jedním bitem
hodnoty 1 a potřebným počtem 0 bitů.
• Do celistvého násobku 512 bitů zbývá ještě 64 bitů, ty jsou vyplněny 64 bitovou
hodnotou reprezentující původní počet bitů zprávy M. Hašovací funkce tedy
umožňuje hašovat zprávy do délky 𝑀 = 264 − 1 bitů.
• Inicializujeme buffer IV sestávající se z A, B, C a D.
A = uint32 ( hex2dec ( ’ 6 7452301 ’ ) ) ;
B = uint32 ( hex2dec ( ’EFCDAB89’ ) ) ;
C = uint32 ( hex2dec ( ’98BADCFE’ ) ) ;
D = uint32 ( hex2dec ( ’ 1 0325476 ’ ) ) ;
• V rámci hašovacího procesu v jednom kroku vezmeme 512 bitů zprávy, do-
plníme 128 bity bufferu IV, který představuje výstup z předchozího kroku a
přivedeme je na vstup neuronové sítě. Na začátku procesu je využit iniciali-
zační vektor IV.
512 bitů dat + 128 bitů IV + 1bit bias = 641 bitů (4.4)
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• Vygenerujeme náhodné hodnoty vah a biasů. Způsob generování je převzatý
článku [7].
S=RandStream ( ’ mt19937ar ’ , ’ seed ’ , 9 9 9 9 ) ;
RandStream . setDefau l tStream (S ) ;
w1=rand (64 ,640)−0 .5 ;
b1=rand (1 ,1) −0 .5 ;
w2=rand (128 ,64)−0 .5 ;
b2=rand (1 ,1) −0 .5 ;
• Vícevrstvou neuronovou síť použitou v hašovací funkci lze vyjádřit:
⎡⎢⎢⎢⎢⎢⎢⎣
𝑤1,𝑏 𝑤1,0 · · · 𝑤1,639
𝑤2,𝑏 𝑤2,1 · · · 𝑤2,639
... ... . . . ...
𝑤64,𝑏 𝑤64,1 · · · 𝑤64,639
⎤⎥⎥⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎢⎢⎣
1
𝑥0
...
𝑥639
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
ℎ0
ℎ1
...
ℎ63
⎤⎥⎥⎥⎥⎥⎥⎦ , (4.5)
⎡⎢⎢⎢⎢⎢⎢⎣
𝑤1,𝑏 𝑤1,0 · · · 𝑤1,63
𝑤2,𝑏 𝑤2,1 · · · 𝑤2,63
... ... . . . ...
𝑤128,𝑏 𝑤128,1 · · · 𝑤128,63
⎤⎥⎥⎥⎥⎥⎥⎦×
⎡⎢⎢⎢⎢⎢⎢⎣
1
ℎ0
...
ℎ63
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
𝑜0
𝑜1
...
𝑜127
⎤⎥⎥⎥⎥⎥⎥⎦ , (4.6)
kde 𝑜0 až 𝑜127 je výsledek "výstupní" vrstvy použitý jako otisk zprávy, hodnoty
ℎ0 až ℎ63 reprezentují výsledky získané na výstupu "skryté" vrstvy, 𝑤𝑥,𝑦 jsou
váhy odpovídající 𝑥 neuronu v dané vrstvě a 𝑦 vstupu.
4.3 Prezentace výsledků hašovací funkce
Takto vytvořená neuronová síť, dle teoretických předpokladů, by měla být schopna
plnit úlohu hašovací funkce. Jako vstupní zprávu jsem vybral text použitý ve článku
[7]: "Passage 2: American scientists have found that some birds are more intelli-
gent than experts had believed. The scientists say birds have abilities that involve
communication and different kinds of memory. In some unusual cases, their abilities
seem better than those of humans."
Pro ověření, zda funkce splňuje požadavek kladený na hašovací funkce, tedy
citlivost na vstupní data jsem měnil části textu dle uvedených podmínek:
X1: Změna čísla 2 v původní zprávě na 3.
X2: Změna prvního písmene P v původní zprávě na p.
X3: Změna slova believed v původní zprávě na thought.
X4: Změna tečky na konci textu na čárku.
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Odpovídající haš je převedena do hexadecimálního formátu:
Původní text: 5EDDB7EECDF7365CC37FEE138B586EE3
O1: 5EDDB7EECDF7365CC37FEE138B586EE3
O2: 5ED967EE4DF73ED8C377EE93C9587FE3
O3: 6FD0B3F8E3F37D66F3766B13A1C9CFCB
O4: 5EDDB7EECDF7365CC37FEE138B586EE3
Z uvedených výstupů lze vyvodit, že citlivost na vstupní data hašovací funkce
založené pouze na dané neuronové síti je nedostatečná. Abychom zvýšili citlivost na
změnu vstupních dat aplikujeme chaotickou mapu (pwl) na každý neuron ve vytvo-
řené neuronové síti po dobu T opakování. Chaotická mapa má některé vlastnosti,
které můžeme s výhodou použít pro konstrukci šifry. Mezi vlastnosti které využí-
váme patří citlivost na vstupní data a parametr. Jestliže iterujeme chaotickou mapu
po T opakováních (hodnota T musí být dostatečně velká), potom malé změny v
počáteční hodnotě 𝑋(𝑘) či parametru 𝑄 zajistí rozsáhlé změny v iterované hodnotě
𝑋(𝑘 + 𝑇 ). Obecně je chaotická funkce iterována pro 𝑇 (𝑇 ≥ 50) abychom zajistili
náhodný výstup. Chaotická mapa je definována jako:
𝑋(𝑘 + 1) = 𝑓(𝑋(𝑘), 𝑄) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑋(𝑘)
𝑄
, 0 ≤ 𝑋(𝑘) < 𝑄
𝑋(𝑘)−𝑄
0,5−𝑄 , 𝑄 ≤ 𝑋(𝑘) < 0, 5
1−𝑄−𝑋(𝑘)
0,5−𝑄 , 0, 5 ≤ 𝑋(𝑘) < 1−𝑄
1−𝑋(𝑘)
𝑄
, 1−𝑄 ≤ 𝑋(𝑘) < 1
, (4.7)
kde Q je řídící parametr pokud splňuje 0 < 𝑄 < 0, 5, v tomto intervalu se mapa
nachází v chaotickém stavu. Pro zjednodušení funkce lze aplikovat chaotickou mapu
pouze jedenkrát na "skrytou" vrstvu a T krát pro "výstupní" vrstvu. Na obr. 4.3
je zobrazena simulace chaotické mapy na vstupní hodnotu 𝑥 = 0, 32323 a parametr
𝛽 = 0, 4, mapa je iterována padesátkrát.
Po úpravě původní hašovací funkce využijeme vstupní zprávu totožnou se zprá-
vou z minulého testu. "Passage 2: American scientists have found that some birds
are more intelligent than experts had believed. The scientists say birds have abilities
that involve communication and different kinds of memory. In some unusual cases,
their abilities seem better than those of humans."
Pro ověření, zda funkce splňuje požadavek kladený na hašovací funkce, tedy
citlivost na vstupní data jsem měnil části textu dle uvedených podmínek:
X1: Změna čísla 2 v původní zprávě na 3.
X2: Změna prvního písmene P v původní zprávě na p.
X3: Změna slova believed v původní zprávě na thought.
X4: Změna tečky na konci textu na čárku.
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Obr. 4.3: Průběh chaotické mapy
Odpovídající haš je graficky zobrazena na obr. 4.4, následně je převedena do
hexadecimálního formátu:
Původní text: AFE179AFDF6EBD32B78010E4EAD9DAFF
O1: 2782F232F41E01F4F40F97206023B58B
O2: 9FF842B19126DF689F91419C5A9B4040
O3: 1BC0B448526C5CC09F18D3D756CB8FC8
O4: DF2BF91042B5DB91CD19FAEBF7BE1777
Po aplikování chaotické mapy je citlivost funkce na změnu vstupních dat uspo-
kojující. Lze tedy konstatovat, že je vytvořena vícebloková hašovací funkce zpra-
covávající text do délky 264 s vysokou citlivostí na změnu vstupních dat. Funkce
zpracovává v rámci jednoho hašovacího bloku 512 bitů vstupní zprávy a odpovídá
na výstupu 128 bitovým otiskem. U víceblokové hašovací funkce je tento otisk při-
veden spolu s dalšími 512 bity vstupní zprávy na vstup následujícího hašovacího
bloku. Za výslednou haš, při použití víceblokové hašovací funkce, je označen výstup
z posledního bloku funkce. Z konstrukce neuronové sítě je zřejmé, že dochází k roz-
prostření dat a následné kompresi ve "výstupní" vrstvě. Sigmoida jako přenosová
funkce nám zajišťuje jednocestnost. Výhodou je možnost modifikace délky otisku
haše. Pokud bychom chtěli delší otisk jak 128 bitů, stačí přizpůsobit počet neuronů
ve "výstupní" a "skryté" vrstvě.
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Obr. 4.4: Grafy výstupních haší v binární podobě po aplikaci chaotické mapy
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5 ZÁVĚR
Bakalářská práce je rozdělena na dvě části teoretickou a praktickou. V teoretické
části jsem nejdříve uvedl přehled používaných metod pro utajení informace. Je zde
popsán princip symetrického i asymetrického šifrování a současně používaných al-
goritmů. Pro hašovací funkci jsou uvedeny vlastnosti, které musí funkce splnit, aby
byla zajištěna bezpečnost. Tyto požadavky jsou následně zkoumány u praktické im-
plementace.Dále jsou zde diskutovány základní stavební jednotky neuronových sítí,
jejich využití ve tvorbě vícevrstvých neuronových sítí, hojně využívaných pro neu-
ronovou kryptografii. Je zde podrobně popsán učící algoritmus back-propagation,
aplikovaný na třívrstvou neuronovou síť. Tento algoritmus je následně využit při
symetrickém šifrování dle článku [3][4],implementace metody Diffie-Hellman pro vý-
měnu klíčů pomocí Hopfieldovy neuronové sítě (článek [5]). Jako poslední je uveden
způsob hašování pomocí třívrstvé neuronové sítě (článek [6],[7]).
V praktické části jsem podrobně popsal tvorbu dopředné neuronové sítě v pro-
středí Matlab. Je zde uvedena tvorba základního stavebního prvku neuronových sítí
– preceptonu, dopředná neuronová síť a použití chaotické mapy. Pro praktickou im-
plementaci jsem vytvořil dvouvrstvou neuronovou síť se sigmoidou jako aktivační
funkcí.Samotná hašovací funkce je založena na jednotlivých hašovacích blocích. Je-
den hašovací blok zpracovává 512 bitů zprávy na vstupu a odpovídá 128 bitovým
otiskem. Vícebloková hašovací funkce je schopna zpracovat různě dlouhou zprávu,
avšak maximální délka zprávy může být 264. Z výsledků testování je zřejmé, že po-
užití pouze neuronové sítě je neefektivní. Po aplikaci chaotických map, díky kterým
jsem získal vysokou citlivost na změnu vstupních dat, jsou výstupní hodnoty funkce
uspokojující.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
Adaline (Adaptive Linear Neuron) – jednovrstvá neuronová síť
AES (Advanced Encryption Standard) – symetrický šifrovací algoritmus
DES (Data Encryption Standard) – symetrický šifrovací algoritmus
HMAC (Keyed-hash Message Authentication Code) – autentizační kód zprávy
HNN (Hopfield Neural Network) – Hopfieldova neuronová síť
Madaline (Many Adaptive Linear Neuron) – vícevrstvá neuronová síť
OHNN (Overstorage Hopfield Neural Network) – přeučená Hopfieldova neuronová
síť
Triple DES (Triple Data Encryption Standard) – trojnásobná aplikace šifry DES
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SEZNAM PŘÍLOH
A Seznam souborů na přiloženém CD 46
B Zdrojový kód programu hash_sigm 47
C Zdrojový kód programu hash_pwl 50
45
A SEZNAM SOUBORŮ NA PŘILOŽENÉM CD
• Elektronická verze bakalářské práce
• Programový kód hašovací funkce používající jen neuronovou síť - hash_sigm.m
• Programový kód hašovací funkce používající neuronovou síť s chaotickou ma-
pou - hash_pwl.m
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B ZDROJOVÝKÓD PROGRAMUHASH_SIGM
1 function digest = hash_sigm(message)
2
3 %%%% Zpracování zprávy
4 %Převod textu na ASCII
5 message = double(message);
6 bytelen = numel(message);
7 %Zarovnání zprávy na 448 bitů přidáním jednoho bitu 1 a
potřebným
8 %počtem 0.
9 message = [message , 128, zeros(1, mod (55 - bytelen ,
64))];
10 numel(message);
11 message=dec2bin(message ,8) ’;
12 message =[ str2num(message (:))];
13
14 % Připojení 64 bitů reprezentujících původní délku textu
15 bitlen = uint64 (bytelen);
16 bitlen = dec2bin(bitlen ,64);
17 bitlen =[ str2num(bitlen (:))];
18 message = [message; bitlen ];
19 numel(message);
20
21
22 %Inicalizace bufferu IV a všech vah , biasů , a parametru Q
23 % Inicializace bufferu
24 A = uint32 (hex2dec(’67452301 ’));
25 B = uint32 (hex2dec(’EFCDAB89 ’));
26 C = uint32 (hex2dec(’98 BADCFE ’));
27 D = uint32 (hex2dec(’10325476 ’));
28 A=dec2bin(A,32);
29 A=[ str2num(A(:))];
30 B=dec2bin(B,32);
31 B=[ str2num(B(:))];
32 C=dec2bin(C,32);
33 C=[ str2num(C(:))];
34 D=dec2bin(D,32);
35 D=[ str2num(D(:))];
36 IV=[A;B;C;D]’;
37 %Generovani náhodných hodnot vah , biasu a parametru Q
47
38 S=RandStream(’mt19937ar ’,’seed’ ,9999);
39 RandStream.setDefaultStream(S);
40 w1=rand (64 ,640) -0.5;
41 b1=rand (1,1) -0.5;
42 w2=rand (128 ,64) -0.5;
43 b2=rand (1,1) -0.5;
44
45 %cyklus nacitani zpravy
46 pom=0;
47 while pom < length(message);
48
49 for j=(pom+1):(pom +512);
50 nacteni(j-pom)=message(j);
51 end
52 zprava =[nacteni ,IV]’;
53 pom=j;
54
55
56 %Výpočet skryté vrstvy
57
58 %Výpočet odezvy neuronu na vstupní data
59 o=w1*zprava -b1;
60 for k=1:64;
61 o(k)=1/(1+ exp(-o(k)*2));
62
63 %Aplikace rozhodovacího práhu
64 if o(k) <0.5;
65 o(k)=0;
66 else o(k)=1;
67 end
68 end
69
70
71
72 %Výpočet výstupní vrstvy
73
74 %Výpočet odezvy neuronu na vstupní data
75 y=w2*o-b2;
76 for k=1:128;
77 y(k)=1/(1+ exp(-y(k)*1));
78
48
79 %Aplikace rozhodovacího práhu
80
81 if y(k) <0.5;
82 y(k)=0;
83 else y(k)=1;
84 end
85 end
86 %Rozdělení výstupních dat do jednotlivých částí bufferu
87 A=[y(1:32 ,1)]’;
88 B=[y(33:64 ,1)]’;
89 C=[y(65:96 ,1)]’;
90 D=[y(97:128 ,1)]’;
91
92 IV=[A,B,C,D];
93 end
94
95 %Převod výstupních dat do hexadecimální podoby
96 A=bi2de(A);
97 Ah=dec2hex(A);
98 B=bi2de(B);
99 Bh=dec2hex(B);
100 C=bi2de(C);
101 Ch=dec2hex(C);
102 D=bi2de(D);
103 Dh=dec2hex(D);
104
105 vysledek_bin=IV;
106 vysledek_hexa =[Ah,Bh,Ch,Dh];
107 vysledek_bin
108 vysledek_hexa
109
110 end
49
C ZDROJOVÝKÓD PROGRAMUHASH_PWL
1 function digest = hash_pwl(message)
2
3 %Zpracování zprávy
4 %Převod textu na ASCII
5 message = double(message);
6 bytelen = numel(message);
7 %Zarovnání zprávy na 448 bitů přidáním jednoho bitu 1 a
potřebným
8 %počtem 0.
9 message = [message , 128, zeros(1, mod (55 - bytelen ,
64))];
10 numel(message);
11 message=dec2bin(message ,8) ’;
12 message =[ str2num(message (:))];
13
14 % Připojení 64 bitů reprezentujících původní délku textu
15 bitlen = uint64 (bytelen);
16 bitlen = dec2bin(bitlen ,64);
17 bitlen =[ str2num(bitlen (:))];
18 message = [message; bitlen ];
19 numel(message);
20
21 %Inicalizace bufferu IV a všech vah , biasů , a parametru Q
%%%%%%%
22 % Inicializace bufferu
23 A = uint32 (hex2dec(’67452301 ’));
24 B = uint32 (hex2dec(’EFCDAB89 ’));
25 C = uint32 (hex2dec(’98 BADCFE ’));
26 D = uint32 (hex2dec(’10325476 ’));
27 A=dec2bin(A,32);
28 A=[ str2num(A(:))];
29 B=dec2bin(B,32);
30 B=[ str2num(B(:))];
31 C=dec2bin(C,32);
32 C=[ str2num(C(:))];
33 D=dec2bin(D,32);
34 D=[ str2num(D(:))];
35 IV=[A;B;C;D]’;
36 %Generovani náhodných hodnot vah , biasu a parametru Q
50
37 S=RandStream(’mt19937ar ’,’seed’ ,9999);
38 RandStream.setDefaultStream(S);
39 w1=rand (64 ,640) -0.5;
40 b1=rand (1,1) -0.5;
41 w2=rand (128 ,64) -0.5;
42 b2=rand (1,1) -0.5;
43 Q=rand (128 ,1) /2;
44
45 %cyklus nacitani zpravy
46 pom=0;
47 while pom < length(message);
48 for j=(pom+1):(pom +512);
49 nacteni(j-pom)=message(j);
50 end
51 zprava =[nacteni ,IV]’;
52 pom=j;
53
54 %Výpočet skryté vrstvy
55 %Výpočet odezvy neuronu na vstupní data
56 o=w1*zprava -b1;
57 for k=1:64;
58 o(k)=1/(1+ exp(-o(k)*2));
59 %Aplikace chaotické mapy (pro skrytou vrstvu jen jedenkrat)
60 if o(k) >=0 && o(k)<Q(k);
61 o(k) = o(k)/Q(k);
62 elseif o(k) <0.5 && o(k) >=Q(k);
63 o(k) = (o(k)-Q(k))/(0.5 -Q(k));
64 elseif o(k) < (1-Q(k)) && o(k) >= 0.5;
65 o(k) = (1-Q(k)-o(k))/(0.5 -Q(k));
66 elseif o(k) <= 1 && o(k) >= (1-Q(k));
67 o(k) = (1-o(k))/Q(k);
68 end
69 %Aplikace rozhodovacího práhu
70 if o(k) <0.5;
71 o(k)=0;
72 else o(k)=1;
73 end
74
75 end
76
77 %Výpočet výstupní vrstvy
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78 %Výpočet odezvy neuronu na vstupní data
79 y=w2*o-b2;
80 for k=1:128;
81 y(k)=1/(1+ exp(-y(k)*1));
82 end
83
84 %Aplikace chaotické mapy (pro výstupní vrstvu padesátkrát)
85 for i=1:50;
86 for k=1:128;
87 if y(k) >=0 && y(k)<Q(k);
88 y(k) = y(k)/Q(k);
89 elseif y(k) <0.5 && y(k) >=Q(k);
90 y(k) = (y(k)-Q(k))/(0.5 -Q(k));
91 elseif y(k) < (1-Q(k)) && y(k) >= 0.5;
92 y(k) = (1-Q(k)-y(k))/(0.5 -Q(k));
93 elseif y(k) <= 1 && y(k) >= (1-Q(k));
94 y(k) = (1-y(k))/Q(k);
95 end
96 end
97 end
98
99 %Aplikace rozhodovacího práhu
100 for k=1:128;
101 if y(k) <0.5;
102 y(k)=0;
103 else y(k)=1;
104 end
105 end
106
107 %Rozdělení výstupních dat do jednotlivých částí bufferu
108 A=[y(1:32 ,1)]’;
109 B=[y(33:64 ,1)]’;
110 C=[y(65:96 ,1)]’;
111 D=[y(97:128 ,1)]’;
112
113 IV=[A,B,C,D];
114 end
115
116 %Převod výstupních dat do hexadecimální podoby
117 A=bi2de(A);
118 Ah=dec2hex(A);
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119 B=bi2de(B);
120 Bh=dec2hex(B);
121 C=bi2de(C);
122 Ch=dec2hex(C);
123 D=bi2de(D);
124 Dh=dec2hex(D);
125
126 vysledek_bin=IV;
127 vysledek_hexa =[Ah,Bh,Ch,Dh];
128 vysledek_bin
129 vysledek_hexa
130
131 end
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