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a b s t r a c t
In a landmark paper, Erdős et al. (1991) [3] proved that if G is a complete graph whose
edges are colored with r colors then the vertex set of G can be partitioned into at most
cr2 log r monochromatic, vertex disjoint cycles for some constant c . Sárközy extended
this result to non-complete graphs, and Sárközy and Selkow extended it to k-regular
subgraphs. Generalizing these two results, we show that if G is a graph with independence
number α(G) = α whose edges are colored with r colors then the vertex set of G can
be partitioned into at most (αr)c(αr log(αr)+k) vertex disjoint connected monochromatic
k-regular subgraphs of G for some constant c .
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Vertex partitions
Assume that G is a complete graph whose edges are colored with r colors (r ≥ 1). Howmanymonochromatic cycles are
needed to cover the vertex set of G? Throughout this paper, single vertices and edges are considered to be cycles. It is not
obvious (but true) that this number depends only on r which means it is a well-defined function p(r). A classical conjecture
of Erdős et al. [3] claims the following.
Conjecture 1. p(r) = r.
The special case r = 2 of this conjecture was asked earlier by Lehel and for sufficiently large graphs was first proved by
Łuczak et al. [9]. Allen proved the conjecture for a larger class of graphs [1] and finally Bessy and Thomassé [2] proved the
original conjecture for r = 2.
For arbitrary r it was shown in [3] that p(r) ≤ cr2 log r (throughout this paper log denotes the natural logarithm). The
current best bound is due to Gyárfás et al. [4] who proved that for n ≥ n0(r)we have p(r) ≤ 100r log r .
Conjecture 1 was generalized to non-complete graphs. Let α(G) be the independence number of G, that is the maximum
size of an independent set, a set of vertices not containing both endpoints of an edge. We consider r-edge colorings of graphs
with a given independence number α(G) = α. Thus for α = 1 we get back the special case of complete graphs. Let p(α, r)
denote theminimum number of monochromatic cycles needed to partition the vertex set of any r-colored Gwith α(G) = α.
Sárközy [12] conjectured that p(α, r) = αr and proved the following theorem.
Theorem 2. If the edges of a graph G with α(G) = α are colored with r colors then the vertex set of G can be partitioned into at
most 25(αr)2 log(αr) vertex disjoint monochromatic cycles.
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Another direction into which the above conjecture was generalized is using connected k-regular subgraphs instead of
cycles. Let p(r, k) denote the minimum number of connected monochromatic k-regular subgraphs needed to partition the
vertex set of any r-colored complete graph. Sárközy and Selkow [13] proved the following.
Theorem 3. There exists a constant c such that p(r, k) ≤ rc(r log r+k), i.e. for any r, k ≥ 2 and for any coloring of the edges
of a complete graph with r colors, its vertices can be partitioned into at most rc(r log r+k) connected monochromatic k-regular
subgraphs and vertices.
Given Theorems 2 and 3, a natural question is the combination of these two generalizations. Let p(α, r, k) denote the
minimum number of connected monochromatic k-regular subgraphs needed to partition the vertex set of any r-colored
graph Gwith α(G) = α. This paper establishes the following upper bound on this number p(α, r, k).
Theorem 4. There exists a constant c such that p(α, r, k) ≤ (αr)c(αr log(αr)+k), i.e. for a graph G with independence number
α(G) = α and its edges coloredwith r colors, its vertices can be partitioned into atmost (αr)c(αr log(αr)+k) vertex disjoint connected
monochromatic k-regular subgraphs and vertices.
In the other direction we have the following lower bound.
Claim 5. p(α, r, k) ≥ α((r − 1)(k− 1)+ 1).
Indeed, to see this let us take α cliques of roughly equal size and an r-edge coloring inside each clique which requires at
least (r − 1)(k − 1) + 1 vertex disjoint connected monochromatic k-regular subgraphs and vertices to cover. This can be
obtained in the following way. Let S1 be a set of size k− 1 and let all edges incident to a vertex of S1 be colored with color 1.
Let S2 be a set of size k − 1 disjoint from S1 and let all edges incident to a vertex of S2 (that are not colored yet) be colored
with color 2. We continue in this fashion; finally Sr−1 is a set of size k − 1 disjoint from ∪r−2i=1 Si and all edges incident to
a vertex of Sr−1 (that are not colored yet) are colored with color r − 1. All remaining edges are colored with color r . Then
in this construction we cannot have a non-trivial connected monochromatic k-regular subgraph in color i, 1 ≤ i ≤ r − 1.
Indeed, we cannot have a vertex from outside of Si (since the degree of any vertex outside in color i is less than k), but we
have only k−1 vertices inside Si. Thus all vertices in∪r−1i=1 Si must be single vertices in the partition, giving the claimed lower
bound.
It would be desirable to reduce the big gap between the two bounds; we feel that the lower bound is closer to the
truth.
1.2. Sketch of the proof
We follow the same proof methodology as was used in [13]. In the proof of Theorem 4, some of the steps will be similar
to steps in the proofs of Theorems 2 and 3 (see [12,13] for details). For the sake of completeness we present the proofs of
these steps as well.
Denote by e(G) the number of edges in a graph G and by e(A, B) the number of edges of Gwith one endpoint in A and the
other in B.
Definition 6. The bipartite graph G = (A, B, E) is (ε, δ) super-regular if
X ⊂ A, Y ⊂ B, |X | > ε|A|, |Y | > ε|B| imply e(X, Y ) > δ|X | |Y |,
and furthermore,
deg(a) ≥ δ|B| for all a ∈ A, deg(b) ≥ δ|A| for all b ∈ B.
We find the cover in the following steps.
• Step 1: Greedily find and remove a series of monochromatic super-regular pairs until the number of leftover vertices is
small enough; all but the first pair will be covered by a spanning connectedmonochromatic k-regular subgraph. The first
pair (denoted by (A1, B1)) will be combined in Step 2with some of the leftover vertices to formmonochromatic k-regular
subgraphs.
• Step 2: Divide the leftover vertices Y into three sets Y = Y ′ ∪ Y ′′ ∪ Y ′′′. We will use a bipartite lemma (Lemma 11) to
cover the vertices of Y ′ and some vertices of A1 and to cover the vertices of Y ′′ and some vertices of B1 by vertex disjoint
connected monochromatic k-regular subgraphs. After balancing the sizes of the two color classes in the remainder of A1
and B1, we will find a spanning connected monochromatic k-regular subgraph in the remainder of (A1, B1).• Step 3: In Y ′′′ we will have α(G|Y ′′′) ≤ α − 1, so we can use induction on α to partition the vertices in Y ′′′ into vertex
disjoint connected monochromatic k-regular subgraphs.
2. Tools
Our first tool will be a lemma of Komlós ([7]; see also [5]) claiming that whenever a graph is sufficiently dense, it contains
a super-regular pair. The size of this super-regular pair depends on the density.
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Lemma 7. There exists a constant ε0 such that if ε ≤ ε0, t = (3/ε) log(1/ε) and Gn is a graph with n vertices and cn2 edges,
then Gn contains an (ε, δ) super-regular subgraph (A1, B1) with
|A1| = |B1| = m ≥ (2c)t
n
2

and δ ≥ c.
We will also use the following lemma from [13] (Lemma 6 in [13]). Note that this lemma is a very special case of the
Blow-up Lemma [6]. It says that we can always find a spanning connected k-regular subgraph inside a super-regular pair.
Lemma 8. Given an ε > 0 and an integer k ≥ 2, if (A, B) is an (ε, δ) super-regular pair with |A| = |B| = m ≥ k
ε2
and δ > 9ε,
then (A, B) contains a connected k-regular spanning subgraph.
We will also need a simple consequence of the complementary form of Turán’s theorem.
Lemma 9. In a graph G on n vertices we have
e(G) ≥ n
2

n
α(G)
− 1

.
Proof. Indeed, Turán’s theorem applied to the complement ofG yields the fact (see e.g. inequality (10.1) on page 150 in [10])
that
α(G) ≥ n
2
2e(G)+ n .
From this we get
e(G) ≥ n
2
2α(G)+ nα(G)e(G)
= n
2

2ne(G)
α(G)(2e(G)+ n)

= n
2

n
α(G)
− n
2
α(G)(2e(G)+ n)

≥ n
2

n
α(G)
− 1

,
as desired. 
Finally we will need the following lemma of Pósa ([11]; see also Exercise 8.3 in [8]).
Lemma 10. The vertices of a graph G can be covered by not more than α(G) vertex disjoint cycles, edges and vertices.
3. Proof of Theorem 4
3.1. Step 1
Let G be a graph on n vertices with α(G) = α. Let Hi be the subgraph of G with all edges of color i. Let i1 be a color for
which e(Hi1) ≥ e(G)/r . Using this and Lemma 9, for the number of edges of Hi1 we get the following:
e(Hi1) ≥ e(G)/r ≥
n
2r
 n
α
− 1

≥ n
2
4αr
.
Let ε0 be as in Lemma 7 and ε = ε050αr . Applying Lemma 7 to Hi1 there is a δ1 ≥ 14αr and a pair (A1, B1) in color i1 such
that
• |A1| = |B1| = m1 ≥
 1
4αr
t
nwhere t =  3
ε

log
 1
ε

, and
• (A1, B1) is (ε, δ1) super-regular.
Let us remove the vertices in the pair (A1, B1) and denote the result by G1. With a similar procedure we find a super-regular
pair (A2, B2) in color i2 (possibly different from i1). Removing (A2, B2) and continuing in this fashion, after p steps the number
of remaining vertices is at most
n

1− 2

1
4αr
tp
. (1)
Defining
x = 2(αr)2(2eαr)

k
2

and x′ = max

m1
x2
,
(4αr)tk
ε2

, (2)
we stop with the procedure when no more than x′ vertices remain. Denote the last chosen super-regular pair by (Ap′ , Bp′).
Note that we may apply Lemma 8 for a pair (Ai, Bi), 1 ≤ i ≤ p′, since |Ai| = |Bi| ≥ kε2 and δi ≥ 14αr > 9ε.
2082 G.N. Sárközy et al. / Discrete Mathematics 311 (2011) 2079–2084
In the case x′ = (4αr)t k
ε2
, we are done; we do not even need Step 2 and Step 3 (these steps are explained in the outline in
Section 1.2). The remaining vertices are just going to be single vertices in the partition (the fact that their number is small
enough is checked in the final computation in (6)), and by using Lemma 8 in (Ai, Bi), 1 ≤ i ≤ p′, the rest of G is partitioned
into p′ connected monochromatic k-regular graphs.
In the other case when x′ = m1
x2
holds, we apply Lemma 8 only in (Ai, Bi), 2 ≤ i ≤ p′, so G consists of (A1, B1), a set of
p′ − 1 connected monochromatic k-regular graphs, plus a set Y of fewer than m1
x2
vertices and we go to Step 2.
Next let us estimate p′. Let us consider a p′ for which
n

1− 2
(4αr)t
p′
≤ m1
x2
.
This inequality is certainly true (using the lower bound onm1) if
1− 2
(4αr)t
p′
≤ 1
(4αr)tx2
,
which in turn is true using 1− x ≤ e−x if
e
− 2p′
(4αr)t ≤ 1
(4αr)tx2
.
Thus it follows from the above and (1) that in either case we have
p′ ≤

(4αr)t
2
(2 log x+ t log(4αr))

. (3)
3.2. Step 2
Divide the remaining vertices Y into three sets, Y = Y ′ ∪ Y ′′ ∪ Y ′′′, in the following way. If a vertex y ∈ Y satisfies
deg(y, A1) < m1/α and deg(y, B1) < m1/α,
we put it into Y ′′′, and we will deal with this set later in Step 3 by using induction on α.
Next we consider the vertices y ∈ Y satisfying
deg(y, A1) ≥ m1/α and deg(y, B1) ≥ m1/α. (4)
We may assume that the number of vertices satisfying (4) is even by removing a single vertex (a vertex that is going to be a
singleton in the final partition). Then we put half of these vertices into Y ′ and the other half into Y ′′.
Then the vertices y ∈ Y satisfying
deg(y, A1) ≥ m1/α and deg(y, B1) < m1/α
are also put into Y ′, and the vertices y ∈ Y satisfying
deg(y, A1) < m1/α and deg(y, B1) ≥ m1/α (5)
are put into Y ′′.
Without loss of generality, assume that |Y ′| ≤ |Y ′′|. Take |Y ′′| − |Y ′| vertices from Y ′′ satisfying (5) and put them into Y ′′′
(note that there must be |Y ′′| − |Y ′| such vertices). Thus now |Y ′| = |Y ′′|, for every y ∈ Y ′ we have deg(y, A1) ≥ m1/α, for
every y ∈ Y ′′ we have deg(y, B1) ≥ m1/α and finally for every y ∈ Y ′′′ we have deg(y, A1) < m1/α.
Then the following lemma will help to cover the vertices in Y ′ and some vertices in A1 and the vertices in Y ′′ and some
vertices in B1. We will apply the lemma twice: once with the choices S = A1 and Y = Y ′, then again with the choices S = B1
and Y = Y ′′.
Lemma 11. If the edges of a bipartite graph (S, Y ) are colored with r colors, |S| = m, |Y | < m
x2
(where x is given by (2)), and
for every y ∈ Y we have deg(y, S) ≥ m/α, then the vertices of Y can be covered by at most rx 1+  k2 + 2αr2  k2 vertex
disjoint connected monochromatic k-regular graphs and vertices.
Proof. For each y ∈ Y and 1 ≤ i ≤ r , we define
Ni(y) = {s ∈ S : (s, y) has color i},
and for Y ′ ⊂ Y we define Ni(Y ′) = ∩y∈Y ′ Ni(y). Clearly Y can be partitioned into classes Y1, Y2, . . . , Yr such that |Ni(y)| ≥ mαr
for each y ∈ Yi. In the proof of Lemma 11 we will need two claims.
Claim 12. For each Yi, there is an ai such that Yi can be partitioned into classes Yi0, Yi1, . . . , Yiai where
• |Yi0| < 2αr
 k
2

,
• |Yij| =
 k
2

for 1 ≤ j ≤ ai, and• |Ni(Yij)| ≥ αrmx for 1 ≤ j ≤ ai.
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Proof. If |Yi| < 2αr
 k
2

, the proof is trivial. Let Hi be the subgraph of (S, Yi)with all edges of color i. If |Yi| ≥ 2αr
 k
2

, then
we have −
s∈S
degHi (s)≥

k
2

deg
Hi
(s) ≥ m
αr
|Yi| −

k
2

m ≥ m
2αr
|Yi|.
We are going to count with multiplicity the number of subsets of Yi of size
 k
2

with a common neighbor s ∈ S (meaning
that if a particular subset has l common neighbors in S, then it is counted l times). Using Jensen’s inequality,
−
s∈S
degHi (s)≥

k
2

degHi (s) k
2

 ≥ m
2αr
 |Yi|
2αr k
2
 ≥ m
2αr

|Yi|
2αr
 k
2


k
2

.
But there are only |Yi| k
2
 ≤  e|Yi| k
2


k
2

subsets of Yi of size
 k
2

. Thus there must be a Yi1 ⊂ Yi such that
|Yi1| =

k
2

and |Ni(Yi1)| ≥ m2αr

|Yi|
2αr

k
2
⌈ k2 ⌉

e|Yi|
k
2
 k2  =
m
2αr(2αer)

k
2
 = αrm
x
.
Replacing Yi by Yi \ Yi1 we repeat the procedure until for the leftover we have |Yi0| < 2αr⌈ k2⌉. We denote the number of
repetitions by ai. This completes the proof of Claim 12. 
For each Yi we define an auxiliary graph Gi with vertices {Yi1, Yi2, . . . , Yiai} and edges
(Yij, Yil) : |Ni(Yij) ∩ Ni(Yil)| ≥ mx2 > |Y |

.
The second claim that we need in the proof of Lemma 11 is the following.
Claim 13. The size of a maximum independent set of Gi is less than x.
Proof. Assume indirectly that {w1, w2, . . . , wx} ⊂ {Yi1, Yi2, . . . , Yiai} is an independent set of vertices of Gi. Ifwj = Yij, then
we define Ni(wj) = Ni(Yij). Hence we have |Ni(wj)| ≥ αrmx for 1 ≤ j ≤ x. But then
m ≥ ∪1≤j≤x Ni(wj) ≥ αrm− −
1≤j<l≤x
Ni(wj) ∩ Ni(wl)
≥ αrm− x
2
2
m
x2
=

αr − 1
2

m > m.
By contradiction, Gi cannot have an independent set of x vertices, finishing the proof of Claim 13. 
Now we are ready to prove Lemma 11. By Claim 13 and Lemma 10, the vertices of Gi can be partitioned into at most
x cycles (and edges and vertices), and thus the vertices of ∪1≤i≤r Gi can be partitioned into at most rx cycles (and edges
and vertices). The single vertices in this partition will correspond to single vertices (
 k
2

vertices of Y for each) in the final
partition. Between every adjacent pair of vertices on these cycles, we insert disjoint sets of S. Between adjacent vertices Yij
and Yil, we insert Sij ⊂ S such that |Sij| =
 k
2

and Sij × (Yij ∪ Yil) is monochromatic in color i. Inserting these sets (from S)
between the corresponding pairs of sets (from Y ) on a cycle yields a new, blown-up ‘‘cycle’’, Z1, Z2, . . . , Z2p of sets of vertices
of size
 k
2

, where we have complete bipartite graphs between adjacent sets. The graph with vertices ∪1≤j≤2p Zj and edges
∪1≤j<2p(Zj × Zj+1) ∪ (Z1 × Z2p) is a connected monochromatic k+ (k mod 2)-regular subgraph of G. For odd k, removing a
perfectmatching in each of Z2j+1×Z2j+2 for 0 ≤ j < p yields a connectedmonochromatic k-regular graph. Hence the vertices
of S×Y can be partitioned into atmost rx connectedmonochromatic k-regular graphs plus atmost rx  k2+2αr2  k2 single
vertices resulting from the single vertices in the cover of Gi and the vertices in Yi0. This finishes the proof of Lemma 11. 
Applying Lemma 11 for S = A1 and Y ′, we obtain a set of at most rx

1+  k2 + 2αr2  k2 connected monochromatic
k-regular graphs and vertices that partition the vertices in Y ′ and a subset A′ of A1. Similarly we have a set of at most
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rx

1+  k2 + 2αr2  k2 connected monochromatic k-regular graphs and vertices that partition the vertices in Y ′′ and a
subsetB′ ofB1. Assuming that |A′| < |B′|, we add |B′|−|A′| additional single vertices fromA1 toA′; thus now |A1\A′| = |B1\B′|.
Finally we apply Lemma 8 for Hi1 |(A1\A′)∪(B1\B′). It is not hard to check that the conditions of Lemma 8 are still satisfied.
Thus, using (2) and (3), we get the conclusion that the number of vertex disjoint monochromatic k-regular graphs and
vertices needed to cover G except vertices in Y ′′′ is at most
p′ + 3

rx

1+

k
2

+ 2αr2

k
2

+ (4αr)
tk
ε2
+ 1 ≤ (αr)c(αr log(αr)+k) (6)
with some constant c. Indeed, here the p′ comes from the super-regular pairs; in the factor 3, one is for the application of
Lemma 11 for (A1, Y ′), one is for the application of Lemma 11 for (B1, Y ′′) and one is for the balancing of the remainder of
(A1, B1)with single vertices. The (4αr)
t k
ε2
term is for the remaining single vertices when we had the case x′ = (4αr)t k
ε2
in Step 1
and finally the plus 1 is the potential single vertex needed to make |Y ′ ∪ Y ′′| even.
3.3. Step 3
In the graph G|Y ′′′ we claim that α(G|Y ′′′) ≤ α − 1.
Indeed, otherwise let us take an independent set {y1, y2, . . . , yα} in G|Y ′′′ . By the definition of Y ′′′, we have
deg(yj, A1) < m1/α for every 1 ≤ j ≤ α.
But then we can choose a vertex a ∈ A1 that is not adjacent to any of the vertices yj, 1 ≤ j ≤ α, giving an independent set
of size α + 1 in G, a contradiction.
But then, we can iterate our whole procedure with α − 1 inside G|Y ′′′ . Hence for p(α, r, k), the minimum number of
connected monochromatic k-regular subgraphs needed to partition the vertex set of any r-colored graph Gwith α(G) = α,
we get the following bound:
p(α, r, k) ≤ (αr)c(αr log (αr)+k) + p(α − 1, r, k).
Repeating this for all 1 < j < α and finally using the bound p(1, r, k) ≤ rc(r log r+k) from [13], we get the bound
p(α, r, k) ≤ (αr)c(αr log (αr)+k) + ((α − 1)r)c((α−1)r log ((α−1)r)+k) + p(α − 2, r, k) ≤ · · ·
≤ α(αr)c(αr log (αr)+k) ≤ (αr)(c+1)(αr log (αr)+k),
and the proof is finished. 
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