In the context of Lebesgue integration, we derive the divergence theorem for unbounded vector fields that can have singularities at every point of a compact set whose Minkowski content of codimension greater than two is finite. The resulting integration by parts theorem is applied to removable sets of holomorphic and harmonic functions.
In the context of Lebesgue integration, powerful divergence theorems (alternatively called Gauss-Green theorems) have been proved in [5, 6, 11] for bounded vector fields. Using generalized Riemann integrals, divergence theorems for certain kinds of unbounded vector fields are established in [12] and [10] . These vector fields are allowed to exhibit a controlled growth to infinity in neighborhoods of points lying on small sets -planes of codimension greater than two in [12] , and compact sets of finite Hausdorff measure of codimension greater than two in [10] . However, a closer look at these results shows that, due to the growth conditions imposed, they apply only to vector fields with a finite number of singular points (see Remark 2.4 below for details).
In contrast, we obtain a divergence theorem for vector fields having singularities at all points of certain compact sets of finite upper Minkowski content of codimension greater than two (see the Main Theorem below). This is achieved by imposing growth conditions about exceptional sets, rather than about individual points of exceptional sets. We employ only the Lebesgue integral, and integrate over bounded BV sets. Our result generalizes substantially the divergence theorem of [11] . As in [11] , we show here that mere integrability of divergence implies the Gauss-Green formula; the separate integrability of the relevant partial derivatives is not required. In view of this, we can employ vector fields whose coordinates are not BV functions (see the paragraph following Example 2.6 below).
Whether Minkowski contents can be replaced by Hausdorff measures is unclear. The techniques used in [7, Section 3] for characterizing removable sets of linear partial differential equations in terms of Hausdorff measures yield results different from ours (cf. Theorems 4.2 and 4.3 below), and they do not appear directly applicable in our approach.
The paper is organized as follows. Section 1 contains necessary preliminaries, such as the definitions of BV sets, the upper Minkowski content, and the resulting dimension. It also includes the definition of transversality between a compact set and the essential boundary of a BV set. In Section 2, we introduce derivatives of vector fields defined on measurable sets and formulate the divergence theorem, which is proved in Section 3. The integration by parts formula is derived in Section 4, and it is applied to removable sets of the Cauchy-Riemann and Laplace equations.
Preliminaries
The set of all real numbers is denoted by R, and R + := {t ∈ R : t > 0}. Unless specified otherwise, by a function we always mean a real-valued function. Countable sets are finite (including the empty set) or countably infinite.
The ambient space of this note is R m where m ≥ 1 is a fixed integer. The usual inner product x · y induces a norm | · | in R m , and the boldface zero (0) denotes the zero vector of R m . A cube is a compact nondegenerate cube in R m .
The closure, interior, and diameter of a set E ⊂ R m are denoted by cl E, int E, and d(E), respectively. The distance from a point x ∈ R m to a set E ⊂ R m is denoted by d(x, E). For a set E ⊂ R m and r > 0, we let
In R m we use Lebesgue measure L m , and the Hausdorff measures H t where 0 ≤ t ≤ m is a real number [3, Section 2.1]. For E ⊂ R m , we write |E| instead of L m (E) = H m (E). The restricted measures L m E and H t E are defined in the usual way [3, Section 1.1.1]. Unless specified otherwise, the words "measure," "measurable," and "negligible," as well as the expressions "almost everywhere" and "almost all" refer to Lebesgue measure L m .
Let E ⊂ R m , and for 0 ≤ θ ≤ 1, let
The sets int * E := E(1), cl * E := R m − E(0), and ∂ * E := cl * E − int * E are called, respectively, the essential interior, essential closure, and essential boundary of E. The relevant closure of E is the set cl r E := cl (cl * E). The extended real number
A set of finite perimeter , or a BV set, is a measurable set A ⊂ R m with |A| < ∞ and A < ∞. Although some of our partial results hold for any BV set, in what follows we deal exclusively with the family BV of all bounded BV sets. If A ∈ BV, then H m−1 almost everywhere in ∂ * A is defined a unit vector field ν A such that
for each v ∈ C 1 (R m ; R m ); the vector field ν A , called the unit exterior normal of A, is unique up to an H m−1 negligible subset of ∂ * A.
Our goal is to relax the boundedness condition in the following theorem, whose elementary proof can be found in [11] . Theorem 1.1 (Gauss-Green). Let A ∈ BV, and let v : cl * A → R m be bounded. Assume that E c and E d are subsets of cl * A such that
, and there is a measurable function div v defined almost everywhere in A that is uniquely determined by v up to a negligible set.
The function div v in Theorem 1. Let K ⊂ R m be a compact set, and let 0 ≤ t ≤ m. The following facts are self-evident:
and we denote this common value by dim K; for K = ∅, we let dim K := −∞. Clearly dim K = t whenever 0 < M * t (K) < ∞. It is easy to see that dim K = 0 whenever K is nonempty and finite, but the converse is false.
To identify the value of M * t (K) with that of H t (K) for a nice set K, a positive multiplicative constant depending on m and t is usually included in the definition of M * t (K). Since we are interested only in distinguishing the cases M * t (K) = 0, 0 < M * t (K) < ∞, and M * t (K) = ∞, no such constant is necessary for our purposes. Example 1.3. Let C be the Cantor ternary set placed on any line in R m , and let t = log 2/ log 3.
compact segments of such that the length of each is 3 −k and the distance between any two is greater than or equal to 3 −k . Choose a positive r < 1/6, and find a positive integer k so that 3 −k−1 ≤ 2r < 3 −k . It is easy to see that
where κ is a constant depending only on the dimension m. Moreover 2/3 t = 1 and
Thus M * t (C) ≤ κ6 m < ∞, and we conclude dim C = t.
Let A ∈ BV, and let K ⊂ R m be a nonempty compact set.
On the other hand, [3, Section 2.3, Theorem 2] and Observation 1.6 below show that for H m−1 almost all x ∈ ∂ * A, the singleton {x} is not transverse to ∂ * A. Observation 1.5. Let A ∈ BV, and let K ⊂ R m be a nonempty compact set transverse to ∂ * A. If M * s (K) < ∞, then there is a decreasing function β :
Proof. Since t := dim K ≤ s, taking β as in Definition 1.4 yields
Proof. Proceeding toward a contradiction, suppose r k β(r k ) ≥ c > 0 for a strictly decreasing sequence {r k } in (0, 1) with lim r k = 0, and let s k := r k+1 /r k . Since
contrary to our assumption. 
The definition we have chosen leads to an integration by parts theorem (Theorem 4.1 below) suitable for our applications.
The next definition introduces a concept related to transversality, albeit only formally. The reader should compare it with Example 1.9, Remark 2.7, and Example 2.8 below.
Example 1.9. Let m = 2, and let
A k is BV, and 0 belongs to int * A or R 2 −cl * A according to whether lim ε k equals 1 or 0, respectively. In either case, ∂ s A = {0}.
The result
As BV sets of positive measure may have no interior points, we need to extend the definition of derivative to points of essential interior.
Relatively differentiable maps are approximately differentiable in the sense of [ div v(x) := trace of Dv(x) is called the relative divergence of v at x. Since our concept of relative differentiability coincides with the usual definition of differentiability whenever x is the interior point of E, using the standard notation will cause no confusion.
If v : cl * E → R m is relatively differentiable at x, then so is the restriction w := v cl * B and Dw(x) = Dv(x). In other words, relative differentiation commutes with restrictions:
Applying arguments similar to those used for approximate differentiation in [5, Section 3.3] , we obtain a version of Stepanoff's theorem for relative differentiability (Proposition 2.3 below). 
Proof. Select a Lipschitz extension w : R m → R m of v C and a z ∈ C ∩ int * C at which w is differentiable. Choose a positive ε ≤ 1, and making c larger and δ smaller, assume Lip(w) ≤ c, δ < ε, and Main Theorem (Gauss-Green). Let A ∈ BV and v : cl * A → R m . Assume that E c and E d are subsets of cl * A such that
In addition, assume that there is a countable collection {K i } of disjoint compact subsets of E c ∪ (cl r A − cl * A) satisfying the following conditions:
(4) each K i is nonempty and transverse to ∂ * A;
The distinguishing feature of both Theorem 1.1 and the Main Theorem is that only the integrability of div v implies the Gauss-Green formula; the separate integrability of the relevant partial derivatives of v is not required.
We postpone the proof of the Main Theorem to Section 3 below. Observe that the Main Theorem is reduced to Theorem 1.1 when the collection {K i } is empty. Under the assumptions of the Main Theorem, v may or may not have singular points in K i . However, the unboundedness of v around K i often takes a more definitive form:
( * ) For each x ∈ K i and for each neighborhood U of x, the map v is unbounded in (U − K i ) ∩ cl * A. We claim that if ( * ) is satisfied for each K i , then the collection {K i } is finite.
We prove the claim by contradiction. Select x i ∈ K i and assuming {x i } is an infinite sequence, find a subsequence, still denoted by {x i }, that converges to x ∈ cl r A. By assumption (7) of the Main Theorem, each K i has a neighborhood U i such that v is locally bounded in (U i −K i )∩cl * A. It follows from ( * ) that U i ∩K j = ∅ for every j = i; in particular x ∈ i K i . Inductively, we can find disjoint open sets A similar argument shows that [12, Theorem 5.4 ] and [10, Gauss-Green Theorem] apply only to vector fields with finitely many singular points -an observation which simplifies dramatically the statements and proofs of these results. A := B(0, 1) , and define v :
Example 2.5. Let
A direct calculation shows that div v(x) = 0 for each x ∈ A − {0}, and that (7) is the only assumption of the Main Theorem which is not satisfied.
The next example shows that identity (2.1) may hold for vector fields that do not satisfy assumptions of the Main Theorem. 
A direct calculation shows that div v(x) = 0 for each x ∈ R 2 − {0}, and
for each r > 0. It follows from Theorem 1.1 that identity (2.1) holds for each A ∈ BV whose topological boundary does not contain 0. Yet, v does not satisfy condition (7) of the Main Theorem when p ≥ 2.
Note that for A := B(0, 1) and 1 ≤ p < 2, the Main Theorem applies to the vector field v of Example 2.6, although the coordinates of v are not BV functions.
Remark 2.7. A simple modification of the proof presented in Section 3 below shows that the Main Theorem remains valid when conditions (4) and (7) are replaced, respectively, by conditions:
(4*) each K i is nonempty and ∂ * A does not accumulate about K i ; (7*) there are decreasing functions β i :
according to whether M * t (K i ) > 0 or M * t (K i ) = 0, respectively. Only the obvious reformulations of Lemmas 3.1, 3.2, and 3.4 below must be proved. We leave the details to the reader. A direct calculation shows that div v belongs to L 1 (A; L 2 ) while v does not belong to L 1 (∂ * A, R 2 ; H 1 ). Since condition (7*) holds with β(r) := r −3/4 , it is easy to see that condition (4*) is the only unsatisfied assumption of the Main Theorem modified according to Remark 2.7.
Proof of the Main Theorem
Lemma 3.1. Let E ⊂ R m be measurable, and let K ⊂ R m be a compact set with
Then lim B (K,r) |v| dL m = 0 as r > 0 approaches zero.
Proof. Choose an r > 0 so that B(K, s) /s m−t < c < ∞ whenever 0 < s ≤ r.
Making r smaller and c larger, we obtain B(K, r) . Select such an r > 0, and let Proof. Since x → d(x, K) is a Lipschitz function whose Lipschitz constant is one, the coarea theorem [3, Section 5.5] 
for all r > δ > 0. As there is nothing to prove otherwise, assume M * t (K) < ∞. Given ε > 0, find an R > 0 so that
for each positive s < R, and observe that for 0 < δ < r < R,
Letting δ → 0, we obtain lim sup
and by the arbitrariness of ε, 
As all is clear if m = 1, we assume m ≥ 2. By the lower semicontinuity of perimeter [3, Section 5.2.1],
and the isoperimetric inequality [3, Section 5.6.2] implies |A| < ∞. Thus A is a BV set, and a direct verification shows
Proof of the Main Theorem.
As v is continuous H m−1 almost everywhere in cl * A, it is both L m and H m−1 measurable. Conditions (6) and (7) of the Main Theorem and Lemma 3.1 imply v ∈ L 1 (A, R m ; L m ). Choose positive numbers ε and δ, and using Lemma 3.4, find r i > 0 so that
As ∂ * (A−A δ ) |v| dH m−1 < ∞ follows from condition (6) of the Main Theorem,
Now assume that div v belongs to L 1 (A; L m ). For sufficiently small δ, the isoperimetric inequality and absolute continuity of the Lebesgue integral yield 
Further let {C i } be a countable collection of disjoint subsets of E c satisfying the following conditions:
(4) each C i is nonempty and relatively closed in U , (5) given C i and a compact set K ⊂ C i , there is a t K with 0 ≤ t K < m − 1 and M * t K (K) < ∞, (6) v is locally bounded in U − V for each open set V containing i C i , (7) given C i and a compact set K ⊂ C i , as y approaches K, (4) each C i is nonempty and relatively closed in U , (5) given C i and a compact set K ⊂ C i , there is a t K with 0 ≤ t K < m − 1 and M * t K (K) < ∞, (6) ∇u is locally bounded in U − V for each open set V containing i C i , (7) given C i and a compact set K ⊂ C i , as y approaches K, 
