Abstract. It is known by the Conley's theorem that the chain recurrent set CR(ϕ) of a deterministic flow ϕ on a compact metric space is the complement of the union of sets B(A) − A, where A varies over the collection of attractors and B(A) is the basin of attraction of A. It has recently been shown that a similar decomposition result holds for random dynamical systems on noncompact separable complete metric spaces, but under a so-called absorbing condition. In the present paper, the authors introduce a notion of random chain recurrent sets for random dynamical systems, and then prove the random Conley's theorem on noncompact separable complete metric spaces without the absorbing condition.
Introduction
Chain recurrent sets play an important role in the study of qualitative behaviors of dynamical systems. In a well-known paper [6] , Conley discovered a fundamental connection between the chain recurrent set and the collection of attractors for a deterministic dynamical system ϕ on a compact metric space (X, d): the complement of the chain recurrent set is the union of the sets B(A) − A, where A varies over the collection of attractors of ϕ and B(A) is the basin of attraction of A. Namely,
X − CR(ϕ) = [B(A) − A].
In other words, the complement of the chain recurrent set CR(ϕ) in the whole state space X is the union of the complements of attractors A in their own basins of attraction. This result is called the Conley's theorem, which approaches the fundamental theorem of dynamical systems [17] . And the fundamental theorem can be applied to such as the bifurcation theorem [13] .
The chain recurrent sets are widely studied and further extended by many researchers in different contexts; see for example [2, 4, 9, 10, 14, 15, 18] . In particular, by an alternative definition of the chain recurrent set, Conley's theorem was established for maps on locally compact metric spaces by Hurley [10, 11] and was extended for semiflows and maps on arbitrary metric spaces [3, 12] . Let us recall a definition from [3, 12] :
Consider the set P (X) = {f : X → (0, ∞) | f is continuous }. For any ε ∈ P (X) and T > 0, a finite sequence {x 1 , · · · , x n , x n+1 ; t 1 , · · · , t n }, x i ∈ X and
A point p ∈ X is called chain recurrent for ϕ if for any ε ∈ P (X) and T > 0 there exists an (ε, T )-chain for ϕ from p back to p. The chain recurrent set CR(ϕ) is the collection of all chain recurrent points for ϕ.
A random dynamical system models dynamics in a state space X influenced by probabilistic noise defined in a probability space (Ω, F , P). Recently, the Conley's theorem was shown to hold for a random dynamical system ϕ on a compact metric space X by Liu [15] . Liu obtained the following result by defining a random chain recurrent set.
Random Conley's theorem on compact metric space: Let ϕ be a random dynamical system on a compact space X. Assume that U(ω) is an arbitrary random pre-attractor, A(ω) is the random local attractor determined by U(ω), and B(A)(ω) is the random basin of attraction of A(ω). Then the following decomposition holds:
where the union is taken over all random local attractors determined by random pre-attractors. See Definition 2 below for the meaning of pre-attractors and local attractors. Liu [16] further extended his result to noncompact Polish spaces (i.e., separable complete metric spaces) under an additional absorbing condition: the pre-attractor U(ω) is assumed to be an absorbing set. Obviously this absorbing condition depends on the underlying metric in the state space X.
In the present paper, we prove a random Conley's theorem on noncompact Polish metric spaces without the absorbing condition. Namely, we prove the following result.
Theorem 1 (Random Conley's theorem on noncompact Polish spaces).
Let ϕ be a random dynamical system on a non-compact Polish space X. Assume that U(ω) is an arbitrary random pre-attractor, A(ω) is the random local attractor determined by U(ω) and B(A, U)(ω) is the basin of attraction determined by U(ω) and A(ω). Then the following decomposition holds:
where the union is taken over all random local attractors determined by random pre-attractors.
Note that the random chain recurrent set that we define below (in Definition 3) is different from Liu's [15] , but they are equivalent when the state space X is compact. This paper is organized as follows. After introducing random chain recurrent sets in §2, we study the relation of random chain recurrent sets and random attractors for random dynamical systems in §3, which includes the main result of this paper. Finally we demonstrate the main result by some simple examples in §4.
Preliminaries
Throughout the paper, we assume that (X, d) is a Polish space, i.e. a separable complete metric space X with metric d. For Y ⊂ X, ClY , intY , Y C denote respectively the closure, interior and complement of Y . Let (Ω, F , P) be a probability space, with sample space Ω, universal σ-algebra and probability measure P.
We recall the definition of a continuous random dynamical system (RDS) on the state space X, with the time set T = Z or R. For more information see references [1, 5, 15] .
Definition 1 (Random dynamical system). A continuous random dynamical system (RDS), shortly denoted by ϕ, consists of two ingredients:
(i) A model of the noise, namely a driving flow (θ t ) t∈T on the sample space Ω, such that (t, ω) → θ t ω is a measurable flow that leaves P invariant, i.e.
(ii) A model of the system influenced by noise, namely a cocycle ϕ over θ, i.e. a measurable mapping ϕ :
is continuous for all ω ∈ Ω and the family ϕ(t, ω, ·) = ϕ(t, ω) : X → X of random mappings satisfies the cocycle property:
It follows from (1) that ϕ(t, ω) is a homeomorphism of X and
For a random variable T (ω), we call T (ω) > 0 if it holds P-a.s. ω ∈ Ω.
Definition 2 (Pre-attractor and local attractor). A random open set U(ω) is called a random pre-attractor of a RDS ϕ if
where τ (ω) is an F -measurable random variable. We define the random local attractor A(ω) inside U(ω) to be the following:
The basin of attraction for A(ω) is defined by B(A, U)(ω) = {x : ϕ(t, ω)x ∈ U(θ t ω) for some t ≥ 0}.
In the formula (3), we allow the random local attractor A(ω) to be possibly an empty set. Similar to the Lemma 3.1 in [16] , we can assume that a pre-attractor U(ω) is a forward invariant random open set. In the deterministic case, it can be showed that if X is a compact metric space and U is a nonempty open subset of X, then U is a pre-attractor for a flow ϕ if and only if Clϕ(T, U) ⊂ U for some T > 0; but when X is not compact, this result may not be true [12] . When X is compact, the basin of attraction of an attractor is independent of the choice of the pre-attractor; but when X is not compact, the basin of attraction generally depends on the pre-attractor [10] . Now we define a random chain recurrent set in a Polish space. This definition extends the definition in [3, 12, 15] . Recall that a function f : X ×Ω → Y is said to be a Caratheodory function if for all x ∈ X, ω → f (x, ω) is measurable, and for all ω ∈ Ω, x → f (x, ω) is continuous. Let Y = (0, +∞) and we use M(X × Ω) to denote the set of all such Caratheodory functions. 
Definition 3 (Random chain recurrent set). (i) For a given Caratheodory function ε ∈ M(X × Ω) and a random variable
The definition of completely random non-chain recurrent variables in the present paper is different from that used in [15] .
In the above definition, we see that the random chain recurrent set CR ϕ (ω) of a RDS ϕ has the property that for any random chain recurrent variable x(ω) with index δ, we have x(ω) ∈ CR ϕ (ω) with probability δ and vice versa.
Remark 1
Notice that if X is compact, then for any ε ∈ M(X × Ω), there exists x 0 ∈ X such that ε(x 0 , ω) = min x∈X {ε(x, ω)}. It can be shown that when X is compact, the random chain recurrent set that we define here is the same as the one in [15] .
Random Conley's theorem
In this section we prove the main result of this paper, i.e., Theorem 1. We first recall and prove some lemmas.
The following lemma about random local attractor is similar to Lemma 3.1 in [15] , which originates from [5, 7] .
Lemma 1 Suppose U(ω) is a given pre-attractor and U(τ (ω)) = Cl s≥τ (ω)
ϕ(s, θ −s ω)U(θ −s ω), then the random local attractor
determined by U(ω) is a random closed set.
We prove a property of random chain recurrent variables.
Lemma 2
If the random chain recurrent variable x(ω) ∈ U(ω) P-a.s. ω ∈ Ω, where U(ω) is a random pre-attractor, then x(ω) ∈ A(ω) P-a.s. ω ∈ Ω, where A(ω) is a random attractor determined by U(ω).
Proof. Recall that the pre-attractor U(ω) is forward invariant. For t ≥ 0, we have
We need to show that there exists an ε ∈ M(X × Ω) such that ε ≤ 1 and
for all x(ω) ∈ U(ω) and t ≥ 0.
Let us construct such a Caratheodory function ε. Define δ ∈ M(X × Ω) by
Thus we have
where ε = min{δ, 1} is the desired Caratheodory function. Let random variable τ (ω) > 0 and m, n be positive integers. Since
we see that
.
Let n → ∞, we conclude that
Finally we obtain another property for random chain recurrent variables.
Lemma 3
If the random chain recurrent variable x(ω) ∈ B(A, U)(ω) P-a.s. ω ∈ Ω, then x(ω) ∈ A(ω) P-a.s. ω ∈ Ω, where B(A, U)(ω) is the basin of attraction determined by U(ω) and A(ω).
Proof. Let a sequence s n → ∞, denote
Then we have
Ω ′ i and x(ω) ∈ CR ϕ (ω), there exists s n such that the following holds:
Assume that random variable τ (ω) > 0 and m, n are positive integers.
We have
By a similar argument to the proof of Lemma 2. We have [15] . In [15] , the entrance time of x(ω) into U(ω) under the cocycle ϕ does not depend on the ω finally, while the entrance time depends on the ω in this Lemma.
Remark 2 The proof of Lemma 3 is different from that in

Remark 3 For a given random variable
is partly random chain recurrent and x(ω) ∈ B(A, U)(ω) P-a.s. ω ∈ Ω, we know that if ω ∈ Ω CR (x), then
holds for any given random local attractor A(ω). This can be seen as in the proof of Lemma 3. Hence by a similar discussion of [15] we obtain that
We are now ready to prove our main result.
Proof of Theorem 1:
For fixed x ∈ X, define
For arbitrary a ∈ R + , we have
It is obvious that the function (t, ω) → t−τ (ω) is measurable with respect to B(T) × F , so by the Projection Theorem, we obtain that U 1 (ω) is a random open set. Similarly we can prove that U 2 (ω), · · · , U n (ω), · · · are all random open sets. So the set
is a random open set. From the construction of U x (ω) we can see that U x (ω) is the set of all possible end points of (ε, τ )(ω)-chains that begin at x(ω).
In the following we prove that U x (ω) is a pre-attractor. It is easy to see that x(ω) / ∈ U x (ω) and
when t ≥ τ (ω). Since ε(x, ω) is continuous in x, there exists a map δ :
Hence there exists an (ε, τ )(ω)-chain from x(ω) to y(ω). This means that
So U x (ω) is a random pre-attractor and it determines a random closed local attractor A x (ω) by Lemma 1. When x(ω) is random chain recurrent with index δ, i.e. x(ω) ∈ X − CR ϕ (ω) with probability 1 − δ, by a similar argument in [15] , we obtain
By Remark 3, we complete the proof of Theorem 1.
Examples
We now present some examples to illustrate our result in Theorem 1. It is known that when the pre-attractor is bounded or the state space is finite dimensional, then the pre-attractor is an absorbing set. The pre-attractor in Example 1 is unbounded and it is not an absorbing set. The pre-attractor in Example 2 is in infinite dimensional state space and it is not necessarily an absorbing set. In both examples, our Theorem 1 applies, while Liu's result [16] does not apply as it requires the pre-attractor to be also an absorbing set.
Example 1 Consider a random map f : ((x, y), ω) → ((x + 1, y), ω). It generates a discrete random dynamical system on the state space X = R 2 . The set U(ω) = {(x, y) | |y| ≤ e x } is a pre-attractor. But it does not satisfy the absorbing condition. It is clear that the local attractor is A(ω) = {(x, 0) | x ∈ R}, while B(A, U)(ω) = R 2 is the basin of attraction. By Theorem 1, we conclude that the random chain recurrent set is ∅.
We revise an example from [8] to fit our purpose here.
Example 2 Let X be a Polish space and denoted P r(X) all Borel probability measures on X. Suppose that ϕ is a RDS on X. Then ϕ induces a RDS on the Polish space P r(X), as follows Φ : T × Ω × P r(X) → P r(X) (t, ω, ρ) → ϕ(t, ω)ρ, where ϕ(t, ω)ρ is the image measure of the deterministic measure ρ under the random map ϕ(t, ω).
Assume that there exists a unique pre-attractor Γ U = P r(X) and P r(A(ω)) is the corresponding local attractor. Then by Theorem 1, X − CR Φ (ω) = B(P r(A), Γ U )(ω) − P r(A(ω)), P-a.s.
