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Abstract
The optimal predictor for a linear dynamical system (with hidden state and Gaussian noise)
takes the form of an autoregressive linear filter, namely the Kalman filter. However, a funda-
mental problem in reinforcement learning and control theory is to make optimal predictions in
an unknown dynamical system. To this end, we take the approach of directly learning an au-
toregressive filter for time-series prediction under unknown dynamics. Our analysis differs from
previous statistical analyses in that we regress not only on the inputs to the dynamical system,
but also the outputs, which is essential to dealing with process noise. The main challenge is to
estimate the filter under worst case input (in H∞ norm), for which we use an L∞-based objec-
tive rather than ordinary least-squares. For learning an autoregressive model, our algorithm has
optimal sample complexity in terms of the rollout length, which does not seem to be attained
by naive least-squares.
1 Introduction
The problem of estimating the hidden state and outputs of a known linear dynamical system (LDS),
given the inputs and observations, is a well-studied problem in control theory [KS99]. In the case
of Gaussian noise, this problem is completely solved by the Kalman filter [Kal60], which recursively
propagates the optimal linear estimator for the hidden state. When the recursion for the estimator
is unrolled, the Kalman filter is seen to be a linear autoregressive filter: it predicts the system’s
next output as a linear combination of the system’s past ground-truth outputs.
However, when the LDS is unknown, optimal filtering is a much harder problem. More generally,
learning to control (or maximize reward) in an unknown system is a foundational problem in
machine learning and control theory. One widely-used approach is to learn the dynamical matrices
from data, after which one can simply apply the Kalman filter. Unfortunately, this approach
runs into computational barriers: the usual formulation of this problem is nonconvex. System
identification techniques provide various practical algorithms for this problem [Lju98]. However,
these algorithms, such as EM [RG99], lack rigorous end-to-end guarantees, and are often unstable
or find suboptimal solutions in high dimensions.
In this work, we bypass the state-space representation of an LDS, and analyze the statistical
guarantees of learning an autoregressive filter directly. This allows us to compete with the predic-
tions of the steady-state Kalman filter, without the computationally intractable task of explicitly
identifying the system. We present a polynomial-time algorithm for learning an autoregressive filter
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for time-series prediction. The predictor has robust (H∞) learning guarantees, which do not seem
to be attained by naive least-squares.
1.1 Background
Our primary motivation is the following question: can we learn the Kalman filter directly, without
learning the system? We consider the setting of a linear dynamical system with hidden state,
defined by
h(t) = Ah(t− 1) +Bx(t− 1) + ξ(t) (1)
y(t) = Ch(t) + η(t), (2)
where x(t) ∈ Rm are inputs, h(t) ∈ Rd are hidden states, y(t) ∈ Rn are outputs, A ∈ Rd×d,
B ∈ Rd×m, C ∈ Rn×d, and ξ(t) ∈ Rd and η(t) ∈ Rn are independent zero-mean noise (assumed
Gaussian to use the Kalman filter). Crucially, only the y(t), and not the h(t), are observed. A
classic approach to learning the dynamics from data is subspace identification [HK66; VD12], for
which statistical guarantees only exist in the asymptotic regime or under stringent assumptions. In
the presence of noise, these methods are often used to initialize the EM algorithm [RG99], a classic
heuristic for a non-convex objective.
Another age-old model for dynamical systems is the autoregressive-moving average (ARMA)
model [Ham94; BJR94; BD09], which models latent perturbations using a moving average process.
A central technique here is to recover an ARMA model by solving the Yule-Walker equations.
However, to our knowledge, existing work on provably learning these models is limited to asymptotic
guarantees.
1.2 Our results
We show that under certain stability conditions of the Kalman filter, we can bypass proper iden-
tification of the system, and still converge to the performance of the Kalman filter. We take an
improper learning approach, reducing this problem to the general problem of learning an autore-
gressive model.
Our algorithm is based off a simple and familiar algorithm in time series analysis: using a sine-
wave input design to fit an autoregressive model using least-squares. However, a key problem with
the ordinary least-squares approach is that it does not provide learning guarantees under worst-
case input (that we have not necessarily seen), i.e., in the H∞ norm. Such worst-case bounds are
important because in the usual control-theoretic framework, bounds under the H∞ norm are used
to obtain guarantees for robust control.
To obtain H∞ bounds for learning an autoregressive model, we augment our algorithm with a
L∞ objective to learn a predictor that is robust in the H∞ sense. When applied to the Kalman
filter, our work gives (to our knowledge) the first non-asymptotic sample complexity guarantees for
learning an optimal autoregressive filter for estimation in a LDS.
1.3 Related work
LDS without hidden state, and FIR’s. The problem of learning unknown dynamical systems
has attracted a lot of recent attention from the machine learning community, due to connections
to reinforcement learning and recurrent neural networks. Much progress has been made on the
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simpler related problem of learning and control in a linear dynamical model with no hidden state.
Such a model is defined by
h(t) = Ah(t− 1) +Bx(t− 1) + ξ(t), (3)
where A, B, x(t), ξ(t) are as before, but h(t) is now observed. [Dea+17] consider the linear
quadratic regulator (LQR)—the control problem for such a LDS—and prove that the least-squares
estimator of the dynamics, given independent rollouts, is sample-efficient for this setting. [Sim+18]
show that access to independent rollouts is unnecessary; the LDS can be identified with a single
rollout, even when the system is only marginally stable.
An alternative approach to identifying A andB is to learn the system as a finite-impluse response
(FIR) filter. This is because the problem of learning a FIR filter can be thought of as a relaxation
of the problem of learning a LDS, by “unrolling” the LDS. [Tu+17] use ordinary least-squares with
design inputs to learn a FIR, and give near-optimal sample complexity bounds. [BMR18] complete
the “identify-then-control” pipeline by studying robust control for this estimated FIR filter.
However, because the predictions given by a FIR filter depend only on the inputs x(t), and not
the outputs y(t), these methods do not suffice when the system has a hidden state. Such filters can
only capture the dynamics of stable systems: for unstable or marginally stable systems, the infinite
impulse response filter does not decay, so it is not approximated by a short truncation. Moreover,
in these works, prediction performance guarantees are given under observation noise, and become
very poor under process noise; indeed, to achieve optimal filtering (as in Kalman filtering), one
must regress on the output. (See Appendix B for a simple example.) Our approach fills a gap in
the literature, by giving a statistical analyses similar to [Tu+17] for autoregressive models.
LDS with hidden state, and autoregressive models. When the system has a hidden state,
several recent works analyze settings in which the dynamics can be identified. [HMR16] show
that under certain conditions on the characteristic polynomial of the system’s transition matrix,
gradient descent learns the parameters of a single-input single-output LDS. However, they only
consider the setting of observation noise, and not process noise (i.e. ξ(t) = 0). In work concurrent
to ours, [SBR19], building on [OO18], consider the problem of learning an autoregressive filter, and
for the case of a LDS, are able to recover matrices A, B, C which give an equivalent realization
of the LDS. Although they allow for semi-parametric noise and marginally stable systems, their
guarantees are for estimating the filter in operator norm, rather than the system in the more
stringent H∞ norm.
[Ana+13] show that in the online learning (regret minimization) setting, it is possible to learn an
ARMA model sample-efficiently, even in the presence of adversarial (as opposed to i.i.d. Gaussian)
noise. However, the regret framework is different than what is required for control, as it ensures
performance only on the data that is seen; the predictor is not required to perform well on worst-
case input. Furthermore, the constraint on the ℓ1 norm of the MA coefficients (βi), which they
require for the dynamical stability of their estimator of residuals, is very stringent.
Finally, we note the approach of online spectral filtering for prediction in symmetric and asym-
metric LDS’s [HSZ17; Haz+18]. In these works, the process noise is only handled up to a multiplica-
tive factor of the optimal filter with knowledge of the system. Intuitively, this “competitive ratio
bound” arises because these works consider regressing only on one or a few past observations yt (in
a somewhat rigid manner), rather than having the freedom to imitate an optimal autoregressive
filter.
3
2 Problem setting and preliminaries
We first state the general problem of learning an autoregressive model, and then in Section 2.2
describe the connection to linear dynamical systems. In Section 2.3 we introduce some concepts
from control theory and use it to write error bounds in terms of control-theoretic norms of filters
(Lemma 2.4).
2.1 Problem statement
A (single-input, single-output) dynamical system converts input signals x(0), . . . , x(T − 1) ∈ R into
output signals (random variables) y(1), . . . , y(T ) ∈ R. We will assume that the data are generated
by an autoregressive model:
y(t+ 1) = g∗ ∗ x(t) + h∗ ∗ y(t) + η(t+ 1) =
∞∑
k=0
g∗(k)x(t− k) +
∞∑
k=0
h∗(k)y(t− k) + η(t+ 1), (4)
where η(t) ∼ N(0, σ2) is a time series of i.i.d. Gaussian noise, g, h, are supported on N0, and
x(t) = 0 for t < 0 and y(t) = 0 for t ≤ 0.
Problem 2.1. Let g∗, h∗ ∈ RN0 be filters. The learner is given black-box access to the system L
which takes inputs x ∈ RN0 to outputs y ∈ RN by (4). During each rollout, the learner specifies an
input design {x(0), . . . , x(T − 1)}, and receives the corresponding output sequence. After collecting
outputs from s rollouts, the learner returns filters g, h, which specify a map from input to output
signals via (4).
For an estimate g, h of g∗, h∗, define the error in the prediction (compared to the expected value
of y(t+ 1)) to be
yerr(t+ 1) = (g − g∗) ∗ x(t) + (h− h∗) ∗ y(t). (5)
The goal is to learn g, h such that the expected error in the prediction is a small fraction ε1 of the
input, plus a small fraction ε2 of the elapsed time:
E
[
T∑
t=1
‖yerr(t)‖2
]
≤ ε1
T∑
t=1
‖x(t)‖2 + ε2T. (6)
2.2 Connection to the Kalman filter
Our work is motivated by optimal state estimation in LDS’s with hidden state given by the dy-
namics (1)–(2). The Kalman filter gives the optimal solution in the case that the parameters of the
LDS are known and h(0) is drawn from a gaussian with known mean h−(0) and covariance. We
can compute matrices A
(t)
KF , B
(t)
KF , and C
(t)
KF such that the optimal estimate of the latent state ĥ(t)
and the observation ŷ(t) are given by a time-varying LDS (taking the y(t) as feedback) with those
matrices:
h−(t) = A(t)KFh
−(t− 1) +B(t)KF
Ç
x(t)
y(t)
å
(7)
ŷ(t) = C
(t)
KFh
−(t). (8)
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Taking t→∞, under mild non-degeneracy conditions the covariance of the latent state conditioned
on the observations approaches a fixed covariance matrix Σh, and the matrices A
(t)
KF , B
(t)
KF , and
C
(t)
KF approach certain fixed matrices AKF , BKF , and CKF . Our goal is to learn this steady-state
Kalman filter without knowing parameters of the original LDS. 1 At steady-state, given Ft−1 the
observations up to time t− 1, the actual hidden state h(t) and observation y(t) will be distributed
as h(t)|Ft−1 ∼ N(h−(t),Σh) and y(t)|Ft−1 ∼ N(ŷ(t),Σy) for some covariance matrices Σh, Σy.
Denote BKF = (BKF,x BKF,y), where BKF,x and BKF,y are the submatrices acting on x(t) and
y(t), respectively. Consider for simplicity the case where the input and output dimensions are 1:
if the hidden state has dimension d, then AKF ∈ Rd×d, BKF,x, BKF,y ∈ Rd×1, CKF ∈ R1×d, and
we simply have Σh = σ
2
h for some σh. We can then “unfold” the Kalman filter into an equivalent
autoregressive model (4) by letting g∗(t) = CKFAtKFBKF,x and h
∗(t) = CKFAtKFBKF,y, and
η(t) ∼ N(0, σ2h).2 Note that the autoregressive model captures the law of the random process
defined by the LDS (under what is observable at each time step, i.e., the filtration Ft), without
utilizing a hidden state.
In this setting, we again attempt to minimize the error between the prediction and the expected
value when the dynamics are known, yerr(t) = ŷ(t)− E[y(t)|Ft−1].
2.3 Preliminaries on control theory
An impulse response function can be equivalently be represented as a power series.
Definition 2.2. For a sequence f ∈ RZ define the transfer function of f by F (z) =∑k∈Z f(k)z−k.
We will always denote the transfer function of a sequence in RZ by the corresponding capital letter.
Note that if y = f ∗x, then as formal power series, Y = FX, and equality holds as functions for
z such that F (z), X(z) converge absolutely. Translation corresponds to multiplication: the transfer
function of t 7→ y(t+ 1) is zY (z). Hence, letting N be the transfer function of η, we have from (4)
that
zY = G∗X +H∗Y + zN (9)
=⇒ (1− z−1H∗)Y = z−1G∗X +N (10)
Y = z−1G∗H∗unrX +H
∗
unrN (11)
where H∗unr(z) : =
1
1− z−1H∗(z) . (12)
Thus, we can rewrite (4) as
y(t+ 1) = h∗unr ∗ g∗ ∗ x(t) + h∗unr ∗ η(t+ 1), (13)
where h∗unr(k), the “unrolled” filter, is such that
∑∞
k=0 h
∗
unr(k)z
−k = H∗unr(z).
1Note that if the parameters of the LDS are unknown, then any A, B, C for which the law of the yt in (1)–(2) is
the same as the law of the actual yt is an equivalent realization. Then the Kalman filters computed from these A, B,
C will all give equivalent predictions, so we need not distinguish between them.
2Note this is not to be confused with the η(t) in (1)–(2): this η(t) has larger variance because it also incorporates
the uncertainty about the hidden state.
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Definition 2.3. The H∞-norm of a filter is the L∞-norm of the transfer function over the unit
circle ‖z‖2 = 1:
‖f‖H∞ = ‖F‖∞ := max‖z‖2=1
F (z). (14)
The H2-norm of a filter is the L2-norm of the transfer function over the unit circle:
‖f‖H2 = ‖F‖2 :=
Ç
1
2π
∫
|z|=1
|F (z)|2 dz
å 1
2
. (15)
For the rest of the paper we will assume the system is stable, i.e., ‖H∗‖∞ < 1, so that ‖H∗unr‖ <
∞.3
The H2-norm represents the steady state variance under iid Gaussian noise as input, and the
H∞-norm represents the maximum norm of the output when ‖x‖2 = 1:
‖f‖2H2 = E∀s,η(s)∼N(0,1) |(f ∗ η)(t)|
2 (16)
‖f‖H∞ = sup‖x‖2=1
‖f ∗ x‖2 . (17)
From (5) and (13),
yerr(t+ 1) = (g − g∗) ∗ x(t) + (h− h∗) ∗ (h∗unr ∗ g∗ ∗ x)(t− 1) + (h− h∗) ∗ (h∗unr ∗ η)(t) (18)
= [(g − g∗) + δ1 ∗ (h− h∗) ∗ h∗unr ∗ g∗] ∗ x(t) + [(h− h∗) ∗ h∗unr] ∗ η(t) (19)
where δi(j) = 1i=j. Because η has mean 0,
Eη
[
T∑
t=1
‖yerr(t)‖2
]
= Eη
[
T∑
t=1
‖[(g − g∗) + δ1 ∗ (h− h∗) ∗ h∗unr ∗ g∗] ∗ x(t)‖2
]
+ Eη
[
T∑
t=1
‖[(h− h∗) ∗ h∗unr] ∗ η(t)‖22
]
.
Hence from (16) and (17) we obtain the following, noting that the noise in Problem 2.1 is N(0, σ2).
Lemma 2.4. Suppose that ‖H∗‖∞ < 1. Then in the setting of Problem 2.1,
E
[
T∑
t=1
‖yerr(t)‖2
]
≤
∥∥∥(G−G∗) + z−1(H −H∗)H∗
unr
G∗
∥∥∥2∞ ‖x‖2 + ‖(H −H∗)H∗unr‖22 σ2T
We will approximate g∗, h∗ with finite-length filters of length r, so we need to make sure r is
large enough to capture most of the response. For this, we use the following definition and lemma
from [Tu+17] which gives a sufficient length in terms of the desired error and a H∞ norm.
3The ‖H∗‖
∞
< 1 condition is necessary to do estimation of a general autoregressive filter in H∞-norm. Otherwise,
it is impossible to worst-case estimation over an infinite time horizon, with only access to a finite rollout, as an input
with infinite response can have arbitrarily small response over a finite horizon. This suggests that to solve the control
problem over infinite time horizon of a non-stable system, one should look for weaker assumptions than learning in
H∞-error that still allow control.
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Definition 2.5 (Sufficient length condition, [Tu+17, Definition 1]). We say that a Laurent series
F has stability radius ρ ∈ (0, 1) if F converges for {x ∈ C : |x| > ρ}. Let F be stable with stability
radius ρ ∈ (0, 1). Fix ε > 0. Define
R(ε) =
¢
inf
ρ<γ<1
1
1− γ ln
Ç‖F (γz)‖∞
ε(1− γ)
å•
. (20)
Note that this “sufficient length condition” is analogous to having a 11−ρ(A) dependence on the
spectral norm of A, for learning a LDS. Indeed, a filter corresponding to a LDS will have stability
radius ρ(A).
Lemma 2.6 ([Tu+17, Lemma 4.1]). Suppose F is stable with stability radius ρ ∈ (0, 1). Then
‖f≥L‖1 :=
∑
k≥L |f(k)| ≤ maxρ<γ<1 ‖F (γz)‖∞γ
L
1−γ . Hence, if L ≥ R(ε), then ‖f≥L‖1 ≤ ε.
3 Algorithm and main theorem
We motivate our main algorithm, Algorithm 1. The most natural algorithm is the following: let
the inputs be sinusoids at equally spaced frequencies, and solve a least-squares problem for g, h.
However, ordinary least-squares will only give g, h for which the estimation error is small for random
input, while we desire g, h for which the estimation error is small for worst-case input; in other
words, it gives an average-case (H2), rather than the worst-case (H∞) bound that we desire. This
is analogous to the difference between estimating a r × r matrix in Frobenius and operator norm;
the Frobenius norm trivially bounds the operator norm, but the resulting bound is typically
√
r
from optimal. Hence, the sample complexity bound from ordinary least-squares does not have
optimal dependence on r. Note that [BMR18] solve the analogous problem for a FIR filter f∗ with
least-squares without suffering an extra
√
r factor, because in that setting, the matrix M in the
least-squares problem is a fixed matrix depending on the inputs, the error f − f∗ in the estimate
is gaussian, and supremum bounds for gaussians are applicable. Our setting is more challenging
because the M ’s depend on noise in y that we have no control over.
The first step of our algorithm is still to solve a least-squares problem. We do this in two
parts: first, solve for hLS by regressing on zero input, and then using hLS , solve for g
(j)
LS separately
for each frequency j. We do this to avoid the error in hLS—larger by a factor
√
r because it is
r-dimensional—contributing to the error in the g
(j)
LS .
The final step is to combine the g
(j)
LS . Because the number of frequencies is larger than the
length r of the filter (necessary to be able to interpolate to unseen frequencies), we cannot find a
single g that matches each g
(j)
LS on the jth frequency. Keeping in mind our H∞ objective, we hence
optimize a L∞ problem over the frequencies to interpolate the g(j)LS .
Note that in the algorithm we can just take just 0 < j < cr2 for the sin signals because the
signals for j = 0, cr2 are trivial; we consider 0 ≤ j ≤ cr2 to make the notation in the proof simpler.
For convenience of notation we re-index the time series to start at t = −L.
Theorem 3.1 (Learning an autoregressive model). There is C,C ′ such that the following holds. In
the setting of Problem 2.1, suppose that ‖G∗‖∞ <∞, ‖H∗‖∞ < 1, and Algorithm 1 is run with c ≥
8π, burn-in time L ≥ max
{
RH∗
unr
(
δ
4KT
√
cℓr
)
, RH∗
unr
G∗
(
δ
4K
√
cℓrT
)}
where K =
Ä
1 +
∑T−2
t=0 |h∗(t)|
ä2
,
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Algorithm 1 Learning an autoregressive model
1: INPUT: L, ℓ, r, c > 4π.
2: Collect length T = cr rollouts of the ∼ 2cℓr input signals starting at t = −L,
x(•,k) = x(•) ≡ 0, 1 ≤ k ≤ cℓr (21)
x(j,k)cos (t) = x
(j)
cos(t) = cos
Å
2πjt
cr
ã
0 ≤ j ≤ cr
2
1 ≤ k ≤ ℓ, (22)
x
(j,k)
sin (t) = x
(j)
sin(t) = sin
Å
2πjt
cr
ã
0 ≤ j ≤ cr
2
1 ≤ k ≤ ℓ. (23)
Let the outputs be y(•,k), y(j,k)cos , and y
(j,k)
sin . Let M
(•,k) ∈ Rr×T , M (j,k)cos,t ∈ R2r×T , and M (j,k)sin,t ∈
R
2r×T be the matrices with columns (for 1 ≤ t ≤ T )
M
(•,k)
t = y
(•,k)(t− 1 : t− r) M (j,k)cos,t =
(
x
(j)
cos(t− 1 : t− r)
y
(j,k)
cos (t− 1 : t− r)
)
M
(j,k)
sin,t =
(
x
(j)
sin(t− 1 : t− r)
y
(j,k)
sin (t− 1 : t− r)
)
(24)
where x(t− 1 : t− r) denotes (x(t− 1), . . . , x(t− r))⊤.
3: Solve the following least-squares problem under zero noise. Here, y(•,k) refers to the vector
y(•,k)(1 : T ).
hLS = argminh
cℓr∑
k=1
∥∥∥M (•,k)⊤h− y(•,k)∥∥∥2 . (25)
4: Solve the following least-squares problems, for 0 ≤ j ≤ cr2 :
g
(j)
LS = argming
ℓ∑
k=1
[∥∥∥∥∥M (j,k)⊤cos
Ç
g
hLS
å
− y(j,k)cos
∥∥∥∥∥
2
+
∥∥∥∥∥M (j,k)⊤sin
Ç
g
hLS
å
− y(j,k)sin
∥∥∥∥∥
2]
(26)
5: Solve and returnÇ
g
h
å
= argming,hmax
{
1
r
cℓr∑
k=1
∥∥∥M (•,k)⊤ (h− hLS)∥∥∥2 , (27)
max
j
ℓ∑
k=1
∥∥∥∥∥M (j,k)cos
ñÇ
g
h
å
−
Ç
g
(j)
LS
hLS
åô∥∥∥∥∥2 +
∥∥∥∥∥M (j,k)sin
ñÇ
g
h
å
−
Ç
g
(j)
LS
hLS
åô∥∥∥∥∥2
}.
rollout length T , and ℓ ≥ C ′2(r + ln
Ä
1
δ
ä
) rollouts of each input. Let
ε1 : =
C√
cℓT
Å
ln
Å
cℓrT
δ
ãã 3
2
(1 + ‖H∗‖∞) ‖H∗unr‖∞ , ε2 : =
C√
cℓT
Å
ln
Å
cℓrT
δ
ãã2
. (28)
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Then with probability 1− δ, the algorithm returns g, h such that
E
[
T∑
t=1
‖yerr(t)‖2
]
≤ ε21 ‖x‖22 + ε22T. (29)
To prove the theorem, we establish the bounds∥∥∥(G−G∗) + z−1(H −H∗)H∗unrG∗∥∥∥∞ ≤ ε1 ‖(H −H∗)H∗unr‖2 ≤ σ−1ε2 (30)
and use Lemma 2.4. Note there is no dependence on σ in (29) for the following reason: smaller
σ means worse estimation of ‖(H −H∗)H∗unr‖2 (the response to N(0, 1) noise) by a factor of σ−1,
but when tested on rollouts with noise N(0, σ2), the error is not affected.
We expect the O
(
1√
ℓT
)
dependence on ℓ, T, r to be optimal: there are O(r) parameters, and
we have access to O(ℓTr) samples (including samples in the same rollout). We also conjucture that
the ‖H∗unr‖∞ dependence is unavoidable.
As an immediate corollary, we obtain a theorem for learning the Kalman filter. For simplicity,
we state the result when h(0) has the steady-state distribution, to avoid burn-in time arguments.
Corollary 3.2 (Improperly learning the Kalman filter). Consider the system (1)–(2). Let AKF ,
BKF,x, BKF,y, CKF be the Kalman filter matrices and σ
2
y be the variance in the estimate of y, as de-
fined in Section 2.2. Let G∗(z) =
∑∞
t=0 CKFA
t
KFBKF,xz
−t and H∗(z) =
∑∞
t=0 CKFA
t
KFBKF,yz
−t.
Suppose that AKF has spectral radius < 1, and suppose the rollouts are started with h(0) ∼ N(0, σ2h).
Algorithm 1 with parameters given in Theorem 3.1 returns predictions such that
E
[
T∑
t=1
‖yerr(t)‖2
]
≤ ε21 ‖x‖22 + ε22T. (31)
4 Proof sketch
It will be convenient to first prove the theorem in the case when the burn-in time is infinite. Note
that by the stability assumption on H∗, for signals with finite ‖x‖∞, the outputs will not diverge.
Theorem 4.1. Theorem 3.1 holds in the setting when the burn-in time L is infinite.
We break the proof of Theorem 3.1 into 4 parts. The first 3 parts will prove Theorem 4.1. The
full proof is in Section 5.
Step 1 (Concentration): If y = M⊤x and y = y + η, then the error from the least-squares
problem argminx
∥∥∥M⊤x− y∥∥∥2 is (MM⊤)−1Mη. A simple way to bound this is to boundMM⊤ from
below and Mη from above. When we have s samples, and x ∈ Rr, we expect
∥∥∥(MM⊤)−1∥∥∥ ≤ O Ä1sä
and ‖Mη‖ ≤ O (√rs).
We show that the matrices Q(•) :=
∑cℓr
k=1M
(•,k)M (•,k)⊤ and Q(j) :=
∑ℓ
k=1(M
(j,k)
cos M
(j,k)⊤
cos +
M
(j,k)
sin M
(j,k)⊤
sin ) in the least-squares problem (25) and (26) concentrate using matrix concentration
bounds (Lemma 5.2), and that the terms such as
∑cℓr
k=1M
(•,k)η(•,k) concentrate by martingale
concentration (Lemma 5.5). The main complication is to track how the error hLS − h∗ propagates
into g
(j)
LS − g∗ (see (42) and following computations).
9
Step 2 (Generalization): The bounds we obtain on
Ç
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
å
in the direction of the
jth frequency (94) show that the actual solution (g∗, h∗) does well in the min-max problem (27).
The solution (g, h) to (27) will only do better. By concentration, the matrices in the least-squares
problem Q(•), Q(j) and in the actual expected square loss are comparable. Because (g, h) does well
in the min-max problem, it will do comparably well with respect to the actual expected loss, when
the input is one of the frequencies that has been tested, 2πj
cr
.
In this step, we already have enough to bound ε2, the error in estimation with pure noise and
no input signal.
Step 3 (Interpolation): We’ve produced (g, h) that is close to the actual (g∗, h∗) when tested on
each of the frequencies 2πk
cr
, but need to extend this bound to all frequencies. Considering transfer
functions and clearing denominators, this reduces to a problem about polynomial interpolation. We
use a theorem from approximation theory (Theorem 5.6) that bounds the maximum of a polynomial
p on the unit circle, given its value at ≥ deg p equispaced points. Note that it is crucial here that
the number of parameters in g, h is less than the number of frequencies tested.
Note that we needed to clear 1−z−1H∗ from the denominator, so we lose a factor of ‖H∗unr‖∞ =∥∥1− z−1H∗∥∥∞ here. We obtain a bound on ε1, finishing the proof of Theorem 4.1.
Step 4 (Truncation): Finally, we show that with a large burn-in time, the distribution of y’s
will be almost indistinguishable from the steady-state distribution, and hence the algorithm still
works.
5 Proof
5.1 Concentration
We first set up notation and make some preliminary observations. A table of notation is pro-
vided in Section A. Let X
(j)
cos ∈ Rr×T be the matrix with columns x(j,k)cos (t − 1 : t − r), 1 ≤
t ≤ T and likewise define X(j)sin,Y(j,k)cos ,Y(j,k)sin , so that M (j,k)∗ =
(
X
(j,k)
∗
Y
(j,k)
∗
)
for ∗ ∈ {cos, sin}. Let
Γ(•) = Eη(•,k)M
(•,k)M (•,k)⊤, Γ(j)∗,t = Eη(j,k)∗ M
(j,k)
∗,t M
(j,k)⊤
∗,t , Γ
(j)
X,∗,t = X
(j)
∗,tX
(j)⊤
∗,t where ∗ ∈ {cos, sin},
η(•,k), η(j,k)∗ is the noise in the various rollouts. We will also write η for the noise from a generic
rollout (so η(•,k), η(j,k)∗ are independent copies of η).
Let Γ(j) = Γ
(j)
cos,t + Γ
(j)
sin,t and Γ
(j)
X = Γ
(j)
X,cos,t + Γ
(j)
X,sin,t. These matrices not depend on t, which
can be seen as follows. Consider the system response to x(j)(t) = e
2πijt
cr . (Although we cannot put
in complex values in the system, there is a well-defined response for complex inputs.) Let M (j) be
the matrix with columns M
(j)
t =
Ç
x(j)(t− 1 : t− r)
y(j)(t− 1 : t− r)
å
, where the y(j) is defined as in (4) except
with noise equal to η(j)(t) = η
(j)
cos(t) + iη
(j)
sin(t), η
(j)
cos(t), η
(j)
sin(t) ∼ N(0, σ2). Because M (j)t+s has the
same distribution as e
2πis
cr M
(j)
t , the expression E[M
(j)
t M
(j)†
t +M
(−j)
t M
(−j)†
t ] does not depend on t.
Expanding, it equals 12E[(M
(j)
cos,t+ iM
(j)
sin,t)(M
(j)
cos,t− iM (j)sin,t)⊤+(M (j)cos,t− iM (j)sin,t)(M (j)cos,t+ iM (j)sin,t)⊤] =
10
Γ
(j)
cos,t + Γ
(j)
sin,t. Similarly, Γ
(j)
X is well-defined. Note that Γ
(j)
X = X
(j)
cos,tX
(j)⊤
cos,t +X
(j)
sin,tX
(j)⊤
sin,t has rank
≤ 2, as the columns of X(j)cos,t and X(j)sin,t are spanned by x(±j)(r : 1).
Let y(t) denote the expected value of y(t) given y(s), x(s) for s < t: y(t+1) = g∗∗x(t)+h∗∗y(t).
Let y(t) denote the expected value of y(t) given only the inputs x(s) for s < t.
We first compute the error hLS − h∗ and g(j)LS − g∗, and then the error in the mean response
which is given by
(
x
(j)
cos(r : 1)⊤ y
(j)
cos(r : 1)
⊤
) ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô
, and the analogous expression for
sin. This is broken up into subexpressions that we apply concentration bounds to.
Computing hLS − h∗. Let
Q(•) =
cℓr∑
k=1
M (•,k)M (•,k)⊤ =
cℓr∑
k=1
T∑
t=1
M
(•,k)
t M
(•,k)⊤
t (32)
Q(j) =
ℓ∑
k=1
(M (j,k)cos M
(j,k)⊤
cos +M
(j,k)
sin M
(j,k)⊤
sin ) =
ℓ∑
k=1
T∑
t=1
(M
(j,k)
cos,tM
(j,k)⊤
cos,t +M
(j,k)
sin,t M
(j,k)⊤
sin,t ). (33)
We calculate the least squares solution hLS and the error hLS−h∗, noting that y(•,k) = y(•,k)+η(•,k).
hLS = Q
(•)−1
cℓr∑
k=1
M (•,k)y(•,k) (34)
h∗ = Q(•)−1
cℓr∑
k=1
M (•,k)y(•,k) (35)
hLS − h∗ = Q(•)−1
cℓr∑
k=1
M (•,k)η(•,k) (36)
= Γ(•)−
1
2 (Γ(•)−
1
2Q(•)Γ(•)−
1
2 )−1︸ ︷︷ ︸
(0•)
Γ(•)−
1
2
cℓr∑
k=1
M (•,k)η(•,k)︸ ︷︷ ︸
(1•)
(37)
Computing g
(j)
LS. The least squares solution g
(j)
LS is
g
(j)
LS =
1
ℓT
Γ
(j)+
X
[
ℓ∑
k=1
[X(j)cos(y
(j,k)
cos −Y(j,k)cos hLS) +X(j)sin(y(j,k)sin −Y(j,k)sin hLS)]
]
. (38)
Noting that y
(j,k)
cos = Y
(j,k)⊤
cos h∗ +X
(j)⊤
cos g∗, we calculate
y(j,k)cos −Y(j,k)cos hLS = η(j,k)cos + y(j,k)cos −Y(j,k)⊤cos h∗ −Y(j,k)⊤cos (hLS − h∗) (39)
= η(j,k)cos +X
(j)⊤
cos g
∗ −Y(j,k)⊤cos (hLS − h∗). (40)
The analogous equation for sin holds. Substituting (40) into (38), letting P
(j)
X be the projection
onto the column space of Γ
(j)
X , and noting
1
ℓT
Γ(j)+
∑ℓ
k=1(X
(j)
cosX
(j)⊤
cos +X
(j)
sinX
(j)⊤
sin )g
∗ = P (j)X g
∗, we
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get
g
(j)
LS = P
(j)
X g
∗ +
1
ℓT
Γ
(j)+
X
[
cr∑
k=1
[X(j)cos(η
(j,k)
cos −Y(j,k)⊤cos (hLS − h∗)) +X(j)sin(η(j,k)sin −Y(j,k)⊤sin (hLS − h∗))]
]
(41)
Computing
Ç
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
å
(projected). We now calculate the error in
Ç
g
(j)
LS
hLS
å
, projected with
P
(j)
X . The projection is because we do not care about the absolute error (which can be large), we
only care about the mean error on the inputs x
(j)
cos and x
(j)
sin, which are in the column space of Γ
(j)
X .Ç
P
(j)
X O
O Ir
åñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô
(42)
=
Ç
1
ℓT
Γ
(j)+
X
∑ℓ
k=1[X
(j)
cos(η
(j,k)
cos −Y(j,k)⊤cos (hLS − h∗)) +X(j)sin(η(j,k)sin −Y(j,k)⊤sin (hLS − h∗))]
hLS − h∗
å
. (43)
Let Y
(j)
cos be the matrix with the mean responses to x
(j)
cos, Y
(j)
cos,t = y
(j)
cos(t − 1 : t − r), and likewise
for sin.
Computing
(
x
(j)
cos(r : 1)⊤ y(j)cos(r : 1)⊤
) ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô
. Write y
(j,k)
cos = y
(j)
cos+ζ
(j,k)
cos andY
(j,k)
cos =
Y
(j)
cos+Z
(j,k)
cos , where ζ
(j,k)
cos is the noise term and Z
(j,k)
cos has ζ(j,k)(t− 1 : t− r) as columns. (Note that
η
(j,k)
cos only includes the new noise at each time step, while ζ
(j,k)
cos is the accummulated noise; y(j) is
the expected value given the previous observations, and y
(j)
is the mean given only the inputs.)
Then by (43), because P
(j)
X x
(j)
cos(r : 1) = x
(j)
cos(r : 1),
(
x(j)cos(r : 1)
⊤ y(j)cos(r : 1)
⊤
) ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô
(44)
= x(j)cos(r : 1)
⊤ 1
ℓT
Γ
(j)+
X
[
ℓ∑
k=1
X(j,k)cos η
(j,k)
cos +X
(j)
sinη
(j,k)
sin
]
(45)
+
[
x(j)cos(r : 1)
⊤ 1
ℓT
Γ
(j)+
X
[
−
ℓ∑
k=1
(X(j)cosY
(j,k)⊤
cos +X
(j)
sinY
(j,k)⊤
sin )
]
+ y
(j)
cos(r : 1)
⊤
]
(hLS − h∗) (46)
= x(j)cos(r : 1)
⊤ 1
ℓT
Γ
(j)+
X
[
ℓ∑
k=1
X(j,k)cos η
(j,k)
cos +X
(j)
sinη
(j,k)
sin
]
(47)
+
[
x(j)cos(r : 1)
⊤ 1
ℓT
Γ
(j)+
X
[
−
ℓ∑
k=1
(X(j)cosZ
(j,k)⊤
cos +X
(j)
sinZ
(j,k)⊤
sin )
]]
(hLS − h∗) (48)
(see explanation below)
=
1
ℓT
x(j)cos(r : 1)
⊤Γ
(j)+ 1
2
X
[
Γ
(j)+ 1
2
X
ℓ∑
k=1
(X(j)cosη
(j,k)
cos +X
(j)
sinη
(j,k)
sin )︸ ︷︷ ︸
(1)
(49)
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+ Γ
(j)+ 1
2
X
ℓ∑
k=1
(X(j)cosZ
(j,k)
cos +X
(j)
sinZ
(j,k)
sin )(hLS − h∗)︸ ︷︷ ︸
(2)
]
(50)
In (48) we used that x
(j)
cos(r : 1)⊤Γ
(j)+
X
ï
−∑ℓk=1(X(j)cosY(j)cos +X(j)sinY(j)sin)ò + y(j)cos(r : 1)⊤ = 0. To see
this, let A be the matrix sending x
(j)
∗ (t− 1 : t− r) 7→ y(j)∗ (t− 1 : t− r) for ∗ ∈ {cos, sin}. Then this
equals x
(j)
cos(r : 1)⊤Γ
(j)+
X
[
−∑ℓk=1∑Tt=1(X(j)cos,tX(j)⊤cos,t +X(j)sin,tX(j)⊤sin,t )A⊤]+ x(j)cos(r : 1)⊤A⊤ = 0.
Computing
∥∥∥∥∥Γ(j) 12
ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô∥∥∥∥∥.∥∥∥∥∥Γ(j) 12
ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô∥∥∥∥∥ (51)
=
∥∥∥∥∥∥
Ñ
Γ
(j) 1
2
cos,r+1
Γ
(j) 1
2
sin,r+1
éñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô∥∥∥∥∥∥ (52)
because Γ(j) = Γ
(j)
cos,t + Γ
(j)
sin,t for any t (53)
=
Õ ∑
∗∈{cos,sin}
∥∥∥∥∥Γ(j) 12∗,r+1
ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô∥∥∥∥∥2 (54)
=
Õ ∑
∗∈{cos,sin}
ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô⊤
E
η
(j)
∗
(
x
(j)
∗ (r : 1)
y
(j)
∗ (r : 1)
)(
x
(j)
∗ (r : 1)⊤ y
(j)
∗ (r : 1)⊤
) ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô
(55)
Because ζ
(j)
∗ (r : 1) has mean 0,
E
η
(j)
∗
(
x
(j)
∗ (r : 1)
y
(j)
∗ (r : 1)
)(
x
(j)
∗ (r : 1)⊤ y
(j)
∗ (r : 1)⊤
)
(56)
= E
η
(j)
∗
[(
x
(j)
∗ (r : 1)
y
(j)
∗ (r : 1)
)(
x
(j)
∗ (r : 1)⊤ y
(j)
∗ (r : 1)
⊤
)
+
Ç
0
ζ
(j)
∗ (r : 1)
å (
0 ζ
(j)
∗ (r : 1)⊤
)]
(57)
Hence,∥∥∥∥∥Γ(j) 12
ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô∥∥∥∥∥ (58)
=
Õ ∑
∗∈{cos,sin}
∥∥∥∥∥(x(j)∗ (r : 1)⊤ y(j)∗ (r : 1)⊤)
ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô∥∥∥∥∥2 + E
η
(j)
∗
∥∥∥ζ(j)∗ (r : 1)⊤(hLS − h∗)∥∥∥2.
(59)
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Prospectus. In Section 5.1.1, we lower bound (0•) in (37), and in Section 5.1.2 we upper bound
(1•) in (37) and (1) in (49). In Section 5.1.3 we bound (2) in (50) and put the bounds together to
obtain (for some C7), ∥∥∥∥∥Γ(j) 12
ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô∥∥∥∥∥ ≤ C7√ℓT
Å
ln
Å
cℓrT
δ
ãã2
(60)
5.1.1 Matrix concentration
Lemma 5.1 (Concentration of sample covariance). There are universal constants C1, C2 such that
the following hold. Let vt ∼ N(0,Σ) be iid, and let Σm = 1m
∑m
t=1 vtv
⊤
t ∈ Rm×m. Then for
ε = C1
Ä»
r+u
m
+ r+u
m
ä
,
P
(
(1− ε)Σ 12  Σm  (1 + ε)Σ
1
2
)
≥ 1− 2e−u. (61)
Moreover, when ε ≤ 1 and m ≥
Ä
C2
ε
ä2 Ä
r + ln
Ä
2
δ
ää
, then
P
(
(1− ε)Σ 12  Σm  (1 + ε)Σ
1
2
)
≥ 1− δ. (62)
Proof. The first part follows from [Ver18, p. 4.7.3] on Σ+
1
2 vt ∼ N(0, P ) where P is the projection
onto the column space of Σ. (A+ denotes the pseudoinverse of A.)
To get the second part from the first part, note that when m ≥ r + ln
Ä
2
δ
ä
, we can bound
ε1 := C1
Ç…
r+ln( 2δ )
m
+
r+ln( 2δ )
m
å
≤ C2
…
r+ln( 2δ )
m
for C2 = 2C1. This is ≤ ε under the condition on
m. Hence
P
(
(1− ε)Σ 12  Σm  (1 + ε)Σ
1
2
)
≥ P
(
(1− ε1)Σ
1
2  Σm  (1 + ε1)Σ
1
2
)
≥ 1− δ. (63)
Lemma 5.2 (Bounding (0•) in (37), etc.). For ℓ ≥
Ä
C2
ε
ä2 Ä
r + ln
Ä
2
δ
ää
,
P
(
(1− ε)cℓrΓ(•) 
cℓr∑
k=1
M
(•,k)
t M
(•,k)⊤
t  (1 + ε)cℓrΓ(•)
)
≥ 1− δ (64)
P
(
(1− ε)ℓΓ(j)cos,t 
ℓ∑
k=1
M
(j,k)
cos,tM
(j,k)⊤
cos,t  (1 + ε)ℓΓ(j)cos,t
)
≥ 1− δ (65)
P
(
(1− ε)ℓΓ(j)sin,t 
ℓ∑
k=1
M
(j,k)
sin,t M
(j,k)⊤
sin,t  (1 + ε)ℓΓ(j)sin,t
)
≥ 1− δ (66)
P
(
(1− ε)cℓTrΓ(•) 
T∑
t=1
cℓr∑
k=1
M
(•,k)
t M
(•,k)⊤
t︸ ︷︷ ︸
Q(•)
 (1 + ε)cℓrΓ(•)
)
≥ 1− Tδ (67)
P
(
(1− ε)ℓTΓ(j) 
T∑
t=1
ℓ∑
k=1
[
M
(j,k)
cos,tM
(j,k)⊤
cos,t +M
(j,k)
sin,t M
(j,k)⊤
sin,t
]
︸ ︷︷ ︸
Q(j)
 (1 + ε)ℓTΓ(j)
)
≥ 1− 2Tδ. (68)
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Proof. The first three inequalities follow from applying Lemma 5.1 toM
(•,k)
t ∼ N(0,Γ(•)),M (j,k)cos,t ∼
N(0,Γ
(j)
cos,t) and M
(j,k)
sin,t ∼ N(0,Γ(j)sin,t). The last two inequalities follow from a union bound.
Note that we used independence between rollouts to obtain concentration, and union-bound
within the rollouts.
5.1.2 Vector concentration
We use the following two lemmas.
Lemma 5.3 (χ2d-tail bound, [LM00]). For t ≥ 0,
Px∼N(0,Id)
Ä
‖x‖2 ≥ (d+ 2(
√
dt+ t))
ä
≤ e−t (69)
Thus letting C(d, δ) :=
(
d+ 2
(√
d ln
Ä
1
δ
ä
+ ln
Ä
1
δ
ä)) 1
2
, Px∼N(0,Id)(‖x‖ ≥ C(d, δ)) ≤ δ.
Note that C(d, δ) = O
(√
d+
√
ln
Ä
1
δ
ä)
.
Lemma 5.4 (Azuma’s inequality for vectors, [Hay05]). Let Xt, t ≥ 0 be a discrete-time martingale
taking values in a real Euclidean space. Suppose that X0 = 0 and for all n ≥ 1, ‖Xn −Xn−1‖ ≤ c.
Then
P(‖Xn‖ ≥ a) ≤ 2e1−
( ac−1)
2
2n . (70)
Lemma 5.5 (Bounding (1•), (1) in (37) and (49)). The following hold:
P
Ñ∥∥∥∥∥∥
cℓr∑
k=1
Γ(•)−
1
2M (•,k)η(•,k)
∥∥∥∥∥∥ ≥ 3C
Å
r,
δ
4cℓrT
ã
C
Å
1,
δ
4cℓrT
ã 
cℓrT ln
Å
4
δ
ãé
≤ δ (71)
P
Ñ∥∥∥∥∥∥
ℓ∑
k=1
Γ
(j)+ 1
2
X [X
(j)
cosη
(j,k)
cos +X
(j)
sin,tη
(j,k)
sin ]
∥∥∥∥∥∥ ≥ 3C
Å
1,
δ
4ℓT
ã 
2ℓT ln
Å
4
δ
ãé
≤ δ. (72)
Proof. Consider the cℓrT partial sums of
∑cℓr
k=1
∑T
t=1 1[(At,k ∪ B•,t,k)c]Γ(•)−
1
2M
(•,k)
t η
(•,k)(t) where
the events are defined as
A•,t,k =
ß∥∥∥η(•,k)(t)∥∥∥ > C Å1, δ
4cℓrT
ã™
(73)
B•,t,k =
ß∥∥∥Γ(•)− 12M (•,k)t ∥∥∥ > C År, δ4cℓrT
ã™
. (74)
Note this is a martingale as M
(•,k)
t is determined by η
(•,k)(s) for s < t, so Lemma 5.4 applies. Note
that Γ(•)−
1
2M
(•,k)
t ∼ N(0, Ir). We have by Lemma 5.3 that for a = 3C
Ä
r, δ4cℓrT
ä
C
Ä
1, δ4cℓrT
ä√
cℓrT ln
Ä
4
δ
ä
,
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P(A•,t,k),P(B•,t,k) ≤ δ4cℓrT . Hence
P
Ñ∥∥∥∥∥∥
cℓr∑
k=1
[
Γ(•)−
1
2M (•,k)η(•,k)
]∥∥∥∥∥∥ ≥ a
é
(75)
≤
cℓr∑
k=1
T∑
t=1
[P(A•,t,k) + P(B•,t,k)] + P
Ñ∥∥∥∥∥∥
cℓr∑
k=1
T∑
t=1
[
1[(A•,t,k ∪B•,t,k)c]Γ(•)+
1
2M
(•,k)
t η
(•,k)(t)
]∥∥∥∥∥∥ ≥ a
é
(76)
≤ 2cℓrT δ
4cℓrT
+
δ
2
= δ (77)
where in the last inequality, we use Lemma 5.5 and note that the definition of a implies because
the following implications hold:
a ≥ C
Å
r,
δ
4cℓrT
ã
C
Å
1,
δ
4cℓrT
ã(
1 +
 
2cℓrT
Å
1 + ln
Å
4
δ
ãã)
(78)
δ
2
≥ 2e1−
Å
a
C(r, δ4cℓrT )C(1,
δ
4cℓrT )
−1
ã2
2cℓrT . (79)
Similarly, consider the 2ℓT partial sums of
∑ℓ
k=1
∑T
t=1
∑
∗∈{cos,sin} 1
î
Ac∗,t,k
ó
Γ
(j)+ 1
2
X X
(j)
∗,tη
(j,k)
∗ (t)
whereA∗,t,k =
{∥∥∥η(•,k)(t)∥∥∥ > C(1, δ4rT )}. By Lemma 5.4 and Lemma 5.3, for a = 3C Ä1, δ4ℓT ä√2ℓT ln Ä4δä,
P
Ñ∥∥∥∥∥∥
ℓ∑
k=1
T∑
t=1
∑
∗∈{cos,sin}
ï
Γ
(j)+ 1
2
X X
(j,k)
∗,t η
(j,k)
∗ (t)
ò∥∥∥∥∥∥ ≥ a
é
(80)
≤
ℓ∑
k=1
T∑
t=1
P(A∗,t,k) +
ℓ∑
k=1
T∑
t=1
∑
∗∈{cos,sin}
1
î
Ac∗,t,k
ó
Γ
(j)+ 1
2
X X
(j)
∗,tη
(j,k)
∗ (t) (81)
≤ 2ℓT
Å
δ
4ℓT
ã
+
δ
2
= δ. (82)
5.1.3 Putting it together
Recall we are trying to bound
(
x
(j)
cos(r : 1)⊤ y
(j)
cos(r : 1)
⊤
) ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô
by bounding (49)–(50).
There are constants C3, C4, . . . so that the following hold.
Bounding (1) in (49). By (72) in Lemma 5.5,
P
Ñ∥∥∥∥∥∥
ℓ∑
k=1
Γ
(j)+ 1
2
X [X
(j)
cosη
(j,k)
cos +X
(j)
sin,tη
(j,k)
sin ]
∥∥∥∥∥∥ ≥ 3C
Å
1,
δ
4ℓT
ã 
2ℓT ln
Å
4
δ
ãé
≤ δ. (83)
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Bounding (2) in (50). By Lemma 5.2 with δ ← [ δ
T
and ε ← [ 12 and Lemma 5.5, for ℓ ≥
4C22
Ä
r + ln
Ä
2T
δ
ää
, with probability 1− 2δ,
∥∥∥Γ(•) 12 (hLS − h∗)∥∥∥ ≤ ∥∥∥(Γ(•)− 12Q(•)Γ(•)− 12 )−1∥∥∥
∥∥∥∥∥∥Γ(•)− 12
cℓr∑
k=1
M (•,k)η(•,k)
∥∥∥∥∥∥ by (37) (84)
≤ 2
cℓrT
· 3C
Å
r,
δ
4cℓrT
ã
C
Å
1,
δ
4cℓrT
ã 
cℓrT ln
Å
4
δ
ã
(85)
≤ C3√
cℓT
Å
ln
Å
cℓrT
δ
ãã 3
2
(86)
Note that ζ
(j,k)
∗ is distributed the same as y(•,k). Hence
∑ℓ
k=1 Γ
(•)− 1
2 ζ
(j,k)
cos (t− 1 : t− r) ∼ N(0, ℓId),
so by Lemma 5.3, for each t,
P
Ñ∥∥∥∥∥∥
ℓ∑
k=1
Γ(•)−
1
2 ζ(j,k)cos (t− 1 : t− r)
∥∥∥∥∥∥ ≥
√
ℓC
Å
r,
δ
2T
ãé
≤ δ
2T
(87)
and similarly for sin. Thus,
P
Ñ∥∥∥∥∥∥
ℓ∑
k=1
(
Z
(j,k)⊤
cos
Z
(j,k)⊤
sin
)
Γ(•)−
1
2
∥∥∥∥∥∥ ≥
√
2TℓC
Å
r,
δ
2T
ãé
≤ δ (88)
Thus with probability ≥ 1− 3δ,∥∥∥∥∥∥
ℓ∑
k=1
(
Z
(j,k)⊤
cos
Z
(j,k)⊤
sin
)
(hLS − h∗)
∥∥∥∥∥∥ =
∥∥∥∥∥∥
ℓ∑
k=1
(
Z
(j,k)⊤
cos
Z
(j,k)⊤
sin
)
Γ(•)−
1
2
∥∥∥∥∥∥
∥∥∥Γ(•) 12 (hLS − h∗)∥∥∥ (89)
≤
√
2TℓC
Å
r,
δ
2T
ã
C3√
cℓT
Å
ln
Å
cℓrT
δ
ãã 3
2
(90)
≤ C4
…
r
c
Å
ln
Å
cℓrT
δ
ãã2
. (91)
For Σ  0, v⊤(vv⊤ +Σ)+v ≤ 14, so each column of Γ(j)+ 12 (X(j)cos X(j)sin) has norm ≤ 1. Then,∥∥∥∥∥∥Γ(j)+
1
2
X (X
(j)
cos X
(j)
sin)
ℓ∑
k=1
(
Z
(j,k)⊤
cos
Z
(j,k)⊤
sin
)
(hLS − h∗)
∥∥∥∥∥∥ ≤ C4
√
2Tr
Ä
ln
Ä
cℓrT
δ
ää2
√
c
. (92)
Bounding
(
x
(j)
cos(r : 1)⊤ y
(j)
cos(r : 1)
⊤
) ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô
. Combining (83) and (92), with proba-
bility 1− 4δ,
1
ℓT
[(1) + (2)] ≤ C5
Å
1
ℓT
ã(√
ℓT ln
Å
ℓT
δ
ã
+
 
Tr
c
Å
ln
Å
ℓrT
δ
ãã2)
≤ C6√
ℓT
Å
ln
Å
cℓrT
δ
ãã2
(93)
4By the Sherman-Morrison formula, v⊤(vv⊤ +Σ)−1v = v⊤Σ−1v − (v
⊤Σ−1v)2
1+v⊤Σ−1v
≤ v⊤Σ−1v.
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because ℓ ≥ r
c
. Thus by (49)–(50),∥∥∥∥∥(x(j)cos(r : 1)⊤ y(j)cos(r : 1)⊤)
ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô∥∥∥∥∥ ≤ ∥∥∥x(j)cos(r : 1)⊤Γ(j)+ 12 ∥∥∥ C6√ℓT
Å
ln
Å
cℓrT
δ
ãã2
(94)
≤ C6√
ℓT
Å
ln
Å
cℓrT
δ
ãã2
(95)
The analogous bound holds for sin.
Bounding
∥∥∥∥∥Γ(j) 12
ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô∥∥∥∥∥. First, note that ζ(j)∗ (r : 1) ∼ N(0,Γ(•)) so
E
η
(j)
∗
∥∥∥ζ(j)∗ (r : 1)⊤(hLS − h∗)∥∥∥2 ≤ ∥∥∥Γ(•) 12 (hLS − h∗)∥∥∥2 (96)
≤ C3√
cℓT
Å
ln
Å
cℓrT
δ
ãã 3
2
(97)
provided that (86) holds. Now replace δ ← [ δ8 . By (59), (95), and (97), with probability 1− δ,∥∥∥∥∥Γ(j) 12
ñÇ
g
(j)
LS
hLS
å
−
Ç
g∗
h∗
åô∥∥∥∥∥ ≤ C7√ℓT
Å
ln
Å
cℓrT
δ
ãã2
. (98)
5.2 Generalization
We now compute the performance of g∗, h∗ on the minimax problem. Let
L(•)(h) =
1
r
cℓr∑
k=1
∥∥∥M (•,k)⊤(h− hLS)∥∥∥2 (99)
L(j)(g, h) =
ℓ∑
k=1
[∥∥∥∥∥M (j,k)⊤cos
Ç
g
h
å
− y(j,k)cos
∥∥∥∥∥
2
+
∥∥∥∥∥M (j,k)⊤sin
Ç
g
h
å
− y(j,k)sin
∥∥∥∥∥
2]
. (100)
Note that
L(•)(h) − L(•)(hLS) = 1
r
(h− hLS)⊤Q(•)(h− hLS) (101)
L(j)(g, h) − L(j)(gLS , hLS) =
ñÇ
g
h
å
−
Ç
g
(j)
LS
hLS
åô⊤
Q(j)
ñÇ
g
h
å
−
Ç
g
(j)
LS
hLS
åô
. (102)
We have that with probability ≥ 1− δ, by (64) in Lemma 5.2 and (86),
L(•)(h∗)− L(j)(hLS) ≤ 1
r
∥∥∥Γ(•)− 12Q(•)Γ(•)− 12 ∥∥∥ ∥∥∥Γ(•) 12 (h∗ − hLS)∥∥∥2 (103)
≤ C8 1
r
(cℓrT )
1
cℓT
Å
ln
Å
cℓrT
δ
ãã3
= C8
Å
ln
Å
cℓrT
δ
ãã3
(104)
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By (68) in Lemma 5.2 and (98),
L(j)(g∗, h∗)− L(j)(g(j)LS , hLS) ≤
∥∥∥Γ(j)+ 12Q(j)Γ(j)+ 12 ∥∥∥ ∥∥∥∥∥Γ(j) 12
ñÇ
g∗
h∗
å
−
Ç
g
(j)
LS
hLS
åô∥∥∥∥∥2 (105)
≤ C8ℓT 1
ℓT
Å
ln
Å
cℓrT
δ
ãã3
= C8
Å
ln
Å
cℓrT
δ
ãã3
. (106)
Because
Ç
g
h
å
is the argmin of (27), we have
∥∥∥Q(•) 12 (h− hLS)∥∥∥2
2
= r[L(•)(h) − L(•)(hLS)] ≤
C8r
Ä
ln
Ä
ℓrT
δ
ää3
. Hence
∥∥∥Γ(•) 12 (h− h∗)∥∥∥2 ≤ 2Å∥∥∥Γ(•) 12 (h− hLS)∥∥∥2 + ∥∥∥Γ(•) 12 (hLS − h∗)∥∥∥2ã (107)
≤ 2
Å∥∥∥Q(•)− 12Γ(•)Q(•)− 12 ∥∥∥ ∥∥∥Q(•) 12 (h− hLS)∥∥∥2
2
+
∥∥∥Γ(•) 12 (hLS − h∗)∥∥∥2ã (108)
≤ C9
Ç
1
cℓrT
r
Å
ln
Å
cℓrT
δ
ãã3
+
1
cℓT
Å
ln
Å
cℓrT
δ
ãã3å
by (86)
(109)
≤ C9
cℓT
Å
ln
Å
cℓrT
δ
ãã3
(110)
and similarly ∥∥∥∥∥Γ(j) 12
ÇÇ
g
h
å
−
Ç
g∗
h∗
åå∥∥∥∥∥2
2
≤ C10
ℓT
Å
ln
Å
ℓrT
δ
ãã4
. (111)
Now
∥∥∥Γ(•) 12 (h− h∗)∥∥∥2
2
represents the mean square estimation error when the input is 0 and the
noise is N(0, σ2), so
σ ‖(H −H∗)H∗unr‖2 =
∥∥∥Γ(•) 12 (h− h∗)∥∥∥ ≤ C9√
cℓT
Å
ln
Å
cℓrT
δ
ãã 3
2
. (112)
This establishes one-half of Theorem 4.1.
We can decompose
M
(j,k)
cos,t =
Ç
x(j,k)(t− 1 : t− r)
y
(j,k)
cos (t− 1 : t− r)
å
+
Ç
0
ζ
(j,k)
cos (t− 1 : t− r)
å
(113)
and similarly for sin. Define M
(j,k)
t as follows: letting y(t) be the response to x(t) = e
2πijt
cr , j ≤ cr2 ,
with noise η(j)(t) = η
(j)
cos(t) + iη
(j)
sin(t), let M
(j,k)
t =
Ç
x(t− 1 : t− r)
y(t− 1 : t− r)
å
. We can decompose the mean
response EM
(j,k)
t = E[M
(j,k)
cos,t + iM
(j,k)
sin,t ]. We obtain an upper bound on the difference in the square
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mean response:ñÇ
g
h
å
−
Ç
g∗
h∗
åô⊤
(EM
(j,k)
t )(EM
(j,k)
t )
⊤
ñÇ
g
h
å
−
Ç
g∗
h∗
åô
(114)
=
ñÇ
g
h
å
−
Ç
g∗
h∗
åô⊤
E[M
(j,k)
cos,t − iM (j,k)sin,t ]E[M (j,k)cos,t + iM (j,k)sin,t ]⊤
ñÇ
g
h
å
−
Ç
g∗
h∗
åô
(115)
≤
∥∥∥∥∥Γ(j) 12
ÇÇ
g
h
å
−
Ç
g∗
h∗
åå∥∥∥∥∥2
2
(116)
≤ C10
ℓT
Å
ln
Å
cℓrT
δ
ãã4
(117)
using (111). Since the square mean response is exactly
∣∣∣[(G −G∗) + (H −H∗)H∗unrG∗](e 2πijcr )∣∣∣2, we
get
∣∣∣[(G −G∗) + z−1(H −H∗)H∗unrG](e 2πijcr )∣∣∣ ≤ C10√
ℓT
Å
ln
Å
cℓrT
δ
ãã2
. (118)
Note the same inequality holds for j replaced by r − j and M (j,k)cos,t + iM (j,k)sin,t replaced by M (j,k)cos,t −
iM
(j,k)
sin,t , so (118) holds for all j ∈ Z.
5.3 Interpolation
Lemma 5.6. Let Q(z) :=
∑r−1
k=0 akz
k, where ak ∈ C.
1. [Tre13, Theorem 15.2] For any N ≥ r, ‖Q‖∞ ≤
Ä
2
π
ln(r + 1) + 1
ä
maxj=0,...,N−1 |Q(e
2πij
N )|.
2. [BTR13] For any N ≥ 4πr, ‖Q‖∞ ≤
Ä
1 + 4πr
N
ä
maxj=0,...,N−1 |Q(e
2πij
N )|.
From (118) we get that for ε = C10√
ℓT
Ä
ln
Ä
ℓrT
δ
ää2
, ω = e
2πi
cr , j ∈ Z, that∣∣∣[(G−G∗) + z−1(H −H∗)G∗H∗unr](ωj)∣∣∣ ≤ ε (119)
=⇒
∣∣∣[(G −G∗)(1− z−1H∗) + z−1(H −H∗)G∗](ωj)∣∣∣ ≤ ε ∣∣∣1− ω−jH∗(ωj)∣∣∣ ≤ ε(1 + ‖H∗‖∞).
(120)
Suppose c > 8π. By Lemma 5.6, since (G−G∗)(1− z−1H∗) + z−1(H −H∗)G∗ has degree ≤ 2r in
z−1, ∥∥∥(G−G∗)(1− z−1H) + z−1(H −H∗)G∗∥∥∥∞ ≤ ε
Å
1 +
8π
c
ã
(1 + ‖H∗‖∞) (121)
=⇒
∥∥∥(G−G∗) + z−1(H −H∗)G∗H∗unr∥∥∥∞ ≤ ε
Å
1 +
8π
c
ã
(1 + ‖H∗‖∞) ‖H∗unr‖∞ . (122)
This finishes the proof of Theorem 4.1.
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5.4 Truncation error
We need the following lemma.
Lemma 5.7. Let F (z) =
∑∞
t=0 f(t)z
−t, f(0) = 1 and G(z) = 1
F (z) =
∑∞
t=0 g(t)z
−t. Let K =Ä∑r−1
t=0 |g(t)|
ä2
. Then letting f(t) = 0 for t < 0,
∑r
t=1 f(t− r : t− 1)f(t− r : t− 1)⊤  1K2 Ir.
Proof. For any power series F (z) =
∑∞
t=0 f(t)z
−t, define ZF ∈ Rd×d by (ZF )i,j = f(i− j). (Here,
f(i) = 0 for i < 0.) Note that ZFZG = ZFG. Let A = ZFZ
⊤
F =
∑r
t=1 f(t−r : t−1)f(t−r : t−1)⊤.
From F (z)G(z) = 1 we get ZGZF = Id, hence ZGAZ
⊤
G = ZGZFZ
⊤
F Z
⊤
G = Id. Because ZG is
invertible, we have A  λId iff ZG(A− λId)Z⊤G  0. Now ZG(A − λId)Z⊤G = I − λZGZ⊤G . Letting
B = I − λSS⊤, we have
Bii −
∑
j 6=i
Bij = 1− λ
∑
j,k
SikSjk ≥ 1− λK2 ≥ 0. (123)
Thus by Gerschgorin’s Disk Theorem, all eigenvalues of B are ≥ 0.
Proof of Theorem 3.1. The proof of Theorem 3.1 relies on the following simple fact: If D1,D2 are
two distributions on Ω with TV-distance ≤ δ, and A is any algorithm with input space Ω, then
A(x), x ∼ D1 and A(x), x ∼ D2 also have TV-distance ≤ δ.
Consider Algorithm 1 run with signals x∞ stretching back to −∞ and signals x≥−L only stretch-
ing back to −L. Consider the distributions they induce on y(1 : T ). Suppose we choose L so that
the TV-distance between those distributions is ≤ δ′ := δ8cℓr . Because there are < 4cℓr independent
rollouts, the total TV-distance is ≤ δ2 . Then we can apply Theorem 4.1 with δ ← [ δ2 to get the
desired result.
Let y∞ and yfin be the output signals given input signals x∞ and x≥−L, and noise η∞ and η≥−L.
We have (using the shorthand fP := f1P )
y∞(t+ 1) = h∗unr ∗ g∗ ∗ x∞(t) + h∗unr ∗ η∞(t+ 1) (124)
yfin(t+ 1) = h
∗
unr ∗ g∗ ∗ (x∞1≥−L)(t) + [h∗unr ∗ (η∞1≥−L)](t+ 1) (125)
= [(h∗unr ∗ g∗)≤L+t ∗ x∞](t) + (h∗unr,≤L+t+1 ∗ η∞)(t+ 1) (126)
y∞(t+ 1)− yfin(t+ 1) = [(h∗unr ∗ g∗)>L+t ∗ x∞](t) + (h∗unr,>L+t+2 ∗ η∞)(t+ 1) (127)
To calculate the TV distance between the distributions of y∞(1 : T ) and yfin(1 : T ), we need to
bound the difference between the means and covariances.
Bounding difference in means. Note for t ≥ 0, by the assumption L ≥ RH∗unrG∗(ε2) − 1 and
Lemma 2.6, we have
[(h∗unr ∗ g∗)>L+t ∗ x∞](t) ≤ ‖(h∗unr ∗ g∗)≥L+1‖1 ≤ ε2 (128)
so ‖E(y∞ − yfin)(1 : T )‖ ≤ ε2
√
T .
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Bounding difference in covariances. Because E[η∞(i)η∞(j)] = 1i=j,
Cov[y∞(1 : T )]i,j = E[y∞(i)y∞(j)] (129)
= E[(h∗unr ∗ η∞)(i)(h∗unr ∗ η∞)(j)] (130)
= E
min{i,j}∑
k=−∞
h∗unr(i− k)h∗unr(j − k)
 (131)
so
Cov[y∞(1 : T )] =
∞∑
j=1
h∗unr(j − T : j − 1)h∗unr(j − T : j − 1)⊤. (132)
Similarly
Cov[yfin(1 : T )] =
∞∑
j=1
h∗unr,≤L+t+1(j − T : j − 1)h∗unr,≤L+t+1(j − T : j − 1)⊤ (133)
Let K =
Ä
1 +
∑T−2
t=0 |h∗(t)|
ä2
. When L+ t+ 2 ≥ T , by Lemma 5.7 we can lower-bound this by
Cov[yfin(1 : T )] 
L+t+2∑
j=1
h∗unr(j − T : j − 1)h∗unr(j − T : j − 1)⊤ 
1
K2
IT (134)
Also,
Cov[y∞(1 : T )]− Cov[yfin(1 : T )] 
∞∑
j=L+T+2
h∗unr(j − T + 1 : j)h∗unr(j − T + 1 : j)⊤ (135)

Ñ
∞∑
j=L+T+2
‖h∗unr(j − T + 1 : j)‖2
é
IT (136)
 T
Ñ
∞∑
j=L+2
h∗unr(j)
2
é
IT (137)
 T
Ñ
∞∑
j=L+2
|h∗unr(j)|
é2
IT ≤ Tε21IT (138)
where in the last inequality we used the assumption L ≥ RH∗unr(ε1)− 2 (for the ε1 we will choose)
and Lemma 2.6.
Bounding TV distance. For a random variable let D(X) denote its distribution. We apply the
following formula for KL-divergence,
dKL(N(µ1,Σ1)||N(µ2,Σ2)) = 1
2
ñ
ln
|Σ1|
|Σ2| − d+Tr(Σ
−1
1 Σ2) + (µ1 − µ2)⊤Σ−11 (µ1 − µ2)
ô
, (139)
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for D(yfin(1 : T )) = N(µ1,Σ1) and D(y∞(1 : T )) = N(µ2,Σ2). Here, Σ1  1K2 IT and Σ2 − Σ1 
Tε21IT , so
dKL(D(yfin(1 : T ))||D(y∞(1 : T ))) ≤ 1
2
ñ
T ln
Ç
1/K2
1/K2 + ε
å
− T + T (1 +K2Tε2) +K2Tε22
ô
(140)
≤ 1
2
(K2T 2ε21 +K
2Tε22). (141)
Now choose ε1 =
√
δ′2
2T 2K2
and ε2 =
√
δ′2
2TK2
to get this is ≤ δ′22 . Then by Pinsker’s inequality,
dTV (D(yfin(1 : T )),D(y∞(1 : T ))) ≤
 
1
2
· δ
′2
2
=
δ′
2
. (142)
This gives the desired result, noting that the assumption L ≥ max
{
RH∗unr
(
δ
4KT
√
cℓr
)
, RH∗unrG∗
(
δ
4K
√
cℓrT
)}
does indeed imply that the inequalities for L are indeed satisfied for the values of ε1, ε2 and δ
′ = δ8cℓr
we chose. Thus the TV-distance between the y(1 : T ) of all the rollouts is at most δ2 , as needed.
6 Conclusion and further directions
In the regime where Theorem 3.1 applies, we expect the dependence on the number of samples, as
well as on ‖H∗unr‖, to be optimal. However, note that our theorem requires at least Ω(r2) rollouts.
It is an interesting question whether the bounds hold for fewer rollouts, or even for one rollout, with
carefully designed inputs, analogous to results in the case of LDS without hidden state [Sim+18].
Another open question is to prove a lower bound for the number of samples, in terms of ‖H∗unr‖.
By improperly learning the Kalman filter as an autoregressive model, we incur sample com-
plexity depending on
√
r rather than
√
d, where d is the dimension of the hidden state; obtaining
bounds depending on d seems to be a difficult problem. More generally, one can also consider
optimal filtering for other noise models (where the Kalman filter is no longer optimal).
We expect that the theorem can be generalized in a straightforward manner to multiple-input,
multiple-output systems.
Finally, one can complete the “identify-then-control” pipeline by using the estimates from our
algorithm for robust control. Although estimation in H∞ norm of non-strictly stable systems is not
possible in our setup, non-stable systems often arise in practice, so it is of great interest to find a
weaker guarantees for such systems, perhaps under further assumptions, that still allow for robust
control.
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A Notation
Notation Definition
H∗unr(z)
1
1−z−1H∗(z)
x(•,k) = x(•) 0 (the zero signal)
x
(j,k)
cos = x
(j)
cos t 7→ cos
Ä
2πjt
cr
ä
x
(j,k)
sin = x
(j)
sin t 7→ sin
Ä
2πjt
cr
ä
y(•,k), y(j,k)∗ (∗ = cos, sin) Outputs for the above inputs
y(•,k), y(j,k)∗ Expected value given y(s), x(s) for s < t
η(•,k), η(j,k)∗ N(0, σ2) noise in the rollouts; y
(j,k)
∗ = y
(j,k)
∗ + η
(j,k)
∗
y
(j)
∗ Expected value given only x
ζ
(j,k)
∗ Accumulated noise for the inputs, y
(j,k)
∗ = y
(j,k)
∗ + ζ
(j,k)
∗
M (•,k) Matrix with columns y(•,k)(t− 1 : t− r), 1 ≤ t ≤ T
M
(j,k)
∗,t Matrix with columns
(
x
(j)
∗ (t− 1 : t− r)
y
(j,k)
∗ (t− 1 : t− r)
)
, 1 ≤ t ≤ T
X
(j)
∗ Matrix with columns x
(j)
∗ (t− 1 : t− r), 1 ≤ t ≤ T
Y
(j,k)
∗ Matrix with columns y
(j,k)
∗ (t− 1 : t− r), 1 ≤ t ≤ T
Z
(j,k)
∗ Matrix with columns ζ
(j,k)
∗ (t− 1 : t− r), 1 ≤ t ≤ T
x(j) t 7→ e 2πijtcr
η(j) η(j)(t) = η
(j)
cos(t) + iη
(j)
sin(t), η
(j)
cos(t), η
(j)
sin(t) ∼ N(0, σ2)
M (j) Matrix with columns
Ç
x(j)(t− 1 : t− r)
y(j)(t− 1 : t− r)
å
, 1 ≤ t ≤ T
hLS Solution to (25)
g
(j)
LS Solution to (26)
g, h Solution to (27)
Γ(•) Eη(•,k)M
(•,k)M (•,k)⊤
Γ
(j)
∗,t Eη(j,k)∗ M
(j,k)
∗,t M
(j,k)⊤
∗,t
Γ
(j)
X,∗,t X
(j)
∗,tX
(j)⊤
∗,t
Γ(j) Γ
(j)
cos,t + Γ
(j)
sin,t
Γ
(j)
X Γ
(j)
X,cos,t + Γ
(j)
X,sin,t
Q(•)
∑cℓr
k=1M
(•,k)M (•,k)⊤
Q(j)
∑ℓ
k=1(M
(j,k)
cos M
(j,k)⊤
cos +M
(j,k)
sin M
(j,k)⊤
sin )
P
(j)
X Projection onto column space of Γ
(j)
X
L(•)(h) 1
r
∑cℓr
k=1
∥∥∥M (•,k)⊤(h− hLS)∥∥∥2
L(j)(g, h)
∑ℓ
k=1
[∥∥∥∥∥M (j,k)⊤cos
Ç
g
h
å
− y(j,k)cos
∥∥∥∥∥
2
+
∥∥∥∥∥M (j,k)⊤sin
Ç
g
h
å
− y(j,k)sin
∥∥∥∥∥
2]
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B Learning FIR is not adequate
Consider the system
h(t) = rh(t− 1) + x(t− 1) + ξ(t),
y(t) = h(t) + η(t)
where 0 < r < 1 and ξ(t), η(t) ∼ N(0, 1). Then we can calculate using formulas for the Kalman
filter that the variance in the estimation of h and y are σ2h =
r2+
√
r4+4
2 , and σ
2
y = σ
2
h + 1. The
average squared error in estimating yt using the Kalman filter is σ
2
y , which remains finite as r → 1.
On the other hand, if we were to estimate yt without using the previous observations yt−1, . . ., then
the average estimation error is 1 + (1 + r2+ r4 + · · · ) = 1+ 11−r2 , which blows up as r → 1. Hence
the multiplicative factor between the error using a FIR filter, and using the optimal filter, goes to
∞ as r → 1. (This kind of ratio is exactly what FIR methods suffer; see for example [Tu+17, §3
(Process noise)]. Their bounds depend on ‖G‖∞, which is 11−r2 in this example.)
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