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SOME INEQUALITIES INVOLVING HERON AND HEINZ
MEANS OF TWO CONVEX FUNCTIONALS
MUSTAPHA RAI¨SSOULI1,2 AND SHIGERU FURUICHI3
Abstract. In this paper we first introduce the Heron and Heinz means of two
convex functionals. Afterwards, some inequalities involving these functional
means are investigated. The operator versions of our theoretical functional
results are immediately deduced. We also obtain new refinements of some
known operator inequalities via our functional approach in a fast and nice way.
1. Heron and Heinz Means
Let a, b > 0 and λ ∈ [0, 1] be real numbers. The following expressions
a∇λb = (1− λ)a+ λb, a♯λb = a1−λbλ (1.1)
are known as the λ-weighted arithmetic mean and λ-weighted geometric mean,
respectively. They satisfy the following
a♯λb ≤ a∇λb (1.2)
known as the Young’s inequality. Some refinements and reverses of (1.2) have
been discussed in the literature. In particular, the following result has been
proved in [10],
rλ
(√
a−
√
b
)2 ≤ a∇λb− a♯λb ≤ (1− rλ)(√a−√b)2, (1.3)
where we set
rλ := min(λ, 1− λ). (1.4)
For more refinements and reverses of the Young’s inequality, we refer the in-
terested reader to [6, 15, 19] and the related references cited therein.
From the previous means we introduce the following expressions
Kλ(a, b) = (1− λ)
√
ab+ λ
a+ b
2
, (1.5)
HZλ(a, b) =
a1−λbλ + aλb1−λ
2
(1.6)
known in the literature as the Heron and Heinz means, respectively. They satisfy
the following inequalities
√
ab ≤ Kλ(a, b) ≤ a+ b
2
, (1.7)
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√
ab ≤ HZλ(a, b) ≤ a+ b
2
. (1.8)
An inequality between the Heron and Heinz means was proved in [1] and is as
follows
HZλ(a, b) ≤ Kα(λ)(a, b), (1.9)
where α(λ) = (2λ− 1)2 for any λ ∈ [0, 1]. It is easy to check that (1.9) is better
than the following inequality
HZλ(a, b) + rλ
(√
a−
√
b
)2 ≤ a + b
2
which has been later obtained in [10], where rλ is defined by (1.4).
A reverse of Heinz inequality was recently proved in [12] as follows
HZλ(a, b) ≥ a+ b
2
− 1
2
λ(1− λ)(b− a) log(b/a). (1.10)
Another reversed version of Heinz inequality was already showed in [11] and reads
as follows (
HZλ(a, b)
)2
≥
(a+ b
2
)2
− 1
2
(1− rλ)(a− b)2. (1.11)
In [12], the authors mentioned some comments about comparison between
(1.10) and (1.11) that we present in the following remark (see page 745).
Remark 1.1. Numerical experiments show that neither (1.10) nor (1.11) is uni-
formly better than the other. However, these experiments show that, for most
values of λ , (1.10) is better than (1.11) when a/b is relatively small and (1.11)
is better when a/b is large.
The extension of the previous means, from the case that the variables are
positive real numbers to the case that the arguments are positive operators, has
been investigated in the literature. LetH be a complex Hilbert space and B(H) be
the C∗-algebra of bounded linear operators acting on H . We denote by B+∗(H)
the open cone of all (self-adjoint) positive invertible operators in B(H). For
A,B ∈ B+∗(H), the following expressions
A∇λB := (1− λ)A+ λB = B∇1−λA,
A♯λB := A
1/2
(
A−1/2BA−1/2
)λ
A1/2 = B♯1−λA
are known as the λ-weighted operator mean and λ-weighted geometric operator
mean of A and B, respectively. For λ = 1/2, they are simply denoted by A∇B
and A♯B, respectively. These operator means satisfy the following inequality
A♯λB ≤ A∇λB, (1.12)
which is an operator version of the Young’s inequality (1.2). The notation ≤
refers here for the Lo¨wner partial order defined by: T ≤ S if and only if T and S
are self-adjoint and S − T is positive.
An operator version of (1.3) has also been established in [10] and reads as
follows
2rλ
(
A∇B − A♯B) ≤ A∇λB − A♯λB ≤ 2(1− rλ)(A∇B −A♯B), (1.13)
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where rλ is defined in (1.4). In fact, according to the Kubo-Ando theory [13],
(1.13) can be immediately deduced from (1.3).
By analogy with the scalar case, the Heron and Heinz operator means are,
respectively, defined as follows
Kλ(A,B) = (1− λ)A♯B + λA∇B, (1.14)
HZλ(A,B) =
A♯λB + A♯1−λB
2
. (1.15)
The following operator inequalities, extending respectively (1.7) and (1.8) for
operator arguments, have also been proved in the literature, see [20] and the
related references cited therein.
A♯B ≤ Kλ(A,B) ≤ A∇B, (1.16)
A♯B ≤ HZλ(A,B) ≤ A∇B. (1.17)
The following refinement of the inequality in (1.16) has been recently obtained
in [20]
λ(1− λ)(A∇B − A♯B)+ A♯B ≤ Kλ(A,B)
≤ A∇B − λ(1− λ)(A∇B − A♯B). (1.18)
For more inequalities related to the Heron and Heinz means involving matrix
and operator arguments, we refer the reader to [2, 5, 7, 8, 9, 10, 11, 12, 14, 21]
and the related references cited therein.
2. Functional Version
The previous operator means have been extended from the case that the vari-
ables are positive operators to the case that the variables are convex functionals,
see [16]. Let us denote by Γ0(H) the cone of all f : H −→ R ∪ {+∞} which are
convex lower semi-continuous and not identically equal to +∞. Throughout this
paper, we use the following notation:
D(H) =
{
(f, g) ∈ Γ0(H)× Γ0(H) : dom f ∩ dom g 6= ∅
}
,
where dom f refers to the effective domain of f : H −→ R ∪ {+∞} defined by
dom f =
{
x ∈ H, f(x) < +∞
}
.
If (f, g) ∈ D(H) and λ ∈ (0, 1), then the following expressions
Aλ(f, g) := (1− λ)f + λg, (2.1)
Gλ(f, g) := sin(πλ)
π
∫ 1
0
tλ−1
(1− t)λ
(
(1− t)f ∗ + tg∗
)∗
dt (2.2)
are called, by analogy, the λ-weighted functional arithmetic mean and λ-weighted
functional geometric mean of f and g, respectively. For λ = 1/2, they are simply
denoted by A(f, g) and G(f, g), respectively. Here, the notation f ∗ refers to the
Fenchel conjugate of any f : H −→ R ∪ {+∞} defined through
∀x∗ ∈ H f ∗(x∗) = sup
x∈H
{
ℜe〈x∗, x〉 − f(x)
}
. (2.3)
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It is easy to see that
Gλ(f, g) = sin(πλ)
π
∫ 1
0
1
t♯λ(1− t)Ht(f, g)dt, (2.4)
where
Hλ(f, g) :=
(
(1− λ)f ∗ + λg∗
)∗
(2.5)
is the so-called λ-weighted functional harmonic mean of f and g. For λ = 1/2,
we simply denote it by H(f, g).
With this, we can write
∀x∗ ∈ H f ∗(x∗) = sup
x∈dom f
{
ℜe〈x∗, x〉 − f(x)
}
,
provided that dom f 6= ∅. As supremum of a family of affine (so convex) functions,
f ∗ is always convex even when f is not.
We extend the previous functional means on the whole interval [0, 1] by setting,
see [18]
A0(f, g) = G0(f, g) = H0(f, g) = f, A1(f, g) = G1(f, g) = H1(f, g) = g. (2.6)
The previous functional means satisfy the following relationships
Aλ(f, g) = A1−λ(g, f), Hλ(f, g) = H1−λ(g, f), Gλ(f, g) = G1−λ(g, f), (2.7)
for any (f, g) ∈ D(H) and λ ∈ [0, 1]. The two first relationships are immediate
while the proof of the third one can be found in [16]. In particular, if λ = 1/2,
the three previous functional means are symmetric in f and g.
We have the following double inequality
Hλ(f, g) ≤ Gλ(f, g) ≤ Aλ(f, g), (2.8)
whose the right inequality is the functional version of the Young’s operator in-
equality (1.12). Here the symbol ≤ denotes the point-wise order defined by, f ≤ g
if and only if f(x) ≤ g(x) for all x ∈ H .
Remark 2.1. We adopt here the conventions 0·(+∞) = +∞ and (+∞)−(+∞) =
+∞, as usual in convex analysis. Since our involved functionals f and/or g can
take the value +∞ we then mention the following:
(i) The relations (2.6) are not immediate from their related functional means
(2.1), (2.2) and (2.5), respectively.
(ii) We must be careful with any proof of functional equality or inequality. As
example, the equalities f − f = 0 and f − g = −(g − f) are not always true.
Also, the two inequalities f ≤ g and f − g ≤ 0 are not always equivalent whereas
f ≤ g and g − f ≥ 0 are equivalent.
The previous functional means are, respectively, extensions of their related
operator means in the following sense
Aλ(fA, fB) = fA∇λB, Gλ(fA, fB) = fA♯λB, Hλ(fA, fB) = fA!λB, (2.9)
where
A!λB :=
(
(1− λ)A−1 + λB−1)−1
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stands for the λ-weighted harmonic operator mean of A and B and the notation
fA refers to the convex quadratic form generated by the positive operator A, i.e.
fA(x) = (1/2)〈Ax, x〉 for all x ∈ H . This because f ∗A(x∗) = (1/2)〈A−1x∗, x∗〉, or
in short f ∗A = fA−1 , for any A ∈ B+∗(H). We also mention that, since A and B
are self-adjoint then, fA = fB if and only if A = B.
For all (f, g) ∈ D(H) and λ ∈ [0, 1], we introduce the following expressions
Kλ(f, g) = (1− λ)G(f, g) + λA(f, g) (2.10)
and
HZλ(f, g) = 1
2
(
Gλ(f, g) + G1−λ(f, g)
)
(2.11)
which will be called the Heron functional mean and the Heinz functional mean of
f and g, respectively. It is clear that Kλ(f, g) is symmetric in f and g and, due
to the last relation of (2.7), HZλ(f, g) is also symmetric in f and g. We mention
that we have HZλ(f, g) = HZ1−λ(f, g) while in general Kλ(f, g) 6= K1−λ(f, g),
unless λ = 1/2.
By virtue of (2.9), it is not hard to see that, for any A,B ∈ B+∗(H), we have
Kλ(fA, fB) = fKλ(A,B), HZλ(fA, fB) = fHZλ(A,B). (2.12)
Furthermore, according to (2.8) for λ = 1/2 we immediately deduce that the
functional map λ 7−→ Kλ(f, g), for fixed (f, g) ∈ D(H), is point-wisely increasing
in λ ∈ [0, 1]. This gives the functional version of the operator inequality (1.16)
that reads as follows
G(f, g) ≤ Kλ(f, g) ≤ A(f, g), (2.13)
which, in its turn, immediately yields (1.16) by virtue of (2.9) and (2.12).
Now, a question arises from the above: Is the functional version of (1.17)
true when the operator variables A and B are replaced by convex functionals.
Precisely, is the following
G(f, g) ≤ HZλ(f, g) ≤ A(f, g) (2.14)
hold for any (f, g) ∈ D(H) and λ ∈ [0, 1]. An affirmative answer to this latter
question will be discussed in the next section.
Remark 2.2. Usually, for proving an operator inequality like (1.12), (1.13), (1.16),
(1.17) and (1.18) we start from its analog for scalar case and we then proceed
by using the techniques of functional calculus. In this paper, after defining the
Heron and Heinz means of two convex functionals, we establish some inequalities
involving these functional means. We also obtain new refinements of some known
operator inequalities. Our approach is with functional character and the proofs
of our theoretical results are short, simple and nice and do not need to use the
techniques of functional calculus.
3. The Main Results
We preserve the same notations as in the previous sections. Our first main
result is about a refinement of (2.13) recited in the following.
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Theorem 3.1. For any (f, g) ∈ D(H) and λ ∈ [0, 1] there hold
r
(
A(f, g)− G(f, g)
)
+ G(f, g) = Kr(f, g) ≤ Kλ(f, g)
≤ K1−r(f, g) = A(f, g)− r
(
A(f, g)− G(f, g)
)
, (3.1)
where we set r = rλ := min(λ, 1− λ) for the sake of simplicity.
Proof. Since λ 7−→ Kλ(f, g), for fixed (f, g) ∈ D(H), is point-wisely increasing
in λ ∈ [0, 1] and rλ ≤ λ ≤ Rλ = 1 − rλ we then immediately deduce the desired
inequalities. 
The operator version of Theorem 3.1 reads as follows.
Corollary 3.2. The following operator inequalities
rλ
(
A∇B − A♯B
)
+ A♯B ≤ Kλ(A,B) ≤ A∇B − rλ
(
A∇B − A♯B
)
(3.2)
hold for any A,B ∈ B+∗(H) and λ ∈ [0, 1].
Proof. It is immediate from (3.1) when we take f = fA and g = fB and we use
(2.9) and (2.12). Details are simple and therefore omitted here. 
Remark 3.3. (i) It is clear that (3.2) refines the double inequality (1.16). Further,
(3.2) also refines (1.18) since λ(1 − λ) ≤ rλ := min(λ, 1 − λ) for any λ ∈ [0, 1].
Note that (1.18) has been proved in [20] via the techniques of functional calculus.
(ii) The operator inequality (3.2) has been immediately deduced from (3.1) which,
in its turn, refines (2.13). Moreover, (3.1) has a simple proof and immediately
implies (3.2) without the need to the techniques of functional calculus.
Before stating our second main result we need the following lemma.
Lemma 3.4. Let (f, g) ∈ D(H) and λ ∈ (0, 1). Then we have
Aλ(f, g)− Gλ(f, g) = sin(πλ)
π
∫ 1
0
1
t♯λ(1− t)
(
At(f, g)−Ht(f, g)
)
dt. (3.3)
In particular, one has
A(f, g)− G(f, g) = 1
π
∫ 1
0
1√
t(1− t)
(
At(f, g)−Ht(f, g)
)
dt. (3.4)
Proof. Let Γ and B denote the standard special functions Gamma and Beta,
respectively. Then we have
sin(πλ)
π
∫ 1
0
tλ−1
(1− t)λdt =
sin(πλ)
π
B
(
λ, 1− λ) = sin(πλ)
π
Γ(λ)Γ(1− λ) = 1.
This, with the definition of Gλ(f, g), yields
Aλ(f, g)− Gλ(f, g) = sin(πλ)
π
∫ 1
0
tλ−1
(1− t)λ
(
Aλ(f, g)−Ht(f, g)
)
dt.
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Now, since At(f, g) = (1− t)f + tg, with the following
sin(πλ)
π
∫ 1
0
tλ−1
(1− t)λ (1− t)dt =
sin(πλ)
π
B
(
λ, 2− λ)
=
sin(πλ)
π
Γ(λ)Γ(2− λ) = sin(πλ)
π
(1− λ)Γ(λ)Γ(1− λ) = 1− λ
and (by similar arguments)
sin(πλ)
π
∫ 1
0
tλ−1
(1− t)λ tdt = λ,
we deduce that
Aλ(f, g)− Gλ(f, g) = sin(πλ)
π
∫ 1
0
tλ−1
(1− t)λ
(
At(f, g)−Ht(f, g)
)
dt,
which is the desired result. 
Proposition 3.5. Let (f, g) ∈ D(H) and λ ∈ (0, 1). Then the following equality
A(f, g)(x)−HZλ(f, g)(x)
=
sin(πλ)
π
∫ 1
0
HZλ
(1
t
,
1
1− t
)(
At(f, g)(x)−Ht(f, g)(x)
)
dt (3.5)
holds for any x ∈ H.
Proof. If x /∈ dom f ∩ dom g 6= ∅, i.e. f(x) = +∞ or g(x) = +∞, then the two
sides of (3.5) are infinite and so (3.5) holds. Assume that x ∈ dom f ∩dom g 6= ∅.
First, it is easy to check that
Aλ(f, g)(x) +A1−λ(f, g)(x) = (f + g)(x) := 2A(f, g)(x). (3.6)
Otherwise, from (3.3) we can write
A1−λ(f, g)(x)− G1−λ(f, g)(x)
=
sin(πλ)
π
∫ 1
0
1
t♯1−λ(1− t)
(
At(f, g)(x)−Ht(f, g)(x)
)
dt. (3.7)
Adding side to side (3.3) and (3.7), with the help of (2.11) and (3.6), we deduce
A(f, g)(x)−HZλ(f, g)(x)
=
sin(πλ)
2π
∫ 1
0
( 1
t♯λ(1− t) +
1
t♯1−λ(1− t)
)(
At(f, g)(x)−Ht(f, g)(x)
)
dt,
from which the desired result follows after a simple manipulation. 
Remark 3.6. For the sake of clearness for the reader, we mention that according
to (2.9) and (2.12) we immediately deduce that the operator versions of (3.3),
(3.4) and (3.5) are, respectively, given by
A∇λB − A♯λB = sin(πλ)
π
∫ 1
0
1
t♯λ(1− t)
(
A∇tB −A!tB
)
dt,
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A∇B − A♯B = 1
π
∫ 1
0
1√
t(1− t)
(
A∇tB − A!tB
)
dt,
A∇B −HZλ(A,B) = sin(πλ)
π
∫ 1
0
HZλ
(1
t
,
1
1− t
)(
A∇tB − A!tB
)
dt.
We now are in a position to state our second main result as recited in the
following.
Theorem 3.7. Let (f, g) ∈ D(H) and λ ∈ (0, 1). Then the following inequalities
hold:
HZλ(f, g) ≤ Kθ(λ)(f, g) ≤ A(f, g), (3.8)
where we set θ(λ) = 1− sin(πλ) for any λ ∈ (0, 1).
Proof. First, the right inequality of (3.8) follows from the right inequality in
(2.13). Note that, by (2.8), we have At(f, g)−Ht(f, g) ≥ 0 for any (f, g) ∈ D(H)
and t ∈ (0, 1). Now, by (3.5) with the left inequality of (1.8), we can write
A(f, g)−HZλ(f, g) ≥ sin(πλ)
π
∫ 1
0
1√
t(1− t)
(
At(f, g)−Ht(f, g)
)
dt.
Thanks to (3.4) we then obtain
A(f, g)−HZλ(f, g) ≥
(
sin(πλ)
)(A(f, g)− G(f, g)). (3.9)
To finish the proof, we have to take into account some precautions (see Remark
2.1). At x ∈ H such that Kθ(λ)(f, g)(x) = +∞, the left inequality of (3.8) is
obviously satisfied at x. Now, let x ∈ H be such thatKθ(λ)(f, g)(x) < +∞. By the
definition of the Heron functional mean (2.10) we deduce that A(f, g)(x) < +∞
and G(f, g)(x) < +∞. With this, (3.9) yields
Kθ(λ)(f, g)(x)−HZλ(f, g)(x) ≥ 0,
which, with Remark 2.1 again, means that the left inequality of (3.8) is also
satisfied at x. The proof is completed. 
To give more main results in the sequel, we need some lemmas. The first is
recited in the following.
Lemma 3.8. [17]. Let (f, g) ∈ D(H) and λ ∈ (0, 1). Then we have
2rλ
(
A(f, g)−H(f, g)
)
≤ Aλ(f, g)−Hλ(f, g)
≤ 2(1− rλ)
(
A(f, g)−H(f, g)
)
, (3.10)
where, as already pointed before, rλ := min(λ, 1− λ).
We also need the following lemma that concerns a refinement of the so-called
Hermite-Hadamard inequality, see [3, 4] for instance.
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Lemma 3.9. Let a, b with a < b and Φ : [a, b] −→ R be a convex function. Then,
for all p ∈ [0, 1] we have
Φ
(a + b
2
)
≤ m(p) ≤ 1
b− a
∫ b
a
Φ(t)dt ≤M(p) ≤ Φ(a) + Φ(b)
2
, (3.11)
where
m(p) := pΦ
(pb+ (2− p)a
2
)
+ (1− p)Φ
((1 + p)b+ (1− p)a
2
)
and
M(p) :=
1
2
(
Φ
(
pb+ (1− p)a)+ pΦ(a) + (1− p)Φ(b)).
If Φ is concave then the inequalities (3.11) are reversed.
Lemma 3.10. For λ ∈ (0, 1) fixed, let Ψλ be the function defined by
Ψλ(t) =
( t
1− t
)λ
, t ∈ [0, 1/2].
Then Ψλ is concave on [0,
1−λ
2
] and convex on [1−λ
2
, 1/2].
Proof. Simple computations lead to, for any t ∈ (0, 1/2],
Ψ′λ(t) = λ
tλ−1
(1− t)λ+1
and
Ψ′′λ(t) = λ
tλ−2
(1− t)λ+2 (2t+ λ− 1).
The desired results follow. 
For the sake of simplicity, we introduce more notation. For (f, g) ∈ D(H) and
λ ∈ [0, 1] we set
Lλ(f, g) := (1− λ)H(f, g) + λA(f, g). (3.12)
It is not hard to see that the following inequalities
H(f, g) ≤ Lλ(f, g) ≤ Kλ(f, g) ≤ A(f, g) (3.13)
hold for any (f, g) ∈ D(H) and λ ∈ [0, 1]. With this, another main result is
recited in what follows.
Theorem 3.11. Let (f, g) ∈ D(H) and λ ∈ [0, 1]. Then, for any p ∈ [0, 1], there
hold:
HZλ(f, g) ≤ Lγp(λ)(f, g) ≤ Kγp(λ)(f, g) ≤ A(f, g), (3.14)
where we set
γp(λ) = 1− 2 sin(πλ)
π
(
(1− λ)Mλ(p) + λM1−λ(p)
)
,
with
Mλ(p) := Mλ(p) +m1−λ(p)
2
,
Mλ(p) :=
1
2
(( p(1− λ)
2− p(1− λ)
)λ
+ (1− p)
(1− λ
1 + λ
)λ)
,
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and
mλ(p) := p
(
2− 2λ+ pλ
2 + 2λ− pλ
)λ
+ (1− p)
(
2− λ+ pλ
2 + λ− pλ
)λ
.
Proof. For λ = 0 or λ = 1, it is clear that (3.14) are reduced to equalities. Assume
that λ ∈ (0, 1). By (3.5), with the left inequality of (3.10), we have
A(f, g)−HZλ(f, g) ≥ 2 sin(πλ)
π
∫ 1
0
rtHZλ
(1
t
,
1
1− t
)(
A(f, g)−H(f, g)
)
dt.
(3.15)
Since rt = min(t, 1−t) and the function t 7−→ rtHZλ
(
1
t
, 1
1−t
)
is symmetric around
1/2 then one has
∫ 1
0
rtHZλ
(1
t
,
1
1− t
)
dt = 2
∫ 1/2
0
tHZλ
(1
t
,
1
1− t
)
dt
=
∫ 1/2
0
{( t
1− t
)λ
+
( t
1− t
)1−λ}
dt. (3.16)
According to Lemma 3.10, we write∫ 1/2
0
( t
1− t
)λ
dt :=
∫ 1/2
0
Ψλ(t)dt =
∫ 1−λ
2
0
Ψλ(t)dt+
∫ 1/2
1−λ
2
Ψλ(t)dt. (3.17)
By Lemma 3.10 again, with Lemma 3.9, we have for any p ∈ [0, 1] (after some
elementary computations)∫ 1−λ
2
0
Ψλ(t)dt ≥ 1− λ
2
Mλ(p),
with
Mλ(p) :=
1
2
(
Ψλ
(
p
1− λ
2
)
+ (1− p)Ψλ
(1− λ
2
))
=
1
2
(( p(1− λ)
2− p(1− λ)
)λ
+ (1− p)
(1− λ
1 + λ
)λ)
(3.18)
and ∫ 1/2
1−λ
2
Ψλ(t)dt ≥
(1
2
− 1− λ
2
)
lλ(p) =
λ
2
mλ(p),
with
mλ(p) := pΨλ
(
p+ (2− p)(1− λ)
4
)
+ (1− p)Ψλ
(
1 + p+ (1− p)(1− λ)
4
)
= p
(
2− 2λ+ pλ
2 + 2λ− pλ
)λ
+ (1− p)
(
2− λ+ pλ
2 + λ− pλ
)λ
. (3.19)
With this, (3.17) yields∫ 1/2
0
( t
1− t
)λ
dt ≥ 1− λ
2
Mλ(p) +
λ
2
mλ(p),
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and so ∫ 1/2
0
( t
1− t
)1−λ
dt ≥ λ
2
M1−λ(p) +
1− λ
2
m1−λ(p).
These, with (3.16), imply that (after simples manipulations)∫ 1
0
rtHZλ
(1
t
,
1
1− t
)
dt ≥ (1− λ)
{
Mλ(p) +m1−λ(p)
2
}
+ λ
{
M1−λ(p) +mλ(p)
2
}
which, with (3.15), implies that
A(f, g)−HZλ(f, g) ≥ 2 sin(πλ)
π
(
(1−λ)Mλ(p)+λM1−λ(p)
)(
A(f, g)−H(f, g)
)
.
With some precautions, as in the proof of Theorem 3.7, we deduce the desired
result. 
The operator versions of the previous functional results can be immediately
deduced. For instance we have the following result which is the operator version
of Theorem 3.11.
Corollary 3.12. Let A,B ∈ B+∗(H) and λ ∈ [0, 1]. Then we have
HZλ(A,B) ≤ Lγp(λ)(A,B) ≤ Kγp(λ)(A,B) ≤ A∇B,
where γp(λ) is the same as in Theorem 3.11 and Lλ(A,B) = (1−λ)A!B+λA∇B
for any λ ∈ (0, 1), with A!B := A!1/2B.
Now, in the aim to give lower bounds of HZλ(f, g), we need to introduce
another notation. For (f, g) ∈ D(H) and λ ∈ [0, 1] we set
Θλ(f, g) =
1
2
(
Hλ(f, g) +H1−λ(f, g)
)
. (3.20)
By virtue of the second relation of (2.7) we have Θλ(f, g) = Θλ(g, f), and by
(2.8) and (3.6), we have Θλ(f, g) ≤ A(f, g), for any λ ∈ [0, 1].
We need to prove the following lemma.
Lemma 3.13. Let (f, g) ∈ D(H). Then the following assertions hold:
(i) The map t 7−→ Ht(f, g) is point-wisely convex in t ∈ [0, 1]. That is, for all
x ∈ H, t1, t2 ∈ [0, 1] and p ∈ [0, 1] one has
H(1−p)t1+pt2(f, g)(x) ≤ (1− p)Ht1(f, g)(x) + pHt2(f, g)(x).
(ii) The map t 7−→ At(f, g)−Ht(f, g) is point-wisely concave in t ∈ [0, 1].
(iii) The map t 7−→ Θt(f, g) is also point-wisely convex in t ∈ [0, 1].
Proof. (i) By definition, we have, for all x ∈ H ,
Ht(f, g)(x) :=
(
(1− t)f ∗+ tg∗
)∗
(x) := sup
x∗∈H
{
ℜe〈x∗, x〉−(1− t)f ∗(x∗)− tg∗(x∗)
}
.
Fixing x ∈ H , we consider the following family of functionals, indexed by x∗ ∈ H ,
t 7−→ ℜe〈x∗, x〉 − (1− t)f ∗(x∗)− tg∗(x∗),
which are all affine and so convex in t ∈ [0, 1]. It follows that t 7−→ Ht(f, g)(x) is
convex as a supremum of a family of convex functionals.
(ii) For any x ∈ H , the map t 7−→ At(f, g)(x) is affine and so concave. This, with
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(i), implies the desired result.
(iii) Since t 7−→ Ht(f, g)(x) is convex then so is t 7−→ H1−t(f, g)(x), because the
real function t 7−→ 1− t is affine. This, with (3.20), implies that t 7−→ Θt(f, g) is
point-wisely convex in t ∈ [0, 1]. 
Proposition 3.14. Let f and g be as above. Then, for any λ ∈ [0, 1], we have
H(f, g) ≤ Θλ(f, g) ≤ HZλ(f, g) ≤ A(f, g) (3.21)
Proof. For λ = 0 or λ = 1, (3.21) are reduced to H(f, g) ≤ A(f, g). Assume
that below λ ∈ (0, 1). The two right inequalities of (3.21) follow from the left
inequality in (2.8), (2.11) and (3.8). For proving the left inequality in (3.21) we
proceed as follows, by using Lemma 3.13,(i),
Θλ(f, g) :=
Hλ(f, g) +H1−λ(f, g)
2
≥ Hλ+(1−λ)
2
(f, g) = H1/2(f, g) := H(f, g).
The proof is complete. 
Proposition 3.15. Let (f, g) ∈ D(H). Then the map
t 7−→ At(f, g)−Ht(f, g)
t(1− t)
is point-wisely integrable on (0, 1). That is, for any x ∈ H, the integral
J (f, g)(x) :=
∫ 1
0
At(f, g)(x)−Ht(f, g)(x)
t(1− t) dt (3.22)
exists in R ∪ {+∞}. Furthermore, we have
J (f, g)(x) = 2
∫ 1/2
0
A(f, g)(x)−Θt(f, g)(x)
t(1− t) dt. (3.23)
Proof. Because the map t 7−→ At(f, g) − Ht(f, g) is point-wisely concave in t ∈
[0, 1] then the map
t 7−→ At(f, g)−Ht(f, g)
t(1− t)
is point-wisely continuous on (0, 1) and so its point-wise integral over (0, 1) exists
in R ∪ {+∞}. It is easy to see that (by using the change of variables t = 1− s)
J (f, g)(x) :=
∫ 1
0
A1−t(f, g)(x)−H1−t(f, g)(x)
t(1− t) dt (3.24)
Adding side to side (3.22) and (3.24) we obtain, with the help of (3.6),
J (f, g)(x) :=
∫ 1
0
A(f, g)(x)−Θt(f, g)(x)
t(1− t) dt. (3.25)
The map
t 7−→ A(f, g)(x)−Θt(f, g)(x)
t(1− t)
is symmetric around 1/2, for any x ∈ H , we then deduce (3.23) from (3.25), so
completes the proof. 
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If in (3.22) we take f = fA and g = fB, with A,B ∈ B+∗(H) then we obtain,
by using (2.9),
J (fA, fB) =
∫ 1
0
At(fA, fB)−Ht(fA, fB)
t(1− t) dt
=
∫ 1
0
fA∇tB − fA!tB
t(1− t) dt = fJ(A,B), (3.26)
where J(A,B) is given by
J(A,B) =
∫ 1
0
A∇tB − A!tB
t(1− t) dt. (3.27)
The operator integral J(A,B) can be exactly computed as recited in the following
result.
Proposition 3.16. With the above, we have
J(A,B) = (B − A)A−1S(A|B), (3.28)
where S(A|B) refers to the relative operator entropy given by
S(A|B) := A1/2 log
(
A−1/2BA−1/2
)
A1/2.
Proof. By Kubo-Ando theory [13], we first compute the integral J(A,B) for scalar
case. That is, we need to compute the following real integral
J(a, b) =
∫ 1
0
a∇tb− a!tb
t(1− t) dt :=
∫ 1
0
(1− t)a + tb− ((1− t)(1/a) + t(1/b))−1
t(1− t) ,
for any real numbers a, b > 0. Simple computation leads to (after all reductions)
J(a, b) =
∫ 1
0
(a− b)2
ta+ (1− t)bdt = (a− b)
(
log a− log b).
It follows that, for any T ∈ B+∗(H) we have
J(I, T ) = (T − I) log T, (3.29)
where I denotes the identity operator of B+∗(H). Since (A,B) 7−→ A∇tB and
(A,B) 7−→ A!tB are operator means in the Kubo-Ando sense then we can write,
by using (3.29) with T = A−1/2BA−1/2,
J(A,B) = A1/2J
(
I, A−1/2BA−1/2
)
A1/2
= A1/2
(
A−1/2BA−1/2 − I
)
log
(
A−1/2BA−1/2
)
A1/2.
The desired result follows after a simple manipulation. 
Remark 3.17. From (3.27), it is immediate that J(A,B) is a positive operator,
since A∇tB ≥ A!tB. Further, J(A,B) is symmetric in A and B. These properties
of J(A,B) are not easy to deduce from (3.28).
Now, we are in a position to state the following main result which gives a lower
bound of HZλ(f, g).
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Theorem 3.18. Let (f, g) ∈ D(H) and λ ∈ [0, 1]. Then we have
HZλ(f, g) ≥ Kδ(λ)(f, g)− α(λ)sin(πλ)
2π
J (f, g), (3.30)
where J (f, g) was defined in Proposition 3.15 and
α(λ) = (2λ− 1)2, δ(λ) = 1− 4λ(1− λ) sin(πλ).
Proof. For λ = 0 or λ = 1, (3.30) are immediate after a simple discussion as in
the proof of Theorem 3.7. We now assume that λ ∈ (0, 1). By (3.5), with (1.9),
we have
A(f, g)−HZλ(f, g)
≤ sin(πλ)
π
∫ 1
0
Kα(λ)
(1
t
,
1
1− t
)(
At(f, g)−Ht(f, g)
)
dt, (3.31)
where α(λ) = (2λ− 1)2. By (1.5) we have
Kα(λ) =
(
1− α(λ)) 1√
t(1− t) +
α(λ)
2
1
t(1− t) .
With this (3.31) yields
A(f, g)−HZλ(f, g) ≤ 4λ(1− λ)sin(πλ)
π
∫ 1
0
1√
t(1− t)
(
At(f, g)−Ht(f, g)
)
dt
+
α(λ)
2
sin(πλ)
π
∫ 1
0
At(f, g)−Ht(f, g)
t(1− t) dt.
According to (3.4), with (3.22), we obtain
A(f, g)−HZλ(f, g) ≤ 4λ(1−λ) sin(πλ)
(
A(f, g)−G(f, g)
)
+
α(λ)
2
sin(πλ)
π
J (f, g).
We then deduce our desired inequality (3.30), after a simple discussion, as in the
proof of Theorem 3.7. Details are routine and therefore omitted here. 
The operator version of Theorem 3.18 reads as follows.
Corollary 3.19. Let A,B ∈ B+∗(H) and λ ∈ [0, 1]. Then there holds:
HZλ(A,B) ≥ Kδ(λ)(A,B)− α(λ)sin(πλ)
2π
J(A,B), (3.32)
where α(λ) and δ(λ) are as in Theorem 3.18 and J(A,B) is as in Proposition
3.16. In particular, for any a, b > 0 and λ ∈ [0, 1], we have
HZλ(a, b) ≥ a+ b
2
− 2λ(1− λ) sin(πλ)(√a−√b)2
− (2λ− 1)2 sin(πλ)
2π
(b− a) log(b/a). (3.33)
Proof. Taking f = fA and g = fB in (3.30), with the help of (2.12) and (3.26),
we obtain (3.32). We then deduce (3.33) after simple manipulations. Details are
simple and therefore omitted here. 
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We now present some comments about comparison between (1.10), (1.11) and
(3.33). First, we mention that, for λ = 0 or λ = 1, (1.10) and (3.33), which are
both reduced to an equality, imply (1.11). For λ = 1/2, (1.11) and (3.33) are
both reduced to the same equality and yield (1.10). We now consider the general
case. For this purpose, by putting a = t2, b = 1 we consider the following function
fλ(t) = gλ(t)(t− 1) log t
for t > 0 and 0 ≤ λ ≤ 1, where
gλ(t) = (t+ 1)
{(
λ(1− λ)− (2λ− 1)
2 sin(πλ)
π
)
− 2λ(1− λ)(t− 1) sin(πλ)
(t+ 1) log t
}
.
(3.34)
We find
lim
t→0
gλ(t) = h(λ),
where
h(λ) = λ(1− λ)− (2λ− 1)
2 sin(πλ)
π
.
Here we show h(λ) ≥ 0 for 0 ≤ λ ≤ 1. We calculate
h′(λ) =
(1− 2λ)
π
k(λ),
where
k(λ) = π − π(1− 2λ) cos(πλ) + 4 sin(πλ).
Since k(λ) = k(1− λ), we show k(λ) ≥ 0 for 0 ≤ λ ≤ 1
2
. Then we calculate
k′(λ) = π(6 cos(πλ) + π(1− 2λ) sin(πλ)) ≥ 0
for 0 < λ ≤ 1
2
so that we have k(λ) ≥ k(0) = 0. Therefore h′(λ) ≥ 0 for 0 ≤ λ ≤ 1
2
and h′(λ) ≤ 0 for 1
2
≤ λ ≤ 1 and h(0) = h(1) = 0 which implies h(λ) ≥ 0 for
0 ≤ λ ≤ 1. In addition, from (3.34) we find that limt→∞ gλ(t) =∞ by h(λ) ≥ 0.
Therefore we have fλ(t) ≥ 0 for enough large t and enough small t which means
the lower bound in (3.33) gives better bound than that in (1.10). Moreover the
same results are shown by numerical computations in almost cases for t > 0 and
0 ≤ λ ≤ 1. However, it is not true that fλ(t) ≥ 0 for all t > 0 and 0 ≤ λ ≤ 1 in
general, since we have counter-examples such as f0.9(0.75) ≃ −0.0000722089 and
f0.9(1.5) ≃ −0.000197205.
We also set the function, the square of R.H.S. in (3.33) minus R.H.S. in (1.11)
with a = t and b = 1 by 1
4
(αλ(t) + βλ(t)
2) for t > 0 and 0 ≤ λ ≤ 1. Where
αλ(t) = 2(1− rλ)(t− 1)2 − (t + 1)2
and
βλ(t) = t+ 1− 4λ(1− λ)(
√
t− 1)2 sin(πλ)− (2λ− 1)
2(t− 1)(log t) sin(πλ)
π
.
We easily find the lower bounds both in (3.33) and (1.11) are symmetric with
respect to λ = 1
2
so that we consider the case λ ∈ [0, 1
2
]. We also find that
αλ(t) = 2(1 − λ)(t − 1)2 − (t + 1)2 is decreasing in λ ∈ [0, 12 ] for any t > 0,
since rλ = λ. Numerical computations show αλ(t) + βλ(t)
2 ≥ 0 for any t > 0
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and λ ∈ [0, 1
2
] which means our lower bound in (3.33) is tighter than that
in (1.11). However we have not found the analytical proof for the inequality
αλ(t) + βλ(t)
2 ≥ 0 for any t > 0 and λ ∈ [0, 1
2
] and also not found any counter-
examples for the inequality αλ(t) + βλ(t)
2 ≥ 0.
Finally, we state the following remark which may be of interest for the reader.
Remark 3.20. LetM(f, g) be one of the functional means (depending on λ ∈ [0, 1]
or not) previously introduced. All theoretical results and inequalities investigated
in this paper are still valid for any f, g : H −→ R ∪ {+∞} such that dom f ∩
dom g 6= ∅. As the reader can remark it, the condition f, g ∈ Γ0(H) was not
needed in the proofs. In fact, the condition f, g ∈ Γ0(H) is needed only when
we want to ensure the axiom M(f, f) = f for any f ∈ Γ0(H). This because
every functional mean was introduced as an extension of its related operator
mean, denote it by m(A,B) which, in its turn, should satisfy by definition the
idempotent axiom for an operator mean, namely m(A,A) = A for any A ∈
B+∗(H).
Acknowledgment
The author (S.F.) was partially supported by JSPS KAKENHI Grant Number
16K05257.
References
1. R. Bhatia, Interpolating the arithmetic-geometric mean inequality and its operator version,
Linear Algebra Appl. 413 (2006), 355-363.
2. T.H. Dinh, R.Dumitru and J.A.Franco, The matrix power means and interpolations. Adv.
Oper. Theory, 3 (2018), no. 3, 647–654.
3. S. S. Dragomir and C. E. M. Pearce, Selected Topics on Hermite-Hadamard Inequalities and
Applications, RGMIA Monographs, 2000. [Online http://rgmia.org/monographs/hermite
hadamard.html].
4. A. Farissi, Simple proof and refinement of Hermite-Hadamard inequality, J. Math. Ineq. 4
(2010), No. 3, 365-369.
5. M. Fujii, S. Furuichi, and R. Nakamoto, Estimations of Heron means for positive operators,
J. Math. Inequal. 10 (2016), No. 1, 19-30.
6. S. Furuichi, Refined Young inequalities with Specht’s ratio, J. Egypt. Math. Soc. 20 (2012),
46-49.
7. M. Ito, Estimations of the Lehmer mean by the Heron mean and their generalizations in-
volving refined Heinz operator means, Adv. Oper. Theory (2018)
https://doi.org/10.15352/aot.1801.1303.
8. M. Khosravi, Some matrix inequalities for weighted power mean, Ann. Funct. Anal. 7 (2016),
no. 2, 348–357.
9. Y. Kapil, C. Conde, M. S. Moslehian, M. Singh and M. Sababheh, Norm inequalities related
to the Heron and Heinz means, Mediterr. J. Math. 14 (2017), no. 5, Art. 213, 18 pp.
10. F. Kittaneh and Y. Manasrah, Improved Young and Heinz inequalities for matrices, J.
Math. Anal. Appl. 36 (2010), 262-269.
11. F. Kittaneh and Y. Manasrah, Reverse Young and Heinz inequalities for matrices, Linear
Multilinear Algebra 59 (2011), 1031-1037.
12. F. Kittaneh, M. S. Moslehian and M. Sababheh, Quadratic interpolation of the Heinz mean,
Math. Inequal. Appl. 21 (2018), No. 3, 739-757.
INEQUALITIES INVOLVING HEINZ AND HERON FUNCTIONAL MEANS 17
13. F. Kubo and T. Ando, Means of positive linear operators, Math. Ann. 246 (1980), 205-224.
14. J. Liang and G. Shi, Refinements of the Heinz operator inequalities, Linear Multilinear
Algebra 63 (2015), 13371344.
15. N. Minculete, A result about Young’s inequality and several applications, Sci. Magna 7
(2011), No. 1, 61-68
16. M. Ra¨ıssouli and H. Bouziane, Arithmetico-geometrico-harmonic functional mean in convex
analysis, Ann. Sc. Math. Que´bec, 30 (2006), No. 1, 79-107.
17. M. Ra¨ıssouli, Functional versions of some refined and reversed operator mean-inequalities,
Bull. Austr. Math. Soc. 96, (2017), No. 3, 496-503.
18. M. Ra¨ıssouli and S. Furuichi, Functional version for Furuta parametric relative operator
entropy, J. Inequal. Appl. 2018, 2018:212.
19. M. Tominaga, Specht’s ratio in the Young inequality, Sci. Math. Jpn. 55 (2002), 538-588.
20. C. Yang and Y. Ren, Some results of Heron mean and Young’s inequalities, J. Inequal.
appl. 2018, 2018:172.
21. L. Zou, Inequalities related to Heinz and Heron Means, J. Math. Inequal. 7 (2013), No. 3,
389-397.
1 Department of Mathematics, Science Faculty, Taibah University, Al Madi-
nah Al Munawwarah, P.O.Box 30097, Zip Code 41477, Kingdom of Saudi Arabia.
2 Department of Mathematics, Faculty of Science, Moulay Ismail University,
Meknes, Morocco.
3 Department of Information Science, College of Humanities and Sciences,
Nihon University, 3-25-40, Sakurajyousui, Setagaya-ku, Tokyo, 156-8550, Japan.
E-mail address : raissouli.mustapha@gmail.com
E-mail address : furuichi@chs.nihon-u.ac.jp
