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ON LARGE SCALE INDUCTIVE DIMENSION OF ASYMPTOTIC RESEMBLANCE
SPACES
SH. KALANTARI AND B. HONARI†
Abstract. We introduce the notion of large scale inductive dimension for asymptotic resemblance
spaces. We prove that the large scale inductive dimension and the asymptotic dimensiongrad are equal
in the class of r-convex metric spaces. This class contains the class of all geodesic metric spaces and all
finitely generated groups. This leads to an answer to a question asked by E. Shchepin, concerning the
relation between the asymptotic inductive dimension and the asymptotic dimensiongrad, for r-convex
metric spaces.
1. introduction
Asymptotic dimension was first introduced by Gromov as a large scale invariant of metric spaces [5].
The asymptotic dimension has found many applications in the area of geometric group theory. In [2] and
[3], Dranishnikov and Zarichnyi gave a definition for asymptotic inductive dimension of a proper metric
space. To find a definition for a separator in large scale, they considered subsets of a proper metric space
which can separate the boundary of two asymptotically disjoint subsets in the Higson corona (section
2.3). For a topological space with a compatible and proper coarse structure this definition can be used
without making any changes (Section 2.3).
In [6], motivated by the definition of proximity space ([4]) in small scale, we introduced the notion of
asymptotic resemblance space as a large scale structure on a set. An asymptotic resemblance relation
on a set X , is an equivalence relation on the family of all subsets of X with two additional properties
(Definition 2.1). In section 3, using an inductive approach for finding the dimension of an asymptotic
resemblance space, we define the large scale inductive dimension. The large scale inductive dimension can
be considered as a generalization of asymptotic inductive dimension for asymptotic resemblance spaces.
The large scale inductive dimension is an asymptotic invariant of asymptotic resemblance spaces. Since a
coarse structure can induce an asymptotic resemblance relation, our definition can be used for all coarse
spaces. One of the advantages of our definition is that, for finding the large scale inductive dimension
of a coarse space X the set X does not need to have a topology. In [3] there is also the definition
of asymptotic dimensiongrad. In section 4, we prove that the large scale inductive dimension and the
asymptoic dimensiongrad are equal for the class of all metric spaces with a property that we call r-
convexity. The class of all r-convex metric spaces contains the family of all geodesic metric spaces and all
finitely generated groups as two important examples. This leads to a partial answer for an open question
concerning the relation between the asymptotic inductive dimension and the asymptotic dimensiongrad
of a metric space, asked in [3].
2. preliminaries
2.1. Asymptotic resemblance. We recall here some notions from [6].
Definition 2.1. An asymptotic resemblance (an AS.R.) λ on a set X is an equivalence relation on the
family of all subsets of X that has the following properties,
i) If A1λB1 and A2λB2 then (A1
⋃
A2)λ(B1
⋃
B2).
ii) If (B1
⋃
B2)λA and B1, B2 6= ∅ then there are nonempty subsets A1 and A2 ofA such that A = A1
⋃
A2
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and BiλAi for i ∈ {1, 2}.
We call the pair (X,λ) an AS.R. space. We call two subsets A and B of X asymptotically alike if AλB.
By Aλ¯B, we mean A and B are not asymptotically alike.
Proposition 2.2. (Proposition 2.6 of [6]) Let (X,λ) be an AS.R. space. If AλB and A1 is a nonempty
subset of A then there is a nonmepty subset B1 of B such that A1λB1.
Example 2.3. Let (X, d) be a metric space. For two subsets A andB ofX , define AλdB if dH(A,B) <∞.
By dH(A,B) we mean the Hausdorff distance between A and B. The relation λd is an AS.R on X , which
we call the asymptotic resemblance associated to the metric d.
Let us recall that a coarse structure E on a set X , is a family of subsets of X×X such that E contains
any subset of its members and E
⋃
F , E ◦F and E−1 are in E , for each E,F ∈ E . For two subset E and
F of X ×X , E ◦ F = {(x, y) | (x, z) ∈ F, (z, y) ∈ E for some z ∈ X} and E−1 = {(x, y) | (y, x) ∈ E}.
Example 2.4. Let (X, E) be a coarse space. For two subsets A and B of X , define AλEB if there is
an E ∈ E such that A ⊆ E(B) and B ⊆ E(A). The relation λE is an AS.R. on X . This is called the
asymptotic resemblance associated to the coarse structure E .
Definition 2.5. Let λ be an AS.R. on a set X and A ⊆ X . We say A is bounded if there exists some
x ∈ X such that Aλx. We notice that the empty set is bounded.
Definition 2.6. Let (X,λ1) and (Y, λ2) be two AS.R. spaces. We say a map f : X → Y is an AS.R.
mapping if
i) If B ⊆ Y is bounded then f−1(B) is a bounded subset of X . (Properness)
ii) For all subsets A and B of X , If Aλ1B then f(A)λ2f(B).
Let (X, d) and (Y, d′) be two metric spaces. A map f : X → Y is a called a coarse map if for each
r > 0 there exist some s > 0 such that d(x, y) < r implies d′(f(x), f(y)) < s. A map f : X → Y is a
coarse map if and only if it is an asymptotic mapping with respect to λd and λd′ ([6] Theorem 2.3).
Definition 2.7. Let X and Y be two sets and let λ be an AS.R. on Y . We say that two maps f : X → Y
and g : X → Y are close if f(A)λg(A) for all A ⊆ X .
Definition 2.8. Assume that (X,λ1) and (Y, λ2) are two AS.R. spaces. We call an AS.R. mapping
f : X → Y an asymptotic equivalence if there exists an AS.R. mapping g : Y → X such that gof and fog
are close to the identity maps iX : X → X and iY : Y → Y respectively. We say AS.R. spaces (X,λ1)
and (Y, λ2) are asymptotically equivalent if there exists an asymptotic equivalence f : X → Y .
Let (X, d) and (Y, d) be two metric spaces. It can be proved that (X,λd) and (Y, λd′) are asymptotically
equivalent if and only if (X, d) and (Y, d′) are coarsely equivalent ([6]).
Definition 2.9. Let (X,λ) be an AS.R. space and let Y be a nonempty subset of X . For two subsets
A and B of Y , define AλY B if AλB. The pair (Y, λY ) is an AS.R. space and we call λY the subspace
AS.R. induced by λ on Y .
Proposition 2.10. ([6] Lemma 2.20) Let (X,λ) and (Y, λ′) be two AS.R. spaces. Suppose that f : X → Y
is an asymptotic equivalent and C ⊆ X. Then f |C : (C, λC )→ (f(C), λ′f(C)) is an asymptotic equivalent
too.
2.2. asymptotic compactification. We recall here what is the asymptotic compactification of an AS.R.
space. For details see [6].
Definition 2.11. Let (X,λ) is an AS.R. space. We call two subsets A1 and A2 of X asymptotically
disjoint if L1λ¯L2, for all unbounded subsets L1 ⊆ A1 and L2 ⊆ A2. We say that the AS.R. space (X,λ)
is asymptotically normal if for asymptotically disjoint subsets A1 and A2 of X , there exist X1 ⊆ X and
X2 ⊆ X such that X = X1
⋃
X2 and Ai and Xi are asymptotically disjoint for i ∈ {1, 2}.
Notice that if D is a bounded subset of an AS.R. space (X,λ), then it is asymptotically disjoint from
each subset of X (Since D does not contain any unbounded subset). Let (X, d) be a metric space. It can
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be proved that the AS.R. space (X,λd) is asymptotically normal ([6]). Two subsets A and B are called
asymptotically disjoint with respect to d if for some x0 ∈ X , limr→∞ d(A \ B(x0, r), B \ B(x0, r)) = ∞
([2] and [3]). It can be shown that two unbounded subsets of (X,λd) are asymptotically disjoint if and
only if they are asymptotically disjoint with respect to d.
Definition 2.12. Let (X, T ) be a topological space. We call an AS.R. λ on X compatible with T if
i) For each subset A of X there exists an open subset A ⊆ U such that AλU .
ii) AλA¯ for all A ⊆ X .
A compatible AS.R. on X is called proper if each bounded subset of X has compact closure.
Let X be a topological space. A coarse structure E on X is said to be compatible with the topology
of X if for each E ∈ E there exists an open F ∈ E such that E ⊆ F . A compatible coarse structure on
a topological space is called proper if each bounded subset has compact closure. It can be shown that
the associated AS.R. to a compatible (proper) coarse structure is a compatible (proper) AS.R. Let E
be a proper coarse structure on a topological space X . A continuous and bounded map f : X → C is
called a Higson function if for each E ∈ E and ǫ > 0 there exists a compact subset K of X such that
|f(x) − f(y)| < ǫ for all (x, y) ∈ E \ (K ×K). The family of all Higson functions is denoted by Ch(X).
There is a compactification hX of X , such that the family of all continuous functions on hX and Ch(X)
are isomorphic (section 2.3 of [9]). The compactification hX of X is called the Higson compactification
of X . The compact set νX = hX \X is called the Higson corona of X . For a subset A of X we denote
by A¯ the closure of A in hX and by νA the intersection of A¯ and the Higson corona of X .
Let us recall here some notions about proximity spaces.
Definition 2.13. A relation δ on the family of all subsets of a nonempty set X is called a proximity on
X if for all A,B,C ⊆ X ,
i) If AδB then BδA.
ii) ∅δ¯A.
iii) If A
⋂
B 6= ∅ then AδB.
iv) Aδ(B
⋃
C) if and only if AδB or AδC.
v) If Aδ¯B then there exists some E ⊆ X such that Aδ¯E and (X \E)δ¯B, where Aδ¯B means that AδB is
not true.
The pair (X, δ) is called a proximity space.
A cluster C in a proximity space (X, δ) is a family of subsets of X such that, i) for all A,B ∈ C we
have AδB, ii) if A,B ⊆ X and A
⋃
B ∈ C then A ∈ C or B ∈ C, iii) if AδB for all B ∈ C then A ∈ C. A
proximity space (X, δ) is said to be separated if xδy implies x = y, for all x, y ∈ X . A proximity δ on a
topological space (X, T ) is said to be compatible with T if a ∈ A¯ and aδA are equivalent. Let X denotes
the family of all clusters in a separated proximity space (X, δ). For M,N ⊆ X define Mδ∗N if A ⊆ X
absorbs M and B ⊆ X absorbs N then AδB. A set D absorbs M ⊆ X means that D ∈ C for all C ∈M.
The relation δ∗ is a proximity on X. The pair (X, δ∗) is a compact proximity space and it is called the
Smirnov compactification of (X, δ) (section 7 of [7]).
Let (X, T ) be a topological space and λ be an AS.R. compatible with T . For two nonempty subsets A
and B of X define A ∼ B if A = B or A and B are unbounded asymptotically alike subsets of X . For two
subsets A and B of X , define AδλB if there are L1 ⊆ A¯ and L2 ⊆ B¯ such that L1 ∼ L2. The following
proposition is proved in [6].
Proposition 2.14. Let (X, T ) be a normal topological space and let λ be a proper and asymptotically
normal AS.R. on X. Then δλ is a separated proximity on X and it is compatible with T .
Definition 2.15. Let (X, T ) be a normal topological space and let λ be a proper and asymptotically
normal AS.R. on X . We call the Smirnov compactification (X, δ∗λ) of X , the asymptotic compactification
of X .
Proposition 2.16. Let X be a normal topological space and let E be a proper coarse structure on X.
Assume that the AS.R. associated to E is asymptotically normal. Then the asymptotic compactification
of X is homeomorphic to hX.
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Proof. See [6]. 
Corollary 2.17. ([6] Proposition 4.24) Let X be a normal topological space and let E be a proper coarse
structure on X. Assume that the AS.R. associated to E is asymptotically normal. Two subsets A and B
of X are asymptotically disjoint if and only if νA
⋂
νB = ∅.
2.3. Asymptotic inductive dimension. Let us recall the definition of a separator in a topological
space.
Definition 2.18. Let X be a topological space. A subset C ⊆ X is called a separator between disjoint
subsets A and B of X , if X \ C = U
⋃
V where U and V are disjoint and open and they contain A and
B respectively.
We are recalling the following two definitions from [2] and [3].
Definition 2.19. Let X be a topological space and let E be a proper coarse structure on X . Suppose
that A and B are two asymptotically disjoint subsets of X . We call a subset C of X an asymptotic
separator between A and B, if νC is a separator between νA and νB in νX .
Definition 2.20. Let (X, d) be a proper metric space. The asymptoic inductive dimension of X , denoted
by asIndX , is defined inductively by asIndX = −1 if and only if X is bounded and for n ∈ N
⋃
{0},
asIndX ≤ n if for each two asymptotically disjoint subsets A and B of X there is an asymptotic separator
C between them such that asIndC ≤ n−1. We say that asIndX = n if asIndX ≤ n and asIndX ≤ n−1
is not true. If asIndX ≤ n is not true for each n ∈ N, we say that the asymptotic inductive dimension
of X is infinite.
Let us recall that the asymptotic dimension of a metric space X is less than n ∈ N
⋃
{0} if for each
r > 0 there exists a uniformly bounded cover of X with r-multiplicity less than n+1. The r-multiplicity
of a uniformly bounded cover U of X is the smallest number n ∈ N such that each ball of radius r in X
intersects at most n elements of U . The following proposition is proved in [3].
Proposition 2.21. Let X be a unbounded proper metric space with finite asymptotic dimension. Then
the asymptotic inductive dimension of X is equal to its asymptotic dimension.
3. Large scale inductive dimension
Definition 3.1. Let (X,λ) be an AS.R. space and let A and B be two asymptotically disjoint subsets
of X . We call a subset C of X a large scale separator between A and B if
i) C is asymptotically disjoint from A and B.
ii) X = X1
⋃
X2 such that X1 and X2 are asymptotically disjoint from A and B respectively and if
L1λL2 for two unbounded subsets L1 ⊆ X1 and L2 ⊆ X2, then there exists a subset L of C such that
LλL1.
Proposition 3.2. Let X be a normal topological space and let E be a proper coarse structure on X.
Assume that the AS.R. associated to E is asymptotically normal. Then each large scale separator in X
is an asymptotic separator.
Proof. Let C be a large scale separator between two asymptotically disjoint subsets A and B of X .
Assume that X = X1
⋃
X2 such that X1 and X2 satisfy ii) of 3.1. Let U = (νX \ νX1)
⋂
(νX \ νC) and
V = (νX \ νX2)
⋂
(νX \ νC). By 2.17, νA ⊆ U and νB ⊆ V . Let C be a cluster in νX1
⋂
νX2 and
D ∈ C. Since D = (D
⋂
X1)
⋃
(D
⋂
X2), D
⋂
X1 ∈ C or D
⋂
X2 ∈ C. Suppose that D
⋂
X1 ∈ C. Since
both D
⋂
X1 and X2 are in C, their closure are not asymptotically disjoint. Since λE and the topology
of X are compatible, there are unbounded subsets L1 ⊆ D
⋂
X1 and L2 ⊆ X2 such that L1 and L2 are
asymptotically alike. By ii) of 3.1, there exists a subset L of C such that LλEL1. So C and D are not
asymptotically disjoint and it shows that C ∈ C. Thus νX1
⋂
νX2 ⊆ νC. Therefore U
⋃
V = νX \ νC.
Since νX1
⋃
νX2 = νX , U
⋂
V = ∅. 
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Definition 3.3. Let (X,λ) be an AS.R. space. By the definition the large scale inductive dimension of X
is −1 if and only if X is bounded. We say that the large scale inductive dimension of X is less that n ∈ N
if for each asymptotically disjoint subsets A and B of X there is a large scale separator C between them
such that the large scale inductive dimension of (C, λC ) is less than n− 1. We will denote the large scale
inductive dimension of (X,λ) by lsIndλX . We say lsIndλX = n if lsIndλX ≤ n and lsIndλX ≤ n− 1 is
not true. We say that the large scale inductive dimension of (X,λ) is infinite, if lsIndX ≤ n is not true
for any n ∈ N.
The proposition 3.2, shows that for a proper metric space (X, d) we have asIndX ≤ lsIndλd X .
Proposition 3.4. Let (X, d) be a proper metric space. Then asIndX = 0 if and only if lsIndλd X = 0.
Proof. If lsIndλd X = 0, then X is unbounded. Since asIndX ≤ lsIndλd X , asIndX = 0. To prove
the converse, suppose that asIndX = 0 and A and B are two asymptotically disjoint subsets of X .
Let νX = U
⋃
V such that U and V are two open and disjoint subsets of νX containing νA and νB
respectively. So U and V are closed in hX . There exists a continuous function f : hX → [0, 1] such that
f(U) = 0 and f(V ) = 1. Let X1 = f
−1([ 12 , 1])
⋂
X and X2 = f
−1([0, 12 ])
⋂
X . Then X1 and X2 are
two asymptotically disjoint subsets of X such that X = X1
⋃
X2. Also X1 and X2 are asymptotically
disjoint from A and B respectively. 
Lemma 3.5. Let (X,λ) and (Y, λ′) be two AS.R. spaces and let f : X → Y be an AS.R. mapping.
i) Assume that f is an asymptotic equivalence. If A,B ⊆ X are two asymptotically disjoint subsets of X
then f(A) and f(B) are asymptotically disjoint subsets of Y .
ii) If C and D are asymptotically disjoint subsets of Y , then f−1(C) and f−1(D) are two asymptotically
disjoint subsets of X.
Proof. Notice that for an unbounded subset L of X since L ⊆ f−1(f(L)), the property ii) of 2.6 shows
that f(L) is unbounded.
i) Let g : Y → X be an AS.R. mapping such that g ◦ f(C)λC and f ◦ g(D)λ′D for all C ⊆ X and D ⊆ Y .
Assume that, contrary to our claim, there are unbounded subsets L1 ⊆ f(A) and L2 ⊆ f(B) such that
L1λ
′L2. So g(L1)λg(L2). Since g(L1) ⊆ g(f(A)) and g(L2) ⊆ g(f(B)), g(f(A)) and g(f(B)) are not
asymptotically disjoint. Thus by proposition 2.2, A and B are not asymptotically disjoint.
ii) The proof is straightforward. 
Theorem 3.6. Assume that (X,λ) and (Y, λ′) are two asymptotically equivalent AS.R. spaces. Then
lsIndλX = lsIndλ′ Y .
Proof. Let f : X → Y and g : Y → X be two AS.R. mappings such that g ◦ f(A)λA for all A ⊆ X
and f ◦ g(B)λ′B for all B ⊆ Y . We proceed by induction on lsIndλ′ Y . If lsIndλ′ Y = −1 then Y is
bounded and since f is an AS.R. mapping X = f−1(Y ) is bounded too. So lsIndλX = −1. Assume
that lsIndλX = lsIndλ′ Y for lsIndλ′ Y = −1, ..., n − 1. Let lsIndλ′ Y = n. Suppose that A and B
are two asymptotically disjoint subsets of X . By 3.5, f(A) and f(B) are asymptotically disjoint. Thus
there is a large scale separator C ⊆ Y between f(A) and f(B) such that lsIndλ′
C
C ≤ n− 1. There are
Y1, Y2 ⊆ Y such that Y = Y1
⋃
Y2 and they are asymptotically disjoint from f(A) and f(B) respectively.
Also, if for M1 ⊆ Y1 and M2 ⊆ Y2 we have M1λ′M2, then there exists some M ⊆ C such that Mλ′M1.
Let X1 = f
−1(Y1) and X2 = f
−1(Y2). By 3.5, X1 and X2 are asymptotically disjoint from A and
B respectively. Let D = g(C). Since f(D) = f(g(C))λ′C and D ⊆ f−1(f(D)), 3.5 shows that D
is asymptotically disjoint from both A and B. Assume that L1 ⊆ X1 and L2 ⊆ X2 and L1λL2. Since
f(L1)λf(L2), there exists a subset L of C such that Lλ
′f(L1). We have g(L)λg(f(L1)) and g(f(L1))λL1,
so g(L)λL1. By 2.10, D and C are asymptotic equivalent, thus lsIndλD D ≤ n− 1. 
4. Comparing the asymptotic dimensiongrad and the large scale inductive dimension of
metric spaces
Let (X, d) be a metric space. For a subset A of X and r > 0, by B(A, r) we mean the open ball of
radius r around A.
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Definition 4.1. Let X be a metric space. For two subsets A and B of X , an r-chain joining A and B
is a finite sequence x0, ..., xn such that x0 ∈ A and xn ∈ B and d(xi−1, xi) < r for i = 1, .., n. Let A and
B be two asymptotically disjoint subsets of X , we say C is an asymptotic cut between A and B if
i) It is asymptotically disjoint from both A and B.
ii) For each r > 0 there exists a positive real number s such that each r-chain joining A and B meets
B(C, s).
If we in the definition of large scale inductive dimension, we replace the large scale separator with
the asymptotic cut, we have the definition of asymptotic dimensiongrad of a metric space. For a metric
space X we denote the asymptotic dimensiongrad of X by asDgX . It can be proved that the asymptotic
dimensiongrad is invariant under coarse equivalences.
Proposition 4.2. Let (X, d) be a metric space. Then each large scale separator in (X,λd) is an asymp-
totic cut.
Proof. Let C be a large scale separator between asymptotic disjoint subsets A and B of X . Let X =
X1
⋃
X2 such that X1 and X2 satisfy property ii) of 3.1. Without loss of generality one can assume that
A ⊆ X1 and B ⊆ X2. Let r be a positive real number. Let L1 be the set of all x ∈ X1 such that there
exists an r-chain x0, ..., xn joining A and B and x = xi for some i ∈ {0, ..., n} and xi+1 ∈ X2. Similarly,
let L2 be the set of all y ∈ X2 such that there exists an r-chain y0, ..., ym joining A and B and y = yi for
some i ∈ {1, ..., n} and yi−1 ∈ X1. We have dH(L1, L2) ≤ r. By ii) of 3.1 dH(L1, L) ≤ s for some L ⊆ C
and some s > 0. Therefore each r-chain joining A and B meets B(C, s). 
Proposition 4.3. Let (X, d) be a proper metric space. Then each asymptotic separator is an asymptotic
cut.
Proof. See [1] Proposition 27. 
Let (X, d) be a metric space. Clearly 4.2 and 4.3 shows that asDgX ≤ lsIndλd X , and asDgX ≤
asIndX if X is proper. The inverses of 4.2 and 4.3 are not true.
Example 4.4. Let X =
⋃
n∈N(2
n × [0,+∞)) and let d be the induced metric from R2 on X . Suppose
that A = {(2n, 0) | n ∈ N} and B = 2 × [0,+∞). It is straightforward to show that A and B are
asymptotically disjoint and C = {(2, 0)} is an asymptotic cut between them which is neither a large scale
separator nor an asymptotic separator.
Let (X, d) be a metric space and let x ∈ X . For a positive real number r, we denote by [x]r the set of
all y ∈ X such that there is an r-chain joining {x} and {y}.
Definition 4.5. For a positive number r, we say a metric space X is r-connected if X = [x]r for some
x ∈ X . Equivalently we can call a metric space X , r-connected if each two points in X are connected by
an r-chain.
Definition 4.6. Let X be an r-connected metric space for some r > 0. For each x, y ∈ X , let dr(x, y)
be the minimum n ∈ N
⋃
{0} such that there exists an r-chain x = x0, ..., xn = y in X , joining {x} and
{y}. We call dr the r-metric.
Definition 4.7. We call an r-connected metric space (X, d), r-convex if x, y ∈ X and d(x, y) ≥ r, imply
dr(x, y) ≤ d(x, y).
Note that in an r-connected metric space (X, d) if d(x, y) ≤ r then dr(x, y) ≤ 1.
Example 4.8. Each geodesic metric space is 2-convex. Every finitely generated group with the word
metric is 2-convex.
Proposition 4.9. Let (X, d) be an r-convex metric space for some r > 0. Then each asymptotic cut in
X is a large scale separator in (X,λd).
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Proof. Let A and B be two asymptotic disjoint subsets of X , and let C be an asymptotic cut between
them. Suppose that A is bounded. Let X1 = A
⋃
C and let X2 = X \ X1. Since C is asymptotically
disjoint from B it is easy to check that X1 and X2 satisfy the property ii) of 3.1. Similar argument holds
whenever B is bounded. Now, suppose that A and B are unbounded. There is an s > 0 such that each
r-chain joining A and B meets B(C, s). Let Y = X \ B(C, s). Since C is asymptotically disjoint form
both A and B, B(C, s) contains only bounded subsets of A
⋃
B. So without loss of generality, we can
assume that A
⋃
B ⊆ Y . By [x]Yr we mean the set of all points y ∈ Y such that there exists an r-chain
joining {x} and {y} in Y . Let X1 =
⋃
a∈A[a]
Y
r and let X2 = X \X1. Suppose that L1 ⊆ X1 and L2 ⊆ X2
are two unbounded and asymptotically alike subsets of X . So dH(L1, L2) < m, for some m ∈ N. Let
x ∈ L1. There exists some y ∈ L2 such that d(x, y) < m. So dr(x, y) ≤ m, and it shows that there is an
r-chain x = x0, ..., xn = y joining {x} and {y} in X with n ≤ m. Since y /∈ X1, there is some i ∈ {0, ..., n}
such that xi ∈ B(C, s). Thus d(x,C) ≤
∑i−1
j=0 d(xj , xj+1) + d(xi, C) ≤ ir + s ≤ mr + s. It shows that
L1 ⊆ B(C,mr + s). Let L = B(L1,mr + s)
⋂
C. Then L is a subset of C which is asymptotically alike
to L1. Since each r-chain joining A and B meets B(C, s), A ⊆ X1 and B ⊆ X2. Therefore C is a large
scale separator between A and B. 
Theorem 4.10. Assume that (X, d) is an r-convex metric space, for some r > 0. Then asDgX =
lsIndλd X, and asDgX = asIndX = lsIndλd X, if X is proper.
Proof. It is a straightforward consequence of propositions 3.2, 4.2, 4.3 and 4.9. 
Corollary 4.11. Let X be a proper metric space. If X is coarsely equivalent to a geodesic metric space,
then asDgX = asIndX = lsIndλd X.
Proof. Since asDgX , asIndX and lsIndλd X are invariant under coarse equivalences and since each
geodesic metric space is 2-convex, this corollary is a straightforward result of 4.10. 
Lemma 4.12. Let (X, d) be a metric space. If asDgX = 0, then [x]r is bounded for all x ∈ X and r > 0.
Proof. Suppose that, contrary to our claim, there are x ∈ X and r > 0 such that [x]r is unbounded.
Choose a1 ∈ [x]r such that d(x, a1) > r + 3. Let x = x0, ..., xm = a1 be an r-chain joining {x} and {a1}.
Since d(B(x, 1),B(a1, 1)) > r, there exists an i ∈ {1, ..,m− 1} such that xi is not in B(x, 1)
⋃
B(a1, 1).
Let j = max{i | xi /∈ B(x, 1)
⋃
B(a1, 1)}. Suppose that b1 = xj . So d(b1, a1) > 1 and the r-chain
b = xj , ..., xm = a1 does not intersect B(x, 1). Assume that an and bn are chosen such that d(an, bi) ≥ n
and d(ai, bn) ≥ n for all i ∈ {1, .., n} and there exists an r-chain from an to bn such that it does not
intersect B(x, n). Let x = a0. Choose an+1 ∈ [x]r such that d(an+1, ai) > 2n+ r + 3 for all i ∈ {0, .., n}
and d(an+1, bi) > n+1 for all i ∈ {1, .., n}. Let x = y0, ..., yl = an+1 be an r-chain joining {x} and {an+1}.
Since d(B(x, n+1),B(an+1, n+1)) > r there is an i ∈ {1, .., l} such that xi /∈ B(x, n+1)
⋃
B(an+1, n+1).
Let k = max{i | yi /∈ B(x, n+1)
⋃
B(an+1, n+1)} and bn+1 = yk. So the r-chain bn+1 = yk, ..., yl = an+1
does not intersect B(x.n + 1). In addition, we have d(bn+1,B(an+1, n + 1)) < r. Since d(an+1, ai) >
2n + r + 3 for all i ∈ {1, .., n} , d(bn+1, ai) > n + 1 for all i ∈ {1, .., n+ 1}. Let A = {an | n ∈ N} and
B = {bn | n ∈ N}. Clearly A and B are asymptotically disjoint. For each n ∈ N there is an r-chain
joining A and B that does not intersect B(x, n). Therefore no bounded subset of X can be an asymptotic
cut between A and B. Thus asDgX > 0. 
The inverse of 4.12 is not true in general.
Example 4.13. Let X =
⋃
n∈N 2
n × [−n, n] and let d be the induced metric from R2 on X . One can
easily show that asDgX = 1, although [x]r is bounded for each x ∈ X and r > 0.
In [8], Smith showed that each countable group has a proper left invariant metric which is unique up to
coarse equivalence. It can be shown that a countable group G has asymptotic dimension zero if and only
if each finitely generated subgroup of G is finite ([8]). We can prove the inverse of 4.12 for all countably
infinite groups.
Proposition 4.14. Let G be a countably infinite group with a proper and left invariant metric d. Then
asDgG = 0 if and only if for each x ∈ X and r > 0, [x]r is bounded.
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Proof. The ”only if” part is a consequence of 4.12. To prove the converse, suppose that F is a finite
subset of G. Let r = max{d(e, g) | g ∈ F}, where e is the neutral element of G. Assume that H =< F >
is the subgroup of G generated by F . Clearly H ⊆ [e]r. So each finitely generated subgroup of G is finite.
Therefore the asymptotic dimension of G is zero. By 2.21, asIndG = 0. Since asDgG ≤ asIndX and G
is unbounded, asDgG = 0. 
Theorem 4.15. Let (X, d) be a metric space. Then asDgX = 0 if and only if lsIndλd X = 0.
Proof. If lsIndλd X = 0, then X is unbounded. Since asDgX ≤ lsIndλd X , asDgX = 0. To prove the
converse, assume that asDgX = 0. Let A and B be two asymptotically disjoint subsets of X . Let
Ai =
⋃
a∈A[a]i \
⋃
b∈B[b]i for i ∈ N. Assume that A0 = A and let X1 =
⋃∞
i=0Ai. Let X2 = X \ X1.
Clearly B ⊆ X2. We claim that X1 and X2 are asymptotically disjoint. On the contrary to our claim,
suppose that there exist unbounded subsets L1 ⊆ X1 and L2 ⊆ X2 such that dH(L1, L2) < m for some
m ∈ N. Let x ∈ L1. There exists some y ∈ L2 such that d(x, y) < m. For i ≥ m and d ∈ X , x ∈ [d]i
if and only if y ∈ [d]i. Using this fact, it is straightforward to show that x /∈ Ai for all i ≥ m. Thus
L1
⋂
Ai = ∅ for all i ≥ m. So L1 ⊆
⋃m−1
i=0 Ai. Since L1 is unbounded, there is some j ∈ {0, ...,m−1} such
that L1
⋂
Aj is unbounded. Let L
′
1 = {a ∈ A | [a]j
⋂
L1 6= ∅}. Suppose that L′1 ⊆ B(x, k) for some k > 0
and x ∈ X . For s = max{k, r}, L1
⋂
Aj ⊆ [x]s. Since L1
⋂
Aj is unbounded, [x]s is unbounded and it
contradicts 4.12. Thus L′1 is unbounded. Let a ∈ L
′
1. Choose x ∈ L1
⋂
[a]j . There is a y ∈ L2 such that
d(x, y) < m. Since j < m, y ∈ [a]m. Since y /∈ Am, there is a b ∈ B such that y ∈ [b]m. Thus for each
a ∈ L′1 there is a b ∈ B such that there is an m-chain joining them. Since L
′
1 and B are asymptotically
disjoint and asDgX = 0, there is a point z ∈ X such that it is an asymptotic cut between L′1 and B.
So there exists an n ∈ N such that each m-chain joining L′1 and B intersects B(z,m). Therefore [z]l is
unbounded for l = max{n,m, j}, and it contradicts 4.12. 
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