Gasoline direct injection (GDI) nozzles are manufactured to meet geometric specifications with length scales on the order of a few hundred microns. The machining tolerances of these nominal dimensions are not always known due to the difficulty in accurately measuring such small length scales in a nonintrusive fashion. To gain insight into the variability of the machined dimensions as well as any effects that this variability may have on the fuel spray behavior, a series of measurements of the internal geometry and fuel mass distribution were performed on a set of eight nominally duplicate GDI "Spray G" nozzles provided by the Engine Combustion Network. The key dimensions of each of the eight nozzle holes were measured with micron resolution using full spectrum x-ray tomographic imaging at the 7-BM beamline of the Advanced Photon Source at Argonne National Laboratory. Fuel density distributions at 2 mm downstream of the nozzle tips were obtained by performing x-ray radiography measurements for many lines of sight. The density measurements reveal nozzle-to-nozzle as well as hole-to-hole density variations. The combination of high-resolution geometry and fuel distribution datasets allows spray phenomena to be linked to specific geometric characteristics of the nozzle, such as variability in the hole lengths and counterbore diameters, and the hole inlet corner radii. This analysis provides important insight into which geometrical characteristics of the nozzles may have the greatest importance in the development of the injected sprays, and to what degree these geometric variations might account for the total spray variability. The goal of this work is then to further the understanding of the relationship between internal nozzle geometry and fuel injection, provide input to improve computational models, and ultimately aid in optimizing injector design for higher fuel efficiency and lower emissions engines.
have been in circulation at multiple facilities for experimental diagnostics. Nozzle geometry measurements of Spray G #28 exposed 7% variability in hole area and a factor of two variability in the inlet corner radius. Complementary spray tomography measurements showed significant plume-to-plume mass flux variations [7] . Simulation results for Spray G using nominal geometry have revealed strong asymmetric transients in the internal flow structure [8] , which are expected to respond to geometric asymmetries such as an azimuthally-varying inlet hole corner radius. These findings support an inextricable link between the internal nozzle geometry and the fuel spray distribution, and as such, the need to expose which geometric features are responsible for spray variability. In addition, an understanding of spray sensitivity to geometric variations can provide more educated tolerances to manufacturing designers.
A number of experimental measurements have been executed using Spray G hardware. Optical techniques were implemented to investigate fuel spray characteristics [9] . Schlieren and diffused back illumination were used to characterize the vapor and liquid penetration [10] , shadowgraphy and Mie scattering have provided spray visualization [11] , and phase Doppler anemometry has been used to measure fuel droplet sizes and velocities [11, 12] , to name a few. Intrusive techniques, such as patternation, can provide a footprint of the spray mass distribution [13] . Rate of injection and rate of momentum measurements have also been successfully demonstrated on Spray G #26 [14] .
To isolate hole-to-hole spray variations, measurements must be made in a noninvasive manner and near to the nozzle exit before plume interactions significantly influence the density field. These dense regions of the spray do not lend themselves well to optical techniques on account of multiple scattering which causes short optical depths. At low energies, x-rays are only weakly scattered by the spray, with photoelectric absorption instead being their main mode of interaction with the fuel [15] . As such, x-rays generated by a benchtop or synchrotron source are useful in obtaining quantitative density measurements in multiphase flows [16, 17] . A benchtop x-ray system coupled with polycapillary optics has been previously used to obtain density measurements of the fuel spray emitted by a six-hole GDI injector [18] . In general, the inherent divergence of the x-ray source limits the spatial resolution, and the lower flux limits the temporal resolution and signal-to-noise ratio. The high photon flux of a third-generation synchrotron source, such as the Advanced Photon Source (APS) at Argonne National Laboratory, provides the sub-microsecond temporal and micron spatial resolution that is desired for investigating fuel sprays. The 7-BM beamline at the APS is tailored for such experiments, including time-resolved measurements of the ensemble-averaged projected fuel density with micron spatial resolution [19] , as well as shot-to-shot statistics [20] . Measuring the projected density at a few lines of sight is useful for modeling the density field of simple sprays such as those from a single-hole nozzle [21] . However, for a more detailed quantification of the density distribution of a more complicated spray structure such as one from a multi-hole injector, a full tomographic reconstruction can be implemented [1, 7, 22, 23] .
There exist various methods for measuring the internal nozzle geometry. Depending on the shape, the dimensions of a silicone mold of the hole can measured with a scanning electron microscope [24] . Single-micron resolution of geometric features is possible using optical microscopy, but the technique is limited by the depth of focus and location of the minimum hole diameter, past which measurements cannot be made [25] . Computed tomography (CT) can be implemented to obtain the nozzle geometry by making use of x-rays and scanning the object for a wide range of angles. Tomographically reconstructing the projection images provides a full three-dimensional representation of the scanned section of the nozzle. A benchtop x-ray source may be used to generate the requisite x-rays, but, once again, the angular divergence of the beam limits the spatial resolution. Sub-micron resolution with a benchtop source is possible, but is generally reserved for low-density materials [26] . Synchrotron sources, such as the APS and the European Synchrotron Radiation Facility, for example, are particularly well suited for CT measurements due to their highly brilliant x-ray sources, and each maintains a facility that specializes in x-ray microtomography measurements of low-density samples [27, 28] . Within the last few years, a new instrument has been added to the 7-BM beamline at the APS that allows for high-resolution CT imaging of injection nozzles. With this complementary capability, the 7-BM facility now supports measurements of the nozzle geometry as well as the density field with minor modifications to the experimental setup.
The following sections outline the experimental setup for performing nozzle tomography and spray tomography experiments at the 7-BM beamline. We summarize the methodology followed to obtain the dimensions of eight Spray G nozzles, as well as the time-resolved density field at 2 mm downstream of the nozzle tip. We then provide results from multiple linear regression analysis that couples the effects of geometric features on the steady-state density field. These findings highlight the key players that may be responsible for spray variability, and provide a prioritized list of geometric features that may be critical for accurate representation in future computational efforts, as well as machining with high precision during the injector manufacturing process.
Material and methods
All experiments were performed at the 7-BM beamline of the APS [29] . The eight Spray G injectors that contributed to this study are numbers 12, 17, 18, 21, 22, 25, 26 , and 29. The coordinate system that is used to describe the nozzle geometry is consistent with that provided on the ECN website [6] . Specifically, the origin is located at the tip of the nozzle. The z-coordinate is positive in the direction of the spray, the x-coordinate is positive in the direction of the electrical connector, and the y-coordinate is transverse to the x-coordinate.
For nozzle tomography measurements, the beamline operated in "white beam" mode, which enables access to the unfiltered broadband (white) beam from the bending magnet source. This mode is necessary to image the internal nozzle geometry because the white beam provides increased flux at higher photon energies that are capable of penetrating through the dense steel. Figure 1 schematizes the experimental setup. Each Spray G nozzle was mounted vertically in a specifically designed V-block holder that ensured nozzle stability during rotation. The holder was secured to two orthogonal stages that provided adjustment of the center of rotation. The pair of linear stages were mounted on an air-bearing rotation stage. From the APS storage ring, the polychromatic x-ray beam passes through a set of white beam slits that delimit the footprint of the x-ray source. Downstream of the slits, two metal filters, a 250 µm copper and subsequent 25 µm molybdenum filter, are placed in the beam path to reduce heat load on the nozzle. A rotating chopper downstream of the filters further minimizes the heat load by limiting beam exposure to 10% duty cycle, synchronized with the camera's frame rate. As the beam passes through the nozzle tip, x-ray photons are absorbed by the metal, creating spatial contrast in the beam cross-section. The outgoing x-ray photons that penetrated through the nozzle are absorbed by a lutetium aluminum garnet (LuAg) scintillator, and re-emitted as visible light. The propagation distance between the nozzle and scintillator was reduced to 48 ± 1 mm in order mitigate phase effects that would otherwise increase the uncertainty in the geometry measurements by blurring the air/nozzle interface. The output image from the scintillator is magnified with a 5x long-distance microscope to a field of view (FOV) of 2.25 × 1.4 mm and pixel resolution of 1.17 µm. The diffraction-limited resolution of the raw images, determined by imaging an Xradia resolution target in the same tomography setup, is 1.5 µm. For nozzle tomography measurements, θ = 0
• corresponds to the electrical connector pointing in the +x direction. Each nozzle was rotated from 0
• to 180
• at 0.1 • steps, with 5 images recorded and subsequently averaged at each angle to increase the image contrast. Additional information with regard to the optimization of the imaging process may be found in previous work [30] . In brief, the process has been iteratively improved in order to minimize image manipulation during post-processing, and consequently preserve as much as possible the spatial resolution of the raw images. The resulting image stack undergoes tomographic reconstruction to transform the nozzle projections into x−y slices through the nozzle body. The software that was used to perform the reconstruction is TomoPy, an open-source Python code developed for synchrotron tomography [31] . The reconstruction algorithm is a direct Fourier-based method called Gridrec [32] . The spatial uncertainty associated with the full imaging and post-processing procedure is 1.8 µm, determined from calibration of three steel pin gauges ranging in diameters between approximately 100 and 250 µm. Spray tomography measurements were carried out using a monochromatic beam at 8 keV energy. The working fuel was a gasoline surrogate, Viscor 1487, doped with 3.1 wt% Rhodia DPX9 cerium additive to increase the signalto-noise ratio. The density and viscosity of the fuel, measured by a third party laboratory, are 810.1 µg mm −3 and 1.240 mm 2 s −1 at standard temperature and pressure. A schematic of the experimental setup is shown in Figure 2 . Each injector was mounted vertically, spraying down, in a steel pressure chamber that allows for the injector's full rotation. The injection pressure was maintained at approximately 19 MPa by a piston accumulator system. The back pressure was held constant at 0.3 MPa, and the electronic injection duration was set to 680 µs. The injector fired at 3 Hz into an ambient temperature environment that was pressurized with N2, which also provided a constant purge flow of 4 standard L min −1 in order to inhibit fuel droplet formation on the windows during data acquisition. The x-ray source was focused to a beam size of 5 × 6 µm. A transverse scan was carried out 2 mm downstream from the nozzle tip for 0
• ≤ θ ≤ 180
• at 2 • steps. A total of 113 points spaced 80 µm apart were measured at each rotation angle with a temporal resolution of 3.68 µs. The outgoing beam intensity was averaged for 16 spray events at each measured position. The upstream beam intensity, I0, was measured using a diamond x-ray beam monitor. As the beam passes through the spray, it becomes attenuated to an intensity I by the fuel in the beam path on account of photoelectric absorption. The attenuation of the beam is related to the amount of fuel in the beam path via the Lambert-Beer law, which provides a measure of the projected density, M , of fuel at the measured location [15] ,
where µ (mm 2 µg −1 ) is the mass absorption coefficient, found through calibration of the working fluid. The projected density measurements at the recorded 90 lines of sight are reconstructed using TomoPy's penalized maximum likelihood algorithm with weighted linear and quadratic penalties [33] . The result of the reconstruction is a time-resolved ensemble-average density field, ρ(x, y, t), at z = 2 mm downstream of the nozzle tip. It should be noted that in this experiment setup, θ = 0
• corresponded to the electrical connector pointing upstream to the beam propagation direction, as opposed to the nozzle tomography setup, in which the electrical connector was orthogonal to the beam direction. The inconsistency in the θ = 0
• position relative to the beam between the spray and nozzle tomography experiments was accounted for in the analysis to ensure that the nozzle holes were properly indexed between the two measurement techniques.
Data Analysis
To remove background noise from the density field measurements, values that were less than 10% of the maximum density were masked at all time steps and all measured locations. In general, this threshold omitted approximately 2.5% of the total mass in the field from the analysis. In order to measure the fuel density corresponding to each hole, local minima in the density field were determined between holes by azimuthally resolving the steady-state density field. Wedge-shaped bins extending from the spray's steady-state center of mass through the local density minimum were used to isolate the density field associated with each nozzle hole (see Figure 4) . The binning procedure is collectively exhaustive in θ. The density field in each bin was integrated in both the x-and y-coordinate to arrive at the planar integrated mass (PIM),
Ten dimensions of interest were measured per each nozzle hole. Figure 3 displays the relevant dimensions superposed on the isosurface of a Spray G injector to illustrate the high spatial resolution of the measurements. The measured radii of curvature, lengths, diameters, and the drill angle are denoted by prefixes "R", "L", "D", and "A", respectively. The numbering scheme of the dimensions starts at 1 from the sac exit and successively increases in the direction of flow. The drill angle is calculated by tracking the centroid through the hole, and calculating the angle between the line through the center of mass (dashed in Figure 3 ) and the z-axis. In order to measure the dimensions summarized in Figure 3 , each hole was individually rotated so that its horizontal axis aligned with the x-axis. A canny edge detector with a built-in Gaussian filter of specified standard deviation σ = 3 was used to locate the hole cross-section at each slice along the z-plane [34] . A least-squares ellipse fitting algorithm [35, 36] was then used to measure the hole diameter and eccentricity. In general, because the eccentricity of the holes was typically less than the spatial resolution, an average of the diameters along the major and minor axes is quoted as the hole diameter. Any pixel location where the root-mean-square (RMS) error of the elliptic fitting exceeded 20 was removed from the analysis. The total uncertainty in the hole diameter measurements includes the spatial resolution, the RMS error associated with the elliptic fitting, and the error associated with approximating the cross-section as a perfect circle of 0 eccentricity. This error was typically dominated by the spatial resolution of 1.8 µm. In order to locate the hole inlet, a data point near the center of the hole was chosen as a starting point for a running average of the diameter, moving in the direction of the hole inlet. At each pixel location, the running average was updated, and the location of the hole inlet was defined as the point at which the diameter exceeded 3% of the running mean. A similar procedure was used to locate the hole and counterbore outlets. This technique proved successful in capturing the hole inlet and outlet locations because of the relatively cylindrical diameter profiles of both the hole and counterbore. The 3% threshold was chosen due to its ability to qualitatively capture the actual inlet and outlet locations. The hole outlet radius of curvature as well as the counterbore fillet were determined by fitting a 5th order polynomial to the hole corner profile and fillet, respectively. The radius of curvature was calculated using,
where y and y are the first and second derivatives of the fitted polynomial, respectively [29] . The radius of curvature corresponding to the corner was taken to be equal to Cmin. Because it more accurately captured the curvature, a 6th order polynomial fit was used to model the hole inlet corner profile. Even though nominal dimensions are quoted in Table 1 , it should be made clear that this work does not make an effort to compare measured to ideal dimensions, on account of the fact that the thresholds used to obtain the latter are unknown. For this reason, comparison between measured and nominal dimensions remains a subject for future work. The important point to note is that the same thresholds and methods of calculating nozzle dimensions are applied to all eight nozzles in order to maintain any errors associated with the data analysis as systematic errors, which would in turn not affect the relative trends in geometric variability.
Multiple linear regression analysis was used to fit a linear relationship between the steady-state PIM and the measured nozzle dimensions. Each nozzle hole was treated as a sample point, allowing statistics to be carried out on n = 64 observations. The PIM was averaged during the steady portion of the spray, between 0.5 < t < 0.7 ms. The general model for multiple linear regression, given n observations, is,
where yi is the predictor variable (the average PIM), x1...xm are the explanatory variables (the dimensions listed in Figure 3) , β0...βi are the coefficients, and is a normally distributed random variable to account for any noise in the data. To solve for the coefficients, a least-squares approach is used wherein the linear regression model attempts to minimize the sum of squared residuals between the observed and predicted values. In essence, this model attempts to describe the average PIM as a linear weighted function of the nozzle dimensions. The value of the adjusted coefficient of determination, R 2 , is used to assess goodness of fit as well as to indicate whether or not the addition of a geometric feature improves the overall predictability of the model.
Results and discussion
To illustrate typical analysis results of spray tomography measurements as well as the binning procedure, Figure  4 plots the mean steady-state density field,ρ(x, y, t), for Spray G #12, with and without masking density values that fall below a specified 10% threshold. All measured Spray G nozzles feature a well-atomized fuel spray at 2 mm downstream from the nozzle tip, with typical maximum liquid volume fractions of approximately 0.03, as observed in previous work [7] . Figure 5a plots the PIM for all eight Spray G nozzles, in which the time of commanded start of injection occurs at t = 0 ms. There is some variability in the apparent start and end of injection, as evidenced by the temporal spread of the PIM profiles.The apparent start of injection and the injection slope during the needle opening stage are not a strong function of injection pressure in GDI nozzles [37] . Aside from geometric variability, this may potentially be attributed to variable needle lift behavior. Needle motion measurements using x-ray phase contrast imaging at the APS have been previously obtained for Spray G #28 [8] . It would be instructive to perform such measurements on the current injector set; this endeavor remains a topic for future work. In addition to the temporal spread, the PIM of Spray G #22 is noticeably lower than that of the other injectors. Nevertheless, the variability in the steady-state PIM across all injectors is 2.4%, which seems minor. Both Spray G #12 and #17 exhibited repeatable injector dribble after the end of injection. Figure 5b displays this injector dribble, as well as hole-to-hole mass variations, for Spray G #17. The hole numbering is consistent with that provided on the ECN website [6] . The mean variability in the hole-to-hole PIM for all eight injectors is 4.2%. Table 1 provides a summary of the statistics for each measured dimension, calculated by treating each nozzle hole as an independent observation, i.e. with n = 64 samples. In order to compare the variation from the mean value, we define the relative standard deviation (RSD) as, where µ and σ are the sample mean and standard deviation, respectively. This parameter shows the variability in relation to the mean, allowing for comparison among nozzle dimensions that vary in magnitude. Generally, the largest variability is among the hole inlet and outlet corner radii. Table 2 lists the results of the multiple linear regression analysis, as well as the standard errors. 33.2 % of the variability in the mean mass can be explained by variations in the inlet hole corner radius, the hole length, and the counterbore upstream diameter. The hole inlet corner radius has the strongest correlation with PIM variation. Because the coefficient is positive, the PIM is predicted to increase with increasing inlet hole radius. Simulations using the nominal geometry showed that the inlet corners can produce a pressure drop high enough for vapor formation [8] . However, the nominal geometry mesh features very sharp corners, and it is unknown whether this effect would still occur using a modified mesh with the prescribed dimensions listed in Table 1 . In addition, inspection of select isosurfaces reveals voids at the hole inlet as large as 10 µm in diameter, which can perturb the internal flow as the fuel enters the hole [38] . Increasing the inlet hole corner radius is expected to decrease the propensity for cavitation formation, which would in turn increase the discharge through the hole, in agreement with the regression analysis. The existence of vapor in the holes may also explain the temporal fluctuations in the PIM during steady injection, as shown in Figure 5 [8] . Time-resolved measurements of the needle motion and injection rate would provide further insight into this notion. The regression model also predicts that a larger counterbore upstream diameter decreases the mean steady-state mass. A potential reason for this may be increased area for mixing of fuel with ingested ambient gas inside the counterbore. Lastly, hole length is positively correlated with the mean PIM. An increase in hole length results in a larger ratio of length to diameter (L/D), which has been previously shown to suppress atomization [39] . 
Conclusions
Measurements of the time-resolved density field at z = 2 mm downstream of the nozzle tip were obtained for eight nominally duplicate eight-hole Spray G nozzles using x-ray spray tomography. In addition, critical hole dimensions were retrieved from geometry measurements obtained by x-ray nozzle tomography. Both experiments were carried out at the 7-BM beamline of the APS at Argonne. Analysis of the PIM of each nozzle revealed subtle variations in the apparent start and end of injection timing among the injectors, as well as injector dribble from a few holes for two of the injectors. A multiple linear regression model was implemented to model the variability in the mean hole mass as a function of the hole's geometric features. Approximately 33% of the variation in the steady-state mass can be attributed to variations in the hole inlet radius of curvature, hole length, and counterbore upstream diameter. The remaining measured dimensions did not improve the predictability of the model. In general, the variability in the nozzle dimensions was low except for the hole inlet and outlet corner radii.
There are a variety of avenues to explore with regard to the future direction of this analysis. The strength of the statistical model may be improved by the addition of more Spray G nozzle holes, specifically targeting outlier injectors that may be expected to feature large variability. Integrating rate of injection and needle motion measurements into the analysis is also possible. The effect of nozzle upstream conditions on specific holes should be investigated by running an analysis that considers the spatial location of each hole, rather than treating all holes as independent observations. Considering the maximum and minimum dimensions in the analysis, as well as azimuthally resolving the inlet and outlet corner radii, may also prove useful in explaining more of the mass variability. In addition, quantifying surface roughness and the frequency of voids should be considered. Further data acquisition and data mining could explore such considerations in the future. At present, the analysis helps highlight which dimensions may need to be treated more carefully in both computational modeling efforts as well as in manufacturing practices, and conversely, which ones do not seem to strongly affect the ejected mass. Lastly, it should be noted that the linear regression model can only predict correlation, and not a cause-and-effect relationship. As such, the model findings will require further experimental and numerical investigation to prove causality between the relevant nozzle dimensions and fuel spray characteristics.
