Abstract. This paper develops a procedure for measuring how much is gained, and at what precision, by students in a pre-test and post-test situation against a target score on the post-test. We define our productivity index, Mj, for teacher j as the ratio of estimated gains to an estimated standard that is the distance between an estimate of the pre-test score and the target score. Using language, mathematics, and reading scores on the SAT 9 for 1999 and 2000 from 75 public elementary classrooms (grades 3, 4, 5, and 6 in 2000), we employ a Bayesian implementation of a multivariate mixed model for repeated test scores from individual students who in turn are nested within teachers. The strength of the approach lies in a straightforward estimation of the productivity index. Using the simulated sampling distribution of the posterior mean of the productivity index, we introduce a fuller depiction of progress in the productivity curve, or productivity profile, by calculating the probability that the index exceeds set proportions of the estimated standard. The basic model employed in this study thus contributes three essential components for sound accountability decisions. First, it estimates correlated measurement errors when using multiple measures. In doing so, we take full advantage of the informational redundancy in the measures. Second, it estimates initial status and value-added gains simultaneously. Lastly, it proposes a productivity index along with new procedures for representing the uncertainty in individual productivity estimates in the form of a productivity profile.
link between student learning and instructional quality. The procedure will accommodate stronger theories of student performance when they are available, such as those involving explicit notions of instructional quality. Finally, although our specific illustration consists of a pre-test score and a post-test score for a student, the model we present is generally suited for longitudinal or doubly multivariate analysis (Bock, 1975) . When compared with a classical analysis for the same model, the strengths of our Bayesian approach are evident.
There are many accountability systems now in place. The specific form that each takes is a function of a host of factors that include data quality and technical constraints against the backdrop of a particular set of objectives for an accountability system. We limit ourselves to just two of these, namely, data and model. In the next sections of this paper, we first summarize the reasons for rejecting the usual residual gain score for measuring change in favor of treating both pretest and post-test scores as outcomes in a multivariate mixed model (Section 2). We then motivate the use of a norm-adjusted pre-test score for measuring change (Section 3). A description of the data (Section 4) and the development of our model (Section 5 and Section 6) are taken up next.
The analysis of our data follows in Section 7. Lastly, based on the results of our model, Section 8 illustrates the basic features of our productivity analysis.
Measuring Progress with Accountability Models: A Synopsis
In a recent review of assessment-based school reform in the United States, Linn (2000 Linn ( , 2001 concluded that many questions regarding the quality of assessment data and accountability models have remained. These problems have persisted due to our failure to adequately resolve the following related issues when we design and implement accountability systems for monitoring progress:
-Should attainment status be the focus, or should we focus on change?
-What is the right way to measure change? Do we use a regression-based adjustment or the gain score?
-How should student level information be aggregated for accountability use at the teacher, classroom, school, or district levels?
Two recent developments in educational research have clarified the choices and their consequences for the questions above. Due to space limitations, only a brief synopsis is possible. The first is a stream of work by Bryk and Weisberg (1976) , Rogosa, et al. (1982) , Rogosa and Willett (1985) , Rogosa (1995) , among others, that dispels the notion that gain scores are inherently unreliable (see, for example, the volume by Harris (1963) ). Treating gains within a broader growth modeling framework for understanding individual change, Rogosa and his colleagues show that, first of all, the gain score is not inherently unreliable. They further demonstrate that the correlation between gain and initial status, long misconstrued as another inherent problem when using the gain score, can take many forms and that its magnitude is merely an artifact of the design on time and the joint distribution of initial status and gain. The nature of the correlation is the outcome of the parameterization we choose for the growth factors and, as a consequence, the meaning we attach to them (see Schuster & von Eye, 1998) . (This is also sometimes known as the "centering problem.")
To fully describe development, we need to simultaneously describe both the level of performance (initial or final status) as well as evidence of improvement (gains).
It is also pointed out that, conceptually, the true gain score, of which the observed gain score is an unbiased estimator, is exactly the quantity we wish to study in many educational studies of change. Nevertheless, researchers have frequently regressed the post-test score on the pre-test score, motivated by some notions of "fairness" in order to "level the playing field" (e.g., Good, et al. 1975; Linn & Slinde, 1977) . Regression residuals then seem to provide some "relative measure of gain," but it cannot be considered a "corrected" measure of gain. It simply fails to tell us how much an individual has changed on an attribute (Cronbach & Furby, 1970) .
Figure 1 depicts how the gain score is distinct from the residual gain score. Employing the regression metaphor, gains are also "residuals" when we set the intercept to be 0 and the slope at 1, or we simply set y i2 − y i1 . The regression of y i2 on y i1 produces E(y i2 |y i1 ), with residuals y i2 − E(y i2 |y i1 ). When taken as a group, an average of individual gains can be different from zero whereas the residual gains score sums to zero by construction, so that a group mean of residual gain scores is not a particularly helpful quantity if one asks "How did the program impact the students as a group?" According to Willett (1988) , who offered perhaps the most cogent defense of the gain score in a single source, additional technical problems attend the use of the residual gain score. Just like the post-test, the pre-test is measured with error so that a regression of post-test on pre-test score violates the basic regression assumption that covariates are error free. The result is that the residual gain score is an inefficient and inconsistent estimator of true residual change. Linear regression is also sensitive to the particular make-up of the sample. Outlying cases can exert undue influence on the solution. Thus the residual gain estimated for a subject may be heavily impacted by whoever else contributes to determining the regression relationship. Finally, it is curious why the exact rationale for adjusting the post-test does not apply to the pre-test itself. It is reasonable to expect that the same set of factors affecting the pre-test would affect the post-test as well, perhaps even with about the same force. In contrast, the repeated measures approach we adopt in this report places the pre-test and the post-test on an equal footing in that both serve as outcomes in our models. The "sea change" with respect to gain scores is clearly evident in recent research (Collins, 1996; Maris, 1998; Mellenbergh, 1999; Raykov, 1997; Williams & Zimmerman, 1996) .
The second development, variously known as "hierarchical", "multilevel" or "mixed-effects" modeling, provided the methodological complement for a proper treatment of growth or change data in stratified sampling designs that are common in educational research settings -repeated measures on student over time, students nested with schools in the district, etc. One distinct advantage of this approach is that it is flexible with respect to the time structure of the observations. Equally important is that multilevel models further facilitate the study of the effects of covariates of development at every level of nesting (Laird & Ware, 1982; Bryk & Raudenbush, 1992; Goldstein, 1995; Snijders & Bosker, 1999) . Many current accountability systems employ some form of the multilevel model (Willms, 1992; Willms & Raudenbush, 1989; Sanders & Horn, 1994; Webster & Mendro, 1997; Gray, et al. 1995; Harker & Nash, 1996; Meyer, 1996; Bryk, et al. 1998) to cope with nested accountability data, although a closer comparison of actual implementations, which would aid broader conceptual and technical development, is still lacking. Another positive contribution with the advent of multilevel models is that they have helped accountability agencies avoid the misleading picture conveyed by computing score aggregates such as the school or district means and focus on student level change instead (Meyer, 1996) .
In discussing school accountability systems today, the term "value-added" is ever conspicuous.
Its origins can be traced to notions of goods, value and wealth in political economy (see Saunders, (1999) for a general note with a view from the UK). An early use of this term in connection with evaluations of an intervention effect on an educational growth process is found in Bryk and Weisberg (1976) . Its modern usage mostly conveys the idea of "relative progress." A slightly more apolitical interpretation preferred by some statisticians recognizes that in whatever form it takes, value-added analyses center around a model for "adjusted comparison" (Goldstein & Spiegelhalter, 1996) .
In educational accountability, this notion of differential effectiveness of a teacher or a school is most often equated with the output from a residual gains analysis based on successive student assessments. Prominent examples here in the US include the Dallas system (Webster & Mendro, 1997; Meyer, 1996) and, overseas in the UK, a similar strategy is employed by Fitz-Gibbon (1997) .
From this author's perspective on the measurement of change outlined above, the superior alternative for defining what value-added is employs a mixed-effects repeated measurement design (of which a growth model is a special case). Examples include the research of Sanders and Horn (1994) on the Tennessee Value-Added Assessment System, or TVAAS, and the analyses by Bryk, et al.
(1998) using longitudinal student assessments from the the Chicago Public Elementary Schools 1 . It is also important to note that the models employed in TVAAS and at Chicago estimates the true gains based on individual test scores and do not begin with the "raw gain score." Such an approach to the study of gains makes better use of the available information and allows the analyst to isolate the variance-covariance structure of the tests.
The work to be reported in this article extends the mixed-effects or hierarchical linear model for growth modelling in several ways. We develop a procedure for measuring how much is gained, and at what precision, by students in a pre-test and post-test situation against a target score on the post-test. We define our productivity index, M j , for teacher or classroom j as the ratio of estimated gains to an estimated standard that is the distance between an estimate of the pretest score and the target score. Using language, mathematics, and reading scores on the SAT 9 for 1999 and 2000 from 75 public elementary classrooms (grades 3, 4, 5, and 6 in 2000), we employ a Bayesian implementation of a multivariate mixed model for repeated test scores from individual students who in turn are nested within teachers. The strength of the approach lies in a straightforward estimation of the productivity index. Using the simulated sampling distribution of the posterior mean of the productivity index, we introduce a fuller depiction of progress in the productivity curve, or productivity profile, by calculating the probability that the index exceeds set proportions of the standard. The basic model employed in this study thus contributes three essential components for sound accountability decisions. First, it estimates correlated measurement errors when using multiple measures. In doing so, we take full advantage of the informational redundancy in the measures. Second, it estimates initial status and value-added gains simultaneously. Lastly, it presents new procedures for representing the uncertainty in individual productivity estimates in the form of a productivity profile.
1 That the different, yet equivalent, labels (hierarchical modeling, mixed-models) from the statistics literature have invaded popular educational research writing may have caused the general practitioner to misplace the critical subtleties in any particular application. Stone (1999) , for example, rightly concludes that the mixed-model analysis associated with the TVAAS may be more precise and less vulnerable to manipulations, contrasting it with the sequence of hierarchical linear regression analyses used in Dallas, TX. These otherwise essentially equivalent modeling frameworks should not be mistaken as "competing" however. The principal distinction to make in any application, in our view, is how we define the "student gain" in the model. Which is, returning to Figure 1 , do we estimate gains as (Yi2 − Yi1), or do we employ the residual gain estimate (Yi2 − E(Yi2|Yi1))?
Choice of Metric Matters for Measuring Change
Broadly speaking, there are two necessary requirements for measuring change. First, the notion of "change" makes little sense if the construct itself has changed. Presuming that the construct is qualitatively constant, measuring change in a construct refers then to detecting changes in degree or in quantity. Thus, and second, measuring change in quantity is impossible if the measurement instrument, or the scale, itself changes in unknown ways. Referring to measuring change in quantity, Seltzer, et al. (1994) show that the choice of metric matters in conveying the results from student assessments. More general points concerning scales that are commonly employed in reporting educational assessment results are found in Glass and Hopkins (1984) .
For most testing systems, the national percentile rank (NPR) is frequently employed for comparing students. This is a norm-referenced score scale constructed by comparing the student raw score with the average raw score of students on the same test in a national norming sample. When a third grade student scores 27 on the NPR, we understand that he/she has scored higher than 27%
of the students in the norming group for third grade. It makes good sense for comparing the relative standing of students from the norm group. Its utility beyond such comparisons is however limited.
Although its values range from 1 to 99 from test to test and from grade to grade, it is important to recognize that it is (norm) group dependent. A raw score in the third grade for example may be higher or lower on a grade 2 or a grade 5 NPR scale. Furthermore, the NPR is a rank and so is not amenable to arithmetic manipulations, such as taking an average, or for interpolation. Each of these two facts about the NPR metric makes it a poor candidate for measuring change in learning.
Another popular candidate for comparing amounts of learning is the normal curve equivalent (NCE). It is simply the normal deviate of the corresponding percentile score, standardized to a mean of 50 and a standard deviation of 21.06 so that its scale values are now amendable to arithmetic manipulations for scores referring to the same norm. On this scale, two equal differences in third grade reading NCE's measure the same amount of relative progress in third grade reading achievement. The comparison is even valid when comparing one third grade reading NCE from one year with another third grade reading NCE for a second year. However, just like its parent, the NPR, it is still norm dependent, and as such a given NCE score does not indicate the same quantity, say, from one grade to the next grade, where a zero difference implies "normal growth."
With regard to this "group-based standard score" (Hoover, 1984a , pp. 12), Jaeger (1993 ) characterized its seeming advantage as "dubious." It is therefore also unsuited for measuring learning change from one grade to the next (see, for example, Slavin & Madden, 1991) . Hills (1984) provided helpful hints as to the meaning and proper use of the NCE.
The third candidate we must mention here is the grade equivalent (GE) score. A GE of 4.5 is the average score of fourth graders in the fifth month of the school year. It is an improvement over the percentile rank in the sense that within a norm group its values tell the user how he/she is performing at any time during the school year when compared to students in the same norm group.
With some notion of time built into its norming, it seems to supply a ready basis for conveying development. But measuring change requires a stronger scale. Recall that the GE values are just labels for norm groups, and so the GE remains a norm-referenced score. For example, a fourth grader who receives a GE of 5.3 on a fourth grade test is performing like the average fifth grade student after three months in grade 5 on the same fourth grade assessment; not that this fourth grader is performing like the average fifth grader after three months in fifth grade on the fifth grade test. The reader may wish to consult an extended discussion of the limits of the GE by Coleman and Karweit (1972) , Eisenberg and Rudner, (1988) , Schulz and Nicewander (1997) . See Hoover (1984a , 1984b and Burket (1984) for a revealing exchange on the value of the GE for measuring educational development. Like the NPR and the NCE, we conclude that the GE is again unsuited for measuring learning gains.
Finally, the scale score is perhaps the least used for popular communication about student performance although it is designed for the sole purpose of directly measuring amounts of learning or ability. It is a content-referenced scale. The scale score has the necessary psychometric qualities for comparing differential performance on an attribute. Scale scores are placed on an interval scale, and more importantly for most testing systems, scores have been equated vertically from one grade to another and from one year to the next. This means that a scale score of 520 for reading means the same level of attainment of the reading content from grade to grade. Furthermore, the scaling procedure can produce an estimate of precision (its standard error of measurement, or SEM, a measure of precision) from each student's responses to his/her test. This precision information should be better utilized if we are to seriously weigh each individual pieces of information for accountability purposes. For an example of an accountability model that uses precision weighted scale scores, see Bryk et al. (1998) . In sum, it bears repeating that the scale score is not just the preferred alternative for the study of change; of the various choices discussed above, it is the only option 2 .
Arizona TAP Data
An illustration of our approach employs data from a set of Arizona elementary schools. It should be noted that, in time, the performance-based accountability system will employ a wider set of outcomes than student standardized test scores. For more information regarding its goals and architecture, the reader should consult Schacter (2001) . Table 1 lists the variables to be employed along with their definitions. Additional variables, especially those that would permit the tracking of students more closely as they move from teacher to teacher will be critical for refining our definition of teacher effectiveness. The data is limited to the Standard Achievement Tests (SAT) 9 test scores for 1999 and 2000 on three subjects, language, mathematics and reading. A total of 1,276 students who attended grades 3, 4, 5, and 6 at the 4 participating schools provided a maximum of 6 scores each. In all, observations total 3,598. It should be noted that data collection is underway to add additional test scores from 1998 and now 2001
2 The goal of measuring learning growth with an eye towards understanding what it is that a child has learned over time motivates the choice of tests and scale requirements. Hence, we have argued for a criterion-referenced test aligned with curricular objectives and implementation that is reported on vertically scaled metric. There is unfortunately no real substitute for these requirements in a sound accountability system. FEMALE gender, "1" for female and "0" for males AF-AM ethnicity, "1" for African American and "0" otherwise HISPANIC ethnicity, "1" for Hispanic and "0" otherwise LEP Limited English Proficiency status, "1" for LEP and "0" otherwise GIFTED Gifted status, "1" if designated as "gifted" and "0" otherwise SPECED Special Education status, "1" for Special Ed. and "0" otherwise LOWNPR99 Low Prior Attainment if not a Special Education student, "1" if the maximum National Percentile Rank (NPR) for 1999 SAT 9 Langauge, Mathematics, or Reading is less than 30, "0" otherwise
Teacher/Classroom Factors tAF-AM Proportion of students who are African Americans tHISPANIC Proportion of students who are Hispanics tLEP Proportion of students who are designated as Limited English Proficiency status tGIFTED Proportion of students who are designated as "gifted" tSPECED Proportion of students who are designated as Special Education tLOWNPR99 Proportion of students who are LowNPR99 for these students. Also slated for later inclusion are additional schools matched on location and demographics in order to bolster our evaluation of this accountability instrument. More contextual information will be added in order to better place this particular sample among the relevant student population in Arizona.
Sample statistics for the 75 participating teachers are given in Table 2 . We see that LEP students are concentrated in School 1, with classrooms that may serve as much as 80% of such students.
This school also has a larger proportion of Hispanic students in comparison. Overall, students in School 1 appear ill-prepared, as judged by the higher average in the proportion of students who do not score above the 30th percentile in any of the tested subjects (language, mathematics, and reading). School 3 also has a larger proportion of Hispanic students but on the whole is comparable to the other two schools that serve more advantaged pupils. Lastly, the pattern of correlations for these classroom composition variables should be examined with caution. The variables are highly skewed and often reflect practices of administrative assignments, some of which may be unique to one or two schools.
Not reported in the table is the distribution of class sizes. Classrooms hover at about 17 students on average and all 75 classrooms but one have under 30 students. Of the 75 teachers, 10 have fewer than 10 students in their classrooms. While we employ their data in our accountability models, we do not provide productivity estimates for these teachers, mainly because their estimates would not be sufficiently reliable. We employ similar variables at the student level (see Table 3 ). As before, the entries represent values for the participating program schools only and so they should be judged with caution until we receive more information about these students in relation to Arizona's student populations. The data are however adequate for illustrating the productivity measures to be developed in the next sections.
Adequate Annual Progress
Among the numerous attempts to define adequate yearly progress, there has always been room for local standards and site inputs. In consultation with participating teachers in our sample schools, it seems reasonable to expect that, at a minimum, students maintain their pre-test rank on their post-test score when they show "adequate progress". We therefore consider what we will call a "norm-adjusted pre-test score," or NAPS, although it should be clear that our general approach to measuring progress towards a goal does not depend on our choosing this quantity 3 .
Another motivation for this choice can be better explained by referring the reader to Figure 2 which plots the relationships between the scale score and the percentile rank for grades 3, 4, and 5. Note that although the same scale score measures the same global attainment, it has a different rank score for each grade (higher for higher grades, as it should). Suppose that a student scores "O"
on the third grade test. His percentile rank is 30 for the third grade but only about 20 on the fourth grade scale. Now suppose the student scores "C" on the fourth grade test. The usual estimate of his/her gain is measured by the distance between point "O" from point "C", or "CO." However, in terms of percentile rank, on the fourth grade scale, a naive reading gives an impression that the gain is between 20% and 37%, when the percentile rank for the same pre-test is actually 30% on the third grade scale. The seeming "discrepancy" in the percentile rank for the same scale score
"O" when we move from the third to the fourth grade scale suggests that perhaps an alternative to the raw scale score might be constructed by substituting score "B" for "O." "B", the scale score value on the fourth grade scale sharing the same percentile rank on the third grade scale, is then the NAPS score.
Given the relationship between percentile ranks and scale scores across grades, this decision almost certainly results in a more stringent definition of growth. In our example, instead of growing "CO", the new norm-adjusted gain is now "CB." Under this definition, the amount of progress is positive only if a student also exceeds his/her grade 3 rank in grade 4. It is more conservative, as "CO" is generally greater than "CB", but the effect is mitigated somewhat as we would have also adjusted the distance to the target, "GB" instead of "GO". If all the relationships between scale scores and percentiles are strictly parallel and are coincident as well, the norm-adjusted scale score will not produce a change in the ranking of gains. Unfortunately, they are neither parallel nor coincident as Figure 2 shows. Translation from pre-test scale score to a norm-adjusted pre-test score can be effected by a table lookup or by using the means and standard deviations of the scale scores for the norming distribution (Table 4) 4 .
If the norming study had followed a cohort of students from grade to grade, the NAPS may be interpreted as the approximate amount gained less a gain that is normative for a given pre-test. The astute reader will however realize that the norms reported in Table 4 are based on cross-sectional samples and so only approximates at best normative growth for students at various levels of the pre-test. Another major shortcoming of the NAPS is that this approximate percentile-equated adjustment of the pre-test will most likely not generalize to evaluations of more than two timepoints at a time. For example, for a student with scores in grades 3, 4, and 5, the procedure will place the third and fourth grade scores on the fifth grade scale, but often with unpredictable results.
For this reason, we do not recommend using the NAPS beyond pre-test and post-test situations.
A more direct estimate of the desired quantity will require a norming study that tracks a cohort of students over time for establishing normative gains. The Tennessee Value-Added Assessment System, which employs the CTBS, is an example of an accountability system that compares gains to gain norms (see, e.g., Stone (1999) ). This author is not aware of any such study for the SAT 9. Now suppose that, with norm adjustment, the observed gain is the distance "CB." If we set the target score for all fourth graders to be, say, 85%, the corresponding scale score value is given by "G." Setting the distance "GB" as the adjusted standard for the student, one objective of our productivity study is the estimate the ratio "CB/GB," the students norm-adjusted gain relative to his/her distance from the preset target. We explain and illustrate procedures for estimating this ratio in subsequent sections (Section 5 and Section 6).
Routine use of this strategy will encounter cases where the post-test score "C", instead of lying between the NAPS "B" and the target "G," may also occur at "A," in which case the ratio "BA/GA" represents a possible loss as a fraction of the distance to the target. In a small number of cases, the post-test score may be at or exceeds the the target "G" as for scores "D" and "E" respectively. Note that for these cases, both pre-test and post-test should be near or about "G," and the ratio is hard to interpret if "GB" is less than zero (the target is set too low for the individual). It is undefined when "B" and "G" are co-incident. Such cases are first of all rare. They also represent cases for which we are less concerned with the amount of change (the numerator) since the pre-test levels for these students are already near or exceed the target score. While we employ the data from these cases in our analysis, we will not perform a productivity analysis for such individuals 5 . Table 5 shows a summary of NAPS and post-test scores for our sample.
Multivariate Mixed-Effects Models for Measuring Teacher Effects
Our conceptualization of "value-added" as change relative to the individual student's own past performance leads us to formulate a repeated measurement model for the student's test scores over time. If we prefer to study some overall composite (weighted or unweighted) of the various subject matter performances instead we may aggregate subject matter scores using a doubly multivariate repeated design on the outcomes, producing within student factors of time and type of tests. In this section, we describe a general multivariate mixed-effects model suitable for the study of student growth and change, and provide the necessary details as this model specializes to the problem at hand. As far as possible we employ the notation of Bryk and Raudenbush (1992, Chap. 8 ) to
facilitate readers who may also benefit from a detailed introduction to the three-stage hierarchical linear model as applied to school effectiveness research.
Estimating Student Performance Factors, π ij
For k = 1, 2, . . . , K tests observed at occasions t = 1 and 2, we represent the 2 × 1 outcome vector for each subject matter tested k as
(1) Our level 1 model isolates estimates of the average pre-test score level, π 0ij , alongside estimates of the average score gains, π 1ij , from other occasion specific test factors or time-varying covariates denoted by A pijk , where P is the maximum number of covariates. Note that an equivalent formulation for Model (1) can be given in a single equation. This may be illustrated in our application if we set the variable TIME tijk = t, and use the dummy variables LANG tijk and MATH tijk to flag the language and mathematics tests, respectively. The observed score, Y tijk , for the language, mathematics, or reading tests for student i with teacher j can be expressed as
Because errors on the same test over two occasions can be expected to be correlated, we assume that the residual error vector ε ij for student i in classroom j is distributed bivariate normal as M V N (0, I K ⊗ Σ T ) using the Kronecker product ⊗, or we may write
for each subject. Such an error model enables the analyst to take full advantage of the redundancy information in repeated observations and produce higher reliability levels for estimates of average student score gains. Alternatives, for example one which assumes independence over time but correlations between subjects tested M V N (0, I T ⊗ Σ K ), are plausible and will be explored elsewhere.
Turning to the student level parameters, π ij , we note that, under this formulation, π 0ij estimates student i's reading pre-test status and π 1ij is the overall gain, pooled over subject matter.
We expect that students vary somewhat in the pre-test and gain scores and therefore it seems reasonable to treat (π 0ij , π 1ij ) as random effects. The effects π 2ij and π 3ij for language and for mathematics respectively are adjustments to pre-test level, with respect to reading. The latter effects are presumed to be constant, or fixed, across students and across teachers 6 .
Model (1) can of course be written more generally to accommodate any number of time-points along with various plausible design alternatives for parameterizing the effects of time. With only test scores for 1999 and 2000, only a simple model that estimates the pre-test and gains for the student and describes their variability between students and between teachers seems to be one reasonable approach given our initial inference goals. Outcomes that are missing, by design or by error, can also be easily accommodated. Thum (1994 Thum ( , 1997 provided a detailed treatment of model (1) in the context of a two-stage model, including an illustration of its use when the number of groups may be moderate to small. Generalizing to a three-level situation, for example when the teachers are nested within a sample of schools, is straightforward 7 .
Correlates of Student Performance
From the student level model (1), the (P + 1) vector π ij consists of student i's performance factors in teacher j's classroom. It is plausible that these student factors vary systematically with certain student covariates, X ij , which frequently include the student's gender, socioeconomic status (SES), language background, etc. Such relationships can be expressed in a multivariate multiple regression model employing student level data for each teacher or classroom as
in terms of an average effect β p0j for teacher j and additional effects β pqj for some appropriate student level characteristics in X qij , where the number of covariates, Q, depends on the particular component, indexed by p, of the array of student performance factors.
6 In a later study, reported in brief in Section 8.1, we have allowed these effects to vary as well. 7 For other applications employing a multivariate stage-one model, see Raudenbush, Brennan and Barnett (1995) and Kalaian and Raudenbush (1996) . A two-level multivariate multilevel model can also be defined via a conventional three-level model with a model for repeated measurements (within-student) and with no error terms at level 1 (see Snijders & Bosker, 1999, among others) .
In our application, we are principally interested in what influences the student's average reading pre-test π 0ij and his/her average gain π 1ij . Equation (3) then takes the form
In this between-student model, represented by equation (4), β 00j estimates the reading pre-test mean for teacher j after adjusting for the student level characteristics, X qij . Given the dummy coding scheme for the variables (see Table 1 ), β 00j is the expected reading pre-test score for the following referent student: a male third grade student in teacher j's classroom who is neither of African American nor Hispanic origin, who is also not designated as gifted, not in special education, does not have limited English proficiency, and has scored above the 30th percentile on at least one of his/her 1999 SAT 9 language, mathematics, or reading components, in a classroom without any LEP, gifted, special education, African Americans, Hispanics, or students scoring below the 30th percentile on his/her 1999 SAT 9 tests. This coding scheme also makes β 10j the expected gain for the same student. The number of teacher level covariates, Q 1 and Q 2 , are both 7.
The coefficient β 0qj represents the effect due to covariate X qij on the expected reading pre-test for student i taught by teacher j. For example, the predicted reading pre-test score for a female third grade student who otherwise share all other characteristics with the referent individual is simply (β 00j + β 01j ) according the the first equation in (4). If the student also receives special education, his/her predicted pre-test score is (β 00j + β 01j + β 06j ), etc.
The reader should note that, in this study, the test specific fixed effects for language, π 2ij , and for mathematics, π 3ij , do not vary among students, or between teachers. The model therefore restricts these subject matter specific effects to be fixed, β 20j and β 30j are therefore teacher level effects that are identical with the same effects, π 0ij and π 1ij respectively, at the student level. This is a simplifying assumption of course, which may be relaxed (and tested) when more observations are available over time. As such, we can readily reproduce estimates for language and mathematics pre-tests at all levels by merely adding the appropriate fixed effect estimate (shown later in equation (6) to be γ 200 and γ 300 respectively).
We generally expect the true student pre-test and gain to be correlated. For π ij , or its sub-vector, that randomly varies among students, we assume that their residual vectors r ij are distributed multivariate normal as MVN(0, T) with the typical element τ pp , where both p and p range from 0 to P . For the present application, as described by model (4), we assume that (r 0ij , r 1ij ) are distributed bivariate normal, i.e. r 0ij r 1ij ∼ N 0, τ 2 00 τ 01 τ 10 τ 2 11 .
Correlates of Teacher or Classroom Performance
The distribution of each teacher level effect, β pqj , as seen from our between students, within teacher or classroom model (3), or (4) above, may also contain systematic teacher or classroom level factors, W j . We may separate out the influence of such effects, γ pqs , by employing a between teacher or between classroom multivariate multiple regression model at this third level such as
Subscripts, p, q, and s, refer to specific within student effects, p, to specific between student level effects, q, and to specific between teacher covariate, s. This notation makes it clear that each teacher may have a unique set of covariates, W sj , numbering S pq .
Returning to the teacher covariates in our application, model terms adjusting for the grade level of the classroom (and hence the student) include the dummy variables, tGRADE 4 j for a 4th grade classroom, tGRADE 5 j for a 5th grade classroom, and tGRADE 6 j for a 6th grade classroom. They separate out expected grade level differences in our estimated of teacher level reading pre-test and gain scores. After controlling for grade of the classroom, we deal with the perennial concern that teacher performance, as measured by the reading pre-test, β 00j , and gain, β 10j , are also influenced by various classroom composition measures in that, for example, teacher performance may reflect to varying degrees the socioeconomic make-up of classroom. This consideration leads to the following teacher level equation:
. .
Using the above coding for grades, γ 000 is the reading pre-test for third graders in our study. γ 001 , γ 002 , and γ 003 are the differences from third grade reading pre-test average for fourth, fifth, and sixth graders. Similarly, γ 004 through γ 009 are the effects of classroom composition as measured by the classroom proportions of limited English proficiency (tLEP), special education (tSPECED), gifted (tGIFTED), low prior attainment (tLOWNPR99) African Americans (tAF-AM), and Hispanics (tHISPANIC) that are associated with the average student reading pre-test level. Also in the model, estimates of grade level differences with respect to reading gains are (γ 100 , γ 101 , γ 102 , γ 103 ) and (γ 104 , . . . , γ 109 ) are the effects associated with classroom composition.
Other effects from the student within teacher model given by equation (4) are considered nonvarying in our model for teachers (6). To take just one example, the effect associated with Hispanic students (β 03j ) is a non-varying effect on the student reading pre-test level; it applies equally to all Hispanic students (which of course may be unsupported by the data, which would require that the model be revised accordingly). The test specific effects for language and for mathematics are treated similarly. Such fixed effects are represented only by the corresponding mean effects, γ pq0 , in equation (6).
In this between teacher model, we assume that only the teacher level performance factors, reading pre-test, β 00j , and gains, β 10j , vary among teachers in our study. After controlling for grade level and classroom composition, the residuals are υ 00j and υ 10j respectively. We further assume
Constructing Better Value-Added Measures
If the model defined by equations (1, 3, and 5) fits the data, and alternative specifications are inconsequential, we may consider υ 00j to be a valid estimator of teacher j's adjusted reading pretest level based on the pre-test and post-test information from his/her students, in the context of all other students in the study. Similarly, υ 10j estimates the adjusted gain, or value-added. Typically, υ 00j and υ 10j are determined by assuming that the variance components are known rather than estimated, giving the so-called empirical Bayes residuals.
There are serious concerns however with how, and how well, these quantities may be estimated, in that their sampling properties are not well-known. We are not able to produce routinely, under a classical analysis, reasonable standard errors for these estimates. While the usual normality assumption across groups can be examined, a reference distribution for a particular group, here teacher j, cannot be determined. We expect that the problem is especially troublesome when the number of groups (teachers) are small given the complex structure in our assumed variance components. Goldstein (1995, Appendix 2.2) gave some basic results for empirical Bayes residuals from a two-level model noting their severe limitations and suggested using boot-strap estimates. We now turn to what we believe to be a more promising alternative.
A Bayesian Reformulation of the Model
While our model, as specified by equations 1 through 5, should be familiar to users of classical mixed linear model theory (see Searle, (1971) or Littell et al., (1996) ), we prefer to employ a Bayesian modeling strategy in which we treat all unknown quantities as random and proceed to elaborate the basic mixed model with prior distributions for all its parameters. We will briefly describe this point of view and we will no more than list the primary reasons for taking a Bayesian approach here, as a full development will take us away from principal goals of the paper. The interested reader should consult, for example, O' Hagan (1994) for a succinct introduction to this fundamental conceptual shift regarding statistical inference. For recent discussions on the wider promise of Bayesian accountability modeling, see Draper (1998) , Goldstein and Spiegelhalter (1996) , and Seltzer, Wong, & Bryk (1996) .
The Bayesian approach argues that we supplement the information based on the data vector, Y , with information we may already have regarding the vector of unknown quantities, θ, that we wish to estimate. That is, we are to base our inference on the joint posterior distribution of all the unknowns. By way of Bayes Theorem, the joint posterior distribution, p(θ|Y ), of the unknown quantities, θ, given the observed data, Y , combines information from our data, as represented in the likelihood f (Y |θ), and the prior p(θ), or
A Bayesian formulation of a three-level hierarchical linear model 8 may begin with our general model above by specifying suitable (perhaps "flat" or "noninformative") priors for all remaining unknowns. In this analysis, we will employ the following noninformative conjugate (normal-Wishart) priors for the fixed effects, γ, and the variance-covariance matrices, (Σ, T, Ψ):
where (R 1 , R 2 , R 3 ), roughly the priors for (Σ, T, Ψ), are chosen to lead to relatively vague priors and (ν 1 , ν 2 , ν 3 ) are set to be identically 2. These values lead to proper posteriors for our analysis.
When used with starting values culled from the data from several classrooms, our procedure effects an approximate maximum likelihood solution 9 . Computations employ a version of the Markov chain Monte Carlo (MCMC) simulation strategy known as Gibbs sampling (see Cassela & George, 1992; Smith and Gelman, 1992; Gelman et al., 1995; Gilks et al., 1996) as implemented in programs such as WINBUGS (Spiegelhalter et al., 1999) . A solution via the Gibbs sampler involves repeated draws from the full conditional distributions of each parameter (conditional on all the others).
Upon convergence, this computational strategy produces a large sample of values from the joint posterior distribution (7), which may then be employed for making statistical inference. Thorough discussions on convergence issues for MCMC and on approaches for assessing convergence are given by Cowles and Carlin (1995) and Brooks and Roberts (1998) .
6.1 Defining the Teacher Value-Added Index, M j , and the Teacher Productivity Profile, P j
As we have stated in concluding Section 5, the goal of our analysis is to produce more realistic estimates of the teacher performance factors,υ 00j andυ 10j . For making inferences regarding these quantities, note that we do not employ the marginal posterior distributions ofυ 00j directly. One reason is the particular way we have parameterized the effects in our level 1 model, so thatυ 00j refers to a residual for teacher reading pre-test rather than the more general teacher pre-test for all the subjects.
Another more important reason is that, in defining the teacher-level standard, we need to begin with a direct estimate of the overall pre-test mean for the teacher, as we will explain next. Our ability to accommodate this wrinkle also highlights another significant advantage of our approach, in that we may easily estimate functions of parameters that take into account the uncertainties of its components.
As we have argued earlier, we wish to estimate some teacher productivity index as measured byυ 10j , against a standard that is the estimated distance of a teacher or classroom average of individual pre-test, which in our analysis is mean of the predicted pre-test
from some predefined and fixed target score, G 1ijk . The target, G 1ijk , as explained in Section 3, is the scale score on the post-test that corresponds to the 85th percentile point in our study. We form such a standard at the teacher level by the quantity
If we wish to measure the proportion of ground we have made up relative to how far we are from our target or goal, the desired quantity is the simple ratio of the teacher value-added to our standard which may be formed by
where we take expectation over tests (k) and students (i). Outside the proposed Bayesian estimation framework, reasonable inference for our index, M j , would be intractable. Aside from their dependence on some point estimates of the variance components, the sampling properties of ratios of random variables are notoriously problematic 10 . For an early discussion of such an index proposed for measuring teacher effectiveness, see Millman (1981) . More recently, a raw ratio of change over distance from target known as the Academic Performance Index (API), was adopted by the California Department of Education (CDE, 1999) . At this juncture, the CDE does not publish standard errors for API scores, but the procedures developed here can provide reasonable estimates.
Thum (2002) Although it is now straightforward to compute the point estimate M j , the information contained in its distribution can be better deployed if its inherent precision are represented explicitly. Instead of computingM j , we suggest computing the probability function
for some preset levels of α = 0, .03, .05, .07, .10, .12. That is, each α represents a selected value of relative gain, M j . When we plot P j against α for teacher j, we trace the teacher's productivity profile. This curve describes the probability, given the data, that the student on average had gained at least α of the standard (9). It is merely the probability of the posterior mean ofM j exceeding each level of α given the simulated sampling distribution. It can be interpreted as a measure of
confidence. An example with three teacher or school profiles is given in Figure 3 an alternative treatment to a standard on some stated cost-benefit criterion. Such quantities are more informative when compared with reliability calculations based on more conventional multilevel models, such as Bryk and Raudenbush (1992, pp. 177 ).
How Much was Gained and at What Precision?
Before we apply our model for describing teacher productivity, we should also discuss briefly how a productivity profile may be used for deciding whether a teacher "achieved" a certain level, α , of 10 Thum (2002) suggests, as a first approximation, an approach for calculating the standard error of the ratio of an estimate of gains to an estimate of the distance from the target based on the δ−method. Results are however not encouraging. 11 For another application of Bayesian meta-analysis, see Raudenbush, Fotiu and Cheong (1999) . 12 Because each axis is interpretable regardless of which object is being measured, this display may also mix teacher and school performance profiles to facilitate comparisons of units to its aggregate. For an example, see Section 8.1. (1), (2), and (3). In each panel, the corresponding performance profile, i.e., probability that υ 10j ≥ α ×Ŝ j , is overlaid. Panel (4) displays an overlay of only the performance profiles. The shaded portion of Panel (4) displays profiles for α ≥ 0, from which an indication of how much a teacher or a school had gained and what precision may be read off directly.
value-added gain. Given the uncertainties in our (in all) estimates, the productivity profile provides not only value-added estimates but their precisions as well. Decisions may therefore depend on what we accept, unilaterally by the accountability system or jointly with adequate buy-in by all partners, as a reasonable precision criterion. Individuals will meet a target at one precision level but fail to meet the same target at a higher level of precision. In our application, we illustrate such decisions using the 70% and 80% precision levels. We think that the productivity profile, by indicating how much is gained and at what precision, furnishes the required information base for sound statistical decisions. In a separate study, we will document its operation when teachers target their own productivity in merit-pay systems with payoff schemes that are functions of some adjusted gain size and precision level (Schacter, 2001 ).
Results for the Arizona TAP Teachers
Using equations (2, 4, and 6) as a template, we fit a total of five models to our data. We will describe each model, and its role in our analysis. Table 6 displays the marginal posterior means and standard deviations of the fixed effects and in Table 7 the marginal posterior means and the percentage of the variance components as a function of total variance. Covariances are displayed as correlations.
Also, various diagnostics pointed to convergence after 10,000 updates for all our solutions using the Gibbs sampler as implemented in WINBUGS. With an additional 40,000 updates, we received assurance that the solution had indeed converged.
Fitting the models to be described next encapsulates our misspecification analysis. For Model 0
and Model 4 we also performed exploratory analysis to assess distributional assumptions. Model 4, as it will be more clearly developed subsequently, represents our most acceptable model, given our data and assumptions. Q-Q plots of the standardized posterior means of teacher residuals show no significant departure from normality. Furthermore, the scatter plot of their joint distribution does not reveal any outlying teachers. This is significant as it is the teacher level random effects that are the objects of our inference. Although similar residuals at the student and score levels indicate a tendency for slightly thicker tails, we have no strong reason to suspect any substantial biases for estimates of teacher productivity. To assess the robustness of the posterior standard deviations in this case would, however, require an analysis which poses heavy-tailed distributions, from the multivariate-t family for example, for the error distributions at both the student and the test score levels.
Effect of Correlated Pre-Test Post-Test Score Residuals
Our first model includes only controls for subject matter and grade levels. Its results are given under the column heading "Model 0" in Table 6 . The third grade classroom score (norm adjusted) averaged about 606.9 (γ 000 ) on the reading pre-test. Predictably, fourth, fifth, and sixth grade classrooms are higher on the reading pretest. Fourth grade classrooms score about (γ 000 +γ 001 ) or (606.9 + 27.5) = 634.4, etc. We note that our procedure permits a direct estimate of the average classroom reading pre-test (γ 000 + γ 001 ), along with its posterior standard deviation. Similarly, the posterior distribution of fifth grade average mathematics pre-test can obtained by evaluating (γ 000 +γ 002 +γ 300 ). Compared with reading, classroom mathematics pre-test scores are lower by about 8 to 9 scale score points (γ 300 ), and language scores are also much lower (γ 200 = −32.52).
These shifts in location are a consequence of the scale differences among the tests and controlling for them would be necessary for correct estimates of pre-test level and gain when scores from the different tests are pooled in one analysis.
A key characteristic of this model is that the pre-test and post-test measurement errors are independent. Table 7 provides the posterior means of the variance-covariance component estimates.
Setting aside within student variances and covariances, we find that the variability of reading pretest are considerably higher, over twice, between students than between teachers or classrooms.
Student differences account for about 69% of the total variability on the pre-test.
This model also estimates that the average third grade teacher or classroom gained about 5.87 scale score points after adjusting for grade levels. The gain is significant. Fourth and sixth grade classrooms gained about the same amount but there appeared not to be any gains recorded for the fifth grade classrooms among the participating classrooms. It can be shown that the 95% interval for (γ 100 +γ 102 ) includes "0". Setting aside measurement error, gains between students totals about 43%. Table 7 ). Thus restricting measurement errors to be uncorrelated, as in Model 0, when the assumption is false attenuates the reliability of gains estimates at the student level. The marginal posterior standard deviation of student gain almost doubled from Model 0 to Model 1. Between student variance in gains now hover at 71%, up from 43%.
Effects of Student Covariates
Using Model 1 as our "baseline" model, we proceed to test the influence of the student level covariates. From the corresponding results for Model 2 in Table 6 and Table 7 , it appears that our set of student covariates, gender, ethnicity, LEP, special education status, whether gifted or otherwise, or prior attainment level, have little or no influence on the performance factors. Neither fixed effects nor variance components have changed when compared with the pattern of results for our baseline Model 1. This is not unexpected because in our model subjects serve as their own control, a finding that appears consistent with prior analyses employing matched gains (Sanders & Rivers, 1996) .
Effects of Measures of Classroom Composition
In Model 3, we add to Model 2 classroom composition measures to predict teacher level reading pre-test or gains. Results in Table 6 indicate that all seem to influence classroom pre-test reading in a predictable manner. Of the ethnicity categories, the proportion of African Americans in the classroom does not seem to relate to classroom level pre-test reading when all the other measures are in the model. We will note that this result may be peculiar to our data, or to suppressor effects.
We will take a more systematic search when testing this model with our new data. The results for classroom level gains are not entirely a surprise in that classroom composition does not seem to matter because, as we have argued earlier, gains are indeed related to such covariates but only through the pre-test and post-test scores themselves.
When we control for classroom composition in Model 3, a substantial portion of the between teacher or classroom variance is explained. The proportion of variance accounted for at the classroom level for reading pre-test dropped from 30% to 4%. In addition, taking classroom composition into account also strengthens the negative correlation between pre-test reading and gains at the To end the model fitting phase of our analysis, we retain in Model 4 only the significant terms from Model 3. Figure 4 traces the shrinkage in the residuals for classroom reading pre-test and classroom gains as we test our set of models. Comparing Model 3 and Model 4 it is clear that Model 3 is probably overfitting the data, inducing substantial and erratic rank changes. We will therefore employ the results from Model 4 as a basis for productivity measurement.
TAP Teacher Productivity
We remind the reader that while every student with a pre-and a post test score is included in our analysis, inference about teacher productivity is based only on classrooms with at least 10 children.
The Bayesian MCMC approach, discussed in Section 6, produces estimates of teacher or classroom impact estimates teacher or classroom productivity profiles. Figure 5 plots the productivity profiles of four selected teachers or classrooms under these three models. Each point on a productivity curve gives the probability, P j , that teacher or classroom j achieved a value-added ofυ 10j that is at least a proportion α of the standard,Ŝ j .
Our analysis suggests that there is a 75% chance that Teacher 75 made up on average at least a 10% of the target for the 2000 school year under Model 0 and Model 1. Under Model 4, his/her students averaged a higher gain of at least 12%. Adjusting the classroom pre-test for composition has thus increased the gain estimate for Teacher 75. Adjusting for classroom composition may not have this salutary effect for all obviously and when present the effect is not a constant shift in the entire curve. The evidence suggests that "tilting" of the curves can occur, i.e., adjustment affects not only the size of a gain but the shape of its sampling distribution.
In another school, Teacher 8 struggled with a fourth grade classroom with a disadvantaged pupil composition -41% LEP, 31% Hispanic, and 36% LOWNPR99. As his/her plot in Figure 5 suggests that his/her students had not made any appreciable gain in 2000. Adjusting for classroom composition has increased the classroom pre-test which in turn resulted in a decreased gain estimates. The adjusted curve thus sits below their unadjusted counterparts. Teacher 18, who had done relatively well in terms of our analysis, teaches a fourth grade classroom with 90% of the children in special education. Covariate adjustment produced a downward shift (and tilt), for the same reasons as we have seen for Teacher 8. Finally, results for Teacher 1 illustrate how gain estimates need to be characterized not just by their size but also their precisions. Teacher 1 attained a gain estimated at least 5% with 80% level of confidence but he/she may have gained as much as 6% if we need only to be 70% certain.
The impact for all teachers retained for this productivity analysis is clearly displayed in Figure 6 .
Teacher productivity curves for each grade are plotted separately. Horizontal reference lines indicate the 70% and 80% confidence levels. A general observation is that, by construction, productivity curves are generally higher at low α values and they usually level off or drop off as α increases.
Teacher 22's class fared well, attaining at greater than 12% with certainty. The assessment of Teacher 19 and Teacher 51's productivity will depend on how confident we need to be (see arrows labelled 1, 2 and 3), given the uncertainty in the data (and the model), as with the our teachers in all the remaining grades. On the whole, not many of our 65 teachers attained productivity levels of at least 5% at the 70% confidence level. Table 8 summarizes the results from our productivity analysis pooling across grade levels. The distributions of productivity are also shown in relation to the effect of adjustment for classroom composition (using Model 4). It is quite clear that the vast majority of students or teachers or classrooms have shown no progress. Adjusting for classroom composition, only 17 teachers achieved at least a 5% gain at the 70% confidence level. If we need to be more certain, our analysis suggests that only 12 attained at least a 5% gain at the 80% confidence level.
Estimating Subject Matter Specific Gains
It should be noted that Model 1 is only one of several useful parameterizations. In a separate analysis of data for 2000 and 2001, we estimated an average pre-test, along with subject-matter specific gains, replacing Equation 2 with Y tijk = π 0ij + π 1ij · (TIME tijk − 1) · LANG tijk + π 2ij · (TIME tijk − 1) · MATH tijk + π 3ij · (TIME tijk − 1) · READ tijk + ε tijk .
Moreover, all effects (π 0ij , π 1ij , π 2ij , π 3ij ) are treated as random. Briefly, the results, in terms of fixed effects and variance components, show no strong departure from comparable estimates for the 1999-2000 analyses reported above. The top panels in Figure 7 display the productivity results for
Teacher A and the bottom panels for Teacher B, based on the 2000-2001 data. Students of Teacher A had pre-test nearing the average (about 654) and showed significant gains on average, exceeding 15% at 70% confidence. From the left panel in Figure 7 however, we also see that language scores for these students may have declined while gains in mathematics and reading are substantial.
In terms of overall productivity, turning now to the right panel, this teacher appeared to have performed substantially better than the school average. Turning to Teacher B, whose students appear comparatively less prepared, it is clear that her students were performing at a little above the school average, just under 8% at 70% confidence, with any significant gain detected mostly in mathematics. 
Conclusion
In the preceding sections, we believe that we have made contributions to current thinking in accountability modeling in three fruitful directions. We not only employed multiple measures, we seriously try to incorporate their redundancy into the model, which is the whole point of tapping multiple measures in the first place. Our model provides estimates of teacher or classroom pre-test and and gains adjusted for student covariates and classroom composition. Finally, we illustrated a strategy for conveying the level of precision in our estimates of teacher performance. We view our work as a contribution to formative evaluation and, if we focus on the right set of outcomes, our productivity analysis may be helpful for informing teaching and learning. Beyond the measurement of value-added productivity, our work also represents an emerging framework for describing, and validating, the observed changes in performance (see also Kaplan & Elliot, 1997) .
Our experience with this model is now considerable. With more waves of data and more variables about the teacher and his students on the way, our experience with the operating characteristics of the procedure will no doubt be further enriched. But the user of such procedures must heed the many misgivings voiced from all sides (Millman, 1981; Berk, 1988; Haertel, 1986; Glass, 1990; Shinkfield & Stufflebeam, 1995) . They do not just concern the accuracy of such models, but also its unintended impact on teaching and learning. It is also important to recognize that some of the sharpest cautions have come from educational statisticians themselves (Thomas and Goldstein, 1995; Tymms, 1990; Linn, 2000) . It is our intention that our procedure and results be the subject of continuous internal and external audits in the interest of continuous improvement.
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