Clustering is a NP-hard problem that is used to find the relationship between patterns in a given set of patterns. It is an unsupervised technique that is applied to obtain the optimal cluster centers, especially in partitioned based clustering algorithms. On the other hand, cat swarm optimization (CSO) is a new metaheuristic algorithm that has been applied to solve various optimization problems and it provides better results in comparison to other similar types of algorithms. However, this algorithm suffers from diversity and local optima problems. To overcome these problems, we are proposing an improved version of the CSO algorithm by using opposition-based learning and the Cauchy mutation operator. We applied the opposition-based learning method to enhance the diversity of the CSO algorithm and we used the Cauchy mutation operator to prevent the CSO algorithm from trapping in local optima. The performance of our proposed algorithm was tested with several artificial and real datasets and compared with existing methods like K-means, particle swarm optimization, and CSO. The experimental results show the applicability of our proposed method.
Cat Swarm Optimization
Chu et al. [23] have introduced a new meta-heuristic algorithm based on the behavior of cats and named it CSO. Cats have two distinct characteristics that make them different from other species. One is a strong curiosity about moving objects and the other is outstanding hunting skills. Based on these characteristics, the two modes of the seeking mode and the tracing mode are identified [23] . The seeking mode describes the curiosity of cats in regards to moving objects, while the tracing mode describes their outstanding hunting skills. A mathematical model is formed by combining these two modes to solve the optimization problems. In d-dimensional space, cats are represented using the position and velocity vectors. A problem specific fitness function is defined to direct the next search step. In the CSO algorithm, the position of the cats represent the possible solution set and a flag is used to determine the cat's mode.
Seeking Mode
The seeking mode of the CSO algorithm can be viewed as a global search for the solution in the random search space for an optimization problem. The terms related to the seeking mode are discussed as listed below.
• Seeking Memory Pool (SMP): this can be defined as the number of copies of a cat produced in the seeking mode.
• Seeking Range of the selected Dimension (SRD): this can be defined as the maximum difference between the old and new positions of cats in the dimensions that have been selected for mutation.
• Counts of Dimension to Change (CDC): this can be defined as the number of dimensions go for mutation. The steps involved in this mode are: 1. Make 'i' copies of catj, where 'i' equals the seeking memory pool. If 'i' is one of candidate solutions, then 'i'=SMP-1 else 'i'=SMP 2. Determine the shifting value for each 'i' copies using (SRD*position of catj). 3. Determine the number of copies undergo mutation (Randomly add or subtract the shifting value to 'i' copies). 4. Evaluate the fitness of all copies. 5. Pick the best candidate from the 'i' copies of catj and place it at the of j th position cat.
Tracing Mode
The tracing mode of the CSO algorithm is similar to local search. In this mode, cats update their velocities and positions by targeting the objects with high speed. As a result of this, a large difference occurs between the positions of the cats. The position (X ୨ ୢ ) and velocity (V ୨ ୢ ) of the j th cat in the ddimensional space is described as:
The best position of the cat is represented as:
, … … . X ୠୣୱ୲ ୈ ሽ and the velocity and position of the j th cat is updated using Eqs. (1) and (2) . 
where, X ୨ ୬ୣ୵ ୢ denotes the updated position of the j th cat, X ୨ ୢ denotes the current position of the j th cat, and V ୨ ୢ represents the velocity of the j th cat
Improved Cat Swarm Optimization
This section describes the structure of our proposed algorithm. In order to make the CSO algorithm more effective and competent for clustering problems, a few modifications are inculcated into the original CSO algorithm. The diversity nature of the CSO algorithm is enhanced using the oppositionbased learning method and the Cauchy mutation operator is used to overcome the local optima problem. The detailed description of these modifications are described below.
Cauchy Mutation Operator
The Cauchy mutation operator is used to prevent the CSO algorithm from falling into the local optima, especially in the tracing mode. Many researchers have introduced the concept of mutation [29] [30] [31] [32] . The idea behind the inclusion of a mutation operator with heuristic approaches is to prevent the local optima and to increase the population diversity. To achieve the same, the best position of cat is mutated. The Cauchy mutation operator is explained using Eqs. (2) and (3).
where, Vሾjሿሾdሿ represents the velocity vector of the j th cat in the d th dimension, d = 1, 2, … D, and Wሺdሻ is a weight vector in the range of [-Wmin, Wmax].
In Eq. 
Opposition Based Learning
Rahnamayan et al. [33, 34] introduced the concept of opposition-based learning with the meta-heuristic approaches to solve the optimization problems. This concept is further explored by Wang et al. [35, 36] . According to opposition-based learning, assume that X is the solution for a given problem; then, the opposite of X will be the other candidate solution. In this case, the chances to obtain the optimal solution will be increased. Opposite number [35] : let X ∈ (a, b) be a real number; then, the opposite of x is given by:
In Eq. (5), X ᇱ denotes the opposite solution, X denotes the current best solution, 'a' and 'b' are two constants. Moreover, in the d-dimensional search space the above equation can be rewritten as.
The opposite number can be described as:
The opposition-based learning can be defined as. Assume X = (X ଵ , X ଶ , … … . X ୢ ) is a point in the ddimensional space (i.e., a candidate solution) and f(X) is a fitness function that is used to evaluate the fitness of candidate solutions. According to the above definitions
. If fሺXሻ is better, then update X; otherwise, X ᇱ . It is also mentioned that both the X and X ᇱ are simultaneously computed and keep the best one. The variables a ୢ and b ୢ denote the minimum and maximum values of the j th dimension.
Boundary Constraints
In the CSO algorithm, when a data instance crosses the boundary constraints of the dataset, then it is replaced with the values that are near the boundary of the dataset. If the data instances cross the boundary constraints frequently, then the algorithm assigns the values to each data instance near the dataset boundary. Therefore, there is a possibility to trap the algorithm in the local optima and lose the diverse nature. Hence, to overcome this problem, the two following modifications are proposed in the CSO method: one for the seeking mode and another for the tracing mode. In the seeking mode, the addition and subtraction of the shifting value to the cluster centers may lead the data vectors to cross the boundary of the dataset. Hence, a mechanism has been introduced to deal with such data vectors and the proposed mechanism can be defined as explained below.
If the data vector X ୨ ୢ < X ୫୧୬ ୢ then:
where, X ୨ ୬ୣ୵ dataset, and 'a' is a variable that is used to prevent the data vectors from getting stuck in the local optima near the boundary of the dataset. The variable 'a' is calculated using the following equation:
In Eq. (8), the current iteration denotes the present iteration number and the maximum iteration defines the total number of iteration sets to execute the algorithm.
If the data vector X ୨ ୢ > X ୫ୟ୶ ୢ , then:
where, 'a' is a variable that is used to prevent the data vectors from being getting stuck in the local optima and it is calculated using Eq. (10):
Another modification is employed in the tracing mode of the CSO algorithm. In the tracing mode, a cat traces his/her target with high speed. Mathematically, it can be achieved by defining the position and velocity of cats in the d-dimensional random search space. Thus, Eq. (2) obtains the new position of the j th cat. As such, there is possibility that the positions of the cats may cross the boundary limits. To deal with such data vectors, another method is described and the proposed method can be outlined as listed below.
When any data vector X ୨ ୢ < X ୫୧୬ ୢ , then:
When any data vector X ୨ ୢ > X ୫ୟ୶ ୢ , then:
Hence, as discussed above the population diversity of the CSO method is enhanced by using opposition-based learning and the local optima problem is sorted by using the Cauchy mutation operator. As a result of these modifications, the algorithm can explore more solution and it is also limits the data vectors in a random search space (using Eqs. (7) and (9) 13 . Go to Step 6, until the maximum iteration is reached. 14. Obtain the final solutions.
Where, SSEsbest , SSEtbest, SSEMut., and SSEgbest represent the value of the fitness function in the seeking mode, tracing mode, the Cauchy mutation operator, and the global fitness of the CSO algorithm. Xsbest, Xtbest, XMbest, and Xgbest denote the best position achieved by catk in the seeking mode, tracing mode, the Cauchy mutation operator, and global best. 
Experimental Results
This section describes the simulation results of the proposed algorithm with several datasets from the UCI repository. We compared the performance of the proposed algorithm against the K-Means, PSO, and CSO algorithms using the sum of the intra cluster distance, standard deviation, and F-measure parameters. We evaluated the performance of the proposed algorithm using ART1, ART2, iris, CMC, cancer, and wine datasets. The ART1 and ART2 datasets are artificial datasets that were generated in MATLAB 2010a. While, the rest of datasets are real datasets that were taken from the UCI repository. We used the MATLAB 2010a environment to implement the proposed algorithm. The algorithm was independently run 20 times with randomly initialized cluster centers.
Performance Measures

Intra Cluster Distance
Intra cluster distance can be defined as the distance between the data objects within clusters to their respective cluster centers. This parameter also indicates the quality of clustering (i.e., the smaller the intra cluster distance, the better the quality of the solution). The results are measured in terms of best, average, and worst solutions.
Standard Deviation
Standard deviation gives the information about the scattering of data within a cluster. A lower standard deviation value indicates that the data objects are scattered near cluster centers, while a high value indicates that the data is dispersed away from its center point.
F-Measure
F-Measure can be measured in terms of the recall and precision of an information retrieval system. It is also described as a weighted harmonic mean of recall and precision. The value of the F-measure, F(i, j), is computed as follows:
The value of the F-measure for a given clustering algorithm that consists of n number of data instances is given as:
ୀଵ
Datasets
The detailed descriptions of ART1 and ART2 datasets are given as below and the characteristics of the rest of the datasets are summarized in Table 1. ART1: This is a two-dimensional dataset that is created in MATLAB to validate the proposed algorithm. It consists of 300 instances with two attributes and three classes. Classes in the dataset are circulated using μ and λ, where μ is the mean vector, λ is the variance matrix, and the values of μ1 = [3, 1] ART2: This is a three-dimensional data that consists of 300 instances with three attributes and three classes. Data is created using μ1 = [10, 25, 12] , μ2 = [11, 20, 15] , μ3 = [14, 15, 18] 
Parameter Settings
In order to evaluate the performance of the proposed algorithm, user-defined parameters have to be processed first. The proposed algorithm consists of five user-defined parameters, such as SRD, SMP, c1, r1, and SPC. The parameter settings of the proposed algorithm and other algorithms being compared are given in Table 2 . Table 3 shows the simulation results of the K-means, PSO, CSO, ICSO, and OL-ICSO algorithms. It is shown that the OL-ICSO algorithm provides better results in comparison to other algorithms. It is also noted that improvements in the CSO algorithm (ICSO and OL-ICSO algorithms) not only improves the results with ART1 and cancer datasets but also enhances the results with all other datasets using all of the parameters. It can be observed from the results that the OL-ICSO algorithm obtains a minimum intra cluster distance using all of the datasets, as well as higher values of F-measure parameters from among all of the algorithms. Figs. 2 and 3 show the convergence of the intra-cluster distance and fmeasure parameters for the wine dataset using all of the algorithms. The time consumptions of all of these algorithms with artificial datasets are nearly the same. In the case of the iris, cancer, CMC, and wine datasets, the K-means algorithm takes less execution time than the other algorithms and the time it takes to do so is 18, 26, 49, and 43 seconds, respectively. The time consumptions of the OL-ICSO algorithm for real datasets are 51, 131, 143, and 106 seconds, respectively. While, the time consumptions of the CSO algorithm are 47, 139, 148, and 97 seconds, respectively. 
Results and Discussion
Conclusion
In this work, opposition-based learning and the Cauchy mutation operator are applied to enhance the population diversity and prevent the local optima problem of the CSO algorithm. Moreover, some heuristics are also proposed to deal such data vectors which cross the boundary of the dataset. From Table 3 , it is observed that the Cauchy mutation operator improves the performance of the CSO algorithm (ICSO) in comparison to the original CSO algorithm. However, the population diversity of the CSO algorithm is not improved. In order to enhance the population diversity of the CSO algorithm, the opposition-based learning concept is used in combination with the Cauchy mutation operator. From the results, it is concluded that the opposition-based learning method with Cauchy mutation operator (OL-ICSO) combination not only enhanced the population diversity, but also prevents the local optima problems of the CSO algorithm. We also discovered that the proposed OL-ICSO algorithm provides better performance in comparison to K-Means, PSO, CSO, and ICSO algorithms using six datasets.
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