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NESTED DIRICHLET PROCESS FOR POPULATION SIZE
ESTIMATION FROM MULTI-LIST RECAPTURE DATA
By Shuaimin Kang and Krista Gile and Megan Price
Heterogeneity of response patterns is important in estimating the
size of a closed population from multiple recapture data when capture
patterns are different over time and location. In this paper, we extend
the non-parametric one layer latent class model for multiple recap-
ture data proposed by Manrique-Vallier (2016) to a nested latent
class model with the first layer modeling individual heterogeneity
and the second layer modeling location-time differences. Location-
time groups with similar recording patterns are in the same top layer
latent class and individuals within each top layer class are dependent.
The nested latent class model incorporates hierarchical heterogeneity
into the modeling to estimate population size from multi-list recap-
ture data. This approach leads to more accurate population size esti-
mation and reduced uncertainty. We apply the method to estimating
casualties from the Syrian conflict.
1. Introduction. The estimation of the size of a closed population from
multi-list recapture data has been studied in many settings, for example esti-
mation of census undercount [Chao and Tsay, 1998][Darroch et al., 1993], es-
timation of deaths in armed conflict [Ball et al., 2003][Manrique-Vallier et al.,
2013][Manrique-Vallier et al., 2019], estimation of drug injectors [Overstall
et al., 2014] and estimation of human trafficking victims [Heijden, 2016]. In
general, each record in the multi-list recapture data has descriptive features,
like time, location, gender, age, etc. To reduce uncertainty of list capture
probabilities imposed by hierarchical structure such as location difference,
it’s necessary to account for heterogeneity of response patterns in estimating
the population size. One way to account for this heterogeneity is stratifica-
tion. Stratification by every available location or time category may result in
too many strata [Ball et al., 2003] [Manrique-Vallier et al., 2019]. Combining
categories based on expert opinion is highly subjective. In this paper, we put
heterogeneity caused by location and time into the model by building a non-
parametric multi-layer latent class model based on the non-parametric one
layer latent class model for multiple recapture data (LCMCR) proposed by
Manrique-Vallier [2016]. In Manrique-Vallier (2016)’s paper, the latent layer
models individual heterogeneity and individuals in the same latent class
MSC 2010 subject classifications: Primary Nested Dirichlet Process mixture model, Hi-
erarchical structure, Local dependence, Heterogeneity, Multi-list recapture data
1
ar
X
iv
:2
00
7.
06
16
0v
1 
 [s
tat
.A
P]
  1
3 J
ul 
20
20
2are independently captured by each data source. To reflect the hierarchical
structure of the data, we add an additional layer on top of the individual
layer to capture the top group (location-time) differences and to allow de-
pendence among individuals in the same top latent layer.
Our work is motivated by the problem of estimating the number of casualties
in the Syrian conflict. This conflict spanned many years and many regions
of Syria, with times and periods of relative calm and heated conflict. We
consider data from four reporting sources, with different reporting patterns
across time, region, and type of death.
Many techniques estimate the population size by modeling list dependency.
A class of generalized linear models, known as log-linear models [Bishop
et al., 1975] assume the expected log of cell count is linearly related to
a set of list interactions. Averaging over Bayesian decomposable graphical
models, which represent graphical models of list dependency, is also a clas-
sical method to estimate the population size from multi-list recapture data
[Madigan et al., 1995][Madigan and York, 1997]. Those methods treat all
individuals the same which may not be proper in some cases. For example
civilian and military deaths in the Syrian conflict data are captured dif-
ferently by some data lists. Rasch models and extensions on them [Rasch,
1993] [Darroch et al., 1993] [Agresti, 1994] [Fienberg et al., 1999] incor-
porate individual heterogeneity into the log-linear model. A more flexible
method, mixture models has also been used to capture individual hetero-
geneity [Manrique-Vallier and Fienberg, 2008] [Manrique-Vallier, 2016]. One
strong assumption in the one layer latent class model is that individuals are
independent, which might not be proper for data with hierarchical structure.
A popular alternative to the one layer latent class model for solving the indi-
vidual dependence problem in nested data is multi-level latent class models
[Vermunt, 2003] [Teh et al., 2006] [Rodrlguez et al., 2008]. However, multi-
level latent class models haven’t been applied in population size estimation
for multi-list recapture data. In over-time and across-location multi-list re-
capture data, we want the top layer to capture location-times that having
similar recording patterns and the bottom layer to capture hidden classes
of individuals within the top layer latent class. To realize this goal, both
the hierarchical Dirichlet process (HDP) [Teh et al., 2006] and the nested
Dirichlet process (NDP) [Rodrlguez et al., 2008] are great candidates. NDP
allows both mixture components and weights to change within different top
layer classes, but HDP only differs in weights. Due to the complicated and
potentially highly distinct list dependencies among top layer latent classes,
recording patterns might differ very much between one class containing lo-
cations with intense conflicts and one class containing locations with much
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less conflict. Therefore, we use the nested Dirichlet Process in this paper.
NDP is usually applied in clustering nested data, like data with topic hier-
archies [Blei et al., 2003][Blei et al., 2010][Fox et al., 2011]. In this paper,
we extend it for multiple recapture data to identify more accurate hidden
homogeneous classes among top level groups and among individuals within
top level groups to better estimate population size from multi-list recapture
data.
The article is organized as follows. In Section 2, we talk about the data
and problem that motivates us for this paper. Then we review the one layer
non-parametric latent class model for multiple recapture data (LCMCR),
introduce our proposed approach nested latent class model for multiple re-
capture data (NLCMCR), and we apply MCMC inference for parameter
estimation in Section 3. In Section 4, we do simulations to compare results
from the one layer latent class model (LCMCR) and our nested latent class
model (NLCMCR). In Section 5, we apply the NLCMCR in a sample of
Syrian conflict data to estimate population size. In Section 6, we discuss
this paper and make conclusions.
2. The Syrian conflict data. Human Rights Data Analysis Group
(HRDAG) is a non-profit organization that applies rigorous science to the
analysis of human rights violations around the world. One of its project is
to estimate the total number of killings during the Syrian conflict based
on multi-list recapture data. The Syrian conflict data we are using contains
documented, identifiable victims who were killed during Syrian conflict from
March 2011 to March 2016. Each death record has variables describing this
person, which include the person’s name, death date, governornate (region in
Syria), gender, age. Deaths were recorded by four data sources (S = 4) inves-
tigating deaths in the Syrian conflict, namely Syrian Center for Statistics and
Research (SCSR), Damascus Center for Human Rights Studies (DCHRS),
Syrian Network for Human Rights (SNHR) and Violations Documentation
Center (VDC). Each record might be captured by more than one data source,
thus the number of capture patterns is 2S − 1 = 15 excluding the undocu-
mented killings, with S as number of data sources. Due to data confidential,
in this paper we randomly generate a sample of n = 36226 from all the doc-
umented killings. More details about the full documented victims have been
discussed in Price et al. [2013a], Price et al. [2013b], and Price et al. [2014].
The number of killings recorded under each pattern in this sampled Syrian
conflict data is summarized in Table 1. We can see that n1000 = 6039 deaths
are captured by VDC only, n1010 = 652 are captured by VDC and DCHRS,
not by SNHR and SCSR, and n1111 = 4252 are captured by all four data
4Table 1
Number of killings under each recording pattern in the sampled Syrian conflict data
VDC SNHR DCHRS SCSR Num-Records
1 0 0 0 n1000 = 6039
0 1 0 0 n0100 = 3273
0 0 1 0 n0010 = 1363
0 0 0 1 n0001 = 2370
1 1 0 0 n1100 = 3099
1 0 1 0 n1010 = 652
1 0 0 1 n1001 = 2060
0 1 1 0 n0110 = 921
0 1 0 1 n0101 = 1410
0 0 1 1 n0011 = 514
1 1 1 0 n1110 = 1346
1 1 0 1 n1101 = 6483
1 0 1 1 n1011 = 1572
0 1 1 1 n0111 = 872
1 1 1 1 n1111 = 4252
0 0 0 0 n0000 =?
sources. Estimating the undocumented killings is equivalent to estimating
n0000, and is the goal of our number inference. In the Syrian conflict data,
documented killings are from 14 governorates across the country. Since our
sampled data are generated randomly from the full data set, recording pat-
terns in our sampled data are similar as the full documented Syrian conflict
data. From Figure 1, we can see that recording patterns within governorate
change overtime. For example from 04/2011 to 12/2012 deaths captured by
all four sources overtake records in other patterns in Rural Damascus. From
01/2013 to 08/2014, more deaths are captured by VDC, SNHR and SCSR
together, but not by DCHRS. From 03/2015 to 12/2015, n1101 is larger
than others or more deaths were captured by VDC, DCHRS and SCSR,
but not by SNHR. Some sources capture more killings than others in some
governorates, for example, most killings were recorded by VDC in Tartus.
Meanwhile, the documented number of killings recorded in different gover-
norates differs much too. All those differences are not hard to explain if we
think about the location of each governorate, when and where a small or
a big event happened. With those findings, we believe that it’s not a good
idea to combine all the death records simply over all time and governorates
like what we did in Table 1 to estimate the total number of killings. Due
to the long period and many governorates in this data set, it’s also a chal-
lenge to do proper stratification subjectively. Therefore, our nested model
is important for detecting higher level (e.g. governorate-time) strata in this
problem.
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Fig 1. Stacked barplots for proportion of records by 15 capture patterns over time in the
sampled Syrian conflict data. This plot only shows barplots from four governorates and it’s
based on monthly data. The recording pattern corresponds to data sources VDC, SNHR,
DCHRS, SCSR in order.
63. Nested Dirichlet Process for multiple recapture data (NL-
CMCR).
3.1. Bayesian non-parametric product-Bernoulli mixture model with Dirich-
let Process prior. Manrique-Vallier [2016] applied the Bayesian non-parametric
latent class model to the population size estimation problem for the multi-
ple recapture data (LCMCR). It assumes the population has some hidden
homogeneous strata, within which individuals are captured independently
by data lists. The model for it is expressed as the following,
yi,s =
{
1, if person i is captured by the sth data list
0, otherwise,
(yi,s|zi = k) ∼ Bernoulli(λk,s)
zi ∼ Cat(pi1, pi2, · · · , pik, · · · )
λk,s ∼ Beta(1, 1)
(pi1, · · · , pik, · · · ) ∼ SB(α), α ∼ Gamma(a, b)
where,
• i = 1, · · · , N , s = 1, · · · , S, k = 1, 2, · · · . N is the population size, S is
the number of data lists and k is the latent class label.
• λk,s represents the probability that a person in the kth latent class is
captured by the sth data list.
• zi is the latent class label for the ith individual. It has a categorical
prior Cat(pi1, · · · , pik, · · · ).
• Prior for the latent class proportion is a stick-breaking prior: (pi1, · · · , pik, · · · ) ∼
SB(α). Stick-breaking prior is generally used for non-parametric la-
tent class model to learn number of latent classes instead of specify a
certain number to the number of latent classes.
Given prior P (N) ∝ ∞ to the population size N , MCMC can be applied to
estimate the population size from re-capture data and list capture probabil-
ities within each homogeneous latent group.
This one layer latent class model with Dirichlet Process prior does not ac-
count for nested structure in the data. As discussed in Chen [2012]’s paper,
ignoring a higher level structure may result in poor classification of individu-
als to the correct latent class and larger standard errors for estimated group
level parameters. Since we can compare latent groups based on individ-
ual characteristics, better individual clustering is important in our analysis.
Therefore, we extend the one layer latent class model to a multi-level latent
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class model, Bayesian non-parametric product-Bernoulli mixture model with
nested Dirichlet Process prior.
3.2. Bayesian non-parametric product-Bernoulli mixture model with nested
Dirichlet Process prior. In this paper, we build a nested latent class model,
product-Bernoulli mixture model with nested Dirichlet Process as prior, for
population size estimation from multi-list recapture data (NLCMCR). As-
sume individuals belong to latent classes in layer 1, and covariate groups
(e.g. location-time) belong to latent classes in layer 2. Conditional on both
latent layers, individual capture probabilities for each list are independent,
of both other lists and other individuals. The probability that an individ-
ual is captured by the sth list is denoted λk,l,s, where k is their top-layer
class and l is their layer 1 class. This means this probability is influenced by
both the individual’s layer 1 latent class l and its top level latent class k.
Meanwhile, for individual i in location-time j, its first layer latent class z
(1)
i,j
depends on its top layer latent class z
(2)
j . From Figure 3.2, we can see that
individuals in the same latent class are independent given class in the one
layer latent class model. From Figure 5, we can see a graphical model with
nested structure. Its top layer latent class reflects group (e.g. location-time)
heterogeneity and the first layer models individual heterogeneity within its
top layer. In the two layer latent class model, we relax the local independent
assumption in the one layer latent class model. Individuals in the same top
layer latent class are allowed to be dependent. If our data are given by
yi,j,s =
{
1, if person i, in the jth top group is captured by the sth data list
0, otherwise,
our model is:
(yi,j,s|z(1)i,j = l, z(2)j = k) ∼ Bernoulli(λk,l,s)
(z
(1)
i,j |z(2)j = k) ∼ Cat(pi(1)k,1, pi(1)k,2, · · · , pi(1)k,l , · · · )
z
(2)
j ∼ Cat(pi(2)1 , pi(2)2 , , · · · , pi(2)k , · · · )
λk,l,s ∼ Beta(1, 1)
(pi
(1)
k,1, · · · , pi(1)k,l , · · · ) ∼ SB(αk), αk ∼ Gamma(ak, bk)
(pi
(2)
1 , · · · , pi(2)k , · · · ) ∼ SB(α0), α0 ∼ Gamma(a0, b0),
where
• i = 1, · · · , Nj ; j = 1, · · · , J ; s = 1, · · · , S; Nj and nj are the number of
total and observed individuals in the jth second layer group (e.g. jth
8Fig 2. One layer Latent class model: Z, individual latent class
Yi;1 Yi;2 Yi;S
Z
(1, · · · ,K)
location-time), J is the number of second layer groups, S is the number
of data sources. Total number of observed individuals is n =
∑J
j=1 nj
and the population size is N =
∑J
j=1Nj .
• (z(1)i,j = l|z(2)j = k) means the ith person in the jth top group falls into
the lth first layer latent class given its second layer latent class as k.
k, l = 1, 2, · · · .
• We use a stick-breaking prior, which is popularly used in non-parametric
Bayesian mixture models to learn the number of mixture components
from data.
(pi
(2)
1 , · · · , pi(2)k , · · · ) ∼ SB(α0), (pi(1)k,1, · · · , pi(1)k,l , · · · , ) ∼ SB(αk),
where pi
(2)
k = U
(2)
k Π
k−1
h=1(1 − U (2)h ), U (2)k ∼ Beta(1, α0) and pi(1)k,l =
U
(1)
k,l Π
l−1
h=1(1− U (1)k,h), U (1)k,h ∼ Beta(1, αk).
Suppose (pi
(2)
1 , · · · , pi(2)k , · · · ) ∼ SB(α0). For a unit-length stick, each
time break a proportion U (2) of the remaining stick. After the (k−1)th
break, there is Πk−1h=1(1 − U (2)h ) left, then the kth break length will be
U
(2)
k Π
k−1
h=1(1 − U (2)h ), which equals to pi(2)k . Since U (2)k ∼ Beta(1, α0),
large α0 gives small break proportions U
(2)
k for k = 1, · · · , then small
break length pi
(2)
k and large number of breaks. Thus, α0 controls the
number of latent classes in the second layer and αk controls the number
of latent classes in the first layer given its top layer in latent class
k. Large pi
(2)
k s, k = 1, · · · , and pi(1)k,l s, l = 1, · · · , will corresponding
to cluster proportions learnt from data by the model. We take large
enough upper bounds K∗ and L∗ for number of latent classes in the
second and first layers.
3.3. Markov Chain Monte Carlo for parameter estimation. An MCMC
based Gibbs sampling procedure has been well developed for parameter es-
NESTED DIRICHLET PROCESS FOR POPULATION SIZE ESTIMATION FROM MULTI-LIST RECAPTURE DATA9
Fig 3. Two layers latent class model: Z(1), individual layer, Z(2), top (e.g. location-time)
layer.
Yij;1 Yij;2 Yij;S Yij′ ;1 Yij′ ;2 Yij′ ;S
Z(1)
(1, · · · , L[k])
Z(1)
(1, · · · , L[k])
Z(2)
(1, · · · ,K)
timation in the one layer mixture model in the multi-list recapture set-
ting [Manrique-Vallier, 2016] [Manrique-Vallier and Fienberg, 2008] [Fien-
berg et al., 1999]. Meanwhile, MCMC for the Nested Dirichlet Process
is also studied in the clustering nested data problem [Rodrlguez et al.,
2008]. In this paper, we use the data augmentation and jointly update
population size N and latent variables z(2),0 and z(1),0 using a conditional
decomposition [Manrique-Vallier, 2016] [Basu and Ebrahimi, 2001] to up-
date parameter N . For the Nested Dirichlet Process mixture model above,
the full likelihood given latent classes z(1), z(2) and parameter set Θ =
{λ, pi(2), pi(1), αk=1,···, α0, ak=1,···, bk=1,···, a0, b0} is
P (Y,w|z(1), z(2),Θ) ∝
(
N
n,w1,1, · · · , wk,l, · · ·
)
ΠkΠl
[
pi
(2)
k pi
(1)
k,l Π
S
s=1(1− λk,l,s)
]wk,l
ΠkΠlΠ
S
s=1
[
pi
(2)
k pi
(1)
k,l (1− λk,l,s)
]nk,l,s;0ΠkΠlΠSs=1[pi(2)k pi(1)k,l λk,l,s]nk,l,s;1
I(n+
∑
k
∑
l
wk,l=N)
,
wherew = {wk,l; k = 1, · · · ,K; l = 1, · · · , L}, wk,l = size of set {(yi,j,s=1,··· ,S =
0)&(z
(2)
j = k)&(z
(1)
i,j = l)} is the number of un-documented records that
fall into the second layer latent class k and the first layer latent class l.
nk,l,s;1 = ||{(yi,j,s = 1)&(z(2)j = k)&(z(1)i,j = l)}|| is the number of doc-
umented records falling into the second layer latent class k and the first
10
layer latent class l and captured by the sth data list. nk,l,s;0 = ||{(yi,j,s =
0)&(z
(2)
j = k)&(z
(1)
i,j = l)&(yi,j,s=1,··· ,S not all equals to 0)}|| is the number
of documented record fall into the second layer latent class k and the first
layer latent class l and not captured by the sth data list.
Instead of setting the number of latent classes to be infinity, truncated ap-
proximation is used by setting large numbers K,L to the second and first
latent classes [Ishwaran and James, 2001][Ishwaran and James, 2002]. The
MCMC iterates as follows:
1. Update top layer latent class z
(2)
j :
P (z
(2)
j = k|Y, pi(1)) =
∑
z
(1)
1,j
· · ·
∑
z
(1)
nj,j
P (z
(2)
j = k, z
(1)
1,j , · · · , z(1)nj ,j |Y )
∝
∑
z
(1)
1,j
· · ·
∑
z
(1)
nj,j
P (Y |z(2)j = k, z(1)1,j , · · · , z(1)nj ,j)P (z
(2)
j = k, z
(1)
1,j , · · · , z(1)nj ,j)
=
∑
z
(1)
1,j
· · ·
∑
z
(1)
nj,j
P (yi,j ; i = 1, · · · , nj |z(2)j = k, z(1)1,j , · · · , z(1)nj ,j)
∗ P (z(1)1,j , · · · , z(1)nj ,j |z
(2)
j = k)P (z
(2)
j = k)
=
nj∑
i=1
L∑
z
(1)
i,j =1
ΠSs=1λ
yi,j,s
k,z
(1)
i,j ,s
(1− λ
k,z
(1)
i,j ,s
)1−yi,j,spi(1)
k,z
(1)
i,j
pi
(2)
k
2. Update first layer latent class z
(1)
i :
P (z
(1)
i,j = l|z(2)j = k, Y, pi(1))
∝ P (yij |z(2)j = k, z(1)i,j = l)P (z(1)i = l|z(2)j = k)
∝ ΠSs=1λyi,j,sk,l,s (1− λk,l,s)1−yi,j,spi(1)k,l
3. Update list capture parameters λk,l,s:
P (λk,l,s| · · · ) ∝ (1− λk,l,s)wk,lΠJj=1Πnji=1λyi,j,sk,l,s (1− λk,l,s)1−yi,j,s
(λk,l,s| · · · ) ∼ Beta(1 + nk,l,s;1, 1 + nk,l,s;0 + wk,l).
4. Update pi
(2)
k : pi
(2)
k = U
(2)
k Πh<k(1− U (2)h )
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Since
P (pi
(2)
k , pi
(1)
k,l | · · · ) ∝ P (y|pi(2)k , pi(1)k,l , · · · )P (pi(2)k , pi(1)k,l )
∝ ΠSs=1
[
pi
(2)
k pi
(1)
k,l
]nk,l,s+mk,l,s+wk,l,sλnk,l,sk,l,s (1− λk,l,s)mk,l,s+wk,l,sP (pi(2)k , pi(1)k,l )
changing pi
(2)
k to an expression with U
(2)
k using pi
(2)
k = U
(2)
k Πh<k(1 −
U
(2)
h ) and combining with Beta prior of U
(2)
k , gives a Beta posterior
for U
(2)
k , which we can use the update pi
(2)
k .
let U
(2)
K∗ = 1, U
(2)
k ∼ Beta(1+u(2)k , α0+
∑
h>k u
(2)
h ) for k = 1, · · ·K∗−1,
and u
(2)
k = n
(2)
k +w
(2)
k . n
(2)
k , w
(2)
k are the numbers of captured and non-
captured individuals whose second layer latent class is k.
5. Update α0: α0 ∼ Gamma(a0 − 1 +K∗, b0 − logpi(2)K∗).
6. Update pi
(1)
kl : pi
(1)
kl = U
(1)
kl Πh<l(1− U (1)kh )
let U
(1)
kL∗[k] = 1, U
(1)
kl ∼ Beta(1+u(1)kl , αk+
∑
h>l u
(1)
kh ) for l = 1, · · ·L∗[k]−
1, and u
(1)
kl = nkl + wkl. nkl, wkl are the numbers of individuals cap-
tured and non-captured in the class with it’s first layer latent class l
and second layer latent class k.
7. Update αk: αk ∼ Gamma(ak − 1 + L∗[k], bk − logpi(1)kL∗[k]).
8. Update N,wkl for all k, l: Given P (N) ∝ 1/N ,
P (N,wkl| · · · ) ∝ (N − 1)!
ΠKk=1Π
L∗[k]
l=1 wkl!(n− 1)!
ΠKk=1Π
L∗[k]
l=1 ρ
wk1
kl (1−
K∑
k=1
L∗[k]∑
l=1
ρwk1kl )
n
This is a negative multinomial distribution withN =
∑K
k=1
∑L∗[k]
l=1 wk1+
n = n0 + n, ρkl = pi
(2)
k pi
(1)
kl Π
S
s=1(1− λk,l,s). Then,
n0 ∼ NegBinomial(n, 1−
K∑
k=1
L∗[k]∑
l=1
pi
(2)
k pi
(1)
l pi
(2)S
s=1 (1− λkl;s))
(wkl; for all k, l) ∼ Multinomial(n0, (pkl; for all k, l))
where pkl ∝ ρkl.
4. Simulation Study. In this section, we generate multiple systems
recapture data from a two layer latent class model, then we estimate the
population size in three different ways:
1. LCMCR: Latent class model for multiple recapture data.
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Table 2
Two layer latent class proportions and list capture probabilities in the simulation study
List capture probabilities
Layer 2 proportion Layer 1 proportion list 1 list 2 list 3 list 4
0.4
0.8 0.9 0.8 0.7 0.6
0.2 0.01 0.3 0.1 0.2
0.6
0.6 0.1 0.01 0.2 0.05
0.4 0.9 0.02 0.1 0.01
2. Multi-LCMCR: Fit LCMCR on each top layer latent class which is
known in the simulated data, and then sum up population size esti-
mations for these two sub-groups to get the overall population size.
3. NLCMCR: nested latent class model for multiple recapture mode.
For the simulated data, we use S = 4 data sources, J = 100 (e.g. 100
location-times) top layer groups, N = 10000, and number of individuals un-
der each top layer group (Nj) ranges from 2 to 602 with a standard deviation
of 116. Other parameters for the simulated data are listed in Table 2. We
simulate data by assuming groups within each top layer have similar record-
ing patterns. About 40% of top groups belongs to the first latent class and
60% in the second latent class. From Table 2, we can see that all four data
sources have strong capture probability and they have many overlapping
recordings when the top layer latent class is 1 (z(2) = 1) and individuals
are more likely to be captured by the first data source only or captured by
both the first and second data sources when they are in the top layer latent
class of 2 (z(2) = 2). Therefore, we can see an obvious nested structure in
the simulated data.
Figure 5 is boxplot of posterior estimation of population size under three
different models: LCMCR, Multi-LCMCR and NLCMCR. The yellow line
is the true population size. We can see that the estimation in LCMCR (red
boxplot) is more biased. However, if we use LCMCR to estimate the popu-
lation size separately by the top layer latent classes, the estimation is much
better (green boxplot). This result makes sense because the data within each
top layer latent class is from a one layer latent class model. If we stratify the
data based on the true top layer latent class, we’ll get very good population
size estimation using LCMCR for each strata, thus ideal estimation for the
overall population size. The estimation from NLCMCR (blue boxplot) is
very close to the result from the Multi-LCMCR method. This means that
NLCMCR successfully detected the capture pattern differences among top
level groups and dependency among individuals in the same top layer latent
class. We can also see that NLCMCR gives much smaller uncertainty for the
population size estimation than LCMCR.
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Fig 4. Stacked bar-plot of capture pattern proportions by top layer latent class
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Table 3
Parameter estimates and 95% credible intervals for the simulated data under the
nested latent class model (NLMCMCR) and the one-layer latent class model
(LCMCR). True values for those parameters are in Table 2.
List capture probabilities
Model Layer 2 proportion Layer 1 proportion list 1 list 2 list 3 list 4
NLCMCR
0.38
(0.26,0.48)
0.78
(0.62,0.93)
0.90
(0.88,0.92)
0.80
(0.78,0.82)
0.71
(0.60,0.72)
0.60
(0.48,0.62)
0.21
(0.05,0.38)
0.18
(0.11,0.56)
0.34
(0.22,0.49)
0.12
(0.06,0.22)
0.22
(0.05,0.31)
0.61
(0.52,0.73)
0.62
(0.54,0.81)
0.11
(0.06,0.2)
0.01
(0.01,0.32)
0.19
(0.11,0.25)
0.05
(0.03,0.11)
0.37
(0.18,0.46)
0.90
(0.52,0.95)
0.59
(0.52,0.73)
0.10
(0.08,0.48)
0.01
(0.01,0.47)
LCMCR NA
0.53
(0.39,0.60)
0.80
(0.50,0.95)
0.96
(0.69,0.99)
0.84
(0.66,0.90)
0.94
(0.81,0.97)
0.26
(0.21,0.27)
0.10
(0.02,0.36)
0.18
(0.03,0.57)
0.66
(0.15,0.94)
0.77
(0.31,0.98)
0.17
(0.11,0.26)
0.10
(0.01,0.32)
0.20
(0.04,0.50)
0.31
(0.02,0.97)
0.43
(0.04,0.99)
0.03
(0,0.14)
0.45
(0.03,0.97)
0.30
(0.02,0.90)
0.66
(0.06,0.98)
0.45
(0.03,0.93)
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Fig 5. 95% credible intervals for population size estimation under three different models in
the simulation study. These boxplots are results from 100 replicates. Boxplots in the middle
summarize point estimates, the left and right sets summarize lower and upper boundaries
of the 95% credible intervals. The true population size is N = 10000 (yellow horizontal
line).
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Table 3 summarizes estimates and 95% credible intervals for latent class
proportions and list capture probabilities by using the one layer latent class
model LCMCR and the nested model NLCMCR. We can see that both
LCMCR and NLCMCR learn the number of latent classes as 4 which is
the truth. Comparing parameters got from NLCMCR with the true values
from which we simulation the data in Table 2, the estimates are almost
unbiased with small uncertainty. To compare parameters got from LCMCR
with the true values in Table 2, we first multiply the top layer proportion
by the bottom layer proportion in Table 2 to get the true proportion for
the corresponding latent class. We get proportions for the four latent classes
(0.4∗0.8 = 0.32, 0.4∗(0.2) = 0.08, 0.6∗0.6 = 0.36, 0.6∗0.4 = 0.24), which dif-
fer with the latent class proportions got from LCMCR (0.53, 0.26, 0.17, 0.03)
clearly. Since the model LCMCR doesn’t group individuals into their true
latent classes, the list capture probabilities within each latent class don’t
reflect the true capture probabilities in Table 2 as well. Overall, both pop-
ulation size estimation and parameter estimation strongly suggest the im-
portance of accounting for hierarchical structure in the multiple recapture
data when hierarchy is present in the data.
5. Application. From the descriptions in Section 2, we know that the
Syrian conflict multiple systems recapture data has a hierarchical struc-
ture over time and governornate. From the simulation results we know that
hierarchical structure is important to consider when estimating the pop-
ulation size. Therefore, we take governornate-time as the top group (or
second layer) and individuals as the first layer. Then we apply the nested
Latent class model for recapture model (NLCMCR) to estimate the total
number of killings from the sampled Syrian conflict data. We also apply
LCMCR and Bayesian model averaging over decomposable graphical mod-
els (BMD)[Madigan and York, 1997][Madigan et al., 1995] to compare the
results, which are summarized in Table 4. From Table 4 we see that the
population size estimation results from NLCMCR and LCMCR are similar,
but NLCMCR has much smaller confidence interval and higher lower credi-
ble interval bound. Bayesian model averaging over decomposable graphical
model (BMD) gives a much smaller estimation.
Figure 6 summarizes the clustering result of the top layer (governornate-
time). We can see that most of the records from Tartus, As-Suwayda and
Latakia are clustered into the sixth class (z(2) = 6). From Figure 1 we know
that it is because they have similar recording patterns and most deaths
recorded in those governorates were from VDC. From Table 5, we can also
see that individuals in this group are mainly come from the first individual
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latent class (z(1) = 1) with VDC having a much higher capture probability
than other data sources (VDC: 0.38, SNHR: 0.038, DCHRS: 0.005, SCSR:
0.011). The second plot in Figure 9 gives us some idea about how individuals
in each goverornate-time were captured, for example after 06/2014 in Tartus
all four data sources have very small capture rate. Governorate-times having
red inversed triangles indicates some individuals were captured because of
stronger capture probabilities of VDC (0.502) and SNHRS (0.61).
We can see that triangles (z(2) = 2) in Figure 6 are mainly from all gover-
norates, excluding Tartus, As-Suwayda and Latakia, from around 03/2013
to 08/2014. Individuals in this group are much less likely to be captured by
DCHRS, which is also reflected in Table 5. Missing individuals in this group
are either very likely to be captured by VDC, SNHRS and SCSR together
not by DHCRS (VDC: 0.906, SNHRS: 0.841, DCHRS: 0.031, SCSR: 0.882),
or very likely to be captured by none of them (VDC: 0.33, SNHRS: 0.254,
DCHRS: 0.012, SCSR: 0.16). In the second plot of Figure 7, we can see
that red triangles are larger than black triangles in Aleppo, Rural Dama-
sucs, Idlib and Darra which indicates more individual are captured by VDC,
SNHRS and SCSR in those governorates.
Similarly, we can summarize that undocumented individuals in Aleppo, Ru-
ral Damascus, Damascus, Idlib, Deir ez-Zor, Homs, Hama and Daraa from
03/2011 to 12/2012 (black circled gov-time (z(2) = 1) in Figure 6) are more
likely to be missed by DCHRS (0.457) and SCSR (0.386) or by the four data
sources together. In those governorates from 03/2015 to 12/2015 (z(2) = 3),
most undocumented individuals are either not likely to be captured by all
four data sources or only not likely to be captured by SNHRS (0.073). Red
plus signs in Aleppo, Rural Damasucs, Idlib and Darra in the first plot of
Figure 8 dominate, which is similar as the situation in the second plot of
Figure 7, but with individuals captured by VDC, DCHRS and SCSR. In
those governorates in 10/2012, 01, 02, 04, 05/2013 and 12/2014 (z(2) = 4),
documented individuals mainly come from individuals who are captured by
VDC and SNHRS. Undocumented individuals in gov-times clustered into
z(2) = 5 are either not likely to be captured by all four data sources or only
not likely to be captured by SCSR (0.395).
6. Discussion and Conclusions. In this paper, we find similar cap-
ture patterns in some governorates and months in the sampled Syrian con-
flict recapture data, which means that heterogeneity is clear in this dataset.
In order to combine heterogeneity with modeling and allow information shar-
ing across and within strata, we extend the one layer latent class model
with Dirichlet Process prior to a multi-layer latent class model with Nested
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Table 4
Estimated number of killings and its 95% posterior credible intervals based on the
sampled Syrian Conflict data from 03/2011 to 03/2016
Model n Nˆ NˆL NˆU
NLCMCR 36226 51447 48580 55166
LCMCR 36226 52070 46845 69495
BMD 36226 38302 36534 43530
Table 5
Parameter estimates and 90% credible intervals for the sampled Syrian Conflict
data
List capture probabilities
gov-time layer prop individual layer prop VDC SNHRS DCHRS SCSR
0.333
(0.3,0.371)
0.482
(0.436,0.523)
0.232
(0.178,0.268)
0.057
(0.019,0.106)
0.106
(0.06,0.127)
0.117
(0.073,0.138)
0.289
(0.233,0.319)
0.608
(0.560,0.889)
0.978
(0.902,0.998)
0.457
(0.383,0.899)
0.386
(0.330,0.884)
0.219
(0.161,0.252)
0.894
(0.612,0.930)
0.914
(0.897,0.965)
0.98
(0.463,0.998)
0.952
(0.352,0.994)
0.274
(0.250,0.302)
0.568
(0.549,0.599)
0.33
(0.240,0.424)
0.254
(0.171,0.335)
0.012
(0.008,0.018)
0.16
(0.11,0.222)
0.431
(0.390,0.448)
0.906
(0.886,0.931)
0.841
(0.821,0.876)
0.031
(0.027,0.038)
0.882
(0.839,0.944)
0.134
(0.121,0.153)
0.679
(0.65,0.713)
0.177
(0.130,0.243)
0.05
(0.036,0.079)
0.107
(0.072,0.150)
0.164
(0.116,0.223)
0.321
(0.284,0.344)
0.867
(0.716,0.893)
0.073
(0.062,0.215)
0.733
(0.260,0.765)
0.815
(0.430,0.844)
0.117
(0.105,0.127)
0.475
(0.437,0.687)
0.898
(0.218,0.919)
0.898
(0.049,0.919)
0.249
(0.090,0.270)
0.894
(0.151,0.929)
0.321
(0.284,0.344)
0.144
(0.038,0.870)
0.263
(0.078,0.590)
0.110
(0.011,0.735)
0.225
(0.040,0.814)
0.223
(0,0.263)
0.677
(0.030,0.903)
0.508
(0.154,0.626)
0.026
(0.002,0.566)
0.103
(0.009,0.536)
0.079
(0.057,0.107)
0.7
(0.488,0.970)
0.198
(0.098,0.895)
0.209
(0.014,0.895)
0.057
(0.003,0.248)
0.053
(0.007,0.888)
0.291
(0.029,0.373)
0.631
(0.205,0.764)
0.701
(0.275,0.952)
0.675
(0.097,0.888)
0.395
(0.169,0.647)
0.062
(0.035,0.087)
0.8
(0.628,0.968)
0.380
(0.121,0.944)
0.038
(0.018,0.332)
0.005
(0.0,0.182)
0.011
(0.001,0.103)
0.161
(0.032,0.370)
0.502
(0.08,0.747)
0.610
(0.147,0.941)
0.384
(0.037,0.862)
0.299
(0.107,0.649)
18
Fig 6. Clustering of the location-time group
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Fig 7. Proportion of individuals by the individual layer (z(1)) for each gov-time within the
first gov-time layer (z(2) = 1, 2); colored by individual layer, sized by proportion
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Fig 8. Proportion of individuals by the individual layer (z(1)) for each gov-time within the
first gov-time layer (z(2) = 3, 4); colored by individual layer, sized by proportion
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Fig 9. Proportion of individuals by the individual layer (z(1)) for each gov-time within the
first gov-time layer (z(2) = 5, 6); colored by individual layer, sized by proportion.
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Dirichlet Process prior to estimate population size from multi-list capture
data (NLCMCR). In clustering problems, NDP is preferred when the data
has a hierarchical structure as it allows dependence for objects within the
same top layer latent class. In our multi-list recapture setting, NLCMCR re-
tains its flexible property and uses heterogeneity from both top groups (e.g.
location-time) and individuals to detect better latent classes in the data. NL-
CMCR clusters individuals into more accurate latent classes than LCMCR
when the data has a nested structure. This is important in application be-
cause it’s useful to better summarize group properties based on individual
characteristics. Meanwhile, the model NLCMCR gives similar population
size estimation with the model LCMCR but with smaller uncertainty if the
data has a nested structure. This narrows down uncertainty of our estimation
of the true population size. It also reduces uncertainty of other parameter
estimates, such as list capture probabilities in each latent class and latent
class proportions. Overall, NLCMCR provides both impressed population
size estimation and description of the capture patterns.
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