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Abstract. A new series of correlation inequalities for random field spin systems is
proven rigorously. First one corresponds to the well-known Schwartz-Soffer inequality.
These are expected to rule out incorrect results calculated in effective theories and
numerical studies. The large N expansion with the replica method for random field
systems as an example is checked by these inequalities. It is shown that several critical
exponents of multiple-point correlation functions at critical point satisfy obtained
inequalities.
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1. Introduction
The Schwartz-Soffer inequality is a well-known useful inequality for random field
spin systems [1]. This inequality claims that the Fourier transformed connected
correlation function is bounded from the above by the square root of the corresponding
disconnected one. This relation is quite useful to rule out incorrect results obtained
by effective theories and numerical studies for random field spin systems. It is
proven in a simple way with integration by parts over the Gaussian random fields
and the Cauchy-Schwarz inequality. The Schwartz-Soffer inequality can check several
approximation theories. Critical exponents calculated in the functional renormalization
group [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14], the large N expansion with the replica
method [4, 15] and recent numerical method [16, 17, 18, 19, 20] satisfy the Schwartz-
Soffer inequality. A few studies discuss generalization of this inequality [21].
In the present paper, we provide a new series of inequalities for multiple-point
correlation functions in spin systems with Gaussian random fields. These inequalities
are obtained in a square interpolation method, which is a rigorous mathematical method
used for Gaussian random spin models extensively [22, 23, 24, 25, 26, 27, 28, 29, 30].
This method was used for the first time to obtain Guerra’s replica symmetric bound on
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the free energy density of the Sherrington-Kirkpatrick model [22]. The usefulness of this
method has attracted attention of many mathematicians and physicists since Talagrand
proved the validity of the Parisi formula [31] for the replica symmetry breaking free
energy density in the Sherrington-Kirkpatrick model [32] rigorously [26, 27]. Chatterjee
generalized this method to evaluate bounds on correlation functions as well as on the
free energy density in random spin systems [25]. Chatterjee’s generalization is quite
useful to evaluate several observables [28, 29, 30]. We use his method to obtain a
series of inequalities. The first one in this series is the Schwartz-Soffer inequality which
gives a lower bound on a disconnected correlation function. The second one in the
series gives an upper bound on the disconnected correlation function. These and other
inequalities for multiple-point correlation functions are expected to rule out incorrect
results furthermore.
This paper is organized as follows. Section 2 gives a definition of random field spin
models and our main theorem. In Section 3, two lemmas are proven, and these enable
us to prove our main theorem. In Section 4, several multiple-point correlation functions
are calculated in large N expansion with the replica method. It is shown that critical
exponents calculated in the large N expansion with the replica method satisfy these
inequalities. Section 5 summarizes our results.
2. Definitions and main theorem
First, we define the model and functions. Coupling constants in a system with quenched
disorder are given by independent and identically distributed (i.i.d.) random variables.
We can regard a given disordered sample as a system obtained by a random sampling
of these variables. All physical quantities in such systems are functions of these random
variables. Consider a random field O(N) invariant Ginzburg-Landau model on a d
dimensional hyper cubic lattice ΛL := [1, L]
d ∩ Zd whose volume is |ΛL| = Ld. Let
J = (Jx,y)x,y∈ΛL be a real symmetric matrix such that Jx,y = 1, if |x − y| = 1,
otherwise Jx,y = 0. Define Hamiltonian as a function of N dimensional spin vector
configurations φ = (φnx)x∈ΛL,n=1,2,···,N ∈ (RN)ΛL and i.i.d.standard Gaussian random
variables g = (gnx)n=1,2,···,N by
H(φ, g) := −
∑
x,y∈ΛL
Jx,yφx · φy − h
∑
x∈ΛL
gx · φx, (1)
with a real constant h. Here, we define Gibbs state for the Hamiltonian. For a positive
β, the partition function is defined by
ZL(β, h, g) :=
∫
R
N|ΛL|
Dφe−βH(φ,g). (2)
The measure Dφ is O(N) invariant, for example, it is defined by
Dφ := C
∏
x∈ΛL
N∏
n=1
dφnxe
−u(φx·φx−1)2 , (3)
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where u > 0 and C is a normalization constant satisfying
C−1 =
∫
R
N|ΛL|
Dφ.
The following is also possible
Dφ =
∏
x∈ΛL
N∏
n=1
dφnxδ(φx · φx − 1), (4)
which can be obtained by the limit u→∞ of (3).
The expectation of a function of spin configuration f(φ) in the Gibbs state is given
by
〈f(φ)〉g = 1
ZL(β, h, g)
∫
R
N|ΛL|
Dφf(φ)e−βH(φ,g). (5)
Define the following function of (β, h) ∈ [0,∞) × R and randomness g =
(gnx)x∈ΛL,n=1,2,···,N
ψL(β, h, g) :=
1
|ΛL| logZL(β, h, g), (6)
− |ΛL|
β
ψL(β, h, g) is called free energy in statistical physics. We define a function
pL : [0,∞)× R→ R by
pL(β, h) := EψL(β, h, g), (7)
where E stands for the expectation over the random variables (gnx)x∈ΛL,n=1,2,···,N . Impose
the periodic boundary condition for all variables on the lattice ΛL and define their
Fourier transformation
φ˜nq :=
1√|ΛL|
∑
x∈ΛL
e−iq·xφnx, g˜
n
q :=
1√|ΛL|
∑
x∈ΛL
e−iq·xgnx , (8)
where q ∈ 2π
L
ΛL =: Λ
∗
L. The random field Hamiltonian is∑
x∈ΛL
gx · φx =
∑
q∈Λ∗
L
g˜q · φ˜−q. (9)
Define a connected correlation function for arbitrary operators A1, · · ·Aj for a positive
integer j by
〈A1; · · · ;Aj〉g :=
[ ∂j
∂b1 · · ·∂bj logZL(b, β, h, g)
]
b1=···=bj=0,
where the generating function is defined for b := (b1, · · · , bj) ∈ Rj by
ZL(b, β, h, g) =
∫
R
N|ΛL|
Dφe−βH(φ,g)+
∑j
i=1Aibi.
Note that ZL(0, · · · , 0, β, h, g) = ZL(β, h, g), and 〈A1;A2〉g := 〈A1A2〉g−〈A1〉g〈A2〉g, for
j = 2. Then, we have the following main theorem.
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Theorem Consider the random field O(N) invariant ferromagnetic spin model. For a
non-negative integer k, l, the following inequalities for the variance of k-point correlation
functions are valid
β2lh2l
l!
∑
p1∈Λ∗L
· · ·
∑
pl∈Λ
∗
L
N∑
n1=1
· · ·
N∑
nl=1
|EW n1,···,nl
p1,···,pl, ~f ;g
|2
≤ Var〈f1(φ); · · · ; fk(φ)〉g ≤ β2h2
∑
p∈Λ∗
L
N∑
n=1
E|W n
p, ~f,g
|2,
where (k+l)-point correlation function for a sequence of complex valued functions
~f := (f1(φ), · · · , fk(φ)) of a spin configuration, is defined by
W n1,···,nl
p1,···,pl, ~f,g
:= 〈φ˜n1p1 ; · · · ; φ˜nlpl ; f1(φ); · · · ; fk(φ)〉g.
and the sample variance is defined by
VarF (g) := E|F (g)|2 − |EF (g)|2,
for a complex valued function F of the sequence of random fields g.
Note For k = l = 1 and f1(φ) = φ˜
m
q , Theorem gives the following upper and lower
bounds on the disconnected correlation function
(E〈φ˜mq ; φ˜n−q〉g)2 ≤ β−2h−2E|〈φ˜mq 〉g|2 ≤
∑
p∈Λ∗
L
N∑
n=1
E|〈φ˜nq ; φ˜mp 〉g|2. (10)
Note that (E〈φ˜mq ; φ˜n−q〉g)2 ≤
∑
p∈Λ∗
L
∑N
n=1 |E〈φ˜mq ; φ˜np〉g|2 and E〈φ˜mq 〉g = 0 for any m and
q ∈ Λ∗L, because of the O(N) symmetry. The lower bound (10) implies the Schwartz-
Soffer inequality [1].
3. Proof
Theorem can be proven in terms of the square root interpolation method used in
disordered systems[25, 24, 28, 27]. Let g = (gnx)x∈ΛL,n=1,2,···,N , g
′ = (gnx
′)x∈ΛL,n=1,2,···,N
be two sequences of i.i.d. standard Gaussian variables, and their Fourier transformed
sequences g˜ = (g˜nq )q∈Λ∗L,n=1,2,···,N , g˜
′ = (g˜nq
′)q∈Λ∗
L
,n=1,2,···,N and define a function of t ∈ [0, 1]
by
G(t) :=
√
tg +
√
1− tg′,
and its Fourier transform
G˜(t) :=
√
tg˜ +
√
1− tg˜′.
For a sequence of functions ~f := (f1(φ), · · · , fk(φ)) of a spin configuration, define a
generating function γ~f(t) of a parameter s ∈ [0, 1] by
γ~f(t) = E|E′〈f1(φ); · · · ; fk(φ)〉G(t)|2, (11)
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where E and E′ denote expectation over g˜ and g˜′, respectively. This generating function
γ~f(t) is an analogue to that introduced by Chatterjee [25]. This generating function is
useful and utilized several studies on random spin systems[28, 29, 30].
Lemma 1 For any (β, h) ∈ [0,∞) × R, any positive integers k, l and a sequence
of complexvalued functions ~f = (f1(φ), · · · , fk(φ)) of a spin configuration, l-th order
derivative of γ~f(t) is represented in the following connected correlation function for an
arbitrary t ∈ [0, 1]
γ
(l)
~f
(t) = β2lh2l
∑
q1∈Λ∗L
· · ·
∑
ql∈Λ
∗
L
N∑
n1=1
· · ·
N∑
nl=1
E|E′W n1,···,nl
q1,···,ql, ~f,G(t)
|2, (12)
Proof. For short hand notation, denote
〈~f〉G(t) := 〈f1(φ); · · · ; fk(φ)〉G(t).
The first derivative of γ~f is calculated in integration by parts
γ′~f(t)= E
[
E
′〈~f〉∗G(t)E′
∑
p∈Λ∗
L
N∑
n=1
( g˜np
2
√
t
− g˜
n
p
′
2
√
1− t
)∂〈~f〉G(t)
∂G˜np
+c.c.
]
= E
∑
p∈Λ∗
L
N∑
n=1
[ 1
2
√
t
∂
∂g˜np
E
′〈~f〉∗G(t)E′
∂〈~f〉G(t)
∂G˜np
− E′〈~f〉∗G(t)E′
1
2
√
1− t
∂
∂g˜np
′
∂〈~f〉G(t)
∂G˜np
+ c.c.
]
=
∑
p∈Λ∗
L
N∑
n=1
E
∣∣∣E′∂〈~f〉G(t)
∂G˜np
∣∣∣2
= β2h2
∑
p∈Λ∗
L
N∑
n=1
E
∣∣∣E′〈φ˜np ; f1(φ); · · · ; fk(φ)〉G(t)∣∣∣2.
The formula for the l-th order derivative γ
(l)
~f
(t) is proven by a mathematical inductivity.

Note the positive semi-definiteness of an arbitrary order derivative γ
(l)
~f
(t) which
implies that all order derivative functions are monotonically increasing and convex.
Lemma 2 For any t1 < t2, any non-negative integers j, k, l, and a sequence ~f =
(f1(φ), · · · , fk(φ)), the following inequality is valid
(t2 − t1)lγ(j+l)~f (t1) ≤ l!γ
(j)
~f
(t2).
Proof. Taylor’s theorem implies that there exists t ∈ (t1, t2), such that
γ
(j)
~f
(t2) =
l−1∑
i=0
1
i!
(t2 − t1)jγ(i+j)~f (t1) +
1
l!
(t2 − t1)lγ(l+j)~f (t). (13)
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The inequality is obvious, since each Taylor coefficient is positive semi-definite. 
Proof of Theorem Note the following representation of the variance of the k-point
connected correlation function
Var〈f1(φ); · · · ; fk(φ)〉g = γ~f(1)− γ~f(0).
Lemma 2 and monotonicity of γ′~f(t) gives
γ
(l)
~f
(0)
l!
≤ γ(l)~f (0)
∫ 1
0
tl−1
(l − 1)!dt ≤
∫ 1
0
γ′~f(t)dt ≤ γ′~f(1),
for a positive integer l. This enables us to prove Theorem. 
4. Large N expansion with the replica method
Here, we check whether a critical exponent calculated in the large N expansion with the
replica method obtained in Ref. [4] satisfies the correlation inequality (10). Consider
the model defined by the partition function (2) with O(N) invariant Hamiltonian (1)
and measure (4) for d > 4 to study critical phenomenon in random field O(N) spin
model. Here, for the purpose of the field-theoretical description, we redefine the lattice
as ΛL := (−L/2, L/2]d ∩ Zd. The boundary condition for all variables on the lattice ΛL
remains periodic, and their Fourier transformation are redefined as
φ˜nq :=
∑
x∈ΛL
e−iq·xφnx, g˜
n
q :=
∑
x∈ΛL
e−iq·xgnx , (14)
where q ∈ 2π
L
ΛL =: Λ
∗
L. In order to compute the expectation over the Gaussian random
variables (gnx)x∈ΛL,n=1,2,···,N in (7) by use of the replica method, we introduce r copies of
the original spins: (φnx,a)x∈ΛL,n=1,2,···,N,a=1,2,···,r. The expectation in (7) is calculated via
the following relation:
Eψ(β, h, g) =
1
|ΛL|E logZL(β, h, g) =
1
|ΛL| limrց0
EZL(β, h, g)
r − 1
r
, (15)
where EZL(β, h, g)
r and the limit r ց 0 are called the replica partition function and
the replica limit, respectively. The expectation value of the function f(φ) of spin
configurations can be calculated in the following replica limit,
E〈f(φ)〉g = E 1
ZL(β, h, g)
∫
R
N|ΛL|
Dφf(φ)e−βH(φ,g)
= lim
rց0
E
1
ZL(β, h, g)r
∫
R
rN|ΛL|
r∏
a=1
Dφaf(φb)e
−β
∑r
a=1H(φa,g). (16)
Two different replicas of spin configurations φa, φb enable us to calculate the sample
expectation of the product of two Gibbs expectations of two functions f1(φ), f2(φ) of
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spin configuration.
E〈f1(φ)〉g〈f2(φ)〉g
= E
1
ZL(β, h, g)
∫
R
N|ΛL|
Dφf1(φ)e
−βH(φ,g) 1
ZL(β, h, g)
∫
R
N|ΛL|
Dφf2(φ)e
−βH(φ,g)
= lim
rց0
E
1
ZL(β, h, g)r
∫
R
rN|ΛL|
r∏
a=1
Dφaf1(φ1)f2(φ2)e
−β
∑r
a=1H(φa,g). (17)
This replica method is believed to be useful, and has been employed to calculate
observables extensively in statistical physics, although the replica limit is not
mathematically rigorous. There have been many results calculated in effective theories
using the replica method. At least, we have to check them in rigorous inequalities.
After integrating over the Gaussian random variables (gnx)x∈ΛL,n=1,2,···,N , we obtain the
following expression for the replica partition function:
EZL(β, h, g)
r = er|ΛL|βJd
∫ (∏
x∈ΛL
r∏
a=1
√
Ndφx,aδ(φx,a
2 − 1)
)
e−βHrep , (18)
βHrep =
β
2
∑
x∈ΛL
r∑
a,b=1
φx,a(−J∆ˆxδa,b − β∆G)φx,b. (19)
Here, we have redefined Jx,y as Jx,y = J/2 (J > 0), if |x − y| = 1, otherwise
Jx,y = 0. ∆ˆx denotes the lattice Laplacian in the Euclidean space, which is represented
by ∆ˆq = 2
∑d
µ=1(cos qµ − 1) in the momentum representation. ∆G denotes the
strength of the Gaussian random variables (gnx)x∈ΛL,n=1,2,···,N such that h
2
Egnxg
m
y =
∆Gδx,yδn,m. Integrating over the replicated spin variables (φ
n
x,a)x∈ΛL,n=1,2,···,N,a=1,2,···,r
after introducing the auxiliary variable λax ∈ R to rewrite δ(φx,a2 − 1) as
δ(φx,a
2 − 1) =
∫ ∞
−∞
βdλax
4π
e−βiλax(φx,a
2−1)/2, (20)
the replica partition function becomes
EZL(β, h, g)
r = eNr|ΛL|βJd
(
Nβ
4π
)r|ΛL|(2π
β
)Nr|ΛL|/2 ∫ (∏
x∈ΛL
r∏
a=1
dλax
)
e−Seff , (21)
Seff =
N
2
∑
x∈ΛL
〈x|Tr ln(−J∆ˆx1r + χ)|x〉 − Nβ
2
∑
x∈ΛL
r∑
a=1
iλax, (22)
where 1r is an r × r unit matrix, χ is an r × r symmetric matrix with
χabx = iλaxδa,b − β∆G. (23)
Here we have redefined the parameters as follows:
β
N
→ β,
N∆G → ∆G,
to keep β/N and N∆G with finite in the large N limit. We should note that the relation
between β2h2 which is appeared in the previous sections and β∆G which is introduced
in this section is given by β2h2 ↔ β∆G.
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4.1. Replica-symmetric saddle-point equation and expansion of Seff around
replica-symmetric saddle point
Note that the replica symmetry breaking (RSB) does not occur in the random field Ising
model for almost all (β, h) ∈ (0,∞) × R [33]. It is believed that RSB does not occur
either in the random field O(N) spin model [2, 4, 5, 6, 7, 8, 9, 10, 11, 13, 14]. Here, we
assume replica symmetry to calculate correlation functions. The saddle-point equation
is obtained by diffentiating Seff by iλax as follows:
δSeff
δiλax
=
N
2
〈
x
∣∣∣∣
(
1
−J∆ˆx1r + χ
)
aa
∣∣∣∣x
〉
− Nβ
2
= 0. (24)
We assume the replica symmetry
iλax = m
2, (25)
and write the replica-symmetric solution formally as
χ¯ab = m
2δa,b − β∆G. (26)
In this assumption, the propagator is written in the momentum representation as〈
k
∣∣∣∣
(
1
−J∆ˆx1r + χ¯
)
ab
∣∣∣∣k
〉
=
1
−J∆ˆk +m2
δa,b +
β∆G
(−J∆ˆk +m2)2
=: Gc0kδa,b + (β∆G)G
d
0k =: G
ab
0k. (27)
Then, the saddle-point equation becomes
β =
1
|ΛL|
∑
k∈Λ∗
L
1
−J∆ˆk +m2
+ (β∆G)
1
|ΛL|
∑
k∈Λ∗
L
1
(−J∆ˆk +m2)2
. (28)
We put
χabx = χ¯ab + iǫa,xδa,b =: χ¯ab + δχabx, (29)
and expand Seff up to the second order of δχabx. The second-order term of δχabx for Seff
becomes
δ2Seff = − N
4
∑
x∈ΛL
〈
x
∣∣∣∣Tr 1−J∆ˆx1r + χ¯δχ
1
−J∆ˆx1r + χ¯
δχ
∣∣∣∣x
〉
=
N
4
1
|ΛL|
∑
k∈Λ∗
L
r∑
a,b=1
ǫ˜a,k ǫ˜b,−kΠabk. (30)
Here, Πabk is
Πabk :=
1
|ΛL|
∑
q∈Λ∗
L
Gab0k−qG
ba
0q
= [(A ∗ A)k + (A ∗B)k + (B ∗ A)k]δa,b + (B ∗B)k, (31)
(A ∗ A)k := 1|ΛL|
∑
q∈Λ∗
L
Gc0k−qG
c
0q, (32)
(A ∗B)k := (β∆G) 1|ΛL|
∑
q∈Λ∗
L
Gc0k−qG
d
0q, (33)
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(B ∗ A)k := (β∆G) 1|ΛL|
∑
q∈Λ∗
L
Gd0k−qG
c
0q, (34)
(B ∗B)k := (β∆G)2 1|ΛL|
∑
q∈Λ∗
L
Gd0k−qG
d
0q. (35)
4.2. Calculation of multi-point correlation functions
Here, we calculate the multi-point correlation functions up to the second order of the
perturbation. For simplicity, we put J = 1. In the thermodynamic limit L ր ∞, the
lattice Laplacian at criticality and the summation over q ∈ Λ∗L become
∆ˆx =
d∑
µ=1
∂2
∂x2µ
=: ∂2, ∆ˆk = −k2, (36)
1
|ΛL|
∑
q∈Λ∗
L
→
d∏
µ=1
(∫ π
−π
dqµ
2π
)
=:
∫
[−π,π]d
ddq
(2π)d
=:
∫
q
. (37)
Then, (31) is
Πabk = (c0 + c1k
d−4 + c2k
d−6)δa,b + c3k
d−8, (38)
for m2 = 0, where
c0 =
∫
q
1
q4
, (39)
c1 ≃ 1
(4π)d/2
Γ
(
6−d
2
) [
2Γ
(
d−2
2
)2 − 1
2
Γ
(
d−4
2
)2]
Γ(d− 4) , (40)
c2 ≃ 2(β∆G)
(4π)d/2
Γ
(
6−d
2
)
Γ
(
d−2
2
)
Γ
(
d−4
2
)
Γ(d− 3) , (41)
c3 ≃ (β∆G)
2
(4π)d/2
Γ
(
8−d
2
)
Γ
(
d−4
2
)2
Γ(d− 4) . (42)
4.2.1. Two-point correlation function In order to evaluate the two-point correlation
functions E〈φ˜mq ; φ˜n−q〉g and E〈φ˜mq 〉g〈φ˜n−q〉g, we compute the following correlation function
up to the second order of ǫ˜a,k:
Ga1a2q δm,n :=
δm,n
Zǫ

∫ ∏
k∈Λ∗
L
r∏
a=1
dǫ˜a,k

〈q∣∣∣∣
(
1
−∂21r + χ
)
a1a2
∣∣∣∣q
〉
e−δ
2Seff
≃
[
Ga1a20q −
r∑
b1,b2=1
Ga1b10q
∫
k
Gb1b20q−k〈ǫ˜b1,kǫ˜b2,−k〉ǫGb2a20q
]
δm,n, (43)
where Zǫ and 〈ǫ˜b1,kǫ˜b2,−k〉ǫ are defined by
Zǫ :=

∫ ∏
k∈Λ∗
L
r∏
a=1
dǫ˜a,k

 e−δ2Seff , (44)
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〈ǫ˜b1,kǫ˜b2,−k〉ǫ :=
1
Zǫ

∫ ∏
k∈Λ∗
L
r∏
a=1
dǫ˜a,k

 ǫ˜b1,k ǫ˜b2,−ke−δ2Seff . (45)
In 4 < d < 6 and in low momentum, 〈ǫ˜b1,kǫ˜b2,−k〉ǫ becomes
〈ǫ˜b1,kǫ˜b2,−k〉ǫ ≃
2
Nc2
(
1
kd−6
δb1,b2 − (β∆G)
6− d
2
1
kd−4
)
=: (Π−1)b1b2k . (46)
Thus, we get the following expression for Gαβq :
Ga1a2q ≃
1
q2
(
1 +
d− 4
N
log q
)
δa1,a2 +
β∆G
q4
(
1 +
d− 4
N
log q
)
. (47)
4.2.2. Disconnected four-point correlation function In order to evaluate the correlation
function
∑
p∈Λ∗
L
E|〈φ˜mq ; φ˜np〉g|2, we compute the following correlation function up to the
second order of ǫ˜α,k:
Ga1a2a3a4q δm,n :=
δm,n
Zǫ

∫ ∏
k∈Λ∗
L
r∏
a=1
dǫ˜a,k

∫
p
〈
q
∣∣∣∣
(
1
−∂21r + χ
)
a1a2
∣∣∣∣p
〉
×
〈
p
∣∣∣∣
(
1
−∂21r + χ
)
a3a4
∣∣∣∣q
〉
e−δ
2Seff
≃
[
Ga1a20q G
a3a4
0q −
r∑
b1,b2=1
Ga1a20q G
a3b1
0q
∫
k
Gb1b20q−k(Π
−1)b1b2k G
b2a4
0q
−
r∑
b1,b2=1
Ga1b10q
∫
k
Gb1b20q−k(Π
−1)b1b2k G
b2a2
0q G
a3a4
0q
−
r∑
b1,b2=1
Ga1b10q
∫
k
Gb1a20q−k(Π
−1)b1b2k G
a3b2
0q G
b2a4
0q
]
δm,n. (48)
The contribution of Ga1a2a3a4q to the correlation function
∑
p∈Λ∗
L
E|〈φ˜mq ; φ˜np〉g|2 originates
from the terms which are proportional to δa1,a2δa3,a4 . Thus, we get the following
expression for Ga1a2a3a4q :
Ga1a2a3a4q ≃
1
q4
(
1 +
d− 4
N
log q
)
δa1,a2δa3,a4. (49)
4.2.3. Connected four-point correlation function In order to evaluate the correlation
function ∑
p1,p2,p3∈Λ∗L
N∑
n1,n2,n3=1
|E〈φ˜n1p1 ; φ˜n2p2 ; φ˜n3p3 ; φ˜mq 〉g|2,
we compute the following correlation function up to the second order of ǫ˜a,k:∑
p1,p2,p3∈Λ∗L
N∑
n1,n2,n3=1
Ga1a2a3a4p1,p2,p3,qG
a4a3a2a1
q,p3,p2,p1δn1,n2δn3,m
= N
∑
p1,p2,p3∈Λ∗L
Ga1a2a3a4p1,p2,p3,qG
a4a3a2a1
q,p3,p2,p1
. (50)
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Ga1a2a3a4p1,p2,p3,q :=
1
Zǫ

∫ ∏
k∈Λ∗
L
r∏
a=1
dǫ˜a,k

〈p1
∣∣∣∣
(
1
−∂21r + χ
)
a1a2
∣∣∣∣p2
〉
×
〈
p3
∣∣∣∣
(
1
−∂21r + χ
)
a3a4
∣∣∣∣q
〉
e−δ
2Seff
≃ Ga1a20p1 Ga3a40p3 δp1,p2δp3,q
−
r∑
b1,b2=1
Ga1a20p1 G
a3b1
0p3
∫
k
Gb1b20k (Π
−1)b1b2p3−kG
b2a4
0q δp1,p2δp3,q
−
r∑
b1,b2=1
Ga1b10p1
∫
k
Gb1b20k (Π
−1)b1b2p1−kG
b2a2
0p2 G
a3a4
0p3 δp1,p2δp3,q
−
r∑
b1,b2=1
Ga1b10p1 G
b1a2
0p2
(Π−1)b1b2p1−p2G
a3b2
0p3
Gb2a40q δp1−p2,q−p3. (51)
The leading contribution of Ga1a2a3a4p1,p2,p3,qG
a4a3a2a1
q,p3,p2,p1 to the correlation function
∑
p1,p2,p3∈Λ∗L
N∑
n1,n2,n3=1
|E〈φ˜n1p1 ; φ˜n2p2 ; φ˜n3p3 ; φ˜mq 〉g|2
originates from the terms which are proportional to δa1,a2δa1,a3δa3,a4, δp1−p2,q−p3 and
(β∆G)
−2. Calculating ∑
p1,p2,p3∈Λ∗L
Ga1a2a3a4p1,p2,p3,qG
a4a3a2a1
q,p3,p2,p1
,
we have ∑
p1,p2,p3∈Λ∗L
Ga1a2a3a4p1,p2,p3,qG
a4a3a2a1
q,p3,p2,p1
≃
(
4− d
4(β∆G)2N2
log q
q4
)
δa1,a2δa1,a3δa3,a4 . (52)
4.3. Critical exponents and check of theorems and inequalities
Assume the following asymptotic form of correlation functions for small wave number q
E〈φ˜mq ; φ˜n−q〉g ≃
δm,n
q2−η
, E〈φ˜mq 〉g〈φ˜n−q〉g ≃
δm,n
q4−η¯
. (53)
The Schwartz-Soffer inequality (10) imposes
2η ≥ η¯. (54)
These critical exponents η and η¯ calculated in several functional renormalization group
calculations [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14], large N expansion studies with
the replica method [4, 15] and recent numerical studies [16, 17, 18, 19, 20] satisfy this
inequality. According to (47) in the leading order of the large N expansion with the
replica method [4], these are
E〈φ˜mq ; φ˜n−q〉g ≃
δm,n
q2
(
1 +
d− 4
N
log q
)
, (55)
E〈φ˜mq 〉g〈φ˜n−q〉g ≃
δm,n
q4
(
1 +
d− 4
N
log q
)
. (56)
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Then, this expansion gives the correlation exponents η and η¯
η =
d− 4
N
, η¯ =
d− 4
N
, (57)
for the d-dimensional random field O(N) spin model [4]. These values in (57) are
consistent with results obtained in the functional renormalization group [4, 5, 6, 7, 8, 9,
11, 14]. Note that η = η¯ satisfies the Schwartz-Soffer inequality (10). This identity is
well-known as the dimensional reduction which claims that the critical exponents of a
random field spin system in dimension d are identical to those of the corresponding
spin system without random field in dimension d − 2 [34, 35]. Parisi and Sourlas
conjectured the dimensional reduction in the argument of the hidden supersymmetry
[35]. Although the dimensional reduction and the supersymmetry conjectures fail in
dimensions less than four, its validity near six dimensions or for large N is discussed
still [2, 3, 4, 5, 6, 7, 8, 9, 11, 14, 15, 16, 17, 18, 19, 20, 36]. In addition to this result,
consider another critical exponent η′ of the following correlation function∑
p∈Λ∗
L
E|〈φ˜mq ; φ˜np〉g|2 ≃
δm,n
q4−η′
. (58)
According to the (49) in the large N expansion with the replica method,
η′ =
d− 4
N
is obtained. This result satisfies another inequality (10).
The connected 4-point correlation function satisfies the inequality for k = 1, l = 3
and f1(φ) = φ˜
m
q given by Theorem.
∑
p1∈Λ∗L
∑
p2∈Λ∗L
∑
p3∈Λ∗L
N∑
n1=1
N∑
n2=1
N∑
n3=1
|E〈φ˜n1p1 ; φ˜n2p2 ; φ˜n3p3 ; φ˜mq 〉g|2 ≤ 3!β−6h−6E|〈φ˜mq 〉g|2. (59)
According to (52), the left hand side can be calculated in the large N expansion
∑
p1∈Λ∗L
∑
p2∈Λ∗L
∑
p3∈Λ∗L
N∑
n1=1
N∑
n2=1
N∑
n3=1
|E〈φ˜n1p1 ; φ˜n2p2 ; φ˜n3p3 ; φ˜mq 〉g|2 ≃
4− d
4β4h4N
log q
q4
. (60)
Since the right hand side in the large N expansion is
3!β−6h−6E|〈φ˜mq 〉g|2 ≃
3!
β4h4
1
q4
(
1 +
d− 4
N
log q
)
,
these satisfy the inequality (59).
The wave number dependent susceptibility can be represented in terms of
correlation function
χ˜m,n(q, g) := 〈φ˜mq ; φ˜n−q〉g. (61)
The Schwartz-Soffer and more inequalities for random fields 13
In the large N expansion, the variance of the susceptibility and a correlation function
are obtained
Varχ˜m,n(q, g) = E|〈φ˜mq ; φ˜n−q〉g|2 − |E〈φ˜mq ; φ˜n−q〉g|2 ≃
δm,n
q4
(η′ − 2η) log q, (62)
β4h4
2
∑
p1∈Λ∗L
∑
p2∈Λ∗L
N∑
n1=1
N∑
n2=1
|E〈φ˜n1p1 ; φ˜n2p2 ; φ˜mq ; φ˜n−q〉g|2 ≃
4− d
8N
δm,n
q4
log q, (63)
The following inequalities are obtained by j = 0, k = 2, l = 1 f1 = φ˜
m
q , f2 = φ˜
n
−q in
Theorem and Lemma 2. These give variance inequalities for the susceptibility
β4h4
2
∑
p1∈Λ∗L
∑
p2∈Λ∗L
N∑
n1=1
N∑
n2=1
|E〈φ˜n1p1 ; φ˜n2p2 ; φ˜mq ; φ˜n−q〉g|2 ≤ Varχ˜m,n(q, g) ≤ E|〈φ˜mq 〉g|2. (64)
These results calculated in the large N expansion with the replica method agree with
these inequalities.
5. Summary
A new series of inequalities for correlation functions in random field systems has been
obtained systematically in the square interpolation which is a mathematically rigorous
method. The first inequality is the Schwartz-Soffer inequality which gives the relation
between connected and disconnected two-point functions. This is well-known as a useful
inequality to check critical exponents of two-point correlation functions calculated in
effective theories and numerical studies [1]. Other inequalities give new relations among
multiple-point correlation functions. These relations enable us to examine several critical
exponents calculated in large N expansion with the replica method [4]. All obtained
results satisfy these inequalities.
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