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MULTIDIMENSIONAL RANDOM WALKS CONDITIONED TO STAY ORDERED VIA
GENERALIZED LADDER HEIGHT FUNCTIONS
OSVALDO ANGTUNCIO-HERNA´NDEZ
ABSTRACT. Random walks conditioned to stay positive are a prominent topic in fluctuation theory.
One way to construct them is as a random walk conditioned to stay positive up to time n, and let
n tend to infinity. A second method is conditioning instead to stay positive up to an independent
geometric time, and send its parameter to zero. The multidimensional case (condition the compo-
nents of a d-dimensional random walk to be ordered) was solved in [EK08] using the first approach,
but some moment conditions need to be imposed. Our approach is based on the second method,
which has the advantage to require a minimal restriction, needed only for the finiteness of the h-
transform in certain cases. We also characterize when the limit is Markovian or sub-Markovian,
and give several reexpresions of the h-function. Under some conditions given in [Ign18], it can be
proved that our h-function is the only harmonic function which is zero outside the Weyl chamber
{x= (x1, . . . ,xd) ∈ R
d : x1 < · · ·< xd}.
1. INTRODUCTION AND MAIN RESULTS
1.1. Motivation. Let X1, . . . ,Xd be independent, simple, symmetric random walks on Z. Let Pi
be the probability measure of X = (X1, . . . ,Xd) starting at i = (i1, . . . , id). In [KOR02] and [EK08],
the authors define X conditioned to have ordered components. The interest on such processes is
by their relation with random matrix theory, for example, with Dyson’s Brownian motion [Dys62],
which can be interpreted as d Brownian motions conditioned to stay ordered at all times. As
another important connection, conditioning a 2-dimensional random walk to have ordered compo-
nents, is equivalent to condition a random walk to stay non-negative, a theory with a long history
(see [Tan89, Kee92, Ber93, Cha94, BD94, Hir01, Tan04, CD05, CC08, Par08, GLP16]). The con-
ditioning event can be written as
A= {X1j < · · ·< X
d
j for all j ≥ 0}.
Denoting by W = {x ∈ Rd : x1 < · · · < xd} the Weyl chamber, the conditioning event A can be
rewritten as {X j ∈W,∀ j ≥ 0}. Note that, even in the case i1 < · · ·< id , we have
Pi(A) = 0,
since X2− X1 is an oscillating random walk. Therefore, a rigorous definition of the law of X
conditioned on A should be given. This is done in [KOR02] and [EK08] (as a particular case of
their results), introducing the event
An = {X
1
j < · · ·< X
d
j for all j ∈ [n]} n ∈ N,
with [n] = {1, . . . ,n}, and proving that for every k ∈ N, the limit as n→ ∞
Pi (X0 = i0, . . . ,Xk = ik|An)
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exists and is a probability measure. In fact, Karlin-McGregor’s formula (cf. [KM59]) gives us an
expression for Pi(An) and implies
lim
n
Pi (X0 = i0, . . . ,Xk = ik|An) = Ei
(
∆(ik)
∆(i0)
1{X0 = i0, . . . ,Xk = ik}
)
,
where, for x= (x1, . . . ,xd) ∈W
(1) ∆(x) = ∏
1≤i< j≤d
(x j− xi) = det
((
xi−1j
)
, i, j ∈ [d]
)
.
is the Vandermonde’s determinant. Hence, the conditioning is made using Doob’s h-transform.
Similar transformations, also called h-transforms or h-process, appear in [Saw97]. We must em-
phasize that most of the papers constructing ordered random walks are based on finding the limit
as n goes to infinity of Pi(An)/P(An). Such limit will be the associated h-function of the process.
The objective is to generalize known constructions to d-dimensional random walks conditioned
to have ordered components. In particular, the components of X could be dependent or have dif-
ferent distributions. Some models in the literature are [EK08, Dur14b, DW15, GR16, Ign18]. A
general construction (when the drift is zero) is given in [DW15], for random walks in cones. The
assumptions on the step distribution are that each of its components has mean zero, variance one,
and zero covariance between components; also, a moment assumption is made on the step distri-
bution. The case of non-zero drift was solved in [Dur14b], using a Crame´r condition. Also, the
recent paper [Ign18] constructs ordered Markov chains without moment conditions, but the state
space must be countable.
Our result has minimal assumptions. Define Y = (X2−X1,X3−X2, . . . ,Xd−Xd−1). In order to
avoid trivial cases, we assume Y has components taking negative and positive values with positive
probability; besides that, the construction works with no further hypotheses when some component
Y k drifts to −∞, or every component Y k drifts to +∞ (see Lemma 9). In the remaining cases, the
assumption on Y is the existence of positive ε1, . . . ,εd−1 such that
(2) P
(
X21 −X
1
1 ≥ ε1, . . . ,X
d
1 −X
d−1
1 ≥ εd−1
)
> 0.
This condition is used only to prove the finiteness of the (sub)harmonic function h.
Our method is to analyze a random walk conditioned to have ordered components up to an
independent geometric time N of parameter 1− e−c, and take the limit as c→ 0. The main tool is
to construct a ladder height function for the random walk, which is based on a generalization of
the ladder times in the unidimensional case. These ideas are adapted from the unidimensional case
given for random walks in [Ber93], and for Le´vy processes in [CD05, Don07].
1.2. Statement of the results. For ease of notation, our results are stated for d = 3 and for a
random walk having state space Rd. Let X = (X1,X2,X3) be a 3-dimensional random walk on
R
3 ∪ {†}, starting at X0 = 0, having lifetime ζ = sup{n : Xn 6= †}. Its increments are denoted
by W = (W 1,W 2,W 3), and W1 has law P. We denote by Y = (Y
1,Y 2) = (X2−X1,X3−X2) the
size of the gap between components, and y = (x2− x1,x3− x2) for x ∈W . The law of X killed at
time n ∈ N, that is, on the event ζ = n, will be denoted by Pn. When killing X at an independent
geometric law N ∈ {0,1, . . . ,} with parameter 1− e−c, its law will be Pc = ∑∞0 e
−cn(1− e−c)Pn.
The σ -algebra considered will be Fn = σ(X1, . . . ,Xn).
The notation that we use is component-wise, hence min{Yi, i∈I }=(min{Y
1
i , i∈I },min{Y
2
i , i∈
I }), for any index set I ⊂ Z+. We define for [n] = {1,2, . . . ,n} and [n]0 = {0,1, . . . ,n}, the pro-
cesses Y n = min{Yi, i ∈ [n]0}, Y n = min{Yi, i ∈ [n]}, Y n = max{Yi, i ∈ [n]0}, and Yn ∨ (y1,y2) =
(Y 1n ∨ y1,Y
2
n ∨ y2), where y1,y2 ∈ R. We also put (x1, . . . ,xd) < (y1, . . . ,yd) whenever component-
wise the strict inequality is satisfied.
MULTIDIMENSIONAL RANDOM WALKS CONDITIONED TO STAY ORDERED VIA GENERALIZED LADDER HEIGHT FUNCTIONS3
For W = {(x1, . . . ,xd) ∈ R
d : x1 < · · · < xd}, a positive regular function or harmonic function,
with respect to the transition kernel of X to W, is a function h :W 7→ R+ such that
Ex (h(X1);τ > 1) = h(x) x ∈W,
where
τ :=min{n : Xn /∈W}.
A function h is subharmonic (superharmonic) if Ex (h(X1);τ > 1) ≤ h(x) (Ex (h(X1);τ > 1) ≥
h(x)) for every x ∈W. The resulting (sub)harmonic function associated with a Doob h-transform
will also be called h-function.
To avoid trivial cases, we assume thatY has components taking positive and negative values with
positive probability. Besides that, the construction works with no further hypothesis if either some
component of Y drifts to −∞, or every component of Y drifts to +∞. When such conditions are not
satisfied, we need Hypothesis (2), needed only for the finiteness of the (sub)harmonic function h.
Our main result is the following, which justifies our construction can be interpreted as a random
walk X conditioned to stay ordered forever.
Theorem 1. Let N be a geometric time with parameter 1− e−c, independent of X. Assume that
h↑(x) := 1+E
(
J1−1
∑
n=1
1
{
Y n−1−Yn < y
})
< ∞ x= (x1, . . . ,xd) ∈W,
with y = (x2− x1, . . . ,xd − xd−1) and J1 = inf{n > 0 : Y
k
n−1 < Y
k
n ,k ∈ [d− 1]}. Then, for every
x ∈W, every finite Fn-stopping time T and Λ ∈FT
lim
c→0+
Px (Λ,T ≤ N|X(i) ∈W, i ∈ [N]) = P
↑
x(Λ,T < ζ ) :=
1
h↑(x)
E
Q
x
(
h↑(XT )1{Λ,T < ζ}
)
,
where E
Q
x is the expectation under the law of X killed at the first exit time of the Weyl chamber. The
limit law is a Markov chain with transition probabilities
(3) p↑(w,dz) = 1{z ∈W}
h↑(z)
h↑(w)
p(w,dz) w ∈W.
Moreover, it is a probability measure if E(τ) = ∞, or a subprobability measure if E(τ)< ∞.
We also give simple conditions to ensure h↑ is finite.
Lemma 1. Assume that either
(1) some component of Y drifts to −∞,
(2) every component of Y drifts to +∞ and P(τ = ∞)> 0,
(3) there exists ε = (ε1, . . . ,εd−1) ∈ R
d−1
+ such that
P(Y1 > ε)> 0.
Then
h↑(x)< ∞ ∀x ∈W.
Depending on the drift of its components, we reexpress our function h↑.
Lemma 2. Let x ∈W. If some component of Y drifts to −∞, the h↑-transform is given by
h↑(x) =
Ex (τ)
E(τ)
.
If every component drifts to +∞ and P(τ = ∞)> 0, then
h↑(x) =
Px (τ = ∞)
P(τ = ∞)
.
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We also express h↑ as a renovation function. For k ∈ [d− 1], denote by (β ki , i ∈ N) the strict
descending ladder times of Y k, that is β k0 = 0 and for i ∈N the time β
k
i is the smallest index n such
that Y k(β ki−1+ n) < Y
k(β ki−1). Let {β0,β1,β2, . . .} be the ordered union of all such ladder times,
with β0 = 1. Denoting by gn = βn and dn = βn+1 for n≥ 0, the set {gn,gn+1 . . . ,dn−1} is the nth
interval where Y remains constant.
Proposition 1. Let x ∈W. The h-transform can be expressed as
h↑(x) = 1+
∞
∑
n=1
P
(
−Y
βn
< y
)
.
The main tool to prove Theorem 1 is an extension of the ladder times in the unidimensional case.
The paper [Ber93], gives the h-transform of a unidimensional random walk X conditioned to stay
positive forever, under the unique hypothesis that the walk takes positive and negative values with
positive probability (see Theorem 2.3 of such paper). The explicit formula for the h-function in
such case is
(4) h(x) = 1+E

α+1 −1∑
1
1{−Xn < x}

 ,
where x≥ 0 and α+1 is the index of the first visit to (0,∞). Thus, the function h is a particular case
of our function h↑. In fact, Bertoin’s h-function can be reexpresed in several ways. We review some
formulas (see [BD94]). The first hitting times, respectively, in (−∞,0) and in [n,∞) are denoted by
τ =min{k≥ 1 : Xk < 0} and σn =min{k ≥ 1 : Xk ≥ n}. Let (H,T ) = ((Hk,Tk),k≥ 0) be the strict
ascending ladder point process of the reflected random walk −X . That is, we have T0 = 0 and
Hk =−XTk and Tk+1 =min{ j > Tk :−X j > Hk}.
The convention is Hk = ∞ if Tk = ∞. The renewal function associated with H1 is
V (x) =
∞
∑
k=0
P(Hk ≤ x), x≥ 0.
This is a non-decreasing right-continuous function. But the duality lemma gives us
V (x) = E
(
σ0−1
∑
j=0
1
{
−x≤ X j
})
= h(x).
Thus, Proposition 1 is a generalization of this result. Our other reexpresions of h↑ given in Lemma
2, also had their respective reexpresions in the unidimensional case (see [BD94]).
We conjecture that our h-transform is subharmonic when X has i.i.d. components taking values
in R, satisfies the hypotheses of [EK08] or [DW15], and d > 2. The reason is that on such papers,
the tail of the distribution of τ is computed, which we prove helps to characterize the harmonicity of
our h. In [EK08] it is proved that Px (τ > n) is of the order n
−d(d−1)/4 (see Subsection 5 for another
approximations), implying Ex(τ)< ∞ when d ≥ 3 and x ∈W. In fact, we prove in Lemma 6 that h
is harmonic (subharmonic) iff the expectation of τ is infinite (finite). This represents a difference
with respect to [EK08], since, regardless of the dimension, their h-transform is harmonic.
Nevertheless, such difference has also been observed in [Ign18]. On such paper, it is character-
ized the h-transforms of centered irreducible random walks taking values on a countable set, with
slowly varying hitting probabilities and other minor assumptions. She proved that when E(τ) = ∞,
any harmonic function for the process is proportional to V (·) = E·(T ), where T is the exit time
of some ladder height process, and also that limPx(An)/P(An) = V (x), with x ∈W. But, when
E(τ)< ∞, she proved that V (x)≤ limPx(An)/P(An) and that V is superharmonic (in our case, our
h-transform is subharmonic).
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It is important to address that even in the unidimensional case, the harmonicity of the h-transform
highly depends on E(τ) and even in the way we choose the approximating events. An example
appears in [BD94] for random walks not drifting to +∞. They compare limits of some random
walks, under two different conditionings to stay positive. It is proved that for oscillating random
walks both limits are the same. But when the drift is negative, depending on the upper tail of the step
distribution it can happen: both limits are the same and the h-transform is subharmonic; both limits
are different with harmonic h-transform. Results in the same spirit for Le´vy processes, are given
in [BD94]. Also, the h-transform of the Brownian motion with negative drift conditioned to stay
positive is harmonic or subharmonic, depending on the approximation: it is proved in [MSM94]
that is harmonic conditioning with {τ > t} and letting t→∞; while in [CD05] is subharmonic when
conditioning with {τ > E/c}, an exponential random variable with mean 1, and letting c→ 0.
This paper is organized as follows. Our construction is given in Section 2, conditioning the walk
to stay ordered up to an independent geometric time. We prove this is a Markov chain and an
h-transform of the process, where the harmonic function is denoted by h
↑
c . In Subsections 2.1 and
2.2 we reexpress h
↑
c using a partition of N on random intervals, making the random walk to be like
excursions on each interval. This allows us to obtain in Lemma 5 the limit h↑ of h
↑
c as c ↓ 0, and
implies the limit of the random walk is a Markov chain using a change of measure with h↑; this is
the second part of Theorem 1. We characterize in Section 3 when h↑ is harmonic or subharmonic;
give a condition to ensure its finiteness; and prove in Lemma 8 that the law of the random walk
using the h-transform h↑ is the same as the limit of the random walk law conditioned to stay ordered
up to a geometric time, which proves Theorem 1. In Section 4 we obtain several reexpresions of
h↑. Finally, in Section 5 we review known results about the order of Px(τ > n).
2. THE RANDOM WALK CONDITIONED TO BE ORDERED UP TO A GEOMETRIC TIME AS AN
h-TRANSFORM
Recall the notation at the beginning of Section 1.2. Consider x = (x1,x2,x3) ∈W and let y =
(y1,y2) = (x2−x1,x3−x2). Recall the definition of τ = inf{n : Xn /∈W}, the first exit time from the
Weyl chamber. For any n ∈N and A= A0×A1×·· ·×An ∈B(R)
n+1, we find the limit as c→ 0+
of
P
c
(
n⋂
0
{Xi+ xi ∈ Ai}
∣∣∣∣∣τ > N
)
= Pc
(
n⋂
0
{Xi+ xi ∈ Ai}
∣∣∣∣∣X1j + x1 < X2j + x2 < X3j + x3, j ∈ [N]
)
.
First we prove this is a Markov chain.
Proposition 2. Under Pc and for any x= (x1,x2,x3)∈W, the chain X+x conditioned to be ordered
up to time N is a Markov chain with transition probabilities
P
↑
c(w,dy) = 1{y ∈W}
h
↑
c(y)
h
↑
c(w)
e−cp(w,dy),
with w= (w1,w2,w3) ∈W, y= (y1,y2,y3), p(w,dy) = P(W1+w ∈ dy) and
h↑c(w) =
P
c (Xi+w ∈W, i ∈ [ζ ])
Pc (Xi ∈W, i ∈ [ζ ])
.
Proof. We compute the n-step transition probabilities
P
c
x (Xi ∈ dwi, i ∈ [n]0 | τ > N) ,
where wi ∈ R
3 for i ∈ [n]0 := {0, . . . ,n} and w0 = x ∈ W. Then, the numerator of the n-step
transition probability is given by
P
c (Xi+ x ∈ dwi, i ∈ [n]0,Xi+ x ∈W, i ∈ [N]) .
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On such set, for i ∈ [n]0 we have Xi+ x= wi ∈W, while for n+ i ∈ {n+1, . . . ,N}
{Xn+ x ∈ dwn,Xn+i+ x ∈W}= {Xn+ x ∈ dwn,Xn+i−Xn+wn ∈W} .
Summing over the values of N, and using independent and stationary increments of X , the numer-
ator is equal to
1{∩n1{wi ∈W}}P(Xi+ x ∈ dwi, i ∈ [n]0)
× ∑
m≥n+1
P(Xn+i−Xn+wn ∈W, i ∈ [n])P(N = n)
= 1{∩n1{wi ∈W}}P(Xi+ x ∈ dwi, i ∈ [n]0)e
−cn
×Pc (Xi+wn ∈W, i ∈ [N]) ,
by the lack of memory property of N. Therefore, the n-step transition probability is given by
= 1{∩n1{wi ∈W}}P(Xi+ x ∈ dwi, i ∈ [n]0)e
−cn×
P
c (wn+Xi ∈W, i ∈ [N])
Pc (x+Xi ∈W, i ∈ [N])
.
Denote by X↑ the random walk X conditioned to stay ordered up to time N. Considering wi ∈W
for i ∈ [n−1]0, we obtain, using that X is a random walk
P
c
(
X↑(n) ∈ dwn|X
↑(0) = w0,X
↑(1) ∈ dw1, . . . ,X
↑(n−1) ∈ dwn−1
)
= 1{{wn ∈W}}P(Xn+ x ∈ dwn|Xn−1+ x ∈ dwn−1)e
−c h
↑
c (wn)
h
↑
c (wn−1)
= 1{{wn ∈W}}P(X1 ∈ dwn|X0 ∈ dwn−1)e
−c h
↑
c (wn)
h
↑
c (wn−1)
,
which is the one-step transition probability, and depends only on wn−1 and wn. 
Now we analyze the function h
↑
c .
2.1. The h
↑
c-function. A priori, h
↑
c is the division of two probabilities converging to zero. We
reexpress h
↑
c to prove it converges. Working with the numerator of h
↑
c(x), first sum over all possible
values of N
P
c (Xi+ x ∈W, i ∈ [ζ ])
= (1− e−c)
(
1+
∞
∑
1
e−cnPn (Xi+ x ∈W, i ∈ [n])
)
.
Recall that Y = (X2−X1,X3−X2) and y= (x2− x1,x3− x2). It follows that
(5) Pc (Xi+ x ∈W, i ∈ [ζ ])/(1− e
−c)−1= E
(
∑
1
e−cn1
{
−y< Y
n
})
.
For any n ∈ N, it is known that X and the time-reversed process X∗ has the same distribution, with
X∗i = Xn−Xn−i for 0≤ i≤ n.
This chain has components X∗ = (X1,∗,X2,∗,X3,∗), and similarly for Y ∗. Then{
−y< Y
n
}
d
=
{
max{−Y 1,∗j , j ∈ [n]}< x2− x1,max{−Y
2,∗
j , j ∈ [n]} < x3− x2
}
.
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Define Y
k
n = max{Y
k
j ,0 ≤ j ≤ n} for k = 1,2 and Y n = (Y
1
n,Y
2
n). Add and subtract the term Y
k,∗
n
and use Y
k,∗
i −Y
k,∗
n = Y kn −Y
k
n−i−Y
k,∗
n =−Y kn−i for k = 1,2, so
(6)
{
−y< Y
n
}
d
=
{
Y n−1−Yn < y
}
.
This implies that h
↑
c can be reexpresed as
(7) h↑c(x) =
1+∑∞1 e
−cn
P
(
Y n−1−Yn < y
)
1+∑∞1 e
−cnP
(
Y n−1−Yn < 0
)
2.2. Partitioning N via the times of a multidimensional ladder height function to obtain the
limit of h
↑
c . In this subsection, we partition N at some particular times {Ji, i ∈ N}. Those are the
times in common among the ascending ladder times of Y 1 and Y 2, that is, if (αkj , j ≥ 0) are the
strict ascending ladder times of Y k, then Ji is the ith time such that α
1
j = α
2
l for some j, l ∈ N. We
prove that the subpaths {YJi+n,0≤ n< Ji+1− Ji}i are i.i.d., and at the times Ji, every component of
the walk Y is at least as big as the current cumulative maximum. In this sense, the reader should
think on those subpaths as excursions of Y .
Let J0 = 0 and for i ∈ N, define
Ji+1 =min
{
n> Ji :Y
k
n−1 < Y
k
n ,k = 1,2
}
,
the first time after Ji, such that both walks reach the current maximum at the same time.
Remark 1. Note that Y Ji = YJi , since both processes are at the same maximum. Also, since we
assumed P(Y1 > 0)> 0, then P(J1 = 1) = P
(
Y 0 < Y1
)
= P(0<Y1) has positive probability.
We prove (Ji, i ≥ 0) are stopping times. Let (Fn,n ∈ N) be the natural filtration of X . For any
m ∈ N, the event {J1 =m} is equal to{
Y
k
j−1 ≥ Y
k
j ,1≤ j ≤ m−1 for k = 1 or k = 2
}
∩
{
Y
k
m−1 < Y
k
m,k = 1,2
}
,
which is in Fm. Assuming Ji is a stopping time, the event {Ji+1 = m} is equal to
m−1⋃
l=i
(
{Ji = l}∩
{
Y
k
j−1 ≥Y
k
j , l+1≤ j ≤m−1 for k = 1 or k = 2
}
∩
{
Y
k
m−1 < Y
k
m,k = 1,2
})
,
which also belongs to Fm.
We prove the independence and distribution between such times.
Lemma 3. For every i ∈ N, the walk {Y Ji+n−1−YJi+n,n ≥ 1} is independent of FJi and has the
same distribution as {Y n−1−Yn,n≥ 1}.
Proof. Let T < ∞ be a stopping time. For n≥ 2, decompose Y T+n−1 as the maximum up to time T
and the maximum between times {T +1, . . . ,T +n−1}. Hence
Y T+n−1−YT+n =
(
Y T −YT
)
∨max{YT+l−YT , l ∈ [n−1]}− (YT+n−YT ),
and for n= 1
Y T −YT+1 =
(
Y T −YT
)
∨ (0,0)− (YT+1−YT ) .
We substitute T = Ji for i ∈N and recall Y Ji =YJi . For n ∈ N and Am ∈R
2 with m ∈ [n], the events
n⋂
m=1
{Y Ji+m−1−YJi+m ∈ Am}
=
n⋂
m=1
{(0,0)∨max{YJi+l−YJi , l ∈ [m−1]}− (YJi+m−YJi) ∈ Am}
MULTIDIMENSIONAL RANDOM WALKS CONDITIONED TO STAY ORDERED VIA GENERALIZED LADDER HEIGHT FUNCTIONS8
are independent of FJi under {Ji < ∞}, by the strong Markov property. They also have the same
distribution as
n⋂
m=1
{(0,0)∨max{Yl , l ∈ [m−1]}−Ym ∈ Am}=
n⋂
m=1
{
Ym−1−Ym ∈ Am
}
,
recalling that Y 0 = Y0 = (0,0) under P. 
The following result is crucial to partition the sums in (7).
Lemma 4. The times {Ji+1− Ji, i ∈N} are i.i.d. and Ji+1− Ji = J1 ◦θJi , where θ is the translation
operator.
Proof. For i ∈ N we have
Ji+1− Ji =min{n> 0 :Y Ji+n−1 < YJi+n}
=min{n> 0 : max{YJi+m−YJi ;0≤m≤ n−1}− (YJi+n−YJi)< 0}
= J1 ◦θJi .
Then Ji+1− Ji is independent of FJi and has the same law as J1, by Lemma 3. 
Lemma 5. The h-function h
↑
c converges as c ↓ 0 to
h↑(x) = 1+E
(
J1−1
∑
n=1
1
{
Y n−1−Yn < y
})
,
recalling that y= (x2− x1,x3− x2).
Proof. Recall Equation (7). Partition N at times (Ji, i ∈N)
E
(
∑
1
e−cn1
{
Y n−1−Yn < y
})
= E
(
∑
0
e−cJi1{Ji < ∞}
Ji+1−Ji
∑
n=1
e−cn1
{
Y n−1+Ji−Yn+Ji < y
})
.
Conditioning with FJi and summing over the values taken by Ji+1− Ji, the previous equation is
equal to
E
{
∑
0
e−cJi1{Ji < ∞} ∑
m≥1
m
∑
n=1
e−cnP
(
Ji+1− Ji = m,Y n−1+Ji−Yn+Ji < y |FJi
)}
.
Using lemmas 3 and 4, we obtain
P
c (Xi+ x ∈W, i ∈ [ζ ])/(1− e
−c)
= 1+E
(
∞
∑
0
e−cJi1{Ji < ∞}
)
E
(
J1
∑
n=1
e−cn1
{
Y n−1−Yn < y
})
.
Since e−cJi1{Ji = ∞}= 0, we can ignore the indicator 1{Ji < ∞}. When x= 0, the only term that
remains in the second expectation above is e−cJ1 , since Y
1
n−1 ≥ Y
1
n or Y
2
n−1 ≥ Y
2
n for n < J1. It
follows that
P
c (Xi ∈W, i ∈ [ζ ])/(1− e
−c) = 1+E
(
∞
∑
0
e−cJi
)
E
(
e−cJ1
)
.
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Dividing both terms, and using
E
(
J1
∑
n=1
e−cn1
{
Y n−1−Yn < y
})
−E
(
e−cJ1
)
= E
(
J1−1
∑
n=1
e−cn1
{
Y n−1−Yn < y
})
,
we have
h↑c(x) = 1+E
(
J1−1
∑
n=1
e−cn1
{
Y n−1−Yn < y
}) E(∑∞0 e−cJi)
1+E(∑∞0 e
−cJi)E(e−cJ1)
.
Since Ji = ∑
i−1
0 (Jk+1− Jk) is a sum of i.i.d. random variables, then
E
(
∞
∑
0
e−cJi
)
=
(
1−E
(
e−cJ1
))−1
,
implying
h↑c(x) = 1+E
(
J1−1
∑
n=1
e−cn1
{
Y n−1−Yn < y
})
.
The result follows from the monotone convergence theorem. 
The latter result implies Theorem 1. In the next section, we prove that h↑ is (sub)harmonic, and
give a simple condition that ensures it is finite.
3. PROPERTIES OF h↑ AND THE INTERPRETATION OF THE WALK AS CONDITIONED TO STAY
ORDERED FOREVER
3.1. The harmonicity of h↑ depends on E(τ). We know that the first exit time from the Weyl
chamber is given by
τ =min{n> 0 :Y 1n ∧Y
2
n ≤ 0}.
By Lemma 5, we rewrite h↑ as
h↑(x) = lim
c→0+
P
c
x
(
Y
N
> 0
)
Pc
(
Y
N
> 0
) = lim
c→0+
Px (τ > N)
P(τ > N)
.
Let Qx be the law of X killed at the first exit of the Weyl chamber, that is, for n ∈ N and Λ ∈Fn
Qx (Λ,n< ζ ) = Px (Λ,n< τ) .
Expectations under Qx will be denoted by E
Q
x . The next lemma gives us conditions to know if h
↑ is
harmonic or subharmonic. It is based on Lemma 1 of [CD05].
Lemma 6. Let x ∈W. If E(τ)< ∞, then h↑ is subharmonic and
E
Q
x
(
h↑(Xn)1{n< ζ}
)
< h↑(x).
If E(τ) = ∞, then h↑ is harmonic and
E
Q
x
(
h↑(Xn)1{n< ζ}
)
= h↑(x).
Proof. Since we proved in Lemma 5 that the convergence of h
↑
c to h
↑ is monotone, then
(8) EQx
(
h↑(Xn)1{n< ζ}
)
= lim
c→0+
Ex
(
PXn (τ > N)
P(τ > N)
1{n< τ}
)
.
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Using the Markov property
Px (τ > n+N) = Ex
(
1
{
Y 2k ∧Y
1
k > 0,k ∈ [n+N]
})
= Ex
(
1
{
Y 2k ∧Y
1
k > 0,k ∈ [n]
}
1
{
Y 2k ∧Y
1
k > 0,k ∈ [N]
}
◦θn
)
= Ex (1{τ > n}PXn (τ > N)) ,
which is the numerator in the right-hand side of Equation (8). Summing over all the values of N
Px (τ > n+N) = ∑
k
Px (τ > n+ k,N = k)
= ecn ∑
k≥n
Px (τ > k)(1− e
−c)e−ck.
Starting the sum from k = 0, we obtain
Px (τ > n+N) = e
cn
{
Px (τ > N)−
n−1
∑
0
Px (τ > k)P(N = k)
}
.
Thus, the right-hand side of Equation (8) is equal to
lim
c→0+
ecn
{
Px (τ > N)
P(τ > N)
−
n−1
∑
0
Px (τ > k)e
−ck
∑P(τ > m)e−cm
}
= h↑(x)−
1
E(τ)
n−1
∑
0
Px (τ > k) ,
which proves the lemma, since Px(τ > 0) = P(x+X0 ∈W) = 1. 
3.2. Finiteness of h↑. To prove h↑(x) < ∞ for every x ∈W, we use the remark of Lemma 1 in
[Tan89]. In this subsection, the inequality x > z for x,z ∈ R3 means there is strict inequality
component-wise.
Lemma 7. Assume there exists ε = (ε1,ε2) ∈ R+ such that
P
(
(X21 −X
1
1 ,X
3
1 −X
2
1 )> ε
)
> 0.
Then
h↑(x)< ∞ ∀x ∈W.
Proof. Note that Lemma 6 was independent of the finiteness of h↑. Hence, from such lemma and
x ∈W we have
h↑(x)≥
∫
P(x+X1 ∈ dz,1< τ)h
↑(z) =
∫
z∈W
P(x+X1 ∈ dz)h
↑(z).
Define g(x) = (x2− x1,x3− x2) for x ∈ R
3
+. For simplicity, instead of g(x) we write x
−. So, for
instance X− = (X2−X1,X3−X2) and x− := (x2− x1,x3− x2). Then, we have
P(x+X1 ∈ dz) = P
(
x1+X
1
1 ∈ dz1,x
−+X−1 ∈ dz
−
)
.
Note from Lemma (5) that h↑(x) depends on x only trough x−. Define h− : R2+∪{(0,0)} 7→ R+ as
h−(x−) := h↑(x), so
h−(x−) = 1+E
(
J1−1
∑
n=1
1
{
Y n−1−Yn < x
−
})
.
It follows that
(9) h−(x−)≥
∫
z∈W
P
(
x1+X
1
1 ∈ dz1,x
−+X−1 ∈ dz
−
)
h−(z−).
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Also, note that h−(0) = 1, since 1
{
X
−
0 −X
−
1 ≤ 0
}
= 1 implies J1 = 1.
Assume that h−(z−) = ∞ for every z− > ε . Fix any x1 ∈ R, and use x = (x1,x1,x1) in (9) to
obtain
1= h−(0) = h↑(x) ≥
∫
z∈W∩{z∈R3:z−>ε}
P
(
x1+X
1
1 ∈ dz1,x
−+X−1 ∈ dz
−
)
h−(z−).
Hence, it should be the case that
0= P
(
x1+X
1
1 ∈ R,x
−+X−1 > ε
)
= P
(
X−1 > ε
)
,
contradicting the hypothesis. Therefore, there exists z(1) = (x1,x1+ z(1),1,x1+ z(1),1+ z(1),2) ∈W
such that
z−(1) > ε and h
↑(z(1)) = h
−(z−(1))< ∞.
Now, assume h−(z−) = ∞ for every z− > ε + z−(1). Use x= z
−
(1) in (9) to obtain
∞ > h−(z−(1))≥
∫
z∈W∩{z∈R3:z−>ε+z−
(1)
}
P
(
x1+X
1
1 ∈ dz1,z
−
(1)+X
−
1 ∈ dz
−
)
h−(z−).
Then, it should happen that
0= P
(
x1+X
1
1 ∈R,z
−
(1)+X
−
1 > ε + z
−
(1)
)
= P
(
X−1 > ε
)
,
again contradicting the hypothesis. Hence, there exists z(2) = (x1,x1+z(2),1,x1+z(2),1+z(2),2)∈W
such that
z−(2) > ε + z
−
(1) and h
↑(z(2)) = h
−(z−(2))< ∞.
Continuing in this way, there is some subsequence (z(n),n ∈ N), with z(n) = (x1,x1+ z(n),1,x1+
z(n),1+ z(n),2) ∈W satisfying
z−(n) > ε + z
−
(n−1) and h
↑(z(n)) = h
−(z−(n))< ∞,
for every n.
Fix any x= (x1,x2,x3)∈W. We prove that h
↑(x)< ∞. Note that in the previous analysis, x1 was
arbitrary. Let n ∈N such that
z−(n),1∧ z
−
(n),2 > (nε1)∧ (nε2)> (x3− x2)∨ (x2− x1).
It follows that
h↑(x) = 1+E
(
J1−1
∑
n=1
1
{
X
−
n−1−X
−
n < x
−
})
≤ 1+E
(
J1−1
∑
n=1
1
{
X
−
n−1−X
−
n < z
−
(n)
})
,
which is finite by construction. 
3.3. Ordered random walks as the limit law of random walks conditioned to stay ordered up
to a geometric time. Let (qn,n ≥ 1) be the transition probabilities of (X ,Q). From Theorem 1,
denote by (p↑n,n≥ 1) the transition probabilities of X conditioned to stay ordered
p↑n(w,dz) =
h↑(z)
h↑(w)
qn(w,dz) w ∈W, n ∈N.
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The law of the Markov process with transition probabilities (p↑n,n≥ 1) and starting from x ∈W is
denoted by P
↑
x . Hence, for n ∈ N and Λ ∈Fn
(10) P↑x(Λ,n< ζ ) =
1
h↑(x)
E
Q
x
(
h↑(Xn)1{Λ,n< ζ}
)
.
Its lifetime is P
↑
x-finite if h
↑ is subharmonic and P
↑
x-infinite if it is harmonic. Let us prove (X ,P
↑
x)
is the limit as c→ 0+ of (X ,Px) conditioned to have ordered components up to a geometric time.
Lemma 8. Let N be geometric time with parameter 1−e−c, independent of (X ,P). Then, for every
x ∈W, every finite Fn-stopping time T and Λ ∈FT
lim
c→0+
Px (Λ,T ≤ N|X(i) ∈W, i ∈ [N]) = P
↑
x(Λ,T < ζ ).
Proof. First we use a deterministic time T ∈N. Note that {T < τ}= {X(i)∈W, i∈ [T ]}. We work
with Px (Λ,T ≤ N,X(i) ∈W, i ∈ [N]). Separating in the first T values of X and summing over all
the values of N
Px (Λ,T ≤ N,X(i) ∈W, i ∈ [N])
= ∑
n≥T
Px (Λ,T ≤ n,X(i) ∈W, i ∈ [T ],X(T + i) ∈W, i ∈ [n−T ])P(N = n) ,
starting the sum at zero and using the Markov property at FT
Px (Λ,T ≤ N,X(i) ∈W, i ∈ [N])
= e−cT ∑
n≥0
Px (Λ,T < τ ,Px (X(T + i) ∈W, i ∈ [n]|FT ))P(N = n)
= e−cTPx (Λ,T < τ ,PXT (N < τ))
= Px (Λ,T < τ , t ≤ N,PXT (N < τ)) .
Now, consider c0 > 0 and any c ∈ (0,c0). Recall from Lemma 5 that h
↑
c increases to h
↑, hence
1{Λ,T < τ ,T ≤ N}
PXT (τ > N)
Px (τ > N)
= 1{Λ,T < τ ,T ≤ N}
h
↑
c(XT )
h
↑
c(x)
≤ 1{Λ,T < τ}
h↑(XT )
h
↑
c0(x)
.
Taking expectations on both sides and using Lemma 6
Ex
(
1{Λ,T < τ ,T ≤ N}
PXT (τ > N)
Px (τ > N)
)
≤
h↑(x)
h
↑
c0(x)
,
and the right-hand side is finite by Lemma 7. Hence, by Lebesgue’s dominated convergence theo-
rem
lim
c→0+
Px (Λ,T ≤ N|τ > N) = lim
c→0+
Ex
(
1{Λ,T < τ ,T ≤ N}
PXT (τ > N)
Px (τ > N)
)
= P↑x (Λ,T < ζ ) .
Let us prove the same convergence for any finite stopping time T . Summing over all the values
of T , the equality
Px (Λ,T ≤ N < τ) = Px (Λ,T < τ , t ≤ N,PXT (N < τ))
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and Equation (10) holds for T . We need to prove Lemma 6 holds true for any stopping time T < ∞
a.s. Summing over all the values of T , in the subharmonic case
E
Q
x
(
h↑(XT )1{T < ζ}
)
= ∑
n
Ex
(
h↑(Xn)1{n< τ ,T = n}
)
≤ h↑(x)∑
n
P
↑
x (T = n,n< ζ )
= h↑(x)P↑x (T < ∞,T < ζ ) ,
which is smaller than h↑(x). In the harmonic case, the inequality above is an equality, so it remains
to prove that P
↑
x(T < ∞,T < ζ ) = 1. But this is clear since
P
↑
x(T = ∞,T < ζ ) = lim
n
1
h↑(x)
Ex
(
h↑(XT )1{T > n}
)
= 0,
by monotone convergence. 
In the next section, we obtain several reexpresions of the h-function.
4. REEXPRESSIONS OF h↑
4.1. Reexpresions using the minimum of the descending ladder times of the components.
Changing the measure to start at zero, we have
E
(
∞
∑
1
e−cn1
{
−y< Y
n
})
= Ex
(
∞
∑
1
e−cn1
{
0< Y
n
})
.
For k = 1,2, denote by (β ki , i ∈ N) the strict descending ladder times of Y
k, that is β k0 = 0 and for
i ∈ N the time β ki is the smallest index n such that Y
k(β ki−1+n)< Y
k(β ki−1). The above sum stops
when one component Y k becomes negative, that is, at β 11 ∧β
2
1 . Then
h↑c(x) =
1+Ex
(
∑∞1 e
−cn1
{
0< Y
n
})
1+E
(
∑∞1 e
−cn1
{
0< Y
n
})
=
1+Ex
(
∑
β 11∧β
2
1−1
1 e
−cn
)
1+E
(
∑
β 11∧β
2
1−1
1 e
−cn
) .
This equality allows us to prove the next proposition.
Lemma 9. If some component of Y drifts to −∞, the h-function h↑ is given by
h↑(x) =
Ex
(
β 11 ∧β
2
1
)
E
(
β 11 ∧β
2
1
) = Ex (τ)
E(τ)
.
If every component drifts to +∞ and P
(
β 11 ∧β
2
1 = ∞
)
> 0, then
h↑(x) =
Px
(
β 11 ∧β
2
1 = ∞
)
P
(
β 11 ∧β
2
1 = ∞
) = Px (τ = ∞)
P(τ = ∞)
.
Proof. If Y k drifts to −∞ for some k = 1,2, then E
(
β 11 ∧β
2
1
)
≤ E
(
β k1
)
< ∞ by Proposition 9.3,
page 167 of [Kal02]. Therefore, by the monotone convergence theorem
h↑c(x)→
1+Ex
(
β 11 ∧β
2
1 −1
)
1+E
(
β 11 ∧β
2
1 −1
) .
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If every component drifts to +∞, then Y 1∧Y 2 has a finite minimum with positive probability.
By hypothesis P
(
β 11 ∧β
2
1 = ∞
)
> 0, so
h↑c(x) =
Ex
(
∑
β 11∧β
2
1−1
0 e
−cn
)
E
(
∑
β 11∧β
2
1−1
0 e
−cn
)
=
Ex
((
1− e−c(β
1
1∧β
2
1 )
)
1
{
β 11 ∧β
2
1 < ∞
}
+1
{
β 11 ∧β
2
1 = ∞
})
E
((
1− e−c(β
1
1∧β
2
1 )
)
1
{
β 11 ∧β
2
1 < ∞
}
+1
{
β 11 ∧β
2
1 = ∞
})
→
Px
(
β 11 ∧β
2
1 = ∞
)
P
(
β 11 ∧β
2
1 = ∞
) .

4.2. Reexpresions using the union of the descending ladder times. Let {β1,β2, . . .} be the or-
dered union of the positive strict descending ladder times of Y 1 and Y 2, that is, the ordered union
of {β 1i ,β
2
j , i, j ≥ 1}. Define β0 = 1. Denoting by gn = βn and dn = βn+1 for n ≥ 0, the set
{gn,gn + 1, . . . ,dn− 1} is the nth interval where Y remains constant. Partitioning N on such in-
tervals, from Equation (5)
1+E
(
∞
∑
1
e−cn1
{
−y< Y
n
})
= E
(
∑
n≥0
1{gn < ∞}
dn−1
∑
k=gn
e−c(k−gn)e−cgn1
{
−y<Y
k
})
= E
(
∑
n≥0
e−cgn1
{
gn < ∞,−y<Y gn
} dn−gn−1
∑
k=0
e−ck
)
.
The above equation for x= 0 is
E
(
∑
n≥0
e−cn1
{
0< Y
n
})
= E
(
d0−1
∑
k=0
e−ck
)
.
Note that d0 = β
1
1 ∧β
2
1 . Also, note that −y≤ 0≤ Y d0−1
, therefore
h↑c(x) =
E
(
∑
d0−1
0 e
−ck
)
+∑n≥1E
(
e−cgn1
{
gn < ∞,−y< Y gn
}
∑
dn−gn−1
k=0 e
−ck
)
E
(
∑
d0−1
0 e
−ck
)
= 1+
(
E
(
d0−1
∑
0
e−ck
))−1
∑
n≥1
E
(
e−cgn1
{
gn < ∞,−y< Y gn
} dn−gn−1
∑
k=0
e−ck
)
.
As before, depending on the asymptotic behavior of the components, we can obtain a limit.
Proposition 3. If some component of Y drifts to −∞, then
E(dn−gn)< ∞ ∀n,
and the h-function is
h↑(x) = 1+ ∑
n≥1
E
(
dn−gn;gn < ∞,−y<Y gn
)
E(d0)
.
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If every component drifts to +∞ and P(d0 = ∞)> 0, then
h↑(x) = 1+ ∑
n≥1
P
(
gn < ∞,−y< Y gn
,dn−gn = ∞
)
P(d0 = ∞)
.
Proof. As before, if the component k drifts to −∞, the first case follows by monotone convergence
theorem and dn−gn ≤ β
k
j −β
k
j−1 for some j. The second case follows by
dn−gn−1
∑
0
e−ck =
1− e−c(dn−gn)
1− e−c
1{dn < ∞}+
1
1− e−c
1{dn = ∞} ,
and using monotone convergence theorem. 
4.3. Reexpresion as a renovation function. Recall from the previous section that (βn,n ≥ 0) is
the ordered union of the strict descending ladder times of Y 1 and Y 2. We have the following result.
Proposition 4. The h-function h ↑ can be expressed as
h↑(x) = 1+
∞
∑
n=1
P
(
−Y
βn
< y
)
.
Proof. First we express h↑ as an infinite sum, using Tonelli’s theorem and Theorem 1, we have
(11) h↑(x)−1= E
(
J1−1
∑
n=1
1
{
Y n−1−Yn < y
})
=
∞
∑
n=1
E
(
1
{
Y n−1−Yn < y
}
1{J1 > n}
)
.
The event {J1 > n} means that for every j ∈ [n], there is some k, such that the running maximum
at time j−1 of Y k is at least Y kj . This is written as
{J1 > n}=
n⋂
j=1
⋃
k
{
max
{
Y kl ;0≤ l ≤ j−1
}
−Y kj ≥ 0
}
.
Recall the equality in distribution between Y and Y ∗, which is Y reversed in time. Also, recall the
equality in distribution of −Y and Y ·−1−Y· of Equation (6). Hence, we have
{J1 > n}
d
=
n⋂
j=1
⋃
k
{
max
{
Y
k,∗
l ;0≤ l ≤ j−1
}
−Y k,∗j > 0
}
=
n⋂
j=1
⋃
k
{
max
{
−Y kn−l;0≤ l ≤ j−1
}
+Y kn− j > 0
}
=
n⋂
j=1
⋃
k
{
min
{
Y kn−l;0≤ l ≤ j−1
}
< Y kn− j
}
.
In a similar way, we can prove that
{
Y n−1−Yn ≤ y,J1 > n
} d
=
{
Y k
n
≥−yk,∀k
}⋂ n⋂
j=1
⋃
k
{
min
{
Y kn−l;0≤ l ≤ j−1
}
< Y kn− j
}
.
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Now we prove the last term means n is a strict descending ladder time of some Y k. In fact,
reordering the index set, the last term is equal to
n⋂
j=1
⋃
k
{
min
{
Y kl ;n− j+1≤ l ≤ n
}
< Y kn− j
}
=
n⋂
j=1
⋃
k
{
min
{
Y kl ; j ≤ l ≤ n
}
<Y kj−1
}
.
The right-hand side means the future minimum ofY k up to time n is always smaller than the current
value of Y k, for some k. Thus, the time n is a strict descending ladder time of some Y k, and
h↑(x) = 1+
∞
∑
n=1
P
(
Y
βn
>−y
)
. 
The next section is devoted to obtain conditions for the finiteness of E(τ).
5. KNOWN RESULTS ABOUT THE EXPECTATION OF τ TO ENSURE h↑ IS HARMONIC
In Theorem 1 of [DW10], the tail of the distribution of τ is computed. Explicitly, let X =
(X1, . . . ,Xd) be a random walk with i.i.d. components on R. Under the assumptions that the step
distribution has mean zero and the α moment is finite for α = d−1 if d > 3, and α > 2 if d = 3,
they prove
lim
n
nd(d−1)/4Px (τ > n) = KV (x),
where K is an explicit constant and V is given by
V (x) = ∆(x)−Ex(∆(X(τ))) x ∈W∩S
d,
with S ⊂ R the state space of the random walks, and ∆ defined in (1). This implies that for x ∈
W∩Sd
Ex(τ)< ∞ whenever d ≥ 3.
This suggests that E(τ)< ∞ in this case.
In the paper [Dur14a] the author obtains the asymptotic behavior of τx, for random walks with
non-zero drift killed when leaving general cones on Rd. Under some assumptions, in particular, the
step distribution having all moments and a drift pointing out of the cone, it is proved the existence
of a functionU such that
P(τx > n)∼ ρc
nn−p−d/2U(x).
The value p≥ 1 is the order of some homogeneous function, and c ∈ [0,1]. This suggests E(τx)≤
ρU(x)∑cn < ∞ whenever c ∈ (0,1).
In the paper [DW15], the authors obtain
P(τx > n)∼ cV (x)n
−p/2 n→ ∞,
for random walks in a cone, with components having zero mean, variance one, covariance zero,
and some finite moment. In that case, the value p is
p=
√
λ1+(d/2−1)2− (d/2−1)> 0.
Thus, the expectation of τx is infinite iff
1≥ p/2 ⇐⇒ (d/2+1)2 ≥ λ1+(d/2−1)
2
⇐⇒ 2d ≥ λ1.
The paper [GR16], computes the asymptotic exit time probability for random walks in cones,
under some general conditions. The first is that the support of the probability measure of X(1)
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is not included in any linear hyperplane. The second is that, if L is the Laplace transform of the
random walk having x∗ as a minimum, then L is finite on an open neighborhood of x∗, and that this
value belongs to the dual cone. Under such hypotheses, they prove that
lim
n→∞
Px (τ > n)
1/n = L(x∗),
for all x ∈ Kδ := K+δv, for some δ ≥ 0 and some fixed v in K
o. The authors note that in general,
there is no explicit link between the drift m of the walk (if exists), x∗ and L(x∗). The only exception
is whenm ∈K. In such case, L(x∗) = 1 iff x∗ = 0. Furthermore, when the drift m exists, then m∈K
iff x∗ = 0. Hence, if we want that E(τx) = ∞, we should restrict to the case L(x
∗) = 1.
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