Abstract. The famous Lomonosov's invariant subspace theorem states that if a continuous linear operator T on an infinite-dimensional normed space E "commutes" with a compact operator K = 0, i.e., T K = KT, then T has a non-trivial closed invariant subspace. We generalize this theorem for multivalued linear operators. We also provide an application to single-valued linear operators.
Introduction
The Invariant Subspace Problem asks whether every linear operator h : Y → Y on an infinite dimensional topological vector space Y has a nontrivial closed invariant subspace, i.e., a linear subspace M of Y such that M = {0}, M = Y and h(M ) ⊂ M (for a survey and references see [6, 1] ). In general the answer is negative and the issue is to investigate the class of operators satisfying this property. It is known that every compact operator k belongs to this class and so does every operator h commuting with k:
The famous Lomonosov's invariant subspace theorem [5] states the following.
Theorem 1.1. Suppose Y is an infinite dimensional normed space, and h and k are continuous linear operators, where k is compact, nonzero and commutes with h. Then h has a nontrivial closed invariant subspace.
In this paper we generalize this result for multivalued linear operators. The theory of multivalued linear operators (linear relations) is well developed; see Cross [2] .
A multivalued map h : X → Y between vector spaces is called a linear relation if h(ax) = ah(x), h(x + y) = h(x) + h(y),
for all x, y ∈ X and all a = 0. We say that h, k : Y → Y commute if hk ⊂ kh.
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For a linear relation h : Y → Y, a subspace M of Y is called h-weakly-invariant if for all x ∈ M h(x) ∩ M = ∅.
The idea of the proof of our main theorem below (Corollary 6.5) can be traced back to the original Lomonosov's proof.
Theorem 1.2. Suppose Y is an infinite dimensional normed topological vector space, and h and k are continuous linear relations with nonempty finite dimensional values, where k is compact and commutes with h and k
We consider only the right commutativity; the problem for the left commutativity, kh ⊂ hk, remains open.
Invariant subspace theorems for linear relations provide tools for studying the Invariant Subspace Problem for single valued linear operators. We consider those in the last section.
All topological spaces are assumed to be Hausdorff, all maps are multivalued with nonempty values unless indicated otherwise, and by normed (locally convex) spaces we understand infinite dimensional normed (locally convex) topological vector spaces over C or R.
Preliminaries
Let X be a topological space. The partition of unity is a collection of continuous
The partition γ is called locally finite if the cover γ = {d Let
is closed for any closed B. Equivalently, for any x ∈ X and a neighborhood V of F (x), there is a neighborhood U of x such that
If F is both u.s.c. and l.s.c. we call it continuous (in [2] "continuous" means l.s.c.). When X and Y are uniform spaces [3, Chapter 8] we say that F is uniformly uppersemicontinuous (u.u.s.c.) if for any entourage V in Y there is an entourage U in X, such that for all x, y ∈ X,
We say that x ∈ X is a fixed point of F :
A topological space is called acyclic if its reducedČech homology groups over the rationals are trivial. In particular, convex subsets of locally convex spaces are acyclic. A multivalued map F : X → Y is called admissible (in the sense of Gorniewicz [4] ) if it is closed valued u.s.c. and there exist a topological space Z and two single-valued continuous maps p : In the proof of his theorem Lomonosov used the Schauder fixed point theorem. Here we need its analogue for multivalued maps. We use a result that follows from the Lefschetz fixed point theory for admissible maps given in [4] (for further developments see [7] ), although an appropriate version of the Kakutani fixed point theorem for compositions of convex valued maps would suffice. 
Approximation by convex combinations
In this section we consider the approximations of multivalued maps by convex combinations in the spirit of Simonič [8, 9] .
Let X be a topological space, Y a vector space and H a collection of multivalued
The set of all such h we denote by Conv γ (H).
Let ∆ n denote the standard n-simplex. For any collection h 0 , ..., h n and any
The set of all such h we denote by Conv(H).
The following theorem generalizes Lemma 3.1 of Simonič [8] .
Theorem 3.2 (Approximation). Let X be a paracompact uniform space and Y a locally convex space. Suppose s : X → Y is a u.u.s.c. map with convex values and H is a collection of u.s.c. maps
h : X → Y. Suppose V is a convex neighborhood of 0 in Y and for any x ∈ X there is h x ∈ H such that h x (x) ⊂ s(x) + V.
Then there exist a locally finite partition of unity γ on X and a map
Proof. From the upper semicontinuity it follows that for each x ∈ X there is a W x such that for any
Now applying these inclusions and the assumption of the theorem, we obtain the following: for any
Consider the open cover of X given by ω = {W x : x ∈ X}. From Michael's Lemma [3, Theorem 5.1.9, p. 301] it follows that there exists a locally finite partition of unity γ = {d α : α ∈ A} subordinate to ω. Then we have a locally finite open cover of X
As s(y) and V are convex, so is the set s(y) + 3V . Therefore a convex combination of h x(α) (y), α ∈ A, is a well defined subset of s(y) + 3V . Then the map f : X → Y given by
is well defined and belongs to Conv γ (H).
Simonič calls d α Lomonosov functions, as the idea of this construction goes back to Lomonosov's proof in [5] . Observe also that the above theorem implies the following well-known fact: any u.s.c. map with convex images from a compact metric space to a locally convex space can be approximated by continuous singlevalued maps.
Fixed points of convex combinations
In this section we obtain a preliminary fixed point result. 
Proof. We know that y
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Thus y 0 is a fixed point of gr. 
Then for any neighborhood W of A, Conv(H)r has a fixed point in W.
Proof. Assume that there is a convex neighborhood V of 0 such that U = A + 3V ⊂ W and for each x ∈ X, there is
and let H = {h : h ∈ H}. Then the set h (x) is nonempty by assumption, convex since Y is locally convex, compact as the intersection of a compact set and a closed set. Also h is u.s.c. by [3, 1.7.17(c) ]. Thus h ∈ F c (X, Y ). Now we apply Theorem 3.2 with s(x) = A for all x (by definition h x (x) ⊂ s(x) + V ). Therefore there exists f ∈ Conv γ (H ) such that for all x, f (x) ⊂ s(x) + 3V = U . We know that r, f are admissible. Therefore by Proposition 2.1, so is ϕ = f r : U → U . Now r is compact and U is an ANR as a closed neighborhood in a locally convex space. Hence by Theorem 2.2, ϕ has a fixed point y 0 ∈ U ⊂ W. Therefore by Proposition 4.1, there exists g ∈ Conv(H) such that y 0 is a fixed point of gr.
Properties of linear relations
Throughout the rest of the paper we assume that X and Y are normed spaces. 
h(ax + by) = ah(x) + bh(y).
Then h(0) is a linear subspace. The set of all linear relations will be denoted by
LR(X, Y ) and LR(X, X) = LR(X).
Lemma 5.2 ([2, Proposition I.2.8, p. 7]). If T ∈ LR(X, Y ), x ∈ X, then
T (x) = y + T (0), for any y ∈ T (x).
We will concentrate on the following classes of linear relations:
Of course, all bounded linear operators belong to LR 0 (X, Y ).
For a linear relation T ∈ LR 0 (X, Y ), let Q T denote the natural quotient map with domain X and null space T (0) [2, p. 25].
Lemma 5.3. If S ∈ LR
0 (X, Y ), T ∈ LR 0 (Y, Z), then T S ∈ LR 0 (X, Z).
Proof. Q T T : S(0) → Z/T (0) is a linear operator, so dim Q T T S(0) < ∞. Now dim T (0) < ∞ implies dim T S(0) < ∞.
Definition 5.4 ([2]). A linear relation T ∈ LR 0 (X, Y ) is called bounded (compact )
if the single valued operator Q T T is bounded (compact), i.e., it maps a bounded set into a bounded (compact) set. 
By Proposition II.3.2(a) in [2, p. 33], every element of LR 0 (X, Y ) is bounded.
Lemma 5.5. T ∈ LR 0 (X, Y ) is compact if and only if for any bounded B ⊂ X, there is a compact set
C ⊂ Y such that T (B) ⊂ C + T (0). Moreover C can be chosen such that T (x) ∩ C = ∅ for all x ∈ B.
Theorem 5.6. Suppose h ∈ LR
Proof. Let A be a bounded subset of X. Then by Lemma 5.5 
where D is precompact, so hk is compact by Lemma 5.5.
Therefore compact relations constitute a left ideal in LR 0 (Y ). We call G ⊂ LR(Y ) a semialgebra if it is closed under nonzero linear combinations and compositions. Lemma 5.3 implies that LR 0 (Y ) is a semialgebra.
We define the commutant of h as
f commutes with h}.
Lemma 5.7. If h ∈ LR(Y ), then Comm(h) is a semialgebra.
Proof. First, Comm(h) is closed under linear combinations. Indeed, for f, f ∈ Comm(h) and a, b ∈ R\{0}, we have
Second, if f, g both commute with h, then u = gf commutes with h. Indeed
6. Invariant subspaces of linear relations
Lemma 6.2. Suppose R ∈ LR(Y ). Then
is a linear subspace of Y.
Proof. Let a, b ∈ R\{0} and x, y ∈ F ix(R).
Then ax + by ∈ aR(x) + bR(y) = R(ax + by), so ax + by ∈ F ix(R).
Lemma 6.3. Suppose h ∈ LR(Y ), R ∈ Comm(h) and h(0) ⊂ R(0). Then M = F ix(R) is h-weakly-invariant.
Proof. Let x ∈ M = F ix(R). Then
we use Lemma 5.2 as follows:
The main results of this paper are given below.
Theorem 6.4 (Weakly invariant subspaces). Suppose Y is a normed space
Now we apply Theorem 4.3 with X = Y \{0}, A = {b} as follows. We let H = {g ∩ U : g ∈ G}. Then H ⊂ F c (Y ). We can also rewrite (*) as Then G ⊂ Comm(h) and G is a semialgebra. To check the rest of the conditions of the theorem, observe that since 0 ∈ k(0), we have h Remark 6.7. When both h and k are single valued, the corollary reduces to Lomonosov's Theorem 1.1. The corollary is vacuous when h is single-valued while k is not, because hk ⊂ kh implies that k(0) is a finite-dimensional h-invariant subspace. Yet in the next section we will obtain an application of Theorem 6.4 to linear operators.
Invariant subspaces of linear operators
In this section we generalize a well known corollary to Lomonosov's Theorem 1.1.
Proof. By Lemma 5.7 Comm(h) is a semialgebra, so we need only to consider the following: Hence f (x) ∈ N.
