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Abstract
Quasi-Monte Carlo methods can be described as deterministic versions of Monte Carlo methods. Variance reduction
techniques are widely used for improving the e.ciency of Monte Carlo methods. In this paper, we study the possibility
of using the deterministic versions of some variance reduction techniques for the variation reduction in the context
of quasi-Monte Carlo methods. We combine the 2exibility of Monte Carlo methods with the e3ectiveness and fast
convergence of quasi-Monte Carlo methods. Quasi-random integration rules that integrate exactly some class of functions
are constructed. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Many high-dimensional integrals arising in statistics, physics, economics and :nance are so com-
plex that they cannot be solved analytically. Monte Carlo and quasi-Monte Carlo methods provide
powerful tools for their e.cient computation.
Consider the problem of numerical estimation of multiple integral
I(f) =
∫
I s
f(x) dx; (1.1)
where I s=[0; 1]s is the s-dimensional unit cube. Monte Carlo (MC) methods are numerical methods
based on random sampling. The crude MC estimator is
IN =
1
N
N∑
i=1
f(xi); (1.2)
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where x1; x2; : : : ; xN are N independent random samples from the uniform distribution on I s. The
probabilistic convergence IN → I(f) as N →∞ follows from the law of large numbers. Moreover,
the central limit theorem assures that the convergence rate is O(N−1=2), which is independent of
dimension s. Over the years a number of techniques, such as importance sampling, strati:ed sampling,
antithetic variates, and random quadrature methods have been developed to improve the accuracy of
MC methods (see [1,10]).
Recently, Quasi-Monte Carlo (QMC) methods have received considerable attention [2,5,7,9,11,15].
The basic idea of QMC methods is to replace the random or pseudo-random samples in MC methods
by well-chosen deterministic points. These deterministic points are highly equidistributed.
The main result on integration error is the following Koksma–Halwka inequality:∣∣∣∣∣
∫
I s
f(x) dx − 1
N
N∑
i=1
f(xi)
∣∣∣∣∣6V (f)D∗(N; s); (1.3)
where V (f) is the variation of f(x) in the sense of Hardy and Krause, and D∗(N; s) is the
star-discrepancy of the point set {x1; x2; : : : ; xN}, which is a measure of the uniformity of distri-
bution of a :nite point set (see [9]).
The bound (1.3), though generally loose, suggests that we should try to (i) construct deterministic
sets (or sequences) of points with star-discrepancy as small as possible; and (ii) reduce the variation
of the integrand.
Many authors have extensively studied the problem of how to construct the “best” low discrep-
ancy (quasi-random) point sets and sequences. In:nite sequences of points in I s with star-discrepancy
O(N−1 logs N ) have been constructed, such as Halton [4], Sobol’ [12], Faure [3], Niederreiter [9]
and other sequences. So QMC methods for integration have theoretical error bounds of order
O(N−1 logs N ) (weakly depend on the dimensionality).
At the same time, some attempts have been made for the reduction of variation. Some variance
reduction techniques, which are widely used for improving the e.ciency of MC methods, can be
used similarly in the quasi-random setting (see [11]).
In this paper, we investigate the quasi-random parallels of some statistical variance reduction
techniques, such as the random quadrature methods [1], that appeared mainly in the Russian literature.
We study the possibility of using these techniques to reduce the variation in the quasi-random
setting. We combine the 2exibility of MC methods with the e3ectiveness and fast convergence
of QMC methods. We shall construct quasi-random integration rules that integrate some class of
functions exactly (that is, have some polynomial order or polynomial exactness), without sacri:cing
the convergence rates.
It is well-known that in the theory of classical quadrature, polynomial order is a useful measure of
the e3ectiveness of a quadrature rule. The standard QMC integration rule does not aim for polynomial
order. In fact, QMC integration rule may not integrate a su.ciently ‘simple’ function exactly.
2. Variance reduction techniques and quasi-Monte Carlo methods
2.1. The general principle
Suppose that one wishes to estimate the multiple integral I(f) (see (1.1)). Both the variance
Var(f(x)) (where x has a uniform distribution on I s: x ∼ U (I s)) and the variation V (f) can be
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regarded as measures of the smoothness of the integrand f(x). Variance reduction techniques have
proven to be very valuable in statistical MC methods. Every such technique has a counterpart that
may hopefully reduce variation in the quasi-random setting.
The general idea of variance reduction techniques is to replace the crude MC estimator (1.2) by
another one, say
1
N
N∑
i=1
K(Qi); Qi ∼ W (Q);
whose expected value is I(f) but whose variance is much less than the variance of the crude MC
estimator IN . Here W (Q) is the density function of random vector Q, de:ned on some region .
One MC method is more e.cient than another one, if smaller variance is achieved in less computing
time.
Note that∫

K(Q)W (Q) dQ = I(f); (2.1)
where dQ is the volume element of . The integral on the left-hand side of (2.1) can be estimated
by QMC methods. The following two estimators are reasonable:
AN =
∑N
i=1 K(Ui)W (Ui)∑N
i=1 W (Ui)
; (2.2)
BN =
1
N
N∑
i=1
K(Qi); (2.3)
where {U1; : : : ; UN} is an NT -net on the region  (that is, a set of representative points of uniform
distribution on ); {Q1; : : : ; QN} is a set of representative points of density function W (Q). See [2]
for details on NT-net and representative points of a distribution, as well as the measures for the
closeness of representation, such as F-discrepancy and quasi-F-discrepancy.
Theorem 1. If {U1; : : : ; UN} is an NT-net on the region ; generated by a transformation from
a low discrepancy set of points in t-dimensional unit cube I t with star-discrepancy D∗(N; t); and
{Q1; : : : ; QN} is a set of representative points of W (Q); generated by a transformation from a low
discrepancy set of points in T -dimensional unit cube I T with star-discrepancy D∗(N; T ). Then
(1) The set {Ui; i=1; : : : ; N} has quasi-F-discrepancy D∗(N; t) with respect to uniform distribu-
tion on ; the set {Qi; i = 1; : : : ; N} has quasi-F-discrepancy D∗(N; T ) with respect to W (Q).
(2) The Koksma–Hlawka-type inequalities are valid:
|AN − I(f)|6m()V (KW − I(f)W )D∗(N; t) + o(D∗(N; t)); (2.4)
|BN − I(f)|6V (K)D∗(N; t); (2.5)
where m() is the measure of .
Proof. We prove inequality (2.5). Based on the assumptions, we can suppose that the random vector
Q = (q(1); : : : ; q(S)) (S-dimensional) can be represented as
q(k) = gk(u); k = 1; : : : ; S;
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where u= (u(1); : : : ; u(T )) ∼ U (I T ); T6S, and representative points {Qi} can be generated by
Qi = g(ui); i = 1; : : : ; N ; g= (g1; : : : ; gS):
Let
J (u) = det(DD′)1=2;
where
D =
(
@gk
@u( j)
)
; j = 1; : : : ; T ; k = 1; : : : ; S:
Then we have
I(f) =
∫

K(Q)W (Q) dQ =
∫
IT
K(g(u))W (g(u))J (u) du:
Note that on the one hand, the density function of random vector u is given by W (g(u))J (u). On
the other hand, u ∼ U (I T ), then
W (g(u))J (u) ≡ 1:
Therefore, based on the Koksma–Halwka inequality, we have∣∣∣∣∣I(f)−
1
N
N∑
i=1
K(Qi)
∣∣∣∣∣6
∣∣∣∣∣
∫
IT
K(g(u)) du− 1
N
N∑
i=1
K(g(ui))
∣∣∣∣∣6V (K)D∗(N; T ):
The theorem is proved.
Inequality (2.4) (or (2.5)) gives the deterministic error bound O(N−1logtN ) (or O(N−1logT N ),
respectively) for suitably chosen sets of points on I t (or I T , respectively). Unfortunately, it is di.cult
in the general case to compare the variation V (KW − I(f)W ) (or V (K)) with the original one
V (f) in inequality (1.3), since, in general, e.cient estimation of variation of a function is an open
problem [9].
To use the estimator BN (see (2.3)), the representative points of W (Q) are required to be generated.
For a limited class of density, its representative points can be generated by a “transformation method”.
For more general distribution this is very di.cult or even not possible. In this case, some other
generation procedures must be used. The quasi-random acceptance–rejection method, or the smoothed
quasi-random acceptance–rejection method [8,14] can be used.
The estimator AN is called quasi-random weighted estimator. One advantage of the quasi-random
weighted estimator is that representative points of the density W (Q) need not be generated. We need
only generate an NT-net on .
Remark 1. The principle described here is quite general. The quasi-random importance sampling
and quasi-random weighted uniform sampling (see [11]) are special cases of the general principle.
2.2. Ermakov–Zolotykhin technique for QMC methods
Let !j(x); j=1; : : : ; m, be a set of orthonormal functions over I s with respect to the weight w(x).
In this and the following subsections we will discuss a more general problem than the original one
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(1.1), that is, simultaneous estimation of several Fourier coe.cients of f(x) with respect to the
system {!j}:
cj(f) =
∫
I s
f(x)!j(x)w(x) dx; j = 1; : : : ; m:
Ermakov and Zolotykhin proposed a general procedure for this purpose (see [1]). Let the function
f(x) be approximated by a linear combination of functions !j(x); j = 1; : : : ; m. Let the estimators
aj[f;Q] be the solution of the system
m∑
j=1
aj[f;Q]!j(xi) = f(xi); i = 1; : : : ; m; (2.6)
and let the points x1; : : : ; xm be distributed with density
$[Q] =
1
m!
w(x1) : : : w(xm)[det(!i(xj))]
2; (2.7)
where Q = (x1; : : : ; xm) is an ms-dimensional random vector de:ned on Ims. Then for all j =
1; : : : ; m; aj[f;Q] is an unbiased estimator of cj(f):
Eaj[f;Q] = cj(f); (2.8)
with variance
Var(aj[f;Q]) =
∫
I s
f2(x)w(x) dx −
m∑
j=1
c2j (f):
Based on (2.8), the QMC methods can be used to estimate cj(f) in the following two ways:
(1) Let {U1; : : : ; UN} be a low discrepancy set of points in ms-dimensional unit cube Ims. Put
ANj [f] =
∑N
i=1 aj[f;Ui]$(Ui)∑N
i=1$(Ui)
: (2.9)
(2) Let {Q1; : : : ; QN} be a set of representative points of density function $(Q). Put
BNj [f] =
1
N
N∑
i=1
aj[f;Qi]: (2.10)
Theorem 2. Let {U1; : : : ; UN} be a low discrepancy set of points in Ims with star-discrepancy
D∗(N;ms). Then for j = 1; : : : ; m;
|ANj [f]− cj(f)|6V (aj[f;Q]$(Q)− cj(f)$(Q))D∗(N;ms) + o(D∗(N;ms)); (2.11)
and for any function g(x); which is a combination of functions !j(x); j=1; : : : ; m; the next relations
are valid:
ANj [g] = cj(g); B
N
j [g] = cj(g): (2.12)
Inequality (2.11) can be obtained from (2.4); relations (2.12) can be seen from the construction
of aj[f;Q] (see (2.6)) and from the orthonormality of {!i}. Relation (2.12) means that the new
integration rules ANj [f] and B
N
j [f] integrate exactly the functions !j(x); j = 1; : : : ; m.
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Remark 2. If w(x)=1 and !1(x)=1, then c1(f)= I(f). When only c1(f) (i.e., I(f)) is required to
be estimated, then !i(x); i=1; : : : ; m should be chosen, such that their combination gives a su.ciently
good approximation for f(x) and the number m should be made as small as possible. If one takes
m = 2 and !2 = f(x) − I [f] (this of course depends on knowing I [f]), then, not surprisingly, the
estimators (2.9) and (2.10) (for j = 1) give the exact value of I(f).
2.3. Korjakin technique for QMC methods
In order to overcome the di.culty of random sampling from the multidimensional distribution
de:ned by (2.7), various attempts have been made (in the statistical Monte Carlo setting) [1,6,13].
Korjakin [6] proposed a method, which does not need to sample from the complex distribution (2.7).
The accuracy of his estimators is nearly the same as that of the Ermakov–Zolotykhin estimators.
Let x1; : : : ; xm be independent, identically distributed (i.i.d.) s-dimensional random vectors with
density
P(x) =
1
m
w(x)
m∑
j=1
!2j (x): (2.13)
Denote Q = (x1; : : : ; xm). Then the ms-dimensional random vector Q is distributed with density
P(x1) : : : P(xm). Let the estimators aj[f;Q] be the solution of the system of equations (2.6).
Then for all j = 1; : : : ; m; aj[f;Q] is an unbiased estimator of cj(f), that is,
Eaj[f;Q] = cj(f): (2.14)
Based on (2.14), the QMC methods can be used to estimate cj(f) as follows.
(1) Let {Ui = (ui1; : : : ; uim); i = 1; : : : ; N} (every uij ∈ I s) be a low discrepancy set of points in
ms-dimensional unit cube Ims with star-discrepancy D∗(N;ms), put
CNj [f] =
∑N
i=1 aj[f;Ui]P(u
i
1) : : : P(u
i
m)∑N
i=1 P(u
i
1) : : : P(uim)
: (2.15)
(2) Let {Qi = (xi1; : : : ; xim); i = 1; : : : ; N} be a set of representative points of density function
P(x1) : : : P(xm). Put
DNj [f] =
1
N
N∑
i=1
aj[f;Qi]: (2.16)
Note that, if a random vector x with density P(x) can be represented as x = h(u), where u ∼
U (I s), then the representative points of density P(x1) : : : P(xm), required in (2.16), can be generated
as follows:
Qi = (h(ui1); : : : ; h(u
i
m)); i = 1; : : : ; N: (2.17)
The obtained set of representative points has quasi-F-discrepancy D∗(N;ms) with respect to density
P(x1) : : : P(xm).
Theorem 3. Let {Ui=(ui1; : : : ; uim); i=1; : : : ; N} be a low discrepancy set of points in ms-dimensional
unit cube Ims with star-discrepancy D∗(N;ms); and {Qi =(xi1; : : : ; xim); i=1; : : : ; N} be generated by
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(2:17). Then
(1) For j = 1; : : : ; m;
|CNj [f]− cj(f)|6V (j)D∗(N;ms) + o(D∗(N;ms));
|DNj [f]− cj(f)|6V (aj[f;Q])D∗(N;ms);
where V (j) = V (aj[f;Q]P(x1) : : : P(xm)− cj(f)P(x1) : : : P(xm)).
(2) For any function g(x); which is a combination of functions !j(x); j = 1; : : : ; m; the next
relations are valid:
CNj [g] = cj(g); D
N
j [g] = cj(g); j = 1; : : : ; m:
Up to this point, we have not had to specify the particular orthonormal functions. As an example,
we discuss the case s = 1 (though one-dimensional integrals can, in general, be approximated to
extreme accuracy by other, nonstochastic methods). We use the Fourier basis
u0(x) = 1; : : : ; u2n−1(x) =
√
2 sin(2nx); u2n =
√
2 cos(2nx):
Let m=2n+1, and put !1(x)= u0(x); : : : ; !m(x)= u2n(x). Then the distribution de:ned by (2.13) is
a uniform distribution on [0,1]. In this case, the two types of estimators CNj [f] and D
N
j [f] are the
same:
CNj [f] =
1
N
N∑
i=1
aj[f;Ui]:
where {Ui; i = 1; : : : ; N} is a low discrepancy set of points in Im.
Remark 3. The methods discussed in Sections 2.2 and 2.3 can be used to estimate a multivari-
ate regression function, where the values of the regression function are observed with random
errors [14].
2.4. Granovskiy technique for QMC methods
In this subsection, we concentrate on the estimation of c1(f) in the case of w(x)=1 and !1(x)=1.
In this case, c1(f) = I(f).
Granovskiy proposed an MC integration procedure, which integrates the given orthonormal func-
tions !j(x), j = 1; : : : ; m exactly. It is an analogy of the well-known Gauss quadrature formulas.
The construction of Granovskiy estimator is complicated, the interested reader is referred to
Ermakov [1].
Let g[f; x] denote the random Granovskiy estimator, the distribution of random vector x can be
chosen as uniform distribution on I s. We have (see [1])
Eg[f; x] = I(f); x ∼ U (I s) (2.18)
and
g[!j; x] = I(!j); j = 1; : : : ; m: (2.19)
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The QMC method can be used to estimate the integral I(f) as follows. Let {xi; i= 1; : : : ; N} be
a low discrepancy set of points in I s with star-discrepancy D∗(N; s), put
GN [f] =
1
N
N∑
i=1
g[f; xi]:
Then based on the Koksma–Halwka inequality, from (2.19), we have
Theorem 4. Under the above notations we have∣∣∣∣GN [f]−
∫
I s
f(x) dx
∣∣∣∣6V (g[f; x])D∗(N; s)
and
GN [!j] = I(!j); j = 1; : : : ; m:
Remark 4. The Granovskiy estimator g[f; x] is invariant with respect to some group of transfor-
mations (see [1,13]), and so is the estimator GN [f].
2.5. A concrete case
Let us consider a concrete case, which can be easily used in practice. Our aim is to estimate
I(f).
Let X = (X (1); : : : ; X (s)), Y = (Y (1); : : : ; Y (s)) and Z = (Z (1); : : : ; Z (s)) be random vectors, and let
(X ( j); Y ( j); Z ( j)), j=1; : : : ; s; be i.i.d. three-dimensional random vectors, uniformly distributed on the
sphere
(X ( j) − 12 )2 + (Y ( j) − 12 )2 + (Z ( j) − 12 )2 = 14 : (2.20)
Put
H (X; Y; Z) = 16 [f(X ) + f(Y ) + f(Z) + f(I − X ) + f(I − Y ) + f(I − Z)];
where I − X = (1 − X (1); : : : ; 1 − X (s)), and similarly for I − Y and I − Z . Then H (X; Y; Z) is an
unbiased estimator of I(f), that is
EH (X; Y; Z) = I(f):
Note that the three-dimensional random vector (X ( j); Y ( j); Z ( j)), uniformly distributed on the sphere
(2.20), can be easily represented as (see, for example, [2])
(X ( j); Y ( j); Z ( j)) = h(u; v); (u; v) ∼ U (I 2);
for some function h on I 2.
Based on these facts, the QMC methods can be used to estimate I(f) as follows. Let {(u(1)i ; v(1)i ; : : : ;
u(s)i ; v
(s)
i ); i = 1; : : : ; N} be a low discrepancy set of points in 2s-dimensional unit cube I 2s with
star-discrepancy D∗(N; 2s), and let
(x( j)i ; y
( j)
i ; z
( j)
i ) = h(u
( j)
i ; v
( j)
i ); j = 1; : : : ; s:
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Put xi = (x
(1)
i ; : : : ; x
(s)
i ), yi = (y
(1)
i ; : : : ; y
(s)
i ), zi = (z
(1)
i ; : : : ; z
(s)
i ), and
HN =
1
N
N∑
i=1
H (xi; yi; zi):
Theorem 5. Under the above notions we have
(1) The point set {(x(1)i ; y(1)i ; z(1)i ; : : : ; x(s)i ; y(s)i ; z(s)i ); i=1; : : : ; N} has quasi-F-discrepancy D∗(N; 2s)
with respect to the distribution deBned at the beginning of this subsection.
(2) |HN − I(f)|6V (H)D∗(N; 2s).
(3) The integration error is zero for constant and the Brst- and second-order of variable x( j);
j = 1; : : : ; s.
3. Conclusion
The Koksma–Hlawka inequality is a separation of upper error bound into the star-discrepancy and
the total variation. This bound, though generally not sharp, suggests that one should try to reduce
the variation. Variance reduction techniques are widely used for improving the e.ciency of Monte
Carlo methods. By using these techniques, one tries to construct random estimator, close to constant,
whose expected value is I(f). Every such technique has a counterpart in quasi-random setting, and is
worth studying. Though, in general, it is very di.cult to estimate the variation in the sense of Hardy
and Krause, the experience in Monte Carlo methods give us con:dence to use these techniques to
reduce errors in the context of quasi-Monte Carlo methods.
Quasi-random integration rules, which are established in this paper, are reasonable, because all
these rules integrate some class of functions exactly (that is, these rules have some polynomial
order). Such rules may improve on the standard quasi-Monte Carlo integration rule. Moreover,
all the techniques we studied here are regarded as systematic techniques because of their general
character (the related distributions do not depend on the concrete integrand). For comparison, recall
that in quasi-random importance sampling, the importance distribution is chosen such that it mimics
the behavior of the integrand (it takes the analyst’s time!). If we have a large number of di3erent
functions f(x) to integrate over the same region, the techniques discussed in this paper provide great
advantages.
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