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O aumento do número de dispositivos móveis nos últimos anos tem elevado o número
de pedidos realizados aos serviços de backend da cloud, bem como a quantidade de dados
produzida. Este facto tem levado à utilização de novas arquiteturas no desenvolvimento
dos sistemas e à necessidade de novas estratégias para garantir a qualidade dos serviços.
A arquitetura de micro-serviços, na linha de “Service Oriented Architecture and Compu-
ting” (SOA/SOC), permite o desenvolvimento independente de pequenos serviços, cada
um implementando uma dada funcionalidade, com uma interface bem definida e aces-
sível através da rede. Serviços com funcionalidades mais complexas resultam da comu-
nicação entre os micro-serviços, em que cada um recorre aos serviços de outros. Esta
arquitetura permite o deployment independente de cada serviço com configuração in-
dividual dos recursos (ex.: CPU, RAM), bem como o seu escalonamento independente
(múltiplas instâncias por serviço). O tamanho reduzido de cada serviço permite também
o seu deployment em arquiteturas heterogéneas de computação, como a cloud e a edge.
A heterogeneidade dos locais de deployment considerados, ou seja, a cloud e a edge,
torna complexa a gestão dos micro-serviços, em particular a migração/replicação dos ser-
viços. É necessário decidir quando se processa a migração/replicação de um dado serviço,
e para que local, sendo depois também necessário decidir como se processa essa migra-
ção/replicação. Ao existirem vários micro-serviços, em que pode haver dependências
entre eles, a sua gestão é mais complexa, bem como a decisão sobre as suas dependências.
A solução consiste num protótipo aplicacional com mecanismos automáticos de mi-
gração e replicação de micro-serviços na cloud e na edge, que permite uma diminuição
no tempo de acesso a esses serviços, resultando num melhor desempenho aplicacional.
Estes mecanismos possibilitam o deployment de micro-serviços automaticamente na cloud
e edge consoante certas regras e métricas configuráveis (ex.: latência, número de acessos).
A avaliação realizada permitiu comprovar que a utilização da cloud e da edge para a
execução dos serviços permitiu uma diminuição dos tempos de acessos aos mesmos, em
comparação à utilização apenas da cloud.




The growth of mobile devices number in recent years has increased the number of
requests made to cloud backend services as well as the amount of data that is produced.
This has forced the use of new architectures in the development of systems and to develop
new strategies to guarantee the quality of services.
The microservice architecture, following the paradigm of “Service Oriented Archi-
tecture and Computing” (SOA/SOC), allows the independent development of smaller
services, each implementing a given functionality, with a well-defined interface and
accessible through the network. Services with more complex features result from the
communication between microservices, each one using the services of the others. This
architecture allows the independent deployment of each service with an individual config-
uration of the resources (e.g., CPU, RAM), as well as its independent scheduling (multiple
instances per service). The reduced size of each microservice also allows its deployment
in heterogeneous computing architectures formed by cloud and edge nodes.
The heterogeneity of the deployment sites considered, i.e., cloud and edge, makes
the management of microservices complex, in particular, the migration/replication of ser-
vices. It is necessary to decide when to migrate/replicate a given service and to where, and
then it is necessary to decide how this migration/replication is processed. When several
distinct microservices are interdependent, the decision on if and how to migrate/replicate
a service may implicate the migration/replication of other services.
This work consists of an application prototype with automatic mechanisms for mi-
croservices migration and replication on the cloud and edge. The implementation aims
to reduce the access time to these services leading in better application performance.
These mechanisms allow the deployment of microservices automatically in cloud and
edge according to certain configurable rules and metrics (e.g., response times, accesses).
With the evaluation, it was possible to prove that by executing microservices on the
cloud and on the edge resulted in reduction on this services access time, compared with
the execution of microservices only on the cloud.
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consistência eventual É um tipo de consistência em que pode existir conflitos, isto é, para uma
dada consulta podem ser apresentados diferentes resultados, mas existe
uma comunicação entre os processos para tentar resolvê-los, para que
a uma dada altura seja acordado o valor definitivo. Assim, se durante
um período de tempo, não existirem mais alterações nos dados, todos os
processos irão manter o mesmo valor para os dados, para quando existir
uma consulta, eventualmente (eventually), seja apresentado o mesmo
valor para todos os que consultarem [70].
consistência forte É um tipo de consistência que assegura que apenas um estado con-
sistente pode ser visto. Todos os processos do sistema mantêm um
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O presente capítulo apresenta o contexto geral no qual se enquadra o trabalho, indica
o problema encontrado e fornece uma breve explicação sobre a solução proposta. A se-
guir são apresentadas as contribuições resultantes da solução. A finalizar, encontra-se a
estrutura geral do restante documento.
1.1 Contexto
A evolução da tecnologia nos últimos anos e a exigência, por parte das pessoas, pela inova-
ção contínua, obrigou as empresas a ter que repensar a gestão das suas aplicações. Além
de ser necessário lançar atualizações para corrigir erros, as empresas têm que estar em
constante progressão de forma a fornecer novas funcionalidades aos seus utilizadores e
com qualidades de serviço adequadas, pois sem isso podem perder clientes e, consequen-
temente, receitas, ao longo do tempo [17, 22]. Outro aspeto que tem forçado a evolução
dos sistemas, é o aumento do número de dispositivos móveis que se tem observado nos úl-
timos tempos [3]. Isto significa que, por parte destes dispositivos, existe um acréscimo na
quantidade de dados produzidos e também no número de pedidos realizados aos serviços
de backend. É portanto necessário encontrar estratégias de forma a garantir a Qualidade de
Serviço (QoS), pois se esta se degradar, por exemplo, se os tempos de resposta se tornarem
elevados, os utilizadores tendem a procurar outros serviços.
As soluções arquiteturais mais tradicionais de desenvolvimento e deployment de apli-
cações não são as mais indicadas para este ritmo de inovação e melhorias. A adição de
novas funcionalidades e o deployment de uma nova versão de uma aplicação que apresente
uma arquitetura monolítica, não é possível de realizar da forma mais eficiente. Esta inefi-
ciência está relacionada com os custos associados ao deploy de uma nova versão integral
da aplicação, ao invés do deploy apenas do componente modificado. Para mais, quando
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há necessidade de responder a um incremento no número de acessos dos clientes, é ne-
cessário escalar a totalidade da operação, ao invés de escalar apenas certos componentes
de forma mais eficiente [16, 21].
Para tentar solucionar estes problemas surgiu o conceito de micro-serviços [16, 21, 24],
uma nova arquitetura aplicacional que pretende capitalizar as vantagens da arquitetura
e computação orientada a serviços (SOA/SOC, secção 2.1).
Um micro-serviço consiste num processo independente que implementa uma dada
funcionalidade, e que pode comunicar com outros micro-serviços por mensagens através
da rede, de forma a fornecer funcionalidades mais complexas. Uma aplicação composta
por micro-serviços permite corrigir um problema localizado num dado micro-serviço,
sem que para isso toda a aplicação fique indisponível. Isto facilita também a adição de
novas funcionalidades, pois é necessário apenas desenvolver e realizar o deploy de um
novo micro-serviço sem que para isso existam conflitos com os já presentes. Com uma
arquitetura de micro-serviços, o deploy de cada serviço é realizado de forma independente,
permitindo que a configuração dos recursos (ex.: CPU, RAM) seja realizada por serviço,
subsistindo também a possibilidade da existência de múltiplas instâncias por serviço, se
tal for necessário. A arquitetura de micro-serviços é uma arquitetura do tipo cloud-native,
que segue abordagens de desenho, desenvolvimento e execução de aplicações (micro-
serviços) para ambientes modernos e dinâmicos como a cloud.
A computação na Cloud é um modelo de computação que permite o acesso parti-
lhado a um conjunto de recursos como, por exemplo, armazenamento e capacidade de
processamento, fornecidos como serviços [37]. Tem ainda como vantagem o aumento e
a diminuição dos recursos alocados a uma aplicação de forma dinâmica, com base em
métricas ou regras (por exemplo, a taxa média de utilização do CPU superior a 50%).
Devido ao tamanho reduzido de cada micro-serviço, é também possível aproveitar
outros tipos de locais para realizar a computação, como a edge. A computação na Edge é um
paradigma que permite que a computação seja realizada em dispositivos mais próximos
do utilizador, libertando assim a infraestrutura da cloud de certos processamentos [63].
Estes dispositivos, por exemplo, routers e switches, quando comparados com os da cloud,
são mais limitados a nível de recursos, existem em maior número e são heterogéneos
entre si. É então possível migrar certos serviços da cloud para este tipo de dispositivos
na edge, permitindo uma diminuição no tempo de acesso a esses serviços, traduzindo-se
num melhor desempenho aplicacional, podendo ainda proporcionar uma redução nos
custos. Essa migração possibilita também uma redução do volume dos dados transferidos
entre os utilizadores e a cloud, se os serviços na edge fizerem uma filtragem e agregação
dos dados produzidos.
Devido à possibilidade da existência de bastantes micro-serviços por aplicação e tam-
bém de diversos locais de deployment (cloud e múltiplos nós na edge), existe uma grande




A grande complexidade na gestão de aplicações compostas por micro-serviços em exe-
cução na cloud depende do número de micro-serviços que as constituem, bem como do
número de utilizadores dos diferentes serviços e QoS esperada. Tal implica alterações na
escalabilidade dos diferentes serviços. Numa aplicação que exija tempos de latência bai-
xos das operações realizadas pelos utilizadores, a possibilidade de ter serviços disponíveis
na edge permite que a comunicação entre os dispositivos dos utilizadores e o serviço seja
mais rápida, bem como a filtragem de dados, diminuindo o volume dos dados a enviar
para a cloud [63, 68].
A migração dos serviços para a edge implica, no entanto, gerir um maior número de
locais de deployment possíveis, bem como atender à sua heterogeneidade [63, 68]. As deci-
sões têm de ter em atenção os recursos desses nós, a sua localização face aos pedidos de
acesso, o volume de dados em trânsito, assim como a possível replicação dos dados de um
serviço (ex.: entre um data center na cloud e um nó na edge). No contexto da gestão dos
micro-serviços, este trabalho foca-se nos problemas relacionados com a migração/repli-
cação de serviços na cloud e na edge, seguindo uma estratégia incremental:
1. Migração/replicação dinâmica (em tempo de execução) de micro-serviços individu-
ais, em ambiente de cloud, com o intuito de validar as funcionalidades de migra-
ção/replicação dos micro-serviços. Considera-se que não existem dependências do
micro-serviço em relação a outros micro-serviços. Avaliação de quais as métricas
adequadas a essa decisão de migração/replicação, de forma a garantir uma quali-
dade de serviço previamente definida;
2. Migração/replicação dinâmica de micro-serviços individuais, considerando uma in-
fraestrutura híbrida composta por nós na cloud e na edge, com o objetivo de analisar
o local de execução dos serviços aquando uma migração/replicação. Avaliação de
quais as métricas adequadas tendo em conta os resultados obtidos no ponto 1 e
verificação das diferenças nos tempos de acesso aos serviços através da utilização
dos nós na edge.
Para abordar os sub-problemas identificados, é necessário ter em conta o problema da
gestão dos recursos, tanto na cloud, como nos nós da edge. A gestão dos recursos tem que
ser [14, 75]: 1. eficiente, ou seja, utilizar ao máximo os recursos de cada nó até um certo
limite, de forma a não os sobrecarregar; 2. adaptável, de forma a suportar os diferentes
ambientes, de cloud e edge (e vários tipos de dispositivos da edge); 3. garanta a execução
dos micro-serviços em locais que possam efetivamente melhorar a QoS das aplicações.
O objetivo geral da gestão automática da migração/replicação de micro-serviços é pos-
sibilitar o melhor desempenho de uma aplicação ao reduzir a comunicação com a cloud,
melhorando os tempos de resposta através de componentes localizados na edge, e redu-
zindo o volume de dados a transferir. Este objetivo é bastante importante para aplicações
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que requeiram uma baixa latência nas operações. Pode também permitir que os custos
das infraestruturas na cloud sejam reduzidos, devido à diminuição da sua utilização.
1.3 Solução proposta
Esta dissertação apresenta mecanismos de gestão automática que permitem a migração
e replicação, na cloud e na edge, de micro-serviços (sem estado) que compõem uma dada
aplicação. As métricas utilizadas nas decisões de migração/replicação incluem a taxa de
utilização dos recursos (CPU, RAM, etc.) e a proveniência dos acessos. A solução permite
ainda que no futuro venham a ser incluídas métricas adicionais, tais como a latência e o
número de acessos.
As métricas são definidas sob a forma de regras, tendo cada uma a sua decisão (mi-
gração, replicação) associada. As regras podem ser configuradas ao nível da aplicação
e/ou ao nível dos micro-serviços, onde a decisão diz respeito ao serviço que despoletou
determinada regra. Existe ainda a possibilidade das regras serem alteradas em tempo de
execução.
Para permitir a migração e replicação dos micro-serviços nos ambientes de cloud e
edge, foi também necessário desenvolver mecanismos para realizar a gestão dos nós e dos
seus recursos, de uma forma transparente para os utilizadores. Os nós da edge podem ser
configurados e se o sistema considerar que a sua utilização é benéfica para o desempenho
das aplicações, serão utilizados para a execução de micro-serviços.
Existem também métricas, referentes aos nós (na cloud e na edge), que podem ser utili-
zadas para decidir previamente a necessidade de acrescentar um novo nó para a execução
de micro-serviços, pois os nós presentes podem ter atingindo valores de recursos (CPU,
RAM) que se considera estarem a ficar sobrecarregados. O mesmo se procede quando um
determinado nó tem valores de recursos que indicam uma baixa utilização, podendo-se
proceder à sua remoção para diminuir custos. As métricas dos nós são utilizadas, como
nas aplicações/micro-serviços, através de regras, que podem ser configuradas para todos
os nós em geral e/ou para um nó em particular.
A solução tem como base algumas contribuições na área, tal como a computação
osmótica (secção 2.5), a qual permite uma gestão dinâmica dos serviços entre a cloud e
edge, sem degradar o desempenho da aplicação, bem como a solução proposta em 2.7.1,
que tem como objetivo conferir mecanismos que permitam dotar os micro-serviços com
funcionalidades elásticas (replicação) em tempo de execução.
A Figura 1.1 apresenta uma visão simplificada da arquitetura da solução e seus compo-
nentes. O componente de gestão de micro-serviços (µServices Management), o componente
principal da solução, tal como representado na figura, é responsável pela migração e repli-
cação dos micro-serviços. Esta migração/replicação é efetuada com base nas informações
fornecidas pelos componentes de Monitorização (Monitoring), responsável pela obtenção























Figura 1.1: Visão simplificada da solução.
Tendo em vista a resolução dos sub-problemas identificados na secção 1.2, o trabalho
começou por avaliar uma aplicação particular com uma arquitetura de micro-serviços,
previamente desenvolvida, a Sock Shop [72], e que é um protótipo de uma aplicação web
de comércio eletrónico de venda de meias. A Sock Shop foi escolhida tendo em conta que
é open-source (uma outra possibilidade seria [11]), possui uma boa documentação e tem
um nível de complexidade adequado para o problema que se pretende resolver.
1.4 Contribuições
A dissertação tem como objetivo desenvolver um sistema que incorpore mecanismos de
gestão e coordenação automáticos de aplicações com arquitetura de micro-serviços, em
concreto na migração/replicação dos serviços entre a cloud e a edge. As contribuições do
trabalho desenvolvido são as seguintes:
1. Desenho de uma arquitetura modular que permita englobar mecanismos de gestão
de aplicações de micro-serviços em ambientes heterogéneos, compostos pela cloud
e edge;
2. Conceção de um protótipo aplicacional com as seguintes funcionalidades:
a) Gestão e coordenação automáticas de aplicações de micro-serviços, no que diz
respeito à migração/replicação dos serviços na cloud e na edge, com base em
métricas e regras configuradas;
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b) Gestão dos ambientes de execução dos micro-serviços, isto é, a cloud e a edge,
nomeadamente ao nível dos recursos, automaticamente para a execução dos
micro-serviços;
c) Suporte às aplicações de micro-serviços, a nível da comunicação entre serviços
e balanceamento de carga dos micro-serviços.
3. Validação do protótipo, de forma a verificar a viabilidade dos mecanismos desen-
volvidos, e os seus benefícios concretos.
1.5 Estrutura do documento
Seguindo o capítulo da Introdução, o capítulo 2 diz respeito ao estado da arte, onde são
apresentados os conceitos relacionados com os que a solução aborda.
O capítulo 3 apresenta a arquitetura da solução de forma detalhada, explicando o fun-
cionamento do sistema, os componentes necessários, para além do componente principal
de gestão de micro-serviços, bem como as opções que foram tomadas em cada momento
particular.
Em seguida, o capítulo 4 aprofunda os aspetos relevantes da implementação do sis-
tema, detalhando também as tecnologias que foram utilizadas em cada um dos compo-
nentes desenvolvidos.
O capítulo 5, diz respeito à validação da solução, englobando uma breve descrição do
caso de estudo utilizado, a aplicação Sock Shop, quais as alterações realizadas no micro-
serviços da aplicação de forma a serem compatíveis com a arquitetura do sistema desen-
volvido, e por fim a avaliação experimental.
Por fim, o capítulo 6 apresenta uma conclusão geral sobre os pontos mais relevantes
desta dissertação, e algumas ideias que podem ser seguidas num trabalho futuro de forma












Este capítulo tem como objetivo a apresentação de conceitos, definições e abordagens
relevantes para o desenvolvimento da solução proposta. A secção 2.2 aborda o conceito de
micro-serviços, as vantagens e desvantagens da utilização, principais abordagens para o
desenvolvimento de uma aplicação sob uma arquitetura de micro-serviços, como transitar
de uma arquitetura mais clássica, como a monolítica, para esta arquitetura e alguns casos
práticos. São ainda descritas algumas características de suporte à execução de micro-
serviços no contexto de computação na Cloud, o qual é tratado com mais detalhe na
secção seguinte. A secção 2.3 descreve as características principais da computação na
Cloud, a gestão dos seus recursos, bem como alguns exemplos de infraestruturas públicas
na cloud. A secção 2.4 refere-se à computação na Edge, explicando no que consiste, bem
como as suas vantagens e os desafios que se levantam na sua utilização. A secção 2.5
aborda a problemática da computação numa infraestrutura heterogénea composta pela
computação na Cloud e computação na Edge, e uma proposta recente neste domínio.
A secção 2.6 analisa a tecnologia de containers e como esta pode ser utilizada para a
execução de micro-serviços. A secção 2.7 apresenta alguns trabalhos relacionados, isto
é, que incorporam certas funcionalidades e características semelhantes ao pretendido na
solução.
2.1 Computação orientada a serviços - SOC
A computação orientada a serviços (Service-Oriented Computing - SOC) é um paradigma
de programação, que tem como base as propostas de design seguidas pela arquitetura ori-
entada a serviços (Service-Oriented Architecture - SOA). A sua visão é obter uma infraestru-
tura flexível e disponibilizar como serviços, funcionalidades aplicacionais independentes
e reutilizáveis, separando as funcionalidades em três camadas: na inferior encontram-se
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os serviços base, na camada intermédia a composição de serviços e no topo a gestão e
monitorização de serviços [44].
Os serviços são componentes autónomos e loosely coupled, que são usados no para-
digma SOC para possibilitar um desenvolvimento mais rápido e barato de aplicações
distribuídas [44]. Este paradigma emergiu devido à necessidade de dar resposta à evolu-
ção de como as empresas pretendiam gerir os seus negócios - ao invés de existirem apenas
aplicações (“serviços”) desenvolvidas por uma única empresa. O paradigma de serviço
permite que várias empresas desenvolvam as suas aplicações, e que estas comuniquem e
interajam através de Web services. Um Web service é um tipo de serviço específico que é
identificado por um Uniform Resource Identifier (URI) [43].
Existe a possibilidade de agregar vários serviços, denominada composição de serviços,
permitindo que sejam criados novos serviços, e que pode ser alcançada através de duas
abordagens:
• Orquestração: consiste na construção de um processo, em que este é responsável
pela coordenação da interação entre os diferentes serviços, sendo incluído neste tipo
de composição a gestão de transações e o tratamento de exceções.
• Coreografia: os serviços trocam mensagens entre eles, sendo que são definidas re-
gras para a sua interação.
Este tipo de serviços pode ser desenvolvido utilizando duas soluções principais: Web
services SOAP e Web services RESTful [62].
Os Web services SOAP são uma tecnologia mais tradicional, onde as interações entre
os diferentes serviços são realizadas através de chamadas Simple Object Access Protocol
(SOAP), em que o transporte dos dados é feito num formato XML. A descrição das suas
interfaces é feita utilizando WSDL (Web Services Definition Language) e o UDDI (Universal
Description, Discovery, and Integration) que é um protocolo que contém um diretório onde
estão as suas descrições, permitindo localizar os serviços e visualizar os seus detalhes.
A BPEL/BPEL4WS (Business Process Execution Language for Web Services) define uma
linguagem para a composição de serviços numa forma de processos de negócio, em que
cada composição é um processo de negócio ou um workflow que interage com um conjunto
de Web services para atingir um determinado objetivo. A sua composição é denominada de
processo e os serviços com o qual este interage são denominados de parceiros, sendo que
um processo, como qualquer Web service, suporta um conjunto de interfaces WSDL que
possibilita a troca de mensagens com os seus parceiros. A interação entre a composição
BPEL e os seus parceiros é, no caso geral, peer-to-peer, em que cada parte invoca operações
das interfaces públicas de cada um. Certas aplicações podem apenas utilizar um processo
como um serviço sem fornecer qualquer funcionalidade, enquanto outros podem ser
utilizados pelo processo como serviços [12].
Os Web services RESTful são uma tecnologia mais recente, que surgiu como uma alter-
nativa mais simples e leve comparando com os Web services SOAP, e que foram idealizados
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para facilitar o seu acesso e a composição de vários serviços [25]. Os serviços seguem a
arquitetura Representational State Transfer (REST), a qual fornece um conjunto de restri-
ções arquiteturais que se focam na escalabilidade dos componentes, no seu deployment
independente e na implementação de interfaces genéricas [18]. Este tipo de serviços usa
os métodos (PUT, POST, GET e DELETE) de invocação remota HTTP que são aplicáveis a
qualquer recurso através do seu URI [25]. De acordo com [25], existem 4 propriedades
que estes serviços apresentam:
• Os recursos representam o estado da aplicação do lado do servidor (server-side).
• Cada recurso utiliza um URI único.
• Os recursos têm uma interface uniforme através dos métodos HTTP para interagi-
rem com as aplicações.
• A interação com um recurso é stateless 1.
Existem diversas vantagens em utilizar Web services RESTful em vez de Web services
SOAP como, por exemplo:
1. Utilização de interfaces uniformes imutáveis, sendo que não existe o problema da
quebra de acessos nos clientes [45]. 2. Protocolo suportado pela maior parte dos clientes,
visto não ser necessário qualquer tipo de middleware, já que as invocações são feitas por
HTTP [45]. 3. As mensagens SOAP são bastantes descritivas, produzindo maior tráfego
na rede devido seu tamanho e causando uma maior latência quando comparado com Web
services RESTful [40]. 4. A codificação e descodificação de mensagens SOAP consomem
mais recursos, provocando overheads visíveis no seu desempenho [40].
Num teste de performance, realizado num ambiente de computação móvel que com-
parou Web services SOAP e Web services RESTful, foi possível concluir [40]:
• O tamanho das mensagens utilizadas por Web services RESTful são cerca de 9 a 10
vezes menores que em Web services SOAP.
• O processamento e a transmissão das mensagens é 5 a 6 vezes mais rápido em Web
services RESTful que em SOAP.
Concluindo, a computação orientada a serviços tem como objetivo o desenvolvimento
de aplicações através da disponibilização de serviços, sendo estes loosely coupled, com o
propósito de fornecer funcionalidades independentes. Este tipo de paradigma de compu-
tação foi uma das bases dos micro-serviços e na sua arquitetura, descrito em detalhe na
secção 2.2.
1Stateless significa que todos os pedidos devem ter a informação necessária para o seu processamento,
e não pode ser armazenado qualquer contexto no servidor, fazendo com que todo o estado da sessão seja
mantido no cliente [18].
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2.2 Micro-serviços
O termo micro-serviço refere-se a um pequeno processo independente que implementa
uma dada funcionalidade de forma completa, podendo funcionar autonomamente sem
recurso a outro tipo de serviço. O estilo arquitetural de micro-serviços baseia-se no de-
senho de aplicações em que um conjunto de micro-serviços independentes “cooperam”
entre si de forma a fornecer certas funcionalidades, interagindo através de mensagens
enviadas pela rede. Sendo que cada micro-serviço é independente, isto permite que cada
um deles possa ser desenvolvido num tipo de tecnologia específica, não existindo por isso
qualquer tipo de limitação à linguagem de programação, plataforma de desenvolvimento
ou framework que é utilizada [16, 21].
Para melhor compreensão deste estilo arquitetural, bem como as vantagens e desvan-
tagens inerentes, é relevante explicar um estilo arquitetural mais tradicional, o monolítico.
Uma aplicação monolítica é desenvolvida como uma unidade única e é organizada em
módulos dependentes da aplicação. Estes módulos não podem assim ser reutilizados por
outra aplicação [16]. Um exemplo clássico da utilização deste tipo de arquitetura são as
aplicações (Web) compostas por uma interface de utilizador (constituída por ficheiros
HTML e Javascript), uma base de dados e a aplicação/ lógica do lado do servidor. Quando
é necessário ser realizada qualquer alteração, tem de ser feito o deploy completo da aplica-
ção, mesmo que seja uma alteração mínima num componente específico [21]. Para além
deste inconveniente, à medida que a aplicação vai evoluindo e crescendo, torna-se difícil
manter uma boa estrutura modular, dificultando as alterações de um dado módulo apenas
dentro deste sem afetar os outros.
Estas são algumas das desvantagens que um sistema desenvolvido sob o estilo monolí-
tico pode apresentar, e é aqui que começou a suscitar maior interesse o estilo arquitetural
de micro-serviços, de forma a tentar ultrapassar este tipo de dificuldades. É possível














Figura 2.1: Diagrama de uma aplicação monolítica. Adaptado de [53].
A Figura 2.1 mostra quais os componentes de uma aplicação de comércio online que
permite encomendas de clientes, verifica o inventário e o crédito disponível, e processa
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as encomendas. A aplicação é composta por vários componentes: ‘StoreFrontUI’ que im-
plementa a interface e os restantes componentes de backend. A aplicação é implementada
através de uma arquitetura monolítica, num único ficheiro WAR que corre num web

























Figura 2.2: Diagrama de uma aplicação em micro-serviços. Adaptado de [52].
A Figura 2.2 representa a mesma aplicação, implementada em micro-serviços. A apli-
cação é composta por quatro micro-serviços que disponibilizam as suas funcionalidades,
em que o ‘Sharefront WebApp’ é de frontend e os restantes de backend, onde cada um des-
tes tem uma base de dados privada. Existe ainda uma aplicação móvel que comunica com
uma API Gateway (descrita em 2.2.3.2) que redireciona os pedidos para os respetivos
serviços.
2.2.1 SOA e micro-serviços
Os micro-serviços podem ser vistos como uma evolução da arquitetura orientada a servi-
ços (Service-Oriented Architecture - SOA) em que, apesar de diferirem, partilham alguns
aspetos [24].
A SOA surgiu como uma forma de mitigar os problemas e desafios das grandes apli-
cações monolíticas [41]. A sua visão é obter uma infraestrutura flexível e disponibilizar
como serviços funcionalidades aplicacionais independentes e reutilizáveis [44]. Tem tam-
bém como objetivo facilitar a manutenção do software, visto que é possível substituir um
serviço por outro, se a semântica do novo serviço não sofrer uma grande alteração [41].
Uma das grandes diferenças entre a arquitetura de micro-serviços e a SOA, é a granu-
laridade de cada serviço. Nos micro-serviços, os serviços fornecem apenas uma única fun-
cionalidade, tendo por isso uma granularidade fina, enquanto que na SOA estes tendem a
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englobar uma funcionalidade do negócio, por vezes implementada como um subsistema
completo. Outra diferença é que na SOA existe o conceito de maximizar a partilha de com-
ponentes, e numa arquitetura de micro-serviços o objetivo é minimizar essa partilha [48].
Assim os micro-serviços emergiram da sua utilização real, tirando partido da melhor
compreensão de sistemas e arquiteturas, como uma forma de melhorar a SOA [41].
2.2.2 Vantagens e desvantagens da arquitetura de micro-serviços
Em baixo são descritas algumas das vantagens da utilização da arquitetura de micro-
serviços em relação a uma arquitetura mais tradicional, como a monolítica [22]:
• Limites dos módulos bem definidos: uma das características dos micro-serviços
é a sua estrutura modular, um aspeto bastante importante num sistema em que
trabalham equipas de grandes dimensões. A divisão do software em módulos é
importante, pois em programas complexos, permite a realização de uma alteração,
apenas com conhecimento mais detalhado de uma pequena parte do sistema, redu-
zindo a complexidade e o espaço de manutenção do software.
Um sistema monolítico pode apresentar uma boa estrutura modular, mas é com-
plexo mantê-la. Por exemplo, caso haja necessidade de implementar rapidamente
novas funcionalidades, pode acontecer que elas sejam implementadas de uma forma
incorreta, pois é fácil contornar os limites de cada módulo, levando a que a pro-
dutividade da equipa seja prejudicada no futuro. Ao distribuir os módulos em
micro-serviços separados, os limites tornam-se melhor definidos, impossibilitando
encontrar formas de contornar este tipo de estrutura.
A separação dos repositórios de dados por micro-serviço também é um aspeto im-
portante para manter uma estrutura modular. Cada serviço terá a sua própria base
de dados, e para obter os dados de outro serviço terá de ser feito com recurso às
suas APIs.
• Deployment independente: os micro-serviços são componentes que permitem o
seu deployment independente. Ou seja, quando é realizada alguma alteração, ge-
ralmente está confinada a um micro-serviço, pelo que apenas é necessário testar
e fazer o seu deployment. Isto permite que o sistema não seja parado quando é
feito um deployment, e depois deste ser realizado, caso exista algum problema num
dado componente, este não deve fazer com que outras partes do sistema deixem de
funcionar.
É também possível obter escalabilidade de uma forma mais precisa e eficiente, i.e.,
ao nível do serviço. Isto é útil, pois nem todos os serviços que compõem a aplicação
têm a mesma carga, isto é, podem existir serviços que os utilizadores necessitem
mais e por isso são mais utilizados. Por outro lado, nem todos os serviços necessitam
dos mesmos recursos (ex.: CPU, RAM), possibilitando adequar os recursos consoante
as necessidades dos serviços, aumentando ou reduzindo.
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• Utilização de múltiplas tecnologias: como cada um dos micro-serviços é uma uni-
dade independente, é possível usar diferentes tecnologias (linguagens de progra-
mação, frameworks e repositórios de dados) em cada um deles, permitindo assim
escolher a tecnologia que melhor se adequa aos requisitos.
Num sistema monolítico, assim que são determinadas as linguagens e frameworks
no qual este será implementado, torna-se complicado modificar essa escolha, pois
o custo da alteração num estado avançado de desenvolvimento seria demasiado
elevado.
Embora existam vantagens, existem também determinados inconvenientes associados
à utilização de micro-serviços [22]:
• Distribuição: uma aplicação de micro-serviços pode ser considerada um sistema
distribuído, pois cada serviço é executado de forma independente, podendo resi-
dir em máquinas distintas. Porém, o software distribuído pode apresentar alguns
inconvenientes.
A performance é um aspeto bastante crítico, uma vez que as chamadas remotas são
lentas. Se um serviço utilizar um conjunto de chamadas a serviços remotos, em que
cada um destes também chama serviços remotos, os tempos de respostas podem
ser maiores, resultando numa maior latência. Ao realizar chamadas assíncronas
em paralelo (onde as chamadas são independentes umas das outras) é possível
minimizar este problema, tendo apenas influência a chamada mais lenta, em vez da
soma da latência de todas chamadas.
A robustez também é um ponto importante, pois numa chamada remota pode existir
uma falha em qualquer momento, e num sistema composto por centenas de micro-
serviços existem ainda mais potenciais pontos de falha.
• Consistência dos dados: manter consistência forte é bastante complicado num sis-
tema distribuído, por exemplo, a lógica de negócio pode levar a decisões baseadas
em dados inconsistentes.
Os micro-serviços introduzem problemas ao nível da consistência observada en-
tre dados de diferentes micro-serviços (por exemplo, consistência eventual) pela
sua forma de descentralizar a gestão dos dados, sendo por vezes necessário atuali-
zar múltiplos recursos, aumentando a possibilidade de incoerência (por exemplo,
porque um serviço não se encontrava disponível).
• Complexidade operacional: sem o auxílio de mecanismos de automatização e co-
laboração, é bastante complicado gerir e realizar o deploy de centenas de micro-
serviços. A complexidade operacional também aumenta devido à necessidade de
gestão e monitorização destes serviços.
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Apesar da utilização de micro-serviços tornar mais fácil a compreensão de cada
componente, esta separação pode fazer com que seja complexo o debug de serviços
que utilizam chamadas a outros serviços.
2.2.3 Arquitetura de micro-serviços
Para implementar um sistema com uma arquitetura de micro-serviços é preciso seguir
certas diretrizes, desde o seu design, a forma como é implementado, o seu deployment e
determinados aspetos em tempo de execução.
Esta secção está organizada de acordo com a taxonomia representada na Figura 2.3,
adaptada de [24], sendo que certos tópicos na figura, estando relacionados, serão aborda-
dos em conjunto. Algumas abordagens descritas, como em termos de comunicação, gestão
de dados, descoberta de serviços, entre outras, são um subconjunto baseado em [60].
2.2.3.1 Design
Abordagem (Approach) No desenvolvimento de uma aplicação com uma arquitetura
de micro-serviços, a existência (ou inexistência) de software antigo que deve transitar
para esta arquitetura influencia a abordagem inicial a ser seguida, podendo ser Brown-
field, caso exista a necessidade de migrar software antigo, ou Greenfield caso não seja
necessária a integração com software existente [24, 28].
Suporte Arquitetónico (Architectonic Support) A arquitetura de um sistema tem de
ser idealizada de forma a cumprir as funcionalidades e restrições definidas, sendo que
para isto é necessário seguir certas metodologias. Por exemplo, a utilização de uma Arqui-
tetura de Referência ou a Arquitetura orientada ao Modelo (Model-Driven Architecture
- MDA) podem auxiliar neste processo [24].
2.2.3.2 Implementação (Implementation)
Tecnologias (Technology Stack) As Tecnologias foram subdivididas em Desenvolvi-
mento de Funcionalidades (Feature Development) e Comunicação (Communication). A
primeira dimensão diz respeito ao desenvolvimento das funcionalidades principais dos
micro-serviços, ou seja, o propósito do micro-serviço. A segunda dimensão refere-se às
abordagens sobre como a comunicação com (e entre) os micro-serviços é realizada.
Desenvolvimento de Funcionalidades - Frameworks Um micro-serviço implementa
um conjunto de funcionalidades e o seu desenvolvimento beneficia da utilização de uma
framework que ofereça algumas funcionalidades base, permitindo assim acelerar o seu de-
senvolvimento. Segue-se a descrição de um conjunto popular de frameworks que auxiliam



































































Figura 2.3: Taxonomia da arquitetura de micro-serviços. Adaptado de [24].
• Dropwizard: fornece bibliotecas Java estáveis, disponíveis em pacotes simples e
leves.
A sua modularidade interna permite que a aplicação seja pequena, reduzindo o
tempo de desenvolvimento e manutenção.
• Light Rest 4J: é uma framework de APIs REST construída com base na light-4j,
também uma framework de micro-serviços rápida, leve e nativa. O Light Rest 4J é
umas das frameworks Java mais rápidas de micro-serviços [47].
• Spring Boot: facilita a criação de aplicações e serviços de forma bastante organi-
zada.
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Na Tabela 2.1 é possível analisar alguns prós e contras das frameworks identificadas.
Tabela 2.1: Prós e contras das frameworks Dropwizard, Light Rest 4J e Spring Boot.
Frameworks Prós Contras
Dropwizard
- Desenvolvido com base na modularidade.
- Rápido.
- Integração com frameworks e bibliotecas
de terceiros.
- Excelente suporte de monitorização com
métricas.
- Grande suporte da comunidade.
- Devido à incorporação de fra-
meworks e bibliotecas de ter-




- Consome pouca memória.
- Funciona com outras bibliotecas e fra-
meworks.
- Desenhado para a escalabilidade.
- Organizado em plugins para que ocupe o
menor espaço possível.
- Má documentação, com algu-
mas secções em falta.
Spring Boot
- Rápido e bastante popular.
- Fácil de configurar e manipular.
- Modular.
- Boa integração com outras bibliotecas.
- Grande comunidade.
- Boa documentação.
- A fragmentação da documen-
tação, devido à existência
de muitas fontes online, difi-
culta a procura do conteúdo.
- Modificações significativas
entre versões.
Comunicação - Estratégias (Communication - Strategies) Por vezes, existe a neces-
sidade de um micro-serviço comunicar com outros. Para permitir esta comunicação é
necessário expor APIs, como por exemplo, uma API REST, que posteriormente podem ser
invocadas por outro micro-serviço. As APIs expostas podem também ser utilizadas por
aplicações, por exemplo, uma aplicação mobile, ou por outros serviços externos, sendo
que existem duas abordagens possíveis para a invocação dos micro-serviços:
1. Pedidos feitos diretamente aos micro-serviços: neste caso, o cliente faz pedidos
diretamente aos micro-serviços necessários, por exemplo através de um endpoint
público que mapeia no load balancer 2 de cada micro-serviço. Os pedidos são então
distribuídos pelas várias instâncias desse micro-serviço, caso existam [60].
Esta abordagem tem algumas desvantagens sendo que as mais evidentes são:
• Devido à granularidade fina que os micro-serviços apresentam, o cliente pode
ter que fazer múltiplos pedidos a diferentes micro-serviços de forma a obter
todos os dados pretendidos, o que pode levar a um aumento da latência da
operação.
2Um load balancer tem como objetivo encaminhar os pedidos dos clientes para servidores capazes de
responder a esses pedidos, de forma a maximizar a velocidade e a capacidade de utilização e de distribuir a
carga pelo sistema [42].
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• Caso exista a necessidade de uma modificação num micro-serviço e que, poste-
riormente, leve à separação em dois micro-serviços distintos, a modificação é
bastante difícil uma vez que o cliente utiliza diretamente o endpoint.
2. Usar uma API Gateway: é um servidor que trata de todos os pedidos do cliente,
sendo a única forma de acesso ao sistema. A API Gateway oculta a arquitetura
interna do sistema e fornece uma API para cada tipo de cliente. Tem ainda a função
de agregar os resultados, caso um pedido invoque vários micro-serviços, facilitando
a sua interpretação. A Figura 2.4 representa a utilização de uma API Gateway com
dois tipos de clientes distintos, uma aplicação móvel e um cliente desktop.
Como uma API Gateway encapsula a estrutura interna da aplicação, reduz a co-
municação do cliente a um único ponto de acesso. Isto permite diminuir o número
de pedidos que o cliente tem de fazer dado que, caso o resultado pretendido en-
volvesse a chamada a vários micro-serviços, com a Gateway apenas é realizado um.
Esta redução também permite simplificar o código do cliente.
Porém, existe a possibilidade de se criar um bottleneck no desenvolvimento da API
Gateway, uma vez que esta tem de ser atualizada para expor corretamente os end-



















Figura 2.4: Utilização de uma API Gateway com micro-serviços. Adaptado de [60].
De um modo geral, a utilização de uma API Gateway é considerada uma melhor
abordagem no desenvolvimento das aplicações do que a comunicação direta com os micro-
serviços [60].
Comunicação - Modelos de Interação (Communication - Interaction Models) Os
micro-serviços necessitam de comunicar uns com os outros através de um mecanismo de
comunicação entre processos (inter-process communication - IPC).
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Existem diferentes abordagens que se podem utilizar para os micro-serviços interagi-
rem e que podem ser classificadas recorrendo a dois parâmetros:
• Número de serviços destino: existem duas possibilidades, uma mensagem pode
ser enviada para apenas um serviço (um-para-um), ou pode ser enviada para vários
(um-para-muitos).
• Tempo da resposta: a resposta à mensagem enviada é esperada por um tempo
determinado (síncrono), ou a resposta pode ser enviada posteriormente e o serviço
não fica bloqueado à espera desta (assíncrono).
Estas abordagens de comunicação, para além de serem utilizadas entre os micro-
serviços, podem ser utilizadas por um cliente quando pretende interagir com os micro-
serviços do sistema.
Tabela 2.2: Estilos de IPC. Adaptado de [60].















Pedido/Resposta assíncrona Publicador/Respostas assíncronas
Como é possível observar na Tabela 2.2, podem ser feitas combinação entre os diferen-
tes parâmetros identificados anteriormente, sendo que é possível obter vários estilos de
IPC. Estes consistem no seguinte:
• Pedido/Resposta: o serviço/cliente faz um pedido e fica à espera da resposta.
• Notificação: o serviço/cliente faz um pedido, mas não espera uma resposta.
• Pedido/Resposta assíncrona: o serviço/cliente faz um pedido e o serviço que a
recebe envia a resposta assincronamente.
• Publicar/Subscrever: o serviço/cliente publica uma mensagem e esta é consumida
pelos serviços interessados.
• Publicar/Respostas assíncronas: o serviço/cliente publica uma mensagem e espera
uma resposta dos serviços interessados (durante um período de tempo).
Nas diversas tecnologias IPC existentes, os serviços podem utilizar comunicações
síncronas, baseadas em pedido/resposta, ou assíncronas, baseadas em mensagens.
A abordagem com recurso a mensagens permite que a comunicação seja realizada de
forma assíncrona, levando a que o serviço/cliente que comunica não fique bloqueado à
espera da resposta (caso exista). Permite ainda que as mensagens fiquem armazenadas
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num buffer, sendo que o serviço que as recebe pode processá-las à medida que vá tendo
disponibilidade. Tal garante que, eventualmente, todas as mensagens recebidas sejam
processadas, mesmo que de forma mais lenta.
Na abordagem de pedido/resposta (forma síncrona), um serviço/cliente envia um
pedido a um serviço e fica à espera de uma resposta. Este pedido pode ser encapsulado
utilizando tecnologias que permitam assincronia, mas ao contrário da utilização de men-
sagens, é esperada uma resposta num dado período de tempo.
Consoante as necessidades do sistema, estes dois tipos de IPC podem ser combinados,
tirando proveito dos benefícios de cada um [60].
Sistemas de Suporte (Supporting Systems) Numa arquitetura de micro-serviços, para
além das tecnologias que permitem o desenvolvimento das funcionalidades principais,
são necessários sistemas que possibilitem o armazenamento de dados de forma perma-
nente e a descoberta dos serviços.
Gestão dos Dados (Data Management) Numa aplicação monolítica os dados estão
todos contidos, de uma forma geral, numa única base de dados relacional. Isto permite
que o sistema contenha as propriedades ACID e, caso seja preciso atualizar múltiplas
tabelas como uma operação única é possível através do uso de transações.
Geralmente, cada micro-serviço possui a sua própria base de dados para permitir que
os micro-serviços sejam independentes uns dos outros e facilitar o desenvolvimento, o
deployment e a evolução de cada um deles de forma independente. Podem ser utilizados
diferentes tipos de base de dados (SQL ou NoSQL), dependendo dos objetivos.
Apesar dos benefícios, há um nível de complexidade maior quando é necessário con-
sultar ou atualizar dados que estão dispersos nas diferentes bases de dados, pois não é
possível fazer queries a base de dados externas ao próprio micro-serviço, tendo tal que
ser realizado com recurso a APIs. Problemas neste tipo de arquitetura incluem a imple-
mentação de transações com consistência dos dados dos vários micro-serviços, e realizar
queries que devolvam dados de múltiplos micro-serviços e que usam tipos distintos de
bases de dados (SQL e NoSQL).
Uma das soluções possíveis é ter uma arquitetura orientada a eventos, em que o
micro-serviço publica um evento quando há alguma alteração (inserção, atualização ou
eliminação) numa das tabelas da sua própria base de dados. Os outros micro-serviços
interessados nesses dados fazem uma subscrição a esses eventos e, quando os recebem,
executam uma dada lógica, podendo publicar outros eventos. Esta troca de eventos entre
os micro-serviços é realizada através de um componente denominado Message Broker.
A arquitetura de micro-serviços orientada a eventos permite que a aplicação veja
estados inconsistentes e requer que a implementação de código lide com esse problema.
Por exemplo, um micro-serviço atualizou um dado valor na sua base de dados mas o
evento que foi publicado ainda não foi processado pelos outros micro-serviços que fizeram
a sua subscrição, tendo por isso valores incoerentes nas suas bases de dados.
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Tal acontece porque as operações de escrever na base de dados e, publicar o respetivo
evento, são realizadas independentemente. Não é, portanto, certo que, a seguir à escrita
na base de dados, a operação de publicar o evento se concretize. Caso esta falhe, os micro-
serviços que subscreveram este evento não o recebem, causando a inconsistência dos
dados.
Este problema de consistência é derivado da falta de transações tradicionais, tendo
que ser implementados mecanismos que garantam que as duas operações de alteração e
subsequente notificação sejam vistas como uma operação atómica, ou seja, sejam executa-
das como uma só do ponto de vista externo do sistema [60].
Este problema pode ser ultrapassado através das seguintes abordagens:
• Publicar eventos com recurso a transações locais: é necessário ter uma tabela au-
xiliar, em cada micro-serviço, onde vão sendo escritos os eventos quando se efetua
alguma atualização numa dada tabela. Estas duas operações são feitas dentro de
uma transação, garantido que ambas são escritas, ou nenhuma delas é. Existe tam-
bém um processo que vai fazendo queries à tabela de eventos e os publica no Message
Broker. Esta abordagem tem limitações, não podendo ser utilizada em base de dados
NoSQL, dado que estas (tipicamente) não têm o conceito de transação [55, 60].
• Utilizar event sourcing: em vez de escrever na base de dados o estado atual de
uma tabela, os eventos das alterações à tabela são guardados num componente
denominado Event Store, que é uma base de dados de eventos. O Event Store tem
um comportamento similar ao Message Broker, que possibilita aos micro-serviços
subscreverem eventos. A Figura 2.5 mostra como seria a utilização de event sourcing
em vez da utilização de uma tabela normal.
Apesar de resolver o problema da consistência dos dados, o event sourcing tem des-
vantagens para fazer consultas aos dados, tendo por isso que ser usado command
query responsability separation (CQRS) [51, 60]. O CQRS é uma arquitetura em que
são utilizadas diferentes base de dados para operações de leitura e escrita.
Após ser inserido algum valor (evento) no Event Store, a base de dados de leitura
pode ser atualizada de forma síncrona ou assíncrona. Se for realizada de forma sín-
crona é possível oferecer consistência forte ou consistência eventual. Se for realizada
de forma assíncrona será consistência eventual [74].
Descoberta de serviços (Service Discovery) Num sistema com a arquitetura de
micro-serviços, como foi referido anteriormente (secção 2.2.3.2), muitas das vezes existe a
necessidade de comunicação entre vários micro-serviços. Ao contrário de uma aplicação
monolítica, onde os recursos têm uma localização estática (ou muda muito raramente ao
longo do tempo), numa arquitetura deste género, a localização dos recursos é atribuída
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Figura 2.5: Utilização de event sourcing. Adaptado de [60].
Para descobrir serviços existem dois padrões principais: descoberta no lado do cliente,
ou descoberta no lado do servidor.
Ambos os padrões para localizarem serviços necessitam de um componente deno-
minado service registry. Este é um componente que tem uma base de dados, onde são
guardadas as localizações dos micro-serviços, posteriormente contactado pelos clientes
ou outros micro-serviços quando os necessitam. Existem duas formas principais em que os
serviços são registados e eliminados do service registry: os micro-serviços podem registar-
se eles mesmos, por exemplo, através de uma API REST e atualizar a sua localização, bem
como eliminá-la; ou pode existir outro componente que analisa os micro-serviços e os vai
registando no service registry [59, 60].
• Descoberta do lado do cliente: o cliente contacta um service registry que devolve
a localização dos recursos (micro-serviços). O cliente faz então o pedido ao micro-
serviço que pretende e, caso haja vários serviços do mesmo tipo, este escolhe um
aleatoriamente para tentar distribuir a carga entre as várias instâncias do mesmo
tipo de serviço (faz o papel de load balancer).
Este padrão tem o inconveniente de fazer com que o cliente fique dependente do
service registry, tendo que ser implementada uma lógica diferente para clientes dife-
rentes (usando distintas linguagens de programação e frameworks) [50, 60].
• Descoberta do lado do servidor: o cliente ou o serviço contactam o load balancer,
em que este faz uma pesquisa no service registry para obter a localização do recurso,
e em seguida redireciona o pedido para o serviço correspondente. Este padrão tem o
benefício de abstrair o cliente do service registry, dado que o cliente apenas contacta
o load balancer. Apesar disso, apresenta o senão de ter que se implementar e gerir
um load balancer, um componente que tem de estar sempre disponível [56, 60].
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2.2.3.3 Deployment
Plataforma (Platform) A arquitetura de micro-serviços é um exemplo de utilização de
cloud-native, que consiste em seguir abordagens de desenho, desenvolvimento e execu-
ção de aplicações para ambientes modernos e dinâmicos como a cloud (nos seus vários
tipos: public cloud, private cloud ou hybrid cloud, descritas na secção 2.3.1). Estas técnicas
permitem obter sistemas mais desacoplados, resilientes, administráveis e observáveis. O
objetivo geral é permitir modificações de forma mais frequente e melhorar a escalabili-
dade [5, 13, 20, 32].
Gestão (Management) A possibilidade da existência de inúmeros micro-serviços numa
aplicação com esta arquitetura, faz com que a gestão das instâncias dos micro-serviços
tenha que ser realizada com a menor intervenção humana possível, permitindo um com-
portamento correto, por exemplo, quando ocorrem falhas ou há uma necessidade de
aumentar recursos de um dado micro-serviço.
Esta gestão pode ser conseguida através de soluções já fornecidas pela própria cloud,
ferramentas externas ou com o desenvolvimento de mecanismos próprios para uma apli-
cação. Por exemplo, os principais fornecedores de serviços na cloud, como a Amazon,
Microsoft e Google disponibilizam funcionalidades como o auto scaling, permitindo que
haja automaticamente um aumento ou uma diminuição de recursos em determinados
serviços, conforme as necessidades. Em relação a ferramentas externas aos fornecedores
de serviços existe, por exemplo, a RightScale 3 que disponibiliza funcionalidades para a
gestão dos recursos na cloud [24].
2.2.3.4 Tempo de execução (Runtime)
Virtualização (Virtualization) Uma aplicação de micro-serviços contém vários servi-
ços, em que cada um deles pode ser desenvolvido utilizando linguagens de programação
e frameworks distintas. Cada micro-serviço tem, portanto, requisitos específicos de deploy-
ment, monitorização e recursos (ex.: CPU e RAM).
Existem diversos padrões possíveis em relação ao deployment de micro-serviços:
• Uma instância de serviço por Host: uma única instância de um serviço encontra-se
isolada no seu próprio Host. Sendo que existem dois tipos específicos para este tipo
de padrão:
– Instância de serviço por máquina virtual: cada serviço é instalado numa VM
e posteriormente é feito o deployment dessa VM.
Um dos benefícios desta abordagem é o isolamento completo de cada serviço




RAM) que cada VM pode utilizar. Permite também, ao utilizar uma infraes-
trutura na cloud, o recurso a estratégias disponíveis de load balancing (balan-
ceamento da carga) e auto scaling (escalonamento automático) das máquinas
virtuais.
Apesar destas vantagens, este padrão tem o inconveniente de ser menos efi-
ciente em termos de recursos quando comparado com o padrão de múltiplas
instâncias (referido no próximo ponto), pois tem o custo adicional de criar a
VM, o que inclui o sistema operativo. Fazer o deployment de uma nova versão
de um serviço também é um pouco lento, uma vez que tem de se instalar o
serviço na VM [58, 60].
– Instância de serviço por container: cada serviço corre no seu próprio contai-
ner 4. Os serviços são instalados como uma imagem de um container, depois
podem ser lançados vários containers numa máquina (física ou virtual). Este
padrão tem vantagens similares ao padrão de uma instância por máquina vir-
tual, mas é uma tecnologia mais leve e rápida, sendo bastante célere a iniciar
um serviço. Contudo, existem desvantagens na utilização deste padrão. Ao
contrário do padrão de uma instância por VM, no padrão de containers existe a
partilha do núcleo do sistema operativo entre os containers, tornando-o menos
seguro [57, 60].
• Múltiplas instâncias de serviços por Host: consiste em ter várias instâncias de
diferentes serviços numa única máquina (física ou virtual).
Este padrão de deployment tem diversas vantagens, sendo que a principal é a eficiên-
cia dos recursos utilizados, quando comparado com o padrão de ‘Uma instância por
Host’. Um outro ponto positivo é a sua facilidade em realizar o deployment de uma
instância de um serviço, sendo que para isso apenas é necessário copiar o executável
ou o código fonte para o Host, e inicializar a aplicação.
Porém, também existem desvantagens quando se utiliza este padrão. Ao ter instân-
cias de serviços diferentes na mesma máquina, estas não se encontram totalmente
isoladas umas das outras, podendo haver conflitos nos recursos e no software que
cada uma utiliza. Por outro lado, também é difícil limitar os recursos que cada ser-
viço pode utilizar e, consequentemente, monitorizar os recursos utilizados por cada
um deles [54, 60].
4Um container é um mecanismo de virtualização ao nível do sistema operativo, que permite a existência
de múltiplas instâncias isoladas. Um container permite isolar o código, contendo bibliotecas e as definições
num único pacote, minimizando conflitos entre diferentes softwares que se encontram na mesma infraestru-
tura [15].
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Controlo (Control Loops) Num sistema com uma arquitetura de micro-serviços, é im-
prescindível a existência de mecanismos que permitam controlar os serviços que se en-
contram em execução, através da sua monitorização e da análise dos dados recolhidos
pela monitorização, por exemplo.
O exemplo seguinte, que consiste na utilização de um micro-serviço para a deteção
de anomalias e para a análise das suas causas em aplicações móveis e IoT, descrito em [4]
é uma das abordagens possíveis.
As operações efetuadas por dispositivos móveis e IoT podem produzir grandes quan-
tidades de dados, em que é necessária a análise de alguns desses dados para reconhecer
e corrigir problemas. A capacidade de deteção de anomalias pode identificar anomalias
operacionais como uma alta latência da aplicação, ou medições erradas em sensores.
A capacidade de análise pode ajudar a referenciar a causa da anomalia. Estas funci-
onalidades podem ser usadas para perceber certos comportamentos da aplicação, como
por exemplo:
• Medição do desempenho: o micro-serviço pode ser útil para detetar rapidamente se
uma aplicação está lenta devido ao aumento do tempo de resposta de um serviço de
backend. A análise da causa do problema pode permitir que depois sejam aplicadas
ações que corrijam o mesmo.
• Análise de falhas e de mau funcionamento: um exemplo da análise da causa do
problema pode ser a perceção de uma aplicação móvel bloquear na presença de
problemas na rede, por exemplo, enquanto o utilizador se move entre duas torres
celulares adjacentes.
Um exemplo de mau funcionamento pode ser o aumento do tempo de resposta de
uma aplicação móvel quando uma nova versão do sistema operativo é instalada.
2.2.4 Transição de uma aplicação monolítica para micro-serviços
A transição de uma aplicação monolítica para micro-serviços é um processo que deve ser
ponderado para verificar se será benéfico para o sistema utilizar este tipo de arquitetura.
Como em qualquer refatorização, esta deve ser feita de forma gradual, de forma a mini-
mizar os riscos, não se aplicando todos os esforços em modificar os vários componentes
da aplicação, pois não é a abordagem correta e tem grandes probabilidades de falhar.
A utilização de metodologias incrementais consiste, por exemplo, em ir adicionando
novas funcionalidades e em criar extensões de funcionalidades já existentes em forma de
micro-serviços, modificando a aplicação monolítica de uma forma complementar. Ao logo
do tempo, as funcionalidades implementadas pela aplicação monolítica vão diminuindo
até desaparecem ou poderem ser migradas para um novo micro-serviço.
Existem várias estratégias para refatorizar uma aplicação em micro-serviços [60]:
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1. Novas funcionalidades através de micro-serviços: as novas funcionalidades a im-
plementar devem ser feitas num único micro-serviço novo, de forma a não tornar a
aplicação monolítica mais complexa.
Com esta estratégia é necessário adicionar dois componentes:
a) um request router, similar à API Gateway (descrita em 2.2.3.2), que tem como
objetivo mapear os pedidos, sendo que as novas funcionalidades serão redire-
cionadas para o micro-serviço e as antigas para a aplicação monolítica;
b) glue code que tem como objetivo fazer a integração entre o micro-serviço e a
aplicação monolítica, nomeadamente ao nível dos dados pertencentes à aplica-
ção monolítica, quer seja para fazer leituras ou escritas.
Existem 3 formas do micro-serviço aceder aos dados da aplicação monolítica:
• Invocar uma API fornecida pela aplicação monolítica;
• Aceder diretamente à base de dados da aplicação monolítica;
• Manter uma cópia dos dados, que é sincronizada com os dados da aplica-
ção monolítica.
Esta estratégia só é útil para que a aplicação monolítica não aumente de dimensão
e complexidade. Para a resolução de problemas que a aplicação monolítica possa
apresentar é necessário utilizar as outras estratégias.
2. Separar o frontend do backend: consiste em separar a camada de apresentação da
lógica de negócio e da camada de acesso aos dados, dando origem a duas aplicações.
A primeira tem apenas a camada de apresentação que, por sua vez, comunica com
uma segunda aplicação que contém a lógica de negócio e a camada de acesso aos
dados com recurso a APIs. Esta separação permite apenas simplificar o desenvolvi-
mento da camada de frontend e de backend, originando duas aplicações monolíticas
que podem ser de difícil gestão, tendo para isso que ser aplicada a estratégia se-
guinte.
3. Extrair os serviços: esta estratégia consiste na transformação de módulos da aplica-
ção monolítica a micro-serviços. Com a passagem dos módulos em micro-serviços,
o tamanho da aplicação monolítica diminui, possibilitando que no fim esta passe a
um outro micro-serviço, ou mesmo desapareça.
• Prioritizar os módulos a serem convertidos em serviços: uma boa abordagem
é começar pelos módulos que sejam mais fáceis de extrair. Isto permite ganhar
experiência no processo de conversão de módulos em serviços.
Em seguida devem ser extraídos os módulos que mudam frequentemente, para
permitir que o desenvolvimento e o deployment seja feito de forma indepen-
dente, acelerando o desenvolvimento.
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• Extrair um módulo: o primeiro passo para extrair um módulo é definir uma
interface coarse-grained entre o módulo e a aplicação monolítica. A API deve
ser bidirecional dado que o módulo necessitará de dados da monolítica e vice-
versa. Quando esta interface estiver implementada, o módulo torna-se um
serviço autónomo. Posteriormente, é necessário implementar uma API que per-
mita a comunicação através de um mecanismo de comunicação entre processos
(IPC), levando a que o serviço se torne independente.
2.2.5 Utilização da arquitetura de micro-serviços na prática
Recentemente, diversas empresas realizaram a transição da arquitetura das suas aplica-
ções e serviços para a utilização de micro-serviços como modelo arquitetural. Em baixo
são apresentadas algumas empresas que fizeram esta transição e os respetivos benefícios
de uma nova arquitetura.
2.2.5.1 Yelp
A Yelp 5 é o exemplo de uma empresa que fez a transição de uma aplicação monolítica para
uma aplicação com uma arquitetura baseada em serviços. Esta mudança foi necessária
devido ao facto do código da aplicação monolítica, ‘yelp-main’, ser demasiado extenso
(vários milhões de linhas) e da equipa ter aumentado, levando a um aumento do tempo
de resposta na efetivação das modificações ou na implementação de novo código.
Foi referido em [29] que a aplicação monolítica, ‘yelp-main’ ainda possui bastante
código, sendo difícil que a mesma desapareça, embora tenha passado a ser mais uma
aplicação de frontend, responsável pela agregação e visualização de dados dos serviços de
backend.
Interfaces Os serviços expõem interfaces HTTP em que retornam dados estruturados
JSON. Um dos grandes benefícios de se utilizar HTTP e JSON é o facto de existirem
ferramentas para debug, cache e balanceamento de carga. No entanto, não existe uma
solução standard para definir as interfaces dos serviços, dificultando a sua especificação
e verificação.
Este problema foi resolvido através do Swagger 6 que fornece uma linguagem para
documentar a interface dos serviços HTTP/JSON. Foi utilizado o swagger-py para criar
automaticamente um cliente em Python para o mesmo serviço através de uma especifica-
ção Swagger. Recorreu-se ainda ao Swagger UI para fornecer uma diretoria centralizada






Stack dos serviços A maior parte dos serviços foram desenvolvidos em Python recor-
rendo a diferentes componentes open-source. É utilizada a Pyramid como web framework
e o SQLAlchemy para a camada de acesso à base de dados, tendo como base uWSGI.
Um serviço pode ser escrito em qualquer linguagem, permitindo que seja escolhida a
que melhor corresponder às necessidades. Por exemplo, a equipa de pesquisa desenvolveu
múltiplos serviços em Java, em vez da utilização de Python.
Repositório de dados Grande parte dos serviços necessita de armazenar dados, tendo
havido a flexibilidade de escolher o tipo de base de dados que melhor se enquadrava num
dado serviço. Foram utilizados o MySQL, o Cassandra e o ElasticSearch. A implementação
dos repositórios de dados é privada ao próprio serviço, permitindo que a longo prazo esta
possa ser alterada ao nível da representação dos dados, ou mesmo a tecnologia.
Muitos dos dados principais, como de negócio, de utilizadores e das reviews encontram-
se na base de dados da ‘yelp-main’. A extração deste tipo de dados relacionais para
serviços uma vez que é bastante complexa, optou-se pela utilização de uma API interna
para os serviços acederem a estes dados.
Descoberta de serviços Um dos problemas principais deste tipo de arquiteturas é a
descoberta da localização das instâncias de um dado serviço. Em primeiro lugar foram
configurados manualmente load balancers HAProxy em cada um dos data centers, e foi
colocado o endereço IP virtual em ficheiros de configuração. Verificou-se que esta aborda-
gem não escalava, pois era bastante trabalhosa e propensa a erros, tendo sido detetados
problemas ao nível da performance, devido aos load balancers estarem a ficar sobrecarre-
gados.
Estes problemas foram resolvidos através da mudança para um sistema de descoberta
de serviços baseado no SmartStack. Cada cliente tem uma instância HAProxy que está
ligada ao localhost, que é configurado dinamicamente a partir das informações armaze-
nadas no ZooKeeper 7. Um cliente pode depois utilizar um serviço ligando-se ao load
balancer do localhost, que redireciona o pedido para uma instância do serviço. Esta abor-
dagem provou que é altamente fiável e a maior parte dos serviços de produção está a
utilizá-la [29].
2.2.5.2 HubSpot
A HubSpot 8 desenvolve uma plataforma de marketing e vendas para fornecer uma maior
presença online dos seus clientes.
Cada equipa é composta por um líder técnico e dois developers que trabalham com
um gestor de produto e um designer. As equipas são pequenas para evitar problemas de
7ZooKeeper: é um serviço centralizado para manter informações de configuração, nomes, fornecer sin-
cronização distribuída e serviços de grupo [67].
8HubSpot: https://www.hubspot.com/
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escalamento e demasiadas comunicações, permitindo também que o líder técnico esteja
focado no produto e possa auxiliar os developers.
Os produtos são compostos por mais de 300 serviços e dezenas de aplicações de
frontend. A maior parte dos micro-serviços são desenvolvidos em Java com a framework
Dropwizard, e a parte de frontend utiliza Backbone e React em CoffeScript. Os serviços
comunicam através de APIs REST ou de um sistema de mensagens como o Apache Kafka.
Esta arquitetura permite iterações rápidas, dado que existem mais de 1000 unidades que
podem ser deployed separadamente, permitindo que escalem independentemente.
Existe uma complexidade adicional para perceber qual o desempenho de uma ar-
quitetura distribuída, bem como em gerir determinadas configurações (ex.: serviços a
utilizarem versões diferentes de uma biblioteca partilhada). A mudança de uma aplica-
ção monolítica em equipas pequenas pode não ter benefícios até que o código atinja uma
certa dimensão ou o número de developers seja significativo.
Uns dos principais requisitos para conseguir deploys pequenos e seguros são as feature
flags (sinalizadores de funcionalidades). Uma funcionalidade desenvolvida ao longo do
tempo pode ser integrada de forma segura no código principal tendo um sinalizador. A
principal vantagem é que assim pode controlar-se quem tem acesso à nova funcionalidade,
assegurando que em determinado ponto estará pronta para produção. Uma funcionali-
dade pode ser escondida em qualquer instante, sem que para isso seja necessário outro
deploy.
Para que os deploys sejam seguros é necessário obter informações do estado dos servi-
ços. O projeto Rodan, permite que sejam recolhidas métricas standard (ex.: pedidos/se-
gundo), bem como outras definidas pelos developers.
O EC2 da Amazon tem sido bastante utilizado pela HubSpot. Utiliza o Apache Mesos 9
e uma aplicação que desenvolveu, denominada Singularity, que permite gerir os clusters
EC2 de uma forma mais otimizada, permitindo uma maior densidade de serviços por
servidor, reduzindo custos. Também permite que os developers não tenham intervenção
nas instâncias, sendo a plataforma a lidar com determinados problemas [8].
2.3 Cloud Computing
A computação em Cloud (Cloud Computing) tem tido um grande impacto nos últimos
anos pela forma como é realizada a computação e o armazenamento de dados (e não só),
possibilitando a disponibilização de recursos (CPU, armazenamento) em grande escala e
a pedido. Esta possibilidade estava anteriormente restrita a empresas, universidades ou
institutos governamentais que possuíssem data centers, e não ao público em geral.
A computação em Cloud foi precedida, na década de 1990, pela computação em Grid
(Grid Computing) que permitia aos utilizadores obter computação a pedido para resolver




computação em Cloud diferiu desse modelo ao utilizar tecnologias de virtualização a nível
aplicacional e hardware, para fornecer e partilhar recursos de uma forma dinâmica [76],
possibilitando um modelo de negócio vantajoso para grandes empresas como a Amazon,
Google, Microsoft, etc.
De acordo com The National Institute of Standards and Technology (NIST), Cloud Com-
puting é um modelo de computação que permite, de uma forma prática, o acesso a um
conjunto de recursos de computação partilhados (por exemplo, redes, servidores, arma-
zenamento, aplicações e serviços) que podem rapidamente ser configurados e fornecidos
com o mínimo esforço de gestão ou interação do fornecedor de serviços [37].
O modelo de computação em Cloud fornece algumas funcionalidades distintas/úni-
cas [37]:
• Self-service e a pedido: um utilizador pode obter capacidades computacionais con-
soante as suas necessidades, de forma automática, sem a necessidade de intervenção
humana por parte do fornecedor de serviço.
• Acessível pela rede: os serviços estão disponíveis na rede e são acessíveis através
de mecanismos standards com o recurso a smartphones, tablets ou computadores.
• Agrupamento dos recursos: os recursos computacionais do fornecedor são agru-
pados num modelo multi-tenant com diferentes recursos físicos e virtuais que são
atribuídos dinamicamente consoante os pedidos dos utilizadores. Na maior parte
das vezes o utilizador não tem controlo sobre a localização exata dos recursos, po-
dendo em alguns casos especificar a localização num nível de abstração mais alto
(por exemplo, ao nível do país).
• Elasticidade rápida: as capacidades podem ser requisitadas e libertadas elastica-
mente (por vezes de forma automática), para se escalar rapidamente de acordo com
a necessidade. Para o utilizador, as capacidades disponíveis dos recursos parecem
ser ilimitadas e podem ser definidas em qualquer momento.
• Serviço monitorizado: o uso dos recursos (armazenamento, processamento, largura
de banda, entre outros) pode ser monitorizado, possibilitando que os sistemas de
cloud controlem e otimizem automaticamente a sua utilização.
O modelo de negócio que a computação em Cloud utiliza é um modelo orientado ao
serviço, ou seja, os recursos, quer a nível de hardware e/ou software, são disponibilizados
como serviços que o utilizador requisita quando necessitar [76]. Os serviços podem ser
agrupados em 3 categorias, consoante o tipo de serviço que é fornecido ao utilizador [37,
76]:
• Infrastructure as a Service (IaaS): são fornecidos ao utilizador recursos de infra-
estruturas, como processamento, armazenamento, redes, normalmente através de
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máquinas virtuais (VMs), onde pode ser instalado e executado qualquer tipo de
software, desde sistemas operativos a aplicações.
• Platform as a Service (PaaS): são fornecidas capacidades para o utilizador realizar
o desenvolvimento e deployment de aplicações utilizando linguagens de programa-
ção, frameworks e bibliotecas suportadas pelo fornecedor do serviço.
• Software as a Service (SaaS): é fornecido ao utilizador a capacidade de executar
aplicações através da Internet, em que estas podem ser acedidas através de um
browser ou da instalação de uma aplicação cliente.
2.3.1 Modelo de Deployment
Consoante o local onde se encontram as infraestruturas, é possível caracterizar o tipo de
cloud.
Os principais modelos de deployment consistem em [37, 76]:
• Public cloud: a infraestrutura é disponibilizada de forma aberta fornecendo re-
cursos como serviços ao público em geral. Pode ser gerida por qualquer tipo de
organização, mas fisicamente encontra-se nas instalações do fornecedor da cloud.
• Private cloud: a infraestrutura é apenas para uso exclusivo de uma única organi-
zação. Esta pode ser gerida pela própria organização ou por uma entidade externa.
Sendo para uso exclusivo, permite obter um maior controlo sobre a performance,
fiabilidade e segurança.
• Hybrid cloud: a infraestrutura é uma combinação das infraestruturas de cloud pú-
blica e privada, de forma a diminuir as limitações que cada uma apresenta. Parte
dos serviços são executados na cloud privada e os restantes na cloud pública. For-
necem um melhor controlo sobre os dados que clouds públicas, e ao mesmo tempo
permitem a elasticidade dos recursos.
2.3.2 Virtualização de recursos
A gestão de recursos em data centers é uma tarefa bastante complexa devido à quanti-
dade de recursos disponíveis e cresce com o aumento do número de utilizadores e de
serviços fornecidos. É ainda afetada pela questão da heterogeneidade do hardware e do
software utilizado, assim como pela existência de possíveis falhas que possam ocorrer nos
componentes.
A solução para realizar esta gestão passa pela virtualização dos recursos, uma técnica
utilizada na computação em Cloud que permite que as tarefas de gestão de alguns recursos
sejam simplificadas. Por exemplo, com a utilização de máquinas virtuais (VMs), o estado




A partilha de recursos num ambiente de máquina virtual requer o suporte do hard-
ware e processadores compatíveis. Os recursos como CPUs, memórias, armazenamento,
I/O e largura de banda são partilhados entre as máquinas virtuais.
Existem duas técnicas de virtualização: a virtualização completa e a para-virtualização.
• A virtualização completa consiste numa máquina virtual em que esta é executada
numa cópia exata do hardware. Tal só é possível quando a abstração do hardware
fornecida pela VMM 10 é uma réplica exata do hardware físico. Neste caso, qualquer
sistema operativo é executado no hardware sem modificações, desde que possua
uma arquitetura que seja virtualizável. As VMMs VMware são exemplos de virtua-
lização completa.
• A para-virtualização consiste numa máquina virtual que possui uma cópia modi-
ficada do hardware. São necessárias algumas modificações nos sistemas operativos
guest, porque a abstração para o hardware fornecida pela VMM não suporta todas
as funções do hardware físico. A Xen e a Denali são exemplos de VMMs baseadas
em para-virtualização.
Existem razões para que seja adotada a para-virtualização:
– Alguns aspetos do hardware não são virtualizáveis;
– Melhorar a performance;
– Fornecer uma interface mais simples.
Este tipo de virtualização é também considerado, pois existem algumas arquiteturas,
como x86, que não são facilmente virtualizáveis [35].
2.3.3 Gestão de recursos e agendamento
A gestão de recursos é uma funcionalidade essencial em qualquer sistema, e está relaci-
onada com três critérios base de avaliação de um sistema: performance, funcionalidade
e custo. Uma gestão de recursos ineficiente impacta negativamente e de forma direta a
performance e o custo do sistema, e indiretamente a sua funcionalidade [36].
2.3.3.1 Gestão de recursos
Uma cloud é um sistema com um número bastante considerável de recursos partilhados
que são sujeitos a pedidos inesperados. Assim a gestão destes recursos requer políticas
complexas e decisões para a sua otimização [36].
As estratégias para a gestão de recursos diferem consoante o tipo de serviço forne-
cido: IaaS, PaaS e SaaS. Em todos os casos, os fornecedores de serviços são afetados com
flutuações de carga, um comportamento que desafia a elasticidade da cloud. Em certos
10Uma Virtual Machine Monitor (VMM) é um software que permite a criação e a gestão de máquinas
virtuais (VMs), sendo também conhecida por Virtual Machine Manager e Hypervisor [66].
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casos, quando um pico de carga pode ser previsto, os recursos podem ser provisionados à
priori. Em casos em que não são esperados picos de carga, a situação é mais complicada,
podendo ser utilizado o auto scaling se: 1. Existir um conjunto de recursos que podem
ser libertados e alocados a pedido; 2. Existir um sistema de monitorização que permita
decidir em tempo real a realocação de recursos. O auto scaling é suportado em serviços
PaaS, mas é mais complicado de implementar em IaaS devido à falta de standards.
Existe também a necessidade de políticas autonómicas devido à dimensão do sistema,
ao grande número de pedidos aos serviços, à grande quantidade de utilizadores e à impre-
visibilidade de carga, de forma a diminuir a intervenção humana na gestão do sistema.
As políticas de gestão de recursos na cloud podem ser divididas em cinco classes:
1. Controlo de admissão; 2. Alocação de capacidade; 3. Balanceamento de carga; 4. Otimi-
zação de energia; 5. Qualidade de Serviço (Quality of Service - QoS).
O objetivo da política de controlo de admissão é prevenir que o sistema aceite uma
carga de trabalho que pode prejudicar outro trabalho em execução ou que tenha sido, en-
tretanto, requisitado. Limitar a carga de trabalho requer o conhecimento do estado global
do sistema, o que num sistema dinâmico é difícil porque, quando esse conhecimento está
disponível, no melhor dos casos, pode já estar desatualizado.
A alocação de capacidade consiste em alocar recursos para instâncias individuais. O
balanceamento de carga e a otimização de energia estão ambos ligados, e afetam o custo
do fornecimento dos serviços.
Um dos objetivos na computação em Cloud é manter o custo do fornecimento de um
dado serviço no valor mais baixo possível, e uma das formas de o realizar é minimizar o
consumo de energia. Assim sendo, o ‘balanceamento de carga’ pode ter um significado
que não traduz uma utilização de recursos adequada em termos de custos. Em vez de
se distribuir a carga uniformemente por todos os servidores, pode ser preferível utilizar
um número mais reduzido de servidores e distribuir o trabalho por esses, deixando os
restantes em standby, levando a que seja consumida menos energia.
2.3.3.2 Agendamento
O agendamento é uma funcionalidade crítica na gestão de recursos na cloud. Este é res-
ponsável pela partilha e multiplexagem a vários níveis. Um servidor pode ser partilhado
entre várias máquinas virtuais, em que cada VM pode suportar várias aplicações, e cada
aplicação pode consistir em múltiplos threads. O agendamento de CPU suporta a virtu-
alização de um processador, em que cada thread atua como um processador virtual; um
link de comunicação pode ser multiplexado entre vários canais virtuais, um para cada
fluxo [36].
Um algoritmo de agendamento, para além de cumprir os seus objetivos, deve ser
eficiente, justo e starvation-free. Por exemplo, os objetivos de um scheduler para um sistema
de batch são maximizar a taxa de transferência (o número de trabalhos completos por
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unidade de tempo) e minimizar o tempo de resposta (o tempo entre a submissão de um
trabalho e a sua conclusão).
Alguns schedulers são preemptivos, permitindo que uma tarefa de alta prioridade
interrompa a execução de outra com baixa prioridade; e outros são não-preemptivos.
2.3.4 Infraestruturas de cloud
Existem bastantes ofertas no que diz respeito a infraestruturas de cloud públicas, sendo
que as mais utilizadas são as da Amazon, Microsoft e Google, sendo esperado que tenham
76% da receita neste mercado em 2018 [9].
A descrição que se segue ilustra a diversidade de recursos disponibilizados pelos
fornecedores de cloud principais (a Amazon com a Amazon Web Services 11 [AWS], a
Microsoft com o Azure 12 e a Google com a Google Cloud Platform 13 [GCP]) e que permite
que diferentes micro-serviços possam ser desenvolvidos, e depois executados, usando
tecnologias diversas e que sejam as mais adequadas às funcionalidades pretendidas.
2.3.4.1 Computação
A Amazon disponibiliza o Elastic Compute Cloud (EC2) que é a base de todos os serviços
de computação. Funciona através de máquinas virtuais que podem ser configuradas pelo
utilizador ou através de definições pré-configuradas. O EC2 fornece bastantes opções,
com suporte para Windows e Linux, instâncias bare metal (em pré-visualização), instân-
cias GPU, computação de alta-performance, auto scaling (escalamento automático), entre
outros.
A Amazon ainda disponibiliza vários serviços de containers, como o Docker, Kuberne-
tes, e o seu próprio serviço Fargate que automatiza a gestão de servidores e clusters.
A Microsoft disponibiliza os serviços Virtual Machines e Virtual Machine Scale Sets.
O serviço de computação Virtual Machines suporta Linux, Windows Server, SQL Server,
Oracle, IBM e SAP, capacidades híbridas de cloud e suporte integrado para software Mi-
crosoft. Este serviço permite opções para computação de alta performance e GPU, como
também instâncias otimizadas para inteligência artificial e machine learning.
O Microsoft Azure permite auto scaling através de Virtual Machine Scale Sets. Tem
ainda dois serviços de containers, o Azure Container Service que é baseado no Kubernetes
e o Container Services que utiliza o Docker Hub e Azure Container Registry para a gestão.
Possui também um serviço único denominado Service Fabric, concebido para aplicações
com uma arquitetura baseada em micro-serviços.
A Google disponibiliza o Google Compute Engine (GCE) que é idêntico ao serviço
EC2 da AWS. Em relação a containers é disponibilizado o Kubernetes Engine, devido do
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2.3.4.2 Armazenamento e base de dados
Para o armazenamento, a Amazon oferece o Simple Storage Service (S3) para o arma-
zenamento de objetos, o Elastic Block Storage (EBS) para armazenamento persistente,
utilizado com o EC2, e o Elastic File System (EFS) para o armazenamento de ficheiros.
Em relação às bases de dados, a Amazon tem uma base de dados SQL própria deno-
minada Aurora, o Relational Database Service (RDS) que permite a utilização de várias
bases de dados relacionais, a base de dados NoSQL DynamoDB, base de dados em memó-
ria ElastiCache, entre outros. A Amazon não oferece um serviço de backup, mas fornece
o Glacier que permite arquivar os dados. A Storage Gateway pode ser utilizada para
configurar os processos backups.
A Microsoft tem como serviços básicos de armazenamento o Blob Storage para arma-
zenamento de objetos de dados não estruturados, Queue Storage para grandes volumes
de cargas de trabalho, File Storage e Disk Storage. Tem também a Data Lake Store que é
útil para aplicações big data. Existem também várias opções de base de dados no Azure.
Têm três opções baseadas em SQL: SQL Database, Database for MySQL e Database for
PostgreeSQL.
A Microsoft tem um serviço de Data Warehouse, assim como Cosmos DB e Table
Storage para NoSQL. A Redis Cache é um serviço de base de dados em memória e o Server
Stretch Database é um serviço de armazenamento híbrido desenhado especificamente
para as aplicações que utilizam o SQL Server. Existe também um serviço de backup.
A Google tem um conjunto menor de serviços de armazenamento. Tem o Cloud Sto-
rage que é um serviço para o armazenamento de objetos e também tem a opção de Persis-
tent Disk. Em relação às bases de dados, a GCP tem a Cloud SQL e uma base de dados
relacional Cloud Spanner. Para base de dados NoSQL tem a Cloud Bigtable e Cloud
Datastore, mas não fornece serviços de backup [27, 73].
2.3.4.3 Localização
Em relação aos locais onde estão presentes, todos têm infraestruturas que cobrem o
mundo [73]. A Amazon é responsável por uma maior cobertura, com 49 zonas de dis-
ponibilidade, tendo planos para disponibilizar mais 12 zonas [2]. A Microsoft e a Google
têm ambas 36 zonas, tendo a Microsoft perspetivas para incorporar mais 6 zonas [26, 39].
2.3.4.4 Serviços para o deployment e execução de micro-serviços
Os containers tendo vários benefícios, como os enumerados na secção 2.2.3.4, são a forma
indicada para o deployment e execução de micro-serviços. Tendo em conta a análise efe-
tuada em relação aos serviços fornecidos pela Amazon, Microsoft e Google, a escolha da
infraestrutura poderia recair sobre qualquer uma delas, sendo que a Amazon e a Micro-





Embora a computação em Cloud permita simplificar o processamento e armazenamento
dos dados através de uma infraestrutura altamente disponível e com grande capacidade,
toda a computação ocorre de uma forma centralizada nos servidores dos fornecedores
de serviços (cloud). Tal implica que, na realização de operações, os clientes necessitam
sempre de comunicar com os servidores. Este requisito leva a que haja um aumento das
comunicações entre os dispositivos dos utilizadores e os servidores, os quais poderão não
ter tempos de resposta adequados, sendo mais grave no caso de aplicações que requeiram
uma baixa latência [68].
A computação na Edge (Edge Computing) vem possibilitar que parte da computação
necessária a uma aplicação seja realizada na periferia da rede, ou seja, em dispositivos
mais próximos dos dispositivos dos utilizadores, edge nodes, como por exemplo, routers,
switches e base stations. Neste contexto, os dispositivos para além de consumirem os da-
dos, também os produzem, isto é, estes pedem recursos e serviços à cloud, mas também
realizam computação para a cloud [63].





Figura 2.6: Localização da computação na Edge. Adaptado de [10].
2.4.1 Benefícios da Edge Computing
Realizar o processamento na edge permite obter certas vantagens em relação à computação
em Cloud, sendo que as principais são [63, 68]:
• Diminuir os tempos de latência de certas operações, resultando numa melhor expe-
riência de utilização para o utilizador;
• Processar dados na edge, enviando o resultado para a cloud, diminuindo assim o
volume de dados transferidos entre o utilizador e a cloud;
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• Reduzir a carga nos servidores na cloud, de forma a que fiquem com maior disponi-
bilidade para outra tarefas e também para que o consumo de energia seja menor.
2.4.2 Desafios da Edge Computing
Uma vez que se trata de um tipo de computação relativamente recente, existem ainda
certos desafios que necessitam de alguma atenção.
• Computação nos edge nodes: a computação pode ser executada em diversos nós
que estão localizados entre o dispositivo na edge e a cloud, mas nem todos estes nós
são indicados para certos tipos de computação como, por exemplo, as base stations
que possuem processadores de sinal digital (Digital Signal Processors - DSPs), e que
não são indicados para a computação geral [68].
Esta questão poderá vir a ser ultrapassada, por exemplo, nos routers wireless, ao
serem atualizados para terem mais capacidade de processamento. No entanto, este
processo implica custos bastante elevados [38, 68].
• Programação: a cloud permite ao programador um nível de abstração em que o
código desenvolvido será deployed em máquinas semelhantes. Na edge computing
existe uma heterogeneidade nos dispositivos o que dificulta a forma como o código é
desenvolvido, pois tem de ser adequado a cada tipo de dispositivo/plataforma [63].
• Descoberta de edge nodes: a existência de inúmeros dispositivos na edge requer uma
filtragem para que apenas sejam usados os que preencham os requisitos necessários,
sendo que esta descoberta não pode ser manual devido ao seu elevado número [68].
• Privacidade e segurança: são duas características bastante relevantes em qualquer
sistema, e quando se fala em computação na Edge não é diferente. Por exemplo, ao
utilizar um router para processar certos dados, este não pode ser acedido por um
utilizador mal-intencionado, dando-lhes a possibilidade de aceder a dados priva-
dos [68].
A inexistência de mecanismos eficientes de proteção dos dados na edge é um pro-
blema já que, tratando-se de um ambiente bastante dinâmico, torna-a uma rede
mais vulnerável. Alguns dispositivos possuem capacidades bastante limitadas, fa-
zendo com que os métodos de segurança utilizados atualmente possam não ser os
mais adequados [63].
2.5 Computação na Cloud e Edge
A computação em plataformas heterogéneas, composta pela cloud e edge, com elevado
número de recursos disponíveis na edge, levanta assim um conjunto de desafios em ter-
mos do desenvolvimento e execução das aplicações. Estes desafios incluem a localização
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adequada dos serviços e a sua coordenação, o seu deployment, dependendo dos recursos
dos nós computacionais, a resposta adequada ao volume de acessos por parte dos utiliza-
dores, a garantia de questões sobre segurança e privacidade, que modelos de custos são
vantajosos tanto para os fornecedores de serviços como para os utilizadores, etc.
A computação osmótica (Osmotic Computing) [69] é um dos paradigmas recentes que
pretende dar resposta a esses desafios. O seu objetivo é permitir um deploy automático de
micro-serviços tanto na edge como na cloud através de uma gestão eficiente dos recursos
disponíveis, obtendo uma melhor capacidade computacional mais perto do utilizador [61,
69]. Este paradigma implica uma gestão dinâmica dos serviços na cloud e na edge, tendo
em conta possíveis problemas relacionados com o deployment, rede e segurança.
A computação osmótica realça os novos desafios resultantes da heterogeneidade dos
recursos da cloud e da edge, bem como os relacionados com a elasticidade da cloud. Na
perspetiva deste paradigma, os micro-serviços são instalados em containers e deployed na
cloud ou na edge, e a migração dos micro-serviços deve ser realizada de forma dinâmica e
eficiente para evitar problemas, como paragens ou degradação da aplicação [69].
2.5.1 Monitorização em arquiteturas heterogéneas
Muitas das dificuldades em monitorizar a atividade de um sistema heterogéneo com estas
caraterísticas prendem-se com a escala e complexidade da infraestrutura considerada
como alvo do deployment de micro-serviços, tal como realçado no paradigma da computa-
ção osmótica [69].
Considerando que a infraestrutura inclui recursos de hardware na cloud, na edge e
na ligação entre ambas, bem como a heterogeneidade e escala dos micro-serviços que
compõem as aplicações, resulta num sistema complexo cuja deteção de problemas (ex.:
alta latência nos pedidos) e identificação da fonte desses problemas, se torna bastante
difícil. Além disso, é necessário monitorizar a utilização de recursos na infraestrutura de
modo a garantir a Qualidade de Serviço contratada com os utilizadores (ex.: recorrendo
aos mecanismos de escalabilidade disponíveis).
Torna-se assim difícil implementar técnicas eficientes de monitorização que suportem
a resolução de problemas que contribuam para a coordenação dos micro-serviços e sua
qualidade de serviço quando, por exemplo, os micro-serviços têm de ser migrados para a
periferia e o seu estado tem de continuar a ser monitorizado.
2.5.2 Orquestração de micro-serviços e controlo da elasticidade
Num sistema edge e cloud, a orquestração dos micro-serviços é um problema complexo
devido à dificuldade em estimar o comportamento da carga de trabalho em termos de
volume de dados a serem processados, taxa de chegada de dados, tipos de queries, número
de utilizadores ligados a diferentes tipos de micro-serviços, etc. Sem determinadas infor-
mações sobre os micro-serviços, como a carga de trabalho de cada um deles, é difícil saber
qual a escala em termos de recursos que deve ser escolhida para os micro-serviços [69].
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Por exemplo, o Kubernetes permite a reconfiguração dos containers que contêm os
micro-serviços, escalando de forma automática através da análise da utilização de CPU.
A computação nestas plataformas heterogéneas deve assim permitir o controlo e a
reconfiguração em tempo de execução dos recursos disponíveis na edge, para além dos já
considerados na cloud.
2.5.3 Migração de serviços
Em ambientes de cloud, a migração pode permitir que seja realizada uma gestão mais
eficiente dos recursos. Esta consiste no processo de mover VMs entre diferentes máquinas
físicas, podendo ser utilizada para atingir vários objetivos, como a redução de energia,
balanceamento de carga e tolerância a falhas [64].
2.5.3.1 Métodos de migração
A migração pode ser classificada em: non-live e live. Na migração non-live, primeiro a VM
é colocada em suspensão antes de se iniciar o processo de transferência para outro local,
e depois é novamente colocada em execução quando as tarefas de migração terminarem.
Durante este tipo de migração, os serviços que são inseridos na VM não estarão acessíveis.
A migração live é uma técnica mais avançada, não necessitando que as VMs sejam
suspensas. Este tipo de migração tem de ser rápida e eficiente, de forma a que a virtua-
lização permita um balanceamento da carga dinâmico e a manutenção sem tempos de
inatividade.
2.5.3.2 Objetivos da migração live
Através da utilização desta técnica de migração, pode ser possível melhorar o desempenho,
isto se for utilizada a classificação adequada. Eis alguns exemplos:
1. Consolidação do servidor: a gestão da energia pode ser conseguida através da con-
solidação do servidor, isto é, da otimização do número de máquinas físicas utili-
zadas, diminuindo o seu número total. Esta deve ser utilizada quando existe um
grande número de máquinas físicas subutilizadas, devendo proceder-se à migração
de VMs de máquinas físicas menos sobrecarregadas para outras mais sobrecarrega-
das.
2. Balanceamento de carga: permite diminuir o desequilíbrio ao nível de utilização
dos recursos das máquinas físicas. A carga total do sistema pode ser ajustada através




2.5.3.3 Métricas de migração live
De forma a avaliar o desempenho da migração live são consideradas as seguintes métricas:
tempo de inatividade, tempo de migração total e a quantidade de dados na migração. Em
relação à avaliação em termos de consumo energético são utilizadas as métricas: consumo
do recurso, utilização do recurso e número de VMs por servidor.
Podem ainda ser consideradas, consoante o tipo de serviço:
• Taxa de transferência: utilizada para calcular o número de tarefas executadas.
• Tempo de resposta: tempo de resposta de um dado algoritmo de balanceamento de
carga.
• Largura de banda: a capacidade de rede disponível durante a migração.
A identificação de como os micro-serviços podem ser migrados da cloud para a edge
(e ao contrário), bem como os fatores que influenciam essa migração ainda são um desa-
fio [61, 69].
2.6 Containers
Os containers são uma tecnologia de virtualização que permite a instalação de aplicações
num único pacote, contendo as suas dependências em termos de bibliotecas e definições.
Esta tecnologia possibilita a execução de múltiplas aplicações (containers) numa mesma
máquina que tenha suporte à execução de containers, sem que existam conflitos entre
eles [1, 7, 15].
Os containers são um mecanismo de virtualização bastante leve, em que um container
pode ser iniciado em poucos segundos, e dado que não são uma virtualização completa do
hardware físico como as máquinas virtuais, têm um menor overhead. A Figura 2.7 mostra
a diferença entre as máquinas virtuais e os containers.
Atualmente existem diversos motores de containers, como o CoreOS RKT 14, o Mesos
Containerizer 15 ou o Docker 16, sendo o Docker o mais utilizado, representando 83% da
utilização de motores de containers em produção [65].
Para que um container seja iniciado, tem que ser dada a informação sobre qual a
imagem que se pretende executar. Cada imagem contém a aplicação (ou aplicações) e
todo o software necessário para a execução da mesma(s), sendo que pode estar disponível
apenas localmente, ou em repositórios privados ou públicos, como o Docker Hub 17. Cada
container possibilita também ser configurado em termos de recursos que pode utilizar,


























Figura 2.7: Máquinas virtuais vs. containers. Adaptado de [46].
2.6.1 Containers e micro-serviços
Como descrito anteriormente em 2.2.3.4, uma possibilidade de executar micro-serviços
é com recurso a containers. Esta opção tem diversas vantagens, pois os micro-serviços
são aplicações pequenas, que podem ser implementadas em diversas linguagens e fra-
meworks, sendo que com a utilização de containers é possível obter uma abstração em que
os micro-serviços são instalados contendo todas as suas dependências. Assim, podem ser
executados micro-serviços diferentes com requisitos diferentes numa só máquina, sem
que existam conflitos entre eles. Isto permite também que a monitorização dos micro-
serviços seja feita ao nível do container, o que facilita a identificação dos recursos reais
que são utilizados por um dado micro-serviço, bem como todo o software necessário para
a sua execução [30].
2.6.2 Orquestração de containers
A execução de múltiplos containers em simultâneo torna necessária a existência de me-
canismos que façam a sua gestão de uma forma eficiente e eficaz. A orquestração de
containers é um conjunto de operações acordadas entre os fornecedores de serviços (cloud)
e os proprietários das aplicações, para realizar o deploy, monitorizar e controlar dinamica-
mente as configurações dos recursos, de forma a garantir uma certa qualidade de serviço
(QoS). Esta orquestração engloba o deployment inicial dos containers, mas também tem de
efetuar a sua gestão em tempo de execução [6].
Devido ao elevado dinamismo e à complexidade do ambiente onde os containers são
executados (por exemplo, um cluster com múltiplos nós em diferentes data centers), as
decisões tomadas pela orquestração devem ter em conta as variações do ambiente e ser
ajustadas em tempo de execução. Tal significa a necessidade da existência de mecanismos
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autonómicos que façam essas decisões sem a intervenção humana.
Para realizar a orquestração de containers de uma forma autonómica existe a neces-
sidade de ter em consideração certos fatores, como a gestão dos recursos em tempo de
execução, a monitorização dos containers, etc.
2.6.2.1 Plataformas de orquestração
Atualmente já existem ferramentas que permitem a orquestração de containers. Contudo,
ainda não fornecem funcionalidades verdadeiramente autonómicas que se adaptem aos
mais variados cenários.
O Kubernetes 18 é uma ferramenta de orquestração de containers que possibilita a sua
gestão num cluster de nós, sendo, atualmente, a ferramenta mais utilizada, com valores a
chegar aos 51% de quota de mercado [65].
O Kubernetes oferece bastantes funcionalidades, como a substituição de um container
que falha, a possibilidade de auto scaling de containers com base na taxa de utilização de
CPU, entre outros. Por exemplo, o Kubernetes permite alterar automaticamente o número
de containers através de um controlador denominado HPA (Horizontal Pod Autoscaler). O
HPA é implementado através de um ciclo de controlo com um período de 30 segundos, em
que a cada iteração é calculado o número de containers necessários com base na proporção
entre o número de containers atual e a utilização de CPU, obtendo-se assim a utilização
média de CPU. O resultado obtido é comparado com o valor limite de CPU previamente
definido, e é então decidido se é necessário aumentar, diminuir, ou manter o número de
containers atual. Para além da configuração padrão do HPA, em que é utilizada a métrica
de CPU, é também possível configurar outro tipo de métricas [6, 31, 33].
O Docker Swarm é uma ferramenta que vem integrada com o Docker e que permite
a criação de um cluster de nós para a execução de containers. Para cada tipo de container
é possível especificar o número de réplicas pretendido, bem como alterá-lo em tempo
de execução, sendo que, quando existe uma falha num determinado container, é inicia-
lizado um novo. Esta é a segunda ferramenta mais utilizada para a gestão de containers
representando 11% de quota de mercado [65].
Apesar das diversas vantagens que estas ferramentas oferecem na gestão de containers,
ainda não são muito desenvolvidas em termos de funcionalidades no que diz respeito a
mecanismos de adaptação quando existe a variação no número de acessos aos containers,
nem na identificação da melhor localização para a execução dos mesmos com base na
proveniência dos acessos.
2.7 Trabalho relacionado
Existem alguns trabalhos correntes que partilham parte dos objetivos que são preten-
didos alcançar com a solução, por exemplo, a nível da elasticidade dos micro-serviços
18Kubernetes: https://kubernetes.io/
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e a computação na edge. Na secção 3.6 é depois realizada uma comparação entre estes
trabalhos e a solução desenvolvida.
2.7.1 CAUS - Custom AutoScaler
A solução proposta em [31] centra-se essencialmente em fornecer mecanismos através
de um processo de adaptação que confere funcionalidades elásticas aos micro-serviços
executados em containers, ou seja, permite aumentar ou diminuir o número de containers
em execução, de um dado tipo de serviço, consoante as necessidades.
Nesta solução são considerados micro-serviços sem estado, onde a respetiva carga de
trabalho é baseada em filas, isto é, cada container fica a escutar uma fila de pedidos, onde
são inseridos os pedidos para serem processados. O método está dividido em duas partes:
a primeira adapta o número de containers necessários de um dado tipo de serviço, com
base nas alterações da intensidade de carga; a segunda, tem como objetivo gerir containers
adicionais para dar resposta a mudanças imprevisíveis na intensidade de carga.
2.7.1.1 Processo de adaptação
De forma a conferir características elásticas aos micro-serviços (executados em containers),
o processo de adaptação é conseguido através de um controlador elástico, sendo que é
necessário informação relativa à capacidade que um único container consegue processar.
Assim que o controlador é iniciado, este começa a monitorizar periodicamente a in-
tensidade da carga dos containers que se encontram em execução. Em seguida, na fase de
análise, consoante o valor obtido na fase de monitorização, é tomada a decisão de aumen-
tar, diminuir ou manter o número de containers. Na fase de planeamento, o controlador
garante que o número calculado de containers fica entre os valores mínimo e máximo pré-
definidos. De forma a evitar a mudança entre duas decisões contraditórias, o controlador
utiliza um período de tempo de 3 minutos entre as tomadas de decisões de escalar. Por
fim, na fase de execução, o controlador aumenta ou diminui o número de containers em
execução através da invocação de APIs da plataforma.
As características que são descritas como inovadoras do controlador elástico são base-
adas em três partes:
Conhecimento: capacidade Os pedidos são enviados para uma fila específica em que o
micro-serviço fica a escutar. Posteriormente, o controlador precisa da informação sobre
a capacidade que uma instância de um dado micro-serviço consegue processar, isto é,
a intensidade máxima de carga de trabalho que um container pode lidar, denotada por
µ. É assumido que o trabalho é homogéneo, portanto cada pedido tem a mesma carga.
Esta metodologia pode ser alargada a várias filas com diferentes tipos de pedidos, onde é
necessário saber a capacidade estimada para cada uma delas.
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Monitorização: intensidade da carga O valor da intensidade da carga, denotado por λ,
indica a taxa na qual a fila aumentou no último minuto. Na implementação do protótipo
é obtido um sinal através do Prometheus, utilizando a função de taxa (rate function) com
o intervalo de um minuto. Este sinal indica a necessidade de escalar. Através de técnicas
preditivas, os recursos são provisionados para unidades de horas, sendo que ao ter um
mecanismo reativo, em que as suas decisões têm como base um sinal que reflete a carga
de trabalho, é possível dimensionar os recursos para unidades de tempo mais refinadas.
Análise: reagir Com a obtenção do valor da intensidade da carga (λ), e com a informa-
ção sobre a capacidade de um container (µ), o controlador elástico calcula o número de
containers necessários para corresponder à intensidade atual, através do rácio λµ . Contudo,
existem questões que impedem a utilização de apenas um mecanismo reativo. Um dos
desafios está relacionado com os atrasos em refletir a alteração da magnitude referente à
intensidade da carga e com o tempo necessário para iniciar os containers. O outro desafio
consiste na capacidade para lidar com picos de curta duração que não são refletidos na
intensidade de carga em utilização. Estas questões são abordadas através da utilização de
containers adicionais de forma a fornecerem capacidade de reserva.
Análise: gerir recursos de reserva A gestão do número de containers adicionais, efetu-
ada pelo processo de adaptação, é baseada em dois parâmetros. O primeiro parâmetro
é o número inicial de containers adicionais (si) que deve sempre coexistir com o número
de containers calculado pelo mecanismo reativo. O outro parâmetro é um valor limite
(threshold), em percentagem, que determina quando a capacidade de reserva deve escalar.
Quando é obtido o valor da intensidade de carga, o controlador elástico calcula a percen-
tagem com a qual os containers de reserva estão a contribuir para a nova taxa de chegada.
Se a percentagem estiver acima do limite definido, o controlador fornece um container
adicional, caso contrário, se a percentagem for menor que o limite, o controlador diminui
o número de containers de reserva em uma unidade.
2.7.2 ENORM - Edge Node Resource Management
Em [71], foi desenvolvido um protótipo de uma framework de Fog Computing, com o
objetivo de realizar computação na periferia (edge) da rede, mais próximo dos utilizadores.
Os resultados obtidos foram menor latência na comunicação, menor tráfego de dados para
a cloud e reduzir a frequência da comunicação entre os utilizadores e a cloud, através da
gestão eficiente dos recursos.
2.7.2.1 Arquitetura
A arquitetura é composta por três camadas. A camada de cima é a da cloud, onde são
executados os servidores aplicacionais. Para permitir a utilização da cloud com nós da
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edge, a framework realiza o deploy de um gestor de servidor da cloud em cada servidor
aplicacional. Este servidor:
1. Comunica com potenciais nós da edge, para pedir serviços de computação;
2. Realiza o deploy de servidores particionados num nó da edge;
3. Recebe atualizações do nó da edge para atualizar a vista global do servidor aplicaci-
onal da cloud.
A camada de baixo é a camada dos dispositivos dos utilizadores. Num modelo de
execução apenas na cloud, os dispositivos conectam-se aos servidores aplicacionais através
de nós de encaminhamento de tráfego. Os serviços básicos 19 de routers na rede wireless
local são utilizados para comunicar com um servidor centralizado na cloud, contudo com
a framework ENORM, as capacidades de computação dos nós da edge são utilizadas.
A camada do meio é a camada dos nós da edge, tendo sido focado a utilização de
apenas de um único nó da edge. Por exemplo, é iniciada uma aplicação em múltiplas
regiões cobertas por nós da edge. São estabelecidas conexões com os respetivos servidores
aplicacionais na cloud e é realizado o deploy de um servidor aplicacional particionado nos
nós da edge.
O servidor particionado difere do servidor aplicacional da cloud, pois os dados locais
relevantes para os utilizadores abrangidos por um determinado nó da edge são mantidos.
É mantida a vista global no servidor da cloud e o nó da edge fica responsável por atualizar
o servidor da cloud. Quando os nós da edge não conseguem fornecer serviços de compu-
tação, ou estes não melhorem a QoS da aplicação, então o servidor aplicacional na edge é
terminado e os utilizadores são encaminhados para o servidor da cloud.
Num nó da edge são necessários cinco componentes:
1. Distribuidor de recursos: num nó da edge, o seu serviço básico não pode ser com-
prometido, tendo por isso maior prioridade sobre qualquer carga de trabalho. É
necessário saber os recursos disponíveis de cada nó, sendo da responsabilidade do
distribuidor de recursos controlar o CPU e a memória disponíveis.
2. Gestor da edge: o gestor da edge é composto por dois subcomponentes, o gestor
do nó e o gestor de servidor. O gestor do nó é responsável por tratar dos pedidos
recebidos pelo gestor de servidor, realizados por um servidor da cloud. Quando o
gestor da cloud faz um pedido, o gestor do nó decide se aceita ou não o pedido
(dependendo da existência de recursos no nó da edge e se a prioridade da aplicação
que realizou o pedido é maior ou igual a um servidor em execução no nó). A resposta
é enviada ao servidor da cloud que fez o pedido e, quando a resposta for aceite, o
gestor de servidor inicializa um container, reserva as portas necessárias e atualiza as
configurações de firewall.
19Serviço básico: por exemplo, o serviço básico de um ponto de acesso Wi-Fi é encaminhar Internet.
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3. Monitor: periodicamente é monitorizado um conjunto de métricas relacionadas
com os servidores aplicacionais da edge, nomeadamente a latência da comunicação
(através do comando ping) e a latência da computação (através de timestamps e logs
do servidor). As métricas são utilizadas pelo auto-scaler para verificar a necessidade
de reservar ou libertar recursos a um servidor aplicacional.
4. Auto-scaler: com base nas métricas obtidas pelo distribuidor de recursos e do mo-
nitor, o auto-scaler reserva ou liberta recursos dinamicamente aos containers, que
executam os servidores aplicacionais. Esta reserva é necessária para: a) assegurar
a existência de recursos suficientes para o serviço básico, e que não existem sobre-
cargas; b) modificar os recursos alocados para suportar mais utilizadores ou novos
servidores aplicacionais. Se um servidor aplicacional não conseguir obter recursos,
ou se conseguir, mas sem melhorias de performance na aplicação, o gestor da edge
termina o servidor aplicacional.
5. Servidor aplicacional da edge: um servidor particionado da cloud fica em execução
no nó da edge. Este interage com os dispositivos dos utilizadores, antes de encami-
nhar os dados para a cloud.
2.7.2.2 Gestão de recursos
Fornecimento O mecanismo de fornecimento num nó da edge inclui três passos, handsha-
king, deployment e terminação. Quando um gestor da edge inicia, é verificado se o nó pode
suportar serviços na edge. Se for possível, é inicializado um protocolo de handshaking.
• Handshaking: o nó da edge fica à espera de pedidos dos gestores da cloud. Se o nó
puder fornecer serviços ao gestor da cloud, então este é notificado e envia um pedido
com a configuração de um servidor da edge. Isto inclui o nome da aplicação, o nível
de prioridade, portas necessárias, os utilizadores que irão utilizar o servidor da edge
e os requisitos de latência. O handshaking serve para identificar o nó da edge no
qual será feito o deploy da aplicação, inicializar um container no nó e configurar as
firewalls.
É feita uma verificação dos recursos e da prioridade quando é recebido o pedido
com a configuração. Se o novo pedido tiver uma prioridade mais baixa que a dos
servidores em execução ou não existirem recursos suficientes para o novo container,
o pedido é rejeitado. O gestor da cloud pode então decidir pedir serviços a um
outro nó da edge. Se o pedido passar nas verificações, o gestor da edge verifica a
disponibilidade das portas propostas. É gerada uma porta para o acesso remoto
com o gestor da cloud. Caso as portas sejam alocadas com sucesso, é iniciado um
container com um sistema operativo e uma imagem padrão fornecida pelo gestor da
edge. O container recebe uma quantidade de recursos padrão (um núcleo de CPU e
200 MB de RAM) e, quando é terminada a inicialização, o gestor da edge configura
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o container de modo a que a aplicação executada no mesmo fique disponível para
os utilizadores e para ser gerido pelo servidor da cloud. Depois da configuração, é
enviada uma mensagem para o gestor de servidor da cloud.
• Deployment: o gestor de servidor da cloud realiza o deploy de um servidor aplica-
cional particionado na edge e instala o software necessário no container. Para cada
servidor aplicacional, o respetivo container é personalizado pelo gestor de servidor
da cloud, evitando que sejam gastos recursos com um container genérico. Assim que
o servidor aplicacional é inicializado no nó da edge, pode começar a receber pedidos
dos utilizadores. O gestor de servidor da cloud redireciona os utilizadores da aplica-
ção abrangidos pelo nó da edge, através de um ficheiro de configuração que aponta
para o servidor da edge ao invés do servidor da cloud. Assim que os utilizadores
estão conectados, os recursos do container podem ser alterados (podem ser alocados
mais recursos, se disponíveis, ou desalocados se não forem necessários).
• Terminação: o gestor da edge decide quando um servidor aplicacional da edge pre-
cisa de ser removido do nó, podendo ser terminado em três casos (considerados
no mecanismo de auto scaling): 1. quando não existem recursos disponíveis para
suportar o serviço; 2. o serviço já não é necessário (o servidor da edge esteve inativo
durante um período de tempo); 3. o serviço da edge não melhorou a QoS da aplica-
ção. Podem ser terminados um ou mais containers. Quando um servidor aplicacional
da edge é terminado, os dados que contêm as atualizações locais são migrados para a
cloud. Isto é realizado através da base de dados chave-valor, Redis 20, que suporta a
migração de dados entre dois servidores. Os utilizadores são redirecionados para o
servidor da cloud, até que seja fornecido um novo nó da edge pelo gestor de servidor
da cloud.
Auto scaling É importante escalar os recursos alocados a um servidor aplicacional da
edge, pois: 1. os nós da edge têm recursos limitados (sendo necessários principalmente
para os serviços básicos) e, 2. o servidor aplicacional requer mais ou menos recursos
para corresponder aos objetivos de QoS (considerada apenas a latência operacional). O
mecanismo de auto scaling acontece periodicamente (a cada 5 minutos) durante a execução
de um servidor aplicacional num nó da edge. Para o auto scaling são necessários, o gestor
da edge, o distribuidor de recursos e o monitor.
O gestor da edge mantém uma lista dos servidores aplicacionais em execução e as suas
prioridades. A prioridade é definida pelo gestor da cloud que possui a aplicação, sendo
esta estática e não mudando durante a execução. A aplicação com maior prioridade é
analisada primeiro pelo auto-scaler, sendo medida a latência da rede através de pings
entre os utilizadores e o servidor. É depois verificado se a quantidade de recursos dispo-




quantidade mínima de recursos para o servidor aplicacional da edge. Se a verificação de
recursos falhar, o servidor com maior prioridade, juntamente com os outros com menor
prioridade, é migrado de volta para a cloud. Isto é realizado para garantir que os serviços
básicos dos nós da edge mantenham a prioridade mais alta. Se a verificação dos recursos
for válida, então o auto-scaler verifica se é necessário o servidor aplicacional da edge (se os
utilizadores estão abrangidos por esse nó ou se a latência da aplicação pode ser reduzida
no nó).
A existência de utilizadores (se os utilizadores estão conectados ao nó da edge) e a
latência da rede são utilizadas para decidir se o servidor da edge pode fornecer melhorias
ou se a migração do servidor aplicacional para a cloud ou para outro nó da edge pode
ser mais benéfica. A latência da aplicação é comparada com a latência objetivo e, caso a
latência da aplicação seja maior, são alocados mais recursos ao container, caso seja menor
que o objetivo, são removidos recursos do container.
Quando o mecanismo de auto scaling decide realizar um scale-up, isto é, alocar mais
recursos a um servidor aplicacional, o monitor da edge verifica se existem mais recursos
disponíveis no nó da edge. Se existirem recursos, são adicionadas ao container uma ou
mais unidades de recursos (uma unidade - um núcleo de CPU e 200 MB de RAM). Se
não existirem recursos suficientes para realizar o scale-up, são terminados containers com
menor prioridade, um de cada vez, até que hajam recursos suficientes. Num scale-down,
é removida uma unidade de recursos alocada ao container que contém o servidor apli-
cacional. O auto-scaler repete o processo para o próximo servidor da lista, até falhar a
verificação dos recursos no nó da edge.
2.8 Sumário
Ao longo deste capítulo foi realizada uma investigação sobre os conceitos, abordagens e
tecnologias relevantes para o desenvolvimento da solução proposta.
Os micro-serviços são uma arquitetura bastante versátil, pois ao serem compostos por
serviços de pequenas dimensões e independentes, permite que estes escalem de forma
independente e que o seu deployment seja realizado tanto em infraestruturas na cloud
como na edge.
Foi ainda possível obter mais conhecimentos sobre propostas de soluções já existen-
tes para a resolução dos problemas identificados (na secção 1.2), como a computação
osmótica, cujo objetivo é permitir o deployment automático dos micro-serviços quer na
cloud quer na edge. A solução CAUS, na secção 2.7.1, também fornece algumas caracterís-
ticas interessantes sobre como dotar os micro-serviços de funcionalidades elásticas, isto é,
permitir a sua replicação, umas das características com maior relevância para a solução.
A seguir, no capítulo 3 será abordada de forma mais detalhada a arquitetura da solu-













Este capítulo tem como objetivo detalhar a arquitetura do componente de gestão de micro-
serviços na cloud e edge e todos os subcomponentes necessários para o funcionamento do
sistema. Na secção 3.1 é descrita, de forma geral, a arquitetura global do sistema onde
está inserida a solução. Nas secções 3.2, 3.3, 3.4 e 3.5 são abordadas a arquitetura da
solução, as suas principais funcionalidades e restrições. É apresentada, na secção 3.6,
uma comparação entre os trabalhos relacionados e a solução. Por fim, na secção 3.7, são
referidos os possíveis cenários de migração e replicação, onde são analisadas as decisões
que podem ser tomadas.
3.1 Arquitetura de um sistema de gestão de micro-serviços com
propriedades autonómicas
O componente de gestão de micro-serviços está incorporado numa Arquitetura de micro-
serviços autonómica idealizada para permitir uma gestão dinâmica de aplicações baseadas
em micro-serviços em infraestruturas híbridas de cloud e edge [34].
Esta arquitetura inclui três componentes fundamentais: componente de gestão de
micro-serviços (abordado nesta dissertação), componente de gestão de base de dados e
componente de monitorização (ambos abordados noutras dissertações), que comunicam
entre si de forma a garantir as funcionalidades pretendidas. É incluída uma descrição
geral dos componentes externos a esta dissertação, como forma de clarificar as suas inter-
dependências, e o funcionamento do componente de gestão de micro-serviços.
As funcionalidades principais de cada um dos componentes são:
Componente de gestão de micro-serviços Este componente (detalhado na secção 3.2)
é responsável por controlar o deployment das instâncias dos micro-serviços pelos nós
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disponíveis (na cloud e na edge), englobando as seguintes operações:
1. Migrar instâncias existentes dos micro-serviços;
2. Criar novas instâncias (i.e., réplicas) dos micro-serviços;
3. Remover instâncias que já não são necessárias para o funcionamento correto e efici-
ente da aplicação (de forma a minimizar o custo de operação).
Como os micro-serviços podem ter de interagir com outros, este componente tem
de contemplar funcionalidades que permitam a comunicação eficiente entre diferentes
micro-serviços. Deve também tratar a ligação dos micro-serviços às instâncias de base de
dados em conjunto com o componente de gestão de base de dados.
Estas decisões são complexas, necessitando considerar um número elevado de decisões
de deployment possíveis em tempo de execução, tais como:
• os indicadores de desempenho quer a nível dos serviços quer dos nós onde eles
executam, tais como a latência em processar os pedidos ou consumo de recursos;
• a necessidade de considerar as dependências dos micro-serviços (i.e., que micro-
serviços comunicam entre si e a frequência com que o fazem, tendo em vista avaliar
se deve ser efetuada a migração ou replicação de um ou mais micro-serviços);
• as restrições relacionadas com a capacidade dos nós individuais.
Componente de gestão de base de dados Gere o ciclo de vida e as interações dos vá-
rios sistemas de armazenamento de dados de uma aplicação, englobando as seguintes
operações:
1. migrar uma instância de base de dados (total ou parcial);
2. criar uma nova instância de base de dados (ou seja, uma nova réplica, total ou
parcial);
3. remover uma instância de base de dados existente.
A criação de novas instâncias de base de dados de um micro-serviço tem de ter em
conta os recursos disponíveis das máquinas (físicas ou virtuais) para a sua execução. A
replicação pode ser total ou parcial (uma fração dos dados armazenados) dependendo da
dimensão da base de dados e dos recursos no nó de destino.
A gestão das réplicas da base de dados pode ser complexa pela necessidade de manter
os dados replicados consistentes (através de protocolos que garantam um certo nível de
consistência, forte ou fraca). Este componente deve conseguir também localizar as várias
instâncias de base de dados ativas no sistema e garantir uma ligação adequada entre os
micro-serviços e as réplicas das suas base de dados (por exemplo, se um serviço é migrado
para um nó da edge, é necessário decidir se é criada uma nova réplica da base de dados e
onde, ou se se utiliza uma já existente).
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Componente de monitorização O componente de monitorização deve ser executado de
maneira distribuída em recursos computacionais localizados na cloud e na edge. Para cada
recurso é relevante obter métricas tais como:
1. capacidade disponível dos recursos (CPU, Memória, Largura de Banda);
2. consumo corrente dos recursos dos micro-serviços e base de dados;
3. indicadores de desempenho associados às operações de micro-serviços e base de
dados (que permitem averiguar se a QoS está ser cumprida), como a latência dos
acessos, número de acessos recebidos e a sua origem, e identificação de erros e
falhas (por exemplo, deteção que um micro-serviço falhou para que se possa criar
um novo).
Desenvolver uma solução de monitorização tem vários desafios. A obtenção de infor-
mações a partir dos micro-serviços e das bases de dados requer o uso de mecanismos
ligados diretamente a esses componentes, ou a exposição de APIs padrão que são uti-
lizadas por esses componentes para eles próprios fornecerem informações relevantes.
A monitorização da capacidade disponível nos recursos pode ser extraída do sistema
operativo, mas isso envolve o suporte a diferentes sistemas operacionais e ambientes de
execução (por exemplo, virtualização, containers). A monitorização, o pré-processamento
dos dados obtidos, e a propagação desses dados para os componentes relevantes (dis-
tribuídos) na arquitetura de micro-serviços autonómica, consomem bastantes recursos
computacionais e de rede. Isto implica que o próprio componente de monitorização tenha
que ser flexível, de modo a que possa adaptar o número de métricas a monitorizar, ou
realizar a sua agregação, e a periodicidade com que essas métricas são obtidas. O objetivo
é evitar uma saturação da capacidade dos nós e/ou a capacidade da rede de comunicação.
3.2 Arquitetura do componente de gestão de micro-serviços
O objetivo geral do componente de gestão de micro-serviços é contribuir para a obten-
ção de um sistema capaz de gerir micro-serviços de uma forma eficiente e automática.
Pretende-se o mínimo de intervenção humana possível, de modo a que a QoS apresentada
aos utilizadores seja sempre mantida nos intervalos definidos, através das decisões de
replicação e migração dos micro-serviços.
A Figura 3.1 representa uma visão geral dos componentes necessários para o funci-
onamento do componente de gestão de micro-serviços. A infraestrutura engloba tanto
nós na edge (edge node) como nós na cloud. Em relação aos nós na cloud, existe a possibi-
lidade de serem provenientes de diferentes fornecedores de cloud, sendo que estes nós
podem ser máquinas virtuais (VMs) inicializadas consoante o necessário para executar
tanto micro-serviços como componentes do sistema.
Os nós formam um cluster cujo objetivo é ter um conjunto de recursos para a execução
dos micro-serviços. Este cluster constituído por um master (representado com M na figura),
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e por vários workers (representados com W na figura), onde o master tem conhecimento
de todos os nós que formam o cluster.
Os micro-serviços, representados na figura, apresentam a designação de e-µS (micro-
serviço estendido), pois este é composto por um determinado micro-serviço da aplicação,
juntamente com um componente de sistema, o componente para registar e descobrir
serviços. Este componente é explicado com maior detalhe na secção 3.2.3.2.
O componente de gestão de micro-serviços (µServices Management) é executado num
nó na cloud (não pertencente ao cluster), em que lhe é indicado, aquando da sua inicia-
lização, qual o nó que irá ser o master, que tanto pode ser na cloud como na edge. Este
componente depois trata de inicializar outros subcomponentes, como o de monitorização
(Monitoring), descrito em 3.2.3.4, que é utilizado para monitorizar os nós e os micro-
serviços.
Quando uma aplicação de micro-serviços é inicializada, o componente de gestão de
micro-serviços trata de lançar os micro-serviços que compõem a aplicação. Caso existam
serviços do tipo frontend, o componente de gestão de micro-serviços trata de inicializar
um outro sub-componente de sistema, load balancer, para balancear a carga entre as ré-














































Figura 3.1: Visão do sistema de gestão de micro-serviços proposto e componentes associa-
dos.
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3.2.1 Informações necessárias à execução de serviços e nós
Para que o componente de gestão de micro-serviços funcione, necessita de certas infor-
mações pré-configuradas, em relação aos serviços e aos nós. É também importante obter
informações sobre o estado dos mesmos (métricas), sendo estas recolhidas por um com-
ponente de monitorização.
3.2.1.1 Serviços
Os serviços são executados sob a forma de containers e a informação necessária ao seu
funcionamento inclui:
• Informações para iniciar a execução:
– Tipo de serviço (frontend, backend, base de dados);
– Repositório da imagem do serviço;
– Portas do serviço (em que portas o serviço pode ser acedido);
– Comando para iniciar a sua execução (por exemplo, parâmetros de entrada
necessários para inicializar o serviço);
– Dependências em relação a outros serviços (refere-se à comunicação com ou-
tros serviços).
• Informações de funcionamento:
– Número mínimo de réplicas do serviço em execução;
– Número máximo de réplicas do serviço em execução;
– Parâmetros/métricas limites para o correto funcionamento de uma réplica do
serviço (por exemplo, limite em termos de memória RAM).
• Informações de monitorização:
– Latência ao serviço;
– Acessos ao serviço (número de acessos e a sua proveniência);
– Largura de banda;
– Recursos utilizados pelo serviço (CPU, RAM, . . . ).
3.2.1.2 Máquinas (nós)
Informação associada aos nós, a qual pode diferir consoante se encontrem na edge ou na
cloud:
• Informações de funcionamento - edge e cloud:
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– Parâmetros/métricas limites para o correto funcionamento de um nó (por
exemplo, limite em termos de memória RAM).
• Informações de funcionamento - edge:
– Informações sobre a localização do nó: continente, região, país e cidade.
• Informações de monitorização - edge e cloud:
– Recursos utilizados pelo nó (CPU, RAM, . . . );
– Largura de banda.
Os nós na cloud também têm informações sobre a sua localização, mas esta é menos
precisa (no máximo é possível saber o continente e a região) e não é necessário ser arma-
zenada, já que é possível consultá-la com recurso a APIs fornecidas pelo fornecedor de
cloud.
3.2.2 Funcionalidades principais oferecidas pelo componente de gestão
O componente de gestão de micro-serviços integra várias funcionalidades:
3.2.2.1 Tomada de decisão
A associação de limites às capacidades de funcionamento de um serviço pode ser tra-
duzida em regras que são resolvidas através de um motor de regras, com um resultado
dependendo dos valores (parâmetros), representando o estado corrente do sistema. As
situações representadas através de regras são:
• Deteção se um ou mais parâmetros ultrapassam os valores definidos, tendo como
resultado a indicação da necessidade de replicação ou migração do serviço;
• Deteção se os parâmetros não atingem um valor mínimo definido, tendo como
resultado a indicação da necessidade de remoção da réplica;
• Nada é feito, caso os valores estejam dentro dos limites mínimos e máximos defini-
dos.
Quando o resultado da regra é replicar/migrar um serviço, é possível definir a priori-
dade sobre onde deve ser colocado o novo serviço em execução, isto é, se num nó na edge
ou num nó na cloud. Caso seja definido um nó na edge e não houver nenhum disponível,
é colocado o serviço na cloud.
As regras associadas aos nós, por sua vez, permitem capturar as situações seguintes:
• A inclusão de um novo nó, caso os recursos para a execução dos containers não seja
suficiente, sendo possível definir a prioridade onde vai ser colocado o novo nó, isto
é, um nó na edge ou nó na cloud. Caso seja definido um nó na edge e não houver
nenhum disponível, é adicionado na cloud;
54
3.2. ARQUITETURA DO COMPONENTE DE GESTÃO DE MICRO-SERVIÇOS
• A remoção de um nó, caso os seus recursos estejam a ser subutilizados;
• Nada, se se encontrar dentro dos limites.
O motor de regras permite que os valores associados às regras sejam configurados em
vários modos:
• valor efetivo: que corresponde ao valor exatamente lido para determinada métrica;
• valor da média: que corresponde à média atual para determinada métrica;
• percentagem de desvio da média: que corresponde à percentagem de desvio do
valor atual em relação à média de uma determinada métrica;
• percentagem de desvio do último valor: que corresponde à percentagem de desvio
do valor atual em relação ao último valor lido de uma determinada métrica.
3.2.2.2 Agendamento de eventos
É possível agendar certos eventos, em que durante um período de tempo, é expectável que
determinado serviço tenha, por exemplo, um número de acessos mais elevado. Tal permite
aumentar a quantidade mínima de réplicas necessárias para o serviço, onde necessário,
de forma a suportar o volume de acessos. O mesmo se procede quando é expectável
que, devido a determinado acontecimento, o número de acessos a um serviço diminua,
podendo ser diminuída a quantidade mínima de réplicas em execução para o tipo de
serviço.
A Tabela 3.1 representa um evento em que é expectável que o número de acessos
ao Serviço de Pagamento aumente, devido a um maior volume de compras na época do
Natal.
Tabela 3.1: Exemplo de um agendamento de evento.











3.2.3 Subcomponentes necessários ao sistema de gestão
Para o correto funcionamento do sistema são necessárias certas funcionalidades, como
a comunicação entre micro-serviços de uma forma mais abstrata, o balanceamento de
carga entre os serviços, métricas dos nós e serviços, sendo que estas são fornecidas por
subcomponentes externos ao componente principal.
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3.2.3.1 Componente de registo de serviços (service registry)
É um componente, representado como Service registry na Figura 3.1, que permite que os
serviços em execução sejam registados e descobertos, de forma a que possam comunicar
com outros de uma forma mais abstrata, ou seja, não é necessário conhecer o endpoint do
serviço destino, apenas o tipo de serviço. De uma forma simples, este é um componente
que guarda os endpoints dos serviços, organizados por tipo de serviço, contendo também
mais informações sobre eles, como a sua localização e se estão ativos. Este componente é
também um container que pode ser replicado por vários nós, de forma a que o acesso ao
mesmo seja eficiente.
3.2.3.2 Componente para registar e descobrir serviços
É um componente que é adicionado à imagem do serviço da aplicação, sendo então a
imagem composta por este componente e pelo próprio serviço. Quando é iniciado um
container, o componente e serviço ficam em execução. Este componente tem o objetivo de
registar o serviço da aplicação no service registry quando o serviço está em funcionamento,
e de removê-lo caso exista algum problema (por exemplo, o serviço termina inesperada-
mente). Quando o serviço da aplicação necessita de comunicar com um outro serviço,
envia um pedido a este componente, e este comunica com o service registry para saber
os endpoints do serviço desejado. É aplicado um algoritmo (Algoritmo 1) para escolher o
melhor serviço e para balancear a carga e, como resposta, obtém-se o endpoint. Através
deste componente de gestão local, o desenvolvimento dos serviços fica facilitado na parte

























Figura 3.2: Comunicação de um serviço com outro serviço, com recurso ao componente
usado para registar e descobrir serviços.
A Figura 3.2 mostra a composição dos containers que utilizam o componente para
registar e descobrir serviços, sendo visível no micro-serviço A estendido (e-µService A). É
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também representado como se procede quando os micro-serviços necessitam de comuni-
car com outros, sendo que para o micro-serviço A comunicar com o micro-serviço B, são
feitos os seguintes passos:
1. O micro-serviço A comunica com o componente local (no mesmo container) usado
para registar e descobrir serviços, através de uma API, enviando no pedido que
pretende um endpoint do micro-serviço do tipo B.
2. O componente usado para registar e descobrir serviços comunica com o componente
de registo de serviços (service registry), que contém os endpoints dos serviços, a pedir
os endpoints de serviços do tipo B.
3. O componente de registo de serviços devolve os endpoints dos serviços do tipo B ao
componente de registar e descobrir serviços.
4. O componente usado para registar e descobrir serviços envia o endpoint de um
serviço B para o micro-serviço A.
5. O micro-serviço A tem o endpoint do serviço B, e pode fazer a comunicação.
Este componente vai guardando também o número de vezes que o serviço requisitou
os endpoints de outros tipos de serviço, enviando periodicamente essa informação para o
componente de monitorização de pedidos (detalhado na secção 4.2.4) do nó onde está em
execução. Quando um utilizador acede a serviços do tipo frontend, o serviço contacta com
o respetivo componente para registar e descobrir serviços, fornecendo a informação que
houve um pedido proveniente de um determinado local (localização do utilizador).
3.2.3.3 Componente de balanceamento de carga
Este componente, representado como Load Balancer na Figura 3.1, tem como funciona-
lidade balancear a carga dos serviços de frontend. Cada serviço do tipo frontend pode
ter vários load balancers, existindo um por cada região onde os serviços de frontend estão
disponíveis, de forma a balancear a carga de cada local. Os load balancers têm acesso a
todas as réplicas dos serviços independentemente do local onde se encontram, de forma a
quando não existirem mais réplicas na sua região, ou estas estiverem sobrecarregadas em
termos de pedidos em relação a outras, poderem redirecionar os pedidos para serviços de
ouros locais.
A Figura 3.3 representa o funcionamento dos load balancers para serviços do tipo A.
Os clientes comunicam com o respetivo load balancer, em que este depois redireciona
o pedido para umas das réplicas, dando prioridade às réplicas em execução na mesma
região do load balancer. Caso estas estejam com mais pedidos que as réplicas do outro
local, o pedido é redirecionado para uma dessas réplicas.
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Figura 3.3: Funcionamento do componente de balanceamento de carga.
3.2.3.4 Componente de monitorização
De forma a analisar o estado dos nós e serviços, é necessário um componente que os
monitorize de modo que o componente de gestão de micro-serviços consiga realizar as
suas funcionalidades e tomar as suas decisões, isto é, replicar, migrar, parar serviços, e
iniciar ou parar nós.
Este componente pode ser dividido pelo tipo de recurso que monitoriza, ou seja, existir
um componente de monitorização para os nós, e outro para os serviços. Na secção 4.2.5
é detalhado o componente de monitorização dos nós, e em relação à monitorização dos
serviços esta é descrita nas secções 4.1.5 e 4.2.4. Apesar de não fazer parte do âmbito desta
dissertação, houve necessidade de incorporar algumas funcionalidades de monitorização
de forma a validar o sistema.
3.3 Soluções de escalabilidade
Para tratar das situações em que os serviços estão sobrecarregados e/ou com uma perfor-
mance deficiente, foram consideradas abordagens de escalabilidade horizontal, ou seja,
aumentar o número de serviços de um dado tipo em execução (replicação), ou diminuir
esse mesmo número quando os serviços e os seus recursos estão a ser subutilizados. Esta
foi a abordagem considerada, em detrimento de uma solução com escalabilidade vertical,
pelos seguintes motivos:
1. É mais genérica: quando existe sobrecarga num dado serviço, apenas é necessário
iniciar uma nova réplica com os mesmos recursos, em vez de ter que colocar em
execução um novo serviço com uma configuração específica dos recursos, ou alterar
a configuração de um serviço já em execução, que pode até nem ser configurável.
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2. A gestão é mais fácil: todos os serviços são idênticos, isto é, todos têm as mesmas
características e recursos disponíveis.
3. Resolver casos que a escalabilidade vertical não permite: se um serviço está so-
brecarregado ou com uma performance deficiente, aumentar certos recursos pode
não resolver o problema, pois pode estar a ser limitado pela própria tecnologia em
que o serviço está desenvolvido, ou a nível de infraestruturas (largura de banda).
4. Utilização de uma abordagem coerente: se tivesse sido escolhida a abordagem
de escalabilidade vertical, essa teria que ser sempre complementada com a de es-
calabilidade horizontal, pois com esta é possível resolver ou atenuar uma maior
percentagem de situações, sendo esse valor menor com uma escalabilidade vertical.
Apesar desta escolha, a abordagem de escalabilidade vertical pode ser benéfica. Se um
serviço estiver apenas sobrecarregado a nível de CPU (por exemplo, pode ter sido confi-
gurado para utilizar um só núcleo), pode ser possível aumentar a capacidade configurada
do CPU do serviço, não sendo necessário aumentar o número de réplicas, podendo ser
benéfico ao nível dos recursos totais a serem utilizados.
Em relação aos nós onde os serviços se encontram em execução, foi também conside-
rada uma abordagem de escalabilidade horizontal, isto é, fazer variar o número de nós
que o sistema tem disponível, de acordo com o necessário para executar os serviços preten-
didos. Quando é necessário um novo nó, este é adicionado ao cluster, ficando disponível
para a execução de serviços.
Os benefícios da escalabilidade horizontal dos nós passam também pela generali-
zação da solução, ou seja, não é necessário configurar nós específicos para executar os
serviços. Por exemplo, quando um nó está a ter uma maior utilização de CPU, poderia ser
configurado um nó com maior capacidade a nível de CPU e os serviços passariam a ser
executados neste novo nó, terminando o antigo. Esta solução apenas é possível no con-
texto da cloud, mas mesmo assim não resolveria todos os casos, pois existem limites nos
recursos que se podem atribuir a cada máquina. Assim, também é relevante a utilização
de uma abordagem de escalabilidade horizontal quando são atingidos esses limites má-
ximos, por exemplo, a nível de RAM. Como a gestão dos serviços engloba tanto recursos
na cloud como na edge, a abordagem de escalabilidade vertical teria ainda mais restrições,
pois na edge não é possível proceder à alteração dinâmica dos recursos disponíveis.
3.4 Interligação dos subcomponentes e funcionalidades:
processo de reconfiguração
Tendo os subcomponentes necessários, bem como a abordagem definida em termos de
escalabilidade, da interligação daqueles resulta o processo de reconfiguração dinâmica,
que é o núcleo do componente de gestão dos micro-serviços. É com a sua execução que
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o objetivo do sistema é atingido, ou seja, é possível manter a QoS para as aplicações de
micro-serviços, através de replicação ou migração de serviços.
O processo de reconfiguração é dividido por fases, e executado de uma forma perió-
dica. A reconfiguração pode consistir em aumentar/reduzir o número de containers de
um dado serviço, ou não fazer nada caso se detete que os mesmos estão de acordo com
os valores pretendidos. O mesmo se aplica para o caso dos nós do cluster. Este processo
é periódico, sendo executado de x em x segundos, tendo uma decisão para cada tipo de
serviço, e apenas uma decisão para os nós. Por omissão, a decisão limita-se a um incremen-
to/diminuição de uma unidade, caso se verifique essa necessidade. Tal alteração unitária
permite: 1. tomar decisões mais precisas, gradualmente; 2. não alterar drasticamente os re-
cursos utilizados evitando oscilações que provoquem comportamentos que prejudiquem
a performance do sistema em geral; 3. manter os custos em termos de tempo de criação
de containers, ou custos monetários na inclusão de novos nós, em valores mais baixos.
Apesar das vantagens, esta opção apresenta a desvantagem de que, se for realmente
necessária a incorporação de mais do que uma réplica de um dado serviço num determi-
nado momento, por exemplo, devido a um pico em termos de acessos, o sistema (serviço
replicado) demora mais tempo a chegar ao estado pretendido.
O processo de reconfiguração, correspondente ao ‘Control Loop’ apresentado na Fi-
gura 2.3, está representado de uma forma resumida na Figura 3.4, a parte referente aos
serviços, e na Figura 3.5 na parte que diz respeito aos nós, sendo descrito em detalhe cada
um dos passos a seguir.
Analysis
For  each  container:  calculate  the
decision  applying  the  respective
rules.
Monitoring










execute  the  desired  decision  to
scale the containers, if applicable.
Figura 3.4: Parte do processo de reconfiguração dinâmica referente aos serviços.
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Analysis
For  each  node:  calculate  the
decision  applying  the  respective
rules. 
Monitoring




the  nodes  decisions,  respecting  the
minimum and maximum of nodes. 
Execution
Invoke  API  to  execute  the  desired
decision  to  scale  the  nodes,  if
applicable. 
Figura 3.5: Parte do processo de reconfiguração dinâmica referente aos nós.
3.4.1 Monitorização
Serviços São recolhidas as métricas atuais de todos os serviços em execução, guardando
o valor em base de dados, onde cada métrica representa uma linha. A Tabela 3.2 repre-
senta a estrutura de cada linha.
Tabela 3.2: Composição da linha de uma métrica dos serviços.
Nome Descrição
ContainerId Id do container
ServiceName Nome do tipo de serviço
Field Nome da métrica
MinValue Valor mínimo lido
MaxValue Valor máximo lido
SumValue Somatório dos valores lidos
LastValue Último valor lido
Count Número de leituras
LastUpdate Data da última atualização
Nós São recolhidas as métricas de cada nó pertencente ao cluster, guardando o valor em
base de dados. Cada nó tem um conjunto de métricas associado, sendo que cada métrica
de um nó corresponde a uma linha na base de dados. Esta apresenta uma estrutura
idêntica à dos serviços, sendo visível na Tabela 3.3.
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Tabela 3.3: Composição da linha de uma métrica dos nós.
Nome Descrição
Hostname Hostname do nó
Field Nome da métrica
MinValue Valor mínimo lido
MaxValue Valor máximo lido
SumValue Somatório dos valores lidos
LastValue Último valor lido
Count Número de leituras
LastUpdate Data da última atualização
3.4.2 Análise
Serviços Para cada um dos containers são executadas as respetivas regras, tendo como
valores de entrada as métricas com os diferentes modos para o valor (valor efetivo, média
ou % de desvio) recolhidas na fase de monitorização. Depois da execução das regras, é
guardado o resultado obtido para cada container (replicar, migrar, parar ou nada), sendo
estes resultados guardados numa lista para cada tipo de serviço, ordenada por uma priori-
dade. Esta é calculada, em primeiro pelo resultado da regra, sendo que ‘replicar’ e ‘migrar’
têm maior prioridade e ‘nada’ tem menor e, de seguida, é calculada pela prioridade da
regra despoletada, e por último pela quantidade de recursos utilizados (mais recursos
utilizados, maior prioridade).
Em relação à replicação ou migração só passará para uma decisão efetiva, se, conse-
cutivamente (número determinado de vezes), for detetada a necessidade de replicação
ou migração. Este valor é dois, por omissão, podendo no entanto ser alterado. Da mesma
forma, a decisão de parar um réplica será tomada caso, durante um número consecutivo
de vezes, tenha sido detetada que existe a necessidade de parar o serviço. Neste caso, o
valor por omissão é três, havendo a possibilidade de o alterar.
Nós Para cada nó são executadas as regras configuradas, tendo como valores de entrada
as métricas obtidas pela fase de monitorização. Depois da execução das regras, é guar-
dado o resultado obtido para cada nó (iniciar nó, parar nó ou nada), sendo estas guardadas
numa lista, ordenada por uma prioridade. Esta prioridade é calculada, em primeiro pelo
resultado da regra, sendo que ‘iniciar nó’ tem maior prioridade e ‘nada’ tem menor, se-
guida pela prioridade da regra despoletada e, por último, pela quantidade de recursos
utilizados (mais recursos utilizados, maior prioridade).
Para ser tomada uma decisão efetiva de iniciar um novo nó, é necessário ser detetada
um número consecutivo de vezes essa mesma necessidade (por omissão o valor é dois,
podendo ser alterado). O mesmo se processa no caso de parar um nó, sendo esse número,
por omissão três, podendo igualmente ser alterado.
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3.4.3 Planeamento
Serviços Tendo a análise realizada para todos os containers, nesta fase é decidido o que
irá ser feito para cada tipo de serviço: começando-se por consultar o primeiro elemento
da lista de prioridades dos containers para decidir o que fazer.
Se o primeiro elemento tiver o resultado de:
• Nada: o número de réplicas para o serviço mantém-se inalterado, pois o container
com maior prioridade tem como decisão ‘nada’, a decisão com menor prioridade.
• Replicar/migrar: neste caso a decisão é ‘replicar’ ou ‘migrar’, mas a lógica do plane-
amento é idêntica, apenas diferindo em duas questões:
1. Quando a decisão é ‘migrar’, o container que deu origem a esta decisão é para-
do/suspenso após um certo período de tempo, e quando a decisão é ‘replicar’
apenas é adicionada uma nova réplica, ficando as duas em execução;
2. Quando a decisão é ‘replicar’, esta só pode acontecer caso o número de réplicas
atual seja inferior ao máximo de réplicas permitido para o tipo de serviço.
O local escolhido para a execução do novo container é obtido com base na quantidade
de acessos por local. Os locais de proveniência dos acessos são filtrados, para que se
tenham em consideração apenas aqueles que contemplem uma quantidade mínima
de acessos (valor configurável, por omissão é 15%), sendo depois escolhido o local
com base no seguinte:
1. Se existirem locais sem réplicas em execução, então escolher o local sem répli-
cas com maior quantidade de acessos;
2. Se não existirem locais sem réplicas, então escolher o local com maior taxa de
acessos por número de réplicas em execução no local.
Depois da obtenção do local é determinado, com base na prioridade da regra, se o
novo container irá ser executado num nó da edge ou na cloud. Se a regra tiver como
prioridade a edge e tal não for possível, é executado na cloud.
• Parar: neste caso a decisão é parar/suspender um container que está em execução,
diminuindo assim o número de réplicas para o tipo de serviço. Se o número de
réplicas atual for superior ao número de réplicas mínimo configurado para o tipo
de serviço, caso contrário, o serviço continua em execução. Neste caso é escolhido o
último elemento da lista que tem a decisão ‘parar’, pois podem existir ainda mais
containers com a decisão ‘parar’ a consumirem menos recursos que o 1º elemento
da lista.
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Nós Concluída a análise dos nós, é decidido se existe a necessidade de iniciar um novo
nó, se se pode proceder à remoção/paragem de um nó, ou mesmo não ser realizada ne-
nhuma ação.
É analisada a lista de prioridades dos nós para decidir a ação a realizar, sendo que se
o primeiro elemento tiver o resultado de:
• Nada: os nós estão em funcionamento de acordo com as regras definidas, não sendo
necessário realizar nenhum tipo de ação, pois o nó com maior prioridade tem como
decisão ‘nada’, a decisão com menor prioridade.
• Iniciar nó: neste caso a decisão é adicionar um novo nó ao cluster, tendo este como
localização a mesma que tem o nó que deu origem à decisão (nó sobrecarregado).
Depois decidir-se-á se o nó deverá ser colocado na edge, ou na cloud, de acordo com
o definido na regra. Se for definido como tendo prioridade na edge e não existir
nenhum nó disponível, será adicionado um nó na cloud. De forma a que o nó sobre-
carregado fique com mais recursos disponíveis, ou seja, volte a ficar com níveis de
recursos abaixo do máximo configurado, são migrados um ou mais containers para
o novo nó.
• Parar nó: neste caso é removido um nó que está a executar containers, devido à sua
subutilização de recursos. O nó é removido apenas se o número atual de nós do
sistema for superior ao número de nós mínimo configurado, caso contrário o nó
continua em funcionamento. Neste caso é escolhido o último elemento da lista que
tem a decisão ‘parar’, pois existe a possibilidade de haver outros nós com a decisão
‘parar’ a consumir menos recursos que o primeiro elemento da lista. Caso o nó tenha
containers em execução, estes são migrados para um outro nó disponível num local
idêntico, e só depois o nó é removido.
3.4.4 Execução
Serviços Para cada tipo de serviço são executadas as decisões finais (exceto quando a
decisão é ‘nada’):
• Replicar/migrar: 1. Invocar API que devolve um nó disponível, tendo como parâ-
metros de entrada o local pretendido, a preferência por um nó na cloud ou edge, e
a utilização média de recursos do container; 2. Invocar API para replicar ou migrar
um container para o nó devolvido no passo anterior.
• Parar: invocar API para parar/suspender o container.
Quando é invocada a API para obter um nó disponível para a execução de um determi-
nado container, se não existir nenhum com recursos disponíveis (RAM disponível, espaço
em disco disponível, etc.), é inicializado um novo nó no local pretendido (ou próximo) e
adicionado ao cluster.
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Nós É executada uma decisão final no conjunto de todos os nós (exceto quando a decisão
é ‘nada’):
• Iniciar nó: verificar qual a prioridade em termos de localização do novo nó, edge ou
cloud.
Se for na edge e existir um nó disponível para utilização: 1. Invocar API para inicia-
lizar todos os componentes de sistema necessários; 2. Em seguida invocar API para
adicionar o nó ao cluster; 3. Invocar API para migrar um ou mais containers do nó
sobrecarregado para o novo nó.
Caso seja na cloud: 1. Invocar API para iniciar uma nova VM (nó) na cloud; 2. Invocar
API para inicializar todos os componentes de sistema necessários; 3. Em seguida
invocar API para adicionar o nó ao cluster; 4. Invocar API para migrar um ou mais
containers do nó sobrecarregado para o novo nó.
• Parar nó:
Caso seja um nó na edge: 1. Invocar API para remover o nó do cluster; 2. Invocar API
para remover os componentes de sistema.
Caso seja na cloud realizar um último passo: 3. Invocar API para eliminar/suspender
VM (nó).
3.5 Restrições e limitações
Apesar das vantagens que esta arquitetura apresenta, existem certas restrições e limitações
que não podem ser controladas totalmente, nomeadamente a nível da infraestrutura e
dos micro-serviços.
3.5.1 Infraestrutura
No caso da infraestrutura, um dos pontos mais relevantes é em termos da largura de banda
que, apesar da rede atual já suportar a transferência de grandes quantidades de dados,
esta pode ficar congestionada, por exemplo, devido a picos em termos de acessos aos
serviços. Uma das formas de tentar minimizar este problema passa pela distribuição dos
serviços por vários centros de dados (várias regiões), possibilitando que os dados sejam
transferidos por vários locais e por vários canais. Outra possibilidade é ter os serviços
em execução mais próximos dos utilizadores, isto permite também reduzir o tráfego de
dados que é enviado para a cloud.
Uma outra limitação a nível da infraestrutura está relacionada com os nós da edge.
Normalmente, os dispositivos disponíveis na edge para a execução de micro-serviços, têm
uma menor capacidade em termos de recursos quando comparados com a cloud, por
exemplo, a nível de CPU, RAM. Assim, nem todos os serviços poderão ser executados
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nestes dispositivos, perdendo-se assim certas vantagens que advêm da utilização de uma
infraestrutura mais próxima dos utilizadores.
3.5.2 Serviços
Uma das principais restrições, no suporte à execução de serviços, prende-se com as depen-
dências que os serviços podem ter em relação a outros. As dependências podem também
ser de diferentes níveis, podendo ser classificadas consoante a comunicação realizada
entre os serviços. Isto é, se existir uma maior comunicação com um serviço ‘A’ do que em
relação a um outro serviço ‘B’, podemos classificar que existe uma maior dependência
com o ‘A’. A complexidade que esta questão tem subjacente, leva a que não seja tida em
consideração na tomada de decisão.
3.6 Análise comparativa entre a solução e os trabalhos
relacionados
As soluções analisadas na secção 2.7, CAUS e ENORM, propõem funcionalidades e in-
tegram conceitos partilhados com a solução desenvolvida. Foi realizada uma análise
comparativa tendo em conta as funcionalidades que cada solução disponibiliza, sendo
esta representada na Tabela 3.4.
Tabela 3.4: Comparação entre as soluções.
Funcionalidade
Solução
CAUS ENORM µS Management
Utilização da cloud Não a Sim Sim
Utilização da edge Não 1 nó Sim
Gestão automática dos nós (cloud/edge) Não/Não Sim/1 nó Sim/Sim
Auto-scaling de serviços configurável
(vários parâmetros de configuração)
1 parâmetro 1 parâmetro b Sim
Local de execução de µS dinâmico
(com base na origem dos acessos)
Não Sim Sim
Adaptação a picos de acessos
(previsíveis/imprevisíveis)
Não/Sim Não/Sim Sim/Sim
Suporte às aplicações de µS
(comunicação entre µS, load balancers)
Não Não Sim
Fácil integração de serviços já
desenvolvidos
Não Não Sim
Gestão de múltiplas aplicações em
simultâneo
Não Sim Sim
a Não diretamente, mas possível integrar num cluster do Kubernetes.
b Apenas uma réplica com alterações na quantidade de recursos alocados.
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Com base na análise comparativa entre as soluções, é possível verificar que a solução
desenvolvida apresenta um conjunto de funcionalidades mais completo em comparação
com as outras soluções. Este conjunto de funcionalidades engloba tanto aquelas conside-
radas críticas, como a replicação automática de serviços tendo em consideração a origem
dos acessos, e também funcionalidades complementares que auxiliam a execução dos
micro-serviços e facilitam o seu desenvolvimentos em certos aspetos, como a comunica-
ção entre serviços e load balancers. Estas funcionalidades (ainda que não tratadas na sua
plenitude devido à sua complexidade) proporcionam as bases para que no futuro possam
ser estendidas e tornar a solução mais completa.
3.7 Cenários de migração e replicação
Existem vários cenários em que a migração ou replicação de serviços pode ser útil para
o bom desempenho da aplicação em geral como forma de manter a QoS. Estes cenários
têm que ter em conta diferentes fatores, como o tipo de serviço em questão, isto é, se é
um serviço de frontend, backend ou base de dados, as dependências em relação a outros
serviços e o tipo de métricas que leva a desencadear a decisão de replicar ou migrar.
3.7.1 Fatores que influenciam a replicação e migração
Os fatores mais relevantes encontram-se divididos em dependências e tipos de serviços e
nas métricas retiradas pelo componente de monitorização relativamente aos serviços.
3.7.1.1 Dependências e tipos de serviço
O tipo do serviço, bem como as suas dependências, podem ter influência na decisão final
a ser tomada, ou seja, é preciso ter em conta estes fatores, de forma a manter a QoS dos
serviços e aplicações.
Frontend No caso de um serviço ser do tipo frontend, na maior parte dos casos, este
tem dependências em relação a outros serviços de tipo backend. Ou seja, é necessário ter
em conta a localização de outros serviços no momento da migração ou replicação, de
forma a que a comunicação entre eles não seja comprometida. Por exemplo, é necessário
considerar que a latência não seja muito elevada, nem que a transferência de grandes
quantidades de dados congestione os canais de comunicação.
Backend Num tipo de serviço de backend este pode ou não ter dependências, sendo que
se as tiver em relação a outros serviços, pode ser tanto de backend como de base de dados.
É necessário também ter em conta que este tipo de serviços pode ser utilizado por outros,
nomeadamente de frontend ou backend.
Os serviços de backend são portanto aqueles que mais fatores têm a considerar quando
é necessário replicar ou migrar. Tem de ser analisada a melhor forma de proceder para
67
CAPÍTULO 3. SOLUÇÃO PROPOSTA
que seja benéfico para o próprio serviço, bem como para os outros, ou que não prejudique
a sua execução.
Base de dados Trata-se de uma serviço sem dependências, mas que tem outros serviços
na sua dependência, sendo estes do tipo de backend. É necessário ter em atenção que
podem existir vários serviços de backend a comunicar com um dado serviço de base de
dados, sendo importante, caso seja necessário, a escolha do local onde se irá replicar ou
migrar o serviço de base de dados.
É importante referir que um serviço de base de dados pode ter diferentes variantes,
ou seja, consoante a situação podemos ter necessidade de uma base de dados completa ou
uma base de dados particionada de forma a ter um tamanho mais reduzido, caso existam
restrições em termos de espaço.
Este tipo de serviço pode ter também a questão, quando perante a inicialização de
uma instância, de popular a base com dados, podendo levar um maior tempo até estar
disponível para os outros serviços.
3.7.1.2 Métricas
As métricas, bem como os seus valores, fornecem diferentes tipos de informações, que
depois são utilizadas com as outras vertentes para efetuar uma decisão sobre os serviços
em que, consoante o seu tipo e o seu valor, podemos ter diferentes vertentes de decisão.
Latência ao serviço A latência é uma métrica que se pretende que tenha um valor o
mais baixo possível, sendo que um dos fatores no qual esta varia está relacionado com
a distância entre o cliente (utilizador ou serviço) e o serviço pretendido. Teoricamente,
e excluindo outros fatores, a latência tende para valores mais elevados quanto maior for
esta distância, pelo que uma das possibilidades para tentar diminuir os valores desta
métrica é colocar o serviço mais próximo do cliente.
Acessos ao serviço Os acessos ao serviço podem reunir parâmetros como o número de
acessos por unidade de tempo, número de acessos em simultâneo, bem como o local
de origem desses mesmos acessos. Um serviço pode ser projetado para suportar um
número máximo de acessos em simultâneo, podendo ter comportamentos incorretos se
este número for ultrapassado, existindo a necessidade de distribuir a carga por outros
serviços do mesmo tipo (réplicas).
Largura de banda A largura de banda utilizada pelo serviço é um fator que pode in-
dicar a existência de um volume considerável de dados em trânsito pela rede, sendo
eventualmente necessário tomar uma decisão para tentar diminuir este valor.
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Recursos utilizados Quando os recursos utilizados pelo serviço (CPU, RAM, etc.) co-
meçam a atingir determinados valores, pode ser um indicador de sobrecarga no serviço,
sendo necessário distribuir a carga por outras réplicas do mesmo tipo.
3.7.2 Cenários considerados
Os cenários considerados contemplam apenas os casos em que é detetada uma necessi-
dade de replicar ou migrar os serviços, não sendo considerados aqueles em que as réplicas
estão a ser subutilizadas, pois nestes apenas é preciso suspender/remover a réplica, con-
soante os valores previamente definidos.
3.7.2.1 Serviço sem dependências
Considerando apenas serviços sem dependências, podemos ter diferentes cenários, con-
soante os valores das outras vertentes.
1. Serviço de frontend: um serviço de frontend, em situações consideradas normais,
não tem um outro serviço que dependa dele, e se tivermos em conta que não tem
dependências em relação a outros serviços, a decisão apenas recai na métrica que
mais influência tem, sendo este o caso mais simples.
1.1. Acessos e recursos utilizados: caso a métrica que desencadeou um evento no
sistema esteja relacionada com os acessos ou com os recursos utilizados, pode
significar uma situação de possível sobrecarga na réplica, sendo que a decisão
a realizar é a replicação. Esta replicação é efetuada num nó próximo do local
onde se registou o maior número de acessos ao serviço, podendo ser num nó
na edge ou na cloud, dependendo das prioridades definidas.
1.2. Latência e largura de banda: caso a métrica que originou um evento no sis-
tema esteja relacionada com a latência ou com a largura de banda, pode sig-
nificar um comportamento em que a infraestrutura não esteja a dar resposta
necessária. A decisão a realizar é migrar o serviço para um local mais próximo
dos acessos, de forma a tentar descongestionar a rede e diminuir a latência.
Idealmente, se existir um nó disponível na edge mais próximo dos utilizadores
é esse o local escolhido, caso contrário pode ter de ser migrado para um nó
noutra região da cloud.
2. Serviço de backend: um serviço de backend pode ou não ter outros serviços de
que depende, mas considerando os serviços sem dependências, apenas é necessário
considerar as métricas com maior influência.
2.1. Acessos e recursos utilizados: neste caso, tal como em serviços de frontend,
este tipo de métricas pode indicar uma sobrecarga na réplica, sendo a decisão
a ser tomada uma replicação de forma a tentar balancear a carga por mais
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réplicas. Esta replicação é efetuada num nó próximo do local onde se registou
maior número de acessos ao serviço, podendo ser num nó na edge ou na cloud.
2.2. Latência e largura de banda: neste caso, similar aos serviços de frontend, pode
significar um comportamento em que a infraestrutura não esteja a dar resposta
à quantidade de dados transferidos ou que o serviço possa estar distante de
onde está a ser acedido. Neste caso, a decisão a tomar é migrar o serviço para
um local mais próximo dos acessos, de forma a tentar descongestionar a rede
e diminuir a latência. Como são serviços de backend, de uma forma geral não
são os utilizadores que acedem a este tipo de serviços diretamente, sendo os
acessos provenientes de outros serviços de frontend ou backend. Assim, deve-
se migrar para um local próximo da origem dos acessos, mas noutra região
da atual de forma a que os canais de comunicação possam corresponder ao
necessário.
3. Serviço de base de dados: os serviços de base de dados são o último nível em termos
do tipo de serviços, não tendo por isso outras dependências relativamente a outros
serviços, sendo apenas importante a métrica que desencadeou um evento. Este tipo
de serviços é gerido por um componente externo, o componente de gestão de base
de dados, tratando-se apenas de cenários da forma como esse componente poderia
proceder.
3.1. Acessos e recursos utilizados: quando é detetado que uma réplica de um
serviço de base de dados está com muitos acessos ou os recursos que está a
utilizar estão elevados, pode significar que existe uma sobrecarga na réplica. A
decisão a realizar é então a adição de uma nova réplica deste tipo de serviço.
3.2. Latência e largura de banda: neste caso pode significar um comportamento
em que a infraestrutura não esteja a dar resposta à quantidade de dados trans-
feridos ou que o serviço possa estar distante de onde está a ser acedido. A
decisão a realizar é migrar o serviço para um local mais próximo dos acessos,
de forma a tentar descongestionar a rede e diminuir a latência.
Na Figura 3.6 está representado um cenário em que é decidido a replicação do micro-
serviço A. Inicialmente existe apenas uma réplica do micro-serviço A, em execução na
cloud na região da Europa, mas devido a um elevado volume de acessos é decidido que
existe a necessidade de replicar o serviço. Esse serviço é replicado num local próximo da
proveniência dos acessos, neste caso é replicado na cloud na região da América.
Na Figura 3.7 está representado um cenário em que é decidido a migração do micro-
serviço A. Devido a uma latência elevada no acesso ao micro-serviço A, existe a necessi-
dade de realizar uma migração para tentar diminuir esse valor. Ao ter um nó disponível
na edge, no local onde é detetado um maior volume de acessos, sendo neste caso em Lisboa,
é realizada a migração do serviço para esse nó, de forma a que o serviço fique mais perto
dos utilizadores.
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Figura 3.7: Decisão de migração de um serviço sem dependências.
3.7.2.2 Serviço com dependências
Para além de outros fatores, a existência de dependências entre os serviços em processos
de replicação e migração torna a decisão mais complexa, pois pode implicar a migração
e/ou replicação dessas dependências.
4. Serviço de frontend: um serviço de frontend normalmente tem dependências em
relação a outros serviços, sendo que a decisão de replicar/migrar tem que ter em
conta essas mesmas dependências bem como a métrica com maior influência.
4.1. Acessos e recursos utilizados: neste caso, as dependências não têm influência
na decisão, visto que é um cenário que afeta apenas a réplica em questão, sendo
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a decisão a realizar igual à descrita no cenário sem dependências (1.1), ou seja,
a replicação. Caso os serviços do qual depende tenham um comportamento
similar, isto é, elevado número de acessos e sobrecarga nos recursos, a decisão
passa por replicar também esses serviços. Tal deve ser feito de preferência no
mesmo nó ou num próximo, que evite um aumento indesejável da latência
entre esses serviços dependentes.
4.2. Latência e largura de banda: a decisão a realizar neste caso, é igual ao do ce-
nário sem dependências (1.2), isto é, a migração do serviço. Um outro aspeto
relevante prende-se com os serviços do qual este depende, sendo que o ideal
quando da migração do serviço de frontend é a migração das suas dependên-
cias de forma a minimizar a latência entre serviços. Caso não seja possível a
migração total das dependências para o mesmo nó onde será migrado o serviço
de frontend, é feita a migração para um nó relativamente próximo.
5. Serviço de backend: um serviço de backend pode ou não ter dependências em rela-
ção a outros serviços, sendo que estes serviços podem ser do tipo backend ou base
de dados. Para decidir se um determinado serviço de backend migra ou replica há
que ter em conta as suas dependências (se existirem), bem como os valores e tipos
de métricas.
5.1. Acessos e recursos utilizados: neste cenário, a decisão é a mesma que a des-
crita no cenário sem dependências (2.1), a replicação do serviço. Esta decisão é
independente de existirem ou não dependências em relação a outros serviços.
Contudo se o serviço depender de um outro serviço do tipo de base de dados,
o componente de gestão de base de dados terá como possibilidade fornecer
uma nova réplica para ficar mais próximo do novo serviço de backend. Isto se o
serviço de base de dados estiver também com sobrecarga a nível dos acessos e
recursos e se o componente de gestão de base de dados assim decidir. Contudo
o ideal é a existência de um nova réplica do serviço de base de dados mais pró-
xima da nova réplica do serviço de backend. Em relação às outras dependências,
só existe a necessidade de replicação se também se detetar um determinado
volume de acessos ou estiver a utilizar demasiados recursos.
5.2. Latência e largura de banda: a decisão a realizar é igual à descrita no cenário
sem dependências (2.2), isto é, a migração do serviço, sendo que, as suas depen-
dências devem também ser migradas (se as tiver), idealmente para o mesmo
nó. Caso tal não seja possível, por exemplo, por falta de recursos do nó, migrar
para o local mais próximo. Se o serviço tiver dependências em relação a servi-
ços de base de dados, o componente de gestão de base de dados indicará uma
réplica adequada para o serviço de backend a ser migrado.
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6. Serviço de base de dados: os serviços de base de dados como não tem dependências














O presente capítulo tem como objetivo detalhar aspetos relevantes a nível da implemen-
tação do componente principal de gestão de micro-serviços, na secção 4.1, bem como os
subcomponentes necessários para o funcionamento do sistema, na secção 4.2.
4.1 Componente de gestão de micro-serviços
O componente principal de gestão de micro-serviços foi desenvolvido em Java, tendo
como base a framework Spring Boot. Na Figura 4.1 é representado uma visão detalhada de
todos componentes internos que constituem o componente de gestão de micro-serviços,
sendo estes detalhados em seguida.
4.1.1 Interface de utilizador (UI)
Para o desenvolvimento da interface de utilizador foi escolhido o React 1, uma biblioteca
JavaScript que permite a criação de interfaces web interativas de uma forma simples, para
além de ser bastante eficiente ao nível da renderização dos componentes da interface.
4.1.1.1 Funcionalidades
Através da interface é possível executar um vasto conjunto de operações, sendo que estas
se encontram subdivididas em várias páginas:
• Aplicações: nesta página, representada na Figura 4.2, é possível ver a listagem das
aplicações de micro-serviços que estão introduzidas no sistema, bem como adicionar
novas. Em cada aplicação existe ainda a opção de inicializar, que lança os micro-


























Figura 4.1: Visão detalhada do componente de gestão de micro-serviços.
• Serviços: nesta página, representada na Figura 4.3, estão todos os micro-serviços
que compõem as aplicações, bem como os outros serviços (componentes) necessários
no sistema, sendo possível adicionar novos.
• Nós na edge: nesta página, representada na Figura 4.4, são apresentados os nós da
edge que estão disponíveis para serem adicionados ao cluster de nós para executarem
serviços. É possível editar os existentes, bem como adicionar novos.
• Regiões: nesta página, representada na Figura 4.5, é possível consultar e configurar
os locais, mais precisamente as regiões onde é possível ter nós para executar serviços.
• Containers: nesta página, representada na Figura 4.6, é possível consultar todos
os containers em execução nos nós que fazem parte do cluster, quer pertençam às
aplicações ou sejam de sistema. É também possível inicializar, migrar e replicar
containers manualmente.
• Nós: nesta página, representada na Figura 4.7, é possível consultar todos os nós que
fazem parte do cluster, sendo possível remover um dado nó, ou adicionar um novo.
• Eureka: nesta página, representada na Figura 4.8, é possível inicializar novos servi-
dores Eureka, nas regiões pretendidas.
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Figura 4.5: Página das regiões.
• Load balancers: nesta página, representada na Figura 4.9, é possível inicializar
















































































Figura 4.9: Página de inicialização de
load balancers.
• Gestão de regras: nesta página, representada na Figura 4.10, são apresentadas as
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sub-páginas onde é possível configurar as regras das aplicações, dos nós e os agen-
damento de acontecimentos ao nível dos serviços.
• Gestão de métricas simuladas: nesta página, representada na Figura 4.11, são apre-
sentadas as sub-páginas onde é possível configurar valores para as métricas quer































Default host simulated metrics
Specific host simulated metrics
Figura 4.11: Página inicial de gestão das
métricas simuladas.
4.1.2 APIs
O componente de gestão de micro-serviços expõe um conjunto de APIs REST que são uti-
lizadas na interface para realizar as funcionalidades pretendidas, podendo estas também
ser utilizadas por outros serviços externos para incorporar as funcionalidades do sistema,
sem necessidade de utilizar a interface integrada. Estas APIs estão agrupadas de acordo a
representação identificada na Figura 4.1.
4.1.3 Base de dados
Para o armazenamento dos dados necessários ao componente de gestão de micro-serviços,
tais como as regras e as informações sobre os serviços e aplicações, entre outros, foi
utilizado o H2 2, um sistema de gestão de base de dados relacional desenvolvido em Java,




Neste caso a base de dados, fica em execução em memória juntamente com o compo-
nente de gestão de micro-serviços, dado tratar-se de um protótipo, mas num caso real esta
deveria ser executada em separado do componente e de uma forma persistente.
4.1.4 Gestão de containers e nós do cluster - Docker
A ferramenta usada para a gestão dos containers foi o Docker, que tem de estar instalado
em cada nó. Aquela ferramenta disponibiliza as APIs REST para a execução das operações
pretendidas. Para estas, foi usado um cliente Java (docker-client 3) desenvolvido pela
Spotify 4, que o utiliza nos seus sistemas. As APIs são usadas pelo Docker Connector para
realizar as funcionalidades pretendidas, como representado na Figura 4.1.
Em cada nó encontra-se ainda um componente, que é um proxy NGINX 5, que tem
como principal objetivo introduzir segurança às APIs do Docker. Este componente está
em execução em todos os nós sob a forma de um container. Quando é adicionado um novo
nó ao cluster, é executado um comando através de SSH com esse nó para iniciar o container,
sendo que depois, para executar qualquer operação a nível de containers é utilizado este
componente.
Em relação aos nós, foi utilizado o Docker Swarm para realizar a sua gestão. É utilizado
exclusivamente para o componente de gestão de micro-serviços identificar quais os nós
que se encontram disponíveis para a execução de containers. Os nós são adicionados ou
removidos do cluster, consoante o pretendido, através das APIs do Docker. A Listagem 4.1
mostra o código utilizado para adicionar um novo nó ao cluster.
Listagem 4.1: Adicionar um novo nó ao cluster.
1 /**
2 * Método para adicionar um novo nó ao cluster. Alguns métodos foram omitidos.
3 */
4 public class DockerCore {
5
6 private String dockerMasterNodeHostname;
7
8 public boolean joinSwarm(String hostname) {
9 final DockerClient dockerMaster = getDockerClient(dockerMasterNodeHostname);
10 final DockerClient dockerNode = getDockerClient(hostname);
11 boolean alreadyOnSwarm = false;
12 try {
13 Swarm swarm = dockerMaster.inspectSwarm();
14 String joinWorkerToken = swarm.joinTokens().worker();
15 for (Node node : dockerMaster.listNodes()) {
16 if (node.status().addr().equals(hostname)) {// Node already on Swarm
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19 }
20 if (alreadyOnSwarm) {
21 return true;
22 } else {// If node is not on swarm
23 this.leaveSwarm(dockerNode);
24 List<String> remoteAddrs = new ArrayList <>(1);
25 remoteAddrs.add(dockerMasterNodeHostname);












4.1.5 Obtenção de métricas
As métricas dos containers e dos nós são obtidas através de duas classes (representadas na
Figura 4.1 como Containers Metrics e Nodes Metrics), que tratam da comunicação com os
respetivos componentes de monitorização. No caso dos containers são utilizadas as APIs
do Docker, e no caso dos nós são obtidas com recurso ao Prometheus (descrito em detalhe
na secção 4.2.5). Foi seguida esta abordagem para permitir no futuro a modificação da
forma como as métricas são obtidas. Tal irá permitir a ligação a componentes de moni-
torização mais completos sem haver muitas mudanças na restante aplicação, visto que a
monitorização atual é algo simples devido ao facto de não ser o foco desta dissertação.
Limitações Não é possível obter todas as métricas pretendidas, sendo que para os nós
apenas estão disponíveis: a percentagem de RAM utilizada e a percentagem de CPU
utilizada. Para os containers estão disponíveis: a quantidade (bytes) e percentagem de
RAM utilizada, a quantidade (tempo) e a percentagem de CPU utilizada, a quantidade
de bytes transferidos e recebidos, e a quantidade de bytes transferidos e recebidos por
segundo.
De forma a ultrapassar estas limitações (apenas para efeito de testes ao sistema), foi
adicionada uma funcionalidade de simular métricas, para testar o comportamento do
sistema quando são detetados certos valores para as métricas.
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4.1.6 Serviço de regras (Rules service)
As regras tanto a nível dos serviços como dos nós, encontram-se armazenadas numa base
de dados. Para o processamento das regras foi utilizado o Drools 6, um sistema de gestão
de regras de negócios. As regras são convertidas de forma a serem compatíveis com o
Drools, em que estas ficam num sistema de ficheiros em memória, apenas atualizado
quando existe alguma alteração nas regras na base de dados. Esta abordagem modular
permite que no futuro seja possível substituir o sistema de gestão de regras (Drools) por
outro, mantendo as mesmas regras armazenadas em base de dados.
O modelo das regras permite que sejam conjugadas várias métricas simultaneamente.
Estas regras têm ainda associada uma prioridade (um número inteiro), sendo que quando
menor for esse número, maior prioridade terá a regra.
Em relação aos parâmetros utilizados nas regras, estes podem ser configurados para
ter diferentes formas de utilização: pode ser utilizado o valor efetivo lido, a média da
métrica, uma fórmula que traduz a percentagem de desvio do valor lido em relação à
média, calculada com base na fórmula 4.1, ou pode ser utilizada uma outra fórmula
que consiste na percentagem de desvio do valor lido em relação ao valor anterior, sendo
calculada com base na fórmula 4.2.
%DeviationOnAverage =




actualV alue − lastV alue
lastV alue
× 100 (4.2)
Se a percentagem de desvio for negativa, indica que o valor atual é inferior à média (ou
último valor) do componente (container ou nó) para uma dada métrica, e se for positiva é
superior.
Para serem adicionadas regras no sistema é necessário, em primeiro lugar, adicionar as
condições, representadas na Figura 4.12, e em seguida adicionar a regra com as respetivas
condições, como é apresentado na Figura 4.13.
4.1.6.1 Serviços
As regras dos serviços podem ser configuradas de duas formas: de forma global por
aplicação, ou seja, todos os micro-serviços de uma dada aplicação têm associadas essas
regras, e/ou de uma forma específica por serviço. As opções de decisão para este tipo de
regras são: replicar, parar ou nada, tal como foi discutido na secção 3.2.2.1.
Limitações A decisão de migração, apesar da sua escolha ser possível nas opções de
decisão, não se encontra implementada. Contudo o seu comportamento pode ser atingido
através da definição de regras de replicação e de paragem de serviços.
6Drools: https://www.drools.org/
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Figura 4.12: Página para adicionar uma
nova condição.












(effective-val) ram-% > 90
(deviation-%-on-avg-val) cpu >= 0.5
(deviation-%-on-avg-val) cpu <= 1.5









Figura 4.13: Página para adicionar uma
nova regra.
Não é possível especificar diretamente nas regras o local para onde um dado serviço
será replicado. No entanto, está especificada a edge como prioritária, caso exista um nó
disponível no local pretendido. Assim, caso a decisão seja replicar é escolhido o nó da
edge, senão a replicação é feita para um nó na cloud.
4.1.6.2 Nós
As regras dos nós podem igualmente ser configuradas de duas formas: de forma geral
para todos os nós, e/ou de forma específica para cada nó.
As regras de um determinado nó são depois compostas pelas regras gerais juntamente
com as específicas de cada um. As opções de decisão para este tipo de regra são: iniciar
(nó), parar (nó) ou nada.
Limitações Não é possível especificar nas regras o local onde adicionar um novo nó,
sendo considerado que, caso exista um nó na edge disponível no local pretendido, este
tem prioridade sobre a cloud, caso contrário, é adicionado um novo nó na cloud.
4.1.7 Gestão de nós
A gestão dos nós inclui tanto nós na edge como na cloud, e é realizada por uma classe
específica, representada na Figura 4.1 como Nodes Management. Esta gestão engloba a
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adição de novos nós na cloud, que consiste na inicialização de VMs, e também a eliminação
de nós que foram removidos do cluster, ou seja, suspender/terminar as VMs.
Também trata de atribuir um nó disponível quando é necessário iniciar um novo
container. A Listagem 4.2 mostra como é feita a procura de um nó disponível para a
execução de um container. Inicialmente, é pesquisado se existe um nó do cluster no local
pretendido. Caso não seja encontrado, é procurado na lista de nós da edge e, se existir um
nó disponível num local idêntico, é esse nó que será atribuído (adicionado em primeiro
lugar ao cluster e feita a inicialização dos componentes necessários). Caso contrário, será
iniciada uma nova VM na cloud e será atribuído esse nó.
A verificação se um nó está disponível, isto é, tem recursos suficientes para a execução
de um container, é realizada com base na memória RAM do nó, sendo definido um valor
global para todos os nós que indica a taxa de utilização máxima de memória RAM que
um nó pode ter, por exemplo 80%. Quando é requisitado um nó para a execução de
um container, é verificado que a memória RAM em utilização do nó juntamente com a
quantidade de memória RAM média do container não ultrapassa a percentagem limite
definida, e caso não ultrapasse, significa que esse nó está disponível.
Listagem 4.2: Procura de um nó disponível para a execução de um container.
1 /**
2 * Método para procurar um nó diponível para execuçao de um container.
3 * Alguns métodos foram omitidos.
4 * Parametros de entrada: regiao, pais, cidade onde se pretende executar o
5 * container e a quantidade de ram media necessaria.
6 */
7 public class HostService {
8
9 public String getAvailableNode(String region, String country, String city,
10 double avgContainerMem) {
11 List<DockerSimpleNode> nodes = dockerCore.getAvailableNodes();
12 List<String> sameRegionsHosts = new ArrayList<String>(nodes.size());
13 List<String> sameCountryHosts = new ArrayList<String>(nodes.size());
14 List<String> sameCityHosts = new ArrayList<String>(nodes.size());
15 for (DockerSimpleNode node : nodes) {
16 String hostname = node.getHostname();
17 HostDetails hostDetails = getHostDetails(hostname);
18 if (hostDetails.getRegion().equals(region)) {
19 if (hostMetricsService
20 .hasHostAvailableResources(hostname, avgContainerMem)) {
21 sameRegionsHosts.add(hostname);
22 if (!country.equals("") && hostDetails.getCountry().equals(country))
23 sameCountryHosts.add(hostname);
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29 if (!sameCityHosts.isEmpty()) {
30 Random rand = new Random();
31 int index = rand.nextInt(sameCityHosts.size());
32 return sameCityHosts.get(index);
33 } else if (!sameCountryHosts.isEmpty()) {
34 Random rand = new Random();
35 int index = rand.nextInt(sameCountryHosts.size());
36 return sameCountryHosts.get(index);
37 } else if (!sameRegionsHosts.isEmpty()) {
38 Random rand = new Random();
39 int index = rand.nextInt(sameRegionsHosts.size());
40 return sameRegionsHosts.get(index);
41 }
42 return addHostToSwarm(region, country, city);
43 }
44 }
Limitações Em relação aos nós da cloud apenas é suportado a AWS, existindo a pos-
sibilidade de no futuro expandir à utilização de novos fornecedores de cloud, como o
Azure. Também apenas é possível adicionar novos nós numa região da AWS, a ‘us-east-1’,
havendo a possibilidade de adicionar suporte no futuro para todas as regiões disponí-
veis/pretendidas.
4.1.8 Processo de reconfiguração: nós
O processo de reconfiguração dinâmica referente aos nós, é executado de uma forma
periódica. Quando o componente de gestão de micro-serviços é inicializado, inicia um
Timer onde é executado um método de forma cíclica com um período pré-definido
(hostMonitorInterval), podendo este ser alterado quando é inicializado o componente.
A Listagem 4.3, mostra como é realizada essa mesma inicialização.
Listagem 4.3: Inicialização do Timer do processo de reconfiguração dos nós.
1 /**
2 * Método que inicia o Timer do processo de reconfiguracao dos nós.
3 * Alguns métodos foram omitidos.
4 */
5 public void initHostMonitorTimer() {
6 long delay = timerScheduleCount == 0 ? hostMonitorInterval : 0;
7 monitorHostTimer.schedule(new TimerTask() {
8 @Override
9 public void run() {
10 try {
11 monitorHostsTask();






16 }, delay, hostMonitorInterval);
17 timerScheduleCount++;
18 }
O processo é executado de acordo com o referido na secção 3.4.
4.1.9 Processo de reconfiguração: containers
Tal como o processo de reconfiguração dos nós, para os containers procede-se de igual
forma, podendo também ser definido o período da execução do Timer através do parâme-
tro containerMonitorInterval.
Importa referir que durante o processo é analisado se o número de containers para um
dado tipo de serviço respeita o mínimo configurado para período atual, quer seja pelo
valor pré-definido nas informações do serviço ou pelos valores definidos no Agendamento
de acontecimentos (descrito na secção 3.2.2.2). Se o número for inferior, é automatica-
mente tomada a decisão de adicionar uma nova réplica.
O processo encontra-se explicado detalhadamente na secção 3.4.
4.2 Subcomponentes de sistema
Foram desenvolvidos e integrados vários componentes no sistema de forma a garantir as
funcionalidades pretendidas e permitir um sistema mais modular. Estes componentes,
externos ao componente de gestão de micro-serviços, incluem funcionalidades como o re-
gisto e descoberta de serviços, balanceamento de carga entre os serviços e a monitorização
dos nós do sistema.
4.2.1 Componente de registo de serviços (service registry)
Este componente é uma aplicação desenvolvida em Java, com recurso à framework Spring
Boot integrando o Eureka 7 da Netflix. O Eureka é um serviço baseado em REST usado
principalmente na cloud para descobrir serviços, tendo como objetivo o failover de servi-
ços, bem como o balanceamento de carga. Este componente é executado sob a forma de
container, sendo necessário selecionar quais as regiões onde estarão presentes as réplicas
do service registry, através da página representada na Figura 4.8.
4.2.2 Componente para registar e descobrir serviços
Este componente é desenvolvido em Go e destina-se a ser utilizado em cada micro-serviço
que necessite de comunicar com outros serviços ou ser descoberto por outros serviços.
Disponibiliza três APIs REST que apenas podem ser acedidas dentro do container, ou seja,
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Tabela 4.1: APIs para registar e descobrir serviços.
Método Tipo Endpoint Descrição
GetAllAppsByName GET /apps/{appName}/all
Devolve todos os endpoints de
uma dada aplicação (serviço)
tendo como nome ‘appName’.
GetAppByName GET /apps/{appName}
Devolve um único endpoint de
uma dada aplicação (serviço)
tendo como nome ‘appName’.
Register GET /register
Regista a serviço no service regis-
try.
Este componente pode registar o serviço automaticamente no service registry (servidor
Eureka), depois de atingido o período de tempo configurado (por omissão é 30 segundos).
Pode ser também o serviço a comunicar com o componente através da API ‘Register’,
fazendo o registo manualmente apenas quando o serviço está totalmente inicializado.
Periodicamente (o valor por omissão é 30 segundos), o componente verifica se a aplicação
(serviço) se encontra em execução, e caso esteja, envia um heartbeat para o service registry
de forma a informar que o serviço se encontra ativo. Se o componente detetar que o
serviço não está em execução um determinado número de vezes (o valor por omissão é 3),
este elimina o registo do serviço no servidor Eureka e termina o container.
Quando um container que possui este componente é terminado, o registo do serviço
no service registry é anulado, ficando indisponível para a utilização por outros serviços.
Quando é invocada a API ‘GetAppByName’, o componente escolhe o serviço com base
no algoritmo 1. Este algoritmo tem como objetivo a escolha do melhor serviço possível,
dando como preferência o serviço com a localização mais semelhante com o serviço
que invocou a API. O componente vai guardando os endpoints dos serviços, de forma a
que não haja necessidade de comunicar tantas vezes com o service registry. Os endpoints
são considerados válidos durante um período de tempo configurado (por omissão é 10
segundos).
4.2.3 Componente de balanceamento de carga
Este componente é um load balancer NGINX, que permite fazer o balanceamento de carga
dos serviços de frontend. É executado dentro de um container em que está ainda presente
uma aplicação que foi desenvolvida em Go, para permitir a reconfiguração dinâmica do
load balancer. Ou seja, é possível adicionar ou remover réplicas em tempo de execução
com recurso a APIs REST. As APIs disponíveis estão presentes na Tabela 4.2.
O load balancer NGINX utiliza a técnica de balanceamento de carga Least Connections,
que redireciona os pedidos dos clientes para a réplica com menor número de conexões
ativas. Esta é complementada com um peso em cada réplica, onde as réplicas localizadas
na mesma região que o load balancer têm um peso maior, e as réplicas de outras regiões um
menor, podendo estes valores ser configurados. Foi seguida esta abordagem para que fosse
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Algoritmo 1 Escolha de uma réplica por tipo de serviço.
state
thisContinent . continente do serviço
thisRegion . região do serviço
thisCountry . país do serviço




appsContinent← f indByContinent(apps, thisContinent)
appsRegion← f indByRegion(apps, thisRegion)
appsCountry← f indByCountry(apps, thisCountry)
appsCity← f indByCity(apps, thisCity)
if appsCity.lenght > 0 then
index← random(0, appsCity.lenght)
appEndpoint← appsCity[index].endpoint
else if appsCountry.lenght > 0 then
index← random(0, appsCountry.lenght)
appEndpoint← appsCountry[index].endpoint
else if appsRegion.lenght > 0 then
index← random(0, appsRegion.lenght)
appEndpoint← appsRegion[index].endpoint









Tabela 4.2: APIs da aplicação de reconfiguração do load balancer.
Método Tipo Endpoint Descrição
GetServers GET /servers
Devolve a lista dos servidores de frontend (ré-
plicas).
AddServer POST /servers Adiciona um ou mais servidores de frontend.
DeleteServer DELETE /servers Elimina um servidor de frontend.
dada prioridade às réplicas que se localizam na mesma região que o load balancer, mesmo
que o número de conexões ativas nestes seja ligeiramente superior. Isto porque é preferível
utilizar uma réplica mais próxima do utilizador do que redirecionar o pedido para uma
réplica noutra região, onde o tempo de resposta iria ser maior. Por exemplo, considerando
um peso de 5 e 115 conexões ativas para uma réplica A da mesma região que o load
balancer e um peso de 4 e 100 conexões ativas para uma réplica B de outra região. Neste
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caso, se fosse utilizada apenas a técnica Least Connections, o pedido seria redirecionado
para réplica B, mas como as réplicas têm um peso associado, a decisão é baseada no valor
conexões÷peso. Obtém-se assim 115÷5 = 23, para a réplica A e 100÷4 = 25, para a réplica
B, sendo o pedido redirecionado para a réplica A, pois apresenta o valor mais baixo.
O load balancer tem ainda o módulo ‘ngx_http_geoip_module’ 8, que permite obter
a localização do cliente que realizou o pedido, sendo depois esta informação enviada
no header do pedido para as réplicas, de forma a que cada réplica saiba a origem do
pedido. Sempre que é adicionada ou eliminada uma réplica é gerado um novo ficheiro de
configuração pela aplicação de reconfiguração para o load balancer NGINX utilizar.
Estas APIs são utilizadas apenas pelo componente de gestão de micro-serviços, po-
dendo ser configuradas para utilizarem autenticação, limitando assim o acesso exterior.
São utilizadas quando é adicionada, ou removida uma réplica de um serviço do tipo
frontend.
4.2.4 Componente para monitorização de pedidos
É um componente desenvolvido em Go, presente em cada nó com o objetivo de guardar
as informações sobre o número de pedidos realizados aos serviços e qual a sua origem.
As informações são enviadas periodicamente pelo componente para registar e des-
cobrir serviços de cada serviço. Elas são depois consultadas pelo componente de gestão
de micro-serviços, para ter as informações sobre a quantidade e origem dos pedidos aos
serviços e assim, se for necessário replicar, podê-lo fazer no local mais adequado. As
informações estão estruturadas de acordo a Tabela 4.3.
Tabela 4.3: Estrutura dos dados recolhidos na monitorização dos pedidos.
Nome Descrição
Service Serviço requisitado
Continent Continente do cliente/serviço que fez o pedido
Region Região do cliente/serviço que fez o pedido
Country País do cliente/serviço que fez o pedido
City Cidade do cliente/serviço que fez o pedido
Count Número de pedidos
Timestamp Timestamp dos pedidos
São disponibilizas duas APIs REST para a consulta dos dados e para a sua introdução.
As APIs estão descritas na Tabela 4.4.
4.2.5 Componente para monitorização dos nós
Devido ao facto do componente de gestão de micro-serviços necessitar de informações
sobre o estado dos nós (a nível dos recursos), foi desenvolvido um componente de mo-




Tabela 4.4: APIs para consultar e adicionar informações sobre os pedidos aos serviços.
Método Tipo Endpoint Descrição
GetAllInfo GET /all/top/{seconds}
Lista a informação dos pedidos de to-
dos os serviços nos últimos segundos (se-
conds).
AddInfo POST /add Adiciona informações sobre os pedidos.
o correto comportamento do sistema, apesar de não fazer parte do âmbito, sendo essas
funcionalidades fornecidas por um componente tratado numa outra dissertação.
Foi utilizado o Prometheus 9, um sistema open-source de monitorização e alertas, fi-
cando este em execução sob a forma de container em cada nó, inicializado quando um
novo nó é adicionado ao cluster. Para aceder às métricas pretendidas dos nós, foi utilizado
um exportador, o Node exporter 10, que permite obter métricas de hardware e do sistema
operativo em sistemas *NIX. O Node exporter fica em execução diretamente como um
processo na máquina, em que depois o Prometheus é configurado para utilizar esse expor-
tador, isto através do endpoint do Node exporter. A Figura 4.14 mostra um diagrama de
como é feita a interação para obter as métricas de um determinado nó, pelo componente







Figura 4.14: Utilização do Prometheus pelo componente de gestão de micro-serviços para













Validação e Avaliação experimental
Na secção 5.1 deste capítulo é apresentado o caso de estudo, a aplicação Sock Shop, que foi
utilizada para a validação realizada à solução proposta. São ainda descritas na secção 5.2
as adaptações que foram necessárias realizar nos micro-serviços que compõem a aplica-
ção Sock Shop, de forma a cumprirem os requisitos da arquitetura proposta. Por fim, na
secção 5.3, encontra-se descrita a avaliação dos resultados.
5.1 Caso de estudo
As avaliações ao protótipo desenvolvido do sistema foram realizadas através de uma
aplicação de micro-serviços previamente desenvolvida denominada Sock Shop [72], que é
composta por oito micro-serviços, implementados utilizando linguagens diferentes, sendo
que alguns deles utilizam serviços de base de dados:
1. Payment: fornece serviços de pagamento. Desenvolvido em Go.
2. Orders: permite processamento de encomendas. Desenvolvido em Java com uma
base de dados em MongoDB.
3. Carts: fornece carrinhos de compras aos utilizadores. Desenvolvido em Java com
uma base de dados em MongoDB.
4. Catalogue: fornece informações dos produtos/catálogos. Desenvolvido em Go com
uma base de dados em MySQL.
5. User: contém as informações sobre a conta do utilizador, como cartões e endereços.
Desenvolvido em Go com uma base de dados em MongoDB.
6. Shipping: fornece funcionalidades de expedição. Desenvolvido em Java.
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7. Queue-master: processa a fila de encomendas. Desenvolvido em Java.
8. Frontend: aplicação de frontend que interliga todos os outros micro-serviços. De-
senvolvido em NodeJS.
Para além dos oito micro-serviços e as suas respetivas base de dados, é ainda utilizado
o RabbitMQ 1 como serviço de mensagens.
A Figura 5.1 mostra, de uma forma simplificada, todos os micro-serviços que com-
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Figura 5.1: Arquitetura da aplicação Sock Shop.
5.2 Adaptação do caso de estudo à arquitetura da solução
Os micro-serviços da aplicação Sock Shop sofreram ligeiras alterações, tais como, a forma
de comunicação entre os serviços. Inicialmente, a comunicação entre os micro-serviços
era feita com recurso a endpoints estáticos inseridos diretamente no código. Num sistema
tão dinâmico como o proposto, em que podem existir múltiplas réplicas de um dado
serviço e em que as réplicas podem ser eliminadas (levando a que os serviços deixem de
poder continuar a comunicar) tal seria inviável.
Os micro-serviços foram portanto alterados para utilizarem o componente para re-
gistar e descobrir serviços (descrito na secção 4.2.2), para a comunicação entre eles. Este
1RabbitMQ: https://www.rabbitmq.com/
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componente tem também a funcionalidade de registar os respetivos serviços no service
registry.
A Listagem 5.1 mostra como originalmente era obtido o endpoint do serviço Ship-
ping no serviço Orders. O código foi alterado para uma nova versão representada na
Listagem 5.2. As novas imagens Docker dos micro-serviços passaram a conter, para além
da respetiva aplicação (micro-serviço), o componente de registar e descobrir serviços.
Quando é inicializado um novo container, a aplicação e o componente são ambos coloca-
dos em execução, tendo sido utilizado um script de inicialização para esse fim.
Listagem 5.1: Versão original da obtenção do endpoint do serviço Shipping no serviço
Orders.
1 /**
2 * Versao original para obter o endpoint do serviço Shipping no serviço Orders.
3 */
4 public class OrdersConfigurationProperties {
5 public URI getShippingUri() {
6 return new ServiceUri(new Hostname("shipping"), "/shipping").toUri();
7 }
8 }
Listagem 5.2: Versão modificada da obtenção do endpoint do serviço Shipping no serviço
Orders.
1 /**
2 * Versao modificada para obter o endpoint do serviço Shipping no serviço
3 * Orders. Utiliza uma biblioteca sendo apenas necessário passar o nome do
4 * serviço.
5 */
6 public class OrdersConfigurationProperties {
7 private AppsApi apiInstance = new AppsApi();
8
9 private String getAppEndpoint(String appName) {




14 public URI getShippingUri_V2() {
15 return new ServiceUri(getAppEndpoint("shipping"), "/shipping").toUri();
16 }
17 }
Uma outra alteração nos micro-serviços, está relacionada com o registo do serviço no
service registry. Para tal, é feita uma chamada à API do componente de registar e descobrir
serviços, que permite registar o serviço. Esta chamada apenas é realizada quando os
serviços estão totalmente inicializados (e prontos a processar pedidos).
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5.3 Avaliação experimental
A avaliação experimental foi realizada através de testes de carga à aplicação Sock Shop,
em que foram analisados os tempos de respostas das principais funcionalidades da aplica-
ção. A avaliação foi feita quer em cenários sem regras configuradas para a replicação dos
serviços no componente de gestão de micro-serviços, quer em cenários com regras confi-
guradas para a sua replicação, de forma a percebermos os potenciais benefícios fornecidos
pelo componente de gestão de micro-serviços.
Um aspeto relevante em relação aos micro-serviços que dependem de um serviço de
base de dados é que, devido à falta do componente de gestão de base de dados (discutido
na secção 3.1), quando é decidido que existe necessidade de replicar um destes micro-
serviços, a base de dados associada é também replicada integralmente. Assim, apenas
existe uma base de dados de cada tipo por nó, significando que pode existir um ou mais
micro-serviços a utilizar uma mesma base de dados, caso se encontrem em execução no
mesmo nó.
5.3.1 Testes de carga aos micro-serviços da aplicação Sock Shop
Para realizar os testes de carga foi utilizado o k6 2, uma ferramenta para realizar testes de
carga que podem ser executados, quer localmente quer na cloud, com recurso ao serviço
Load Impact Insights 3.
O k6 utiliza o conceito de utilizadores virtuais (vus), que representa o número de
utilizadores em simultâneo a efetuar os testes num dado período de tempo.
Os testes foram executados na cloud, concretamente na AWS, utilizando máquinas
t2.micro com o sistema operativo Ubuntu Server 16.04 (64-bit), tendo 1 vCPU (2.5 GHz,
Intel Xeon Family) e 1 GB de memória RAM. O componente de gestão de micro-serviços
é executado isoladamente numa VM, sendo os micro-serviços executados noutras VM
que fazem parte do cluster de nós. A configuração inicial cria o cluster com 10 nós na
região US-East-1 (Virgínia do Norte), sendo depois decidido pelo componente de gestão
de micro-serviços se existe ou não necessidade de adicionar mais. Para simular os nós
da edge, foram igualmente utilizadas máquinas da AWS, com as mesmas características,
sendo colocadas noutras regiões mais próximas do local da realização dos testes.
Foi utilizado o Load Impact Insights para que fosse possível escolher a origem dos
acessos aos serviços.
Nos testes, sem replicação e com replicação na cloud, os serviços encontram-se em
execução na cloud (Virgínia do Norte), onde os pedidos têm origem a partir de Londres
com destino o load balancer em execução na cloud, como representado na Figura 5.2.
Nos testes, com replicação na cloud e na edge, os serviços encontram-se inicialmente em
execução na cloud (Virgínia do Norte), e posteriormente (após uma decisão de replicação)
em nós da edge em Londres. Existem pedidos provenientes de Portland com destino ao
2k6: https://docs.k6.io/docs
3Load Impact Insights: https://loadimpact.com/insights/
94
5.3. AVALIAÇÃO EXPERIMENTAL
load balancer em execução na cloud, e pedidos provenientes de Londres com destino ao

























Figura 5.3: Cenário dos testes de carga com replicação na cloud e na edge.
Em relação ao componente de gestão de micro-serviços, foram feitas as seguintes
configurações:
• O processo de reconfiguração ocorre de 25 em 25 segundos, sendo que são retiradas
as métricas dos serviços em cada iteração deste processo;
• A replicação está configurada para ocorrer quando for detetada a necessidade de
replicação em 2 iterações consecutivas do processo de reconfiguração;
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• A remoção das réplicas é despoletada quando for detetada que uma réplica pode
ser removida em 3 iterações consecutivas.
5.3.1.1 Catálogo dos produtos
Neste caso os micro-serviços acedidos são o Frontend e o Catalogue. É simulado o com-
portamento no acesso à página do catálogo, em que primeiro são consultados os dados do
catálogo, isto é, os produtos existentes. O utilizador acede inicialmente ao micro-serviço
Frontend, e este em seguida faz um pedido ao micro-serviço Catalogue. Quando são ob-
tidos os dados do catálogo, são feitos novamente vários pedidos para obter as imagens
associadas aos produtos, seguindo o mesmo procedimento.
Nos testes seguintes, o valor do tempo de resposta (response time) diz respeito à obten-
ção dos dados do catálogo e o valor da duração do grupo (group duration) está ligado ao
tempo necessário para obter todas as imagens do catálogo (sendo estes pedidos feitos em
paralelo, para simular o comportamento de um browser).
Os testes têm a duração de 7 minutos, onde foram introduzidas variações no número
de utilizadores, aumentando gradualmente de 1 até 50 utilizadores, e reduzindo depois
gradualmente novamente até 1 utilizador. Cada utilizador efetua pedidos, entre 1 a 3
segundos (aleatoriamente), após a receção da resposta.
Teste sem replicação na cloud Este teste, representado na Figura 5.4, pretende mostrar
o comportamento da aplicação quando não existe replicação dos serviços.
Nas Figuras 5.5 e 5.6, é possível observar os valores das métricas dos serviços Frontend
e Catalogue, durante a execução deste teste.
Como é possível verificar, com o aumento do número de utilizadores, verificou-se
também um aumento dos tempos de resposta, tanto na obtenção dos dados do catálogo
como nas imagens do mesmo. Este aumento começa a acentuar-se mais, por volta dos 40
utilizadores (vus) e os tempos de resposta degradam-se substancialmente acima desse
número, sobretudo na duração do grupo (obtenção das imagens). Os valores do teste
encontram-se na Tabela 5.1.
Tabela 5.1: Valores do acesso ao catálogo sem replicação.
Tipo de valor Média (s) Desvio padrão (s) Máximo (s)
Tempo de resposta 9,2 13,8 57,4
Duração do grupo 31,7 38,5 120,0
Em relação ao comportamento dos micro-serviços, isto é, o valor das métricas apresen-
tadas, é possível observar que as métricas com um aumento mais repentino, em ambos
os casos, foram a taxa de utilização de CPU, e a transmissão de bytes por segundo. No
caso da taxa de utilização de CPU, apresentam, contudo, valores completamente distintos,
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Figura 5.4: Teste de carga ao acesso do catálogo do produtos, sem replicação.
CPU, cerca de 70%, pico esse que, no Catalogue, passa pouco dos 4%, como é visível na
Figura 5.6.
No serviço Frontend existe uma outra métrica relevante: a receção de bytes por se-
gundo. Este indicador tem valores próximos da transmissão de bytes por segundo, já
que os dados que o serviço Frontend recebe do serviço Catalogue são reenviados para os
utilizadores. A taxa de utilização de memória RAM não é uma métrica muito reveladora,
pois apresenta valores sem grandes oscilações. Em relação à utilização efetiva de memória
RAM, esta vai aumentando ao longo do teste, podendo ser uma métrica a considerar.
No serviço Catalogue, tanto os valores de utilização efetiva de memória RAM, como
a sua taxa de utilização apresentam comportamentos aproximados, aumentando gradu-
almente ao longo do teste. A receção de bytes por segundo, neste caso é praticamente
irrelevante, visto que se mantêm em valores muito próximos do 0, ao longo de todo o
teste.
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Figura 5.5: Métricas do serviço Frontend, durante o teste de carga ao acesso do catálogo


































Figura 5.6: Métricas do serviço Catalogue, durante o teste de carga ao acesso do catálogo
dos produtos, sem replicação.
Teste com replicação na cloud Este teste, representado na Figura 5.7, mostra o compor-
tamento da aplicação quando estão configuradas regras para a replicação dos serviços
Frontend e Catalogue.
As regras configuradas para os serviços Frontend e Catalogue foram decididas com
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base nos valores das métricas obtidas no teste 5.3.1.1. Para a replicação do serviço Fron-
tend, bem como para o serviço Catalogue, foi configurada a mesma regra 5.1.
T ransmittedBytes/s ≥ 4MB/s⇒ Replicate (5.1)
A execução deste teste levou a que o componente de gestão de micro-serviços repli-
casse 4 vezes o serviço Catalogue, ficando no final com 5 réplicas, e replicasse 4 vezes o
serviço Frontend, ficando também com 5 réplicas. As métricas dos serviços Frontend es-
tão apresentadas nas Figuras 5.8, 5.9, 5.10, 5.11 e 5.12. Em relação aos serviços Catalogue,
os resultados são apresentados nas Figuras 5.13, 5.14, 5.15 e 5.16.
Uma nota relevante é que durante o período entre a decisão de replicação da 5ª réplica
do serviço Catalogue e até esta ter iniciado, o teste finalizou, sendo que esta não recebeu
pedidos e portanto não foi objeto de análise.
Os valores do teste, visíveis na Tabela 5.2, apresentam valores bastante inferiores ao
teste sem replicação. Na Tabela 5.3, é possível ver as melhorias obtidas através da repli-
cação dos serviços. Verifica-se um decréscimo tanto na obtenção dos dados do catálogo,
como na obtenção das imagens. A média da obtenção dos dados do catálogo diminui 6,6
segundos e na obtenção das imagens diminui 20,1 segundos. Em relação ao desvio padrão
também houve melhorias, diminuindo em 9,7 segundos na obtenção do catálogo e 25,2
segundo no caso das imagens, ou seja, houve uma menor dispersão em ambos os tempos.
Por fim o máximo dos tempos de resposta também sofreram uma diminuição. No caso
dos dados do catálogo houve uma redução de 29,5 segundos e no caso das imagens de
59,6 segundos.
Em relação às métricas dos serviços, estas apresentam comportamentos expectáveis,
tanto em relação aos micro-serviços Frontend, como Catalogue. É possível observar que
existiu uma distribuição da carga pelas respetivas réplicas, indicando que todas recebe-
ram pedidos, sendo verificável pelo valor de transferência de bytes por segundo.
Tabela 5.2: Valores do acesso ao catálogo, com replicação na cloud.
Tipo de valor Média (s) Desvio padrão (s) Máximo (s)
Tempo de resposta 2,6 4,1 27,9
Duração do grupo 11,6 13,3 60,4
Tabela 5.3: Diferença dos valores do acesso entre os testes do catálogo com replicação na
cloud e sem replicação.
Tipo de valor Média Desvio padrão Máximo
Tempo de resposta -6,6 s (-254%) -9,7 s (-237%) -29,5 s (-106%)
Duração do grupo -20,1 s (-173%) -25,2 s (-189%) -59,6 s (-99%)
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Figura 5.7: Teste de carga ao acesso do catálogo dos produtos, com replicação na cloud.
Foram também analisados os custos inerentes à replicação dos micro-serviços, sendo
estes relativos ao tamanho transferido e ocupação em disco pelo micro-serviço, e tempos
de transferência e de inicialização, apresentando-se estes valores na Tabela 5.4.












Frontend 155 MB 260 MB 7 s 15 s 22 s
Catalogue 66 MB 103 MB 3 s 7 s 10 s
Catalogue DB 124 MB 371 MB 11 s 16 s 27 s
Em relação ao serviço Frontend, existem dois cenários em termos de tempo de repli-
cação:
1. Se a imagem do micro-serviço não se encontrar em disco, o tempo total para a
replicação é de 22 segundos;
2. Se a imagem do micro-serviço já estiver em disco, o tempo de replicação corresponde
ao tempo necessário para iniciar o serviço, ou seja, 15 segundos.
No caso do serviço Catalogue, existe um conjunto maior de cenários, pois este depende
de um serviço de base de dados:
1. Caso a imagem do serviço de base de dados não se encontre em disco:
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a) Se a imagem do micro-serviço Catalogue não se encontrar em disco, o tempo
total de replicação engloba o tempo de transferência e de inicialização do
serviço de base de dados e do micro-serviço, num total de 37 segundos;
b) Se a imagem do micro-serviço Catalogue já estiver em disco, o tempo de repli-
cação engloba o tempo de transferência e de inicialização do serviço de base
de dados e apenas da inicialização do micro-serviço, totalizando 34 segundos.
2. Caso a imagem do serviço de base de dados já esteja em disco:
a) Se a imagem do micro-serviço Catalogue não se encontrar em disco, o tempo
total de replicação engloba o tempo de inicializar o serviço de base de dados e
o tempo de transferir e inicializar o micro-serviço, num total de 26 segundos;
b) Se a imagem do micro-serviço Catalogue já estiver em disco, o tempo total de
replicação apenas engloba o tempo de inicializar ambos o serviço de base de
dados e o micro-serviço, dando um total de 23 segundos.
3. Caso já exista em execução o serviço de base de dados no nó:
a) Se a imagem do micro-serviço Catalogue não se encontrar em disco, o tempo
total de replicação engloba o tempo de transferência e inicialização do micro-
serviço, num total de 10 segundos;
b) Se a imagem do micro-serviço Catalogue já estiver em disco, o tempo total de
replicação apenas engloba o tempo de inicializar o micro-serviço, 7 segundos.
Os tempos obtidos parecem ser adequados para a reação do sistema a variações de
carga, sendo no entanto preferível a transferência prévia dos serviços para uma menor
duração do tempo total de inicialização dos mesmos.
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Figura 5.8: Métricas da 1ª réplica do serviço
Frontend, durante o teste de carga ao acesso
































Figura 5.9: Métricas da 2ª réplica do serviço
Frontend, durante o teste de carga ao acesso









































Figura 5.10: Métricas da 3ª réplica do ser-
viço Frontend, durante o teste de carga ao





































Figura 5.11: Métricas da 4ª réplica do ser-
viço Frontend, durante o teste de carga ao




































Figura 5.12: Métricas da 5ª réplica do serviço Frontend, durante o teste de carga ao acesso



































Figura 5.13: Métricas da 1ª réplica do ser-
viço Catalogue, durante o teste de carga ao

































Figura 5.14: Métricas da 2ª réplica do ser-
viço Catalogue, durante o teste de carga ao
acesso do catálogo dos produtos, com repli-
cação na cloud.
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Figura 5.15: Métricas da 3ª réplica do ser-
viço Catalogue, durante o teste de carga ao




































Figura 5.16: Métricas da 4ª réplica do ser-
viço Catalogue, durante o teste de carga ao
acesso do catálogo dos produtos, com repli-
cação na cloud.
Teste com replicação na cloud e na edge Este teste está representado nas Figuras 5.17,
5.18 e 5.19, mostrando os valores médios, dos clientes de Portland e dos clientes de
Londres, respetivamente. Pode observar-se o comportamento da aplicação quando estão
disponíveis tanto nós na cloud, como na edge, de forma a mostrar os benefícios de uma
infraestrutura que contemple nós mais próximos dos utilizadores. O teste segue a mesma
lógica dos anteriores, sendo que para além dos nós da cloud, onde o seu número foi
diminuído para 5 nós iniciais, estão também disponíveis 5 nós localizados em Londres
para simular nós na edge. Neste caso, foram incluídos clientes de dois locais distintos,
Portland e Londres, com taxa de acessos idêntica, de forma a perceber o comportamento
do componente de gestão de micro-serviços quando existem clientes de múltiplos locais,
concretamente no que diz respeito ao local onde são colocadas as novas réplicas.
Para além da configuração de regras para a replicação dos micro-serviços, foram tam-
bém configuradas regras para a sua remoção, de forma a mostrar o comportamento do
processo de reconfiguração neste caso. Foram configuradas as mesmas regras para o ser-
viço Frontend como para o serviço Catalogue, onde a regra 5.2 diz respeito à replicação
dos serviços e a regra 5.3 é referente à sua remoção.
T ransmittedBytes/s ≥ 2.5MB/s⇒ Replicate (5.2)
T ransmittedBytes/s < 0.5MB/s⇒ Stop (5.3)
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Neste teste, o serviço Catalogue foi replicado 5 vezes, ficando no final com 6 réplicas,
e o serviço Frontend 4 vezes, ficando com 5 réplicas. As métricas dos serviços Frontend
estão apresentados nas Figuras 5.21, 5.22, 5.23, 5.24 e 5.25. Em relação aos serviços
Catalogue, estas são visíveis nas Figuras 5.26, 5.27, 5.28, 5.29, 5.30 e 5.31. As instâncias
dos serviços foram replicadas e depois removidas de acordo a Figura 5.20.
Os valores dos serviços mostram que existiu uma distribuição dos pedidos por todas
as réplicas de forma semelhante, com exceção da 6ª réplica do serviço Catalogue e da
5ª réplica do serviço Frontend, que apresentaram valores mais baixos. A diferença foi,
em particular na transmissão de bytes por segundo, isto devido ao facto do número de
pedidos ser menor na altura em que estas ficaram disponíveis.
As Tabelas 5.5, 5.6 e 5.7 mostram os valores do acesso ao catálogo, de forma média, por
parte dos clientes de Portland e pelos clientes de Londres, respetivamente. Estes valores
quando comparados com o teste com replicação apenas na cloud, conforme apresentado
na Tabela 5.8, na perspetiva dos clientes de Londres, apresentam valores com grandes
melhorias, onde a média do tempo de resposta desceu 2,1 segundos, o que representa
uma taxa de variação de -420% e a média da duração do grupo uma diminuição de 7,1
segundos, representado uma taxa de variação de -158%.
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Figura 5.17: Teste de carga ao acesso do catálogo dos produtos, com replicação na cloud e
na edge (média).
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Tabela 5.5: Valores do acesso ao catálogo, com replicação na cloud e na edge (média).
Tipo de valor Média (s) Desvio padrão (s) Máximo (s)
Tempo de resposta 0,7 1,6 9,1
Duração do grupo 4,6 5,4 30,7
Tabela 5.6: Valores do acesso ao catálogo, com replicação na cloud e na edge (Portland).
Tipo de valor Média (s) Desvio padrão (s) Máximo (s)
Tempo de resposta 1,3 3,1 21,0
Duração do grupo 5,8 6,4 33,5
Tabela 5.7: Valores do acesso ao catálogo, com replicação na cloud e na edge (Londres).
Tipo de valor Média (s) Desvio padrão (s) Máximo (s)
Tempo de resposta 0,5 1,1 9,0
Duração do grupo 4,5 5,9 31,0
Tabela 5.8: Diferença dos valores do acesso entre os testes do catálogo com replicação
apenas na cloud e com replicação na cloud e na edge (Londres).
Tipo de valor Média Desvio padrão Máximo
Tempo de resposta -2,1 s (-420%) -3,0 s (-273%) -18,9 s (-210%)
Duração do grupo -7,1 s (-158%) -7,4 s (-125%) -29,4 s (-95%)
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Figura 5.20: Variação das réplicas no teste de carga ao acesso do catálogo dos produtos,
com replicação na cloud e na edge.
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Figura 5.21: Métricas da 1ª réplica do ser-
viço Frontend, durante o teste de carga ao
acesso do catálogo dos produtos, com repli-




































Figura 5.22: Métricas da 2ª réplica do ser-
viço Frontend, durante o teste de carga ao
acesso do catálogo dos produtos, com repli-

































Figura 5.23: Métricas da 3ª réplica do ser-
viço Frontend, durante o teste de carga ao
acesso do catálogo dos produtos, com repli-








































Figura 5.24: Métricas da 4ª réplica do ser-
viço Frontend, durante o teste de carga ao
acesso do catálogo dos produtos, com repli-







































Figura 5.25: Métricas da 5ª réplica do serviço Frontend, durante o teste de carga ao acesso



































Figura 5.26: Métricas da 1ª réplica do ser-
viço Catalogue, durante o teste de carga ao
acesso do catálogo dos produtos, com repli-



































Figura 5.27: Métricas da 2ª réplica do ser-
viço Catalogue, durante o teste de carga ao
acesso do catálogo dos produtos, com repli-
cação na cloud e na edge.
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Figura 5.28: Métricas da 3ª réplica do ser-
viço Catalogue, durante o teste de carga ao
acesso do catálogo dos produtos, com repli-






































Figura 5.29: Métricas da 4ª réplica do ser-
viço Catalogue, durante o teste de carga ao
acesso do catálogo dos produtos, com repli-


































Figura 5.30: Métricas da 5ª réplica do ser-
viço Catalogue, durante o teste de carga ao
acesso do catálogo dos produtos, com repli-



































Figura 5.31: Métricas da 6ª réplica do ser-
viço Catalogue, durante o teste de carga ao
acesso do catálogo dos produtos, com repli-
cação na cloud e na edge.
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5.3.1.2 Login e registo de utilizadores
Para efetuar logins e registo de utilizadores são utilizados os serviços Frontend e User.
São simulados tanto logins, como registos de utilizadores, com uma cota aproximada 50%
cada um. O comportamento segue a linha do teste apresentado anteriormente; o utilizador
acede ao micro-serviço Frontend e este encaminha o pedido para o micro-serviço User.
Quando o serviço User efetua a operação, envia a resposta para o Frontend, que por sua
vez a disponibiliza ao utilizador.
Nos testes seguintes, o valor do tempo de resposta (response time) diz respeito ao tempo
que leva a ser feito o login ou o registo de um utilizador. Os testes têm a duração de 7
minutos, onde foram introduzidas alterações no número de utilizadores, aumentando
gradualmente de 1 até 100 utilizadores, reduzindo-se depois de forma gradual até 1
utilizador. Cada utilizador efetua pedidos, entre 0 a 1 segundos (aleatoriamente), após a
receção da resposta.
Teste sem replicação na cloud Este teste, representado na Figura 5.32, serve para mos-
trar o comportamento da aplicação quando não existe replicação dos serviços.
Nas Figuras 5.5 e 5.6, é possível observar os valores das métricas dos serviços Frontend
e User, durante a execução deste teste.
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Figura 5.32: Teste de carga ao efetuar logins e registos de utilizadores, sem replicação.
Este tipo de operações, quando comparadas ao teste anterior (secção 5.3.1.1), são
muito mais rápidas em termos de tempo de resposta, tendo por isso sido aumentado o
número de utilizadores máximo que realizam o teste. É possível verificar que existem
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dois picos bastantes elevados nos tempos de resposta, um na ordem dos 28 segundos, e
outros perto dos 25 segundos. Este aumento acontece devido à acumulação de pedidos
nos micro-serviços, levando a um maior tempo de processamento dos pedidos. Os valores
do teste encontram-se na Tabela 5.9.
Tabela 5.9: Valores dos logins e registos de utilizadores, sem replicação.
Tipo de valor Média (s) Desvio padrão (s) Máximo (s)
Tempo de resposta 2,4 6,1 28,3
Em relação aos valores das métricas dos micro-serviços, é possível observar que am-
bos os serviços de Frontend, na Figura 5.33, e User, visível na Figura 5.34, apresentam
comportamentos algo semelhantes, apesar de terem valores distintos. Assistiu-se a um
aumento da taxa de utilização de CPU, não de uma forma constante, isto é, com picos
de utilização, tendo o serviço Frontend atingido perto dos 90%, e o serviço User cerca
dos 6%. Uma outra métrica que registou um aumento nos dois serviços, foi a quantidade
de RAM utilizada, onde é visível que no serviço Frontend existiram certas oscilações,
aumentando mas com ligeiros decréscimos em alguns momentos, tendo atingindo no seu
pico mais alto, cerca de 205 MB, ao passo que no serviço User este aumento foi constante,
mas com valores muito inferiores, onde o seu pico mais alto foi de 13 MB. Em relação à
transmissão e receção de bytes por segundo, apresentam valores bastante próximos, pois






































Figura 5.33: Métricas do serviço Frontend, durante o teste de carga ao efetuar logins e


































Figura 5.34: Métricas do serviço User, durante o teste de carga ao efetuar logins e registos
de utilizadores, sem replicação.
Teste com replicação na cloud Este teste, representado na Figura 5.35, mostra o com-
portamento da aplicação quando estão configuradas regras para a replicação dos serviços
Frontend e User.
As regras configuradas para os serviços Frontend e User foram decididas com base
nos valores das métricas obtidas no teste 5.3.1.2. Para a replicação do serviço Frontend
foi configurada a regra 5.4, e para o serviço User foi configurada a regra 5.5.
%CPU ≥ 55%⇒ Replicate (5.4)
%CPU ≥ 3%⇒ Replicate (5.5)
Durante a execução do teste o componente de gestão de micro-serviços replicou duas
vezes o serviço User, ficando com 3 réplicas em execução, e replicou duas vezes o serviço
Frontend, ficando também com 3 réplicas. As métricas dos serviços Frontend estão dis-
postas nas Figuras 5.36, 5.37 e 5.38. Em relação aos serviços User, estas são visíveis nas
Figuras 5.39, 5.40 e 5.41.
Os valores do teste, na Tabela 5.10, apresentam uma redução significativa quando
comparado com o teste sem replicação, podendo observar-se essa redução na Tabela 5.11.
A média do tempo de resposta diminui 1,3 segundos, tendo o desvio padrão sofrido uma
redução de 2,9 segundos, o que revela uma discrepância menor nos valores dos tempos
de resposta. No valor máximo observado houve também uma melhoria, diminuindo 5,3
segundos.
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O comportamento dos serviços foi de acordo com o expectável, havendo uma distribui-
ção da carga pelas réplicas, verificável pelos valores dos recursos apresentados, contundo



































Figura 5.35: Teste de carga ao efetuar logins e registos de utilizadores, com replicação na
cloud.
Tabela 5.10: Valores dos logins e registos de utilizadores, com replicação na cloud.
Tipo de valor Média (s) Desvio padrão (s) Máximo (s)
Tempo de resposta 1,1 3,2 23,0
Tabela 5.11: Diferença dos valores do acesso entre os testes dos logins e registos de utili-
zadores com replicação na cloud e sem replicação.
Tipo de valor Média Desvio padrão Máximo
Tempo de resposta -1,3 s (-118%) -2,9 s (-91%) -5,3 s (-23%)
Os custos relativos à replicação dos micro-serviços, tamanho transferido e ocupação
em disco do micro-serviço, e os tempos de transferência e de inicialização, encontram-
se visíveis na Tabela 5.12. Em relação ao serviço Frontend, os valores são idênticos, aos
apresentados na Tabela 5.4.
Relativamente ao serviço User, existem vários cenários que se podem colocar em ter-
mos de tempo de replicação:
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User 23 MB 61 MB 1 s 2 s 3 s
User DB 132 MB 683 MB 21 s 4 s 25 s
1. Caso a imagem do serviço de base de dados não exista em disco:
a) Se a imagem do micro-serviço User não se encontrar em disco, o tempo total
de replicação engloba o tempo de transferência e de inicialização do serviço de
base de dados e do micro-serviço, num total de 28 segundos;
b) Se a imagem do micro-serviço User já estiver em disco, o tempo de replicação
engloba o tempo de transferência e de inicialização do serviço de base de dados
e apenas da inicialização do micro-serviço, totalizando 27 segundos.
2. Caso a imagem do serviço de base de dados já se encontrar em disco:
a) Se a imagem do micro-serviço User não se encontrar em disco, o tempo total de
replicação engloba o tempo de inicializar o serviço de base de dados e o tempo
de transferir e inicializar o micro-serviço, num total de 7 segundos;
b) Se a imagem do micro-serviço User já estiver em disco, o tempo total de repli-
cação apenas engloba o tempo de inicializar ambos o serviço de base de dados
e o micro-serviço, num total de 6 segundos.
3. Caso o serviço de base de dados já esteja em execução no nó:
a) Se a imagem do micro-serviço User não se encontrar em disco, o tempo total de
replicação engloba o tempo de transferência e inicialização do micro-serviço,
num total de 3 segundos;
b) Se a imagem do micro-serviço User já estiver em disco, o tempo total de repli-
cação apenas engloba o tempo de inicializar o micro-serviço, 2 segundos.
Os tempos obtidos neste tipo de teste parecem ser apropriados para a reação do
sistema a variações de carga, onde a transferência e inicialização da base de dados tem
um maior impacto no tempo total de replicação.
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Figura 5.36: Métricas da 1ª réplica do ser-
viço Frontend, durante o teste de carga ao
efetuar logins e registos de utilizadores,




































Figura 5.37: Métricas da 2ª réplica do ser-
viço Frontend, durante o teste de carga ao
efetuar logins e registos de utilizadores,


































Figura 5.38: Métricas da 3ª réplica do serviço Frontend, durante o teste de carga ao efetuar




































Figura 5.39: Métricas da 1ª réplica do ser-
viço User, durante o teste de carga ao efe-































Figura 5.40: Métricas da 2ª réplica do ser-
viço User, durante o teste de carga ao efe-



































Figura 5.41: Métricas da 3ª réplica do serviço User, durante o teste de carga ao efetuar
logins e registos de utilizadores, com replicação na cloud.
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Teste com replicação na cloud e na edge Neste teste, representado nas Figuras 5.42, 5.43
e 5.44, mostrando os valores médios, dos clientes de Portland e dos clientes de Londres,
respetivamente, mostra o comportamento da aplicação quando estão disponíveis tanto
nós na cloud, como na edge, de forma a mostrar os benefícios de uma infraestrutura que
contemple nós mais próximos dos utilizadores. Ao nível dos nós, estão disponíveis inici-
almente 5 nós na cloud e também 5 nós localizados em Londres para simular nós na edge.
Foram incluídos clientes de dois locais distintos, Portland e Londres, com taxa de acessos
idêntica, para perceber o comportamento do componente de gestão de micro-serviços
quando estão presentes clientes de diferentes locais, em concreto, onde são replicados os
serviços.
Para além da configuração de regras para a replicação dos micro-serviços, foram tam-
bém configuradas regras para a sua remoção, de forma a mostrar o comportamento do
processo de reconfiguração neste caso.
Para o serviço Frontend foram configuradas as regras 5.6 e 5.7 para a replicação e re-
moção de réplicas respetivamente. Em relação ao serviço User foi configurada a regra 5.8
para a replicação e a regra 5.9 para a remoção de réplicas.
%CPU ≥ 50%⇒ Replicate (5.6)
%CPU < 2%⇒ Stop (5.7)
%CPU ≥ 2.5%⇒ Replicate (5.8)
%CPU < 0.5%⇒ Stop (5.9)
Neste teste, ambos os serviços User e Frontend foram replicados duas vezes, ficando
com 3 réplicas no final cada um. Os valores das réplicas do serviço Frontend estão dis-
postos nas Figuras 5.46, 5.47 e 5.48. Em relação ao serviço User, estes são visíveis nas
Figuras 5.49, 5.50 e 5.51. As réplicas foram replicadas e depois removidas de acordo a
Figura 5.45.
Os valores das réplicas dos serviços mostram que existiu uma distribuição dos pedidos
por todas as réplicas de forma semelhante.
As Tabelas 5.13, 5.14 e 5.15 mostram os valores, de forma média, por parte dos clientes
de Portland e pelos clientes de Londres, respetivamente. Estes valores quando compara-
dos com o teste com replicação apenas na cloud, de acordo o apresentado na Tabela 5.16,
na perspetiva dos clientes de Londres, a média do tempo de resposta desceu 0,3 segundos,






































Figura 5.42: Teste de carga ao efetuar logins e registos de utilizadores, com replicação na
cloud e na edge (média).
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Figura 5.43: Teste de carga ao efetuar logins e registos de utilizadores, com replicação na
cloud e na edge (Portland).
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Figura 5.44: Teste de carga ao efetuar logins e registos de utilizadores, com replicação na
cloud e na edge (Londres).
Tabela 5.13: Valores dos logins e registos de utilizadores, com replicação na cloud e na
edge (média).
Tipo de valor Média (s) Desvio padrão (s) Máximo (s)
Tempo de resposta 0,6 1,0 7,2
Tabela 5.14: Valores dos logins e registos de utilizadores, com replicação na cloud e na
edge (Portland).
Tipo de valor Média (s) Desvio padrão (s) Máximo (s)
Tempo de resposta 0,6 1,0 7,3
Tabela 5.15: Valores dos logins e registos de utilizadores, com replicação na cloud e na
edge (Londres).
Tipo de valor Média (s) Desvio padrão (s) Máximo (s)
Tempo de resposta 0,8 1,3 7,1
Tabela 5.16: Diferença dos valores do acesso entre os testes dos logins e registos de utili-
zadores com replicação apenas na cloud e com replicação na cloud e na edge (Londres).
Tipo de valor Média Desvio padrão Máximo






































Figura 5.45: Variação de réplicas no teste de carga ao efetuar logins e registos de utiliza-





































Figura 5.46: Métricas da 1ª réplica do ser-
viço Frontend, durante o teste de carga ao
efetuar logins e registos de utilizadores,

































Figura 5.47: Métricas da 2ª réplica do ser-
viço Frontend, durante o teste de carga ao
efetuar logins e registos de utilizadores,
com replicação na cloud e na edge.
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Figura 5.48: Métricas da 3ª réplica do serviço Frontend, durante o teste de carga ao efetuar


































Figura 5.49: Métricas da 1ª réplica do ser-
viço User, durante o teste de carga ao efe-
tuar logins e registos de utilizadores, com


































Figura 5.50: Métricas da 2ª réplica do ser-
viço User, durante o teste de carga ao efe-
tuar logins e registos de utilizadores, com

































Figura 5.51: Métricas da 3ª réplica do serviço User, durante o teste de carga ao efetuar
logins e registos de utilizadores, com replicação na cloud e na edge.
5.4 Discussão
Com a avaliação realizada ao sistema, através da utilização da aplicação Sock Shop, foi
possível validar o funcionamento da replicação dos micro-serviços, um dos mecanismos
principais do componente de gestão de micro-serviços para manter a QoS das aplicações.
Com os dois tipos de testes de carga realizados, Catálogo dos produtos, e Login e
registo de utilizadores, foi possível verificar que, através da configuração de regras de re-
plicação apropriadas para cada tipo de micro-serviço, é possível melhorar a QoS. Concre-
tamente, ao nível dos tempos de resposta dos micro-serviços, e também remover réplicas
de serviços quando não estão a ser necessárias, através da configuração de regra de re-
moção, isto, de uma forma automática e transparente tanto para os donos das aplicações,
como para os utilizadores finais.
A utilização de nós da edge para complementar a cloud, é um ponto bastante impor-
tante, pois como foi confirmado com os testes realizados, através da sua utilização foi
possível diminuir os tempos de resposta das operações. No caso do teste 5.3.1.1, os tem-
pos de resposta diminuíram em 420%, em comparação à utilização de nós apenas na
cloud, um valor bastante significativo e que indica que uma solução com infraestruturas
híbridas pode ser bastante benéfica para o comportamento das aplicações, traduzindo-se
em melhorias reais para os utilizadores.
Os custos de replicação, isto é, o tempo que demora a realizar uma replicação de um
micro-serviço, são também bastante satisfatórios. Os tempos permitem que o sistema se
123
CAPÍTULO 5. VALIDAÇÃO E AVALIAÇÃO EXPERIMENTAL
consiga adaptar às variações de carga, sendo preferível, em caso geral, a transferência











Conclusões e trabalho futuro
Este capítulo tem como objetivo apresentar algumas conclusões relativamente ao con-
teúdo abordado nesta dissertação, bem como referir alguns aspetos que possam ser me-
lhorados ao nível da solução proposta.
6.1 Conclusões
Nesta dissertação foi apresentado um protótipo no contexto da gestão automática de
aplicações de micro-serviços em ambientes cloud/edge, na dimensão particular de repli-
cação/migração de micro-serviços em nós da infraestrutura heterogénea. O objetivo é
reduzir a latência no acesso às aplicações e melhorar a qualidade de serviço (QoS) per-
cebida pelos utilizadores, e reduzir o volume de dados a enviar dos nós da edge para os
data centers na cloud. Tirar partido do número crescente de nós computacionais na edge,
permite ainda contribuir para a redução dos custos computacionais e energéticos nos data
centers da cloud, bem como contribuir para a privacidade dos dados, ao permitir que eles
sejam processados na edge, próximo do local onde são gerados.
A larga maioria das soluções existentes, à altura do desenvolvimento deste traba-
lho, baseia-se sobretudo na replicação dinâmica de serviços na cloud não incluindo lo-
calizações na edge, ou aborda os benefícios da utilização de uma estrutura heterogénea
cloud/edge a um nível mais teórico. Disponibilizar um sistema que permita a gestão auto-
mática de aplicações de micro-serviços tirando partido destes contextos heterogéneos é
um objetivo mais alargado, para o qual este trabalho contribui.
O protótipo apresentado consiste num sistema simplificado com ênfase na execução
transparente de micro-serviços na cloud e na edge, quer para os donos das aplicações
quer para os utilizadores finais. O componente de gestão automática de micro-serviços
possibilita a definição de regras e métricas a utilizar na migração/replicação dinâmica na
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cloud e na edge, e melhorar a utilização/ocupação dos nós disponíveis para a execução dos
micro-serviços. Por exemplo, o sistema permite a consolidação de recursos também para
nós da edge, ao detetar nós que apresentem uma baixa utilização dos seus recursos. Os
serviços aí existentes são migrados para um outro nó (próximo) disponível, considerando
que não há implicações significativas na latência dos serviços percebida pelos utilizadores.
O nó subutilizado é colocado em suspensão, levando a uma diminuição nos custos de
infraestrutura.
A abordagem seguida para a implementação das decisões de migração e replicação
de micro-serviços tem como base um conjunto de regras reconfiguráveis dinamicamente,
quer ao nível das aplicações quer ao nível dos nós disponíveis na plataforma cloud/edge.
No primeiro caso, a definição das regras é da responsabilidade dos donos das aplicações e
incide sobre cada micro-serviço. As regras de um micro-serviço aceitam como parâmetros
um conjunto de métricas, e implicam uma de três ações, a migração de uma réplica, a
criação de uma nova réplica, ou a eliminação de uma réplica.
As métricas são obtidas através de componentes que estão dedicados à monitoriza-
ção dos serviços em execução, obtendo os valores atuais de utilização dos recursos (por
exemplo, CPU, RAM do container que suporta a sua execução), número de acessos ao
serviço, etc. Periodicamente, o componente de gestão de micro-serviços executa as regras
configuradas para cada um dos serviços em execução e obtém a decisão a aplicar. Porém,
para cada tipo de serviço é apenas tomada uma decisão numa dada iteração do processo
de reconfiguração. Ou seja, é obtida uma decisão para cada réplica, mas o resultado final
é uma decisão conjunta, em que esta pode consistir na inclusão de uma réplica, migração
de uma réplica, a eliminação de uma réplica, ou não realizar nenhuma ação, caso não seja
necessário. A aplicação destas decisões leva então à reconfiguração dinâmica do sistema
em termos do número de réplicas de cada micro-serviço e sua localização.
No segundo caso, os nós onde são executados os serviços também podem ter regras
associadas e, neste caso, o seu resultado é a decisão sobre se se deve iniciar ou parar um
nó. O processo de reconfiguração desenvolve-se de forma idêntica, sendo tomada uma
decisão conjunta para todos os nós, isto é, adicionar um novo nó, a paragem de um nó, ou
caso não seja necessário, não realizar nenhuma ação.
Para testar as funcionalidades de migração e replicação, bem como os seus benefícios
reais para os utilizadores, isto é, a nível dos tempos de resposta dos serviços, foi utili-
zado como caso de estudo, a Sock Shop, um protótipo de uma aplicação web de comércio
eletrónico de venda de meias composta por micro-serviços.
A avaliação permitiu comprovar que o sistema consegue decidir corretamente, com
base nas regras definidas, quando deve replicar um dado serviço, havendo melhorias
significativas para os utilizadores em termos de tempos de resposta dos serviços. Com a
utilização de uma infraestrutura híbrida, composta pela cloud e pela edge, ainda é possível
diminuir mais esses tempos.
Concluindo, os objetivos propostos inicialmente foram atingidos, ainda que não fos-
sem implementadas todas as funcionalidades (a funcionalidade de migração de serviços),
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revelando o potencial que o sistema pode ter na gestão automática de aplicações de micro-
serviços em ambientes de cloud e edge, permitindo garantir a melhor qualidade de serviços
aos utilizadores.
6.2 Trabalho futuro
O componente de gestão de micro-serviços foi desenvolvido, estando em fase de protótipo
para testar a viabilidade dos conceitos abordados. Existem certos aspetos que podem ser
melhorados, tanto a nível do próprio componente, como em relação aos outros subcom-
ponentes de sistema. Estas melhorias incluem:
Componente de gestão de micro-serviços
• Implementar a funcionalidade de migração dos micro-serviços;
• Permitir aquando da decisão de replicação de um serviço, que sejam iniciadas várias
réplicas simultaneamente, se assim se justificar;
• Incorporar prioridade nas regras em relação à preferência em replicar/migrar na
edge ou na cloud;
• Utilizar um maior conjunto de parâmetros (CPU, espaço em disco, etc.) podendo
estes ser especificados para cada nó, para verificar se um nó tem capacidade dispo-
nível para executar containers;
• Permitir iniciar novos nós na cloud em todas as regiões disponíveis, conforme o
pretendido, e não apenas numa só;
• Permitir que as aplicações de micro-serviços sejam iniciadas em múltiplas regiões
simultaneamente;
• Integração com outros fornecedores de cloud, como o Azure, para além da AWS, de
forma a fornecer maiores garantias. Caso um falhe, será utilizado outro, ou mesmo
dar a possibilidade de escolha aos donos das aplicações do fornecedor que prefere
utilizar.
Subcomponentes Existe ainda a possibilidade de melhorar os componentes que dão su-
porte à execução dos micro-serviços, como o componente de registo de serviços, utilizado
para a comunicação entre micro-serviços, e o componente de balanceamento de carga de
serviços de frontend.
• Componente de registo de serviços (service registry):
– Possibilidade de adicionar mais réplicas deste componente no sistema, em
tempo de execução, de forma que o tempo de consulta dos endpoints por parte
dos micro-serviços seja o mais rápido possível.
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• Componente de balanceamento de carga:
– Melhorar a escolha das réplicas com base na origem do pedido, a carga e o
tempo médio de resposta cada réplica.
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