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About the projective Finsler metrizability: First steps in the
non-isotropic case
T. Milkovszki and Z. Muzsnay
Abstract
We consider the projective Finsler metrizability problem: under what conditions the
solutions of a given system of second-order ordinary differential equations (SODE) coincide
with the geodesics of a Finsler metric, as oriented curves. SODEs with isotropic curvature
have already been thoroughly studied in the literature and have proved to be projective
Finsler metrizable. In this paper, we investigate the non-isotropic case and obtain new results
by examining the integrability of the Rapcsa´k system extended with curvature conditions.
We consider the n-dimensional generic case, where the eigenvalues of the Jacobi tensor are
pairwise different and compute the first and the higher order compatibility conditions of the
system. We also consider the three-dimensional case, where we find a class of non-isotropic
sprays for which the PDE system is integrable and, consequently, the corresponding SODEs
are projective metrizable.
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1 Introduction
The projective metrizability problem can be formulated as follows: under what conditions the
solutions of a given system of second-order ordinary differential equations coincide with the
geodesics of some metric space, as oriented curves. This problem can be seen as a particular
case of the inverse problem of the calculus of variations. One can consider the Riemannian [2, 10]
and the more general Finslerian version of this problem [1, 4, 5, 8, 13, 14, 15]. In this paper we
examine the latter: starting with a homogeneous system of second-order ordinary differential
equations, which can be identified with a spray S, we seek for a Finsler metric F whose geodesics
coincide with the geodesics of the spray S, up to an orientation preserving reparameterization.
For flat sprays this problem was first studied by Hamel [12] and it is known as the Finslerian
version of Hilbert’s fourth problem [1, 8]. Rapcsa´k obtained necessary and sufficient conditions
in the general case [14].
There are different approaches to tackle the problem: In [9] the authors use the multiplier
method which is, in the context of the inverse problem of the calculus of variations, probably the
most used and studied approach. In [4] the projective metrizability problem was reformulated
in terms of a first-order partial differential equation and a set of algebraic conditions on a semi-
basic 1-form. Finally, [13] turns back to the original idea of Rapcsa´k by considering the so called
Rapcsa´k system, which is the PDE system composed by the Euler-Lagrange partial differential
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equations and the homogeneity condition on the unknown Finsler function F . The different
approaches are equivalent and can lead to effective results. For example sprays with isotropic
curvature was investigated in all three different approaches and it was proved that this class of
spray is projective metrizable. Unfortunately, beyond the isotropic case, there are practically
no results about this problem in the literature.
In this paper we make a step in the direction to find new results in the non-isotropic case by
investigating the integrability of the Rapcsa´k system. Here the difficulties come from the fact
that the PDE system is largely overdetermined: on an n-dimensional manifold there are n + 1
equations on the unknown Finsler function, therefore many integrability conditions arise. That
is why in the generic case there is no solution to the problem. In [13] the first compatibility
conditions of the Rapcsa´k system were already determined: they can be expressed in terms of
equations containing the associated nonlinear connection and its curvature tensor. When the
spray is isotropic, these conditions are satisfied. However, when the spray is non-isotropic, the
integrability conditions are not satisfied and further compatibility conditions appear. From that
point, the analysis becomes quite difficult, because of two reasons. First: the curvature tensor
has no canonical normal form, therefore each class of sprays having different curvature form
must be considered separately. Second: as it has been shown in [13], the system containing
the curvature condition may be not 2-acyclic (the Cartan’s test fails), that is higher order
compatibility conditions can arise.
The paper is organized as follows. In Section 2 we give a brief introduction to the canonical
structures on the tangent bundle of a manifold and the main structures needed to discuss the
geometry of a spray: connection, Jacobi endomorphism, curvature. We also recall the basic tools
of Cartan-Ka¨hler theory. In Section 3 the extended Rapcsa´k system with curvature condition is
considered in the n-dimensional generic case, when the eigenvalues of the Jacobi curvature tensor
Φ are pairwise different: in Subsection 3.1 we compute its first compatibility conditions and in
Subsection 3.2, using the prolonged system, we find the higher order compatibility conditions.
In Section 4 we consider the 3-dimensional case: We prove that the symbol of the prolonged
system is 2-acyclic and discuss in detail the reducible case. Finally, we identify a class of non-
isotropic sprays for which the second and the third order conditions are identically satisfied and
the symbol of the prolonged system is 2-acyclic. Therefore we obtain the formal integrability of
the system and, in the analytic case, the projective metrizability of this class of sprays. At the
end of this section we give an example of non-isotropic SODEs where the results of Section 4
can be applied to prove the projective metrizability of the systems.
2 Preliminaries
In this paper M denotes an n-dimensional smooth manifold, C∞(M) is the ring of the smooth
functions on M and X(M) is the C∞(M)-module of vector fields on M . The set of the
skew-symmetric, symmetric and vector valued k-forms are Λk(M), Sk(M) and Ψk(M), re-
spectively. Furthermore, Λkv(TM) stands for the set of the semi-basic k-forms. The tangent
bundle (TM,pi,M) and the slashed tangent bundle (TM := TM \ {0} , pi,M) of M will sim-
ply be denoted by TM and TM . The tangent bundle of TM will be denoted by TTM or T .
V TM = Ker (pi∗ : TTM → TM) is the vertical sub-bundle of T .
We denote the coordinates on M by x=(xi) and the induced coordinates on TM by (x, y)=
(xi, yi). The local expressions of the Liouville vector field C ∈ X(TM) corresponding to the
infinitesimal dilatation in the fibres, and the vertical endomorphism J ∈ Ψ1(TM) are
C = yi
∂
∂yi
, J = dxi ⊗
∂
∂yi
.
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Using Euler’s theorem on homogeneous functions f ∈ C∞(TM) is positive homogeneous of
degree k if LCf = kf .
A spray on M is a vector field S ∈ X(TM) satisfying the conditions JS = C and [C,S] = S.
The coordinate expression of a spray S takes the form
S = yi
∂
∂xi
+ f i(x, y)
∂
∂yi
,
where the spray coefficients f i = f i(x, y) are 2-homogeneous functions. The geodesics of a spray
S are curves γ : I →M such that S ◦ γ˙ = γ¨. Locally, they are the solutions of the second order
ordinary differential equations x¨i = f i(x, x˙), i = 1, . . . , n.
A Finsler function on a manifold M is a continuous function F : TM → R, smooth and
positive away from the zero section, homogeneous of degree 1 and the matrix composed by the
coefficients gij =
1
2
∂2F 2
∂yi∂yj
of the metric tensor g = gijdx
i ⊗ dxj is positive definite on TM .
Consequently, the Hessian of F is positive quasi-definite in the sense that ∂
2F
∂yi∂yj
vivj ≥ 0 with
equality only if v is a scalar multiple of y (see [9]). The pair (M,F ) is called Finsler manifold.
To any Finsler function F there exits a unique canonical spray SF , such that the geodesics of F
are the geodesic of SF . The canonical spray is characterized by the equation iSF ddJF
2 = −dF 2.
A spray S is called Finsler metrizable if there exist a Finsler metric F whose canonical spray is
SF = S. A spray S is called projective Finsler metrizable if there exist a Finsler metric F whose
canonical spray is projective equivalent to S i.e. SF ∼ S. In that case the geodesics of the two
sprays coincide up to an orientation preserving reparametrization. According to Rapcsa´k’s result
[14], the spray S is projective Finsler metrizable if and only if there exists a Finsler function F
such that iSΩ = 0, where Ω := ddJF (Ω ∈Λ
2(TM)). Consequently, the spray S is projective
Finsler metrizable if and only if the Rapcsa´k system{
LCF − F = 0, iSΩ = 0
}
(1)
admits a positive quasi-definite solution F . The first compatibility conditions of the partial
differential system (1) were determined in [13] in terms of geometric objects associated to the
spray. To present them, let us consider the following notions. The connection associated to S is
the vector valued one form Γ := [J, S]. One has Γ2 = Id and the eigenspaces of Γ corresponding
to the eigenvalue +1 and −1 are the vertical and the horizontal subspaces. The horizontal
bundle is denoted by HTM . The horizontal and vertical projectors associated to the connection
are h := 12 (I + Γ) and v :=
1
2(I − Γ). We have hS = S, that is the spray is a horizontal vector
field. The curvature R ∈ Ψ2(TM) of the connection Γ is the Nijenhuis torsion of the horizontal
projection R = 12 [h, h]. The Jacobi endomorphism Φ can be derived from the curvature by
Φ := iSR. They are also related by the equation
1
3 [J,Φ] = R. In [13] it was proved that the
spray S is projective metrizable if and only if there exists a regular function F on TM such that
it is a solution to the extended Rapcsa´k system:{
LCF − F = 0, iΓΩ = 0
}
. (2)
The compatibility conditions of the system (2) can be expressed a coordinate free way in terms
of the curvature tensor R of Γ by the equation iRΩ = 0. In the case when dimM = 2 or S is
flat or more of isotropic curvature that is the flag curvature does not depend on the direction
(cf. [6, 7]), then this compatibility condition is satisfied and the system (2) is integrable. One
obtains that in the analytic case the spray S is locally projective metrizable [13].
In this article we are investigating the projective metrizability when the curvature of the
spray is non-isotropic. In that case the compatibility condition of (2) is not satisfied. This is
why one has to consider an enlarged system by adding to (2) its compatibility condition. We
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remark that instead of the curvature tensor, one can express the compatibility condition in terms
of the Jacobi tensor (see [9]) and consider the enlarged the system:
LCF − F = 0, iΓΩ = 0, iΦΩ = 0. (3)
Depending on the algebraic form of Φ there are many cases and sub cases to consider. Moreover,
there is a new phenomenon appearing: the partial differential system (3) is not 2-acyclic [13,
Section 5], which is the indication of the existence of higher order integrability condition. All
these informations suggest that the non-isotropic case may be extremely complex. We consider
the generic case, when Φ is diagonalizable with distinct eigenvalues in the following sense: A
function λ ∈ C∞(TM) is called an eigenfunction and X ∈ X(TM) is an eigenvector field of Φ if
X is a horizontal and ΦuXu = λuJXu for any u ∈ TM . It is easy to verify that the spray S is
an eigenvector field of Φ and the corresponding Jacobi eigenfunction is λ = 0.
To investigate the integrability of the system (3) we use the Spencer-Goldschmidt’s integra-
bility theory. Here we just set the notation. For more details, we refer to [3, 11] and [13] in
the context of projective metrizability. Let E = (E, pi,M) be a fibred bundle over the manifold
M . Jk(E) denotes the bundle of k-jets of sections of E. Then Jk+1(E) become a fibred bundle
over Jk(E) with the projection pik : Jk+1(E) → Jk(E). Let E and E˜ be vector bundles over
the manifold M and P : Sec(E) → Sec(E˜) be a kth order differential operator. Then P can
be identified with the map pk(P ) : JkE → E˜ and a natural way the l
th prolongation can be
introduced as pk+l(P ) : Jk+lE → JlE˜. The elements of Solk+l := Ker pk+l(P ) is called the l
th
order formal solutions. P is formally integrable if Soll is a vector bundle over M for all l ≥ k,
and the map pil : Soll+1 → Soll is onto ∀ l ≥ k. In that case any k
th order solution can be lift
into an infinite order formal solution. The highest order terms of P said to be the symbol of P .
It can be interpreted as a map σk : S
kT ∗M ⊗E → E˜. The lth order prolongation of the symbol
is denoted as σk+l : S
k+lT ∗M ⊗ E → SlT ∗M ⊗ E˜.
The existence or the non-existence of higher order compatibility condition can be calcu-
lated classically with the Cartan’s test but more information can be obtained about the higher
order compatibility conditions from the Spencer cohomology groups. Classical version of the
Cartan-Ka¨hler integrability theorem uses the Cartan’s test while its generalization, proved by
Goldschmidt, uses the Spencer cohomology groups. Let us introduce the two concepts. A basis
(ei)
n
i=1 of TxM is quasi-regular if dim gk+1,x=dim gk,x+
∑n
j=1 dim(gk,x)e1,...,ej , where one notes
gk+l := Kerσk+l and (gk,x)e1,...,ej :=
{
A ∈ gk,x| ie1A = 0, . . . iejA = 0
}
, (1 ≤ j ≤ n). The sym-
bol σk is involutive if there exists a quasi-regular basis of TxM at any x ∈ M (Cartan’s test).
Moreover, the symbol of P is called 2-acyclic if for all m ≥ k the (m, 2) Spencer cohomology
groups Hm,2 = Ker δm2 /Im δ
m
1 vanish where
gm+1⊗T
∗M
δm1−→ gm⊗Λ
2T ∗M, gm⊗Λ
2T ∗M
δm2−→ gm−1⊗Λ
3T ∗M
are the natural skew-symmetrizations. We remark that if σk(P ) is involutive then all Spencer
cohomology groups are zero.
Theorem 2.1 (Cartan-Ka¨hler/Goldschmidt). Let P : JkE → E˜ be a k
th order regular linear
partial differential operator. If pik : Solk+1 → Solk is surjective and σk is involutive/2-acyclic,
then P is formally integrable.
Remark 2.2 (Computation of the first compatibility condition).
In the practice the surjectivity of pik, or in other words the first compatibility condition, can be
computed as follows: Using the snake lemma of homological algebra one can show that there
exits a morphism ϕ such that the sequence
Solk+1
πk−−−→ Solk
ϕ
−−→ Coker(σk+1) (4)
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is exact. From the exactness of (4) we get that pik is onto if and only if ϕ = 0. The partial
differential equation ϕ = 0 is called the first compatibility condition of P . To compute ϕ we
note that if τ : T ∗ ⊗ E˜ → K is a morphism such that Ker τ = Imσk+1 then Im τ is isomorphic
to Coker(σk+1) and
ϕ = τ ◦ ∇P |Solk , (5)
where ∇ is an arbitrary linear connection on F (see [11, p. 28]).
3 Extended Rapcsa´k system with curvature condition
Let S be a spray on M and P : C∞(TM) −→ C∞(TM) × Λ2v(TM) × Λ
2
v(TM) the differential
operator corresponding to the second order linear partial differential system (3):
P := (PΓ, PC , PΦ) (6)
where
PCF := LCF − F, PΓF := iΓΩ, PΦF := iΦΩ,
with Ω := ddJF . We suppose that the Jacobi endomorphism Φ has n distinct eigenvalues. In
this chapter we compute the first integrability conditions of order 2, and the the higher order
compatibility condition of order 3 of system (6). It turns out that in some cases, even though
the Cartan’s test fails, these compatibility conditions give the complete set of obstructions to
the integrability and in very specific situations the system becomes integrable (see Chapter 4).
3.1 First compatibility conditions
First we remark that hS = S that is the spray is horizontal with respect to the connection
associated. Moreover, from the definition of the Jacobi endomorphism we get
Φ(S) = iSR(S) = R(S, S) = 0, (7)
that is S is an eigenvector of Φ and the corresponding eigenvalue is λ = 0. Let λ1, . . . , λn be the
n distinct eigenfunctions of Φ and h1, . . . , hn the corresponding eigenvector fields, where λn=0
and hn=S. For any x ∈ TM we consider the basis
B := {h1, . . . , hn, v1, . . . , vn} ⊂ TxTM, (8)
where Jhi=vi, i=1, . . . , n. We have the following
Proposition 3.1. A 2nd order solution s = j2(F )x of P at x ∈ TM can be lifted into a 3
rd
order solution, if and only if
i[Φ,Φ]Ωx = 0, (9)
cycl∑
ijk
(Ωx([vi, hj ], hk))x = 0. (10)
To compute the first compatibility conditions we use the method described in Remark 2.2. The
symbol of the system P is composed by the symbol of the operator PC , PΓ and PΦ. The symbol
of the first order operator PC is
σ1(PC) : T
∗ → R, σ1(PC)A1 = A1(C).
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The prolongation of the symbol of PC and the symbol of the second order PΓ and PΦ are
σ2(PC) : S
2T ∗ → T ∗,
(
σ2(PC)A2
)
(X) = A2(X,C),
σ2(PΓ) : S
2T ∗ → Λ2T ∗v ,
(
σ2(PΓ)A2
)
(X,Y ) = 2
(
A2(hX, JY )−A2(hY, JX)
)
,
σ2(PΦ) : S
2T ∗ → Λ2T ∗v ,
(
σ2(PΦ)A2
)
(X,Y ) = A2(ΦX,JY )−A2(ΦY, JX),
and their prolongations at third order level are
σ3(PC) : S
3T ∗ → S2T ∗,
(
σ3(PC)A3
)
(X,Y ) = A3(X,Y,C),
σ3(PΓ) : S
3T ∗ → T ∗⊗Λ2T ∗v ,
(
σ3(PΓ)A3
)
(X,Y,Z)=2
(
A3(X,hY, JZ)−A3(X,hZ, JY )
)
,
σ3(PΦ) : S
3T ∗ → T ∗⊗Λ2T ∗v ,
(
σ3(PΦ)A3
)
(X,Y,Z)=A3(X,ΦY, JZ)−A3(X,ΦZ, JY ),
where X,Y,Z∈T , Ai∈S
iT ∗, i = 1, 2, 3. Therefore
σ2(P) =
(
σ2(PC), σ2(PΓ), σ2(PΦ)
)
: S2T ∗ −→ T ∗ × Λ2T ∗v × Λ
2T ∗v ,
σ3(P) =
(
σ3(PΓ), σ3(PC), σ3(PΦ)
)
: S3T ∗ −→ S2T ∗ × (T ∗⊗Λ2T ∗v )× (T
∗⊗Λ2T ∗v ).
According to Remark 2.2, to compute the compatibility condition we should construct a map τ
such that Ker τ =Imσ3(P). Let us consider the map
τ := (τ1, τ2, τ3, τ4, τ5, τ6, τ7, τijk), (11)
as follows: if B = (BC , BΓ, BΦ) is an element of S
2T ∗× (T ∗⊗Λ2T ∗v )× (T
∗⊗Λ2T ∗v ) then
τ1(B)(X,Y,Z) = BΓ(hX, Y,Z) +BΓ(hY,Z,X) +BΓ(hZ,X, Y ),
τ2(B)(X,Y,Z) = BΓ(JX, Y, Z) +BΓ(JY,Z,X) +BΓ(JZ,X, Y ),
τ3(B)(X,Y ) =
1
2BΓ(C,X, Y )−BC(hX, JY ) +BC(hY, JX),
τ4(B)(X,Y,Z) = BΦ(ΦX,Y,Z) +BΦ(ΦY,Z,X) +BΦ(ΦZ,X, Y ),
τ5(B)(X,Y,Z) = BΦ(JX, Y, Z) +BΦ(JY,Z,X) +BΦ(JZ,X, Y ),
τ6(B)(Y,Z) = BΦ(C, Y,Z) −BC(ΦY, JZ) +BC(ΦZ, JY ),
τ7(B)(X,Y ) = BΦ(X,Y, S) −BC(X,ΦY ),
τijk(B) =
1
2BΓ(vi, hj , hk) +
1
λk−λi
BΦ(hj , hi, hk) +
1
λi−λj
BΦ(hk, hi, hj),
where i, j, k (1 ≤ i, j, k ≤ n) are pairwise different indices.
Lemma 3.2. With the above notation we have Ker τ=Imσ3(P).
Proof. It is easy to check that σ3(P) ◦ τ = 0 therefore Imσ3(P) ⊂ Ker τ. Let us compute the
dimension of the two spaces. First we determine the dimension of Kerσ3(P) by computing the
free tensor components of its elements. We denote in the sequel the components of a symmetric
tensor A ∈ SkT ∗ with respect to (8) as
Ai1...ij ij+1...ik := A(hi1 , . . . , hij , vij+1 , . . . , vik), (12)
that is the index with respect to vertical vector will be underlined. Let us compute dim(g3(P)).
For a symmetric tensor A ∈ S3T ∗ we have
A ∈ Kerσ3(PC) ⇔ Aijn = 0, Aijn = 0, Aijn = 0, (13a)
A ∈ Kerσ3(PΓ) ⇔ Aijk = Aikj , Aijk = Aikj, i, j, k = 1, . . . , n, (13b)
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A ∈ Kerσ3(PΦ) ⇔ Aijk = 0, Aijk = 0, i, j, k = 1, . . . , n, j 6= k (13c)
and we use the notation Cn,k =
(
n
k
)
and Crn,k =
(
n+k−1
k
)
. We have Kerσ3(P) = Kerσ3(PC) ∩
Kerσ3(PΓ) ∩ Kerσ3(PΦ) therefore, the tensor components of A ∈ g3(P) must satisfy all the
equations (13a)–(13c). For 1 ≤ i, j, k ≤ n we have
· the (Aijk) block is totally symmetric therefore, there are C
r
n,3 free components,
· the (Aijk) block is totally symmetric, because of (13b). Moreover, from (13a) we have
Aijn = Ainj = Anij = 0. Therefore, we have C
r
n−1,3 free components.
· there is only Crn−1,1 free components for each of the blocks (Aijk) and (Aijk). These are Aiii
and Aiii, i = 1, ..., n − 1.
Hence we obtain that dim g3(P) = C
r
n,3 + C
r
n−1,3 + 2 C
r
n−1,1 and
rankσ3(P) = dimS
3T ∗ − dim g3(P) =
6n3 + 9n2 − 9n + 12
6
. (14)
On the other hand, let us compute nul (τ)=dimKer τ . If B = (BC , BΓ, BΦ) ∈ Ker τ then, using
the notation (12) for the tensor components we have
· the pivot terms for τ1 = 0 and τ2 = 0 are B
Γ
ijk and B
Γ
ijk, i < j < k hence the there are 2 Cn,3
independent equations here.
· The pivots for equation τ3 = 0 are B
Γ
nij, i < j giving Cn,2 independent equations.
· The pivot terms for τ4 = 0 and τ5 = 0 are B
Φ
ijk, i< j <k<n and k < i< j <n respectively.
Hence we have here 2 Cn−1,3 independent equations.
· The pivot terms for τ6 = 0 are B
Φ
ij , i < j. It gives Cn,2 independent equations.
· The pivot terms for τ7 = 0 are B
Φ
ijn, i, j 6= n and B
Φ
ijn, j 6= n. It gives Cn−1,1 Cn−1,1 +
Cn,1 Cn−1,1 independent equations.
· The equations τijk = 0 are not all independent, because, for any i, j, k we have∑
cycl
(
1
2B
Γ
ijk +
1
λk−λi
BΦjik +
1
λi−λj
BΦkij
)
= 0. Taking into consideration these relations, the
pivots terms are BΓkij , i<j<k<n and B
Γ
jki, i<j<k, and there are Cn−1,3+Cn,3 independent
equations.
Subtracting from the dimension of the domain of τ the number of independent equations we
find
nul (τ) = Cr2n,2 + 2·2n Cn,2 −
(
2 Cn,3+Cn,2+2 Cn−1,3+Cn,2+
+ Cn−1,1 Cn−1,1+Cn,1 Cn−1,1+Cn−1,3+Cn,3
)
=
6n3 + 9n2 − 9n+ 12
6
.
(15)
Comparing (14) and (15) we get the statement of the lemma.
Proof of Proposition 3.1. The following commutative diagram shows the maps introduced above:
g3(P)
i
−−−−→ S3T ∗
σ3(P)
−−−−→ S2T ∗×(T ∗⊗Λ2T ∗v )×(T
∗⊗Λ2T ∗v )
τ
−−−−→ K −→ 0y yǫ yǫ
Sol3(P)
i
−−−−→ J3R
p3(P)
−−−−→ J2(RTM )× J1(Λ
2T ∗v × Λ
2T ∗v )yπ2 yπ2 y
Sol2(P)
i
−−−−→ J2R
p2(P)
−−−−→ J1(RTM )× Λ
2T ∗v × Λ
2T ∗v
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To compute the first compatibility condition of the system represented by P we use the method
described in Remark 2.2. Let F be a second order solution of P at a point x, that is (PF )x = 0.
We have
(LCF−F )x=0,
(
∇(LCF−F )
)
x
=0, (iΓddJF )x=0, (iΦddJF )x = 0. (16)
Using the map τ given in (11) the integrability condition is given by formula (5):
1. τ1(∇PF )x = dh(iΓddJF )x = (dhi2h−IddJF )x = (2(dhihddJF − dhddJF ))x =
= (2dh(ihd− dih)dJF )x = (2dhdhdJF )x = (dRdJF )x = (iRΩ)x.
2. τ2(∇PF )x = dJ (iΓΩ)x=(dJ(i2h−IΩ))x=(2dJ ihddJF − 2dJddJF )x
=(−2dJ ihdJdF−2iJdddJF+2diJddJF )x=−(2dJ (dJ ihdF + dJdF ))x=0
where we used [d, dJ ] = 0, [ih, dJ ] = dJh − i[h,J ] and [J, h] = 0.
3. τ3(∇PF )x(X,Y ) =
1
2∇iΓΩ(C,X, Y )−∇PCF (hX, JY ) +∇PCF (hY, JX)
= 12dCiΓΩ(hX, hY )−
1
2 iΓdCddJF (hX, hY ) =
1
2d[C,Γ]Ω(hX, hY )
[C,Γ]=0
= 0.
4. τ4(∇PF )x = (dΦ(iΦΩ))x = (dΦdΦdJF + dΦdiΦdJF )x =
1
2d[Φ,Φ]dJFx =
1
2 i[Φ,Φ]Ωx.
5. τ5(∇PF )x = (dJ (iΦΩ))x = (−i[J,Φ]Ω+ iΦdJΩ)x = (−3iRΩ)x = 0
because we have the identity [iΦ, dJ ] = dJΦ − i[Φ,J ].
6. Using the notation Fc := CF − F , we have
iΦddJFc(X,Y )x = ddJFc(ΦX,Y )− ddJFc(ΦY,X) = ΦX(JY Fc)− ΦY (JXFc)
and τ6(∇PF )x = (dC(iΦΩ)− iΦddJFc)x = (dCdΦdJF − dΦdJdCF )x
= (dCdΦdJF − dΦdCdJF − dΦdJF )x = (d[C,Φ]dJF )x = (iΦΩ)x = 0.
7. τ7(∇PF )x(X,Y ) = Xx(iΦddJF (Y, S))−Xx(ΦY (CF − F ))
= Xx(ΦY dJF (S)− dJF ([ΦY, S])) −Xx(ΦY (CF − F ))
= −Xx(J [ΦY, S]F ) +Xx(ΦY F ) = −Xx([J, S](ΦY )F ) +Xx(ΦY F )
= −Xx((2h − I)ΦY F )−Xx(ΦY F ) = 0.
8. Since iJΩ(hk, hl) = 0 we have Ω(vk, hl) = Ω(vl, hk). Moreover,
iΦΩ(hi, hk) = Ω(Φhi, hk)− Ω(Φhk, hi) = λiΩ(vi, hk)− λkΩ(vk, hi) = (λi − λk)Ω(vi, hk),
therefore, using the fact that λi 6= λj and F is a 2
nd order solution at x, from the last
equation of (16) we obtain Ωx(vi, hk) = 0. Consequently,
∇iΦΩ(hj, hi, hk)x =
(
hj(iΦΩ(hi, hk))
)
x
=
(
(λi − λk)hjΩ(vi, hk)
)
x
and
τijk(∇PF )x(hi, hj , hk) =
= 12∇iΓΩ(vi, hj , hk)x +
1
λk − λi
∇iΦΩ(hj , hi, hk)x +
1
λi − λj
∇iΦΩ(hk, hi, hj)x
= viΩ(hj , hk)x + hjΩ(hk, vi)x + hkΩ(vi, hj)x.
From dΩ = 0 we have
∑cycl
ijl viΩ(hj , hk)− Ω([vi, hj ], hk) = 0, thus
τijk(∇PF )x = Ωx([vi, hj ], hk) + Ωx([hj , hk], vi) + Ωx([hk, vi], hj).
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These calculations shows that the first compatibility condition (5) for P is
ϕ(F )x = τ(∇PF )x =
(
iRΩ, 0, 0,
1
2 i[Φ,Φ]Ω, 0, 0, 0,
cycl∑
ijk
Ω([vi, hj ], hk)
)
x
which proves the proposition.
3.2 Higher order compatibility condition
The integrability theorem of Cartan-Ka¨hler or Spencer-Goldschmidt states that if the first com-
patibility equations are satisfied and the symbol of the linear differential operator is surjective
(resp. 2-acyclic), then there is no more (i.e. higher order) compatibility condition and the PDE
operator is formally integrable. Unfortunately this is not the case with the PDE operator (6).
As it was proved in [13, Theorem 5.1], the symbol of P is not 2-acyclic and therefore it is not
involutive either. Since the first non trivial Spencer cohomology group is H2,2, we can deduce
that at the level of first prolongation of the PDE operator P there is an extra (third order) com-
patibility condition appearing. In this subsection we compute this extra condition and prove
the following
Proposition 3.3. If a 3rd order solution F of P at x ∈ TM can be lifted into a 4th order
solution, if and only if for any X,Y ∈ HxTM we have
[hX,ΦX]Ω(JY, Y )− [hY,ΦY ]Ω(X,JX) =
+ ΦX
(∑
cycl
Ω([JY, hX], hY )
)
− hX
(∑
cycl
Ω([JY,ΦX], hY )− Ω([JY,ΦY ],X)
)
(17)
− ΦY
(∑
cycl
Ω([JX, hX], hY )
)
+ hY
(∑
cycl
Ω([JX,ΦX], Y )− Ω([JX,ΦY ],X)
)
Proof. If the Spencer cohomology groups H2,2 would be trivial, then the compatibility condition
of the first prolongated system would be exactly the prolongation of the first compatibility
condition of P. However, from Theorem 5.1 in [13] we know that dimH2,2 = 12 (n−1)(n−2) = Cn,2.
That indicates that there is Cn,2 extra compatibility condition for the first prolongation of P.
To compute these conditions we will complete the prolongation of the map τ defined in (11) and
apply the method described in Remark 2.2.
Let us consider the sequence
S4T ∗
σ4(P)
−−−−−→ (S3T ∗)×(S2T ∗⊗Λ2T ∗)×(S2T ∗⊗Λ2T ∗)
τ1
−−−−→ K1 −→ 0 (18)
where σ4(P) = id ⊗ σ3(P) is the prolongation of the symbol of P, and the components of
τ1 = (id⊗τ, τh) are the prolongation id⊗ τ of (11) and τh with
τh(B)(X,Y ) :=
1
2
(BΓ(ΦX,JY,X, Y )−BΓ(ΦY, JX,X, Y ))
+BΦ(hY, JX,X, Y )−BΦ(hX, JY,X, Y ),
(19)
where B := (BC , BΓ, BΦ) ∈ S
3T ∗×(S2T ∗⊗Λ2T ∗v )×(S
2T ∗⊗Λ2T ∗v ), X, Y ∈ T . It is not difficult
to show that the equation τh = 0 gives Cn,2 extra independent equations with respect to the
equations of the system τ1 = 0, thus the sequence (19) is exact.
9
Let us compute the compatibility conditions appearing from the new obstruction map τh. If F
is a 3rd order solution of P at x ∈ TM , then
τh(∇∇PF )x(X,Y ) =
=
1
2
(
∇2iΓΩ(ΦX,JY,X,Y )−∇
2iΓΩ(ΦY,JX,X,Y )
)
+∇2iΦΩ(hY,JX,X,Y )−∇
2iΦΩ(hX,JY,X,Y )
= ΦX(JY iΓΩ(X,Y ))−ΦY (JXiΓΩ(X,Y )) +hY (JXiΦΩ(X,Y ))−hX(JY iΦΩ(X,Y )).
In the above formula the 2nd derivatives of Ω (and therefore 4th derivatives of F ) appears. How-
ever, using the fact that Ω = ddJF vanishes identically on the vertical sub-space, Ω(JX, hY ) =
Ω(JY, hX) and Ω(Y, JX) = Ω(JY,X) = 0, the 2nd derivatives of Ω can be expressed by 1st
derivatives of Ω and find
τh(∇∇PF )x(X,Y ) = [hY,ΦY ]Ω(X,JX) − [hX,ΦX]Ω(JY, Y )
+ ΦX
(∑
cycl
Ω([JY, hX], hY )
)
− hX
(∑
cycl
Ω([JY,ΦX], hY )− Ω([JY,ΦY ],X)
)
− ΦY
(∑
cycl
Ω([JX, hX], hY )
)
+ hY
(∑
cycl
Ω([JX,ΦX], Y )− Ω([JX,ΦY ],X)
)
,
containing only 3rd order derivatives of F . The compatibility condition is satisfied if and only if
τh(∇∇PF )x = 0 which is equivalent to equation (17).
Remark 3.4. In an adapted basis (8) we have
iΓΩ = 0 ⇐⇒ Ω(hi, hj) = 0, 1 ≤ i, j ≤ n, (20a)
iΦΩ = 0 ⇐⇒ Ω(vi, hj) = 0, 1 ≤ i, j ≤ n, i 6= j, (20b)
iSΩ = 0 ⇐⇒ Ω(vi, hn) = Ω(hi, hn) = 0, 1 ≤ i ≤ n, (20c)
hence, using the notation aij = Ω(vi, hj) the only nonzero components of Ω are
aii = Ω(vi, hi), i = 1, . . . , n−1. (21)
Moreover, because the Hessian of F must be positive quasi-definite, the terms in (21) are posi-
tives.
Corollary 3.5. In an adapted basis (8) the compatibility condition (17) can be expressed as
βiij(Lviaii)+β
j
ij(Lvjajj)+γ
i
ij(Lhiaii)+γ
j
ij(Lhjajj)+
n∑
k=1
αkijakk = 0, (22)
where 1≤ i, j≤n, aij=Ω(vi, hj) and the summation convention is not applied. The α
k
ij, β
k
ij , γ
k
ij
are functions in a neighborhood of x ∈ TM determined by the Lie bracket of the elements of the
local basis (8).
If {ξi, νi}1≤i≤n is the dual basis of (8), then X = ξ
i
Xhi + ν
i
Xvi and using dΩ = 0 and from
(20) we get
Lviajj = Ω([vi, vj ], hj)+Ω([vj , hj ], vi)+Ω([hj , vi], vj) =ξ
i
[hj ,vj ]
aii+
(
νj[vi,vj ]+ξ
j
[vi,hj ]
)
ajj,
Lhiajj = Ω([hi, hj ], vj)+Ω([hj , vj ], hi)+Ω([vj , hi], hj)=ν
i
[hj ,vj ]
aii+
(
ξj[hj,hi]+ν
j
[vj ,hi]
)
ajj,
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where i, j ∈ {1, ..., n} and the summation convention is not applied. Then (17) can be expressed
as
κiijaii + κ
j
ijajj +
n∑
k=1
θkijakk + (λj−λi)
(
L[hj ,vj ]aii − L[hi,vi]ajj
)
= 0, (23)
where the functions κiij and θ
k
ij are
κiij =λj
(
Lvjξ
i
[hi,hj]
− Lvjν
i
[hj ,vi]
−Lhjν
i
[vi,vj ]
+Lhjξ
i
[vj ,hi]
)
+ λi
(
νi[vi,[hj,vj ]] (24a)
−ξi[[hj,vj ],hi]−ν
j
[vj ,hi]
ξi[vj ,hj ]−ξ
j
[hi,hj]
ξi[hj ,vj ]−ν
j
[vj ,vi]
νi[vj ,hj]−ξ
j
[vi,hj ]
νi[hj,vj ]
)
θkij =(λi − λj)
(
ξk[hj,vj ]ν
k
[hi,vi]
− ξk[hi,vi]ν
k
[hj,vj ]
)
, (24b)
1 ≤ i, j, k ≤ n. In particular, the coefficients of the third order terms in (23) appearing in the
Lie derivative terms are:
βiij = λjν
i
[vj ,hj ]
, γiij = λjξ
i
[vj ,hj ]
. (25)
Definition 3.6. We say that the higher order compatibility condition of the spray S is reducible,
if the coefficients βiij , γ
i
ij are identically zero.
Remark 3.7. In the reducible case the third order condition can be identically zero or may
represent a second order compatibility condition. From (25) it is clear that when the spray
has distinct Jacobi eigenvalues, then the higher order compatibility condition of the spray S is
reducible if and only if the eigen-distributions Di := Span{hi, vi}, 1 ≤ i ≤ n are involutives.
4 The three dimensional case
In the previous chapter we investigated the integrability condition of the extended Rapcsa´k
system completed with the curvature condition. We determined the compatibility condition
to lift a second order solution into a third order solution (Proposition 3.1) and an extra higher
order compatibility condition appearing to lift a second order solution into a third order solution
(Proposition 3.3). In this chapter we focus on the case, when M is a 3−dimensional manifold
and the spray is non-isotropic. We consider the generic situation, when the eigenvalues of the
Jacobi endomorphism are pairwise distinct. We identify the special cases when the integrability
conditions are satisfied and by computing the higher order Spencer cohomology groups we prove
that the system has no further compatibility condition.
4.1 Extended Rapcsa´k system with curvature condition
Let S be a spray on the 3-manifold M and let us consider the second order PDE operator P
given by (6) where the eigenvalues of the Jacobi tensor Φ are pairwise different.
The first compatibility conditions
The compatibility condition to lift a second order solution of P into a third order solution is
given by (9) and (10). Then, in the dimM = 3 case, we can have the following
Remark 4.1. The compatibility condition (9) is identically satisfied.
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Indeed, Φ is semi basic 1-1 tensor and from iSΦ = 0 we have iS [Φ,Φ] = 0. Evaluating the semi
basic 3-form i[Φ,Φ]Ω on the 3-dimensional horizontal space by using the second equation of (2)
we get that
i[Φ,Φ]Ω(h1, h2, h3) =
cycl∑
123
Ω
(
[Φ,Φ](h1, h2), h3
)
= iSΩ
(
[Φ,Φ](h1, h2)
)
= 0.
Remark 4.2. Introducing Φ′ := v◦[S,Φ]◦h, the semi basic dynamical covariant derivative of Φ
(see [5, 11]), the integrability condition (10) can be written as
iΦ′Ω = 0. (26)
Indeed, we have Φ′(S) = v[S,Φ]S = v[S,ΦS] − Φ([S, S]) = 0, thus (26) is satisfied if and only
if iΦ′Ω(h1, h2) = 0. Moreover, F being a second order solution, we have (16), and in particular
Ω([v1, h2], S) = 0 and Ω(h1, h2) = 0 at x. Using hi = [J, S]hi = [vi, S] − J [hi, S], i = 1, 2 and
h3=S we can obtain that the condition (10) is
(10) = Ω([v1, h2], S) + Ω([h2, S], v1) + Ω([S, v1], h2)
= Ω([h2, S], v1)− Ω(J [h1, S], h2) = Ω([h2, S], v1)− Ω(v2, [h1, S]).
(27)
On the other hand, from to iΦΩ = 0 we have
Ω(Φ[hi, S], hj) = Ω(Φhj , [hi, S]) = λjΩ(vj , [hi, S]), i, j = 1, 2, i 6= j, (28)
therefore,
iΦ′Ω(h1, h2) = Ω(Φ
′(h1), h2)− Ω(Φ
′(h2), h1)
= Ω
(
[Φh1, S]− Φ[h1, S], h2
)
− Ω
(
[Φh2, S]−Φ[h2, S], h1
) (28)
=
= λ1Ω(J [h1, S], h2)− λ2Ω(v2, [h1, S])− λ2Ω(J [h2, S], h1) + λ1Ω(v1, [h2, S])
= λ1Ω(v2, [h1, S])− λ2Ω(v2, [h1, S])− λ2Ω(v1, [h2, S]) + λ1Ω(v1, [h2, S])
= (λ1 − λ2)(Ω(v2, [h1, S]) + Ω(v1, [h2, S])).
Comparing the result with (27) we obtain Remark 4.2.
Higher order compatibility conditions
From [13, Chapter 5] we know that the Spencer cohomology group H2,2 is nonzero and there
are extra compatibility conditions arising for the first prolongation of P. This compatibility
condition was calculated in Proposition 3.3. Now we compute all the higher order Spencer
cohomology groups Hm,2 for m ≥ 3. We have
Lemma 4.3. For any m ≥ 3 the Spencer cohomology group Hm,2 is trivial.
Let us consider the following Spencer-sequence
0→ gm+2
i
−→ T ∗ ⊗ gm+1
δm1−−−→ Λ2T ∗ ⊗ gm
δm2−−−→ Λ3T ∗ ⊗ gm−1 −→ . . . (29)
where i is the inclusion, δm1 and δ
m
2 are the Spencer operators skew-symmetrizing the first two,
resp. three variables. To prove the lemma we have to show that Hm,2 = Ker δm2 /Im δ
m
1 = 0, that
is Ker δm2 = Im δ
m
1 . Since one has Im δ
m
1 ⊂ Ker δ
m
2 , it is enough to show that the dimension of
the two spaces are equal.
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Step 1: computation of rank δm1 . Since the sequence (29) is always exact in the first two
term we have
rank δm1 = dim (T
∗⊗ gm+1)− dim (gm+2). (30)
Let us find the general formula for the dimension of gm by determining how many free tensor
components can be chosen to determine its elements. The computation is similar to that of
dim g3 on page 6. The equations characterizing an element of A ∈ gm(P) in S
mT ∗ are the
prolongations of the equations (13a)–(13c):
A(. . . , v3) = 0, (31a)
A(. . . , hk, vl)−A(. . . , hl, vk) = 0, k, l = 1, 2, 3, k 6= l, (31b)
A(. . . , vk, vl) = 0, k, l = 1, 2, 3, k 6= l. (31c)
Hence the tensor components of the horizontal block
(
A(hi1 . . . him)
)
are totally symmetric and
contains Cr3,m free components. The
(
Ahi1 . . . him−1 , vim
)
block is totally symmetric and if one
of the indices is 3, then that tensor component is zero. Therefore there are Cr2,m free component
in such a block. In the blocks containing at least two vertical vectors only the A(hki , v
m−k
i ),
(i = 1, 2, k = 0, . . . ,m− 2) are free, where we use the upper index to denote the multiplicity of
the vector. Summing the number of free components we find
dim gm =C
r
3,m + C
r
2,m + (m− 1) C
r
1,m,
and from (30) we get
rank δm1 = 2n · dim gm+1 − dim gm+2 =
5m2+53m+38
2
. (32)
Step 2: computation of Ker δm2 . We will compute how many independent tensor components
characterize an element B of Ker δm2 in Λ
2T ∗⊗SmT ∗. We can remark that there is no restriction
to the purely horizontal blocks in gm(P), therefore we can use the exact sequence
0 −→ Sm+2T ∗v
i
−→ T ∗v ⊗S
m+1T ∗v
δm1,v
−−−→ Λ2T ∗v ⊗ S
mT ∗v
δm2,v
−−−→ Λ3T ∗v ⊗ S
m−1T ∗v −→ . . . ,
where δm1,v and δ
m
2,v are the restriction of δ
m
1 and δ
m
2 on the corresponding subspaces. We get
nul δm2,v = rank δ
m
1,v = dim(T
∗
v ⊗ S
m+1T ∗v )− dim(S
m+2T ∗v ) = C3,2 C
r
3,m+1 − C
r
3,m+2,
and the number N0 = rank δ
m
2,v of the independent equations characterizing the horizontal
components of B in Λ2T ∗⊗SmT ∗ is
N0=dim
(
Λ2T ∗v ⊗S
mT ∗v
)
−nul δm2,v = C3,2 C
r
3,m−(C3,2 C
r
3,m+1−C
r
3,m+2) =
m2 +m
2
. (33)
In the sequel we characterize the number of independent equations on the tensor components
of B having at least one vertical vector in its argument. For simplicity we also use the notation
for the element of the basis (8)
{e1, ..., e6} = {h1, h2, h3, v1, v2, v3} . (34)
In particular, we have S=h3= ee and C = v3= e6. Depending on which is more advantageous
to express the computation, we use both the notation (8) and (34) for the elements of the basis.
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An element B ∈ Λ2T ∗ ⊗ gm is skew-symmetric in the first two variables, symmetric in the last
m variables and from (31a) – (31c) we get for any 1 ≤ i, j ≤ 6
B(ei, ej , . . . . . . , e6) = 0, (35a)
B(ei, ej , . . . , e1, e5)−B(ei, ej , . . . , e2, e4) = 0, (35b)
B(ei, ej , . . . , e3, e4) = 0, B(ei, ej , . . . , e3, e5) = 0, B(ei, ej , . . . , e4, e5) = 0. (35c)
In order to simplify even further the computation we use the earlier introduced upper index
notation for the multiplicity in the tensor components and we set
Eijk(e
r1
l1
. . . ersls ) := E(ei, ej , ek, e
r1
l1
. . . ersls ) =
cycl∑
ijk
B(ei, ej , ek, e
r1
l1
. . . ersls ).
The indexes 1 ≤ i, j, k ≤ 6 in Eijk make always reference to the indexes with respect to the basis
(34). E is skew-symmetric in the first three variables and symmetric in the last m− 1 variables.
Then, the equations characterizing Ker δr2 are
Eijk(e
r1
l1
. . . ersls ) = 0, r1 + · · · + rs = m. (36)
Here we are interested in the equations containing components with at least one vertical vector.
Many of the equations (36) are trivially satisfied because the summed terms are zeros, listed in
(35). We will investigate the remaining nontrivial equations whose complete list is
E(ei, ej , ek, v
m−1
1 ) = 0, (37a)
E(ei, ej , ek, v
m−1
2 ) = 0, (37b)
E(ei, ej , ek, h
m−l−1
1 , v
l
1) = 0, l ≥ 2, (37c)
E(ei, ej , ek, h
m−2
1 , v1) = 0, (37d)
E(ei, ej , ek, h
m−l−1
2 , v
l
2) = 0, l ≥ 2, (37e)
E(ei, ej , ek, h
m−2
2 , v2) = 0, (37f)
E(ei, ej , ek, h
l
1, h
m−l−2
2 , v2) = 0, l ≥ 1, (37g)
E(ei, ej , ek, h
m−2
1 , v2) = 0, (37h)
E(hi, vj , vk, h
l
1, h
s
2, h
m−(l+s+1)
3 ) = 0, s, l ≥ 0, (37i)
E(hi, hj , vk, h
l
1, h
s
2, h
m−(l+s+1)
3 ) = 0. (37j)
We will determine how many independent equations are between (37). Because of the skew-
symmetric property of (36) in the indices i, j, k it is enough to consider equations with i<j<k
in each blocks. We set H
c
:={1, . . . , 6}\H, and whenever p appears in the formulas below, then
it completes the some of the exponents to the value m− 1.
1. Equation (37a): trivially holds if i, j, k ∈ {1, 4}
c
. The remaining equations are linearly
independent: The pivot tensor components are B(ei, ej , e1, e
m−1
4 ) for i < j, i, j 6= 4 and
B(ei, ej , e
m
4 ) for i < j, i, j ∈ {1, 4}
c
. Therefore, we have N1 = 16 independent equations
in this block.
2. Equation (37b) is similar to the previous one: It holds trivially if i, j, k ∈ {2, 5}
c
. The re-
maining equations are linearly independent: The pivot tensor components are B(ei, ej , e
m
5 )
for i < j, i, j 6= 5 and B(ei, ej , e2, e
m−1
5 ) for i < j, i, j ∈ {2, 5}
c
. Here we have N2 = 16
independent equations.
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3. Equation (37c): For each fixed l ≥ 2 four equations trivially hold when i, j, k ∈ {1, 4}
c
.
Further six nontrivial relations exist:
E1ij(e
p
1, e
l
4) = E4ij(e
p+1
1 , e
l−1
4 ), i<j, i, j ∈ {1, 4}
c. (38)
For the rest we can observe that the equations with l and (l− 1) e4-exponents are related.
The only independent equations are E1jk(e
m−l
1 , e
l−1
4 ) = 0 where i<j, 2 ≤ l. Therefore, we
have N3 = C5,2 C
r
2,m−4 independent equations.
4. Equation (37e) is similar to the previous one: For each fixed l ≥ 2 there are four trivial
equations when i, j, k ∈ {2, 5}
c
and six nontrivial relations
E2ij(e
p
2, e
l
5) = E5ij(e
p+1
2 , e
l−1
5 ), i<j, i, j ∈ {2, 5}
c. (39)
The equations with l and (l − 1) e5-exponents are related and the independent equations
are E2jk(e
m−l
2 , e
l−1
5 ) where i < j, 2 ≤ l. Therefore, we have N4 = C5,2 C
r
2,m−4 independent
equations.
5. Equation (37d) and (37f): there are N5 = 32 independent equations given by Eijk(e
m−2
1 , e4)
and Eijk(e
m−2
1 , e4) where i = 1, 2, i<j<k.
6. Equation (37g): when i, j, k ∈ {1, 2}
c
, then the equation is trivially satisfied. Moreover,
there are six nontrivial relations in this block:
E1jk(e
l
1, e
p
2, e5) = E2jk(e
l+1
1 , e
p−1
2 , e5), j<k, j, k ∈ {1, 2}
c. (40)
The independent equations are E1jk(h
l+1
1 , h
p
2, v2) where 1 < j < k, 1 < l, therefore here
there are N6 = C5,2 · C
r
2,m−4 independent equations. We remark that the equations with
interchanging v1 and v2 do not need to be considered because of (35b).
7. Equation (37h): there are four trivial equations and six more nontrivial relations, exactly
as in the case of (37g). Moreover, there are further relations coming from (35b) since
E1jk(e
m−3
1 , e2, e4) = E2jk(e
m−2
1 , e4), j < k, j, k ∈ {1, 2}
c
The independent equations are E12k(e
m−2
1 , e5), 3 ≤ k ≤ 6, so we have here N7 = 4 inde-
pendent equations.
8. Equation (37i): For 0≤ l≤ m−1 (resp. 0≤ l, s≤m−1) we have the following relations:
E1jk(h
l
1, h
p
2) = E2jk(h
l+1
1 , h
p−1
2 ) + E12k(e
l
1, e
p−1
2 , ej), j, k ≥ 4,
E1jk(h
l
1, h
s
2, h
p
3) = E3jk(h
l+1
1 , h
s
2, h
p−1
3 ), j, k ≥ 4,
E2jk(h
l
1, h
s
2, h
p
3) = E3jk(h
l
1, h
s+1
2 , h
p−1
3 ), j, k ≥ 4,
E1j6(h
l
1, h
p
2, h3) = E3j6(h
l+1
1 , h
p
2) + E136(h
l
1, h
p
2, vj), j = 4, 5,
E2j6(h
l
1, h
p
2, h3) = E3j6(h
l
1, h
p+1
2 ) + E136(h
l−1
1 , h
p+1
2 , vj), j = 4, 5.
The E1jk(h
m−1
1 ), E3jk(h
l
1, h
s
2, h
p
3), and E2jk(h
l
1, h
p
2), 4 ≤ j < k ≤ 6, l, s ≥ 0 give N8 =
C3,2 + C3,2C
r
3,m−1 + C3,2C
r
2,m−1 independent new equations.
9. Equation (37j): for 0 ≤ l, s, p ≤ m− 1, l + s+ p = m− 1 the relations are
E12i(h
l
1, h
s
2, h
p
3) = E13i(h
l
1, h
s+1
2 , h
p−1
3 )− E23i(h
l+1
1 , h
s
2, h
p−1
3 ), i = 4, 5, 6,
where we use that E123(h
l
1, h
s
2, h
p−1
3 , vi) = 0. Hence the independent equations are E12i(h
l
1, h
p
2),
E13i(h
l
1, h
s
2, h
p
3), E23i(h
s
1, h
l
2, h
p
3) where 0≤ l, 1≤s, l+s+p+1≤m, 4≤ i≤6. Therefore there
are N9 = C3,1 C
r
2,m−1 + 2 C3,1 C
r
3,m−1 independent equations.
15
Finally, we get that
dimKer δm2 = dim(Λ
2T ∗ ⊗ gm)−
9∑
i=0
Ni =
5m2 + 53m+ 38
2
. (41)
Comparing (30) and (41) we get rank(δm1 ) = nul(δ
m
2 ) therefore, Im δ
m
1 =Ker δ
m
2 and H
m,2 = 0.
Theorem 4.4. Let S be a non-isotropic spray on a 3-dimensional manifold with distinct Jacobi
eigenvalues. Then the PDE operator P defined in (6) is formally integrable if and only if
1. Φ′ ∈ Span{J,Φ}
2. The compatibility condition (17) is satisfied.
Proof. Using Proposition 3.1 with Remark 4.1 and Remark 4.2 we get that the first condition
of Theorem 4.4 guaranties that any 2nd order solution of P can be prolonged into a 3rd order
solution. Using Proposition 3.3 we get that if the second condition of Theorem 4.4 holds then
any 3nd order solution of P can be prolonged into a 4th order solution. Moreover, Lemma 4.3
shows that the Spencer cohomology groups Hm,2 are trivial and therefore there is no higher
order compatibility condition for P that is, any mth order solution can be prolonged into a
(m+ 1)st order solution, m ≥ 4. Therefore, we obtain the formal integrability of P.
Corollary 4.5. Let S be a non-isotropic analytic spray on a 3-dimensional analytic manifold
with distinct Jacobi eigenvalues. If the higher order compatibility condition is reducible and the
conditions 1 and 2 of Theorem 4.4 are satisfied, then S is locally projective metrizable.
Proof. Indeed, in the analytic case, for any initial data there exists a local analytic solution of P.
Choosing an initial data compatible with the positive quasi-definite criteria, one can obtain an
analytic solution F such that F 2 is locally positive definite. The spray associated to the Finsler
function F will be projective equivalent to S, that is S is locally projective metrizable.
4.2 Reducible case: the complete system
In the previous subsection we investigated the integrability of the extended Rapcsa´k system
completed with curvature condition. When the conditions 1. or 2. of Theorem 4.4 is not satisfied,
then the PDE system P corresponding to the projective metrizability is not integrable. As usual,
the necessary compatibility condition should be added to the system and restart the analysis
of the enlarged system. In this section we consider the case where this extra compatibility
condition is of second order.
We remark that the extended Rapcsa´k system is composed by equations on the components
the 2-form Ω = ddJF whose potentially nonzero components are listed in (21). When dimM = 3,
there are only two such components: Ω(v1, h1) and Ω(v2, h2). The extra compatibility condition
gives a new relation between these two components. In the adapted basis this equation can be
written as
η1 Ω(v1, h1) + η2 Ω(v2, h2) = 0, (42)
where η1 and η2 are well defined function on TM determined by the spray S.
Remark 4.6. If (42) is nontrivial but one of the ηi vanishes, then one of the aii = Ω(vi, hi),
i = 1, 2 must be zero. Consequently, P has no positive quasi-definite solution and the spray is
not projective metrizable.
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In the sequel we suppose that η1 6= 0 and η2 6= 0. The second order PDE operator corresponding
to (42) will be denoted by
PΨ : C
∞(TM)→ C∞(TM), PΨ(F ) = η1Ω(v1, h1) + η2Ω(v2, h2).
The PDE operator corresponding the completed system is P˜ := (P, PΨ) i.e.:
P˜ = (PC , PΓ, PΦ, PΨ). (43)
Remark 4.7. If F is a solution of P˜ then for any k∈N the LkΩ (the kth order Lie derivatives
of Ω) can be calculated algebraically from Ω.
Proof. It is sufficient to check this property for the Lie derivatives with respect to the element
of the adapted basis (8). According the Remark 3.4, the only nonzero components of Ω are
a11 = Ω(v1, h1) and a22 = Ω(v2, h2). Using dΩ = 0 and equation (20) with (42) we can find for
the Lie derivatives of a11 the following:
Lh2a11=h2Ω(v1, h1)=Ω([h2, v1], h1)+Ω([v1, h1], h2)+Ω([h1, h2], v2),
Lv2a11=v2Ω(v1, h1)=Ω([v2, v1], h1)+Ω([v1, h1], v2)+Ω([h1, v2], v1),
Lh1a11=h1Ω(v1, h1)=h1
(
η2
η1
Ω(v2, h2)
)
=h1
(
η2
η1
)
Ω(v2, h2)+
η2
η1
h1Ω(v2, h2)
=h1
(
η2
η1
)
Ω(v2, h2)+
η2
η1
(
Ω([h1, v2], h2)+Ω([v2, h2], h1)+Ω([h2, h1], v2)
)
,
Lv1a11=v1Ω(v1, h1)=v1
(
η2
η1
Ω(v2, h2)
)
=v1
(
η2
η1
)
Ω(v2, h2)+
η2
η1
v1Ω(v2, h2)
=v1
(
η2
η1
)
Ω(v2, h2)+
η2
η1
(
Ω([v1, v2], h2)+Ω([v2, h2], v1)+Ω([h2, v1], v2)
)
.
On the right hand side of the above expressions there are only terms containing Ω but not its
derivatives. We remark that all these terms can be expressed as linear combinations of a11 and
a22. Any further derivatives can be computed the same way. We can find the formula for the
derivatives of a22 by interchanging the indexes 1↔ 2.
Corollary 4.8. The system (43) is complete in the sense that either all compatibility conditions
are satisfied or the spray is not projective metrizable.
Proof. Indeed, according to Remark 4.7, if there is a non-trivial extra compatibility condition
for P˜ then it can be expressed algebraically with Ω, that would give a new and independent
linear (homogeneous) equation between a11 and a22. Consequently, from Remark 3.4 we get
that only the trivial solution (aij = 0) exists.
Compatibility conditions
To compute the compatibility conditions of P˜ , we can follow the methods presented in the
previous chapter. The symbol of P˜ and its prolongations are
σ2(PΨ) :S
2T ∗ −→ R,
(
σ2(PΨ)A
2
)
= f1A
2(v1, v1) + f2A
2(v2, v2),
σ3(PΨ) :S
3T ∗ −→ T ∗,
(
σ3(PΨ)A
3
)
(X) = f1A
3(X, v1, v1) + f2A
3(X, v2, v2),
σ4(PΨ) :S
4T ∗ −→ S2T ∗,
(
σ4(PΨ)A
4
)
(X) = f1A
4(X,Y, v1, v1) + f2A
4(X,Y, v2, v2),
Ak ∈ SkT ∗ and X,Y ∈ T . Using the map τ and τh defined in (11) and (19) respectively, we can
consider the extended obstruction map:
τ˜ := (τ, τ˜1, τ˜2), τ˜
1 := (id⊗τ˜ , τh, τ˜3, τ˜4, τ˜5, τ˜6)
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where
τ˜1(B) = BΨ(C)−f1BC(v1, v1)−f2BC(v2, v2),
τ˜2(B) = BΨ(S)−
f1
2 BΓ(v1, S, h1)−
f2
2 BΓ(v2, S, h2)−
f1
λ1
BΦ(h1, h1, S)−
f2
λ2
BΦ(h2, h2, S),
τ˜3(B˜) = B˜Ψ(v1, v2)−
f1
λ1−λ2
B˜Φ(v1, v1, h1, h2)−
f2
λ1−λ2
B˜Φ(v2, v2, h1, h2),
τ˜4(B˜) = B˜Ψ(h1, h2)−
f1
2 B˜Γ(h1, v1, h2, h1)−
f2
2 B˜Γ(h2, v2, h1, h2)
− f1
λ1−λ2
B˜Φ(h1, h1, h1, h2)−
f2
λ1−λ2
B˜Φ(h2, h2, h1, h2),
τ˜5(B˜) = B˜Ψ(h1, v2)−
f1
λ1−λ2
B˜Φ(h1, v1, h1, h2)−
f2
2 B˜Γ(v2, v2, h1, h2)−
f2
λ1−λ2
B˜Φ(v2, h2, h1, h2),
τ˜6(B˜) = B˜Ψ(v1, h2) +
f1
2 B˜Γ(v1, v1, h1, h2)−
f1
λ1−λ2
B˜Φ(h1, v1, h1, h2)−
f2
λ1−λ2
B˜Φ(h2, v2, h1, h2),
and B = (BC , BΓ, BΦ, BΨ) denotes an element of T
∗⊗
(
T ∗×Λ2T ∗v ×Λ
2T ∗v × T
∗
)
and B˜ =
(B˜C , B˜Γ, B˜Φ, B˜Ψ) denotes an element of S
2T ∗⊗
(
T ∗×Λ2T ∗v ×Λ
2T ∗v ×T
∗
)
. Then
Imσ3(P˜) = Ker τ˜ , Imσ4(P˜) = Ker τ˜
1. (44)
The compatibility conditions of the PDE operator P˜ can be calculated:
τ˜1(∇P˜F ) = (LCf1)Ω(v1, h1) + (LCf2)Ω(v2, h2),
τ˜2(∇P˜F ) = 2f1Ω([S, v1], h1) + 2f2Ω([S, v2], h2) + (LSf1)Ω(v1, h1) + (LSf2)Ω(v2, h2),
τ˜3(∇
2P˜F ) = (v1(v2f1))Ω(v1, h1) + (v1(v2f2))Ω(v2, h2) + f2[v1, v2]Ω(v2, h2)
+ (v2f1)v1Ω(v1, h1) + (v1f1)
(
cyc
∑
Ω([v2, v1], h1)
)
+ (v2f2)
(
cyc
∑
Ω([v1, v2], h2)
)
+ (v1f2)v2Ω(v2, h2) + f1v1
(
cyc
∑
Ω([v2, v1], h1)
)
− f2v2
(
cyc
∑
Ω([v2, v1], h2)
)
,
τ˜4(∇
2P˜F ) = (h1(h2f1))Ω(v1, h1) + (h2f1)h1Ω(v1, h1) + (h1f1)h2Ω(v1, h1)
+ h1(h2f2)Ω(v2, h2) + (h2f2)h1Ω(v2, h2) + (h1f2)h2Ω(v2, h2)
+ f2[h1, h2]Ω(v2, h2) + f1h1
(
cyc
∑
Ω([h2, v1], h1)
)
− f2h2
(
cyc
∑
Ω([v2, h1], h2)
)
,
τ˜5(∇
2P˜F ) = (h1(v2f1))Ω(v1, h1) + (v2f1)h1Ω(v1, h1) + (h1f1)v2Ω(v1, h1)
+ (h1(v2f2))Ω(v2, h2) + (v2f2)h1Ω(v2, h2) + f1h1
(
cyc
∑
Ω([v2, v1], h1)
)
+ (h1f1)Ω(v2, h2) + f2[h1, v2]Ω(v2, h2)− f2v2
(
cyc
∑
Ω([v2, h1], h2)
)
,
τ˜6(∇
2P˜F ) = (v1(h2f1))Ω(v1, h1) + (h2f1)v1Ω(v1, h1) + (v1f1)h2Ω(v1, h1)
+ (v1(h2f2))Ω(v2, h2) + (h2f2)v1Ω(v2, h2) + f1v1
(
cyc
∑
Ω([h2, v1], h1)
)
+ (v1f2)h2Ω(v2, h2) + f2[v1, h2]Ω(v2, h2)− f2h2
(
cyc
∑
Ω([v2, v1], h2)
)
.
Then, using Remark 4.7, the above expressions can be written as
τ˜i(∇P˜F ) = η
i
1Ω(v1, h1) + η
i
2Ω(v2, h2) i = 1, 2,
τ˜j(∇
2P˜F ) = ηj1Ω(v1, h1) + η
j
2Ω(v2, h2) j = 3, 4, 5, 6
(45)
where ηki are functions on TM . If we consider the matrix
Θ =
(
η1 η
1
1 . . . η
6
1
η2 η
1
2 . . . η
6
2
)
,
we can have the following
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Proposition 4.9. The operator P˜ is formally integrable if and only if rankΘ = 1.
Proof. Applying the method used in the previous chapter we get that a 2nd order solution F can
be lifted into a third order solution iff τ4(∇P˜F ) = 0 and a 3
rd order solution can be lifted into
a third order solution iff τ14 (∇
2P˜F ) = 0. The compatibility conditions expressed in terms of Ω
can be written as a system of (homogeneous) linear algebraic system equating the right hand
side of (45) to zero. These equations are identically satisfied if and only if they are multiple of
equation (42), that is the rankΘ = 1. Moreover, it is easy to show that (8) is a quasi-regular
basis for the first prolongation of the symbol of P˜, that is the Cartan’s test is satisfied. From
the Cartan-Ka¨hler theorem (Theorem 2.1) we get that P˜ is formally integrable.
Based on Remark 4.6 and Proposition 4.9 we have the following
Theorem 4.10. Let S be a non-isotropic analytic spray on a 3-dimensional analytic manifold
with distinct Jacobi eigenvalues. If Φ′ 6∈ Span{J,Φ} or the compatibility condition (17) is
reducible but not identically zero, then the spray is locally projective metrizable if and only if
η1 · η2 < 0 and rankΘ = 1.
Proof. Under the hypothesis of the theorem, the operator P˜ corresponding to the projective
metrizability is integrable. Considering at any point x ∈ TM a second order solution j2,x
having a11 > 0 and a22 > 0 one can extend it into an analytic positive quasi-definite solution.
Therefore, the spray is locally projective metrizable.
Example
Let us consider a spray locally described by the system of second order differential equation
x¨1 = f
1
(
x1, x3,
x˙1
x˙3
)
·x˙23, x¨2 = f
2
(
x2, x3,
x˙2
x˙3
)
·x˙23, x¨3 = f
3(x3)·x˙
2
3, (46)
where f1, f2 and f3 are analytic functions. The non-zero connection coefficients Γij = −
1
2
∂f i
∂yj
are
Γ11 = −
1
2
∂3f
1 ·y3, Γ
2
2 = −
1
2
∂3f
2 ·y3,
Γ13 =
1
2
∂3f
1 ·y1 − f
1 ·y3, Γ
2
3 =
1
2
∂3f
2 ·y2 − f
2 ·y3, Γ
3
3 = −f
3 ·y3.
Then components of the Jacobi endomorphism can be computed by the formula Φij = −
∂f i
∂xj
−
ΓilΓ
l
j − S(Γ
i
j). The matrix (Φ
i
j) =
(
λ1 0 ⋆
0 λ2 ⋆
0 0 0
)
is upper triangular where the eigenvalues are
λi =
1
2
(
∂13f
i−f3∂33f
i
)
y1y3 +
1
2
(
∂23f
i+f i∂33f
i+f3∂3f
i−2∂1f
i−
1
2
(∂3f
i)2
)
y23,
for i = 1, 2 and λ3=0. The semibasic eigenvectors are
h1 =
∂
∂x1
+
1
2
y3∂3f
1 ∂
∂y1
, v1 =
∂
∂y1
,
h2 =
∂
∂x2
+
1
2
y3∂3f
2 ∂
∂y2
, v2 =
∂
∂y2
,
h3 =
3∑
i=1
yi
∂
∂xi
+
3∑
i=1
y23f
i ∂
∂yi
, v3 =
3∑
i=1
yi
∂
∂yi
,
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where v3=C and h3=S is the spray corresponding to (46).
When λ1, λ2 are zero or λ1, λ2 are nonzero with λ1 = λ2, then the spray is flat or isotropic,
therefore it is projective metrizable (see [13, Corollary 4.7]). When λ1, λ2 are nonzero with
λ1 6= λ2, then the spray S is not isotropic. Computing the semi basic dynamical covariant
derivative of Φ we get Φ′(hi) = v[hi, S] = µivi, (i = 1, 2, 3) where
µi =
1
4
(
y3y3
(
(∂3f
i)2 + 4∂1f
i − 2f i∂33f
i − 2f3∂3f
i
)
+ 2yiy3f3∂33f
i
)
, i = 1, 2,
and µ3 = 0. Therefore Φ
′ = AΦ+BJ with A=(µ1−µ2)/(λ1−λ2) and B=(λ1µ2−λ2µ1)/(λ1−λ2),
that is Φ′ ∈ Span{Φ, J}. Moreover, one has
[v1, h2] = 0, [v2, h1] = 0, [h1, h2] = 0, [v1, h1] ∈ Span(v1), [v2, h2] ∈ Span(v2),
therefore the functions κiij , θ
i
ij, β
i
ij , γ
i
ij in (24a), (24b) and (25) vanish. Hence we have (22)
and from Corollary 3.5 we can obtain that the compatibility condition (17) is satisfied. Using
Theorem 4.4 we get that P defined in (6) is formally integrable and from Corollary 4.5 we obtain
that (46) is locally projective metrizable.
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