Abstract: This paper addresses the problem of stabilization of discrete-time systems including a cone-bounded nonlinearity and a saturating actuator. In the sense of Lyapunov stability, we introduce a new candidate Lyapunov function which takes nonlinearity behavior into account. The local stability criterion is formulated as a set of Bilinear Matrix Inequalities (BMI) conditions. We present an optimization problem in order to guarantee the closed-loop stability aiming the largest basin of attraction, which may be nonconvex, and/or, nonconnected. Furthermore, a simple iterative algorithm is proposed in order to solve our BMI problem. Some numerical examples are presented to highlight the relevance of the new Lyapunov function in regard to the classical quadratic function.
INTRODUCTION
The class of systems formed by a linear system connected to a cone-bounded nonlinearity has been widely studied either in continuous-or discrete-time domains. In the first domain, it is named Lur'e problem, (Khalil (2002) ). Two different types of Lyapunov function are mostly applied for stability purposes: the classical quadratic one and the Lur'e-type, which has a quadratic term and also an integral term in order to take the nonlinearity into account. The original idea was to consider the nonlinearity in the time derivative of the Lyapunov function and to impose this time derivative to be negative by the help of a cone bounded sector condition. This justifies naturally the integral term of the nonlinearity in the Lyapunov function. However, the problem formulation through convex optimization is hard, especially for control synthesis issues. For discrete-time systems, similar efforts have been made to propose frameworks based on Lyapunov theory trying to reduce the conservatism of the classical quadratic function. Again, the idea of including nonlinearity behavior into the Lyapunov function seems interesting. Hence, the basic form of the Lur'e-type function, keeping the nonlinearity integral term, was considered as candidate function either for stability analysis (Haddad and Bernstein (1994) ; Kapila and Haddad (1996) ), or stabilization issues, (Gomes da Silva Jr. et al. (2001) ). These references assume that the considered systems have monotonic increasing nonlinearity. This assumption is necessary to overcome the integral term in the Lyapunov difference by defining an upper-bound with the mean value theorem. This is, actually, a reasonable assumption when the type of nonlinearity is the magnitude saturation. However, this hypothesis can be very conservative. These frameworks are not able to cover, for instance, systems connected to nonlinearities verifying the sector condition but with oscillatory behavior. In fact, it seems that the integral term involving the nonlinearity is not natural in the discretetime domain, as far as the stability problem is given by the Lyapunov function difference, instead of its time derivative.
The nonlinearity integral was also considered for absolute stability in other frameworks in discrete-time, either based on Lyapunov theory (Sharma and Singh (1981)) or on frequency response of the linear part (Jury and Lee (1964a,b) ). In addition of the sector condition for the nonlinearity, these references consider an upper bound restriction for the slope of the nonlinearity instead of its monotonicity. These assumptions allow to upper bound the integral term, similarly to the monotonicity argument. In the sequel of the paper, we will designate all these assumptions by the monotonicity one.
Moreover, linear systems presenting input saturation have motivated many works. In the continuous-time case, (Pittet et al. (1997) ) (see, also, further references) covers local stability analysis by a quadratic and a Lur'e-type Lyapunov functions. Only the quadratic function is used for closed-loop stabilization purposes. In the discrete-time domain, (Hu et al. (2002) ) proposes the saturation function being located inside the convex hull given by two hyperplanes with parameters depending on different state feedback gains. A surprising result is related to the singleinput case where the conditions for the ellipsoid contractivity is necessary and sufficient.
Following this direction, quite a different, but not simpler, class of systems is described as a linear block subject to both types of nonlinearities, a cone-bounded one and an input saturation. Although it represents many practical control problems, few number of works have appeared in the literature. In fact, especially in the discrete-time domain, we mention (Castelan et al. (2006) ). The problem of closed-loop stabilization is studied through LMIs conditions based on the classical quadratic function. Also, a link between the Lyapunov stability and the concept of passivity is proposed.
In this contribution, we will present a new Lyapunov function, including the nonlinearity and avoiding the integral term (Khalil (2002) ) and the extended state proposed in (Iwasaki (2000) ), which is composed of the state and the nonlinearity. Our main motivation is to relax the assumptions on the nonlinearity other than the sectorbounded condition and to design a control which locally stabilizes the origin and maximizes the estimation of the basin of attraction. We will also see that the estimation of the basin of attraction is based on a Lyapunov function level set which may be not convex and disconnected. The new function leads to Bilinear Matrix Inequalities (BMIs) conditions for the stabilization problem. This paper is organized as follows: Section 2 describes the system under consideration, the addressed problem and necessary background for further stabilization conditions. In Section 3, we present our proposed function with a discussion about why it can be considered as a candidate Lyapunov function. An example of function is shown to illustrate some phenomena related to our function. In Section 4, the BMIs conditions ensuring the local stability of the closed-loop system are presented. An optimization problem is formulated and an iterative algorithm is provided in subsections 4.1 and 4.2, respectively. Section 5 shows some numerical results and a brief conclusion is given in Section 6.
Notations. For any vector x ∈ R n , x ≥ 0 states that, ∀ = 1, . . . , n, its components x ( ) are nonnegative. Also, for two vectors x, y of R n , x ≥ y states that
A ( ) denotes the -th row of matrix A. For two symmetric matrices, A and B, A > B means that A − B is positive definite. A denotes the transpose of matrix A. I m (0 m×n ) is the m-order identity matrix (m × n-order null matrix). The operator diag(x) describes a diagonal matrix obtained from vector x. Also, diag(A; B) is a block diagonal matrix of matrices A and B. means the symmetric blocks in matrices. For a symmetric positive-definite matrix M ∈ R n×n , the ellipsoidal set E(M, γ) associated with M is given by {x ∈ R n ; x M x ≤ γ}.
PROBLEM STATEMENT
In this paper, the following class of discrete-time nonlinear systems is considered:
where x k ∈ R n , u k ∈ R m and y k ∈ R p are, respectively, the state, control input and output vector of the system (1) at instant k. Matrices A, B, F and C are real matrices of appropriate dimension.
p is assumed to be decentralized and verifies a cone bounded sector condition, (Khalil (2002) ), i.e., ϕ(0) = 0 and there exists a matrixΩ ∈ R p×p , independent on y, such that
Hence, one has the following matrix inequality
where Λ = diag {λ q } q=1;...;p ∈ R p×p is any diagonal positive definite matrix. Thus, Λ can be used as an optimization variable. If the decentralization assumption (3) does not hold, it is possible to consider the inequality ϕ (y) ϕ(y) −Ωy ≤ 0 described in (Khalil (2002) ; Johansson and Robertsson (2002)) by constraining the degree of freedom Λ such that Λ = λI p . Moreover, we point out thatΩ, being a feature of the nonlinearity, is assumed to be previously known.
Throughout this paper, the control law provided by (Castelan et al. (2006) ) will be used:
where m × n-matrix K is the state feedback gain and m × p-matrix Γ is the nonlinearity feedback gain associated with the nonlinearity ϕ(·). If Γ is defined non trivial, the nonlinearity value must be available either by model estimation or measuring.
Because of the control input u k is subject to actuation limit, the following standard saturation function is considered:
) ∀ = 1, ..., m. The scalar ρ ( ) > 0 means the symmetric saturation limit related to the -component of the control input. In this work, we consider the vector ρ ∈ R m previously known by the designer. Besides, the saturation is described as a generic dead-zone nonlinearity
By replacing u k given in (5) and (7) into (1), the closedloop model is described as
where
Let us define the following set necessary to describe the dead-zone as a generalized sector condition. For a given matrix H ∈ R m×(n+p) , the set S(H, ρ) is defined as
is an element of S( K − J, ρ), then, with the control law u k = Kx k + Γϕ(y k ), the nonlinearity Ψ(u k ) satisfies the following sector condition
for any diagonal positive definite matrix U ∈ R m×m .
Proof 2. This proof comes directly from adapting Lemma 1 from Tarbouriech et al. (2006) (see also Castelan et al. (2008) ).
A NONCONVEX CANDIDATE LYAPUNOV FUNCTION
As previously said, this work tends to present a candidate Lyapunov Function, that will provide the local stability conditions. A feature of this candidate is that it allows to remove the assumption about the monotonicity of the nonlinearity. Consider the following candidate Lyapunov function
where matrix P ∈ R n×n is symmetric positive definite and ∆ ∈ R p×p is diagonal positive definite.
It is simple to show that the relation (3) is equivalent to
The relation (12) implies, with ∆ diagonal positive definite, that ϕ (y)∆Ωy ≤ y Ω ∆Ωy, ∀y ∈ R p . (13) Moreover by developing the sector condition (4) with ∆ as weighting matrix, we have 0 ≤ ϕ (y)∆ϕ(y) ≤ ϕ (y)∆Ωy, ∀y ∈ R p . (14) It is thus possible to define a lower and an upper bounds given by the quadratic functions V (x) = x P x and V (x) = x (P + 2C Ω ∆ΩC)x, respectively, such that
The function V (x; ϕ(Cx)) can be considered as candidate, because it verifies the following properties, due to (13), (14) and P > 0:
The Lyapunov difference defined by
will be treated in the sequel.
The Level Set associated with V (x; ϕ(Cx)) and γ > 0 is given by
which, naturally, is related to the two ellipsoids associated with the upper and lower-bounds V (x) and V (x)
On Fig. 1 , it is possible to see an example of the candidate function, for n = 2, well-bounded by two paraboloids. Only the part of the surfaces (x 2 ≥ x 1 ) is drawn. Remark 3. The Lyapunov function containing the nonlinearity, the Lyapunov difference, given by (16) will depend on ϕ(y k )∆Ωy k and also ϕ(y k+1 )∆Ωy k+1 . Hence, two distinct weighting matrices T and W , which are diagonal and positive definite, are introduced as follows to obtain the global cone-bounded conditions:
and
The class of systems under analysis and the necessary background being established this paper tackles the following problem.
Problem 1. (Closed-loop Stabilization) Determine the control law (5), and the largest possible basin of attraction S 0 ensuring closed-loop local asymptotic stability of system (1).
FEEDBACK CONTROL SYNTHESIS RESULTS
In this section, we present the technical results required to solve Problem 1. Lemma 4. Consider the existence of a symmetric positive definite matrix S ∈ R n×n , positive diagonal matrices Q, R, W ∈ R p×p , U ∈ R m×m , matrices G ∈ R n×n , Y 1 and Z 1 ∈ R m×n , Y 2 and Z 2 ∈ R m×p , such that the following inequality is verified 
Then, the control law
with
Proof 5. By getting Inequality (21) verified, it implies S > 0 and, also, S − G − G < 0. Hence, G is of full rank, with 
The change of basis diag[I n ;
and J 2 = Z 2 W −1 lead to Inequality (38). By applying the Schur complement with P = S −1 , one gets Inequality (39). If we multiply Inequality (39) by the vector [x k ϕ (y k ) Ψ (u k ) ϕ (y k+1 )] at left and its transpose at right, we finally obtain Inequality (28), which ends this proof.
It is noteworthy, that the sector conditions SC ϕ(y k ) ≤ 0 and SC ϕ(y k+1 ) ≤ 0 being global, the Inequality (28) implies that δ k V − 2SC u k ≤ 0. The inequality δ k V ≤ 0 is possible only inside the region where the dead-zone's sector condition (10) is verified.
Lemma 6. Assuming the existence of matrices G ∈ R n×n , symmetric positive definite S ∈ R n×n , positive diagonal matrices Q, R, W ∈ R p×p , U ∈ R m×m and matrices
Proof 7. The proof follows from the classical conditions of inclusion, (Boyd et al. (1994) ). If Inequality (31) is verified, again, it implies 
The change of basis diag G −1 ; W −1 ; 1 , and letting
which, by the Schur complement, with P = S −1 , implies
The multiplication of this last inequality by vector x k = [x k ϕ (y k )] at left and its transpose at right, one gets
Because the sector condition (19) is globally verified, one has that
which implies that for all x k ∈ L V (1) and for any nonlinearity ϕ(·) verifying the sector condition (19). That is V (x k ; ϕ(y k )) ≤ 1 and so, x k ∈ S( K − J, ρ).
Optimization problem related to control synthesis
To reach the specifications stated in Problem 1, as a next step, an optimization problem is formulated to seek the broadest possible basin of attraction. Due to Inequality (21) and Inclusion (32), the Level Set L V (1) is contractive for any nonlinearity ϕ(·) verifying the sector condition (19). Thus, the set L V (1) can be considered as the set S 0 of initial conditions x 0 for which the closed-loop system is asymptotically stable.
The optimization problem consists in calculating the control law defined in (5), with the largest set L V (1), under constraints (21) and (31). In order to achieve the largest possible L V (1), an α-radius ball is included into it. A polyhedral set could be used instead of a ball, but the optimization problem would depend on its vectors' direction. The choice of a ball avoids to select privileged directions. Hence, the condition of inclusion is given by
(40) Once again, because the sector condition is verified, we have
and so, Inclusion (40) is satisfied if
holds, it implies Inequality (42). By applying the Schur complement, with the change of basis diag[I n ; W ; I n ] and defining
Hence, the optimization problem is exposed in Proposition 1: Proposition 1. Assuming the existence of symmetric positive definite matrix S ∈ R n×n , diagonal positive definite matrices Q, R, W ∈ R p×p , U ∈ R m×m , matrices Y 1 and Z 1 ∈ R m×n , Y 2 and Z 2 ∈ R m×p , matrix G ∈ R n×n and a positive scalar µ, the nonconvex optimization problem Proof 8. With Inequality (31) satisfied, the local sector condition SC u k ≤ 0 for the dead-zone is verified inside L V (1), which implies that δ k V ≤ 0, due to Lemma 4. Thus, we have proved asymptotic stability inside L V (1). Finally, by minimizing µ it implies the maximization of the radius of the ball included into L V (1).
Iterative Optimization Algorithm
Clearly, the set of matrix inequalities involved in Proposition 1 are not affine in respect to decision variables, due to the product of multiple variables, namely (by avoiding weighting matrices) G R, G Q, Y 1 Q, Y 2 Q, W Q, W R and U Q. So that, it is not possible to directly apply convex programming. In fact, our problem is described as a BMI problem, which is known being hard to solve. However, by fixing a set of variables, one gets an LMI problem. By exploring this point, we propose an iterative algorithm, though nothing can be guaranteed about its convergence and so, achieving the global optimum µ. The algorithm is described as follows,
(1) Let Q and R positive definite matrices; (2) Solve, for all others variables, the optimization problem of Proposition 1; (3) Set G, U , Y 1 , Y 2 , W to the result of step 2. Solve the optimization problem of Proposition 1, with R > 0 and Q > 0; (4) Let Q and R solution of step 3 and repeat from step 2 while the criterion
≤ is not achieved
is the solution of the optimization problem at i-th iteration; or the maximal number of iterations i max is reached.
ILLUSTRATIONS
In this section some numerical examples are considered. In order to expose the advantages of our proposed framework, we decide to compare with the closest method, (Castelan et al. (2006) ) using a quadratic Lyapunov function, where the optimization cost is replaced by the radius of a α-radius ball inside L V (1). The system matrix A is not Hurwitz and the nonlinearity is given by ϕ(y) = 0.5Ωy (1 + cos(20y)) . By applying the proposed algorithm, with = 0.1%, the following numerical results are obtained after i = 20 < i max iterations. Y 2 = −1.1613; U = 0.5385; Z 2 = 0.0339. Our algorithm leads to µ = 3.3397 and the modified one of (Castelan et al. (2006) ) to µ = 3.3606. The improvement could be seen as minor, nevertheless as depicted on Fig. 3 , the area of our estimation of the basin of attraction was increased by 55% compared to the one in (Castelan et al. (2006) ): A L V = 6.89 and A E = 4.39. Also, our method effectiveness is exposed on Fig. 3 , by considering an initial condition located inside the outtermost disconnected L V (1). The closed-loop system trajectory converges asymptotically to the origin such that every point of the trajectory belongs to L V (1). The matrix A is Hurwitz. Our method is able to provide a better solution for Problem 1: µ = 24.93, than considering a purely quadratic function, µ = 29.29.
Example 3 As a third example, we take the following system, with n = 2; p = m = 1; ρ = 0.5,Ω = 1.5: We can notice that the system matrix A is unstable. The constraints of the method of (Castelan et al. (2006) ) are unfeasible. Our method provides a solution leading to µ = 56.6.
CONCLUSION
A new Lyapunov function is presented, so that, the problem of closed-loop stability of discrete-time systems subject to a cone-bounded nonlinearity and an actuator saturation is studied. The function includes the nonlinearity but without its integral term, commonly used in many references. This new function is able to cover more general cases as it does not require the monotonicity assumption.
With the proposed function, we have developed a local stability criterion by means of BMIs. An optimization problem is presented, aiming the maximization of the basin of attraction and an iterative algorithm is proposed. The framework is tested over three different examples and compared to the quadratic function results, exposing the advantages inherent to the proposed function.
