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Introduction
In the past few years, enormous progress has been made in the study of the basic magnetic interactions in various RT-compounds (R: rare earth, or Y; T: transition metal) (see e.g. [1] ). In many of these materials, the magnetic structures can be described in terms of a two-sublattice model with the following features: at low temperatures, all R-moments are parallel. The same is true for the T-moments. In many cases, the crystalline anisotropy is for the greater part due to the crystalline electric field acting on the R-moments. The ground state, at zero applied field, is collinear (ferromagnetic or antiferromagnetic, depending on the sign of the magnetic coupling between the two moments). In an applied field, however, a non-collinear structure (also called phase) can be formed (see e.g. [2] ). In the absence of crystalline anisotropy, the magnetization curve has then a linear portion: M = ~on/lnl, of which the slope is determined by the (absolute value of the) coupling parameter n (here taken to be negative for anti-ferromagnetic coupling). In practice, the influence of the crystalline anisotropy can be minimized by performing the experiments on an assembly of small, freely (re)orientable, particles (see e.g. [3] ): during the magnetization process, the particles are reoriented in such a way that the crystalline anisotropy energy is minimized. If the T-anisotropy can be neglected, the R-moments remain directed along the easy axis. In this way, from the slope of the linear portion of the magnetization curve, the coupling parameter n can be, and has been, determined.
One may ask, whether this model is not too simple. In ferritic materials it is well known, that a magnetic sublattice sometimes is split in two (antiferromagnetically coupled) subsystems. Moreover, in many of the RT-compounds under consideration, the R-atoms occupy different (but equivalent) crystallographic sites: a splitting in two subsystems might not be unreasonable. Verhoef [3] treats a case, in which, because of the tetragonal local symmetry, the rare-earth moments tend to point into two different (but equivalent) directions. Consequently, here, and in many more cases, a two-sublattice model is not adequate. For instance, even in the case that two different kinds of rare-earth moments are placed on one sublattice, a three-sublattice model is necessary, because the different R-atoms in general have different coupling parameters.
For the ferritic materials just mentioned, extensive studies have been performed of three-sublattice models, including spontaneous breaking up of one sublattice into two (see e.g. Ref. [4] , and references therein). Clark et al. focus attention on the temperature dependence of the sublattice magnetizations [5] . The author, however, is not aware of a systematic study of the effect of an applied field. Recently, a simplified three-sublattice model was applied for the description of the system RMn6_xCrx Sn6 [6] . Here, the Mn-atoms are imagined to occupy two equivalent sublattices (so with equal magnetic moments, and equal coupling parameters with respect to the R-sublattice).
In this article, a complete treatment is offered for the determination of the magnetization curves (i.e. the stable magnetic structures) in a three-sublattice model. Since the magnetization of a subsystem may depend on the effective field acting on that sublattice, general expressions for these effective fields are derived and presented. In this article, however, the moments are taken to be of constant magnitude. In Section 2, the stability criteria are explained, and applied to establish a classification of the possible stable structures. In Section 3, the class "three equal coupling parameters" is treated. In Section 4, the class "only two equal coupling parameters" is shown to yield the most interesting magnetization curves. For this interesting case, the stability criteria for the possible magnetic structures are gathered in Appendix A. The phase diagrams are presented in Appendix B (actually, the magnetization curves with an emphasis on the critical fields, where transitions from a collinear phase to a noncollinear one do occur). In Section 5, the feasibility of the occurrence ofnon-collinear structures is discussed for the most general class "three different coupling parameters". In Section 6, some concluding remarks are gathered and an outlook on further generalizations is offered.
(positive molecular-field constants nij, labelled i ~ j) or antiferromagnetically (nij < 0). The influence of crystalline anisotropy is assumed to be negligible. The moments are placed in an external field #0H. The (free) energy is given by -uoH(M1 + Mz + M3). (1) Using the method of Lagrange multipliers, minimization of the energy with respect to the (directions of the) moments yields the equilibrium conditions below (see Eqs. (2)). These equations can be derived also, in a mathematically clear way, by direct differentiation to e.g. the x and y components only, or, in a physically clear way, by stating that, in order to have a stable configuration, the effective fields acting on each magnetic moment should be oriented along that moment, i.e. can be written as ajMj with positive aj.
Mathematically, aj > 0 is a necessary condition for a (local) minimum of the energy (indeterminate if aj = 0). Moreover, from the following mathematical considerations (leading to e.g. Eqs. (7b) and (11)), or from an obvious physical argumentation, we conclude that the total magnetic moment, Mt = MI + M2 + M3, should be oriented along the applied nonzero field H, i.e. Mt = Q#oH with, similarly, Q/> 0. In order to facilitate later derivations, we add this requirement as a separate equation. The resulting expressions can be arranged as
MI+M2+M3=Mt=Q#oH
(H> 0).
The coefficients aj and the discriminant (determinant of the coefficient matrix of the set of Eqs. (2a)-(2c)) should be non-negative in order to have an energy minimum. The determinant is
Stability criteria, classification
We consider a system of magnetic moments Ml,/1//2,/143, with fixed non-zero magnitudes. The moments are coupled, either ferromagnetically
Taking the components perpendicular to a non-zero field H separately, one finds immediately that in case the determinant D does not vanish, all these components vanish: we have a collinear structure or phase.
At zero field strength the determinant should vanish. A vanishing determinant is also a necessary condition for the occurrence of a non-collinear structure. In the collinear cases Eq. (3) is fulfilled automatically. For non-vanishing D we can determine the parameter Q (the "susceptibility") by inversion of the matrix of the coefficients in Eqs. (2) . Most of the following relations, however, are formulated in such a way that they are also valid and useful for the case that the determinant vanishes.
The elements Qij of the inverse matrix are determined by n 2
DOll ~ mll = a2a3 --23,
Here, DQij is the "ordinary" product of the determinant D and the element Qij, and mij represents the appropriate minor (subdeterminant with appropriate sign). The definitions of mij presented here are of course valid also in case D vanishes.
The minor mll, i.e. the expression at the right-hand side of Eq. (5a), is the discriminant of the energy expression (1) in which the moment MI is fixed, describing the behaviour of the moments M2 and M3 (in different "external" fields #oH+ nl2M1, and #oH+ nl3M1, respectively). Consequently, the minors mii should also be non-negative (whether or not D vanishes 
Other useful, and quite general, relationships are mllM2 = (a3 + n23)poH+ ml2M1,
Hence, mllMt --(a2 + a3 + 2n23)/~oH
Let us first discuss the cases in which the applied field H vanishes. Then, from Eqs. (8a) and (8b) we infer that either all minors have non-zero values (certainly a collinear structure) or all minors do vanish (then a non-collinear structure may occur). In the latter case we have ---n12n13/n23; a2=-n12n23/n13; a3 ------n13n23/n12 .
al
Consequently, since aj should be positive (for all j), a non-collinear zero-field phase can only exist in case all molecular field constants are negative (antiferromagnetic) or in case only one such constant is negative, the other two being positive (ferromagnetic).
In the following, we find the zero-field structures without difficulty as the limits (for vanishing field) of the structures in non-zero field. Hence, in the following we assume non-zero values for H, unless stated otherwise.
Let us further discuss the occurrence of noncollinear structures (or phases), in a finite field.
As stated above, a non-collinear phase is only possible in case D vanishes. Moreover, by interchanging the first colon in the set of Eqs. (2a)-(2c) with the right-hand side, and taking into account that, again, the determinant should vanish in case a non-collinear solution exists (non-zero components perpendicular to Ml should exist), we find that the sum of the minors should vanish: 
For a non-vanishing mii (taken to be mll ) this equation proves the validity of Eq. (3) for the non-collinear case. The parameter Q can be calculated straightforwardly. More in detail, Q should be non-negative. This can be established by considering the expression a2(a2 + a3 + 2n23) --(a2 + n23) 2 + (a2a3 -n23), which is positive ((a2a3 -n~3) = mll > 0), hence
Moreover, Eqs. (8a) and (8b) (2c) have (non-zero) identical right-hand sides, we see immediately, that rank one (i.e. mij = 0 for all i and j) implies the equality of all molecular-field constants, thus again Case I, to be discussed further in Section 3. So, in the remaining part of the present section, we restrict the discussion to the case that the molecular-field constants are not all equal. Then, we have two determining equations (rank 2), which we choose to be, without loss of generality, the Eqs. (2b) and (2c). Above, we showed already that vanishing of roll implies the identity of Eqs. (2b) and (2c), now in contradiction to our present hypothesis. Hence, we can rule out the possibility that mll vanishes.
Let us examine the situation further by assuming that M3 happens to be collinear with H. Then, from Eq. (8b) (with non-collinear H and M1 ), we find m13 = 0, i.e. a2---n12n23/n13, and, hence, mll = -(n23/n13)m12. In combination with mll =--m12 (from Eq. (1 0a)), and recalling that m,1 does not vanish, we find n13 = n23, leading to al = a2 =-nl2. This situation, i.e. nj2 y~ n23 = n13, will be classified as Case II and will be discussed in Section 4.
Another particular situation is a non-collinear state in which for instance M1 and M2 would be collinear, but not collinear with H. Later on, we refer to this stituation as to the pseudo-two-sublattice model. Then, in Eq. (8a), (a3 + n23) should vanish, i.e. a3 = --n23. Inserting this result in the explicit expressions for the minors in Eq. (10a), we can write mll + m12 + m13 = (a2 + n23)(n13 --n23) = 0.
Since we also have mll = -n23(a2 + n23) > 0 (i.e. a2 + n23 does not vanish), we must have n13 = n23. The feasibility of this situation is also discussed in Section 4 (Case II) . The other way round, in case two molecular-field constants are equal, say n13 = n23, we find, for a non-collinear state, 0 = mll + m12 + m13 = (a2 +n12)(a3 + n13). Hence, the two non-collinear states discussed presently (with either a2 + n12 = 0 or a3 + n13 = 0) are the only ones which can exist in Case II.
Finally, we discuss briefly the situation in case //12 Y~ n23 ~ n13 ~//12, classified as Case III and discussed in more detail in Section 5. From the discussion above, it is evident that (still in non-zero field) no minor mii does vanish, so the Eqs. (2a)-(2c) are pairwise independent. Neither of the particular noncollinear structures encountered in Case II can occur here. Still, we shall see in Section 5 that non-collinear phases do exist for certain field and parameter values. From the general discussion in this section, we conclude that these structures are coplanar, and that Eq. (3) holds, with a positive susceptibility Q (see Eq. (12)). For zero field, of course the general remark made above (Eq. (9)) holds here too: a noncollinear phase may exist in case all interactions are antiferromagnetic, or in case only one interaction is antiferromagnetic (see Eq. (9)). It is instructive to write the energy in the form
We rederive quickly some results already mentioned in Section 2. By combining Eqs. (2a) and (3) (and so on) we find
Consequently, a non-collinear state is only possible if
This can only occur in case n < 0, i.e. all interactions are antiferromagnetic and equal. We refer to this possibility as "Case IA". The other possibility, n > 0, will be classified as " Case IF" (see below) . In this case we take (without loss of generality)
In order to indicate the collinear states, we define gl,/32, g3 with
We distinguish the following collinear states or phases, in an obvious notation: Using the notation given above (Eq. (17)), we find for the collinear states:
(aj + n)e.jMj = #oH + nMe [el, e2, e3] 
/8182M1M2; (20c)
(21a)
From Eqs. (21b) and (22) We apply these equations in the more detailed description of the Cases IF (n > 0) and IA (n < 0).
Case IF: n12 = nz3 = n13[= n] > 0. Stable non-collinear states do not exist (see Eq. (15a)): n > 0, so a i would become negative. Indeed, it is easy to show that in any collinear state other than [+ + +], an effective field oriented along H is acting on an oppositely oriented moment. As an example, we consider the effective field acting on M2, in the state [--+] : a2M2 = #oH+ n(M3 + M1), or, using the parameters e j, azezM2 = #OH + ne3M3 + nelM1 with ~1 = e2 = -1 and e3 = 1, yields a2M2 = -#OH -n(M3 -M1 ) < O, evidently having the wrong sign.
So, the only stable state is [+ + +] . This is corroborated by the observation, that, at a certain field H, For the sake of completeness, we remark that also the determinant D and the minors mjj are properly positive (see Eqs. (20)- (22)).
The resulting magnetization curve is very simple indeed:
Mt =Me[+ + +] (constant: type C, see Table 1 ).
Using Eq.(13b), with Mt=-#OH/n (from Eqs. (15b) and (3)), we write the energy of a noncollinear state as (3)), we see that the determinant D and all minors mi2 do vanish, in accordance with the results of the discussion in Section 2 (coefficient matrix of rank one).
From Eq. (24), it is clear that all these states have the same energy (at the same field). Since it is neither possible to construct a vector Mt = MI + M2 + M3 with a magnitude larger than M1 + M2 + M3 (that of the "stretched" vectors M1, M2 and M3), nor with a magnitude smaller than zero or, in case M3 ~>M1 + 
We may compare the energy of the non-collinear states with that of any collinear state. At a certain field, the energy difference between a collinear state (with Mt = Me) and a non-collinear state is
Obviously, the non-collinear states have the lower energy, i.e. are preferred provided they exist. Hence, Eq. (25) defines a lower critical field, H1 (possibly zero) and an upper critical field H2, indicating the field values between which the non-collinear state is the preferred one:
]20H2 = In [(el +M2 +m3 
only the non-collinear states are stable. At lower fields, #0H<<.#0Hl, in the collinear structure [--+] , the effective field acting on The magnetization curve is shown in Fig. 1 (type CLC, see also Table 1 ). In the next section, we show that the critical fields, and the concurrent magnetic phases, in this particular case, do not vary in a large region of n12 values (keeping n13 = n constant).
Case IA[nc]: M3 < (Ml + Me). The non-collinear states exist for the field region
i.e. up to the field where the fully oriented state [+ + +] becomes stable. In the same way as in the previous case, we can show, that no other collinear structure is stable, for any field. The field dependence of the effective fields in the non-collinear phase and in the high-field collinear phase is as given in the previous case. The magnetization curve can be derived directly from Fig. 1 by shifting the origin upwards along the dashed line (type LC, see Table 1 
Case Ih only two equal molecular-field constants
(n12 :/: n23 = n13)
Without loss of generality we assume in this case: M2 ~>Ml.
Notice, that now M3 can adopt any value larger or smaller than M2 or M1, or than M2 + M1 or M2 -M1.
In Section 2, we derived that only two (main) types of non-collinear structures may exist, both eoplanar: In this section, we start by determining the regions (for Mt, and for #0H) where the non-collinear states are stable, together with the subsidiary conditions on the molecular field constants, necessary for the stability of the non-collinear state. Rather than comparing energy expressions, we use the criteria mentioned in Section 2, i.e. aj 90 and mjj = aj-laj+l --n2_l,j+l >~0. Moreover, it must be possible to construct Mt (with the appropriate length at the chosen field value) as the vector sum of/143 and the appropriate Ml2 = M1 + M2. We treated all noncollinear states in this way. In Appendix A we list the stability ranges for all these non-collinear states, together with the effective field parameters aj. Subsequently, we derive the stability ranges for the collinear states, very much in the same way. The stability conditions, the field regions and the effective fields for the collinear states are listed also in Appendix A.
Finally, the way to construct the possible magnetization curves is treated. The results are given in Appendix B.
Although all our actual derivations rest on stability criteria (not on comparing energies), it is instructive to write the energy in the forms
+ / (/./oH)2/n 13
In our discussion, we apply the notation established in Section 3 (Eq. (17) ------nl2(elMi + e2M2) -n13e3M3.
For the derivation of the stability ranges, we have to apply a number of simple mathematical tricks. We restrict ourselves to demonstrate the application of the procedure in some detail to one non-collinear state (chosen to be the state [ncF] ) and, for the collinear states, after some general derivations, also to one collinear state in particular (chosen to be the state [-++]).
Stability ranges for the non-collinear state [ncF]
[ncF] is the non-collinear state in which Ml and M2 are oriented "Ferromagnetically", i.e. in the same direction (MI2 = Ml + M2).
As stated above, this state may occur in case a3 =-nl3. Since a3 should be non-negative, we have n13 < 0 (we exclude vanishing coupling constants), hence, also a3 > 0. Vectors Mt can be con- (3)) Q= 1/[n~31 (hence, Q > 0). In this way, the range of allowed magnetization values can be established. After multiplication by [nl3l the corresponding range of allowed fields is found.
We proceed by checking the remaining stability criteria. Substracting Eqs. (2a) and (2c) we find aiM1 = ]nl3l(M1 +/142) + nl2M2. From the condition m22 = Inl3[(a, --[nl3[)~>0, we find al/> [nl3l, implying also al > 0. The calculated value of al satisfies this inequality only in case nl2 + [n131~>0. Since we treat Case II, with nl2 ¢ hi3, we should demand nl2 q-tn131 > 0 (hence, m22 > 0). The analogous reasoning with respect to a2 yields no other limitations. Neither do the conditions mlt ~>0 and m33/> 0 (actually, also mll > 0 and m33 > 0). We omit the detailed calculations.
We treated all non-collinear states in this way. In Appendix A we list the stability ranges for all these non-collinear states, together with the effective field parameters aj.
Stability ranges for the collinear states
We start by expressing aj, and so on, in the parameters 8j defined in Eq. (17): 
The stability criteria to be checked are, again, D > 0, aj > 0 and mjj > 0. A consequence of our choice M2 >>-Ml is, that, in the collinear states under consideration, ME should point in the direction of M12. After multiplying Eq. (2a) by a2 and Eq. (2b) by hi2, and adding, we find Eq. Since MI is opposite to Mi2, we have a2 + hiE < 0 (from Eq. (38a)), so necessarily n12 < 0. From Eq. (39a), we infer (#oH -Be[-+ +]) < 0, hence,
Consequently, the state can only be stable in case Be[-++] > 0, i.e. n13M3 . This limitation is only important in case nl3 > 0, and then, for instance excludes the case M2 = MI. We treat the cases n12 < 0, n13 > 0 (Case AF) and nlz < 0, nj3 < 0 (Case AA) separately.
Case AF: n12 < 0, nl3 > 0.
The field range (and stability conditions) can be written as
It is easy to show, that, in the field range indicated, the conditions aj > 0 (j = 1,2, 3) and m33 > 0 are satisfied.
As a last step we investigate the sign of m22 and m33. From Eq. (35a) (exchanging the indices 1 and 2) we find, irrespective of the sign of n 13:
At the limiting values/~oH = 0 and/~oH = Be [-, +, +], we find
MIM3m22 = nl3M2Bc[-,÷,÷] > 0 and

M1M3m22 = (In121 ÷ nl3)M2Bc[-, ÷, +] > O,
respectively. Hence, since m22 has only one contingent positive region (being a maximum parabola as a function of H), it must be positive in the complete interval, mll is equally positive at H = 0, with positive slope nl3Mc + Int2lM1. So, we are at the right-hand side of the minimum, where mll is a monotonously increasing function of H. Hence, it must be positive for all positive field values.
Case AA: nl2 < 0, n13 < 0. For negative nl3 and e2 = e3 = +1, the inequality Eq. (39c) is stronger than (implies) inequality Eq.(39b). Consequently, /~0H > ]n13 [Mc[-,+,+] . This leads to
We see, that this field range exists only in case M2-MI > 0 (excluding M2 =M1), and ]nt3l < 1n12t, implying n12 < n13 < 0 (to be referred to as Case AA < ).
It is, again, easy to show, that, in the field range indicated, the conditions aj > 0 (j = 1,2,3) and m33 > 0 are satisfied. The stability conditions, the field regions and the effective fields for the collinear states are listed also in Appendix A.
We are now in a position to construct the magnetic phase diagrams and the magnetization curves, for any set of parameters satisfying rtl2 • n23 = n13.
In Appendix B we give the complete list of all possible magnetization curves. These curves appear to consist of a sequence of constant and linear portions. This property is the basis of a shorthand type definition, explained in Appendix B.
As an example we treat Case IIAA<, i.e. n12 < n13 < 0. More precisely, we only discuss the situation in case M3>~MI + Mz;M2 > Ml.
We start by listing the critical fields, in decreasing order. These fields are read from the detailed description of the different cases in Appendix A.
BeE+ + ÷1 = In,2t(M2 +Ml) + Int3lM3 (> 0);
Here, we indicated that, in the present situation, only the fields Bc[+ -+] and Bc[--+] may adopt negative values. That means, that we have to distinguish the following possibilities. In each case, the stable structure is given, in an obvious notation, between the appropriate "critical" field values.
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0<[nc3+-]<B¢[+-+]<[+-+]
(and so on, see Case (a)); 
M3 > (In121/ln131)(M2 + M1). Since (Inl2l/lnl3]) > 1
(see above), we have now also the restriction on the moments:
M3 > (ME + M1 ), excluding M3 ----(ME + Ml ). We conclude this section by making two remarks: Remark 1. In the end-points of the stability regions, the criteria for a local minimum are no longer fulfilled. This means, in general, that a second derivative of the energy vanishes, or rather, changes sign, signalling the transition to another stability region. In the above example, and indeed quite generally (see Appendix B), we find, that only one structure is stable given a certain set of nq-parameters and magnetic-moment values, and that all transitions to another regime are of second order. Indeed, jumps in the calculated magnetization curves do not occur. Apart from that, we never have to compare the energies of two competing The small difference between n13 and n23 can be ignored here.
structures: the investigation of the stability appears to be sufficient. Fig. 3 . The applied computer program (see Section 5) introduces a small difference between n13 and n23, strictly speaking not quite according to Case II under discussion here. Nevertheless, we see that the small difference can be ignored in Fig. 2 , but here forces the programme to identify the transition, in this case, as a remnant of the collinear phase [+ -+].
Case IIh three different molecular-field constants
(n12 q: n23 :¢ n13:1[: n12)
In this case, there is no reason to impose any subsidiary condition on MI,M2 and M3. We start by investigating the stability of the non-collinear structures, then that of the collinear states. Finally, the way to construct the magnetization curves is discussed.
Non-collinear structures
In Section 2, we derived already that in the noncollinear phases, the Eqs. (2a)-(2c) are pair-wise independent, whereas the determinant does vanish. Taking into account also the right-hand side of these equations, we conclude that there must be, for instance, a real, non-zero, number ~, such that Eq. (2b) plus a times Eq. (2a) yields (1 + ~) times Eq. (2c). Hence, the coefficients aj and the minors m U can be expressed as functions of the single parameter ~:
Remark 2. In the case that MI = M2, and nl2 < hi3 < 0 (Case IIAA<), in our formalism, strictly speaking, the collinear states [-+ +] 
Inserting the functions of ~ given above, we find
In other words, a necessary condition for the existence of the non-collinear state (corresponding to the chosen value) is, that a triangle can be constructed with sides
of length ](n12 -n13)(l + 1/~)Mll, I(n12 --n23)(1 +
00M21 and ](n23 -n13)M3], respectively. Having constructed the triangle, we can derive the relative orientations of the magnetic moment vectors, as well as that of the total moment. The appropriate field value can now be calculated by applying any one of the Eqs. (2a)-(2c). One may imagine that the constructed triangle is rotated in such a way that the total magnetic moment vector points in the direction of the applied field. We remark here, that for zero applied field the parameter ~ must have the value
For this ~ value, the relations for aj given in Section 2 (Eq. (9)) are easily verified. Of course, the choice of • should be restricted in such a way that the stability criteria are fulfilled (aj >10, mjj >>.0). The quantities aj happen to be monotonous functions of ~ (see Eqs. (40a)- (40c)). Consequently, for any contingent region of ~ values, only the end-points have to be investigated. With regard to the minors mjj, we infer from Eq. (11 ), and the related discussion in Section 2, that, for finite fields H, mjj cannot change sign as long as Mt remains finite. Since the Mt value is limited (Mt ~<M1 + M2 + M3), and since the quantities mjj are continuous functions of ~, also for the minors an investigation of the end-points suffices. This statement remains true in case one of the end-points happens to be the zero-field value given in Eq. (44) (where mjj vanishes). For finite fields, it is obvious, from a physical point of view, that the end-points must correspond to collinear structures, being the limiting triangles in the construction discussed above. Moreover, just as we found in Case II (preceding section), the corresponding field value must be a "critical" field for the collinear structure (for that field value, the determinant vanishes). We refrained from searching for a concise, mathematically sound, proof for these physically plausible properties. We return to this question after a discussion of the stability of the collinear structures.
Collinear structures
In this general case, we used a computer program to find the stability regions for the collinear structures. For a given set of molecular-field constants nij and magnetic moments M1,M2 and M3, the program does calculate the field values at which the determinant D, or rather DQ1 = mll + m12 + m13 vanishes (see Eq. (6b)). In a comparison with Case II (Section 4), one should consider the relations given by Eqs. (36) and (37). Notice, that in a collinear structure, Eqs. (2a)-(2c) just define the quantities aj (and so on) as functions of H.
As a next step, the stability criteria are checked at these field values. Non-stable situations are rejected, the stable ones yield the actual "critical" fields. In view of the discussion of the non-collinear phases above, the ~ values in these end-points are calculated. The program does order the critical fields according to their magnitude. In all cases investigated, we find that the higher critical fields do correspond to collinear structures with higher total magnetic-moment values. Moreover, at any field value we find at most one stable collinear structure (Case II, preceding section, exhibits the same property). Again, whereas for Case II we did investigate all possibilities, in this more general Case III, we did not bother to look for a general, mathematically sound, proof.
Magnetization curves
From a physical point of view, we expect that (in the non-collinear structures) the total magnetic moment will increase with increasing applied field. So, we expect that, in this general case, the magnetization curves do resemble those found in Case Ih constant parts (collinear structures), connected by -in the general case possibly curved -parts corresponding to the non-collinear phases. In fact, the program does calculate the full curves. The magnetization curves for the non-collinear phases are calculated by taking a large number of ~ values, interpolated between the values found for the end-points, i.e. at the "critical fields". For each ~ value, the triangle construction (Eq. (43)) is applied in a calculation of the total magnetic moment and the corresponding field value, in the manner discussed above. The resulting curves do resemble those found in Case II, indeed. Actually, all examples in this article were treated as if they belonged to Case III, just by introducing small deviations between n13 and n23, if necessary (see Figs. 1-4) . In general, strong curvatures can occur, especially in cases where, in a comparison to Case II, an intermediate collinear structure cannot be reached completely. An example is presented in Fig. 5 .
In case, at vanishing applied field, a non-collinear phase does exist (see Fig. 6 ), the program takes the value from Eq. (44), and calculates the total moment, again using the triangle construction discussed above. In the example of Fig. 6 , we have ~=0.5, yielding a total moment Mr(0)= 7.75. These zero-field values are taken to be the starting point for the interpolation procedure, up to the first "critical field" for a collinear structure. 
Concluding remarks
Let us start by remarking that the present "threesublattice model without anisotropy" does contain all the results of the "two-sublattice model without anisotropy" (as a part of Case II) and also of the "symmetric three-sublattice model without anisotropy" (considering MI = Me in Case II). In this sense, the present work does extend the work of Colpa et al. Fig. 6 . An example of a magnetization curve in Case II1, with two positive (ferromagnetic) molecular-field constants and a negative one. Noticie that at vanishing field a non-collinear phase does exist. [6] , in particular by discussing more precisely the stability criteria. It is perhaps worthwhile to mention that the computer program (discussed in Section 5) can be applied to all cases, inclusive of the (pseudo) two-sublattice model. Moreover, we want to stress the fact that, in both models, no first order transitions (no jumps) do occur, and that, at any applied field, only one stable structure does exist. Comparison of energies of two stable configurations is not necessary. With respect to actual applications, we may stress that the type of the magnetization curve does not change by scaling up all the magnetic moments by the same factor, neither does scaling up of the molecularfield constants. In both cases, the (critical) fields are scaled up with the same factor.
We have shown that in the "three-sublattice model without anisotropy" rather complicated magnetization curves may occur. One should bear in mind, however, that in the "two-sublattice model" similar curves can be expected in case the crystalline anisotropy cannot be neglected (see Zhao ). Nevertheless, we expect the model to be useful in the determination of the molecularfield constants, i.e. the relevant exchange interactions, in a number of applications. Indeed, one of the motivations to undertake this analysis was to investigate the possibility to determine the (ferromagnetic) RT-interaction between a transition metal T and a light rare earth R, just by placing on one sublattice a mixture of light and heavy rare-earth atoms (preferably Gd, in order to minimize anisotropy complications). Some preliminary experiments do confirm the feasibility of this approach [8] . As an example, we show the expected kind of results for e.g. (Nd, Gd)Ni2 in Fig. 7 . Moreover, it should be possible to apply and test the model by preparing suitable multilayer samples.
An obvious, and desirable, extension of the model is to include the field dependence of the magnetic moments. In fact, in the preliminary experiments mentioned, the magnetic moment in the collinear phase(s) often appears to be field dependent, even at temperatures well below the ordering temperature.
Including (free) energy terms Fj(Mj) in Eq. (1), we see that the equilibrium conditions as represented by Eqs. (2a)- (2c), remain valid, the quantities aj now being functions of (the variable) Mj. These functions, in principle, can be determined experimentally. So, the extension of the model seems to be straightforward. At the moment we restrict ourselves to two remarks. Whereas in the "twosublattice model", in a non-collinear phase, the effective field acting on a sublattice magnetization is strictly constant (ajMj = Inln D, in the "threesublattice model" the effective field can vary. Consequently, in the "two-sublattice model" the sublattice magnetization remains constant, whereas in the "three-sublattice model" the magnetic moments can change, possibly given rise to even more complicated magnetization curves. Nevertheless, as a second remark, it is straightforward to show that in case the sublattices possess linear magnetization curves (field-independent high-field susceptibility, for instance), the system is equivalent to a system with constant magnetic moments, possibly even to a two-sublattice system. That means, that the present model can be applied to a large number of actual systems, provided the influence of crystalline anisotropy can be circumvented or ignored. Remark. Notice that the effective fields do not depend on the applied field, a pseudo-two-sublattice model feature.
[ncA]: Only in case hi2 < n13 < 0, implying n12 -n13 < 0 (Case IIAA<). Case IIAA>: n12 < 0;n13 = n23 < 0;n12 > n13.  a2 analogous; a3 : see IIFA.
Case IIAA<: n12 < 0;n13 = n23 < 0;n12 < n13.
#oH > InlEl(Ml + ME)+ Inl3lM3) = Be[+++];
al,a2 and a 3 : see IIAA >.
[-++]: Only in case n12 < 0, and In121 + n13 > 0. Moreover ME > M1 (excluding ME ----M1 ).
Mt =Me[-++] = -M1 +M2 +M3. Case IIAA<: n12 < 0;n13 =n23 < 0;n12 < nl3.
< #oH < [n13[(M2-Ml)-]nl3lM3
= imslMd-+-].
Case IIAA>: n12 < 0;n13=n23 <0;n12 > n13. Only in case Be [-+-] We use the same notation as before to indicate regions of parameter values. For each range of parameters, we start by giving expressions for the relevant "critical fields", in decreasing order.
The field ranges and the field dependence of the magnetization in each field range are given in an obvious notation.
We classify the magnetization curve by its type. The magnetization curves appear to consist of a sequence of constant and linear portions. The type is a sequence of characters C, L and N, or N + or N-, where C indicates a constant total magnetic moment, L a linear portion (i.e. Mt = #OH/In~3 I, in practice checked by extrapolation: the extrapolation should pass through the origin; the slope yields 1/In131). N, N + and Nrepresent also linear portions (by extrapolation cutting off a (positive) magnetic moment at vanishing field; the slope now yields 1/Inl21), the difference being that N + and N-occur in a magnetization curve with a L part, so one can determine the differences in the slopes. N + has a slope 1/In121 < 1/Inla{: .
[and so on, see Case (a)};
Mr:
(M2 -M1) -M3 <Mr = #OH/In131
.[and so on, see Case (a)};
Type: CLCN+C.
