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Consider a system of N charged particles, interacting with each other due to
the Coulomb force. The coordinates to describe the system will be N space-spin
variables z1, . . . , zN , where zj = (xj , sj), with xj ∈ Rd, sj ∈ Z2 = {0, 1}. Here
xj represents the position of the j-th particle, sj its spin. Most of the time one
can consider d = 3, the physical case, but we do not want to limit ourselves to
this specific value, so we keep a generic dimension of the space. We will often
group the space variables as X = (x1, . . . , xN ) ∈ RNd.
The description of the system will be given by a complex-valued wave-
function ψ(z1, . . . , zN ), lying in H





|ψ(x1, s1, . . . , xN , sN )|2 dX = 1,
which may be viewed in the following way (Born interpretation):
|ψ(x1, s1, . . . , xN , sN )|2 is the probability density that the particles are in the
positions xj with spin sj .
Since we look for stationary states of the system, we consider the ground-










|xi − xj |
is the Coulomb potential.










|xi − xj |dX
under the constraint ∫
RNd
|ψ(X)|2 dX = 1,
5
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where we introduced the following notation:
|∇ψ(x1, . . . , xN )|2 =
1∑
s1,...,sN=0
|∇ψ(x1, s1, . . . , xN , sN )|2
|ψ(x1, . . . , xN )|2 =
1∑
s1,...,sN=0
|ψ(x1, s1, . . . , xN , sN )|2 .












|xi − xj |dX.
If the system is composed of bosons, Bose-Einstein statistics apply, and hence
the wave-function ψ must be symmetric, in the sense that
ψ(z1, . . . , zn) = ψ(zσ(1), . . . , zσ(N))
for every permutation σ ∈ SN . Thus we have a class of bosonic wave-functions
given by
S = {ψ(z1, . . . , zN ) | ψ is symmetric} .
On the other hand, we could consider a system of fermions, obeying Fermi-
Dirac statistics, i.e.,
ψ(z1, . . . , zn) = sgn(σ)ψ(zσ(1), . . . , zσ(N))
for every permutation σ ∈ SN . Thus we have the class of fermionic wave-
functions given by
A = {ψ(z1, . . . , zN ) | ψ is antisymmetric} .
1.2 Density Functional Theory




|ψ(x, x2, . . . , xN )|2 dx2 . . . dxN ,
where, by symmetry, the integral might be done with respect to any choice of
N − 1 space variables. If ρ is a probability on Rd with ρ = ρψ, we will write
ψ ↓ ρ. We can then consider the maps
ΘS : S → P(Rd)
ψ 7→ ρψ,
and
ΘA : A → P(Rd)
ψ 7→ ρψ,
whose properties have been studied in primis by Lieb [10]. In particular we
have
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• the range of ΘS and ΘA is exactly the set
R =
{












Remark 1.1. It is quite clear that the maps ΘS and ΘA are not invertible,







ρ in H1, and take ψ such
that ρ = ρψ. May we find ψk such that ρk = ρ
ψk and ψk → ψ in H1? In other
words, are ΘA and ΘS open? This is still an unanswered question.
To consider the single particle density, rather than the whole wave-function,
is quite natural from the physical point of view, since charge density is a funda-
mental quantum-mechanical observable, directly obtainable from experiment.
In 1964, Hohenberg and Kohn [9] introduced the main idea of Density Func-









and define thus the two classes
S(ρ) = {ψ ∈ S | ρψ = ρ}
A(ρ) = {ψ ∈ A | ρψ = ρ}
and the two corresponding Hohenberg-Kohn functionals
FS~ (ρ) = inf
ψ∈S(ρ)
E~(ψ)
FA~ (ρ) = inf
ψ∈A(ρ)
E~(ψ)
defined over the space R.
1.3 Optimal Transportation
Consider a wave-function ψ lying in S(ρ) (or A(ρ)), and note that |ψ(X)|2 is a




P ∈ P(RNd) | pij#(P ) = ρ for all j = 1, . . . , N
}
,
where pij denotes the projection from RNd onto Rd over the j-th coordinate. We
will consider A(ρ) (or S(ρ)) embedded in Π(ρ) with the natural map ψ → P ,





i.e., ψ maps to the measure with density |ψ(X)|2.
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c(X)dP (X) = min
P∈Π(ρ)
C(P ). (1.1)
Even if the original formulation of mass transport problem was for N = 2,
(1.1) is a particular case of a multimarginal Kantorovich problem, with cost
function c(X) given by the Coulomb potential. For this reason, we will refer to
the elements of Π(ρ) as transport plans.
1.4 Statement of the main results
Our main results concern the semiclassical limit of the Hohenberg-Kohn func-
tionals, i.e., the behaviour of FS~ and FA~ as ~ → 0. More precisely we will
prove the following pointwise convergence results:
Theorem 1.1. For every N ≥ 2, d ≥ 3, if ρ ∈ R then
lim
~→0
FS~ (ρ) = C(ρ).
Theorem 1.2. For N = 2, 3, d = 3, 4, if ρ ∈ R then
lim
~→0
FA~ (ρ) = C(ρ).
Both the results were already known in tha case N = 2, d = 3 (cf. [5]).
Since FS~ , FA~ and C are defined as minima of some suitable functionals, we
will get Theorems 1.1 and 1.2 via De Giorgi’s Γ-convergence, as explained with
more detail in the next chapter.
1.5 Notation
We summarize here the notation we will use through the rest of the thesis.
• d the physical dimension of the problem, N the number of particles;
• x, y variables in Rd, X = (x1, . . . , xN ), Y = (y1, . . . , yN ) variables in
(Rd)N = RNd; sj variables in Z2 = {0, 1}, and zj = (xj , sj) variables
in Rd × S, called space-spin variables, where S = {0, 1}N ;
• B(x, r) the ball with center x ∈ Rd and radius r > 0; χE(x) the charac-
teristic function of the set E ⊆ Rd, defined as
χE(x) =
{
1 if x ∈ E
0 otherwise;
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|ψ(x, x2, . . . , xN )|2 dx2 . . . dxN
as a probability measure on Rd;





|xi − xj | ;
• ρ a fixed probability measure on Rd, which lies in the space




P ∈ P(RNd) | all the marginals of P are equal to ρ}
=
{
P ∈ P(RNd) | pij#P = ρ for every j = 1, . . . , N
}
;
If it is not specified, any integral of a function φ : RNd → R is meant to be







General tools and first part
of the proof
In this chapter we give some general definitions and results about multimarginal
optimal transportation (Section 2.1) and Γ-convergence (Section 2.2), since
these are the main technical tools we need for the proofs of Theorems 1.1,
1.2. Moreover, in Section 2.3 we begin to show how to apply Γ-convergence to
our specific problem, while Portmanteau’s theorem is presented in Section 2.4.
Finally, we devote the short Section 2.5 to the first steps of the proof.
2.1 Multimarginal optimal transportation
If ρ1, . . . , ρN are probability measures on Rd, we can define
Π(ρ1, . . . , ρN ) =
{
P ∈ P(RNd) | pij#(P ) = ρj for all j = 1, . . . , N
}
,
a generalization of Π(ρ) (which we already defined), and consider the corre-
sponding multimarginal Kantorovich problem




We will restrict ourselves to a particular class of probabilities on Rd: if









N(N − 1)2 . (2.2)
Note that the hypotesis
√




1Anyway, we keep the generality given by assumption (2.2) to follow [8].
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It is commonly assumed that, if ρ1, . . . , ρN are not too concentrated, then
C(ρ1, . . . , ρN ) < +∞. Since we have been not able to locate a proof of this fact
in the literature, we provide here an argument adapted to our case:
Proposition 2.1. If p ≥ dd−1 and ρj ∈ L1(Rd)∩Lp(Rd) for every j = 1, . . . , N ,
then C(ρ1, . . . , ρN ) < +∞.
Let us present first the following
Lemma 2.1. Let p ≥ dd−1 . Then there exists a constant M such that, for every





|x− y|dy ≤M‖ϕ‖L1∩Lp .






|x− y| = fa(y) + ga(y).
By Ho¨lder’s inequality,∫
ϕ(y)
|x− y|dy ≤ ‖ϕ‖Lp‖fa‖Lp′ + ‖ϕ‖L1‖ga‖L∞ ,




d−p′ , ‖ga‖L∞ = a,
which gives the thesis and also allows to find the optimal value for the parameter
a.
We may now prove Proposition 2.1:
Proof. Consider the plan P (x1, . . . , xN ) = ρ




































Definition 2.2. If α > 0, let
Dα =
{
X ∈ RNd | ∃i 6= j with |xi − xj | < α
}
be an open strip around
D0 =
{
X ∈ RNd | ∃i 6= j with xi = xj
}
,
which is the set where the cost function c is singular.
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Definition 2.3. Given P ∈ Π(ρ1, . . . , ρN ), we say that P is off-diagonal if
P (Dα) = 0 for some α > 0. (2.3)
Note that if a transport plan P is has the property (2.3), then C(P ) is finite.
The viceversa is not true in general, i.e., there may well be a transport plan of
finite cost whose support has distance 0 from the set D0.
However, this is not the case if P is optimal, as in a recent work was proved
by Buttazzo, Champion and De Pascale [8]:
Theorem 2.1. Let ρ1 . . . , ρN ∈ P(Rd), each one satisfying the assumption
(2.2), with C(ρ1, . . . , ρN ) < +∞, and let β be such that
µρj (β) <
1
N(N − 1)2 for every j = 1, . . . , N .
If P ∈ Π(ρ1, . . . , ρN ) is an optimal plan for the problem (2.1), then P |Dα= 0
for every α such that
α <
2β
N2(N − 1) .
We start the proof of Theorem 2.1 with the following
Lemma 2.2. Assume that ρ1, . . . , ρN satisfy assumption (2.2). Let X1 =
(x11, . . . , x
1
N ) ∈ RNd and let β be such that
µρj (β) <
1
N(N − 1)2 for every j = 1, . . . , N .
Then for every P ∈ Π(ρ1, . . . , ρN ) there exist X2, . . . , XN ∈ suppP such
that
β <
∣∣∣xih − xjk∣∣∣ for all i 6= j, h 6= k. (2.4)
Proof. Suppose we already found X2, . . . , Xq−1 as in the thesis, with q ≤ N .
Then by definition of marginals and by the choice of β we have
P
(














Rd(N−1) ⊗i B(xjk, β)
) < q − 1
N − 1 ≤ 1,
and, since P is a probability measure, this allows us to choose








Rd(N−1) ⊗i B(xjk, β)
) .
Proceeding by induction we find X1, . . . , XN , and it is easy to verify that
they satisfy the desired property (2.4).
2Here we adopt the notation Rd(N−1) ⊗i E to indicate the Cartesian product of N factors
the i-th of which is E, while the others are copies of Rd.
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We are able now to prove Theorem 2.1.
Proof. Take δ ∈ (0, α), and suppose by contradiction that there isX1 ∈ suppP∩
Dδ. Use Lemma 2.2 to find X
2, . . . , XN ∈ suppP verifying (2.4). Take k > 0










, Pj = P |Qj
for j = 1, . . . , N . Observe that Pj 6= 0, since X1, . . . , XN ∈ suppP . Let thus
λj ∈ (0, 1] such that
λ1 |P1| = · · · = λN |PN | = ε
where |Pj | is the total mass of Pj , and put P = λ1P1 + · · · + λNPN + R (here
R is the remainder). Since X1 ∈ Dδ,
C(P ) = C(R) +
N∑
j=1








On the othe hand, let ν1j , . . . , ν
N
j be the marginals of λjPj , and consider
P˜1 = ν
1
1 × ν22 × · · · × νNN
P˜2 = ν
2




1 × ν12 × · · · × νN−1N .
Observe that












where we consider the upper indice modulo N . Hence, thanks to Lemma 2.2,
if X ∈ supp P˜j then |xh − xk| > β − 2β/k for every h 6= k. Define P˜ =
R+ P˜1 + · · ·+ P˜N : it has the same marginals as P , and cost
C(P˜ ) = C(R) + C(P˜1) + · · ·+ C(P˜N ) < C(R) + N
2(N − 1)k
2β(k − 2) ε









we contradict the minimality of P . Since k was arbitrarily large we obtain the
thesis for every δ ∈ (0, α), which concludes the proof.
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2.2 A brief survey about Γ-convergence
The notion of Γ-convergence for a family of functionals was first introduced
by Ennio De Giorgi in some papers appeared between 1975 and 1978, and it
was mainly aimed to study minimum problems arising from the Calculus of
Variations. Since then, its influence has spread over the field of partial differ-
ential equations, and it is now considered the natural notion of convergence for
functionals in that context.
We consider a topological space X, that we assume to be metrizable and
separable for simplicity, and Fk, F : X → R ∪ {−∞,+∞} functionals, with F
not identically +∞.
Definition 2.4. We say that Fk Γ-converges to F , written Fk
Γ−→ F , if for every
x ∈ X we have
(i) For every sequence xk → x,
lim inf
k→∞
Fk(xk) ≥ F (x)
(ii) There exists a sequence xk → x such that
lim sup
k→∞
Fk(xk) ≤ F (x)
The condition (i) is called Γ-lim inf inequality, while we refer to (ii) as Γ-
lim sup inequality. The sequence {xk} provided in the Γ-lim sup inequality is
often called a recovery sequence for x.
The reason why Γ-convergence is so often involved in the study of minimum
problems is the good behaviour with respect to the minima of Fk and F . We
give here a proof of the foundamental theorem of Γ-convergence, starting from
the following
Proposition 2.2. If Fk
Γ−→ F , then
(i) if K ⊆ X is compact,
inf
K





(ii) if U ⊆ X is open,
inf
U














since Fk(xk) ≥ infK Fk. Since K is compact, we can extract a subsequence
{xkl} such that xkl → x¯ as l→∞, and moreover
lim
l→∞





Using (i) of Definition 2.4, it follows
inf
K
F ≤ F (x¯) ≤ lim
l→∞
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(ii) Fix ε > 0 and take x ∈ U such that F (x) ≤ infU F + ε. If {xk} is a
recovery sequence for x, for k large enough we have xk ∈ U , and hence
inf
U
F + ε ≥ F (x) ≥ lim sup
k→∞





Let ε→ 0 to get the thesis.
To prove the existence for minimum problems one often needs some compact-
ness properties, which ensure the convergence of a minimizing sequence. In this
context, the following definition explains what we require from the functionals
Fk:
Definition 2.5. A family {Fk} of functionals is said to be mildly equi-coercive






Now we are able to state the following
Theorem 2.2. (Foundamental of Γ-convergence). Suppose {Fk} is mildly equi-
coercive and Fk
















then every limit point of {xk} is a minimum point for F .
Proof. Take K given by the mild equi-coerciveness and, as in the proof of Propo-
sition 2.2 (i), take xk → x¯ such that
lim
k→∞


























The second part is shown with an analogous inequalities chain.
Remark 2.1. If xk is properly a minimum point for Fk, then (up to subsequences)
xk converges to a minimum point for F . Note that the converse is not true, i.e.,
not every minimum point for F is a limit of a suitable sequence of minimum
points for Fk. An example is given by Fk = x
2/k on R: clearly Fk
Γ−→ F = 0,
but only 0 is limit of minimum points of Fk.
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2.3 DFT: space, topology, functionals
In order to apply this useful tool to our discussion, we must specify a space X
and an appropriate notion of convergence. In particular, we set X to be P(RNd)
the space of probability measures on RNd, endowed with the weak convergence,





f(X)dµ(X) for every f ∈ Cb(RNd).
Fixed ρ ∈ R, we present the family of functionals, parametrized by ~ > 0:
if we are considering the bosonic case (symmetric), we define
ES~ (P ) =
{
E~(ψ) if dP (X) = |ψ(X)|2 dX, with ψ ∈ S(ρ)
+∞ otherwise,
whereas, if we consider the fermionic case (antisymmetric), we define
EA~ (P ) =
{
E~(ψ) if dP (X) = |ψ(X)|2 dX, with ψ ∈ A(ρ)
+∞ otherwise.
When it is clear which of the two cases we are working in, or even if it is not
important to distinguish between the two, we will often omit the superscript A




c(X)dP (X) if P ∈ Π(ρ)
+∞ otherwise.
Thanks to Theorem 2.2, we will obtain Theorems 1.1 and 1.2 as corollaries
of the following results:








Remark 2.2. Since here the parameter is not discrete, we recall that E~
Γ−→ C as
~→ 0 means that for every sequence {~n}, with ~n → 0 as n→∞, E~n Γ−→ C.
2.4 A useful theorem for weak convergence
The weak convergence of measures has good compactness properties. However,
note that the main function we would like to integrate is c(X), which is neither
continuous nor bounded. Fortunately it is at least lower semicontinuous and
bounded from below – this is the reason why we present the following
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Theorem 2.5 (Portmanteau). Let µn, µ be Borel probability measures on (S, d),
a normal metric space. The following are equivalent:





fdµ ∀f ∈ Cb(S).
(ii) For every open set A ⊆ S,
lim inf µn(A) ≥ µ(A).
(iii) For every closed set C ⊆ S,
lim supµn(C) ≤ µ(C).
















Proof. Since µn, µ are finite (positive) measures, it is clear that (ii) ⇐⇒ (iii)
and (iv) ⇐⇒ (v).
(i) =⇒ (iii). Given C close, take ε > 0 and set Aε = {x ∈ S | d(x,C) < ε}.
Apply the Urysohn lemma to get fε : S → [0, 1] continuous such that fε = 1 on













When ε→ 0, Aε ↘ C and, since µ is a probability measure, µ(Aε)→ µ(C).
(ii) =⇒ (iv). Given f l.s.c. bounded form below (assume for simplicity






Since f is l.s.c., {f > t} is open, so that for every fixed t ≥ 0 it holds
lim inf µn({f > t}) ≥ µ({f > t}).




fdµn = lim inf
∫ +∞
0
µn({f > t})dt ≥
∫ +∞
0








(iv), (v) =⇒ (i). Given f ∈ Cb(S), clearly it is at the same time l.s.c.
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2.5 Proof of main Theorems – first steps
Mild equi-coerciveness Since S(ρ) (resp. A(ρ)) is the maximal subset of
M(RNd) where the functional ES~ (resp. EA~ ) is finite, to show the mild equi-
coerciveness is sufficient the following
Lemma 2.3. Π(ρ) is compact with respect to the weak convergence.













Rd ×Kc × Rd(N−2)
)





hence for every P ∈ Π(ρ) ∫
(KN )c
dP (X) ≤ Nε
and KN is compact. By Prokhorov’s Theorem we deduce that Π(ρ) is relatively
compact. However, if Pn ⇀ P and Pn ∈ Π(ρ), for every function φ(xj) ∈















Since φ was arbitrary, pij#(P )(x) = ρ(x), and hence P ∈ Π(ρ).
Γ-lim inf inequality Take P a probability measure on RNd, and a family
{ψ~}~>0 ⊆ S(ρ) (resp. A(ρ)), with ψ~ ⇀ P . Then, thanks to Theorem 2.5,
lim inf
~→0
E~(ψ~) = lim inf~→0





In this chapter we begin the construction of a recovery sequence for a transport
plan P ∈ Π(ρ), where ρ ∈ R is fixed. First we suppose that P satisfies the
property (2.3), as in the case, for instance, of an optimal transport plan (recall
Section 2.1). For the moment we pass over the spin dependence, and in Sections
3.1-6 we show how the construction is done for functions depending only on the
space variables. Next, in Section 3.7, we remove the assumption (2.3) to extend
the result to any transport plan.
We will deal with the spin dependence in Chapter 4 (for the fermionic case)
and in Chapter 5 (for the bosonic case, by far more simple).
3.1 Statement for off-diagonal plans
Proposition 3.1. Let ρ ∈ R, and P ∈ Π(ρ) be a transport plan such that
P |Dα = 0
for some α > 0.
Then there exists a family of plans {Pε}ε>0 such that:
(i) for every ε > 0, Pε ∈ Π(ρ) and is absolutely continuous with respect to the
Lebesgue measure, with density given by ψ2ε(X), where ψε is a suitable H
1
function;
(ii) Pε ⇀ P as ε→ 0;
(iii) lim supε→0 C(Pε) ≤ C(P );
(iv) the kinetic energy of ψε is explicitly controlled:∫






for a suitable constant K > 0.
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3.2 Mollification
We start regularizing by convolution. However, in this case it does not suffice,
since the plans we obtain do not have the same marginals as P .





1−|u|2 |u| < 1
0 |u| ≥ 1
where k = k(d) > 0 is a suitable constant, which depends only on the dimension
d, such that
∫









The next Lemma is a useful tool to estimate some L2 norms which will
appear later.
Lemma 3.1. There exists a constant K = K(d) > 0, depending only on the














1−|u|2 |u| < 1




























































ηε(y − x1)ηε(y2 − x2) · · · ηε(yN − xN )dP (X)dy2 . . . dyN
=
∫
ηε(y − x1)dP (X) =
∫
Rd
ρ(x)ηε(y − x)dx = (ρ ∗ ηε)(y)
Lemma 3.2. Let α be as in the statement of Proposition 3.1. If |yi − yj | < α/2








If Y and ε are as in the statement, and xi ∈ B(yi, ε), xj ∈ B(yj , ε), then
|xi − xj | ≤ |xi − yi|+ |yi − yj |+ |yj − xj | ≤ α.





Lemma 3.3. For every ε > 0, ψ˜ε ∈ H1(RNd).









Hε(Y −X)dY dP (X) =
∫
dP (X) = 1.
Now we estimate |∇ψ˜ε|2. Using the Cauchy-Schwartz inequality,∣∣∣∇P˜ε(Y )∣∣∣ ≤ ∫ |∇Hε(Y −X)| dP (X)
≤
√∫ |∇Hε(Y −X)|2





Hε(Y −X) dP (X)
√
P˜ε(Y )
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where the first integral is extended to the set where the integral is defined,



















∫∫ |∇ηε(yj − xj)|2










3.3 Back to the old marginals
In this section we introduce a quite natural tecnique to get back the original
marginals ρ without losing regularity. This technique is original and different
from the one presented in [5]. We point out that, in a different context, this con-
struction may well be generalized to a plan with different marginals ρ1, . . . , ρN .1




with the convention that it is zero if ρε(y) = 0. The two variables function
ρ(x)ηε(y − x) is the key point of the construction, since it has the following
property that links the different marginals:∫
Rd
ρ(x)ηε(y − x)dx = ρε(y),
∫
Rd
ρ(x)ηε(y − x)dy = ρ(x).






where ρjε is ρ
j ∗ ηε. What follows in this and the next two sections would work
in the same way, namely we would get control over the kinetic energy and weak
convergence of Pε to P .





1We also remark that this construction fits in the general scheme of composition of trans-
port plans as presented in [1].








γε(x, y)dx = χ{ρε>0}(y).
Now set











ε(Y ) = P˜ε(Y )
where we used the following remark, which will be implicit from now on:
Remark 3.2. If Y is such that ρε(yi) = 0, then
0 = ρε(yi) =
∫
R(N−1)d
ψ˜ε(y1, y2, . . . , yn)
2dy1 . . . dˆyi . . . dyN





and calculate the marginals of Pε to get∫
R(N−1)d













and similarly also the other N − 1 marginals are equal to ρ.
Lemma 3.4. Let α be as in the statement of Proposition 2.3. If |xi − xj | < α/4
for some i 6= j, and ε < α/8, then Pε(X) = 0.
Proof. Fix X and ε as in the statement, and suppose mε(X,Y ) > 0. Then
necessarily |yi − xi| < ε and |yj − xj | < ε, so that
|yi − yj | ≤ |yi − xi|+ |xi − xj |+ |xj − yj | ≤ α/2.
From Lemma 3.2 it follows that ψ˜2ε(Y ) = 0.
We define now the function ψε(X) =
√
Pε(X), and proceed to estimate its
kinetic energy.
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3.4 Estimate for the kinetic energy




























































dxj ≤ 4‖√ρ‖2H1 .
B By Cauchy-Schwartz,




ρ(xj) |∇ηε(yj − xj)|2
ρε(yj)ηε(yj − xj) dY.
(Here the integral is extended to the region where ηε(yj−xj) > 0.) Therefore,






ρ(xj) |∇ηε(yj − xj)|2






2 ρ(xj) |∇ηε(yj − xj)|2






ρ(xj) |∇ηε(yj − xj)|2




































and the second factor is equal to 0, as is easy to see integrating in spherical
coordinates.
Thus∫
|∇jψε(X)|2 dX ≤ 1
4
∫ |A(X)|2 + |B(X)|2
Pε(X)




and by summation over j∫








In this section we prove (ii). First we give the following lemma, which specifies
that, for ε→ 0, the mass of P˜ε is concentrated near the mass of P .
Lemma 3.5. Suppose R, δ > 0 are such that∫
{|X|>R}
dP (X) ≤ δ;
then, if ε
√
N < R, ∫
{|Y |>2R}














Hε(Y −X)dY dP (X) =
∫
{|X|>R}
dP (X) ≤ δ
since, where |X| ≤ R, one has |Y −X| ≥ R > ε√N , and hence there exists i
such that |xi − yi| > ε.
Next, to prove that Pε ⇀ P , we put a P˜ε in between:
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Lemma 3.6. P˜ε ⇀ P .
Proof. Let φ ∈ Cb(RNd);∣∣∣∣∫ φ(Y )dP˜ε(Y )− ∫ φ(X)dP (X)∣∣∣∣ = ∣∣∣∣∫∫ [φ(Y )− φ(X)]Hε(Y −X)dP (X)dY ∣∣∣∣
≤
∫∫
|φ(Y )− φ(X)|Hε(Y −X)dP (X)dY.
Given δ > 0, let R be such that the hypotesis of Lemma 3.5 holds. We divide
RNd × RNd in three disjoint regions:
E1 = {|X| > R} E2 = {|X| ≤ R, |Y | ≤ 2R} E3 = {|X| ≤ R, |Y | > 2R} .
As before, if ε
√
N < R, on E3 one has Hε(X − Y ) ≡ 0.∫∫
E1





On the other hand, E2 is compact; take ε0 such that |X − Y | ≤ ε0 implies
|φ(X)− φ(Y )| ≤ δ. If ε√N ≤ ε0 we get∫∫
E2






Hε(Y −X)dP (X)dY = δ.
Proposition 3.2. Pε ⇀ P .
Proof. Let φ ∈ Cb(RNd). Using the fact that P˜ε ⇀ P (Lemma 3.6), it is left to
estimate∣∣∣∣∫ φ(X)Pε(X)dX − ∫ φ(Y )P˜ε(Y )dY ∣∣∣∣ = ∣∣∣∣∫∫ [φ(X)− φ(Y )]Γε(X,Y )dXdY ∣∣∣∣
≤
∫∫
|φ(X)− φ(Y )|Γε(X,Y )dXdY
As in the proof of Lemma 3.6, given δ > 0 let R be such that the hypotesis
of Lemma 3.5 holds. We divide RNd × RNd in three disjoint regions:
E1 = {|Y | > 2R} E2 = {|Y | ≤ 2R, |X| ≤ 3R} E3 = {|Y | ≤ 2R, |X| > 3R} .
If ε
√
N < R, as before, on E3 the integral is zero since Γε(X,Y ) ≡ 0 there.
Thanks to Lemma 3.5,∫∫
E1







P˜ε(Y )dY ≤ 2δ‖φ‖∞
Exactly as before, using that E2 is compact and φ is absolutely continuous
the thesis follows.
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3.6 Cost estimate
It is left to prove (iii). The cost function c is not continuous neither bounded.
However, recall Lemma 3.4, it is bounded on the complement of Dα/4. With


























We can conclude the estimate as follows:
lim sup
ε→0








3.7 General transport plans
Take now any P ∈ Π(ρ), not necessarily satisfying the property (2.3). If C(P ) =
∞ there is nothing to prove, so suppose C(P ) = K < ∞. Let r > 0 be a
parameter, and split
P = Qr + P |Dr .
The marginals σ1r , . . . , σ
N
r of Qr are in general different, and the same for the
marginals ρ˜1r, . . . , ρ˜
N
r of P |Dr – even if clearly σjr+ ρ˜jr = ρ for every j = 1, . . . , N .
Moreover, since ρ ∈ L1 ∩ L dd−2 by Sobolev embedding, and ρ˜jr ≤ ρ pointwise,
we have ρ˜jr ∈ L1 ∩ L
d
d−2
However, ρ˜jr need not to be probability measures on Rd, but we can suppose






otherwise P |Dr = 0 and we get the result directly by Proposition 3.1.
Let now P˜r be an optimal transport plan in Π(λrρ˜
1
r, . . . , λrρ˜
N
r ), and define




which lies in Π(ρ).
On the one hand we have the following
Lemma 3.7. Pr ⇀ P .
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Proof. Recall that C(P ) is finite to get




and a fortiori for P˜r/λr due to the optimality. Hence
lim
r→0
















as r → 0.
On the other hand,
C(Pr) = C(Qr) +
C(P˜r)
λr




C(Pr) ≤ C(P ).
Thanks to Proposition 2.1 C(P˜r) is finite, and by Theorem 2.1 there exists
α = α(r) > 0 such that P˜r is supported outside Dα.
2 Recall now Proposition
3.1 to find ψε,r weakly converging to Pr as ε→ 0, with∫










It suffices now to take {ψr,r}r>0 to get the thesis of Proposition 3.1 for




Note that R may be chose indipendent from r, since the marginals of Pr are





and R sufficiently large such that KN ⊆ B(0, R)RNd .
2Observe that α(r) may be chose decreasing as r → 0, as follows from Theorem 2.1.
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Now to prove weak convergence take φ ∈ Cb(RNd) and proceed as in Section
3.5 to estimate ∣∣∣∣∫ φ(X)ψ2r,r(X)dX − ∫ φ(X)dPr(X)∣∣∣∣ ,
using in addiction Lemma 3.7 to estimate∣∣∣∣∫ φ(X)dPr(X)− ∫ φ(X)dP (X)∣∣∣∣ .

Chapter 4
How to construct fermionic
wave-functions
After some technical introduction in Section 4.1, the main result of this chapter
is stated in Section 4.2, which allows to generate fermionic wave-functions with
given density ψ2(X) and kinetic energy controlled in terms of ‖ψ‖2H1 . In Section
4.3 some technical Lemmas are presented, while we devote Sections 4.4-6 to the
main construction in different dimensions.
4.1 A bit more about wave-functions
Recall that a wave-function depends on N space-spin variables. In the previous
chapters we worked mainly in RNd, since we were considering transport plans
in Π(ρ). Now we must introduce the spin. To this end we will separate the
spin dependence as follows: for every s binary string of length N we consider
the function ψs(x1, . . . , xN ) = ψ(x1, s1, . . . , xN , sN ), then we describe ψ as a
2N -dimensional vector
ψ(z1, . . . , zN ) = (ψs(X))s∈S .








and for N = 3 a wave-function may be represented as
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Note that now the density |ψ(X)|2 is simply the square of the Euclidean
norm of the vector ψ, and the same holds for ∇ψ, once we set
∇ψ(z1, . . . , zN ) = (∇ψs(X))s∈S .
Let us take now a fermionic (i.e., antisymmetric) wave-function ψ, and con-
sider a spin state s = (s1, . . . , sN ). If i < j are such that si = sj , consider
σ = (i j) ∈ SN to get
ψs(x1, . . . , xN ) = sgn(σ)ψσ(s)(xσ(1), . . . , xσ(N))
= −ψs(x1, . . . , xj , . . . , xi, . . . , xN ).
Hence we get the following
Remark 4.1. If ψ is fermionic and s is a spin state, ψs is separately antisym-
metric with respect to the spatial variables such that sj = 0, and with respect
to the spatial variables such that sj = 1.
Consider now two spin states s and s′ with the same number of ones and
zeroes. Then ψs and ψs′ are strongly related: taking σ ∈ SN such that σ(s) =
s′, we get
ψs′(xσ(1), . . . , xσ(N)) = sgn(σ)ψs(x1, . . . , xN ).
These observations will be implicit in the following sections.
4.2 Fermionic wave-functions with given density
Suppose we have α > 0 and a symmetric funtion ψ(x1, . . . , xN ) ≥ 0 of H1 with
the property that
ψ(X) = 0 if |xi − xj | < α for some i 6= j. (4.1)
We wonder if there exists a fermionic wave function ψ such that∑
s∈S
|ψ(x1, s1, . . . , xN , sN )|2 = ψ2(X),
and
‖ψ‖H1 ≤ C‖ψ‖H1
for a suitable constant C. In fact, we managed to prove the following
Proposition 4.1. For N = 2, 3, d = 3, 4, given ψ ∈ H1 symmetric, with





|∇ψs(X)|2 ≤ |∇ψ(X)|2 + C
α2
ψ2(X).
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We first treat the case N = 2, since the construction in this case is a basic
tool for going up to 3 particles.
In [5], the following ψ is given as a wavefunction:
ψ00 = 0
ψ01 = ψ(x1, x2)
ψ10 = −ψ(x1, x2)
ψ11 = 0,
which is in fact fermionic with bounded kinetic energy. Note, however, that
this construction cannot work for a larger number of particles. Indeed, if a
binary string s has length N ≥ 3, then there are at least two ones, or two zeros,
on places i 6= j – thus the corresponding function ψs must change sign for a
suitable flip of the variables (namely, xi 7→ xj , xj 7→ xi). We will exhibit a
wave-function ψ (with square density ψ2) such that ψ10 = ψ01 = 0. This forces
ψ00 and ψ11 to be different from zero and antisymmetric. We remark also that,
for this kind of construction, the condition (4.1) is “morally necessary”.
4.3 Algebraic lemmas
We group here some simple results which will be useful in the next Section. Fix
an integer n ≥ 2 and let Cn be the set of n-th roots of unity in C. If v0, . . . , vn−1
are elements of a Hilbert space (on C) and ξ ∈ Cn, define
τξ(v0, . . . , vn−1) = v0 + ξv1 + ξ2v2 + · · ·+ ξn−1vn−1.
Lemma 4.1. If 0 ≤ k ≤ n− 1,∑
ξ∈Cn
ξ−kτξ(v0, . . . , vn−1) = nvk.
Proof. This is simple, since




for every h not multiple of n.
Lemma 4.2. For every v0, . . . , vn−1
∑
ξ∈Cn




Proof. It is clear that each square term sums up to n |vj |2. Consider now the
term 〈v0, vk〉, with k = 1, . . . , n− 1: its coefficient is
n−1∑
j=0
(ξjk + ξ−jk) =
n−1∑
j=0
(ζj + ζ−j) = 0,
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where ζ = ξk is another root of 1 (not necessarily primitive, but ζ 6= 1). If
we consider now any other crossed product 〈vk, vl〉 with k < l, simply multiply
τξ(v) by ξ
−k, which does not change the norm but reduces 〈vk, vl〉 to 〈v0, vl−k〉.
Lemma 4.3. Let v0, . . . , vn−1 ∈ R, and w0, . . . , wn−1 ∈ Rn. Then
∑
ξ∈Cn




Proof. Use Lemma 4.1 to compute
∑
ξ∈Cn

















4.4 Construction for N = 2, d = 3
The variable X will be expanded as X = (x, y) = (x1, x2, x3; y1, y2, y3). Set
r = α/
√
3, and take ξ = − 12 + i
√
3
2 a primitive cube root of 1. The key point is
to choose two auxiliary C∞ functions a, b : R→ R such that
(i) a2 + b2 = 1;
(ii) b is symmetric, b(t) = 0 if |t| ≥ r;
(iii) a is antisymmetric, a(t) = −1 if t ≤ −r, a(t) = 1 if t ≥ r;
(iv) |a′| , |b′| ≤ k/r.
Note that the constant k > 1 may be chosen arbitrarily close to 1. To shorten






















∣∣τξ¯(a1, b1a2, b1b2a3)∣∣ = |τξ(a1, b1a2, b1b2a3)|.
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Next we define the wave-function
ψ00(x, y) = g1(x, y)ψ(x, y)
ψ01(x, y) = 0
ψ10(x, y) = 0
ψ11(x, y) = gξ(x, y)ψ(x, y).









In fact, where |a3|2 = 1, i.e., where |x3 − y3| ≥ r, the equality holds. It also
holds where b1 = 0 or b2 = 0, i.e., where |x1 − y1| ≥ r or |x2 − y2| ≥ r. It is left
the region where |xj − yj | ≤ r for every j = 1, 2, 3, but there it holds
|x− y| =
√
|x1 − y1|2 + |x2 − y2|2 + |x3 − y3|2 ≤ r
√
3 = α,
and hence the equality holds because ψ2(x, y) = 0.
Now it is easy to compute
|ψ00|2 + |ψ11|2 =
(





































ψ2(x, y) = ψ2(x, y).
Next come the estimates for the derivatives. Since
∇ψ00(x, y) = ψ(x, y)∇g1(x, y) + g1(x, y)∇ψ(x, y)
∇ψ11(x, y) = ψ(x, y)∇gξ(x, y) + gξ(x, y)∇ψ(x, y),
it follows
|∇ψ(x, y)|2 = |∇ψ(x, y)|2 +
(
|∇g1(x, y)|2 + |∇gξ(x, y)|2
)
ψ2(x, y)
+ ψ(x, y)∇ψ(x, y) · v(x, y)
where
v(x, y) = 2g1(x, y)∇g1(x, y) + gξ¯(x, y)∇gξ(x, y) + gξ(x, y)∇gξ¯(x, y).
We claim that ψ(x, y)v(x, y) = 0. First use Lemma 4.3, with v0 = a1,
v1 = b1a2, v2 = b1b2a3, wj = ∇vj for j = 1, 2, 3, to deduce that
v = 6[a1∇a1 + b1a2∇(b1a2) + b1b2a3∇(b1b2a3)].
Since the next steps work for general d, we group the result in the following
Lemma 4.4. Let aj , bj be defined as before and evaluated in the point x − y.
Then
[a1∇a1 + (b1a2)∇(b1a2) + · · ·+ (b1b2 · · · bd−1ad)∇(b1b2 · · · bd−1ad)]ψ(x, y) = 0.
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Proof. Observe that
∇a1(x, y) = (a′(x− y), 0, . . . , 0,−a′(x− y), 0, . . . , 0)
∇b1(x, y) = (b′(x− y), 0, . . . , 0,−b′(x− y), 0, . . . , 0) (4.3)
and similarly for the other gradients. Moreover, from a2 + b2 = 1 it follows
aa′ + bb′ = 0, while ψb1b2 · · · bd−1∇ad = 0 and ψb1b2 · · · bd−1a2d = ψb1b2 · · · bd
for the same reason as in claim 4.2. Hence we have
[a1∇a1 + (b1a2)∇(b1a2) + · · ·+ (b1b2 · · · bd−1ad)∇(b1b2 · · · bd−1ad)]ψ
= [a1∇a1 + (b1a2)∇(b1a2) + · · ·+ (b1b2 · · · bd−1)∇(b1b2 · · · bd−1)]ψ.
A “chain reaction” is now generated by the following formula, valid for every
k ≥ 1:
(b1 · · · bkak+1)∇(b1 · · · bkak+1) + (b1 · · · bkbk+1)∇(b1 · · · bkbk+1)
= (b1 · · · bka2k+1)∇(b1 · · · bk) + (b21 · · · b2k)ak+1∇ak+1
+ (b1 · · · bkb2k+1)∇(b1 · · · bk) + (b21 · · · b2k)bk+1∇bk+1
= (b1 · · · bk)∇(b1 · · · bk).
It is left to estimate
(
|∇g1(x, y)|2 + |∇gξ(x, y)|2
)
ψ(x, y): using Lemma 4.2
|∇g1(x, y)|2 + |∇gξ(x, y)|2 = 3
(
|∇a1|2 + |∇(b1a2)|2 + |∇(b1b2a3)|2
)
.
Note, however, that because of (4.3) we have ∇ai ·∇bj = 0 and ∇bi ·∇bj = 0
if i 6= j. Therefore,
|∇g1(x, y)|2 + |∇gξ(x, y)|2 = |∇a1|2 + b21 |∇a2|2 + a22 |∇b1|2 + b22a23 |∇b1|2
+ b21a
2
3 |∇b2|2 + b21b22 |∇a3|2 .
and, using again the idea of claim (4.2),(






















4.5 Construction for N = 3, d = 3
In this case, let the variable be X = (x, y, z) = (x1, x2, x3; y1, y2, y3; z1, z2, z3),
and define as before
aj(x, y) = a(xj − yj) b1(x, y) = b(x1 − y1)
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for j = 2, 3. As in the case N = 2, define also
g1(x, y) = a1(x, y) + b1(x, y)a2(x, y) + b1(x, y)b2(x, y)a3(x, y)
gξ(x, y) = a1(x, y) + ξb1(x, y)a2(x, y) + ξ¯b1(x, y)b2(x, y)a3(x, y).
Now come the definition of the wave-function:
ψ000(x, y, z) = 0
ψ001(x, y, z) =
1
3
g1(x, y)ψ(x, y, z)
ψ010(x, y, z) = −1
3
g1(x, z)ψ(x, y, z)
ψ100(x, y, z) =
1
3
g1(y, z)ψ(x, y, z)




gξ(x, y)ψ(x, y, z)




gξ(x, z)ψ(x, y, z)




gξ(y, z)ψ(x, y, z)
ψ111(x, y, z) = 0.
It is quite easy to see that ψ is indeed fermionic. The fact that∑
s∈S
|ψs(x, y, z)|2 = ψ2(x, y, z)
is proved exactly in the same way as for N = 2, and also the gradient estimates,
considering the couples ψ001-ψ110, ψ010-ψ101 and ψ100-ψ011. Hence we proved
the Proposition 4.1, with C = 24k2 for k > 1 arbitrary.
4.6 The case d = 4









(a1 + ib1a2 − b1b2a3 − ib1b2b3a4).
and
ψ00(x, y) = g1(x, y)ψ(x, y)
ψ01(x, y) = 0
ψ10(x, y) = 0
ψ11(x, y) = g2(x, y)ψ(x, y).
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It is easy to verify that |g1(x, y)|2+|g2(x, y)|2 = a21+b21a22+b21b22a23+b21b22b23a24,
and proceeding as before(
|g1(x, y)|2 + |g2(x, y)|2
)
ψ2(x, y) = ψ2(x, y).
To estimate the derivatives, note that
2Re (g1∇g1) = a1∇a1 + a1∇(b1b2a3) + b1a2∇(b1a2) + b1a2∇(b1b2b3a4)
+ b1b2a3∇a1 + b1b2a3∇b1b2a3 + b1b2b3a4∇(b1a2)
+ b1b2b3a4∇(b1b2b3a4)
2Re (g2∇g2) = a1∇a1 − a1∇(b1b2a3) + b1a2∇(b1a2)− b1a2∇(b1b2b3a4)
− b1b2a3∇a1 + b1b2a3∇b1b2a3 − b1b2b3a4∇(b1a2)
+ b1b2b3a4∇(b1b2b3a4)
This yelds, using Lemma 4.4,
(2Re (g1∇g1) + 2Re (g2∇g2))ψ
= 2[a1∇a1 + b1a2∇(b1a2) + b1b2a3∇(b1b2a3) + b1b2b3a4∇(b1b2b3a4)]ψ
= 0.
Therefore,
|∇ψ00(x, y)|2 + |∇ψ00(x, y)|2 = |∇ψ|2 +
(
|∇g1(x, y)|2 + |∇g2(x, y)|2
)
ψ2






|∇a1|2 + b21 |∇a2|2 + a22 |∇b1|2 + b22a23 |∇b1|2 + b21a23 |∇b2|2
+ b21b
2























which shows that in this case C can be chosen 36k2 for k > 1 arbitrary.
For 3 particles it suffices to repeat the construction of Section 4.5 in order




Finally we get the Γ-lim sup inequality, and thus the entire proof, both in the
symmetric (Section 5.1) and the antisymmetric case (Section 5.2).
5.1 Bosonic case
We are ready for the proof of Theorem 2.3:




Proof. Let P ∈ Π(ρ). In Section 2.5 we already proved the Γ-lim inf inequality,
thus it is left to find a family of bosonic wave-functions ψ~ such that
lim sup
~→0




ψ~(x1, s1, . . . , xN , sN ) =
{









where ψε are given by Proposition 3.1.


























Now the thesis follows from Proposition 3.1, since
lim sup
~→0
{T~(ψ~) + Vee(ψ~)} = lim sup
~→0
Vee(ψ~) ≤ C(P ).
As a corollary we get Theorem 1.1:
Theorem 1.1. For every N ≥ 2, d ≥ 3, if ρ ∈ R then
lim
~→0
FS~ (ρ) = C(ρ).




is mildly equi-coercive. Then the
thesis follows from Theorem 2.2, applied to the functionals ES~ and C.
5.2 Fermionic case
We are ready for the proof of Theorem 2.4:




Proof. Let P ∈ Π(ρ). In Section 2.5 we already proved the Γ-lim inf inequality,
thus it is left to find a family of bosonic wave-functions ψ~ such that
lim sup
~→0
{T~(ψ~) + Vee(ψ~)} ≤ C(P ).
Consider a sequence of functions {ψε} as in the thesis of Proposition 3.1.
Recall that ψε is supported outsideDα(ε), where α(ε)↘ 0 as ε→ 0 – hence there
exists α−1 in a right neighbourhood of 0. We may then consider a corresponding










and observe that ε(~)→ 0 as ~→ 0. We take ψ~ = ψε(~) as a recovery sequence.
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Now the thesis follows, since
lim sup
~→0
{T~(ψ~) + Vee(ψ~)} = lim sup
~→0
Vee(ψ~) ≤ C(P ).
As a corollary we get Theorem 1.2:
Theorem 1.2. For N = 2, 3, d = 3, 4, if ρ ∈ R then
lim
~→0
FA~ (ρ) = C(ρ).




is mildly equi-coercive. Then the
thesis follows from Theorem 2.2, applied to the functionals EA~ and C.
5.3 A few more words
Whereas for the bosonic case we obtained the result for any number of particles,
a lot of work is left for the fermionic case. Even we have been able to provide
new tipes of antisymmetric wave-functions in the case N = 2, and to handle the
previously open case N = 3, we did not manage to generalize the construction
to a higher number of particles. We think that this case is by far more complex
than the symmetric one, and our belief is heightened by what Lieb states in
[10]: fixed ρ ∈ R, there exists a symmetric ψ such that∫
|∇ψ(X)|2 dX ≤ N
∫
|∇√ρ(x)|2 dx; (5.1)
on the other hand there exists an antisymmetric ψ such that∫
|∇ψ(X)|2 dX ≤ (4pi)2N3
∫
|∇√ρ(x)|2 dx. (5.2)
The constants are much different and it is not easy to sharpen (5.2), while
it is not difficult to see that (5.1) is optimal.
In this case the constraint is about the single particle density ρ, i.e., the
only request on ψ is that ψ ↓ ρ. In Chapter 4 we treated the constraint
|ψ(X)|2 = ψ(X)2, where ψ is a fixed H1 function, and even more difficulties
arose.
We hope that the technique developped in Chapter 4 may be useful in the
future to construct fermionic wave-functions for higher N , even if the literature
on the construction and existence of specific antisymmetric wave-functions seems
to be, at the moment, poor.
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