Interpretation of stream programs: characterizing type 2 polynomial time complexity by Férée, Hugo et al.
Interpretation of stream programs: characterizing type 2
polynomial time complexity
Hugo Fe´re´e, Emmanuel Hainry, Mathieu Hoyrup, Romain Pe´choux
To cite this version:
Hugo Fe´re´e, Emmanuel Hainry, Mathieu Hoyrup, Romain Pe´choux. Interpretation of stream
programs: characterizing type 2 polynomial time complexity. 21st International Symposium
on Algorithms and Computation - ISAAC 2010, Dec 2010, Jeju Island, South Korea. Springer,
2010. <inria-00518381>
HAL Id: inria-00518381
https://hal.inria.fr/inria-00518381
Submitted on 17 Sep 2010
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Interpretation of stream programs:
characterizing type 2 polynomial time complexity
Hugo Fe´re´e1, Emmanuel Hainry2,5, Mathieu Hoyrup3,5, and
Romain Pe´choux4,5
1 ENS Lyon, 46 alle´e d’Italie, 69364 Lyon cedex 07, France.
2 Universite´ Henri Poincare´, Nancy-Universite´, France.
3 INRIA Nancy - Grand Est, Villers-le`s-Nancy, France.
4 Universite´ Nancy 2, Nancy-Universite´, France.
5 LORIA, BP 239, 54506 Vandœuvre-le`s-Nancy cedex, France
hugo.feree@ens-lyon.fr,{hainry,hoyrup,pechoux}@loria.fr
Abstract. We study polynomial time complexity of type 2 functionals.
For that purpose, we introduce a first order functional stream language.
We give criteria, named well-founded, on such programs relying on second
order interpretation that characterize two variants of type 2 polynomial
complexity including the Basic Feasible Functions (BFF). These charac-
terizations provide a new insight on the complexity of stream programs.
Finally, we adapt these results to functions over the reals, a particular
case of type 2 functions, and we provide a characterization of polynomial
time complexity in Recursive Analysis.
1 Introduction
Stream languages including lazy functional languages like Haskell allows the
programmer to represent functionals, functions over functions. From this per-
spective, they can be understood as a way to simulate type 2 functions. There
are many works in the literature that study computability and (polynomial
time) complexity of such functions [5,14]. The implicit computational complex-
ity (ICC) community has proposed characterizations of such complexity classes
using function algebra and types [9,16,8] or recently as a logic [15] . These re-
sults are reminiscent of former characterizations of type 1 polynomial time func-
tions [4,2,12] that led to other ICC works using polynomial interpretations.
Polynomial interpretations [13,11] are a well-known tool used in the termi-
nation analysis of first order functional programs for several decades. Variants,
like sup-interpretations and quasi-interpretations [3], that allow the programmer
to perform program complexity analysis have emerged in the last ten years. One
of their drawbacks is that such tools are restricted to first order programs on
inductive data types. The paper [7] was a first attempt to adapt such a tool to
co-inductive data types and, more precisely, to stream programs. In this paper,
we provide a second order variation of this interpretation methodology that fits
to stream computation.
It allows us to characterize exactly the set of functions computable in poly-
nomial time by Unary Oracle Turing Machine (UOTM), that is functions com-
putable by machines including oracles where the oracle has only unary input. It
can also be used in order to characterize the set of functions computable in poly-
nomial time by Oracle Turing Machine (OTM), that is shown to be equivalent
to the BFF algebra in [9].
The first characterization has two advantages. First, it gives a new and in-
tuitive notion of stream computational complexity in terms of Turing Machine.
Second, it shows that this natural class can be easily captured using an adap-
tation of the interpretation tool. Using this tool we can analyze functions of
this class in an easier way (based on the premise that it is practically easier
to write a first order functional program on streams than the corresponding
Turing Machine). The drawback is that the tool suﬀers from the same prob-
lem as polynomial interpretation: the diﬃculty to automatically synthesize the
interpretation of a given program (see [1]).
The latter characterization gives a natural view of a well-know complexity
class BFF, just by changing the interpretation codomain: indeed we use power
towers instead of polynomials in the interpretation of a stream argument. It
illustrates that the first characterization on UOTM is natural and flexible be-
cause it can be easily adapted to other complexity classes. Finally, it can be
interpreted as a negative result showing that the BFF class, whose purpose is to
study functions from N → N, is surprisingly not well-suited to describe stream
polynomial complexity (because of the power tower).
We also go one step further showing that these tools can be adapted to char-
acterize the complexity of functions computing over reals defined in Recursive
Analysis [10]. This approach is a first attempt to study the complexity of such
functions through static analysis methods.
Outline of the paper The paper is organized as follows. In section 2, we
briefly recall the notion of (Unary) Oracle Turing Machine and its complexity.
In section 3, we introduce a first order stream language. In section 4, we de-
fine the interpretation tools and a criterion on stream programs. We show our
main characterization relying on the criterion in section 5. In a last section, this
characterization is adapted to functions computing over reals.
2 Polynomial time Oracle Turing Machines
In this section, we recall the notion of Oracle Turing Machine, used by Kapron
and Cook in their characterization of Basic Poly-time functionals (BFF) [9],
and we give a variant, Unary Oracle Turing Machine, more related to stream
computations.
Definition 1 (Oracle Turing Machine). An Oracle Turing Machine (de-
noted OTM) M with k oracles (where oracles are functions from N to N) and
l input tapes is a Turing machine with, for each oracle, a state, one query tape
and one answer tape.
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If M is used with oracles F1, . . . Fk : N → N, then on the oracle state i ∈
{1, . . . , k}, Fi(x) is written on the corresponding answer tape, whenever x is the
content of the corresponding query tape.
We introduce now the notion of Unary OTM that are more related to stream
computations as accessing the n-th element takes at least n steps (whereas it
takes log(n) steps in OTM. See example 1 for details).
Definition 2 (Unary Oracle Turing Machine). A Unary Oracle Turing
Machine (denoted UOTM) is an OTM where numbers are written using unary
notation on the query tape, i.e. on the oracle state i, Fi(|x|) is written on the
corresponding answer tape, whenever x is the content of the corresponding query
tape.
Definition 3 (Size of function). The size |F | : N→ N of a function F : N→
N is defined by:
|F |(n) = max
k≤n
|F (k)|
where |F (k)| represents the size of the binary representation of F (k).
Definition 4 (Second order polynomial). A second order polynomial is a
polynomial generated by the following grammar:
P := c | X | P + P | P × P | Y ￿P ￿
where X represents a first order variable, Y a second order one and c a constant
in N.
In the following, P (Y1, . . . , Yk, X1, . . . , Xl) will denote a second order polyno-
mial where each Yi represents a second order variable, and each Xi a first order
variable.
Definition 5 (Polynomial running time). The cost of a transition is:
– |F |(|x|), if the machine is in a query state of the oracle F on input query x;1
– 1 otherwise.
An OTM M operates in time T : (N → N)k → Nl → N if for all inputs
x1, . . . xl : N and F1, . . . Fk : N → N, the sum of the transition costs before M
halts on these inputs is less than T (|F1|, . . . , |Fk|, |x1|, . . . , |xl|).
A function G : (N → N)k → Nl → N is OTM computable (resp. UOTM
computable) in polynomial time if there exists a second order polynomial P such
that G(F1, . . . , Fk, x1, . . . xl) is computed by an OTM (resp. UOTM) in time
P (|F1|, . . . , |Fk|, |x1|, . . . , |xl|) on inputs x1, . . . , xl and oracles F1, . . . , Fk.
The set of polynomial time UOTM computable functions is strictly included
in the set of polynomial time OTM computable functions (proved to be equal
to the BFF algebra in [9]):
1 This definition is equivalent to that of [9] which considers |F |(x) but where |F | is
the maximum for k ≤ |n|. It has the advantage to be uniform for UOTM and OTM.
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Example 1. The function G : (N → N) × N → N defined by G(F, x) = F (|x|)
is UOTM computable in polynomial time (its running time is bounded by 2 ×
(|x| + |F |(|x|)), that is the cost to copy x on the query tape and to query the
oracle). However H(F, x) = F (x) is not but is in BFF.
3 First order stream language
Syntax. We define a simple first order functional language with streams. This
small language can be seen as a strict subset of a lazy functional language like
Haskell. We denote by F the set of function symbols, C the set of constructor
symbols and X the set of variable names. Programs in our language are lists of
definitions D given by the following grammar:
p ::= x | c p1 . . . pn | p : y (Patterns)
e ::= x | t e1 . . . en (Expressions)
d ::= f p1 . . . pn = e (Definitions)
where x, y ∈ X , t ∈ C ∪ F , c ∈ C \ {:} and f ∈ F and c, t and f are symbols of
arity n.
Throughout the paper, we call closed expression any expression without vari-
ables.
The stream constructor : ∈ C is a special infix constructor of arity 2. In a
stream expression hd : tl, hd is called the head and tl is called the tail (of the
stream).
In a definition f p1 . . . pn = e, all the variables of e appear in the patterns
pi. Moreover patterns are non overlapping and each variable appears at most
once in the left-hand side. It entails that programs are confluent. In a program,
we suppose that all pattern matchings are exhaustive. Finally, we only allow
patterns of depth 1 for the stream constructor (i.e. only variables appear in the
tail of a stream pattern). This is not restrictive since a program with higher
pattern matching depth can be easily transformed into a program of this form
using extra function symbols and definitions.
Type system. Programs contain inductive types that will be denoted by Tau
throughout the paper. Unary integers are defined by data Nat = 0 | Nat +1,
given that 0, +1 ∈ C. Consequently, each constructor symbol comes with a typed
signature and we will use the notation c :: T to denote that the constructor
symbol c has type T. For example, we have 0 :: Nat and +1 :: Nat→ Nat.
Programs contain co-inductive types defined by data [Tau] = Tau : [Tau]
for each inductive type Tau. This is a distinction with Haskell, where streams
are defined to be both finite and infinite lists, but not a restriction since finite
lists may be defined in this language and since we are only interested in showing
properties of total functions (i.e. an infinite stream represents a total function).
Each function symbol f comes with a typed signature that we restrict to be
either f :: [Tau]k → Taul → Tau or f :: [Tau]k → Taul → [Tau], with k, l ≥ 0.
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Throughout the paper, we will only consider well-typed programs where the
left-hand side and the right-hand side of a definition can be given the same type
using the following simple rules with A, Ai ∈ {Tau, [Tau]}:
x :: A x ∈ X
t :: A1 → . . .→ An → A ∀i ∈ {1, n}, ei :: Ai
t e1 . . . en :: A
t ∈ C ∪ F
Semantics. Let lazy values and strict values be defined by:
lv ::= e1 : e2 (Lazy value)
v ::= c v1 . . . vn (Strict value)
where e1, e2 are closed expressions and c belongs to C \ {:}. Lazy values are
expressions with the constructor symbol : at the top level whereas strict values
are expressions where only constructor symbols occur and are used to deal with
fully evaluated elements.
Moreover, let S represent the set of substitutions σ that map variables to
expressions. As usual the result of applying the substitution σ to an expression
e is denoted σ(e).
The derivation rules are defined by:
(f p1 . . . pn = e) ∈ D σ ∈ S ∀i ∈ {1, ..., n}, σ(pi) = ei
f e1 . . . en → σ(e) (d)
ei → e￿i t ∈ F ∪ C \ {:}
t e1 . . . ei . . . en → t e1 . . . e￿i . . . en
(t) e→ e
￿
e : e0 → e￿ : e0 (:)
We will write e →n e￿ if there exist expressions e1, . . . , en−1 such that e →
e1 · · · → en−1 → e￿. Let →∗ denote the transitive and reflexive closure of →.
We write e→! e￿ if e is normalizing to the expression e￿, i.e. e→∗ e￿ and there
is no e￿￿ such that e￿ → e￿￿. We can show easily wrt the derivation rules (and
because definitions are exhaustive) that given a closed expression e, if e →! e￿
and e :: Tau then e￿ is a strict value, whereas if e →! e￿ and e :: [Tau] then e￿
is a lazy value. Indeed the (t) rule allows the reduction of an expression under
a function or constructor symbol whereas the (:) rule only allows reduction of a
stream head (this is why we do not allow stream patterns of depth greater than
1 in a definition).
These reduction rules are not deterministic but we could define a lazy call-
by-need strategy to mimic Haskell’s semantic.
4 Second order polynomial interpretations
In the following, we call a positive functional any function in ((N→ N)k×Nl)→
T with k, l ∈ N and T ∈ {N,N → N}. Given a positive functional F : ((N →
N)k × Nl)→ T , the arity of F is k + l.
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Let > denote the usual ordering on N and N → N, i.e. given F,G : N →
N, F > G if ∀n ∈ N \ {0}, F (n) > G(n). We extend this ordering to pos-
itive functionals of arity l by: F > G if ∀x1 . . . xl ∈ {N \ {0},N →↑ N},
F (x1, . . . , xl) > G(x1, . . . , xl), where N →↑ N is the set of increasing functions
on positive integers.
Definition 6 (Monotonic positive functionals). A positive functional F of
arity n is monotonic if ∀i ∈ {1, n}, ∀xi > x￿i, F (. . . , xi, . . . ) > F (. . . , x￿i, . . . ),
where xi, x￿i ∈ {N \ {0},N→↑ N}.
Definition 7. The interpretation of a program is a total mapping of the func-
tion and constructor symbols to monotonic positive functionals. The type of the
interpretation is inductively defined by the type of the corresponding symbol:
– a symbol t of type Tau has interpretation ￿t￿ in N
– a symbol t of type [Tau] has interpretation ￿t￿ in N→ N
– a symbol t of type A -> B has interpretation ￿t￿ in TA → TB, where TA
and TB are the types of the interpretations of the symbols of type A and,
respectively, type B.
We fix the interpretation of each constructor symbol by:
– ￿c￿(X1, . . . , Xn) = X1 + . . . Xn + 1 if c ∈ C \ {:} is of arity n
– ￿:￿(X,Y )(Z + 1) = 1 +X + Y ￿Z￿2
– ￿:￿(X,Y )(0) = X
Once the interpretation of each function and constructor symbol is fixed, we can
define the interpretation of any expression by structural induction (notice that
we preserve the previous correspondence between the type of the expression and
the type of its interpretation):
– ￿x￿ = X if x is a variable of type Tau, i.e. we associate a unique first order
variable X in N to each x ∈ X of type Tau.
– ￿y￿(Z) = Y ￿Z￿ if y is a variable of type [Tau], i.e. we associate a unique
second order variable Y : N→ N to each y ∈ X of type [Tau].
– ￿t e1 . . . en￿ = ￿t￿(￿e1￿, . . . , ￿en￿) if t ∈ C ∪ F
Consequently, the interpretation ￿ ￿ maps any expression to a functional (of the
interpretation of its free variables).
The interpretation of a program is polynomial if each function symbol is in-
terpreted by a second order polynomial.
Example 2. The stream constructor : has type Tau → [Tau] → [Tau]. Conse-
quently, its interpretation ￿:￿ has type (N× (N→ N))→ (N→ N)3. Considering
the expression p : (q : r), with p, q, r ∈ X , we obtain that:￿p : (q : r)￿ = ￿:￿(￿p￿, ￿q : r￿) = ￿:￿(￿p￿, ￿:￿(￿q￿, ￿r￿)) = ￿:￿(P, ￿:￿(Q,R)) = F (R,P,Q)
where F ∈ ((N→ N)× N2)→ (N→ N) is the positive functional such that:
2 By abuse of notation, we will consider that the interpretation of : is also a positive
functional.
3 We will use the cartesian product instead of the arrow for the argument types of a
function symbol in the following.
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– F (R,P,Q)(Z + 2) = 1 + P + ￿:￿(Q,R)(Z + 1) = 2 + P +Q+R(Z)
– F (R,P,Q)(1) = 1 + P + ￿:￿(Q,R)(0) = 1 + P +Q
– F (R,P,Q)(0) = P
Lemma 1. The interpretation of an expression e defines a positive functional
in the interpretations of its free variables.
Definition 8 (Well-founded polynomial interpretation). The interpreta-
tion of a program is well-founded if for each definition f p1 . . . pn = e ∈ D,
￿f p1 . . . pn￿ > ￿e￿
By extension, a program is well-founded (polynomial) if it admits a well-
founded (polynomial) interpretation.
The following programs are examples of well-founded polynomial programs:
Example 3. The sum and product over unary integers:
plus :: Nat -> Nat -> Nat mult :: Nat -> Nat -> Nat
plus 0 b = b mult 0 b = 0
plus (a+1) b = (plus a b)+1 mult (a+1) b = plus b (mult a b)
They admit the following well-founded interpretation4 ￿plus￿(X1, X2) = 2 ×
X1 + X2, ￿mult￿(X1, X2) = 3 × X1 × X2. Indeed, we check that the following
inequalities are satisfied:
– ￿plus 0 b￿ = 2 +B > B = ￿b￿
– ￿plus (a+1) b￿ = 2A+ 2 +B > 2A+B + 1 = ￿(plus a b)+1￿
– ￿mult 0 b￿ = 3× ￿0￿× ￿b￿ = 3×B > 1 = ￿0￿
– ￿mult (a+1) b￿ = 3×A×B+3×B > 2×B+3×A×B = ￿plus b (mult a b)￿
s !! ncomputes the (n+ 1)th element of the stream s:
!! :: [Tau] -> Nat -> Tau
(h:t) !! (n+1) = t !! n
(h:t) !! 0 = h
and admits a well-founded interpretation ￿!!￿ in ((N→ N)×N)→ N defined by￿!!￿(Y,N) = Y ￿N￿. Indeed, we check that:
– ￿(h:t) !! (n+1)￿ = ￿h:t￿(￿n￿ + 1) = 1 + ￿h￿ + ￿t￿(￿n￿) > ￿t￿(￿n￿) =￿t !! n￿
– ￿(h:t) !! 0￿ = ￿h:t￿(￿0￿) = ￿h:t￿(1) = 1 + ￿h￿+ ￿t￿(0) > ￿h￿
In the same way, we let the reader check that tln, which drops the first n + 1
elements of a stream, admits the well-founded interpretation ￿tln￿ of type ((N→
N)× N)→ (N→ N) defined by ￿tln￿(Y,N)(Z) = Y ￿N + Z + 1￿.
4 On programs without streams, well-founded polynomial interpretations correspond
exactly to polynomial interpretations.
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tln :: [Tau] -> Nat -> [Tau]
tln (h:t) (n+1) = tln t n
tln (h:t) 0 = t
Indeed, for the first rule, we just check that ￿tln (h:t) (n+1)￿ > ￿tln t n￿,
that is ∀Z ∈ N \ {0}, ￿tln (h:t) (n+1)￿(Z) > ￿tln t n￿(Z).
Lemma 2. If e is an expression of a program with a well-founded interpretation￿ ￿ and e→ e￿, then ￿e￿ > ￿e￿￿ .
Corollary 1. Given a closed expression e :: Tau of a program having a well-
founded interpretation ￿ ￿, if e →n e￿ then n ≤ ￿e￿, i.e. every reduction chain
starting from an expression e of a well-founded program has its length bounded
by ￿e￿ .
Corollary 2. Given a closed expression e :: [Tau] of a program having a well-
founded interpretation ￿ ￿, if e !! k →n e￿ then n ≤ ￿e !! k￿ = 5￿e￿(￿k￿) =￿e￿(k+ 1), i.e. at most ￿e￿(k+ 1) reduction steps are needed to compute the kth
element of a stream e.
Productive streams are defined in the literature [6] as terms weakly normal-
izing to infinite lists, which is in our case equivalent to: a stream s is productive
if for all n :: Nat, s !! n evaluates to a strict value.
Corollary 3. Each stream expression of a program with a well-founded inter-
pretation is productive.
Corollary 4. Given a function symbol f :: [Tau]k → Taul → Tau of a program
with a well-founded polynomial interpretation ￿ ￿, there is a second order poly-
nomial P such that if f e1 . . . ek+l →n! v then n ≤ P (￿e1￿, . . . , ￿ek+l￿), for all
closed expressions e1, . . . , ek+l.
The following lemma shows that in a well-founded program, the number of
evaluated stream elements is bounded.
Lemma 3. Given a function symbol f :: [Tau]k → Taul → Tau of a program
having a well-founded interpretation ￿ ￿, and closed expressions e1, . . . , el ::
Tau, d1, . . . , dk :: [Tau], if f d1 . . . dk e1 . . . el →! v and ∀n :: Nat, di !! n→! vni
then for all closed expressions d￿1 . . . d￿k :: [Tau] satisfying d￿i !! n →! vni, ∀n ≤￿f d1 . . . dk e1 . . . el￿, we have f d￿1 . . . d￿k e1 . . . el →! v.
5 Characterizations of polynomial time
In this section, we provide a characterization of polynomial time UOTM com-
putable functions using interpretations. We also provide a characterization of
Basic Feasible Functionals using the same methodology.
Note that for the sake of simplicity, we implicitly consider that the inductive
type Tau has an encoding in N.
5 Using the well-founded interpretation of example 3
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Theorem 1. A function F : ((N → N)k → Nl) → N which is computable in
polynomial time by a UOTM if and only if there exists a program f computing F,
of type [Tau]k → Taul → Tau admits a polynomial well-founded interpretation.
To prove this theorem, we will show in lemma 4 that second order polynomials
can be computed by programs having well-founded polynomial interpretations.
We will then use this result to get soundness in lemma 5. Completeness (lemma 7)
consists in computing a bound on the number of entries to read to compute an
element of the output stream and then to the computation by a classical Turing
machine.
Lemma 4. Every second order polynomial can be computed by a well-founded
polynomial program.
Lemma 5 (Soundness). Every polynomial time UOTM computable function
can be computed by a well-founded polynomial program.
Proof
Let f : ((N → N)k → Nl) → N be a function computed by a UOTM M in time
P , with P a second order polynomial. Without loss of generality, we will assume that
k = l = 1. The idea of this proof is to write a program f0 giving the output of M after
t steps, and to use lemma 4 to simulate the computation of P .
Let f0 be the function symbol describing the execution of M:
f0 :: [Bin] -> Nat -> Nat -> Bin
8 -> Bin
where Bin = Nil | 0 Bin | 1 Bin.
The arguments of f0 represent respectively the input stream, the number of steps t
the machine is allowed to compute, the state and the 4 tapes (each tape is represented
by 2 binary numbers as illustrated in figure 1). The output will correspond to the
content of the output tape after t steps.
. . . B o1 o2 B . . . output tape
. . . B a1 a2 B . . . answer tape
. . . B q1 q2 B . . . query tape
. . . B n1 n2 B . . . input tape
Fig. 1. Encoding of the content of the tapes of an OTM (or UOTM). x represents the
mirror of the word x and the symbol ↑ represents the positions of the heads.
The function symbol f0 is defined recursively in its second argument:
– if the timer is 0, then we output the content of the output tape (after its head):
f0 s 0 q n1 n2 q1 q2 a1 a2 o1 o2 = o2
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– for each transition of M, we write a definition:
f0 s (t+1) q n1 n2 q1 q2 a1 a2 o1 o2 = f0 s t q
￿ n￿1 n
￿
2 q
￿
1 q
￿
2 a
￿
1 a
￿
2 o
￿
1 o
￿
2
where n1 and n2 represent the input tape before the transition and n
￿
1 and n
￿
2
represent the input tape after the transition, the motion and writing of the head
being taken into account, and so on for the other tapes.
Since the transition function is well described by a set of such definitions, the function
f0 produces the content of o2 (i.e. the content of the output tape) after t steps on entry
t and configuration C (i.e. the state and the representations of the tapes).
f0 admits a well-founded polynomial interpretation ￿f0￿. Indeed, in each definition,
the state can only increase by a constant, the length of the numbers representing the
various tapes cannot increase by more than 1. The answer tape ￿a2￿ can undergo an im-
portant increase: when querying, it can increase by ￿s￿(￿q2￿), that is the interpretation
of the input stream taken in the interpretation of the query.
Then, ￿f0￿(Y, T,Q,N1, N2, Q1, Q2, A1, A2, O1, O2) can be defined by (T + 1) ×
(Y ￿Q2￿+1)+Q+N1 +N2 +Q1 +A1 +A2 +O1 +O2, which provides a well-founded
polynomial interpretation. Lemma 4 shows how we can implement the polynomial P
by a program p, and give it a polynomial well-founded interpretation. Finally, consider
the programs size, max, maxsize and f1 defined below:
size :: Bin -> Bin max :: Nat -> Nat -> Nat
size Nil = 0 max 0 n = n
size (0 x) = (size x)+1 max n 0 = n
size (1 x) = (size x)+1 max (n+1) (k+1) = (max n k)+1
maxsize :: [Bin] -> Nat -> Nat
maxsize (h:t) 0 = size h
maxsize (h:t) (n+1) = max (maxsize t n) (size h)
f1 :: [Bin] -> Bin -> Bin
f1 s n = f0 s (p (maxsize s) (size n)) q0 Nil n Nil Nil Nil Nil Nil Nil
where q0 is the index of the initial state. size computes the size of a binary number,
and maxsize computes the size function of a stream of binary numbers. f1 computes
an upper bound on the number of steps before M halts on entry n with oracle s
(i.e. P (|s|, |n|)), and computes f0 with this time bound. The output is then the value
computed by M on these entries. Define the following well-founded polynomial inter-
pretations for max, size and maxsize:
– ￿size￿(X) = 2X
– ￿max￿(X1, X2) = X1 +X2
– ￿maxsize￿(Y,X) = 2× Y ￿X￿
Finally f1 admits a well-founded polynomial interpretation since it is defined by
composition of programs with well-founded polynomial interpretations. ￿
The previous lemma also gives a hint for the completeness proof:
Corollary 5. Any function f : N → N computable in polynomial time by a
Turing Machine can be implemented by a stream program having a well-founded
polynomial interpretation.
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Lemma 6. If P is a second-order polynomial, then the function:
F1, . . . , Fk, x1, . . . xl ￿→ 2P (|F1|,...,|Fk|,|x1|,...,|xl|) − 1
is computable in polynomial time by a UOTM.
Lemma 7 (Completeness). If a program f of type [Tau]k → Taul → Tau
admits a well-founded polynomial interpretation, then it computes a function
f : (N→ N)k → Nl → N which is computable in polynomial time by a UOTM.
Proof
Lemma 6 shows that given some inputs and oracles, a UOTM can compute ￿f￿ applied
on their sizes and get a unary integer N in polynomial time. According to lemma 3, the
Haskell-like program needs at most the first N values of each oracle. Then, we can build
a UOTM which queries all these values (in time
￿
i≤N |f |(N), which is polynomial in
the size of the inputs and the size of the oracles) and computes f on these finite inputs:
we can convert the program f into a program working on finite lists (which will also
have polynomial time complexity), and according to corollary 5, this program can be
computed in polynomial time by a (classical) Turing Machine. ￿
Similarly, we can obtain a characterization of BFF, that is functions com-
putable in polynomial time by OTM. Instead of using second order polynomials,
we will use a larger set of second order functions named exp-poly.
Definition 9 (exp-poly). We call exp-poly the set of functions generated by
the following grammar:
EP := P | EP + EP | EP × EP | Y ￿2EP ￿
where P denotes a first order polynomial and Y a second order variable.
The interpretation of a program is exp-poly if each symbol is interpreted by
an exp-poly function.
Theorem 2. BFF is exactly the set of functions that can be computed by pro-
grams that admit a well-founded exp-poly interpretation.
6 Link with polynomial time computable real functions
We show in this section that our complexity results can be adapted to real
functions.
Up to now, we have considered stream programs as type 2 functionals in
their own rights. However, type 2 functionals can be used to represent real func-
tions. Indeed Recursive Analysis models computation on reals as computation
on converging sequences of rational numbers [17,10].
We will require a given convergence speed to be able to compute eﬀectively.
A real x is represented by a sequence (qn) ∈ QN if ∀i ∈ N, ￿x− qi￿ < 2−i. This
will be denoted by (qn)￿ x. A function f : R→ R will be said to be computed
by a machine M if
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(qn)￿ x⇒ (M(qn))￿ f(x). (1)
Hence a computable real function will be computed by programs of type
[Q] -> [Q] in our stream language, where Q is an inductive type describing the
set of rationalsQ. Only programs encoding machines verifying the implication (1)
will make sense in this framework. Following [10], we can define polynomial
complexity of real functions using polynomial time UOTM computable functions.
Proposition 1. If a program [Q] -> [Q] with a well-founded polynomial in-
terpretation computes a real function on compact K, then this function is com-
putable in polynomial time.
Proposition 2. Any polynomial-time computable real function (defined over K)
can be implemented by a well-founded polynomial program.
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