Abstract. We study integro-differential inclusions in Hilbert spaces with operatorvalued kernels and give sufficient conditions for the well-posedness. We show that several types of integro-differential equations and inclusions are covered by the class of evolutionary inclusions and we therefore give criteria for the well-posedness within this framework. As an example we apply our results to the equations of visco-elasticity and to a class of nonlinear integro-differential inclusions describing Phase Transition phenomena in materials with memory. 
Introduction
It appears that classical phenomena in mathematical physics, like heat conduction, wave propagation or elasticity, show some memory effects (see e.g. [13, 20] ). One way to mathematically model these effects is to use integro-differential equations. Typically, linear integro-differential equations of hyperbolic and parabolic type, discussed in the literature, are of the form
andu
respectively. In both cases G denotes a closed, densely defined linear operator on some Hilbert space, which, in applications, is a differential operator with respect to the spatial variables. These types of equations were treated by several authors, mostly assuming that the kernels g and h are scalar-valued. The theory of integro-differential equations has a long history and there exists a large amount of works by several authors and we just mention the monographs [25, 14] and the references therein for possible approaches. Topics like well-posedness, regularity and the asymptotic behaviour of solutions were studied by several authors, even for semi-linear versions of (1) or (2) (e.g. [6, 2, 5] for the hyperbolic and [1, 7, 4] for the parabolic case). Our approach to deal with integro-differential equations invokes the framework of evolutionary equations, introduced by Picard in [22, 23] . The main idea is to rewrite the equations as problems of the form
or, more generally, as a differential inclusion. Here ∂ 0 denotes the time-derivative established as a boundedly invertible operator in a suitable exponentially weighted L 2 -space. The operator M (∂ −1 0 ), called the linear material law, is a bounded operator in time and space and is defined as an analytic, operator-valued function of ∂ −1 0 . The operator A is assumed to be skew-selfadjoint. More generally, A is a maximal monotone, possibly set-valued, operator (we refer to the monographs [3, 17, 29] for the theory of monotone operators) and in this case (3) becomes a differential inclusion of the form
which will be referred to as an evolutionary inclusion. These kinds of problems were studied by the author in previous works (cf. [31, 32, 33] ) and the well-posedness and causality was shown under suitable assumptions on the material law M (∂ −1 0 ). As it was already mentioned in [18] , the operator M ∂ −1 0 can be a convolution with an operator-valued function and we will point out, which kind of linear material laws yield integro-differential equations. We emphasize that problems of the form (1) and (2) are covered by (4) , while the converse is false in general, unless additional compatibility constraints on the operators A and M (∂ −1 0 ) are imposed. Thus, on one hand our approach provides a unified solution theory for a broader class of integro-differential inclusions. On the other hand, since the solution theory for hyperbolic and parabolic problems is the same, we cannot expect to obtain optimal regularity results by this general approach, such as maximal regularity for parabolic-type problems. According to the solution theory for inclusions of the form (4) (see [33, Theorem 3.7] or Theorem 2.9 in this article) it suffices to show the strict positive definiteness of Re ∂ 0 M (∂ −1 0 ) in order to obtain well-posedness of the problem. Besides existence, uniqueness and continuous dependence we obtain the causality of the respective solution operators, which enables us to treat initial value problems. The article is structured as follows. In Section 2 we recall the notion of linear material laws, evolutionary inclusions and we state the solution theory for this class of problems. Section 3 is devoted to the well-posedness of hyperbolic-and parabolic-type integro-differential inclusions. We will state conditions for the involved kernels, which imply the positive definiteness of Re ∂ 0 M (∂ −1 0 ) and therefore yield the well-posedness of the problems, where we focus on kernels which are not differentiable. Furthermore, in Subsection 3.1 we will briefly discuss a way of how to treat initial value problems (see Remark 3.11) as well as problems where the whole history of the unknown is given (Remark 3.12) in the case of a skew-selfadjoint operator A. Finally, we apply our findings in Section 4 to concrete examples. At first, we consider the equations of visco-elasticity, which were also treated by Dafermos [10, 9] , even for operatorvalued kernels but under the stronger assumption that the kernels are absolutely continuous. As a second example we deal with a nonlinear integro-differential inclusion, arising in the theory of phase transition problems in materials with long-term memory effects (see [8, 34] ). Throughout, every Hilbert space is assumed to be complex and the inner product, denoted by ·|· is linear in the second and anti-linear in the first argument. Norms are usually denoted by | · | except the operator-norm, which we denote by · .
Evolutionary inclusions
In this section we recall the notion of evolutionary inclusions due to [31, 33] , based on the framework of evolutionary equations introduced in [22, 23, 24] . We begin to define the exponentially weighted L 2 -space and the time-derivative ∂ 0 , established as a normal, boundedly invertible operator on this space. Using the spectral representation of this time-derivative operator, we define so called linear material laws as operator-valued H ∞ -functions of ∂ −1 0 . In the second subsection we recall the solution theory for evolutionary inclusions and the notion of causality.
The time-derivative and linear material laws
Throughout let ν ∈ R. As in [24, 22, 18] we begin to introduce the exponentially weighted L 2 -space 1 .
Definition 2.1. We define the Hilbert space
endowed with the inner-product
Remark 2.2. Obviously the operator
defined by (e −νm f ) (t) = e −νt f (t) for t ∈ R is unitary.
We define the derivative ∂ on L 2 (R) as the closure of the operator
where C ∞ c (R) denotes the space of infinitely differentiable functions on R with compact support. This operator is known to be skew-selfadjoint (see [36, p. 198, Example 3] ) and its spectral representation is given by the Fourier transform F, which is given as the unitary continuation of
for functions φ ∈ L 1 (R) ∩ L 2 (R), i.e., we have
where
Definition 2.3. We define the operator ∂ ν on H ν,0 (R) by
and obtain again a skew-selfadjoint operator. From (5) we immediately get
which yields the spectral representation for ∂ ν by the so-called Fourier-Laplace transform
An easy computation shows, that for φ ∈ C ∞ c (R) we get φ ′ = ∂ ν φ + νφ, which leads to the following definition. Definition 2.4. We define the operator ∂ 0,ν := ∂ ν + ν, the time-derivative on H ν,0 (R). If the choice of ν ∈ R is clear from the context we will write ∂ 0 instead of ∂ 0,ν .
Remark 2.5. Another way to introduce ∂ 0,ν is by taking the closure of the usual derivative of test-functions with respect to the topology in H ν,0 (R), i.e.
We state some properties of the derivative ∂ 0,ν and refer to [18, 24] for the proofs. 
Of course, the operator ∂ 0,ν can be lifted in the canonical way to Hilbert space-valued functions and for convenience we will use the same notation for the derivative on scalar-valued and on Hilbert space-valued functions. The space of Hilbert space-valued functions, which are squareintegrable with respect to the exponentially weighted Lebesgue measure will be denoted by H ν,0 (R; H) for ν ∈ R. Using the spectral representation for the inverse time-derivative ∂ 
it+ν f (t) for t ∈ R and the linear material law
Note that the operator M (∂ 
Well-posedness and causality of evolutionary inclusions
In [33] the following type of a differential inclusion was considered: 
where A ⊆ H ⊕ H is a maximal monotone relation 3 satisfying (0, 0) ∈ A, A ν is its extension to H ν,0 (R; H) ⊕ H ν,0 (R; H) given by 4
which again defines a maximal monotone relation (see [3, Exemple 2.3 .3]), F ∈ H ν,0 (R; H) is an arbitrary source term and U ∈ H ν,0 (R; H) is the unknown. For this class of problems the following solution theory was established.
Theorem 2.9 ([33, Theorem 3.7]). Let A ⊆ H ⊕ H be maximal monotone with (0, 0) ∈ A and let M : B C (r, r) → L(H) be analytic, bounded and such that there exists c > 0 such that for all z ∈ B C (r, r) the following holds
Then for each ν >
defines a Lipschitz-continuous mapping on H ν,0 (R; H). Moreover, the inverse is causal, i.e.
for each a ∈ R. 5 This means that under the hypotheses of Theorem 2.9, Problem (6) is well-posed, i.e. the uniqueness, existence and continuous dependence on the data F of a solution U is guaranteed. However, (6) just holds in the sense of
where the closure is taken with respect to the topology on H ν,0 (R; H). If A is a maximal monotone, linear operator, we can avoid the closure, by using the concept of extrapolation spaces, so-called Sobolev-chains with respect to the operator A + 1 and ∂ 0,ν (see [21] , [24, Chapter 2] ). In this context Equation (6) holds in the space H ν,−1 (R; H −1 (A + 1)), where we denote by (H ν,k (R)) k∈Z the Sobolev-chain associated to ∂ 0,ν . Using that M (∂ −1 0,ν ) and A commute with ∂ 0,ν , one derives the following corollary from Theorem 2.9. 
extends to a bounded linear operator on H ν,k (R; H) for each k ∈ Z.
3 Frequently, maximal monotone operators are defined as set-or multi-valued mappings, i.e. A : D(A) ⊆ H → P(H). However, we identify this mapping with the relation given by
and denote this relation again by A. 4 If the choice of ν is clear from the context, we may omit the index ν for the extension and simply write A. 5 Here we denote by χ R ≤a (m) the cut-off operator given by χ R ≤a (m)f (t) = χ R ≤a (t)f (t).
Integro-differential inclusions
In this section we introduce an abstract type of integro-differential inclusions with operatorvalued kernels, which covers hyperbolic-and parabolic-type problems. This abstract type allows to treat convolutions with the unknown as well as with the derivatives (with respect to time and space) of the unknown. We introduce the space L 1,µ (R ≥0 ; L(H)) for µ ∈ R as the space of weakly measurable functions B : R ≥0 → L(H) (i.e. for every x, y ∈ H the function t → B(t)x|y is measurable) such that the function t → B(t) is measurable 6 and
we can establish the Fourier-transform of B as a function on the lower half-plane
with values in the bounded operators on H and satisfies
Moreover it is analytic on the open half plane
we define the convolution operator as follows.
We denote by S(R; H) the space of simple functions on R with values in H. Then for each ν ≥ µ the convolution operator 8
. Hence, it can be extended to a bounded linear operator on H ν,0 (R; H).
Proof. Let ν ≥ µ. Then we estimate for u ∈ S(R; H) using Young's inequality
6 If H is separable, then the weak measurability implies the measurability of t → B(t) . 7 Note that scalar analyticity on a norming set and local boundedness is equivalent to analyticity (see [16, Theorem 3.10 .1]). 8 The integral is defined in the weak sense.
which yields B * u ∈ H ν,0 (R; H) and
This completes the proof.
Remark 3.2. Note that since B * commutes with ∂ 0,ν we can extend B * to a bounded linear operator on H ν,k (R; H) for each k ∈ Z.
Proof. This is an immediate consequence of Lemma 3.1 and the monotone convergence theorem.
for almost every t ∈ R.
Proof. The proof is a classical computation using Fubini's Theorem and we omit it.
Material laws for hyperbolic-type problems
In this subsection we consider material laws of the form
and
for some
To ensure that the function M 1 defines a linear material law, we choose r := 1 2µ 0 . A typical example for a material law for hyperbolic-type systems is of the form
Then the corresponding integro differential inclusion (6) reads as
. If A is given as a block operator matrix of the form 0 G * −G 0 for some closed linear operator G : D(G) ⊆ H 0 → H 1 , and if g = 0, we obtain by the second row of (10)
If we plug this representation of q into the first line of (10) we get that
Thus, a solution theory for (10) will cover hyperbolic equations of the form (1). A semi-linear version of this equation was treated in [5] for scalar-valued kernels, where criteria for the well-posedness and the exponential stability were given. Also in [26] this type of equation was treated for scalar-valued kernels and besides well-posedness, the polynomial stability was addressed. In both works the well-posedness (the existence and uniqueness of mild solutions) was shown under certain conditions on the kernel by techniques developed for evolutionary integral equations (see [25] ). We will show that the assumptions on the kernels made in both articles can be weakened such that the well-posedness of the problem can still be shown, even for operator-valued kernels. In order to show the solvability condition (7) for the material laws M 0 and M 1 we have to show that there exist r 1 , c > 0 with r 1 ≤ r such that for all z ∈ B C (r 1 , r 1 ) :
Remark 3.5. One standard assumption for scalar-valued kernels is absolute continuity. In our case this means that there exists a function
for the kernel B.
Note that due to the absolute continuity, B is an element of L 1,ν (R ≥0 ; L(H 1 )) for each ν > µ and we choose ν large enough, such that |B| L 1,ν (R ≥0 ;L(H 1 )) < 1. In this case (12) can be easily verified. Using the Neumann series we obtain
. The Fourier transform of B can be computed by
and hence, we can estimate
as ν → ∞, this yields the assertion. An analogous result holds for absolutely continuous C.
In the case when C and B are not assumed to be differentiable in a suitable sense, the conditions (12) and (11) are hard to verify. We now state some hypotheses for B and C and show in the remaining part of this subsection, that these conditions imply (12) and (11) .
, where G is an arbitrary Hilbert space and µ ≥ 0. Then T satisfies the hypotheses (i),(ii) and (iii) respectively, if (i) for all t ∈ R ≥0 the operator T (t) is selfadjoint,
(ii) for all s, t ∈ R ≥0 the operators T (t) and T (s) commute,
(a) If T satisfies the hypothesis (i), then
and thus (iii) holds if and only if
(b) Note that in [26] and [5] the kernel is assumed to be real-valued. Thus, (i) and (ii) are trivially satisfied. In [26] we find the assumption, that the kernel should be non-increasing and non-negative, i.e., T (s) ≥ 0 and T (t) − T (s) ≤ 0 for each t ≥ s ≥ 0. Note that these assumptions imply
which yields (iii) for d = 0 according to (a). The authors of [5] assume that the integrated kernel defines a positive definite convolution operator on L 2 (R ≥0 ). However, according to [5, Proposition 2.2 (a)], this condition also implies (iii) for d = 0.
(c) By hypothesis (iii) we also cover kernels of bounded variation. Indeed, if
is a function of strong bounded variation (see [16, Definition 3.2.4] ), then sup t∈R t T (t − iν 0 ) < ∞. This is a stronger estimate than (iii), which suggests that our results apply to a broader class than functions of strong bounded variation. However, to the authors best knowledge, there exists no characterization of functions satisfying an estimate of the form (iii) even in the scalar-valued case.
We now prove that a kernel T satisfying the hypotheses (i) and (iii), also satisfies an estimate of the form (iii) for every ν ≥ ν 0 .
Lemma 3.7. Assume that T ∈ L 1,µ (R ≥0 ; L(G)) satisfies the hypotheses (i) and (iii). Then we have for all ν ≥ ν 0 and t ∈ R t Im T (t − iν) ≤ 4d.
Proof. Let x ∈ G and ν ≥ µ. We define the function
which is real-valued, due to the selfadjointness of T (t) and we estimate
which shows f ∈ L 1,µ (R >0 ). We observe that
for each t ∈ R, ν ≥ µ. Hence, by
it suffices to prove t Im f (t − iν) is bounded from above for ν ≥ ν 0 , t ∈ R under the condition that t Im f (t − iν 0 ) ≤ d for each t ∈ R. For this purpose we follow the strategy in [4, Lemma 3.4] and employ the Poisson formula for the half plain (see [30, p. 149] ) in order to compute the values of the harmonic function Im f (·) :
Remark 3.8. The fact that T satisfies (iii) not only for one parameter ν 0 > 0 but for all ν ≥ ν 0 is crucial for the causality of the solution operator. Indeed, if one is only interested in the well-posedness of problems of the form (4) for one particular parameter ν 0 it would be sufficient to assume hypothesis (iii) and omit assumption (i).
We are now able to state our main results of this subsection.
Proposition 3.9. Let C satisfy the hypotheses (i) and (iii). Then there exists 0 < r 1 ≤ r and c > 0 such that for all z ∈ B C (r 1 , r 1 ) condition (11) is satisfied.
Proof. Let z ∈ B C (r 1 , r 1 ), where we will choose r 1 later on. Using the representation z −1 = it + ν for t ∈ R and ν > 1 2r 1 we estimate
where we have used Lemma 3.7. Using Corollary 3.3, this yields the assertion. Proof. Let x ∈ H 1 and choose r 1 < min
. Let z ∈ B C (r 1 , r 1 ).
Then z −1 = it + ν for some t ∈ R, ν > 1 2r 1 . Since the operator 1 − √ 2π B(t − iν) is bounded and boundedly invertible, so is its adjoint, which is given by 1 − √ 2π B(−t − iν) since B(s) is selfadjoint for each s ∈ R. We compute
We define the operator D := |1 − √ 2π B(t − iν)| −1 . Furthermore, note that due to (ii), we have that the operators B(·) commute. This especially implies, that B(t − iν) is normal and hence D and 1 − √ 2π B(−t − iν) commute. Thus, we can estimate the real part by
where we have used Lemma 3.7. Using now the inequality
we arrive at
which shows the assertion since ν > 1 2r 1 .
In applications it turns out that (10) is just assumed to hold for positive times, i.e. on R >0 and the equation is completed by initial conditions. So for instance, we can require that the unknowns v and q are supported on the positive real line and attain some given initial values at time 0. Then we arrive at a usual initial value problem. Since, due to the convolution with B and C the history of v and q has an influence on the equation for positive times, we can, instead of requiring an initial value at 0, prescribe the values of v and q on the whole negative real-line. This is a standard problem in delay-equations and it is usually treated by introducing so-called history-spaces (see e.g. [15, 11] ). However, following the idea of [18] we can treat this kind of equations as a problem of the form (10) with a modified right-hand side.
Since we have to invoke the theory of Sobolev-chains in order to deal with such problems, we assume that A : D(A) ⊆ H → H is linear and maximal monotone. Let us treat the case of classical initial value problems first.
Remark 3.11 (Initial value problem). For (f, g) ∈ H ν,0 (R; H) with supp f, supp g ⊆ R ≥0 we consider the differential equation
completed by initial conditions of the form
where we assume (v (0) , q (0) ) ∈ D(A). We assume that the solvability conditions (12) and (11) are fulfilled. Assume that a pair (v, q) ∈ χ R >0 (m 0 )[H ν,1 (R; H)] 9 solves this problem. Then we get
on R, which is equivalent to
. (13) We note that δ ∈ H ν,−1 (R) and according to Remark 3.2, the operators 1 + C * and (1 − B * ) −1 have a continuous extension to H ν,−1 (R; H). We claim that (13) is the proper formulation of the initial value problem in our framework. According to Corollary 2.10 this equation admits a unique solution (v, q) ∈ H ν,−1 (R; H) and due to the causality of the solution operator we get supp v, supp q ⊆ R ≥0 . We derive from (13) that
. However, we also get that
and hence,
Using the Sobolev-embedding Theorem (see [24, 
is continuous with values in H −1 (A + 1) and hence, due to causality,
in H −1 (A + 1) and thus
Remark 3.12 (Problems with prescribed history). For (f, g) ∈ H ν,0 (R; H) with supp f, supp g ⊆ R ≥0 we again consider the equation
on R >0 and the initial conditions
We assume that
We want to determine an evolutionary equation for w := χ R >0 v and p := χ R >0 q. We have that
Hence, we arrive at the following equation for (w, p) :
.
Note that we can omit the cut-off function on the left hand side due to the causality of the operators. The conditions v(0+) = v (−∞) (0−) and q(0+) = q (−∞) (0−) are now classical initial conditions for the unknowns w and p. Hence, following Remark 3.11 we end up with the following evolutionary equation for (w, p):
This equation possesses a unique solution in H ν,−1 (R; H) with supp w, supp p ⊆ R >0 due to the causality of the solution operator. Like in Remark 3.11 we get that
from which we derive, using Equation (16) , that
in H −1 (A + 1). We are now able to define the original solution by setting
Indeed, v and q satisfy the initial conditions by definition and on R >0 the solution (v, q) satisfies the differential equation (14) according to the computation done in (15).
Material laws for parabolic-type problems
For parabolic-type problems it turns out that the material law is typically given as a combination of terms of the form M 0 or M 1 , which were discussed in the previous section and terms of the form
where B ∈ L 1,µ (R ≥0 ; L(H 1 )) and C ∈ L 1,µ (R ≥0 ; L(H 0 )) for some µ ≥ 0 and r > 0 is small enough, such that M 3 is a linear material law. Frequently we find material laws given by
The corresponding integro-differential inclusion is then given by
Again, in the special case, when g = 0 and A is of the form 0 G * −G 0 for some closed densely defined linear operator G : D(G) ⊆ H 0 → H 1 this yields the parabolic equation
showing that problems of the form (2) are covered by (17) . Such problems were considered in [4] for scalar-valued kernels, where besides the well-posedness the asymptotic behaviour was addressed. As it turns out the solution theory for this kind of problem is quite easy in comparison to the solution theory for the hyperbolic case.
Proposition 3.13. There exist 0 < r 1 ≤ r and c > 0 such that the material laws M 2 and M 3 satisfy the solvability condition (7).
Proof. Using Corollary 3.3 we estimate for M 2
For M 3 we use the Neumann-series and estimate
Remark 3.14. In [35] the following kind of a parabolic-type integro-differential equation was considered:
It is remarkable that no further assumptions on the kernel C are imposed, although (19) seems to be of the form (18), where C would have to verify the hypotheses (i) and (iii). The reason for that is that (19) can be rewritten as a parabolic system, which is not of the classical form (17) . Indeed, instead of (19) we consider
In this case the well-posedness can be shown, without imposing additional hypotheses on C.
First we write the problem in the form given in (3). For doing so, consider the operator
We compute the adjoint of this operator. First observe that for g ∈ H 1 ( √ L) we get
Since L has dense range we conclude that g = h ∈ H 1 ( √ L). Thus, the adjoint is given by the identity 1 :
. We rewrite Equation (19) in the following way
Note that this is now an equation in the space 
Examples
In this section we apply our findings of Subsection 3.1 to two concrete examples. In the first example we deal with the equations of visco-elasticity, while in the second example a class integro-differential inclusions arising in the theory of phase transition with superheating and supercooling effects (see [8] ) is addressed.
Visco-Elasticity
Throughout let Ω ⊆ R 3 be an arbitrary domain. We begin by defining the Hilbert spaces and operators involved. Definition 4.1. We consider the space
equipped with the inner product
It is obvious that L 2 (Ω) 3×3 becomes a Hilbert space and that
defines a closed subspace of L 2 (Ω) 3×3 and therefore L 2,sym (Ω) is also a Hilbert space. We introduce the operator
, which turns out to be closable and we denote its closure by Grad c . Moreover we define Div := − Grad * c .
For
The equations of linear elasticity in a domain Ω ⊆ R 3 read as follows (see e.g. [12, p. 102 ff.])
where u ∈ H ν,0 (R; L 2 (Ω) 3 ) denotes the displacement field and T ∈ H ν,0 (R; L 2,sym (Ω)) denotes the stress tensor. Note that due to the domain of the operator Grad c we have assumed an
implicit boundary condition, which can be written as u = 0 on ∂Ω in case of a smooth boundary. The function ̺ ∈ L ∞ (Ω) describes the density and is assumed to be real-valued and strictly positive. The operator C ∈ L(L 2,sym (Ω)), linking the stress and the strain tensor Grad c u is assumed to be selfadjoint and strictly positive definite. In viscous media it turns out that the stress T does not only depend on the present state of the strain tensor, but also on its past. One way to model this relation is to add a convolution term in (21), i.e.,
. If we plug (22) into (20) we end up with the equation, which was considered in [10] under the assumption, that B is absolutely continuous. We now show that (20) and (22) can be written as a system of the form (3). For this purpose we define v := ∂ 0 u. Note that the operator C − B * = C 1 2
invertible, since C is boundedly invertible and
is boundedly invertible on H ν,0 (R; L 2,sym (Ω)) for large ν (Corollary 3.3). Therefore we can write (22) as
and by differentiating the last equality we obtain
Thus, we formally get
which yields an integro-differential equation of the form (3) with
which is a skew-selfadjoint and hence maximal monotone operator on the state space L 2 (Ω) 3 ⊕ L 2,sym (Ω). Thus our solution theory (Theorem 2.9) applies. So, in the case that B is absolutely continuous (as it was assumed in [10] ) we get the well-posedness due to Remark 3.5. If we do not assume smoothness for B we end up with the following result.
Theorem 4.2. Assume that B satisfies the hypotheses (i)-(iii) and that C and B(t) commute for each t ∈ R. Then (23) is well-posed as an equation in
We show that C for each t ∈ R, ν > µ and hence by the selfadjointness of C
This gives
for each Φ ∈ L 2,sym (Ω) and t ∈ R. Thus, according to Proposition 3.10, the operator
−1 is uniformly strictly positive definite for z ∈ B C (r 1 , r 1 )
for sufficiently small r 1 > 0. Therefore, we estimate
where we have used
Remark 4.3. In the theorem above, we have used the solution theory for skew-selfadjoint A proved in [22] . However, if one allows A to be maximal monotone, this also covers contact problems of visco-elastic solids with frictional boundary conditions using the theory developed in [33] . Such systems were considered by Migorski et al. in [19] (see also [27] for a numerical treatment).
Let Ω ⊆ R 3 be an arbitrary domain. We consider the following integro-differential inclusion describing the heat conduction in a two-phase system with long-term memory (see [8] )
Here θ ∈ H ν,0 (R; L 2 (Ω)) and χ ∈ H ν,0 (R; L 2 (Ω)) are the unknowns representing the absolute temperature and the concentration of the more energetic phase in our two-phase system, respectively. The kernels C and D are assumed to lie in
The differential inclusion linking χ and θ models the phase transition accounting for superheating and supercooling effects (see [34] ). Here α and λ are positive constants and L ⊆ L 2 (Ω) ⊕ L 2 (Ω) denotes a maximal monotone relation with (0, 0) ∈ L. Of course the equations need to be completed by suitable boundary conditions. For simplicity we may assume homogeneous Dirichlet boundary conditions for the temperature θ, i.e. θ = 0 on ∂Ω.
This system (with more advanced boundary conditions) was studied by Colli et al. ([8] ) in the case of scalar-valued kernels C, D and K and for the particular maximal monotone relation L = H −1 , where H denotes the Heavy-side function. They proved the well-posedness of the system using a fixed point argument and studied the limit problem as α tends to 0 (the socalled Stefan problem, see e.g. [34] ). We will show that our approach allows to relax the assumptions on the kernels and allows that L is an arbitrary maximal monotone relation. For doing so, we begin to define the differential operators involved. Remark 4.5. The domain of grad c is the classical Sobolev-space H 1 0 (Ω) of weakly differentiable L 2 -functions, satisfying an abstract homogeneous Dirichlet boundary condition. The domain of div is the maximal domain of the divergence on L 2 (Ω), i.e. the set of L 2 -vector fields, whose distributional divergence is again an L 2 -function.
In order to rewrite the system (24) as an evolutionary inclusion, we integrate the first equation of (24), i.e. we apply the operator ∂ for all ε > 0. Choosing r 2 and ε small enough (and hence ν great enough) the latter can be estimated by Re N (z)u|u ≥ c 1 |u| 2 (z ∈ B C (r 2 , r 2 ))
for some c 1 > 0. Thus, M satisfies (7) and so Theorem 2.9 applies.
