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Abstract
We prove an analytic KAM-theorem, which is used in [1], where the differen-
tial part of KAM-theory is discussed. Related theorems on analytic KAM-theory
exist in the literature (e. g., among many others, [7], [8], [13]). The aim of the
theorem presented here is to provide exactly the estimates needed in [1].
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1 Formulation of the main theorem
We consider Hamiltonian systems of the form
x˙ = Hy, y˙ = −Hx. (1.1)
Here x = (x1, . . . , xn), y = (y1, . . . , yn), x˙ and y˙ are vectors in R
n (n ≥ 2) and
H = H(x, y) is a function from R2n to R. We try to prove the existence of solutions
of a system (1.1) under the assumption, that it can be written as a sum H = N + R˜
with a function
N(x, y) = a+ 〈ω , y 〉+
1
2
〈 y Q(x) , y 〉+O(|y|3),
(a ∈ R, ω ∈ Rn, Q(x) ∈ Rn×n, 〈 x , y 〉 := x1y1 + . . .+ xnyn)
which we call normal form, and a remainder R˜. The dynamics of N read
x˙ = Ny = ω +O(|y|), y˙ = −Nx = O(|y|),
and are solved by
t 7→ (ωt+ const., 0).
In case the frequencies ω1, . . . , ωn are rationally independent, such a solution is called
quasi-periodic and it covers the Torus Rn/(2πZn)×{0} densely. KAM-Theory provides
the means to prove, that many quasiperiodic solutions survive the perturbation of the
Hamiltonian. In our notation, the perturbed Hamiltonian is given by
H(x, y) = a+ 〈ω , y 〉+
1
2
〈 y Q(x) , y 〉+R(x, y),
where R denotes the sum of the terms of higher order of N and the remainder R˜. We
prove the existence of quasiperiodic solutions of (1.1) for Hamiltonians of this kind.
Notations and Definitions
For vectors z = (z1, . . . , zℓ) ∈ C
ℓ we use the ℓ∞-norm |z| := max1≤i≤ℓ |zi|. For matrices
Q = (qij) ∈ C
k×ℓ we use the row-sum norm
|Q| := max
1≤i≤k
ℓ∑
j=1
|qij|.
For arbitrary matrices Q ∈ Ck×ℓ and P ∈ Cℓ×m the inequality |QP | ≤ |Q| |P | holds.
Transposed vectors and matrices are denoted with a superscript “T”. For transposed
matrices we have the estimate
∣∣QT∣∣ ≤ k|Q|, in which Q has k rows. The product of
two vectors x, y ∈ Cℓ is defined by
〈 x , y 〉 :=
ℓ∑
j=1
xj yj.
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Then we have | 〈x , y 〉 | ≤ ℓ |x| |y|. For the product of a vector x ∈ Cℓ and a matrix
Q ∈ Ck×ℓ the estimate |xQT| ≤ |x| |Q| holds. Finally we have
|Q| = max
|z|≤1
|zQT|. (1.2)
Domains and functions.
Definition 1.1. Let r and s be positive numbers. We define
D(r, s) :=
{
z = (x, y) ∈ C2n | |Imx| < r, |y| < s
}
,
S(r) := {x ∈ Cn | |Im x| < r} ,
S ′(r) :=
{
z ∈ C2n | |Im z| < r
}
.
Let Pm(r, s) be the set of all functions
f : D(r, s) −→ Cm, z = (x, y) 7→ f(z),
which are analytic, map real vectors to real values, and have period 2π in the variables
x1, . . . , xn.
The set of all functions f : S(r) → Cm, which are analytic, map real vectors to real
values and have period 2π in every variable, is denoted by Pm(r).
The set of all functions f : S ′(r) → Cm, which are analytic, map real vectors to real
values and have period 2π in every variable, is denoted by P ′m(r).
The definition shall hold for m = n× n as well. In case m = 1 we write P(r, s) :=
P1(r, s), P(r) := P1(r), and P
′(r) := P ′1(r).
We denote the restriction of a function f to a subset M of its domain with f |M.
Notation of derivatives. Derivatives are denoted with a subscript, for example
fx1 =
∂f
∂x1
, fx = (fx1 , fx2, . . . , fxn).
Hence, for a function f = (f1, . . . , fm) ∈ Pm(r), fx is the Jacobian. Finally we write
for functions t 7→ (x1(t), . . . , xn(t)) depending on a single variable only
dx
dt
= x˙ = (x˙1, . . . , x˙n) = (x1t, . . . , xnt).
By our definition of the Jacobian we have x˙ = xTt .
Frequency vectors. The vector ω = (ω1, . . . , ωn) ∈ R
n, which comes into
play as the first derivative of the Hamiltonian, is called frequency vector. To prove
theorem 1.6 one has to assume that it satisfies a sequence of Diophantine inequalities.
That means, it has to be an element of a set of the following type:
Definition 1.2. For n ≥ 2, τ > 0, and γ > 0 let
Ω(γ, τ) :=
{
ω ∈ Rn
∣∣∣∣ | 〈ω , k 〉 | ≥ γ|k|τ ∀ k ∈ Zn \ {0}
}
.
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Remark 1.3. The following assertions hold (see [10] and the literature given there):
1. In case 0 < τ < n− 1, all sets Ω(γ, τ), γ > 0, are empty.
2. In case τ = n − 1, the n-dimensional Lebesgue measure of the set Ω(n − 1) :=
∪γ>0Ω(γ, n− 1) is 0. However, the intersection of every open subset of R
n with
Ω(n− 1) has the cardinality of R.
3. In case τ > n− 1, there exists a γ = γ(ω) > 0 with ω ∈ Ω(γ, τ) for almost every
ω ∈ Rn.
Simple canonical transformations
Definition 1.4. Let U and V ⊆ Cn be open connected sets. Let J be the matrix
J =
(
0 En
−En 0
)
∈ C2n×2n, En the (n× n) identity matrix.
We call a differentiable map
Z : U × V −→ C2n, ζ = (ξ, η) 7→ z = Z(ζ)
symplectic transformation, if for all ζ in U × V the equation
Zζ(ζ)
T · J · Zζ(ζ) = J (1.3)
holds.
Definition 1.5. Let U , V ⊆ Cn be open connected sets. We call an analytic symplectic
transformation
Z : U × V −→ C2n, ζ = (ξ, η) 7→ z = (x, y) = Z(ζ) = (X(ζ), Y (ζ))
simple canonical transformation, if the map ζ = (ξ, η) 7→ X(ζ) does not depend on η,
which means X = X(ξ).
Whenever the composition of two simple canonical transformations Z1 and Z2 is
possible, Z1 ◦ Z2 is a simple canonical transformation as well. If Z1 and Z2 have the
property, that (ξ, η) 7→ Zi(ξ, η)− (ξ, 0) has the period 2π in ξ1, . . . , ξn (i = 1, 2), so has
(ξ, η) 7→ Z2 ◦ Z1(ξ, η)− (ξ, 0).
Theorem 1.6. Analytic KAM-theorem. Let τ ≥ n− 1 ≥ 1, γ > 0, and 0 < s ≤
rτ+1 ≤ 1. We consider the Hamiltonian H ∈ P(r, s),
H(x, y) = a+ 〈ω, y〉+
1
2
〈y ·Q(x), y〉+R(x, y), (1.4)
where a ∈ R, ω ∈ Ω(γ, τ), Q ∈ Pn×n(r), and R ∈ P(r, s). Let C ∈ R
n×n be a
non-singular matrix with
|Q− C|S(r) ≤
1
4|C−1|
. (1.5)
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Then there exist positive constants c1, c2, . . . , c5 depending on n, τ , γ, and C only,
such that for all ϑ, 0 < ϑ ≤ c1, and
M := |R|D(r,s) ≤ c2s
2ϑ (1.6)
the following holds: There exists a simple canonical transformation
W = (U, V ) : D(r/2, s/2) −→ D(r, s), W − id ∈ P2n(r/2, s/2)
with the estimate
|Wζ −E2n|D(r/2,s/2) ≤ c3ϑ. (1.7)
The transformed Hamiltonian H+ := H ◦W is an element of P(r/2, s/2) and has the
form
H+(ξ, η) = a+ + 〈ω, η〉+
1
2
〈η ·Q+(ξ), η〉+R
∗(ξ, η), (1.8)
where a+ ∈ R, Q+ ∈ Pn×n(r/2), and R
∗ ∈ P(r/2, s/2). The functions Q+ and R
∗
fulfill the estimates
|Q+ −Q|S(r/2) ≤ c4ϑ, (1.9)
|R∗(ξ, η)| ≤ c5M
|η|3
s3
for all (ξ, η) ∈ D(r/2, s/2). (1.10)
Assertion (1.10) means, that we can find solutions to the canonical equations given
by the Hamiltonian H+ = H ◦W ,
ξ˙ = H+η, η˙ = −H+ξ. (1.11)
Indeed, using the Landau symbol O we have R∗ = O(|η|3), therefore (1.8) is the Taylor
expansion of H+. So the equations (1.11) can be written like this:
ξ˙ = ω +O(|η|), η˙ = O(|η|2).
We find the solution η = 0, ξ = ωt + const. It can be used to find a solution for the
canonical equations corresponding to the original Hamiltonian H ,
x˙ = Hy, y˙ = −Hx.
Namely, the solution is W (ξ, η) =W (ωt+ const., 0).
The trick of theorem 1.6 is to get ϑ independent of s in the estimates (1.7) and
(1.9). This is essential to apply the theorem in differential KAM-theory.
The fact, that ω can be kept fixed, is due to assumption (1.5), for it causes Q to
be non-singular.
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2 Motivation of the linearized equation
We prove theorem 1.6 with Newton’s method, for its rapid convergence overcomes the
influence of the so-called small divisors, see remarks 3.3 (page 9), 4.2 (page 17), and
4.4 (page 22). To this end we have to establish a suitable linearised equation, which
we now motivate. We write the Hamiltonian (1.4) as a sum
H = N +R.
The summands are the normal form
N(x, y) = a+ 〈ω , y 〉+O(|y|2),
and the – small – remainder R(x, y). We have to find a sequence (Zk)k∈N of symplectic
transformations, such that the remainder gets smaller after every transformation. Write
for k ∈ N0
H = H0, Hk = Nk +Rk, Hk+1 := Hk ◦ Zk+1,
where Nk again is a normal form (with ak instead of a and with the same ω), and Rk
is the remainder after the k-th step. When we set
Wk := Z1 ◦ . . . ◦ Zk, W0 := id (k ∈ N),
we get Hk = H ◦Wk = Nk +Rk. In case the limits
Rk −→ 0, Wk −→ W∞, Nk −→ N∞ (k →∞)
exist with some symplectic transformation W∞ and normal form N∞,
H ◦W∞ = N∞
follows and we are successful. In other words, we look for a root of the function
R(W,N) := H ◦W −N,
which is given by a pair of functions (W,N). According to the above considerations,
we try to find this root as a limit
(W∞, N∞) = lim
k→∞
(Wk, Nk).
This leads to the problem to improve an approximate solution (Wk, Nk) to a better
approximate solution (Wk+1, Nk+1). For k ∈ N0 we set
W :=Wk, N := Nk,
W+ =W +∆W :=Wk+1, N+ = N +∆N := Nk+1,
(2.1)
and obtain the new remainder as
R(W+, N+) = H ◦ (W +∆W )−N −∆N
= R(W,N) +Hz(W )∆W −∆N + terms of higher order.
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Linearisation means to solve the equation
R(W,N) +Hz(W )∆W −∆N = 0. (2.2)
However, due to the term Hz(W )∆W this is not possible in general. We have to
separate further terms of higher order to get (2.2) simple enough. – The following
considerations are a simplified version of the approach presented in [12]. (The situation
in [12] is more complicated than the situation here because in [12] the assumption
(1.5) is avoided.) We construct the symplectic transformations as flows of certain
Hamiltonian systems. So we work with a function ∆S = ∆S(x, y) and consider the
Hamiltonian system
x˙ = ∆Sy, y˙ = −∆Sx. (2.3)
The solution of the respective initial value problem is denoted with
z = (x, y) = (X(t, ξ, η), Y (t, ξ, η)) = Z(t, ξ, η), Z(0, ξ, η) = (ξ, η) = ζ.
Then, t fixed, provided existence, the map ζ 7→ Z(t, ζ) is a symplectic transformation
(see appendix A.3).
Definition 2.1. Let f, g ∈ P(r, s) or f, g : R2n → R be differentiable functions. Then
we define the Poisson bracket of f and g by
{f , g} := 〈 fx , gy 〉 − 〈 fy , gx 〉 .
For the moment let F be a real valued, differentiable function. Then using (2.3) we
can replace a derivative with respect to time by a Poisson bracket as follows:
d
dt
F (Z(t, ζ)) = 〈Fz(Z(t, ζ)) , Zt(t, ζ) 〉
= 〈Fx(Z(t, ζ)) , Xt(t, ζ) 〉+ 〈Fy(Z(t, ζ)) , Yt(t, ζ) 〉
= 〈Fx(Z(t, ζ)) , ∆Sy(Z(t, ζ)) 〉 − 〈Fy(Z(t, ζ)) , ∆Sx(Z(t, ζ)) 〉
= {F , ∆S} (Z(t, ζ)). (2.4)
Now assume the existence of a map ζ 7→ Z(t, ζ) for all 0 ≤ t ≤ 1 and a set of
allowed ζ . The new transformation W+ = W + ∆W (see (2.1)) shall be given by
W+(ζ) :=W (Z(1, ζ)). W being a symplectic transformation, W+ will be a symplectic
transformation as well. With (2.4) we get for ∆W the equation
∆W (ζ) = W+(ζ)−W (ζ) =W (Z(1, ζ))−W (ζ) =
∫ 1
0
d
dt
W (Z(t, ζ)) dt
=
∫ 1
0
({W1 , ∆S} , . . . , {W2n , ∆S}) (Z(t, ζ)) dt. (2.5)
Let us calculate R(W+, N+) once more using (2.4).
R(W+, N+)(ζ) = H ◦W+(ζ)−N+(ζ) = H ◦W (Z(1, ζ))−N(ζ)−∆N(ζ)
= R(W,N)(Z(1, ζ)) +N(Z(1, ζ))−N(ζ)−∆N(ζ)
=
(
R(W,N) + {N , ∆S} −∆N
)
(ζ)
+R(W,N)(Z(1, ζ))−R(W,N)(ζ)
+N(Z(1, ζ))−N(ζ)−
d
dt
N(Z(t, ζ))
∣∣∣∣
t=0
.
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(The symbol |t=0 means that the function has to be evaluated in the point t = 0.) Like
in (2.5) we get
R(W,N)(Z(1, ζ))−R(W,N)(ζ) =
∫ 1
0
{R(W,N) , ∆S} (Z(t, ζ)) dt. (2.6)
Taylor’s formula yields
N(Z(1, ζ))−N(ζ)−
d
dt
N(Z(t, ζ))
∣∣∣∣
t=0
=
∫ 1
0
(1− t)
d2
dt2
N(Z(t, ζ)) dt. (2.7)
When we use this, we obtain
R(W+, N+)(ζ) =
(
R(W,N) + {N , ∆S} −∆N
)
(ζ) +
+
∫ 1
0
(
{R(W,N) , ∆S} (Z(t, ζ)) + (1− t)
d2
dt2
N(Z(t, ζ))
)
dt.
The time derivatives can be handled with (2.4),
d2
dt2
N(Z(t, ζ)) =
d
dt
{N , ∆S} (Z(t, ζ)) = {{N , ∆S} , ∆S} (Z(t, ζ)),
⇒ R(W+, N+)(ζ) =
(
R(W,N) + {N , ∆S} −∆N
)
(ζ) +
+
∫ 1
0
{R(W,N) + (1− t) {N , ∆S} , ∆S} (Z(t, ζ)) dt.
Hence we obtain the simplified linearised equation:
R(W,N) + {N , ∆S} −∆N = 0 (2.8)
This equation determines ∆N and ∆S. Then Z has to be calculated as the flow of
(2.3). This in turn determinesW+ =W ◦Z(1, · ). (2.8) being solved, the new remainder
reads
R(W+, N+)(ζ) =
∫ 1
0
{R(W,N) + (1− t) {N , ∆S} , ∆S} (Z(t, ζ)) dt.
The inner Poisson bracket can be transformed with (2.8), for now
(1− t) {N , ∆S} = (1− t)∆N − (1− t)R(W,N)
holds. So we can write
R(W+, N+)(ζ) =
∫ 1
0
{tR(W,N) + (1− t)∆N , ∆S} (Z(t, ζ)) dt (2.9)
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3 Solution of the linearized equation
The solution of (2.8) is based on the following theorem 3.2 from [11] (in [11] it is
theorem 9.7).
Definition 3.1. Let r > 0 and f : S(r) ⊆ Cn → Cm, x 7→ f(x), be a continuous
function with period 2π in x1, . . . , xn. We define the mean [f ] of f to be
[f ] :=
(
1
2π
)n ∫ 2π
0
. . .
∫ 2π
0
f(x) dx1 . . . dxn.
Theorem 3.2. Let τ ≥ n − 1 ≥ 1, γ > 0, r > 0, M > 0 and g : S(r) ⊆ Cn → C a
2π-periodic, analytic function with |g|S(r) ≤ M and [g] = 0. Let ω ∈ Ω(γ, τ) (compare
definition 1.2). Then there exists one and only one 2π-periodic analytic function u :
S(r)→ C with [u] = 0 and
〈 uξ , ω 〉 = g. (3.1)
In addition there is a constant c6 = c6(n, τ) > 0 with
|u|S(r−δ) ≤
c6M
γδτ
∀ δ ∈ (0, r). (3.2)
In case g maps real vectors to real values, so does u.
Remark 3.3. Small divisors. Let us expand the given function g and the solution u
into their Fourier series. These read, with coefficients gk and uk ∈ C (k ∈ Z
n \ {0}),
respectively,
g(ξ) =
∑
k∈Zn\{0}
gke
i〈 k , ξ 〉 and u(ξ) =
∑
k∈Zn\{0}
uke
i〈 k , ξ 〉 ∀ ξ ∈ S(r).
The vanishing means of g and u amount to g0 = 0 and u0 = 0, respectively. The
function u can be differentiated term by term, so in S(r) we get
〈 uξ(ξ) , ω 〉 =
〈 ∑
k∈Zn\{0}
i k uke
i〈 k , ξ 〉 , ω
〉
=
∑
k∈Zn\{0}
i 〈 k , ω 〉 uke
i〈 k , ξ 〉.
Comparing coefficients with g shows i 〈 k , ω 〉uk = gk for all k ∈ Z
n \ {0}. Hence
u(ξ) =
∑
k∈Zn\{0}
gk
i 〈 k , ω 〉
ei〈 k , ξ 〉 ∀ ξ ∈ S(r). (3.3)
So, if we took (3.3) as an ansatz for the solution of the equation 〈uξ , ω 〉 = g, we had
to proof convergence of this series. However, there is a serious obstacle: The divisors
i 〈 k , ω 〉 become very small – in case the entries of ω are not linear independent over
Q, there even exists some k ∈ Zn \ {0}, such that 〈 k , ω 〉 vanishes: Therefore in this
case there doesn’t exist a 2π-periodic analytic solution of (3.1).
The meaning of theorem 3.2 now is, that the series (3.3) indeed converges. The influence
of the small divisors is represented by the factor c6/(γδ
τ) in estimate (3.2).
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Theorem 3.4. Let τ ≥ n− 1 ≥ 1, γ > 0, r > 0, 0 < δ < r/4 and 0 < s ≤ δτ+1 ≤ 1 be
given. Suppose there is a constant M > 0 such that the function f ∈ P(r, s) fulfills
|f |D(r,s) ≤M. (3.4)
Let N ∈ P(r, s) be a function with
N(x, 0) = N(0) and Ny(x, 0) = ω ∈ Ω(γ, τ) ∀ x ∈ S(r). (3.5)
Finally, let C ∈ Rn×n be a non-singular matrix with
|Nyy − C|D(r,s) ≤
1
2|C−1|
. (3.6)
Then the equation
f + {N , ∆S} −∆N = 0 (3.7)
possesses a solution, that is a pair of functions (∆S,∆N), with the properties:
It is ∆S(x, y) = 〈 λ , x 〉 + U(x) + 〈 V (x) , y 〉 with λ ∈ Rn and U ∈ P(r), V ∈ Pn(r).
Especially the function (x, y) 7→ ∆S(x, y) − 〈λ , x 〉 lies in P(r, s). We have ∆N ∈
P(r, s),
∆N(x, 0) = ∆N(0) and ∆Ny(x, 0) = 0 ∀ x ∈ S(r). (3.8)
There are constants c7, c8, c˜9, c10 and c11 > 0, such that the following estimates hold:
|∆Sx|D(r−4δ,s) ≤ c7
M
s
, (3.9)
|∆Sy|S(r−3δ) ≤ c8
M
sδτ
, (3.10)
|∆N(0)| ≤ c˜9
M
s
, (3.11)
|∆N −∆N(0)|D(r−4δ,s/2) ≤ c10M, (3.12)
|∆Nyy|D(r−4δ,s/4) ≤ c11
M
s2
. (3.13)
The constants cj (j 6= 9) only depend on n, τ , γ, and C. The constant c˜9 depends in
addition on |ω|.
Proof. For ∆S we make the ansatz
∆S(x, y) = 〈λ , x 〉+ U(x) + 〈V (x) , y 〉 . (3.14)
Here we try to obtain U ∈ P(r) and V ∈ Pn(r) with [U ] = 0 and [V ] = 0. The vector
λ ∈ Rn has to be chosen suitable. We proceed in five steps.
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1. Establish an equation to determine U .
2. Solve this equation.
3. Establish an equation to determine V .
4. Define λ and solve the equation for V .
5. Define ∆N and prove the properties of ∆S and ∆N .
(1) We deduce an equation for U . To this end we put y = 0 in (3.7). Assuming
∆N(x, 0) = ∆N(0) for x ∈ S(r) (see (3.8)) we obtain with (3.5)
f(x, 0) + {N , ∆S} (x, 0)−∆N(x, 0) =
= f(x, 0) + 〈Nx , ∆Sy 〉 (x, 0)− 〈Ny , ∆Sx 〉 (x, 0)−∆N(0)
= f(x, 0)− 〈∆Sx(x, 0) , ω 〉 −∆N(0).
This has to be zero. By (3.14) that means for ∆S
f(x, 0)− 〈 λ , ω 〉 − 〈Ux(x) , ω 〉 −∆N(0) = 0. (3.15)
Well, with the help of theorem 3.2 we can solve the equation
〈Ux(x) , ω 〉 = f(x, 0)− [f( · , 0)]. (3.16)
We take this equation to determine U .
Remark on the connection between equations (3.15) and (3.16): Clearly (3.15) and
(3.16) are equivalent, if
∆N(0) = [f( · , 0)]− 〈λ , ω 〉 . (3.17)
In step (4) we will have to fix λ in such a way that the equation for V is solvable, and
then in step (5) define ∆N such that (3.17) holds.
(2) Solution of equation (3.16). The right hand side of (3.16) is bounded by
2M because of (3.4). Hence Theorem 3.2 yields a solution U ∈ P(r) with [U ] = 0 and
|U |S(r−δ) ≤
c62M
γδτ
∀ δ ∈ (0, r).
With Cauchy’s estimate (see lemma A.3 in the appendix) we obtain
|Ux|S(r−2δ) ≤
2c6M
γδτ+1
∀ δ ∈ (0, r/2). (3.18)
(3) Now we have to find an equation for V . To this end we differentiate (3.7) with
respect to y and put y = 0 to get
0 = fy(x, 0) + {N , ∆S}y (x, 0)−∆Ny(x, 0)
= fy(x, 0) + 〈Nx , ∆Sy 〉y (x, 0)− 〈Ny , ∆Sx 〉y (x, 0)−∆Ny(x, 0)
= fy(x, 0) + ∆Sy(x, 0) ·Nxy(x, 0) +Nx(x, 0) ·∆Syy(x, 0)
−∆Sx(x, 0) ·Nyy(x, 0)−Ny(x, 0) ·∆Sxy(x, 0)−∆Ny(x, 0).
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The second summand vanishes because of (3.5). The third summand is zero as well by
construction (3.14). Therefore (3.7) implies
fy(x, 0)−∆Sx(x, 0) ·Nyy(x, 0)−Ny(x, 0) ·∆Sxy(x, 0)−∆Ny(x, 0) = 0. (3.19)
Supposing ∆Ny(x, 0) = 0 for x ∈ S(r) (compare (3.8)) we get with (3.5) and (3.14)
fy(x, 0)− (λ+ Ux(x)) ·Nyy(x, 0)− ω · V
T
x (x) = 0
⇔ ω · V Tx (x) = fy(x, 0)− (λ+ Ux(x)) ·Nyy(x, 0). (3.20)
This is a system of n equations which can be solved separately by theorem 3.2, provided
0 = [fy( · , 0)− (λ+ Ux) ·Nyy( · , 0)]
= [fy( · , 0)]− [Ux ·Nyy( · , 0)]− λ[Nyy( · , 0)]
⇔ λ[Nyy( · , 0)] = [fy( · , 0)]− [Ux ·Nyy( · , 0)]. (3.21)
This equation has to be solved for λ.
(4) Definition of λ and solution of (3.20). When [Nyy( · , 0)] is non-singular,
equation (3.21) can be solved for λ. We apply Lemma A.1 to [Nyy( · , 0)]. By (3.6)
|[Nyy( · , 0)]− C| ≤
1
2|C−1|
holds. So we can set S = C, P = [Nyy( · , 0)], and h = 1/2 in the assumptions of lemma
A.1. It follows, that [Nyy( · , 0)]
−1 exists and that we have the estimate∣∣[Nyy( · , 0)]−1∣∣ ≤ 2|C−1|. (3.22)
Therefore λ can be defined as
λ := ([fy( · , 0)]− [Ux ·Nyy( · , 0)]) · [Nyy( · , 0)]
−1.
This choice guarantees, that the mean of the right hand side of (3.20) vanishes. In
order to apply theorem 3.2 to (3.20), we have to find an estimate for the right hand
side of (3.20). To begin with, (3.4) and Cauchy’s estimate yield
|fy( · , 0)|S(r) ≤
M
s
.
With respect to Nyy we observe
1 =
∣∣CC−1∣∣ ≤ |C||C−1| ⇒ 1
|C−1|
≤ |C|,
hence with (3.6) we see
|Nyy|D(r,s) ≤ |Nyy − C|D(r,s) + |C| ≤
1
2|C−1|
+ |C| ≤ 2|C|. (3.23)
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Together with (3.18) and s ≤ δτ+1
|fy( · , 0)− Ux ·Nyy( · , 0)|S(r−2δ) ≤
M
s
+
2c6M
γδτ+1
2|C|
≤
(
1 +
4c6|C|
γ
)
M
s
= c12
M
s
(3.24)
follows, where
c12 := 1 +
4c6|C|
γ
(3.25)
is a positive constant. This and (3.22) give an estimate for λ, namely
|λ| ≤ 2|C−1|c12
M
s
. (3.26)
The desired estimate for the right hand side of (3.20) can be found using (3.23), (3.24),
and (3.26):
|fy( · , 0)− (λ+ Ux) ·Nyy( · , 0)|S(r−2δ) ≤ |fy( · , 0)− Ux ·Nyy( · , 0)|S(r−2δ)+
+ |λ| |Nyy( · , 0)|S(r) ≤ c12
M
s
+ 4|C| |C−1|c12
M
s
. (3.27)
Now we can solve (3.20). Observe
V (x) = (V1(x), . . . , Vn(x)), ω · V
T
x (x) = (〈ω , V1x(x) 〉 , . . . , 〈ω , Vnx(x) 〉) .
Estimates for every Vi (1 ≤ i ≤ n) become estimates for V for we use the maximum
norm. The right hand side of (3.20) is bounded on every substrip S(r − ε) of S(r)
(ε ∈ (0, r)), because f , U , and N are periodic in x. Therefore the solution V exists on
S(r) and we have V ∈ Pn(r) with the estimate
|V |S(r−3δ) ≤
c6
γδτ
(
c12
M
s
+ 4|C| |C−1|c12
M
s
)
= c8
M
sδτ
. (3.28)
Herein c8 = c8(n, τ, γ, C) is a positive constant. Further Cauchy’s estimate yields
|Vx|S(r−4δ) ≤ c8
M
sδτ+1
. (3.29)
(5) Now let us define ∆S by (3.14). Then the assertions on the form of ∆S are fulfilled
automatically. The definition
∆N := f + {N , ∆S}
solves (3.7) and ∆N ∈ P(r, s) holds as well. Assertion (3.8) is on the form of ∆N .
Using (3.5), (3.14), and (3.16) we get
∆N(x, 0) = f(x, 0) + {N , ∆S} (x, 0)
= f(x, 0) + 〈Nx , ∆Sy 〉 (x, 0)− 〈Ny , ∆Sx 〉 (x, 0)
= f(x, 0)− 〈ω , ∆Sx(x, 0) 〉
= f(x, 0)− 〈λ , ω 〉 − 〈Ux(x) , ω 〉
= [f( · , 0)]− 〈 λ , ω 〉 . (3.30)
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This is obviously independent of x. So we may write ∆N(x, 0) = ∆N(0) for all
x ∈ S(r). Incidentally the calculation shows, that (3.17) is fulfilled and that solving
(3.16) solves (3.15) as well. – In (3.19) we have seen, that equation (3.7), which we
have proven in the meantime, implies
∆Ny(x, 0) = fy(x, 0)−∆Sx(x, 0) ·Nyy(x, 0)−Ny(x, 0) ·∆Sxy(x, 0).
Therefore (3.14) and (3.20) yield
∆Ny(x, 0) = fy(x, 0)− (λ+ Ux(x)) ·Nyy(x, 0)− ω · V
T
x (x) = 0,
and (3.8) is shown. We turn to the estimates for the derivatives of ∆S. By definition
(3.14) ∆Sy = V , so (3.28) means
|∆Sy|S(r−3δ) ≤ c8
M
sδτ
.
This is (3.10). We have ∆Sx(x, y) = λ+ Ux(x) + y · Vx(x). With (3.26), (3.18), (3.29)
and the assumption s ≤ δτ+1 we calculate
|∆Sx|D(r−4δ,s) ≤ |λ|+ |Ux|S(r−2δ) + ns |Vx|S(r−4δ)
≤ 2|C−1|c12
M
s
+
2c6M
γs
+ nsc8
M
s2
= c7
M
s
,
where c7 = c7(n, τ, γ, C) is a positive constant. This proves (3.9). The estimates for
∆N and ∆Nyy remain. In (3.30) we have seen ∆N(0) = [f( · , 0)]−〈λ , ω 〉. According
to (3.4) and (3.26) this yields
|∆N(0)| ≤M + 2n|ω||C−1|c12
M
s
≤ c˜9
M
s
,
where c˜9 = c˜9(n, τ, γ, C, |ω|) again is a positive constant. Hence (3.11) holds. In order
to show (3.12) we use (3.14), (3.16) and (3.30) to get
〈∆Sx(x, y) , ω 〉 = 〈λ , ω 〉+ 〈Ux(x) , ω 〉+ 〈 y · Vx(x) , ω 〉
= 〈λ , ω 〉+ f(x, 0)− [f( · , 0)] +
〈
y , ω · V Tx (x)
〉
= f(x, 0) +
〈
y , ω · V Tx (x)
〉
−∆N(0).
With (3.20) and (3.27) we obtain
|〈∆Sx , ω 〉+∆N(0)|D(r−2δ,s) ≤M + ns(c12 + 4|C| |C
−1|c12)
M
s
= c13M, (3.31)
where
c13 := 1 + nc12
(
1 + 4|C| |C−1|
)
. (3.32)
Let us for the moment denote the function y 7→ 〈ω , y 〉 by gω. Then we can write
∆N = f + {N , ∆S} = f + 〈Nx , ∆Sy 〉 − 〈Ny , ∆Sx 〉
= f + 〈 (N − gω −N(0))x , ∆Sy 〉
− 〈 (N − gω −N(0))y , ∆Sx 〉 − 〈ω , ∆Sx 〉
= f + {N − gω −N(0) , ∆S} − 〈ω , ∆Sx 〉 . (3.33)
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Let us have a closer look at the first entry of the Poisson bracket. We can write
N(x, y)− 〈ω , y 〉 −N(0) = N(x, y)− 〈Ny(x, 0) , y 〉 −N(x, 0) =: h(x, y) (3.34)
for all (x, y) ∈ D(r, s) because of (3.5). This defines a function h ∈ P(r, s) with
h(x, 0) = 0 and hy(x, 0) = 0 for all x ∈ S(r). Taylor’s formula yields
|h(x, y)| ≤
∣∣∣∣∫ 1
0
(1− σ)2
2
〈 y · hyy(x, σy) , y 〉 dσ
∣∣∣∣ ≤ 12n|s|2 |hyy(x, · )|{y∈Cn | |y|<s}
for all (x, y) ∈ D(r, s), from which we conclude with (3.23)
|h|D(r,s) ≤ |C|ns
2.
Cauchy’s estimate results in
|hx|D(r−δ,s) ≤
|C|ns2
δ
, and |hy|D(r,s/2) ≤ 2|C|ns. (3.35)
Now, (3.33) and (3.34) show
∆N −∆N(0) = f + {N − gω −N(0) , ∆S} − 〈ω , ∆Sx 〉 −∆N(0)
= f + {h , ∆S} − (〈ω , ∆Sx 〉+∆N(0))
= f + 〈hx , ∆Sy 〉 − 〈hy , ∆Sx 〉 − (〈ω , ∆Sx 〉+∆N(0)) .
When we put the estimates for f , ∆Sy and ∆Sx, (3.35), (3.31), and (3.32) together,
we get
|∆N −∆N(0)|D(r−4δ,s/2) ≤ M + n ·
|C|ns2
δ
· c8
M
sδτ
+ n · 2|C|ns · c7
M
s
+ c13M
≤ c10M,
where
c10 := 1 + n
2|C| (2c7 + c8) + c13 (3.36)
is a positive constant. This proves (3.12). Now (3.13) is a consequence of Lemma A.3,
|∆Nyy|D(r−4δ,s/4) ≤
8
s
|∆Ny|D(r−4δ,(3/8)s) ≤ 64
Mc10
s2
.
It remains only to set c11 = c11(n, τ, γ, C) := 64c10 > 0 to finish the proof. ✷
4 The inductive lemma
In this section we construct a sequence of symplectic transformations and proceed in
three steps. At first we prove theorem 4.1. It deals with a transformation Z, which
transforms a given HamiltonianH into H+ = H◦Z. Next we find sequences of numbers
(rk), (δk), (sk), and (Mk), such that theorem 4.1 can be applied repeatedly. That means
that the obtained function H+ can be again inserted in the assumptions of theorem
4.1 as a new function H . The third step is to summarize the results and describe the
inductive process for all k ∈ N0 in form of the inductive lemma 4.9.
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Theorem 4.1. Let τ ≥ n− 1 ≥ 1, γ > 0, r > 0, 0 < δ < r/6, 0 < s ≤ δτ+1 ≤ 1, and
0 < r+ ≤ r − 6δ and 0 < s+ ≤ s/8. We consider a function H ∈ P(r, s), H = N +R
with N , R ∈ P(r, s) and
N(x, y) = a+ 〈ω , y 〉+O(|y|2), (4.1)
where a ∈ R and ω ∈ Ω(γ, τ) is assumed. Further we assume the existence of a
non-singular matrix C ∈ Rn×n with
|Nyy − C|D(r,s) ≤
1
2|C−1|
. (4.2)
The remainder R has to be bounded by a constant M > 0 with
|R|D(r,s) ≤M ≤
1
16
1
c7 + c8
s2. (4.3)
Herein the constants c7 and c8 are given by Theorem 3.4 (see (3.9) and (3.10)). Then
there exists a simple canonical transformation (see definition 1.5)
Z : D(r+, s+) −→ D(r − 5δ, s/4), Z − id ∈ P2n(r+, s+), (4.4)
ζ = (ξ, η) 7→ Z(ξ, η),
such that the transformed Hamiltonian H+ = H ◦ Z is an element of P(r+, s+) and
H+ = N+ +R+ holds, where N+, R+ ∈ P(r+, s+), and
N+(ξ, η) = a+ + 〈ω , η 〉+O(|η|
2) (4.5)
with some a+ ∈ R. The following estimates hold:
|Zζ|D(r+,s+) ≤ exp
(
c14
M
s2
)
, (4.6)
|Zζ −E2n|D(r+,s+) ≤ c14
M
s2
exp
(
c14
M
s2
)
, (4.7)
|a+ − a| ≤ c˜9
M
s
, (4.8)
|N+ηη −Nηη|D(r+,s+) ≤ c11
M
s2
, (4.9)
|R+|D(r+,s+) ≤ c15
M2
s2
. (4.10)
The constants c˜9 and c11 are given by Theorem 3.4 (see (3.11) and (3.13)), and c14,
c15 are positive constants depending on n, τ , γ, and C only. Finally, if the partial
derivatives Wξ and Wη of the function W = W (ξ, η) : D(r, s) → C
2n are continuous
and bounded by K1 > 0, then ∆W := W ◦ Z −W satisfies
|∆W |D(r+,s+) ≤ nK1(c7 + c8)
M
sδτ
. (4.11)
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Remark 4.2. We see the success of our approach in estimate (4.10), for the magnitude
M of the old remainder enters quadratically. This is due to Newton’s method. The
disturbing influence of the small divisors (compare remark 3.3) is seen in the factor
1/s2.
Proof of theorem 4.1. We solve the linearized equation
R + {N , ∆S} −∆N = 0 (4.12)
by means of theorem 3.4. Let us check the assumptions of that theorem. We apply the
constants τ , γ, δ, r, s, and M as they are in theorem 3.4, such that the assumptions
on those constants are fulfilled. Further we insert f = R and N = H − R. Now, R,
N ∈ P(r, s) and from (4.1) N(x, 0) = N(0) = a and Ny(x, 0) = ω ∈ Ω(γ, τ) hold for
all x ∈ S(r). With (4.2) and (4.3) all assumptions of theorem 3.4 are met. Hence we
obtain a solution (∆S,∆N) of (4.12) with all the properties asserted in theorem 3.4,
especially the estimates (3.9) to (3.13).
The construction of Z proceeds like it is described in the appendix, see theorem A.17
in section A.3. Theorem A.17 can be applied with
K = (c7 + c8)
Mδ
s
> 0, (4.13)
̺ = r − 4δ, σ = s/4, and F = ∆S|D(̺,σ) ∈ P(̺, σ).
We have 2δ < ̺ because of δ < r/6 and 0 < σ ≤ δ from 0 < s ≤ δτ+1 ≤ 1. (4.13) and
(4.3) show
σδ
2K
=
σδ
2
·
s
(c7 + c8)Mδ
=
s2
8(c7 + c8)M
≥ 2 > 1.
The function F is affine linear in y, as is ∆S. We use (3.9) to get
|Fx|D(̺,σ) = |∆Sx|D(̺,σ) ≤ c7
M
s
≤ (c7 + c8)
Mδ
s
·
1
δ
=
K
δ
,
and (3.10) yields
|Fy|D(̺,σ) ≤ |∆Sy|S(r−3δ) ≤ c8
M
sδτ
≤ (c7 + c8)
Mδ
δτ+1
·
1
s
≤
K
s
<
4K
s
=
K
σ
.
So F fulfills the assumptions (A.19) of theorem A.17, which can be applied now.
According to (A.22) we obtain simple canonical transformations
Z(t, · ) : D(r − 6δ, s/8) −→ D(r − 5δ, s/4),
Z(t, · )− id ∈ P2n(r − 6δ, s/8) (0 ≤ t < 2).
(4.14)
With (4.13) we calculate
2nK
δσ
=
2 · 4n(c7 + c8)M
s2
= c14
M
s2
,
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wherein c14 = 8n(c7 + c8) is a positive constant. This can be put into the estimates
(A.23) and (A.24) of theorem A.17 to infer
|Zζ(t, · )|D(r−6δ,s/8) ≤ exp
(
c14
M
s2
t
)
∀ t ∈ [0, 2), (4.15)
|Zζ(t, · )− E2n|D(r−6δ,s/8) ≤ c14
M
s2
exp
(
c14
M
s2
t
)
∀ t ∈ [0, 1] (4.16)
for the maps given in (4.14). Now we define Z to be the function Z(1, · ) restricted to
D(r+, s+). Than Z has the properties (4.4) because of (4.14). (4.15) and (4.16) cause
Z to meet the estimates (4.6) and (4.7).
We set for all ζ ∈ D(r+, s+)
H+(ζ) := (H ◦ Z)(ζ), N+(ζ) := N(ζ) + ∆N(ζ), R+(ζ) := H+(ζ)−N+(ζ),
(observe N = H − R). We deduce the properties of N+ from the properties of ∆N
formulated in theorem 3.4. ∆N ∈ P(r, s) implies N+ ∈ P(r+, s+). Furthermore,
N+(ξ, 0) = N(ξ, 0) + ∆N(ξ, 0) = a+∆N(0) =: a+ ∀ ξ ∈ S(r+).
(4.8) is a consequence of (3.11):
|a+ − a| = |∆N(0)| ≤ c˜9
M
s
.
Next we see
N+y(ξ, 0) = Ny(ξ, 0) + ∆Ny(ξ, 0) = ω ∀ ξ ∈ S(r+).
So the Taylor expansion of N+ is given by
N+(ξ, η) = a+ + 〈ω , η 〉+O(|η|
2),
which is (4.5). Estimate (4.9) follows from (3.13):
|N+ηη −Nηη|D(r+,s+) = |∆Nηη|D(r+,s+) ≤ c11
M
s2
.
Now we check R+ ∈ P(r+, s+): R+ is an analytic function, which maps real vectors to
real values, and we have for all 1 ≤ j ≤ n
R+(ξ + 2πej, η) = H(Z(ξ + 2πej , η))−N+(ξ + 2πej , η)
= H(Z(ξ, η) + (2πej , 0))−N+(ξ, η)
= H(Z(ξ, η))−N+(ξ, η) = R+(ξ, η),
which is the desired periodicity. In order to prove (4.10) we recalculate (2.9) – we redo
the calculations of section 2 with our functions, which are well-defined in the meantime,
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and use (2.4), (2.6), (2.7), and (4.12):
R+(ζ) = H+(ζ)−N+(ζ) = H ◦ Z(ζ)−N+(ζ) = H ◦ Z(1, ζ)−N(ζ)−∆N(ζ)
= R(Z(1, ζ)) +N(Z(1, ζ))−N(ζ)−∆N(ζ)
= (R + {N , ∆S} −∆N) (ζ) +R(Z(1, ζ))− R(ζ)
+N(Z(1, ζ))−N(ζ)−
d
dt
N(Z(t, ζ))
∣∣∣∣
t=0
=
∫ 1
0
{R , ∆S} (Z(t, ζ)) dt+
∫ 1
0
(1− t)
d2
dt2
N(Z(t, ζ)) dt
=
∫ 1
0
{R + (1− t) {N , ∆S} , ∆S} (Z(t, ζ)) dt
=
∫ 1
0
{tR + (1− t)∆N , ∆S} (Z(t, ζ)) dt ∀ ζ ∈ D(r+, s+). (4.17)
To estimate the integrand we set for t ∈ [0, 1]
F(t) := tR + (1− t)(∆N −∆N(0)) ∈ P(r, s).
Then our assumption (4.3) and (3.12) lead to∣∣F(t)∣∣D(r−4δ,s/2) ≤ tM + (1− t)c10M ≤ (1 + c10)M ∀ t ∈ [0, 1].
We use Cauchy’s estimate to get for all t ∈ [0, 1]∣∣F(t)x∣∣D(r−5δ,s/2) ≤ (1 + c10)Mδ , ∣∣F(t)y∣∣D(r−4δ,s/4) ≤ 4(1 + c10)Ms .
Together with (3.9) and (3.10) we obtain for all t ∈ [0, 1]∣∣{F(t) , ∆S}∣∣D(r−5δ,s/4) ≤ n(∣∣F(t)x∣∣D(r−5δ,s/2) |∆Sy|S(r−3δ)+
+
∣∣F(t)y∣∣D(r−4δ,s/4) |∆Sx|D(r−4δ,s))
≤ n(1 + c10)
(
M
δ
c8
M
sδτ
+
4M
s
c7
M
s
)
≤ c15
M2
s2
,
where
c15 := n(1 + c10)(4c7 + c8) (4.18)
is a positive constant. Now,
{tR + (1− t)∆N , ∆S} =
{
F(t) , ∆S
}
∀ t ∈ [0, 1],
and we have Z(t, ζ) ∈ D(r − 5δ, s/4) for all t ∈ [0, 1] and ζ ∈ D(r+, s+) by (4.14). So
we can deduce the estimate (4.10) for R+ from (4.17).
Finally we have to show (4.11). The estimates for Wξ and Wη become estimates for
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Wjξ and Wjη (1 ≤ j ≤ 2n), because we use the row-sum norm. Hence our assumptions
read
|Wjξ|D(r,s) ≤ K1 and |Wjη|D(r,s) ≤ K1 ∀ 1 ≤ j ≤ 2n.
(2.5) implies for all 1 ≤ j ≤ 2n and ζ ∈ D(r+, s+)
∆Wj(ζ) =
∫ 1
0
{Wj , ∆S} (Z(t, ζ)) dt.
So, writing ∆Sξ := ∆Sx and ∆Sη := ∆Sy, we obtain with (3.9) and (3.10)
|∆Wj |D(r+,s+) =
∣∣∣∣∫ 1
0
{Wj , ∆S} (Z(t, · )) dt
∣∣∣∣
D(r+,s+)
≤
∫ 1
0
|{Wj , ∆S}|D(r−5δ,s/4) dt
≤ |〈Wjξ , ∆Sη 〉|D(r−5δ,s/4) + |〈Wjη , ∆Sξ 〉|D(r−5δ,s/4)
≤ nK1
(
c8
M
sδτ
+ c7
M
s
)
.
The estimate
|∆W |D(r+,s+) = max1≤j≤2n
|∆Wj |D(r+,s+) ≤ nK1(c7 + c8)
M
sδτ
follows and the proof is finished. ✷
Existence of the sequences
Our intention is to formulate theorem 4.1 universally for the k-th step and to connect
it with the Hamiltonian (1.4). To do that we have to find suitable sequences (rk), (δk),
(sk), and (Mk). They shall allow it to use theorem 4.1 repeatedly with
r = rk, r+ = rk+1, δ = δk, s = sk, s+ = sk+1, and M = Mk.
At first we make sure that rk, δk, and sk mesh correctly. We set
δk := q
kδ0, sk := δk
τ+1, rk :=
3
4
r + 8δk ∀ k ∈ N0, (4.19)
where r is given in the assumptions of Theorem 1.6, δ0 ∈ (0, 1) is to be determined
later, and
q :=
1
4
. (4.20)
(4.19) yields immediately
δk+1 = q
k+1δ0 = qδk and sk+1 = δk+1
τ+1 = qτ+1sk ∀ k ∈ N0.
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Lemma 4.3. The sequences (rk)
∞
k=0, (δk)
∞
k=0 and (sk)
∞
k=0 of (4.19) and (4.20) are
decreasing and fulfill
rk >
3
4
r, 0 < δk <
rk
6
, 0 < sk ≤ δk
τ+1 ≤ 1,
0 < rk+1 ≤ rk − 6δk, 0 < sk+1 ≤
sk
8
∀ k ∈ N0.
Proof. That the sequences decrease and that rk > 3r/4 for all k ∈ N0 is clear. We
have
δk <
8
6
δk <
1
6
(
3
4
r + 8δk
)
=
rk
6
∀ k ∈ N0.
The definition of sk and δk (k ∈ N0) imply 0 < sk ≤ δk
τ+1 ≤ 1. It is rk+1 = 3r/4+8δk+1
and rk − 6δk = 3r/4 + 2δk. Therefore rk+1 ≤ rk − 6δk holds if and only if
8δk+1 ≤ 2δk ⇔ 4q
k+1δ0 ≤ q
kδ0 ⇔ 4q ≤ 1,
which is indeed true according to (4.20). From τ + 1 ≥ 2 we infer
sk+1 =
(
qk+1δ0
)τ+1
= qτ+1sk ≤ q
2sk =
sk
16
<
sk
8
.
The Lemma is proved. ✷
For the inductive lemma it is required to have sequences of functions (Hk),
(Nk), and (Rk) which can be inserted for H , N , and R, respectively, in the assump-
tions of theorem 4.1. Let us suppose there are normal forms Nℓ defined on D(rℓ, sℓ)
(0 ≤ ℓ ≤ k+1, k ∈ N0), which meet (4.9) and let us suppose N0 fulfills something like
(1.5), namely
|N0yy − C|D(r0,s0) ≤
1
4|C−1|
.
Then
|Nk+1ηη − C|D(rk+1,sk+1) ≤
k∑
ℓ=0
|Nℓ+1ηη −Nℓηη|D(rℓ+1,sℓ+1) + |N0ηη − C|D(r0,s0)
≤
∞∑
ℓ=0
c11
Mℓ
sℓ2
+
1
4|C−1|
is a consequence. Having (4.2) in mind we therefore require
∞∑
k=0
Mk
sk2
≤ c17, c17 =
1
4c11|C−1|
. (4.21)
From (4.3) and (4.10) the requirements
c15
Mk
2
sk2
≤Mk+1 and Mk ≤ c18sk
2 ∀ k ∈ N0, c18 =
1
16(c7 + c8)
(4.22)
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follow. Observe, that c17 and c18 depend on n, τ , γ, and C only. In order to fulfill
(4.22) we choose
Mk :=
sk
2
c15
tk, tk := t0
µk ≡ t0
(µk) ∀ k ∈ N0, (4.23)
with some t0 ∈ (0, 1), and
µ :=
3
2
. (4.24)
(4.23) gives promptly
tk+1 = t0
µk+1 = t0
µ·µk = tk
µ ∀ k ∈ N0.
Remark 4.4. In formulas (4.20) and (4.24) any other value of q ∈ (0, 1/4] and µ ∈
(1, 2) would have done it equally well.
The parameter µ may be interpreted as the speed of convergence. However, µ = 2 is
not possible. This is due to the small divisors (compare remarks 3.3 (page 9) and 4.2
(page 17)).
Lemma 4.5. The inequality c15 · c18 ≥ 1 holds.
Proof. We do the proof by tracing back the definition of c15. At first, (3.25) determines
c12 = 1 +
4c6|C|
γ
≥ 1.
Using n ≥ 2, |C| |C−1| ≥ |C C−1| = 1, and (3.32) we obtain
c13 = 1 + n c12
(
1 + 4|C| |C−1|
)
≥ 1 + 5n ≥ 11.
Hence we have for c10 (see definition (3.36))
c10 = 1 + n
2|C| (2c7 + c8) + c13 ≥ 12.
The constant c15 was defined in (4.18), this yields
c15 = n(1 + c10)(4c7 + c8) ≥ 26(c7 + c8).
Now we calculate
c15 · c18 =
c15
16(c7 + c8)
≥
26
16
≥ 1,
and the lemma is proven. ✷
Lemma 4.6. Let m > 1 and 0 < t < 1. Then the estimate
∞∑
k=0
tm
k
≤
t
1− tm−1
holds.
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Proof. Because of the equality
t
1− tm−1
= t
∞∑
k=0
(
tm−1
)k
it is sufficient to prove
t
(
tm−1
)k
≥ tm
k
⇔ k(m− 1) + 1 ≤ mk = (1 + (m− 1))k ∀ k ∈ N0.
This amounts to Bernoulli’s inequality, which implies the assertion. ✷
Lemma 4.7. There exists a constant c19 = c19(n, τ, γ, C) > 0, such that the sequence
(Mk)
∞
k=0 defined in (4.23) satisfies the conditions (4.21) and (4.22) for all t0 ∈ (0, c19].
Moreover
∞∑
k=0
Mk
sk2
≤
2
c15
t0 (4.25)
holds.
Proof. By definition of the tk we see tk+1 = tk
µ (k ∈ N0). We require c19 ≤
q(2τ+2)/(2−µ), than t0 ≤ q
(2τ+2)/(2−µ) follows. The sequence of the tk decreases, so
tk ≤ q
(2τ+2)/(2−µ) for all k ∈ N0. This means tk
2−µ ≤ q2τ+2 (k ∈ N0). Furthermore we
have
sk+1 = δk+1
τ+1 = (q · δk)
τ+1 = qτ+1sk ∀ k ∈ N0.
Hence we obtain
c15
Mk
2
sk2
=
1
c15
sk
2tk
2 =
1
c15
sk+1
2
q2τ+2
tk
2−µtk
µ ≤
1
c15
sk+1
2 tk+1 =Mk+1 ∀ k ∈ N0.
This is the first inequality (4.22). The second one (4.22) is equivalent to
tk ≤ c15 · c18 ∀ k ∈ N0.
This in turn is a consequence of lemma 4.5. (4.20) and (4.24) imply c19 < q = 1/4 =
(1/2)1/(µ−1). Hence t0
µ−1 ≤ c19
µ−1 ≤ 1/2, and with (4.23) and lemma 4.6 we get
∞∑
k=0
Mk
sk2
=
1
c15
∞∑
k=0
t0
µk ≤
1
c15
t0
1− t0
µ−1 ≤
2
c15
t0,
which is formula (4.25). Let us diminish c19 by setting
c19 := min
{
q
2τ+2
2−µ ,
c15c17
2
}
,
then t0 ≤ c19 ≤ c15c17/2 and (4.25) imply (4.21). All assertions are shown. ✷
We define the constants in the assumptions of Theorem 1.6 as follows:
c1 := min
{
c19,
c15
32n2(c7 + c8) exp(c14c17)
}
, c2 :=
1
322(τ+1)c15
. (4.26)
To remind: So far we encountered the positive constants c6 to c19. The constants c1
and c2 were defined right now, and the constants c3, c4, and c5 from the assertions of
theorem 1.6 will be determined later.
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Lemma 4.8. Let r, s, M , and ϑ be the constants from theorem 1.6 and set
δ0 :=
1
32
s
1
τ+1 , t0 := ϑ. (4.27)
Then r0, s0 given by (4.19), and M0 from (4.23) with k = 0, satisfy
r0 ≤ r, s0 ≤ s, M0 ≥M.
Proof. The fact s ≤ rτ+1 and the definition of δ0 show
r0 =
3
4
r + 8δ0 ≤
3
4
r +
1
4
s
1
τ+1 ≤ r.
Furthermore
s0 = δ0
τ+1 =
s
32τ+1
< s
follows. For the claim M0 ≥ M it is sufficient to prove M0 ≥ c2s
2ϑ because of M ≤
c2s
2ϑ. We have
c2s
2ϑ ≤
1
322(τ+1)c15
s2ϑ =
1
c15
(
s
1
τ+1
32
)2(τ+1)
· ϑ =
1
c15
δ0
2(τ+1)ϑ =
1
c15
s0
2t0 = M0,
which proves the lemma. ✷
Theorem 4.9. (inductive lemma) Under the assumptions of theorem 1.6 and with
the sequences (rk)
∞
k=0, (δk)
∞
k=0, (sk)
∞
k=0, and (Mk)
∞
k=0 fixed in (4.19), (4.20), (4.23),
(4.24), and (4.27) the following holds for all k ∈ N0:
There exist simple canonical transformations
Zk+1 : D(rk+1, sk+1) −→ D(rk − 5δk, sk/4), Zk+1 − id ∈ P2n(rk+1, sk+1), (4.28)
such that the functions
Hk+1 := Hk ◦ Zk+1 = H0 ◦ Z1 ◦ Z2 ◦ . . . ◦ Zk+1 with H0 := H|D(r0,s0) (4.29)
are elements of the respective space P(rk+1, sk+1) and can be written as Hk+1 = Nk+1+
Rk+1 with Nk+1, Rk+1 ∈ P(rk+1, sk+1), and
Nk+1(ξ, η) = ak+1 + 〈ω , η 〉+O(|η|
2), ak+1 ∈ R. (4.30)
The following estimates hold for all k ∈ N0:
|Zk+1,ζ|D(rk+1,sk+1) ≤ exp
(
c14
Mk
sk2
)
, (4.31)
|Zk+1,ζ −E2n|D(rk+1,sk+1) ≤ c14
Mk
sk2
exp
(
c14
Mk
sk2
)
, (4.32)
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|ak+1 − ak| ≤ c˜9
Mk
sk
, (4.33)
|Nk+1ηη −Nkηη|D(rk+1,sk+1) ≤ c11
Mk
sk2
(
N0 := (H −R)|D(r0,s0)
)
, (4.34)
|Rk+1|D(rk+1,sk+1) ≤ c15
Mk
2
sk2
. (4.35)
Herein the constants c˜9 and c11 are given by Theorem 3.4, c14 and c15 by Theorem 4.1.
Moreover Wk+1 := Z1 ◦ . . . ◦ Zk+1 fulfills
|Wk+1,ζ|D(rk+1,sk+1) ≤ exp
(
c14
k∑
ℓ=0
Mℓ
sℓ2
)
∀ k ∈ N0, (4.36)
and ∆Wk+1 := Wk+1 −Wk (k ∈ N), ∆W1 := W1 − id satisfies
|∆Wk+1|D(rk+1,sk+1) ≤ c20
Mk
skδk
τ ∀ k ∈ N0, (4.37)
where c20 = c20(n, τ, γ, C) is a positive constant.
Proof. Clearly the proof is to be done by repeated use of theorem 4.1. Lemma 4.8
shows D(r0, s0) ⊆ D(r, s). So H0 can be defined as the restriction of the function
H(x, y) = a+ 〈ω, y〉+
1
2
〈y ·Q(x), y〉+R(x, y)
of (1.4) to D(r0, s0). We set a0 := a and R0 := R|D(r0,s0) with a and R from (1.4). To
summarize, we start the induction in accordance with (4.29) and (4.34) with
H0 = H|D(r0,s0) , R0 = R|D(r0,s0) , a0 = a and N0 = (H −R)|D(r0,s0) ,
where H, R and a are given by (1.4).
(4.38)
We check the assumptions of theorem 4.1. The assumptions on the constants
r, δ, s, r+ and s+ are fulfilled by lemma 4.3. Apply the lemma for k = 0 and
r = r0, δ = δ0, s = s0, r+ = r1, s+ = s1.
In theorem 4.1 we use
H = H0, N = N0 = H0 −R0, R = R0 and M =M0
with H0, N0, R0 from (4.38) and M0 from (4.23) for k = 0.
Then the function N of (4.1) has the form
N(x, y) = a0 + 〈ω , y 〉+
1
2
〈 y ·Q(x) , y 〉 ∀ (x, y) ∈ D(r0, s0)
because of (1.4). So (1.5) implies (4.2). Lemma 4.8 and (1.6) show
|R0|D(r0,s0) = |R|D(r0,s0) ≤ |R|D(r,s) = M ≤M0.
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Moreover by the inequality (4.22), which holds according to Lemma 4.7, we have
M0 ≤ c18s0
2 =
1
16(c7 + c8)
s0
2.
Hence assumption (4.3) is met and we may apply theorem 4.1. It yields a transforma-
tion Z and a function H+, as well as a+, N+, and R+. Now we set
Z1 := Z, H1 := H+ ∈ P(r1, s1), a1 := a+ ∈ R,
N1 := N+ ∈ P(r1, s1) and R1 := R+ ∈ P(r1, s1).
Then assertions (4.28) to (4.35) follow for k = 0. In case k = 0 (4.36) is equivalent to
(4.31) because of W1 = Z1. Hence (4.36) holds. To prove (4.37) for k = 0 we consider
∆W1 = Z1 − id = id ◦ Z1 − id. So let us put W = id and K1 = 1 in theorem 4.1, then
we obtain with (4.11)
|∆W1|D(r1,s1) ≤ n(c7 + c8)
M0
s0δ0
τ .
We define
c20 := n(c7 + c8) exp(c14c17), (4.39)
then (4.37) holds for k = 0. (The reason for the factor exp(c14c17) will become clear at
the end of the proof.)
Now suppose the inductive Lemma is true for all ℓ, 0 ≤ ℓ ≤ k − 1 ∈ N0. We want to
apply theorem 4.1 with
r = rk, δ = δk, s = sk, r+ = rk+1, s+ = sk+1.
Lemma 4.3 says that the assumptions on these constants are fulfilled. Next we have to
put
H = Hk, a = ak, N = Hk −Rk, and R = Rk.
By lemma 4.7, formula (4.21) holds, namely
∞∑
k=0
Mk
sk2
≤
1
4c11|C−1|
.
Using (4.34) up to k − 1 we get
|Nkηη − C|D(rk,sk) ≤
k−1∑
ℓ=0
|Nℓ+1ηη −Nℓηη|D(rℓ+1,sℓ+1) + |N0ηη − C|D(r0,s0)
≤ c11
1
4c11|C−1|
+
1
4|C−1|
=
1
2|C−1|
.
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So assumption (4.2) is satisfied. (4.22) holds because of lemma 4.7, in particular we
have
c15
Mk−1
2
sk−12
≤Mk and Mk ≤
1
16(c7 + c8)
sk
2.
Hence (4.35) for k − 1 shows
|Rk|D(rk,sk) ≤ c15
Mk−1
2
sk−12
≤
1
16(c7 + c8)
sk
2,
this is assumption (4.3). Theorem 4.1 can be applied and yields a transformation Z
and a function H+, as well as a+, N+, and R+. Now we set
Zk+1 := Z, Hk+1 := H+ ∈ P(rk+1, sk+1), ak+1 := a+ ∈ R,
Nk+1 := N+ ∈ P(rk+1, sk+1) and Rk+1 := R+ ∈ P(rk+1, sk+1).
Assertions (4.28) to (4.35) follow for the index k. To prove (4.36) we calculate
Wk+1,ζ = Z1ζ(Z2 ◦ . . . ◦ Zk+1) · Z2ζ(Z3 ◦ . . . ◦ Zk+1) · . . . · Zk+1,ζ.
Formula (4.31) up to k implies
|Wk+1,ζ|D(rk+1,sk+1) ≤ |Z1ζ |D(r1,s1) · |Z2ζ |D(r2,s2) · . . . · |Zk+1,ζ|D(rk+1,sk+1)
≤
k∏
ℓ=0
exp
(
c14
Mℓ
sℓ2
)
= exp
(
c14
k∑
ℓ=0
Mℓ
sℓ2
)
,
so (4.36) is shown for the index k. Furthermore (4.36) for k−1 and (4.21), which holds
by Lemma 4.7, give the estimate
|Wkζ|D(rk,sk) ≤ exp
(
c14
k−1∑
ℓ=0
Mℓ
sℓ2
)
≤ exp(c14c17).
Therefore we can insert K1 = exp(c14c17) in formula (4.11) and (4.37) follows for the
index k. Altogether the inductive lemma is proved. ✷
5 Convergence of the iterative process
In this section we complete the proof of theorem 1.6. Henceforth we work with the
general assumption:
Let the assumptions of theorem 1.6 be fulfilled. Let the sequences (rk)
∞
k=0,
(δk)
∞
k=0, (sk)
∞
k=0, and (Mk)
∞
k=0 be defined according to (4.19), (4.20), (4.23),
(4.24), and (4.27).
Especially lemmas 4.3, 4.7, and 4.8, and the inductive lemma 4.9 hold under this
general assumption.
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Convergence of the symplectic transformations
Theorem 5.1. The maps
Wk = Z1 ◦ . . . ◦ Zk (k ∈ N)
provided by theorem 4.9 are simple canonical transformations. Wk − id ∈ P2n(rk, sk)
holds.
Proof. The mapsWk are well-defined, for Zk+1 lies in the domain of Zk for all k ∈ N by
(4.28). The Wk are simple canonical transformations. Moreover Wk − id ∈ P2n(rk, sk)
holds for all k ∈ N. ✷
Simple canonical transformations are affine-linear in η, so they can always be
defined for all η ∈ Cn. More precisely, if Wk = (Uk, Vk) is defined on D(rk, sk) by
Wk(ξ, η) = (Uk(ξ), Vk(ξ, 0) + η · Ukξ(ξ)
−1) ∀ (ξ, η) ∈ D(rk, sk), (5.1)
as it is seen in theorem A.9, then there exists a simple canonical transformation W˜k
defined on S(rk)× C
n with W˜k
∣∣∣
D(rk,sk)
=Wk. The equation
W˜k(ξ, η) = (Uk(ξ), Vk(ξ, 0) + η · Ukξ(ξ)
−1) ∀ (ξ, η) ∈ S(rk)× C
n (5.2)
holds. Comparing (5.1) and (5.2) we notice that W˜k( · , 0) =Wk( · , 0). When we write
W˜k = (U˜k, V˜k), we have U˜k = Uk and V˜kη = Vkη too. We will use this in the sequel.
Theorem 5.2. There exists a subsequence
(
W˜kℓ
)∞
ℓ=1
which converges uniformly on
compact subsets of S(3r/4)×Cn to a simple canonical transformation W∞ with W∞−
id ∈ P2n(3r/4, s).
Proof. It is rk > 3r/4 for all k ∈ N by (4.19). Therefore all maps W˜k are defined
for ζ ∈ S(3r/4)× Cn. Looking at the assumptions of theorem A.11 we calculate with
(4.37), sk ≤ δk
τ (by lemma 4.3), and (4.21)
∞∑
k=0
|Wk+1 −Wk|S(3r/4)×{0} ≤
∞∑
k=0
|∆Wk+1|D(rk+1,sk+1)
≤
∞∑
k=0
c20
Mk
skδτk
≤ c20
∞∑
k=0
Mk
s2k
≤ c17c20.
This means, that the functions W˜k( · , 0) =Wk( · , 0) converge uniformly on S(3r/4), in
particular they converge uniformly on compact subsets. We use the row-sum norm, so
(4.36) and (4.21) show
|Vkη|S(3r/4) ≤ |Wkζ|S(3r/4)×{0} ≤ exp(c14c17) ∀ k ∈ N.
Hence the theorem of Montel (see [9], theorem 1.6) tells us that there exists a subse-
quence (Vkℓ,η)
∞
ℓ=1 which converges uniformly on compact subsets of S(3r/4). Let us set
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(
W˜kℓ
)∞
ℓ=1
and U = S(3r/4) in the assumptions of theorem A.11. Then the theorem
may be applied and predicates, that the sequence
(
W˜kℓ
)∞
ℓ=1
converges uniformly on
compact subsets of S(3r/4)× Cn against a simple canonical transformation
W∞ = (U∞, V∞) : S(3r/4)× C
n −→ C2n.
The functions W˜kℓ map real vectors to real values and the W˜kℓ − id are 2π-periodic by
(5.1), (5.2), and theorem 5.1. Therefore we obtain W∞ − id ∈ P2n(3r/4, s) and the
proof is finished. ✷
Theorem 5.3. The function W∞ of theorem 5.2 fulfills
W∞(ζ) ∈ D(r, s) ∀ ζ ∈ D(r/2, 5s/8). (5.3)
The restriction
W = (U, V ) := W∞|D(r/2,s/2)
is a simple canonical transformation with
W : D(r/2, s/2) −→ D(r, s), W − id ∈ P2n(r/2, s/2).
There exists a positive constant c3, which depends on n, τ , γ, and C only, such that
|Wζ −E2n|D(r/2,s/2) ≤ c3ϑ.
Proof. The definition of W and theorem 5.2 show that W − id ∈ P2n(r/2, s/2) and
that W is a simple canonical transformation. By the definition in theorem 4.9 we have
Wk = Z1 ◦ . . . ◦ Zk (k ∈ N).
Let us write Wk = (Uk, Vk). The functions Zk = (Xk, Yk) are simple canonical trans-
formations, so
Uk = Uk(ξ) = X1 ◦ . . . ◦Xk(ξ).
In particular the functions Uk map to S(r0−5δ0) by (4.28). The function U is the limit
of a subsequence of the Uk. Hence U is defined on S(r/2) and maps to S(r0 − 4δ0).
Because of lemma 4.8 r0 ≤ r, so S(r0 − 4δ0) ⊆ S(r), and consequently
U : S(r/2) −→ S(r).
By definition of W we have U = U∞|S(r/2). This implies
U∞(ξ) ∈ S(r) ∀ ξ ∈ S(r/2).
Next (notice (5.3)) we have to prove
|V∞(ξ, η)| < s ∀ (ξ, η) ∈ D(r/2, 5s/8).
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To that end we observe for (ξ, η) ∈ D(3r/4, 5s/8)
V∞(ξ, η) = V∞(ξ, 0) + η U∞ξ(ξ)
−1 = V∞(ξ, 0) + η + η
(
U∞ξ(ξ)
−1 −En
)
. (5.4)
We consider V ( · , 0). Each Wk (k ∈ N) maps (ξ, 0) ∈ S(rk)× {0} to D(r0− 5δ0, s0/4),
for this is true for Z1. Therefore |Vk( · , 0)|S(rk) < s0/4 holds for all k ∈ N. This implies
|V ( · , 0)|S(r/2) ≤ s0/4, and with s0 ≤ s (by lemma 4.8) we obtain
|V (ξ, 0)| ≤
s
4
∀ ξ ∈ S(r/2). (5.5)
We need an estimate for U−1ξ − En. It can be found with lemma A.1. Thereto we
search for an inequality for Uξ − En. We have for all k ∈ N and all ζ ∈ D(rk, sk)
Wk(ζ)− ζ = ∆W1(ζ) + . . .+∆Wk(ζ). (5.6)
(4.37) and Cauchy’s estimate show for k ∈ N0
|∆Wk+1,ξ|D(rk+1−δk,sk+1) ≤ c20
Mk
skδk
τ · δk
≤ c20
Mk
sk2
.
By (4.19) and (4.20) we see
rk+1 − δk =
3r
4
+ 8δk+1 − δk =
3r
4
+ 8qδk − δk =
3r
4
+ δk >
3r
4
∀ k ∈ N0.
So (4.25) and (5.6) yield the estimate∣∣∣∣Wkξ − (En0
)∣∣∣∣
S(3r/4)×{0}
≤
∞∑
ℓ=0
|∆Wℓ+1,ξ|D(rℓ+1−δℓ,sℓ+1) ≤
2c20
c15
t0. (5.7)
Let us write ∆Wk = (∆Uk,∆Vk). Then in particular
|Ukξ −En|S(3r/4) ≤
∞∑
ℓ=0
|∆Uℓ+1,ξ|S(rℓ+1−δℓ) ≤
2c20
c15
t0
follows (note that we use the row-sum norm). When we have a look at (4.26) and
(4.39), we see
c1 ≤
c15
32nc20
.
It is t0 = ϑ by (4.27) and ϑ ≤ c1 by assumption of theorem 1.6, so
|Ukξ −En|S(3r/4) ≤
2c20
c15
ϑ ≤
1
16n
≤
1
16
∀ k ∈ N. (5.8)
Now we can apply lemma A.1. Therein we have to put S = En, P = Ukξ(ξ) (ξ ∈
S(3r/4)) and h = 2c20ϑ/c15. The lemma says that Ukξ(ξ)
−1 satisfies the estimate∣∣Ukξ(ξ)−1 −En∣∣ ≤ 2c20
c15
ϑ
1
1− 1
16
=
16
15
2c20
c15
ϑ ≤
1
15n
∀ ξ ∈ S(3r/4). (5.9)
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This implies∣∣U−1∞ξ − En∣∣S(3r/4) ≤ 115n and ∣∣U−1ξ − En∣∣S(r/2) ≤ 115n,
which in turn together with (5.4) and (5.5) leads to
|V∞(ξ, η)| <
s
4
+
5 s
8
+
5 s
8
n
1
15n
=
30 + 75 + 5
120
s < s ∀ (ξ, η) ∈ D(r/2, 5s/8).
We obtain
W∞(ξ, η) ∈ D(r, s) ∀ (ξ, η) ∈ D(r/2, 5s/8),
as well as
W : D(r/2, s/2) −→ D(r, s).
In order to find an inequality for |Wζ −E2n| we observe
Wζ − E2n =
(
Uξ − En 0
Vξ
(
U−1ξ
)T
− En
)
.
(5.8) gives
|Uξ − En|S(r/2) ≤
2c20
c15
ϑ, (5.10)
and (5.9) shows∣∣∣(U−1ξ )T −En∣∣∣
S(r/2)
=
∣∣∣(U−1ξ −En)T∣∣∣
S(r/2)
≤ n
∣∣U−1ξ −En∣∣S(r/2) ≤ n 1615 2c20c15 ϑ < 3nc20c15 ϑ. (5.11)
Let’s turn to Vξ. By definition V = V∞|D(r/2,s/2) holds, and
V∞(ξ, η) = V∞(ξ, 0) + (V∞(ξ, η)− V∞(ξ, 0)) ∀ (ξ, η) ∈ D(3r/4, s).
Hence with (5.4) we obtain
V∞ξ(ξ, η) = V∞ξ(ξ, 0) +
∂
∂ξ
(V∞(ξ, η)− V∞(ξ, 0)− η)
= V∞ξ(ξ, 0) +
∂
∂ξ
(
η
(
U∞ξ(ξ)
−1 −En
))
∀ (ξ, η) ∈ D(3r/4, s). (5.12)
From (5.7) it follows with t0 = ϑ
|Vkξ( · , 0)|S(3r/4) ≤ 2
c20
c15
ϑ ∀ k ∈ N.
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This inequality holds for the limit V∞ as well and hence for V giving
|Vξ( · , 0)|S(r/2) ≤ 2
c20
c15
ϑ.
To get the second summand of (5.12) under control we define
u : D(3r/4, s) −→ Cn, (ξ, η) 7→ u(ξ, η) = η
(
U∞ξ(ξ)
−1 −En
)
.
From (5.9) we see∣∣U−1∞ξ − En∣∣S(3r/4) ≤ 3215 c20c15 ϑ ≤ 3c20c15 ϑ,
which implies
|u|D(3r/4,s) ≤ sn
∣∣U−1∞ξ − En∣∣S(3r/4) ≤ 3nc20c15 sϑ.
Hence Cauchy’s estimate and s ≤ rτ+1 ≤ r show
|uξ|D(r/2,s) ≤ 3n
c20
c15
4s
r
ϑ ≤ 12n
c20
c15
ϑ.
Therefore we can conclude with (5.12) that
|Vξ|D(r/2,s/2) ≤ |Vξ( · , 0)|S(r/2) + |uξ|D(r/2,s) ≤ 2
c20
c15
ϑ+ 12n
c20
c15
ϑ ≤ 13n
c20
c15
ϑ.
For matrices we use the row-sum norm, so this estimate, (5.10), and (5.11) yield
|Wζ −E2n|D(r/2,s/2) ≤
∣∣∣∣( Uξ − En 0Vξ (U−1ξ )T −En
)∣∣∣∣
D(r/2,s/2)
≤ max
{
|Uξ − En|D(r/2,s/2) , |Vξ|D(r/2,s/2) +
∣∣∣(U−1ξ )T − En∣∣∣
D(r/2,s/2)
}
≤ (3n+ 13n)
c20
c15
ϑ = c3ϑ,
where
c3 = 16n
c20
c15
is a positive constant. The theorem is proved. ✷
Proof of the properties of the transformed Hamiltonian
Theorem 5.4. The functions Rk (k ∈ N) provided by theorem 4.9 fulfill
|Rk|S(r/2)×{0} −→ 0, |Rkη|S(r/2)×{0} −→ 0 and |Rkηη|S(r/2)×{0} −→ 0 (k →∞).
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Proof. The estimates (4.22) and (4.35) imply
|Rk|D(rk,sk) ≤ c15
Mk−1
2
sk−12
≤Mk ∀ k ∈ N.
From this we conclude with Cauchy’s estimates
|Rkη|D(rk,sk/2) ≤
2Mk
sk
, |Rkηη|D(rk,sk/4) ≤
8Mk
sk2
∀ k ∈ N.
The series
∑∞
k=0Mk/sk
2 is convergent, hence the sequences (Mk)
∞
k=0, (2Mk/sk)
∞
k=0, and
(8Mk/sk
2)
∞
k=0 tend to zero. This proves the theorem. ✷
Theorem 5.5. Let H be the function of theorem 1.6. Then there exists a number
a+ ∈ R and a function Q+ ∈ Pn×n(r/2), such that the Taylor expansion of H ◦W :
D(r/2, s/2) −→ C is given by
H ◦W (ξ, η) = a+ + 〈ω , η 〉+
1
2
〈 η ·Q+(ξ) , η 〉+O(|η|
3). (5.13)
Proof. By theorem 4.9 we have
Hk = H ◦Wk = Nk +Rk ∀ k ∈ N. (5.14)
So
H ◦W (ξ, 0) = lim
ℓ→∞
H ◦Wkℓ(ξ, 0) = lim
ℓ→∞
(Nkℓ(ξ, 0) +Rkℓ(ξ, 0))
holds for all ξ ∈ S(r/2). The sequence Rkℓ(ξ, 0) has the limit zero as we have seen in
the theorem above. The sequence Nkℓ(ξ, 0) = akℓ is convergent because of (4.33), we
call its limit
a+ := lim
ℓ→∞
akℓ
The number a+ is a limit of real numbers, so it is a real number as well. We have
H ◦W (ξ, 0) = a+ ∀ ξ ∈ S(r/2).
Moreover we obtain for all ξ ∈ S(r/2) by (5.14)
(H ◦W )η(ξ, 0) = Hz(W (ξ, 0)) ·Wη(ξ, 0) = lim
ℓ→∞
Hz(Wkℓ(ξ, 0))Wkℓ,η(ξ, 0)
= lim
ℓ→∞
(H ◦Wkℓ)η (ξ, 0) = limℓ→∞
(Nkℓ,η(ξ, 0) +Rkℓ,η(ξ, 0)) = ω.
Now, the derivatives Nkℓ,ηη converge on S(r/2)× {0} by (4.34) and we obtain a limit
Q+(ξ) := lim
ℓ→∞
Nkℓ,ηη(ξ, 0) ∀ ξ ∈ S(r/2)
This convergence is uniformly on S(r/2) and all functions Nkℓ,ηη( · , 0) are elements of
Pn×n(r/2), so Q+ ∈ Pn×n(r/2). Theorem 5.2 implies
Wkℓ( · , 0) −→W ( · , 0) uniformly on compact subsets of S(r/2).
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Hence we conclude using the continuity of W ( · , 0) and H
H ◦Wkℓ( · , 0) −→ H ◦W ( · , 0) uniformly on compact subsets of S(r/2).
Hence (5.14) and the theorem of Weierstrass (see [4], (9.12.1)) show for all ξ ∈ S(r/2)
(H ◦W )ηη(ξ, 0) = lim
ℓ→∞
(H ◦Wkℓ)ηη (ξ, 0) = limℓ→∞
(Nkℓ,ηη(ξ, 0) +Rkℓ,ηη(ξ, 0))
= Q+(ξ),
which proves (5.13). ✷
Theorem 5.6. There exists a constant c4 = c4(n, τ, γ, C) > 0, such that the function
Q+ meets inequality (1.9), namely
|Q+ −Q|S(r/2) ≤ c4ϑ.
Proof. With (4.34), (4.25), t0 = ϑ, and the fact that N0,ηη(ξ, 0) = Q(ξ) holds for all
ξ ∈ S(r/2) by definition of N0 in theorem 4.9, we conclude that
|Q+ −Q|S(r/2) ≤
∞∑
k=0
c11
Mk
sk2
≤
2c11
c15
ϑ.
So, with the definition
c4 =
2c11
c15
,
(1.9) is shown. ✷
Theorem 5.7. There exists a number c5 = 512/25 > 0, such that the function
R∗(ξ, η) := (H ◦W )(ξ, η)−
(
a+ + 〈ω , η 〉+
1
2
〈 η ·Q+(ξ) , η 〉
)
, (5.15)
defined for all (ξ, η) ∈ D(r/2, s/2), fulfills estimate (1.10).
Proof. At first we observe thatH◦W∞(ξ, η) can be defined for all (ξ, η) ∈ D(r/2, 5s/8)
by theorem 5.3. This gives an analytic continuation of H ◦ W to the domain
D(r/2, 5s/8). We call itH∗∗. Therefore we can enlarge definition (5.15) to D(r/2, 5s/8)
and obtain an analytic continuation R∗∗ of R∗. Clearly (1.10) is equivalent to
|R∗∗(ξ, η)| ≤ c5M
|η|3
s3
for all (ξ, η) ∈ D(r/2, s/2),
which will be shown in the following. The derivatives with respect to η of H ◦W and
H∗∗ coincide for all (ξ, 0) ∈ S(r/2)×{0}. So R∗∗(ξ, η) = O(|η|3) holds by theorem 5.5.
Moreover R∗∗ is an analytic function. We fix an arbitrary ξ ∈ S(r/2), set N := H−R,
and consider
H∗∗(ξ, η) = H ◦W∞(ξ, η) = N ◦W∞(ξ, η) +R ◦W∞(ξ, η) (|η| < 5s/8).
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Well, W∞(ξ, η) is a polynomial of degree one in η and N is, by (1.4), a polynomial of
degree two in η. Therefore N ◦W∞(ξ, η) has degree two in η and the terms of order
three and higher in η of H∗∗(ξ, · ) and R ◦W∞(ξ, · ) coincide. Hence the same holds
for R∗∗(ξ, · ) and R ◦W∞(ξ, · ). So we can apply lemma A.5, in which the function
η 7→ R ◦W∞(ξ, η) is bounded by M for |η| < 5s/8 because of (1.6) and theorem 5.3.
Putting
σ =
5s
8
, f = R ◦W∞(ξ, · ) and ε =
4
5
in lemma A.5, we obtain
|R∗∗(ξ, η)| ≤ 5M
|η|3
(5s/8)3
=
512
25
M
|η|3
s3
∀ |η| <
4
5
5s
8
=
s
2
.
Now, ξ ∈ S(r/2) was arbitrary, so (1.10) holds with
c5 =
512
25
and the theorem is proved. ✷
Altogether theorems 5.3, 5.5, 5.6, and 5.7 prove theorem 1.6.
A Appendix
A.1 A lemma on non-singular matrices
Lemma A.1. Let S ∈ Cn×n be an invertible matrix. Then each matrix P ∈ Cn×n with
|P − S| ≤ h ·
1
|S−1|
, 0 < h < 1,
is invertible as well. The inverse of P fulfills
|P−1| ≤
|S−1|
1− h
and |P−1 − S−1| ≤
h|S−1|
1− h
.
Proof. We set H := En − S
−1P . The assumption leads to the estimate
|H| = |En − S
−1P | ≤ |S−1| |S − P | ≤ h < 1.
Therefore the Neumann series
∞∑
k=0
Hk = (En −H)
−1 = (S−1P )−1
converges, in particular S−1P is non-singular. Hence this is also true for P = S ·S−1P .
For P−1 = (S−1P )−1S−1 we find the estimate
|P−1| ≤ |S−1|
∞∑
k=0
|H|k ≤
|S−1|
1− h
.
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For P−1 − S−1 = (P−1S − En)S
−1 we calculate
P−1S − En =
(
∞∑
k=0
Hk
)
−En =
∞∑
k=1
Hk
to see
|P−1 − S−1| ≤ |S−1|
∞∑
k=1
|H|k ≤
h|S−1|
1− h
,
as was to be shown. ✷
A.2 Estimates for analytic maps
Definition A.2. Let z ∈ Cn and s > 0. We set
B(s; z) := {y ∈ Cn | |y − z| < s} .
The following lemma is Cauchy’s estimate for analytic functions of several variables.
Lemma A.3. Let M > 0 and f : B(s; 0) ⊆ Cn → Cm be an analytic function with
|f |B(s;0) ≤ M.
The the Jacobian of f satisfies the estimate
|fx|B(s−ε;0) ≤
M
ε
for all 0 < ε < s.
Proof. We fix an arbitrary x0 ∈ B(s− ε; 0). Then (1.2) shows
|fx(x0)| = max
|y|=1
|yfTx (x0)| = max
1≤k≤m
max
|y|=1
| 〈 fkx(x0) , y 〉 |,
where fk denotes the k-th coordinate function of f . We give us arbitrary k ∈ {1, . . . , m}
and y ∈ Cn with |y| = 1 and consider the auxiliary function
g : B(ε; 0) ⊆ C −→ C, t 7→ fk(x0 + ty).
We obtain
gt(t) = 〈 fkx(x0 + ty) , y 〉 ⇒ gt(0) = 〈 fkx(x0) , y 〉 ,
and Cauchy’s estimate in one dimension says
| 〈 fkx(x0) , y 〉 | = |gt(0)| ≤
M
ε
,
which finishes the proof. ✷
We need an estimate for the remainder of order three relating to the Taylor
expansion of an analytic function. At first we prove it in dimension one.
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Lemma A.4. Let σ > 0 and g : B(σ; 0) ⊆ C → C, z 7→ g(z) be an analytic function
bounded by a constant M > 0. Then the remainder
h(g)(z) :=
∞∑
k=3
1
k!
∂kg
∂zk
(0) zk (|z| < σ)
satisfies for all ε ∈ (0, 1) the estimate
|h(g)(z)| ≤
M
1− ε
|z|3
σ3
∀ |z| ≤ εσ.
Proof. By Cauchy’s formula we have for 0 < σ˜ < σ∣∣∣∣∂kg∂zk (0)
∣∣∣∣ = ∣∣∣∣ k!2πi
∮
|z|=σ˜
g(z)
zk+1
dz
∣∣∣∣ ≤ Mk!σ˜k .
The limit σ˜ → σ yields∣∣∣∣∂kg∂zk (0)
∣∣∣∣ ≤ Mk!σk .
Hence we get for the remainder, in case |z| ≤ εσ,
∣∣h(g)(z)∣∣ ≤ ∞∑
k=3
1
k!
∣∣∣∣∂kg∂zk (0)
∣∣∣∣ |z|k ≤ ∞∑
k=3
1
k!
Mk!
σk
|z|k =M
∞∑
k=3
(
|z|
σ
)k
= M
(
|z|
σ
)3 ∞∑
k=0
(
|z|
σ
)k
≤M
(
|z|
σ
)3 ∞∑
k=0
εk =
M
1− ε
|z|3
σ3
,
as was to be shown. ✷
Lemma A.5. Let σ > 0 and f : B(σ; 0) ⊆ Cn → C, y 7→ f(y) analytic and bounded
by M > 0. Then the remainder
h(f)(y) = f(y)−
(
f(0) + 〈 fy(0) , y 〉+
1
2
〈 yfyy(0) , y 〉
)
, (A.1)
fulfills for all ε ∈ (0, 1) the estimate∣∣h(f)(y)∣∣ ≤ M
1− ε
|y|3
σ3
∀ |y| ≤ εσ. (A.2)
Proof. Let us fix an ε, 0 < ε < 1 and y ∈ Cn with |y| ≤ εσ. In case y = 0 (A.2) is an
immediate consequence of (A.1). In case y does not vanish we set
y0 := εσ
y
|y|
,
such that |y0| = εσ, and consider the function
g : B(ε−1; 0) ⊆ C −→ C, z 7→ g(z) := f(zy0).
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By construction g(0) = f(0) and with the chain rule we get
gz(z) = 〈 fy(zy0) , y0 〉 , gzz(z) = 〈 y0fyy(zy0) , y0 〉 ∀ |z| < ε
−1.
Lemma A.4 yields∣∣h(f)(zy0)∣∣ = ∣∣∣∣f(zy0)− f(0)− 〈 fy(0) , zy0 〉 − 12 〈 zy0fyy(0) , zy0 〉
∣∣∣∣
=
∣∣∣∣g(z)− g(0)− gz(0)z − 12gzz(0)z2
∣∣∣∣ = ∣∣h(g)(z)∣∣
≤
M
1− ε
|z|3
(ε−1)3
=
M
1− ε
|z|3ε3 ∀ |z| ≤ ε(ε−1) = 1.
It is allowed to put z = |y|/(εσ) in this inequality, so
∣∣h(f)(zy0)∣∣ = ∣∣∣∣h(f)( |y|εσ εσ y|y|
)∣∣∣∣ = ∣∣h(f)(y)∣∣ ≤ M1− ε |y|3ε3σ3 ε3 = M1− ε |y|3σ3 ,
and the proof is finished. ✷
A.3 Generating symplectic transformations
Auxiliary results on autonomous differential equations
Theorem A.6. Let ̺ > 0, S(̺) ⊆ Cn, V ⊆ Cm open and
f : S(̺) × V −→ Cn+m, z = (x, y) 7→ f(z)
be continuous and such that
z˙ = f(z) (A.3)
has unique solutions. The function f shall have the period T > 0 in z1 = x1, . . . , zn =
xn. We assume that there are numbers a, b, δ˜, a ≤ 0 < b, 0 < δ˜ < ̺ and an open set
U ⊆ V, such that the flow ϕ of (A.3) exists on [a, b)×S(̺− δ˜)×U . Then the function
ϕ(t, · )− id : S(̺− δ˜)× U −→ S(̺)× V, ζ = (ξ, η) 7→ ϕ(t, ζ)− ζ
has the period T in ζ1 = ξ1, . . . , ζn = ξn for all t ∈ [a, b).
The assumption on the existence of the flow ϕ means, that there is a map
ϕ : [a, b)× S(̺− δ˜)× U −→ S(̺)× V
with ϕ(0, ζ) = ζ and ϕ( · , ζ) solves the differential equation (A.3).
Proof of theorem A.6. We show for all (t, ζ) ∈ [a, b) × S(̺ − δ˜) × U that
ϕ(t, ζ) + T · ej = ϕ(t, ζ + T · ej) (1 ≤ j ≤ n). (A.4)
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Let j ∈ {1, . . . , n} be arbitrary and set h(t) := ϕ(t, ζ)+T ·ej and g(t) := ϕ(t, ζ+T ·ej).
Then h(0) = g(0) = ζ + T · ej and
h˙(t) = ϕ˙(t, ζ) = f(ϕ(t, ζ)) = f(ϕ(t, ζ) + T · ej) = f(h(t)),
g˙(t) = ϕ˙(t, ζ + T · ej) = f(ϕ(t, ζ + T · ej)) = f(g(t)).
Therefore both functions fulfill the differential equation. Hence they coincide. This
proves (A.4). Now (A.4) shows for all 1 ≤ j ≤ n
ϕ(t, ζ + T · ej)− (ζ + T · ej) = ϕ(t, ζ)− ζ,
which proves the lemma. ✷
Lemma A.7. Let a < b and f : (a, b) → Cm, m ∈ N be an analytic function. Let
a ≤ a0 < b0 ≤ b and suppose that the restriction of f to (a0, b0) maps to R
m. Than f
maps to Rm.
Proof. Without loss of generality we may assume m = 1, for in case f = (f1, . . . , fm) :
(a, b) → Cm is analytic, so is every coordinate function fi, 1 ≤ i ≤ m. Hence we can
apply the lemma for m = 1 to each coordinate function and get the result for f . So
let us assume m = 1.
Let A ⊆ (a, b) be the biggest interval, which contains (a0, b0), and on which f maps to
Rm. A exists, because it can be constructed as the union of all intervals, which contain
(a0, b0) and on which f maps to R
m. A is not empty, for it contains (a0, b0).
A is closed in (a, b). To see that we consider a cluster point α of A and choose a
sequence (xℓ)
∞
ℓ=1 ⊆ A \ {α}, which tends to α. f is in particular continuous on (a, b),
so the limit
f(α) = lim
ℓ→∞
f(xℓ)
exists. It is a limit of real numbers, so it is real as well. Hence α ∈ A. So A contains
its cluster points which means it is closed.
However, A is open in (a, b). In order to see that consider an arbitrary α ∈ A. By
assumption f may be expanded in a power series around the point α. The series is
given by
f(x) =
∞∑
k=0
f (k)(α)
k!
(x− α)k. (A.5)
Herein f (k)(α) denotes the k-th derivative of f in α. We show that f (k)(α) is a real
number for all k ∈ N0. This is obvious for f
(0)(α) = f(α) because α ∈ A. If it is true
for some k ∈ N0 then for k + 1 as well. Indeed, take a sequence (xℓ)
∞
ℓ=1 ⊆ A \ {α},
which tends to α and consider the limit
f (k+1)(α) = lim
ℓ→∞
f (k)(xℓ)− f
(k)(α)
xℓ − α
.
Again, this is a limit of real numbers, hence a real number. So all coefficients of the
series (A.5) a real and f maps to Rm in a neighborhood of α. So α is an inner point
of A and A is open in (a, b).
Altogether, A is not empty, open and closed in (a, b), meaning A = (a, b). The lemma
is proved. ✷
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Theorem A.8. Let ̺ > 0, σ > 0 and f ∈ P2n(̺, σ). Suppose there are 0 < δ˜ < ̺,
0 < ε < σ and a ≤ 0 < b such that the flow ϕ of the differential equation
z˙ = f(z) (A.6)
exists on [a, b)×D(̺− δ˜, σ − ε). If then f maps real vectors to real values, so does ϕ.
Proof. We consider the restriction of f to real vectors, namely
g : Rn × {y ∈ Rn | |y| < σ} −→ R2n, z 7→ g(z) := f(z),
and the differential equation
z˙ = g(z). (A.7)
Observe that the domain of g coincides with D(̺, σ) ∩ R2n. Now let
ζ ∈ Rn × {y ∈ Rn | |y| < σ − ε}
be arbitrary. Then there are numbers a1 < 0 < b1 and a solution
h : (a1, b1) −→ R
n × {y ∈ Rn | |y| < σ}
of (A.7). Clearly h is a solution of (A.6) as well. Therefore
ϕ(t, ζ) = h(t) ∀ t ∈ (a1, b1) ∩ [a, b).
The set of the t which can applied herein contains an open interval. So the preceding
lemma shows that ϕ( · , ζ) maps to R2n, which proves the assertion. ✷
Simple canonical transformations
Theorem A.9. Let U , V ⊆ Cn be open and connected sets and Z = (X, Y ) : U ×
V → C2n a simple canonical transformation (see definition 1.5). Than we have for all
(ξ, η) ∈ U × V
detXξ(ξ) 6= 0, (A.8)
Y (ξ, η) = Y (ξ, 0) + ηXξ(ξ)
−1. (A.9)
Proof. X is independent of η, so
Zζ =
(
Xξ 0
Yξ Yη
)
.
Hence (1.3) implies(
0 En
−En 0
)
=
(
XTξ Y
T
ξ
0 Y Tη
)(
0 En
−En 0
)(
Xξ 0
Yξ Yη
)
=
(
−Y Tξ X
T
ξ
−Y Tη 0
)(
Xξ 0
Yξ Yη
)
=
(
XTξ Yξ − Y
T
ξ Xξ X
T
ξ Yη
−Y Tη Xξ 0
)
.
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We consider the right upper block on the left hand and right hand side of the equation
and see
XTξ Yη = En. (A.10)
Building determinants we obtain
detXξ(ξ) detYη(ξ, η) = 1 ∀ (ξ, η) ∈ U × V.
This yields (A.8). Moreover by (A.10) we get
Yη =
(
XTξ
)−1
=
(
X−1ξ
)T
. (A.11)
Therefore Yη does not depend on η and consequently Yηη = 0, such that Y is affine-
linear in η. The Taylor expansion of Y with respect to η therefore reads
Y (ξ, η) = Y (ξ, 0) + η · Yη(ξ, 0)
T ∀ (ξ, η) ∈ U × V.
Together with (A.11) we obtain (A.9) and the proof is finished. ✷
Remark A.10. Theorem A.9 in particular implies, that simple canonical transfor-
mations are affine-linear in η. So they may be defined for all η ∈ Cn. Moreover the
functions Ykη do not depend on η.
Let us denote the uniform convergence of a sequence of functions (fk) on compact
subsets of an open set U towards some limit function f by
fk
U , compact
====⇒ f (k →∞).
Clearly, when U ⊆ Cn or U ⊆ Rn, the uniform convergence on compact subsets of U is
equivalent to the fact, that the sequence converges uniformly on bounded open subsets
of U .
Theorem A.11. Let U ⊆ Cn be an open and connected set and
Zk = (Xk, Yk) : U × C
n −→ Cn × Cn (k ∈ N) (A.12)
a sequence of simple canonical transformations with the property, that the sequences
(Zk( · , 0))
∞
k=1 and (Ykη)
∞
k=1 converge uniformly on compact subsets of U . Then (Zk)
∞
k=1
converges uniformly on compact subsets of U×Cn to a simple canonical transformation.
Proof. For all k ∈ N
Zk(ξ, 0) = (Xk(ξ), Yk(ξ, 0))
holds. The functions Zk are analytic. By assumption and the theorem of Weierstrass
(see [4], (9.12.1)) there exist analytic functions X , V , and W , defined on U , with
Zk( · , 0)
U , compact
====⇒ (X, V ) and Ykη
U , compact
====⇒ W, (k →∞). (A.13)
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The first limit means in particular
Xk
U , compact
====⇒ X and Yk( · , 0)
U , compact
====⇒ V, (k →∞). (A.14)
By the theorem of Weierstrass we conclude
Xkξ
U , compact
====⇒ Xξ, (k →∞).
Now by (A.9) we have Ykη = ((Xkξ)
−1)T, so the second limit in (A.13) yields for all
ξ ∈ U
En = Xkξ(ξ)Ykη(ξ)
T −→ Xξ(ξ)W (ξ)
T, (k →∞).
Hence En = XξW
T holds and (Xξ)
−1 =WT exists, where
(Xkξ)
−1 U , compact====⇒ (Xξ)
−1, (k →∞), (A.15)
again because of (A.13). We set
Y (ξ, η) := V (ξ) + ηXξ(ξ)
−1 ∀ (ξ, η) ∈ U × Cn,
and show for the functions Yk(ξ, η) = Yk(ξ, 0) + ηXkξ(ξ)
−1 that
Yk
U×Cn, compact
======⇒ Y, (k →∞). (A.16)
For this purpose let K1 ⊆ U and K2 ⊆ C
n be compact and ε > 0. By (A.14) there
exists a N1 ∈ N with
|Yk( · , 0)− V |K1 <
ε
2
∀ k ≥ N1.
Because K2 is compact there exists a number K > 0, such that K2 is contained in the
ball B(K; 0). From (A.15) we infer that there is a N2 ∈ N with∣∣(Xkξ)−1 − (Xξ)−1∣∣K1 < ε2nK ∀ k ≥ N2.
So for all k ≥ N1 +N2
|Yk − Y |K1×K2 ≤ |Yk( · , 0)− V |K1 + nK
∣∣(Xkξ)−1 − (Xξ)−1∣∣K1 < ε
holds and therefore (A.16) is true. We know from (A.14) and (A.16), that the sequence
(Zk) converges uniformly on compact subsets of U × C
n to an analytic function Z :=
(X, Y ). It remains to show that Z is a simple canonical transformation. We do already
know that Z is analytic and that its component X does not depend on η. Hence
the only missing information is that Z is a symplectic transformation. Well, by the
theorem of Weierstrass we see for all (ξ, η) ∈ U × Cn
J = Zkζ(ξ, η)
T · J · Zkζ(ξ, η) −→ Zζ(ξ, η)
T · J · Zζ(ξ, η), (k →∞),
hence ZTζ · J · Zζ = J . The proof is finished. ✷
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Generating symplectic transformations
The discussion in this section is like the one given in [12]. However, we consider an
other class of Hamiltonians.
Theorem A.12. Let K > 0, ˜̺ > 0, 0 < δ < ˜̺ and 0 < σ ≤ δ. Let F : D(˜̺, σ) → C,
F = F (x, y) be an analytic function fulfilling
|Fx|D(˜̺,σ) ≤
K
δ
, |Fy|D(˜̺,σ) ≤
K
σ
. (A.17)
Then the Hamiltonian system
x˙ = Fy, y˙ = −Fx (A.18)
possesses an analytic flow
Z :
[
0,
σδ
2K
)
×D(˜̺− δ, σ/2) −→ D(˜̺, σ), (t, ζ) 7→ Z(t, ζ),
which is uniquely determined.
In particular Z( · , ζ) is the unique solution to (A.18) with respect to the initial
value Z(0, ζ) = ζ ∈ D(˜̺− δ, σ/2). Using the matrix J from definition 1.4 we can write
(A.18) in the form
z˙ = FzJ
T.
Proof of theorem A.12. The existence theorem of Cauchy (see [4], (10.4.5)) says,
that solutions t 7→ Z(t, ζ) to the initial value Z(0, ζ) = ζ ∈ D(˜̺, σ) exist locally and are
uniquely determined. The flow Z is analytic in t and ζ = (ζ1, . . . , ζ2n) (see [4], (10.8.2)).
Each solution of (A.18) maps to D(˜̺, σ) by definition and it remains to show, that the
solutions to the initial values ζ ∈ D(˜̺− δ, σ/2) exist for all t ∈ [0, σδ/(2K)).
To this end let ζ ∈ D(˜̺− δ, σ/2) be arbitrary. We assume, that the solution Z( · , ζ) =
(X( · , ζ), Y ( · , ζ)) does only exist up to a b ∈ (0, σδ/(2K)). By (A.18) we have for all
t ∈ [0, b)
X(t, ζ)− ξ =
∫ t
0
Fy(Z(τ, ζ)) dτ,
Y (t, ζ)− η =
∫ t
0
−Fx(Z(τ, ζ)) dτ.
Assumption (A.17) and 0 < b < σδ/(2K) imply
|X( · , ζ)− ξ|[0,b) ≤ sup
t∈[0,b)
∫ t
0
|Fy|D(˜̺,σ) dτ ≤ b
K
σ
<
δ
2
,
|Y ( · , ζ)− η|[0,b) ≤ sup
t∈[0,b)
∫ t
0
|Fx|D(˜̺,σ) dτ ≤ b
K
δ
<
σ
2
.
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Now let (tk)
∞
k=1 be an increasing sequence in [0, b) with limk→∞ tk = b. According to
our assumption on b the sequence (Z(tk, ζ))
∞
k=1 cannot have a cluster point in D(˜̺, σ)
(see [5], Chapter 8, § 5). On the other hand, the sequence is contained in the compact
set {
(x, y) ∈ C2n | |Imx| ≤ ˜̺− δ + b
K
σ
, |y| ≤
σ
2
+ b
K
δ
}
⊆ D(˜̺, σ),
which implies the existence of a cluster point in D(˜̺, σ). This contradiction shows
b ≥ σδ/(2K) and therefore, that the solutions exist for all t ∈ [0, σδ/(2K)). ✷
Corollary A.13. Let K > 0, ̺ > 0, 0 < 2δ < ̺, and 0 < σ ≤ δ. Let F : D(̺, σ)→ C,
F = F (x, y) be analytic and such that
|Fx|D(̺,σ) ≤
K
δ
, |Fy|D(̺,σ) ≤
K
σ
(A.19)
holds. Then the Hamiltonian system
x˙ = Fy, y˙ = −Fx (A.20)
possesses an analytic flow
Z :
[
0,
σδ
2K
)
×D(̺− 2δ, σ/2) −→ D(̺− δ, σ), (t, ζ) 7→ Z(t, ζ), (A.21)
which is uniquely determined.
Proof. For the proof it suffices to put ˜̺ = ̺− δ in the assumptions of the preceding
theorem. ✷
When we fix the time t and vary the initial value, (A.21) gives rise to the
maps
Z(t, · ) : D(̺− 2δ, σ/2) −→ D(̺− δ, σ),
(
0 ≤ t <
σδ
2K
)
. (A.22)
Let us analyze these maps in detail.
Theorem A.14. Let K > 0, ̺ > 0, 0 < 2δ < ̺, and 0 < σ ≤ δ with
σδ
2K
> 1.
Let F : D(̺, σ) → C, F = F (x, y) be an analytic function, which is affine-linear in y
and fulfills (A.19). Then the functions (A.22) satisfy
|Zζ(t, · )|D(̺−2δ,σ/2) ≤ exp
(
2nK
δσ
t
)
∀ t ∈
[
0,
σδ
2K
)
, (A.23)
|Zζ(t, · )− E2n|D(̺−2δ,σ/2) ≤
2nK
δσ
exp
(
2nK
δσ
t
)
∀ t ∈ [0, 1]. (A.24)
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Proof. We make use of the lemma of Gronwall ([2], Corollary (6.2)). For this we have
to find an estimate for Fzz. Cauchy’s estimate and (A.19) give
|Fxx|D(̺−δ,σ) ≤
K
δ2
≤
K
δσ
, |Fyx|D(̺−δ,σ) ≤
K
δσ
.
The second inequality and the lemma of Schwarz yield
|Fxy|D(̺−δ,σ) =
∣∣FTyx∣∣D(̺−δ,σ) ≤ n |Fyx|D(̺−δ,σ) ≤ nKδσ .
F is affine-linear in y, so Fyy = 0. Altogether we obtain
|Fzz|D(̺−δ,σ) ≤ (n+ 1)
K
δσ
. (A.25)
The equation
ZTt (t, ζ) = Fz(Z(t, ζ))J
T
holds for all 0 ≤ t < σδ/(2K), because Z( · , ζ) solves (A.20) for all ζ ∈ D(̺− 2δ, σ/2).
(On the left hand side we have to write ZTt because of our definition Z˙ = Z
T
t on page
3.) Differentiating with respect to ζ yields
Zζt(t, ζ) = (Z
T
t )ζ(t, ζ) = JFzz(Z(t, ζ)) · Zζ(t, ζ). (A.26)
Now integration with respect to t gives
Zζ(t, ζ) = E2n +
∫ t
0
JFzz(Z(τ, ζ)) · Zζ(τ, ζ) dτ. (A.27)
With (A.25) we obtain the estimate
|Zζ(t, ζ)| ≤ 1 +
∫ t
0
|Fzz|D(̺−δ,σ) |Zζ(τ, ζ)| dτ ≤ 1 +
(n+ 1)K
δσ
∫ t
0
|Zζ(τ, ζ)| dτ
∀ ζ ∈ D(̺− 2δ, σ/2), t ∈
[
0,
σδ
2K
)
.
With the lemma of Gronwall
|Zζ(t, ζ)| ≤ exp
(
(n+ 1)K
δσ
t
)
< exp
(
2nK
δσ
t
)
∀ ζ ∈ D(̺− 2δ, σ/2), t ∈
[
0,
σδ
2K
)
follows. To obtain the second estimate, we derive with (A.27) for t ∈ [0, σδ/(2K)) and
ζ ∈ D(̺− 2δ, σ/2)
Zζ(t, ζ)−E2n =
∫ t
0
JFzz(Z(τ, ζ)) dτ +
∫ t
0
JFzz(Z(τ, ζ))(Zζ(τ, ζ)−E2n) dτ.
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This together with (A.25) implies
|Zζ(t, ζ)− E2n| ≤
(n + 1)K
δσ
t+
(n + 1)K
δσ
∫ t
0
|Zζ(τ, ζ)− E2n| dτ
≤
2nK
δσ
+
2nK
δσ
∫ t
0
|Zζ(τ, ζ)− E2n| dτ
∀ ζ ∈ D(̺− 2δ, σ/2), t ∈ [0, 1].
Here the lemma of Gronwall says
|Zζ(t, ζ)− E2n| ≤
2nK
δσ
exp
(
2nK
δσ
t
)
∀ ζ ∈ D(̺− 2δ, σ/2), t ∈ [0, 1].
The theorem is shown. ✷
Theorem A.15. Let K > 0, ̺ > 0, 0 < 2δ < ̺, and 0 < σ ≤ δ. Let the function
F : D(̺, σ)→ C, F = F (x, y) be analytic and such that (A.19) holds. Then the maps
(A.22) are symplectic transformations.
Proof. We meet the assumptions of corollary A.13. Therefore the flow (A.21) and the
maps (A.22) exist. We have to prove:
Zζ(t, ζ)
TJZζ(t, ζ) = J ∀ (t, ζ) ∈
[
0,
σδ
2K
)
×D(̺− 2δ, σ/2). (A.28)
This equation is certainly true for t = 0, because Z(0, · ) is the identity and so
Zζ(0, ζ) = E2n for all ζ ∈ D(̺− 2δ, σ/2).
To get the assertion tor all t ∈ [0, σδ/(2K)) we show that the left hand side of (A.28)
is constant with respect to t. To this end we calculate for (t, ζ) ∈ [0, σδ/(2K))×D(̺−
2δ, σ/2) with (A.26)
∂
∂t
(
Zζ(t, ζ)
TJZζ(t, ζ)
)
= (ZTζ )t(t, ζ)JZζ(t, ζ) + Zζ(t, ζ)
TJZζt(t, ζ)
= Zζ(t, ζ)
TFzz(Z(t, ζ))J
TJZζ(t, ζ) + Zζ(t, ζ)
TJJFzz(Z(t, ζ))Zζ(t, ζ)
= Zζ(t, ζ)
TFzz(Z(t, ζ))Zζ(t, ζ)− Zζ(t, ζ)
TFzz(Z(t, ζ))Zζ(t, ζ) = 0.
This ends the proof. ✷
Theorem A.16. Let K > 0, ̺ > 0, 0 < 2δ < ̺, and 0 < σ ≤ δ. Let F : D(̺, σ)→ C,
F = F (x, y) be analytic, so that (A.19) holds, and affine-linear in y. Then the maps
(A.22) are simple canonical transformations.
Proof. The assumptions on the function F mean, that F can be written as
F (x, y) = F1(x) + 〈 y , F2(x) 〉 ,
where F1 : S(̺)→ C and F2 : S(̺)→ C
n are analytic functions. System (A.20) reads
in this case
x˙ = F2(x), y˙ = −F1x(x)− y · F2x(x).
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The first equation possesses a unique solution X˜( · , ξ), X˜(0, ξ) = ξ for all initial values
ξ ∈ S(̺ − 2δ). This solution exists for all 0 ≤ t < σδ/(2K), as can be seen as above.
Let us consider the system
x˙ = F2(x), y˙ = 0. (A.29)
Obviously its solutions are given by Z˜( · , ξ, η) = (X˜( · , ξ), η). Now, let Z = (X, Y ) be
a solution of (A.20) with initial value Z(0, ζ) = ζ = (ξ, η). Then X(0, ζ) = ξ holds and
t 7→ (X(t, ζ), η) solves (A.29). Therefore X has the same values as X˜ , meaning
X(t, ξ, η) = X˜(t, ξ) ∀ (t, ξ, η) ∈
[
0,
σδ
2K
)
×D(̺− 2δ, σ/2).
Hence X is independent of η and the map (A.22) is a simple canonical transformation
as was to be shown. ✷
We resume the results of this appendix A.3 in the following theorem.
Theorem A.17. Let K > 0, ̺ > 0, 0 < 2δ < ̺, and 0 < σ ≤ δ with
σδ
2K
> 1.
Let the function F ∈ P(̺, σ) fulfill estimates (A.19) and be affine-linear in y. Then
the maps (A.22) are simple canonical transformations, for all 0 ≤ t < σδ/(2K) we
have Z(t, · )− id ∈ P2n(̺− 2δ, σ/2), and the estimates (A.23) and (A.24) are fulfilled.
Proof. The maps (A.22) are well-defined and analytic by corollary A.13. They are
simple canonical transformations by theorem A.16. The assumptions of theorem A.6
are met, one has to put
V = B(σ; 0), f = FzJ
T, T = 2π, a = 0, b = σδ/(2K),
δ˜ = 2δ, U = B(σ/2; 0) and ϕ = Z.
Therefore Z(t, · )− id has period 2π in x for all 0 ≤ t < σδ/(2K). The assumptions of
theorem A.8 are achieved with
f = FzJ
T, δ˜ = 2δ, ε = σ/2, a = 0, b = σδ/(2K) and ϕ = Z.
So Z maps real vectors to real values. This shows Z(t, · ) − id ∈ P2n(̺ − 2δ, σ/2).
Finally (A.23) and (A.24) are a consequence of theorem A.14. This finishes the proof.
✷
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