Päivi Raulamo-Jurvanen Test automation is important in the software industry but selfassessment instruments for assessing its maturity are not sufficient. The two objectives of this study are to synthesize what an organization should focus to assess its test automation; develop a self-assessment instrument (a survey) for assessing test automation maturity and scientifically evaluate it. We carried out the study in four stages. First, a literature review of 25 sources was conducted. Second, the initial instrument was developed. Third, seven experts from five companies evaluated the initial instrument. Content Validity Index and Cognitive Interview methods were used. Fourth, we revised the developed instrument. Our contributions are as follows: (a) we collected practices mapped into 15 key areas that indicate where an organization should focus to assess its test automation; (b) we developed and evaluated a self-assessment instrument for assessing test automation maturity; (c) we discuss important topics such as response bias that threatens self-assessment instruments. Our results help companies and researchers to understand and improve test automation practices and processes.
INTRODUCTION
The software industry has been focusing on the adaption of Agile development and more recently on Continuous Delivery capabilities. It is widely seen that these lead to faster time-to-market, better satisfaction of clients, and higher product quality [9] . However, in Agile software development manual testing is a bottleneck preventing efficient, rapid, reliable, and repeatable results [3, 22, 49] . The last two years have witnessed an increase in the use of test automation across the software industry [24] .
Test automation processes are still not mature in many companies [27] . Test maturity models have been used for a long time in the industry [27] and some models provide self-assessment instruments for organizations. For example, TOM [36] provides Test Organization Maturity Questionnaire, and TPI [34] provides Test Maturity Matrix. Among other things, self-assessment instruments enable identification of improvement areas and progress tracking if self-assessment is later repeated.
There are many reasons why valid self-assessment instruments of test automation maturity deserves more attention. First, organizations need to identify improvement steps at different stages of their test automation processes [27] . Current instruments for assessing the maturity of test automation processes are not sufficient. They lack coverage of test automation as a whole [29, 50, 51] . Second, we need to ensure that an instrument is valid to measure what it is supposed to measure [5, 21] . An invalid instrument may provide misleading information. Third, valid instruments may promote cooperative research efforts for empirical studies [14] .
The objectives of this study are therefore to: (O1) synthesize what an organization should focus to assess its test automation processes; (O2) develop a self-assessment instrument (a survey) for assessing test automation processes and scientifically evaluate it.
To meet above objectives, we carried out the study in four stages. [38, 39] and Cognitive Interview [23] methods were used. Fourth, the developed instrument was revised.
This study is part of TESTOMAT project (ITEA3), which proposes a Test Automation Improvement Model (TAIM) [19] . The instrument developed in this study is not an assessment method itself; rather, it is a component of TAIM, and that can be used to conduct the self-assessment for test automation processes.
Test Automation Design -Define potential test automation solutions for different test types and test stages -Derive requirements for test automation tools -Analyze constrains -Decide on solutions -Develop the detailed design for test automation solutions -Perform proof of concept check of designed The remainder of this paper is organized as follows: Section 2 solution presents the background and related work. Section 3 describes research methods. Section 4 presents results. Section 5 discusses findings and the implication. Section 6 presents threats to validity. Section 7 concludes this paper and states the future work.
BACKGROUND AND RELATED WORK
In this section, test maturity models and the aspects that they address about test automation are examined in Section 2.1. Self- Table 2 : Test maturity models assessment instruments are reviewed in Section 2.2, in order to observe the purposes for the use of those instruments.
Test maturity models
According to systematic literature review studies [4, 27, 50] , TPI and its newer version TPI-Next [20] , TMM [10] , and TMMi [25] are the test maturity models widely used in the industry.
Test maturity models define key areas (KAs) that indicate where an organization should focus to assess its test process. The practices which are important to mature the test process are collected and mapped into different KAs [4, 11, 27, 46] . Table 1 presents example  KAs of TestSPICE 3.0 with practices.  Table 2 outlines test maturity models that have KAs related to test automation. Upon further investigation, we found that the test maturity models address only some aspects of test automation but lack coverage of test automation as a whole.
TPI [34] defines 20 KAs. Test Tools is the only KA related to test automation. It assesses the extent to which test tools are used to support test activities, such as the planning and control, test specification, and test execution and analysis. TPI NEXT [20] inherits Test Tools KA from TPI.
TMM [10] indicates that the performance of test tools should be periodically evaluated, and automated test execution is done on the high maturity level. TMMi [25] 
Model
Year KA related to Test automation TPI [34] 1999 Test Tools TPI NEXT [20] 2013 Test Tools TMM [10] 1993 Quality Control, Test Process Optimization TMMi [25] 2012 No specific KA related to test automation. Test tools are considered as the complementary part of other KAs. TMap [33] 2014 The purposes of the use of self-assessment instruments are to enable data collection, assist the assessment process, and conduct the self-assessment at different stages of the test process and therefore make it possible for the progress tracking and the identification of improvement steps [6, 36, 52] .
RESEARCH METHOD
In software engineering, survey instruments are often developed in ad-hoc fashions [16, 32, 45] , as Kitchenham and Pfleeger [32] described: "we often start from scratch, building models of a problem and designing survey instruments specifically for the problem at hand." Researchers (e.g., [12, 17, 18] ) have devoted the attention to instrument development issues in software engineering.
To design the research process of the study, we reviewed prior software engineering studies ( [12, 18, 32] ) that introduce main steps to develop an instrument and evaluate it for the validity. Furthermore, we learned from instrument development studies of other disciplines (e.g., [5, 31, 38] ).
The research process of this study contains four stages named as literature review, instrument development, evaluation, and revision. The literature review stage addressed the objective (O1) of this study, see Section 1. The rest of stages addressed the objective (O2) of this study. Each stage is described in the following sections.
Literature review
We reviewed test maturity models to address the objective (O1) of this study. Our literature review was aided by a recent multivocal literature review [27] , which includes both published and grey literature sources, on the test maturity assessment. This multi-vocal literature review identified 58 test maturity models that address test process assessment and improvement issues in the industry. We screened those models further against our criteria: [8] . The emergence and widespread use of new knowledge and technologies such as CI tools [13] , Agile [15] , DevOps [30] , etc, also require the updates to test maturity models. Consequently, criterion #3 was defined.
Only 18 test maturity models [S1-S4, S6, S7, S9, S10, S14-20, S22-24] that meet all above criteria were finally selected for further reading.
We collected practices of KAs related to test automation in the chosen 18 models. Cruzes and Dybå's [12] thematic analysis principles were followed to qualitatively code data from those models. A predefined list of KAs (e.g., Test Automation Strategy, Test environment, Test design, Test execution, Measurements) was created according to KAs of TAIM, in order to classify the collected practices. A qualitative analysis software tool NVIVO [37] was used to code data from sources. During the process, we found that our predefined list of KAs was limiting, thus, the rest of practices of KAs collected from the sources, were coded by conducting 'inductive coding'. For example, additional codes were created according to the ISO 9001:2015 quality standard [2] , aiming to include measurable quality attributes of test automation in the maturity assessment. At the end, by using the coded data, we collected practices mapped into 13 KAs of test automation.
Three academic (authors 2, 4, 7) and two industrial experts (authors 3, 5) reviewed the practices, which were mapped into 13 KAs of test automation. All academic experts have published in software test automation or extensively in software engineering. Two industrial experts have been working on software testing for decades and hold a relevant PhD degree. The collected practices in 13 KAs of test automation were shared with all reviewers through an online spreadsheet tool. The reviewers were asked to (1) review practices of KAs in relation to coded data from original sources, (2) give suggestions for the revision, (3) propose any new literature considered important to collect new practices those were not presented in our literature review. The commenting feature of an online spreadsheet tool was used to give comments and record details. Skype and faceto-face meetings were conducted in order to share opinions, discuss disagreements, and reach a consensus. As a result, we included seven additional literature sources [S5, S8, S11-S13, S21, S25] that contain practices of Test Environment, Test Design, Test Execution, and Verdicts KAs, which are important for test automation. We again coded those practices using NVivo. At the end, we collected practices mapped into 15 KAs of test automation.
Instrument development
In this stage, we developed the initial 77-item-instrument. Assessment items were created according to practices mapped into 15 KAs
of test automation, as noted in preceding steps. We created one assessment item for each practice of a certain KA. The practices were translated into simple, easy-to-understand, and direct statements to form assessment items that could be related to everyday situations 
Evaluation
We evaluate the content validity [5] of our initial 77-assessmentitem instrument. Content Validity Index (CVI) [39] and Cognitive Interview [23] methods were used.
The content validity is the extent to which an instrument measures what it is intended to measure [31] . Researchers have developed rigorous methods in order to evaluate the content validity of the new instrument. One such method widely used is CVI [38, 39, 41, 44, 48] . CVI uses a team of experts to evaluate whether all assessment items of an instrument are relevant to its domain. The recommend number of experts is 5-10 [38] . The percentage of experts who agree on the relevance of each assessment item is calculated as I-CVI, and the average I-CVI across items is calculated as S-CVI/Ave. The content validity of each item is evaluated by I-CVI. The content validity of the entire instrument is evaluated by S-CVI/Ave. The studies [41, 42] suggested that, if three or more experts agree, an item with I-CVI .78 can be considered as having the excellent content validity, I-CVI .50 can be considered as having low content validity and deemed it is not acceptable, and .50 < I-CVI < .78 can be considered as having modest content validity. To ensure good content validity of the entire instrument, S-CVI/Ave should be .90 or higher [39] .
To perform CVI evaluation, we selected seven test automation experts to review our instrument and evaluate the relevance of each assessment item on its domain -the assessment of test automation maturity. I-CVI and S-CVI/Ave were calculated to evaluate content validity of each item and the entire instrument. Cognitive interviews were conducted with selected experts to collect the data for CVI analysis. It is an interview technique that uses verbal ' probes' (open-ended questions) to specify information related to interview questions. The purposes of interviews in this study were to probe if experts understand each assessment item; observe how they rate each assessment item; explore new assessment items those are important but not appear in our instrument.
Expert selection.
Seven test automation experts were selected from five Swedish and Finnish companies: Ericsson, Symbio, Comiq, Eficode, and a small software consulting company who wishes to remain anonymous. Those companies have various software related products or services, conducting a test automation process or offering test automation consulting services. Table 4 presents profile information of selected experts. Seven experts were labeled as Expert A-G in this study.
Data collection process.
We conducted interviews with the selected experts. Experts received our instrument in advance, so they could familiarize the content and prepare themselves for interviews. The interviews were conducted either face-to-face or via Skype. The duration was 85-150 minutes. The interview was audio recorded and notes were written down during the process.
During an interview, an expert answered each assessment item in our instrument. After that, he/she evaluated the relevance of each assessment item on the domain of our instrument -the assessment of test automation maturity. He/she evaluated by rating 1 = 'not at all relevant', 2 = 'not relevant', 3 = 'difficult to judge', 4 = 'relevant', 5 = 'highly relevant'. We prepared "probes" to dig specific information related to the rating. An expert was asked to explain: 'Can you understand this item', 'How did you evaluate', 'Do you have the suggestion to revise this item', 'Is this item difficult to rate for you'. Additionally, an expert was encouraged to point out new assessment items and give reasons.
Data extraction and analysis.
The answers and ratings of all experts on each assessment item were collected with an online spreadsheet tool. Experts who rated 4 or 5 on a certain item were considered that they agree to its relevance on the domain of our instrument. We calculated I-CVI on each assessment item and S-CVI/Ave for the entire instrument. All assessment items were classified into three groups: excellent content validity items (I-CVI .78), modest content validity items (.50 < I-CVI < .78) , and low content validity items (I-CVI .50). We played the audio recordings of interviews to explore how experts evaluate each assessment item. The narrative description of experts was transcribed verbatim.
We gathered new assessment items pointed out by experts in interviews. We compared the notes and audio recordings of interviews to observe why those are important to be included in the instrument of this study. The narrative description of experts was transcribed verbatim.
Revision
To revise our instrument for the better content validity, three authors (author 1, 2, 6) participated in the revision stage. We set a goal to achieve S-CVI/Ave.90 or higher, in order to ensure good content validity of the entire instrument. The results of evaluation stage were shared with all participants, including I-CVI distribution, the proposed new assessment items, transcribed data, etc. We discussed the changes with experts, who have already participated in our interviews. The commenting feature of an online spreadsheet tool was used to give the comments and record details. Skype and face-to-face meetings were conducted in order to share personal opinions, discuss disagreements, and reach a consensus.
RESULTS
The results of each stage are summarized in the following sections.
Literature review
The chosen sources in the pool are listed in Appendix A. Based on those sources, we collected practices mapped into 15 KAs that indicate where an organization should focus to assess its test automation process. Each KA is described below. Table 5 : The distribution of assessment items tributes of test automation to conduct measures for its quality [S5] . We found 6 attributes of test automation can be measured, as described below:
Test Automation
(1) Portability:
The ease of running automated tests in a new environment with different hardware, software environment, configurations, etc [S5] . (2) Maintainability:
The extent to which testware (e.g., test cases, test data, test results, test reports, expected outcomes and other artifacts generated for automated tests) is organized in the good architecture. [S5, S10, S15, S16] The ease of managing (e.g., 'keep it alive', provide services or user support, fix bugs) and updating (e.g., the deployment and development) test environment. The ease of using automated tests by different types of users such as testers, managers, and leaderships [S5] . The ease of use of test environment [S5] . (5) Efficiency:
The extent to which Automated tests are conducted with the estimated costs and effort. [S5, S16] (6) Functionality:
Automated tests meet the given test purposes and bring the benefits, e.g., better detection of defects, increasing test coverage, reducing test cycles, good Return on Investment, better product quality. [S1, S5, S11, S13]
The developed instrument
We created the initial 77-assessment-item instrument, which is presented in: https://figshare.com/s/20aeb06772f0136e627b.
Evaluation
According to answers of experts on assessment items, we found that our assessment items are prone to social desirability response bias where respondents deny undesirable answers and give responses that are more (socially) desirable in their work context. For example, experts who are managers/leaders in test automation, tend to give more positive answers and discuss less about the impediments that they face in their test automation process. The distribution of assessment items in three different content validity groups is presented in 
The Revision
We made the revision to our instrument, as shown in Table 8 . In total, 4 modest content validity items were modified, 5 low content validity items were deleted, 8 new items were added. As the result, S-CVI/Ave was increased to .91, which meets the standard (S-CVI/Ave .90) of good content validity for the entire instrument. At the end, a final 80-assessment-item instrument was developed and it was presented in: https://figshare.com/s/ad189d406e48b32e23d4. 
DISCUSSION
We had many thought-provoking discussion about the findings and implications of some research stages, as discussed below.
Instrument development in software engineering
As described in Section 3, survey instrument development issues have been inadequately addressed in software engineering. In many other disciplines, such as social science [7] , nursing research [38, 41] , and education [39] , researchers usually pay greater attention on instrument development issues. They follow rigorous guidelines to develop a new instrument and evaluate it for the validity [38, 41] . In the study of this paper, we learn from prior software engineering studies, as well as relevant studies of other disciplines to develop and evaluate the instrument. The development and evaluation process was documented in this paper, in order to raise the attention to instrument development in software engineering.
Instrument Development Considerations
We debated several topics in the instrument development stage, and those are summarized there.
First, the "cost" of answering assessment items was debated. Based on the interviews, it took 20-40 minutes to answer all assessment items. Normally, for respondents, "satisfying" [35] is a strategy that minimize the effort to answer large numbers of assessment items. In this case, they tend to provide answers to get rid of work rather than right answers. The acceptable response time is likely to be context dependent. One extreme practitioner might say that the acceptable response time to answer a survey is 10 seconds. On the .71 other extreme CMM assessments [28] , in the 1990's, could take up to 5 days on site and it has a survey [52] with 117 questions as only one part of the assessment. Consequently, it is necessary to use strategies to handle satisfying behavior, in order to develop instruments with the different acceptable response time, e.g., we could have for instance 10, 20, 40 and full 80 -assessment-item versions. Similarly, we need to produce versions with different assessment items for different roles. For example, we can have separate assessment items for management, the users of test automation, experts who developing the test automation.
Second, we debated response bias and ways to deal with it. Response bias has been a research topic in psychology and sociology for decades [26, 40] . It presents in self-reported data and means the tendency of a respondent answer incorrectly [26] . In particularly, as described in 4.3, our assessment items are prone to social desirability response bias. In the next step, we will investigate techniques to control response bias from psychology [40] . Additionally, we will work towards automating or getting objective measures on test maturity to help in controlling response bias.
Instrument evaluation
In the evaluation stage of this study, data saturation was achieved after conducting five interviews. The responses of experts about how they rate the content validity of each assessment item started to be repetitive, and there were no new assessment items pointed out afterwards. This indicates the appropriateness and adequacy was achieved with the current sample size.
THREATS TO VALIDITY
Criterion validity [5, 31] refers to the extent to which the instrument is related to the other measures of the relevant criterion. As our instrument in this study is purported to assess test automation maturity for improvement steps, predictive validity can be investigated. We plan to pilot this instrument in several companies at the different stages of our project, in order to examine the assessment results and later effects on test automation process in those companies. However, the study of this paper is the first attempt to develop a self-assessment instrument for test automation maturity. Comparing assessment results of our instrument with the ones of other independent instrument suffers the difficulty.
Construct validity [5, 31] concerns about how well an instrument can measure what it is supposed to measure. All other types of validity evidence, including content validity and criterion validity, can make contributions to construct validity. However, it may need the following studies to empirically evaluating construct validity of our instrument in this study.
CONCLUSION
This study made three main contributions. First, it collected practices mapped into 15 KAs that indicate where an organization should focus to assess its test automation maturity. This will help companies and researchers to better understand test automation practices and processes. Second, our self-assessment instrument was developed and evaluated using scientific methods. The development and evaluation process is demonstrated. As noted in Section 3 and 5.1, survey instruments are often developed in ad-hoc fashions in software engineering. We argue that our work could act as an example on how to create assessment instruments also for other areas of software engineering than just test automation. Third, we discuss important topics such as response bias that threatens self-assessment instruments and the cost of answering the survey.
In the future, we plan to map practices of KAs into the maturity levels of TAIM model, and establish a benchmark for companies to compare themselves with the rest of industry. A number of people will be invited to use our instrument to conduct self-assessment for their test automation processes. The assessment data will be entered into our database for tracking the progress of each KA in their test automation. A the same time, the criterion validity, construct validity, and reliability of our instrument will be evaluated. Additionally, as noted in Section 5, it is necessary to address the acceptable responding time, and find ways to counter response bias, when distributing our instrument.
