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Abstract
We give sufﬁcient conditions for the global solvability of Kirchhoff equation in terms of the
spectral resolutions of the initial data u(0, x), ut (0, x). We assume no smallness conditions and
only “Sobolev-type” regularity.
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1. Introduction
We study the global solvability of the problem
utt −m
(∫

|∇u(x, t)|2 dx
)
u = 0 in × [0,∞), (1.1)
u(x, 0) = u0(x), ut (x, 0) = u1(x), x ∈ , (1.2)
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where  is the whole space Rn (n1), or a bounded C2 domain and u(x, t) satisﬁes
the Dirichlet boundary condition u| = 0. Assuming Eq. (1.1) is strictly hyperbolic,
namely
m(s) > 0 ∀s0, (1.3)
we give sufﬁcient conditions for the existence of global strong solutions to problem (1.1)
and (1.2) in terms of the spectral resolution of the initial data (u0, u1). In particular, we
do not require any smallness conditions and we assume only “Sobolev-type” regularity.
See Theorem 2 and Remark 3 below. To begin with, let us consider problem (1.1) and
(1.2) in the case  = Rn:
Deﬁnition 1. We say that a solution u(x, t) of problem (1.1) and (1.2) is a strong
solution in Rn × [0, T ) if u(x, t) ∈ Ck ([0, T );H 2−k (Rn)) for 0k2. If T = +∞
we say that u(x, t) is a global strong solution.
Theorem 1. Given u0, u1 ∈ L2(Rn) and m(s) ∈ C2 satisfying (1.3), let us suppose
that there exist a sequence of positive numbers {j}j0, j → ∞, and  > 0 such
that
sup
j
∫
||>j
[
||4 |uˆ0()|2 + ||2 |uˆ1()|2
] e2j /||
2j
d <∞. (1.4)
Then the Cauchy problem (1.1) and (1.2) has a unique global strong solution. Further-
more, the same conclusion holds true assuming m(s) ∈ C3 and u0, u1 ∈ L2(Rn) such
that
sup
j
∫
||>j
[
||5 |uˆ0()|2 + ||3 |uˆ1()|2
] e3j /||2
3j
d <∞. (1.5)
Remark 1. If (1.4) holds then (u0, u1) ∈ H 2 × H 1. Condition (1.5) implies that
(u0, u1) ∈ H 5/2 ×H 3/2. In this case the solution belongs to Ck
([0,∞);H 5/2−k(Rn))
for 0k2 (see [1,2,15,21–23]). More precisely, from the proof of Lemma 2.2 be-
low, it will be clear that if the initial data (u0, u1) satisfy (1.4) (resp., (1.5)) then
(u(·, t), ut (·, t)) satisﬁes (1.4) (resp., (1.5)) for all t0.
Let us recall that, in the case n = 1 and with m(s) a positive C1 function,
the ﬁrst result of global solvability of Kirchhoff equation was established by
Bernstein in [4] for periodic analytic data. For n1 Pohožaev [18] (see also [3,5,10])
proved the global solvability of problem (1.1) and (1.2) assuming (u0, u1) ∈ H
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where
H
def=
{
(u0, u1)
∣∣∣ lim k [∥∥∥k+ 12 u0∥∥∥2
L2
+
∥∥∥ku1∥∥∥2
L2
]− 14k
> 0
}
(1.6)
for k = 2j . Later, Nishihara [12] (see also [9,13,24]) proved the global solvability for
L2 initial data satisfying a quasi-analytic condition: (u0, u1) ∈ HQ where
HQ
def=
{
(u0, u1)
∣∣∣∣
∫ [
||2 |uˆ0()|2 + |uˆ1()|2
]
e||/ ln(1+||) d < +∞
}
(1.7)
for some  > 0. Note that A2
L2
⊂ H, HQ ⊂ H∞, where AL2 is the space of real
analytic functions f such that ‖f ‖L2C|| ! for all  ∈ Nn, for some constants
C, 0 (see also (4.8)) and H∞ =⋂k Hk . Thus, in [4,18,12] the global solvability is
proved only for very regular data. In [11], assuming m(s) ∈ C2, the global solvability
of (1.1) and (1.2) was proved for initial data u0, u1 ∈ L2(Rn) such that, for a suitable{
j
}
j0 ,j →∞, and  > 0
sup
j
∫
||>j
[
||4 |uˆ0()|2 + ||2 |uˆ1()|2
]
e
2j /|| d <∞. (1.8)
Since the weight function exp
{
2j /||
}
of condition (1.8) is stronger than the weight
−2j exp
{
2j /||
}
in condition (1.4) (see Theorem 2, below), Theorem 1 improves the
result of Manfrin [11]. Moreover, observe that there are initial data (u0, u1), satisfying
(1.4) (or (1.8)), such that (u0, u1) /∈ H 2+ε × H 1+ε for every ε > 0. See Remark 2
below. Hence, we have global solvability of problem (1.1) and (1.2) even for suitable
non-smooth data. More precisely, let us introduce the following sets of initial data:
Deﬁnition 2. We say that (u0, u1) ∈ B if (1.8) holds for some sequence
{
j
}
j0,
j → +∞, and  > 0. Similarly, we say that (u0, u1) ∈ B ′ (resp., B ′′) if condition(1.4) (resp., condition (1.5)) holds.
Then for the sets B, B ′, B
′′
, H, HQ we have
Theorem 2.
(i) B + B = H 2 ×H 1 and B ′′ + B ′′ = H 5/2 ×H 3/2;
(ii) A2
L2
⊂ H ⊂ B with strict inclusions;
(iii) B ⊂ B ′ and B ′ ∩
(
H 5/2 ×H 3/2) ⊂ B ′′ with strict inclusions;(iv) HQ ⊂ B ′ and H ⊂ HQ.
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Remark 2. Observe that H, B, B ′, B
′′
 are not vector spaces. Moreover, using a
Paley–Wiener argument [14, Theorem XII] it is possible to show (see [11]) that these
sets do not contain compactly supported functions. To give a non-trivial example of
initial data (u0, u1) ∈ B it is sufﬁcient to consider a sequence
{
j
}
j0 such that
0 = 1,j+122j . Given (f, g) ∈ H 2 ×H 1, we set
uˆ0()
def= ()fˆ (), uˆ1() def= ()gˆ(), (1.9)
where () is the characteristic function of the set A =
{

∣∣∣2j  ||j+1 for some
j0
}
. Then (u0, u1) satisﬁes (1.8) with the sequence
{
j
}
j0 for every  > 0.
1.1. Extension to the mixed problem
Replacing Fourier transform with Fourier series expansion and applying exactly the
same arguments of the proof of Theorem 1, we can prove a similar result for the
mixed problem in the cylinder ×[0,∞) where  is a bounded region in Rn with C2
boundary. More precisely, we shall now consider the initial value problem (1.1) and
(1.2) in × [0,∞) with the boundary condition
u(x, t)
∣∣×[0,∞) = 0. (1.10)
Deﬁnition 3. We say that u(x, t) is a strong solution in × [0, T ) if
u(x, t) ∈ C0
(
[0, T );H 2()
)
∩ C1
(
[0, T );H 10 ()
)
∩ C2
(
[0, T );L2()
)
.
If T = +∞ we say that u(x, t) is a global strong solution.
Let {wi}i1 be a complete orthonormal system of eigenfunctions for the operator
− in L2(), with D(−) = H 2() ∩H 10 (). Namely,{
wi + 	2i wi = 0 in ,
wi = 0 on ,
(1.11)
where
(
wi,wj
)
L2 = ij , 0 < 	1	2 · · · 	i · · · and 	i → +∞, with each 	i
repeated the number of times equal to the multiplicity of the eigenvalue 	2i .
Then, setting
u0(x) =
∞∑
i=1
aiwi(x), u1(x) =
∞∑
i=1
biwi(x) (1.12)
with ai = (u0, wi)L2 and bi = (u1, wi)L2 , we have the following:
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Theorem 3. Given u0, u1 ∈ L2() and m(s) ∈ C2 satisfying (1.3), let us suppose
that there exist a sequence of positive numbers {j}j0, j → ∞, and  > 0
such that
sup
j
∑
	i>j
[
	4i |ai |2 + 	2i |bi |2
] e2j /	i
2j
d <∞. (1.13)
Then problem (1.1), (1.2) and (1.10) has a unique global strong solution.
Furthermore, the same conclusion holds true assuming m(s) ∈ C3 and u0, u1 ∈ L2()
such that
sup
j
∑
	i>j
[
	5i |ai |2 + 	3i |bi |2
] e3j /	2i
3j
d <∞. (1.14)
Remark 3. In [11], assuming m(s) ∈ C2, the global solvability of (1.1), (1.2) and
(1.10) was proved for initial data u0, u1 ∈ L2() such that, for a suitable sequence
of positive numbers
{
j
}
j0, j → ∞, and  > 0 the Fourier coefﬁcients ai, bi
satisfy
sup
j
∑
	i>j
[
	4i |ai |2 + 	2i |bi |2
]
e
2j /	i d <∞. (1.15)
If (1.15) holds we say that (u0, u1) ∈ B(). Similarly, we say that (u0, u1) ∈ B ′()(resp., B ′′()) if condition (1.13) (resp., condition (1.14)) holds. Then, by the same
arguments of the proof of (i) of Theorem 2, we can show that
B()+ B() =
(
H 2() ∩H 10 ()
)
×H 10 () (1.16)
and that B ′′()+B ′′() = V 5/2()×V 3/2() where, for 0, V () =
{
f ∈ L2() :∑
i 	
2
i |ci |2 <∞
}
with ci = (f,wi)L2 the Fourier coefﬁcients of f. Besides, we can
also prove that
B() ⊂ B ′() and B ′() ∩
(
V 5/2 × V 3/2
)
⊂ B ′′() (1.17)
with strict inclusions. To this end it is sufﬁcient to follow the proof of (iii) of
Theorem 2 using Weyl’s asymptotic formula for the eigenvalues of the Laplace op-
erator with Dirichlet boundary conditions [20, p. 271]. More precisely, on a bounded
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Jordan measurable domain  the eigenvalues, 	2i , of problem (1.11) satisfy
lim
	→∞
N(	)
	n
= 
n
(2)n
||, (1.18)
where N(	) is the number of eigenvalues 	2i < 	
2 (each 	2i repeated a number of times
equal to its multiplicity), 
n is the volume of the unit ball in Rn and || is the Jordan
measure of .
2. Preliminaries
2.1. A priori estimates for the linearized equation
Consider the inﬁnite system of linear oscillating equations of the form
vtt + a(t) ||2v = 0 for t ∈ [0, T ),  ∈ Rn, (2.1)
where 0 < T <∞, v = v(, t); a(t) is a real-valued function satisfying the conditions
a(t) ∈ C2 ([0, T )) , a(t) > 0 ∀t0. (2.2)
Given C1 functions a1(t), a2(t), a3(t) we introduce the energies
E(, t) def= 1
2
a(t)a1(t) ||4 |v|2 + 12 a1(t) ||
2 |vt |2, (2.3)
E(, t) def= E(, t)+ a2(t) ||2 {v¯vt } + a3(t) |vt |2, (2.4)
where  denotes the real part. Using (2.1) it easily follows (see the appendix) that
d
dt
E(, t) =
[
1
2
d
dt
(a(t)a1(t))− a(t)a2(t)
]
||4 |v|2
+
[
1
2
a′1(t)+ a2(t)
]
||2 |vt |2
+ [a′2(t)− 2a(t)a3(t)] ||2 {v¯vt } + a′3(t)|vt |2. (2.5)
Now, we can choose the coefﬁcients a1(t), a2(t), a3(t).
Lemma 2.1. Let us suppose that a(t) satisﬁes (2.2). Then, taking
a1(t) = C√
a(t)
, a2(t) = C4
a′(t)
a(t)3/2
with C ∈ R (2.6)
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and a3(t) ≡ 0, we have E ′(, t) = a′2(t) ||2 {v¯vt }. If we assume (2.6) and a(t) ∈ C3,
then a2(t) ∈ C2. In this case, setting
a3(t) = a
′
2(t)
2a(t)
= C
8a(t)
d
dt
(
a′(t)
a(t)3/2
)
, (2.7)
we obtain E ′(, t) = a′3(t) |vt |2.
Remark. In the following we ﬁx C = 1.
Proof. The proof is straightforward. In the case a3 ≡ 0 the statement follows from
(2.5) because (2.6) implies that


1
2
d
dt
(a(t)a1(t))− a(t)a2(t) = 0,
1
2
a′1(t)+ a2(t) = 0.
(2.8)
On the other hand, if a(t) ∈ C3, assuming (2.6) and taking a3 = a′2/2 a we immediately
obtain E ′(, t) = a′3(t) |vt |2. 
Lemma 2.2. Let a1(t) = a(t)−1/2 and assume that 0 < T < ∞. Then, for every
0 <  < T,C > 1 there exists  = (ε, C) > 0 such that
E(, 0)
C
E(, t)CE(, 0) in [0, T − ε], (2.9)
for ||(ε, C).
Proof. We prove the second inequality in (2.9), the proof of the ﬁrst one is similar.
To begin with, let K > 0 such that
|a2(t)|, |a′2(t)|K in [0, T − ε]. (2.10)
Then, having
||3 |v| |vt |
√
a(t)
2
||4 |v|2 + 1
2
√
a(t)
||2 |vt |2 ≡ E(, t), (2.11)
from Lemma 2.1 (with a3(t) ≡ 0) for || > 0 we ﬁnd
d
dt
[
E(, t)+ a2(t) ||2 {v¯vt }
]
K ||2 |v¯vt |KE(, t)|| . (2.12)
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Now, taking 1 = K with  > 1, we have
||1 ⇒
∣∣∣a2(t) ||2 {v¯vt }∣∣∣  E(, t) for 0 tT − ε. (2.13)
Then, for ||1, we obtain
E(, t)  E(, 0)−
[
a2(
) ||2 {v¯vt }
]t
0
+ K||
∫ t
0
E(, 
) d

 + 1

E(, 0)+ 1

E(, t)+ K||
∫ t
0
E(, 
) d
. (2.14)
Hence, by Gronwall’s Lemma, it follows that
E(, t)+ 1
− 1 E(, 0) exp
(
K
(− 1)|| t
)
. (2.15)
Thus, it is sufﬁcient to take  > 1 such that
√
C > +1−1 and ε1 such that
||ε ⇒
K(T − ε)
(− 1)||  ln
(
+ 1
− 1
)
.  (2.16)
2.2. A priori estimates of the nonlinear terms
Let u(x, t) be a strong solution of problem (1.1) and (1.2) in Rn × [0, T ). The
Fourier transform in the space variables v(, t) = uˆ(, t) satisﬁes the ordinary equation
vtt +m(s(t)) ||2v = 0, where s(t) def=
∫
||2 |v|2 d. (2.17)
Multiplying the equation in (2.17) by v¯t and integrating over Rn, we ﬁnd the well-
known identity
∫
|vt (, t)|2 d+ 
(∫
||2 |v(, t)|2 d
)
= H0 ∀t ∈ [0, T ), (2.18)
where ‖u1‖2L2 + 
(
‖∇u0‖2L2
)
def= H0 and (s) def=
∫ s
0 m(y) dy. Having, by (1.3),
(s)s for s0, it follows that v(, t) satisﬁes the a priori estimate
∫
|vt (, t)|2 d+ 
∫
||2 |v(, t)|2 dH0 ∀t ∈ [0, T ) (2.19)
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and that s(t) is bounded by H0/. Since u(x, t) is a strong solution, the term s(t) is
a C2 function such that
|s′(t)|2
∫
||2 |v| |vt | d, (2.20)
|s′′(t)|2
∫
||2 |vt |2 d+ 2m(s(t))
∫
||4 |v|2 d. (2.21)
In Section 3 of this paper, we will give in details only the proof of the second part
of Theorem 1, because the proof of the ﬁrst one is similar and can be easily obtained
following almost the same estimates.
Thus we will assume in the following m(s) ∈ C3 and u(x, t) ∈ Ck ([0, T );H 5/2−k
(Rn)
)
for 0k2. Then, using the equation in (2.17) it easily follows that s(t) is a
C3 function with
|s′′′(t)|8m(s(t))
∫
||4 |v| |vt | d+ 2
∣∣m′ (s(t))∣∣ |s′(t)| ∫ ||4 |v|2 d. (2.22)
Besides, having 0s(t) H0 , we can ﬁx a constant M > 0 such that
m(s), |m′(s)|, |m′′(s)|, |m′′′(s)|M for 0s1+ H0

. (2.23)
Setting
a(t)
def= m(s(t)) , (2.24)
we deﬁne the coefﬁcients a1(t), a2(t), a3(t) as in (2.6) and (2.7) with C = 1. Taking
account of (1.3) and (2.20)–(2.23), a straightforward computation gives the following
estimates:
|a2(t)|C2(,M)
∫
||2 |v‖vt | d, (2.25)
|a3(t)|C3(,M)
[∫
||2 |vt |2 d+
∫
||4 |v|2 d+
(∫
||2 |v‖vt | d
)2]
, (2.26)
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|a′3(t)|  C4(,M)
[∫
||4 |v| |vt | d+
(∫
||2 |v| |vt | d
)3
+
(∫
||2 |vt |2 d+
∫
||4 |v|2 d
)∫
||2 |v| |vt | d
]
(2.27)
for suitable constants C2(,M), C3(,M), C4(,M) depending only on  and the upper
bound M introduced in (2.23).
To prove Theorem 1, we deﬁne the energy functions
F(, t) def= ||E(, t) =
√
m(s(t))
2
||5 |v|2 + ||
3|vt |2
2
√
m(s(t))
(2.28)
and, for 0,
F(t)
def=
∫
||>
F(, t) d. (2.29)
Using (1.3), (2.19) and (2.23) we have
Lemma 2.3. Let u(x, t) be a strong solution of problem (1.1) and (1.2) in Rn×[0, T ).
Then, for all t ∈ [0, T ) and for all 0 the Fourier transform v(, t) = uˆ(, t) satisﬁes
the a priori estimates:
∫
||k |v| |vt | d 
k−1H0
2
√

+
∫
||>
F(, t)
||4−k d (k1), (2.30)
∫
||k |v|2 d 
k−2H0

+ 2√

∫
||>
F(, t)
||5−k d (k2), (2.31)
∫
||k |vt |2 dkH0 + 2
√
M
∫
||>
F(, t)
||3−k d (k0). (2.32)
Proof. Let us prove (2.30). To begin with, for 0 t < T we have the inequalities:
(a) for all k1 and 0,
||k|v| |vt | 
k−1
2
√

(
|vt |2 +  ||2|v|2
)
for ||;
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(b) from the deﬁnition (2.28) of F(, t),
||k|v(, t)| |vt (, t)| F(, t)||4−k for || > 0.
Then, applying (a) and (2.19) for ||, (b) for || > , we can estimate the left-hand
side of (2.30). For all 0 and t ∈ [0, T ) we easily have∫
||k |v| |vt | d =
∫
||
||k |v| |vt | d+
∫
||>
||k |v| |vt | d
 
k−1H0
2
√

+
∫
||>
F(, t)
||4−k d,
provided k1. By similar arguments we deduce (2.31) and (2.32). 
Remark 2.4. In the proof of Lemma 2.3 it is enough to assume m(s) a continuous
function satisfying (1.3). In (2.32) we may take M = max0 sH0/m(s).
Now, from (2.25), (2.26) and (2.30)–(2.32) of Lemma 2.3, for all  > 0 and 0 t <
T , we have the inequalities:
∣∣∣ a2(t) ||3 {v¯vt } ∣∣∣  | a2(t) | F(, t)||
 C2(,M)
[
H0
2
√

+
∫
||>
F(, t)
||2 d
]
F(, t)
||
 C2(,M)
[
H0
2
√

+ F(t)
2
]
F(, t)
|| , (2.33)
| a3(t) | || |vt |2  2
√
M | a3(t) | F(, t)||2
 2C3(,M)
√
M
[
2H0
1+ 

+ 2
(√
M + 1√

)∫
||>
F(, t)
|| d
+
(
H0
2
√

+
∫
||>
F(, t)
||2 d
)2 ]
F(, t)
||2
 2C3(,M)
√
M
[
2H0
1+ 

+ 2
(√
M + 1√

)
F(t)

+
(
H0
2
√

+ F(t)
2
)2 ]
F(, t)
||2 . (2.34)
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Besides, from (2.27) and (2.30)–(2.32), for all  > 0 and 0 t < T we have
∣∣a′3(t)∣∣ || |vt |2  2√M ∣∣a′3(t)∣∣ F(, t)||2
 2
√
M C4(,M)
{
3H0
2
√

+
∫
||>
F(, t) d
+
(
H0
2
√

+
∫
||>
F(, t)
||2 d
)3
+
[
2H0
1+ 

+ 2
(√
M + 1√

) ∫
||>
F(, t)
|| d
]
×
(
H0
2
√

+
∫
||>
F(, t)
||2 d
)}
F(, t)
||2
 2
√
MC4(,M)
{
3H0
2
√

+ F(t)+
(
H0
2
√

+ F(t)
2
)3
+
[
2H0
1+ 

+ 2
(√
M + 1√

)
F(t)

]
×
(
H0
2
√

+ F(t)
2
)}
F(, t)
||2 . (2.35)
Finally, to simplify the estimates of the next session we deﬁne
G(, t) def=
[
a2(t) ||3 {v¯vt } + a3(t) || |vt |2
]
, (2.36)
F

 (t)
def=
∫
<||
F(, t) d for 0 < . (2.37)
Besides, we introduce the quantity
K
def= sup
j
∫
||j
[√
M
2
||5 |uˆ0()|2 + ||
3 |uˆ1()|2
2
√

]
e
3j /||2
3j
d, (2.38)
where
{
j
}
j0 and  > 0 are the same of condition (1.5), thus we have K <∞.
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3. Proof of Theorem 1
Here we give in details the proof of the second part of Theorem 1, i.e. we prove
the global solvability in the case m(s) ∈ C3 and the initial data satisﬁes (1.5). In the
case m(s) ∈ C2 and (u0, u1) satisﬁes (1.4) the proof is similar. Furthermore, since the
Cauchy problem (1.1) and (1.2) is well posed in the space of strong solutions (see
[1,2,6–8,16–19,21–23]), it will be sufﬁcient to prove that the energy
F0(t)
def=
∫
F(, t) d (3.1)
cannot “blow-up” in ﬁnite time. In fact, deﬁning
T
def= sup {
 > 0 ∣∣ ∃! u(x, t) strong solution in Rn × [0, 
)} (3.2)
and assuming by contradiction that T < +∞, we can prove that F0(t) is uniformly
bounded in [0, T ) if the initial data (u0, u1) satisﬁes condition (1.5). Hence, by standard
arguments, it is easy to extend the strong solution u(x, t) to a larger stripe [0, T ′)×Rn
with T ′ > T . Clearly, this contradicts the deﬁnition of T and proves that problem (1.1)
and (1.2) is globally solvable.
Taking account of these considerations, let u(x, t) be the unique strong solution
in the maximal stripe Rn × [0, T ). Having (u0, u1) ∈ H 5/2 × H 3/2, it follows that
u(x, t) ∈ Ck ([0, T );H 5/2−k(Rn)), for 0k2, and that s(t) ∈ C3 ([0, T )). Thus,
setting a(t) = m(s(t)) as in (2.24), we can apply the energy estimates of the previous
section. More precisely, we consider u(x, t) in the stripe Rn×[T −ε, T ) for 0 < εT .
From (2.5) and (2.36) and the deﬁnition (2.28) of F(, t) we have
F(, t) = F(, T − ε)− [G(, 
)]t
T−ε +
∫ t
T−ε
a′3(
) || |vt |2 d
, (3.3)
where, applying (2.33)–(2.35), we can estimate the terms G(, t) and a′3(t) || |vt |2.
For ||1 we easily see that
|G(, t)|C5(,M)
[
p (H0)+ p
(
F(t)
3
)]

|| F(, t), (3.4)
∣∣ a′3(t) ∣∣ || |vt |2C6(,M)
[
q (H0)+ q
(
F(t)
3
)]
3
||2 F(, t) (3.5)
for suitable constants C5(,M), C6(,M) > 0 and
p(y) = y + y2, q(y) = y + y3. (3.6)
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Now, assuming H0 > 0 (if H0 = 0 then u(x, t) ≡ 0), we set
	 = 4C5(,M)p(H0)+ 1 (3.7)
and, recalling the deﬁnitions (2.29) and (2.37), we write
F(t) = F 	 (t)+ F	(t). (3.8)
Then, from (3.4) and (3.7), we have
|G(, t)| < F(, t)
2
for ||	, 1 (3.9)
and t ∈ [T − ε, T ) such that the quantities F 	 (t), F	(t) satisfy
(a)
F
	
 (t)
3
<
H0
2
, (b)
F	(t)
3
<
H0
2
. (3.10)
To continue, we choose ε > 0 and ˜1 such that
M
2
(
H0√

+ 2H0
)
ε + ln
(
4K + 1
H0
)
 
	2
∀ ˜, (3.11)
4C6 q(H0) ε

2
, (3.12)
where 0K < ∞ is deﬁned in (2.38) and  > 0 is the constant in condition (1.5).
Besides, noting that F(T − ε)→ 0 as →+∞, we may also suppose that
F
	
 (T − ε)
3
H0
4
,
F	(T − ε)
3
H0
4
∀ ˜. (3.13)
Thanks to (3.13), for every  ˜ the conditions of (3.10) are veriﬁed in some maximal
right neighborhood of T − ε, say
[
T − ε, T˜
)
, where T˜ = T˜ () (3.14)
with T˜ () maximal, T − ε < T˜ ()T . In the sequel we will prove that, if (u0, u1)
satisﬁes (1.5), then T˜ (j ) = T provided j is sufﬁciently large. To begin with, let us
52 R. Manfrin / J. Differential Equations 211 (2005) 38–60
estimate F 	 (t). Observing that F ′(, t) satisﬁes he elementary inequality
|F ′(, t)|M
2
|s′(t)|F(, t) (3.15)
and taking (ε) ˜ according to Lemma 2.2, i.e. such that
F(, T − ε)2F(, 0) for ||(ε), (3.16)
we have
F(, t)2F(, 0) exp
{
M
2 
∫ t
T−ε
|s′(
)| d

}
(3.17)
for all ||(ε) and t ∈ [T − ε, T ). Now, having F(t)3 H0 in [T − ε, T˜ ), from (2.20)
and (2.30) we ﬁnd
∫ t
T−ε
|s′(
)| d

(
H0√

+ 2H0
)
ε for t ∈ [T − ε, T˜ ). (3.18)
Thus, taking  = j with j(ε), from (3.11) and the deﬁnition of K , we have
F
	j
j (t)
3j

∫
j  ||	j
2F(, 0)−3j exp
{
jM
2
(
H0√

+ 2H0
)
ε
}
d
 H0
4K + 1
∫
j  ||	j
2F(, 0)−3j exp
{
3j
||2
}
d
 H0
2K
4K + 1 <
H0
2
(3.19)
for all t ∈ [T −ε, T˜ ). The estimate (3.19) means that, taking  = j with j(ε), the
ﬁrst condition in (3.10) is always veriﬁed as long as the second holds. Thus, it remains
to prove that for  = j sufﬁciently large (3.10)(b) holds for all t ∈ [T − ε, T ). Now,
from (3.3)–(3.9), for every ﬁxed  ˜ as long as the conditions (3.10) are veriﬁed for
tT − ε we ﬁnd the inequality
F(, t)3F(, T − ε)+ 4C6
3q(H0)
||2
∫ t
T−ε
F (, 
) d
 (3.20)
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for all ||	. Hence, using (3.12) and applying Gronwall’s Lemma to (3.20), for
j(ε) and t ∈ [T − ε, T˜ (j )) we ﬁnd the estimate
F(, t)3F(, T − ε) exp
{
3j
2||2
t − T + ε
ε
}
for ||	j (3.21)
Thus, it will be sufﬁcient to choose ˜(ε)(ε) such that
sup
j  ˜(ε)
∫
||>	j
F (, T − ε)−3j e
3
j /2 ||2 d < H0
6
. (3.22)
To this end, let us take  > 0 such that 24 e−/2KH0. Then, setting
Aj =
{
|| > 	j ,
3j
||2 
}
and Bj =
{
|| > 	j ,
3j
||2 < 
}
, (3.23)
thanks to (2.38) and (3.16) for j(ε) we have∫
||>	j
F (, T − ε)−3j e
3
j /2 ||2 d

∫
Aj
2F(, 0)−3j e
3j /2 ||2 d+
∫
Bj
2F(, 0)−3j e
3j /2 ||2 d
e−/2
∫
Aj
2F(, 0)−3j e
3j /||2 d+
∫
Bj
2F(, 0)−3j e
/2 d
H0
12
+
∫
||>	j
2F(, 0)−3j e
/2 d. (3.24)
The last integral in (3.24) tends to 0 as j → +∞. Hence, it is clear that condition
(3.22) is veriﬁed provided ˜(ε) is sufﬁciently large.
This means that for j00 such that j0 ˜(ε), we must have T˜ (j0) = T , i.e. both
the assumptions of (3.10) are veriﬁed in [T − ε, T ) taking  = j0 . In particular, by
(3.8) we have Fj0 (t)
3
j0
H0 in [T − ε, T ). Thus, using the a priori estimate (2.19),
we ﬁnally obtain
F0(t)
(
1
2
√

+
√
M
2
)
3j0H0 + 3j0H0 (3.25)
for all t ∈ [T − ε, T ). This concludes the proof of Theorem 1. 
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4. Proof of Theorem 2
(i) Given (u0, u1) ∈ H 2 ×H 1, let
{
j
}
j0 be a sequence satisfying the conditions
0 = 2; j+12j for j0. (4.1)
Taking
() def=
{
1 if 2j ||2j+1 for some j0,
0 otherwise,
(4.2)
we deﬁne the functions vi(x), wi(x) for i = 0, 1 by setting
vˆi () = () uˆi(), wˆi() =
(
1− ()) uˆi (). (4.3)
Then, by the assumptions (4.1) and the deﬁnition of (), it is easy to prove that
(v0, v1) satisﬁes for every  > 0 the condition (1.8) with the subsequence
{
2j+1
}
j0
instead of
{
j
}
j0. In fact, for all j0, we have∫
||2j+1
[
||4 |vˆ0()|2 + ||2 |vˆ1()|2
]
exp
{
22j+1/||
}
d

∫
||2j+2
[
||4 |uˆ0()|2 + ||2 |uˆ1()|2
]
exp
{
22j+1/||
}
d

∫
||2j+2
[
||4 |uˆ0()|2 + ||2 |uˆ1()|2
]
exp {} d

[
‖u0‖2L2 + ‖∇u1‖2L2
]
exp {} , (4.4)
because () = 0 for 2j+1 < || < 2j+2. In the same way, but using the subsequence{
2j
}
j0 instead of
{
2j+1
}
j0, we can see that (w0, w1) satisﬁes the condition (1.8).
The proof that B ′′ + B ′′ = H 5/2 ×H 3/2 is completely similar.
(ii) Condition (1.6) holds if and only if there exists a subsequence {kj}j0, kj = 2pj
with pj ∈ N and pj →+∞, such that
∥∥∥kj+ 12 u0∥∥∥2
L2
+
∥∥∥kj u1∥∥∥2
L2

(
kj

)4kj
for all j0 (4.5)
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with  > 0 a suitable constant. Recalling the inequality
el
e
√
l
 l
l
l! < e
l for all l1 (4.6)
and setting lj = 4kj , it easily follows that the condition (4.5) is equivalent to the
following: there exist constants C0,  > 0 such that
∫ [
||2 |uˆ0()|2 + |uˆ1()|2
] ||lj lj
lj ! dC ∀j0 (4.7)
for a suitable sequence
{
lj
}
j0, with lj = 2pj . This means that the ﬁrst inclusion
holds true, that is A2
L2
⊂ H, because
AL2 =
{
f
∣∣∣∣
∫
|fˆ ()|2 e || d <∞ for some  > 0
}
. (4.8)
To prove that A2
L2
= H we will see that there exist f ∈ L2 and a sequence
{
lj
}
j0,
lj = 2pj with pj ∈ N, such that
∫
|fˆ ()|2 ||
lj
lj ! d1 ∀j0 but f /∈ AL2 . (4.9)
To this end, we observe that by the second inequality of (4.6), for all l1
||l
l! 1 for || l/e, (4.10)
while, for k2,
||l
l! e
||/k for ||2kl (1+ ln k) . (4.11)
Then, we choose two increasing sequences:
{
kj
}
j0 such that k02,
kj < kj+1, kj →+∞ (4.12)
and
{
lj
}
j0, of the form lj = 2pj , such that l0 = 1 and
lj+1
2e
2kj+1lj
[
1+ ln kj+1
] ∀j0 (4.13)
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and, ﬁnally, we take f ∈ L2 such that
|fˆ ()|2 def=


	e−||/kj
(1+ ||)n+1 if lj /2e || lj /e for some j0
0 otherwise,
(4.14)
with 	 > 0 a suitable constant. From (4.14), for all  > 0 we have ∫ |fˆ ()|2 e || d =
+∞, because kj , lj →+∞. Thus, f /∈ AL2 . On the other hand, given a ﬁxed integer
j0 and writing
∫
|fˆ ()|2 ||
lj
lj ! d =
∫
|| lj
|fˆ ()|2 ||
lj
lj ! d+
∫
||>lj
|fˆ ()|2 ||
lj
lj ! d, (4.15)
we can see that f (x) satisﬁes the condition (4.9). In fact, the ﬁrst integral is bounded
by
∫
|| lj
	 d
(1+||)n+1 , because fˆ () = 0 for lj /e < ||  lj and (4.10) implies that
||lj / lj !1 for || lj /e. In the second integral, applying the inequality (4.11), for
li/2e || li/e with i > j we have
|fˆ ()|2 ||
lj
lj ! 
	 e−||/ki
(1+ ||)n+1 supli /2e || li /e
||lj
lj !
 	 e
−||/ki
(1+ ||)n+1 e
||/ki = 	
(1+ ||)n+1 , (4.16)
because from (4.12) and (4.13) if follows that li/2e2ki lj (1+ ln ki). This means
that (4.9) holds for all j0, provided 	−1 ∫ d
(1+||)n+1 . Finally, let us prove that if
(u0, u1) ∈ H, i.e. if (4.7) holds, then (u0, u1) satisﬁes (1.8) for  <  and
{
j
}
j0
given by
j =
lj

= 4kj

. (4.17)
In fact, there exist positive constants A,  such that
||ll
l! A exp
{

(l/)2
||
}
for all || l/, (4.18)
because, taking || = l/ in inequality (4.18), we have only to verify that
ll
l!Ae
l/ (4.19)
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and (4.19) follows from the ﬁrst inequality of (4.6) for a suitable A > 0 provided
 < . Thus we have proved that H ⊂ B and (i) implies that the inclusion is strict
because H ⊂ H∞.
(iii) The inclusion B ⊂ B ′ is clear. To prove that B = B ′ it is sufﬁcient to
consider the sequence
{
j
}
j0 given by 0 = 2,j+1 =
2j
ln j
and g ∈ L2 such that
||4 |gˆ()|2 =


0 if ||2 or j ||
2j
2 ln j
for some j0,
1
||n(ln ||)2 otherwise.
(4.20)
In fact, it is easy to see that (g, 0) ∈ B ′ because for 1 we have
∫
||>2j /2 ln j
||4 |gˆ()|2 e
2j /||
2j
dn−1
ln 2
∀j0,
where n−1 is the measure of Sn−1. On the other hand, for every 2, there exists
j0 such that j < j+1. Then we have two possibilities
j <
2j
2 ln j
or
2j
2 ln j
 <
2j
ln j
= j+1. (4.21)
In the ﬁrst case, provided  is large enough, for every  > 0 we have
∫
||
||4 |gˆ()|2 e2/|| dC 

j
(j )2
(4.22)
for a suitable constant C > 0. In the second case, taking account that j+1/2 <
j+1, we ﬁnd
∫
||
||4 |gˆ()|2 e 2/|| dC 
/4
j+1
(ln j+1)2
. (4.23)
Thus (g, 0) /∈ B. To prove that B ′ ∩
(
H 5/2 ×H 3/2) ⊂ B ′′ it is enough to observe
that
||3
3
exp
{
3/2 ||2
}
 ||
2
2
exp
{
2/ ||
}
, (4.24)
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provided  ||3/2 and  > 0 is large enough, i.e. such that 1/2e1/2/2. Finally,
we can prove that the inclusion is strict following almost the same argument that we
used to show that B = B ′. More precisely, it is sufﬁcient to choose
{
j
}
j0 such
that 0 = 2,j+1 = 23/2j and h ∈ L2 such that
||5 |hˆ()|2 =


0 if ||2 or j ||3/2j for some j0,
1
||n (ln ||)2 otherwise.
(4.25)
Then we can easily verify that (h, 0) ∈ B ′′ \ B ′.
(iv) Let us prove that HQ ⊂ B ′. In fact, given w ∈ L2 such that |wˆ()|2(1 +
||)−(n+1), the data (0, u1) deﬁned by
uˆ1()
def= wˆ() e−||/2 ln(1+||) (4.26)
belongs to HQ. On the other hand, for every ﬁxed  > 0
exp
{ −||
ln(1+ ||)
}
exp
{
2
||
}
 exp
{
 ||
4
}
, (4.27)
provided  ||2 with  > 0 sufﬁciently large. Clearly, this means that (0, u1) /∈ B ′
and in the same way we see that (0, u1) /∈ B ′. Finally, let us show that H ⊂ HQ.
From the second inequality in (4.6), for  > 0 sufﬁciently small, we have
||l
l! e
 ||1/2 for all l ∈ N and || l
4
4
. (4.28)
Taking account of this and setting
l0 = 1, lj+1 = 24j+1e l4j for j1, (4.29)
we choose f ∈ L2 such that
||4 |fˆ ()|2 =


e− 2−j ||1/2
(1+ ||)n+1 if 2
4j l4j  ||24j+1l4j for some j0,
0 otherwise.
(4.30)
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Then, using (4.10) and (4.28) with  = 2−j and the condition (4.29), it follows that
∫
||4 |fˆ ()|2 ||
lj
lj ! d
∫
d
(1+ ||)n+1 , (4.31)
provided j0 is large enough. In fact, fˆ () = 0 for lj /e ||24j l4j and ||lj / lj !
e2
−k ||1/2 for 24kl4k ||24k+1l4k , for kj . On the other hand, for every  > 0 we
have
||2 |fˆ ()|2 exp
{
 ||
ln(1+ ||)
}
 exp{(− 2
−j ) ||1/2}
(1+ ||)n+3 (4.32)
provided 24j l4j  ||24j+1l4j for some j0, because ln
(
1+ ||)  ||1/2 for ||1.
Consequently, for all  > 0 the integral
∫
||2 |fˆ ()|2 exp
{
 ||
ln(1+ ||)
}
d (4.33)
cannot converge. This proves that (f, 0) ∈ H, but (f, 0) /∈ HQ.
Appendix A
Multiplying (2.1) by the factor a1(t) ||2 v¯t , we easily obtain that
d
dt
(
a1(t) ||2 |vt |2 + a(t)a1(t) ||4 |v|2
)
= a′1(t) ||2 |vt |2 + [a(t)a1(t)]′ ||4 |v|2.
(A.1)
While, multiplying by the term a2(t) ||2 v¯ we ﬁnd
d
dt
(
a2(t) ||2  {v¯vt }
)
= −a(t)a2(t) ||4 |v|2 + a2(t) ||2 |vt |2
+a′2(t) ||2  {v¯ vt } . (A.2)
Finally, using again Eq. (2.1), we have
d
dt
(
a3(t)|vt |2
)
= a′3(t) |vt |2 − 2a(t) a3(t) ||2  {v¯ vt } . (A.3)
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