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On pr6sente une g6n6ralisation de la th6orie de Markoff et son interpr6tation sur 
des suites finies. Ceci permet de montrer comment se g6n6ralise r6quation de 
Markoff x2+yZ+z2=3xyz li6e ~ l'6tude des constantes d'approximation 
sup6rieures ~t~. I1 en r6sulte la possibilit6 de pr6senter une structure arborescente 
pour les constantes voisines de 88 9 1991 Academic Press, Inc. 
We present some generalization f Markoff's theory and an interpretation with 
finite sequences. This gives the possibility to present how to extend the Markoff 
equation x2+ y2+ z2= 3xyz encountered in the study of approximation constants 
greater than ~. It gives the possibility to present an arborescent s ructure for 
constants near 88 9 1991 Academic Press, Inc. 
A. INTRODUCTION 
Dans deux articles [1]  qu'il a publi6s en 1879 et 1880, A. A. Markoff a 
6tabli un lien remarquable entre les solutions de r6quation diophantienne: 
m 2 + mZl + m 2 = 3mrn lm 2 ((m, ml ,  m2) ~ 7/3) et les constantes d'approxima- 
tion sup6rieures/t -~de nombres irrationnels. 
Ces travaux originaux ont 6t6 remis en forme par J. W. S. Cassels [2]  
partir d 'un r6sultat de R. Remak [3]. 
Cependant, fi ce jour, et malgr6 diff6rentes tentatives faites au d6but du 
si6cle (voir [4-6]) ,  on ne dispose pasde  g+n6ralisation de ces r6sultats 
pour des constantes d'approximation i f6rieures ~ 3. 
Le pr6sent article pr6sente une telle g6n6ralisation. 
B. NOTATIONS ET RAPPELS 
B.1. Constantes des nombres rdels irrationnels 
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7 = [ao, a,,  a2 .... ] = [ai]i~ 
1 
=a0+ 1 
al +- - - - -~  
a2+- -  
off ao~7/ et V/tIN*, ai~ N*. 
Ceci d6finit: 
de 7): 
La r6duite d'ordre n de 7: P./q. = [ao ..... a.].  
Les nombres: 6.(7)= [a .+ l ,a .+2 .... ]+  [O ,a . ,a .  ~ .... ] 
? P" 
]lq.711=q. -~  9 
La constante d'approximation de 7 (ou constante de Markoff 
1 
C(7) = lim q. IIq.TII - - -  
.~ l im~ 6.(7)" 
Les constantes d'approximation sont, par d6finition, des nombres r~els 
positifs ou nuls. Par le Th6or6me de Borel-Hurwitz (voir [5]), ce sont 
aussi des nombres born6s: 
C(7) <<- x/4 + lim,~ a~ <~--~= C
L'ensemble P= {C(7) 17 irrationnel} est le spectre de Perron (ou de 
Lagrange). 
La Th6orie de Markoff classique ([1] ou [2])  6tablit que ce spectre ne 
contient qu'un nombre infini d~nombrable de valeurs strictement sup~- 
rieures g ~. 
Ce sont les constantes de nombres alg6briques de degr6 2 s'6crivant avec 
m dans la suite des nombres de Markoff (cf. Appendice): 
O= 2K-3m+ 9w/~y-S-4 (KIm2 + l et0<K~<m).  
2m 
Pour ces nombres, on a: C(O)= m/~4 > 89 
B.2. Liens avec les formes quadratiques binaires 
Soit 7 ~ Run nombre irrationnel, alg6brique de degr6 2 et racine d'un 
polynSme: 
P~(X) = aX 2 + bX + c ~ Q [X]. 
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Le d6veloppement en fraction continue de y est p6riodique ~t partir d'un 
certain rang. En visualisant la p6riode, il peut &re 6crit sous la forme 
suivante: 
y=[ao,  al .... ,aj, ffj+, ..... ak]., 
Inversement, out d6veloppement en fraction continue p6riodique de ce 
type correspond ~iun nombre alg6brique de degr6 2, avec: 
M(f )  
c(~)  = 
x/b 2 - 4ac 
oft m( f )=Inf{ laxZ+bxy+cy2] ;  (x, y )~7/2 -  {(0, 0)}} est le minimum 
arithm6tique de la forme quadratique binaire associ6e: 
f (  X, Y) = aX2 + bJ(Y + c y2 = Y2P, ( )~) . 
Cette forme est ind6finie: 3( f )  = b 2 - 4ac > O. 
Plus g6n6ralement, pour toute forme fs  [R[X, Y] quadratique binaire 
ind6finie, donn6e par la m~me xpression que ci-dessus, mais/t coefficients 
r6els non n6cessairement rationnels, on peut encore d6finir comme 
ci-dessus le minimum arithm&ique M(f) .  Ceci permet d'introduire la 
constante de Markoff de la forme f:  
M(f )  
C(f)  - ~ _ 4ac 
L'ensemble t~={C( f ) [ f  forme quadratique binaire r6elle ind6finie} 
constitue le spectre de Markoff. II est born6 comme P, et contient P 
strictement (voir Cusick et Flahive [6]). 
La Th6orie de Markoff classique ([1] ou [2]) 6tablit aussi que ce 
spectre ne contient qu'un nombre infini d6nombrable d  valeurs sup6rieures 
~. 
Ce sont les constantes de formes quadratiques binaires enti6res s'6cri- 
vant: 
f o( X, Y) = mFo( X, Y) = mX 2 -+ - [ 3m - 2K] X y + [ m2---K1- 3 K] y2 
(avec Klm 2+1 et0<K~<M). 
Ces formes sont reli6es aux nombres 0 consid6r6s pr6c6demment, le
polyn6me Fo(X, 1) 6tant le polyn6me minimal de 0, et la constante C(Fo) 
6tant 6gale ~ C(O). 
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Ainsi, pour les valeurs sup6rieures ~i89 le spectre de Markoff et le spectre 
de Perron coincident et toutes les valeurs correspondantes sont d6crites par 
la Th6orie de Markoff classique. 
Cependant, pour les valeurs inf&ieures fi 3, il n'y a plus coincidence t 
la connaissance des spectres de Markoff et de Perron reste encore tr6s 
lacunaire (voir [6] pour une synth6se r6cente). 
C. GENI~RALISATION DE LA THI~ORIE DE MARKOFF 
C.1. DOfinition 
A toute suite S=(ao,  a~ ..... a,) o6 Vi=O ..... n, a i~*  on associe la 
matrice: 
Ms=Ia l~ 10]" ' [1~ ~]=[m-mK2 K~-K~ l] 
et les nombres 
m(S) = m 
e(S) = ~ = det Ms = ( - 1 )" + 1 = K~ K2 - ml. 
(On fait la convention que la suite vide S = ~ d6finit M~ = [~ o] et les 
nombres m(~)= 1, e(G;)= 1). 
On dit que S*= (an, an_ 1 ..... a0) est la suite palindrome de S. La suite 
S permet de d6finir diff6rents nombres: 
g 1 - g 2 r(S) = r 
m 
est l'6cart d'antidromie de S 
t (S )=t= Sup ai 
i=O. . ,n  
est le maximum de S. 
A une telle suite S, et fi tout nombre a ~ ~*, on associe le nombre de 
Markoff Oa(S), nombre r6el alg6brique de degr6 2 d6fini par: 
G(s) = E0, s*, a]  
t __ l  
Kl + K2-m(a+ l )+  Ax/d~(S) 
2m 
off d, (S)  = (a + r + 1 )2 m 2 + 4~. 
(Pour Kz = K2 = K, a = 2 et e = - 1, on retrouve l'expression consid6r6e 
ci-dessus pour les nombres 0 de la Th6orie de Markoff classique). 
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On consid6re aussi la forme de Markoff d6finie par Set  a: 
Fo(X, Y)= X2 + [ m(a + 1) m K1- K2] 
= (X -  Oa(S) Y)(X-- Oa(S) Y) 
Xy+I I - (a+ I)KI y2 
off 0.(S) = - [a, S]  = [ - (a+ 1); 1, ao, -1 ,  al, a2 ..... a.,  ao] est le conju- 
I I I I 
gu6 du nombre Oa(S ). 
On note: fo(X, Y)=mFo(X, Y)e~_[X, Y]. 
Les constantes de Markoff associ6es v6rifient alors: 
C(O.(S)) = C(Fo) = m.(S) 
off m~(S) est un nombre entier positif inf6rieur ou 6gal ~t m (m,(S) est le 
minimum arithm6tique de la forme f0). 
L'application du lemme de Dickson (voir I-8, Vol. 2, pp. 408--409]) 
donne alors les r6sultats uivants: 
(1) pour a>t(S), on a ma(S)=m(S) 
(2) pour a < t(S)-  1, on a m.(S) < m(S). 
Hors ces cas, pour a = t(s), il se peut que l'on ait ma(S)= m(S). C'est par 
exemple le cas pour les suites S donn6es par la Th6orie de Markoff classi- 
que o6 a = 2 et m2(S ) = m(S). Mais dans les cas les plus g6n6raux, on a en 
r6alit& ma(S) < re(S). 
Ceci conduit ~ d6finir les nombres de Markoff super r6duits, qui sont les 
nombres Oa(S) tels que: m.(S)= m(S). Ils v6rifient: 
a + 1 >~ t(S). 
On peut enfin d~finir les formes de Markoff super r6duites Fo qui sont 
celles dont le minimum arithm6tique M(Fo) vaut 1. 
C.2. PropriOtOs gOnkrales des formes de Markoff 
A partir de toute forme de Markoff Fo(X, Y) d6finie par une suite Set  
un nombre a E ~*, on obtient d'abord, de fa~on directe: 
(Fx): Fo(Kl ,m)=-~ 
(F2): Fo(K2-(a+ l)rn, m)= -5. 
216 SERGE PERRINE 
Si A est un nombre repr6sent6 par Fo, avec: 
(F3): Fo(kl, ml)= A 
et si Ii est tel que A =kZ-m~ll,  on a: 
(Fu): Fo(klX- l l  Y ;m,X-k l  Y)=AFo(X, Y) 
(Fb): Oa(S) = (k, Oa(S )- I, )/(m I Ou(S) - -  k, ). 
Si l'on pose alors, avec el = --- 1: 
(al): elm2=Klmt-mkl  
(a2): elk2=lml-K2kl  
(e): e2= - -e  1 'e.  
Une v6rification facile donne la relation de Markoff g6n6ralis6e: 
(M1): (--~lA)mZ +e2m~ +elmZ=(a+r + l)mmlm2. 
On a aussi: 
(a3): e2ml=mk2--K2m2 
(a4): e2kl=Klk2-lm2 
(as): -e lAm=(a+ l )mlm2+klm2-k2ml 
(F,,): Fo(klX+[(a+ l )K l - l ]Y ;mlX+[(a+ l )m-K2]Y)  
= _ eFo(X , Y) 
(F4): Fo(k2 - (a + 1 )m 2, m2) = - eA. 
En particulier, la matrice: 
g=[K1 (a+ l )K l - l ]=  1 0 
(a+l )m-K2 J  I~ ~]es* I~ 0][1 ; ]  
d6termine le groupe des rotations hyperboliques associ6es fi F o. 
Enfin, en posant: Z= reX-K1 Y. 
Et ($): So(Z, Y)=m2Fo(X, Y )=Z2+[(a+I )m+K1-K2]ZY-eY  2. 
On a diverses relations: 
($,): So(Z, Y)= -e$o(Y, -eZ)  
($2): =So(Z+ [ (a+ 1)m+K1-K2]  Y, - Y) 
($3): =$o(-Z,  Y -  [ (a+ 1)m+K1-K2]eZ)  
($4): = -e$o(eY, Z+ [re(a+ 1)+K~-K2]  Y). 
On g6n6ralise ainsi l'essentiel des propri6t6s utilis6es dans la pr6sentation 
de Cassels [2]. 
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C.3. Interprktation de ces calculs pour les suites et applications 
La suite S permet de consid6rer sa suite palindrome X= S*. Supposons 
que cette suite soit d6compos6e sous la forme: 
(O): X=(X I ,b ,  X2) 
off Xl, X2 sont des suites et be  N*. Posons: 
[ml  ml -- k121 
Mxl= kl kl lxl ] detMx~=el  
In2 "2-- ] Mx~= k21 k21--lx2J detMx2=52 
et en coh6rence avec l'expression de M s donn6e avant: 
m m-K2] 
Mx = KI K -  l J det Mx = e = - /~ lg2  . 
En exprimant Mx en fonction de Mx~ et Mx2, on en d6duit des relations 
comparables aux relations (al), (a2), (a3) et (a4) vues ci-dessus. 
On trouve aussi: 
(Cl): m=(b+l )mlm2+k21ml -k l2m2.  
De sorte que si .4 est la valeur d6finie par la relation 
(F3): Fo(kl,ml)=A 
on a aussi la relation de Markoff g6n6ralis6e (M1) vue avant. 
Pour a=2,  r=0,  e~=e2= 1, A=-1 ,  cette relation se r6duit ~t la 
relation diophantienne classique: 
m 2 +m~ +m22= 3minim2. 
Dans ce cas qui est celui de la Th6orie de Markoff classique, Fo est une 
forme super r6duite et la valeur b = 2 correspond ~t une repr6sentation par 
Fo de la plus grande valeur n6gative non nulle A = - 1 repr6sent6e par Fo. 
Dans le cas le plus g6n6ral, si l'on suppose encore que la forme Fo est 
super r6duite, c'est-~-dire t lle que: 
M(Fo) = 1. 
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La plus grande valeur n6gative non nulle A o repr6sent6e par Fo peut &re 
6crite sous la forme: 
m+uo 
Ao-  (Uo>>-O). 
m 
Diverses possibilit6s e pr6sentent alors: 
C.3a. Cas oft e = 1 
On a, avec la relation (Fc): Ao = -1 .  I1 se peut que cette valeur ne 
corresponde pas h une d6composition (D) de S*, mais plut6t ~t une dScom- 
position (D) de S'aS*.  Quoiqu'il en soit, la relation diophantienne (M1) 
obtenue pour Sou  SaS conduit ~t considSrer l'6quation diophantienne: 
(M~): m2-m~+m~=(a+r+l )mmtm2.  
Pour r=0,  on trouve dans [7], la r6solution compl&e de cette 6quation 
(M~) ainsi que des indications concernant la structure arborescente qui en 
r6sulte et des observations ur les constantes de Markoff associ6es. 
Contrairement ~i ce qui se passe pour la Th6orie de Markoff classique, il y 
a ici d6couplage ntre les solutions de cette 6quation et les constantes de 
Markoff qui en d6coulent (voir Appendice). 
C.3b. Cas oft e = - 1 
On a alors n6cessairement el = e2, et la relation (M1) donne pour S: 
eluom2 +elm2 +elm2 +e lm~=(a+r  + 1)mmlm2>~O. 
On a donc: ~ = 1. 
Tout se rSduit alors ~ considSrer l'6quation diophantienne: 
(M~): m2 +m~ +mz~=(a+r  + l )mmlm2-uom.  
Dans ce cas, la valeur Ao correspond toujours ~ une d6composition de S* 
sous la forme requise. 
On constate cependant que le cas oti Uo = 0 reste assez exceptionnel, et, 
qu'en g6n6ral, il y a plusieurs possibilit6s pour la valeur uo. 
Ces observations expliquent que l'application du Th6or+me d'isolation 
de Remak [3] ne permette pas de g6n6raliser la Th~orie de Markoff 
classique. 
Dans les deux cas considSrSs ci-dessus, l'6quation diophantienne ~ consi- 
d6rer (M~) ou (Mi-) se r6v61e tr6s diff6rente de celles qui avaient 6t6 
envisag6es au d6but du si6cle, notamment par Frobenius [4]. Ceci explique 
l'6chec de diff6rentes tentatives faites ~i cette 6poque pour g6nSraliser la 
th6orie de Markoff classique. 
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C.4. La (a, r, e) ThOorie de Markoff 
On suppose ici donn6s les nombres uivants: 
( aE N* 
R1 ] reQc~ ]+1,  --1[, r=~2  ot~ RE>0 etpgcd(R1, R2) = 1 
~e~ {+1, -1} .  













x / (a+ r+ 1) 2 m 2 +4e" 
de construire de tels nombres de forme ~, = Oa(S ) cons is te  
les suites S = (ao,  a~ . . . . .  a . )  v6rifiant les conditions uivantes: 
e=( - -1 )  "+1 
m =p. = R2X n ~ R2Y_ 
0<q.<p.  
x.lq2.-e 
Rz I((q. 2 -  e)/x.) - Rlq. 
p,,/q, = [S*]  
r (S )  = r 
ma(S  ) = m(S) .  
En d6crivant alors toutes les valeurs x,~t~*,  et en recherchant pour 
chacune d'elles les valeurs q, convenables en nombre n6cessairement fini, 
on 6num6re toutes les possibilit6s existantes pour les suites S. Ces suites 
sont done facilement d6terminables par ordinateur. 
On dit que la (a, r, e) Th6orie de Markoff est l'&ude des suites S ainsi 
obtenues (ou des nombres O,,(S) en r6sultant). 
En remarquant d'ailleurs que si S convient, S* convient aussi, on peut 
ne eonsid6rer qu'une seule de ces deux suites en imposant la condition 
eompl6mentaire: 
m (m__)(R12R2.). (Rs): Sup(O,-~z.R~)<KI <~\R2] \ 
Pour certaines valeurs de a, r, et e, on ne trouve qu'un nombre fini de 
possibilit6s pour S. Pour d'autres, au contraire, on trouve une infinit6 de 
possibilit6s pour S. C'est le cas notamment de la (2, 0, -1 )  Th6orie qui 
n'est autre que la Th6orie de Markoff classique. 
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Dans tous les cas, on a par construction dans une (a, r, ~) Th6orie: 
m 
c(oo(s ) )  = 
x/(a+r+ 1)z m2 +4E 
g 
~,C(Oa(S) )  < - -  
a+r+l"  
Et si la (a, r, e) Th6orie contient une infinit6 de suites S, on a pour toute 
forme F limite de formes de Markoff F o (les coefficients de F 6tant les 




On trouve ainsi des points d'accumulation du spectre de Markoff, avec des 
situations comparables ~ ce qui se passe autour de la valeur ~ pour la 
ThOorie de Markoff classique. 
C.4a. Exemple de la (2, 0, l) ThOorie de Markoff 
On donne en Table I les diverses possibilit6s obtenues pour les suites S 
en 6num6rant les diverses valeurs xn 6 [~* inf6rieures ~ 1000. 
On voit apparaltre ainsi les possibilit6s uivantes pour les suites S: 
{S= ((1)2,+1, 2) ( t~)  
(1, 1, (2)2,) ( te ~*). 
Une v6rification facile permet de s'assurer que ces suites font bien partie de 
la (2, 0, 1) Th6orie de Markoff. Elles sont en nombre infini. 
Une analyse directe de l'6quation diophantienne: 
m 2-m~ +m~= 3mmlm2 
permet de s'assurer que ce sont les seules possibilitOs rencontr6es dans cette 
ThSorie. 
Ainsi, la (2, 0, 1) ThOorie ne d6termine pas d'arbre comparable ~t celui 
qui apparaissait dans la Th6orie de Markoff classique. Elle d6termine 
cependant une infinit6 de constantes d'approximation convergeant par 
valeurs inf6rieures vers le point d'accumulation 1 du spectre de Markoff. 
C.4b. Exemple de la (3, 0, - 1 ) ThOorie de Markoff 
On donne en Table II les diverses possibilitOs obtenues pour les suites S 
en 6num6rant les valeurs x ,~*  inf6rieures ~t 3100. Dans ce cas, on 
observe que la valeur uo correspondant h chaque suite S peut varier. En 
consid6rant les suites S correspondant ~ une m~me valeur donn6e Uo, une 
construction d'arbre est cependant possible9 On g6n6ralise ainsi la situation 
rencontr6e dans la Th6orie de Markoff classique. 
641/37/2-8 
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On obtient ainsi: 
THEOREME. Pour Uo 9 ~,  consid&ons l'~quation diophantienne: 
x 2 + ),2 + z 2 = 4xyz -- UoX. 
Supposons qu'elle admette au moins une solution. Alors elle admet un arbre 
de solutions deseriptible gt partir de toute solution (x, y, z) = (m, ml ,  m2) par 
la f igure suivante: 
(m; m 1 ; m 2) 
I 
[ I 
(m~;m~;m~)  D o D (m ;m I ;m2) 
(Go): M=m ((Do): 
(GI): ma=4ml[4mlM-mz] -M-uo  ~ (DI): 
(G2): m~=m, / (Dz): 
(G3): m~=4mlm- -m2 [ (D3): 
M = 4m2m I -- m -- Uo 
m~ - M-  uo 
m~ = m 2 
m~ 
La v6rification de ce r6sultat est 6vidente. Et par exemple, avec Uo = 1, 
ces formules donnent l'arbre suivant: 
(10, 1, 3) 
J 
I I 
(137,1,37) (130,3, 11) 
I [ 
I I I I 
(1906,1,511) (218881,37,1479) (18457,3,1549) (1802,11,41) 
Si l'on compare a ce que donne la table II, ceci permet d'organiser les suites 
y apparaissant et correspondant ~ uo = 1 selon l'arbre suivant: 
-1  t - - - - - - -  
(3, 2, 1) 
(10, 1, 3) 
I 
I I 
-1  , r 
(3, 1, 1,2, 1) (2, 1', 3, 3, l, 1, 1) 
(25, 1,7) (130,3, ll) 
I I 
I I I I 
1 i i t 
~3,'1,2,2, 1,2, I)(3,2,3,'1, 1,3,2,2, 1)(2, 1,3, 3,3,3, 1,1,1)(2,1,2,1,3, 3,1,2,1,1, 1) 
(137,1,37) (1537,7,55) (1417,3,119) (1802, 11, 41) 
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Ceci met en 6vidence une structure d'arbre comparable ~t ce qui se pr6sente 
dans la Th6orie de Markoff classique, avec ici un point d'accumulation 6gal 
a88 
Les autres valeurs Uo qui apparaissent dans le cas g6n6ral de la (3, 0, - 1 ) 
Th6orie (en particulier les nombres de Fibonacci F2t (t e N)) permettent de 
construire une infinit6 d'autres arbres comparables montrant la complexit6 
de cette Th6orie par rapport fi celle de Markoff. 
Par ailleurs, il est facile de g6n6raliser le Th6or6me pr6c6dent pour des 
valeurs a ~ 1~* diff6rentes de 3. 
D. REMARQUES FINALES 
Les (a,r,e) Th6ories de Markoff d6crites ci-dessus donnent des 
g6n6ralisations partielles de la Th6orie de Markoff classique. Elles permet- 
tent de construire diff6rents exemples montrant la complexit6 des spectres 
de Markoff et de Perron pour les valeurs inf6rieures ~ I. 
Pour la partie inconnue de ces spectres, les valeurs ~ consid6rer pour a 
sont les valeurs 2, 3 et 4. 
Pour r, les valeurs envisageables doivent permettre l'6criture suivante: 
1 1 
r+ 1 =_ -=+ 
/s J  [s*]  
off S= (a o, ..., a,) suite finie d'entiers de N* born6s par a. 
Les valeurs ~ valent quant ~ celles + 1 ou -1 .  Tout choix convenable 
pour a, r et e permettant de trouver une infinit6 de suites S dans la (a, r, e) 
Th6orie de Markoff d6termine un point d'accumulation rationnel 
correspondant qui vaut: 
1 
a+r+l"  
On sait d'ailleurs que les spectres contiennent d'autres points d'accumula- 
tion irrationnels (cf. [6]). 
Selon les cas, on trouve ou non des ph6nom~nes arborescents com- 
parables fi ceux que met en exergue la Th6orie de Markoff classique. 
Ceux-ci sont plus ou moins reli6s ~ la r6solution d'~quations diophan- 
tiennes de forme: 
(M~-): m2-m~ +m~=(a+r + l)mm,m 2 
ou 
(Ml-): m2+m~+m~=(a+r+l)mmlm2--uom. 
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Pour les cas off r = 0, la situation est en partie 6claircie. Mais la question 
reste pos6e d'6tendre les observations faites ~i d'autres valeurs possibles 
de r. 
APPENDICE:  ARBRES DEDUITS DE LA THEORIE DE MARKOFF CLASSIQUE 
La Th6orie de Markoff classique st pr6sentable ~ipartir d'un arbre de 
triplets (m, m~, m2) construit ~i partir du triplet initial (5, 1, 2) selon la 
figure suivante (cf. I-2]): 
I 
(m, ml, m2) 
I 
I I 
(3mm I -- m 2, m 1 , m) (3ram 2 -- ml ;  m; m2). 
(Les nombres m apparaissant en t~te de ces triplets sont les nombres de 
Markoff.) 
Elle peut aussi &re construite de fa~on directe sur les p6riodes des 
nombres alg6briques correspondants: 
O= 2K-  3m+ x /9m2-4= [0, S*,a]=Oa(S)  
2m , , 
o(.1 K Im2+ 1 et O<K<~m. Pour cela, on pose pour toute suite d'entiers 
S = (a o, al ..... a.): 
X= S* = (a., a._ l ..... al, ao) suite palindrome de S 
X=(1,  a . -1 ,  a. 1 ..... al,ao) si a . r  1 
X=(a.((X.)).~ =l+l'a"x.v 2 ..... at,ao) s ia .= l  
Alors, h partir de X1 = (~)  et Xz = (1, 1), l'algorithme pr6c6dent peut ~tre 
6crit sur les p~riodes comme suit, avec la convention des tables pr6c6dentes 
pour la signification de --1 et r--, et en application des calculs vus au 
paragraphe C.3: 
X= (X1,2, X2) 
I 
I I 
r X2  j r----- X G= (XI, 2, X1, 2, X2) X~ (XI, 2, ,2, X2) 
=(X~,2 ,  X]) =(X  ,2, X~). 
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Cette m6thode permet d'envisager la construction d'autres arbres en 
remplagant la valeur 2 par une valeur b ~ I~* quelconque, au moyen de 
l'algorithme: 
" ' "1  I----- 
X= (X1, b, X2) 
/ 
I I 
"------1 r ~ r -~ 
x ~ = (x l ,  b, J?~, b, X~) X" = (X,, t,, .g ,  t,, X~). 
On g6n6ralise la Th6orie de Markoff, mais fi partir de XI= ~ et 
X2 = (1, b -1 ,  1) on fabrique d'autres arbres en nombre infini associgs /t 
l'6quation diophantienne: 
m 2 -- m~ + m22 = (b + 1)rnmlm2. 
La (2, 0, 1 ) Th6orie de Markoff est ainsi obtenue avec b = 2 et a = 2. Plus 
g6n+ralement, sur la base des 6quations donn6es par la construction 
pr6c6dente, on peut r6soudre compl6tement l'~quation diophantienne (voir 
I-7]): 
{ m2+81m~+82m~=(b+l )mmtm2 (e l= +1, %= +1)  avec (m, ml, m2)~7/3, b~ I~l 
et pgcd(m, ml) =pgcd(ml, m2) =pgcd(ml, m2) = 1. 
L'arbre correspondant peut &re ~crit sous la forme: 
m, m i, m2) 
(~1, g2) 
I 
((b + 1)mml -  81m2, ml, rn) 
I 
((b+ l )mm-8:mt ,  m, m2) 
Cependant, sur les formes quadratiques F o correspondantes, il est possible 
de v6rifier que le minimum arithm6tique n'est pas n6cessairement 6gal ~. 1 
dans le cas off b = a, bien que dans certains cas, ce minimum puisse 8tre 
6gal/l 1. 
C'est le ph6nom~ne de d6couplage ntre minima arithm6tiques et arbre 
de Markoff cit~ au paragraphe C.3a. I1 s'observe bien, par exemple, sur la 
(2, 0, 1) Th~orie de Markoff (voir paragraphe C.4a ou Table I). Dans ce 
cas, la condition M(Fo)= 1 n'est obtenue que sur deux chMnes de suites de 
l'arbre fabriqu~ par le proc6d6 d6crit ci-dessus. 
230 SERGE PERRINE 
Pour  b < a, on a au contra i re tou jours  M(Fo)= 1 pour  toutes les suites 
de rarbre  d'apr6s le lemme de D ickson  [8, Vol. 2, pp. 408-409] .  
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