Introduction: the Potential Relevance of Laughter in Depression Detection
=========================================================================

The application of neuroprostheses in neuropsychiatry has been traditionally focused on the *treatment* of physiological disorders, e.g., control of epileptic seizures, augmenting or recovering motor function and cognitive function, treatment of anxiety, major depression, etc; all of this being done mostly via neurostimulation procedures ([@B30]; [@B10]); for instance, neuroprostheses based on EEG reading and neurofeedback ([@B21]). However, there is an absence of studies in which neuroprostheses are applied to the *diagnosis* of mental disorders, such as depression, Parkinson's, bipolar disorder, etc. Filling in that diagnostic gap is the main goal of the present work. An important novelty of our work is the use as inputs of sound variables coming from sonograms of previously recorded laughter of depression patients and of healthy controls ([Figure 1](#F1){ref-type="fig"}). Other related works have already approached the detection of depression by means of speech analysis ([@B26]; [@B1]) or via the correlation of different audiovisual behaviors ([@B45]; [@B42]). Actually a new field based on automatic analysis and machine learning methods is emerging devoted to the general recognition of depression, mood, and emotion ([@B52]). In our case, like in those works, the goal is to go beyond the traditional psychometric protocol to approach depression and other neuropsychiatric disorders by exclusively relying on use of questionnaires in the clinic ([@B32]; [@B9]; [@B31]). In the present work we explore the diagnostic performance of a powerful communicative signal, laughter, which is emitted both spontaneously and involuntarily -- and the informational content of which is scarcely understood yet. We analyze its fundamental sound variables and its diagnostic performance by means of neural network classifiers, and we also summarily compare our results with some of the works previously cited relying on speech analysis.

![Sketch showing the main steps of the experimental protocol. First of all, laughter is recorded in patients affected by depression and in controls (healthy subjects). Then, the sonograms corresponding to each laugh are broken down into plosives. Further, we extract from each plosive the values of the sound variables X~1~, X~2~, ... X~n~ that will be the input of the different neural networks. Finally, once each neural network is trained, it will be included in the neuroprosthesis.](fnins-13-00267-g001){#F1}

Neurocomputational Challenges of Laughter
-----------------------------------------

Why this diagnostic use of laughter? Laughter is in itself an important social signal endowed with deep informational content. It is an interpersonal communicative signal that is emitted spontaneously in response to a very large variety of stimuli. Although laughter ordinarily is related to social interactions and to communication through the playful use of language, many other visual, tactile, physical, chemical, environmental influences, and physiological anomalies may elicit it: from tickling and physical play, to humorous -- cartoons, to imitative laughter, "schadenfreude" occasions, neuropathological conditions, NO~2~ and other anesthetic gasses, and so on ([@B37]; [@B29]; [@B38]; [@B2]; [@B28]; [@B55]). The social occurrence of laugher becomes preferentially related to a variety of *bonding dynamics* in between individuals ([@B27]; [@B13]; [@B34],[@B35]). Thereafter, laughter appears in a wide variety of interpersonal relationships, very often triggered by linguistic exchanges, where it punctuates the meanings and behavioral implications and establishes a genuine emotional evaluation of the interrelationships. Laughter contains *valence*, as different relational contexts generate different kinds of laughter; and these differences are recognizable in the aggregate as well as in the different performances of each individual ([@B14]; [@B46]). Therefore, laughter is in itself a sophisticate, communicative social-signal loaded with highly complex relational contents. In abstract terms, the main informational "stuff" of laughter seems to relate to automatic problem-solving ([@B24]; [@B27]; [@B13]; [@B35]), marking the occurrence of a spontaneous positive solution to the different "incongruence" problems found in the ongoing relational environment. Incongruence should be understood in an ample way, including self-congratulation, superiority, tension relief, cortical "debugging" of errors, and lexical incongruence itself. Laughter spontaneously punctuates and evaluates the ongoing social relationships around the subject. If the social relationships of the individual are disturbed (i.e., by a neuropsychiatric affection such as depression), presumably this disturbance would show up in the sound structures of his/her laughter. Actually, the complexity of the emitted sound structures of laughter appears to be quite remarkable, almost comparable to articulate language -- as we will see below, it also contains the equivalent of "sentences," "words," and "syllables" ([@B3]; [@B51]). The fine analysis of all the sound variables of laughter searching for systemic differences reflecting the underlying mental states becomes an interesting -- and worthwhile -- neurocomputational challenge. As the authors have already realized in previous works ([@B33], [@B34],[@B35]), statistical methods such as discriminant analysis and binary decision trees have been useful in the detection of systematic differences between depression patients and healthy controls in their responses to the same humorous stimuli.

The Sound Structures of Laughter
--------------------------------

That laughter as an acoustic signal has so powerful social, cognitive, and emotional effects both on emitters and receivers is in itself an outstanding fact ([@B4]). Seemingly, laughter's acoustic signature has been thoroughly searched out; yet it purports a series of intriguing contents. Its structure may be described as follows ([@B51]): firstly, it is composed of separate *episodes* (or "sentences") that enclose some *bouts* (or "words") which are themselves consisting of relatively large exhalation parts punctuated by brief inhalations, and the exhalation parts are in their turn containing a certain number of calls or *plosives* (pulses, or "syllables"). Numerous sound variables may be distinguished, among them (following [@B34]): the fundamental frequency *F~0~* of the plosives, the variations that this fundamental frequency presents in successive plosives, the irregular intervals that appear between plosives, the different vocalic sounds included (voiced versus unvoiced laughter), and very importantly the entropy, energy, and amplitude of the different frequencies that integrate the waveform. In the relationship between the sound structures of laughter and the linguistic utterances, it is very interesting that the entropy of the former appears to be higher than the entropy of the latter ([@B5]). Laughter is in general more disorganized, more "raucous," and more energetic. One of the reasons is that the neuronal circuits in charge of laughter production are evolutionarily different, more primitive, than those involved in the production of spoken language (definitely, different neural systems converge in controlling the vowel cords, and the phonatory apparatus). It has also been argued that, in general, the increase of entropy in animal calls contributes to enhance their distinctiveness and attractiveness, improving the communication of emotional states between emitters and receivers ([@B47]). As we have already hinted ([@B34]), there might be a close interrelationship of sound entropies and neural entropies regarding the general "stuff" of brain processing ([@B17]; [@B7]). Further up, the systemic repercussions of laughter, both physiological (respiratory, cardiovascular, immune, central nervous system, and autonomous nervous system, etc.) and molecular (release of dopamine, endorphins, neuropeptides, and general reward system, etc.), become essential to fulfill the informational missions of laughter in the synaptic consolidation of social bonds and to explain its multiple therapeutic applications in biomedical fields ([@B22]).

Biomedical Applications of Laughter in Depression and in Mental Health
----------------------------------------------------------------------

Therapeutic methods based on laughter have been widely applied in the prevention and treatment of major medical illnesses -- relevant positive effects of both laughter and humor were authenticated in autoimmune pathologies, surgical recuperations, psychotherapeutic interventions, pain relief, general resilience, mental wellbeing, and patient empowerment, etc. See reviews by [@B22], [@B48], [@B19], [@B18], and [@B55]. In the application of laughter to mental pathologies, however, the *discriminative potential* that laughter seems to contain has been left almost unexplored. The fact is the emission of laughter, and the reaction to it, are affected *differentially* within the major neuropsychiatric morbidities, such as schizophrenia, depression, psychoticism, and dementia, as well as in the neurodegenerative conditions. See reviews by [@B54], [@B16], [@B50], [@B48], and [@B25]. A trait common to these mayor pathologies is the decrease in the social abilities of the patient in order to engage and participate of groupal processes and to successfully establish a new bonding relationship; which is also accompanied by a relative blocking of the hedonistic/reward systems in the individuals affected. Thereafter, laughter and the whole spontaneous responses to humorous stimuli become either severely restricted or conspicuously disorganized. The important point, as already stated, is that the *specificity* of these relevant laughter affections has not been explored yet. Subsequently, in the extent to which the specific mental conditions of individuals are reflected in the sound structures of laughter ([@B40]), an in-depth exploration and understanding of these structures could provide new intervention tools in mental-health fields -- indeed providing a more ambitious horizon to the present therapeutic applications. As we discuss here, neurocomputational applications in diagnostics and prognosis, in the detection of healthy subjects versus patients, and in the assessment of recovery progresses, would not be too farfetched. As our previous works show ([@B33], [@B34],[@B35]) rather simple trials based on statistical analysis of laughter in depression patients can already be useful in those tasks.

Summing up, the software in charge of analyzing the sound variables, neural network classifiers in the present case, should perform an accurate discrimination between the laughter of patients and the laughter of controls so that it can be reliably used as an auxiliary tool to determine the diagnostic of depression and to gauge the severity of the disorder. In that regard, the results we will discuss look promising. Nevertheless, in the present application of artificial neural networks, as in many other biomedical instances ([@B15]), the increase in computational power becomes crucial to achieve the pretended reliability of the diagnostic tool. Indeed artificial neural networks are opening a new window of observation on the amazing complexity of "biological computations" themselves. And laughter is amongst the most complex "computational" processes exhibited by human brains. It integrates the emotional and the cognitive, the individual and the social, the semantic and the pragmatic. In the present case, a deeper understanding of laughter, as the proposed methodology will try to demonstrate, would open up the possibility of designing a new kind of neuroprosthetics for the diagnosis and clinical follow-up of a variety of neuropsychiatric affections.

Methodology
===========

Two different aspects have to be considered: the experimental collection of laughter samples and the computational procedures. From the experimental point of view, the methodology followed to collect laughs is shown in [Figure 1](#F1){ref-type="fig"}. As thoroughly described in [@B33], [@B34]), it consists of the steps which follow.

Participants
------------

A total of 50 individuals participated in the study: 30 depression patients and 20 healthy controls, including women and men, with ages comprised in between 20 and 65. There were 20 women among the patients (66%) and 10 in the controls (50%). In order to estimate the patient severity, the four categories of the Hamilton Depression Rating Scale (HDRS) were used. Hard depression was found in 11 patients (36.7%), severe depression in 6 (20%), moderate depression in 10 (33.3%), and light depression was present in 3 patients (10%). A total of 934 laughs were registered, all of them recorded in response to humorous videos, and always watched in the company of a relative or a friend (to emphasize: laughter is always a socially directed signal). A couple of directional digital voice recorders provided the individual registers. We recruited more patients than controls so to count with representatives in all the categories of the classification of depression, and to be able to correlate these categories with their specific laughter registers. All participants were Spanish nationals, and not suffered any other mental disease or physical illness that prevented the realization of the study; all of them could follow the humor sketches of the videos and fill in the requested questionnaires. Further inclusion criteria were explained in [@B33]. The Ethics Committee of Aragon revised and approved the clinical protocol of the study.

Questionnaires
--------------

The severity of clinical depression symptoms was assessed by means of the Hamilton Depression Rating Scale (HDRS). The HDRS test, with the original 21-items, was used in its Spanish validated translation ([@B39]). It is one of the most widely used scales to measure severity of depression and mood disorders, both in research and in clinical practice.

Laughing Compilation
--------------------

A number of humorous sketches and funny videos, collected from Internet, were selected by the author team and organized into sections. The videos provided sufficiently funny circumstances to evoke laughter in most kinds of people, without incurring in an excess of diversity. They mostly consisted of visual puns, cartoon sketches, ridiculous falls, verbal jokes, fragments of TV series, well-known movie characters, humorist performances, etc. A series of preparatory trials were set in order to organize the different sketches and to facilitate the generation of laughter. Finally the sketches were compiled in a 20 min session to be watched by the participants. During the recording sessions, the sounds of each participant were registered by means of a digital voice recorder, Olympus VN-712PC (Olympus Imaging Corp., Tokyo, Japan). The registers were made in a wav archive encoded in 16-Bit PCM format, sampled in the 50--10,000 Hz interval. In order to separate each laugh episode, a careful inspection was made both by hearing the recordings and by visualizing the waveforms obtained from the sound analysis program Adobe Audition. Specific software developed by the authors -- a genuine "plosive automatic detector" -- eliminated the environmental noises (e.g., from the video itself) and distinguished each laughter episode separately, so that the different laughter utterances could be analyzed, selected, and stored individually. In the evaluation of audio segments, for patients and controls, clarity was the main factor: exclamations and guttural noises were discarded, as well as overlapped speech--laugh and laugh--laugh segments. As a result of this meticulous inspection, we were making sure that the final laugh archives were recorded from only one participant, had well defined boundaries, and were free from interference noises such as exclamations, throat clearing, coughs, or humming -- or else they would be eliminated. This partially manual process of evaluation was too complicated to be achieved entirely via software tools; at present the procedure is slow, but reliable enough (The future perspective is the development of programmable laughter detectors such as support vector machines and machine learning methods).

Laughter Processing
-------------------

In accordance with the mentioned convention ([@B51]), laughter bouts contain a succession of discrete elements, or plosives, which appear as isolated energy peaks separated by silence intervals and repeated every 200--220 ms approximately -- though not quite regularly. In order to analyze this wide range of acoustic shapes, segmentation in the time domain is required. Bouts appear, at the temporal domain, as a series of alternating maxima and minima within the envelope of the waveform amplitude. In this temporal context, the main features or variables which have been found most relevant in previous studies ([@B33], [@B34]) for every plosive are:

1.  Time duration. For each one of the plosives, the temporal succession of beginnings and ends, counted in ms, provides an overview of the laughter episode and its rhythm structure.

2.  Fundamental frequency mean. It can be defined as the inverse of the smallest period of the vocal fold oscillation in the interval being analyzed (every 10 ms).

3.  First three formants. They correspond to spectral peaks in the whole range of the speech wave that provide information about the acoustic resonances in the vocal tract for every plosive.

4.  Average power or energy per sample. It is derived from the sound amplitude; it directly affects our perception of the fundamental frequency, what is called pitch. As a perception of the listener, pitch itself influences the subjective interpretation of sound energy.

5.  Shannon's entropy. It can be defined as an entropic metric of the diversity or variable information contained in the patterns of a message. In laughter plosives, it refers to the variability of frequencies present in the waveform.

6.  Percentage of voiced/unvoiced signal. It represents the time that vibrating vocal cords spend over a plosive versus the silence interval with the next plosive.

These six variables were extracted for all the 934 well-formed laughs, each one obtained by following the selection criteria previously mentioned. In total, there were 517 laughs from patients and 417 from controls. It means an average of 17 laughs for patients and 21 for controls. The software performing the "plosive automatic detection" function was implemented in Matlab version R2014a. As a global outcome of this variable extraction, a data matrix comprising all plosives sorted by individual laugh archives was obtained, each one in a row, with the variable values located in columns. A seventh dichotomous variable was included about the subject's health status (1, depression; 2, healthy or control).

Computational Procedures: Artificial Neural Networks Training and Depression Detection
--------------------------------------------------------------------------------------

The present work improves the formal tools used in previous works ([@B33], [@B34],[@B35]) and also incorporates the empirical knowledge already gained on the relevance of the different variables. We have designed three models of multilayer perceptron (MLP) ([@B12]) by means of the program Neurosolutions 5.0. In order to diagnose depression in a given subject through the MLP neural networks ([Figure 2A](#F2){ref-type="fig"}), they were trained with static backpropagation according to a cross-validation method, using 80% of the data for training the neural networks (training data set) and the remaining 20% (testing data set) for evaluation of the network. We have designed three different models of MLP neural network. The models have been nominated ANN, EANN, and 5PANN. All the neural network models had two hidden or intermediate layers of 16 and 9 neurons. In the first hidden layer of 16 neurons, each neuron's transfer function was the hyperbolic tangent function, using backpropagation momentum learning rule with step size and momentum parameters equal to 1.0 and 0.7, respectively. The configuration of the second hidden layer of 9 neurons was identical in all characteristics to the preceding hidden layer except that the step size was set up to 0.1. The output layer in all neural networks was similar, with one output neuron in which the hyperbolic tangent function was defined as the activation function. The backpropagation momentum learning rule was defined with a step size equal to 0.01 and momentum 0.7.

![**(A)** Multilayer perceptron (MLP) neural network models: ANN (*p* = 40), EANN (*p* = 5), and 5PANN (*p* = 6). **(B)** Radial based function network (RBFN).](fnins-13-00267-g002){#F2}

The first of the networks, ANN, received as input the values of all predictive variables measured in the five plosives in each subject. Since 6 + 2 variables are measured in each plosive (including the patient/control distinction and the plosive placement, see section "Laughing Compilation"), the total number of input variables is equal to 40. Therefore, ANN classified the subjects by using all the available information about the laughter of individuals. The second network, EANN, received as input only the values of the energy, values measured in each one of the five plosives. This network classified the subjects by the tone of their laughter, which is the perceived pitch of a sound or the ear's response to frequency. Finally, the third network, 5PANN, received as input only the predictor variables measured in the fifth plosive of each subject. In this case the neural network classified the subjects by the last laughter or fifth plosive, which by previous works we know is very predictive in the classification of subjects regarding their laughter.

In addition to the three MLPs we also studied the use of radial based function networks (RBFNs) for the recognition of depression out from subjects' laughter ([Figure 2B](#F2){ref-type="fig"}). RBFN ([@B8]) are hybrid networks which combine a RBF layer that uses Gaussian transfer functions with centers and widths set by unsupervised learning rules (e.g., Euclidean distance), and supervised learning (e.g., backpropagation) that is applied to the output layer. Three RBFNs, ANN, EANN, and 5PANN networks were built and tested, but only the first one obtained significant results. For this reason, in this work we included the two versions, MLP and RBFN, of the ANN network.

The RBFN version of ANN network was defined with an input layer with 40 neurons, as in its MLP counterpart, setting 8 clusters and using Euclidean distance. The hidden or intermediate layer had 4 neurons in which the hyperbolic tangent function was the activation function, and backpropagation momentum learning rule with step size and momentum equal to 1.0 and 0.7, respectively. Finally, the output layer consisted of a single neuron with activation function and backpropagation, with momentum learning rule parameters similar to the hidden layer except that the step size was equal to 0.1.

The training of the MLPs networks was carried out by setting a maximum number of epochs equal to 10,000 with MSE as the stop criterion. However, in the RBFN the maximum number of epochs during unsupervised and supervised training was equal to 100 and 10,000, respectively.

The different architectures were evaluated both for sensitivity analysis and for their performance in the classification of individuals, either as healthy subjects or patients with depression. In each of the neural networks we obtained the confusion matrix and, from the elements of the matrix, we calculated the accuracy, sensitivity, effectiveness, and precision of diagnosis for each one of the three networks. The whole results obtained, as will be discussed later, represent a neat improvement of this computational methodology and strengthen the capabilities of laughter to be used as a new auxiliary diagnostic tool ([Figure 3](#F3){ref-type="fig"}). The sensitivity analysis consists of determining which input channels are most significant, and therefore what variables are important and have higher influence on the output of the network. By means of this analysis, the predictive value of each fundamental variable is estimated. This procedure eliminates those channels or input variables that are not significant, greatly reducing the network input and therefore its complexity.

![(Left) Experimental set-up. The prototype of the system is utilized with a double purpose. On the one hand the system is used for data collection, recording the laughter of patients with depression, and control subjects. On the other hand, and once the neural network is trained, the system is applied for the detection and diagnosis of depression. (Right) Sonogram of laughter recorded from a depressed patient **(A)**, and from a healthy or control subject **(B)**.](fnins-13-00267-g003){#F3}

Once a neural network was designed according to the data matrix ([Figure 2](#F2){ref-type="fig"}), the training or learning process of the network was carried out. This required a different learning time for each neural network. And as a final step we obtained the weight matrix generated for each variable, as well as a series of performance measures for each artificial neural network: mean square error (MSE), standardized mean square error (NMSE), correlation coefficient (r), and error for global network accuracy (% error). In the study we also obtained two measures of the quality of the different neural network models, which will allow us to choose the neural network best suited to be used for practical purposes of diagnosis or classification: AIC (Akaike's information criterion) and MDL (Rissanen's minimum description length). AIC is used to select a neural network model adopting as criterion a compromise between the performance and the size of the network. The objective is to minimize this term as well as MDL, another measure for the selection of a model, in which the minimal value expresses the neural network model that optimizes the use of memory and maximizes success in prediction.

Finally, we obtained the ROC curve (Receiver Operating Characteristic) for each of the neural networks. The ROC curve is a plot for different cut-off settings of the sensitivity or proportion of true positives, i.e., subjects who really suffer from depression, against false positives, i.e., subjects diagnosed as depressed when they are healthy. In the present work this curve was used as a procedure to evaluate the reliability of the diagnosis provided by the neural network.

Design of a Minimally Viable Prosthesis: Main Features
------------------------------------------------------

A wearable laughter detector-analyzer ([Figure 4](#F4){ref-type="fig"}) could incorporate the following functional modules:

![Prototype of a minimally viable neuroprosthesis implemented on a mobile phone. The depression detection module is accompanied by several clinical oriented modules, providing added value to the neuroprosthesis system.](fnins-13-00267-g004){#F4}

1.  Receptor/recorder module, with capability to specifically detect the sounds of laughter versus the spoken language or other emotional utterances and physiological noises.

2.  Mathematical analyzer, with capability to extract the core variables identifying each laughter segment and its plosives.

3.  Neural network classifier, placing in the appropriate functional category the occurring laughter episodes.

4.  Output module, providing different kinds of specific and aggregate information on each episode, for instance, the "emotional" kind of laughter and its possible biomedical connotations (e.g., low activation and low entropy, potentially indicating the probability of depression; or the increased disorder and excess entropy accompanying neurodegenerative motor processes), as well as the daily and monthly laughing averages as useful indicators of general physical health and mental health.

Similar to the Smartwatch indicators used for fitness, the proposed laughter indicator could show a whole range of mental and physiological parameters related to, and influenced by, laughter quality and frequency.

Results
=======

The present work explores the possibility of using neural networks as an auxiliary tool in the clinical diagnosis of depression. The diagnosis is based on a set of descriptive variables, the values of which are derived from the quantitative analysis of spontaneous laughter. Thereupon, and according to the confusion matrices ([Table 1](#T1){ref-type="table"}), the sound variables chosen in the study should have sufficient predictive value to be used in the perceptron networks as input channel. As [Table 1](#T1){ref-type="table"} indicates, individuals with depression are correctly classified by the three MLP networks ([Figure 2A](#F2){ref-type="fig"}), ANN, EANN, and 5PANN, with a success rate of 91.15, 82.40, and 87.96%, respectively. Moreover, the RBF version ([Figure 2B](#F2){ref-type="fig"}) of the ANN network ([Table 4](#T4){ref-type="table"}) correctly classifies 93.02% of subjects with depression, although this leads to a reduction of the percentage of success in the recognition of control subjects.

###### 

Neural networks confusion matrices.

                                Predicted depression (%)   Predicted controls (%)
  ------- --------------------- -------------------------- ------------------------
  ANN     Depression observed   91.15                      8.84
          Controls observed     15.38                      84.61
  EANN    Depression observed   82.40                      17.59
          Controls observed     14.45                      85.54
  5PANN   Depression observed   87.96                      12.03
          Controls observed     6.02                       93.97

In the sensitivity analysis ([Tables 2](#T2){ref-type="table"}, [5](#T5){ref-type="table"}), i.e., the study of the predictive power of the different variables considered in the analysis of laughter, we obtained the following results. In the three MLP networks ([Table 2](#T2){ref-type="table"}), by rearranging the input variables in decreasing order of their predictive power, we realize that in the ANN network the best predictors are the entropy and time of the first plosive and the energy and time of the fifth plosive. With less relevance, there appear the entropy and the second formant of the fifth plosive. However, in the RBF model ([Table 5](#T5){ref-type="table"}) of the ANN network the relevant variables are entirely different. The most important variable regarding its predictive power is the entropy of the first plosive, following at a great distance the percentage of voiced/unvoiced signal in the second plosive and the second formant in the fourth and fifth plosives. In the case of the EANN network we obtained that the energy of the fifth plosive exhibits the maximum predictive power, followed by the energy of the first and fourth plosives, respectively. In particular, we found that in 5PANN the best predictors ranked in decreasing order of their predictive power were energy, entropy, and with a similar predictive power the first formant and the second formant.

###### 

Validity analysis of neural networks as classifiers in depression detection.

                  ANN    EANN   5PANN
  --------------- ------ ------ -------
  Accuracy        0.87   0.83   0.90
  Sensitivity     0.91   0.82   0.87
  Effectiveness   0.84   0.85   0.93
  Precision       0.85   0.85   0.93

In accordance with the above, we can conclude that the predictive power of the neural network and its worth as a tool in the diagnosis of depression based on laughter depends, as it should be expected, on the number of variables considered. Of all the variables entered as input in the three networks, *energy* and *entropy* were selected in terms of their predictive power as the two most important variables.

As for the analysis of validity of the MLP neural networks ([Table 2](#T2){ref-type="table"}) we observed that the maximum accuracy, effectiveness, and precision corresponds to 5PANN -- the perceptron that only receives as input values the information of the fifth plosive. However the sensitivity, thus the proportion of individuals that are tested as depressed and are really depressed (True Positive), is maximum when ANN is used as classifier. Therefore, the neural network with 40 input channels is the best one at detecting depression. As [Table 5](#T5){ref-type="table"} shows, in the RBF model of ANN a slight improvement in sensitivity is observed at the expense of accuracy, effectiveness, and precision. In a similar way, the analysis of the performance of the MLP as a classifier in the recognition of depression ([Table 3](#T3){ref-type="table"}) leads to the conclusion that the best classifier is the 5PANN network.

###### 

Neural networks performance as classifiers in depression detection.

           ANN       EANN     5PANN
  -------- --------- -------- --------
  MSE      0.29      0.34     0.25
  NMSE     0.38      0.43     0.31
  R        0.78      0.75     0.82
  %Error   13.68     17.71    12.31
  AIC      1407.43   315.77   350.51
  MDL      --        477.94   542.73

###### 

RBF neural network confusion matrix.

                        Predicted depression (%)   Predicted controls (%)
  --------------------- -------------------------- ------------------------
  Depression observed   93.02                      6.97
  Controls observed     20.89                      79.10

###### 

Validity analysis of the RBF neural network as a classifier in depression detection.

                  ANN
  --------------- ------
  Accuracy        0.86
  Sensitivity     0.93
  Effectiveness   0.79
  Precision       0.81

From a practical point of view, if an automatic diagnostic system had to be implemented, the selection criteria should be based on a compromise between the complexity of the neural network, the performance of the data during the training phase, and the number of cases. Following [Table 3](#T3){ref-type="table"}, and on this basis, the performance of MLP neural networks studied in the diagnosis of depression is established by comparing the AIC and MDL values. Since both values are lower in the 5PANN and EANN networks, we conclude that both models are preferable in the recognition of depression with respect to the ANN neural network. Moreover, the MDL value of these two neural networks is such that the use of memory is minimized and the success of the prediction is maximized. That is, using a 5PANN or EANN in a diagnostic problem, we will achieve a compromise between the complexity of the model (given by the number of variables) and the efficient use of data (the memory of the computer or machine where the neural network is implemented). This result is confirmed if we consider that the AIC value is also lower in the 5PANN and EANN networks, and subsequently the amount of information lost in these two perceptron models is lower with respect to the neural network ANN. It is interesting that if we compare the RBF version of the ANN network with the MLP models, the RBF neural network would appear, according to the AIC and MDL values ([Table 6](#T6){ref-type="table"}), in an intermediate position between the EANN, 5PANN, and ANN networks.

###### 

RBF neural network performance as a classifier in depression detection.

           ANN
  -------- --------
  MSE      0.30
  NMSE     0.37
  r        0.79
  %Error   15.19
  AIC      555.27
  MDL      745.39

Finally, the reliability analysis of the diagnosis with ANN (MLP and RBF models), 5PANN, and EANN networks was evaluated by obtaining the ROC curves (Diagnostic Performance Curves). The corresponding ROC curves ([Figure 5](#F5){ref-type="fig"}, [6](#F6){ref-type="fig"}) are very close to the top left hand angle with appropriate values of sensitivity against false positive as displayed in [Tables 2](#T2){ref-type="table"}, [5](#T5){ref-type="table"}.

![ROC curves of ANN (Left) and RBF (Right) neural networks as a tool for depression detection via laughter records.](fnins-13-00267-g005){#F5}

![ROC curves of EANN (Left) and 5PANN (Right) neural networks as a tool for depression detection via laughter records.](fnins-13-00267-g006){#F6}

Discussion
==========

Following the results obtained, neural network classifiers would perform the diagnosis of depression based on sound variables of laughter with a suitable level of precision. These results would open up the possibility of implementing a device or wearable laughter detector-analyzer as shown in [Figure 4](#F4){ref-type="fig"}.

The results obtained show that the neural networks can be adequately trained at classifying subjects with depression by means of the quantitative analysis of laughter. When the network is subjected to training under cross-validation protocol, thus using 80% of the data to fit the weights and 20% for its evaluation, the success in the percentage of subjects with depression classified correctly exceeds 82%. These results are reflected in ROC curves that are characteristic of reliable diagnostic models, in which an appropriate classification of the subjects is obtained. The performance of the networks was similar to that obtained in previous studies ([@B33], [@B35]) using multivariate statistical methods (e.g., discriminant analysis, j-biplot etc.) and data mining methods (e.g., decision trees, cluster analysis). A striking result is obtained with the sensitivity analysis. This analysis selects a subset of variables in the ANN neural network of the total available variables, this subset having sufficient predictive power to explain a precision of 91.15% in the diagnosis. Some of the selected variables are entropies in the first and fifth plosives as well as the energy in the fifth plosive. This result complies with the outcome of a previous study based only on entropies ([@B34]), demonstrating that depression could be diagnosed through decision trees exclusively based on entropies with 82.1% accuracy. Further, in the RBF model of the ANN network entropy appears again as a very relevant variable, this time in the first plosive and at a great distance of the other sound variables. This discriminative relevance of the entropy variable --and also of energy -- tells us about the diminished information-processing capability of the depressed patients. They do not create sufficiently robust gradients of entropy (excitation/inhibition ratios) so that the automatic problem-solving mechanisms may get into action; and they cannot spontaneously elevate the "arch" of the fundamental frequency across the plosives either. The depressed laughter becomes weaker, less colored in frequencies, and flatter. From our point of view, this interpretation looks quite reasonable and fully expected, but without an adequate neurocomputational hypothesis, the whole phenomenon of the direct relationship between laughter and depression would pass unnoticed.

Comparing the results obtained with the other related works that have approached the detection of depression by means of speech analysis ([@B26]; [@B1]) we find that laughter performs slightly better than spontaneous language, both concerning single features or variables (e.g., energy, entropy, fundamental frequency) or their fusion. Most of the detection results in the tables of those two works contain values in the range of 70% (or even lower) and occasionally the 80% range. If we realize that laughter is a more direct and emotion-loaded signal, the slightly better performance of the models herein presented, in spite of their comparative lack of analytical sophistication, is not surprising. However, when the detection is performed via the correlation of different audiovisual behaviors ([@B45]; [@B42]), the results achieved by those works outperform the present ones, although considering the only audio modality they provide a lower accuracy. Indeed laughter has merits to be included within the new field, based on automatic analysis and machine learning methods, which is emerging devoted to the general recognition of depression, mood, and emotion ([@B52]).

More specifically, discussing the formal tools utilized, classifiers such as Convolutional Neural Networks ([@B23]) as well as Gaussian Mixture Models and Support Vector Machines ([@B1]) have proved useful in the detection of depression from the linguistic characteristics of the voice. But considering the lack of well-structured units in laughter (not comparable to syllables, words, and sentences) we do not know at this time whether Support Vector Machines ([@B43]) and other machine learning classifiers would have the classification success of a MLP. Furthermore, in the [@B1] paper the success of the Gaussian Mixture Model and Support Vector Machine classifiers was a result of their hybridized application. Gaussian Mixture Models classifiers have been shown to be effective in detecting depression in adolescent subjects based on the prosodic (e.g., pitch and speech rate) and spectral characteristics of speech ([@B26]). However, one of their disadvantages is the use of high-dimensional vector spaces ([@B45]). Thus, the number of dimensions is considerably reduced with our protocol based on the use of perceptrons (e.g., EANN and 5PANN) when inputs are extracted from laughter.

An intriguing result obtained in the work of [@B33] showed that when the analysis of laughter is performed only in male patients, the percentage of patients correctly classified into one of the five categories of the Hamilton scale or HDRS (normal, minor depression, moderate depression, severe depression, and very severe depression) was 85.47%. But for women the percentage was only 66.17%. One partial explanation of this curious gender difference is that in males the fifth plosive is the most discriminating, while in females the five plosives studied would have the same weight or importance in diagnosis. Different potential causes of this phenomenon (which studies with larger population should either confirm or disproof) are discussed in [@B33]. We believe that in the future it would be of interest, at least in the case of men, to design and implement artificial neural networks as auxiliary tools for the diagnosis of the *severity of depression* in accordance with the HDRS scale via laughter. Interestingly, a similar gender bias in the automatic detection of depression via linguistic items appears in one of the works already mentioned ([@B26]).

Regarding further implications of laughter in biomedical fields, the present results buttress its possible use for the specific detection of neurodegenerative diseases too. An impressive array of new biomedical procedures are presently explored for the early diagnosis of neurodegenerative conditions: from the development of advanced biochemical probes and molecular detectors (e.g., "liquid biopsies" in blood), to EEG and neuroimaging patterns, to ocular-macular nanosecond laser exploration, to pupillometry, and to a number of procedures based on exercise and gait (non-linear) analysis on equilibrium platforms, cognitive and memory tests, linguistic performance, etc. ([@B50]; [@B11]; [@B53]; [@B44]; [@B20]; [@B36]). Laughter may well join that list of multifarious biomedical investigations. There are good reasons for that. Firstly, the intriguing emotional and cognitive characteristics inherent of laughter, with the ample swaths of brain cortical areas and medial and cerebellar regions involved, would represent a promising model-system of really high complexity regarding potential elements for advanced diagnostics. Thereafter, it seems plausible that conspicuous alterations appear in the relevant variables (entropy, energy, and *F*~0~) where most of the "neurocomputational code" of laughter is ensconced.

And secondly, there is another important characteristic of laughter, which has not explored here, that concerns its timing. In one sense, the non-standard placement of laughter relative to topic boundaries in linguistic exchanges may be indicative of failure to maintain engagement in dialogue, to achieve cognitive "closure" in the ongoing episode due to diminished processing capabilities ([@B6]; [@B49]). And in another sense, the timing of the plosives themselves (the excess of regularity as well as the uncoupling with respect to the decreasing airflow) may be indicative of motor disorganization. In sum, there would appear different, complementary ways to introduce the computational analysis of laughter in the early detection and prognosis of Alzheimer and Parkinson, which represent two really aggravated problems in contemporary healthcare systems. Although the specific decoding would not be easy, these two pathological conditions would presumably imprint their particular signature in a different way upon the whole variables and characteristics of laughter.

Needless to say that a series of further methodological improvements are needed in order to standardize the present detection procedures: from the contents of the video probes, to the plosive detection software, to the computational analysis itself, and to the social environment around the patient -- the social nature of the laughter signal can never be forgotten. Notwithstanding the methodological difficulties ahead, advancing in the utilization of laughter as an auxiliary diagnostic and monitoring element could contribute to enliven and humanize the clinical ambience around the exploration of mental disorders. We should not forget either that laughter itself constitutes one of the most efficient natural procedures to mobilize neuroprotective molecular mechanisms contributing to physiological and mental wellbeing -- enjoyment. As the authors witnessed during the recording sessions, patients welcomed and enjoyed the laughing experience of the study.

In sum, this work reinforces the plausibility of using artificial intelligence techniques, specifically artificial neural networks, as auxiliary neuroprosthetic tools for the diagnosis and monitoring of depression and (quite possibly) other mental health conditions, via the analysis of laughter records. The use of neuroprostheses for diagnosis may also be extended during the treatment and follow-up of the disease. In addition, including other devices into the same prosthesis could decrease the application of pharmacotherapy treatments and therefore reduce the dosage of drugs (adrenergic inhibitors, antipsychotics, stimulants, or serotonin and norepinephrine reuptake inhibitors, etc.). See [@B41]. Indeed the use of neuroprosthetics in the treatment of mental disorders could open up exciting new therapeutic possibilities compared to current pharmacological and behavioral therapies. The main novelty of our procedure is that we use as input a very few sound variables of laughter that collectively seem to reflect rather accurately the mental state of the patient. We are looking for the short term application of such neuroprostheses in e-Health or telemedicine systems oriented to diagnosis and monitoring of patients with depression. Extending the procedure to the most relevant neurodegenerative pathologies, i.e., Alzheimer and Parkinson, would constitute the next step.
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