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Soit V un espace vectoriel de dimension n. Une famille {H1, . . . , Hp} d’hyperplans vectoriels de V deux
a` deux disctintcs de´finit un arrangement Ap = A(H1, . . . , Hp) de V . Pour tout i ∈ {1, . . . , p}, soit li une
forme line´aire sur V de noyau Hi. Nous dirons que cet arrangement est ge´ne´rique si l’intersection de toute
sous-famille de n hyperplans de l’arrangement est re´duite a` l’origine.
Soit AV (C), l’alge`bre de Weyl des ope´rateurs diffe´rentiels a` coefficients dans l’alge`bre syme´trique note´e S
du dual de V . Suivant la de´monstration de Bernstein [Be], l’ide´al des polynoˆmes b ∈ C[s1, . . . , sp] ve´rifiant :
b(s1, . . . , sp) l
s1
1 . . . l
sp
p ∈ AV (C)[s1, . . . , sp] l
s1+1
1 . . . l
sp+1
p
n’est pas re´duit a` ze´ro. Cet ide´al ne de´pend pas du choix des formes line´aires li qui de´finissent les hypersur-
faces Hi. Nous notons cet ide´al B(Ap) et l’appelons l’ide´al de Bernstein de Ap.
Nous montrons :
– Pour p ≤ n, B(Ap) est principal engendre´ par
p∏
i=1
(si + 1).
– L’ide´al B(An+1) est principal engendre´ par :
n+1∏
j=1
(sj + 1)
n∏
k=0
(s1 + · · ·+ sn+1 + n+ k) .
– Pour p ≥ n+ 2, le polynoˆme suivant est dans B(Ap) :
p∏
j=1
(sj + 1)
2(p−n)+n−2∏
k=0
(s1 + s2 + · · ·+ sp + n+ k) .
Pour p = n+ 1, H. Maynadier avait montre´ dans [H.M.1] ou [H.M.2] :
n+1∏
j=1
(sj + 1)
n∏
k=0
(s1 + · · ·+ sn+1 + n + k) ∈ B(An+1) .
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1 Notations
Soit X une varie´te´ analytique complexe. Nous de´signons par OX le faisceau des fonctions holomorphes sur
X et par DX [s1, . . . , sp] celui des ope´rateurs diffe´rentiels a` coefficients dans OX [s1, . . . , sp]. Soient f1, . . . , fp
des fonctions analytiques complexes sur X et x0 ∈ X .
L’ensemble DX [s1, . . . , sp]f
s1
1 . . . f
sp
p est muni d’une structure naturelle de DX [s1, . . . , sp]-Module a` gauche
et nous posons f s1+11 . . . f
sp+1
p = f1 . . . fp f
s1
1 . . . f
sp
p . Nous notons B(x0, f1, . . . , fp) l’ide´al de C[s1, . . . , sp]
constitue´ des polynoˆmes b ve´rifiant :
b(s1, . . . , sp)f
s1
1 . . . f
sp
p ∈ DX,x0[s1, . . . , sp]f
s1+1
1 . . . f
sp+1
p .
Nous appelons B(x0, f1, . . . , fp) l’ide´al de Bernstein de (f1, . . . , fp) au voisinage de x0.
Notons An(C), l’alge`bre de Weyl des ope´rateurs diffe´rentiels a` coefficients dans C[x1, . . . , xn]. Si f1, . . . , fp
sont des polynoˆmes de C[x1, . . . , xn], suivant la de´monstration de Bernstein [Be], l’ide´al des polynoˆmes b ∈
C[s1, . . . , sp] ve´rifiant :
b(s1, . . . , sp) f
s1
1 . . . f
sp
p ∈ An(C)[s1, . . . , sp] f
s1+1
1 . . . f
sp+1
p ,
n’est pas re´duit a` ze´ro. Nous notons cet ide´al B(f1, . . . , fp) et l’appelons l’ide´al de Bernstein de (f1, . . . , fp).
Si les f1, . . . , fp sont des polynoˆmes homoge`nes de C[x1, . . . , xn], l’ide´al de Bernstein de (f1, . . . , fp) au
voisinage de l’origine 0 de Cn est e´gal a` l’ide´al de Bernstein de la famille de polynoˆmes (f1, . . . , fp) :
B(f1, . . . , fp) = B(0, f1, . . . , fp) .
Dans ce paragraphe , soit p > n un entier, nous conside´rons (l1, . . . , lp) une famille l1, . . . , lp de p formes
line´aires sur Cn. Nous supposerons cette famille ge´ne´rique : le rang de toute sous famille forme´e de n e´lm´ents
de (l1, . . . , lp) est n.
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Notation 1 Si K est un sous-ensemble de {1, . . . p}, nous notons :
lK =
∏
k∈K
lk .
Soit i ∈ {1, . . . , p} et ({i}, I, J) une partition de {1, . . . p} ou` I est de cardinal n−1. Nous notons Ui,J l’unique
champ de vecteurs constant sur Cn tel que :
Ui,J(li) = 1 et Ui,J(lk) = 0 pour k ∈ I .
La famille l1, . . . , lp e´tant par hypothe`se ge´ne´rique, la famille (lj)j∈I∪{i} forme une base de l’espace vectoriel
des formes line´aires sur Cn. Le champ de vecteurs Ui,J ne de´pend que de li et du n− 1-plan engendre´ par les
lk pour k ∈ I.
.
Notation 2 Notons Ann(ls11 · · · l
sp
p ) l’ide´al a` gauche de DCn[s1, . . . , sp] forme´ des ope´rateurs P tels que :
P (ls11 · · · l
sp
p ) = 0 .
Remarque 1 L’ope´rateur U˜i,J ∈ DCn[s1, . . . , sp] suivant appartient a` Ann(l
s1
1 · · · l
sp
p ) :
U˜i,J = lilJUi,J − lJsi − li
∑
j∈J
lJ−{j}Ui,J(lj)sj .
2 Un e´le´ment naturel de B(l1, . . . , lp)
Soit i1, . . . , in ∈ N tels que i1 + · · ·+ in = k. Notons C
i1,...,in
k la suite d’entiers de´finie par re´currence par :
C i1,...,ink = C
i1−1,...,in
k−1 + · · ·+ C
i1,...,in−1
k−1 , C
0,...,01,0,...,0
1 = 1 .
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De´signons par x1, . . . , xn le syste`me de coordone´es canoniques de C
n.
Nous avons :
k−1∏
j=0
(
n∑
i=1
xi
∂
∂xi
− j) =
∑
i1+···+in=k
C i1,...,ink x
i1
1 · · ·x
in
n
∂i1
∂xi11
· · ·
∂in
∂xinn
.
D’ou`, par transposition :
k−1∏
j=0
(
n∑
i=1
xi
∂
∂xi
+ j + n) =
∑
i1+···+in=k
C i1,...,ink
∂i1
∂xi11
· · ·
∂in
∂xinn
xi11 · · ·x
in
n .
Il en re´sulte :
Lemme 1
k−1∏
j=0
(s1 + · · ·+ sp + n + j) l
s1
1 . . . l
sp
p =
∑
i1+···+in=k
C i1,...,ink
∂i1
∂xi11
· · ·
∂in
∂xinn
xi11 · · ·x
in
n l
s1
1 . . . l
sp
p .
Soit J un sous-ensemble de {1, . . . , p} de cardinal p − n et et i un e´le´ment de {1, . . . , p} n’appartenant
pas a` J . L’ope´rateur U˜i,J se re´e´crit :
U˜i,J = Ui,J lilJ − lJ(si + 1)− li
∑
j∈J
lJ−{j}Ui,J(lj)(sj + 1) .
Il en re´sulte :
Lemme 2 (formule d’e´change)
(si + 1)lJ l
s1
1 . . . l
sp
p = (Ui,J lilJ − li
∑
j∈J
lJ−{j}Ui,J(lj)(sj + 1)) l
s1
1 . . . l
sp
p ∈
∑
j∈J
DCn [s1, . . . , sp]lilJ−{j} l
s1
1 . . . l
sp
p .
Nous appelons cette formule la formule d’e´change entre lJ et l’ide´al li(lJ−{j})j∈J .
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Proposition 1 Soit p ≥ n+1 et (l1, . . . , lp) une famille ge´ne´rique de formes line´aires sur C
n. Le polynoˆme :
p∏
j=1
(sj + 1)
2(p−n)+n−2∏
k=0
(s1 + s2 + · · ·+ sp + n + k)
appartient a` l’ide´al de Bernstein B(l1, . . . , lp).
Preuve : Notons parM l’ide´al maximal (x1, . . . , xn). Compte tenu du lemme 1, il sufit de montrer que pour
tout u ∈M2(p−n)+n−1 :
(∗)
p∏
j=1
(sj + 1) u l
s1
1 . . . l
sp
p ∈ DCn [s1, . . . , sp]l1 . . . lp l
s1
1 . . . l
sp
p .
Nous avons :
M2(p−n)+n−1 =Mp+(p−n−1) = (l1, . . . , ln)
p+(p−n−1) = (lp−n+1, . . . , lp)
p+(p−n−1) .
Comme p ≥ n + 1, tout e´le´ment de l’ide´al (lp−n+1, . . . , lp)
p+(p−n−1) = (lp−n+1, . . . , lp)
n+1+2(p−n−1) est somme
d’e´le´ments de l’ide´al :
(l2p−n+1, . . . , l
2
p)(lp−n+1, . . . , lp)
p+(p−n−3) .
Par syme´trie, nous sommes ramene´s a` montrer (∗) pour
u ∈ l2p(l1, . . . , lp)
p−1+(p−1−n−1) = l2p(lp−n, . . . , lp−1)
p−1+(p−1−n−1) .
Ainsi, par re´currence sur p, nous sommes ramene´s a` montrer (∗) pour
u ∈ l2p . . . l
2
n+1(l1, . . . , ln)
n−1 .
Utilisons la formule d’e´change avec U˜n,{n+1,...,p}, nous obtenons :
(sn + 1)ul
s1
1 . . . l
sp
p ∈ DCn[s1, . . . , sp]( lpl
2
p−1 . . . l
2
n+1, . . . , l
2
p . . . l
2
n+2ln+1 )lnM
n−1 ls11 . . . l
sp
p .
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Par syme´trie, nous sommes ramene´s a` montrer :
(∗∗)
p∏
j=1,j 6=n
(sj + 1) u l
s1
1 . . . l
sp
p ∈ DCn[s1, . . . , sp]l1 . . . lp l
s1
1 . . . l
sp
p
pour
u ∈ l2p . . . l
2
n+2ln+1ln(l1, . . . , ln)
n−1 .
Un terme e´le´ment de ln(l1, . . . , ln)
n−1 est soit multilple du produit l1l2 . . . ln, soit dans l’ide´al :
(l2n)(l1, . . . , ln)
n−2 + ln(l
2
1, . . . , l
2
n−1)(l1, . . . , ln)
n−3 .
Ainsi, nous avons a` montrer (∗∗), soit pour u multiple de l1l2 . . . lp ce qui est automatique, soit par syme´trie
pour :
u ∈ l2p . . . l
2
n+2l
2
n+1ln(l1, . . . , ln)
n−2 .
Utilisons dans ce dernier cas la formule d’e´change avec U˜n−1,{n+1,...,p}. Nous sommes ramene´s a montrer :
(∗ ∗ ∗)
p∏
j=1,j 6=n,n−1
(sj + 1) u l
s1
1 . . . l
sp
p ∈ DCn[s1, . . . , sp]l1 . . . lp l
s1
1 . . . l
sp
p ,
pour :
u ∈ l2p . . . l
2
n+2ln+1lnln−1(l1, . . . , ln)
n−2 .
Un terme e´le´ment de lnln−1(l1, . . . , ln)
n−2 est soit multilple du produit l1l2 . . . ln−1, soit dans l’ide´al
(l2nln−1, lnl
2
n−1)(l1, . . . , ln)
n−3 + lnln−1(l
2
1, . . . , l
2
n−2)(l1, . . . , ln)
n−4 .
Ainsi, nous avons a` montrer (∗∗∗), soit pour u multiple de l1l2 . . . lp ce qui est automatique, soit par syme´trie
pour :
u ∈ l2p . . . l
2
n+2l
2
n+1lnln−1(l1, . . . , ln)
n−3 .
Nous utilisons encore la formule d’e´change avec U˜n−2,{n+1,...,p}. Il reste a` ite´rer le processus.
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3 Notations pour le cas p=n+1
Nous conside´rons maintenant n + 1 formes line´aires ge´ne´riques l1, . . . , ln+1 sur C
n : toute sous-famille de
n formes est de rang n. Conside´rons A = A(l1, . . . , ln+1) l’arrangement d’hyperplans de C
n associe´ a` nos
n + 1 formes line´aires. Une e´quation de cet arrangement est H = 0 ou` H est le produit l1 · · · ln+1. Notons
L(A) l’ensemble des intersections des sous-ensembles de A. Il contient en plus de Cn, de l’origine de Cn et
de l’ensemble vide :
– les hyperplans Hi de´finis pour 1 ≤ i ≤ n + 1 par l’e´quation li = 0,
– les sous-espaces vectoriels Hi1,...,ik de codimension k d’e´quations li1 = · · · = lik = 0 ou` 2 ≤ k ≤ n− 1 et
1 ≤ i1 < · · · < ik ≤ n+ 1 .
Notation 3 Soit i, j ∈ {1, . . . , n+ 1} distincts. Notons Ui,j l’unique champ de vecteurs constant de´fini par :
Ui,j(li) = 1 et Ui,j(lk) = 0 pour k ∈ {1, . . . , n+ 1} − {i, j} .
Remarquons les identite´s suivantes :
Ui,j = Ui,j(lj)Uj,i et 1 = Ui,j(lj)Uj,i(li) .
Remarque 2 Pour tout i, j ∈ {1, . . . , n+ 1} distincts :
U˜i,j = liljUi,j − ljsi − Ui,j(lj)lisj ∈ Ann(l
s1
1 · · · l
sn+1
n+1 ) .
Nous avons la relation U˜i,j = Ui,j(lj)U˜j,i .
Remarque 3 Pour tout k ∈ {1, . . . , n+ 1} : E =
i 6=k∑
1≤i≤n+1
liUi,k .
En particulier, nous obtenons pour tout k ∈ {1, . . . , n+ 1} :
lk =
i 6=k∑
1≤i≤n+1
Ui,k(lk)li .
Un calcul direct permet d’e´tablir la remarque suivante :
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Remarque 4
E˜ = E − s1 − · · · − sn+1 ∈ Ann(l
s1
1 · · · l
sn+1
n+1 ) .
Observons alors les relations suivantes :
Remarque 5 Pour tout k ∈ {1, . . . , n+ 1} :
lk E˜ =
i 6=k∑
1≤i≤n+1
U˜i,k .
Lemme 3 Soit I l’ide´al a` gauche de DCn[s1, . . . , sn+1] engendre´ par E˜ et les U˜i,j pour tout i, j ∈ {1, . . . , n+1}
distincts. Soit J l’ide´al a` gauche de DCn[s1, . . . , sn+1] engendre´ par E˜ et les U˜i,j pour tout 2 ≤ i < j ≤ n+1}
distincts. Alors, I = J .
Preuve : Compte-tenu des e´galite´s :
U˜i,j = Ui,j(lj)U˜j,i ,
nous obtenons : U˜i,j ∈ J pour tout i, j ∈ {2, . . . , n+ 1} distincts. Compte-tenu des e´galite´s :
lk E˜ =
i 6=k∑
1≤i≤n+1
U˜i,k ,
nous en de´duisons U˜1,k ∈ J pour tout k ∈ {1, . . . , n+ 1}. Il en re´sulte U˜k,1 ∈ J pour tout k ∈ {1, . . . , n+ 1}.
Nous avons ainsi montre´ I ⊂ J . Comme l’inclusion inverse est e´vidente, nous obtenons I = J .
Donnons pour finir quelques formules exprimant les relations entre les U˜i,j.
Lemme 4 Soit i, j, k ∈ {1, . . . , n+ 1} deux a` deux distincts.
lkU˜i,j − ljU˜i,k = liUi,j(lj)U˜j,k .
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Preuve : Posons : S(U˜i,j, U˜i,k) = lkU˜i,j − ljU˜i,k . Nous trouvons :
S(U˜i,j, U˜i,k) = liljlk(Ui,j − Ui,k)− lilkUi,j(lj)sj + liljUi,k(lk)sk .
Or :
Ui,j − Ui,k = Ui,j(lj)Uj,k et − Ui,k(lk) = Ui,j(lj)Uj,k(lk) .
Il en re´sulte :
S(U˜i,j, U˜i,k) = liUi,j(lj)U˜j,k .
Lemme 5 Soit i, j, k ∈ {1, . . . , n+ 1} deux a` deux distincts.
sjU˜i,k − siU˜j,k = −liUi,kU˜j,k + ljUj,kU˜i,k − Uj,k(lk)(sk + 1)U˜i,j .
Preuve : Posons : S(U˜i,k, U˜j,k) = sjU˜i,k − siU˜j,k . Nous trouvons :
S(U˜i,k, U˜j,k) = lilksjUi,k − Ui,k(lk)lisksj − ljlksiUj,k + Uj,k(lk)ljsksi .
Puis :
S(U˜i,k, U˜j,k) = li(ljlkUj,k − U˜j,k − Uj,k(lk)ljsk)Ui,k − Ui,k(lk)lisksj
−lj(lilkUi,k − U˜i,k − Ui,k(lk)lisk)Uj,k + Uj,k(lk)ljsksi .
Soit :
S(U˜i,k, U˜j,k) = −liU˜j,kUi,k + ljU˜i,kUj,k − [lilj(Uj,k(lk)Ui,k − Ui,k(lk)Uj,k) + Ui,k(lk)lisj − Uj,k(lk)ljsi] sk .
Mais :
Uj,k(lk)Ui,k − Ui,k(lk)Uj,k = Uj,k(lk)Ui,j .
Il vient :
S(U˜i,k, U˜j,k) = −liU˜j,kUi,k + ljU˜i,kUj,k − Uj,k(lk)U˜i,jsk .
Mais :
−liU˜j,kUi,k + ljU˜i,kUj,k = −liUi,kU˜j,k + ljUj,kU˜i,k + liljUi,k(lk)Uj,k − liljUj,k(lk)Ui,k − liUi,k(lk)sj + ljUj,k(lk)si .
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Il en re´sulte :
−liU˜j,kUi,k + ljU˜i,kUj,k = −liUi,kU˜j,k + ljUj,kU˜i,k − Uj,k(lk)U˜i,j .
Ainsi :
sjU˜i,k − siU˜j,k = −liUi,kU˜j,k + ljUj,kU˜i,k − Uj,k(lk)(sk + 1)U˜i,j .
Donnons une variante du lemme 5 :
Lemme 6
sjU˜i,k − siU˜j,k = −liUi,jU˜j,k + lkUj,kU˜i,j − Uj,k(lk)skU˜i,j − U˜i,k .
Preuve : Toujours en posant : S(U˜i,k, U˜j,k) = sjU˜i,k − siU˜j,k . Nous obtenons :
S(U˜i,k, U˜j,k) = lilksjUi,k − Ui,k(lk)lisksj − lk(−U˜i,j + liljUi,j − Ui,j(lj)lisj)Uj,k
+Uj,k(lk)sk(−U˜i,j + liljUi,j − Ui,j(lj)lisj) .
Soit :
S(U˜i,k, U˜j,k) = lilksj(Ui,k + Ui,j(lj)Uj,k)− lkliljUi,jUj,k
−(Ui,k(lk) + Uj,k(lk)Ui,j(lj))lisjsk + Uj,k(lk)skliljUi,j + lkU˜i,jUj,k − Uj,k(lk)skU˜i,j
Rappelons :
Ui,k(lk) + Uj,k(lk)Ui,j(lj) = 0 et Ui,j = Ui,k + Ui,j(lj)Uj,k .
Ainsi :
S(U˜i,k, U˜j,k) = lilksjUi,j − lkliljUi,jUj,k + Uj,k(lk)skliljUi,j + lkU˜i,jUj,k − Uj,k(lk)skU˜i,j .
Ainsi :
S(U˜i,k, U˜j,k) = li(lksj − lkljUj,k + Uj,k(lk)sklj)Ui,j
+lkU˜i,jUj,k − Uj,k(lk)skU˜i,j .
Et
S(U˜i,k, U˜j,k) = −liU˜j,kUi,j + lkU˜i,jUj,k − Uj,k(lk)skU˜i,j .
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Nous avons de plus :
U˜j,kUi,j = Ui,jU˜j,k + Uj,k(lk)Ui,j(lj)sk − lkUi,j(lj)Uj,k
et
U˜i,jUj,k = Uj,kU˜i,j + si − liUi,j .
Il en re´sulte :
−U˜j,kliUi,j + lkU˜i,jUj,k = −liUi,jU˜j,k + lkUj,kU˜i,j + lilk(Ui,j(lj)Uj,k − Ui,j) + lksi − liUj,k(lk)Ui,j(lj)sk .
Soit :
−U˜j,kliUi,j + lkU˜i,jUj,k = −liUi,jU˜j,k + lkUj,kU˜i,j − U˜i,k .
Finalement :
S(U˜i,k, U˜j,k) = −liUi,jU˜j,k + lkUj,kU˜i,j − Uj,k(lk)skU˜i,j − U˜i,k .
Ce lemme pourrait en fait se de´duire des lemmes 4 et 5.
Lemme 7 Soit i, j, k,m ∈ {1, . . . , n+ 1} deux a` deux distincts.
lmskU˜i,j − ljsiU˜k,m = −(liljUi,j − Ui,j(lj)lisj)U˜k,m + (lklmUk,m − Uk,m(lm)lksm)U˜i,j .
Preuve : Posons :
S(U˜i,j, U˜k,m) = lmskU˜i,j − ljsiU˜k,m .
Nous trouvons :
S(U˜i,j, U˜k,m) = lmskliljUi,j − lmskUi,j(lj)lisj − ljsilklmUk,m + ljsiUk,m(lm)lksm .
Soit :
S(U˜i,j, U˜k,m) = (lklmUk,m−U˜k,m−Uk,m(lm)lksm)(liljUi,j−Ui,j(lj)lisj)−(liljUi,j−U˜i,j−Ui,j(lj)lisj)(lklmUk,m−Uk,m(lm)lksm) .
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Par hypoyhe`se, lk, lm, Uk,m commutent a` li, lj , Ui,j Nous obtenons ainsi :
S(U˜i,j, U˜k,m) = −U˜k,m(liljUi,j − Ui,j(lj)lisj) + U˜i,j(lklmUk,m − Uk,m(lm)lksm) .
Et finalement :
lmskU˜i,j − ljsiU˜k,m = −(liljUi,j − Ui,j(lj)lisj)U˜k,m + (lklmUk,m − Uk,m(lm)lksm)U˜i,j .
Lemme 8 Soit i, j,m ∈ {1, . . . , n+ 1} deux a` deux distincts.
lmsjU˜i,j − ljsiU˜j,m = −(liljUi,j − Ui,j(lj)lisj)U˜j,m + (ljlmUj,m − Uj,m(lm)ljsm)U˜i,j − ljU˜i,m .
Preuve : Posons :
S(U˜i,j, U˜j,m) = lmsjU˜i,j − ljsiU˜j,m .
Nous trouvons :
S(U˜i,j , U˜j,m) = lmsjliljUi,j − lmsjUi,j(lj)lisj − ljsiljlmUj,m + ljsiUj,m(lm)ljsm .
Soit :
S(U˜i,j, U˜j,m) = (liljUi,j − Ui,j(lj)lisj)lmsj − (ljlmUj,m − Uj,m(lm)ljsm)ljsi + ljlmsi .
Soit
S(U˜i,j , U˜j,m) = (liljUi,j − Ui,j(lj)lisj)(ljlmUj,m − U˜j,m − Uj,m(lm)ljsm)
−(ljlmUj,m − Uj,m(lm)ljsm)(liljUi,j − U˜i,j − Ui,j(lj)lisj) + ljlmsi .
Soit
S(U˜i,j, U˜j,m) = −(liljUi,j − Ui,j(lj)lisj)U˜j,m + (ljlmUj,m − Uj,m(lm)ljsm)U˜i,j +R ,
ou` :
R = (liljUi,j −Ui,j(lj)lisj)(ljlmUj,m−Uj,m(lm)ljsm)− (ljlmUj,m−Uj,m(lm)ljsm)(liljUi,j −Ui,j(lj)lisj) + ljlmsi .
Nous trouvons :
R = liljlm(Ui,j(lj)Uj,m − Ui,j)− liljUi,j(lj)Uj,m(lm)sm + ljlmsi
Comme : Ui,j(lj)Uj,m − Ui,j = −Ui,m, nous trouvons :
S(U˜i,j, U˜j,m) = −(liljUi,j − Ui,j(lj)lisj)U˜j,m + (ljlmUj,m − Uj,m(lm)ljsm)U˜i,j − ljU˜i,m .
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4 L’annulateur de ls11 · · · l
s
n+1
n+1
Nous nous proposons de de´terminer Ann(ls11 · · · l
sn+1
n+1 ).
Notation 4 Soit H = l1 · · · ln+1. Sur l’ouvert H(x) 6= 0 de T
∗Cn ×Cn+1, conside´rons le sous-ensemble :
Σ = {(x1, . . . , xn,
n+1∑
i=1
si
li
dli, s1, . . . , sn+1) ; s1, . . . , sn+1 ∈ C et H(x) 6= 0} ,
Notons W ♯l1,...,ln+1 l’adhe´rence de Σ dans T
∗Cn ×Cn+1.
De´signons σ(P ) le symbole d’un ope´rateur P ∈ DCn pour la filtation naturelle de DX par l’ordre des
de´rivations. Ce symbole de´finit une fonction sur T ∗Cn. Conside´rons la filtration die`se de DCn[s1, . . . , sn+1]
qui e´tend la filtration de DCn en donnant aux si le poids un. De´signons par σ
♯(P ) le symbole d’un ope´rateur
P ∈ DCn [s1, . . . , sn+1] pour la filtration die`se de DCn[s1, . . . , sn+1]. Ce symbole de´finit une fonction sur
T ∗Cn ×Cn+1.
Conside´rons sur T ∗Cn ×Cn+1 le syste`me de coordonne´es canoniques (x1, . . . , xn, ξ1, . . . , ξn, s1, . . . , sn+1).
Le sous-ensemble alge´brique Σ de´fini sur l’ouvert H(x) 6= 0 est lisse et de´fini par les e´quations :
ξ1 =
n+1∑
k=1
1
lk
∂lk
∂x1
sk
...
ξn =
n+1∑
k=1
1
lk
∂lk
∂xn
sk .
C’est un sous-espace analytique re´duit de dimension 2n+ 1 .
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Si U =
n∑
i=1
ai
∂
∂xi
, pour (x1, . . . , xn, ξ1, . . . , ξn, s1, . . . , sn+1) ∈ Σ :
σ(U)(ξ1, . . . , ξn) =
n+1∑
k=1
U(lk)
lk
sk .
Notons que
σ♯(U˜i,j) = lilj(σ(Ui,j)−
1
li
si −
Ui,j(lj)
lj
sj) .
Il en re´sulte que Σ est contenu dans la varie´te´ des ze´ros de´fini par les σ♯(U˜i,j). Inversement, en prenant
comme syste`me de coordonne´es (l1, . . . , ln), nous avons l’inclusion inverse. Nous en de´duisons que l’ide´al de
de´finition de la varie´te´ Σ de´finie sur l’ouvert H(x) 6= 0 n’est autre que l’ide´al engendre´ par les σ♯(U˜i,j) pour
i, j ∈ {1, . . . , n+ 1} distincts.
Proposition 2 Soit t (l1, . . . , ln+1) une famille ge´ne´rique de formes line´aires sur C
n. L’espace analytique
W ♯l1,...ln+1 est de´fini par l’ide´al re´duit de OT ∗Cn×Cn+1 :
J = (σ♯(E˜), σ♯(U˜i,j) pour tout 2 ≤ i < j ≤ n+ 1) .
Preuve : Notons Jalg l’ide´al de C[x1, . . . , xn, ξ1, . . . , ξn, s1, . . . , sn+1] engendre´ par les polynoˆmes :
σ♯(E) = x1ξ1 + · · ·+ xnξn −
∑n+1
i=1 si ,
σ♯(U˜i,j) = liljσ(Ui,j)− ljsi − Ui,j(lj)lisj pour tout 2 ≤ i < j ≤ n + 1 .
A noter suivant le lemme 3 que Jalg est encore l’ide´al engendre´ par σ
♯(E) et les σ♯(U˜i,j) pour i, j ∈ {1, . . . , n+1}
distincts.
W ♯l1,...ln+1 est l’adhe´rence de Σ de´fini par la varie´te´ des ze´ros de l’ide´al Jalg. Cette adhe´rence coinc¨ıde
avec l’adhe´rence de Zariski de l’intersection de la varie´te´ des ze´ros de Jalg et de l’ouvert affine de´fini par
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H = l1 . . . ln+1 6= 0. Pour de´montrer la proposition, il est suffisant par syme´trie de montrer que pour tout
u ∈ C[x1, . . . , xn, ξ1, . . . , ξn, s1, . . . , sn+1] :
l2u ∈ Jalg =⇒ u ∈ Jalg .
Par division par σ♯(E), nous sommes ramene´s a` montrer que pour tout u ∈ C[s2, . . . , sn+1, ξ1, . . . , ξn, l1, . . . , ln] :
l2u ∈ J
′
alg =⇒ u ∈ J
′
alg ,
ou` J ′alg est l’ide´al de C[s2, . . . , sn+1, ξ1, . . . , ξn, l1, . . . , ln] engendre´ par les σ
♯(U˜i,j) pour tout 2 ≤ i < j ≤ n+1.
Conside´rons surN3n l’ordre lexicographique usuel de tel sorte que l’exposant privilegie´ de sα22 · · · s
αn+1
n+1 ξ
β1
1 · · · ξ
βn
n l
γ1
1 · · · l
γn
n
est :
(α2, . . . , αn+1, β1, . . . , βn, γ1, . . . , γn) .
Ainsi, le monoˆme privile´gie´ de σ♯(U˜i,j) pour tout 2 ≤ i < j ≤ n + 1 est ljsi pour 2 ≤ i < j ≤ n et l1si pour
2 ≤ i < j = n + 1.
Lemme 9 La famille σ♯(U˜i,j) pour tout 2 ≤ i < j ≤ n + 1 est est une base de Gro¨bner de l’ide´al J
′
alg de
C[s2, . . . , sn+1, ξ1, . . . , ξn, l1, . . . , ln] engendre´ par les polynoˆmes de cette famille.
Preuve : Conside´rons les S-polynoˆmes entre les ge´ne´rateurs de J ′alg :
S(σ♯(U˜i,j), σ
♯(U˜i,k)) = lkσ
♯(U˜i,j)− ljσ
♯(U˜i,k) pour i < j et j < k ,
S(σ♯(U˜i,k), σ
♯(U˜j,k)) = sjσ
♯(U˜i,k)− siσ
♯(U˜j,k) pour i < j < k ,
S(σ♯(U˜k,m), σ
♯(U˜i,j))) = ljsiσ
♯(U˜k,m)− lmsk σ
♯(U˜i,j) pour i < j , k < m , k 6= i , m 6= j .
a) Pour 2 < i < j < k : Nous de´duisons du lemme 4 :
S(σ♯(U˜i,j), σ
♯(U˜i,k)) = Ui,j(lj)liσ
♯(U˜j,k) .
Nous notons que les exposants privile´gie´s de lkσ
♯(U˜i,j) et de ljσ
♯(U˜i,k) sont e´gaux a` l’exposant privile´gie´ de
de ljlksi. Cet exposant est de plus infe´rieur a` celui de liσ
♯(U˜j,k).
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b) Pour 2 < i < j < k : Nous de´duisons du lemme 5 :
S(σ♯(U˜i,k), σ
♯(U˜j,k)) = lkσ(Uj,k)σ
♯(U˜i,j)− Uj,k(lk)σ
♯(U˜i,j)sk − ljσ(Ui,j)σ
♯(U˜j,k) .
Nous notons que les exposants privile´gie´s de de sjσ
♯(U˜i,k) et siσ
♯(U˜j,k) sont e´gaux a` celui de lksjsi. Cet expo-
sant est de plus infe´rieur a` ceux de lkσ(Uj,k)σ
♯(U˜i,j), Uj,k(lk)σ
♯(U˜i,j)sk et ljσ(Ui,j)σ
♯(U˜j,k).
c) Pour 2 < i < j ≤ n + 1 et 2 < k < m ≤ n+ 1 avec i 6= k et j 6= m : de´duisons des lemmes 7 et 8 :
S(σ♯(U˜k,m), σ
♯(U˜i,j)) = (liljσ(Ui,j)− Ui,j(lj)lisj)σ
♯(U˜k,m)− (lklmσ(Uk,m)− Uk,m(lm)lksm)σ
♯(U˜i,j) .
Nous notons que les exposants privile´gie´s de ljsiσ
♯(U˜k,m) et lmsk σ
♯(U˜i,j) sont e´gaux a` celui de ljlmsisk. Cet ex-
posant est de plus infe´rieur a` ceux de (liljσ(Ui,j)−Ui,j(lj)lisj)σ
♯(U˜k,m) et (lklmσ(Uk,m)−Uk,m(lm)lksm)σ
♯(U˜i,j).
La famille des σ♯(U˜i,j) pour tout 2 ≤ i < j ≤ n+1 engendre J
′
alg. Nous en de´duisons de nos remarques que
l’exposant privile´gie´ d’un polynoˆme de J ′alg est dans l’ide´al des exposants privile´gies des σ
♯(U˜i,j) pour tout
2 ≤ i < j ≤ n+ 1. Le lemme en re´sulte.
Fin de la preuve de la proposition : Comme le monoˆme l2 ne divise pas les monoˆmes privile´gie´s de
σ♯(U˜i,j) pour 2 ≤ i < j ≤ n+ 1 qui est une base de Gro¨bner de l’ide´al J
′
alg, par division nous obtenons :
l2u ∈ J
′
alg =⇒ u ∈ J
′
alg .
Proposition 3 L’ide´al Ann(ls11 · · · l
sn+1
n+1 ) est l’ide´al a` gauche engendre´ par les ope´rateurs E˜ et U˜i,j pour 2 ≤
i < j ≤ n + 1.
Preuve : Nous avons vu que l’ide´al a` gauche engendre´ par les ope´rateurs E˜ et U˜i,j pour 2 ≤ i < j ≤ n + 1
est bien contenu dans Ann(ls11 · · · l
sn+1
n+1 ). Inversement si P ∈ Ann(l
s1
1 · · · l
sn+1
n+1 ), σ
♯(P ) s’annule en dehors de
H = 0 sur Σ. Il re´sulte de la proposition 2 que σ♯(P ) appartient a` l’ide´al engendre´ par σ♯(E˜) et les σ♯(U˜i,j)
pour tout 2 ≤ i < j ≤ n+1. Or, E˜ et U˜i,j annulent l
s1
1 · · · l
sn+1
n+1 . La proposition s’en de´duit par re´currence sur
le degre´ de la filtraton die`se de P en divisant et en utilisant le lemme 9.
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5 De´termination de B(l1, . . . , ln+1)
Soit (l1, . . . , ln+1) une famille ge´ne´rique de formes line´aires sur C
n. Pour p = n + 1 la formule d’e´change
(voir lemme 2) est simplement :
Lemme 10 Nous avons la formule pour tout i, j ∈ {1, . . . , n+ 1} distincts :
(si + 1)ljl
s1
1 · · · l
sn+1
n+1 = (Ui,jlj − Ui,j(lj)(sj + 1))lil
s1
1 · · · l
sn+1
n+1 .
Proposition 4 Soit (l1, . . . , ln+1) une famille ge´ne´rique de formes line´aires sur C
n. Le polynoˆme suivant
appartient a` l’ide´al de Bernstein de l1, . . . , ln+1 :
n+1∏
j=1
(sj + 1)
n∏
k=0
(s1 + · · ·+ sn+1 + n+ k)
Preuve : C’est exactement la proposition 1 pour p = n+ 1. Dans cas, la preuve est plus simple. Redonnons
cette preuve.
Compte tenu du lemme 1, il sufit de montrer que pour tout n + 1-uplet d’entier a1, . . . , an+1 tels que∑n+1
k=1 ak = n + 1 :
n+1∏
j=1
(sj + 1)l
a1
1 · · · l
an+1
n+1 l
s1
1 . . . l
sn+1
n+1 ∈ DCn[s1, . . . , sn+1] l
s1+1
1 . . . l
sn+1+1
n+1 .
Montrons par exemple que :
n+1∏
j=2
(sj + 1)l
n+1
1 l
s1
1 . . . l
sn+1
n+1 ∈ DCn[s1, . . . , sn+1] l
s1+1
1 . . . l
sn+1+1
n+1 .
Utilisons la formule d’e´change. Nous obtenons respectivement :
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(s2 + 1)l
n+1
1 l
s1
1 . . . l
sn+1
n+1 ∈ DCn [s1, . . . , sn+1]l
n
1 l2 l
s1
1 . . . l
sn+1
n+1 ,
(s3 + 1)l
n
1 l2l
s1
1 . . . l
sn+1
n+1 ∈ DCn [s1, . . . , sn+1]l
n−1
1 l2l3 l
s1
1 . . . l
s4
4 ,
...
(sn+1 + 1)l
2
1l2 . . . ln l
s1
1 . . . l
sn+1
n+1 ∈ DCn [s1, . . . , sn+1]l1 · · · ln+1 l
s1
1 . . . l
sn+1
n+1 .
Donc :
n+1∏
j=2
(sj + 1) l
n+1
1 l
s1
1 . . . l
sn+1
n+1 ∈ DCn[s1, . . . , sn+1]l1 · · · ln+1 l
s1
1 . . . l
sn+1
n+1 .
The´ore`me 1 Soit (l1, . . . , ln+1) une famille ge´ne´rique de formes line´aires sur C
n. L’ide´al de Bernstein de
l1, . . . , ln+1 est principal engendre´ par
n+1∏
j=1
(sj + 1)
n∏
k=0
(s1 + · · ·+ sn+1 + n+ k) .
Preuve : Supposons que b(s1, . . . , sn+1) ∈ B(l1, . . . , ln+1). Compte tenu de la proposition 4, il faut montrer
que b est multiple du polynoˆme apparaissant dans le the´ore`me. Cela re´sultera des affirmations e´tablies dans
les e´tapes suivantes.
1) b multiple de si + 1 pour 1 ≤ i ≤ n+ 1 .
Montrons par exemple que b est multiple de s1 + 1. Plac¸ons nous en un point ge´ne´rique de l1 = 0. Au
voisinage de ce point, les l2, · · · , ln+1 sont inversibles. Nous en de´duisons au voisinage de ce point que pour
tout a2, · · · , an+1 ∈ N : b(−1, a2, · · · , an+1)
1
l1
est analytique. Il en re´sulte que pour tout a2, · · · , an+1 ∈ N :
b(−1, a2, · · · , an+1) = 0 et que b est multiple de s1 + 1.
2) b multiple de s1 + · · ·+ sn+1 + n. Il suffit de montrer le lemme :
Lemme 11 Tout e ∈ C[s1, . . . , sn+1] non nul tel qu’il existe P ∈ DCn[s1, . . . , sn+1] tel que
e(s1, . . . , sn+1)l
s1
1 . . . l
sn+1
n+1 = P l1l
s1
1 l
s2
2 . . . l
sn+1
n+1 ,
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est multiple de s1 + · · ·+ sn+1 + n.
Notons x1, . . . , xn les coordonne´es canoniques deC
n. Un ope´rateur A ∈ DCn[s1, . . . , sn+1], se´crit de manie`re
unique :
A =
∑
α∈I
∂αaα(s)
ou` I est un ensemble fini de Nn, ∂α = (∂/∂x1)
α1 · · · (∂/∂xn)
αn et aα(s) ∈ OCn [s1, . . . , sn+1]. Nous appelons
a0,...,0 ∈ OCn[s1, . . . , sn+1] le terme constant dans l’e´criture a` droite de A.
Preuve du lemme : Il re´sulte de la proposition 3 qu’il existe des ope´rateurs diffe´rentiels A,Bi,j pour
2 ≤ i < j tels que :
e(s1, . . . , sn+1) = P l1 + AE˜ +
∑
i,j
Bi,jU˜i,j .
Soit p, a, bi,j les termes constants de l’e´criture a` droite des ope´rateurs P,A,Bi,j.
Le terme constant de l’e´criture a` droite de AE˜ est le terme constant de l’e´criture a` droite de aE˜. Comme
aE˜ = Ea− E(a)− (s1 + · · ·+ sn+1)a = (
∂
∂x1
x1 + · · ·+
∂
∂xn
xn)a− E(a)− (s1 + · · ·+ sn+1 + n)a .
Le terme constant de l’e´criture a` droite de AE˜ est donc −E(a)− (s1 + · · ·+ sn+1 + n)a.
Le terme constant de l’e´criture a` droite de Bi,jU˜i,j est le terme constant de l’e´criture a` droite de bi,jU˜i,j .
Comme :
bi,jU˜i,j = bi,j(liljUi,j − ljsi − Ui,j(lj)lisj) = Ui,jliljbi,j − Ui,j(bi,j)lilj − ljbi,j(si + 1)− Ui,j(lj)libi,j(sj + 1) .
Le terme constant de l’e´criture a` droite de Bi,jU˜i,j est donc −Ui,j(bi,j)lilj − ljbi,j(si+1)−Ui,j(lj)libi,j(sj +1).
Il en re´sulte par e´galite´ des termes constants a` droite :
e(s)− pl1 = −E(a)− (s1 + · · ·+ sn+1 + n)a−
∑
2≤i<j≤n+1
(Ui,j(bi,j)lilj + ljbi,j(si + 1) + Ui,j(lj)libi,j(sj + 1)) .
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Passons au quotient modulo l’ide´al (x1, . . . , xn), nous obtenons :
e(s) = −(s1 + · · ·+ sn+1 + n)a(0)
Cela implique que (s1 + · · ·+ sn+1 + n) divise e.
3) b multiple de s1 + · · ·+ sn+1 + n+ k pour 0 ≤ k ≤ n. En multipliant l’identite´ fonctionnelle :
b(s1, . . . , sn+1)l
s1
1 . . . l
sn+1
n+1 = P l
s1+1
1 l
s2+1
2 . . . l
sn+1+1
n+1 ,
par l1 . . . lk, nous obtenons :
b(s1, . . . , sn+1)l
s1+1
1 . . . l
sk+1
k l
sk+1
k+1 . . . l
sn+1
n+1 = T l
s1+1
1 . . . l
sk+1
k l
sk+1+1
k+1 l
sk+2
k+2 . . . l
sn+1
n+1 ,
ou` T = l1 . . . lkP lk+2 . . . ln+1. Suivant le lemme 11, nous obtenons b multiple de s1 + · · ·+ sn+1 + n + k.
6 Le cas p ≤ n
Proposition 5 Soit p ≤ n et (l1, . . . , lp) est une famille ge´ne´rique de formes line´aires sur C
n. L’ide´al B(Ap)
est principal engendre´ par
p∏
i=1
(si + 1).
Preuve : Nous pouvons supposer quitte a` changer de coordonne´es que li = xi ou` (x1, . . . , xn) est un syste`me
de coordonne´es. L’identite´
p∏
i=1
(si + 1)x
s1
1 . . . x
sp
p = (
p∏
i=1
∂
∂xi
) xs1+11 . . . x
sp+1
p
assure que
p∏
i=1
(si + 1) appartient a` l’ide´al B(Ap). Inversement supposons b(s1, . . . , sp) dans cet ide´al. Plac¸ons
nous au voisinage du point a = (0, a2, . . . , ap) ou` les ai sont des re´els non nuls. Nous obtenons au voisinage
de ce point a :
b(s1, . . . , sp)x
s1
1 ∈ DCn,a[s1, . . . , sn+1]x
s1+1
1 .
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Prenons s1 = −1, nous ne de´duisons b(−1, s2, . . . , sp) nul. Il en re´sulte que b(s1, . . . , sp) est divisible par s1+1
et par syme´trie que b(s1, . . . , sp) est divisible par
p∏
i=1
(si + 1).
Remarquons que ce re´sultat peut se voir comme un cas particulier d’un re´sultat tre`s ge´ne´ral.
Remarque 6 Soit f1, . . . , fk′ et g1, . . . , gk′′ deux familles de polynoˆmes de variables diffe´rentes. Si les ide´aux
de Bernstein B(f1, . . . , fk′) et B(g1, . . . , gk′′) sont respectivement engendre´s par (b
′
i)i∈I et (b
′′
j )j∈J , l’ide´al de
Bernstein B(f1, . . . , fk′, g1, . . . , gk′′) est engendre´ par les produits
b′i(s1, . . . , sk′) b
′′
j (sk′+1 . . . , sk′+k′′) pour (i, j) ∈ I × J .
Cette remarque se montre a` l’aide des bases de Gro¨bner et des algorithmes de de´termination de l’ide´al de
Bernstein. De meˆme, cette remarque reste valable dans le cadre analytique.
De plus cette remarque permet de ramener le calcul de l’ide´al de Bernstein d’un arrangement d’hyperplan
au calcul des l’ide´aux de Bernstein d’arrangement d’hyperplans irre´ductibes.
7 Quelques remarques sur W ♯l1,...,ln+1
Si M est un DX [s1, . . . , sp] -Module cohe´rent, nous noterons car
♯(M) sa varie´te´ caracte´ristique relative-
ment a` la filration die`se de DX [s1, . . . , sp].
Un conse´quence directe des re´sulats de le section 4 est que si l1, . . . , ln+1 sont n + 1 formes line´aires
ge´ne´riques sur Cn, la varie´te´ caracte´ristique relativement a` la filration die`se du DCn[s1, . . . , sp]-Module
DCn[s1, . . . , sp] l
s1
1 . . . l
sn+1
n+1 est W
♯
l1,...,ln+1
. Ce re´sultat est en fait tre´s ge´ne´ral. Soient f1, . . . , fp des fonctions
analytiques complexes sur X , F leur produit et H l’hypersurface F = 0. Notons par T ∗X
π
→ X le fibre´
cotangent a` X . Posons :
Ωf1,...,fp = {(x,
p∑
i=1
si
dfi(x)
fi(x)
, s1, . . . , sp) ; si ∈ C , et F (x) 6= 0} .
22
Cet ensemble Ωf1,...,fp est sur π
−1(X −H)×Cp une sous varie´te´ analytique lisse re´duite de dimension n + p
de´finie par les e´quations :
ξi −
p∑
i=1
si
dfi(x)
fi(x)
= 0 pour i ∈ {1, . . . , p} .
Nous de´signons par W ♯f1,...,fp l’adhe´rence dans T
∗X ×Cp de Ωf1,...,fp. Cette adhe´rence est donc un sous-espace
irre´ductible de dimension n+ p de T ∗X ×Cp. Suivant [B-M-M1], nous avons :
car♯(DX [s1, . . . , sp]f
s1
1 . . . f
sp
p ) =W
♯
f1,...fp
.
De plus, il est montre´ dans [B-M-M3] :
car♯(
DX [s1, . . . , sp]f
s1
1 . . . f
sp
p
DX [s1, . . . , sp]f
s1+1
1 . . . f
sp+1
p
) = W ♯f1,...fp ∩ (F = 0) ,
ou` F de´signe le poduit f1 . . . fp.
Suivant [B-M-M2], la ge´ome´trie de ces varie´te´s caracte´ristiques die`ses est tre`s particuie`re. Sans aucune
hypothe´se, les composantes irre´ductibles de W ♯f1,...fp ∩ (F = 0) sont de dimension n+ p− 1 et se projette par
la projection (x, ξ, s) 7→ s sur des hyperplans line´aires appele´s pentes de f1, . . . fp.
Nous allons pre´ciser lorsque l1, . . . , ln+1 sont n + 1 formes line´aires ge´ne´riques sur C
n l’intersection de
W ♯l1,...,ln+1 avec l’hypersurface d’e´quation l1 . . . ln+1 = 0 associe´e a` notre arrangement d’hyperplan.
Les e´quations de W ♯l1,...,ln+1 ∩ (l1 = 0) sont :
l1 = 0 , σ
♯(E˜) = 0 , σ♯(U˜i,j) = 0 pour 1 ≤ i 6= j ≤ n+ 1 .
En particulier, pour tout j ∈ {2, . . . , n + 1} :
l1ljσ(U1,j)− ljs1 − U1,j(lj)l1sj = −ljs1 = 0 .
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Nous obtenons soit s1 = 0, soit l1 = · · · = ln+1 = 0.
a) W ♯l1,...,ln+1 ∩ (l1 = · · · = ln+1 = 0) a pour e´quation :
l1 = · · · = ln+1 = s1 + · · ·+ sn+1 = 0 .
et nous avons donc :
W ♯l1,...,ln+1 ∩ (l1 = · · · = ln+1 = 0) = T
∗
0C
n × {(s1, . . . , sn+1) ∈ C
n+1; s1 + · · ·+ sn+1 = 0} ,
qui un espace irre´ductible de dimension 2n.
b) W ♯l1,...,ln+1 ∩ (l1 = s1 = 0) a pour e´quation :
s1 = l1 = 0 ,
n∑
k=2
lkσ(Uk,n+1) = s2 + · · ·+ sn+1 , σ
♯(U˜i,j) = 0 pour 2 ≤ i 6= j ≤ n+ 1 .
Notation 5 Soit H1 l’hyperplan de´fini par l’e´quation l1 = 0. Notons W
♯
l1,...,ln+1
(H1) l’espace W
♯
l2|H1 ,...,ln+1|H1
associe´  l’arrangement d’hyperplan de´fini sur H1 par les restrictions de l2, . . . , ln+1. Nous de´finissons de meˆme
W ♯l1,...,ln+1(Hi) pour 1 ≤ i ≤ n+ 1.
Conside´rons l’application naturelle :
I1 : (T
∗Cn ×Cn) ∩H1 −→ T
∗H1 ×C
n
de´fini dans le syste`me de coordonne´es l1, . . . , ln de C
n par
H(0, l2, . . . , ln, ξ1, . . . , ξn, s2, . . . , sn+1) = (l2, . . . , ln, ξ2, . . . , ξn, s2, . . . , sn+1) ; .
Nous constatons que :
W ♯l1,...,ln+1 ∩ (l1 = s1 = 0) = I
−1
1 (W
♯
l1,...,ln+1
(H1)) =W
♯
l1,...,ln+1
(H1)×C .
qui est donc un espace irre´ductible de dimension 2n. Nous avons ainsi montre´ :
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Proposition 6 Soit (l1, . . . , ln+1) une famille ge´ne´rique de formes line´aires sur C
n. L’espace analytique
W ♯l1,...,ln+1 ∩ (H = 0) a n + 2 composantes irre´ductibles de dimenson 2n.
– Pour 1 ≤ i ≤ n+ 1, les composantes contenues dans si = 0 s’identifiant a` W
♯
l1,...,ln+1
(Hi)×C.
– T ∗0C
n × {(s1, . . . , sn+1) ∈ C
n+1; s1 + · · ·+ sn+1 = 0}
Soit π2 : T
∗Cn×Cn+1 → Cn+1 la deuxie`me projection. Suivant [B-M-M1], nous savons que les composantes
irre´ductibles deW ♯l1,...,ln+1∩(H = 0) se projette sur des hyperplans line´aires appele´s pente de l1, . . . , ln+1. Nous
retrouvons bien suˆr cette proprie´te´ et avons plus pre´cisement :
Corollaire 1 Soit (l1, . . . , ln+1) une famille ge´ne´rique de formes line´aires sur C
n. Les pentes de l1, . . . , ln+1
sont les n + 2 hyperplans :
s1 = 0 ; . . . ; sn+1 = 0 ; s1 + · · ·+ sn+1 = 0 .
Notation 6 Notons W ♯l1,...,ln+1(0) = W
♯
l1,...,ln+1
∩ (s1 = · · · = sn+1 = 0) que nous identifions a` un sous-espace
de T ∗Cn.
Suivant [B-M-M1], W ♯l1,...,ln+1(0) = W
♯
l1,...,ln+1
∩ (s1 = · · · = sn+1 = 0) s’identifie a` une sous varie´te´ lagran-
gienne conique de T ∗Cn. Nous allons retrouver ce re´sultat et pre´ciser W ♯l1,...,ln+1(0).
Les e´quations de W ♯l1,...,ln+1(0) sont :
s1 = · · · = sn+1 = 0 , σ(E) = 0 , σ(U˜i,j) = 0 pour 1 ≤ i 6= j ≤ n+ 1 .
Notons que pour i ∈ {1, . . . , n+ 1}, T ∗HiC
n l’espace conormal a` Hi a pour e´quation :
li = σ(Uk,l) = 0 pour k < l et k, l ∈ {1, . . . , n+ 1} − {i} .
Egalement, 1 ≤ i1 < · · · < ik ≤ n+1 et 1 ≤ k ≤ n, T
∗
∩k
j=i
Hij
Cn l’espace conormal a` ∩kj=iHij a pour e´quation :
li1 = · · · = lik = σ(Uk,l) = 0 ou` k < l et k, l ∈ {1, . . . , n+ 1} − {i1, . . . , ik} .
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Proposition 7 Soit (l1, . . . , ln+1) une famille ge´ne´rique de formes line´aires sur C
n. L’espace analytique
W ♯l1,...,ln+1(0) est la re´union des espaces conormaux aux diffe´rentes strates de la stratification naturelle de
Cn relativement a` l’arrangement de´finie par l1, . . . , ln+1 :
• T ∗
Cn
Cn ,
• T ∗
∩k
j=i
Hij
Cn pour 1 ≤ i1 < · · · < ik ≤ n+ 1 et 1 ≤ k ≤ n− 1 ,
• T ∗0C
n .
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