Background: Predicting preoperative in-hospital mortality using readily-available electronic medical record (EMR) data can aid clinicians in accurately and rapidly determining surgical risk. While previous work has shown that the American Society of Anesthesiologists (ASA) Physical Status Classification is a useful, though subjective, feature for predicting surgical outcomes, obtaining this classification requires a clinician to review the patient's medical records. Our goal here is to create an improved risk score using electronic medical records and demonstrate its utility in predicting in-hospital mortality without requiring clinician-derived ASA scores.
Introduction

1
A small number of high-risk patients comprise the majority of patients with surgical 2 complications [1] . Furthermore, many studies have demonstrated that early 3 interventions can help reduce or even prevent perioperative complications [2, 3] . Thus, 4 in the current value-based care environment, it is critical to have methods to rapidly 5 identify those patients who are at the highest risk and thus most likely to benefit from 6 labor or cost-intensive interventions. Unfortunately, many current methods of risk 7 stratification either lack precision on a patient level or require a trained clinician to 8 review the medical records. . Existing preoperative patient risk scores fall into one of two groups. Some attempt to 10 leverage International Statistical Classification of Diseases and Related Health Problems 11 (ICD) codes in order to create models of risk [4] [5] [6] . Unfortunately, ICD codes are not 12 available until after patient discharge and have been repeatedly shown to lack accuracy 13 at the patient level [7] . Thus, while these scores tend to perform well for populations, precision. The other group of models rely on subjective clinician judgment, seen with 16 the American Society of Anesthesiologists Physical Status Score (ASA Score) alone or 17 when incorporated into another model [8] . While these scores tend to have increased 18 precision compared to ICD codes, they cannot be fully automated due to the need for a 19 highly trained clinician to manually review the patient's chart prior to calculation. 20 Recently, attempts have been made to leverage machine learning techniques using 21 healthcare data in order to improve the predictive ability of various models [9, 10] . 22 These methods have shown progress in leveraging increasingly complex data while still 23 allowing for the full automation of the scoring system. 24 In this manuscript, we describe a random forest-based model for the prediction of 25 in-hospital post-surgical mortality using only EMR features readily available before 26 surgery that require no intervention by clinical staff. We compare the performance of 27 our model to existing clinical risk scores (ASA Score and Charlson Comorbidity 28 Score [6] ) and show that our model has a considerably higher area under the curve when 29 compared to these. Last, we integrate our model with a previously published model [11] 30 to automatically predict in-hospital mortality immediately after surgery in order to 31 quantify the change in risk during the perioperative period, and we show that, while the 32 majority of patients do not exhibit a substantial change in risk, a subset of the 33 population does show a large change in risk and, therefore, the risk should be monitored 34 at multiple time points. 35 1 Materials and methods 36 
Data source and extraction
37
All data for this study were extracted from the Perioperative Data Warehouse (PDW), 38 a custom built, robust data warehouse containing all patients who have undergone 39 surgery at UCLA Health since the implementation of our EMR (EPIC Systems,
40
Madison, WI) in March 2013. We have previously described the creation of the PDW, 41 which has a two stage design [12] . Briefly, in the first stage, data are extracted from 42 EPIC's Clarity database into 26 tables organized around three distinct concepts: 43 patients, surgical procedures and health system encounters. These data are then used to 44 populate a series of 800 distinct measures and metrics such as procedure duration, 45 readmissions, admission ICD codes, and others. All data used for this study were 46 obtained from this data warehouse and an IRB approval (IRB#16-001768) was obtained 47 with exemption status for this retrospective review.
we were interested in surgeries with relatively high risk. Any patients that did not have 61 data for the outcome of interest in the database (i.e. had not yet been discharged) were 62 removed from the cohort. Outpatient surgeries were filtered out, and cases with an ASA 63 Physical Status of 6 (organ donors) were also excluded. Patients younger than 18 
Model Input Features
67
We tested model performance using seven different sets of input features: (1) Charlson 68 comorbidity score [6] cross-validation was oversampled using the SMOTE algorithm [15] , implemented in the 94 imblearn Python package [16] , using 3 nearest neighbors and the "baseline1" method to 95 create a balanced class distribution. The testing sets were not oversampled and,
96
therefore, maintained the natural outcome frequency. Finally, the training data features 97 were rescaled to have a mean of 0 and standard deviation of 1, and the test data were 98 rescaled using the training data means and standard deviations. 1.6 Generating imputed-ASA scores using ASA Status
100
The ASA Physical Status Classification score is a subjective assessment of a patient's 101 overall health [17, 18] . The score can take on one of six values, with a score of 1 being a 102 healthy patient and 6 being a brain-dead organ donor [19] . An ASA Physical Status
103
Classification is commonly used in two ways: as a quantitative measure of patient 104 health before a surgery, and for healthcare billing [19] . The ASA Physical Status
105
Classification has been shown to be a useful feature in predicting surgical 106 outcomes [17, [20] [21] [22] . However, its inter-rater reliability, a measure of concurrence 107 between scores given by different individuals, is moderate [18] .
108
While the ASA status is a strong predictor of patient health status [17, [20] [21] [22] , this 109 classification requires a clinician to look through the patient's chart and subjectively 110 determine the score, which consumes valuable time and requires clinical expertise. In 111 order to balance the value of this score with the desire for automation, we sought to 112 generate a similar metric using readily available data from the EMR -an "imputed"
113
ASA score. Recent works have similarly attempted to develop machine learning 114 approaches to predict ASA scores [23, 24] . However, these methods have difficulty
115
classifying ASA scores of 4 and 5 due to the low frequency of occurrence, and resort to 116 either grouping classes together or ignoring patients with an ASA status of 5. The goal 117 in our work is not to supplant the ASA score but rather to estimate a measure of 118 general patient health for use in our model without needing the time-consuming 119 clinician chart review.
120
Using the existing ASA Physical Status Classification extracted from the EMR data, 121 we trained a gradient boosted tree regression model to predict the ASA status of new 122 patients using preoperative features unrelated to the surgery. The model was 123 implemented using the XGBoost package [25] with 2000 trees and a max tree depth of 7. 124 We used 10-fold cross-validation to generate predictions. This imputed-ASA value is a 125 continuous number, unlike the actual ASA status which is limited to integers. We 
Model Testing and Training
130
We evaluated four different classification models: logistic regression with two different 131 types of regularization, random forest classifiers, and gradient boosted tree classifiers.
ElasticNet [26] penalty, where alpha (regularization constant) and the L1/L2 mixing 134 parameter were set using 5-fold cross-validation. The random forest classifiers were 135 trained with 2000 estimators, Gini impurity as the splitting criterion, and no maximum 136 tree depth was specified. The gradient boosted machine classifiers were trained using 137 2000 estimators and a max tree depth of 5. All predictions were made using 10-fold 138 cross-validation on the entire dataset. The logistic regression and random forest 139 classifiers were implemented using Scikit-learn [27] , and the gradient boosted tree 140 classifiers were implemented using the XGBoost package [25] . All performance metrics 141 were calculated using methods implemented by Scikit-learn [27] . 142 
Feature Importance
143
To determine which features were most important to the classification models, we 144 examined the model weights for linear models, the feature (Gini) importance for the 145 random forest models, and the feature weight (number of times a feature appears in a 146 tree) for the gradient boosted tree models. 
Integrating Preoperative Risk with Postoperative Risk
148
Previous work [11] has shown that integrating a measure of preoperative risk into a Lee et al. [11] , we replaced the ASA status feature with the preoperative risk score
154
(generated using the random forest model with preoperative features and imputed-ASA 155 scores) and trained the model on the same cohort used for preoperative risk prediction. 156 The intraoperative data were preprocessed in the same manner as described in [11] . We 157 then compared the area under the ROC of the postoperative model trained using the 158 ASA status and intraoperative features to the postoperative model that was trained 159 using the preoperative risk score and intraoperative features. 
Generating Charlson Comorbidity Indexes
161
We compared our method with the Charlson Comorbidity Index scores [6] , a well-known 162 and proven existing method for prediction of risk of postoperative mortality, for each 163 patient in the cohort. We used the updated weights as described by Quan et al. [28] .
164
Scores were calculated using the R package icd [29] on all ICD10 codes associated with 165 each surgery admission. 166 
Results
167
Patient Demographics
168
The patient dataset contained 49,513 surgical records (see Table 1 ). These patients were 169 between the ages of 18 and 89, with a mean age of 56, and were treated as either 170 inpatients, same-day admits, emergencies, or overnight recoveries. The frequency of 171 mortality in the dataset was approximately 0.61%. A patient ASA status of 3 was the 172 most common, comprising 47.5% of the dataset. The area under the ROC curve values for each model are shown in Table 2 Forest model has the best performance of all models used (see Table 2 ). 
202
(a) Receiver Operating Characteristic
Receiver operating characteristic (ROC) and precision recall curves for the random forest model Plots were generated using 10-fold cross-validated predictions on the entire dataset. ROC curves (a) show the false positive rate on the x-axis and the true positive rate on the y-axis. The optimal point is the upper-left corner. Precision-recall curves (b) show the recall on the x-axis and precision on the y-axis. The optimal point is in the upper-right corner. Area under the ROC (AUROC) curve values for each model and each of the seven input feature sets, using 10-fold cross-validation. Models with the highest AUROC are shown in bold. The mean value of the AUROC is shown, along with the 95% confidence interval (x ± 1.96 × σ/ √ n) in parenthesis. When using either the Charlson comorbidity or the ASA status as the only input feature, the linear models (Logistic regression, ElasticNet) outperform the non-linear models (Random Forest, XGBoost). However, for feature sets using more than one feature, the non-linear models outperform the linear models. In particular, the Random Forest has the highest AUROC compared to the other models.
Precision-Recall
203
While the ROC curves are very informative of binary classification prediction 204 performance in general, the precision-recall curves can be more informative when the 205 classes are highly imbalanced [30] . However, these plots are often not included in poor precision-recall. Including the ASA status as an input feature increases the 213 precision-recall compared to only using the preoperative features alone. The feature set 214 using only the ASA status does surprisingly well, likely due to individuals with an ASA 215 score of 5 being highly enriched for mortality and the difficulty of imputing ASA scores. 216 A clinically-relevant question to ask is how many additional patients must be flagged 217 to capture one additional mortality; this is an extension of the "number needed to treat" 218 idea for a risk ordered population. In Fig 3, the marginal increase in the number needed 219 to be flagged is plotted as a function of the number of mortalities captured, using the 220 risk scores generated from the random forest model. For the first hundred mortalities, 221 this number ranges between one and ten with limited exceptions. After the first 222 hundred mortalities however, the marginal increase is often in the hundreds and 223 sometimes thousands of additional patients. Marginal increase in number of patients needed to capture one additional death This figure shows the marginal increase in the number of patients that need to be treated as a function of the number of in-hospital mortalities that will be captured. Note that the marginal increase in number of patients is log-scaled.
Feature Importance
225
To determine the most important features for each of the models, we examined the 226 feature weights of the linear models and feature importances of the non-linear models. 227 The top five most important features of each model, when trained on the preoperative 228 features excluding the time to surgery of laboratory tests, are shown in Table 6 . For the 229 feature importance using other combinations of ASA and time to surgery of laboratory 230 tests, see Tables S10, S11 and S12. As expected [20] [21] [22] 31] , the ASA status is the most 231 important feature of every model where it is contained. Interestingly, there were as Table 6 ). Notably, the random forest model placed more importance on 235 surgery-specific information, like patient class and pre-surgery location, whereas the 236 XGBoost model placed higher importance on the lab results.
237
In Table 7 , the feature importance for the random forest model is shown using four 238 different sets of input features. For the feature sets that include lab result timestamps, 239 many of the most important features are the lab result time-stamp features. However, 240
May 24, 2018 9/23 when these features are removed, the feature importance shifts to the lab results
241
themselves, as well as surgery-specific features such as the patient class. 
242
Integrating Preoperative Risk with Postoperative Risk
252
In order to examine how mortality risk changes from immediately before surgery to 253 after surgery, the preoperative and postoperative risk scores for all patients were 254 grouped by percentiles and the counts of each grouping are displayed in Table 4 and 255 with a heatmap (Fig 4a) . For the majority of patients we see a slight increase or 256 decrease in their postoperative risk compared to the initial preoperative risk, as 257 demonstrated by the coloring just above/below the diagonal line in Fig 4a. Fig 4b   258 demonstrates the same plot, but contains only those patients who eventually died 259 during that admission, and the corresponding data can be found in Table 5 . Note that 260 most of these patients fall in the upper right quadrant high-risk quadrant of the 261 heatmap (Fig 4b) . Moreover, 78% of patients who die and have a preoperative risk 262 percentile below 95% have an increased postoperative risk percentile. This is 263 substantially greater than the percent of matched patients from a null distribution who 264 have an increased percentile (see Fig S5) .
265
The change in risk between the preoperative and postoperative time points is shown 266 using violin plots in Fig 5, where the risk scores are binned by percentile and stratified 267 by ASA status. In all four subplots of Fig 5, the in-hospital mortalities are, on average, 268 at higher risk than the patients who survive surgery, as shown by the increased mass 269 toward the top of the blue plots compared to the red plots. This is particularly 270 apparent in Figs 5a and 5b as the majority of patients have an ASA status of 2 and 3, 271 and therefore the violins are larger. In Figs 5c and 5d, most of the patients begin and 272 end surgery at high risk in both the preoperative model and postoperative model, and 273 we can see that the models correctly rank those that die at higher risk, as shown by the 274 increased mass toward the top of the blue plots compared to the red. Violin plots for 
Discussion
278
In this manuscript we were able to successfully create a fully-automated preoperative 279 risk prediction score that can better predict in-hospital mortality than both the ASA This tables shows how the number of patients in each risk percentile bin change between before and after surgery. Bins are defined by the percentile of a patient's risk score relative to all other patients. This tables shows how the number of in-hospital mortalities in each risk percentile bin change between before and after surgery. There is an increase in the number of postoperative high-risk patients (0.8-1.0) compared to preoperative high-risk patients (0.8-1.0).
been that they either rely on data not available at the time of surgery (i.e. ICD codes), 297 or they require an anesthesiologist to review the chart (those that contain the ASA 298 score). The fact that our model can be fully automated and yet perform better than 299 these models implies that it has broad applicability.
300
As demonstrated in many previous studies [17, [20] [21] [22] , the ASA score itself remains a 301 good predictor of postoperative outcomes. We believe that one reason that our model is 302 able to outperform the ASA score is related to the overwhelming amount of information 303 contained in the modern patient's medical record. The introduction of the EMR has 304 lead to an explosion of information that can frequently make it challenging for a 305 clinician to consume everything. For example, due to time constraints, an 306 anesthesiologist may not be able to fully assess the impact of every entry in a patient's 307 health record before an upcoming procedure. This limitation of a clinician's ability to 308 find all of the relevant information in the modern EMR highlights the advantage of an 309 automated scoring system such as this -not as a replacement for physicians -but rather 310 as a tool to help them better focus their efforts on those patients most likely to benefit. 311 Our efforts to leverage the value of the ASA score led us to create an "imputed"
312
ASA score for us to include in our model. However, the creation and inclusion of this 313 feature did not significantly improve the predictive power of our model. It is important 314 to note that this is not truly an imputation of, or replacement to, the ASA score. standardization of intraoperative interventions. We believe that our findings should add 341 to the evidence that a well-prescribed anesthetic plan may be of longer-term benefit to 342 patient outcomes.
343
One potential promise of the use of machine learning in medicine is the ability to 
348
This could potentially be caused by multiple correlated features tagging an underlying 349 cause, and the correlation introduces noise in the model as the importance is distributed 350 among multiple features rather than focused on a single feature. In theory, a machine 351 learning model should be able to remove these features by setting a coefficient to zero. 352 However, in practice, this may not always be the case -as illustrated here, where we proper clinical context, is unlikely to create the most effective or efficient models.
358
There are several key limitations of this study. Perhaps the most significant is the 359 low frequency of the outcome in question -in-hospital mortality. The incidence of 360 mortality was less than 1% -implying that a model that blindly reports "survives" with recalibration, models can easily be transported from one institution to another.
368
One last limitation lies not necessarily with the study itself but rather with the overall 369 landscape of EMR data. While the promises of fully-automated risk scores are great, 370 the reality remains that most institutions still have trouble accessing the data stored in 371 the EMRs. Thus, in order to truly automate processes such as these, robust data 372 interoperability standards (such as Fast Healthcare Interoperability Resources (FHIR)) 373 will be needed in order to allow access to data.
374
Conclusion
375
The promise of using machine learning techniques in healthcare is great. In this work
376
we have presented a novel set of easily-accessible (via EMR data) preoperative features 377 that are combined in a machine learning model for predicting in-hospital post-surgical 378 mortality, which outperforms current clinical risk scores. We have also shown that the 379 risk of in-hospital mortality changes over time, and that monitoring that risk at 380 multiple time-points will allow clinicians to make better data-driven decisions and 381 provide better patient care. It is our hope and expectation that the next few years will 382 produce a plethora of research leveraging data obtained during routine patient care to 383 improve care delivery models and outcomes for all of our patients. The bold values with the * indicates that the value was one of the top five strongest predictors for the given model. In the Logistic Regression and ElasticNet columns the model weights are shown, where negative values indicate the feature lowers the probability of mortality. The non-linear model features are ranked according to the mean decrease in Gini impurity. Supporting Information We then calculated the number of individuals in this matched set who had increased chance of death for their post-operative score. We repeated this process 10,000 times. This histogram represents the percent of matched individuals that have a higher post-operative score than pre-operative score. We restrict our analysis to individuals who fall in less than the ninety-fifth percentile. Table S3   Table S5 . Predicting Mortality using ASA Status Model performance metrics for predicting mortality using only the ASA status as an input feature, and 10-fold cross-validation. For an explanation of the metrics see the description of Table S3   Table S6 . Predicting Mortality using Charlson Comorbidity Model performance metrics for predicting mortality using only the Charlson comorbidity as an input feature, and 10-fold cross-validation. For an explanation of the metrics see the description of Table S3   Table S7 . Predicting Mortality using Preoperative Features + imputed-ASA Score Model performance metrics for predicting mortality using both preoperative features and the imputed-ASA score as input features, and 10-fold cross-validation. For an explanation of the metrics see the description of Table S3   Table S8 . Predicting Mortality using Preoperative Features + ASA status, Without Lab Times Model performance metrics for predicting mortality using both preoperative features and the ASA score but without lab times as input features, and 10-fold cross-validation. For an explanation of the metrics see the description of Table S3   Table S9 . Predicting Mortality using Preoperative Features + imputed-ASA status, Without Lab Times Model performance metrics for predicting mortality using both preoperative features and the imputed-ASA score but without lab times as input features, and 10-fold cross-validation. For an explanation of the metrics see the description of Table S3 
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