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Abstract
We construct solutions for 2- and 3-D stochastic nonhomogeneous incompressible Navier–Stokes equa-
tions with general multiplicative noise. These equations model the velocity of a mixture of incompressible
fluids of varying density, influenced by random external forces that involve feedback; that is, multiplica-
tive noise. Weak solutions for the corresponding deterministic equations were first found by Kazhikhov
[A.V. Kazhikhov, Solvability of the initial and boundary-value problem for the equations of motion of an
inhomogeneous viscous incompressible fluid, Soviet Phys. Dokl. 19 (6) (1974) 331–332; English transla-
tion of the paper in: Dokl. Akad. Nauk SSSR 216 (6) (1974) 1240–1243]. A stochastic version with additive
noise was solved by Yashima [H.F. Yashima, Equations de Navier–Stokes stochastiques non homogènes et
applications, Thesis, Scuola Normale Superiore, Pisa, 1992].
The methods here extend the Loeb space techniques used to obtain the first general solutions of the sto-
chastic Navier–Stokes equations with multiplicative noise in the homogeneous case [M. Capin´ski, N.J. Cut-
land, Stochastic Navier–Stokes equations, Applicandae Math. 25 (1991) 59–85]. The solutions display more
regularity in the 2D case. The methods also give a simpler proof of the basic existence result of Kazhikhov.
© 2006 Elsevier Inc. All rights reserved.
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This paper is concerned with the stochastic nonhomogeneous (i.e., nonconstant density) in-
compressible Navier–Stokes equations with multiplicative noise:
ρ du= [νu− 〈ρu,∇〉u− ∇p + ρf (t, u)]dt + ρg(t, u) dwt , (1)
∂ρ
∂t
+ 〈u,∇〉ρ = 0, (2)
divu= 0, u|∂D = 0, u|t=0 = u0 and ρ|t=0 = ρ0.
These model the velocity u and density ρ of a mixture of viscous incompressible fluids of varying
density in a bounded domain D ⊂ Rd (d = 2,3). As usual p is the pressure; f represents external
forces and the term g dw (where w is a Wiener process) represents additional random forces.
Setting g = 0 gives the deterministic nonhomogenous equations. For these, Kazhikhov [19]
obtained weak solutions to (1), (2) in the conventional Hilbert space setting, assuming the initial
density to be bounded away from zero; extra regularity was exhibited in dimension d = 2. For
an exposition see the monograph [2]. Subsequently weak solutions were found for these and
related equations assuming only that the initial density is non-negative [20,21,23,24]; the paper
[22] further investigated the regularity of solutions. More recently results on the local existence
of strong solutions have been obtained—see, for example, [4,9,10].
The stochastic equations with additive noise (where the term dG = g dw does not depend
on u) allow an essentially pathwise approach, and were solved by Yashima [27], who assumed
positive initial density. The recent paper [3] purports to deal with a stochastic version of com-
pressible Navier–Stokes but the equation considered lacks the crucial (and problematic) bilinear
term 〈ρu,∇〉u; moreover it also deals only with additive noise and is hence not truly stochastic.
In some work that is distantly related, stochastic equations for a viscous gas have been treated by
Tornatore [26] and Yashima [28], in both cases with additive noise. Tornatore works in 2 space
dimensions and assumes periodic boundary conditions; Yashima works an infinite 1-dimensional
setting.
In this paper we establish existence for the stochastic equations (1), (2) with general multi-
plicative noise in space dimensions d  3, but still assuming that the density is bounded away
from zero. The techniques are an extension of the Loeb space methods developed by the first
author and Capin´ski [5–7] to establish general existence for the stochastic Navier–Stokes equa-
tions with constant density, and used more recently to construct attractors in 2 and 3 dimensions
[8,15,16] and in optimal control theory for the stochastic equations [13,14]. In dimension 2 the
solutions constructed are shown to have additional regularity.
When g = 0 the techniques here give a simplified proof of Kazhikov’s original existence
theorem.
The results in this paper are completely standard, although Loeb spaces and other nonstandard
ideas are central to the proofs. In Appendix A we give a very brief outline of the basics of this
theory as employed here; some particularly important results that are needed are noted in the
preliminaries (Section 2.2).
The work reported here is an extension of results contained in the second author’s PhD thesis
[17] written under the supervision of the first author.
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2.1. The functional setting of the Navier–Stokes equations
We assume that the domain D is an open bounded subset of Rd (d = 2,3) with boundary
sufficiently smooth (see below). Write L2(D) = L2(D,Rd) and write Hm(D) for the classical
Sobolev space Wm,2(D).
The spaces central to the conventional Hilbert space formulation of the Navier–Stokes equa-
tion are H and V defined as follows. Let
V = {u ∈ C∞0 (D,Rd): divu= 0}.
Then H is the closure of V in L2(D) with the norm given by |u|2 = (u,u), where
(u, v)=
d∑
i=1
∫
D
ui(x)vi(x) dx,
and V is the closure of V in the norm |u| + ‖u‖, where ‖u‖2 = ((u,u)) and
((u, v))=
d∑
j=1
(
∂u
∂xj
,
∂v
∂xj
)
.
H and V are real Hilbert spaces, V dense in H. The dual space to V is denoted by V′ with the
duality extending the scalar product in H and
V ⊂ H ≡ H′ ⊂ V′.
Write A for the Stokes operator on H (the self-adjoint extension of the projection of −)
which is densely defined in H; it is extended to A : V → V′ by Au[v] = ((u, v)) for u,v ∈ V.
The operator A has an orthonormal basis of eigenfunctions {ek}k∈N ⊂ H with eigenvalues 0 <
λk ↗ ∞. For u ∈ H write u = ∑ukek . Write Hn for the finite-dimensional subspace Hn =
span{e1, e2, . . . , en} and Prn for the projection onto Hn. We assume the boundary of D is smooth
enough to ensure that each en ∈ C1(D), for example, ∂D is of class C2.
A family of spaces Hr for r ∈ R is defined as follows: for r  0
Hr =
{
u ∈ H:
∞∑
k=1
λrku
2
k <∞
}
with the norm given by
|u|2r =
∞∑
λrku
2
kk=1
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H−r =
{
(uk)k∈N:
∞∑
k=1
λ−rk u
2
k <∞
}
.
In terms of this family we have H0 = H, H1 = V, and H−1 = V′ with the norms |u| = |u|0 and
‖u‖ = |u|1.
The trilinear form b(u, v, y) is defined for u,v, y ∈ L2(D) by
b(u, v, y)=
d∑
i,j=1
∫
D
ui(x)
∂vj
∂xi
(x)yj (x) dx = (〈u,∇〉v, y)
whenever the integral makes sense.1 It has many properties—see [25], for example. We will often
encounter terms of the form b(θu, v, y) where θ ∈ L∞(D) and u,v, y ∈ V, and the properties of
these that are needed are noted below (these slightly generalize those normally encountered).
Also noted below are some properties of a second trilinear form β occurring in the develop-
ment,
β(θ,u,ϕ)=
d∑
i=1
∫
D
θ(x)ui(x)
∂ϕ
∂xi
(x) dx = (θu,∇ϕ)
which is defined, for example, for θ ∈ L∞(D),u ∈ L2(D) and ϕ ∈H 1(D).
Lemma 2.1. When all terms are defined
(a) if u,v, y ∈ V and θ ∈ L∞(D)∩H 1(D) then(
u〈v,∇〉θ, y)= −b(θv,u, y)− b(θv, y,u); (3)
(b) if u,v, y ∈ V and θ ∈ L∞(D) then
∣∣b(θu, v, y)∣∣ c|θ | |u| 14 ‖u‖ 34 ‖v‖|y| 14 ‖y‖ 34 , (4)∣∣b(θu, v, y)∣∣ c|θ |‖u‖‖v‖‖y‖; (5)
(c) if d = 2 and u ∈ V, v ∈ H2, y ∈ H and θ ∈ L∞(D) then∣∣b(θu, v, y)∣∣ c|θ ||u| 12 ‖u‖ 12 ‖v‖ 12 |Av| 12 |y|; (6)
(d) if θ ∈ L∞(D)∩H 1(D), u ∈ L2(D) and ϕ ∈H 1(D) then
β(θ,u,ϕ)+ β(ϕ,u, θ)= 0;
1 Of course, u,v, y ∈ L2(D) is not sufficient for b(u, v, y) to be defined—extra regularity is required.
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Proof. All routine extensions of well known results. 
When θ ≡ 1 identity (3) gives the well-known relations b(v,u, y) + b(v, y,u) = 0 and
b(v,u,u)= 0; and the familiar continuity properties of b follow from (4), (5).
Inequality (4) gives the second of the following inequalities.
Proposition 2.2. For u ∈ V
|Au|V ′ = ‖u‖,
∣∣B(u)∣∣
V ′  c|u|
1
2 ‖u‖ 32 ,
where B(u)= b(u,u, ·).
If y ∈ L2(D) and θ ∈ L∞(D) we will often encounter the function θy ∈ L2(D). For the weak
solutions that will be considered the projection onto V′ will occur. To formalize this, we make
the following definition.
Definition 2.3. For any subspace X of L2(D) define an operator θX : L2(D)→ X by
θXy = PrX(θy).
This means that
(θy, v)= (θXy, v)
for all v ∈ X. When X = Hn simply write θn for θHn .
The following observation will be important in the solution of finite-dimensional approxima-
tions to the equations.
Lemma 2.4. Let θ ∈ L∞(D) with 0 <m θ(x)M for all x and let θ˜n be the restriction of θn
to Hn. Then
(a) |θn|M ,
(b) θ˜n is self-adjoint and positive definite, hence invertible. Moreover |θ˜n|  M and
|θ˜−1n |m−1.
Proof. (a) Write θy = θny +w, where w ∈ H⊥n . Then
|θny|2  |θy|2 M2|y|2,
so |θn|M.
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(θ˜nu, v)=
∫
D
〈
θ(x)u(x), v(x)
〉
dx =
∫
D
〈
u(x), θ(x)v(x)
〉
dx = (u, θ˜nv) and
(θ˜nu,u)=
∫
D
θ(x)
∣∣u(x)∣∣2 dx,
so
m|u|2  (θ˜nu,u)M|u|2.
Invertibility and the estimate on the norms follow from elementary linear algebra since Hn ∼= Rn.
We need one further preliminary result: for any given function Y : [0, T ] → Hn there is a
solution to the density equation. This is shown in the following lemma.
Lemma 2.5. If Y ∈ C(0, T ;Hn) and ρ0 ∈ C1(D) with
0 <m ρ0(x)M
then the equation
∂ρ
∂t
+ 〈Y,∇〉ρ = 0, ρ(0)= ρ0 (8)
has a unique solution ρ ∈ C1([0, T ] ×D). The solution has
0 <m ρ(t, x)M
for all (t, x). The dependence of ρ on Y is continuous, in the sense that if r(Y ) denotes the
solution to the density equation (8), so that
r :C(0, T ;Hn)→ C1
([0, T ] ×D)
then r is continuous with respect to the uniform topologies on both sides.
Proof. The proof is routine using the method of characteristics. 
2.2. Nonstandard analysis
The basics of nonstandard analysis and Loeb theory are assumed—these can be found in
[1,7,11] or [12], for example. In particular, we work in a standard universe V = V(S), where S
is a base set that contains all the objects of interest, and take an ℵ1-saturated extension ∗V ⊂
V(∗S). For ease of reference we gather together in Appendix A the basic facts including the
representation of the spaces occurring in the study of the NSE equations. Here we note some
particularly important results that will be needed.
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(L1(D))′). The Banach–Alaoglu theorem tells us that the unit ball in L∞(D) is compact in this
topology, so we have the following:
Proposition 2.6. Let Θ ∈ ∗L∞(D) with |Θ| finite. Then Θ is near-standard in the weak* topol-
ogy. If we denote the standard part by Θ̂ (to avoid confusion with other standard parts) then
(i) ∫∗D Θ ∗z dξ ≈ ∫D Θ̂zdx for all z ∈ L1(D);
(ii) |Θ̂| |Θ|;
(iii) if Θ(ξ)m 0 for all ξ ∈ ∗D then Θ̂(x)m for all x ∈D;
(iv) Θ ≈ Θ̂ in Lp(D) weakly for 1 <p <∞.
Proof. All routine. 
Although we will not need it, the standard part Θ̂ can defined explicitly by
Θ̂(◦ξ)= E(◦Θ|G)(ξ),
where G is defined from the Borel algebra B = B(D) by G = st−1(B).
Any easy consequence of Proposition 2.6 is:
Lemma 2.7. Let Θ ∈ ∗L∞(D) with |Θ| finite. Then for any z ∈ L1(D) with S-integrable lifting
Z : ∗D → ∗R ∫
∗D
Θ(ξ)Z(ξ) dξ ≈
∫
D
Θ̂zdx.
Proof. For Loeb-a.a. ξ we have Θ(ξ)Z(ξ) ≈ Θ(ξ) ∗z(ξ) by Anderson’s theorem. Since Z is
S-integrable so is ΘZ; hence∫
∗D
Θ(ξ)Z(ξ) dξ ≈
∫
∗D
Θ(ξ) ∗z(ξ) dξ ≈
∫
D
Θ̂zdx
using Proposition 2.6(i). 
From this we have the following; part (b) is the counterpart of the so-called “Crucial lemma”
of [7].
Corollary 2.8. Let Θ ∈ ∗L∞(D) with |Θ| finite. If U,V ∈ ∗H and U ≈ u and V ≈ v in H and
θ = Θ̂ then
(a) (ΘU,V )≈ (θu, v); (9)
(b) if U,V ∈ ∗V with ‖U‖,‖V ‖ finite and w ∈ V then
∗b(ΘU, ∗w,V )≈ b(θu,w,v). (10)
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L1(D). This follows because U ≈ u in H is equivalent to U being an SL2 lifting of u.
(b) Using the continuity property (4) together with |U − ∗u| ≈ 0 ≈ |V − ∗v| and the fact that
‖U‖,‖V ‖ are finite we have
∗b(ΘU, ∗w,V )≈ ∗b(Θ ∗u, ∗w, ∗v).
Now observe that ∗b(Θ∗u, ∗w, ∗v)= ∫∗D Θ ∗z, where z= 〈v, 〈u,∇〉w〉 ∈ L1(D), so
∗b(Θ ∗u, ∗w, ∗v)≈
∫
D
Θ̂z= b(Θ̂u,w,v),
which gives (10). 
3. Stochastic nonhomogeneous Navier–Stokes equations
The general stochastic version of the nonhomogeneous incompressible Navier–Stokes equa-
tions that we solve below is
ρ du= [νu− 〈ρu,∇〉u− ∇p + ρf (t, u)]dt + ρg(t, u) dwt , (11)
∂ρ
∂t
+ 〈u,∇〉ρ = 0, (12)
divu= 0, (13)
obtained from the corresponding deterministic equation by adding a random force. The driving
random process w is taken to be a Wiener process in H with covariance Q of trace class, and the
stochastic integral is the extension of the Itô integral to Hilbert spaces due to Ichikawa [18], as
in [7], defined for the present context in the definition of a solution below. As already noted we
work on a bounded domain D ⊂ Rd .
3.1. Definition of solution
The definition of a weak solution to the stochastic equations is the natural generalization of
that employed by Kazhikhov [19] for the case g = 0. Both the velocity and the density will be
stochastic processes living on an adapted probability space Ω = (Ω,F ,(Ft )t0,P ).
Definition 3.1. Given u0 ∈ H, ρ0 ∈ L∞(D), f : [0, T ]×H → H and g : [0, T ]×H → L(H,H) a
pair of stochastic processes (ρ,u) is a weak solution to the stochastic nonhomogeneous Navier–
Stokes equations if
(i) u ∈ L2([0, T ] ×Ω,V) and for a.a. ω
u(·,ω) ∈ L∞(0, T ;H)∩L2(0, T ;V);
(ii) ρ ∈ L∞([0, T ] ×D ×Ω);
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ρ(T0)u(T0),Φ(T0)
)− (ρ0u0,Φ(0))
=
T0∫
0
[(
ρu,Φ ′ + 〈u,∇〉Φ)− ν((u,Φ))+ (ρf,Φ)]dt + T0∫
0
(Φ,ρg)dw; (14)
(iv) for all ϕ ∈ C1(0, T ;H 1(D)), for all T0  T
(
ρ(T0), ϕ(T0)
)− (ρ0, ϕ(0))= T0∫
0
(
ρ,ϕ′ + 〈u,∇〉ϕ)dt; (15)
(v) ρ(0)= ρ0 and u(0)= u0.
When g = 0 this gives the well-known definition of a weak solution for the deterministic
equations as in [19].
The conditions under which we solve Eqs. (11)–(13) are the following:
Conditions 3.2. (a) f : [0, T ] × H → H and g : [0, T ] × H → L(H,H) are jointly measurable
and there is a ∈ L2[0, T ] and 0 <mM such that
(i) f (t, ·) ∈ C(Kr,H) for each r , where Kr = {u: ‖u‖ r} with the strong topology of H;
(ii) g(t, ·) ∈ C(Kr,L(H,H)) for each r ;
(iii) |f (t, u)| + |g(t, u)|H,H  a(t)(1 + |u|) for all u ∈ H.
(b) ρ0 ∈ L∞(D) with m ρ0(x)M for all x.
The procedure for constructing a solution is an extension of that developed in [7] for the
homogeneous stochastic equations: use a Loeb space as the underlying probability space, solve a
modified version of the Galerkin approximation of dimension N (infinite) and then take standard
parts.
3.2. The adapted Loeb space
As in [7] we take Ω to be an adapted Loeb space2 defined as follows. Fix an infinite N and
take a nonstandard (internal) filtered probability space
Ω0 =
(
Ω,A, (Aτ )τ0,Π
)
carrying an internal Wiener process W(τ) ∈ HN with covariance QN = PrN ∗Q HN , adapted to
(Aτ )τ0. (A canonical candidate is provided by taking Ω = ∗C(0,∞;HN) and the appropriate
2 See Appendix A for a brief introduction to Loeb measure theory.
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the adapted (or filtered) Loeb space
Ω = (Ω,F , (Ft )t0,P ),
where F = L(A) and the right continuous filtration (Ft ) is defined by
Ft =
⋂
t< ◦τ
σ (Aτ )∨N
(here N denotes the family of P -null sets). It is shown in [7] that a.a. the internal process W(τ)
is near-standard in H and S-continuous and so
w = ◦W
defines a Wiener process on Ω of covariance Q. From now on we fix this adapted space and the
Wiener process w.
3.3. Hyperfinite approximation of dimension N
The first step towards solving (11)–(13) is to formulate and solve a modified version of the
Galerkin approximation of dimension N on the internal space Ω0. The solution will be a pair of
internal stochastic processes (R,U) with R : ∗[0, T ]×Ω → ∗C1(D) and U : ∗[0, T ]×Ω → HN .
As (unmodified) Galerkin approximation of dimension N take the following equations for
such a pair (R,U). For each fixed τ we have R(τ) ∈ ∗C1(D)⊂ ∗L∞(D) so we have the operator
RN(τ) :
∗L2(D) → HN (see Definition 2.3). Write G = PrN ∗g  HN and F = PrN ∗f ; then the
equations are
RN(τ) dU(τ)=
[−RN(τ)〈U(τ),∇〉U(τ)− νAU(τ)+RN(τ)F (τ,U(τ))]dτ
+RN(τ)G
(
τ,U(τ)
)
dWτ (16)
(an equation in HN ), and for ∗a.a. ω
dR
dτ
+ 〈U(τ),∇〉R(τ)= 0 (17)
with prescribed initial conditions U(0)= U0 ∈ HN and R(0)= R0 ∈ ∗C1(D). It is necessary to
modify these equations in order to take care of the quadratic term, as follows.
Fix an infinite number κ and for V ∈ HN define the truncation V by
V =
{
V if |V | κ,
κV/|V | if |V | κ.
The modified equations are then
RN(τ) dU(τ)=
[−RN(τ)〈U(τ),∇〉U(τ)− νAU(τ)+RN(τ)F (τ,U(τ))]dτ
+RN(τ)G
(
τ,U(τ)
)
dWτ (18)
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dτ
+ 〈U(τ),∇〉R(τ)= 0 (19)
with initial conditions U(0)=U0 ∈ HN and R(0)=R0. For these we have:
Theorem 3.3. Assume Conditions 3.2 on the coefficients f,g. If U0 ∈ HN is finite and R0 ∈∗C1(D) with 0 <mR0(ξ)M then the internal modified equations (18), (19) have an inter-
nal solution with the following properties:
(a) There is a finite constant E (independent of N ) such that
E
(
sup
τT
∣∣U(τ)∣∣2 + ν T∫
0
∥∥U(σ)∥∥2 dσ)<E. (20)
(b) For ∗a.a. ω
mR(τ, ξ,ω)M
for all τ and ξ .
Proof. Recall the function r of Lemma 2.5. For any Y write r(Y, t) = r(Y )(t, ·) ∈ C1(D) ⊂
L∞(D) so that Definition 2.3 and Lemma 2.4 gives the operators ∗rN(Y, τ ) and ∗r˜N (Y, τ ) in the
setting of HN . Then Eqs. (18), (19) can be written as the single equation
dU = r˜(U, τ )−1N
[−r(U, τ)N 〈U(τ),∇〉U(τ)− νAU(τ)+ r(U, τ)NF (τ,U(τ))]dτ
+G(τ,U(τ))dWτ (21)
(where we have dropped the ∗ on ∗r and ∗r˜). This is an equation in HN of the form
dU = h(τ,U)dτ +G(τ,U(τ))dWτ ,
where h(τ,U) depends on the past U [0, t]. These functions are jointly measurable, *continuous
and have linear growth; the boundedness of the operators r˜(U, t)−1n and r(U, t)n and the growth
conditions on f,g give:∣∣h(t,U)∣∣+ ∣∣G(τ,U(τ))∣∣HN ,HN  C(∗a(t)+ 1)(1 + ∣∣U(t)∣∣)
for some ∗finite constant C (C will be infinite). The transfer of finite-dimensional SDE theory
gives the existence of a solution U(τ,ω) to (21) (which may not be unique unless f and g are
suitably Lipschitz). Then putting R = r(U, τ) the pair (R,U) solves Eqs. (18), (19).
It is clear from the property of the function r that Theorem 3.3(b) is satisfied, so it remains to
show that U satisfies the stochastic energy inequality (20). First, Itô’s lemma gives:
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[(
dR
dτ
U,U
)
+ 2(R dU,U)+ tr(QNRNGTG)]dτ + 2(U,RNG)dWτ
= [−(U 〈U,∇〉R,U)+ 2([−R〈U,∇〉U − νAU +RF(t,U)],U)]dτ
+ tr(QNRNGTG)dτ + 2(U,RNG)dWτ
= [−2ν‖U‖2 + 2(RF(t,U),U)+ tr(QNRNGTG)]dτ + 2(U,RNG)dWτ
since (U 〈U,∇〉R,U) = −2b(RU,U,U) by (3) and by definition (R〈U,∇〉U,U) =
b(RU,U,U). Young’s inequality and the growth condition on f give
2
(
RF
(
τ,U(τ)
)
,U(τ)
)
 M
2λ1
ν
∣∣F (τ,U(τ))∣∣2 + ν
λ1
∣∣U(τ)∣∣2
 M
2λ1
ν
∣∣F (τ,U(τ))∣∣2 + ν∥∥U(τ)∥∥2
 ν
∥∥U(τ)∥∥2 + M2λ1
ν
∗a2(τ )
(
1 + ∣∣U(τ)∣∣)2
and from the growth condition on g we have
tr
(
QNRNG
TG
)
(τ )= tr(QN (R1/2N G)T R1/2N G)(τ ) trQN · ∣∣R1/2N G∣∣2(τ )
M trQ.∗a2(τ )
(
1 + ∣∣U(τ)∣∣)2.
Thus there is a finite constant c1 such that for any τ  T
m sup
στ
∣∣U(σ)∣∣2  sup
στ
(
R(σ)U(σ),U(σ )
)
M
∣∣U(0)∣∣2 − 2ν τ∫
0
∥∥U(σ)∥∥2 dσ + c1 τ∫
0
∗a2(σ )
(
1 + ∣∣U(σ)∣∣2)dσ
+ 2 sup
στ
∣∣I (σ )∣∣,
where I (τ ) is the internal martingale
I (τ )=
τ∫
0
(
U(σ),RN(σ)G
(
σ,U(σ)
))
dWσ .
The argument in the proof of existence for the homogeneous stochastic Navier–Stokes equations
(see [6] or [7, Theorem 6.4.1]) can now be replicated with RNG in place of G to give the finite
constant E as in (a) of the theorem. 
A solution to the stochastic nonhomogeneous Navier–Stokes equations will be obtained by
taking standard parts of the internal pair (R,U) solving the modified equations (18), (19). Note
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|U(τ,ω)| is finite and so U(τ,ω)=U(τ,ω) for all τ .
Before taking standard parts we need two further properties of the pair (R,U).
Lemma 3.4. For almost all ω the function RN(τ)U(τ) is weakly S-continuous; that is, if σ, τ ∈∗[0, T ] with σ ≈ τ then RN(σ)U(σ)≈RN(τ)U(τ) weakly in H.
Proof. For any v ∈ V we have, writing U = U(τ) and R = R(τ) and dropping ∗ on ∗b to ease
the notation:
d(RNU,
∗v)= d(RU, ∗v)=
(
dR
dτ
U, ∗v
)
dτ + (R dU, ∗v)
= [−(U 〈U,∇〉R, ∗v)− b(RU,U, ∗v)− ν((U, ∗v))+ (RF(τ,U), ∗v)]dτ
+ (∗v,RNGdWτ )
= b(RU, ∗v,U)− ν((U, ∗v))+ (RF(τ,U), ∗v)+ (∗v,RNGdWτ )
so (
RN(σ)U(σ),
∗v
)− (RN(0)U(0), ∗v)
=
σ∫
0
b(RU, ∗v,U)dτ −
σ∫
0
ν((U, ∗v)) dτ +
σ∫
0
(
RN(τ)
∗f (τ,U), ∗v
)
dτ
+
σ∫
0
(∗v,RNGdWτ ). (22)
To establish S-continuity almost surely, consider each of the integrals on the right in turn. We
have, as noted above, for almost all ω, U(σ)=U(σ) for all σ , so
T∫
0
∣∣b(RU, ∗v,U)∣∣ 43 dτ  c T∫
0
M|U | 23 ‖U‖2‖∗v‖ 43 <∞
using (4) and the energy estimate (20). For the next two integrals we have, almost surely
T∫
0
((U, ∗v))2 dτ 
T∫
0
‖U‖2‖∗v‖2 dτ <∞ and
T∫
0
∣∣(RN(τ)F (τ,U), ∗v)∣∣2 dτ M2 T∫
0
∗a2(τ )
(
1 + ∣∣U(τ)∣∣)2|∗v|2 dτ <∞.
So by Lindstrøm’s lemma the first three integrands on the right of (22) are S-integrable, and so
the corresponding integrals are S-continuous, almost surely.
N.J. Cutland, B. Enright / J. Differential Equations 228 (2006) 140–170 153For the remaining term we simply invoke the nonstandard theory of stochastic integration as
in [7, Section 3.6]; using (20) again and the growth condition on g gives
E
( T∫
0
|RNG|2
)
dτ <∞
and so the integral
∫ τ
0 RNGdWτ is a.s. S-continuous in HN ; consequently
∫ τ
0 (
∗v,RNGdWτ ) is
a.s. S-continuous.
Thus, for almost all ω, whenever σ1 ≈ σ2 then (RN(σ1)U(σ1), ∗v)≈ (RN(σ2)U(σ2), ∗v). Ap-
plying this to ∗v = ∗ek for each finite k establishes that, almost surely, whenever σ1 ≈ σ2 then
RN(σ1)U(σ1)≈RN(σ2)U(σ2) weakly in H. 
The second result is:
Lemma 3.5. For almost all ω, whenever ‖U(σ)‖, ‖U(τ)‖ are finite and σ ≈ τ then U(σ) ≈
U(τ) strongly in H.
Proof. First, note that almost surely (with respect to the Loeb measure)
(i) supτT |U(τ)|2 + ν
∫ T
0 ‖U(τ)‖2 dτ is finite and so U(τ)=U(τ) for all τ ,
(ii) RN(τ)U(τ) is weakly S-continuous,
(iii) R satisfies the density equation dR
dτ
+ 〈U(τ),∇〉R(τ)= 0.
Now fix an ω for which (i)–(iii) holds and (suppressing ω) take σ ≈ τ with ‖U(σ)‖, ‖U(τ)‖
finite.
Since m|U(τ)−U(σ)|2  (R(σ )(U(τ)−U(σ)),U(τ)−U(σ)) it is sufficient to show that(
R(σ)
(
U(τ)−U(σ)),U(τ)−U(σ))≈ 0.
Now
R(σ)
(
U(τ)−U(σ))= [R(τ)U(τ)−R(σ)U(σ)]− (R(τ)−R(σ))U(τ),
so it suffices to prove
(
R(τ)U(τ)−R(σ)U(σ),V )≈ 0 and (23)((
R(τ)−R(σ))U(τ),V )≈ 0 (24)
for V =U(τ)−U(σ), which is strongly nearstandard in H since ‖V ‖ is finite.
For (23) we have from the previous lemma that R(σ)U(σ)≈R(τ)U(τ) weakly in H, so
0 ≈ (R(τ)U(τ)−R(σ)U(σ), ◦V )≈ (R(τ)U(τ)−R(σ)U(σ),V )
(the second ≈ since |R(τ)U(τ)−R(σ)U(σ)| is finite).
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((
R(τ)−R(σ))W,V )= τ∫
σ
(
dR
dη
W,V
)
dη = −
τ∫
σ
(
W
〈
U(η),∇〉R,V )dη
=
τ∫
σ
(
b
(
RU(η),W,V
)+ b(RU(η),V,W ))dη
using (3).
Since ‖W‖ < ∞, we have ∫ σ
τ
|b(RU(η),W,V )|2 dη and ∫ σ
τ
|b(RU(η),V,W)|2 dη both fi-
nite from (5) so the integrand on the right is S-integrable. Thus ((R(τ)−R(σ))W,V )≈ 0 when
σ ≈ τ , as required. 
3.4. Solving the stochastic nonhomogeneous Navier–Stokes equations
Now we can prove the main existence theorem for nonhomogeneous stochastic Navier–Stokes
equations.
Theorem 3.6. Suppose that u0 ∈ H and ρ0 ∈ L∞(D) with 0 <m ρ0(x)M , and f,g satisfy
Conditions 3.2. Then there is a weak solution (ρ,u) to the stochastic nonhomogeneous Navier–
Stokes equations with
E
(
sup
tT
∣∣u(t)∣∣2 + ν T∫
0
∥∥u(t)∥∥2 dt)<E
and for almost all ω, for all t
m ρ(t, x)M for almost all x.
Proof. Take R0 ∈ ∗C1(D) with R0 ≈ ρ0 in the weak* topology: for example, since C1(D) is
dense in L1(D) take R0 ≈ ρ0 strongly in L1(D). Then R0(ξ) ≈ ∗ρ0(ξ) for a.a. ξ, so by Loeb
theory
∫
(R0 − ∗ρ0) ∗z≈ 0 for all z ∈ L1(D). We may assume that mR0(ξ)M for all ξ .
Let (U(τ),R(τ)) be the solution to the modified hyperfinite-dimensional Galerkin equations
(18), (19) as defined in the previous section, with U(0) = Pr ∗u(0) and R(0) = R0, and let Ω1
be the full subset of Ω on which supτT |U(τ)|2 + ν
∫ T
0 ‖U(σ)‖2 dσ is finite (so U(τ)= U(τ)
all τ ) and the conclusions of Lemmas 3.4 and 3.5 hold.
Definition of u. The energy inequality (20) means that for all (τ,ω) in a Loeb-full subset
E ⊆ ∗[0, T ] ×Ω ∥∥U(τ,ω)∥∥<∞,
so for each (τ,ω) ∈ E we have U(τ,ω) strongly nearstandard in H. The set
E0 =
{
(◦τ,ω): (τ,ω) ∈ E}
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both are nearstandard in H (Lemma 3.5). So for (t,ω) ∈ E0 define
u(t,ω)= ◦U(τ,ω)
for any (τ,ω) ∈ E with τ ≈ t . Now for a.a. ω the set E0(ω) = {t : (t,ω) ∈ E0} is a full sub-
set of [0, T ] so for a.a. ω this defines u(·,ω) as a process living in H. It is clear that u ∈
L2([0, T ] ×Ω,V) and for a.a. ω
u(·,ω) ∈ L∞(0, T ;H)∩L2(0, T ;V)
using (20) and |◦U | ◦|U | and ‖◦U‖ ◦‖U‖. Let Ω2 be the full subset of Ω1 where this holds.
Note that U is a lifting of u, and for ω ∈Ω2, U(·,ω) is an SL2 lifting.
Definition of ρ. For a.a. ω, we have R(τ,ω) ∈ ∗L∞(D) and |R(τ,ω)| M for all τ so we
may immediately take standard parts (in the weak* topology): recall the notation introduced in
Proposition 2.6 and define, for a.a. ω
R̂(·,ω) : ∗[0, T ] → L∞(D)
by
R̂(τ,ω)= R̂(τ,ω).
In order to obtain the function ρ we show that for a.a. ω, R̂(σ,ω)= R̂(τ,ω) whenever σ ≈ τ
(which is the same as saying that R(·,ω) is weak* S-continuous).
Now for almost all ω, supτT |U(τ,ω)| is finite so R(·,ω) obeys the density equation (17).
Fix any such ω. Take z ∈H 1(D); integration by parts (suppressing ω) gives:
d
dτ
(R, ∗z)=
(
dR
dτ
, ∗z
)
= (−〈U,∇〉R, ∗z)= (R, 〈U,∇〉∗z),
so for any τ ∈ [0, T ]
(
R(τ), ∗z
)= (R(0), ∗z)+ τ∫
0
(
R(σ),
〈
U(σ),∇〉 ∗z)dσ.
Now the integrand (R(σ ), 〈(σ ),∇〉∗z) is S-integrable since it is bounded (using (7)) and so for
σ ≈ τ we have (R(σ ), ∗z) ≈ (R(τ), ∗z) so that (R̂(σ ), z) = (R̂(τ ), z). Now H 1(D) is dense in
L1(D) so this shows that R̂(σ )= R̂(τ ). Thus we may define, for all such ω
ρ(t,ω)= R̂(τ,ω)
for any τ ≈ t. Clearly ρ ∈ L∞([0, T ] ×D ×Ω); in fact, m ρ(t, x,ω)M for a.a. (t, x,ω).
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to show that (ρ,u) satisfy Eqs. (14), (15).
First note that there is a full subset T0 ⊆ [0, T ] such that if t ∈ T0 then the set Ê0(t) =
{ω: (t,ω) ∈ E0} is a full subset of Ω . Consider a test function Φ ∈ C1(0, T ;V). We will show
that for T0 ∈ T0, for ω ∈ Ê0(t)∩Ω2 we have(
ρ(T0)u(T0),Φ(T0)
)− (ρ0u0,Φ(0))
=
T0∫
0
[(
ρu,Φ ′ + 〈u,∇〉Φ)− ν((u,Φ))+ (ρf,Φ)]dt + T0∫
0
(Φ,ρg)dw (25)
which is Eq. (14). It is clear that the internal pair (R,U) satisfies the following(
R(T0)U(T0),
∗Φ(T0)
)− (R0U(0), ∗Φ(0))
=
T0∫
0
[(
RU, ∗Φ ′τ + 〈U,∇〉∗Φ
)− ν((U, ∗Φ))+ (RF, ∗Φ)]dτ + T0∫
0
(∗Φ,RNGdWτ ). (26)
This is obtained from the internal equation
RN(τ)
[
dU
dτ
+ 〈U(τ),∇〉U(τ)]+ νAU(τ)=RN(τ)F (τ,U(τ))+RNG(τ,U)dWτ
using integration by parts as in the proof of Lemma 3.4.
The procedure now to obtain (25) is to show that each of the terms in (26) has standard part
equal to the corresponding term in (25). Fixing T0 ∈ T0 and taking first the deterministic terms
one by one, for ω ∈ Ê0(T0) ∩ Ω2 observe that U(τ,ω) = U(τ,ω) for all τ. Thus we have for
such ω (suppressing ω where appropriate):
(1) From Corollary 2.8, since U(0)≈ u0 and ∗Φ(0)≈Φ(0) in H and R̂0 = ρ0 then(
R0U(0), ∗Φ(0)
)≈ (ρ0u0,Φ(0)). (27)
Take τ0 ≈ T0 with (τ0,ω) ∈ E so that ‖U(τ0)‖<∞. Then u(T0)≈ U(τ0) in H and so again by
Corollary 2.8, since Φ is continuous(
R(τ0)U(τ0),
∗Φ(τ0)
)≈ (ρ(T0)u(T0),Φ(T0)). (28)
(2) For a.a. τ , ‖U(τ)‖<∞ and so from Corollary 2.8,(
R(τ)U(τ), ∗Φ ′(τ )
)≈ (ρ(◦τ)u(◦τ),Φ ′(◦τ)).
Moreover, (R(τ)U(τ), ∗Φ ′(τ )) is S-integrable since it is bounded, so we have
T0∫ (
R(τ)U(τ), ∗Φ ′(τ )
)
dτ ≈
T0∫
◦(R(τ)U(τ), ∗Φ ′(τ ))dLτ0 0
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T0∫
0
(
ρ(◦τ)u(◦τ),Φ ′(◦τ)
)
dLτ
=
T0∫
0
(
ρ(t)u(t),Φ ′(t)
)
dt. (29)
(3) Since ‖U(τ)‖<∞ for a.a. τ we have for any such τ, by Corollary 2.8
(
R(τ)U(τ),
〈
U(τ),∇〉 ∗Φ(τ))
= ∗b(RU, ∗Φ,U)≈ b(ρ(◦τ)u(◦τ),Φ(◦τ), u(◦τ))= (ρ(◦τ)u(◦τ), 〈u(◦τ),∇〉Φ(◦τ)).
To get the desired equality we need that the integrand ∗b(R(τ)U(τ),∗Φ(τ),U(τ)) is S-integrable.
This follows from Lindstrøm’s lemma and the following estimate, using (3):
T∫
0
∣∣∗b(R(τ)U(τ), ∗Φ(τ),U(τ))∣∣ 43 dτ  cM T∫
0
∣∣U(τ)∣∣ 12 ∥∥U(τ)∥∥2∥∥∗Φ(τ)∥∥dτ <∞
on account of the energy bound (20). Hence
T0∫
0
(
R(τ)U(τ),
〈
U(τ),∇〉 ∗Φ(τ))dτ
≈
T0∫
0
◦(R(τ)U(τ), 〈U(τ),∇〉 ∗Φ(τ))dLτ
=
T0∫
0
(
ρ(◦τ)u(◦τ),
〈
u(◦τ),∇〉Φ(◦τ))dLτ = T0∫
0
(
ρ(t)u(t),
〈
u(t),∇〉Φ(t))dt. (30)
(4) For almost all τ since ‖U(τ)‖<∞ then U(τ)≈ ◦U(τ)= u(◦τ) weakly in V so
((
U(τ), ∗Φ(τ)
))≈ ((U(τ), ∗Φ(◦τ)))≈ ((◦U(τ),Φ(◦τ)))= ((u(◦τ),Φ(◦τ)))
for a.a. τ . Moreover, ((U(τ), ∗Φ(τ))) is S-integrable because
T∫
0
((
U(τ), ∗Φ(τ)
))2
dτ 
T∫
0
∥∥U(τ)∥∥2 dτ T∫
0
∥∥∗Φ(τ)∥∥2 dτ <∞.
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T0∫
0
((
U(τ), ∗Φ(τ)
))
dτ ≈
T0∫
0
◦((U(τ), ∗Φ(τ)))dLτ
=
T0∫
0
((
u(◦τ),Φ(◦τ)
))
dLτ =
T0∫
0
((
u(t),Φ(t)
))
dt. (31)
(5) Finally, consider the term involving f. We have, again using Corollary 2.8, that for almost
all τ (
R(τ)F
(
τ,U(τ)
)
, ∗Φ(τ)
)≈ (ρ(◦τ)f (◦τ,u(◦τ)),Φ(◦τ))
and it is routine to check that the integrand is S-integrable so that
T0∫
0
(
R(τ)∗f
(
τ,U(τ)
)
, ∗Φ(τ)
)
dτ ≈
T0∫
0
◦(R(τ)F (τ,U(τ)), ∗Φ(τ))dLτ
=
T0∫
0
(
ρ(◦τ)f
(◦τ,u(◦τ)),Φ(◦τ))dLτ
=
T0∫
0
(
ρ(t)f
(
t, u(t)
)
,Φ(t)
)
dt. (32)
So for ω ∈ Ê0(T0)∩Ω2 we have(
R(T0)U(T0),
∗Φ(T0)
)− (R0U(0), ∗Φ(0))≈ (ρ(T0)u(T0),Φ(T0))− (ρ0u0,Φ(0)) and
T0∫
0
[(
RU, ∗Φ ′τ + 〈U,∇〉∗Φ
)− ν((U, ∗Φ))+ (RF, ∗Φ)]dτ
≈
T0∫
0
[(
ρu,Φ ′ + 〈u,∇〉Φ)− ν((u,Φ))+ (ρf,Φ)]dt.
It remains to deal with the stochastic integral terms in (25), (26). For this we employ the theory
of stochastic integration developed in [6,7]. This gives that for a.a. ω
T0∫
0
(∗Φ,RNGdWτ )≈
T0∫
0
(Φ,ρg)dw (33)
provided that
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(2) for a.a. (τ,ω)
RN(τ,ω)G
(
τ,U(τ,ω)
)≈ ρ(◦τ,ω)Hg(◦τ,u(◦τ,ω)).
Now (1) follows from the energy bound (20) because∣∣RN(τ,ω)G(τ,U(τ,ω))∣∣M∣∣G(τ,U(τ,ω))∣∣M ∗a(τ)(1 + ∣∣U(τ)∣∣).
For (2) we have that for a.a. (τ,ω), U(τ,ω) is near-standard and so
RN(τ,ω)G
(
τ,U(τ,ω)
)≈ ρH(◦τ,ω)◦G(τ,U(τ,ω)) (using Corollary 2.8)
= ρH(◦τ,ω)g
(◦τ, ◦U(τ,ω)) (by Anderson’s Luzin theorem)
= ρH(◦τ,ω)g
(◦τ,u(◦τ,ω))
as required. This establishes that (ρ,u) satisfies the stochastic equation (25) for the velocity field.
Turning now to the density equation (15), take ϕ ∈ C1(0, T ;H 1(D)) and any T0  T . For
ω ∈Ω2 we have (since U =U here)
dR
dτ
+ 〈U(τ),∇〉R(τ)= 0
and integration by parts shows that for a test function ϕ ∈ C1(0, T ;H 1(D)), for any T0  T ,
(
R(T0),
∗ϕ(T0)
)− (R0, ∗ϕ(0))= T0∫
0
(
R, ∗ϕ′ + 〈U,∇〉∗ϕ)dτ. (34)
Now take standard parts of the terms in this equation one by one. We have(
R(T0),
∗ϕ(T0)
)≈ (R̂(T0), ϕ(T0))= (ρ(T0), ϕ(T0)) and (35)(
R0,
∗ϕ(0)
)≈ (R̂0, ϕ(0))= (ρ0, ϕ(0)). (36)
Also, for any τ (
R(τ), ∗ϕ′(τ )
)≈ (R̂(τ ), ϕ′(◦τ))= (ρ(◦τ),ϕ′(◦τ)).
Since (R(τ), ∗ϕ′(τ )) is bounded it is S-integrable, so
T0∫
0
(
R(τ), ∗ϕ′(τ )
)
dτ ≈
T0∫
0
(
ρ(◦τ),ϕ′(◦τ)
)
dLτ =
T0∫
0
(
ρ(t), ϕ′(t)
)
dt. (37)
Finally, the continuity property (7) shows that if ‖U(τ)‖<∞ then(
R(τ),
〈
U(τ),∇〉 ∗ϕ(τ))≈ (R(τ), 〈∗u(◦τ),∇〉 ∗ϕ(τ))≈ (R̂(◦τ), 〈u(◦τ),∇〉ϕ(◦τ))
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S-integrable and so
T0∫
0
(
R(τ),
〈
U(τ),∇〉 ∗ϕ(τ))dτ ≈ T0∫
0
(
R̂(◦τ),
〈
u(◦τ),∇〉ϕ(◦τ))dLτ
=
T0∫
0
(
ρ(t),
〈
u(t),∇〉ϕ(t))dt. (38)
Equations (35)–(38) show that for ω ∈Ω2, for any T0
(
ρ(T0), ϕ(T0)
)− (ρ0, ϕ(0))= T0∫
0
(
ρ,ϕ′ + 〈u,∇〉ϕ)dt
so the pair (ρ,u) satisfies the random equation (15) for the density. This completes the proof of
Theorem 3.6. 
3.5. Regularity in dimension 2
In the 2D setting there is more regularity to the solution, provided g has a little more regularity.
Theorem 3.7. Suppose that d = 2 and the initial condition u0 ∈ V and (ρ,u) is the solution
to the stochastic nonhomogeneous Navier–Stokes equations constructed in the previous section.
Suppose further that g : [0, t] × V → L(H,V) and |g(t, u)|H,V  a(t)(1 + ‖u‖). Then almost
surely:
(a) supt∈[0,T ] ‖u(t)‖ +
∫ T
0 |Au(t)|2 dt <∞;
(b) u(t) is strongly continuous in H and weakly continuous in V;
(c) Equation (14) holds for all T0  T .
Proof. The proof generalizes the idea of the proof of 2D-regularity in the homogeneous stochas-
tic setting—see [7, Theorem 6.5.4 and Corollary 6.5.5]. For the sake of completeness we outline
it here.
First recall the estimate
2
∣∣(R˜−1N RN 〈U,∇〉U,AU)∣∣ 2cMm |U | 12 ‖U‖|AU | 32  c′|U |2‖U‖4 + ν2M |AU |2 (39)
obtained from (6) and Young’s inequality. Take an auxiliary process
ξ(τ )= exp
(
−
τ∫
c′
∣∣U(σ)∣∣2∥∥U(σ)∥∥2 dσ)> 0 a.s.0
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lemma gives
ξ(τ )
∥∥U(τ)∥∥2
= ∥∥U(0)∥∥2 + τ∫
0
2ξ(σ )((dU,U))+
τ∫
0
ξ(σ ) tr
(
QNAG
TG
)
dσ
− c′
τ∫
0
ξ(σ )
∣∣U(σ)∣∣2∥∥U(σ)∥∥4 dσ
=
τ∫
0
ξ(σ )
[−2(R˜−1N RN 〈U,∇〉U,AU)− 2ν(R˜−1N AU,AU)+ 2(F(τ,U),AU)]dσ
+
τ∫
0
ξ(σ ) tr
(
QNAG
TG
)
dσ + 2ξ(σ )((U,G))dW − c′
τ∫
0
ξ(σ )
∣∣U(σ)∣∣2∥∥U(σ)∥∥4 dσ.
Now use estimates (39) and
1
M
|AU |2  (R˜−1N AU,AU),
2
(
F(τ,U),AU
)
 2M
ν
∣∣F(τ,U)∣∣2 + ν
2M
|AU |2 (Young’s inequality),
tr
(
QNAG
TG
)
 tr(QN)|G|2H,V
and the growth conditions on f,g together with |U |2  λ−11 ‖U‖2. Then
ξ(τ )
∥∥U(τ)∥∥2 − ∥∥U(0)∥∥2 + ν
M
τ∫
0
ξ(σ )|AU |2 dσ
 c′′
τ∫
0
∗a2(σ )
(
1 + ξ(σ )‖U‖2)dσ + τ∫
0
2ξ(σ )((U,G))dW
for a finite constants c′′. From here the argument is exactly as in the proof of Theorem 6.5.4 of [7],
using the Burkholder–Davis–Gundy inequality to estimate E supτT |M(τ)| (where M(τ) is the
martingale
∫ τ
0 ξ(σ )((U,G))dW ). This gives
E
(
sup
στ
ξ(σ )
∥∥U(σ)∥∥2 + ξ(τ ) ν
M
τ∫
0
∣∣AU(σ)∣∣2 dσ)
 c′′′
(∥∥U(0)∥∥2 + E τ∫ ∗a2(σ )(1 + ξ(σ )∥∥U(σ)∥∥2)dσ)0
162 N.J. Cutland, B. Enright / J. Differential Equations 228 (2006) 140–170for all τ. Gronwall’s lemma now gives the conclusion that
E
(
sup
τT
ξ(τ )
∥∥U(τ)∥∥2 + ξ(T ) ν
M
T∫
0
∣∣AU(τ)∣∣2 dτ)<∞
and (a) follows using ‖◦U‖ ◦‖U‖ and |◦AU | ◦|AU | and the fact that ξ(T ) ≈ 0 a.s.
For (b), we have almost surely that ‖U(τ)‖ is finite for all τ. Then by Lemma 3.5 and the
definition of u we have u(◦τ) = ◦U(τ) for all τ, with the standard part being strongly in H.
Lemma 3.5 also shows that u is continuous strongly in H and weakly in V.
For (c), referring to the proof of Theorem 3.6, if we take Ω1 to be the full set where
supτT ‖U(τ)‖2 +
∫ T
0 |AU(τ)|2 dτ is finite, then we may take E = ∗[0, T ] × Ω1 so E0 =[0, T ]×Ω1 and we may take T0 = [0, T ]. It follows from the proof of Theorem 3.6 that Eq. (14)
then holds for all T0  T . 
4. The deterministic nonhomogeneous Navier–Stokes equations
It is routine to modify (in fact simplify) the previous section to give a proof of existence
(and regularity if d = 2) for the deterministic nonhomogeneous incompressible Navier–Stokes
equations that is somewhat more straightforward than the standard existence proofs. This results
from setting g = 0 throughout.
For the additional regularity when d = 2, we can achieve a little more as in [2] using an
alternative approach, essentially by translating the key ideas of [2] into our setting.
Theorem 4.1. Suppose that d = 2 and the initial condition u0 ∈ V and (ρ(t), u(t)) is the solution
to the deterministic nonhomogeneous Navier–Stokes equations constructed by taking g = 0 in the
previous section. Then
(a) supt∈[0,T ] ‖u(t)‖ +
∫ T
0 |Au(t)|2 dt +
∫ T
0 |ut (t)|2 dt <∞, where ut denotes the time deriva-
tive du/dt ;
(b) u(t) is strongly continuous in H and weakly continuous in V;
(c) for all T0  T , for all Φ ∈ C1(0, T ;V)
(
ρ(T0)u(T0),Φ(T0)
)− (ρ0u0,Φ(0))= T0∫
0
[(
ρu,Φ ′ + 〈u,∇〉Φ)− ν((u,Φ))+ (ρf,Φ)]dt.
(40)
Proof. The internal equation for the Galerkin approximation U(τ) in HN is
RN(τ)
[
dU
dτ
+ 〈U(τ),∇〉U(τ)]+ νAU(τ)=RN(τ)F (τ,U(τ)) (41)
and so
dU = −R˜−1N RN 〈U,∇〉U − νR˜−1N AU + F(τ,U), (42)dτ
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d
dτ
‖U‖2 = 2
((
dU
dτ
,U
))
= −2(R˜−1N RN 〈U,∇〉U,AU)− 2ν(R˜−1N AU,AU)+ 2(F(τ,U),AU)
and so
d
dτ
‖U‖2 + 2ν
M
|AU |2  d
dτ
‖U‖2 + 2ν(R˜−1N AU,AU)
= −2(R˜−1N RN 〈U,∇〉U,AU)+ 2(F(τ,U),AU)
 2cM
m
|U | 12 ‖U‖|AU | 32 + 2M
ν
∣∣F(τ,U)∣∣2 + ν
2M
|AU |2
 c′|U |2‖U‖4 + ν
2M
|AU |2 + 2M
ν
∣∣F(τ,U)∣∣2 + ν
2M
|AU |2
(we have used property (6) together with Young’s inequality). The growth condition on f to-
gether with |U |2  λ−11 ‖U‖2 gives finite constants c′, c′′ such that
d
dτ
‖U‖2 + ν
M
|AU |2  c′|U |2‖U‖4 + c′′ ∗a2(τ )(1 + ‖U‖2). (43)
Now take an auxiliary function
ξ(τ )= exp
(
−
τ∫
0
c′
∣∣U(σ)∣∣2∥∥U(σ)∥∥2 dσ)> 0.
Elementary calculation gives
d
dτ
ξ‖U‖2 = ξ d
dτ
‖U‖2 + ‖U‖2 dξ
dτ
 ξ
(
c′|U |2‖U‖4 + c′′ ∗a2(τ )(1 + ‖U‖2)− c′|U |2‖U‖4)
 c′′ ∗a2(τ )
(
1 + ξ‖U‖2)
since ξ(τ ) 1. Gronwall’s lemma and the fact that ξ(τ ) is decreasing and ξ(T ) ≈ 0 gives
sup
τT
∥∥U(τ)∥∥2  ξ(T )−1 sup
τT
ξ(τ )
∥∥U(τ)∥∥2 <∞.
Inserting this in (43) gives
sup
τT
∥∥U(τ)∥∥2 + T∫
0
|AU |2 dτ <∞.
The results as stated in the theorem now follow easily: starting with (b), since ‖U(τ)‖ is finite
for all τ then by Lemma 3.5 and the definition of u we have u(◦τ) = ◦U(τ) for all τ, with the
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weakly in V.
For (c), in the deterministic setting the set T0 in the proof of Theorem 3.6 is simply given by
T0 = {◦τ : ‖U(τ)‖<∞} = [0, T ], and so the deterministic equation (40) holds for all T0  T .
Finally, since ‖◦U‖  ◦‖U‖ and |◦AU |  ◦|AU | and Au = ◦AU whenever |AU | is finite,
then the first two terms of (a) are finite. For the derivative of u, we have from (42)
U(t)=U(0)+
t∫
0
[−R˜−1N RN 〈U,∇〉U − νR˜−1N AU + F(τ,U)]dτ =U(0)+
t∫
0
Ψ (τ)dτ.
Now check that |Ψ (τ)| is S-integrable; this follows from
∣∣R˜−1N RN 〈U,∇〉U ∣∣ cMm |U | 12 ‖U‖|AU | 12 and ∣∣R˜−1N AU ∣∣M−1|AU |
and the growth condition on f. It is also clear that |Ψ (τ)| is finite for a.a. τ so we have
u(t)= u(0)+
t∫
0
◦Ψ (τ)dLτ = u(0)+
t∫
0
ψ(τ)dLτ,
where ψ = E(◦Ψ |st−1B) withB= the Borel algebra on [0, T ]. So ut is given by ut (◦τ)=ψ(τ)
and we have
T∫
0
∣∣ut (t)|2 dt = t∫
0
∣∣ψ(τ)∣∣2 dLτ  t∫
0
∣∣◦Ψ (τ)∣∣2 dLτ  ◦ t∫
0
∣∣Ψ (τ)∣∣2 dτ <∞. 
Appendix A. Nonstandard analysis
We provide here a brief outline of the basics of nonstandard analysis and Loeb measure
theory as employed in this paper. For full details see any of the modern expositions of this
methodology—for example [1,7,11] or [12].
A.1. The nonstandard universe
The starting point is a base set B that contains all the standard objects involved in our dis-
cussion. In particular, B should contain the set of reals R and the linear space H. The following
superstructure over B, denoted by V = V (B), is then an adequate (standard) mathematical uni-
verse in which to treat the stochastic Navier–Stokes equations3 (where P(A) denotes the set of
all subsets of a set A):
3 That is, all objects discussed and constructed live in this collection of sets.
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(
Vn(B)
)
, n ∈ N and
V = V (B)=
⋃
n∈N
Vn(B).
The an ultrapower construction is used to build a nonstandard extension ∗B ⊃ B, and at the
same time a mapping ∗ :V (B)→ V (∗B) that associates to each set A ∈ V a nonstandard counter-
part ∗A ∈ V (∗B). At level 0, we simply have ∗b = b for each b ∈ B. At level 1, for each A⊂ B we
have A ⊂ ∗A ⊂ ∗B, with ∗A \ A consisting of “ideal” or “nonstandard” elements. For example,
∗N \ N consists of infinite (hyper)natural numbers.
In general, for each set A ∈ V, the mapping ∗ maps A injectively into ∗A. So even for mathe-
matical objects4 J at higher levels, ∗J can be regarded as an extension of J .
The resulting nonstandard universe is the collection
∗V = {x: x ∈ ∗A for some A ∈ V}
consisting of all members of nonstandard counterparts of sets in V. Although ∗V ⊂ V (∗B), it is
crucial to realize that ∗V is not the same as V (∗B). Sets in ∗V are known as internal sets; a set
is external if it is not internal. Of course, all sets (including those in V (∗B)) are ordinary sets in
the usual universe of mathematics.
The key property of the nonstandard universe that makes it tractable is the transfer principle,
which indicates precisely which properties of the superstructure V are inherited by ∗V.
Theorem A.1 (The transfer principle). Suppose that ϕ is a bounded quantifier statement. Then
ϕ holds in V if and only if ∗ϕ holds in ∗V.
A bounded quantifier statement (bqs) is a statement of mathematics that can be written in
such a way that all quantifiers range over a prescribed set. That is, subclauses such as ∀x ∈ A
and ∃y ∈ B are permitted but not unbounded quantifiers such as ∀x and ∃y. Most quantifiers
in mathematical practice are bounded (often only implicitly in exposition). A bqs ϕ may also
contain fixed sets M from V, which will be replaced in ∗ϕ by ∗M.
Members of internal sets are internal (this follows easily from the construction) and since the
sets ∗M are also internal, it follows that the information obtained from the transfer principle is
entirely about internal sets.
It is possible (and quite convenient) to take an axiomatic approach to ∗V, which simply pos-
tulates the existence of a set ∗V and a mapping ∗ :V → ∗V that obeys the transfer principle.
For most purposes (and certainly the construction of Loeb measures) the further assumption of
ℵ1-saturation is needed—a property that comes with the ultrapower construction.
A.1.1. ℵ1-saturation
Definition A.2. A nonstandard universe ∗V is said to be ℵ1-saturated if the following holds:
if (Am)m∈N is a countable decreasing sequence of internal sets with each Am = ∅, then⋂
m∈NAm = ∅.
4 We are taking the approach that every mathematical object is actually a set.
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ℵ1-saturated.
ℵ1-saturation is a kind of compactness property that is essential for the Loeb measure con-
struction.
A.1.2. The hyperreals ∗R
The nonstandard extension ∗R of the reals is called the hyperreals and the following are
fundamental definitions in connection with these. Let x, y ∈ ∗R. Then
Definition A.4.
(i) x is finite if |x|< n for some n ∈ N; x is infinite if not finite;
(ii) x is infinitesimal if |x|< 1
n
for all n ∈ N;
(iii) x ≈ y if |x − y| is infinitesimal (so x ≈ 0 iff x is infinitesimal).
The following is essentially a reflection of the fact that in R bounded closed sets are compact.
Theorem A.5 (Standard part theorem). If x ∈ ∗R is finite then there is a unique r ∈ R (called the
standard part of x) such that x ≈ r .
A.2. Further nonstandard preliminaries
A.2.1. Topology
Given a standard Hausdorff space S, we identify each point x ∈ S with ∗x ∈ ∗S, so that
S ⊆ ∗S.5 If x ∈ S and X ∈ ∗S, then x is the standard part of X, in symbols x = ◦X, if X ∈ ∗O for
every open neighborhood O of x. Since S is Hausdorff, each X ∈ ∗S has at most one standard
part. An element X ∈ ∗S is said to be nearstandard, in symbols X ∈ ns(S), if X has a standard
part. Thus the standard part function maps ns(S) onto S and is the identity on S. The standard
part of a set B ⊆ ns(S) is the set ◦B = st(B)= {◦X: X ∈ B}.
In the particular case of a standard metric space (S,ρ) (and a fortiori a Hilbert space such
as occurs in the discussion of the paper), x = ◦X if and only if ∗ρ(X,x) ≈ 0, and two points
X,Y ∈ ∗S are said to be infinitely close, in symbols X ≈ Y , if ∗ρ(X,Y ) ≈ 0. This is consistent
with the notation introduced earlier for ∗R.
In the case of a Banach space S with dual S′ note the following characterization of the weak
and weak∗ topologies.
Lemma A.6. Let S be a Banach space.
(a) If x ∈ S and X ∈ ∗S then x ≈X in the weak topology of S iff y(x)≈ ∗y(X) for all y ∈ S′.
(b) If y ∈ S′ and Y ∈ ∗S′ then y ≈ Y in the weak∗ topology of S′ iff y(x)≈ Y(x) for all x ∈ S.
Note the following well-known compactness criterion that is needed.
Proposition A.7. Let S be a separable space, and C ⊆ S. Then the following are equivalent:
(i) C is compact,
(ii) ∗C ⊆ ns(C) (that is, each x ∈ ∗C is nearstandard and ◦x ∈ C).
5 If S ⊂ B then we actually have x = ∗x.
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The space ∗H has a basis (∗en)n∈∗N = (En)n∈∗N given by the nonstandard extension ∗e of the
function e :N → H. For each U ∈ ∗H there is a unique internal sequence of hyperreals (Un)n∈∗N
such that
U =
∗∞∑
n=1
UnEn
and the subspace HN of ∗H is defined by
HN =
{
N∑
n=1
UnEn: U ∈ ∗RN, U internal
}
.
On H (and also V or any of the spaces Hr ) there are both weak and strong topologies. The book
[7] gives full information about the nonstandard characterizations of these, and other matters, but
here are the most important facts.
Proposition A.8. Let U ∈ ∗H (or HN ). Then
(a) U is (strongly) nearstandard to u in H (denoted U ≈ u) if |U −∗u| ≈ 0 (and then |U | ≈ |u|).
(b) U is weakly nearstandard to u in H (denoted U ≈w u) if (U, ∗v)≈ (u, v) for all v ∈ H and
|u| ◦|U | (allowing this to be ∞).
(c) If U is strongly nearstandard then it is weakly nearstandard and the standard parts agree,
so we write ◦U for the standard part in whichever topology it may be nearstandard.
(d) If |U | is finite then U is weakly nearstandard and the weak standard part u = stweak(U) is
defined by
un = ◦(Un)
for finite n.
(e) If ‖U‖ is finite then U is strongly nearstandard in H.
(f) If |U |, |V |<∞ then
U ≈w V ⇐⇒ Ui ≈ Vi ∀i ∈ N.
Similar facts obtain for other spaces in the spectrum Hr .
A.2.3. Loeb measure theory
A Loeb measure is a standard measure that is constructed from an internal measure space,
as follows. Suppose that X =(X,A,M) is a finitely additive internal space so that A is an in-
ternal algebra of subsets of the set X and M :A→ ∗R0 is finitely additive, and suppose that
M(X) is finite. The Loeb measure is the unique extension to the σ -algebra σ(A) of the func-
tion (◦M)(A)= ◦(M(A)). After completion (that is, including all null-sets) this gives a standard
complete measure space
XL =
(
X,L(A),ML
)
which is the Loeb measure space generated by (X,A,M). The completion L(A) is the set of
Loeb measurable subsets of X, which can be characterized as those sets that are approximable
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a standard space—L(A) is a σ -algebra extending σ(A), and the σ -additive set function ML that
extends ◦M is real valued (that is, ML :L(A) → R0), (b) the domain of this measure is the
original set X, which happens to be a set in the nonstandard universe, but is still a bona fide set.
An important example of a Loeb measure is the Loeb–Lebesgue measure ΛL = ∗λL on an
interval ∗[0, T ], where λ is Lebesgue measure. The Lebesgue measure can be recovered from
this by the following result.
Proposition A.9. Let B ⊆ [0, T ]. Then
(a) B is Lebesgue measurable iff and only st−1(B)= {x ∈ ∗[0, T ]: ◦x ∈ B} is Loeb measurable.
(b) If B is Lebesgue measurable then λ(B)=ΛL(st−1(B)).
An application of this is the following lemma.
Lemma A.10. If A is a full subset of ∗[0, T ] then st(A) is a Lebesgue full subset of [0, T ].
Proof. Let B = st(A). Then A ⊆ st−1(B) ⊆ ∗[0, T ] so st−1(B) is Loeb measurable with full
measure. By the result above B is Lebesgue measurable and λ(B)=ΛL(st−1(B))= T . 
Loeb integration. Loeb integration theory gives the connection between internal integration
using the internal measure M and standard integration in the Loeb space. For finitely bounded
internal functions F :M → ∗R this is simply
∫
X
F dM ≈
∫
X
◦F dML. (A.1)
This relationship extends to a larger class of internal functions F :M → ∗R that are called
S-integrable, defined by the property that
∫
X
|F |dM is finite and ∫
A
|F |dM ≈ 0 whenever A ∈A
with M(A)≈ 0.
We note, finally, the following fact that is needed, remembering that H ⊂ L2(D).
Proposition A.11. Let U ∈ HN and u ∈ H. Then the following are equivalent:
(a) U ≈ u in the strong (i.e. metric) topology of H.
(b) U is an SL2 lifting of u; that is, U2 : ∗D → ∗R is S-integrable and for almost all (with respect
to the Loeb–Lebesgue measure) x ∈ ∗D
U(x)≈ u(◦x).
Stochastic integration. There is a well-developed theory of stochastic integration paralleling
the above integration theory. The basic idea is that if an internal probability space Ω carries an
internal martingale W say for which an internal stochastic integral
∫ t
F dW is defined (where0
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t∫
0
F dW ≈
t∫
0
◦F dw
for Loeb-almost-all ω ∈ Ω , where w = ◦W is a martingale. The original theory was developed
by Anderson in finite-dimensional spaces with W an internal infinitesimal random walk, but it
extends quite naturally to the present infinite-dimensional context with W an internal hyperfinite-
dimensional Wiener process whose standard part ◦W is a Wiener process on the Hilbert space H.
For full details consult [7].
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