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1. INTRODUCTION
w xIn 1885, Poincare 8 investigated the mth-order difference equationÂ
z q t q p1. z q ??? q t q pm. z s 0, n G 0, 1.1 . .  .nqm 1 n nqmy1 m n n
where t , 1 F i F m, are constants. Under some smallness conditions oni
coefficients p i., Poincare showed that if the polynomialÂn
g l s lm q t lmy 1 q ??? qt . 1 m
 .has distinct zeros l , l , . . . , l , then every nontrivial solution of 1.11 2 m
exhibits an asymptotic property
znq1
lim s liznª` n
 4for some i g 1, 2, . . . , m .
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 .  w xEquation 1.1 has been studied by many authors see 6, 10 and the
.  .references cited therein . Most authors suppose that the zeros of g l are
distinct and the coefficients p i. are absolutely summable. The case wheren
 .g l has multiple zeros has rarely been investigated.
Here we consider the second-order Poincare difference equationÂ
z y t 2 q b z q t 2 1 q c z s 0, t / 0, 1.2 .  .  .nq2 n nq1 n n
 4`  4`where b s b and c s c are sequences of real numbers andn ns0 n ns0
 .z g R. Note that Eq. 1.2 can be viewed as a perturbation ofn
z y 2 tz q t 2z s 0,nq2 nq1 n
which has a double characteristic root l s t.
Recently, the WKB approximation for second-order linear difference or
 wdifferential equations has extensively been discussed see, for example, 5,
x. w x  .9 . Spigler and Vianello 9 studied the WKB-type approximation for 1.2
< <in the case where t s 1, b ' 0, and the second moment of c is finite,n n
` 2 < < w x i.e.,  n c - `. Geronimo and Smith 5 considered the equation in ourn
.notation
1 q a z y b z q z s 0, 1.3 .  .nq2 nq2 nq1 nq1 n
 4where a ª 0 and b keeps away from the subset y2, 2 of the complexn n
 .plane, and obtained WKB approximation results for 1.3 under some
absolute summability conditions on the coefficients and their differences.
However, the Riccati method is a powerful method to obtain asymptotic
approximations to solutions of second-order self-adjoint scalar or matrix
w xdifferential equations. The interested reader is referred to 2, 3 for the
w xscalar case and 1 for the matrix case. Here we will present a discrete
analog of this method.
n  .Let z s t x . Then, from 1.2 , x satisfiesn n n
x y 2 q b x q 1 q c x s 0. 1.4 .  .  .nq2 n nq1 n n
 .Our standing hypothesis includes the convergence maybe conditional
of the series `b and `c . In this case, without loss of generality, we mayn n
< <assume that c - 1 for all n G 0, and setn
ny1 1
r s 1, r s for n G 1. 1.5 .0 n 1 q cks0 k
 .  .Multiplying both sides of 1.4 by r and noting 1 q c r s r , wenq1 n nq1 n
arrive at a second-order self-adjoint difference equation
D r D x q p x s 0, n G 0, 1.6 .  .n n n nq1
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where D is the forward difference operator and
p s r c y b , n G 0. 1.7 .  .n nq1 n n
 .Note that 1.6 can be viewed as a perturbation of the equation
 .D r D x s 0 which has two linearly independent solutions x s 1 andn n n
x s R [ ny11rr . The purpose of this paper is to find conditions on bn n ks0 k
 . 1.and c or, equivalently, on r and p such that there exist two solutions z
2.  .and z of 1.2 satisfying
z 1. s t n 1 q o 1 , . .n
z 2. s t nR 1 q o 1 as n ª `, . .n n
 .and express the above o 1 terms explicitly in terms of the coefficients.
In the mean time, a thorough study of the self-adjoint difference
 .equation 1.6 is beneficial. Here we briefly show how to apply Riccati
 .techniques to establishing approximation results for 1.6 .
 4`A solution x s x is called nonoscillatory if there exists an N G 0n ns0
such that x x ) 0 for all n G N, and is called oscillatory otherwise. Itn nq1
 w x.  .is known cf. Mingarelli 7 that either all nontrivial solutions of 1.6 are
 .nonoscillatory or none are, and 1.6 is therefore called nonoscillatory or
oscillatory, respectively. A nonoscillatory solution x is called principal
 . `  .  .recessi¨ e if  1r r x x s ` and nonprincipal dominant otherwise.n n nq1
 w x. It is known cf. 4 that the principal solution is essentially unique up to
.constant multiples and all solutions independent of a principal solution
are nonprincipal.
From the desired asymptotic properties of z , we see that x must ben n
nonoscillatory. Suppose that `p converges and denote P s ` p .n n ksn k
 .Suppose that 1.6 is nonoscillatory and x is a solution such that x x ) 0n nq1
for n G N for some N G 0. Then, by a well-known result cf., for example,
w x.4, Theorem 2.10 , we have that u s r D x rx ) yr and u satisfiesn n n n n n
` 2uk
u s q P for n G N. 1.8 .n nu q rk kksn
 .If we further let ¨ be the first series on the right-hand side of 1.8 , thatn
 .2  .is, ¨ s u y P , then D¨ s y ¨ q P r r q ¨ q P , and so ¨ satis-n n n n n n n n n
fies
P ¨ ¨ P 2n n nq1 n
D¨ q ¨ q ¨ q q s 0, n G N. 1.9 .  .n n nq1r r rn n n
CHEN AND WU180
 .If P is ``small,'' we can apply the variation of constant method to 1.9 andn
get
` `
2¨ s G k , n ¨ ¨ q G k , n P , 1.10 .  .  . n k kq1 k
ksn ksn
 .where G k, n is the Green function of the linear homogeneous part of
 .1.9 and will be specified later.
 .  .Usually, as compared with 1.8 , 1.10 is called the second-level Riccati
 .equation of 1.6 . There are two advantages of using the second-level
 .  .Riccati equation 1.10 rather than 1.8 in studying asymptotic properties
 .  .of solutions of 1.6 . First, the variable ¨ involved in 1.10 is nonnegativen
and hence easier to estimate. Second, it is easier to get a small solution ¨n
 .  .of 1.10 which corresponds to a principal solution x of 1.6 . Since
 .r x s r q ¨ q P x , we see that the solution x may have then nq1 n n n n
following form:
` rk
x s , n G N , 1.11 .n r q ¨ q Pksn k k k
provided ¨ and P are small enough such that the infinite productn n
converges to a positive number. A nonprincipal solution y which is linearly
independent of x can be obtained and estimated by the following relation
 w x.cf. 4 :
ny1 1
y s x , n ) N. 1.12 .n n r x xk k kq1ksN
 .  .Under some conditions, 1.11 and 1.12 might be expected to give
adequate approximations to solutions x ; 1 and y ; R as n ª `, andn n n
 . n nhence, 1.2 might have two solutions which behave like t and t R ,n
respectively. The conditions obtained are mild, and some of them are not
only sufficient but also necessary.
 .  .The main results of this paper concerning both Eqs. 1.6 and 1.2 will
be stated in the next section and their proofs will be left to Section 3.
2. MAIN RESULTS
In this paper, an empty sum will be treated as 0 and an empty product as
1. The Landau notations ``O'' and ``o'' refer to orders of the variable as
 4`  4`n ª `. Let f s f and g s g be two sequences. For simplicity,n ns0 n ns0
 4`  2 4` 2we will denote the sequence f rg by frg, f by f , etc., andn n ns0 n ns0
write f g C if ` f converges. A fact that will frequently be used belowns0 n
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2 `  .is that if f g C and f g C then the infinite product  1 q fksn k
converges to a positive number.
Before stating our main results, we give some notations and hypotheses
 .needed below. Recall the coefficients r and p of 1.6 are respectively
 .  . ny1 `defined by 1.5 and 1.7 , R s  r , and P s  p if p g C. Ourn ks0 k n ksn k
basic hypothesis is
 . 2 < <H b, c, c g C , c - 1 for n G 0 and p g C.n
 .  .From H , the product in 1.5 converges to a positive number as n ª `,
and therefore, there exist two positive numbers m - M such that
0 - m F r F M for n G 0, 2.1 .n
and R s ny1 r ª ` n ª `.n ks0 n
 .  .  .It is natural to assume 2.1 and p g C instead of H for Eq. 1.6 .
Here we would like to remark that if the coefficient r ) 0 is unbounded
 .above or below i.e., lim inf r s 0 , it is very difficult to construct thenª` n
 .second-level Riccati equation for the corresponding equation 1.6 . Fur-
ther results in this direction will appear elsewhere.
 4`For any sequence f s f , denote the weighted average of the first nn ns0
terms of f by
ny11 fk
f s , n G 1.n R rn kks0
Obviously, if f is positive and nonincreasing, then f F f .n n n
 .In addition to H , the following assumptions will be used wherever
needed:
 . ` 2A1 w [  kP - `.n ksn k
 .A2 lim R P s 0.nª` n n
 . `  .A3 T [  R P rr converges.n ksn k k k
 . ` 2 2A4 c [  k P - `.n ksn k
Denote
` `P Qk kq1
Q s , S s , n nr rk kksn ksn
whenever the series converge.
 .Our main results for the self-adjoint difference equation 1.6 are the
following theorems.
 .THEOREM 2.1. Suppose that p g C , Prr g C , and 2.1 holds.
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 .  .  .i If A1 holds, then 1.6 is nonoscillatory and has a principal
solution x satisfying
1
2x s 1 y Q q Q 1 q o 1 q O w , 2.2 .  .  . .n n n n2
Pn 2D x s 1 y Q q O Q q o w , 2.3 .  . . .n n n nrn
and a nonprincipal solution y satisfying
yn 2s 1 q Q q Q y Q 1 q o 1 q O Q q w . 2.4 .  . .  . .n nq1 n n nRn
 .  .ii Con¨ersely, if 1.6 has a solution x such that x ª 1 as n ª `,n
 .then A1 holds.
 .THEOREM 2.2. Suppose that p g C , Prr g C , and 2.1 holds.
 .  .  .  .i If A1 and A2 hold, then 1.6 is nonoscillatory and has a
 .  .principal solution x satisfying 2.2 , 2.3 and a nonprincipal solution y
satisfying
1 1
2 < <D y s 1 q Q y Q 1 q o 1 q O w q n P . 2.5 .  . .  .n n n n nr 2n
 .  .ii Con¨ersely, if 1.6 has a solution x such that x ª 1 as n ª `,n
 .and if the solution y, defined by 1.12 for n G N q 1 for some N G 0,
 .  .satisfies r D y ª 1 as n ª `, then A1 and A2 hold.n n
 .  .THEOREM 2.3. Suppose that p g C , Prr g C , and 2.1 holds. If A3
 .  .and A4 hold, then 1.6 is nonoscillatory and has a principal solution x
 .  .satisfying 2.2 , 2.3 and a nonprincipal solution y satisfying
1r2y s R q L y R Q 1 q o 1 y 2S q O c rn q c , 2.6 .  .  . .  .n n n n n n n
where L is a constant.
Remark. In the above results, the principal solution x has the same
 .asymptotic property 2.2 . However, since the nonprincipal solution y is
unbounded, it may have different asymptotic properties. A thorough
 .  .  .description of these asymptotic properties is given in 2.4 , 2.5 , and 2.6 .
 .  .  .Clearly, 2.6 « 2.5 « 2.4 .
 .Note that solutions of the Poincare difference equation 1.2 are ob-Â
 . n  .  .tained by multiplying solutions of 1.6 by t and that H implies 2.1 and
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 .p g C. Therefore, parallel results for 1.2 follow immediately from the
above theorems.
 .  .COROLLARY 2.4. Suppose that H holds and Prr g C. If A1 holds,
 . 1. n 2. nthen 1.2 has two linearly independent solutions z s t x and z s t y ,n n n n
 .  .  .where x and y are solutions of 1.6 satisfying 2.2 and 2.4 , respecti¨ ely.
 . yn  .Con¨ersely, if 1.2 has a solution z such that t z ª 1 as n ª `, then A1n
holds.
 .  .  .COROLLARY 2.5. Suppose that H holds and Prr g C. If A1 and A2
 . 1. n  .hold, then 1.2 has a solution z s t x with x satisfying 2.2 and an n
2. n  .  .solution z s t y with y satisfying 2.5 . Con¨ersely, if 1.2 has a solutionn n
z 1. such that tyn z 1. ª 1 as n ª `, and if the solution defined byn
ny1 2 kq1t
2. 1.z s z , n ) N , 2.7 .n n 1. 1.r z zk k kq1ksN
 yn 2..  .  .satisfies r D t z ª 1 as n ª `, then A1 and A2 hold.n n
 .  .  .COROLLARY 2.6. Suppose that H holds and Prr g C. If A3 and A4
 . 1. n 2. nhold, then 1.2 has solutions z s t x and z s t y , where x and y aren n n n
 .  .  .solutions of 1.6 satisfying 2.2 and 2.6 , respecti¨ ely.
To end this section, we give a consequent result whose conditions seem
to be stronger but easier to verify.
 .COROLLARY 2.7. Suppose that H holds. Let a be a positi¨ e sequence
such that a g C and na is bounded. Let A s ` a . Ifn n ksn k
P s O a , 2.8 .  .n n
 . 1. 2.then 1.2 has two linearly independent solutions z and z satisfying
z 1. s t n 1 q O A , 2.9 .  . .n n
2. nz s R t 1 q O A . 2.10 . . .n n n
 . < <Proof. First, since a g C , 2.8 implies P g C. Second, na is bounded,n
< < ` 2  .  .so is n P . Thus,  nP - `, that is, A1 holds. By Corollary 2.4, 1.2 hasn n
two solutions
1. n < <z s t 1 q O Q q w , 2.11 . . .n n n
2. n < <z s R t 1 q O Q q w . 2.12 . . .n n n n
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Finally, since
` ` ` `< <Pk 2< <Q F F K a and w s kP F K a ,   n 1 k n k 2 krkksn ksn ksn ksn
 .  .  .  .we obtain 2.9 and 2.10 from 2.11 and 2.12 , respectively.
3. PROOFS OF THE THEOREMS
Before proving the theorems in Section 2, we establish the second-level
 .Riccati equation for 1.6 and study the asymptotic behavior of its solu-
tions. For convenience, we ignore the trivial case P ' 0.n
 . < <From 2.1 and p g C , we may assume that P - r for n G N forn n
some N G 0. Motivated by the method of variation of constant, we define
a function
ky1 k 1
G k , n s r q P for k G n G N. 3.1 .  . . j j r y Pjsn jsn j j
 .It is straightforward to verify that G k, ? satisfies the linear homogeneous
 .part of 1.9 , that is,
Pn
G k , n q 1 y G k , n q G k , n q G k , n q 1 s 0, .  .  .  . .
rn
k G n G N.
Therefore, if the series
`
2ÄP [ G k , n P 3.2 .  .n k
ksn
converges, then solutions of
`
Äu s P q G k , n ¨ ¨ , n G N , 3.3 .  .n n k kq1
ksn
 .will satisfy 1.9 . This idea is embodied in the following result which is
w xsimilar to Theorems 3.2 in 4 , and hence, stated without a proof.
 .  .LEMMA 3.1. Let p g C and 2.1 hold. Then 1.6 is nonoscillatory if and
Ä  .  .only if P is well defined by 3.2 and there exists a solution ¨ of 3.3 , ¨ G 0,n
n G N for N G 0.
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Ä .  .LEMMA 3.2. Let 2.1 hold. If p g C , P is well defined by 3.2 , and there
exists an N G 0 such that
`
1Ä Ä ÄG k , n P P F P for n G N , 3.4 .  . k kq1 n4
ksn
 .  .then 1.1 is nonoscillatory and 3.3 has a solution ¨ satisfying
Ä ÄP F ¨ F 2 P for n G N. 3.5 .n n n
Proof. Let
0 Ä¨ s 2 P , n G N ,n n
`
j jy1 jy1Ä¨ s P q G k , n ¨ ¨ , n G N , j s 1, 2, . . . . 3.6 .  .n n k kq1
ksn
 .With the aid of 3.4 , it is easy to prove by induction that the sequence
j  j4`¨ s ¨ is well defined and satisfiesn nsN
Ä j jy1 ÄP F ¨ F ¨ F 2 P for n G N , j s 1, 2, . . . . 3.7 .n n n n
j  .  .So, ¨ [ lim ¨ exists for n G N, and 3.5 is satisfied by 3.7 . On then jª` n
 .  .other hand, also by 3.7 , the second series in 3.6 converges uniformly
 .  4`with respect to j G 1. Letting j ª ` in 3.6 shows that ¨ is an nsN
 .solution of 3.3 . The proof is complete.
 .  .In what follows the estimate 3.5 for the solution ¨ of 3.3 will play an
important role.
 .  .Next we will show that A1 is sufficient for 3.3 to have a solution
 . 2satisfying 3.5 . If p g C and P g C , then we set
` 2Pk
H s . 3.8 .n rkksn
2  .LEMMA 3.3. Let p g C , P g C. Then H g C if and only if A1 holds.
 .Proof. For any n ) N, with the aid of the Abel identity and 2.1 , we
have
n n 2kPk
H s nH y N y 1 H q . k nq1 N rkksN ksN
` 2 n 2kP kPk kF y N y 1 H q . Nr rk kksnq1 ksN
`1
2F kP y N y 1 H , . k Nm ksN
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and hence
n n `1 1
2 2kP F H q N y 1 H F kP , .  k k N kM mksN ksN ksN
which asserts Lemma 3.3.
 .  .LEMMA 3.4. Suppose that 2.1 holds and p g C , Prr g C. If A1
 .  .  .holds, then 3.3 has a solution ¨ satisfying 3.5 , and hence, 1.6 is
nonoscillatory.
 . 2  .Proof. Since A1 implies that P g C , it follows from 2.1 that
2 2  .P rr g C. Since we also have Prr g C , the product in 3.1 tends to a
 .  .positive number as k ª `. As a result, from 3.1 and 2.1 we can find two
positive numbers a - b such that
a F G k , n F b , N F n F k - `. 3.9 .  .
 .  .  .  .From 3.9 , 3.2 , 2.1 , and 3.8 , we have
2` ` ` `
2 3 2Ä Ä ÄG k , n P P F b P F b P .   k kq1 k j /
ksn ksn ksn jsk
` ` ` 2 3 `P Mbj3 2 ÄF Mb P F H P .   j k n /  / /r ajjsn ksn jsk ksn
 .  .By Lemma 3.3, A1 implies that H g C. Thus, 3.4 is fulfilled for all
sufficiently large n, and hence, Lemma 3.4 follows from Lemma 3.2.
Now we are in a position to prove the main results.
 .  .  .Proof of Theorem 2.1. i If A1 holds, by Lemma 3.4, 3.3 has a
 .solution ¨ satisfying 3.5 for n G N for some N G 0.
 . 2 2  .Since Prr g C and A1 « P rr g C , 3.9 holds for two positive
 .  .  .numbers a - b. By Lemma 3.3, from 3.9 , 3.8 , and 3.5 , we have that
Ä .A1 « H g C « P g C « ¨ g C. Since ¨ G 0, it is obvious that ¨rr gn
2  .  .2 2C , ¨ g C , and hence, P q ¨ rr g C , P q ¨ rr g C. So, the infinite
product
` P q ¨n n
1 q  /rnsN n
converges to a positive number. We then define
` rk
x s , n G N. 3.10 .n r q P q ¨ksn k k k
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 .  .Let u s ¨ q P . Then 3.10 gives x 1 q u rr s x , i.e., u s ¨ qn n n n n n nq1 n n
 .P . Thus, u turns out to be the Riccati transformation of 1.6 . From this,n n
 .  .or from a direct computation, x defined by 3.10 is a solution of 1.6 .n
For n G N, we now have
` `P ¨ P ¨k k k k
log x s y log 1 q q s y q q v n k /  /r r r rk k k kksn ksn
` ¨ ks yQ y q v , 3.11 .n k /rkksn
where
P q ¨ P q ¨ P 2 ¨ 2k k k k k k 2 2v s log 1 q y s O q s O P q ¨ . .k k k2 2 /  /r r r rk k k k
 .  .From 3.5 and 3.9 , we get
`
2 2Ä¨ G P G a P G aP ,k k j k
jsk
 .and hence v s O ¨ . Sincek k
` ` ` ` ` `Ä¨ P 1 2bk k 2 2F 2 s 2 G j, k P F P .     j jr r r mk k kksn ksn ksn jsk ksn jsk
`2b 2b
2F kP s w , k nm mksn
 .it follows from 3.11 that
x s exp yQ q O w . 3.12 .  . .n n n
 .  .Expanding the right-hand side of 3.12 yields 2.2 . The solution x is
principal since x tends to a positive number.n
 .  .By 2.1 and 3.9 ,
`
2ÄR ¨ F 2 R P s 2 R G k , n P .n n n n n k
ksn
`2b 2b
2F kP s w . 3.13 . k nm mksn
 .  .  .Since R s O n , 3.13 implies ¨ rr s o w . Noting that D x sn n n n n
 .  .x P rr q ¨ rr , we obtain 2.3 from 2.2 immediately.n n n n n
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 .  .  .To prove 2.4 , let y be defined by 1.12 . Then y is a solution of 1.6 ,n
 .  .and y is clearly nonprincipal. Let 1r x x s 1 q r . From 2.2 itk kq1 k
follows that
21r s Q q Q y Q q Q 1 q o 1 q O w . 3.14 .  .  .  . .k k kq1 k kq1 k2
 .By 1.12 , we have
ny1y x 1 q r 1n n ks s x 1 q r q O . 3.15 . n n  / /R R r Rn n k nksN
 .All that is needed is to calculate r from 3.14 . Ignoring the trivial casen
w ' 0, we note that the series `w either converges or diverges, andn n
hence, in either case, by the definition of the weighted average, 1rR sn
 .O w . Next, sincen
2 2P 2 Pk k2 2Q q Q s 2Q y F 8Q q .k kq1 k k 2 /r rk k
and `P 2 - `, we havek
2r s Q q Q q O Q q w . 3.16 . .n n nq1 n n
 .  .  .  .Finally, substituting 2.2 and 3.16 into 3.15 , we obtain 2.4 .
 .  .ii Suppose that 1.1 has a solution x such that x ) 0 for n G Nn
and x ª 1 as n ª `. Let u s r D x rx , ¨ s u y P . Then u satisfiesn n n n n n n n
 .  w x.  .1.8 cf. 4, Theorem 2.10 and ¨ satisfies 3.3 by Lemma 3.1.
We claim that urr g C. Set j s log x . So, j ª 0 as n ª ` andn n n
u 1n 2 3s exp Dj y 1 s Dj q Dj q O Dj . 3.17 .  .  .  . .n n n nr 2n
 .  . 2 2 2From 1.8 and 2.1 we see that u g C , and hence u rr g C. Both sides
 .  .2of 3.17 squared show that Dj g C , and then urr g C follows from
 .  .3.17 again. Thus, ¨ g C from Prr g C and 2.1 . Since ¨ is positive andn
nonincreasing, ¨ 2 g C , and hence, P 2 g C.
Ä Ä .  .Moreover, from 3.3 , 0 F P F ¨ , so P g C. By 2.1 and Lemma 3.3,n n
Ä  .P g C « H g C « A1 holds. The proof of Theorem 2.1 is complete.
 .  .Proof of Theorem 2.2. i By Theorem 2.1, we need only to prove 2.5
 .  .from A2 . In fact, from 1.12 ,
1 r y D x 1 yn n n n
r D y s q s q R ¨ q R P . 3.18 .  .n n n n n nx x x Rn n n n
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 .  .  .  .  .Since y rR s O 1 by 2.4 , R ¨ s O w by 3.13 , we get 2.5 fromn n n n n
 .  .  .3.18 , 2.2 , and A2 .
 .  .  .ii For the solution y defined by 1.12 , 3.18 is valid. Suppose that
 .r D y ª 1. By Theorem 2.1, A1 is true, and y rR ª 1, R ¨ ª 0 asn n n n n n
 .  .n ª ` since 3.13 is valid. We clearly see from 3.18 that R P ª 0.n n
 .Before proving Theorem 2.3, let us examine A3 more closely.
 . `Suppose A3 holds, that is, T s  R P rr . In view of DQ sn ksn k k k n
yP rr s DT rR , the Abel identity givesn n n n
my1T T Tm n kq1
Q y Q s y q for m ) n ,m n R R r R Rm n k k kq1ksn
from which we have
` Tkq1
R Q s T y R . 3.19 .n n n n r R Rk k kq1ksn
 .  .From 3.19 it follows that R Q ª 0 since T ª 0 and R s O k .n n kq1 k
On the other hand, from DT s R DQ , we haven n n
my1 Qkq1
T s T q R Q y R Q q . 3.20 .n m n n m m rkksn
 .  .Letting m ª ` in 3.20 shows that the last series in 3.20 is convergent as
m ª `. We recall that this series is denoted by S s ` Q rr , and son ksn kq1 k
T s R Q q S . 3.21 .n n n n
 .In other words, A3 implies that R Q ª 0 and S is well defined.n n n
 .  .Proof of Theorem 2.3. Obviously, A4 « A1 . Then Theorem 2.1
 .  .provides a solution x of 1.6 satisfying 2.2 . We now write the solution y
 .defined by 1.12 as
ny1 1 q rk
y s x , 3.22 .n n rkksN
 .  .where r satisfies 3.14 , and then rewrite 3.14 as follows:k
P 1k 2
r s 2Q q q Q q Q 1 q o 1 q O w . 3.23 .  .  .  . .k kq1 k kq1 kr 2k
 .  . `We want to show rrr g C by 3.23 . First, A3 implies  Q rr s S .ksn kq1 k n
 . `  . < <Second, A4 implies that  w rr s O c and P g C , or, moreksn k k n
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precisely,
1r2 1r2` ` `1 1r22 2< <P F k P s O c rn . 3.24 .  . .  k k n2  / /kksn ksn ksn
2  2 .  .To show Q g C , we note that D Q s y Q q Q P rr , and hence,k k kq1 k k
` Pk2Q s Q q Q . .n k kq1 rkksn
 .  .Since R Q ª 0 by A3 , from 3.24 we haven n
` 2 ` `Q 1 Pk js Q q Q .   j jq1r r rk k jksn ksn jsk
` P Pk ks R y R 2Q q . kq1 n kq1 /r rk kksn
` ` 2< < < <2 R Q P R Pkq1 kq1 k kq1 kF q  2r rk kksn ksn
1r2` cn
< <s o P q O w s o q c . 3.25 .  . k n n / /  /nksn
 .  .  .Therefore, rrr g C. It follows from 3.22 , 3.23 , and 3.25 that
` `r rk k
y s x R y R q y n n n N /r rk kksN ksn
1r2cns x R q L y 2S q o q O c , 3.26 .  .n n n n / / /n
where
` rk
L s y R . NrkksN
 .  .  .Finally, we get 2.6 by substituting 2.2 into 3.26 . The proof of
Theorem 2.3 is complete.
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