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Стремительное развитие методов помехоустойчивого кодирования, криптографии, теории синтеза сиг-
налов, основанных на принципах многозначной логики, диктуют необходимость более полного изучения форм 
представления функций многозначной логики. В частности, для булевых функций широкое распространение 
получила алгебраическая нормальная форма, известная также как полином Жегалкина, которая хорошо опи-
сывает многие криптографические свойства булевых функций. В настоящей статье формализуется понятие 
алгебраической нормальной формы функции многозначной логики. Предложены методы синтеза алгебраиче-
ской нормальной формы 3-функций и 5-функций, которые работают по аналогии с преобразованием Рида-
Маллера для булевых функций: на основе рекуррентно синтезируемых матриц преобразования. Выдвинута 
гипотеза, определяющая правила синтеза матриц как для перехода от таблицы истинности к коэффициен-
там алгебраической нормальной формы, так и обратного преобразования для любого, наперед заданного коли-
чества переменных 3-функции либо 5-функции. В статье также введено определение алгебраической степени 
нелинейности функций многозначной логики и S-блока подстановки, основанных на принципах многозначной 
логики. Так, разработанный метод синтеза алгебраической нормальной формы 3-функций применен к извест-
ной конструкции рекуррентного синтеза S-блоков длины N = 3k, в результате чего вычислены их алгебраиче-
ские степени нелинейности. Полученные результаты могут стать основой как для дальнейших теоретиче-
ских исследований, так и для практического применения: разработки новых криптографических примитивов, 
корректирующих кодов, алгоритмов сжатия информации, сигнальных конструкций, алгоритмов блочного 
и поточного шифрования, основанных на перспективных принципах многозначной логики. Кроме того, методы 
синтеза алгебраической нормальной формы функций многозначной логики являются основой для их программ-
ной и аппаратной имплементации.
Ключевые слова: алгебраическая нормальная форма, многозначная логика, преобразование Рида-Маллера.
Введение
Современный этап развития информаци­
онных технологий характеризуется активным 
исследованием свойств и внедрением принци­
пов многозначной логики. То обстоятельство, 
что многозначная логика допускает более двух 
(q > 2) истинностных значений для высказыва­
ний, делает её привлекательной для создания 
корректирующих кодов, криптографических 
алгоритмов, алгоритмов сжатия информации, 
а также для построения систем сигналов. Так, 
в работах [1, 2] изучено применение q-ичных 
ортогональных преобразований для техноло­
гии CDMA, в работе [3] изучаются свойства 
корректирующих кодов, работы [4, 5] посвя­
щены разработке методов синтеза сигнальных 
конструкций, основанных на принципах мно­
гозначной логики.
В работе [6] заложены основы конструиро­
вания криптографических примитивов на базе 
многозначной логики, в рамках чего предло­
жен метод построения оптимальных троичных 
криптографических S-блоков подстановки дли­
ны 3k, k ∈ .
Тем не менее, развитие методов телеком­
муникационных технологий, основанных на 
возможностях многозначной логики, все еще 
находится на начальном этапе, что делает ак­
туальной как с практической, так и с теорети­
ческой точки зрения задачу изучения форм 
представления функций многозначной логики 
или, кратко, q-функций.
Важнейшим инструментом, положенным 
в основу многих методов оценки криптогра­
фических свойств булевых функций, является 
полином Жегалкина, или алгебраическая нор­
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мальная форма (АНФ). Так, с помощью АНФ 
оценивается алгебраическая степень нелиней­
ности S-блоков подстановки, вводится поня­
тие расстояния нелинейности [7]. На основе 
АНФ булевых функций предложен метод по­
строения таких совершенных алгебраических 
конструкций, как бент-функции [8], которые 
играют существенную роль в теории кодиро­
вания и криптографии. АНФ также является 
основой построения важных в теории кодиро­
вания корректирующих кодов Рида-Маллера [9].
Отметим также, что АНФ булевых функ­
ций важны для реализации программируемых 
логических интегральных схем (ПЛИС). Еще 
одним применением АНФ является построе­
ние генераторов псевдослучайных ключевых 
последовательностей [10]. 
Из перечисленного уже ясна актуальность 
построения методов синтеза АНФ произволь­
ной q-функции.
С другой стороны, быстрые методы нахож­
дения АНФ, как и точное определение АНФ 
введено в литературе только для булевых функ­
ций, что ограничивает дальнейшее развитие 
теории и практики использования принципов 
многозначной логики в телекоммуникацион­
ных системах.
Целью настоящей статьи является разработ­
ка методов синтеза АНФ 3-функций и 5-функ-
ций. 
1. Методы синтеза АНФ булевых функций
Способ представления булевых функций 
с помощью АНФ был предложен в 1927 году 
российским исследователем Иваном Жегалки­
ным [11] и с тех пор получил значительное 
распространение, связанное со многими свой­
ствами, которые следуют из данной формы 
представления.
Определение 1 [12]. Полиномом Жегалки­
на называется полином над 2Z  с коэффициен­
тами {0,1}ia ∈ , содержащий операции «Исклю-
чающее ИЛИ» и «Конъюнкция».
Жегалкиным была доказана теорема: каж­
дая булева функция может быть единственным 
образом представлена в виде АНФ.
Полином Жегалкина, состоящий из N = 2k 
термов, в общем виде может быть легко запи­
сан для булевых функций k переменных при 
любом, наперед заданном, значении k. Напри­
мер, для булевых функций четырех перемен­
ных общий вид АНФ может быть представлен 
следующим образом:
1
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где коэффициенты {0,1}ia ∈  являются различ­
ными для различных булевых функций.
Задача поиска АНФ конкретной булевой 
функции сводится к нахождению значений ко­
эффициентов { }iA a= . Для решения данной 
задачи в литературе предложено достаточно 
большое количество методов, например, метод 
на основе карт Карно, метод треугольника, ме­
тод Паскаля и другие. Тем не менее, с вычисли­
тельной точки зрения, наиболее привлекатель­
ным является преобразование Рида-Маллера 
[12], позволяющие получить все коэффициен­
ты АНФ путем умножения таблицы истинно­
сти булевой функции на матрицу Рида-Малле­
ра L, которая строится в соответствии с рекур­
рентным правилом
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где ⊗  – знак произведения Кронекера.
Матрица L обладает тем свойством, что над 
алфавитом {0,1}  для любого ее порядка вы­
полняется равенство 1L L− = .
С учетом (2) для булевой функций k пере­
менных могут быть легко найдены все коэф­
фициенты её АНФ путем умножения матрицы 
преобразования порядка N = 2k на таблицу ис­
тинности булевой функции f. Естественным 
является и обратное преобразование
 ,n nA fL f AL= = , (3)
Таким образом, (3) полностью определяет 
прямое и обратное преобразование Рида-Мал­
лера, позволяющее путем простого матрично­
го умножения получить коэффициенты АНФ 
произвольной булевой функции.
2. Метод синтеза АНФ 3-функций
Аппарат алгебраической нормальной фор­
мы булевых функций, являющийся мощным 
инструментом их исследования и практиче­
ского использования, может быть расширен на  
Защита информации 71
1, 2016 СИСТЕМНЫЙ АНАЛИЗ И ПРИКЛАДНАЯ ИНФОРМАТИКА
q-функции, которые получили существенное 
распространение в современных информаци­
онных технологиях.
Определение 2 [6]. Функцией q-значной ло­
гики k переменных называется отображение 
{ } { }0,1,2,..., 1 0,1,2,..., 1kq q− → − , q – простое. 
При 2q =  получаем булевы функции.
Функция трехзначной логики (3-функция) – 
это отображение { } { }0,1,2 0,1,2k → , т. е. прави­
ло, однозначно сопоставляющее вектору из k 
координат, принимающих значения 0, 1, 2 зна­
чение 0,1 или 2. 
Аналогично полиномам Жегалкина для слу­
чая булевых функций мы вводим определение 
алгебраической нормальной формы q-функ ций.
Определение 3. Алгебраической нормаль­
ной формой q-функции называется полином Ф 
над Zq степени deg( ) qΦ <  с коэффициентами 
{0,1,..., 1}ia q∈ − , содержащий операции «Сум-
ма по модулю q» и «Умножение по модулю q».
Пример. Рассмотрим 3-функции k = 2 пере­
менных, таблица истинности которых имеет 
длину N = 9 и может быть представлена в об­
щем виде
 00 01 02 10 11 12 20 21 22{ , , , , , , , , }f f f f f f f f f f= . (4)
С другой стороны, в соответствии с Опре­
делением 2 для 3-функций двух переменных 
можно выписать полином АНФ в общем виде
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где { }0,1,2ija ∈ – искомые коэффициенты.
Для того чтобы связать искомые коэффи­
циенты aij с элементами таблицы истинности 
3-функции (4), записываем соответствующую 
систему уравнений
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где знак «+» следует понимать как сложение 
по модулю 3.
Представляя найденную систему уравне­
ний в матричной форме, получаем, соответ­
ственно, матрицу 19L
−  для случая 3-функций 
двух переменных
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Проведенные эмпирические исследования 
позволили выдвинуть гипотезу: построение 
матриц обратного преобразования АНФ 1nL
−  
порядка n, кратного трем, может быть осу­
ществлено в соответствии со следующей ре­
куррентной формулой
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где по знаком «0» понимается нулевая матри­
ца порядка n.
Вычислительные эксперименты, проведен­
ные в среде Matlab, позволили подтвердить 
правильность выдвинутой гипотезы для прак­
тически ценных значений 6n < . Тем не менее, 
аналитическое доказательство (8) может пред­
ставлять математический интерес, и являться 
предметом дальнейших исследований.
Для нахождения матрицы прямого преобра­
зования (необходимой для расчета коэффициен­
тов АНФ) матрица 1nL
−  должна быть обращена
 
1 1 1( ) adj( ) det ( )L L L L− − −= = ⋅ , (9)
где adj( )L  – союзная матрица над алфавитом 
{0,1,2}, 1det ( )L−  – элемент, обратный к опреде­
лителю матрицы L .
Для матрицы (7), т. е. для случая 3-функ­
ций двух переменных обратная матрица имеет 
следующий вид
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Отметим важное свойство: в отличие от слу­
чая булевых функций, для q-функций при q  > 2 
матрицы прямого и обратного преобразования 
АНФ не совпадают.
Основываясь на (7), (8) и (9), можем записать 
регулярный метод нахождения АНФ 3-функ ций 
произвольного количества переменных в виде 
шагов.
Шаг 1. Основываясь на (8) с учетом (7) 
найти матрицу обратного преобразования 1nL
−  
необходимого порядка 3kn = .
Шаг 2. На основе (9) либо же с использо­
ванием одного из известных алгоритмов обра­
щения матриц над алфавитом {0,1,..., 1}q −  [13] 
найти матрицу L .
Шаг 3. В соответствии с (3) вычислить ис­
комые коэффициенты АНФ.
Рассмотрим пример, иллюстрирующий ра­
боту предложенного метода. Пусть, например, 
задана 3-функция пяти переменных в виде сво­
ей таблицы истинности
{00022211100022211100022211100022
211100022211100022211100022211100022
211100022211100022211100022211100022
211111100022211102022111101022011100
022211100120211100221200022211100022
211100022211122211100
f =
022211002022211
2010222111000222121001222101002}.
(11)
Путем умножения таблицы истинности 
булевой функции (11) на матрицу 243L , по­
строенную в соответствии с (8), получаем ко­
эффициенты АНФ интересующей нас 3-функ­
ции
{00020000000000000000000000000000
000000000000000000000000000000000000
000000000000000000000000000000000000
000000000000000000000000000000010000
000000001000000000000000000000000000
000000000000000000000
A =
000000000100000
0000000000000000000000000000000},
 (12)
а также, собственно, АНФ
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Подстановка значений 1 2 3 4 5{ , , , , }x x x x x  в (13) 
позволяет снова вернуться к таблице истинно­
сти (11), что подтверждает правильность по­
лученной АНФ.
Отметим, что подобно преобразованию Ри-
да-Маллера (3), применение разработанного 
регулярного метода нахождения АНФ 3-функ­
ций по вычислительной сложности эквива­
лентно умножению матрицы на вектор, при 
условии, что матрица преобразования найдена 
заблаговременно. Данное свойство предложен­
ного метода обуславливает его высокую прак­
тическую ценность. 
3. Метод синтеза АНФ 5-функций
Аналогичным образом могут быть найде­
ны матрицы преобразования 1L−  и L  для слу­
чая 5-функций. Эмпирические исследования 
позволили сформулировать гипотезу: матрицы 
1L−  для 5-функции любого числа переменных 
могут быть найдены с помощью следующей 
рекуррентной формулы
1
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L L L L L
−
− − − − −
− − − − − −
− − − − −
− − − − −
 
 
 =
 
 
  
, 
 11 [1]L
− = , (14)
где под знаком «0» понимается нулевая матри­
ца порядка n.
Для обращения матриц над конечными по­
лями существуют хорошо разработанные ме­
тоды, см., например, [13].
В качестве примера приведем матрицы 125L
−  
и 25L  соответственно.
1
25
1000000000000000000000000
1111100000000000000000000
1243100000000000000000000
1342100000000000000000000
1414100000000000000000000
1000010000100001000010000
1111111111111111111111111
1243112431124311243
L− =
112431
1342113421134211342113421
1414114141141411414114141
1000020000400003000010000
1111122222444443333311111
1243124312431243124312431
1342121342421343421313421
1414123232414143232314141
1000030000400002000010000
1111133333444442222211111
1243131243431242431212431
1342134213421342134213421
1414132323414142323214141
1000040000100004000010000
1111144444111114444411111
1243143124124314312412431
1342142134134214213
,
413421
1414141414141414141414141
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
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25
1000000000000000000000000
0423100000000000000000000
0411400000000000000000000
0432100000000000000000000
4444400000000000000000000
0000040000200003000010000
0000001324034120214304231
000000144103223023320
L =
4114
0000001234031420241304321
0000011111333332222244444
0000040000100001000040000
0000001324042310423101324
0000001441041140411401441
0000001234043210432101234
0000011111444444444411111
0000040000300002000010000
0000001324021430341204231
0000001441023320322304114
0000001234024130314204321
0000011111222223333344444
4000040000400004000040000
0132401324013240132401324
0144101441014410144101441
0123401234012340123401234
1111111111111111111111111
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    (15)
Обобщая метод, разработанный ранее для 
3-функций, приведем пример, иллюстрирую­
щий полученные результаты для 5-функций. 
Пусть 5-функция трех переменных задана сво­
ей таблицей истинности
{01234043210314203142043211234014
402131341443112303401234324440212411
324140440123444104121341022443421234
010233134141143314240}.
f =
 (16)
Путем умножения таблицы истинности 
5-функ ции (16) на матрицу 125L  получаем ко­
эффициенты АНФ
{01000000000300000000000000000000
004000000000000000100000200000000000
000000000000000000030000000000000000
000000000000000000000},
A =
 (17)
и теперь легко выписать АНФ рассматривае­
мой 5-функции
 
2 4
3 2 3 1 2 3
2 2 3 2 2
1 1 2
1 2 3
3 1 2 3
( , , )
.
3 4
2 3
x x x x x x
x
x x
x x x x x x
x + + +Φ
+ + +
=  (18)
Непосредственными вычислениями значе­
ний 1 2 3( , , )x x xΦ  легко проверить правильность 
полученной формулы.
4. Некоторые практические приложения 
разработанных методов
В качестве примера работы предложенных 
методов синтеза АНФ функций многозначной 
логики исследуем алгебраическую степень не­
линейности, предложенных в [6] оптимальных 
троичных S-блоков подстановки. Так, рассмо­
трим оптимальный S-блок длины 27N =
{
}
27 0,2,24,26,25,14,13,12,1,9,11,6,8,7,23,
22,21,10,18,20,15,17,16,5,4,3,19 ,
S =  (19)
который можно представить в виде трех 3-функ-
ций трех переменных
  
1
2
3
{002221110110002221221110002};
{002221110002221110002221110};
{020212101020212101020212101},
f
f
f
= =
=
 (20)
для каждой из которых, зная соответствую­
щую матрицу 27L , нетрудно найти АНФ
 
2
3 3 2 1
2
3 3 2
2
3 3
1 1 2 3
2 1 2 3
3 1 3 22
2 2 ;
2
( , , )
( , , )
(
;
2 .,
2
, )
x x x x x x
x x x
x x x
x
x x x
x x x
Φ =
Φ =
Φ =
+ +
+ +
+ +
+
 (21)
Для нахождения алгебраической степени 
нелинейности S-блока подстановки (19) вос­
пользуемся определением [7].
Определение 4 [7]. Алгебраической степе­
нью нелинейности функции (обозначение: 
deg ( f )) называется степень слагаемого в поли­
номе АНФ, содержащего наибольшее число 
переменных.
Определение 5 [14]. Алгебраическая сте­
пень нелинейности S-блока подстановки опре­
деляется как минимум среди алгебраических 
степеней его компонентных функций.
Таким образом, с учетом (21) нетрудно уста­
новить, что алгебраическая степень нелинейно­
сти S-блока подстановки (19) 27deg( ) 2S = . 
Проведенные выборочные исследования 
S-блоков подстановки, генерируемых с помо­
щью метода рекуррентного увеличения длины 
[6], позволили установить, что алгебраическая 
степень нелинейности S-блоков подстановки 
не возрастает при увеличении их длины с по­
мощью метода [6]. 
Задача изучения алгебраических степеней 
нелинейности подстановочных конструкций, 
основанных на принципах многозначной логи­
ки и задача синтеза оптимальных, с точки зре­
ния максимизации алгебраической степени не­
линейности S-блоков подстановки, все еще 
ожидают своего решения.
Заключение
1. Предложены методы синтеза алгебраи­
ческой нормальной формы 3-функций и 5-функ-
ций допускающие нахождение коэффициентов 
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АНФ для q-функции любой длины. При этом, 
определено обратное преобразование, позво­
ляющее получить таблицу истинности 3-функ­
ций или 5-функций при наличии вектора коэф­
фициентов АНФ. Сложность предложенных 
методов практически эквивалентна сложности 
операции умножения матрицы на вектор.
2. Рассчитаны АНФ компонентных 3-функ­
ций оптимальных S-блоков подстановки. Уста­
новлено, что недостатком метода рекуррентно­
го увеличения длины оптимальных S-блоков 
подстановки является тот факт, что с увеличе­
нием длины их алгебраическая степень нели­
нейности не возрастает.
3. Предложенные методы синтеза АНФ мо­
гут быть использованы как для тестирования 
криптографических примитивов или построе­
ния корректирующих кодов, так и для аппарат­
ной или программной реализации 3-функций 
и 5-функций.
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SYNTHESIS METHODS OF ALGEBRAIC NORMAL FORM OF MANY-VALUED 
LOGIC FUNCTIONS
The rapid development of methods of error-correcting coding, cryptography, and signal synthesis theory based on the 
principles of many-valued logic determines the need for a more detailed study of the forms of representation of functions of 
many-valued logic. In particular the algebraic normal form of Boolean functions, also known as Zhegalkin polynomial, that 
well describe many of the cryptographic properties of Boolean functions is widely used. In this article, we formalized the no-
tion of algebraic normal form for many-valued logic functions. We developed a fast method of synthesis of algebraic normal 
form of 3-functions and 5-functions that work similarly to the Reed-Muller transform for Boolean functions: on the basis of 
recurrently synthesized transform matrices. We propose the hypothesis, which determines the rules of the synthesis of these 
matrices for the transformation from the truth table to the coefficients of the algebraic normal form and the inverse transform 
for any given number of variables of 3-functions or 5-functions. The article also introduces the definition of algebraic degree 
of nonlinearity of the functions of many-valued logic and the S-box, based on the principles of many-valued logic. Thus, the 
methods of synthesis of algebraic normal form of 3-functions applied to the known construction of recurrent synthesis of 
S-boxes of length N = 3k, whereby their algebraic degrees of nonlinearity are computed. The results could be the basis for 
further theoretical research and practical applications such as: the development of new cryptographic primitives, error-cor-
recting codes, algorithms of data compression, signal structures, and algorithms of block and stream encryption, all based on 
the perspective principles of many-valued logic. In addition, the fast method of synthesis of algebraic normal form of ma-
ny-valued logic functions is the basis for their software and hardware implementation.
Keywords: algebraic normal form, many-valued logic, Reed-Muller transform.
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