The selection gradient is of central importance in evolutionary biology because it quantifies the forces of directional selection acting on a trait. Lande has shown that the selection gradient can be computed as the vector gradient of the log mean fitness when the trait is normally distributed. Using the framework of Gaussian processes and reproducing kernel Hilbert spaces, a rigorous definition is developed for the selection gradient of an infinitedimensional trait. Lande's result is then extended to this case.
Introduction
The methods of quantitative genetics have recently been extended to traits such as morphological shapes, growth trajectories, and reaction norms by viewing them as stochastic processes [11, 12, 14] . Such traits have been termed infinite-dimensional because their complete description requires an infinite number of measurements. By comparison, the so-called simple and correlated (or multivariate) traits of classical quantitative genetics [9] are finite-dimensional.
Evolutionary change of the mean of a finite-dimensional trait in response to selection is described by a well-known equation (see (5) below), in which the effects of directional selection within a generation are quantified by a vector called the selection gradient. The selection gradient is useful for empirical studies of selection because it is in principle straightforward to estimate from field data. In this paper, we extend the selection gradient to infinite-dimensional traits. One issue that arises is to determine what type of mathematical object the selection gradient should be. We will see that rather than a function, the selection gradient may be an unbounded linear functional.
In practice it is often difficult or impossible (as, e.g., in most paleontological applications) to obtain sufficient data to estimate the selection gradient directly. Lande [15, 16] has shown, however, that the selection gradient for a finite-dimensional trait can instead be obtained from the trait's fitness function by computing the vector gradient of the log mean fitness (see Theorem 1, below) . Fortunately, information on how traits affect fitness is readily available from theoretical models [19, e.g.] and empirical studies [17, 23] .
It has been conjectured [10, 11, 12, 13, 14 ] that Lande's result also holds for infinitedimensional traits, the vector gradient being replaced by a functional gradient. Here, we prove this conjecture under mild mathematical assumptions. In the process, we also clarify the assumptions Lande himself used.
The rest of this paper is organized as follows. We first review the derivation of the selection gradient for finite-dimensional quantitative traits. Then, after presenting some mathematical prerequisites, we define the selection gradient and establish Lande's result for infinitedimensional traits. Two biological applications are given for illustration.
We follow the notational conventions of evolutionary biologists as much as possible The terms trait and character are used interchangeably; phenotype is synonymous with character value. (In mathematical terms, a trait is a random variable, the realizations of which are called phenotypes.) Column vectors are denoted by boldface characters and T denotes transpose. The real numbers are denoted by IR. The normal distribution with mean µ and variance σ 2 is denoted by N (µ, σ 2 ). Similarly, the multivariate normal distribution with mean bµ and covariance matrix bΣ is denoted N (bµ, bΣ).
Finite-dimensional traits
In this section we briefly review several of the results from quantitative-genetics theory that are used to describe selection and evolution of finite-dimensional traits. General references include [9] , [15] , and [16] .
Let the vector z = (z 1 , . . . , z n ) T represent a finite-dimensional character. For example, the composite character 'stature' may be described by a two-dimensional vector z = (z 1 , z 2 ) T whose components represent height and weight, respectively. In general, z is assumed to take values in IR n according to the probability distribution associated with some population. We are particularly interested in the change in the mean phenotype of a population (i.e., the mean of z) from generation to generation. (One can also study the change in the distribution of z in this population, a more general question which we pursue only tangentially.) We denote the mean of z among newborns (i.e., before selection) by z and the probability density of z among newborns by p z (z).
For our purposes, evolution is viewed as proceeding in two steps: (1) selection, determined by the fitness (i.e., survivorship and fecundity) which the trait confers on each individual relative to others, and (2) inheritance, controlled by the mating patterns and genetics of the survivors (breeding adults). We denote the fitness of an individual with phenotype z by W (z). We assume
where E z is expectation with respect to p z (z), the pre-selection density. The first assumption ensures that each phenotype gives a nonzero chance of reproducing.
The relation between a trait and fitness alters the distribution of the trait after selection. This effect is modeled by assuming [26, for example] that the post-selection distribution of z has probability density function
Conditions (1) and (2) guarantee that p * z is a positive function which integrates to 1. We assume E z (zW ) finite,
which gives z a finite mean in the post-selection population.
In general, W could depend on z or on other parameters of the pre-selection distribution of z. When it doesn't, we will say that W is frequency-independent.
We will use this notation:
z * = the mean after selection (within the same generation), and z = the mean among newborns of the following generation.
We follow the * / convention throughout this paper. Let
be the selection differential, which describes within-generation changes in the mean phenotype due to selection [9] . The evolutionary (i.e., between-generation) change in the mean of the character z will be denoted ∆z = z − z.
Suppose now that z is distributed in a population as N (z, P) prior to selection, where P is the phenotypic covariance matrix corresponding to z. Then [27, 16] 
where G is the additive-genetic covariance matrix [9, 16] . Equation (5) connects within-and between-generation changes in the mean trait z. This equation, in its various forms, has long been of central importance to animal and plant breeders [4, 9] . Lande [16] has called the matrix-vector product P −1 s the selection gradient of the trait at z and denoted it by a special symbol, bβ:
As pointed out by Lande and Arnold [17] (see also [21] ), the ith component of bβ indicates the force of directional selection acting directly on the ith trait component. When used to estimate bβ, definition (6) requires that the post-selection population mean be known. Except for artificially managed populations, however, z * (and therefore s) is usually difficult to determine. This limits the utility of (6) for estimating bβ in most natural populations. Lande [15, 16] extended quantitative genetic studies of selection to natural populations by showing that bβ can also be computed directly from (readily available) fitness functions. Motivated by Wright's adaptive topography [26] , Lande [16] proved the following:
Theorem 1 (Lande's Theorem) Suppose z has the N (z, P) distribution, P positive-definite, and the regularity condition (8) holds. Then, if fitness W is frequency-independent,
where ∇ z = (∂/∂z 1 , . . . , ∂/∂z n ) is the vector gradient operator at z.
This theorem describes the slope of the mean fitness surface y = y(z) = E z W at a particular z [16, 21] . Note that it applies only when individual fitness is frequency-independent, that is, when W (z) does not depend on the frequency distribution of z (in particular, on z).
The regularity condition referred to in the theorem is the permissibility of differentiating under the integral sign:
Lande uses assumptions (2), (4) and (8) implicitly. When z is normally distributed, the condition Var z W < ∞ for all z ∈ IR n is sufficient for all three, and is the assumption we will make in the infinite-dimensional case (equation (24)). No other distributional assumptions on W are needed. This assumption is not biologically restrictive. Equation (7) is particularly useful in theoretical studies since it allows one to incorporate fitness functions, W (z), explicitly into the evolution equation (5):
It also gives a form for bβ which may be of more use in empirical studies of natural selection, as we noted in Section 1. Remark. The dynamics described by equation (3) may not preserve normality, as p z and p * z are both normal densities only if the fitness function W is suitably restricted. The primary concern of the literature, however, has been the evolution of the mean of the trait, not its entire distribution. In fact, Lande's Theorem does not assert post-selection normality. Moreover, even if selection destroys normality, there is nothing to preclude the possibility that the process of inheritance reintroduces it in the following generation ( [4] , for example). Finally, even if exact normality does not obtain after selection and inheritance, assuming it does can give an excellent approximation to the true evolutionary dynamics for several generations [25] .
The more general question of invariance of a space of measures with respect to a dynamical system has been studied by Akin [1] .
2 The proper generalization of the preceding to infinite-dimensional characters requires the framework of Gaussian processes and the notion of a reproducing kernel Hilbert space, as will be explained in Section 4. At this point we digress from our narrative to develop the necessary mathematical background (Section 3). Readers should feel free to turn directly to Section 4, referring back to Section 3 as necessary.
3 Mathematical prerequisites.
Second-order processes.
We may view a stochastic process as a family {z(t), t ∈ T } of random variables indexed by the set T and defined on a probability space (Ω, A, P). (Here Ω is the set of outcomes and A is a sigma algebra of observable events.) We will sometimes simply use z to denote the process.
The family is a second-order process if the random variables have finite variances, in which case the process has both a mean function z(t) = E(z(t)) and a covariance function P (s, t) = Cov(z(s), z(t)). (Note: P is common notation for the phenotypic covariance function, while P is standard for probability measure. We will be faithful to both conventions by using the italic P for the former and the roman P for the latter.)
We attach two things to such a process. First, since the process has finite second moments, the random variables z(t) belong to L 2 (Ω, A, P). Their closed linear span in L 2 (Ω, A, P) is then a Hilbert space H. If the mean function z is identically zero, then the covariance function is given by the inner product in H: P (s, t) = (z(s), z(t)) for all s and t in T . (We will use ( , ) for the inner product in L 2 (Ω, A, P).)
Second, if z ≡ 0 then we associate to H a Hilbert space H = H(P, T ) whose elements are functions on T , and a Hilbert space isomorphism Λ :
where P t is the function on T defined by
Λ has been called the Loève map [3] . We will denote the inner product of H by , . H is characterized by two special properties: 1. P t ∈ H for every t ∈ T ; and 2. (the "reproducing property") g, P t = g(t) for every g ∈ H and every t ∈ T .
Because of this, H is called a reproducing kernel Hilbert space (RKHS) with kernel P.
It is uniquely determined by T and P .
Families of Gaussian measures
There are many sources dealing with Gaussian processes. A very thorough reference is [20] . A leisurely account of some of what we will need is in [3] . Let Q 1 and Q 2 be two probability measures on (Ω, A) which give the process z a Gaussian distribution. The Gaussian Dichotomy Theorem (1) asserts that Q 1 and Q 2 are either equivalent (mutually absolutely continuous) or singular, (2) gives conditions for equivalence and for singularity to hold, and (3) describes the density (Radon-Nikodym derivative) dQ 2 /dQ 1 explicitly in the case of equivalence. Of course, if Q 1 and Q 2 are equivalent then they define the same classes of random variables, where we identify random variables which are equal almost surely. We will use various cases of this theorem in the following sections.
We will consider a family IP of probability measures on (Ω, A) which are equivalent, which give the process z a Gaussian distribution with known covariance P , and among which is a measure that gives the process mean zero identically in t. We single out this measure and give it the notation P. Other probability measures in IP are denoted by P m to indicate the mean function m which each measure gives the process. Rather than subscripting expected values, variances, inner products, etc., by P m , we subscript just by m, suppressing the subscript altogether if P m = P.
As above, we associate to z a Hilbert space H of random variables on (Ω, A, P), and a RKHS H, along with the Loève map Λ. Fix m ∈ H, and let Y be the random variable in H such that ΛY = m. The Gaussian Dichotomy Theorem gives the following:
• The set of mean functions corresponding to the measures in IP is precisely H.
• The density of P m with respect to P is
where a = (Y, U ) and b = U . Thus
• H forms a closed subspace of L 2 (Ω, A, P m ). This follows from the fact that the norms defined by P and P m are equivalent on H [3, Lemma 2.4].
Thus H is a Hilbert space under P m , which we may denote by H m . (H m = H as sets.) Define
and U ∈ H m , and put W 0 = M m W . Now consider U and W 0 as elements of H, and let ψ = ΛW 0 and η = ΛU .
Letting V = W 0 in (15) and using the fact that Λ is an isometry from H to H, we have
Restrictions on T and the covariance
We wish to impose the weakest conditions we can which still allow us to define an integral operator with kernel P (s, t). For this purpose we adopt the assumptions of Cartier [5] , who generalizes a classical theorem of Mercer to measurable kernels. The results of this subsection are due to him. We assume that T is a measure space with σ-algebra T and measure µ, that (T, T , µ) is σ-finite, and that P is a measurable covariance kernel on T × T . In addition, we assume that P has finite trace, that is, that
and that in the reproducing kernel Hilbert space H = H(P, T ) the only µ-negligeable function is the function which is identically 0 on T. These assumptions are satisfied, for example, when T is an interval [a, b] of the real line and P is continuous.
Under these conditions, every element of H is square integrable on (T, T , µ) and the map j : H → L 2 (T, T , µ) taking each function in H to its µ-class is one-to-one. In this sense H may be identified with a vector subspace of L 2 (T ) = L 2 (T, T , µ) (with different inner product).
Let P be the integral operator defined by
where j * is the adjoint of j. Since j * maps L 2 (T ) into H (the adjoint "reverses the arrow"),
Moreover, one can show that Pf, η = (f, η) (17) for all square-integrable f and all η ∈ H, where we denote the inner product of L 2 (T ) by parentheses. (Cartier actually proves (17) when P is bounded and f is integrable [5, pp.297-8]-conditions which are narrower on P but wider on f . His proof works with minor changes when our assumptions hold.) It is not hard to see from Cartier's results that
(a strengthening of (16)), and that nullspace(P) = 0 (so that P is one-to-one).
Weak limits
Weak topologies are discussed in a number of standard references, including [6, 8, 22] and [24] . Consider a Hilbert space IH with inner product (·, ·). A sequence {h n } in IH is said to be weakly convergent if (h n , f ) is convergent for every f ∈ IH.
Certainly property (19) is enjoyed by all {h n } which converge in IH-norm ("strongly convergent" sequences), but it is also held by others as well; for example, complete orthonormal sequences satisfy (19) , by Bessel's inequality. A weak limit element h defines a linear functional (h, ·) on IH whose value at f ∈ IH is given by (h, f ) = lim n (h n , f ). This limit element need not correspond to an element of IH in general. We will denote the weak completion of IH -the set IH together with its weak limits -by IH. When IH is the RKHS H = H(P, T ), it follows easily from the reproducing property that weak limits are pointwise limits [2] . Thus the weak completion H of H is a set of actual functions on T , for which moreover the reproducing property continues to hold if properly interpreted:
f, P t = f (t) for every f ∈ H. Note that for f and g in H, f, η = g, η for all η ∈ H iff f = g.
More generally, let F be a set of linear functionals on IH and consider the weakest topology on IH which makes all the functionals of F continuous. This topology is sometimes denoted σ(IH, F) (see, e.g., [24, p.156] ). A sequence {h n } in IH is convergent in this topology if (h n , f ) is convergent for every f ∈ F.
(20)
As before, limits of sequences in IH will not exist in IH in general, but may be adjoined to form the completion of IH in this topology. A particular case arises when F = {(·, f ) : f ∈ IH} = the dual space of IH. The σ(IH, F)-topology is then often referred to as "the" weak topology, and convergence is that given by (19) .
We will need the more general type of weak convergence when IH is L 2 (T ). Suppose that the restrictions of Section 3.3 are in force, and consider the set F of linear functionals F on
and consider a functional
With these mathematical preliminaries, we are now in a position to define the selection gradient and establish Lande's Theorem for infinite-dimensional characters.
Infinite-dimensional traits
Whereas a finite-dimensional trait is described by a vector of observations z = (z 1 , . . . , z n ) T , an infinite-dimensional trait may be represented by a function z(t) of a parameter t. For example, wing shape may be described in polar coordinates by letting z(t) be the radial length of a wing at angle t, or z(t) might be the size of an organism at age t. Endowed with a probability distribution by the population in which it occurs, such a trait (function) becomes a stochastic process with parameter t (see Section 3.1). The pre-selection mean of z is denoted by z and the pre-selection distribution by P z .
As mentioned in the Introduction, the realization of a trait in a particular organism -for example, the wing shape of a particular bird -is the organism's phenotype. In the language of stochastic processes, this is a "trajectory" or "sample path" of the process z(t).
Modeling assumptions.
We view the fitness W as a positive function of the trait z. As in the finite-dimensional case, W may depend on z or on other parameters of P z . When it doesn't, we say that W is frequency-independent. We will also need to assume that for every z we have
and
(E z is expectation with respect to P z ), although these assumptions will be replaced by a single condition (see below). Some examples of fitness functions are given in Section 5.
We define the (within-generation) post-selection distribution P * z of z by
P * z is thus absolutely continuous with respect to P z , and is a probability measure since W > 0. As in the finite-dimensional case, the post-selection distribution of z need not be Gaussian even if the pre-selection distribution is, depending on the form of W (see [20, Chapter 8] ). Our main focus, however, will be on the mean of z (see Remark in Section 2).
Finally, as before we define
z = the mean of z among newborns in the following generation, and ∆z = z − z = the evolutionary change in the mean.
Note that these are all functions on T . When we compute the vector gradient of log E z W at z in the finite-dimensional case, we are actually treating z as having a N (z, P) distribution where z is in IR n but is otherwise unspecified. In the infinite-dimensional case, similarly, we assume that z belongs to the reproducing kernel Hilbert space H(P, T ) (see Section 3.2).
Thus we are led to making the following assumptions:
1. The character z(t) has a Gaussian distribution with fixed phenotypic covariance function P (s, t), and has mean z(t) belonging to the reproducing kernel Hilbert space (RKHS) H = H(P, T ). We also assume that P and T satisfy the assumptions of Section 3.3.
The fitness W is a positive random variable belonging to L 2 (Ω, A, P z ) for every z ∈ H,
where A is the sigma-algebra generated by {z(t), t ∈ T }. That is, the random variable W is a function of the process, and
For positivity it is enough to require W > 0 a.s.(P). The L 2 assumption implies (21) and, since z has a finite second moment, (22) as well. This assumption will also permit the interchange of differentiation and expectation (Lemma 2 below). According to Kirkpatrick and Heckman [12] , a version the evolution equation (5) applies to infinite-dimensional characters as well:
In (25) P is the integral operator with kernel P , and G is the integral operator whose kernel G(s, t) is an additive-genetic covariance function (see [12] ). By analogy with (6), Kirkpatrick and Heckman suggest that the selection gradient β be defined formally by
Alternatively, one can define a functional gradient β of ln E z W at z, the natural generalization of the vector gradient, as we will see in Section 4.3. This raises three major questions. First, what types of mathematical objects are β and s? Second, how are we to interpret the formal definition (26) if s ∈ range(P)? Third, do the two definitions of β agree? That is, do we have a generalization of Lande's Theorem for infinite-dimensional traits? We answer the first two questions in the next section and the third in Section 4.3.
The selection gradient.
Equation (26) means of course that β is to be a solution of the equation
As indicated above, this does not define β if s ∈ range(P). The next proposition tells us that s is actually almost in range(P), enough for our purposes. It also shows how to express z * and s explicitly in terms of z and W , which will be useful later. Recall the definition of the orthogonal projection operator M m (Section 3.2).
Proposition 1 Fix z ∈ H and let
In particular, z * and s are in H.
Proof: From equation (23) and the fact that z ∈ H, we see that it is only necessary to show that z * ∈ H. Now for each t ∈ T ,
Applying Lemma 1 with U = z(t) and m = z, we see from equation (10) that we must set η = P t and so
using the reproducing property of P . Thus
and the expression for s follows from (23) . 2 This proposition answers our question as to where s resides. While not in range(P), it is in H and therefore is almost in range(P) because of (18) .
We now turn to interpreting the selection gradient β defined by (27) . Of course, if s ∈ range(P) there exists a unique β ∈ L 2 (T ) satisfying (27) . However, we only know that s ∈ H (Proposition 1). From (18) we might be encouraged to try to get a sequence of approximate solutions to (27) as follows. Let {s n } be a sequence in range(P) converging (in H-norm) to s. For each n there is a unique β n ∈ L 2 (T ) such that Pβ n = s n . These functions β n are approximate solutions; in what sense do they converge to an exact solution?
From (17) it is easy to see that the sequence {β n } has the property (20):
We are led to viewing the exact solution β as a weak limit of
where F is the set of linear functionals on L 2 (T ) of the form (·, η) for η ∈ H. In Section 3.4 we denoted by L the completion of L 2 (T ) in this topology, that is, the set L 2 (T ) together with its weak limits. In effect we have solved (27) for arbitrary s ∈ H by extending the operator P to a map P defined on a subset of L and then solving
for β. It is this slightly generalized form of (27) which defines the selection gradient for infinitedimensional traits when s is the selection differential. This answers our question about the mathematical nature of β: it is an element of L. Not all elements of L are selection gradients. To define Pγ for arbitrary γ ∈ L, let γ n → γ in L with γ n ∈ L 2 (T ), and put r n = Pγ n (so that r n ∈ H). By (17) we have, for all η ∈ H,
so that r n , η is a convergent sequence for every η ∈ H. That is, {r n } is weakly convergent in H. We thus let Pγ = the weak limit of r n in H (see Section 3.4). In particular, the range of P is larger than H. Clearly,
for all η ∈ H, which is just an extension of (17) . We summarize these results as follows:
Proposition 2 P maps L one-to-one into H, and satisfies (29) for all γ ∈ L and η ∈ H. We have range(P) ⊃ H.
This proposition complements equation (16) Proof: Suppose (γ, η) = r, η for all η ∈ H, and put u = Pγ. Then u ∈ H and u, η = Pγ, η = (γ, η) = r, η for all η ∈ H, so that u = r. Conversely, if r = Pγ then for all η ∈ H we have r, η = Pγ, η = (γ, η). 2 Proposition 2 and its corollary are applicable to elements within and outside of H. However, the reader should keep in mind that the selection differential is confined to H (Proposition 1). In the next section, we apply Corollary 1 to the restricted case in which r is a selection differential.
The functional gradient. Lande's Theorem.
The second definition of the selection gradient β is that of a functional gradient, a generalization of the vector gradient [7] . More precisely, we wish to define the gradient of ln E z W at z. For each scalar near zero and for each η ∈ H, z + η belongs to H and is "close" to z. Now let
J η and I η are the mean and log mean fitness, respectively, of a population with mean phenotype z + η. The functional gradient of E z (W ) at z is that β satisfying
for all η ∈ H. Note that I η (0) is the first variation of ln E z (W ) [7] , and represents the change in the log mean fitness at z in the direction η. There are two potential problems with (32): one is the differentiability of I η , the other the meaning of the right-hand-side of the equation. For while η ∈ H implies that η is square integrable under our assumptions, it is not clear whether β can be taken to be in L 2 (T ) or even to be an integrable function. If not, then we will have to view (β, ·) as a functional on H. The following proposition helps resolve both problems.
Recall that Λ is the Loève map from H to H (Section 3.1). Assume that W is frequencyindependent.
Lemma 2 For every η ∈ H, J η is differentiable at 0, and if
where
In particular, we have J η (0) = Cov z (W, U ).
The proof of this lemma, an application of the Dominated Convergence Theorem, is deferred to the Appendix. The lemma parallels a result in the theory of hypothesis testing in multiparamater exponential families [18, Section 2.7, Theorem 9]. There W is a test function and J η (0) (regarded as a function of η) is the power function of the test.
Proposition 3 For every η ∈ H, I η is differentiable at 0, and
where s is the selection differential.
Proof: From (31) we have
Let W 0 = M z W , considered as an element of H, and put ψ = ΛW 0 . Now from Lemma 1 with U = Λ −1 η and m = z we have
Therefore, by Lemma 2,
On the other hand,
by Proposition 1. 2 Putting together Proposition 3 and Corollary 1, we at last have the generalization of Lande's Theorem for infinite-dimensional characters:
Theorem 2 Let W be a frequency-independent fitness function for the character z, and let the assumptions of Section 4.1 be in force. Let s be the selection differential and let P be the extension of the operator P to L. Then, for β ∈ L, the following are equivalent:
Moreover, β ∈ L 2 (T ) ⇐⇒ s ∈ range(P).
Applications
We briefly describe two biological applications of the foregoing. These examples have the property that the post-selection distribution of the trait is Gaussian if the pre-selection distribution is. The mathematical details and other examples will be provided in a companion paper.
Example 1 Suppose that for a certain species, reproduction is related to body size. Specifically, let z(t) represent an individual's body size at age t, and assume that its reproductive success at age t is αz(t), where α is an ecologically determined constant. If individual fitness is a function of lifetime reproductive success (and thus ignores population age structure), then we might model it as W = e X , where X = T αz(t)dt. For this model of fitness the selection gradient can be shown to be the constant function β ≡ α.
(Here µ is Lebesgue measure on T where T is a bounded interval in IR + , so that L 2 (T ) contains the constants.)
In biological terms, this model assumes that in any one generation the fitness of an organism depends only on the relationship (α) between size and reproduction. The selection gradient above indicates that for fitnesses of this type the strength of directional selection on size is constant for all ages. 2
In the above example, the selection differential s can be shown to be in range(P). Examples in which this fails to happen are not necessarily uncommon in evolutionary biology, as in the following.
Example 2 In semelparous species, such as many species of Pacific salmon, reproduction occurs at a single stage of life rather than continuously. For a semelparous species whose members survive equally well to reproduction at some age t * but who differ in reproduction at that age according to body size z(t * ), individual fitness (as measured by lifetime reproductive success) might be modeled by W = e X where X = αz(t * ). In this case it can be shown that the selection differential is s = Λ(X) = αP t * , the second equality following from (10) . The selection gradient is thus the linear functional β which assigns to η ∈ H the number (β, η) = s, η = αP t * , η = α P t * , η = αη(t * ).
The last equality follows from the reproducing property in H. It is interesting to consider the evolutionary response to selection (25) in this example, which can be computed to be ∆z(t) = αG(t, t * ),
where G is the additive genetic covariance kernel. This shows that for those ages experiencing no selection (i.e., ages t = t * ), the mean of z(t) may nevertheless evolve as a "correlated response" to selection based on size at the target age t * [9, Chapter 19] . 2
Conclusion
We have now provided a rigorous definition for the selection gradient β of an infinite-dimensional trait in terms of the selection differential s. We have shown that s lies in the reproducing kernel
Hilbert space H(P, T ) determined by the phenotypic covariance kernel P , and that β lies in a specific weak completion, L, of L 2 (T ) determined by H. In particular, β is a linear functional on H which may be unbounded. We have also shown that the selection gradient may be computed as the functional gradient of log mean fitness when the pre-selection distribution of the trait is Gaussian. In effect, this establishes that just as in the finite-dimensional case, the forces of directional selection acting on an infinite-dimensional trait can be computed immediately from the trait's distribution before selection and its relationship to fitness.
