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Abstract
The main question of this paper is: What is the dense (Macaulay) resultant of composed
polynomials? By a composed polynomial f ◦ (g1, . . . , gn), we mean the polynomial obtained from
a polynomial f in the variables y1, . . . , yn by replacing y j by some polynomial g j . Cheng, McKay
and Wang and Jouanolou have provided answers for two particular subcases. The main contribution
of this paper is to complete these works by providing a uniform answer for all subcases. In short, it
states that the dense resultant is the product of certain powers of the dense resultants of the component
polynomials and of some of their leading forms. It is expected that these results can be applied to
compute dense resultants of composed polynomials with improved efficiency. We also state a lemma
of independent interest about the dense resultant under vanishing of leading forms.
© 2003 Elsevier Ltd. All rights reserved.
1. Introduction
Resultants are of fundamental importance for solving systems of polyno-
mial equations and therefore have been extensively studied (cf. Dixon, 1908;
Macaulay, 1916; Cayley, 1848; Canny et al., 1989; Chardin, 1990; Gonza´les-Vega, 1991;
Manocha and Canny, 1993; Nakos and Williams, 1997; Lewis and Stiller, 1999). Recent
research is focused on utilizing structure, naturally occurring in real life problems, of
polynomials, for example, sparsity (cf. Pedersen and Sturmfels, 1993; Gelfand et al., 1994;
Emiris and Pan, 1997; Cox et al., 1998; Cattani et al., 1998; Rojas, 1999; Canny and
Emiris, 2000) and composition (cf. Jouanolou, 1991; Cheng et al., 1995; Kapur and
Saxena, 1996; Hong and Minimair, 2002).
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We ask: What is the dense (Macaulay) resultant of composed polynomials? By a
composed polynomial f ◦ (g1, . . . , gn), we mean the polynomial obtained from a
polynomial f in the variables y1, . . . , yn by replacing y j by by some polynomial g j .
Cheng, McKay and Wang (cf. Cheng et al., 1995) and Jouanolou (cf. Jouanolou, 1991)
have provided answers for two particular subcases, namely, for n homogeneous
polynomials composed with n homogeneous polynomials in n variables of same total
degrees and for n inhomogeneous polynomials composed with n − 1 inhomogeneous
polynomials in n − 1 variables of same total degrees. The main contribution of this paper
is to complete these works by providing a uniform answer for all subcases, namely, for
all cases of n homogeneous or n inhomogeneous polynomials composed with n or n − 1
homogeneous or inhomogenenous polynomials in n or n − 1 variables. In short, they state
that the dense resultant is the product of certain powers of the dense resultants of the
component polynomials and of some of their leading forms (cf. Theorem 1 and Remark 4).
We also state a lemma (cf. Lemma 9) of independent interest about the dense resultant
under vanishing of leading forms.
Applying this result is expected to allow computations dramatically more efficient than
computing without taking advantage of the composition structure. That is, in order to
compute the dense resultant of composed polynomials we need only compute the dense
resultants of the component polynomials and some of their leading forms. This is expected
to be much more efficient than computing the dense resultant of expanded composed
polynomials which are of higher degrees and much larger.
The reader might wonder whether one can use composition structures for other
fundamental operations. In fact, this has already been done for some operations. For
examples, Gro¨bner bases, subresultants, and Galois groups of certain differential operators
have been studied in Hong (1997, 1998) and Berman and Singer (1999), respectively,
using various mathematical techniques. However, it seems that those techniques cannot be
applied to the study of dense resultants of polynomials composed with mixed polynomials.
Therefore in this paper we use mathematical methods that are essentially different from
those.
2. Main result
Before we state the main theorem we fix some notations. We let the symbol
Resd1,...,dn ( f1, . . . , fn) stand for the dense (Macaulay) resultant of the homogeneous
polynomials fi of total degree di (cf. Cox et al., 1998) with respect to the total degrees
d1, . . . , dn . That is, this symbol stands for the irreducible polynomial in the coefficients of
the fi ’s which vanishes iff the fi ’s have a common non-trivial zero and which is normalized
such that Resd1,...,dn (x
d1
1 , . . . , x
dn
n ) = 1.
Now we are ready to state the main theorem.
Theorem 1 (Main Theorem). Let f1, . . . , fn be homogeneous polynomials in n variables
of total degrees d1, . . . , dn and suppose that di is either positive or fi is zero. Let g1, . . . , gn
be polynomials (not necessarily homogeneous) in n−1 variables of total degrees e1, . . . , en
and suppose that either the maximum of the e j ’s is positive or all the g j ’s are zero. Further,
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let e and e, respectively, stand for the maximum and minimum, respectively, of the e j ’s.
Then
Resd1e,...,dne( f1 ◦ (g1, . . . , gn), . . . , fn ◦ (g1, . . . , gn))
= Resd1,...,dn ( f1, . . . , fn)e
n−1 Rese,...,e(g1, . . . , gn)d1···dn
and the second factor can be factorized further, that is,
Rese,...,e(g1, . . . , gn)d1···dn = Rese,...,e,e,e,...,e(g1, . . . , gk−1, gk, gk+1, . . . , gn)d1···dn
× Rese,...,e(g[e]1 , . . . , g[e]k−1, g[e]k+1, . . . , g[e]n )d1···dn ·(e−e),
where g[e]j stands for the homogeneous part of g j of total degree e.
This factorization is irreducible if the fi ’s and g j ’s have distinct symbolic coefficients.
Example 2. We illustrate the main theorem. Let
f1 := 3y1 − 5y2 + 8y3,
f2 := 2y21 + 11y1y2 − 7y1y3 + 5y22 + 18y2y3 − 6y23 ,
f3 := 23y1 + 3y2 − 9y3,
and let
g1 := 2x1 + 12x2 + 14,
g2 := 8x31 + 3x21 x2 + 7x1x22 − 5x32 + 19x21 + 17x1x2 − 14x22 + 12x1 − 11x2 + 3,
g3 := 6x31 + 7x21 x2 − 19x1x22 − 4x32 + 4x21 − 5x1x2 + 33x22 + 11x1 + 9x2 + 10.
Observe that n = 3, d1 = 1, d2 = 2, d3 = 1, e1 = e = 1 < e2 = e3 = e = 3, k = 1 and
that
g[3]2 = 8x31 + 3x21 x2 + 7x1x22 − 5x32
g[3]3 = 6x31 + 7x21 x2 − 19x1x22 − 4x32 .
Therefore
Res3,6,3( f1 ◦ (g1, g2, g3), f2 ◦ (g1, g2, g3), f3 ◦ (g1, g2, g3))
= Res1,2,1( f1, f2, f3)32 Res3,3,3(g1, g2, g3)1·2·1
and the second factor can be factorized further as
Res3,3,3(g1, g2, g3)1·2·1 = Res1,3,3(g1, g2, g3)1·2·1 Res3,3(g[3]2 , g[3]3 )1·2·1·(3−1).
Remark 3. The reader might wonder why in the main theorem we consider the case of the
dense resultant of homogeneous polynomials composed with not necessarily homogeneous
polynomials. It turns out that the other cases can be trivially transformed into the case of
the main theorem. The following two trivial rules allow us to transform all the other cases
into the case of the main theorem.
828 M. Minimair / Journal of Symbolic Computation 36 (2003) 825–834
1. Suppose that the g j ’s are homogeneous in n variables of same total degrees. Then
Resd1e,...,dne( f1 ◦ (g1, . . . , gn), . . . , fn ◦ (g1, . . . , gn))
= Resd1e,...,dne( f1 ◦ (gd1 , . . . , gdn ), . . . , fn ◦ (gd1 , . . . , gdn )),
where gd stands for the dehomogenization of g, that is, gd is formed by replacing
the variable xn by 1.
2. Suppose that the g j ’s are not necessarily homogeneous and the fi ’s are not
necessarily homogeneous in n − 1 variables. Then
Resd1e,...,dne( f1 ◦ (g1, . . . , gn−1), . . . , fn ◦ (g1, . . . , gn−1))
= Resd1e,...,dne( f h1 ◦ (g1, . . . , gn−1, 1), . . . , f hn ◦ (g1, . . . , gn−1, 1)),
where f hi stands for the homogenization of fi to the total degree di .
Remark 4. It is important to point out that in a particular degenerate case the definition
of the dense resultant in the main theorem is slightly different from the usual one. For
degenerate cases with dk = 0, we define
Resd1,...,dk−1,0,dk+1,...,dn ( f1, . . . , fk−1, fk, fk+1, . . . , fn) := f d1···dk−1·dk+1···dnk ,
whereas usually one defines
Resd1,...,dk−1,0,dk+1,...,dn ( f1, . . . , fk−1, fk, fk+1, . . . , fn) := fk .
The first definition allows us to give a uniform formula for all subcases of dense resultant
of composed polynomials, whereas the second definition seems not to allow this.
Remark 5. We consider the dense resultant of the composed polynomials fi ◦(g1, . . . , gn)
with respect to the total degrees “die”. This is natural because almost always the total
degree of fi ◦ (g1, . . . , gn) is di e.
Remark 6. From the main theorem we can see immediately that if at least two of the e j ’s
are smaller than e then
Resd1e,...,dne( f1 ◦ (g1, . . . , gn), . . . , fn ◦ (g1, . . . , gn)) = 0.
In the proof (cf. Section 3) we will see why this happens. In short, the dense resultant
vanishes because the fi ◦ (g1, . . . , gn)’s have naturally generated common zeros at infinity.
Remark 7. The main theorem covers the cases of dense resultant of composed
polynomials considered by Cheng et al. (1995) and Jouanolou (1991)1. As an example,
we show how one can recover from the main theorem the formula of Cheng et al. (1995)
1 Note that Jouanolou gives, in Proposition 5.11.2 of Jouanolou (1991), an interesting formula for the dense
resultant of certain sparse linear polynomials composed with homogeneous polynomials. This formula is not
among the cases of this paper because the linear polynomials are sparse. We suggest that one classifies formulas
involving sparse composed polynomials within the theory of sparse resultants (cf. Cox et al., 1998). Some work
in this direction has already been done, for example in Hong and Minimair (2002).
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for the dense resultant of inhomogeneous polynomials composed with inhomogeneous
polynomials of same total degrees. Let the fi ’s be inhomogeneous in n − 1 variables of
positive total degrees and let the g j ’s be inhomogeneous in n−1 variables of same positive
total degree. By the main theorem,
Resd1e,...,dne( f1 ◦ (g1, . . . , gn−1), . . . , fn ◦ (g1, . . . , gn−1))
= Resd1e,...,dne( f h1 ◦ (g1, . . . , gn−1, 1), . . . , f hn ◦ (g1, . . . , gn−1, 1))
= Resd1,...,dn ( f h1 , . . . , f hn )e
n−1 Rese,...,e(g1, . . . , gn−1, 1)d1···dn
= Resd1,...,dn ( f1, . . . , fn)e
n−1
× Rese,...,e,0(g1, . . . , gn−1, 1)d1···dn Rese,...,e(g[e]1 , . . . , g[e]n−1)d1···dn ·(e−0)
= Resd1,...,dn ( f1, . . . , fn)e
n−1 Rese,...,e(g[e]1 , . . . , g
[e]
n−1)d1···dn ·e,
which is the expression given by Cheng et al. (1995).
Remark 8. Applying the main theorem when computing the dense resultant of composed
polynomials can be expected to yield a dramatic improvement in efficiency (compare
Hong and Minimair, 2002). In order to compute the dense resultant of composed
polynomials, we only have to compute the dense resultants of the component polynomials
and some of their leading forms, which is expected to be much more efficient than
computing the dense resultant of the expanded composed polynomials because the
components and the leading forms are much smaller and have a lower degree than the
expanded composed polynomials.
3. Proof
Before we prove the main theorem, we state a lemma that is of independent interest. We
want to know what happens to the dense resultant when some leading forms of the input
polynomials vanish or, equivalently, if some input polynomials have a total degree that is
lower than the total degree with respect to which the dense resultant is computed.
In the lemma we allow the g j ’s also to be non-zero constants.
Lemma 9. We have
Rese,...,e(g1, . . . , gn) = Rese,...,e,ek ,e,...,e(g1, . . . , gk−1, gk, gk+1, . . . , gn)
× Rese,...,e(g[e]1 , . . . , g[e]k−1, g[e]k+1, . . . , g[e]n )e−e,
where g[e]j stands for the homogeneous part of g j of total degree e.
This factorization is irreducible, if the g j ’s have distinct symbolic coefficients.
Example 10 (Continuing Example 2). We illustrate the lemma. Observe that e1 = 1 <
e2 = e3 = e = 3 and k = 1. Therefore
Res3,3,3(g1, g2, g3) = Res1,3,3(g1, g2, g3) Res3,3(w[3]2 , w[3]3 )2.
Proof (Of Lemma 9). Firstly, we suppose that the g j ’s have positive total degrees, distinct
symbolic coefficients and there is exactly one k such that ek = e and e j = e, for j = k.
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Since the lemma is invariant under reordering of the g j ’s, we assume without loss of
generality that k = 1. Let ĝ denote a polynomial in the variables x1, . . . , xn−1 of total
degree e with distinct symbolic coefficients, let K denote the algebraic closure of the field
generated by the complex numbers and the symbolic coefficients of ĝ and g2, . . . , gn
and let mĝ denote the linear operator p → p · ĝ, defined on the K -vector space
K [x1, . . . , xn−1]/〈g2,...,gn〉, where 〈g2, . . . , gn〉 denotes the ideal generated by g2, . . . , gn
in K [x1, . . . , xn−1]. By the Poisson formula (cf. Jouanolou, 1991; Cox et al., 1998), we
have
Rese,...,e(ĝ, g2, . . . , gn) = det(mĝ) Rese,...,e(g[e]2 , . . . , g[e]n )e.
Further, by the techniques of Pedersen et al. (1993), we have
Rese,e,...,e(ĝ, g2, . . . , gn) =
∏
ξ ∈ V̂
ĝ(ξ1, . . . , ξn−1) Rese,...,e(g[e]2 , . . . , g
[e]
n )
e,
where ξ = (ξ1, . . . , ξn−1) and V̂ is the common solution set of g2, . . . , gn in K n . Since the
symbolic coefficients of ĝ are algebraically independent from the symbolic coefficients of
g2, . . . , gn , the previous formula is stable under specialization of the coefficients of ĝ. By
specializing ĝ to g1, we get
Rese,...,e(g1, . . . , gn) =
∏
ξ ∈ V
g1(ξ1, . . . , ξn−1) Rese,...,e(g[e]2 , . . . , g
[e]
n )
e,
where V is the common solution set of g2, . . . , gn over the algebraic closure of the field
generated by the complex numbers and the coefficients of g2, . . . , gn . Now, observe that,
by the Poisson formula and by Pedersen et al. (1993),
Rese1,e,...,e(g1, g2, . . . , gn) =
∏
ξ ∈ V
g1(ξ1, . . . , ξn−1) Rese,...,e(g[e]2 , . . . , g
[e]
n )
e1 .
Therefore
Rese,...,e(g1, . . . , gn)=
∏
ξ ∈ V
g1(ξ1, . . . , ξn−1)Rese,...,e(g[e]2 , . . . , g
[e]
n )
e
=
∏
ξ ∈ V
g1(ξ1, . . . , ξn−1)Rese,...,e(g[e]2 , . . . , g
[e]
n )
e1
× Rese,...,e(g[e]2 , . . . , g[e]n )e−e1
= Resg1,e,...,e(g1, . . . , gn)Rese,...,e(g[e]2 , . . . , g[e]n )e−e1 .
Secondly, we suppose that the g j ’s have distinct symbolic coefficients with positive
total degrees and at least two of the e j ’s are smaller than e. Since the lemma is invariant
under reordering of the g j ’s, we assume without loss of generality that e1, e2 < e. We
regard g2, . . . , gn as specialized polynomials of total degree e, whose forms of degrees
e j + 1, . . . , e vanish. Obviously, the formula, which we have already shown, of the first
part of the lemma, holds for such specialized polynomials as well.
Thirdly, we suppose that the g j ’s have distinct symbolic coefficients and at least
one of the e j ’s is zero. Since the lemma is invariant under reordering of the g j ’s, we
assume without loss of generality that e1 = 0. We have, if e j = e for j ≥ 2, by the
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multihomogeneity of the dense resultant (cf. Cox et al., 1998) and by the Poisson formula
(cf. Jouanolou, 1991),
Rese,e,...,e(g1, g2, . . . , gn) = gen−11 Rese,e,...,e(1, g2, . . . , gn)
= gen−11 Rese,...,e(g[e]2 , . . . , g[e]n )e
and, by definition (cf. Remark 4),
Res0,e,...,e(g1, g2, . . . , gn) = gen−11
and thus, by specialization, the formula of the lemma also holds in this case.
Therefore we have shown the formula of the lemma for g j ’s with distinct symbolic
coefficients and it remains to relax the formula to g j ’s which do not have symbolic
coefficients. This is easy because the formula, involving only polynomials in the symbolic
coefficients of the g j ’s, is stable under specialization.
Now we prove that the factorization given by the formula of the lemma is irreducible
if the g j ’s have distinct symbolic coefficients. This is obvious if at most one e j is smaller
than e. Suppose that at least two of the e j ’s are smaller than e. Since the lemma is invariant
under reordering of the g j ’ s, we assume without loss of generality that e1, e2 < e. We
show that
Rese,...,e(g1, . . . , gn) = 0.
The forms of g1, . . . , gn of total degree e are 0, 0, g[e]3 , . . . , g
[e]
n . By Bezout’s theorem
(cf. Danilov and Shokurov, 1998; Cox et al., 1998) the n − 2 homogeneous polynomials
g[e]3 , . . . , g
[e]
n in the variables x1, . . . , xn−1 have a non-trivial common zero in the algebraic
closure of the field generated by the complex numbers and the symbolic coefficients of
g3, . . . , gn . Therefore
Rese,...,e(g1, . . . , gn) = 0.
Thus we have shown the lemma. 
Now we are ready to prove the main theorem. We are aware of several different proofs.
The most elegant one is the proof given here. The proof is elegant because we base the
proof on Lemma 9 and on the formula of Cheng et al. (1995) and Jouanolou (1991) for the
dense resultant of homogeneous polynomials composed with homogeneous polynomials
of the same total degrees.
Proof of Theorem 1 (Main Theorem). It is easy to see that the homogenization of
fi ◦(g1, . . . , gn) to the total degree di e is fi ◦(gh1 , . . . , ghn ), where ghj is the homogenization
of g j to the total degree e. By Cheng et al. (1995) and Jouanolou (1991), we get
Resd1e,...,dne( f1 ◦ (g1, . . . , gn), . . . , fn ◦ (g1, . . . , gn))
= Resd1e,...,dne( f1 ◦ (gh1 , . . . , ghn ), . . . , fn ◦ (gh1 , . . . , ghn ))
= Resd1,...,dn ( f1, . . . , fn)e
n−1
Rese,...,e(gh1 , . . . , g
h
n )
d1···dn
= Resd1,...,dn ( f1, . . . , fn)e
n−1 Rese,...,e(g1, . . . , gn)d1···dn .
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By Lemma 9, we have that
Resd1e,...,dne( f1 ◦ (g1, . . . , gn), . . . , fn ◦ (g1, . . . , gn))
= Resd1,...,dn ( f1, . . . , fn)e
n−1
× Rese,...,e,ek ,e,...,e(g1, . . . , gk−1, gk, gk+1, . . . , gn)d1···dn
× Rese,...,e(g[e]1 , . . . , g[e]k−1, g[e]m+1, . . . , g[e]n )d1···dn ·(e−em).
It remains to show that this factorization is irreducible if the fi ’s and g j ’s have distinct
symbolic coefficients. This follows from Lemma 9 and we could stop. However, we show
the irreducibility without using Lemma 9 because the proof gives some interesting insight.
If at most one e j is smaller than e it is easy to see that the factorization is irreducible.
Assume that at least two of the e j ’s are smaller than e. We show that
Resd1e,...,dne( f1 ◦ (g1, . . . , gn), . . . , fn ◦ (g1, . . . , gn)) = 0.
The dense (Macaulay) resultant vanishes because the composed polynomials fi ◦ (g1, . . . ,
gn) have some common zeros at infinity. It is interesting to know what these common zeros
at infinity are. We show that they are the common zeros of certain leading forms of the g j ’s.
Since we can rename the variables of the fi ’s and the g j ’s such that e1, . . . , ek = e
and ek+1, . . . , en < e without changing the composed polynomials fi ◦ (g1, . . . , gn). We
assume that, for k ≤ n − 2, e1, . . . , ek = e and ek+1, . . . , en < e. We start with computing
the leading form of fi ◦ (g1, . . . , gn). Note that fi = f +i + f −i , where each monomial in
f +i is only divisible by variables among x1, . . . , xk , and where each monomial in f −i is
divisible by at least one x j , for j > k, and thus
fi ◦ (g1, . . . , gn) = f +i ◦ (g1, . . . , gk) + f −i ◦ (g1, . . . , gn).
Since the total degree of f +i ◦ (g1, . . . , gk) is di e and the total degree of f −i ◦ (g1, . . . ,
gn) is smaller than di e, the leading form of fi ◦ (g1, . . . , gn) equals the leading form of
f +i ◦ (g1, . . . , gk). Now we intend to apply Lemma 10 of Hong and Minimair (2002) to
f +i ◦ (g1, . . . , gk). Note that this lemma is stated for homogeneous polynomials composed
with n homogeneous (Laurent) polynomials of the same total degrees. It is easy to see
that this lemma also holds for homogeneous polynomials composed with k not necessarily
homogeneous polynomials of the same total degrees. Following the notation of the lemma,
we denote the leading form of f +i ◦ (g1, . . . , gk) by ( f +i ◦ (g1, . . . , gk))ωE , where ω =
(1, . . . , 1) and E is the set of all monomials contained in f +i ◦ (g1, . . . , gn). Then, by the
adapted Lemma 10 of Hong and Minimair (2002),
( f +i ◦ (g1, . . . , gk))ωE = f +i ◦ (g1ωB, . . . , gkωB ),
where B is the set of all monomials contained in g1, . . . , gk . Note that g jωB = g
[e]
j .
Therefore the leading form of fi ◦ (g1, . . . , gn) is f +i ◦ (g[e]1 , . . . , g[e]k ). Now, by
Bezout’s theorem (cf. Danilov and Shokurov, 1998; Cox et al., 1998) the k homogeneous
polynomials g[e]1 , . . . , g
[e]
k in the variables x1, . . . , xn−1 have a non-trivial common zero
over the algebraic closure of the field generated by the complex numbers and the
symbolic coefficients of g[e]1 , . . . , g
[e]
k . Since there is at least one e j that equals e, the
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sequence g1, . . . , gk is not empty and such a non-trivial common zero ξ exists. Take
any such non-trivial common zero ξ . Then ξ is a non-trivial common zero of the
f +i ◦ (g[e]1 , . . . , g[e]k )’s and thus ξ is a common zero at infinity of the fi ◦ (g1, . . . , gn)’s.
Thus we have shown the main theorem. 
4. Conclusion
In this paper we studied the dense (Macaulay) resultant of composed polynomials.
Cheng, McKay and Wang and Jouanolou have studied two particular subcases. The main
contribution of this paper was to complete these works by providing a uniform answer
for all subcases. In short, it states that the dense resultant of composed polynomials is the
product of certain powers of the dense resultants of the component polynomials and of
some of their leading forms.
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