Pilot symbol assisted modulation (PSAM) is a method to reduce the e ects of fading in mobile communications by periodically inserting known symbols in the data stream. The receiver uses these pilot symbols to derive its amplitude and phase reference. One aspect of this procedure which has not received much attention in the literature is the method used by the receiver to locate the pilot symbols. This paper uses optimum frame synchronization techniques to develop two synchronizers for PSAM systems; one is based on a standard maximum likelihood (ML) estimation formulation and the other is a sequential testing algorithm. Both methods use a simple quadratic correlation lter with an energy correction factor. Simulation results and a theoretical performance analysis are presented.
Introduction
One method to achieve coherent demodulation in mobile communications is to periodically transmit a known symbol which the receiver uses to derive its amplitude and phase reference 1, 2, 3] . This is referred to as pilot symbol assisted modulation (PSAM) 4]. In practice a frame of N pseudo random pilot symbols is repeated to avoid the introduction of in-band tones. One aspect of PSAM based demodulation often neglected in the literature is the method used by the receiver to locate the pilot symbols. This paper examines optimum frame synchronization for PSAM and proposes several reduced complexity structures.
Many frame synchronization techniques have been developed for error control codes 5, 6, 7, 8] ; however, PSAM frame synchronization has signi cantly di erent characteristics. Most importantly PSAM is typically used in time varying fading channels, as opposed to additive white Gaussian noise (AWGN) channels, so the work in 5, 6, 7] is not directly applicable. Furthermore, frame synchronization in error control coding usually assumes coherent demodulation (i.e., the availability of channel state estimates) as in 8] . Since PSAM demodulation is used speci cally for channel state estimation this assumption is not valid. Another di erence is that the framing sequence for error control codes is grouped together (e.g., a unique word) while the PSAM pilot symbols are interspersed between groups of data symbols for better channel state estimation. Finally, framing sequences for error control codes are often chosen from the same symbol set as the data symbols. Consequently, the frame synchronization performance is limited by the probability that the framing sequence appears in the random data. While this probability can be made su ciently small by a proper design of the frame structure, the problem can be avoided entirely by choosing the pilot symbols from a di erent alphabet than the data symbols.
A problem which is similar to PSAM frame synchronization is pseudo noise code acquisition in spread spectrum systems 9] where the receiver's local spreading code must be aligned with the spreading code embedded in the received signal. Although the PSAM sequence and spreading code are embedded di erently, both of these processes typically need to be accomplished without using a channel state estimate (i.e., a noncoherent code tracking loop). Therefore, many of the ideas and analytical techniques employed in this investigation are borrowed from the code tracking literature. This paper presents two di erent PSAM frame synchronization techniques; one is based on a standard maximum likelihood (ML) estimation formulation and the other is a sequential testing algorithm. The optimum ML synchronizer is shown to be a weighted correlation lter which is tailored to the second order statistical characteristics of the channel and a data correction term which averages over all possible data sequences. This data correction term can be accurately approximated by the received signal energy; thereby yielding a simple and e cient synchronizer. The ML estimator is a xed sample size estimator which has a performance varying signi cantly with SNR and will give an estimate even when no signal is present. An alternative design strategy which provides a xed (approximately) level of performance with varying sample size uses hypothesis testing techniques and the two stage system of 9]. The rst stage is a weighted correlation lter and threshold detector which steps through each possible epoch. If the preset threshold is exceeded at a given epoch, a veri cation test is employed which requires that B out of A contiguous samples of the lter at this epoch exceed the threshold. This sequential test architecture is much less likely to false lock in the absence of a modulated signal. These techniques give a modem designer two alternatives depending on whether xed acquisition time (ML structure) or xed acquisition performance (hypothesis testing) is more important. The paper is organized as follows. The data model is presented in Section 2. Section 3 uses maximum likelihood estimation techniques to develop an optimum synchronizer which has an \argmax" structure. Section 4 uses hypothesis testing to develop a synchronizer which has a threshold test. A theoretical performance analysis is included in Section 5 and simulations are presented in Section 6. Concluding remarks follow as Section 7.
Data Model
The data symbols, d k , are i.i.d. and uniformly distributed over an alphabet, d , of size M d which has unit average energy per symbol, i.e., E j d k j 2 = 1. The pilot symbols are selected from a set, p , of size M p which is chosen so that p and d are disjoint and separated by a maximum Euclidean distance 1 . Therefore, the pilot sequence cannot appear as part of the data stream. An L = NN p length frame is formed by inserting one of N pilot symbols after every N p ? 1 data symbols (see Figure 1 ). This is linearly modulated using a square-root Nyquist pulse and transmitted with energy E.
The received signal is passed through a lter which is matched to the pulse shape and sampled at the symbol time. Two channel models are considered: AWGN with an unknown phase and frequency o set, and frequency nonselective slow Rayleigh fading. The matched lter outputs for these channels are modeled as
where y k is a pilot or data symbol, is a random phase o set uniformly distributed over
? ; ], n k is zero mean complex AWGN with variance N 0 , f o is a random frequency o set uniformly distributed over ?f m ; f m ], and c k is zero mean complex Gaussian with variance 2 c . The phase o set, frequency o set, additive noise, data symbols, and multiplicative distortion are assumed to be statistically independent of each other. Although these models are not strictly valid as any time variations in the received signal will produce ISI, they are appropriate for a wide variety of practical scenarios 10]. Finally, the case of fading with a frequency o set is a straightforward extension of the results contained herein (with much more complicated notation). More details on this case can be found in 11].
The synchronization structure developed later in the paper is not limited to a speci c correlation function for the fading process. It performs as desired provided that the channel model used by the receiver is relatively close to that of the signal. The greatest degradation occurs when the Doppler spread used at the receiver is much less than the true Doppler spread. In simulations the fading process, c(k), is modeled as isotropic scattering, E c n c n?k = 2 c J 0 (2 kf D );
and generated using Jakes Model 12] , where J 0 ( ) is the zeroth order Bessel function and f D = F D T s is the Doppler spread normalized by the symbol time.
ML Estimation
Consider a xed observation vector of length L = NN p starting at n = 0, x = x 0 ; x 1 ; : : :; x L?1 ] T ;
The frame synchronization problem is to estimate the index 2 0; L?1] which corresponds to the start of a frame. In the absence of a priori information, the beginning of the frame (i.e., the location of pilot symbol p 0 ) appears in any of the L positions in x with equal probability. Therefore, the ML estimate of is the minimum error probability synchronizer. This is given by^ = Argmax f(x= ); R ap ] k;l = sinc (2 f m N p (k ? l))
Dropping terms which are independent of , yields the ML estimatê 
Several aspects of the above synchronization structure are worth mentioning. First, the asymptotic likelihood function reduces to a function of only pilot symbol spaced observations (as opposed to all observations). This complexity reduction is identical to that documented by Massey 5] (known carrier phase) but is not a characteristic of the ML estimator for the current problem (random carrier phase). Massey also showed that the optimum synchronizer is a correlator with a data correction term which averages over all possible data vectors. Previous work with large constellations 7, 8] approximated the correction term by only considering the most likely data vector, but using the low SNR approximation to the Bessel function reduces the data correction term to a function of the received signal energy. Note also that a trivial extension of the ML estimator would use observations from K frames in a similar fashion. Finally, this synchronizer is only approximately optimal at low SNR; however, simulations in Section 6 will show that it performs well over a large range of SNR.
Synchronization in Rayleigh Fading
Now consider the Rayleigh fading channel model given in (2) . The observation vector is zero mean, correlated, and conditionally Gaussian. If the PSAM frame starts at the -th position
where c is zero mean, correlated, complex Gaussian multiplicative distortion. The random fading produces a likelihood function for each epoch which is a function of all observations associated with the frame. This is much too complicated to implement (especially if one considers the averaging in the data correction term). Considerable experimentation 11] showed that using just the pilot spaced observations, as in the AWGN channel, does not signi cantly degrade the performance and greatly simpli es the computations associated with the ML estimator. The validity of only using pilot spaced observations in the likelihood function is explored in Appendix A.
As before, let = 1 N p + 2 and de ne the pilot spaced observation vectors x p ( 2 ) for 2 = 0; : : : ; N p ? 1 as in (17) . Then
and the correlation matrix for x p is R xp = E x p ( 2 ) 
Taking the log and neglecting terms independent of yields the ML estimate,
For symmetry with the AWGN synchronizer, de ne
and include an energy correction term
In Section 6, various values of will be explored. Notice that the likelihood functions for both AWGN and fading have been reduced to the canonical form of a quadratic form of the de-rotated (by the pilot symbols) pilot spaced observations. The only di erence between the two cases is the matrix used in the quadratic.
Hypothesis Testing
In this section, the frame synchronization problem is reformulated as a hypothesis test. This yields a sequential test which can be designed to give roughly constant false acquisition performance over a wide range of SNR. Since the asymptotic likelihood function at each epoch is only a function of pilot spaced observations, the hypothesis test formulation will be restricted to the N-length sliding window of pilot spaced observations.
x p (n) = x n ; x n+Np ; : : :; x n+(N?1)Np ] T :
The synchronization problem is to decide if x(n) starts a frame based on the observations x p (n). Each observation x(n) has three possible hypotheses:
is the pilot sequence (p) H 2 : x p (n) is a shifted pilot sequence (T k p): Hypothesis H 2 is composite in that it models the N ? 1 possible o set pilot sequences, so an N + 1 class test could be used. However, the goal is to determine the start of the frame, and if the test chooses H 2 the start of the frame has not been determined. In this case, the entire test must be repeated on x p (n + 1). Thus, the proposed synchronizer will simply choose between H 0 (random data) and H 1 (correct frame alignment). This hypothesis test compares the following likelihood ratio to a threshold,
Synchronization in AWGN
For the AWGN channel of (1) 
where the Bessel function has again been approximated as I 0 (x) j x j 2 , and the integration was performed as before. The matrix in the denominator is a scaled identity matrix, see (14) , so the frame synchronizer for the AWGN channel with a frequency o set is
where, (l) is the normalized sample correlation function of the de-rotated observation vector, 
This is plotted in Figure 2 for several values of f m and shows that designing for a maximum frequency o set uses a time weighting to broaden the frequency characteristics of the correlator. The trade-o is that the peak of the correlation detector is signi cantly reduced when the maximum frequency o set is large. Therefore, if the synchronizer is designed for a large frequency o set, performance will be degraded at low SNR.
Synchronization in Rayleigh Fading
Recall that the ML estimate for an AWGN channel is a quadratic form with an energy correction term, and the hypothesis test is a Rayleigh quotient utilizing the same matrix.
The ML estimate for a fading channel is also a quadratic form with an energy correction term. Therefore, by symmetry, it is easy to see that the hypothesis test should be
and the threshold test is passed when the Rayleigh quotient drops below the threshold. This synchronizer could also be derived by forming the likelihood ratio (32) and using the approximation e ?x 1 ? x as in Appendix A. However, this approximation cannot be justi ed rigorously. Fortunately, the algorithm that results works well (see Section 6). More details related to this approximation can be found in 11]. Several aspects of the sequential test need to be emphasized. First, the quadratic form has been normalized by the received energy. This is essential for a fading channel because the multiplicative distortion causes wide variations in the signal strength which produces a large variation in the quadratic detector output. This normalization yields the Rayleigh quotient 13] which has nice analytical properties, e.g., it is bounded by the maximum and minimum eigenvalues of the matrix used in the detector. Hence, threshold selection is much easier. Second, it appears that knowledge of the SNR is required for the fading channel. However, experimentation has shown that performance is not sensitive to the value used in (29). Finally, the synchronizer is extended to cover multiple frames by using the two stage system 9] shown in Figure 3 . The received sequence is passed through the quadratic structure, (37) or (40), and the output is compared to a threshold T. When the threshold test passes, a veri cation stage computes the correlation over the next A consecutive frames. If at least B of these tests also pass, then synchronization is declared; otherwise the rst stage continues. The synchronizer need only compute one correlation in each symbol interval and store the results of the last (A + 1)L comparisons.
Performance Analysis
A theoretical analysis can be completed for the two stage synchronizer developed in Section 4. First, the synchronizer is modeled as a Markov chain where the state transition probabilities are functions of the probability of breaking threshold given that the various hypotheses are true. With this formulation, standard results for Markov chains provide important statistical characterizations (probability of acquisition and mean time to lock) as a function of the probability of breaking threshold for each hypothesis. These probabilities can be evaluated using the theory of quadratic forms of complex Gaussian random variables. This analysis applies well established methods, so many details are omitted (see 9] and 14, 15]). A Markov chain is completely characterized by the state transition probabilities and an initial state probability distribution. No a priori information is available, so the initial state probability is uniformly distributed across the states associated with the L possible time o sets (i.e., P(X 0 = i) = i = 1=L; i = 0; : : : ; L ? 1) . Note that these states are transient, and the states corresponding to correct acquisition and false lock are absorbing.
General Theoretical Analysis
Important probabilities in this Markov analysis are P D i , the probability of correctly breaking threshold when the pilot sequence is present, P (k) O i , the probability of incorrectly breaking threshold when the pilot sequence is o set by k symbols, and P F i , the probability of incorrectly breaking threshold when a random data sequence is present, i. 
The subscript i = 1; 2 is used to denote the stage in which the decision is made. Since the decisions in the second stage are performed using disjoint data segments, they are (approximately) independent and can be written as
where X can be any of D; O; or F. The STD is mapped to its equivalent ow graph 16] by assigning each branch a gain of p ij z where p ij is the one step state transition probability for advancing from state i to state j and z denotes the time delay associated with the transition. For the present analysis, time will be measured as the number of symbols received before correct acquisition is achieved. To determine appropriate values for these delays, notice that K = (A + 1)L symbols must be received so that all rst stage and second stage correlations can be computed. Then advancing between adjacent states in the rst stage requires one additional symbol and incorrectly proceeding to stage two induces no penalty. Thus, the ow graph is given in Figure 4 where the state transition probabilities are
Now de ne p acq (n) as the probability of reaching correct acquisition in exactly n symbols, and F acq (n) as the probability of acquiring on or before the n-th symbol. Using 
Note that E f N acq g is the mean number of samples required to achieve correct acquisition, so it is only useful when P acq 1. The synchronizers can now be completely characterized by evaluating the probability of breaking threshold in one test (i.e. P D 1 , P O 1 (k), and P F 1 ) and using equations (48) and (51).
Rayleigh Quotient
The The rst stage probability of breaking threshold for hypothesis H i in Rayleigh fading can now be computed by a straightforward eigen decomposition of the matrix 
so an average needs to be taken over a large set of possible data sequences. While in most practical cases this probability cannot be calculated directly, upper and lower bounds can be obtained which enable the performance to be accurately characterized. A trivial lower bound which gives a surprisingly accurate accessment of the synchronization performance is to set P F 1 = 0 (i.e., = 1). All data sequences are assumed to be equally likely, so an upper bound to P F 1 can be obtained by ordering the data sequences by decreasing probability of
Pr (r < 0 jH 0 ; d(i))
This combination of upper and lower bounds will enable an accurate characterization of performance over a wide range of system parameters.
6 Performance Characterization Several characteristics of this class of frame synchronizer need to be highlighted. First, the optimum threshold for the hypothesis test, (37) and (40), and the energy scaling factor for the ML estimate, (21) and (30), are functions of SNR. Since SNR is not generally known, di erent constant values will be explored. Second, for AWGN the threshold test passes when the Rayleigh quotient is greater than the threshold, and for fading the test passes when the Rayleigh quotient is less than the threshold. Consequently, detection probability can be improved at the cost of increased false alarm probability by lowering (raising) the threshold in the AWGN (Rayleigh fading) channel. Third, Markov chains are typically characterized in transient mode and in steady-state mode. Since the synchronizer only has two absorbing states (i.e. it either acquires or it false locks) the probability of acquisition, P acq , completely characterizes the steady-state performance. Furthermore, the acquisition distribution function, F acq (n), and the conditional mean time to acquire, EfN acq g, characterize the transient performance of the threshold test. Finally, the design parameters for AWGN and Rayleigh fading are f m (which produces R ap ), and, f D and SNR (which produce R f ). These parameters can signi cantly a ect performance especially when the synchronizer design has mismodeled the channel. Simulations have shown that the synchronizer performance is robust provided the design f m and f D are larger than the true f m and f D .
The acquisition distribution curves will have the approximate piecewise linear structure that is typical in two stage synchronizers. If the initial state distribution is uniform and probability of false lock is small, then for n > (A + 1)L, p acq (n) = (1 ? ) m =L where m is the number of integer cycles through the frame corresponding to n. Figure 5 demonstrates this general characteristic using 10,000 trials for an AWGN channel with f m = 0:015 and 5dB SNR, and a fading channel with f D = 0:01, f m = 0:0, and 5dB SNR. The true and designed parameters were the same, except for the design SNR which was 10dB.
AWGN Channel
The AWGN synchronizer is easily designed to have acceptable performance over a wide range of SNR. For the ML estimate with 16-QAM data, the scale factor (20) approaches 0:2 at high SNR, so this is used as a constant scale factor for all SNR. For the threshold test, the ideal response of the Rayleigh quotient to the pilot sequence is 1 The trade-o between correct acquisition and fast acquisition is apparent in Figure  6 . At low SNR, a larger threshold should be used to achieve a high P acq , but this results in a large E f N acq g. At high SNR the threshold can be lowered to reduce E f N acq g, and still achieve a high P acq . For the ML estimate, which has a xed acquisition time, P acq increases with SNR. Essentially, the ML estimate allows one to set N acq , but P acq then depends on SNR. Alternatively, the hypothesis test allows one to set P acq , but N acq depends on SNR. At moderate and high SNR, both approaches yield high P acq and fast acquisition. This synchronization structure can achieve the desirable fast and reliable acquisition performance over the SNR regions of most practical interest.
Rayleigh Fading Channel
The performance in Rayleigh fading is complicated and harder to simply parameterize, but is well bounded by the techniques discussed in Section 5.2. Figure 7 shows the theoretical and simulated probability of false lock for the threshold test when the Doppler frequency and SNR are known exactly. The design parameters were (A; B) = (3; 2) and f D = 0:01. The Rayleigh quotient produces values between min and max , so a potential threshold is T = T h min . Since min depends on the design SNR, the threshold in Figure 7 is not xed. Therefore, P acq does not maintain the same order of magnitude over a wide range of SNR as in the AWGN case. The poor performance at low SNR results because the threshold used is actually larger than the maximumeigenvalue. Hence the output of Rayleigh quotient is always below threshold. This shows that the threshold and design SNR must be chosen together to ensure good performance. This plot also shows the performance bounds discussed in Section 5.2 and demonstrates that the performance is accurately characterized by the bounds. The trivial lower bound is accurate when P acq is relatively high and the upper bound (hereJ = 4096) is accurate when P acq is close to zero. 
where f(x k ) is a data correction term. Lui and Tan correlate magnitudes (65), so an arbitrary 16-QAM pilot sequence was used. Figure 9a shows the performance on an AWGN channel. If the channel has no frequency o set, the proposed synchronizer (22) performs nominally better than (64) and much better than (65). When a maximum frequency o set of f m = 0:015 is included, the standard correlator fails, the new synchronizer (21) has some degradation, and (65) is unchanged since it correlates magnitudes. At low and moderate SNR, the new algorithm outperforms (65) primarily because a low SNR approximation was used. Similarly at very high SNR (65) starts to have better performance because it used a high SNR approximation. Finally, Figure 9b shows that on a fading channel with f D = 0:01 the proposed synchronizer (30) performs very well, but the other synchronizers fail.
Conclusion
PSAM frame synchronization techniques have been developed for AWGN channels with a frequency o set and for slow Rayleigh fading channels. Using ML estimation, a synchronizer was developed which xes the acquisition time and allows the probability of correct acquisition to increase with increasing SNR. Using hypothesis testing, an alternative synchronizer was developed which xes the probability of correct acquisition and allows acquisition time to decrease with increasing SNR. Both synchronizers compute a weighted correlation function which is tailored to the second order characteristics of the channel, achieve fast and accurate acquisition at high SNR, and have low computational complexity. A theoretical performance analysis and computer simulations veri ed that the synchronizers can achieve an arbitrarily high probability of correct acquisition. Furthermore, this work was the basis of the PSAM frame synchronization algorithms implemented in 18]. In extensive eld testing, the wireless modem has yet to experience any degradation associated with PSAM frame synchronization. 
The summation represents the cross-correlation between the pilots times and data times. This is the term which is removed by the assumption to disregard the data observations. One would like to argue that this term is not important; unfortunately, we can only state that it is computationally prohibitive. 
