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Abstract
The reliable prediction of optical and fundamental
gaps of finite size systems using density functional
theory requires to account for the potential self-
interaction error, which is notorious for degrading
the description of charge transfer transitions. One
solution is provided by parameterized long-range
corrected functionals such as LC-BLYP, which can
be tuned such as to describe certain properties of
the particular system at hand. Here, bare and 3-
mercaptoprotionic acid covered Cd33Se33 quan-
tum dots are investigated using the optimally tuned
LC-BLYP functional. The range separation pa-
rameter, which determines the switching on of the
exact exchange contribution is found to be 0.12
bohr−1 and 0.09 bohr−1 for the bare and cov-
ered quantum dot, respectively. It is shown that
density functional optimization indeed yields op-
tical and fundamental gaps and thus exciton bind-
ing energies, considerably different compared with
standard functionals such as the popular PBE and
B3LYP ones. This holds true, despite the fact that
the leading transitions are localized on the quan-
tum dot and do not show pronounced long-range
charge transfer character.
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1 Introduction
Semiconductor quantum dots (QDs) hold great
promises for the use as tuneable light absorbers in
QD solar cells (for reviews, see Refs.1–3). Their
flexibility derives from composition and size as
well as from the control of properties by surfac-
tants used for surface passivation during synthe-
sis. Surface ligands are pivotal for applications
such as sensing. However, in terms of electronic
excitation dynamics they are discussed to play an
ambivalent role. On the one hand, they suppress
thermal fluctuations and thus reduce pure dephas-
ing.4 On the other hand, they extend the spectral
density of the combined phonon and vibrational
states to significantly higher frequencies than the
relatively low longitudinal optical mode frequency
of the crystal. Therefore relaxation of electronic
excitations due to inelastic electron-phonon scat-
tering can be accelerated.5–7 Which effect is dom-
inating, depends on the excitation energy with re-
spect to the band edge. Orbitals localized on the
ligands or delocalized over QD and ligands are of-
ten high in energy, although depending on the con-
ditions and type of ligands some might be also lo-
cated within the band gap.8 Respective transitions
are of long-range charge transfer (CT) character
and, depending on the degree of ligand localiza-
tion, optically weak. In this high excitation range,
inelastic processes dominate, whereas for the low
lying optically bright excitations elastic scattering
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Figure 1: Geometries of pure and ligated Cd33Se33 QDs; the ligand is 3-mercaptoprotionic acid (MPA).
The structures are taken from Ref. 31.
is governing the dynamics.4
The nearly spherical QD, Cd33Se33, has gained
significant attention from theory (see, e.g.,
Refs.4,5,8–11). This cluster, which has a diam-
eter of about 1.5 nm, is known as the “magic”
structure, because it is the smallest one, which has
a crystalline-like core. Further, it has been shown
by mass-spectroscopy to be extremely stable.12
As a model system, it possesses all features typ-
ical of QDs, most notably quantum confinement.
Its popularity among theoreticians derives from
the fact that first principle calculations of static
and dynamics properties can be performed with a
reasonable effort.
The method of choice for simulation of QD
properties is density functional theory (DFT) (for
a review, see Ref.13). Although being a power-
ful method in general, the correct description of
long-range CT states continues to provide a chal-
lenge for conventional as well as for hybrid func-
tionals such as the popular B3LYP due to the self-
interaction error.14–16 The correct asymptotic be-
havior and thus a more balanced description of
CT states is obtained upon introducing Hartree-
Fock exchange in the long-range tail of the ex-
change functional. Popular variants of this idea are
LC-BLYP17,18 or CAM-B3LYP.19 In LC-BLYP,
the smooth switching between short- and long-
range behavior is governed by a range separation
parameter. Within the so-called ∆SCF method,
this parameter can be obtained in a non-empirical
manner, thus providing a system-specific opti-
mization of the functional.20–22 By construction,
∆SCF-tuning should improve the fundamental gap
and consequently all orbital-dependent properties.
Successful applications have been reported for
ionization potentials (IPs), fundamental and opti-
cal gaps, CT and Rydberg excitation energies.23–26
For an application to a photocatalytic system for
water splitting, see Refs.27–30
Applying non-optimized CAM-B3LYP and LC-
ωPBE functionals to Cd33Se33 and Cd33Se33-
trimethylphosphine oxide QDs, Albert et al. con-
cluded that both functionals severely overestimate
the fundamental gap, but yield optical gaps com-
parable to B3LYP.32 The strong dependence of the
optical properties on the range-separation parame-
ter observed in Ref.28 calls for reconsidering this
issue in case of CdSe QDs. Therefore, in this con-
tribution we present results for fundamental and
optical gaps of the prototypical Cd33Se33 bare and
3-mercaptoprotionic acid (MPA) ligated QD using
a system-specific LC-BLYP functional, optimized
with the ∆SCF method. Compared to standard
all-purpose PBE and B3LYP functionals, the op-
timized LC-BLYP functional yields significantly
different fundamental (PBE, B3LYP) and optical
(PBE) gaps. This finding, however, is in accord
with experimental data.
2
2 Computational Methods
As a model system we consider Cd33Se33 as a
bare QD and various degrees of capping with 3-
mercaptoprotionic acid (MPA). It is known from
photoluminescence studies that sulfur-containing
ligands tend to bind to cadmium surface atoms of
QDs.33 Full coverage with MPA is achieved by 21
ligands. In the following, at most saturation of all
9 active two-coordinated Cd atoms is considered.
To investigate the effect of ligands more systemati-
cally, including also asymmetric coverages, we in-
cluded the cases of one and five MPA ligands into
the test set. The geometries of the considered sys-
tems are summarized in Fig. 1. They have been
taken from a study of Wu,31 who performed ge-
ometry optimization using DFT with the B3LYP
functional and a LANL2DZ basis for Cd and Se
as well as a 6-31G(d) basis for the ligands. Re-
sults for a different geometry are discussed in the
Supplementary Material.
In the long-range separation approach leading to
the LC-BLYP functional, the Coulomb operator is
split as follows:
1
r12
=
1− erf(ωr12)
r12
+
erf(ωr12)
r12)
. (1)
Here, the parameter ω is introduced, which con-
trols the range of switching between the short-
range (BLYP) and long-range (exact Hartree-Fock
exchange) behavior by virtue of the error function.
A systematic procedure for the determination of
an optimal ω has been suggested in Refs.20–22 and
coined ∆SCF method. The starting point is the ob-
servation that in exact Kohn-Sham theory the IP of
the N-electron system equals to the negative of the
energy of the HOMO. Suppose that there is some
CT, the electron affinity (EA) of the latter corre-
sponds to the IP of the N+ 1 electron system. In
other words, if Eω0 is the ground state energy, we
have
IPω(N) = Eω0 (N−1)−Eω0 (N) , (2)
which should be equal to the HOMO energy
εωHOMO(N), and
EAω(N) = IPω(N+1) = Eω0 (N)−Eω0 (N+1)
(3)
which should be equal to εωHOMO(N + 1). If we
chose the parameter ω such that the function
J(ω) = |εωHOMO(N)+ IPω(N)|
+ |εωHOMO(N+1)+ IPω(N+1)| (4)
is minimized, one makes a compromise for fulfill-
ing Koopmans’ theorem simultaneously for sys-
tems with N (neutral complex) and N + 1 (an-
ion complex) electrons. The respective ω will be
called optimal, i.e. ωopt. As a note in caution, we
emphasize that since the first and second term of
eq 4 refer to systems with different numbers of
electrons, the minimum J(ωopt) is not necessarily
at zero, although both terms can be zero separately.
LC-BLYP is often used with values of ω , which
have been obtained for certain test sets (diatomics
or small molecules) and therefore are considered
as standard. Typical numbers implemented in var-
ious quantum chemistry codes are 0.33bohr−1 and
0.47bohr−1.34,35 There is ample evidence, how-
ever, that ω-optimization for each system at hand
is likely to lead to an improved performance of the
LC-BLYP approach (see, e.g., Refs.27–29).
Finally, we would like to point out that the thus
obtained optimally-tuned functional has been crit-
ically analyzed with respect to the stability of the
electronic wavefunction. This is required because
of possible issues with the symmetry-breaking
instabilities of ground-state solution,36,37 which
may results in a divergence of TDDFT energies
and an imaginary energy of the lowest triplet state
.38 The confirmed stability is an important prereq-
uisite for excited states calculations reported be-
low.
In order to characterize the QD systems we
will consider the fundamental gap, ∆ = εωLUMO−
εωHOMO, as well as the optical gap. More specif-
ically, we will give the energies of the lowest
ten transitions carrying oscillator strength. They
are obtained as vertical excitation energies within
the linear response formulation of time-dependent
(TD-)DFT. The results will be compared with
those obtained by using the standard PBE and
B3LYP functionals.39,40 In order to characterize
the QDs further and to identify CT-like transi-
tions to the ligands, vertical excitation energies for
the lowest 300 transitions have been calculated as
well.
3
Figure 2: Dependence of the function J, eq 4,
on the LC-BLYP range-separation parameterω for
the cases of Cd33Se33 and Cd33Se33-9MPA.
All computations have been performed using the
LANL2DZ pseudopotential for Cd and Se, and the
6-31G(d) basis sets for the ligand atoms as imple-
mented in Gaussian09.41 Pre- and post-processing
of data has been done with homemade programs.
3 Results and Discussion
3.1 Optimization of the Range-
separation Parameter
Optimal tuning of the LC-BLYP functional using
the ∆SCF method has been performed for the bare
Cd33Se33 and Cd33Se33- 9MPA, see Fig. 1. For
these cases the optimization function J(ω), eq 4, is
shown in Fig. 2. The closer J(ω) is to zero the bet-
ter Koopmans’ theorem is fulfilled. The minima
at 0.12 bohr−1 and 0.09 bohr−1 (1 bohr=0.529 Å)
correspond to ωopt for Cd33Se33 and Cd33Se33-
9MPA, respectively. They are notably smaller than
the standard values of 0.33 and 0.47 bohr−1, which
have been obtained by fitting to empirical data for
first- to third-row atoms and to calculated atomiza-
tion energies of a set of smaller molecules, respec-
tively.34,35 For both cases, one has J(ωopt) ≈ 0,
i.e. the two conditions entering eq 4 are simul-
taneously fulfilled. In fact, inspecting these two
conditions separately yields a rather similar ω-
dependence as for their sum.
The difference between Cd33Se33 and Cd33Se33-
9MPA reflects the larger size of the latter system,
which is due to the fact that ω−1 is a charac-
teristic distance for switching between short- and
long-range parts of the exchange contribution to
the functional. The decrease of ωopt with increas-
ing system size and conjugation length has been
found in various other applications.21,25,27,42–48
Notice that this size-dependence, however, is not
monotonous and there could be a strong depen-
dence on the electronic structure as has been re-
ported in Ref.42 The following results on funda-
mental and optical gaps have been obtained with
ωopt = 0.1 bohr−1 for all systems shown in Fig. 1.
3.2 Fundamental Gaps
The optimally-tuned LC-BLYP functional has
been used to obtain ground state energies and
molecular orbitals for the systems shown in Fig. 1.
In the following, fundamental gap energies, ∆, are
compared with those calculated by using the PBE
and B3LYP functionals. The results are summa-
rized in Fig. 3 and Tab. 1. Comparing the HOMO
and LUMO energies obtained with the optimized
LC-BLYP functional for different QD coverages,
the following trends can be deduced. First, upon
increasing the number of ligands on the surface,
the HOMO and LUMO energies increase. The
fundamental gap is ∆ = 4.04 eV for the bare QD
and ≈ 3.8 eV in the presence of the ligands. The
number of ligands has only little influence on ∆.
In the bottom part of Fig. 3, the LC-BLYP elec-
tron density differences for the HOMO-LUMO
transitions for all studied complexes are presented.
All frontier orbitals in the systems are localized
purely on the QD, the percentage of electron den-
sity on the QD is always more than 95%. Al-
though the absolute orbital energies differ notably
for the applied functionals, the density differences
for the HOMO-LUMO transition are very simi-
lar for PBE and LC-BLYP. Ligation with a sin-
gle MPA almost does not change the electron den-
sity difference upon the HOMO-LUMO transition
of the bare QD. The symmetrical coverage with 9
MPAs leads to minor changes in the hole (green
color) density but the particle (orange) density is
redistributed. In all three above-mentioned cases,
the transitions show only slight polarization, i.e.
4
Figure 3: Energies of HOMO and LUMO orbitals
for QDs with different coverage. The results ob-
tained with the PBE and B3LYP functionals are
provided for comparison. In the lower panel elec-
tron density differences (contour value 0.0003, or-
ange - particle, green - hole) are shown, corre-
sponding to the HOMO-LUMO excitation within
LC-BLYP.
CT-like character. The only case with notable po-
larization appears for the QD, partially covered
with 5 MPAs.
In passing we note that the effect of hydro-
carbon chain length elongation on the HOMO-
LUMO properties has been studied for the exam-
ple of QD-1MPA. Here, up to ten additional CH2-
groups have been added. The shapes of HOMO
and LUMO are essentially not affected and the
changes in the orbitals energies and ∆ are rather
small (about -0.01 eV for most cases).
Comparing optimized LC-BLYP and PBE re-
sults one notices that in the latter case ∆ is pre-
dicted to be substantially smaller (on average by
a factor of 2.5). This underlines the importance
of application of long-range separated functionals
even for cases where the relevant orbitals are local-
ized solely on the QD. As can be seen from Fig. 3
and Tab. 1, PBE reproduces the general depen-
dence of HOMO and LUMO energies on the QD
coverage. However, it gives a too small value of ∆
because of an overestimation of εHOMO and under-
estimation of εLUMO. Moreover, for PBE the trend
concerning the dependence of ∆ on the coverage is
opposite to that obtained for LC-BLYP.
It is well-established that fundamental gaps of
QDs are sensitive to the amount of exact ex-
change in the functional. In Ref.49 a comparative
analysis of ∆ using different functionals (B3LYP,
LSDA, PBE, PW91, PBE0) has been performed
for Cd33Se33 and Cd33Te33 QDs (cf. Suppl. Mat.).
As a conclusion, the B3LYP functional, which has
a constant portion of exact Hartree-Fock exchange
(20%), has been recommended. Values for ∆ for
the present case and those available from litera-
ture are summarized in Tab. 1. Note that there
is a certain dependence on the geometry of the
QD. In Ref.8 slight variations of geometry have
been shown to lead to changes in ∆ of about 15%.
Clearly, although B3LYP gives an improvement
as compared to PBE, the fundamental gap is still
considerably underestimated with respect to LC-
BLYP (by an average factor of 1.5 if compared to
a value of 2.5 for PBE).
3.3 Optical Gaps
Fig. 4 summarizes the LC-BLYP results obtained
for the optical gaps (actually, the ten lowest tran-
sitions, a wider range of the spectrum is discussed
below in Fig. 5) for the different systems. For the
bare QD the lowest transition around 2.05 eV. The
effect of MPA depends on the coordination of the
Cd surface atoms where the ligands are attached
to. Two- and three-coordinated Cd sites tend to
yield a blue and red shift, respectively, of the op-
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Table 1: Values of the fundamental gap, ∆, (in eV) of QDs with different coverage obtained by
using different DFT functionals (left three columns with B3LYP geometry of Ref.31).
LC-BLYP PBE B3LYP B3LYP8,31,49 various49
Cd33Se33 4.04 1.43 2.46 2.42-2.80a 1.39-2.89b
Cd33Se33-MPA 3.73 1.44 2.47
Cd33Se33-5MPA 3.83 1.53 2.57
Cd33Se33-9MPA 3.85 1.73 2.80 2.70-2.99c
a Value depends on the geometry of the QD; b ∆ increases according to LSDA, PBE, PW91, B3LYP, PBE0;
c for QD ligated with 9 methylamine or trimethylphosphine oxide for different geometries.
tical gap (see also Ref.,8 where the spectra of QD
covered with different numbers of amine and phos-
phine oxide ligands have been compared). In the
present case, binding to two-coordinated site is
considered only. The addition of the first MPA-
ligand shifts the optical gap to the red. The addi-
tion of further ligands yields a blue shift. Analyz-
ing the transitions for the present system, we note
that in all cases the leading contributions in this
energy range involve orbitals, which are localized
on the QD.
Fig. 4 also contains the comparison with PBE
and B3LYP results. Not surprisingly for PBE the
optical gaps are substantially lower than for LC-
BLYP. The strongest transition is predicted to be
at 1.47 eV, i.e. well below the experimental value.
Further, the red shift of the optical gap for the
Cd33Se33-1MPA is not observed, i.e. there is al-
most no effect due to the addition of a single lig-
and. The blue shift with increasing coverage is re-
produced. B3LYP shows the same trend as PBE
as far as the dependence on coverage is concerned.
However, the absolute values are in general above
the LC-BLYP ones. Only in case of the bare QD
LC-BLYP and B3LYP yield almost identical op-
tical gaps. Overall, the B3LYP results are closer
to the LC-BLYP ones (average deviation 10%)
as compared to the PBE ones (average deviation
12%).
Previously, it has been pointed out that the exci-
tonic character of the lowest transitions manifests
itself in their strongly mixed character in terms of
single particle molecular orbitals.50 In Ref.50 this
has been demonstrated most clearly by compar-
ing results of DFT calculations in the local den-
sity approximation with solutions of the Bethe-
Salpeter equation in GW-approximation for non-
stoichiometric CdSe clusters. Tab. 2 summarizes
the character of the optical gap transition for the
optimized LC-BLYP, PBE, and B3LYP function-
als. First, we notice that the character of the transi-
tions is mixed in all cases, i.e. the leading contribu-
tions in terms of the single particle orbitals are be-
low 50 %. Second, LC-BLYP predicts a stronger
mixing if compared to PBE and B3LYP. Finally,
the degree of mixing is notably influenced by the
coverage with the MPA ligand, although there is
no obvious trend.
3.4 Electronic Excitation Spectra
The experimental absorption spectra of CdSe QDs
are not very structured and the most notable fea-
ture is a peak at the onset of the spectra, which
shifts to lower energies with increasing QD size.1
For the particular case of Cd33Se33 with decy-
lamine surfactants, this peak has been reported at
about 3 eV (415 nm) in toluene solution.12 Fig.
5a compares the broadened absorption spectra of
the different system up to about 1.5 eV above the
optical gap. In principle, the peak at the onset of
the spectrum is clearly discernible. Its position
depends strongly on the coverage, what hampers
comparison with available experimental data.
Ligands such as MPA may in principle introduce
trap states at the surface of the QD, i.e. states local-
ized at the ligands. Transitions to such trap states
will be of CT type, i.e. their proper description
could be very sensitive to the functional and using
a system-specific long-range corrected functional
will be beneficial. For the case of Cd33Se33 cov-
ered with various numbers of OPMe3 or NH2Me-
9MPA, B3LYP predicts CT transitions about 2 eV
above the optical band gap.8 In Fig. 5b stick spec-
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Table 2: The optical gap energies and the oscillator strengths (in parentheses) for the systems shown in
Fig. 1. Also given are the characters of the transitions in terms of the leading orbitals (with respect to the
HOMO (H) and LUMO (L)).
LC-BLYP PBE B3LYP
energy (eV) character energy (eV) character energy (eV) character
Cd33Se33 2.05 (0.092) 38% H-L 1.47 (0.003) 33% (H-1)-L 2.08 (0.067) 25% (H-1)-L
16% H-L 18% H-L
-MPA 1.89 (0.075) 35% H-L 1.48 (0.011) 47% H-L 2.09 (0.063) 25% H-L
13% (H-1)-L
-5MPA 1.98 (0.040) 15% (H-4)-L 1.56 (0.019) 49% H-L 2.20 (0.052) 27% H-L
13% (H-1)-L 19% (H-2)-L
-9MPA 2.09 (0.110) 46% H-L 1.77 (0.069) 49% H-L 2.40 (0.107) 48% H-L
tra of the different systems are shown and transi-
tion being of notable CT-character are highlighted.
The degree of CT can be judged from the density
difference plot given for a particularly strong CT-
like transition. For the considered systems the on-
set of absorption is slightly dependent on the cov-
erage. However, this is an electronic effect of the
ligands, which doesn’t seem to be related to the ap-
pearance of low-lying states with pronounced CT
character. In fact partly CT- like transitions are lo-
cated more than 1 eV above the onset of the spec-
trum.
4 Discussion and Conclusions
Optimization of the long-range corrected LC-
BLYP functional has been applied to study the
fundamental and optical gaps of bare and covered
Cd33Se33 QDs. Although for the considered sys-
tems the frontier orbitals are mostly localized on
the QD, the effects of intra-QD charge rearrange-
ment when going from the HOMO to the LUMO
are substantial. In particular fundamental gap en-
ergies for PBE and B3LYP are severely underes-
timated if compared to the LC-BLYP optimized
functional. For the optical gap, results for the PBE
and the LC-BLYP optimized functional also dif-
fer although not that markedly. In general, the
B3LYP results are closer to the LC-BLYP ones
as compared to the PBE ones. For the bare QD
LC-BLYP and B3LYP give almost identical opti-
cal gaps. This good performance of B3LYP is in
accord with previous investigations.8
Comparing fundamental and optical gaps one
obtains the exciton binding energy. For the bare
QD this yields 1.99 eV (LC-BLYP), -0.04 eV
(PBE), and 0.44 eV (B3LYP) and for Cd33Se33-
9MPA 1.67 eV (LC-BLYP), -0.04 eV (PBE), and
0.39 eV (B3LYP). Leaving aside the apparently
erroneous PBE values, LC-BLYP exciton binding
energies are considerably larger than B3LYP ones.
Unfortunately, there are no experimental data for
Cd33Se33. However, combining X-ray absorption
and photoelectron spectroscopy for the determi-
nation of the fundamental gap with optical ab-
sorption spectroscopy, the exciton binding energy
for CdSe QDs in hexane of about the same size
has been determined to be about 1 eV.51 Unfor-
tunately, this neither agrees with the B3LYP not
with LC-BLYP result. According to Ref.51 the
fundamental gap should be around 4.3 eV, i.e. con-
firming the present LC-BLYP value. The strong
absorption peak at the onset of the spectrum is
found at about 3.3 eV in Ref.51 and 3 eV in Ref.12
Hence we conclude that both, LC-BLYP (2.05 eV)
and B3LYP (2.08 eV) underestimate this transi-
tion and thus give different values for the exci-
ton binding energy. There could be at least two
reasons for this discrepancy in case of LC-BLYP.
First, the optimization of the range-separation pa-
rameter sets the focus on the HOMO-LUMO gap.
Thus the functional is not optimal for the present
optical transitions, which are of rather mixed char-
acter. Second, there appears to be a rather strong
dependence on geometry (cf. Suppl. Mat.). The
present B3LYP optimized geometry of the bare
QD might differ from the LC-BLYP one, but also
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Figure 4: Optical gaps for the systems shown in Fig. 1 as obtained by using the optimized LC-BLYP,
PBE, and B3LYP functionals. Shown are the lowest ten transitions with the color code corresponding to
the oscillator strength (normalized separately for each case).
from the actual experimental geometries under so-
lution phase conditions.
To conclude, for a balanced treatment of funda-
mental and optical gaps, exact Hartree-Fock ex-
change should be included via optimized range-
separated functionals such as LC-BLYP. This is-
sue will be even more pressing once orbitals local-
ized on the ligands need to be considered. Given
the poor performance of non-optimized range-
separated functionals in Ref.,32 system-specific
functional optimization appears to be mandatory.
For the present case of bare and covered Cd33Se33
QDs, an LC-BLYP range separation parameter of
0.1 bohr−1 is recommended.
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Figure 5: (a) Broadened absorption spectra for
the systems shown in Fig. 1 as calculated with the
tuned LC-BLYP functional. (b) Absorption stick
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of QD-1MPA (marked by the asterisk) is shown in
panel (a).
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