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ABSTRACT
Tantalum thin films are used in a wide range of applications, from micro- and nanoelectronics
to military and aerospace applications, to medical devices. Tantalum has two phases, the
stable bulk α phase and the metastable β phase found only in thin films. In a recent
discovery, it has been shown that when tantalum is phase-transformed from β to α, it
can form a unique microstructure with continuous changes in orientation and discontinuous
grain boundaries. Dislocation structures must be present in order to account for the lattice
curvature associated with orientation gradients. To identify the dislocation arrays that give
rise to this microstructure, we first analyzed the electron backscatter diffraction (EBSD)
data of the orientation gradients using geometrically necessary dislocations (GNDs), but
we found that our EBSD data are too noisy and do not have sufficient resolution for this
approach. In this work, two models are presented in an attempt to describe the dislocation
structures that must be present to account for the orientation gradients. In the first, a
method of generating smooth, noise-free orientation data that match key features of the
actual phase-transformed microstructure is developed and validated by comparing model
data with film data. In the second model, a genetic algorithm approach is used to generate
dislocation structures that can account for the orientation gradients produced using the
first model. The genetic algorithm model consistently generates dislocation structures that
produce orientation maps with an average misorientation of less than 2◦ from the smooth
orientation gradients generated by the first model. The generated dislocation structure
is consistent across multiple runs, with similar shapes and Burgers vectors. The genetic
algorithm model selects two types of dislocations, mostly (∼80%) [1 1 1] and the rest [1 1 1].
The dominance of these two slip systems provides a starting point to search for a mechanism
in the β-to-α phase transformation that is capable of producing these dislocations.
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Chapter 1:
Introduction
Thin films are an integral part of modern technology and are important in, for example,
microelectronic, optical, and medical devices. Thin films can range from just a monolayer up
to several micrometers in thickness, and are typically deposited on rigid substrates. Their
properties can be very different from those of the same material in bulk, and are highly
dependent on deposition and processing conditions. Thin films are often chosen for their
mechanical, chemical, or electronic properties, all of which depend on the microstructure
of the film. However, thin films often have a non-equilibrium microstructure, which makes
their stability important for device operation. Thus the relationship between microstructure
and properties of thin films is crucial to device reliability.
Tantalum thin films are used in a wide variety of applications, including thin-film capaci-
tors, x-ray lithography masks, and diffusion barriers between copper and silicon. One reason
tantalum is used in such a range of applications is because it can be deposited as a thin
film in one of two phases, the stable bulk phase α or the metastable thin-film-only β phase,
which have very different mechanical and electronic properties. This makes it important to
be able to select which phase is deposited, but depositing the desired phase can be difficult.
Additionally, since the β phase is metastable, preventing it from transforming to the α phase
during deposition, processing, or device operation is an important consideration because the
phase transformation can begin at several hundred degrees Celsius. The phase transforma-
tion also causes a large change in stress in the film, which, beyond being detrimental to
device performance, can lead to device failure.
The microstructure that arises from this phase transformation is unique, with features
not typically associated with crystalline materials. The contrast between the standard thin-
film microstructure and that of phase-transformed tantalum is shown in Figure 1.1, with
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Figure 1.1: EBSD data orientation maps of (a) an as-deposited α film with standard thin-film
microstructure and (b) a phase-transformed α film [1], colored by out-of-plane orientation according
to the inset stereographic triangle. Black and gray lines denote high- and low-angle boundaries
(above 8◦ and between 4 and 8◦) respectively, and black pixels indicate unindexed portions of
the film. Unique features of the phase-transformed microstructure include long-range orientation
gradients and discontinuous grain boundaries.
maps of EBSD orientation data colored by their out-of-plane (OOP) orientation according
to the inset stereographic triangle. Figure 1.1a is an as-deposited α film with standard
thin-film microstructure and Figure 1.1b is a phase-transformed film [1]. Black and gray
lines are typically called high- and low-angle grain boundaries, but because it is so difficult
to determine what exactly a grain would be in this microstructure, they will be referred
to as orientation boundaries. Black lines denote high-angle orientation boundaries, those
above 8◦, and gray lines denote low-angle orientation boundaries, those between 4 and 8◦.
The as-deposited α film has strong (1 1 0) texture and an average grain size on the order
of the film thickness, approximately 400 nm [1]. The phase-transformed film exhibits large,
long-range orientation gradients, with orientations that can change by dozens of degrees
without crossing any high- or low-angle orientation boundaries. Some of the high-angle
orientation boundaries transition to low-angle orientation boundaries and simply disappear,
which makes it possible to move from one side of a boundary around to the other without
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crossing it. High-angle orientation boundaries are much farther apart than the film thickness,
which is approximately 1.8 µm [1].
The only way to account for such orientation gradients in a crystalline material is with
dislocations, and so it is necessary to understand the dislocation structure produced by the
phase transformation in order to better understand the phase transformation itself. The only
tool that has been used in literature to analyze orientation gradients in terms of dislocations
is geometrically necessary dislocation (GND) density. We calculated the GND density in
our films, but as discussed in Section 4.2 we found that the electron backscatter diffraction
(EBSD) orientation data are too noisy for this approach. This is because the noise (the
uncertainty in the orientation of any one pixel) is similar to the orientation gradient (the
average change in orientation from one pixel to the next). We then developed a model
that generates smooth, noise-free orientation data that match key aspects of the phase-
transformed microstructure. However, as discussed in Section 4.3 we found that the GND
analysis does not work on this smooth data either, largely because the orientation data are
now artificial and so dislocations in them wouldn’t be constrained the way they would in a
physical system. Using this smooth orientation data we then took the opposite approach;
instead of attempting to determine directly from the orientation data what dislocations could
account for it, we developed a model that produces dislocation structures, computes how
well the resulting orientation data match the smooth model data, and then modifies the
dislocation structure to better match the smooth model data. We used a genetic algorithm
for this model because genetic algorithms work well for this type of iterative approach.
Genetic algorithms (GAs) are a subfield of evolutionary computation, and are an opti-
mization technique or metaheuristic that mimics the process of evolution. GAs have been
successful in a tremendous number of fields, and offer advantages over other optimization
techniques in many circumstances, including better performance with complex or unintuitive
optimization criteria and less premature convergence. They are thus better at approaching
the globally optimal solution, and they place few restrictions on what they are optimiz-
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ing, allowing functions that are not smooth or even continuous to be optimized, which is
particularly important when computing discrete entities such as dislocations.
This thesis is divided into five chapters. This chapter provided motivation and a brief
problem statement for this research. Chapter 2 provides background information on tanta-
lum thin films, geometrically necessary dislocations, and genetic algorithms, and describes
the problem statement in more detail. Chapter 3 describes the geometrically necessary dis-
location calculations that were used, and provides details on the methods used in developing
both the smooth model and the genetic algorithm model. Chapter 4 presents the results
and discussion for both models and is under preparation for journal submission. Chapter 5
summarizes the conclusions of this work and presents suggestions for further work.
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Chapter 2:
Background
2.1 Tantalum Thin Films
Tantalum films are important in many microelectronic and medical device applications.
Tantalum is very dense (∼16.6 g/cm3) [2] with a very high melting point (3269 K) [3]
and absorbs x-rays well [4]. It forms a thin oxide [5] which gives it excellent corrosion
resistance [6].
Tantalum has two phases with very different properties, and deposition conditions have
a large effect on which phase is deposited. The α phase is the equilibrium bulk phase, has
a BCC structure with space group Im3m, and is ductile [7]. It is nearly immiscible in
copper [8], so it is used as a diffusion barrier between copper and silicon in microelectronic
devices [9–11]. It also has low resistivity (15–60 µΩ·cm) [7] so it is often used in thin film
capacitors [12,13]. The β phase, first discovered by Read and Altman in 1965 [14], by contrast
is only found in thin films [15], has a complicated tetragonal σ-type Frank-Kasper structure
with space group P421m and a 30-atom unit cell [16], is brittle [17], and is calculated to be
slightly less dense than the α phase (∼16.3 g/cm3) [7]. It is more reactive with chlorine-based
plasmas than the α phase [18,19], which combined with tantalum’s x-ray absorption makes it
a suitable material for x-ray lithography masks [20]. It has a high resistivity (170–210 µΩ·cm)
[7] and a low temperature coefficient of resistance ((−150± 30)× 10−6 K−1) [13] which make
it a good material for thin-film resistors [12, 13]. The β phase is also metastable, and will
transform to α when heated [21–23].
The β-to-α phase transformation has been reported widely but rarely studied systemati-
cally, leading to very different results because the transformation process is highly dependent
on the details of deposition, annealing, and substrate. The transformation temperature has
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been reported to start as low as 300◦C in some cases [23, 24] and to not finish transforming
until 800◦C in others [25], partially because the phase transformation has been shown to be
very sensitive to the amount of oxygen in the atmosphere [24, 26]. The phase transforma-
tion also causes a large change in stress in the tensile direction [24, 27, 28] if the annealing
environment is oxygen-free, or in the compressive direction if the environment is not [29,30].
See Knepper et al. [24, 28, 31] and Baker et al. [1, 32, 33] for more details about the phase
transformation as well as the effects of deposition conditions on phase formation.
The phase transformation of β to α tantalum produces a unique microstructure with
highly unusual features, especially for a crystalline material. The canonical thin-film mi-
crostructure is columnar, and consists of well-defined grains, each having a single orientation,
usually with an average size on the order of the film thickness, separated by continuous high-
angle grain boundaries [34]. In contrast, the microstructure of the phase-transformed films
consists of large long-range orientation gradients, some as high as 4 or 5◦/µm that extend for
tens of micrometers, producing total misorientations of dozens of degrees. This microstruc-
ture also contains discontinuous grain boundaries, with low-angle boundaries starting in the
middle of the film, transitioning to a high-angle boundary, then back to a low-angle bound-
ary, and ending in another part of the film. This makes it difficult to determine what actually
constitutes a ‘grain’ in the phase-transformed microstructure.
Figure 2.1 shows a series of phase-transformed films [1] that were sputtered over a range
of argon pressures, from 2 mTorr (Figure 2.1a) to 16 mTorr (Figure 2.1f). There is a strong
dependence of the resulting phase-transformed microstructure on the argon pressure. The
microstructures range from Figure 2.1a, which has the shortest orientation gradients and
smallest grains, of a few µm, all the way to Figure 2.1f, which has orientation gradients so
long and grains so large they are difficult to see with a window size of approximately 55 µm
× 50 µm. The films were all 400–500 nm thick [1], so the ‘grains’ in 2.1f that extend for
dozens of µm are noteworthy. The most interesting sample is Figure 2.1e because the others
either have grains too small to see orientation gradients of more than a few µm (figs. 2.1a
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Figure 2.1: EBSD orientation maps of a series of phase-transformed films sputtered at argon
pressures of 2, 8, 12, 14, 15, and 16 mTorr in (a), (b), (c), (d), (e), and (f) respectively [1]. The
patterns and sizes of the orientation gradients change dramatically with the argon pressure.
to 2.1d), or orientation gradients so large that they are difficult to see on the orientation map
(fig. 2.1f). Figure 2.1e has sufficient alignment of grain size, orientation gradient magnitude
and length, and window size to be able to see substantial orientation gradients in multiple
places. Some of the gradients in Figure 2.1e transition from (1 1 1) to (0 1 1) to (0 0 1) without
crossing any high- or low-angle orientation boundaries, a total change of approximately 80◦
over approximately a dozen µm.
2.2 Geometrically Necessary Dislocations
The only way to account for orientation gradients of this magnitude in a pure, crystalline
material is with dislocations. A common approach is to calculate geometrically necessary
dislocations (GNDs), which are the minimum set of (unpaired) dislocations that are necessary
to account for observed lattice curvature. The concept was first introduced by Nye [35],
who described a geometric relation between lattice curvature and the density of unpaired
dislocations. A simple example of lattice curvature arising from unpaired dislocations is
7
Figure 2.2: Arrays of (a) edge and (b) screw dislocations, each causing an orientation gradient.
Arrays of mixed dislocations can also result in orientation gradients.
shown in Figure 2.2, where Figure 2.2a shows an array of edge dislocations that results in an
orientation gradient and Figure 2.2b shows a similar result for an array of screw dislocations.
An array of mixed dislocations may cause an orientation gradient as well. Dislocation arrays
only cause orientation gradients if their Burgers and sense vectors are aligned properly,
otherwise they can cancel and will no longer contribute to lattice curvature.
The idea of GNDs, first formulated as a tensor describing the ‘state of dislocation’ at a
point, was introduced by Nye [35] and extended by Kro¨ner [36,37] and Ashby [38]. Important
contributions to the GND framework also include those by Arsenlis and Parks [39], Sun
et al. [40], El-Dasher et al. [41], and Kysar et al. [42]. The GND framework has been
applied to both bulk materials [40–45] and thin films [46–49] as a way to understand strain
gradient plasticity [50–53]. Orientation gradients have been observed in many bulk samples
[54–59] and some thin films [60–63], sometimes reported with GND analysis [57–60] and
sometimes not [55–57,61–63]. GND analysis performed on samples with orientation gradients
is generally concerned with the effect of GNDs on hardness and yield stress, as nearly all of
these samples have been heavily deformed or highly strained. The only previously observed
orientation gradients that are not caused by deformation are reported by Maeder et al.
[60], who performed laser annealing of silicon. According to a theory by Raabe et al. [64]
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plastically strained crystals can develop intra-granular orientation gradients. Thus most of
the GND analysis in literature is concerned with mechanical properties and the effect of
deformation on mechanical properties, and most reported orientation gradients occur as a
result of deformation.
2.3 Genetic Algorithms
The standard by which artificial intelligence programs are judged is known as the Turing
Test, originally called The Imitation Game, which Turing proposed in his seminal paper
“Computing Machinery and Intelligence” [65]. In the same paper he also proposed the idea
of “learning machines” that mimic the process of evolution, which gave rise to the field of
evolutionary computation [66]; the history of evolutionary computation has been detailed
by Fogel [67]. Genetic algorithms are widely considered [68] to have begun with Holland’s
“Adaptation in Natural and Artificial Systems” [69], and are now an established subfield of
evolutionary computation [66]. Genetic algorithms have been successful in an exceptional
number of fields [70–75], including materials science [76–78].
Genetic algorithms (GAs) are an optimization technique that mimics evolution by incor-
porating the principles of natural selection, inheritance of genetic material, crossover, and
mutation. Candidate solutions, called individuals, pass down their genetic material, repre-
sented as parameter encodings, to a number of offspring based on how fit each individual is.
Each individual is a potential solution generated by the algorithm, and all of the individuals
are collectively referred to as a population. Each iteration of the algorithm produces a new
population, and the population from a particular iteration of the algorithm is called a gen-
eration. Each individual is evaluated according to a fitness function that determines how fit
that individual is. Examples of criteria that may be used in a fitness function include cost,
weight, and efficiency. It is possible to evaluate fitness based on multiple criteria, and an al-
gorithm that does this is called a multi-objective genetic algorithm [79]. An individual with
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a high fitness will produce more offspring than one with a low fitness, and, as in evolution,
this ensures that beneficial genes are more likely to be passed down from one generation to
the next and spread throughout the population. The process by which individuals produce
offspring is called crossover, which combines the genetic material from two individuals. An-
other feature of GAs is mutation, which makes small, random changes to the encoding of
an individual. This introduces new genetic material to the population, which helps prevent
premature convergence of the algorithm.
GAs have several advantages over other optimization techniques. In particular: they
are less likely than other techniques to converge prematurely; they can work well with an
unintuitive and complex solution space; they are inherently parallelizable; and they tend
to produce robust solutions. They are less likely to converge prematurely because, if im-
plemented properly, they start with and maintain a diverse population, which allows them
to explore a larger area of the search space. GAs make no restrictive assumptions about
the search space of any particular problem, which allows for success in a diverse range of
fields [68]. This makes them useful for early attempts at solving a problem when little is
known because all assumptions come from the programmer and not from the basic structure
of the algorithm. Unlike many optimization techniques—even similar ones such as simulated
annealing—GAs are easy to parallelize, because the most computationally intensive section
of the algorithm (the fitness function) can be evaluated separately for each individual. Eval-
uating each individual can be done without any dependence on other individuals or previous
generations, unlike in other optimization techniques where solutions may be interdependent.
Lastly, GAs often produce robust solutions in the sense that small changes to the encoding of
individuals after many generations will not typically have a drastic effect on its fitness. This
is because once the population converges after hundreds of generations, for any small, single
change in the parameter encodings of an individual, it is probable that a similar change was
previously made, and if such a change substantially lowered the fitness of that individual
then it would have been unlikely to produce offspring. This is not always true, however: a
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counterexample is binary encoding, where any changes made to an individuals encoding are
inherently discretized and cannot be made arbitrarily small.
The problem of dislocation structure generation satisfies all of the informal criteria typi-
cally used to determine if a GA is the best approach for a particular problem. These criteria
include a complex, nonintuitive solution space with variables that interact in unknown ways;
a good way to encode and evaluate potential solutions; and a need for a sufficiently good
solution but not the absolute best. The solution space of this problem, which will be dis-
cussed in more detail later, is complex and unintuitive because it is difficult to determine the
effect that changing the shape and Burgers vector of a dislocation will have on the resulting
orientation map without performing the computation. Optimizing these orientation maps
against dislocation density is also a difficult problem. For this problem it is easy to construct
a good fitness function, such as a combination of the average misorientation between the ori-
entation map produced by a particular set of dislocations and that of the smooth model from
the previous section and the total dislocation density. It is also relatively straightforward to
encode potential solutions; for example, we may store each dislocation as an array of (x, y)
coordinates and its Burgers vector as an array with three elements. It is not likely that this
problem has a unique solution, i.e. it is probable that there are multiple different dislocation
configurations that yield indistinguishably good orientation maps and that have comparable
dislocation densities; thus it is not necessary to find the absolute best solution. Additionally,
it would not necessarily be clear if one of these indistinguishably good solutions were found
because we do not have a means of verifying that a particular solution cannot be improved.
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Chapter 3:
Methods
3.1 Plotting Orientation Maps
The orientation data provided by an EBSD machine typically come in one of two forms
(or sometimes both), an orientation matrix or Euler angles. An n × n orientation matrix
(for n dimensions, almost always 3) is also called a direction cosine matrix, and describes
a relation between two sets of axes. Typically these sets of axes are the crystal axes and
the samples axes. However all 9 elements of this matrix are not all independent, as there
are only three degrees of freedom for a rotation. This leads to an alternate scheme for
representing rotations, known as Euler angles. Euler angles are a triplet specifying rotations
about a particular set of axes. Often the first and third axes will be the same; one scheme
is to first rotate about the z axis, then about the x axis, and then about the rotated z axis.
This scheme is known as Bunge, and is the most common. It is possible to convert between
a rotation matrix and Euler angles, and some software packages designed for scientists or
engineers include functions or methods for this conversion. It is important to know which
scheme is being used when converting, however, as using the wrong scheme may produce
nonsensical results. Orientation matrices are popular for two reasons. The first is that
multiplying orientation matrices is the same as concatenating rotations (i.e., [R2][R1][M ] is
equivalent to rotating the orientation represented by [M ] first by rotation [R1] and then [R2];
it is important to remember that matrix multiplication is not commutative). The second
reason is that matrix multiplication is a very common operation, and so most software (and
some hardware) is optimized for it, which makes these operations very fast. An interesting
property that arises from rotation matrices is that orientations and rotations are equivalent,
as any orientation can be described as a rotation from the reference axes (in other words,
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any rotation matrix is equivalent to itself times the identity matrix).
In addition to the orientation data, the EBSD machine will output the x and y coor-
dinates at each point, and sometimes other data that are not relevant to displaying the
orientation. A common way to view orientation data is to take the out-of-plane (OOP)
component of the orientation and assign it a color under some color scheme. The OOP
component can be thought of as either the lattice planes lying in the plane of the film or
as the direction perpendicular to the film. A useful property of orientation matrices is that
the OOP component of the orientation is just the last row of the matrix. The orientation
matrix has no entries larger than 1, so to convert the component to Miller indices sim-
ply scale the values until they are integers. For example, suppose the OOP component is[
1√
3
, 1√
3
, 1√
3
]
≈ [0.577, 0.577, 0.577]. To convert this to a Miller index, simply scale by √3 ,
which gives [1 1 1]. The most common way to color orientations is with the stereographic
triangle, which can be seen in Figure 2.1. In the stereographic triangle, {0 0 1} planes (or
〈0 0 1〉 directions) are colored red, {0 1 1} is green, and {1 1 1} is blue. The basic procedure
for converting Miller indices to a color, with v as the 3-element vector of Miller indices, is
to sort the absolute value of v as vs = sort(abs(v)), then create a new vector c such that
c(1) = vs(3)−vs(2), c(2) = vs(2)−vs(1), c(3) = vs(1), and then normalize c so its maximum
component is 1 (i.e., if max(c) != 0, c = c/max(c)). If the maximum component is 0, then
the entire vector is zeros and it has no orientation. This yields c with red, green, and blue
components in order, on a scale of 0 to 1, though some programs may require that color
values be an integer between 0 and 255.
Another common way to view orientation data is with pole figures. Pole figures are more
commonly used to analyze three-dimensional orientation data, and there are readily available
software packages capable of plotting pole figures. See [80] for more information about pole
figures. An excellent tool for plotting pole figures, as well as general texture analysis, is
MTEX,∗ [81] which is a Matlab toolbox. MTEX is capable of plotting pole figures, inverse
∗ available at https://github.com/mtex-toolbox/mtex
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pole figures, orientation distribution functions, and much more. MTEX was used to make
the pole figures in this thesis.
3.2 Geometrically Necessary Dislocations
The Nye tensor, sometimes called a dislocation tensor or a dislocation density tensor, rep-
resents a continuum approach to crystal plasticity and is a second-order tensor that relates
the closure failure of a Burgers circuit with the area it encloses as Bi = αijnjdA [35], where
B is the closure failure of the Burgers circuit (the Burgers vector), α is the Nye tensor,
n is the unit normal vector to the Burgers circuit, and dA is the area enclosed by it. A
more useful representation of it is α = κ> − 1
2
trace(κ), where κ is the curvature tensor.
The curvature tensor is defined as κij =
∂φi
∂xj
, usually approximated as ∆φi
∆xj
, where ∆φi is
the infinitesimal rotation about axis i and ∆xj is the change in position along axis j. The
diagonal components of the curvature tensor correspond to twisting of the lattice, while the
off-diagonal components correspond to bending. The method that we used, below, is based
on that of Kysar et. al [42].
The misorientation between adjacent regions of the film (pixels) is calculated as [∆gAB] =
[gB] [gA]
−1, where [∆gAB] is the misorientation matrix and [gB] & [gA] are the respective ori-
entation matrices for the previous and current pixels. This misorientation is then converted
to axis-angle form, which is calculated as
n1 =
[∆gAB]23 − [∆gAB]32
norm
, n2 =
[∆gAB]31 − [∆gAB]13
norm
, n3 =
[∆gAB]12 − [∆gAB]21
norm
norm =
√
([∆gAB]23 − [∆gAB]32)2 + ([∆gAB]31 − [∆gAB]13)2 + ([∆gAB]12 − [∆gAB]21)2
ω = arccos
(
1
2
(trace ([∆gAB])− 1)
)
where [∆gAB] is the misorientation matrix, n is the axis of misorientation, and ω is the angle
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of misorientation. The axis-angle pairs then form the components of the curvature tensor for
each pixel such that the first column of the curvature tensor is nxωx and the second column
is nyωy, since misorientation is calculated both horizontally and vertically.
† The curvature
tensor is in turn used to calculate the Nye tensor for each pixel as αij = κji−trace(κ). The
result is then expressed in crystal (local) coordinates: [α′] = [gA][α][gA]
>. The Nye tensor
[α′] is related to GND density by [α′] = [A][ρ], where [A] is a coefficient matrix and [ρ] is the
GND density [42].
In order to calculate [A], the Burgers and sense vectors for each slip system must be deter-
mined, calculated, and normalized. α tantalum has a BCC crystal structure, so {1 1 0}〈1 1 1〉-
type directions are the primary slip systems.‡ The Burgers vectors lie along the slip directions
and the sense vectors are calculated as the cross product of the normalized indices of the
plane of the slip system and the normalized Burgers vector. Once the Burgers and sense
vectors are known, the coefficient matrix [A] can be calculated such that [A]kij = a
~bki
~ξ kj ,
where k is the slip system, a is the unit cell length, and ~b & ~ξ are the respective Burg-
ers and sense (tangent) vectors. Once [A] is calculated, [α′] = [A][ρ] can be rearranged as
[ρ] = Pinv[A][α′], where Pinv[A] is the Moore-Penrose pseudoinverse of [A]. This yields the
GND density for each pixel for each slip system. Finally, the GND density at each pixel is
summed across all slip systems to yield the total GND density.
3.3 The Smooth Model
There are three indications that the phase transformation is a radial process. The first can
be seen in Figure 2.1e that there are several locations where low- and high-angle orientation
boundaries appear to extend outward radially from a single point. In order to examine this
in more detail we plotted the orientation at each point and we obtained Figure 3.1. This
† There is no third column and thus no depth because the data come from a two-dimensional film surface
‡While the {1 2 3}〈1 1 1〉 & {1 1 2}〈1 1 1〉 slip systems are very close in energy to the {1 1 0}〈1 1 1〉 slip
system in BCC crystals, it has been shown that for pure tantalum annealed in UHV the {1 1 0}〈1 1 1〉 systems
dominate [82]
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Figure 3.1: Orientation data from the indicated regions of the film in Figure 2.1e. At each point
the orientation is plotted with the OOP color and a vector pointing in the (0 0 1) direction in crystal
(local) coordinates. This unusual pattern is an indication of a radial transformation process.
figure shows a plot of the orientation at each point in the indicated regions of the film in
Figure 2.1e with the color corresponding to the OOP component and a vector plotted in the
(001) direction in local (crystal) coordinates. The unusual circular pattern that forms is the
second indication that the phase transformation is a radial process. One way this pattern
could form is if the orientation rotates outward radially from the center about a rotation axis
perpendicular to the radial direction. The third indication that the phase transformation is
radial is a repeating triangular pattern that can be seen in the film. This pattern is has a
(1 1 1) (blue) center, (0 1 1) (green) sides, and (0 0 1) (red) corners, and if a cube were to be
colored accordingly (i.e. red faces, green edges, and blue corners) and viewed along a body
diagonal (i.e. looking at a corner) it has the same symmetry.
We did these computations and obtained Figure 3.2. These calculations used a constant
rotation rate, meaning that the amount of rotation at each point was linearly dependent on
its distance from the origin. The basic procedure for this is as follows:
16
Figure 3.2: A simple radial rotation model, which starts in the center and rotates outward
radially, rotating about an axis perpendicular to the radial direction. Both are colored by their
OOP orientation component according to the inset stereographic triangle. (a) is the result from
the simple model and (b) is the corresponding region of the film data. The match of symmetry is
an indication that the phase transformation is a radial process.
1. Choose a starting orientation matrix [s] for the center pixel.
2. Select the desired pixel at which to compute the orientation.
3. Compute the rotation axis ~vr as the in-plane vector perpendicular to the radial vector
~r (the vector from the center pixel to the selected point), ~vr = |vecx3 × ~r where ~x3 is
the vector perpendicular to the plane of the film.
4. Scale the distance from the center pixel ||~r|| by a constant factor c to get the magnitude
of the rotation ω, ω = c||~r||.
5. Convert the axis-angle form of the rotation to a rotation matrix, for example using the
vrrotvec2mat function in Matlab, [R] = vrrotvec2mat(~vr, ω).
6. Rotate the starting orientation matrix [s] about the rotation axis ~vr by the computed
amount ω using the computed rotation matrix [R] to get the orientation at the selected
point, [o] = [R][s].
7. Repeat steps 2–6 for all desired pixels.
While this simple model matches the symmetry of the film, it does not match the spatial
distribution of the different orientations (i.e. the (1 1 1) center needs to be larger, the (0 1 1)
edges need to be longer, and the (0 0 1) corners need to be smaller). In order to accomplish
this, we modified the model to use a variable rotation rate. The variable-rotation-rate
model has two components, the angular component and the radial component. The angular
component is the component of the model that modifies the rotation axes and the radial
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Figure 3.3: A plot of the Equation (3.1), which broadens the (0 1 1) stripes and shrinks the (0 0 1)
regions. Note that the profile is broader near -90◦, 30◦, and 150◦, which correspond to (0 1 1) stripes
on the triangle, and that it is narrower near -30◦, 90◦, and 210◦, which correspond with the (0 0 1)
regions at the corners of the triangle.
component is the component that modifies the amount of rotation. The angular component
is necessary to widen the (0 1 1) regions into stripes and to shrink the (0 0 1) regions into
corners. The radial component is necessary in order to expand the (1 1 1) region so that the
relative areas of the (111), (0 1 1) and (0 0 1) regions are similar to those in the film. The
angular component of the model is
θout = 15 cos[θin/19] + θin (3.1)
where both θin and θout are in degrees. θin is the angle that the radial vector (step 3 above)
makes with the horizontal, and θout is the angle that is actually used to compute the rotation
axis. A plot of this function is shown in Figure 3.3.
18
Figure 3.4: A plot of Equation (3.2). The value of this function gives the magnitude of rotation
at each point. Note the threefold symmetry and the sigmoidal profile along any path extending
radially from the origin.
The other component, the radial component, is significantly more complicated. Its desired
effect is to increase the area of the (1 1 1) region, which means that it must be low in the
center of the triangular region for a moderate area, then smoothly and sharply increase. It
must sharply increase because, in the film, transitions from (1 1 1) to either (0 1 1) or (0 0 1)
are relatively short; the amount of (2 2 1) and (2 1 1) (cyan and magenta, respectively, on
the EBSD color mapping) is small, corresponding to a high rotation rate at those points. In
order to achieve this smooth yet rapid rise, rotation along any radial line was modeled using
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Figure 3.5: A radial rotation model with the adjustments incorporated. The model data (a) now
not only match the symmetry of the film data (b), but also the spatial distribution of orientations.
The close match orientations is an indication that the phase transformation is a radial process.
an error function (resulting in a sigmoidal profile). The magnitude of the final rotation at
any angle is determined by the ending orientation on the triangle at that angle. For example,
the path along radial vector at 30◦ must end at the (0 1 1) orientation, corresponding to a
total rotation of acos
[√
2/3
]
≈ 35.264◦. Similarly, the path along radial vector at 90◦ must
end at (0 0 1), corresponding to a rotation of acos
[√
1/3
]
≈ 54.736◦. This is then used to
scale the magnitude of the sigmoidal function, yielding
ω =
d√
2
√√√√√
1 + erf

(
r − 5− 4 ∗ (cos [30*TriangleWave[θout/240 + 1/8]])40
)
(d+ 10−20)/4
− 2
 (3.2)
where ω is the amount to rotate at some point (x, y), r is the distance from
that point to the center
(
r =
√
x2 + y2
)
, θout is from the previous equation, d =
ArcTan[
√
2 ]/2
(√
3 Sin [2 θout] + 2 Cos [2 θout]
)−1/2
, and TriangleWave[θ] is a function that pro-
duces a wave of straight lines that vary between −1 and 1 with the same period as sin[θ]. As
with the previous equation, all angles are in degrees. This is an empirically derived formula,
and as such there is likely a significantly simpler form that would behave similarly. However,
this formula meets the initial and boundary conditions, and as such is sufficient for this work.
A plot of this function is shown in Figure 3.4.
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With these adjustments, the model now produces the result in Figure 3.5. The model
now matches not only the symmetry of the film data but also the spatial distribution of the
different orientations.
3.4 The Genetic Algorithm Model
Attempting to determine directly from the orientation data what dislocations are present has
proven to be infeasible for several reasons, so the opposite approach of generating dislocation
structures, seeing how well they match the smooth model data, and then improving them
is a good approach to take. For this type of iterative approach a genetic algorithm works
very well. A genetic algorithm mimics the process of evolution, but ‘evolving’ solutions
to a problem instead of organisms. The basic terminology of a genetic algorithm is fairly
intuitive:
individual: a candidate solution to the problem (in this algorithm a set of dislocations)
population: all of the individuals collectively
generation: an iteration of the algorithm
fitness: a quantitative measure of how good each individual is (often includes cost, weight,
or efficiency; in this algorithm misorientation and dislocation density)
genetic material: the parameter values of an individual (in this algorithm, the location
and shapes of the dislocations and their Burgers vectors)
crossover: the process by which individuals exchange genetic material to produce new off-
spring; the number of offspring each individual has is proportional to its fitness (the
principle of natural selection)
mutation: occasional, small, random changes made to the genetic material of an individual;
serves to add new genetic material to the population on which natural selection can
act in order to prevent premature convergence
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convergence: once the fitness of the population stops improving, it is said to have con-
verged; typically all of the individuals will be very similar by this point. If this happens
too early then the solution will not be good enough. The population may not always
converge, for example if computing resources are exhausted
The basic outline of the procedure that a genetic algorithm uses is as follows:
1. Initialization The first step requires the creation of a population for the first
generation. Typically all of the parameters will be randomly generated unless there is
some knowledge or intuition about what values certain parameters should or should
not have.
2. Fitness Evaluation The fitness of every individual in the population must be de-
termined by the fitness function. This is the most computationally intensive component
of the algorithm (except for trivial examples such as the onemax problem§).
3. Reproduction A new generation must be created, with the same population size as
the previous generation. This is done by selecting individuals pairwise and exchanging
some genetic material between them. The number of times this happens for a particular
individual depends on its fitness.
4. Mutation The algorithm will randomly decide to make very small changes to the
encoding of some individuals.
5. Repeat steps 2–4 until the population converges or some other stopping condition is
met (e.g. sufficiently good fitness is achieved or compute time is reached).
The following list contains the basic outline of the important components of the genetic
algorithm, with 1. as the population initialization, 2. as the fitness evaluation function, and
3. as tournament selection. These correspond to steps 1–3 in the list above.
1. Initialization Create the population by randomly assigning each of the following
parameters for each individual:
§ https://deap.readthedocs.io/en/master/examples/ga_onemax.html
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(a) location of gaussian noise added to level set function
(b) the location of each of the OOP dislocations
(c) the Burgers vectors of each OOP dislocation (all 〈1 1 1〉 type)
(d) the number of IP dislocations (contour levels)
(e) the Burgers vector of each of the IP dislocations (all 〈1 1 1〉 type)
2. Fitness Evaluation Evaluate the fitness of each individual. For this algorithm it is
a combination of the misorientation between the smooth model data and the orientation
produced by the set of dislocations of each individual.
(a) add 2D gaussian noise to landscape at specified points
(b) take evenly spaced contours at specified number of levels, these become IP dislo-
cations
(c) assign each IP dislocation its Burgers vector from the individual’s list
(d) evaluate orientation at each point (loop over θ and then r):
i. if r==0: assign start orientation (at center of triangle)
else: take the radial line from the previous point and find all intersections
with the IP dislocations
ii. check if there are any OOP dislocations at the point
iii. set α to a 3× 3 zero-matrix, and for each crossed dislocation:
A. get ~ξ as [0 0 1] for OOP dislocation or the tangent vector to the IP dislo-
cation at the point of intersection
B. rotate ~b into global coordinates (multiply by orientation matrix of previ-
ous point) and multiply by length of Burgers vector in Ta
C. ρ = L/(A ∗ tf ) (L is the length of the dislocation line, A is the area
between it and the next dislocation, and tf is the film thickness)
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D. αij+=ρ~bi~ξj
iv. κ = α> − 1/2trace (α)
v. [ω] = [κ] ∗ dr (dr is vector from previous point)
vi. ω = ||[ω]||, n = [ω]/ω (axis-angle)
vii. convert axis-angle to rotation matrix and multiply by previous point’s orien-
tation matrix to get current orientation
viii. get misorientation matrix between current orientation and smooth model at
same point
ix. convert misorientation matrix to axis-angle form and store the misorientation
angle for this point
(e) compute dislocation density (total line length of all IP and OOP dislocations,
including bundle size, divided by triangle volume)
(f) compute average misorientation across all points in the triangle
(g) merge the above into the fitness according to their relative weights
3. Reproduction and Mutation Create new offspring by exchanging genetic material
between individuals pairwise. For this algorithm tournament selection is used to de-
termine the number of offspring each individual has. Tournament selection repeatedly
selects k individuals and keeps only the most fit from each selection, until it has as
many individuals as the size of the population it started with. It then crosses every
other individual with its neighbor. Mutation is applied afterwards, and this is all
repeated.
(a) select k individuals n times (n is desired population size, k controls selection
pressure), keeping only the most fit individual from each selection
(b) pair up every other offspring with its neighbor (1 with 2, 3 with 4, etc. . . )
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(c) for each pair of offspring, if rand() > cxpb, crossover the two in place (cxpb is
the probability of crossover)
(d) for each offspring, if rand() > mutpb, mutate the individual (mutpb is the prob-
ability of mutation)
(e) offspring becomes new population
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Chapter 4:
A Genetic Algorithm for Dislocation Struc-
ture Prediction in Phase-Transformed Tanta-
lum Thin Films
Ari Kestenbaum,∗ Elizabeth Ellis,† and Shefford Baker∗†
Abstract
Tantalum thin films are used in a wide range of applications, from micro- and nanoelectronics
to military and aerospace applications, to medical devices. Tantalum has two phases, the
stable bulk α phase and the metastable β phase found only in thin films. In a recent
discovery, it has been shown that when tantalum is phase-transformed from β to α, it
can form a unique microstructure with continuous changes in orientation and discontinuous
grain boundaries. Dislocation structures must be present in order to account for the lattice
curvature associated with orientation gradients. To identify the dislocation arrays that give
rise to this microstructure, we first analyzed the electron backscatter diffraction (EBSD)
data of the orientation gradients using geometrically necessary dislocations (GNDs), but
we found that our EBSD data are too noisy and do not have sufficient resolution for this
approach. In this work, two models are presented in an attempt to describe the dislocation
structures that must be present to account for the orientation gradients. In the first, a
method of generating smooth, noise-free orientation data that match key features of the
actual phase-transformed microstructure is developed and validated by comparing model
data with film data. In the second model, a genetic algorithm approach is used to generate
dislocation structures that can account for the orientation gradients produced using the
∗ Cornell University, Department of Materials Science and Engineering, Bard Hall, Ithaca, NY 14853
† Cornell University, Department of Theoretical and Applied Mechanics, Upson Hall, Ithaca, NY 14853
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first model. The genetic algorithm model consistently generates dislocation structures that
produce orientation maps with an average misorientation of less than 2◦ from the smooth
orientation gradients generated by the first model. The generated dislocation structure
is consistent across multiple runs, with similar shapes and Burgers vectors. The genetic
algorithm model selects two types of dislocations, mostly (∼80%) [1 1 1] and the rest [1 1 1].
The dominance of these two slip systems provides a starting point to search for a mechanism
in the β-to-α phase transformation that is capable of producing these dislocations.
4.1 Introduction
Tantalum thin films are used in a wide variety of applications due to their useful properties.
In a thin film, tantalum can be deposited in one of two phases, α or β. The two have
very different properties, and thus are suited to different applications. The stable bulk α
phase is ductile, has a low resistivity, and has a BCC crystal structure [7]. α-Ta films are
used as a diffusion barrier between copper and silicon in microelectronics [8–11], in thin-
film capacitors [12, 13], and in high-temperature wear-resistant coatings [83]. The β phase,
by contrast, has a self-hosting σ-type Frank-Kasper structure [16], is only found in thin
films, is brittle, has a high resistivity [7], and has a low temperature coefficient of resistance
(TCR) [13]. It is often used in thin-film resistors [12,13,15] because of its high resistivity [7]
and low TCR [13]. It is also susceptible to reactive ion etching [19] and, because tantalum
absorbs x-rays well, β tantalum is used in x-ray lithography masks [19, 20]. Differences
between the phases are summarized in Table 4.1. β tantalum is also metastable [7, 21] and
will transform to α when heated [24,27].
The phase transformation from β to α tantalum has been reported to begin at tempera-
tures as low as 300◦C [23, 24] and may not finish until above 800◦C [25, 27]. Knepper et al.
showed that this dramatic temperature variation occurs because the transformation process
is very sensitive to oxygen in the film [24]. Although it has been proposed that the phase
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Table 4.1: Comparison of properties of α and β tantalum. Data from [7] except where noted.
Phase α-Ta β-Ta
Structure
BCC
Im3m
Tetragonal
P421m
Lattice
Parameters (nm)
a=b=c=
0.33058
a=b=1.0211
c=0.53064
Ductility Ductile Brittle
Hardness (KHN) 200–400 1000–1300
Resistivity (µΩ·cm) 15–60 170–210
TCR (10−6 K−1) [13] 1100–3400 −150± 30
transformation might be martensitic [27], a shear transformation is insufficient to account for
a σ-to-BCC phase transformation [84] and cannot account for the large change in grain sizes
observed [32]. It was further shown by Baker et al. [32] that the phase transformation mech-
anism must be nucleation and growth, as the process is thermally activated and kinetically
limited, and highly temperature dependent. There is also a large stress change associated
with the phase transformation [1, 24, 27–32], so this phase transformation, whether desired
or not, can have a large effect on device performance. Thus it is important to understand
this phase transformation from both a scientific and an industrial perspective.
The microstructure that arises as a result of this phase transformation is unique [1, 32].
Figure 4.1 shows electron backscatter diffraction (EBSD) orientation data, colored by out-of-
plane (OOP) orientation according to the inset stereographic triangle, for a series of phase-
transformed tantalum films 400–500 nm thick, sputtered at argon pressures of 14, 15, and 16
mTorr for Figures 4.1a, 4.1b, and 4.1c respectively [1]. These samples are pure tantalum and
were deposited and annealed in ultra-high vacuum (UHV) [1]. This microstructure exhibits
continuous orientation gradients that can extend up to tens of µm and transition from (0 0 1)
to (1 1 1) without crossing any low- or high-angle boundaries, a change of more than 50◦.
High-angle boundaries are shown in Figure 4.1 as black lines, and denote a change in
orientation of more than 8◦ across the boundary; low-angle boundaries are gray lines and
denote a change of between 4 and 8◦. These boundaries are discontinuous, which makes it
difficult to define a grain in the traditional sense, so the term “pseudo-grain” will be used
to refer to a region of the film that is completely surrounded by a high-angle boundary.
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Figure 4.1: Out-of-plane (OOP) orientation of a series of phase-transformed tantalum films,
sputtered at argon pressures of 14, 15, and 16 mTorr for (a), (b), and (c) respectively [1]. Colors
correspond to orientation given by the inset stereographic color triangle; black and gray lines
denote high- and low-angle boundaries. Distinct features include continuous orientation gradients
and discontinuous grain boundaries.
Additionally, high- and low-angle boundaries will be referred to as orientation boundaries
instead of grain boundaries. The discontinuous orientation boundaries sometimes start in
the middle of a pseudo-grain as a low-angle boundary, transition to a high-angle boundary,
then become a low-angle boundary again, and ultimately end in the middle of a different
pseudo-grain. This microstructure is completely unlike the canonical columnar thin-film
microstructure in which grains of a single orientation are separated by continuous high-angle
boundaries [34]. This microstructure and the experimental parameters for these films are
described in more detail by Baker et al. [1, 32].
In order to better understand this phase transformation, it is first necessary to understand
the associated dislocation structure. We first used a Nye tensor analysis on the EBSD data
in an attempt to compute the density of geometrically necessary dislocations (GNDs); but
as described in Section 4.2.2 we found that our data are too noisy and do not have sufficient
spatial resolution. As a next step, we then developed a model microstructure that closely
matches the observed microstructure but has mathematically smooth and continuous changes
in orientation. We analyzed the smooth model data using GNDs but found that, as discussed
in Section 4.3.2, it does not yield useful information because the rotations in the model are
not associated with specific physical dislocations. Using this smooth orientation data we then
took the opposite approach; instead of attempting to determine directly from the orientation
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data what dislocations could account for it, we developed a model that produces dislocation
structures, computes how well the resulting orientation data match the smooth model data,
and then modifies the dislocation structure to better match the smooth model data, using a
genetic algorithm.
Genetic algorithms (GAs) are descended from Alan Turings “learning machine” which
parallels the principles of evolution and was a core component in his “imitation game”, which
is now known as the Turing test [65]. GAs are a subset of evolutionary computation, the early
history of which has been chronicled by Fogel [67] and Goldberg [68]. Hollands Adaptation
in Natural and Artificial Systems [69] is the primary monograph on the topic, and is widely
considered to have initiated the field of study [68]. GAs have been successful in a remarkable
number of fields, including the design and optimization of race cars [70], satellite antennas
[71], molecular geometry [72], thermal control of buildings [73], water distribution networks
[74], and electromagnetic devices [75]. Materials science applications include generating grain
boundary configurations in bicrystals [76], interface structure prediction in multicomponent
systems [77], and finding low-energy structures of symmetric tilted grain boundaries in Si [78].
However, no GA has previously been created for dislocation structure generation.
GAs have a number of advantages over other optimization techniques: they perform
better than other techniques when the optimization criteria are complex or their interplay
is unknown, they can be better at approaching the global optimum and are less likely to
converge prematurely because they start with a diverse initial population, and they do not
require a smooth or even continuous function to optimize, which is useful when computing
discrete entities, such as dislocations.
The remainder of this paper is structured as follows: an overview of GNDs, a description
of the Nye tensor GND density computation, and its results; motivation for the smooth
model, a description of it, and its results; motivation for the genetic algorithm model, a
description of it, and its results; a discussion of the results from the genetic algorithm model;
and conclusions and ideas for future work.
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4.2 Geometrically Necessary Dislocations
Dislocations that are required for lattice curvature are known as geometrically necessary
dislocations (GNDs) and were first formulated as a tensor describing the state of dislocation
at a point by Nye [35]. The concept was extended by Kro¨ner [36, 37] and Ashby [38], with
important contributions to the GND framework by Arsenlis and Parks [39], Sun et al. [40],
El-Dasher et al. [41], and Kysar et al. [42]. The GND framework has been applied to
both bulk materials [40–45] and thin films [46–49] as a way to understand strain gradient
plasticity [50–53]. Orientation gradients have been observed in many bulk samples [54–59]
and some thin films [60–63], and are sometimes reported with GND analysis [57–60] and
sometimes not [55–57,61–63]. GND analysis performed on samples with orientation gradients
is generally concerned with the effect of GNDs on hardness and yield stress, as nearly all of
these samples have been heavily deformed or highly strained. The only previously observed
orientation gradients that are not caused by deformation are reported by Maeder et al.
[60], who performed laser annealing of silicon. Nearly all observed orientation gradients are
observed in heavily deformed samples because according to a theory by Raabe et al. [64]
plastically strained crystals can develop intra-granular orientation gradients. Thus most of
the GND analysis in literature is concerned with mechanical properties and the effect of
deformation on mechanical properties, and most reported orientation gradients occur as a
result of deformation. However, to our knowledge, it is the only tool that has previously
been used to analyze orientation gradients.
4.2.1 GND Calculations
In order to calculate GND density, we followed the approach of Kysar et al. [42], which was
to parametrize the Nye tensor in terms of the slip systems of the sample under investigation.
When using this analysis it is important to determine which slip systems to use to parametrize
the Nye tensor because not all of the slip systems necessarily contribute to the rotations
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being analyzed. In the case of α tantalum, which is BCC, there are 12 primary slip systems,
the {0 1 1}〈1 1 1〉 type, and 36 more that are close in energy, 12 {1 1 2}〈1 1 1〉 type and 24
{1 2 3}〈1 1 1〉 type. However, it has been shown that for pure tantalum annealed in UHV,
such as our films, the primary {0 1 1}〈1 1 1〉-type slip systems dominate [82]; this decreases
the number of possible slip systems from 48 to 12. Even with 12 slip systems, the system of
equations used to solve for GND density is underdetermined because there are 12 unknowns—
the GND density on each slip system—but only 9 equations—one per component of the Nye
tensor. There was no basis for eliminating any of the 12 primary slip systems, so we applied
another technique of Kysar et al. and used the L2 norm to compute GND densities with the
lowest strain energy [42].
4.2.2 GND Calculation Results
The results of the GND density calculations for the film shown in Figure 4.1b are shown in
Figure 4.2 for two slip systems; Figure 4.2a shows slip system (1 0 1)[1 1 1] and Figure 4.2b
shows slip system (1 0 1)[1 1 1]. These GND density maps are noisy and reveal few, if any,
distinguishable features except for high dislocation densities at high-angle boundaries. These
are in contrast to GND density maps such as those in Figures 10–12 in “High strain gra-
dient plasticity associated with wedge indentation into face-centered cubic single crystals:
Geometrically necessary dislocation densities” by Kysar et al. [42]. Kysar et al. performed
wedge indentation on single-crystal aluminum and copper samples, measured the orientation
via EBSD on a cross-section of the indented region, and then calculated GND densities on
several different slip systems to account for their observed changes in orientation [42]. The
GND density maps by Kysar et al. show that their deformed samples have different active
slip systems in different regions of the sample, for example in their Figure 10 it can be seen
that the (1 1 1)[1 1 2] slip system is only active on the right side of the wedge indenter because
of the high GND densities there and nowhere else, and in their Figure 12 that the (1 1 1)[1 1 2]
slip system is only active on the left side of the sample [42]. This information about specific
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active slip systems in specific areas of the film can be used for example to learn more about
how samples deform. In contrast, the GND density maps in Figure 4.2 do not contain such
useful information. These maps do not have any features that clearly distinguish the GND
density on different slip systems, so they do not contain useful information about different
slip systems. This is because of the noise present in the EBSD orientation data that were
used for the GND calculations. The uncertainty of the orientation of any one pixel is ±0.1◦
and the films contain orientation gradients of approximately 4 ◦/µm [1], which means that
the average change in orientation from one pixel to the next is similar to the error in the
measurement. Because the GND analysis only relies on pixel-to-pixel changes, the noise
results in very different GND densities even for adjacent pixels. There is another reason that
that the EBSD data do not yield meaningful information, which is that the spatial resolution
of the EBSD data is not sufficient to be able to distinguish individual dislocations. This can
be shown using a simple two-dimensional model that assumes all dislocations lie in the same
plane and are evenly spread throughout the film. The equation ρ = θ
bx
from Nye [35] can
be used to calculate GND density ρ from the orientation gradient θ/x and the magnitude
of the Burgers vector b. Our films have orientation gradients of 4 ◦/µm and tantalum has
a Burgers vector of 2.863 A˚, which from the above equation result in a GND density of
approximately 2.4 × 1014 m−2. If these dislocations are evenly spaced throughout the film,
they will be approximately 64.5 nm apart. The EBSD data in Figure 4.1 have a 400 nm
resolution, which means that individual dislocations cannot be observed from these data.
4.3 Model Microstructure with Smooth Gradients
Understanding the dislocation structure is critical to understanding the phase transformation
and this unique orientation gradient microstructure. However, because of the noise and
insufficient spatial resolution of our data it is difficult to use the parametrized Nye tensor
analysis described above to compute GND density directly from the film data. In order to
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Figure 4.2: GND density maps for (a) (1 0 1)[1 1 1] and (b) (1 0 1)[1 1 1] slip systems for the film
in Figure 4.1b. These are difficult to interpret primarily because the EBSD orientation data used
in the calculations are noisy.
allow for further analysis, we have developed a model microstructure, which we refer to as the
smooth model. The smooth model reproduces important aspects of the phase-transformed
microstructure and can generate arbitrarily fine orientation data. This permits any analysis
that benefits from orientation data that is both smooth and, if desired, with higher spatial
resolution than the EBSD orientation data.
4.3.1 Model Development
In order to make model development feasible, we modeled a repeating pattern that we ob-
served in one of the films instead of trying to capture the entire microstructure in one model.
The pattern that we modeled is triangular, and shows up in several places in Figure 4.1b,
labeled as triangles A, B, and C in Figure 4.3. Triangles B and C are truncated so we
focused most of the analysis on triangle A. The repeating triangle that we modeled is as
follows: a {1 1 1} center, surrounded by three alternating regions of {0 0 1} and {0 1 1}, with
the {0 0 1} regions forming the corners and the 011 regions forming the edges. This triangle
is approximately 35 µm wide by 30 µm tall. Some of these triangles have low- and high-angle
orientation boundaries (gray and black lines, respectively) that extend outward radially from
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Figure 4.3: Film data with overlaid triangles indicating sections of the
film that were modeled. Most of the modeling work was focused on Tri-
angle A, but pole figures of the models of Triangles B and C are shown in
Figures 4.9 and 4.10.
the center, indicating that they may have been produced by a radial process.
We had a phenomenological insight for these triangles in the film: if the center of the
triangle has the appropriate (1 1 1) OOP orientation, then rotating towards the top of the
triangle will result in a (0 0 1) OOP orientation, and rotating toward the side of the triangle
will result in a (0 1 1) OOP orientation. These rotations then line up with the triangle in the
film, as illustrated in Figure 4.4, where Figure 4.4a shows an illustration of these rotations
with the cubes colored by their OOP directions according to the stereographic triangle, and
Figure 4.4b shows the region of the film that this matches.
If these rotations are continued in every direction, the result is the orientation map in
Figure 4.5a, which shows the OOP component of the orientation colored by the stereographic
triangle. Figure 4.5b shows the triangular region of the film that this matches. This sim-
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Figure 4.4: Illustration of phenomenological insight that matches triangular regions in the film.
(a) is an illustration of a cube with a (1 1 1) OOP direction rotated one way resulting in a (0 0 1)
OOP direction, and rotated another way resulting in a (0 1 1) OOP orientation. The cubes are
colored by their OOP orientation by the stereographic triangle. (b) is the region of the film that
this process matches
ple model produces a good match of symmetry between the two, with each matching the
description of the triangle.
A schematic of the simple radial rotation process that produced Figure 4.5a is shown in
Figure 4.6. Figure 4.6a shows the selection of a point P at which to compute the orientation,
where O is the origin and ~r is the radial vector. Figure 4.6b is an illustration of the actual
computation, which involves rotating the starting orientation, represented by the cube, about
the axis of rotation ~vr by an angle ω. The axis of rotation is perpendicular to the radial
vector and lies in the plane, and the amount of rotation is proportional to the distance
between O and P . These steps are repeated for all points in the triangle.
This simple model matches the symmetry of the film, but does not match the relative
sizes of the areas of different orientations, so the magnitude of rotation and the rotation
axes need to be modified. Specifically, the {0 1 1} stripes need to be lengthened, the {0 0 1}
corners need to be shrunk, and the {1 1 1} center needs to be enlarged. The rotation axes
need to be modified to broaden the {0 1 1} stripes and shrink the {0 0 1} corners, while the
amount of rotation at each point needs to be modified to expand the area of the {1 1 1}
center. The component that modifies the rotation axes is of the form θoutcos = (θin) + θin,
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Figure 4.5: (a) Smooth model constant-rate radial rotation map, (b) section of film data from
Figure 4.1b that was modeled. Both are colored by OOP orientation according to the inset stereo-
graphic triangle. Note the symmetry matches, indicating a radial process yields a good match.
where θin is the angle of the radial vector in polar coordinates, and θout is the angle of the
vector used to determine the axis of rotation. The component of rotation that modifies
the amount of rotation at each point is a complex sigmoidal function. This component is
sigmoidal because it allows for slow rotation rates near the center of the triangle, which
is all very close to {1 1 1}, smoothly increasing to rapidly rotate through {1 2 2}, and then
slow down near the edge of the triangle for a broader 011 region. A similar logic applies
to rotating from {1 1 1} through {1 1 2} to {0 0 1} corners. We call the smooth model with
these modifications the variable rotation rate model.
4.3.2 Model Validation (Results and Discussion)
The the variable rotation rate model is shown in Figure 4.7, where Figures 4.7a to 4.7c are
film data and Figures 4.7d to 4.7f are model data. Black pixels are unindexed portions of the
film, and remaining data are colored by the inset stereographic triangle. Figures 4.7a and 4.7d
show the OOP orientation ((0 0 1) axis), Figures 4.7b and 4.7e show the component of the
orientation along the (1 0 0) axis, and Figures 4.7c and 4.7f show the component along the
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Figure 4.6: Schematic for generating orientation data from smooth model in Figure 4.5. (a)
selecting the point at which to calculate the orientation, and (b) illustration of the orientation
calculation via rotation, where the cube represents the starting orientation. O is the origin; P is
the point at which to compute the orientation; vecr is the radial vector; ~vr is the axis of rotation,
which is perpendicular to ~r and lies in the plane; ω is the amount of rotation and is proportional
to the distance between P and O.
(0 1 0) axis. In addition to matching the symmetry of the constant rotation rate model, the
variable rotation rate model now also matches the spatial distribution of orientations. The
match of both symmetry and spatial distribution for both in- and out-of-plane orientation
components confirms that the model matches the orientation in the plane of the film as
well as out of the plane, for a full three-dimensional orientation match. It is also evident
that the OOP component has threefold rotational symmetry. The symmetry is not obvious
for the in-plane components of orientation because projecting high-dimensional data into a
lower-dimensional representation reduces apparent symmetry.
The orientation data from the smooth model and the corresponding region of the film,
Triangle A in Figure 4.3, are shown as pole figures in Figure 4.8. Figures 4.8a to 4.8c are
the film data and Figures 4.8d to 4.8f are the model data, and Figures 4.8a and 4.8d are
(0 0 1) pole figures, Figures 4.8b and 4.8e are (0 1 1) pole figures, and Figures 4.8c and 4.8f
are (1 1 1) pole figures. The match of these pole figures confirms the similarity between
the orientation data from the film and that generated by the model. The model can also
match other regions of the same film, as indicated by pole figures of triangles B and C,
shown in Figures 4.9 and 4.10, respectively. Similarly to Figure 4.8, Figures 4.9a to 4.9c and
Figures 4.10a to 4.10c are film data and Figures 4.9d to 4.9f and Figures 4.10d to 4.10f are the
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Figure 4.7: (a), (b), and (c) are components along the respective (0 0 1), (1 0 0), and (0 1 0) axes
of film orientation data for the region of the film shown in Figure 4.5b, and are colored by the inset
stereographic triangle. (d), (e), and (f) are the model data for the same region along the same
respective axes. The black pixels in (a–c) are unindexed portions of the film.
model data for their respective regions. Most of the modeling work was focused on Triangle
A, but Triangles B and C were modeled by using the appropriate starting orientation to
confirm that the smooth model can match more than just one region of the film.
The pole figures also showed that the model captures twin-like behavior that can be seen
in Figures 4.9 and 4.10, where the corresponding pole figures appear to be reflected about
a line rotated approximately 15◦ from the vertical. That is, the (1 1 1) region at the center
of triangle B is related to the (1 1 1) material at the center of triangle C by a reflection
operation. It is as if they were twins of each other except that this twin-like behavior is not
a result of actual twinning or a mirror operation, but is a consequence of the same rotation
scheme with different in-plane starting orientations that are a mirror of one another about
the twin-like axis. In the (1 1 1) pole figures in Figures 4.8c, 4.9c, and 4.10c it can be seen
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Figure 4.8: Pole figures of film and model data from Triangle A in Figure 4.3. (a–c) are film data
and (d–f) are model data. (a) and (d) are (0 0 1) pole figures, (b) and (e) are (0 1 1) pole figures,
and (c) and (f) are (1 1 1) pole figures.
that the high-density regions near the periphery of the pole figure have small regions directly
opposite them at the other edge of the pole figure with a low to moderate density of points.
This is not a separate population of {1 1 1} grains rotated 60◦ in the plane of the film but
rather an effect of the orientation gradient. As the orientation changes and one of the {1 1 1}
poles crosses over the edge (i.e., dips below the base plane of the pole figure), another one
emerges directly opposite it; this is easily demonstrated using a physical cube.
The orientation data in Figure 4.7 and the pole figures in Figures 4.8, 4.9, and 4.10
illustrate different things, neither of which can be learned from the other. The orientation
maps show the spatial distribution of the orientations and orientation gradients, while the
pole figures provide complete three-dimensional orientation data.
Calculated GND density maps for the smooth model data are shown in Figure 4.11, where
Figure 4.11a shows slip system (1 0 1)[1 1 1] and Figure 4.11b shows slip system (1 0 1)[1 1 1].
Even with the smooth model data, however, the calculated GND density maps were still
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Figure 4.9: Pole figures of film and model data from Triangle B in Figure 4.3. (a–c) are film data
and (d–f) are model data. (a) and (d) are (0 0 1) pole figures, (b) and (e) are (0 1 1) pole figures,
and (c) and (f) are (1 1 1) pole figures.
not useful for analysis. Using the smooth model data has removed the noise present in
Figure 4.2, but has introduced another problem, which is that the rotations in the model
are not associated with specific physical dislocations so they do not correspond to BCC
slip systems used in the Nye tensor analysis. This means that when the rotations are
parametrized in terms of slip systems, there may be multiple slip systems that can account
for each rotation equally well so the resulting GND densities on each slip system can change
depending on the order in which they are parametrized. This causes the fine details of the
GND density maps in Figure 4.11, specifically the low-density loops, to change depending
on the order in which the slip systems are parametrized. This means that these results
cannot be used to distinguish low- and high-GND density regions on each slip system, which
would tell us more about the dislocations required for this microstructure. Thus, in order
for useful Nye tensor analysis, the following are needed: smoothly changing orientation data,
rotations that correspond to physical slip systems, and sufficient spatial resolution to detect
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Figure 4.10: Pole figures of film and model data from Triangle C in Figure 4.3. (a–c) are film
data and (d–f) are model data. (a) and (d) are (0 0 1) pole figures, (b) and (e) are (0 1 1) pole
figures, and (c) and (f) are (1 1 1) pole figures.
regions that have high GND densities on one slip system and low GND densities on another
in order to obtain useful information about the required dislocations. It was not feasible to
have all of these for the film or model data, so we took the opposite approach, generating
dislocation structures using a genetic algorithm and calculating how well the orientation
data they produced matched the smooth model.
4.4 Genetic Algorithm Model
Genetic algorithms (GAs) are an optimization technique that mimics evolution by incor-
porating the principles of natural selection, inheritance of genetic material, crossover, and
mutation. Candidate solutions, called individuals, pass down their genetic material, repre-
sented as parameter encodings, to a number of offspring based on how fit each individual is.
Each individual is a potential solution generated by the algorithm, and all of the individuals
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Figure 4.11: GND density maps for (a) (1 0 1)[1 1 1] and (b) (1 0 1)[1 1 1] slip systems for the
model triangle. Using the smooth model data has removed the noise in Figure 4.2, but still does
not yield a useful GND density map.
are collectively referred to as a population. Each iteration of the algorithm produces a new
population, and the population from a particular iteration of the algorithm is called a gen-
eration. Each individual is evaluated according to a fitness function that determines how fit
that individual is. Examples of criteria that may be used in a fitness function include cost,
weight, and efficiency. It is possible to evaluate fitness based on multiple criteria, and an al-
gorithm that does this is called a multi-objective genetic algorithm [79]. An individual with
a high fitness will produce more offspring than one with a low fitness, and, as in evolution,
this ensures that beneficial genes are more likely to be passed down from one generation to
the next and spread throughout the population. The process by which individuals produce
offspring is called crossover, which combines the genetic material from two individuals. An-
other feature of GAs is mutation, which makes small, random changes to the encoding of
an individual. This introduces new genetic material to the population, which helps prevent
premature convergence of the algorithm.
GAs have several advantages over other optimization techniques. In particular: they
are less likely than other techniques to converge prematurely; they can work well with an
unintuitive and complex solution space; they are inherently parallelizable; and they tend
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to produce robust solutions. GAs are less likely to converge prematurely because, if imple-
mented properly, they start with and maintain a diverse population, which allows them to
explore a larger area of the search space. The problem of dislocation structure generation
satisfies all of the informal criteria typically used to determine if a GA is the best approach
for a particular problem. These criteria include a complex, nonintuitive solution space with
variables that interact in unknown ways; a good way to encode and evaluate potential so-
lutions; and a need for a sufficiently good solution but not the absolute best. The solution
space of this problem, which will be discussed in more detail later, is complex and unintuitive
because it is difficult to determine the effect that changing the shape and Burgers vector of a
dislocation will have on the resulting orientation map without performing the computation.
Optimizing these orientation maps against dislocation density is also a difficult problem. For
this problem it is easy to construct a good fitness function, such as a combination of the aver-
age misorientation between the orientation map produced by a particular set of dislocations
and that of the smooth model from the previous section and the total dislocation density.
It is also relatively straightforward to encode potential solutions; for example, we may store
each dislocation as an array of (x, y) coordinates and its Burgers vector as an array with
three elements. It is not likely that this problem has a unique solution, i.e. it is probable
that there are multiple different dislocation configurations that yield indistinguishably good
orientation maps and that have comparable dislocation densities; thus it is not necessary to
find the absolute best solution. Additionally, it would not necessarily be clear if one of these
indistinguishably good solutions were found because we do not have a means of verifying
that a particular solution cannot be improved.
4.4.1 Details and Methods
The genetic algorithm model was written in Python, taking advantage of available software
packages to improve both development time and run time. In particular, the Distributed
Evolutionary Algorithms in Python, or DEAP, package [85] provides an excellent framework
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Figure 4.12: Due to its threefold rotational symmetry, this one-sixth of
the smooth model triangle is all that needs to be modeled, allowing more
detail and reducing computation time.
for creating GAs, and the Scalable COncurrent Operations in Python, or SCOOP, package
[86] enables easy parallel and distributed computation. The standard NumPy [87], SciPy [88],
and Matplotlib [89] packages were also used.
A key feature of the smooth model that can be exploited is its symmetry. This is illus-
trated in Figure 4.12, where the outline indicates the area that was modeled by the genetic
algorithm model. Modeling only one-sixth of the triangle allows the model to have more
detail and require less computation time. This smaller triangle is approximately 8 µm wide
and 18 µm tall.
4.4.1.1 Individual Encoding
A key aspect of any GA is parameter encoding, as this determines how mutation and
crossover will work and thus how the population will evolve. Our genetic algorithm had
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seven parameters for each individual on which crossover and mutation could operate.
The first parameter is the number of in-plane (IP) dislocations. The IP dislocations lie
in the plane of the film and account for a change in orientation along the radial direction.
This is stored as an integer.
We chose to model the IP dislocations as all lying in the same plane, because we only
have orientation data from the surface of the film (i.e. we neglect orientation gradients in
the film thickness direction). To avoid complications that would arise due to dislocation
interactions and reactions, the model is set up so that the IP dislocations are prevented
from crossing one another, but are still allowed to change shape in order to optimize the
resulting orientation. In order to achieve this, we used the level set method [90] to determine
dislocation coordinates. A level set L for a function f of n variables is the set of all points
(x1, . . . , xn) for which the function at that point f(x1, . . . , xn) is equal to some value c,
mathematically represented as L(f) = { (x1, . . . , xn) | f(x1, . . . , xn) = c }. In the case that
there are only two variables, a level set is called a contour. A function of only two variables
only has one value at any point, meaning that its contours do not intersect. For this reason
we used contour lines to represent dislocations. We used evenly spaced contour lines, so we
predicted some of the properties that the level set function would need to have in order to
produce contour lines to account for the rotations in the model. We made these predictions
in order to try to seed the GA solutions in an area of the solution space that would be as
close to the optimal solution as possible. The function should be steep where the orientation
changes rapidly—when passing from (1 1 1) through (1 2 2) to (0 1 1), for example—so that
the contour lines are closer together, and nearly flat where it does not—in the center of
the triangle, for example—so that the contour lines are farther apart. The component of
the smooth model that determines the amount of rotation at each point has some of these
features, thus we used this component as a basis for the level set function. The algorithm
could then add noise to this in order to allow the dislocations to change shape to find
the configuration that resulted in the best orientation match with the smooth model. The
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Figure 4.13: (a) 3D and (b) 2D views of the contour lines from the level set function with no
noise added; (c) 2D view of contour lines with noise added. The use of contour lines to represent
dislocations ensures that they do not cross while still allowing for their shape to change.
contour lines from the level set function are shown in Figure 4.13, where Figure 4.13a shows
the contour lines in three dimensions, Figure 4.13b shows a two-dimensional projection of
the same contour lines, and Figure 4.13c shows contour lines from the level set function with
noise added. In these figures, the x and y coordinates are the position in the film and the z
coordinate is the height of the level set function. For each contour line we want to obtain we
assign a height h of the level set function and compute the contour line by taking the set off
all (x, y) points where the level set function is equal to that height, i.e. { (x, y) | z(x, y) = h }.
The second parameter is the number of noise points added to the level set function. In
order to allow the algorithm to change the shape of the level set function, we allowed it to
add noise in the form of two-dimensional Gaussian curves to the level set function at random
locations. The number of noise points was stored as an integer.
The third parameter is the locations of the noise points. The locations where noise was
added to the level set function were stored in a NNP × 2 array, where NNP is the number of
noise points. Each row of the array contained coordinates (nx, ny) where the noise point was
to be added to the level set function. For each point (nx, ny) where noise was to be added
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to the level set function, the Gaussian
∆z =
1
2
√
2pi
exp
(
−(x− nx)
2 + (y − ny)2
2
)
(4.1)
was used, where ∆z is the change in height due to the added noise and (x, y) correspond
to coordinates in the level set array. The maximum height of each Gaussian is very small
relative to the height of the level set function so the changes in height due to each noise
point are small as well. We used a Gaussian because its shape ensures a smooth, continuous
change in the function so the contour lines do not have any kinks, which could happen if
noise were added at a single point to the function without some distribution. Typically, the
shapes of the contour lines do not change much from one generation to the next. This is
for two reasons, which trade off in importance as more generations are computed. Early in
the algorithm they do not change much because each individual noise point does not have a
very large effect on the shapes of the contour lines and the noise points are randomly spread
throughout the triangle so the effect of each noise point is isolated. Later in the algorithm,
as the locations of the noise points begin to converge, they are no longer isolated. Because
they are close together they start having a larger effect, but this is balanced by the fact that
the remaining individuals are more similar so the points are more and more likely to come
from a similar location.
The fourth parameter is the list of Burgers vectors for each IP dislocation. Each IP dislo-
cation has a 〈1 1 1〉-type Burgers vector because that is the lowest energy type of dislocation
in a BCC material. This parameter is stored as an NIP × 3 array where NIP is the number
of IP dislocations. Each row of the array is the Burgers vector for the corresponding IP
dislocation. Each contour line is then assumed to represent multiple physical dislocations,
which we call a bundle. Bundling dislocations together in the model serves both to reduce
computational complexity and to ensure that the results do not have so many dislocation
lines that they become difficult to distinguish. We found that the optimal bundle size for
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the IP dislocations was 25, so each contour line represented 25 physical dislocations. The
number of IP dislocations was not changed by adding noise, so each IP dislocation retained
the same Burgers vector because the IP dislocations were always assigned Burgers vectors
in the same order from the list, e.g. the first IP dislocation is always taken at the lowest
contour height and is in the bottom left of the triangle, and corresponds to the first Burgers
vector in the array of IP dislocation Burgers vectors. The orientation of the Burgers vectors
are referenced to the crystal orientation at each point, so for example a [1 1 1] Burgers vector
at the bottom left of the triangle would point directly out of the page, and a [1 1 1] Burgers
vector at the top of the triangle would point straight up (θ = 35.3◦ and ϕ = 90◦ in spherical
coordinates, where θ is the polar angle and ϕ is the azimuthal angle) and out of the page at
a ∼ 54.7◦ angle.
The fifth parameter is the number of out-of-plane (OOP) dislocations. OOP dislocations
are perpendicular to the plane of the film, and allow us to eliminate what would otherwise
be elastically stored strains between pixels rotating perpendicularly to the radial direction.
This parameter is stored as an integer.
The sixth parameter is the locations of the OOP dislocations. Because the OOP dislo-
cations were modeled as being perpendicular to the plane of the film, each of their locations
were represented as a single point in the model. This parameter was stored as an NOOP × 2
array, where NOOP is the number of OOP dislocations and each row of the array contained
the (x, y) coordinates of that OOP dislocation.
The seventh parameter was the Burgers vector of each OOP dislocation. The OOP dislo-
cations also had 〈1 1 1〉-type Burgers vectors. This parameter was stored in a NOOP ×3 array
where NOOP is the number of OOP dislocations. Each row of the array is the Burgers vector
for the corresponding OOP dislocation. Each OOP dislocation also represented multiple
physical dislocations, and we found that the optimal bundle size for OOP dislocations was
3, so each OOP dislocation represented 3 physical dislocations.
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4.4.1.2 Fitness Function
Our genetic algorithm model uses two metrics to determine the fitness of each individual:
average misorientation between the orientation produced by its dislocations and the orien-
tation from the smooth model, and total dislocation density. If only average misorientation
is used and dislocation density is not, the algorithm will rarely remove dislocations, and
those with no effect or only a very small one will accumulate, resulting in unphysically high
dislocation densities. After determining the orientation at each pixel, the misorientation was
calculated at each pixel and was converted to axis-angle form in a way that always returns
a non-negative angle. The average of these misorientation angles was computed across the
entire map. The dislocation density was calculated as the sum of the lengths of all IP and
OOP dislocations, taking into account the bundle size for each dislocation type, divided by
the volume of the triangle, computed as the area of the triangle times the thickness of the
film (650 nm). A reasonable range for the relative weight between average misorientation
and dislocation density is between 1:3 and 3:1 in units of degrees to 1014 m−2. This yielded a
dual-objective problem, as both the misorientation and dislocation density were minimized.
While it is often popular to use a pareto-optimal algorithm such as the Non-dominated Sort-
ing Genetic Algorithm (NSGA) II [91], we chose to simply combine the two metrics with
a relative weight and use that as the fitness metric, and minimized that metric in order to
maximize fitness. Within a reasonable range of weights, the relative weight of misorienta-
tion and dislocation density did not have a particularly large effect, and combining the two
into a single metric simplified the algorithm. Tournament selection was used to determine
which individuals would reproduce to make the next generation because it is algorithmically
simple, straightforward to parallelize, and allows for easy adjustment of selection pressure.
4.4.1.3 Initialization, Selection, Crossover, and Mutation
Each of parameter was initialized randomly within a particular range because the algorithm
was observed to almost always converge on a value within that range across multiple runs,
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and setting the parameters to a value outside the range resulted in a longer convergence
time. The number of IP dislocations (contour lines) was randomly selected between 75 and
150. The Burgers vector for each IP dislocation was initially chosen randomly from the eight
〈1 1 1〉 directions during model development, but it became apparent that the algorithm
was selecting two specific Burgers vectors, [1 1 1] and [1 1 1], so we modified the algorithm to
randomly initialize one of those two Burgers vectors to each IP dislocation in order to reduce
convergence time. This is discussed in more detail in Sections 4.4.2 and 4.5. The number
of points of noise added to the level set function was randomly selected between 20 and 75.
The locations of the noise points were randomly selected to be anywhere inside the triangle
in order to allow the algorithm as much freedom to change the shape of the IP dislocations
as possible. The number of OOP dislocations was randomly selected between 100 and 1000.
We used such a wide range because the converged value changed a lot from generation to
generation. This is discussed in more detail in Sections 4.4.2 and 4.5. The locations of the
OOP dislocations were randomly selected to be anywhere inside the triangle because the
algorithm did not converge to a structure with the OOP dislocations in a particular part of
the triangle. The Burgers vectors for the OOP dislocations were randomly selected from all
eight 〈1 1 1〉 directions because they did not converge on any particular Burgers vector.
Tournament selection was used to determine which individuals would reproduce to make
the next generation because it is algorithmically simple, straightforward to parallelize, and
allows for easy adjustment of selection pressure.
Crossover operated on four of the seven parameters: the Burgers vectors of the IP dis-
locations, the locations of the noise points, the locations of the OOP dislocations, and the
Burgers vectors of the OOP dislocations. Crossover operated by randomly selecting between
35 and 65% of the genetic material for each parameter to exchange between individuals.
This percentage was of whichever individual had the smaller amount of that parameter, for
instance when performing crossover on the noise points it would select between 35 and 65%
of whichever individual had fewer noise points. For each parameter on which crossover was
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performed, it randomly selected a contiguous region of the array of that parameter, of the
size determined earlier, from each individual and exchanged them. For example, crossover
is being performed on two lists A and B, where A has i elements (A1, . . . , Ai), B has j
elements (B1, . . . , Bj), and i < j. Since i is smaller than j the algorithm randomly generates
an integer value p between 35% and 65% of i. It then randomly selects p contiguous points
from A and B by generating random numbers CA between 1 and i − p and CB between 1
and j − p. It then takes the elements from A between CA and CA + p and swaps them with
elements CB through CB + p from B. Crossover was performed separately on the list of
Burgers vectors of the IP dislocations and the list of noise points, but for the locations of
the OOP dislocations and the list of their Burgers vectors the same elements in the different
lists were swapped (so that the OOP dislocations kept the same location and Burgers vector
after crossover). This is discussed in more detail in Sections 4.4.2 and 4.5. Crossover did not
change the number of IP dislocations, the number of noise points, or the number of OOP
dislocations; those parameters were modified by mutation.
Mutation operated on all seven parameters, and each individual had a 25% chance of
being mutated. The possible changes for mutation of each parameter are as follows: the
number of IP dislocations could randomly increase or decrease by up to 5; up to 15 IP
dislocations could have their Burgers vector randomly reassigned; the number of noise points
could randomly increase or decrease by up to 10; up to 10% of the noise points could have
their coordinates changed by up to 1 µm in the x or y direction; the number of OOP
dislocations could increase or decrease by up to 50; and up to 50 OOP dislocations could
have their Burgers vectors randomly reassigned.
4.4.2 Model Validation (Results)
Figure 4.14 shows a good result produced by the genetic algorithm model. Figure 4.14a shows
the reference OOP orientation colored by the stereographic triangle from the smooth model
data, Figure 4.14b shows the orientation produced by the dislocations from that individual,
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colored by OOP orientation, Figure 4.14c shows the misorientation between Figure 4.14a and
Figure 4.14b, colored by the included color bar, and Figures 4.14d and 4.14e show the IP
and OOP dislocations colored by their Burgers vectors. This individual has a fitness metric
of 4.84, an average misorientation of 1.39◦, and a dislocation density of 3.45×1014 m−2. The
low average misorientation means it is a very close match to the smooth model, which can be
seen in the similarity between Figures 4.14a and 4.14b. Most of the IP dislocations are [1 1 1],
which are white in Figure 4.14d, with some [1 1 1], which are red in Figure 4.14d. When run
multiple times, the genetic algorithm model often produces individuals with ∼80% [1 1 1]
Burgers vectors and almost all the rest [1 1 1] Burgers vectors for the IP dislocations, and
when it does not the match is not as good. The results from 3 separate runs are shown in
Figure 4.15, where Figures 4.15a to 4.15e, Figures 4.15f to 4.15j, and Figures 4.15k to 4.15o
are each the best individual from their respective run. For each individual, the first plot is
the orientation data from the smooth model, colored by OOP orientation, the second is the
orientation data produced by the dislocations of that individual, colored by OOP orientation,
the third is the misorientation between the first two, and the last two show the IP and OOP
dislocations colored by their Burgers vectors. From examination of these results it appears
that the IP dislocations with [1 1 1] Burgers vectors result in a match for most of the triangle
except for the lower right corner, which the IP dislocations with [1 1 1] Burgers vectors help
match.
Across multiple runs the genetic algorithm model converges on a similar pattern of IP
dislocations, which can be seen in Figures 4.15d, 4.15i, and 4.15n. In this pattern, most of
the IP dislocations are smooth except near the middle left side of the triangle, where there
are approximately 5 to 10 dislocations that change direction several times to form loops and
swirls. Each population of dislocations with different Burgers vectors tends to be located
in the same region in the triangle, with most of the [1 1 1] dislocations concentrated in the
lower left portion of the triangle, typically mixed with some [1 1 1] dislocations, and a few
[1 1 1] near the top of the triangle as well.
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Figure 4.14: Orientation comparison between the smooth model and the genetic algorithm. (a)
is the orientation data from the smooth model, (b) is orientation data from the genetic algorithm,
(c) is the misorientation between (a) and (b), and (c) and (d) are the in-plane and out-of-plane
dislocations, respectively, colored by Burgers vector. This individual has a fitness metric of 4.84,
an average misorientation of 1.39◦, and a dislocation density of 3.45× 1014 m−2.
Figure 4.16 shows a multi-generation statistics plot for a run of the genetic algorithm
model. Figure 4.16a shows the misorientation, dislocation density, and overall fitness metric
of each generation, with misorientation in degrees and dislocation density in 1014 m−2. Fig-
ure 4.16b shows the number of IP and OOP dislocations, as well as the number of points at
which noise was added to the level set function. The misorientation in Figure 4.16a decreases
rapidly for approximately the first 40 generations, and then decreases slowly and does not
change much past approximately 250 generations, while the dislocation density generally
decreases for the first 100 generations and then doesnt change significantly after that. These
are typical patterns for the misorientation and dislocation density, although the number of
generations that the algorithm takes to converge varies between approximately 150 and 600.
In Figure 4.16b, the number of noise points and the number of contour levels do not change
significantly throughout the run, which is typical. However, the number of OOP dislocations
changes substantially throughout the run. It is common for the number of pole dislocations
to change significantly over the course of a run, but this does not always happen.
The relative weight of misorientation and dislocation density in the overall fitness metric
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Figure 4.15: Results from several different runs of the algorithm; each is the best individual in
its run. For each result, the first image is the orientation from the smooth model, the second image
is the orientation map that is generated from the set of dislocations of an individual, the third is
the misorientation between the first two, and the third and fourth are IP and OOP dislocations,
respectively, colored by Burgers vector. (a–f) is the same as Figure 4.14. (f–j) has fitness metric
4.80, average misorientation 1.59◦, dislocation density 3.21 × 1014 m−2. (k–o) has fitness metric
4.89, average misorientation 1.61◦, dislocation density 3.28× 1014 m−2.The algorithm converges on
a similar set of IP dislocations each run, with the majority (∼80%) [1 1 1] dislocations and almost
all of the rest [1 1 1] dislocations. The different types of dislocations converge to similar areas of
the triangles, as well as similar shapes
55
Figure 4.16: Multi-generation statistics plot for a single run of the genetic algorithm. This tracks
the following metrics from the best individual from each generation: (a) average misorientation and
dislocation density; (b) the number of noise points, the number of IP dislocations, and the number
of OOP dislocations.
does not have a large effect, provided that it is within a the range discussed in Section 4.4.1.2.
Due to the construction of the fitness metric, the relative weight of dislocation density and
misorientation can change as the run progresses, because the misorientation typically has
a much larger relative change throughout the duration of a run than does the dislocation
density. The average misorientation typically begins near 4◦ for the first generation, but
eventually falls by approximately half, to below 2◦. In contrast, the dislocation density
rarely changes by more than 10% throughout a run. This means that throughout the run
the relative weight of the dislocation density slowly increases.
Neither the mutation rates nor the starting parameters have a significant effect on the
fitness of the population after convergence of the algorithm, as they only affect how long the
algorithm takes to converge and not the fitness of the converged population. The three most
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important mutation parameters are the number of pole dislocations, their Burgers vectors,
and the locations where noise is added. The other three parameters—the number of noise
points, the number of IP dislocations, and the Burgers vectors of the IP dislocations—do
not change very much throughout a particular run regardless of their mutation rates. The
starting parameters have the biggest effect on whether the genetic algorithm model converges
within several hundred generations instead of many thousands. Of the starting parameters,
setting the initial Burgers vector for all the IP dislocations to [1 1 1] will make it converge
the most quickly; anything else will cause the algorithm to take more time, but will not
make the converged solution any worse. Starting the algorithm with too many or too few
IP dislocations, OOP dislocations, or noise points will similarly make the genetic algorithm
model take longer to converge but will ultimately not affect how good a match there is
once it does converge; as well, the algorithm typically converges on similar values each run.
The locations of the noise points also tend to converge on similar locations, specifically the
center left of the triangle where the IP dislocations change direction several times near the
edge of the triangle, as can be seen in Figures 4.15d, 4.15i, and 4.15n. In summary, the
starting configuration and mutation parameters do not have much of an effect on the fitness
or similarity of the dislocation structure after the population converges, but only affect how
many generations are required for the algorithm to converge.
4.5 Discussion
The [1 1 1] and [1 1 1] IP dislocations are very prevalent, and we observed that when the
algorithm created individuals with other IP Burgers vectors the misorientation was worse.
As a way to determine how necessary these Burgers were, we ran the algorithm first using
only those Burgers vectors for the IP dislocations and then again with those Burgers vectors
excluded (i.e. using only the other 6 〈1 1 1〉-type Burgers vectors). The result from running
the algorithm with only the [1 1 1] and [1 1 1] Burgers vectors is shown in Figure 4.17, where
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Figure 4.17a shows the orientation data of the smooth model colored by OOP orientation,
Figure 4.17b shows the orientation data produced by the dislocations of this individual,
colored by OOP orientation, Figure 4.17c shows the misorientation between them, and Fig-
ure 4.17d shows the dislocations from this individual. This individual has a fitness metric of
5.08, an average misorientation of 1.36◦, and a dislocation density of 3.72× 1014 m−2. This
excellent match confirms that the [1 1 1] and [1 1 1] Burgers vectors are adequate, and that
the other 6 〈1 1 1〉-type Burgers vectors are not necessary for the IP dislocations. We then
ran the algorithm without the [1 1 1] and [1 1 1] Burgers vectors for the IP dislocations, but
allowed the other 6 Burgers vectors. The results from that run are shown in Figure 4.18,
where Figure 4.18a is the orientation data from the smooth model colored by OOP orienta-
tion, Figure 4.18b is the orientation produced by the dislocations of this individual, colored
by OOP orientation, Figure 4.18c is the misorientation between them, and Figure 4.18d
shows the IP dislocations from this individual. This individual has a fitness metric of 13.64,
an average misorientation of 11.1◦, and a dislocation density of 2.54×1014 m−2. It is apparent
that this individual is a very poor match to the smooth model orientation data, which shows
that the [1 1 1] and [1 1 1] Burgers vectors are necessary in order to produce a good match to
the smooth model. Thus the [1 1 1] and [1 1 1] Burgers vectors are the only Burgers vectors
required for, and capable of, producing a good orientation match between the smooth model
and the genetic algorithm model. From examination of individuals across multiple runs we
have determined that the [1 1 1] dislocations are required for the model to match the lower
right region of the triangle, and that the [1 1 1] Burgers vectors are required for matching
the rest of the triangle. The OOP dislocations were not shown because there is no obvious
pattern. While they are not random, and they do affect the misorientation, it is difficult to
determine if the genetic algorithm model tends to select a similar pattern between runs or
whether there are multiple configurations that are similarly effective.
The OOP dislocations were included as a means to relieve strains in the tangential direc-
tion (perpendicular to the radial direction, i.e. changing θ but keeping r constant in polar
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Figure 4.17: Orientation comparison between the smooth model and the genetic algorithm using
only [1 1 1] and [1 1 1] Burgers vectors. (a) is the orientation data from the smooth model, (b) is
orientation data from the genetic algorithm, (c) is the misorientation between (a) and (b), and (c)
and (d) are the in-plane and out-of-plane dislocations, respectively, colored by Burgers vector. This
individual has a fitness metric of 5.08, an average misorientation of 1.36◦, and a dislocation density
of 3.72×1014 m−2. The low misorientation indicates that the [1 1 1] and [1 1 1] are sufficient for the
genetic algorithm model to match the orientation data of the smooth model.
coordinates). As the lattice rotates outward in two slightly different radial directions, the
misorientation between two adjacent areas eventually becomes too large to be accommo-
dated by elastic strains and a dislocation must be inserted. However, we do not explicitly
calculate elastic strains in our model, so existing OOP dislocations may not fully account for
misorientations in the tangential direction. If the misorientation for each pixel is computed
relative to the previous pixel and divided by the distance between them, this yields what we
call the misorientation gradient. Figure 4.19 shows a plot of the misorientation gradient for
both the smooth model, in Figure 4.19a, and the individual from Figure 4.14, Figure 4.19b,
both colored by their respective scale bars. In Figure 4.19a the misorientation gradient was
computed in the x direction and in Figure 4.19b it was computed in the tangential direc-
tion, perpendicular to the radial direction. Both Figure 4.19a and Figure 4.19b have their
maximum misorientation gradient in the same part of the triangle, but it is not clear why
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Figure 4.18: Orientation comparison between the smooth model and the genetic algorithm, run
using all 〈1 1 1〉-type Burgers vectors except [1 1 1] and [1 1 1]. (a) is the orientation data from the
smooth model, (b) is orientation data from the genetic algorithm, (c) is the misorientation between
(a) and (b), and (c) and (d) are the in-plane and out-of-plane dislocations, respectively, colored by
Burgers vector. This individual has a fitness metric of 13.64, an average misorientation of 11.1◦,
and a dislocation density of 2.54× 1014 m−2. The high misorientation indicates that the [1 1 1] and
[1 1 1] Burgers vectors are necessary for the genetic algorithm model to match the orientation data
of the smooth model.
the genetic algorithm model result, Figure 4.19b, has misorientation gradients that are so
much higher than those of the smooth model, Figure 4.19a. While most of Figure 4.19b
is below 5 ◦/µm near the top of the triangle there are several pixels that are at 20 ◦/µm,
in contrast with Figure 4.19a where the maximum is 3.5 ◦/µm. This may be because of
the spacing of the grid of points at which the orientation was calculated as well as the way
dislocations were bundled, so that reducing the bundle size to have more IP dislocations as
well as calculating the orientation at more points would reduce the pixel-to-pixel orientation
gradient. This would require only minor changes to the model but would take substantially
longer to compute. It may also be caused by something more fundamental in the model, such
as having separate IP and OOP dislocations, and that allowing dislocations to have both
IP and OOP components might reduce the misorientation gradient. However, this would
require substantial changes to the model, or possibly even a new model.
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Figure 4.19: A plot of the pixel-to-pixel misorientation gradient for (a) the smooth model and (b)
the individual in Figure 4.14, both colored by the same scale bar. This is a plot of the misorientation
between adjacent pixels divided by the distance between them. For (a) this is in the x direction and
for (b) this is in the tangential direction, perpendicular to the radial direction. The same regions of
both triangles have the highest misorientation but it is not clear why the misorientation gradients
are so much higher in (b) than in (a).
The dislocation densities generated by this genetic algorithm model are comparable to
GND densities in real systems taking into account the differences in orientation gradients
relative to their orientation gradients. For example, Kysar et al. [42] performed wedge
indentation on single-crystal Cu and Al, after which they observed orientation gradients of
up to approximately 0.4◦/µm, and GND densities ∼1013 m−2. The phase-transformed Ta
films have orientation gradients approximately an order of magnitude larger, about 4◦/µm,
and the dislocation densities generated by the genetic algorithm model are approximately
an order of magnitude larger as well, ∼1014 m−2. Demir et al. [59] deformed nickel by equal
channel angular pressing and observed orientation gradients slightly larger than those of the
phase-transformed films, ∼10◦/µm, and calculated GND densities slightly larger than those
of the genetic algorithm model, ∼1015 m−2. A key difference between the phase-transformed
films and the work by Kysar et al. and Demir et al., however, is that their samples are
61
heavily deformed whereas the tantalum films are not. It is unusual that our films have such
high orientation gradients, as a more typical magnitude for orientation gradients observed
in literature is ∼ 0.1◦/µm, whereas our films have orientation gradients of 4◦/µm. It is also
unusual that our films have any orientation gradients given that they are not mechanically
deformed materials, as nearly all orientation gradients reported in literature are caused
by deformation. Only Demir et al. [58] and Divinski et al. [92] have reported orientation
gradients comparable to those of the phase transformed films over a similar distance, but
in both cases the orientation gradients are caused by deformation. In Demir et al., the
orientation gradients are localized around the indentation site and do not extend past several
m into the sample, and in Divinski et al. the gradient is only in one grain, as compared with
the phase-transformed tantalum films which are not deformed and have orientation gradients
that occur throughout the entire film and are not localized.
The genetic algorithm model was constructed with the assumption that all IP dislocations
were in the same plane. This two-dimensional assumption is reasonable given that we only
have EBSD orientation data from the surface of the film. However, this microstructure is
so different from that of a standard thin film that it is likely that the orientation is not
the same throughout the thickness of the film, i.e. that there are orientation gradients
through the thickness of the film. This means that it may be useful to extend the model
from two dimensions to three, and allow the dislocations to no longer be in the same plane.
However, this might require essentially a new model and would need substantially more
knowledge about the microstructure of the phase-transformed films. It would be necessary
to examine orientation data from cross-sections of the film in order to determine whether
the orientation is the same on the surface as throughout the thickness of the film or whether
there are orientation gradients throughout the thickness of the film as well. This is necessary
because accounting for orientation gradients through the thickness of the film would require
substantial modifications to the model, or possibly the development of a new model.
This model has been successful where our parametrized Nye tensor approach for cal-
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culating GND densities has not partially because this model treats dislocations as discrete
and continuous, whereas our Nye analysis only takes into account adjacent pixels with no
consideration of how the dislocations in one pixel relate to those in other pixels. This is
because the Nye tensor uses a continuum approach to crystal plasticity [35], and therefore
provides no information on specific dislocations but instead can only determine generalized
GND density. That is, the parametrized Nye tensor approach requires that some particular
pixel must have some density of GNDs on each slip system, but there is no relation between
those GNDs and those in any other pixel. By contrast, the genetic algorithm model uses
specific, individual dislocations, instead of averaging at each pixel. This allows it to give
each dislocation a shape, which results in a dislocation structure that is easier to interpret
than just regions of high and low GND density.
The prevalence of these two dislocation types, as well as the consistency of their location,
suggests they could give rise to the orientation gradient microstructure. Baker et al. [32] have
proposed that there are two possible mechanisms that may introduce dislocations during
the phase transformation. One is that they are created to relieve stresses that arise at
the phase boundary during the transformation. The phase transformation causes a large
change in stress in the film, with the phase-transformed film at least 1 GPa more tensile
than the as-deposited film [24]. This is primarily due to densification of the film, as the α
phase is approximately 2.5% denser than the β phase [24]. This means that there would be
large shear stresses at the phase boundary, and in order to relax these stresses the α phase
may incorporate dislocations. If there were a particular Burgers vector and dislocation
character that best reduced the stress, this could lead to arrays of aligned dislocations.
As the phase front progressed throughout the film more dislocations would be added to
relax stress, resulting in a rotation of the lattice throughout the film. The other potential
mechanism that they suggested was that dislocations arise because of kinetic limitations on
diffusion during the phase transformation. The difference in density between the α and β
phase would result in the formation of a surface step at the phase interface whose height is
63
approximately an order of magnitude larger than the diffusion length of tantalum, given the
thickness of these films [24]. This would result in tantalum atoms at the surface of the film
attempting to diffuse downwards from β and attach to the α lattice, but being unable to
reach the appropriate location and instead creating extra half-planes in the α phase. As the
phase front moved through the film extra half-planes would continue to be added into the α
phase, causing the lattice to rotate. This mechanism can only produce edge dislocations.
The computed dislocation structure is consistent with both mechanisms. Our genetic
algorithm model includes two types of dislocations, those that lie in the plane and those
that are out of the plane. The stress-based mechanism could account for both types of
dislocations, while the kinetically limited diffusion-based mechanism could only account
for IP dislocations. The stress-based mechanism might be able to produce OOP screw
dislocations or IP edge dislocations in order to relieve the stress at the phase boundary.
It is also possible that this mechanism could produce mixed dislocations that are neither
entirely in or out of the plane of the film. The kinetically limited diffusion-based mechanism
could produce dislocations that are consistent with the IP dislocations but not the OOP
dislocations in the model. As the phase progressed and β atoms were unable to diffuse fast
enough to attach to the α lattice some of the planes of α atoms would not continue as the
phase grew, resulting in edge dislocations with Burgers vectors pointing towards up or down
through the thickness of the film.
In reality it is unlikely that the dislocations in the film would correspond directly to those
in the model, but more work is needed to determine the nature of the dislocations in the
film. Specifically, if cross-sections of partially transformed films could be observed in TEM
or EBSD with fine spatial resolution, that would yield information about the distribution of
dislocations through the thickness of the film. If cross-sections of partially-transformed films
showed OOP screw dislocations or mixed dislocations that were partially OOP and partially
IP that would suggest that the stress-based mechanism is more likely, and if they showed
edge dislocations entirely in the plane with their Burgers vectors pointing towards the origin
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of the α phase that would suggest that the kinetically-limited diffusion-based mechanism is
more likely. Film cross-sections would also determine if the film has the same orientation
throughout its thickness or whether the orientation changes vertically in the film.
4.6 Summary and Conclusions
When tantalum thin films are phase transformed from β to α they exhibit orientation gra-
dients as high as 4 ◦/µm over tens of µm. Dislocations must be present in order to account
for these orientation gradients, and we want to understand the dislocation structure in these
films in order to better understand the phase transformation. However, the only tool previ-
ously used in literature to analyze orientation gradients in terms of dislocations, calculating
geometrically necessary dislocation density with the Nye tensor, does not work well on our
films because of noise in the orientation data. We then made an analytical model that gen-
erates an artificial microstructure with smooth orientation gradients and which matches key
features of the microstructure of the phase-transformed tantalum films. However the Nye
tensor analysis of this model microstructure does not yield useful information because the
rotations in the model are not associated with dislocations, so we took the opposite approach
and created a genetic algorithm that generates dislocation structures that account for the
orientation gradients in the orientation data produced by the smooth analytical model.
The smooth analytical model generates orientation data in a radial manner by rotating
outward from a center starting orientation. The close match between the orientation data
it produces and EBSD orientation data from the phase-transformed film, validated by OOP
orientation maps and pole figures, shows that this radial process can account for observed
orientation gradients. Pole figures of the smooth analytical model data also show that the
model is able to reproduce twin-like behavior present in the film orientation data. The ge-
netic algorithm model then uses these data to evaluate the dislocation structures it generates
by computing what orientations each dislocation structure would cause and then calculating
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the misorientation between its orientation data and those of the smooth analytical model.
By minimizing this misorientation as well as dislocation density, the genetic algorithm consis-
tently converges on similar dislocation structures with similar misorientation and dislocation
density values across multiple runs. The genetic algorithm model also consistently selects
two dislocation types, [1 1 1] and [1 1 1], which are shown to be necessary for the orienta-
tions produced by the dislocation structure to match those of the smooth analytical model.
The dislocations in the model have also been linked to proposed mechanisms in the phase
transformation that could produce the orientation gradient microstructure.
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Chapter 5:
Conclusions and Outlook
We have obtained a dislocation structure that produces an orientation map that closely
matches the phase transformed microstructure. In doing so we have developed two mod-
els, one that produces orientation data that closely match the microstructure of a phase-
transformed film, showing that it is possible to generate this structure in a radial manner.
The other model developed was a genetic algorithm that produced dislocation structures
capable of accounting for the orientation gradients produced by the first model. The genetic
algorithm model consistently generates similar dislocation structures, with most (∼80%)
[1 1 1] and the rest [1 1 1], that produce an average misorientation of less than 2◦ from the
first model.
There are two directions that future work could go, theoretical and experimental. For
theoretical work, possibilities include examining mechanisms of the phase transformation in
more detail to determine how they correspond to the dislocation structure produced by the
model, specifically the alignment of burgers vectors; revisiting the parametrized Nye tensor
analysis using only the two [1 1 1] and [1 1 1] slip systems from the model; and performing
molecular dynamics simulations to determine how the α phase grows, and how this could
affect dislocations in the film. For experimental work, possibilities include examining the
film in TEM or high-resolution EBSD, both the surface and in cross-section, for fully and
partially phase-transformed films, as a way to determine the actual dislocation structure
in the films, how the phase front moves through the film as it transforms, and how this
affects the dislocation structure of the films; and investigating other materials for which
there have been reported metastable phases similar to tantalum, specifically tungsten [93],
chromium [94], and vanadium [95], to see if these materials also develop orientation gradients
when phase transformed.
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