Abstract-We present a distributed self-reconfiguring robot system with unit-compressible modules called the Crystal robot. A new design for the Crystal is presented that decouples the x-axis and y-axis actuation, has on-board sensing, and has point-to-point communication. We also describe a suite of distributed control algorithms for this type of robot and associated experiments for each algorithm. Several of the algorithms presented are instantiations of generic distributed algorithms for self-reconfiguring robots. Specifically, we present an algorithm for distributed goal recognition, two new distributed locomotion algorithms designed for unit-compressible actuation, and a new generic division algorithm. We also present the integration of a locomotion algorithm with distributed goal recognition, allowing the robot to reconfigure and recognize the achievement of its goal, all without the use of a central controller. For all of these algorithms, we describe the implementation, sketch correctness analysis and present experimental data. Our experiments empirically verify the usefulness of our distributed algorithms on a self-reconfiguring system.
I. Introduction
Self-reconfiguring modular robots have the ability to reshape themselves into a wide variety of configurations to accomplish diverse tasks, such as locomotion through small passages, climbing tall obstacles, and moving while supporting large payloads. These robots usually comprise a large number of independent modules, each equipped with on-board processing, forming a distributed system. Some of the most interesting applications of modular robots will employ thousands of modules working together. Such robots constitute ultra-high degree of freedom systems that are extremely versatile. Versatility makes these robots especially useful for tasks in unknown environments, where it is hard to say ahead of time what the robot will have to do and when it will have to do it. There are three key features that make such robots useful for operations in unknown environments: the ability to operate under uncertainty, the ability to move on unknown terrain, versatility and adaptation to multiple tasks.
Development of functional self-reconfiguring robots is a significant challenge. Hardware must be designed and built that is capable of self-reconfiguration and autonomous operation, and supporting algorithms must be developed that can confer upon the hardware the ability to change shape. In particular, we are interested in systems (hardware and software) that operate without a central controller or common communication channel. In this paper, we present a design for a self-reconfiguring robot module, along with distributed algorithms (both in the abstract and instantiated to our system) and associated experiments. Several types of modules and actuation mechanisms that can support self-reconfiguration have been proposed [8] , [17] , [18] , [19] , [24] , [26] , [21] . In our previous work we proposed a module capable of 3D self-reconfiguration by using a rotation-based actuation called the robotic molecule [9] and a module capable of self-reconfiguration that uses scaling-based actuation called the Crystal [20] . The Crystal robot has gone through two design phases. The original design was described in [20] . Based on our experience with this module we refined the design to add an extra degree of freedom, sensing, and distributed systems support through point to point communication. Both versions of the Crystal hardware are shown in Fig 1. Our new design is detailed in this paper.
The key algorithmic question for self-reconfigurable robots is the planning and control problem: how should the modules move relative to each other in order to achieve a static or dynamic goal shape, or to move in a desired way, and how to do it efficiently. We have already developed several centralized planners for self-reconfiguring robots [9] , [20] , [11] . Some of the most interesting applications of this work will employ thousands of modules working together. The off-line planning algorithms proposed above move one module at a time and may be too slow and impractical for controlling lattices made of thousands of modules. In this paper we discuss distributed planners that are scalable, support parallelism, and are better suited for operation in unstructured environments.
Distributed algorithms are naturally suited for controlling self-reconfiguring robots because they take advantage of modularity, allowing the system to be more robust to failures of individual modules and communications, and supporting partitioning of the robot. Several distributed algorithms for self-reconfiguring robots have been proposed, including locomotion for string-type robots [22] as well as reconfiguration of 2D robots (such as the Fracta system [23] , the system of Hosokawa et al. [8] , and the PacMan algorithm for unit-compressible systems [1] ) and 3D structures (such as the Proteo system [27] ). Many of these works have also included hardware implementation. This paper presents the first distributed implementation of locomotion or division on lattice-based systems.
In our recent work [3] , [4] we proposed a set of distributed algorithms for several tasks: (1) locomotion, where the modular robot can implement a tumbling gait that conforms to the terrain geometry; (2) self-replication, where the robot can divide itself into smaller autonomous robots, for example to explore the terrain in parallel, and (3) merging, where two autonomous modular robots can connect into a larger robot, for example in order to climb taller obstacles. These algorithms use local information only and are inspired by a cellular automata approach. For each task we designed a set of rules. Each module of the robot tests the same set of geometric rules with respect to its neighborhood to decide what action to take. The resulting control algorithms are distributed, efficient, and provably correct [3] , [4] . These algorithms are also generic in the sense that they apply to an abstract model for self-reconfiguring robots, where individual modules on the robot have the ability to traverse a planar surface composed of identical modules and to make convex and concave transitions between surfaces. Most existing self-reconfiguring robots [8] , [9] , [16] , [18] , [24] fit this model.
In this paper we start from the generic algorithms developed in [2] , [3] , [4] and show how they can be instantiated to unit-compressible systems such as the Crystal robot. This instantiation is challenging because the actuation mechanism of unit-compressible robots more naturally supports movement through the volume of the robot rather than on its surface. We discuss in detail the control algorithms for distributed robot locomotion and division. Each module can sense its local neighborhood structure, communicate with its neighbor, and perform some simple computations to evaluate the control rules. We also discuss an implementation of these algorithms on the Crystal robot and present data from extensive hardware experiments performed with a 15-module Crystal robot.
A. Related Work
Our research builds on the ground-breaking work of [7] , [15] , [18] , [25] who introduced the first robot systems capable of self-reconfiguration. Several hardware systems for self-reconfiguring robots have been proposed previously [6] , [9] , [16] , [17] , [24] , [26] , [21] . This work is focused on designing the basic module and the multi-module system support. The actuation mechanisms for these previous robots is generally rotation-based [16] , [18] , [21] , [24] , [26] and the connection mechanisms are either mechanical [16] , [21] or magnetic [9] , [15] , [18] . The resulting robots can aggregate in lattices [9] , [16] , [15] , [18] , [24] or chains [21] , [26] (or both, in the case of [17] ). Most modules have at least some processing on board, and several systems are intended to be operated without central control [21] , [26] (including the new Crystal presented here).
Previous approaches to planning and control include both centralized [5] , [20] , [28] and decentralized algorithms [1] , [8] , [12] , [13] , [22] , [23] . Centralized algorithms such as those of Yoshida et al. [28] and Kotay [10] are able to achieve complex behaviors on systems with several degrees for freedom per module. However, these have the obvious drawback of requiring all knowledge and processing to be accumulated in a central location. The result of these algorithms are sequences of movement in which only one module moves at a time, although the sequences can be postprocessed to be parallelized as described in [11] . Among decentralized algorithms, several have been proposed for specific systems. These algorithms are sometimes limited by the class of tasks or shapes that can be achieved or a lack of guarantees about correctness. A shape assembly algorithm proposed by Tomita et al. [23] can achieve arbitrary robot shapes, but cannot easily perform reconfiguration. Yim et al. [27] propose an algorithm for reconfiguration, but cannot guarantee convergence due to the local nature of the control. Stoy et al. [22] present a set of distributed locomotion algorithms for a string-type modular robot, but these require synchronization among the modules. In our previous work [1] we have developed a distributed algorithm for self-reconfiguration that results in distributed actuation sequences with correctness guarantees. We have also specified goal recognition [2] , locomotion [3] and division and merging [4] algorithms for generic lattice-based system geometry, and have shown their correctness. In this work, we implement these algorithms on the Crystal to show their practicality in an operating distributed robot system.
B. Outline
This paper is organized as follows. Section II describes the second generation Crystal robots, including the module design and support for distributed operation using pointto-point communication. Section III contain the main algorithmic and experimental contributions, including distributed goal recognition, locomotion, and self-replication. For each topic, we present the algorithm, discuss the implementation of the algorithm on the Crystal hardware and present experimental data.
II. The Crystalline Atom
The Crystalline Atom (or Crystal) is a unit-compressible self-reconfiguring modular robot. It actuates by expansion and contraction of individual modules, which together with connection and disconnection allows the robot to change shape as well as locomote. Each module consists of a central core and four faces that move in and out relative to the core to perform expansion. An expanded module is ex- actly twice the size of a compressed module, which aids in reconfiguration and planning.
The original version of the Crystal [20] had a single degree of freedom for expansion, so that all four faces expanded and contracted together. Each module had its own processor to control actuation, but synchronization was performed through sensing an external beacon -modules had no ability to communicate directly with each other. In the new version of the hardware, the expansion has two degrees of freedom as well as inter-module communications. In fact, in the current version, there is no facility for global communications, so all operations must be performed in a distributed fashion. The old and new prototypes are pictured together for comparison in Fig. 1 . In this section, we describe in detail the hardware components, electronics and fabrication of the new modules, as well as the communications infrastructure developed to enable the execution of distributed algorithms and experiments.
A. New Crystalline Hardware
The second-generation Crystal module, shown in Fig. 2 , incorporates several important new features including an additional degree of freedom for actuation, inter-module IR communication capability and sensor inputs. A central control beacon is no longer present to coordinate behavior. Thus, the robot control is now done in a purely distributed fashion. The North/South and East/West faces are independently actuated, so the degrees of freedom increase to four (two for expansion/contraction, and two for connectors on active faces). In addition, several features have been improved over the first version, including stiffening of the linear bearings that align the faces during actuation, more powerful motors to perform actuation, and a faster processor with more memory and I/O capability. Each atom's on-board electronics provide computation, IR communication, sensor inputs and motor control. The processor is a Hitachi HD64F3644H running at 10 MHz, which includes 32KB of EEPROM for program storage. Analog inputs to this chip are brought out to a small connector so that various sensors (analog or digital in nature) can be attached. Digital outputs control motor drivers that perform actuation, and an additional digital output powers an LED for rudimentary debugging.
Communication is implemented with asynchronous serial over IR components on the Crystal faces. Each module face contains an IR emitter and detector that allow modules to communicate at distances of up to 10 cm. These components are connected to a dedicated Maxim Max3100 UART in the core, so a unit can talk with all neighboring units essentially simultaneously. The UARTs communicate at 1200 Baud and have an eight-word hardware FIFO. Synchronous serial communication is used between the processor and the UARTs.
Each face is connected to the core circuit board with a flexible ribbon cable, so that the cabling exerts minimal force on the face during expansion and contraction. Four 3V Lithium batteries (one in each face) power the unit and enable fully untethered operation. Code is downloaded to the processor though a serial interface, then executes as soon as the unit is powered on.
The expansion/contraction mechanism uses a rack-andpinion to actuate each pair of module faces. Two MicroMo motors are mounted coaxially in the module core, with pinion gears mounted directly on the motor output shafts. Racks connected to opposing faces mate on opposite sides of a pinion such that each motor drives two faces simultaneously. Shaft encoders built into the MicroMo's housing generate interrupts that allow the processor to detect when the face is fully expanded or contracted.
Modules attach to each other at their faces, using channel-and-key type connectors. Each module has two faces with active connectors, and two faces with passive connectors. Passive faces simply contain a channel that accepts a bar from an active face. The active face can rotate the bar a quarter-turn, locking the two modules together, and unlock the modules by reversing the rotation. Lego mini-motors are used to actuate the active faces.
Dimensionally, this Crystal prototype is slightly larger than its predecessor. Expanded size is 5.2 inches square, and contracted size is 2.6 inches square. Overall height is 7.4 inches with a weight of 18 ounces. Fifteen modules have been constructed so far.
B. Communication Infrastructure
Communication is the key component for providing the system support for distributed control in Crystal robots. To this end, we developed a message passing infrastructure on top of the Crystal's communication capabilities. Each unit maintains a message queue, and can post messages to neighbor modules. A module's program is then centered around a message loop, similar to the message loop in modern windowing systems. In each iteration, the processor polls each UART for incoming messages and adds any new messages to the queue. It then takes a message from the queue and processes it according to the appropriate message handler. Since each UART has its own FIFO, the UARTs still can receive data while the processor is busy handling messages. Because the processor speed is much faster than the UART transmission rate, the risk of the UART FIFOs filling up before they get serviced by the processor has not been an issue.
Library functions were developed to handle the synchronous communication between the processor and UARTs in both directions. Polling of the UARTs is done with a single library call, so that the creation of the message loop is trivial. For these library functions, we have assumed that all messages will be two bytes long (although the content within the two bytes is message dependent). This limit was imposed to allow the system to be able to receive four messages from each direction before the UARTs are polled, although future messaging infrastructure (and interrupt-based communication) will allow us to relax this restriction. For all the algorithms and robot sizes presented here, this message size limitation has not been problematic.
While the messages used by any given algorithm are necessarily specific to that algorithm, there is a common boot sequence that is used (with some algorithm-specific adaptations possible). A boot sequence is required since the modules must be manually switched on one at a time, so that when a module starts its program, it does not initially know whether its neighbor units are powered on. To solve this problem, we use a special message called system init. This message is initially generated only after all modules have been powered on, and can be sent at later times to effect a software "reboot." This message is created by one module that has a switch. The system init message handler propagates the message to all neighbors, and also recognizes each neighbor from which it received a system init. Any initialization of algorithm-specific global variables is also done in this function. If further system inits are received, they are ignored. However, to enable later soft reboots, there is also a pre init message to set a state bit that is cleared by system init. This allows a module to realize when a system init (or pre init) is a duplicate and when it indicates a new reboot of the system.
Using this infrastructure we implemented the distributed algorithms by defining a set of message types and creating message handlers for each message type. In general we have maintained a common format for the messages, so that additional common library functions can be used. In particular, the lowest four bits of the message are reserved for the message type, and the highest two bits are reserved for the direction from which the message was received. These data can be extracted from the message with a bit mask, and providing library functions to perform the bit masking leads to less propensity for coding errors. The data can take up the remainder of the message and be in whatever format is necessary for the particular message or algorithm (in many of our algorithms, the data format is consistent over all message types). An example of a message from the distributed goal recognition algorithm is given in Fig. 3 .
III. Algorithms and Experiments
The development of the new Crystal hardware and communication infrastructure has enabled us to implement and test several distributed algorithms for this system. In fact, since there is no central communication or control capability, all testing of the system must be done in a distributed fashion. This allows us to test the validity of our distributed algorithms in a truly asynchronous context, in which modules are powered up at different times, have different actuation speeds, and have no way to share data except via the passing of messages (all issues that are easy to forget about in simulation).
We begin by discussing the challenges of distributed decision making. The focus here is to ask, "how does a collection of connected robotic modules make consistent decisions?" This is hard especially since the modules have access to local information only. They can detect their neighbor set and can talk to the neighbors. Problems of this nature are discussed in detail in [14] . However, the problem is complicated in self-reconfiguring robots since modules move relative to each other at each step, so that the connection topology of the robot changes all the time. Although we have not solved the distributed decision making question fully, we provide a distributed solution to recognizing whether or not the goal shape for the robot has been met in Section III-A. In the goal recognition algorithm, the modules collectively determine if their geometry matches a specified goal shape. Later on, in Section III-A.3 we illustrate how the goal recognition communication protocol can be used coupled with actuation for dynamic self-reconfiguration.
The rest of the section discusses two other types of algorithms. The locomotion algorithm (Section III-B) produces inchworm-like motion to move the robot group forward, using only local information. The division algorithm (Section III-C) splits a robot group into two separate groups of equal size that have the same functionality as the original robot. We focus on division to support locomotion-each of the resulting smaller robots can then walk away from the other. For all algorithms, we present the results of experiments on several different shapes to show how the algorithms operate independently of the robot shape.
Of the algorithms presented in this section, the goal recognition and division algorithms are generic, in that they can be specified for an abstract model of a modular robot regardless of its actuation. We have presented these algorithms in previous work [2] , [4] . Here we present their instantiation to the Crystal system, including all messages required as well as the interactions with the actua- tion, where appropriate.
A. Goal Recognition
The general goal recognition problem asks whether a modular robot's configuration matches a particular goal shape. Systems under consideration are constructed from homogeneous modules and their configurations can thus be represented as a binary matrix, with 0 corresponding to empty space and 1 corresponding to space occupied by a module. This representation leads to the following problem formulation: given an oriented goal matrix G and a modular robot A, determine if A's configuration matches that specified by G. We assume that the robot is a purely distributed system comprising modules that have local communication, limited processing power and memory, and that form a lattice. To simplify presentation, we consider square (in 2D) and cubic (in 3D) module shapes, but the algorithm works with other shapes as well.
Our solution to distributed goal recognition is based on a technique we call a trace. Intuitively, a trace is a tour of the modules of the robot matched at each step against the goal matrix. Consider the situation where one module is assigned a position in the goal matrix. If the matrix has a 1 in that position, then the module is considered valid. That module then passes a message to a neighbor, including an indication of the matrix position corresponding to that neighbor. This new module then decides whether it is valid, and so on. If any modules are not valid, then the trace is said to fail. Conversely, if all modules are valid, then the trace is said to succeed, and under certain conditions this implies that the robot is positively in the goal configuration. In particular, if the number of modules in the robot and in the goal matrix are the same, and both are fully connected, then a successful trace is both necessary and sufficient to solve the goal recognition problem. Of course, the problem remains as to how any module knows whether all other modules are valid. We approach this differently in 2D and 3D, but in both cases the message passing policy guarantees that the module originating the trace eventually receives the "answer."
The main idea of our algorithm is for multiple modules to initiate traces in parallel, each testing themselves against the same well-known position in the matrix. We call this position the anchor, and arbitrarily define it as the upperleft corner (in 3D, forward upper-left) of the target shape. The modules find this position by scanning the matrix for the first 1. In 2D, a module matching this local configuration would have no north or west neighbors, so any such physical module is called special and knows to initiate a trace when the algorithm begins. At most one trace will succeed, and the winning module then sends a global message. If all traces fail, however, then the situation is slightly more complex since no single module has enough information to discern global failure. If at least one module knows that all traces have failed, it can then propagate a global failure message. Therefore, when a trace fails, its originator sends a failure message that acts as a "meta" trace. Any special modules that receive this message hold it until their respective traces fail, then send as normal. When the module gets the meta-trace back, it knows that all other traces have failed and it can propagate the global failure message.
Since the algorithm is distributed, the method of signaling the algorithm's result is not immediately clear. If the algorithm is used as a subroutine in a larger context, then the first module to attain the global answer could return the result. In this case, however, we are working with goal recognition in a stand-alone fashion so we choose to simply propagate the answer throughout the system and program the modules to execute a predefined behavior to signal success or failure.
This algorithm has several nice properties. First, it is distributed and avoids the concept of a supermodule. It also requires less space than simpler solutions. For example, one such simple approach would be that each module broadcasts (through local message passing) its ID and the IDs of its neighbors. When one module has received a message from all modules, it builds a connectivity graph, converts it into a binary matrix, and compares against the goal matrix to compute the answer. That solution requires linear space in each module, or O(n 2 ) space overall versus our algorithm which requires only linear space overall. Our solution also requires fewer messages. We now describe the algorithm in detail.
A.1 Goal Recognition for Planar Robots
In two dimensions, note that if the target shape has no "holes," and the number of modules in the robot and target are equal, then a trace needs only to compare the perimeter modules against the goal. This is easily accomplished by passing the trace messages according to the right-hand rule. We use the reverse order for convenience so a more accu- rate term would be left-hand rule. Passing messages along the perimeter also insures that the trace message always returns to the originator after being seen by all perimeter modules. Modules pass messages around the perimeter using a LeftHandPass function that takes the direction of the incoming message and sends to the next module in a clockwise direction (potentially the previous sender).
The algorithm begins when a message (gr start) is generated from an outside source, such as an outer algorithm using Goal Recognition as a subroutine, and is propagated through the system. Special modules initiate traces in response to the start message, and a successful trace generates a success message. Failed traces otherwise generated meta-traces, eventually resulting in a global failure message. Behavior to signal success or failure could be implemented as a return to the calling algorithm. Pseudocode for the algorithm, listed as a series of message handlers, is given in Algorithm 1.
Examples with only one special module are given in Figure 4 . Part (a) shows a simple shape. Once gr start is received, it propagates through the robot. Meanwhile, m 1 initiates a trace message, which is valid for each module. When the trace returns to m 1 , gr success is sent and the robot signals success. In (b), the trace fails at m 2 and trace fail is sent. Module m 1 receives the trace fail, sends the meta trace, and then follows with gr failure. Figure 5 is a more complex example with multiple special modules.
The correctness proof for this algorithm is detailed in [2] . In short, we show that traces will always return to the initiating module, and that comparing the actual robot perimeter to the goal always gives the correct result. We analyze the time and space requirements as follows. The total number of messages is O(sk) trace messages(s traces of k messages each), where s is the number of special modules and k is the number of modules on the perimeter, plus O(n) messages for propagating the solution, or O(n + sk) total. Since s < k <= n, the overall upper bound on number of messages is O(n 2 ). Since messages are sent in parallel, the time requirement is linear in the number of modules. The space requirement is constant per module, or linear overall.
A.2 Extensions
By modifying the trace message, the algorithm is easily extended to handle 2D shapes with holes, as well as arbitrary 3D geometry. To test for holes, we can simply send the trace through the entire structure instead of just around the perimeter. Alternatively, the new trace can be delayed until after a perimeter match is found in order to reduce the number of added messages. This modification also allows the algorithm to work with 3D shapes with holes, although another change is required for global failure detection. Each special module compares the number of trace messages it sees to the number of trace fail s. When the trace fail count reaches the trace count, all traces have failed and the robot shape does not match the goal. Note that these extensions do not increase the asymptotic running time of the algorithm. Using the communications infrastructure described in Sec. II-B, we implemented 2D Goal Recognition on the Crystal robot hardware. Implementation entailed constructing message handlers for the six message types defined in Algorithm 1. Adding the two message types used in startup, the total number of message types required was eight.
We executed the 2D Goal Recognition algorithm using various configurations of the Crystal robot. Data is given in Table I . Most trials were successful. Failures were due to failed connections in the initialization sequence. We hope to address this issue with a new connector design.
The next experiment we conducted investigated the behavior of our Goal Recognition algorithm as a subroutine of a simple reconfiguration algorithm. One column of modules was programmed to "inchworm" along a fixed group of modules (using a variation of the Attaching locomotion algorithm presented below) and automatically initiate Goal Recognition at the end of each inchworm step. Reconfiguration halts when the robot recognizes achievement of the goal shape, in this case a rectangle. Preliminary results indicate that Goal Recognition runs much faster than actuation, although we would like to use Goal Recognition less often during reconfiguration.
B. Locomotion Algorithms
One of the fundamental tasks of any self-reconfigurable robot system is locomotion. On most lattice-based systems, locomotion can be performed by having individual modules move over the surface of the group from the back to the front in a tank-tread-like pattern. In unitcompressible systems such as the Crystal, however, no single module can move relative to the group without help from other modules, and so a different specialized technique is required. In previous work, we have described various locomotion techniques for the Crystal that operate in a centralized fashion to coordinate the modules. Here we present distributed algorithms which achieve similar performance with only local information available to each module.
To perform locomotion, we have developed two new related algorithms for unit-compressible systems. One produces inchworm-like motion to perform locomotion on a stand-alone group of modules, taking advantage of friction with the ground to move the group forward. The other is similar in nature, but allows a small group of modules to move relative to a larger group while staying connected in a lattice formation. This latter algorithm also allows the group to perform certain reconfigurations.
Both locomotion algorithms (as well as the division algorithm described in Sec. III-C) are based on a set of rules that test the module's relative geometry and generate expansions and contractions as well as messages that modules send to their neighbors. When a module receives a message from a neighbor indicating a change of state, it tests the neighborhood against all the rules, and if any rule applies, executes the commands associated with the rule. Both algorithms are designed to mimic inchworm-like locomotion: compressions are created and propagated from the back of the group to the front, producing overall motion.
The Stand-Alone algorithm is the simpler locomotion algorithm, and is presented as Algorithm 2. In our algorithm listings, we give a module's global state variables, the message types it can send and receive, and the procedures that are called from the message handlers (including the rules of the algorithm). The overall idea behind Stand-Alone locomotion is that at any given moment, the majority of the modules are stationary, so that the remaining modules will move relative to the majority. In addition, the motion is specified such that two adjacent modules will move together, minimizing the net force to the other modules. A schematic storyboard of this algorithm is given in Fig. 6 . The "tail" module contracts first and signals its forward neighbor to contract. Each module expands after contraction, so that the contraction propagates through the robot. When the contraction has reached the front of the group, the group will have moved half a unit forward (in theory; empirical results are given in Sec. III-B.3). Depending on context, once the leader of the group has contracted and expanded, it can then send a message back to the tail to initiate another step.
In contrast, the second algorithm (which we call Attaching locomotion) is more efficient, in that more than one module can be contracted at one time. In addition, it can be successfully performed by as few as two modules, and is guaranteed to achieve the theoretical performance in terms of distance traveled per actuation cycle. However, the modules must attach to a row of fixed modules (or have some other way to firmly fix themselves to the environment). The basic idea is that instead of a single contraction propagating from the tail to the head, many contractions can exist at the same time as long as there is one stationary atom (i.e. attached to the fixed group) between each con-Algorithm 2 Distributed Stand-Alone locomotion. traction. In this way, no contraction can counteract the effect of another, as could be the case if multiple contractions were present in the stand-alone case. To implement this behavior, the connection state of an atom must be passed along with its expansion state. In addition, a module must test conditions for its forward neighbor as well as its backward neighbor to determine if it is safe to contract, and so several additional rules are required compared to the stand-alone case. However, the basic form of the algorithm remains the same.
B.1 Analysis/Extensions
Both locomotion algorithms can be proven correct (i.e. that they produce locomotion in the intended direction). This is done by noting that only the tail can contract at first, followed by each other module in turn. Since each contraction must be triggered by a state message, no module will contract until it has the proper information, but once it does contract and sends a message forward to that effect, the contraction will always propagate.
Algorithm 2 is specified (and analyzed above) for a single column, but can be extended to convex shapes by selecting one column as a master column. When a module in the master column actuates, a message is passed across its row that causes all modules in the row to actuate simultaneously. This is effective since communication is much faster than actuation, and the modules not in the master column have no other responsibilities that could cause communications lag. This allows for correct locomotion for any convex shape, as shown in the experiments below.
B.2 Hardware Instantiation
The ability to perform distributed locomotion depends on the modules passing their state to their immediate neighbors. The communication infrastructure enable this by allowing us to define a state message, which indicates whether the module is expanded in the direction of motion and (for the Attaching algorithm) whether it is connected to a fixed module. This information (along with the message type) easily fits within the two-byte limit. The other message required is the inch message, which tells the robot to begin locomotion, and includes the desired direction of travel. The inch message is sent from an external source to initiate the locomotion, and is also sent by the head module to trigger another step (when desired). Together with the soft-boot sequence described in Sec. II-B, these algorithms therefore use only four message types to perform locomotion.
B.3 Results
Our first set of experiments attempted to empirically determine the effectiveness of the Stand-Alone locomotion algorithm. We tested single-row inchworms on different surfaces as well as more complex shapes (see Fig. 7 ). We found that with at least four modules in each row, the locomotion proceeds well, although its exact amount of progress is dependent on both the surface and the individual modules in the group. That is, if there is any differential in the friction under the various modules, or if the modules actuate at different speeds (due to internal friction variance or other irregularities), the locomotion will not move as far as the theoretical distance. In addition, since the double-row group requires modules to expand and contract synchronously, it was necessary to ensure that adjacent modules were reasonably well matched to avoid developing excess stress within the Crystal.
In all experimental setups, we found that along fairly smooth surfaces (plexiglass and painted metal) the actual distance was 80-90% of the theoretical for five-module rows, and nearly as good for four-module rows. These results held for both single-and double-column groups, as can be seen in Table II . The last row in this table is an interesting case -since the top and bottom rows are only two modules long, they work against the overall locomotion, and in fact this robot walked much more slowly than the other groups.
Finally, experiments with the Attaching algorithm verified that it could achieve the theoretical distance while using parallel motions within the group. However, there were some difficulties with the experimental setup. Specifically, we attempted to use a "wall" of fixed passive connectors for the modules to attach to, but they proved insufficiently compliant for reliable connection. Using other modules proved somewhat more successful.
C. Division Algorithm
One of the strengths of a self-reconfiguring modular robot is that it can potentially divide up into smaller robots (a) (b) (c) Fig. 7 . Photos of locomotion experiment for the blob shape mentioned in the bottom row of Table II . In (a), the leftmost column is contracted, and in (b) and (c) the following columns contract to make the group walk to the right. to perform tasks in parallel. Particularly for exploration or surveillance tasks, a large number of small robots may allow for greater efficiency, although this may need to be balanced against greater capability of larger robots. In [4] , we presented algorithms with which generic 2D and 3D modular systems can divide up into multiple groups in order to more efficiently explore their environment. Since these algorithms do not rely on a specific actuation model, they can be directly applied to the Crystal. In addition, the division process does not rely on synchronization of the modules, so it can be performed in hardware without requiring the addition of any global synchronization. The algorithm for division is listed in Algorithm 3. At a high level, the system can divide due to a command from an outside source or based on a sensor reading in a particular module, after which the two groups can locomote in opposite directions. In each case, a message to that effect is broadcast through the system. For this discussion we assume that the robot is to split into a northern group and a southern group. When a module at the north end of the group receives this message, it chooses to be in the northern group, and sets a signal variable to 0 to indicate that it is at the edge of the group. A module adjacent to this one will note its neighbor's new direction and set its heading to follow the neighbor north, but incrementing the signal (to note that it is one atom further from the edge of the group). This process continues until the two groups meet (not necessarily in the middle). At this point modules may continue changing their heading until the signal levels equalize, at which point the two groups are known to be about the same size, and they can disconnect and move apart.
The use of the signal within the group allows us to show the correctness of this algorithm (detailed in [4] ). Regardless of the relative propagation delays of the state messages, no module can initiate actuation until it sees equal signals in itself and its neighbor. This in turn guarantees that the modules divide into two groups of equal size.
C.1 Implementation
In order to enable division, we have added additional state to the data that is passed between modules, but no additional message types are required. This is because the (a) (b) (c) Fig. 8 . Photographs of recursive division experiment, in which (a) an initial group of 12 modules locomotes, (b) splits into two groups of six modules each, and finally (c) each smaller group splits into two groups of three modules each, with all four groups performing locomotion.
current implementation assumes that locomotion will only occur in the north and south directions, and so an inch message with an east or west direction is interpreted as a split message. Extending this to the general case will require the addition of a split message type, which will include the direction in which to make the division.
Since the division rules depend on the heading and signal levels of neighbor modules, these data are added to each state message. As long as the signal level does not exceed 15 (since the current prototype has only 15 modules, this is certain), these data still fit within the two-byte message limit. When a module sets or changes its heading, it immediately sends out its new state to its neighbors to ensure that all modules will receive the necessary data to trigger the division rules. In addition, when a module decides that it is at a valid division point, it will disconnect from its neighbor in the other group only if it has an active connector in that direction. Its neighboring module with the passive connector at the division point will also note that it is at the division point, and simply (and correctly) assume that it will be disconnected from.
C.2 Experiments
We performed division of groups of six, eight and ten modules in a single column, as well as a rectangle of 2×6 modules, both from a static configuration and during locomotion. In all cases (ten trials for each robot size, and regardless of preceding locomotion), the robot divided into two equal-sized groups which then walked apart from each other. In addition, we also performed recursive division experiments in which an initial column of 12 modules was commanded to divide into two groups of six, after which each of those groups was commanded to divide again. This also worked correctly, resulting in four locomoting groups of three modules each. Photos of this experiment are shown in Fig. 8 .
IV. Discussion
These experiments were the first significant repeated tests of this particular type of untethered modular robot. They were largely successful, in that we were able to successfully perform distributed communication and actuation to achieve specific tasks without any central control using on-board processing and power supply. During the course of the experimentation, we learned several things which we plan to incorporate into future versions of the system. In particular, the connectors are not rigid enough to support some types of reconfigurations, the power consumption could be greatly reduced, and a more general communications protocol would allow for greater algorithmic capability.
In the first prototype of the Crystal, the faces themselves were not particularly rigid, and so compliance in the connectors was not noticed in the overall performance. However, the new Crystal uses better bushings to keep the faces more rigidly aligned during expansion. This means that alignment tolerances are now limited by the connector stiffness. The lock-and-key style of connector is advantageous in that it can fit in a very small space (the faces of the Crystal are only 8 mm thick), allows two module faces to slide along each other when not connected, and uses very simple parts (the key can be directly driven by a gearmotor). However, it does not have much tolerance for misalignment (≈3 mm laterally and ≈1 mm of separation, and virtually no vertical misalignment). In addition, in order to decrease the potential for jamming, the keys must be slightly undersized relative to the slot, but this allows for them to wobble.
We have done initial design on a new style of connector, inspired by the use of the gripper-style connector used in the Molecule [9] . In our new design, the active face has two arms that are geared together like a two-fingered gripper. When disconnected, the arms fold flat against the module face, so that the module can slide along another module. To connect, a motor turns these arms to grip a pair of V-shaped slots in the passive face. This allows for a significant amount of misalignment both laterally and vertically. Also, by insisting that the arms go significantly past perpendicular to fully connect, they will also be able to grab a passive face from a distance and pull the two modules together into close contact. This will ensure that the modules maintain their lattice formation. To actuate the connector, a gear train will be required to place the driving motor in the face above or below the connector hardware, but we believe that the increased value of the connector is worth the small added complexity of its actuation. In particular, the reconfiguration with goal recognition experiment described in Sec. III-A.3 uses a long column of moving modules, as does the Attaching locomotion algorithm, and these would become much more reliable with the new connector.
In terms of power consumption, the processor consumes a considerable fraction of the overall power budget. Since each module spends much of its time waiting for messages (even during active experimentation as described in this paper), it would be advantageous to put the processor in a low power mode when possible. The processor used has several sleep modes available, some of which use as little as 1% of the nominal current. Currently, we never put the processor to sleep, since it needs to regularly poll the UARTs for messages. With different construction, the UARTs can generate interrupts when messages arrive, avoiding the need for polling. This design would lead to an order of magnitude improvement in processor power consumption. Even so, the current battery life is 10-20 hours during experimentation, which is reasonable for a prototype design.
Finally, although the communication protocol was sufficient for the various algorithms presented here, the twobyte message size constrains the range of algorithms that can be implemented. For instance, in the goal recognition algorithm, we would like to transmit goal matrices (which could be hundreds of bytes) dynamically. The ability to have arbitrarily large messages would allow code to be transferred between modules to enable rapid reprogramming of the entire system. Also, development of such a protocol would require handshaking between modules which would allow for error detection and recovery, making overall algorithm performance more robust.
V. Conclusion
In this paper, we have presented a design for a completely autonomous self-reconfiguring robot module. The second-generation Crystal has no common control from the outside world, and uses only communication with its immediate neighbors to perform tasks. We have developed a simple communication infrastructure to support a variety of distributed algorithms for these modules. Using this infrastructure, we have implemented and tested several algorithms. Goal recognition and division algorithms developed for an abstract robot model were instantiated to the Crystal system in a straightforward fashion, and were seen to work well for a variety of configurations. Locomotion algorithms were developed that are specific to unitcompressible modules. Experiments with these algorithms showed that the Crystal can achieve forward progress simply by using friction with the ground if the proper motion sequence is generated. We are now planning to develop a new generation of the Crystal with better mechanics which will support implementation of a variety of distributed reconfiguration algorithms.
