Abstract. Given a unitary representation U of a compact group G and a transitive G-space Ω, we characterize the extremal elements of the convex set of all U -covariant positive operator valued measures.
Introduction
In the modern theory of quantum mechanics, observables are represented as normalized positive operator valued measures (POVMs). The set of all POVMs having the same outcome space has natural convex structure. A convex mixture of two POVMs corresponds to a random choice between two measurement apparatuses. An extremal POVM thus describes an observable which is unaffected by this kind of randomness.
In many applications one is interested in observables having some symmetry property. This is conventionally formulated as a covariance requirement with respect to a symmetry group. The covariance can arise from the symmetry of a particular problem [1] or the covariance can also be the defining property of some class of observables [2] . In this kind of situations the relevant set of observables is therefore the set of all covariant observables.
The determination of extremal covariant POVMs has long been a problem [3] . In the case of a compact symmetry group G the following results have been obtained earlier: When G = T acts on itself and the representation of G has no multiplicities, the characterization of extremal covariant operator valued measures follows from [4, Theorem 1] if the representation space is finite-dimensional; in the infinite-dimensional case, the characterization is given in [5, Theorem 1] . If a compact group G has a finite-dimensional representation, the determination of extremals is solved in [6, Theorem 2] in the case of G acting on itself and in [7, Theorem 3] in the case of a transitive G-space. In this work we give a complete characterization of extremal covariant POVMs in the case of a compact group G and an arbitrary representation (Theorem 2 and Corollary 4).
Our analysis of this problem proceeds in the following way. In Section 2 we fix the notations and recall some concepts which are essential for our investigation. In Section 3 we give two characterizations of the structure of covariant POVMs. We remark that the characterization by means of families of sesquilinear forms (Section 3.3) was already estabilished by Holevo in [8] . Finally, Section 4 contains the main results which characterizes the extremal covariant POVMs. These are obtained by setting up a correspondence between the set of covariant POVMs and a family of reproducing kernel Hilbert spaces (RKHSs) of vector valued functions. In this way, a POVM is extremal if and only if its associated RKHS satisfies a particular property (Corollary 4). In the finite dimensional case, such property is the algebraic condition found in [6] and [7] . We also show that a specific class of kernels, so-called rank 1 kernels, are always extremal.
Basic definitions
For any complex Banach space X , we denote by · its norm and by X * its topological dual space. If Y is another Banach space, we let L(X ; Y) be the Banach space of bounded linear operators from X to Y, endowed with the uniform norm. If X = Y, we use the abbreviated notation L(X ) ≡ L(X , X ), and we denote by O and I the zero element and the identity of L(X ), respectively. If A ∈ L(X ; Y), we write A ′ ∈ L(Y * ; X * ) for its adjoint. If X = H is a Hilbert space, we always assume that it is separable. We denote by · | · the scalar product of H, and we take it linear in the second entry. When more than one space are involved and some confusion could arise, we add an index to norms and scalar products referring to the space under consideration. If K is another Hilbert space and A ∈ L(H; K), we denote by A * ∈ L(K; H) the Hilbert space adjoint of A. For two selfadjoint operators A, B ∈ L(H), the relation A ≤ B means that ψ | Aψ ≤ ψ | Bψ for all ψ ∈ H. We denote by T (H) the Banach space of trace class operators on H with the trace class norm · tr . An operator T ∈ T (H) is a state if T is positive and tr (T ) = 1.
Definition 1.
Let Ω be a topological space and B(Ω) the Borel σ-algebra on Ω. A mapping
, the sum converging in the weak operator topology, for any sequence (X i ) of disjoint Borel sets.
We remark that, by Ref. [9] , p. 318, the sum in item (3) converges in the weak operator topology if and only if it converges in the strong operator topology.
We shortly recall the physical interpretation of a POVM as an observable. Loosely speaking, an observable is something which attaches a measurement outcome probability distribution to every state. If E is a POVM and T a state, then the formula p E T (X) = tr (T E(X)), X ∈ B(Ω), defines a probability measure p E T on Ω. Hence, E determines a mapping T → p E T from the set of states into the set of probability measures. This mapping is affine, i.e., it maps convex combinations of states to convex combinations of corresponding probability measures. Moreover, all affine mappings from the set of states into the set of probability measures can be represented as POVMs and this correspondence is one-to-one.
A special case of a POVM is a normalized projection valued measure (PVM). We recall that a POVM E is a PVM exactly when E(X ∩ Y ) = E(X)E(Y ) for all X, Y ∈ B(Ω). PVMs are often referred as sharp observables.
In the following, G is a fixed compact topological group, which is Hausdorff and satisfies the second axiom of countability. We also fix a closed subgroup H of G and, in the rest of this investigation, Ω is the quotient space G/H. The sets H and Ω are compact, Hausdorff and second countable topological spaces in a natural way. We denote by q the canonical projection from G onto Ω, and we also writeġ ≡ q(g). The normalized Haar measures of G and H are denoted by µ G and µ H , respectively. The normalized G-invariant measure on Ω is denoted by µ Ω . The following relation (see e.g. [10] ) will be used later:
Definition 2. Let U be a (strongly continuous) unitary representation of G in a Hilbert space
for all g ∈ G and X ∈ B(Ω).
As an example of U-covariant POVMs we recall the following result of Davies [11, Section 4.5] . Assume that the dimension of the Hilbert space H is finite. Then the non normalized (i.e. not necessarily satisfying E(Ω) = I) U-covariant POVMs are in one-to-one correspondence with the positive operators C ∈ L(H) such that CU(h) = U(h)C for all h ∈ H. The correspondence is given by the formula
The normalization condition now reads
If dim H = ∞, the formula (3) still defines a U-covariant POVM. However, this is not an exhaustive characterization anymore.
3. Structure of covariant POVMs 3.1. Preliminaries and notations. We denote byĜ the unitary dual of G, i.e. the (denumerable) set of (equivalence classes of) irreducible unitary representations of G. For each π ∈Ĝ, we let H π be the representation space of π and set
Let U be a unitary representation of G acting in the Hilbert space H. Then there exists a sequence of Hilbert spaces (K π ) π∈Ĝ such that
The dimension of K π is the multiplicity of π in U, which is uniquely determined.
For convenience, if A π ∈ L(H π ⊗ K π ), we denote by A π also the bounded operator on H that is 0 on (
, and the trace tr Hπ : H π ⊗ H * π → C is bounded. Let K be a Hilbert space. The mapping 
We define also bounded linear maps
and
Before proving Theorem 1, we recall some notions from the theory of induced representations. Let λ be the left regular representation of G in L 2 (G, µ G ), and
(Here χ q −1 (X) is the characteristic function of the set q −1 (X) in G). If σ is a unitary representation of H acting in the Hilbert space K 0 , the representation of G induced by σ is the left regular representation
We denote by λ σ such restriction. Clearly H σ is invariant for the PVM P ⊗ I K 0 , and the restriction P σ of P ⊗ I K 0 to H σ is the canonical PVM induced by σ. It is easy to see that P σ is λ σ -covariant.
Proof of Theorem 1. Let E be a U-covariant POVM on Ω. By the imprimitivity theorems of Mackey [12] and Cattaneo [13] , there exists a unitary representation σ of the subgroup H acting in a Hilbert space K 0 , and an isometry W : H → H σ intertwining U with λ σ such that
Let ı : K 0 → K be an injection of Hilbert spaces (ı exists since dim K = ∞ is assumed).
The problem of characterising all U-covariant POVMs on Ω is thus seen to be equivalent to the problem of finding all intertwining isometries between U and λ ⊗ I K .
By Fourier-Plancherel theory, there is a unitary isomorphism
Moreover, every isometry intertwining U and ⊕ π π ⊗ I H * π ⊗ I K has this form for some choice of the isometries V π .
Fixed the sequence of isometries {V π } π∈Ĝ , the corresponding intertwining isometryW :
as claimed.
To illustrate the content of Theorem 1, we take a closer look on two special cases. We note that in these cases of an abelian group, the characterization of covariant POVMs is also given in [14] . Example 1. Suppose that G is a compact abelian group. Then also Ω is a compact abelian group in the natural way. For each π ∈Ĝ, the representation space H π is one dimensional and G is a discrete abelian group, i.e. the character group of G. We denote by H ⊥ the annihilator of the subgroup H, that is,
The annihilator H ⊥ is a subgroup ofĜ and it can be identified with the character groupΩ, the identification being π(q(g)) := π(g) for all g ∈ G and π ∈ H ⊥ . Finally, let F Ω be the Fourier transform of Ω, i.e. for f ∈ L 1 (Ω, µ Ω ),
We have the identifications
With the last identification we have ctr Hπ = I K .
By Theorem 1, if E is a U-covariant POVM on Ω, there exists a family of isometries V π :
In the above equation, δ ρH ⊥ (πH ⊥ ) = 1 if ρ and π are in the same H ⊥ -coset, and is 0 otherwise; note that ρ −1 π is in H ⊥ exactly when δ ρH ⊥ (πH ⊥ ) = 1).
Example 2. Consider the situation of Example 1 in the case when there is a set Σ ⊆Ĝ such that dim K π = 1 for all π ∈ Σ and dim K π = 0 otherwise. For each π ∈ Σ, choose a unit vector e π ∈ K π . Since V π is an isometry, there is a unit vector v π ∈ K such that V π = |v π e π |, and we have
In particular, if H = {e} the last equation is
Second characterization.
We proceed to give an alternative characterization of covariant POVMs. Suppose E and {V π } π∈Ĝ are as in Theorem 1. Let V = ⊕ π I Hπ ⊗ V π . For π, ρ ∈Ĝ, we introduce the following sesquilinear form Π[ρ, π] on H: (5) can be rewritten as
where we have used the measure decomposition (1) and invariance of µ H . The above defined sesquilinear form Π[ρ, π] has the following properties:
is a bounded sesquilinear form on H.
(ii) By invariance of µ H , we have
π } π∈Ĝ is a sequence of vectors in H such that v π = 0 only for a finite number of π's, then
Remark 1. If {Π[π, ρ]} π,ρ∈Ĝ is a family of sesquilinear forms on H satisfyng conditions (i), (iii) and (iv) above, then
In fact, by (iii) and Cauchy-Schwarz inequality
If σ = π then, by eq. (7),
is positive semidefinite and the integrand is a continuous function. A similar discussion holds for the other factor.
π∈Ĝ is a set of sesquilinear forms on H satisfyng conditions (i)-(iv) above. Then there is a U-covariant POVM E on Ω such that It remains to check that, given {Π[π, ρ]} π,ρ∈Ĝ as above, eq. (9) defines a POVM E. Let
(By eq. (8), the sum involves only a finite number of π, ρ ∈Ĝ). By (iii), · | · X is positive semidefinite. If {X i } i∈N is a sequence of disjoint sets, then w | v ∪ i X i = i w | v X i , the sum converging absolutely. Finally, for v = π∈J v π , with v π ∈ H π ⊗ K π and J ⊆Ĝ finite,
extends to a bounded sesquilinear form on H. Thus, · | · X = E(X)· | · for some E(X) ∈ L(H). Positivity, σ-additivity and normalisation of E follow from the similar properties of the family of sesquilinear forms { · | · X } X∈B(Ω) .
From Theorem 1 and Proposition 1 we obtain the following.
is a family of isometries, and
defines a family of sesquilinear forms {Π[ρ, π]} ρ,π∈Ĝ on H satisfyng conditions (i)-(iv), and every such family arises in this manner for some choice of the isometries {V π } π∈Ĝ .
Remark 2. The characterisation of the most general U-covariant POVM given in Proposition 1 is already contained in [8] . However, it can happen that the sesquilinear forms Π[ρ, π] are not bounded uniformly in ρ, π ∈Ĝ, thus contradicting a part of the statement in Theorem 1 of [8] as shown in the following example. Suppose G = SU(2), so that {d π } π∈Ĝ = Z + is an unbounded set. Let H = {1}, and fix U such that K π = H * π for all π ∈Ĝ, so that H = ⊕ π H π ⊗ H * π . Choose a vector k ∈ K with k = 1, and for all π let V π : H * π → H * π ⊗ K be the following isometry
thus showing that Π is not bounded uniformly in ρ, π ∈Ĝ. Moreover, if, following the notations of [8] , we introduce the linear subspace
it is easy to check that, for such Π, also the corresponding sesquilinear form Π :
We define K(ρ, π) : H → H by the relation
The family of sesquilinear forms {Π[ρ, π]} ρ,π∈Ĝ } is thus in one-to-one correspondence with the family of operators {K(ρ, π)} ρ,π∈Ĝ } on H with the following properties:
(i') K(ρ, π) are bounded operators on H.
(iii') K :Ĝ ×Ĝ → L(H) is a kernel of positive type, i.e., if {v π } π∈Ĝ is a sequence of vectors in H such that v π = 0 only for a finite number of π's, then
In fact, by eq. (8), (ker K(π, π)) , π) ). Equation (10) then follows from (7). We denote by C the convex set of maps K :Ĝ ×Ĝ → L(H) satisfying conditions (i')-(iv'). The following simple remarks will be useful later.
Remark 4. By Corollary 1, the kernels K ∈ C are the functions K :Ĝ ×Ĝ → L(H) given by
Proposition 1 can be restated in the following form.
Corollary 2.
There is a convex isomorphism between C and the set of U-covariant POVMs on Ω. If K ∈ C, the corresponding POVM E is given by
Extremal covariant POVMs
4.1. Topology on POVMs. The convex set of POVMs E : B(Ω) → L(H) has a natural compact topology, under which U-covariant POVMs form a closed convex subset. Krein-Millman theorem then asserts that every U-covariant POVM can be approximated by a convex sum of extremal U-covariant POVMs. Moreover, if the convex set C introduced in the last section is endowed with the topology of pointwise ultraweak convergence, the isomorphism estabilished in Corollary 2 actually becomes a homeomorphism.
The rest of this section is devoted to the definition and properties of the topologies on covariant POVMs and on C. In the next section, we will characterize the extreme points of the set of U-covariant POVMs.
Let M(Ω) be the partially ordered Banach space of the complex Borel measures on Ω with the norm of the total variation. We will consider an element µ ∈ M(Ω) both as a map from B(Ω) to C and as a bounded linear functional on the Banach space C(Ω) (the space of continuous functions f : Ω → C with the norm f = max x∈Ω |f (x)|).
Let us denote by L(T (H); M(Ω)) the Banach space of the bounded linear maps from T (H) into M(Ω). The space L(T (H); M(Ω)) has a natural ordering arising from the definition that a map M :
We use the abbreviated notation M(Ω; H) := L(T (H); M(Ω)).
A normalized positive operator valued measure (POVM) based on Ω is any positive element E ∈ M(Ω; H) such that E[T ](Ω) = tr (T ) (equivalently, E[T ](1) = tr (T )) for all T ∈ T (H). We denote by P (Ω; H) the set of POVMs on Ω.
A U-covariant POVM is an element E ∈ P (Ω;
We denote by P U (Ω; H) the set of U-covariant POVMs on Ω. In M(Ω; H) we define the following family of seminorms labeled by f ∈ C(Ω), T ∈ T (H)
Let M w (Ω; H) be the set M(Ω; H) endowed with the locally convex topology generated by these seminorms. It is easy to see that P (Ω; H) and P U (Ω; H) are closed convex subsets of M w (Ω; H). Moreover, P (Ω; H) is norm bounded. In fact, let E be a POVM, and, for T ∈ T (H), decompose T = T 11 − T 12 + i(T 21 − T 22 ), with T jk ≥ 0 and T j1 tr + T j2 tr ≤ T tr . We have
thus showing E ≤ 2, as claimed.
The following fact has a routine proof, which we omit (see, for instance, the proof of Theorem 2.5.2 in [15] ).
Proposition 2. The unit ball in M w (Ω; H) is compact.
By Krein-Millman theorem we then have the following corollary.
Corollary 3. P U (Ω; H) is the closed convex hull of its extreme points.
Let B be the linear space of functions F :Ĝ ×Ĝ → L(H) endowed with the topology of pointwise ultraweak convergence. In other words, B has the topology generated by the family of seminorms F T ;ρ,π = |tr (T F (ρ, π) )| , T ∈ T (H), ρ, π ∈Ĝ. It is easy to check that the convex subset C ⊆ B is closed.
Proof. This follows easily by the inequality
for all T ∈ T (H), T 0 ∈ T 0 (H), where we have used inequality (11) derived in Remark 4.
We denote by j : P U (Ω; H) → C the convex set isomorphism established by Corollary 2.
Proposition 3. The map j is a homeomorphism.
Proof. Since P U (Ω; H) is compact, it is enough to check that j is continuous. Let (E λ ) λ∈Λ be a net converging to E in P U (Ω; H), and let K λ = j(E λ ), K = j(E). Fix v, w ∈ H, and let v π , w ρ be the components of v, w in H π ⊗ K π and H ρ ⊗ K ρ , respectively. Let f ∈ C(Ω). Define the trace class operator
Choosing as f a Dirac sequence in C(Ω), we have T → |v w| in T (H), and, since the linear span of rank one operators is dense in T (H), K λ → K by Lemma 1.
4.2. Characterization of extreme points. As we have seen, the map j : P U (Ω; H) → C estabilished in Corollary 2 is an isomorphism of convex compact topological spaces. In this section, we determine the extreme points of P U (Ω; H) by characterising the extreme points of C. Let F (Ĝ; H) be the space of functions f :Ĝ → H. For a fixed K ∈ C, we define the following linear subspace of F (Ĝ; H)
, and then · , · K extends to a scalar product on H 0 K . We denote by H K the completion of H 0 K with respect to · , · K . It can be shown that H K is still a subspace of F (Ĝ; H) and that the evaluation maps ev π :
are continuous for all π ∈Ĝ. Moreover, a straightforward calculation shows that
In particular, the set ∪ π∈Ĝ ran ev * π is total in H K . The space H K is called the reproducing kernel Hilbert space of H-valued functions associated to the reproducing kernel K. For more details on the construction and properties of H K we refer to [16] .
For all h ∈ H and f ∈ H K , let
which shows by continuity thatŨ is a unitary representation of H in H K . By definition,
Remark 5. The Hilbert space H K is unique in the following sense. SupposeH is a Hilbert space carrying a unitary representation V of H, and {γ π } π∈Ĝ is a sequence of operators γ π : H →H such that (1) γ π U(h) = V (h)γ π for all h ∈ H; (2) ∪ π∈Ĝ ran γ π is total inH; (3) K(ρ, π) = γ * ρ γ π for all ρ, π ∈Ĝ. Then there exists a unitary map W : H K →H intertwiningŨ with V and such that W ev * π = γ π for all π ∈Ĝ.
We introduce the following closed subspace of T (H)
The next two closed subspaces of T (H K ) are essential in our investigation:
Clearly,T U ⊆ TŨ .
We proceed by defining a bounded mapping P :
Then P 2 = P and ran P = TŨ . The adjoint
It follows that
Theorem 2. K / ∈ ext C if and only if there exists a nonzero operator B ∈ L(H K ) such that
(ii) tr (BT ) = 0 for all T ∈T U .
Proof. We note that the content of Theorem 2 remains the same if we assume that B = B * . This follows from the fact that the adjoint operation leavesT U invariant.
⇐=) Define
for all finite sequences {v π } in H. Hence, K + and K − are positive definite. The operator K ± (ρ, π) commutes with U| H by the intertwining properties of ev π , ev ρ and B.
Finally
We conclude that K ± ∈ C. Since K = (K + + K − ), with K ± ∈ C and K ± = K. Define the following sesquilinear positive definite forms · ,
for all finite sequences {v π } and {w ρ } in H. The forms · , · ± are well-defined. In fact, we have
By the above equation, we see also that · , · ± are bounded. So, there are positive
and ∪ π∈Ĝ ran ev * π is total in H K , it follows that B commutes withŨ . Finally, if T = I Hρ ⊗ T ρ with T ρ ∈ T (K ρ ) we have tr (B ± ev * π T ev π ) = tr (ev π B ± ev * π T ) = tr (K ± (π, π)T ) = tr (T ρ Tr Hρ (K ± (π, π))) = δ ρπ d ρ tr (T ρ ).
It follows that tr (Bev * π T ev π ) = 0, i.e., B satisfies item (ii) of the theorem. Proof. By Theorem 2 and equation (12) , the inclusionT U ⊆ TŨ is an equality if and only if K ∈ ext C. Example 3. Let us consider the case when G is abelian, H = {e}, and dim K π = 1 for all π. We fix an orthonormal basis {e π } π∈Ĝ in H = ⊕ π∈Ĝ H π such that U(g)e π = π(g)e π for all g ∈ G.
Then T U = span |e π e π | | π ∈Ĝ .
If K ∈ C, then K(ρ, π) =K(ρ, π)|e ρ e π |,K being a positive semidefinite complex matrix with K(π, π) = 1. This sets up an isomorphism K →K from the convex set C into the convex set C of positive semidefinite matrices with 1 as every diagonal element. Let HK be the reproducing kernel Hilbert space of C-valued functions associated toK, i.e. there exists a total sequence {η π } π∈Ĝ in HK such thatK(ρ, π) = η ρ | η π HK . Then we can set up a unitary isomorphism j : H K → HK, given by η π | j(f ) HK := e π | ev π f .
We thus have, with easy calculations, j(ev * π e π ) = η π , and so jTŨ j * = jT (H K )j * = T (HK)
jT U j * = span |jev * π e π jev * π e π | | π ∈Ĝ = span |η π η π | | π ∈Ĝ . This result has also been derived in [5] .
4.3. Rank 1 extremals. Suppose K ∈ C. Let rank K denote the dimension of H K (or, equivalently, the dimension of H 0 K ). Next we assume that rank K = 1. This means that there exists f ∈ H K , f |f K = 1 such that for all π ∈Ĝ, v ∈ H, K(·, π)v = c π,v f for some c π,v ∈ C; or more precisely K(ρ, π)v = c π,v f (ρ). Thus, Proof. Since the representationŨ reduces to the character λ, it follows that TŨ = T (H K ), and so dim TŨ = dim T (H K ) = 1. Moreover, K cannot be the zero kernel, so that dim K π = 0 for some π ∈Ĝ. For such π, let T π ∈ T (K π ) with tr (T π ) = 1. We have I Hπ ⊗ T π ∈ T U , and
Therefore, dimT U = 1, and the result follows from Corollary 4.
