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The Asynchronous Transfer Mode (ATM) networks are quickly being adopted as backbones
over various parts of the Internet. This paper analyzes the performance of TCP/IP protocols
over ATM network's Available Bit Rate (ABR) and Unspecied Bit Rate (UBR) services.
It is shown that ABR pushes congestion to the edges of the ATM network while UBR leaves
it inside the ATM portion.
1 Introduction
With the proliference of multimedia trac over the Internet, it seems natural to move over to
ATM technology which has been designed specically to support integration of data, voice,
and video applications. While multimedia applications are still in the development stage,
most of the trac on the Internet today is data trac in the sense that they are bursty and
relatively delay insensitive. It is, therefore, natural to ask how the current applications will
perform over ATM technology.
Although ATM technology has been designed to provide an end-to-end transport level ser-
vice and so, strictly speaking, there is no need to have TCP or IP if the entire path from
source to destination is an ATM path. However, in the forseeable future, this scenario is
going to be rare. A more common scenario would be where only part of the path is ATM.
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In this case, TCP is needed to provide the end-to-end transport functions (like ow con-
trol, retransmission, ordered delivery) and ATM networks are used simply as "bit pipes" or
"bitways."
ATM networks provide multiple classes of service. Of these, the Available Bit Rate (ABR)
and the Unspecied Bit Rate (UBR) service classes have been developed specically to
support data applications. The ABR service requires network switches to constantly monitor
their load and feed the information back to the sources, which in turn dynamically adjust
their input into the network. For UBR service, the switches monitor their queues and simply
discard cells or packets of overloading users. Intelligent users may use this packet loss as
an implicit feedback indicating network congestion and reduce their input to the network.
The Transport Control Protocol (TCP) does have this intelligence built into it in the form
of "Slow Start" congestion avoidance mechanism [7]. Therefore, there is currently a debate
in the networking community about the need for ABR service particularly in light of TCP's
built-in congestion control facilities.
In the Internet, at least The choice of ABR vs UBR is that of intelligent bit pipe vs intelligent
transport. With ABR, ATM networks control the congestion intelligently and fast. With
UBR ATM switches behave similar to legacy routers and most of the congestion control is
exercised by TCP. It is interesting to compare the performance of TCP over ABR and UBR.
We nd that TCP performs best when it does not experience packet loss. We quantify the
amount of buering required at the ATM switches to avoid TCP packet loss. Notably, ABR
is scalable over TCP in the sense that it requires buering which does not depend upon the
number of connections. The amount of buering depends upon factors such as the switch
congestion control scheme used, and the maximum round trip time (RTT) of all virtual
circuits (VCs) through the link. UBR is not scalable in the sense that it requires buering
proportional to the sum of the TCP receiver windows of all sources.
2 ABR Trac Management: An Overview
The ATM Forum completed the Trac Management Version 4.0 (TM4.0) specication in
April 1996 [6]. The document species ve classes of service: constant bit rate (CBR),
real-time variable bit rate (rt-VBR), non-real time variable bit rate (nrt-VBR), available
bit rate (ABR), and unspecied bit rate (UBR). The CBR and VBR services provide qual-
ity of service(QoS) guarantees to support delay-sensitive applications such as voice, video,
and multimedia applications. The ABR and UBR services provide ecient sharing of the
remaining bandwidth to support non-delay sensitive data applications. Link bandwidth is
rst allocated to the VBR and CBR classes. The remaining bandwidth, if any, is given to
ABR and UBR trac.
The components of the ABR trac management framework are shown in Figure 1. In order
to obtain the network feedback, the sources send resource management (RM) cells after every
n (default 31) data cells. The destination simply returns these RM cells back to the source.








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































share of bandwidth receive only their fair share and may be delayed more than the
cells of other connections.
5 Buering Requirements for TCP over UBR
UBR provides no ow control of its sources. Hence, when the switches are overloaded, the
network queues will build up unless the transport layer controls its transmission. A TCP
source stops increasing its transmission rate only when its congestion window reaches a
maximum value. This maximum window size is characterized by the parameter MAXWIN.
The default maximum congestion window, MAXWIN, is 65536 bytes (64 kB). However, in
high delay links, this window is too small to achieve full throughput. On the other hand,
having maximum window above the round trip time (RTT) is not useful. This is because at
any time, only 1 RTT worth of segments can be in the TCP pipe. The maximum window
size determines the amount of data that can be present in the TCP pipe. As a result, this
parameter determines the storage capacity needed in the network.
Specically, TCP using UBR requires network buers equal to the sum of the maximum
window sizes of all the TCP connections to avoid cell loss. In this respect, UBR is not
scalable for TCP. Note that this result is unaected by other factors such as the round trip
time and the topology conguration of the network.
6 Behavior of TCP over ABR
6.1 Closed Loop vs Open Loop Control
In contrast to UBR, the ABR service provides ow control at the ATM level itself. Based
on their load, ABR switches return feedback in RM cells. The RM cells return to the source
carrying the minimum of the feedback indications from all the switches. When the source
receives the RM cell (feedback) from the network, it adjusts its rate according to the feedback.
When there is a steady ow of RM cells in the forward and reverse directions, there is a
steady ow of feedback from the network. In this state, we say that the ABR control loop
has been established and the source rates are primarily controlled by the network feedback
(closed-loop control). The network feedback is eective after a time delay. The time delay
required for the new feedback to take eect is the sum of the time taken for an RM cell to
reach the source from the switch and the time for a cell (sent at the new rate) to reach the
switch from the source. This time delay is called the \feedback delay."
When the source transmits data after an idle period, there is no reliable feedback from
the network. For one round trip time (time taken by a cell to travel from the source to
the destination and back), the source rates are primarily controlled by the ABR source
end system rules (open-loop control). The open-loop control is replaced by the closed-loop





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































6.3 TCP Performance With Cell Loss
Cell loss will occur in the network if the ATM switches do not have sucient buers to
accomodate this queue buildup. In a detailed study, we nd that TCP achieves maximum
throughput over ABR when there is no cell loss [2]. When cell loss does occur, the cell loss
ratio (CLR) metric, which quanties cell loss, is a poor indicator of loss in TCP throughput.
This is because TCP loses time (through timeouts) rather than cells (cell loss). Smaller
TCP timer granularity (which controls timeout durations) can help improve throughput. If
the ABR rates do not converge to optimum values before the cell loss occurs, the eect of
the switch congestion scheme may be dominated by factors such as the timer granularity.
Intelligent drop policies can help improve the throughput slightly.
TCP Reno, a widespread version of TCP, includes the Fast Retransmit and Fast Recovery
algorithms that improve TCP performance when a single segment is lost. However, in high
bandwidth links, network congestion results in several dropped segments. In this case, fast
retransmit and recovery are not able to recover from the loss and slow start is triggered. Fast
retransmit and recovery are eective in single packet losses typically due to error. In our
experiments, all losses are due to congestion and result in multiple segments being dropped.
The TCP throughput loss over ABR can be avoided by provisioning sucient switch buers.
We show in a later section that the buer requirement is bounded and small. However, note
that, even after ABR sources converge to optimum rates, the TCP congestion window can
grow till it reaches its maximum (negotiated) value. In such cases, TCP overloads the ABR
source and the queues build up at the source end system. If the source queues overow cell
loss will occur, and performance will degrade. In this case, the cell loss occurs outside the
ABR network.
7 Buering Requirements for TCP over ABR
Using simulations we found that the maximum buer requirement for TCP over ABR without
any loss is approximately (aRTT+ c feedback delay) link bandwidth for low values of
coecients a and c. In fact, for most cases with ERICA algorithm, we found the coecient
a to be 3. This can be easily justied as follows:
 Initially the TCP load doubles every RTT. During this phase, TCP sources are window-
limited [2], i.e., their data transmission is bottlenecked by their congestion window sizes
and not by the network directed rate.
 The minimum number of RTTs required to reach rate-limited operation [2] decreases
as the logarithm of the number of sources. In other words, the more the number of
sources, the faster they all reach rate-limited operation. Rate-limited operation occurs
when the TCP sources are constrained by the network directed ABR rate rather than
their congestion window sizes.
8
 After the pipe just becomes full (TCP keeps sending data for one RTT), the maximum
queue which can build up before fresh feedback reaches the sources is 1  RTT 
link bandwidth. This observation follows because the aggregate TCP load can at most
double every RTT and fresh feedback reaches sources every RTT.
 Queue backlogs due to TCP bursts smaller than RTT (before the pipe became full) are
1  RTT  link bandwidth. The TCP idle periods are not sucient to drain out the
queues built up during the TCP active periods. This occurs when the idle periods are
shorter than the active periods. Given that TCP load doubles every RTT, the backlog
is at most 1 RTT link bandwidth.
 When two-way trac is used, TCP behaves in a more bursty fashion. This is because
the acks may be received in bursts, rather than being spaced out over time. This bursty
behavior of acks causes an additional 1  RTT  link bandwidth queues. When acks
are bursty, the doubling of the TCP load can occur instantaneously (not spaced over
time) and an extra round-trip worth of queues are built up.
 Once load is experienced continuously at the switch, the TCP sources appear as innite
sources to the switch. The switch algorithm then takes c feedback delays to converge
to the max-min rates (when the queue length is guaranteed to decrease). Assuming
that the TCP sources are rate-constrained during the convergence period, the aggre-
gate TCP load can only decrease. In the worst case, the queue built up during the
convergence phase is c feedback delay link bandwidth.
Since feedback delay is at most RTT, the sum of these components is approximately (3 
RTT + c feedback delay) link bandwidth.
Though the maximum ABR network queues are small, the queues at the sources are high.
Specically, the maximum sum of the queues in the source and the switches is equal to
the sum of the TCP window sizes of all TCP connections. In other words the buering
requirement for ABR becomes the same as that for UBR if we consider the source queues
into consideration. This observation is true only in certain ABR networks. If the ATM ABR
network is an end-to-end network, the source end systems can directly ow control the TCP
sources. In such a case, the TCP will do a blocking send, i.e., and the data will go out of the
TCP machine's local disk to the ABR source's buers only when there is sucient space in
the buers.
The ABR service may also be oered at the backbone networks, i.e., between two routers.
In these cases, the ABR source cannot directly ow control the TCP sources. The ABR
ow control moves the queues from the network to the sources. If the queues overow at the
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































averaging interval length defaults to 100 ABR input cells or 1 ms, represented as the tuple
(1 ms,100 cells). Default values are chosen for the ABR source parameters [6].
8.3 Eect of Number of Sources
In Table 1, we notice that although the buering required increases as the number of sources
is increased, the amount of increase slowly decreases. As later results will show, three RTTs
worth of buers are sucient even for large number of sources. In fact, one RTT worth of
buering is sucient for many cases: for example, the cases where the number of sources is
small. The rate allocations among contending sources were found to be fair in all cases.
Table 1: Eect of number of sources
Number RTT(ms) Feedback Max Q (cells) Thoughput
of Sources delay(ms)
5 30 10 10597 = 0.95*RTT 104.89
10 30 10 14460 = 1.31*RTT 105.84
15 30 10 15073 = 1.36*RTT 107.13
8.4 Eect of Round Trip Time (RTT)
From Table 2, we nd that the maximum queue approaches 3  RTT  link bandwidth,
particularly for metropolitan area networks (MANs) with RTTs in the range of 6 ms to
1.5 ms. This is because the RTT values are lower and in such cases, the eect of switch
parameters on the maximum queue increases. In particular, the ERICA averaging interval
parameter is comparable to the feedback delay.
Table 2: Eect of Round Trip Time (RTT)
Number of RTT(ms) Feedback Max Q Thoughput
Sources Delay (ms) size(cells)
15 30 10 15073 = 1.36*RTT 107.13
15 15 5 12008 = 2.18*RTT 108.00
15 6 2 6223 = 2.82*RTT 109.99
15 1.5 0.5 1596 = 2.89*RTT 110.56
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8.5 LANs: Eect of Switch Parameters
In Table 3, the number of sources is kept xed at 15. The averaging interval is specied as
a pair (T, n), where the interval ends when either T ms have expired or N cells have been
processed, whichever happens rst. For the parameter values shown in the table, the number
of cells determined the length of the averaging interval since under continuous trac 1000
ATM cells take only 2.7 ms.
Table 3: Eect of Switch Parameter (Averaging Interval)
Averaging RTT(ms) Feedback Max Q Thoughput
Interval Delay (ms) size(cells)
(ms,cells)
(10,500) 1.5 0.5 2511 109.46
(10,1000) 1.5 0.5 2891 109.23
(10,500) 0.030 0.010 2253 109.34
(10,1000) 0.030 0.010 3597 109.81
From Table 3, we observe that the eect of the switch parameter, averaging interval, domi-
nates in LAN congurations. The ERICA averaging interval is much greater than the RTT
and feedback delay and it determines the congestion response time and hence the queue
lengths. congurations. The ERICA averaging interval becomes much greater than
8.6 Eect of Feedback Delay
We conducted a 3 3 full factorial experimental design to understand the eect of RTT and
feedback delays [5]. The results are summarized in Table 4. The thoughput gures for the
last three rows (550 ms RTT) are not available since the throughput did not reach a steady
state although the queues had stabilized.
Observe that the queues are small when the feedback delay is small and do not increase
substantially with round-trip time. This is because the switch scheme limits the rate of the
sources before they can overload for a substantial duration of time.
9 Summary
The main results of the study are:
1. TCP achieves maximum throughput over ABR and UBR when there are enough buers
at the switches and no cells are lost in the ATM network.
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Table 4: Eect of Feedback Delay
RTT(ms) Feedback Max Q Thoughput
Delay (ms) size(cells)
15 0.01 709 113.37
15 1 3193 112.87
15 10 17833 109.86
30 0.01 719 105.94
30 1 2928 106.9
30 10 15073 107.13
550 0.01 2059 NA
550 1 15307 NA
550 10 17309 NA
2. When maximum throughput is achieved, the TCP sources are rate-limited by ABR
rather than window-limited by TCP.
3. When the number of buers is smaller, there is a large reduction in throughput even
though CLR is very small.
4. The reduction in throughput is due to loss of time during timeouts (large timer gran-
ularity), and transmission of duplicate packets which are dropped at the destination.
5. ABR service is scalable in terms of the number of TCP/IP sources. ABR switches
with buers equal to a small multiple of network diameter can guarantee no loss even
for a very large number of VCs carrying TCP/IP trac.
6. UBR service is not scalable in terms of the number of TCP/IP sources (or VCs). UBR
switches require buers proportional to the sum of the TCP receiver window sizes.
7. For ABR, the choice of an switch scheme, and providing sucient buering is more
critical than the choice of a drop policy.
8. The ABR source queues may be high in backbone ABR networks.
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