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Abstract
This thesis presents a novel radiographic technique for imaging radiographically dense 
materials using photon-induced positron annihilation radiation (PIPAR).
Back-scattering experiments with X-ray tubes have been carried out to show the principal 
limitations of the Compton back-scatter imaging. The results are compared with 
simulations with the EGS4 Monte-Carlo code and generally good agreement is obtained. 
Simulations of higher incident energies (up to 10 MeV) show a rapid increase of the single 
to total scatter ratio (S/T) by extracting the 511 keV annihilation line. This new PIPAR 
technique extends significantly the inspection depth of materials which may be investigated 
with gamma rays in the reflection geometry.
EGS4 simulations of the PIPAR principle have been carried out to optimize the relevant 
parameters for the use of a PIPAR scanner. A possible radiation source and detector system 
are discussed and a scanner for use in the field is proposed. The maximum inspection 
depths for a cavity in sand, water and concrete are estimated.
Preliminary experimental results showing the feasibility of PIPAR imaging are presented in 
this work. These were obtained with megavoltage radiation from a linear accelerator 
exciting positrons in elemental samples through the pair production effect. The 511 keV 
annihilation line was extracted from the back-scattered radiation using a plastic scintillator 
detector and a difference filter technique. The experimental arrangement is described and 
potential applications are briefly discussed.
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1 Introduction 
7.7 Purpose of this work
Many different applications have been developed in the last 40 years for Compton scatter 
imaging, which employs the Compton phenomenon as the basis for radiographic imaging. 
The first investigations were made by Lale [Lale (1959)], who presented images of 
2-D-cross-sections through small animals with much higher contrast resolution than images 
from conventional projection radiography. This was the starting point for other applications 
in biomedical science such as radiotherapy treatment planning, bone densitometry and 
heart motion, which are discussed in the review article of Guzzardi and Licitra [Guzzardi 
(1988)].
Another application of Compton scatter imaging is non-destructive testing (NDT). NDT is 
carried out in two different ways, in forward projection and in back-scatter geometry. 
Compton back-scatter has a long tradition of use as a probe of density for bulk 
homogeneous materials including soil [Christensen (1972)], concrete [Adil (1977), Gautam 
et al (1983)], coal [Charbucinski (1982)], steel plate [Arkhipov et al (1976)] and aqueous 
salt solutions [Bukshan et al (1975), Gayer et al (1982)].
The great advantage of the back-scatter technique, compared with projection radiography, 
is the ability to place the detector on the same side of the tested medium as the radiation 
source. This is important for examining surface layers of voluminous structures such as 
highways, bridges and aircraft or to detect objects buried in the ground. A second 
advantage of the Compton back-scatter technique is its great sensitivity to density 
variations in low density materials. Another attractive point is that Compton back-scatter 
allows direct 3-D spatial definition with high contrast resolution.
These advantages were the motivation for the ComScan (Compton Scatter scanner) [DCR], 
[Harding (1988)], probably the only commercially available Compton scatter imaging 
device. But structures lying at a greater depth than 50 mm are difficult to image by 
ComScan 160, because the influence of Compton multiple scatter increases with increasing 
depth.
The purpose of this work is to examine the X-ray back-scatter technique for higher incident 
energies to reach greater information depth. This would be very useful to detect light 
objects in the ground; especially to find objects which are not made out of metal, such as
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plastic products or historical artefacts in archaeology. This application of detecting buried 
objects in the ground by Compton densitometry was originally discussed by Roder and van 
Konyenburg [Konyenburg (1975)] and is still the subject of ongoing investigations 
[Wehlburg (1995), Burchanowski (1995), Monroe (1993)].
Experiments with ComScan 160 and with a 450 kV X-ray tube (section 3) show, in 
agreement with EGS4 Monte-Carlo simulations (section 4), that the Compton back-scatter 
technique is fundamentally limited by the large multiple scatter background superimposed 
on the single scattering component. Thus the use of incident photons of higher energy does 
not necessarily result in images with significantly better contrast.
On the other hand a megavoltage radiation source allows the detection of the 511 keV 
photons resulting from induced electron-positron pairs. This novel radiographic technique, 
called photon induced positron annihilation radiation (PIPAR) allows discrimination 
against multiple scattering and is described in section 6; its application for a scanner in the 
field is discussed in section 7. It is shown that this novel method significantly extends the 
inspection depth for sand and other interesting materials in the reflection geometry. A 
difference filter technique to separate the 511 keV annihilation peak when using intense 
pulsed radiation sources is discussed in section 8. Preliminary experimental results 
showing the feasibility of PIPAR imaging with a linac source are presented in this work 
(section 9).
7.2 Principle of back-scatter imaging
A typical back-scatter measurement system is shown in Figure 1-1. A pencil beam of 
photons suffers Compton back-scattering in the semi-infinite slab of material which it 
irradiates. The back-scattered photons which pass through a collimator arrive at a radiation 
detector. To get an image with good contrast resolution it is important to localise the 
volume element AV, in which the detected back-scatter photon originated.
This condition is satisfied by single scattering, because there exists a unique geometrical 
relation between the incident angle oc and the detector position, which defines a localised 
overlap region AV (voxel). The size and the structure of the voxel AV is given by the 
intersection of the incident pencil beam (i) and the solid angle of the detector; in the case of 
scatter angles which significantly depart from 0 = 90° the voxel is diamond - shaped 
[Karpranov (1994), Zhu (1995)] (see Figure 3-7).
d e te c to rso u rce
slit
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Figure 1-1: Illustration o f the back-scatter principle for point-by-point images o f the object 
density. The voxel AV is defined as the overlap region o f the incident (i) and the scattered 
(s) beam.
Different direct image techniques are discussed in a review article by Harding in [Harding 
(1997)A]. To get a 3 D-image of a semi-infinite scatter volume scans in all three directions 
X, Y and Z have to be carried out. One usual method (for example ComScan) is to vary the 
incident pencil beam in the Y-direction at a constant incident angle a  in the X-Z plane by 
moving the beam collimator. In this case the fixed detector extends along the Y-direction to 
detect the signal from voxels along the Y-axis. For a scan along the X-axis the whole back- 
scatter system is moved in the X-direction. To record signals from voxels of different depth 
Z, the detector angle y of the scattered beam (s) has to be changed, or an array of detectors 
can be employed to save measurement time. This technique produces point-by-point 
images of the density, which is proportional to a first approximation to the electron density.
1.3 Single scatter
The attenuation of X-ray photons in an absorbing medium can be described as the number 
of transmitted photons /  in terms of the number of incident photons Iq
= e -^ ( 1.1 )
where |1 is the linear attenuation coefficient and L the X-ray path length through the 
material. A corresponding characterization of the photons is their mean free path X, defined
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as average distance travelled in the object before an interaction (absorption or scattering) 
takes place.
A = -  (1-2)
F
The thickness of an object can now be expressed in terms of the number of mean free paths 
L/X or the corresponding optical thickness L|i. For objects in which the path length of the 
photons is smaller than their mean free path, single scattering is the dominant process and 
multiple scattering is negligible. This condition is described in eq. ( 1.3).
A
Typical values for the condition L/X = 1 in sand are L = 5 cm (at 200 keV) or L = 8 cm (at 
500 keV).
The total scatter signal is the sum of single and multiple scattering. Single scatter originates 
inelastic and elastic. The elastic contribution is generally very small at high values of 
momentum transfer jc> 1, where x is the ratio of the sin half scattering angle to the wave
length in Angstroem ( x  = ( s i n ^ ) ^ ) .  The influence of elastic scattering is negligible in
the experimental conditions discussed in this work and will be ignored for the derivation of 
the contrast [Hubbell (1969)]. The elemental inelastic single scatter signal SS originating in 
an infinitesimal region ÔV can be written as
SS(,E„,5VJ,s) = A,(go) A^(E')N„AQ(SV)p^SV ( 1.4 )
We assume that SV is small enough that all the factors in eq. ( 1.4 ) are constant over 8V. 
The attenuation Ai(Eo) refers to the incident beam path i in the material and As(E’) to the
do{EQ,Q)
scattered radiation path s. -----— ----- is the differential inelastic scattering cross-section
per electron for the scatter angle 0 and the solid angle AQ which the detector subtends at
the volume element SV. To the same level of accuracy with which elastic scatter can be
ignored (x > 1) the Klein-Nishina cross-section represents a good approximation to the
do{EQ,Q) .
differential scatter cross-section —  [Harding (1995)]. The factor No represents the
dil
number of photons in the collimated incident beam and refers to the number of 
electrons in the volume element SV.
The size of the voxel AV, which is defined by the overlap of the primary (i) and the 
scattered (s) beam, can be several cubic millimetres (ComScan) or even cubic centimetres 
(450 kV experiment). For an analytical calculation of the total single scatter signal (AS) 
from this region it is necessary to integrate over the voxel AV.
The absolute contrast is defined as the difference in this signal AS between two 
neighbouring voxels Vj and V2 (see Figure 1-1). It follows that the relative contrast Cs for 
the single scattering is:
s (v , ) - s ( y , )  s jv ,)
W ,)  ^(^i)
For this ideal case, where the back-scatter only originates in the voxels Vi and V2 , the S(V) 
values, since Compton scattering is directly proportional to the electron density eq. ( 1.4 ), 
are approximately proportional to the physical density of the matter. So for a vacuum voxel 
V2 we derive a contrast C5 of 100 %.
1.4 Multiple scatter
For most practical applications the single scatter events are superimposed on multiple 
scatter. The influence of multiple scattering depends on the value of the optical thickness of 
the object (jlL > 1). This means the total scatter signal T for a detector which is focused on 
the voxel Vj is composed of the single scatter signal S(Vj) from the voxel Vj, the multiple 
scatter signal M(Vi) consisting of scatter from V;, rescattered elsewhere, and the multiple 
scatter signal M(Vtot) from the whole scattering medium (without Vj):
T = S(Vi) -h M(Vi) + M(Vtot) ( X6 )
The distinction between M(Vi) and M(Vtot) is useful for the further discussion of the ratio of 
the voxel size Vi to the whole scatter medium Vtot- For the contrast Cr of the total scattering 
between two voxels Vi and V2 in the presence of multiple scatter one obtains 
[Harding (1997)A]
^ _ r(V, ) -  T(V, ) _ {S{V,) + M(VQ+  )) -  ((S(V, ) + M ( V , )  + M{V,„, ))
T(V,) (s{vo + M(yo + M ( y , j )
By substituting % =  s(V,) + M ^ ')  + M (y ,J  
we obtain
Ct - % .
C r = y j
V W i)
. Using eq. ( 1.5) we obtain
^ M(VQ-MiV^y  
5(V,) y
( 1.8 )
For a high contrast Cs (e.g. for a cavity in sand Cs =1) the second term in the bracket can be 
written as M(Vi)/S(Vi) because M(V2 = cavity) is zero. In this case multiple scatter gives an 
additional amount to the contrast Cr, whereby M(Vi)/S(Vi) depends on the investigation 
depth Z (see section 6.4.3). In the case of small differences in density (and small voxels 
compared with the whole medium) the net amount of the multiple scatter M(Vi) - M(V2) 
originated in the voxel AV is negligible. Then eq. ( 1.8 ) simplifies to
According to eq. ( 1.9 ) the apparent contrast Cr in the presence of multiple scatter is 
reduced relative to the true density contrast Cs by the factor S/T, the single-to-total scatter 
ratio. On the assumption that the predominant noise source is statistical photon noise, the 
standard variation AN  is proportional to the square root of the number of detected photons 
A with
^  L ( L I O )
A " V Â
To make a density difference just visible the contrast Cr has to be higher than the statistical 
photon noise AN/N. Rose [Rose (1948)] showed in his psychophysical work about the 
human eye that the signal-to-noise ratio k has to be 5 to recognise an object with a 
particular contrast. It is usual in counting experiments to take 3 times standard deviation of 
the background (k = 3). Substitution of AN/N with Cr in eq. ( 1.10 ) yields then the relation 
which contrast can still be usefully imaged for a given number of counts A.
^ 4 n
The number of detected photons which are used to detect a particular contrast Ct - and 
therefore the measurement time t - varies as the inverse square of Cr.
.2
N o c f o c  —  ( 1 . 1 2 )
Cj
Multiple scatter represents therefore a fundamental limitation to the detectability of buried 
structures in the ground.
Therefore in chapter 3 we go on to investigate the maximum detection depth for the 
existing back-scatter device ComScan 160, and for a 450 kV X-ray set-up. For this 
energy range Compton effect is the main back-scatter process. The Physics of the 
Compton effect is briefly lined out in chapter 2.
2 Physics of Compton effect
For our experimental conditions the probability of a Compton event is much higher than 
other competing interactions such as photo-effect, pair production or coherent scattering. 
This can be seen in Figure 2-1, where various components of the attenuation coefficient in
sand (p =1.5 g/cm^) are shown.
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Figure 2-1: Contributions to total mass attenuation coejficient in sand (Si02) with values 
of partial interaction cross-sections [Berger (1987)]. The range 0.1-10 MeV is dominated 
by the Compton effect.
Compton scattering dominates the attenuation coefficient over the energy range from 
100 keV < Eo < 10 MeV. Sand has been chosen as a representative medium for ground 
materials and is also the main component of concrete.
2.1 Energy of Compton scattered photons
Compton scattering [Williams (1977)] can be compared with an elastic collision between 
two billiard balls, where a photon hits a quasi-free electron in a substance. “Quasi-free” 
means that the binding energy of the electron is much less than the energy transferred on 
scattering. For this case the laws of conservation of total energy and linear momentum can 
be applied to yield Compton's energy loss equation. The Compton equation ( 2.1 ) 
describes the relation between the photon energy Eq before and the scatter energy E ’ after
8
the collision as a function of the scatter angle 0. The rest-mass energy of an electron is 
given by meC^ = 511 keV.
E \e )  =
1 4- T (l — COS d)
m e
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Eo=10 MgV
4500
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”  3000 
g  2500 Eo=5 Me'
a  2000
«  1500O
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.5 1000
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MeVEo=0.5
500
Eo=0.25 MeV
180120 140 16080 10040 60200
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Figure 2-2: Illustration o f the Compton equation (2.1 ): Scatter energy dependence on 
scatter angle Q for different incident energies E q.
In Figure 2-2 the scattered photon energy E' is plotted against the scatter angle 0. If the 
scattering angle is very small (0 « 0°), the scattered photon has nearly the same energy as 
the incident photon. For a head-on collision (0 = 180°), with increasing incident energy the 
scattered photon energy approaches a limit of 255 keV (mgC /^2), irrespective of the primary 
energy. This energy limit is a significant factor limiting the information depth from which a 
single scatter signal can be recorded.
For multiple Compton scattering the energy of the scattered photon can be higher than for 
single scattering. If a photon is deflected in n coplanar steps through a total scatter angle of 
0, it is easy to show that its maximum energy is [Harding (1997)A]:
=
1 + ^
m e
1-c o s —
V n )
( 2.2 )
This equation indicates that multiple scatter can have significantly higher energy than 
single scatter deflected through the same angle: for the case of large n, the cosine term 
reduces to unity and ' (9) ~ Eq .
Because all angles of scattering are possible for Compton effect, the energy transferred to 
the electron can vary from zero to a large fraction of the incident gamma-ray energy. The 
probability distribution therefore is shown in the next section.
2.2 Angular distribution of Compton scatter
da(EQ,9)
The angular distribution
dQ
for Compton scattering by a free electron is given by
the Klein-Nishina differential cross-section: 
d(7(EQ,9) 1 r?
d a 2 [1 + k(l — COS0)]
1 + cos 6 +
2 ^  k ^ ( l  — COS0)^
l + /: ( l-c o s0)
where ro is the classical electron radius and k ^ E^ j m^ c ^  is the ratio of the photon energy 
to the electron rest mass energy.
90“
1 keV
100 keV
2 MeV
500 keV
10 MeV
180"
90“
Figure 2-3: Dependence o f Klein-Nishina cross-section (eq. ( 2.2 )) on scattering angle 6 
for the indicated incident energies E q (incident from the left) [Knoll (1989)].
Equation ( 2.3 ) is illustrated in Figure 2-3, which illustrates the strong tendency for
forward scattering (0 = 0°), at high incident photon energies. At low photon energy E ’ = Eo,
and the Klein-Nishina distribution eq. (2.2 ) reduces to the Thomson form of (1 + cos^B)
which is symmetrical about 90°. It can be seen in Figure 2-3 that beyond about 500 keV,
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the attenuation factor reduces only slightly as the incident photon energy increases, because 
the intensity of the back-scattered photons decreases strongly.
2.3 Compton broadening profile
Compton's equation ( 2.1 ) was derived assuming stationary, free electrons. In reality the 
electrons are bound by Coulomb attraction to the nucleus, which means they are necessarily 
in motion. This leads to an energy broadening of the Compton scattered line, in analogy to 
the classical Doppler shift of the signal emitted by a moving source. The size of the 
frequency shift is proportional to the magnitude of the component of electron momentum 
projected along the direction of the scatter vector [Williams (1977)]. Doppler broadening 
increases with increasing atomic number Z, since the larger Z is, the greater also are the 
atomic electron velocities. As expected, the energy integral over this broadened Compton 
peak reduces to the Klein-Nishina cross-section. The effect of Doppler broadening is small, 
and negligible for the case of low Z materials such as sand or concrete. In practice such 
effects are often masked by geometric broadening and detector energy resolution.
Because scattering from the K-electrons dominates the shape of the Compton curve away 
from its peak, single scatter cannot be distinguished from the multiple back-scatter 
background [Harding (1997)A]. Another reason why Compton broadening is not exploited 
for back-scatter imaging, is that there is no practical strong monoenergetic radiation source 
which can be used to produce a sharp Compton peak in acceptable measurement time. 
Therefore there are only a few applications for deriving the elemental composition of the 
scattering samples by shape analysis [Holt (1983)].
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3 Experiments with X-ray tubes 
3.1 ComScan 160 kV experiment
The ComScan 160 equipment was constructed to investigate materials with low atomic 
number Z and low penetration depths [Kosanetzky (1987)]. The measurement head is 
capable of achieving very high spatial resolution, but cannot be used for higher incident 
energies because the shielding between the X-ray tube and the detectors is insufficient. 
Nevertheless we tried to find the practical limit of the inspection depth in sand for the 
160 kV ComScan device.
3.1.1 Description of the ComScan 160 device
The principles of the ComScan 160 system [Harding (1984)] is shown in Figure 3-1. The 
radiation of a conventional 160 kV X-ray tube is focused by a 1mm slit to a pencil beam. 
This beam is scattered in the inspected object. The imaging slit system is constructed in 
such a way, that only scatter from one particular depth reaches any specific detector of an 
array of 2 x 11 detectors. The detectors consist of BGO scintillation crystals each combined
i  ^ Pencil Beam
Inspected Object
Imaging
DetepCors-
Rotating
Aperture
X-Ray Beam
Scattered Radiation 
 Collirr
Detectors
X-Ray Tube
Figure 3-1: Sketch o f the ComScan 160 geometry (X-Z cross-section). The back-scattered 
photons from various depths are collimated by an imaging slit and recorded in an array o f 
22 detectors.
12
with an photomultiplier tube (PMT). The detectors are operated in photon counting mode 
with a maximum counting rate of about 50 000 counts per second.
The detector array on the left hand side is shifted relative to the array on the right hand side 
by half of the height of one detector. That corresponds to an overlap of the Z-layers to 
increase the spatial resolution.
The rotating radiation aperture causes the pencil beam to traverse in the Y-direction 
perpendicular to the paper (about 5 cm). During one complete scan the whole head of the 
ComScan aperture is moved 10 cm in the X-direction over the surface of the inspected 
object. In this way pictures of 22 Z-layers of 250 x 500 pixels (Y=5cm, X=10 cm) are 
obtained. This corresponds to a spatial resolution of 0.2 mm x 0.2 mm in the X-Y-plane. 
The Z-resolution is defined by the slit-detector geometry. ComScan 160 allows the imaging 
slit system to be changed for a maximum investigation depth of 10, 20 or 50 mm. For our 
experiment we used the 10 mm slit system yielding 22 layers with approx. 0.5 mm depth 
per layer, and the 50 mm slit system with 2.3 mm depth per layer. The depth range is fixed 
by the slit system, but the level of this Z-range can be varied several millimetres by 
changing the distance between the ComScan measurement head and the surface of the test 
object. The slowest mechanical available scan speed was 6 msec/pixel. That corresponds 
with a measurement time of 12.5 min for one scan (22 layers).
The raw data are processed to account for several sources of image non-uniformity (e.g. 
detector solid angle, efficiency, etc.) using standard algorithms which are supplied with 
ComScan before being converted into pixel grey values using a programmable video look­
up table (VLT).
3.1.2 Results of the ComScan 160 experiment
To investigate the resolution of fine structures in sand we took a scan of a steel screw 
buried 10 mm in sand (p = 1.5 g/cm^) with the 10 mm slit system. Figure 3-2 shows a 
cross-section 1 mm below the surface of the screw.
The steel at the surface of the screw produces more back-scattering than the surrounding 
sand. Therefore the screw is depicted with higher brightness. The dark areas at the left and 
right end of the image of the screw correspond to the head and the nut of the screw, 
respectively. In these regions the back-scatter originates deeper inside the metal (5 mm), 
and therefore the incident and the scattered beam are absorbed more strongly than in sand.
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hence the image is less bright. The thread with a pitch of 1.5 mm is seen very clearly, 
showing that the spatial resolution is quite good.
I
--- ----
m
y/i!
Figure 3-2: ComScan 160 scan o f a steel screw below 10 mm o f sand. The back-scatter 
from the surface o f the metal is higher than that o f the surrounding sand in the same 
Z-layer.
The white curve shows the intensity I  (ordinate to the right) of the voxels along a line scan 
in the Y-direction through the screw indicated by the dashed line. The relative contrast of 
the total back-scatter signal between the iron and the neighbouring sand was estimated to 
Ct = 28 ± 4 %. For a larger inspection depth we experimented with the 50 mm slit 
system. The question was whether it would be possible to detect an iron rod or a cavity at 
greater depth unambiguously.
layer 19 
layer 14
air
sand
X I
30 
30
L2C__i-2
160 kV 
X-rays
PVC box
Figure 3-3: Sketch o f the inspection object: An iron rod and an air cavity below 30 mm 
sand are compared with the surrounding sand.
Figure 3-3 illustrates the inspected object, a large PVC box (p = 1.4 g/cm^) with a wall 
thickness of 2 mm. An iron rod (p = 7.8 g/cm^) of 30 mm diameter and a Plexiglas pipe 
(p = 1.2 g/cm^) of the same diameter and a wall thickness of 3 mm were positioned behind
14
30 mm of sand by distance pieces. The thin wall of Plexiglas was assumed to be similar to 
sand, compared with iron or air.
The measurement head of the ComScan 160 was positioned below the sample at a distance 
of 4 mm and was moved in the X-direction. We obtained a scan, of which layer 14 and 
layer 19 (X-Y cross-sections) are shown in Figure 3-4 and Figure 3-5.
Figure 3-4: ComScan 160 scan o f an Fe rod (left side) below 30 mm o f sand (layer 14 from  
the sketch o f the inspection object in Figure 3-3 ).
I " l Y
Figure 3-5: ComScan 160 scan o f an air cavity (right side) in 42 mm o f sand (layer 19 
from the sketch o f the inspection object in Figure 3-3).
The cross-sections of layer 14 and layer 19 (from Figure 3-3) are shown in Figure 3-4 and 
Figure 3-5. In Figure 3-4 the iron rod is recognisable on the left by an increased intensity 
(relative to sand), arising from the surface of the iron. The white curve of a line scan in the 
Y-direction (dashed line) illustrates the difference of the intensity /  (ordinate to the right) 
between the iron and sand. (Unfortunately the curve is exactly depicted at the boundary 
between iron and plastic pipe). Also the high statistical fluctuations (relative error c. 15 %)
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can be seen. Integration over the homogenous areas of several square millimetres leads to a 
resulting contrast between Fe and sand of Cj = 14 ± 4 %. The boundary between the iron 
rod at the left and the plastic pipe at the right is seen as a dark shadow parallel to the 
Y-direction. There is no contrast recognisable at the right side because the back-scattering 
produced in the Plexiglas wall of the pipe is similar to that of the sand.
Figure 3-5 shows an X-Y-cross-section from a layer at greater depth, 12 -14  mm inside the 
rod and the pipe (see layer 19 in Figure 3-3). The back-scatter intensity of the iron rod on 
the left is now much less than the intensity of the surrounding sand, because of the 
absorption of 12 mm Fe. But also the air-filled cavity inside the tube shows a similar 
scatter intensity to that of the iron rod; apart from the Plexiglas wall of the pipe, which 
does not differ from the surrounding sand. Therefore we have the surprising result that 
small but equal numbers of scattered photons arrive at the detector from iron and air; the 
greater scattering strength of iron being compensated for by the greater self-attenuation of 
the scatter photons in iron.
The white curve at the right represents a Y-line scan through the tube along the dashed line 
(ordinate to the left). The relative error is about 25 % and the contrast between sand and the 
cavity is Cr = 35 ± 9 %. If we had pure single scattering, the relative contrast Cs should be 
nearly unity. The strong reduction of the contrast is caused by the superposition of the 
multiple scatter as shown in eq. ( 1.9 ).
From the results of the ComScan 160 experiment, we can say that it is possible to detect 
air-filled cavities in sand clearly up to a depth of 45 mm with a contrast of Cr = 35 %. For 
greater investigation depths there currently exists no suitable slit system. The increase of 
the intensity caused by the surface layers of an iron rod was proved to be detectable up to 
34 mm (inclusive of the wall of PVC box). The contrast between iron and sand decreases 
from C r=  28 % at 13 mm depth to Cr = 14 % at 34 mm depth - the limit of detectability. 
The very high resolution of the ComScan 160 for fine structures below 1mm as shown by 
the image of the screw thread, is particularly noteworthy.
There exist better methods to detect metals in sand than the X-ray back-scatter system (for 
example electromagnetic). But to check the limit for the detection of cavities in sand an 
experiment with higher energy incident X-rays up to 450 kV was set up.
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3,2 450-kV experiment
The maximum information depth of ComScan 160 was 50 mm and restricted to low 
density materials. The question is now whether it is possible to reach a greater information 
depth by using higher incident energies. To check the energy dependence of the 
information depth it was necessary to set up an experiment with incident energies in the 
megavoltage range. This could be a linac, a betatron or radioactive isotope source. At the 
Philips laboratory only X-ray tubes are available. The maximum possible photon energy for 
such a commercial X-ray tube is 450 keV.
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Figure 3-6: Simulated energy spectrum o f a 450 kV X-ray tube
The spectrum of this tungsten anode tube (derived from a simulation program described in 
[Niemann (1995)]) is shown in Figure 3-6. Therefore an experiment was carried out at 
450 kV to investigate the limits of the information depth for such an X-ray tube.
3.2.1 Description of the experimental arrangement
A sketch of the experiment is shown in Figure 3-7. A 450 kV X-ray tube (MCN 421), well- 
shielded with lead, irradiates a box filled with sand (p = 1.5 g/cm^), at an incident angle a  
of 27° to the vertical. The X-ray tube operates with two high voltage generators (MGG33 
plus, MGG34 minus) and a power supply MGP33. The control unit MGC30 (500 Hz) can 
be operated by a PC interface. The tube, with maximum power of 4.5 kW, is cooled by an
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X-ray tube
detector
sand-filled
container
X-Y-stage <------- >
U
Figure 3-7: Sketch of the set-up of the 450 kV experiment. The investigated voxel is 
diamond-shaped. The X-ray tube is fixed; the detector with collimator is rotatable.
oil - water cooling system OW4500. The radiation beam is collimated by a lead aperture to
a circular cross-section of diameter approximately 20 mm (FWHM) in the sand. The scatter
angle 0 is variable and is determined by the detector angle y (to the horizontal) by rotating
the detector around its collimator slit.
Figure 3-8: A photography of the 450 kV test experiment (corresponding to Figure 3-7).
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The depth of the chosen voxel is determined by y  and the surface of the sand in the box. 
The detector consists of a 3“x3“ Nal(Tl) scintillator mounted on a photomultiplier which is 
also well-shielded with several centimetres of lead. The NaI(Tl)-detector operated in 
photon counting mode has a good energy resolution with a detection efficiency of over 
90 % throughout the whole energy range (0 - 450 keV). This can be used to optimise the 
S/T-ratio. The container with sand can be moved by an X-Y-stage equipped with small 
stepper motors; the X-ray tube and the detector are fixed during each measurement at the 
depth selected.
For illustration a photograph of the set-up of the 450 kV experiment is depicted in 
Figure 3-8. At the left side the well shielded X-ray tube is seen sitting on a metal frame. On 
the right hand side at the top the Nal(Tl) detector (also well shielded) is seen with its 
collimator on the axis of rotation. The wooden container is filled with sand and can be 
moved on its motorised base.
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Figure 3-9: The electronic arrangement o f the 450 kV experiment (explained in the text). 
The electronic arrangement is shown in Figure 3-9. The scintillation pulse produced in the 
NaI(Tl)-scintillator by the scattered X-rays, is converted into an electrical signal by the 
photomultiplier tube (PMT). The PMT is operated at 610 V. A preamplifier, physically 
close to the detector, and the main amplifier condition the signal for the analogue-to-digital 
converter (ADC). The inbuilt single channel analyser (SCA) can be used for setting chosen
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energy levels. The measurement is started by a trigger signal from the X-Y-stage. A multi­
channel scaler module (TMCS) obtained from the firm ‘Target systemelectronic gmbh’, 
(Solingen, Germany), is used to record the number of counts in a particular time interval 
corresponding to a particular X interval for the line-scan measurement seen in Figure 3-11. 
A 486 P C was used to store the data and to print out the scans.
3.2.2 Measurement principle
It was shown in section 1.3 that the true density contrast is reduced by the S/T-ratio 
(eq. (1.5 )). So we choose S/T as a criterion for the limit of the information depth and for 
comparison with simulations, which will be performed in section 5.4.
The question arises as to how to measure the S/T-ratio. The only practical way to determine 
S/T experimentally is by suppressing the single scatter signal (S(V2) = 0), such that the 
total scatter T only contains the multiple scatter component. There are at least two possible 
ways of suppressing single scatter. One method is to arrange the detector to view the scatter 
from a cavity. The density of material in the cavity is practically zero, hence single scatter 
is also zero. In this case the true density contrast Cs is nearly unity. If the cavity is small 
compared with the whole medium (usually at great depth), this yields the approximation 
Ct ~ S/T (from eq. (1.9 )).
sand box
5cm cavity Pb plate
sand
Figure 3-10: Sketch o f the cavity and Pb-plate in the sand for the estimation o f Ct at 
450 kV .
The other way to distinguish between the multiple scatter signal from lower depths and the 
single scatter signal from the Z-layer of interest is to use a 8 mm thick Pb plate (see 
Figure 3-10). The problem in this case is similar to that of the PVC box scatter: it is not
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possible to evaluate S/T. For investigations below the Pb plate, not only is the single scatter 
signal absorbed in the plate, but the multiple scatter signal arising below the Pb plate is 
also absorbed. The Pb plate is only used to check the results obtained with a cavity.
The contrast C rof the total scatter signal is now determined by measuring the back-scatter 
signal from homogenous sand Tsand and that from a cavity in the sand Tcavity- Therefore the 
cavity has to be bigger than the cross-section of the incident beam (FW HM - 2 cm) to 
ensure that no single scatter events can reach the detector. A PVC box with thin walls and a 
depth of 5.0 cm was used as the cavity. So there is neither a single nor a multiple scatter 
signal from the cavity over its depth (see simulation Figure 4-6, depth interval 
3 cm < Z < 8 cm). That means that Ct depends not only on the cross-section of the incident 
beam, but there is also a strong dependence on the volume of the cavity, because the 
multiple scattering is not only eliminated in the inspection voxel but also in the whole 
volume of the cavity.
To get values for the signal intensities of homogenous sand Tsand and of the cavity in the 
sand Tcavity there are two methods of measurement. The first way is to take a line scan in the 
X-direction at a certain depth Z (const, y ) from the whole sand box.
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Figure 3-11: Une scan in X-direction of the test object (Figure 3-10) for Z2=10 cm depth 
and 450 kV incident beam (spatial and temporal integration).
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For this the motor of the X-Y-stage runs with a constant velocity in X-direction, while the 
PC stores the number of detected photons in a multi-channel scaler (MCS). The MCS 
channel number corresponds to position in X-direction. This kind of measurement with a 
maximum incident photon energy of 450 keV results in line scans as shown in Figure 3-11 
{ttot = 75 sec).
The minimum energy limit of the detector was E'min = 1 0  keV for the recorded line scan 
above. By increasing the minimum energy level to E'^in -  100 keV (lower curve), the 
detected contrast Ct can be improved because most of the detected photons below 
E'min =100 keV are multiple scattered. To determine
Ct —{Tsand ~Tcavity)TTsand ( 3.1 )
it is helpful to smooth the curve of the line scan. The small fluctuations are caused by 
temporal statistical fluctuations. It is also seen that the unevenness of the surface of the 
sand has a strong influence on the signal (the signal Tsand at the starting point has not the 
same value as the value at the end of the X-scan).
The other method of determining Tsand and Tcavity is to measure the back-scatter signal at 
two well chosen fixed points; one for the cavity and one for homogeneous sand. The 
advantage of this method is the longer measurement time at each point and the possibility 
of measuring an energy spectrum from a fixed point. The disadvantage is the local 
uncertainty in contrast to the first method which smoothes both spatial and temporal 
fluctuations. The curves for these measurements are shown in Figure 3-12 for a tube 
voltage of 420 kV and E,nin = 10 keV. The counts can be integrated over the whole 
measurement time (r = 75s) to reduce the statistical noise.
For an inspection depth of Z = 15 cm the corresponding energy spectra in Figure 3-13 
differ by about 7 % in the range of the single Compton scatter energy E ’ < 200 keV. For a 
maximum incident photon energy of 420 keV and a scatter angle of 0 = 120°, the 
maximum energy of the detected single scatter photons should be about 200 keV (see 
Compton equation (2.1)). At higher scatter energies (> 200 keV) there is no difference 
between the signals, because they are caused by multiple scatter. The probability 
(Compton) of higher seatter energy for a particular geometry increases with the number of 
scatter events n of eq. ( 2.2 ).
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Figure 3-12: Two fixed point measurement o f the object (Figure 3-10) for Z2 = 15 cm and 
a 420 kV incident beam (only temporal integration).
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Figure 3-13: Energy spectra o f the two point measurement for Z = 15 cm. The signal 
scatter event rate from homogeneous sand is higher than that from the cavity in sand.
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3.2.3 Experimental results
To check the dependence on the incident energy, line scans were measured by varying the 
voltage of the X-ray tube at a constant geometry (an empty 5 cm PVC box below 8 cm 
sand). This corresponds with an increasing average incident energy.
X-ray voltage [kV] 250 300 350 400 450
Ct [%] 23.8 24.4 26.2 25.6 24.7
T sa n d (m a x )  [counts] 121 1141 1583 2003 2455
Table 3-1: Dependence o f C j on the X-ray tube voltage at Z =10 cm (5 cm PVC box below 
8 cm sand), y=  53°, E ’min = 10 keV and a power supply o f a constant anode current o f 
1 mA.
In Table. 3-1 it is shown, that the values for Ct are nearly constant. The absolute 
uncertainty is estimated at ±2.0 %. This means that there is no measurable change of Ct 
with increasing incident energy over this energy range. The intensity of the signal Tsand 
increases strongly with voltage. This phenomenon is to be expected since the photon output 
of an X-ray tube operated at constant current varies as the square of the voltage and the 
higher energy photons produced have much greater penetration in the scatter medium 
[Michette (1993)]. This is an important aspect for reducing the relative fluctuations of the 
signal (or measurement time).
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Figure 3-14: Ct -results for the 450 kV experiment showing the dependence on the depth Z  
fo r  different methods o f measurement. The dotted curve represents the simulation results o f  
section 5.4.
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Another investigation was the dependence of Ct on the depth Z. This is important for 
estimating the maximum information depth. For this the PVC box was buried at different 
depths of 5 cm, 10 cm, 15 cm and 20 cm in a constant volume of sand. Line scans were 
then taken at the corresponding detector angles of y =45°, 53°, 59° and 63°. The values for 
Ct are plotted in Figure 3-14: curve (I) was measured with a lower energy threshold of 
E ’min = 100 keV and a tube voltage of 450 kV, and curve (U) by the same measurement 
procedure but with E ’min = 10 keV and a tube voltage of 420 kV. Since the difference in the 
tube voltage leads to a negligible change in Cr, (see Table 3-1), the higher values of 
curve (I) are caused by the higher energy threshold, E ’min =100 keV, for the detector output 
signal, giving improved discrimination of multiple scattering.
Curve (in) was measured at a constant detector angle y = 63° and the distance between the 
sand surface and the detector was varied by filling up the big box with sand. Depths of 
Z = 5  cm, 10 cm and 15 cm were investigated (see Figure 3-10). The signal was then 
measured at two fixed points (Tsand and Tcavity) and Ct was estimated. Curve (IE) should be 
similar to curve (II); the small difference is due to the systematic errors between the 
different measurement procedures. All curves show a strong decrease of Ct with increasing 
investigation depth Z.
The experiment with the 450 kV X-ray tube results in a maximum investigation depth of 
20 cm (for a cavity of 5 cm height). To get information about higher incident energies we 
have to carry out simulations, because no megavoltage energy sources were available for 
experiments. Thus in the next chapter the Monte Carlo code EGS4 is introduced to 
compare the experimental results with these obtained from the EGS4 simulations.
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4 Computer simulation with the EGS4 Monte-Cario code
The objective of this work was to define the limits for back-scatter imaging in materials 
like sand, etc. At higher energies, the penetration depth will increase, but the question was, 
whether there would be an improvement of the contrast in spite of the increasing influence 
of the multiple scatter. Because it was not possible to completely answer this question by 
experiment, we chose to simulate the problem using the Monte-Carlo program EGS4 
[Nelson (1985)]. We reproduced the 160 kV and 450 kV experiments in section 4.3 and 4.5 
and estimated the contrast Cj. These simulations were used for benchmarking the program. 
Chapter 6 describes the simulation for higher energies.
The advantage of the simulation program is the possibility of estimating the S/T-ratio 
unambiguously. In the real experiment with an polyenergetic input spectrum it is not 
possible to distinguish between the single scatter and the superimposed multiple scatter, 
which is often much stronger. That means it is not known at which location scattering 
occurred because for multiple scatter there is no unambiguous geometrical relation. In 
thicker samples most of the photons will be absorbed or multiply scattered. Only a few of 
the photons reach the detector after exactly one scattering event. Hence it is not possible to 
calculate the multiple scatter analytically, because there are many different possible paths. 
A Monte-Carlo program is suitable for such a problem. The Monte-Carlo technique is a 
method to solve a photon transport problem by choosing a given outcome of many possible 
outcomes by a suitably weighted random number generator (RNG). If one repeats the 
process many times, one will get the probability distribution for all possible outcomes.
4.1 Description of the EGS4 - program
The meaning of EGS4 is “Electron and Gamma Shower (4. Version)” [Nelson (1985)]. It 
was developed in Stanford, California, to solve problems of high - energy physics. Today 
EGS4 is used in many different physical applications, for example in radiation dosimetry 
and medical physics.
Our EGS4 program is installed on an 80486 PC, 90 MHz, with a 32 - bit FORTRAN 
compiler from Lahey (F77L-EM/32) and a Lahey DOS extender. The simulation of 
1 million photon histories typically needs a runtime of 15 minutes. EGS4 is able to track 
the paths of electrons and photons in any kind of matter for energies in the range of 
10 keV - 100 GeV.
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Figure 4-1 .'Structure o f the EGS4 Code System which illustrates the physical processes, 
which are taken into account by the simulations.
A scheme of the different subroutines, which corresponds to the different physics processes 
taken into account by the EGS4 code system, is shown in Figure 4-1. In subroutine 
SHOWER the incident particle can be defined; for our simulations photons with energies 
between 10 keV and 10 MeV are chosen for incident particles. The transport of photons is 
handled by the subroutine PHOTON. A photon in matter has a particular probability that it 
will travel a path of a defined length with constant energy without a collision. One 
particular path length is chosen by a random number generator (RNG) from the known 
probability distribution. After that, the RNG decides (depending on the energy and the kind 
of material) what kind of the following interactions will occur on the basis of the 
probability of the different events. If coherent scattering [Storm (1970)] occurs the RNG 
chooses the angle of the scattered photon of the same energy and the subroutine PHOTON 
is called again. If a photo-effect [Storm (1970)] occurs an electron is originated. For photon 
energies higher than twice the rest mass energy of the electron (2x511 keV) pair 
production [Heitler (1954), Motz (1969), Davies (1954)] is possible with a resulting
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electron and positron. The product of Compton scattering is a photon and a electron. The 
angle of the scattered photons and the emission angle of the electrons and positrons which 
are produced by the scatter events and their energies are chosen by the RNG. All these 
resulting particles (shower) are stored in a stack; the particle with the lowest energy is put 
on the top of the stack, to be transported first.
The transport of charged particles (electrons and positrons) is much more complicated. For 
the energy loss between two discrete interactions (e.g. bremsstrahlung), the continuous- 
slowing-down-approximation (CSDA) is used below a particular threshold value of 
transfer energy. The subroutine MSCAT (see Figure 4-1) provides on the basis of CSDA 
the energy loss between discrete interactions. It also includes a description of the angular 
distribution of the electrons. Molière’s multiple scattering theory [Molière (1948)] is used 
for this purpose. The Molière theory includes both elastic and inelastic scatter in the 
Coulomb field of the nucleus and inelastic scatter caused by interaction with the atomic 
electrons. The Molière theory has been widely used but its accuracy in the energy range 
below 500 keV is not beyond question [HeB (1997), chapter2]. For convenience we 
adopted the FGS4 program as the electron scattering is not of mayor interest in this work. 
Any electron interaction that looses energy above a specific threshold (parameter AF) is 
considered to be a discrete event.
The subroutine MOLLFR (e' e") [Messel (1970)] represents catastrophic (large energy loss) 
electron - electron scattering and BHABHA (e"^  e ) [Bhabha (1936)] represents electron - 
positron scattering without photon annihilation. The scatter product of a bremsstrahlung 
[Koch (1959)] event is an electron and a photon. Depending on their energy (which 
corresponds to their priority in the stack) either subroutine PHOTON or subroutine 
FLFCTRON is called. Another competitive process for charged particles - especially for 
higher energies - is positron annihilation [Williams (1979)]]. The scatter angles, the path 
length between discrete interactions and the energy of the scattering products of the 
charged particles is also chosen randomly, whereby the weighting of the RNG corresponds 
to the cross-section of the scatter processes. So each incident photon and all its resulting 
products are followed on their way through the material until they have lost their kinetic 
energy by further interactions with the material (down to a negligible remaining energy less 
than 10 keV) or until they escape.
28
For the simulation of back-scattered photons and the distinction between single and 
multiple scatter (estimation of S/T-ratio) only the following discrete scatter events are 
considered: Coherent scattering, Compton scattering, Bremsstrahlung ; pair production 
with subsequent photon annihilation was modelled as one scatter event. The production of 
electrons by the photo-effect (without fluorescent photons); Bhabha and Moller were not 
included for the determination of the number of scatter events of a detected photon.
The precision of the results of the EGS4 program increases with the number of simulated 
photons because the relative statistical fluctuation is proportional to the inverse square root 
of the total number of simulated photons (Poisson distribution).
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Figure 4-2: Scheme o f the user interface o f the EGS4 code system
In Figure 4-2 the user interface between the default EGS4 code and the user code is shown. 
The user has different possibilities to communicate with the default EGS4 code; firstly 
preparation of the media data via PEGS4 [Nelson (1985)]. PEGS4 is a stand-alone data 
pre-processing code, with an output in a form for direct use by EGS4. PEGS4 constructs 
piecewise-linear fits over a large number of energy intervals (for a specified energy range) 
of the cross-sections and branching ratio data. That means that PEGS4 contains all the
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cross-section data from the given literature references. In addition PEGS4 permits the 
option to plot any electron or photon cross-sections, comparable with the XCOM [Berger 
(1987)] tool. The data from PEGS4 are called by the subroutine HATCH, which is called 
from MAIN. In MAIN the user can define the geometry, the media and the characteristics 
of the incident particles. MAIN also calls the subroutine HOWFAR, in which the distance 
the particles travel through the different geometrical regions has to be specified. The 
internal subroutine SHOWER produces via ELECTRON and PHOTON (see Figure 4-1) a 
data protocol of the scattering processes along the path of the particle through the whole 
media. In subroutine AUSGAB the user scores and outputs only the interesting 
information, for example the energy and the co-ordinates of the back-scattered photons or 
the number and kind of scatter events. The result file obtained in this way can then be 
processed by another self-written evaluation program.
4.2 Approximations of the EGS4 - modei
We described in section 3.2 a measurement system comprising a 450 kV X-ray tube, a sand 
box containing a cavity and a scintillator detector recording X-ray scatter at average scatter 
angles in the range 0 = 108° - 126°. The X-ray tube produces a broad continuous spectrum 
plus the characteristic tungsten-lines at energies between 60 - 70 keV (see Figure 3-6). The 
program on the other hand simulates the source as a monochromatic line of energy equal to 
the average energy of the bremsstrahlung. As is evident from the 450 kV results in 
Table 3-1, Cr(and therefore also S/T) is only slightly energy dependent for energies higher 
than 250 keV. This justifies our use of an average photon energy to describe the scatter 
characteristic of a polychromatic bremsstrahlung beam. The question of which average 
energy to use is also not very significant. Somewhat arbitrarily, a value of 250 keV was 
assumed for the 450 kV spectrum and 100 keV for the 160 kV spectrum. This 
approximation saves simulation time and is adequate for the multiple scattering. 
Admittedly for the single scatter we obtain a strong Compton peak, which does not appear 
in the single scattering spectrum from the 450 kV bremsspectrum (compare Figure 6-3 with 
Figure 3-13). For the simulations with higher incident energies in section 6 and section 9.6 
(linac) implementations are carried out to run the EGS4 simulation with the full 
bremsstrahlung spectrum as incident energy.
A second approximation is the postulated ideal detector which is assumed to have 100 % 
intrinsic efficiency. This means that every photon that arrives at the detector under certain
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geometric constraints (e.g. via a collimator) will be absorbed totally and its energy will be 
completely converted in the EGS4 program. In reality each detector has less than 100 % 
(quantum and conversion) efficiency, so that there is always some reduction in the photon 
statistics and in the energy resolution.
A third point is the approximation of the sample geometry to save calculation time. The 
cavity of 5 cm height and a base of 8 x 15 cm was modelled by an infinite Z-layer of 5 cm 
height and infinite horizontal extent. This does not introduce any approximation for the 
single scatter; and the fraction of the multiple scatter lost for this geometry is small 
compared with the finite cavity.
4.3 Simulation of ComScan 160
ComScan 160 simulations were done for the detection of an iron rod and an air-filled 
cavity in sand. The simulation geometry corresponds to the 160 kV experiment of 
chapter 3. The sketch of the simulation geometry is shown in
Figure 4-3.
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Figure 4-3: Sketch o f ComScan 160 simulation geometry for an iron rod and an empty 
cavity in sand.
The iron rod (p = 7.8 g/cm^ ) and the empty tube have a diameter of 30 mm; the scatter 
medium is sand with a density of p = 1.5 g/cw?. The slit (0.08 cm) is identical with the 
50 mm slit system of ComScan 160. The detector array was represented by two continuous 
detector planes (Detl and Det2) with a variable subdivision. The 160 kV X-ray spectrum 
was roughly approximated by a monoenergetic 100 keV incident photon beam. Three 
simulations were done (with a total running time of 350 hours): with homogenous sand, 
with a 30 mm Fe rod in sand and with a 30 mm empty cavity in sand. The results are
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illustrated in Figure 4-4 for the detected signal of each detector interval (ADet-Z = 1 mm) 
of one detector plane .
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Figure 4-4: ComScan 160 simulation o f a depth profile with Eq = ICO keV; Fe and vacuum 
below 30 mm sand. The increase o f the intensity from the Fe surface is seen in layer 14, the 
decrease o f the cavity (vacuum) in layer 19.
The total back-scatter signals in all three cases decrease rapidly with increasing detector 
intervals, which corresponds to the increasing depth layers within the “samples" The 
dynamic range of the detected signal from the surface of the sand to the middle of the iron 
bar is a ratio about 90 (from 180 000 counts in interval 0 to 2000 counts in interval 13 for 
Fe). The contrast between iron and sand in the detector interval 8 (layer 14 in Figure 4-4) 
of Cr = 7 % is significantly greater than the fluctuations (recognisable as differences of less 
1% between the signals from sand with Fe and sand with vacuum from the detector 
intervals 4 - 6 ) .  This contrast is caused by the higher scattering probability of Fe which 
depends on the electron density pg (see eq. ( 1.4 )). The signal from the iron bar then 
decreases very strongly from detector interval 9 to interval 10 and never increases for 
depths greater than 62 mm because of the strong self-attenuation of Fe.
On the other hand the signal from the cavity decreases immediately in interval 9, because 
of the missing scatter material. But it is seen that with deeper layers below the cavity 
(interval 18) the signal increases again (in contrast to the signal from Fe), because the 
primary and scattered beams get less attenuated through the volume of the cavity compared
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with the signal of homogenous sand. It is also seen that the contrast around layer 19 does 
not vary over several layers. The reason for this is that the cavity of 30 mm diameter is 
much greater than the investigated voxel depth of approx. 2.3 mm.
This results are in agreement with the experimental data, in that the contrast of the iron bar 
and the contrast of the cavity compared with homogeneous sand have almost the same 
value at layer 19, but for different reasons.
However, the quantitative value of the contrast Cr = 55 % at layer 19 between the cavity 
and sand differs from the result from the experiment, as shown in Table 4-1.
ComScan layer 14 
Ct (Fe/sand)
ComScan layer 19 
Ct (sand/cavity)
Experiment 1 4 ± 4 % 36 + 9%
Simulation 7% 55%
Table 4-1 : Comparison o f Ct between ComScan 160 experiment and simulation with a 
monochromatic incident photon energy o f 100 keV.
It can be seen, that at the Fe bar surface (Fe/sand, layer 14) the Ct value of the simulation is 
less than that of the experiment. But for small contrasts the fluctuations of the 
measurement are also higher (30 %). The relative error is also high (50 %), because 
experimentally it is more critical to hit the surface of the iron rod exactly (to prevent the 
high self-attenuation in Fe) than to hit the middle of the big cavity.
Also for the contrast of the cavity C^sand/cavity) there is an absolute difference of 
10 %between experiment (45 %) and simulation (55 %). This error could be caused by 
slight deviations of the density or the geometry of the experiment, but the rough 
approximation to the bremsstrahlung spectrum from the 160 kV X-ray tube could also be 
responsible. To investigate the dependence of the contrast on the incident energy, 
simulations with different monochromatic incident energies were done. (The accurate 
implementation of incident bremsstrahlung spectra in BGS4 was not yet done.)
4.4 Simulation of iron bars in concrete
In practice for civil engineering the detection of iron bars in concrete is much more 
interesting than iron bars in sand. Therefore some simulations were run to investigate the 
contrasts of an iron bar (and also a cavity) in concrete for different monochromatic incident
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energies. The composition of the concrete (p = 2.26 g/cm^ ) used for the simulations and a 
comparison with sand are shown in Table 4-2.
0 Si Ca A1 K Na Fe
concrete 49.8% 3L6% 8.3% 4.6% 1.9% L7% L2 %
sand 533 4 6 J% - - - - -
Table 4-2: Composition o f concrete (p = 2.26 g/cm^ ) and sand as fractions by weight.
The simulation geometry was the same as that of the ComScan 160 experiment in 
Figure 3-3, expect that the diameter of the iron rod and the cavity were 50 mm. The 
resulting contrasts for Fe and the cavity in concrete are given in Table 4-3.
monoenergetic Simulation Simulation
Eo Ct (Fe/conc.) Ct (conc./cavity)
100 keV 8 % 36%
160 keV 25% 51 %
225 keV 34% 56%
Table 4 - 3 :  Dependence o f the S/T ratio on the incident photon energy E q.
The second column of Table 4-3 shows the contrast at the surface of the iron rod for 
increasing incident photon energies. It is seen that Ct (Fe/conc.) increases very strongly 
from Eg =100 keV to Eo =160 keV and less strongly from Eo =160 keV to Eq =225 keV. 
The same tendency - but more pronounced - is shown in the third column for the contrast 
of the cavity Ct (conc./cavity). It seems that increasing the incident energy at low energies 
(100 keV) produces a stronger increase of Ct than at higher energies (greater 225 keV). 
This agrees well with the results of the 450 kV experiment in section 3.2 and will be 
confirmed by simulations of the S/T-dependence on the incident photon energy in 
section 6.3.
Hence it is conceivable that for a particular depth in a particular scatter material there exists 
a kind of threshold for the incident monochromatic photon energy. At low incident energies 
the increase of the penetration depth dominates the increase of the multiple scattering, but 
at higher incident energies the S/T-ratio will not be significantly improved by an increase 
of the incident energy (see Figure 6-5).
As shown in section 1.3 there is also a strong influence of the volume of the investigated 
objects on the contrast C7. Therefore we also estimated the S/T-ratio from the simulation of
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homogenous concrete directly by division of the single and the total scatter for each layer 
to investigate the dependence on the incident energy and the investigation depth. The S/T- 
ratio is shown in Figure 4-5 for the incident energies of 100 keV and 225 keV.
0.8
0.7
Ei = 100 keV
0.6 -  -
0.5 --
Ei = 225 keV
Y 0.4 y
0.3 --
0.2 - -
0.1 - -
layer 19
Z In mm
Figure 4-5: Investigation depth dependence on the S/T-ratio for different ComScan 
energies in homogenous concrete (The statistical error increases with decreasing counts 
for greater Z  )
There is only a slight dependence on the incident photon energy Eo but a strong influence 
of the investigation depth Z is recognisable. For small investigation depths, the S/T-ratio of 
100 keV incident energy is higher than that of Eo = 225 keV. Because of the higher 
penetration depth for Eo = 225 keV, less single scatter is produced in the first Z-layers. For 
greater depth Z, the S/T ratio of Eq= 225 keV is higher; because of the higher penetration 
depth more single scatter is produced at greater depths.
The contrast Cs of the single scatter signal between concrete and a cavity in concrete 
should be 100 %. For a small voxel depth compared with the whole scatter medium we 
obtained eq. ( 1.9 ); Ct = S/T*Cs. The S/T value for layer 19 (Z = 43 mm) deduced from
Figure 4-5 (S/T = 10 %) differs clearly from the corresponding Cj = 36 % value, because 
the multiple scatter background M (W  in the ComScan experiment (eq. 1.4) is reduced 
strongly by the big cavity (which leads to an improvement of Cj ).
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4.5 Simulation of the 450 kV experiment
To simulate the 450 kV experiment, the measurement set-up with the fixed cavity and the 
fixed detector angle y  = 59° was chosen (2 fixed points). The path of the incident and the 
scattered beam has always the same geometry, and only the path length through the sand 
varies (see Figure 3-10: different thickness of the overlying sand layer). As a cavity we 
took a 5 cm deep vacuum layer of infinite extent in the X-Y plane (instead of AZ = 5 cm, 
AX = 8 cm, AY =15 cm). This approximation is acceptable because we are interested in 
the depth-dependence of Cr. The real detector geometry is simulated in the X-Z plane 
exactly, but in Y-direction the length of the Nal(Tl) crystal is assumed to be 20 cm instead 
of 7.5 cm. The simulation showed that this causes no significant difference, but achieves a 
higher „count“ rate, so simulation time can be saved. The 450 kV tube spectrum is roughly 
approximated by a single 350 keV line. Another reason for using this relatively high energy 
is to get more signal, as the experimental data showed that the influence of the incident 
tube voltage between 250 kV and 450 kV is negligible. The thickness of the sand layer 
(also infinite in the X-Y plane) over the vacuum layer is increased from 3 cm to 8 cm and 
then to 13 cm, to simulate the different investigation depths Z = 5 cm, 10 cm and 15 cm 
(see Figure 3-10).
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Figure 4-6: Simulation o f depth profiles from homogeneous sand and a cavity in sand 
(Z = 5 cm).
In Figure 4-6 the depth profiles of homogenous sand (black) and a cavity (at Z = 5 cm) in 
sand (grey) are shown. The detector geometry is chosen such that the main part of the
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single scatter signal is obtained from the intervals 5 cm < Z < 8 cm. It can be seen that 
there is no signal from the cavity Tcavity in the range of 3 cm < Z < 8 cm, but a very strong 
signal from the 8 cm -layer, because of the missing attenuation in the vacuum. The signal 
of homogenous sand Tsand from the first layers is higher than that of Tcavity, because more 
multiple scatter is produced in the depth of 3 cm < Z < 8 cm. For the determination of Cj it 
is not necessary to distinguish between single and multiple scatter, only the difference 
between integrals of Tsand and Tcavity over all Z intervals are normalised (eq. ( 3.1 )). This is 
shown for three depth Z = 5 cm, 10 cm, and 15 cm with two different low detector energy 
limits E ’min in Table 4-4.
Zin cm Cr (SIM)
E'mm=100keV
C r  (S I M )  
E'wn=10keV
C r  (E X P )  
E'mm=10keV
C r  ( S I M ) - C r  ( E X P )  
E ’m ln  =10 keV
5 61.1 % 55.8% 5&2% + 5.6 %
10 3L2% 27.3% 22.4% + 4.9 %
15 16.0 % 14.4 % T8 9& + 6.6 %
Table 4-4: The comparison between the 450 kV experiment and its simulation shows good 
agreement (see also Figure 3-14).
Comparing the second and third columns shows the improvement of Ct produced by 
increasing the low detector energy limit E ’mim Independent of the investigation depth Z, the 
Ct values for E\nin = 100 keV are about 10 % higher than the values for E ’^ in =10 keV. The 
fourth and the third columns show a direct comparison between the 450 kV experiment and 
its simulation. The absolute difference between the values of the simulation and the 
experiment (column five) is a constant offset of roughly 6 %. This offset can be explained 
by the lack of conformity between the cavity and the voxel which is seen by the detector 
(defined by the intersection volume of the primary and scatter beams). Another source of 
the discrepancy between the experiment and the simulation could be the poor photon 
statistics at great depth. The statistical fluctuation of the first Z intervals in Figure 4-6 lies 
within the square root of the number of counts per interval. For deeper intervals with less 
counts the uncertainty is higher. This means that the EGS4 code does not precisely 
simulate the real photon statistics in the experiments. But the influence on the estimation of 
Cr is rather small.
4.6 Discussion of scatter imaging with X-ray tubes
With the ComScan 160 device, cavities surrounded by sand (p = 1.5 g/cm^) can be detected 
down to a depth of 45 mm. The great advantage of ComScan 160 is its high spatial
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resolution for structures below one millimetre. The disadvantage is the practical limit of 
50 mm as a consequence of the relatively low incident energy (less than 160 keV).
The results of the 450 kV experiment have shown that it is possible to find cavities 
(5 cm high) in homogenous sand down to a depth of 20 cm, but that it is difficult to make 
accurate statements about the absolute limit of the information depth. The relative contrast 
Ct has a strong dependence on the density, the solid angle of the detector and the volume 
of the cavity. The latter means that the measured value of Ct is higher than the S/T-ratio of 
the simulations. This would lead us to suspect that the reduction in multiple scatter caused 
by the cavity volume increases Ct in the real experiment [Monroe (1993)]. This effect is an 
advantage for the detectability of cavities and relatively light objects.
In agreement with the results of the simulation, the influence of the incident energy on Ct 
in the X-ray tube voltage of 250 kV - 450 kV is observed to be weak, whereas the intensity 
of the signal increases strongly with tube potential. The experiment thus confirms the 
reliability of the EGS4 program in this energy range and allows extension to higher 
energies.
Using higher incident photon energies in the megavolt range yields higher penetration 
depths of the primary photons, but not necessarily a better S/T-ratio. So the idea is now to 
use another scatter effect at higher incident energies to improve S/T: pair production with 
subsequent annihilation radiation. The physics of this competitive process with Compton 
scattering is described in the next section.
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5 Physics of pair production and annihiiation
For photons having greater mass-equivalent energy than that of two electrons 
(2x511keV ), the interaction cross-section is increasingly dominated by the pair 
production interaction. An electron - positron pair ( y —> e + e^ ) is formed when photons 
of energy greater than 1.022 MeV interact with the Coulomb field of the nuclear charge (or, 
to a generally negligible extent, with the field of the atomic electrons). The positron then 
annihilates with an atomic electron (e + e”^ -> yai + y^), yielding two annihilation quanta 
which share the total energy and total momentum of the electron - positron pair. This is 
illustrated in Figure 5-1. In the next section the process of pair production is now reviewed.
incident photon 
Bin > 1022 keV
511 keV
511 keV
Figure 5-1: Photon induced pair production with subsequent annihilation radiation 
(PIPAR). The two 511 keV annihilation photons radiate in opposite directions to conserve 
momentum. (Most pair production events occur after e^ has been brought to rest).
5.1 Pair production probabiiity
The cross-section for pair production rises rapidly with energy from its zero-point threshold 
at 1.022 MeV in accordance with Figure 2-1 (attenuation coefficients). The photon energy 
at which the pair production cross-section equals the Compton cross-section depends on 
the atomic number. This value is shown for sand (SiOz) in Figure 2-1 as about 20 MeV. 
Heitler [Heitler (1954), §26] calculated the cross-section in the first Bom approximation as
per atom at a photon energy of 5.11 MeV.
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The more precise dependence on atomic number for pair production according to Heitler is 
approximately Z(Z-HâC). This expression includes a correction^to account for pair 
production in the field of the atomic electrons. The number of atoms per unit volume in an 
elemental sample is Nop/A, where p is the physical density, No is Avogadro's number and 
A is the atomic weight. Assuming that Z/A is roughly constant for 2 < Z < 20, we find that 
the probability per unit volume for the production of positrons varies as ~
The second process in the production of annihilation radiation is described in the following 
sections.
5.2 Positron lifetime
The cross - section for two-photon annihilation of a slow free positron with a free low 
energy electron is given by [Berko (1977)]
G = ^  (5.2)
V
where O) is the relative positron - electron velocity (t) «  c) and ro the classical electron 
radius. Thus the inverse lifetime (annihilation rate) of a slow electron is
= nrQcn ( 5.3 )
where n is the electron density (approximation without positron - electron Coulomb 
interaction). Using typical values of n we find that is c. 10'^ ® sec.
In most condensed materials (except metals below 100 K) positrons annihilate from their 
lowest energy state in thermal equilibrium with the system. Various colour centres in ionic 
solids or vacancies and dislocations in metals can act as positron traps. Such positron traps 
can perturb the lifetime appreciably. The way in which a positron can travel between 
production and extinction is pointed out in more detail in the next section.
5.3 Positron mean range
When pair production occurs, the total photon energy is divided between the positron - 
electron pair. The excess energy above the 1022 keV threshold required for pair production 
appears as kinetic energy for the pair of particles. The probability distribution describing 
the relative proportions of the energy carried by each particle has a rather flat maximum for 
equal energies of the positron and the electron. If it is assumed that the pair of particles 
carry equal kinetic energy and, further that the positron loses its energy by collision,
40
ionisation etc. of the medium in which it is produced before it annihilates, its mean range 
may be calculated.
Tables of electron ranges in various materials in the continuous-slowing-down- 
approximation (CSDA) have been published by Berger and Seltzer [Berger (1964)]. These 
ranges are summed over the tortuous track of the particle as it diffuses through the 
scattering medium and are several times larger than the mean distance from the origin at 
which it is produced to the point at which it comes to rest. Although positrons, because of 
their charge, interact in a slightly different way with matter than do electrons, the mean 
differences in their range are generally small [Berger (1964), table 9). Hence we shall take 
the electron ranges as providing a good approximation to the true values.
The range of a 1 MeV electron (which corresponds to a 3 MeV photon whose energy is 
equally divided between the electron - positron pair) is almost independent of Z. The range 
varies from 0.5 g W  for C, through 0.55 g/cw? for A1 to 0.7 g/cm^ for W. Hence for sand 
having a density of c. 1.7 g/cm^ the corresponding positron range is about 3 mm and its 
mean path length from creation to extinction about 1 mm. The finite positron path length 
may therefore usually be ignored as a source of image unsharpness.
5 . 4  Annihilation broadening profile
By analogy with the Doppler broadening investigations for the Compton peak [Tatari 
(1996)], Doppler broadening positron annihilation techniques have been developed for the 
study of defects in bulk samples [Dunlap et al (1996)], [McKee (1967)] and material 
characterization. In this section the principle of such a technique is briefly outlined.
The two annihilation quanta carry the momentum of the positron - electron pair as well as 
the total energy. In the centre of mass frame the two photons are emitted at an angle of 
180°. In the laboratory frame the two photons are not necessarily colinear due to the finite 
momentum of the pair. This momentum is caused by the binding electrons of the scatter 
material, analogous to the Compton broadening profile (see section 2.3).
A sketch of the momentum of the pair is shown in Figure 5-2. If y  (deviation from 180°) is 
zero, the resulting total momentum ptot of the pair would be zero. For a typical atomic 
electron momentum (p = 10^ me) the angle between the two photons deviates from 180 
only by a few milliradians.
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ptotP511
P511
Figure 5-2: Momentum o f the two 511 keV photons o f the annihilation radiation. The 
binding electrons o f the scatter material cause a small resulting total momentum ptot-
This results in a finite total momentum ptot with a component p x ' m X -  direction (direction
of one 511 keV photon). The momentum of the atomic electron can be estimated by a
conventional angular correlation experiment with two detectors having high spatial
resolution. The other possibility - especially for single-sided imaging - is to measure the
energy of the Doppler shift of one photon, which corresponds to The relation between
the momentum and the resulting photon energies is given by
El 2 =  mc^  ±
where mc^ is the rest mass energy of the electron. It is noteworthy that only half of the 
momentum of the atomic electron is superimposed on each 511 keV photon. Eq. ( 5.4 ) is 
valid for the nonrelativistic case, which is fulfilled for the atomic electrons of all low Z 
elements (Z < 36) [Biggs (1975)]. For example for the hydrogen atom, the velocity of the 
atomic electron is given by
'^ » = V 5  = 2-19x 10‘ '%
and the momentum of the ground state hydrogen electron
me
P h = V2mE = — = 1.99 X10'^^ kg m/s
The Ph value from eq. ( 5.6 ) is equivalent to 1 a.u. (atomic unit). The relation between the 
momentum of the 511 keV photon (p = moc) and the momentum of the hydrogen electron 
momentum is given by
P sn  _  ^ _
P h
= —  = 137 (^ .7 )
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For example for px = 1 a.u. from a hydrogen electron (13.6 eV) photons have a resulting 
Doppler shift of £"2 = 1.865 keV from 511 keV (moc^) [Berko (1975)].
To give an impression of the magnitude of the Doppler broadening effect, Figure 5-3 
shows the shape of the annihilation peak, derived from the tabulated values from B/iggs 
[B/iggs (1975)] for different scatter elements.
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10 - -
IcBc
Fe
Sn
541536531526521516511
Energy in keV
Figure 5-3: Energy distribution o f the annihilation peak due to all electrons o f different 
elemental samples. The line shapes are symmetrical around 511 keV when the energy shift 
A E «  511 keV (see eq. ( 5.4 )).
Figure 5-3 shows only the high energy side of the 511 keV annihilation peaks; for low Z 
elements (non relativistic case in eq. ( 5.4 )) the 511 keV annihilation line shapes are 
symmetrical around 511 keV. The broadening of the peak is caused by the summation of 
all atomic electrons of a particular element. The intensity is normalised to the number of 
electrons of each element. Because of the stronger binding energy of the inner electrons of 
high Z (atomic number) elements the size of the energy shift is strongly Z - dependent. So 
the contribution to the 511 keV peak at energies near to 511 keV is generated from the 
valence electrons with relatively low binding energies. At energies well away from 
511 keV the line shape is dominated by the tightly bound inner electrons, which are 
characteristic for the material determination. To illustrate the influence of the K-shell of the 
different elements on the line shape the ratio of the K-shell contribution to the summed 
peak of all electrons (WfoJis shown in Figure 5-4.
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For low Z elements like C and O the K-shell distribution rises to about 50 % of the total 
intensity in a distance from 511 keV of only a few keV. For high Z elements (Pb, U) the 
K-sbell fraction reaches a level of 3% at a distance of about 40 keV, although the absolute 
amount of the K-shell interaction for uranium is much higher than that by oxygen at 
energies around 550 keV.
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Figure 5-4: The ratio o f the contribution o f the K-shell electrons to the total electron 
contribution (from Figure 5-3) as a function o f energy.
This effect of the rising Doppler broadening with increasing atomic number Z can be used 
for material characterisation. Tatari et al [Tatari (1994)] reduced the line shape information 
for a Compton peak to a single ratio (shape factor) R k  = I k/ I c  where Ik  represents the area 
under the high energy wing of the profile (with stronger influence of the K-electrons) and 
Ic is the area of the Compton peak between its half peak height positions (FWHM, 
corresponding to the energy level Ec in Figure 5-5. Tatari et al. showed qualitatively a 
correlation between the mean atomic number of the sample and the ratio Rk.
This method from Tatari can be modified for a better use of a filter technique. Therefore 
instead of the half peak height position of the annihilation line a fixed filter energy value 
E f  at a particular distance from 511 keV is chosen - for example 516 keV, which 
corresponds to a 5 keV distance from the 511 keV peak. In Figure 5-5 the grey area under 
the annihilation peak between 511 keV and 516 keV corresponds to the integrated intensity
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Ip and If represents the area under the high energy wing of the annihilation profile above 
the energy level of a fixed filter Ep= 516 keV (lined area) with is more strongly influenced 
by the K-electrons.
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Figure 5-5: The line shape factor R f = If/Ip is defined as the ratio between the lined area 
(If) and the grey area (Ip), whereby Ep is a fixed energy level, here chosen as 
E f  = 516 keV. Tatari chose instead a fixed energy boundary, E f, the full-width at half 
maximum, Ec, for his line shape factor R k  = I k / I o
We can now define a shape factor Rf = If/Ip. which characterizes the broadening of the 
annihilation line. This factor is illustrated f o rE f=  516 keV for several elemental samples 
in Figure 5-6. It is seen that for elements with small atomic numbers Rf is nearly zero, 
which means that the annihilation line of hydrogen for example lies almost completely 
inside the energy window between 506 keV and 516 keV. For Sn (Z = 50) the line shape 
factor Rf is about 100 %, meaning that intensity between 511 keV and 516 keV has the 
same value as the intensity above 516 keV. With increasing atomic number, Rf increases 
up to a value of approximately 150 % for plutonium (Z = 94) with Ef =516 keV. The fixed 
filter energy Ef can be chosen in such way that a optimum dynamic range of Rf will be 
reached depending on the range of interest of element characterization [Tatari (1994)]. If 
we are interested in elements with low atomic numbers Ef can be a little lower: for the 
characterization of high Z elements Ef has to be higher (e.g Ef = 526 keV).
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Figure 5-6: The line shape factor Rk = Ip/Ip o f the annihilation peak (defined in the text) o f 
different elements for a 5 keV filter edge. The strong increase o f this factor allows the 
characterization o f elements with different atomic numbers Z.
For practical measurements of material characterization, difficulties are to be expected in 
extracting energy spectra which are free of multiple scattering also the high energy 
resolution of the detector becomes important.
For incident energies above 1 MeV the cross-section of the pair production effect, with 
subsequent annihilation radiation, increased rapidly. This allows us to use the 511 keV 
annihilation line for back-scatter imaging. EGS4 simulations are described in the next 
chapter to explain this novel PIPAR principle.
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6 PIPAR simulations with megavoltage radiation
Several workers [Zhalsarave (1980), Silver (1993), Zhu (1995), Barnea (1994)] have 
investigated the feasibility of imaging via megavoltage photon back-scattering with 
detectors which monitor all backstreaming photons.
In this section we describe simulations of the scattering of megavoltage photons with 
EGS4. We begin with geometry which closely resembles that used for the Compton scatter 
simulations from chapter 4. On the basis of these simulations a technique is described 
which utilizes photon induced positron annihilation radiation (PIPAR). In order to save 
confusion later the term back-scatter will refer to the process in which an incident photon 
reappears, albeit with modified energy and direction following an interaction process. 
Backstreaming refers to the situation in which a photon arises from intermediate interaction 
products e.g. following positron annihilation. Because the Feynman diagrams of scatter 
processes often include short lived virtual particles the distinction between backstreaming 
and back-scatter is somewhat academic. However the purpose of this section is to develop 
a technique to measure PIPAR independently of the degrading influence of such 
contributions from Compton, photoelectric effect, coherent scattering or bremsstrahlung. In 
this section simulations are carried out with the aim to design a PIPAR scanner device (in 
chapter 7).
6.1 Simulation geometry
To investigate the detectability of structures in sand, the single to total scatter ratio S/T is 
determined for a particular spatial resolution as a function of the incident photon energy 
and the investigation depth Z. A sketch of the simulation geometry for the estimation of 
S/T is shown in Figure 6-1.
The advantage of this arrangement is the possibility of detecting back-scattering from all 
depths simultaneously using a large detector plane. The angle ô of the detector plane is the 
same as the incident angle (oc = 20°), the distance between the slit and the surface of the 
sand is 30 cm; this implies an imaging scale of 1:1 for the depth Z (for small slit width AX). 
The geometry is optimised for an investigation depth of Z = 30 cm by setting the distance A 
between the X co-ordinate and the slit position as A = 10 cm, so that the path through the 
sand of the back-scattered photons, originating at Z = 30 cm depth is minimised (vertical
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dashed line). All these parameters are variable in the EGS4 user code; but the standard 
geometry condition was a  = 20°, slit width AX = 1.0 cm, A = 10 cm.
—  detector plane
DZZ = -70
vacuum
incident X-ray
Z = -30
slit (9.5cm < X <10.5 cm)incident angle = 20°
scatter angle = 150
Z =  10 - AZ
s a n d
Figure 6-1: Sketch o f the geometry for the S/T simulations (different investigation depths Z  
are recorded simultaneously)
A Z-interval Z; < Z < Z2 in the sand (of size AZ), which defines the spatial resolution of the 
measurement, is specified by choosing a certain segment DZ of the detector plane for a 
fixed slit width AX. The EGS4 code can record the number and the type of scatter events of 
a detected photon to determine the single scatter signal, which only could originate in the 
Z-layer Z; < Z < Z2. Hence, all the photons which are not registered from the specified 
Z-layer are a result of multiple scattering. To this extent such photons are a noise signal, 
because they give no information about the properties of the layer of interest. This is an 
effective method (saves a lot of running time) to determine the S/T ratio. This geometry 
can also be used for the whole energy range of interest.
Figure 6-2 shows a typical depth profile (compare [Ham (1996), Zhu (1995)]) recorded 
with the detector geometry shown in Figure 6-1. The detector segment (DZ = 2 cm) was 
focused at an investigation depth of Z ~ 10 cm with the standard geometry condition. The 
depth of the last interaction and the number of scatter events along its path through the 
material are saved for each detected photon.
48
2500
Emin = 50 keV, total2000 - -
1500 --
^  T  ^
Emin = 50 keV, multipleQ .
te 1 0 0 0 - -
Emin = 50 keV, single
500 --
20181614121086420
Depth at last interaction Z in cm
Figure 6-2: Depth profiles o f the single and total scatter signal o f a monoenergetic 5 MeV 
beam, focused on a depth o fZ  = 10 cm.
These photons are stored in an array of depth intervals AZ depending on the depth of their 
last interaction. Hence the depth profiles for the single and total scatter signal are obtained 
as a histogram of the number of counts over depth intervals of AZ = 1cm. For a lower 
energy limit of the detector of Emin = 50 keV the recorded single scatter events (thin line) 
are subtracted from the recorded total counts (thick line). Analysis of the simulation results 
show that the pure multiple scatter signal decreases with increasing Z and is to a first 
approximation independent of the width of the investigated depth interval 
7 cm < Z <  13 cm (voxel size). Therefore the S/T ratio is a criterion for the quality of the 
detected signal from a certain depth interval (voxel), defined by the corresponding detector 
conditions. This S/T determination can be carried out for all depth intervals 
simultaneously.
6.2 PIPAR principle
To explain the PIPAR principle it is useful to compare the detected energy spectra for 
incident energies below and above the minimum pair production energy of 2 x 511 keV. 
These scattered energy spectra are derived by storing the simulated photons as a function of 
their energy. For incident energies less than 2x511 keV, we obtain a broad multiple scatter 
Compton spectrum and also, corresponding to the monochromatic incident line in the
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EGS4 user code, a strong single scatter Compton peak; Figure 6-3 (dotted curve) shows a 
back-scatter energy spectrum for 250 keV incident energy on sand (7.5 cm < Z <15 cm). 
For a scatter angle of 0 = 160° a strong Compton peak at E ’ = 130 keV is obtained.
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Figure 6-3: Simulated energy spectra for 250 keV and 5000 keV monochromatic incident 
energy (75 x l ( f  photons) for Z = 10 cm and 0 = 160°. For incident energies over 
1022 keV the 511 keV annihilation peak appears.
At incident energies higher than 2 x 511 keV an additional peak at 511 keV is yielded by 
the positron annihilation process, arising from the pair production interaction. The full line 
plot in Figure 6-3 shows an energy spectrum for Fi = 5000 keV incident on sand 
(Z = 10 cm) with a weak single scatter Compton peak at 250 keV and the pronounced 
511 keV annihilation line. The energy resolution of the detector is assumed to be ideal in 
the simulations, the histogram in Figure 6-3 is depicted with 2 keV bins, but a real detector 
(HPGe) can also reach a quite good resolution of about 2 keV for 511 keV. This 511 keV 
line grows with increasing incident energy, because of the increasing probability of pair 
production and subsequent annihilation radiation. But of course, the intensity of the 
annihilation line decreases with the depth of the investigated volume element (see section 
6.4.4). It is noteworthy to mention that the annihilation line does not change its energy as a 
function of the emission angle in contrast to the Compton peak. Another advantage of the 
annihilation radiation is the effective doubling of the yield per primary pair production 
event since two 511 keV photons emerge for each annihilation event.
To get unambiguous information from a specified voxel (or a particular Z-layer i.e. 
7.5 cm < Z < 15cm) it is necessary to eliminate multiple scatter events originating outside
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the voxel, or more realistically, to separate the single scatter from the chosen voxel. The 
single scatter Compton peak can not be differentiated on the base of energy from the 
multiple scatter background, but the 511 keV line can be selected by an energy sensitive 
detector such as a high-purity germanium detector (HPGe). The 511 keV photons are 
assumed to originate like one single scatter event, because the mean range between pair 
production and annihilation (at most some millimetres, see section 5.3) is negligible 
compared with the voxel size of several centimetres. It is possible to define a new 
expression of "back-streaming'' 511 keV annihilation photons, but for the comparison of 
multiple and single scattered photons the microscopic physical details are not important.
It is now possible to separate the PIPAR line to get unambiguous information from the 
voxel of interest, even though it is not possible to preserve information on the single 
Compton peak. In any case, for a bremsstrahlung source it would not be possible to 
separate the extremely broadened single Compton scatter events. When an energy-sensitive 
detector is used to record the scattering, it is possible to define upper and lower energy 
limits. Choosing the optimal lower energy limit Emin improves the S/T-ratio. In Figure 6-4 
the depth profiles are shown with lower energy limits of 10 keV, 100 keV and 500 keV for 
a 5000 keV incident beam.
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Figure 6-4: Simulated depth profiles o f the back-scatter signals for Fi = 5000 keV, focused 
on a depth o fZ  = 10 cm in sand. The multiple scatter background decreases strongly with 
Emin = 500 keV.
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It is seen that the total signal decreases very strongly with increasing However, it is 
very noticeable that the number of photons from the layers near the surface decreases 
dramatically with a low detector energy limit of E,nin = 500 keV because nearly all of the 
511 keV photons originate in the investigated voxel (7.5 cm < Z < 15 cm). But also signals 
from inside the voxel also decrease for E,nin = 500 keV, not only because of the. cut-off of 
the whole multiple back-scatter from 7 cm < Z < 15 cm, but also due to missing the single 
scatter Compton peak (at about 250 keV) originating in the voxel of interest. Considering 
the nearly complete discrimination of these lower energy noise events, the loss of intensity 
from signals arising from inside the voxel is acceptable; i.e. all 511 keV photons 
originating within the voxel and which escape from the sample are counted, plus a few 
multiple scatter events with energies higher than 500 keV (see also Figure 6-5).
The good depth definition obtained under these conditions {E,nm = 500 keV) confirms well 
the feasibility of the PIPAR principle. Following our assumption of describing the positron 
annihilation process arising from pair production interaction as a single scatter event, in the 
next section we try to express the information of the depth profiles quantitative in the form 
of the simulation parameter S/T (compare Figure 6-2 with Figure 6-4).
6.3 S/T Dependence on the incident energy
Similar to the simulation of Figure 6-4, the S/T-ratios has been determined for particular 
detector segments focused at depth of Z = 5 cm, 10 cm and 15 cm with Emin = 50 keV (full 
line plots) and Emin = 510 keV (dashed line plots). The simulations were made for an 
assumed density of sand p = 1.5 g/cm^ for different monochromatic incident energies of 
250, 500, 1000, 2000, 5000 and 10000 keV. The number of incident photons (whose paths 
are separately followed by the EGS4 program) is held constant at 300 million per 
simulation. That corresponds to a running time between 30 h and 230 h on a 90 MHz 
Pentium computer. The results are shown in Figure 6-5.
In this section we are not interested in investigating the S/T dependence on depth, Z (see 
section 6.4). Because the energy dependence for the different Z curves is very similar, we 
concentrate our observations on the Z = 10 cm curves (corresponds to depth profiles of 
Figure 6-4) to investigate S/T as function of the incident energy.
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Figure 6-5: Energy dependence o f the S/T-ratio for Emin =50 keV and 510 keV. The S/T- 
ratio with Emin = 610 keV increases rapidly for incident energies above 1022 keV as most 
o f the multiple scatter events lie below 511 keV.
It is evident in Figure 6-5 that S/T for Z = 10 cm increases weakly from 9 % (for 
Ei = 250 keV) to 16 % with increasing incident energy, if the detector lower energy limit is 
constant Emin = 50 keV. For Emin =510 keV the S/T-ratio rises to about 90 % at an incident 
energy of 2000 keV and decreases slowly to S/T = 65 % at Ei — 10000 keV. That means it 
is possible to bracket the sharp, strong 511 keV - annihilation line to increase the signal 
contrast Q  many times, from S/T = 14 % to 90 % at Ei = 2000 keV.
The influence of the investigation depth Z on the energy dependence of S/T is very small. 
For Emin = 50 keV, S/T is nearly constant for all depths (except for a slight increase for low 
incident energies). For all depths there is the large step in S/T at incident energies over 
2x511 keV. For energies in the vicinity of the threshold energy of 2 x 511 keV, the 
intensity falls off because of the low probability of pair production.
The S/T-ratio determines whether it is possible to distinguish between the density of two 
voxels at a depth Z. The total scatter signal is nearly constant, but the single event signal 
varies with the density of the voxels. The limit of detectability will be reached if the 
absolute statistical fluctuations of the total signal are higher than the difference between the 
single scatter events from neighbouring voxels. Increasing the measurement time does not
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change the S/T-ratio, but the relative statistical noise decreases, hence differences in the 
“real” event rate can be determined more precisely.
6.4 Dependence on the investigation depth Z
The most interesting question to answer by the simulations is to define the maximum 
investigation depth. This is defined by the decrease of S/T below a certain limit, where the 
statistical fluctuations are higher than the S/T contrast ratio.
6.4.1 Back-scatter spectra
To demonstrate the rapid change of the detected back-scatter energy spectrum with 
increasing investigation depth simulations with 5 MeV incident photons in homogeneous 
sand were done. To get noticeable signals from depths down to Z = 30 cm, 10  ^ incident 
photons were simulated with a running time of about 400 h. The spectra for Z = 0, 10, 20 
and 30 cm yielded from the geometry of Figure 6-1, are shown in Figure 6-6.
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Figure 6-6: Energy spectra for a 5 MV beam in homogeneous sand, focused on different 
depths, Z=  0, 10, 20 and 30 cm.
All spectra are normalised to the same number of detected counts, to compare their shapes. 
The spectrum from the surface region (Z = 0 cm) shows a strong, sharp single Compton 
peak at 270 keV (0 = 140 °) because of the monochromatic incident energy. But the 
511 keV annihilation peak clearly dominates the spectrum. Also the low energy multiple 
scatter background for Z = 0 is the lowest of the four examples (minimum detector energy
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of Emin= 50keV). With increasing depth the single scatter Compton peak decreases 
strongly, accompanied by a small shift to lower energies (for Z = 30 cm, 0 = 160°). The 
511 keV peak decreases rapidly while the related multiple back-scatter increases. It is 
obvious that for Z = 30 cm it is not possible to detect the single Compton peak; even to 
separate the 511 keV peak becomes more and more difficult, because there are also 
increasing numbers of multiply scattered high energy photons (E > 511 keV) detected, 
which are not shown in Figure 6-6. The effective decrease of the signal intensity is 
described in section 6.4.4.
For comparison the simulated back-scatter spectrum of a 6 MV source in which the 
polychromatic nature of the bremsstrahlung spectrum is accounted for homogeneous sand - 
also recorded for the detector configuration of Figure 6-1 - is shown in Figure 6-7 for 
Z = 10 cm and Z = 20 cm. Further details of the source spectrum which was used for these 
simulations are given in section 9.1
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Figure 6-7: Energy spectra for a 6 MV bremsstrahlung beam in sand, focused on 
Z=  10 cm and 20 cm.
The large Compton scatter peak between 150 keV and 300 keV for Z = 10 cm is much 
higher and broader than that of Figure 6-6, because of the wide energy range of the incident 
photons (see Figure 9-3, bremsstrahlung spectrum). Because of the lower average incident 
energy of approximately 2 MeV, the 511 keV annihilation peak is much lower (2 % of the
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total number of counts for Z = 10 cm, Emin =100 keV) than that for monochromatic 5 MeV 
incident photons (14 % for Z =  10 cm, Emin =100 keV).
The curve for Z = 20 cm simulated for the same number of incident photons illustrates the 
decrease of the detected signal for a constant detector interval DZ (3 cm). It is seen that the 
511 keV peak is reduced by a factor of 10 for an increase of the investigation depth of 
10 cm. The “Compton” peak also decreases very strongly with increasing Z but the 
multiple scatter background, (predominantly at low energies) decreases much more slowly. 
Note that the background in the spectrum at 511 keV is very low, indicative of the low 
probability of multiple scatter in this region.
These qualitative descriptions of the back-scatter spectra are characterized more 
quantitatively in terms of S/T-ratios and signal intensity in the following sections.
6.4.2 Decrease of S/T with increasing information depth Z
The S/T ratio was defined in section 1.4 to be a criterion for the detectability of density
differences. The dependence on the incident energy is illustrated in Figure 6-5. The same 
figure also includes the S/T dependence on the investigation depth Z. These S/T values are 
listed in Table 6-1 for the different monochromatic incident energies with Emin = 510 keV.
Z in cm S/T in % 
Fi = 2 MeV
S/T in % 
Fi = 5 MeV
S/T in %
Fi = 10 MeV
5 91.2± 5 85.8 ± 2 68.6 ± 1
10 88.5 ± 9 82.0 ± 3 65.3 ± 2
15 84.3 ± 14 76.7 ± 5 63.5 ± 3
20 65.7 ±22 66.2 ± 7 59.4 ± 5
Table 6-1: S/T dependence on the investigation depth Z, for monochromatic incident 
energies Ei = 2, 5, and 10 MeV in sand. The S/T values corresponds to those o f Figure 6-5.
It can be seen that S/T decreases monotonically with increasing Z for all incident energies.
For lower energies the initial value of S/T at Z = 5 cm is higher but the decrease per 5 cm
depth increase is stronger than that for higher energies. So for example S/T is reduced from
Z = 5 cm to Z = 20 cm by about 20 % for Ei = 5 MeV, but only by about 10 % for
= 10 MeV. The statistical fluctuations for Ei = 2 MeV are very high (absolute error up to
22 % for Z = 20 cm) because of the low probability for pair production. If we extrapolate to
even greater depth, it appears that the largest investigation depths can be reached with
F/ = 10 MeV on account of 1st greater pair production cross-section although the
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corresponding starting value for S/T is actually the lowest. (The reasons for this low 
starting value of S/T for Z = 5 cm are discussed in the following section).
The S/T dependence on Z is also illustrated for the 6 MV bremsstrahlung incident beam in 
homogeneous sand in Figure 6-8 (corresponding to the energy spectra of Figure 6-7). The 
results are very similar to those for the monoenergetic incident energy beams in Figure 6-6. 
It is seen that the curve for Emin = 100 keV decreases rapidly in the vicinity of the surface 
(from S/T =54 % to S/T = 15 % for Z = 0 to Z = 10 cm). For investigation depths greater 
than Z = 15 cm, the S/T value falls below S/T = 10 %. Somewhat arbitrarily we set the 
limiting value at which structures can still be usefully imaged at 10 % (as the results of the 
450 kV experiment have shown).
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Figure 6-8: S/T as a function of the investigation depth Z for a 6 MV bremsstrahlung beam 
in sand. From the extrapolation o f this graph results a maximum investigation depth o f 
Z=  60 cm for Emin = 600 keV.
It was seen in Figure 6-5 that there is only a weak dependence on the incident energy, thus 
even for E, =10 MeV the limit of S/T = 10 % at 15 cm is reached for Emin = 50 keV. That 
means that, using the conventional detection principle, with Emin = 100 keV, no significant 
improvement in the maximum information depth is gained by employing higher incident 
energies.
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The values for Emin = 500 keV are much higher than that of Emin = 100 keV, and the 
decrease with Z is much slower. Assuming that the curve with Emin = 500 keV decreases 
linearly with Z, the maximum investigation depth for sand (p = 1.5 g/cm^) would be at least 
60 cm, considering the growing statistical error with increasing depth. That means an 
improvement in the maximum investigation depth of at least a factor of 4 can be achieved 
by exploiting the PIPAR technique compared with the Compton back-scatter method.
6.4.3 Relation between S/T and the contrast C j
Remembering the results of the 450 kV experiment in section 3.2, the question arises why 
the simulated S/T values for Emin =100 keV for a 6 MV bremsstrahlung source are lower 
than the simulated and measured contrasts Ct with a 450 kV X-ray tube (see Figure 3-14). 
To check this apparent discrepancy, Ct simulations were also done for the 6 MV 
bremsstrahlung. Therefore the same model for the cavity was assumed (AZ = 5 cm, infinite 
in X-Y plane) as for the 450 kV simulations. The S/T results of Figure 6-8 were produced 
by one 90 h run, the Cr results in Figure 6-9 by 5 similar runs (1 in homogeneous sand and 
4 different cavity depths Z = 5 ,10 ,15 ,20  cm).
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Figure 6-9: Contrast Cr o f a AZ = 5 cm cavity in homogeneous sand fo r  a 6 M V  
bremsstrahlung incident beam. Cr decreases with Z  for Emin = 600 keV much less than fo r  
Emin = 100 keV.
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The comparison between Figure 6-8 and Figure 6-9 shows that for E,nm =100 keV, Ct is 
significantly higher than S/T, especially for low investigation depths Z. This difference 
corresponds to the detected multiple scatter from the volume of the cavity, which is 
relatively large compared with the total scatter volume. The difference between S/T and Cr 
is higher for low investigation depth Z, because of the stronger influence of the multiple 
scatter from the specified voxel.
For E m i n  = 500 keV the difference between S/T and C j  is much smaller, because of the 
smaller amount of multiple scatter over 511 keV (see Figure 6-7). So for incident energies 
not much above the pair production threshold of 1022 keV (the mean energy of 6 MV 
bremsstrahlung = 2 MeV) and at large investigation depths, S/T is a rather good 
approximation for C^for Emin = 500 keV. The great advantage of S/T is its independence of 
special geometrical conditions and the real contrast Cj will not be worse than S/T.
In Figure 6-5 it was seen that for higher incident energies the starting value for S/T falls 
from 91 % at 2 MeV to 69 % at 10 MeV for Emm = 510 keV. More precise investigations of 
the detected signal shows that the 511 keV peak is not a pure single scatter signal. This is 
illustrated in Figure 6-10 for an incident energy of 5 MeV.
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Figure 6-10: Composition o f the Emm = 610 keV signal with a 5 MeV monoenergetic 
incident beam in sand, focused to Z = 20 cm depth.
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The thick grey line shows the total detected signal above an energy of 510 keV. It is seen 
by comparison with the thin black line (£” = 511 keV) that about 10 % of the signal has an 
energy greater than 511 keV. This signal is caused by multiple Compton scattering or by 
annihilation in flight, mostly originates outside the investigation depth of Z = 20 cm. More 
notable is the large difference between the 511 keV total curve and the 511 keV single 
curve (dashed line) with a difference of about 25 %. That means that 25 % of the 511 keV 
photons do not originate from single events. The related tracks in the EGS4 code showed 
that some of these photons are multiply scattered by coherent scattering either before pair 
production occurs or after positron annihilation. Others were Compton scattered before pair 
production occurred. Also some pair production with subsequent annihilation radiation was 
caused by photon generated by bremsstrahlung interactions.
Because the scatter angle of these elastic scatter events are relatively small, nevertheless 
most of the multiply scattered 511 keV photons have their last interaction in the selected 
investigation depth. These results indicate that it would be useful to simulate Ct instead of 
S/T for higher mean incident energies.
6.4.4 Decrease of the intensity with increasing information depth Z
In section 6.4.2 the decrease of S/T was plotted as a function of the investigation depth. But
the decrease of S/T is also correlated with the decrease in intensity of the detected signal. 
Therefore, when investigating deep lying objects there are two factors which extend the 
measurement time; the decreasing contrast and the decreasing intensity of the signal.
total number of counts
investigation depth Z Ei = 250 keV Ei = 5000 keV Ei = 5000 keV
in cm Emin = 50 keV Emin = 50 keV Emin = 510 keV
0 188500 48000 8880
5 95200 43600 7630
10 32200 22800 2610
15 14200 12500 1020
20 7700 7400 400
Table 6-2: Decrease o f the intensity with increasing investigation depth Z. The intensities 
correspond to the simulation points o f Figure 6-5 for 3 x 10^ incident photons in sand with 
p = 1.5 g/cm^ (with constant DZ = 2 cm).
In Table 6-2 the total number of detected counts is listed as a function of the investigation 
depth for 3 x 10  ^ incident photons. For £/ = 250 keV (second column) the signal
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(Emin = 50 keV) decreases by a factor 25 per 20 cm depth. For £,• = 5000 keV (third 
column) it is only a factor 6.5 because of the influence of multiple scatter. Because of the 
higher penetration depth of the 5000 keV radiation the total back-scattering from shallow 
depths is significantly lower for the same Emm = 50 keV. For the PIPAR measurement only 
the signal over Emm = 510 keV is used. The decrease of this signal is shown in the fourth 
column with a dynamic range of 22. This table also can be extrapolated to estimate the 
signal intensity for deeper investigation depths.
6.4.5 Influence of the incident angle
The choice of the incident angle also influences the maximum investigation depth (see 
Figure 6-1: detector geometry). The optimum choice of the incident angle and the distance 
A from the slit to the Y-axis is given by minimising the scatter path length from the 
maximum investigation depth (vertical line). This means that a certain maximum 
investigation depth is always correlated with a certain combination of A and a. It is obvious 
that the attenuation of the incident beam increases with increasing incident angle because 
the primary path length grows as 1/cos a.
Simulations with a  = 20° and a  = 30° with a corresponding change of A = 10 cm to 
A = 17.3 cm (focused to a maximum investigation depth of Z = 30 cm) show a slight 
decrease of the S/T ratio for the same investigation depth. The reason for this effect is the 
lower production of single scatter at a  = 30° for the same depth Z because of higher
attenuation of primary beam accompanied by a nearly constant multiple scatter background
V
originating mostly in the shallower layers.
6.5 Dependence on the detector width Y
6.5.1 Energy distribution
the set-up of a real PIPAR-scanner, the question of the width of the detector has to be 
considered. It is obvious that the greater the area of the detector, the higher the number of 
counts which are detected. But has the detected signal still the same quality , independent 
of the detector width? Therefore simulations were done to investigate the dependence of 
the energy distribution on the detector width. A sketch of the Y-Z plane of the simulation 
geometry is illustrated in Figure 6-11 (perpendicular to the X-Z plane of Figure 6-1).
The incident angle of the incident beam is 20° and the position of the slit in the X-direction 
is A = 10 cm with a slit width of AX = 1.0 cm. The detector segment is shown looking at a
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depth of Z = 10 cm with the distance between the sand surface and the detector slit of 
30 cm and the distance between the focal depth and the detector face is Z = 80 cm 
{DZ = 3 cm).
Y
detector - intervalsZ
slit 30 cm
80 cm
Z = 10 cm
incident beam focussand
Figure 6-11: Sketch o f the Y-Z plane o f the detector geometry for the investigation o f the
Y dependence.
The detector in the simulation program can be divided into a variable number of Y- 
intervals, for example T = 20 x 10 cm. In the case of a maximal detector width of
Y -  200 cm, the slit length was chosen to be F = 100 cm.
Using a 6 MV linac incident beam, the resulting energy spectra in dependence on the 
detector width (Y) are shown in Figure 6-12.
It is seen that the shape of the spectrum for Y = 10 cm is very similar to those for
Y = 20 cm, 40 cm, 100 cm or 200 cm. The strong broadened single scatter peak 
(200 - 250 keV) is superimposed by a strong multiple scatter background at low energies 
(E < 300 keV) and a lower multiple scatter background between 300 keV and 511 keV. 
(There are also some multiple scatter counts over 500 keV up to several MeV, but they are 
not shown).
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Figure 6-12: Energy spectra from 6 MV bremsstrahlung focused to Z =  10 cm in sand for  
different detector widths Y = 10, 20, 40, 100 and 200 cm.
To have a quantitative method to compare the different spectra, the S/T-ratio is estimated 
for Emin = 100 keV and Emin = 500 keV. The ratio of the counts with E ’ > 500 keV to the 
total number of counts is also estimated. The results are shown in Figure 6-13.
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Figure 6-13: The S/T - ratio and the ratio o f the counts with E ’ > 500 keV to total counts 
are depicted as function o f the detector size Y for investigation depths Z  =  1 0  c m  and 
Z = 20 cm. For a detector Y size o f200 cm there is no significant further decrease in these
ratios.
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It is notable that neither the S/T values nor the E ’ > 500 keV/total - ratios vary significantly 
with increasing detector Y width. The thick lines corresponds to Z = 10 cm, the thin lines to 
Z = 20 cm. The S/T values for Z = 10 cm and for Z = 20 cm are well in accord with those in 
Figure 6-5. The deviation for small T-sizes is on the order of the statistical fluctuations 
(small F-size corresponds to a lower number of counts).
From a theoretical point of view, one would suppose that S/T(Emin=100 keV) would 
increase with increasing detector width F, because the transmission of the single Compton 
scatter (200 - 250 keV) is higher than that for the multiple scatter background of lower 
energy. The path 5' of the single scattered photons through the material increases as
s = — with tanjS = (6.1 )
2(sinj8) 80 80
The S/T(Emin=500 keV) should also increase, because the energy of the multiple scatter 
background is much lower than 511 keV. But the path of the multiply scattered photons 
can not be calculated, so the simulations lead to the assumption that the “fog” of the 
multiple scatter background compensates for the effect of the increasing attenuation along 
the pathway as p  increases.
The consequence of this result is that the detector width can be chosen as wide as is 
technically possible - without decreasing the quality of the signal. To increase the width of 
the detector only makes sense if there is a significant increase in the detected number of 
counts. This dependence on the number of detected counts is investigated in the following 
section.
6.5.2 Number of counts
The higher the number of the detected counts the lower the measurement time, because the
AN  1 ^
statistical fluctuations are proportional to the inverse of the square root of ^  )•
The number of detected counts can be increased by increasing the detector width F which 
improves the acceptance solid angle.
Figure 6-14 shows the number of the particular detector Y intervals for a detector focused 
on Z = 10 cm and Z = 20 cm. The numbers on the horizontal axis correspond to the 
20 X 10 cm Y-intervals of the detector (// = 0-10 cm, ...ho  -  190-200 cm, compare with 
the sketch of the Z-Y plane of the detector geometry Figure 6-11).
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Figure 6-14: Number o f detected photon counts (per 10 cm - intervals) as a function o f the 
detector width Y.
The diagram is approximately symmetrical around Y = 100 cm which corresponds to ^  = 0 
(central beam) in Figure 6-11. The number of counts decreases with the distance in the 
Y direction from the central beam (T = 100 cm), for Z = 10 cm a little more strongly than 
for Z = 20 cm.
35000
>  30000
3
Y 25000
= 10 cm
o 15000
Xi
= 10000
20 cm
H 5000
200180160140120100806040200
Detector length Y in cm
Figure 6-15: Summation o f the total number o f counts over the detector Y width (for 6 MV  
bremsstrahlung beam in sand, DZ = 1 cm).
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A symmetrical summation of these particular interval signals with the starting point at 
r  = 100 cm (from detector Y-width 10 cm to 200 cm) is shown in Figure 6-15. The values 
at F = 10, 20, 40, 100, 200 cm correspond to the total number of counts in the energy 
spectra for these detector widths in Figure 6-14. It can be seen that a doubling of the 
detector width from Y = 10 cm to 7  = 20 cm results an increase of the total number of 
counts of about 100 %, a doubling from Y = 100 cm to 7  = 200 cm on the other hand 
results in an increase of only about 30 %. It is notable that the relative increase in the signal 
produced by enlarging the detector width 7  is very similar at Z = 10 cm and Z = 20 cm. 
(The increase due to the high-width-intervals is relatively small).
The results of these simulation shows that it is not effective to choose a detector width 
greater than 7 =  100 cm for this geometry.
6.6 Spatial resolution of PIPAR
6.6.1 Influence of the slit size in X direction
Because of the result of the independence of S/T with the slit width in the Y direction, all 
spatial simulations were done only in the X-Z plane as it is defined in Figure 6-1. The 
distances of the slit along the X-axis and from the sand surface were chosen to give point 
by point imaging (1:1) in the X-Z plane between the test object and the detector plane 
(5 = incident angle a). This condition is exactly satisfied for an ideal slit size AX = 0. But 
to achieve higher count rates and correspondingly shorter measurement times AX has to 
have a finite size with a consequent decrease in the spatial resolution.
Simulations were done in which AX was varied from 1.0 cm to 0.2 cm. With a constant 
size of the detector interval, DZ, the intensity of the signal decreases approximately 
linearly. The influence on the single to total ratio S/T is negligible but the test volume, 
where the single scatter is generated, can be reduced by reducing AX. Hence the resolution 
of the imaging system can be improved at the expense of a lower intensity.
6.6.2 Dependence on the size of the detector interval DZ
Another way to increase resolution in the Z-direction (corresponding to a smaller AZ 
voxel) is to reduce the size of the detector intervals DZ (also with the consequence of a 
lower signal intensity). The result of the simulation with increasing detector interval DZ  at 
a constant slit size AX = 1.0 cm is illustrated in Figure 6-16.
66
100
S /T , Emir 500 keV
90
70
500 keV
TD
40
Emin = 100 keV
20
:mln = 500 keV
876543210
Detector interval size DZ in cm
Figure 6-16: Influence o f the size o f the detector interval DZ to the S/T - ratio and to the 
contrast C t ( 6  MV bremsstrahlung beam focused to Z =  10 cm in sand).
The incident radiation here is 6 MV bremsstrahlung. The detector is focused to a depth of
Z =  10 cm, the Y width of the detector is 200 cm. The S/T values (dashed curves) are
estimated from simulations of homogenous sand (p = 1.5 g/cm ). The contrasts Ct (solid
lines) are estimated from the difference between signals from homogenous sand and those
from a 5 cm cavity in sand (8 cm < Z < 13 cm). It is seen that, with increasing DZ for
E,nin = 500 keV and Emin = 100 keV, S/T is constant. This means that when the detector
views an increasing Z-interval in homogenous sand around Z = 10 cm, the average S/T ratio
of the integrated detected signal does not change, because the higher S/T ratio from
shallower regions compensates for the lower S/T ratio from greater depths. (Therefore
S/T is a suitable parameter to simulate the limits of detectability.)
On the other hand, the contrast Cr decreases with increasing detector interval DZ. The 
reason for this is that below DZ = 1 cm only single scatter originating unambiguously in the 
volume of the cavity can reach the detector interval. At DZ > 1cm, single scatter events 
originating above and below the cavity can also reach the detector interval. The component 
of the detector signal originating in regions surrounding the cavity increases as the spatial 
resolution of the system decreases. Hence the voxel volume influences Cj in that an 
increase in DZ will reduce Ct-
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The cavity size used in these investigations had a height in the Z-direction of 5 cm. A 
detector interval DZ of 1 cm already provides the maximum possible contrast. Reducing 
the detector interval below 1 cm does not affect the contrast but naturally reduces the signal 
intensity. Large detector intervals only lower the spatial resolution. To increase the 
resolution it make no sense to reduce the detector interval without also reducing the slit
size AX.
It is always the size of the test object (required resolution) which determines the optimum 
combination of AX and DZ. The other point which has to be considered is the compromise 
between the signal intensity and quality of the contrast.
6.6.3 Spatial limits from the scatter events
After the discussion of the limits of the resolution, resulting from the geometrical 
conditions in the previous section, the influence of the generation of annihilation radiation 
on the spatial resolution now has to be investigated. Therefore a further series of 
simulations was carried out to observe the finite range of the positrons before they 
annihilate, which usually occurs after they have been brought to rest. As described in 
section 5.3 (mean positron range) we have to distinguish between the mean free path and 
the effective migration distance from the point of origin. The latter is shown in Figure 6-17 
for different monochromatic incident energies (2.7, 5.0, 10.0 MeV) in homogeneous 
concrete.
The graphs in Figure 6-17 a) show the radial distribution around an input beam of 2.7 MeV 
photons for all depths down to Z = 5 cm (thick line) and also for all depths Z > 5 cm 
normalised to the same number of counts (thin line). The reason for the high fluctuation of 
this curve is the smaller number of detected annihilation events for Z > 5 cm (dashed line). 
Nevertheless, comparing these curves shows that the distribution appears to be independent 
of depth. For Ei = 2.7 MeV, over 90 % of the positrons annihilate within 1.0 mm of the 
beam axis. The second diagram b) shows that for Ei = 5 MeV, 90 % of the positrons do not 
move more than 3.0 mm radially. Finally c) for a 10 MeV photon beam shows annihilation 
events as far as 10 mm from the centre of the beam. Considering the mean energy of a 
bremsstrahlung spectrum is approximately a third of the maximum energy, over 90 % of 
the annihilation photons are produced in a volume element with radius r = 1.0 mm around 
the incident axis, even for 10 MV bremsstrahlung
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Figure 6-17: Radial distribution o f positron annihilation events in concrete
(p = 2.26 g/cm^) for monochromatic incident beams o f (a) 2.7 MeV, (b) 5.0 MeV and (c) 
lO.O MeV. For 2.7 MeV (corresponding to a mean energy o f 10 MeV bremsstrahlung) over 
90 % o f the positrons annihilate within 1 mm o f the beam axis.
Compared with the spreads introduced by the geometrical conditions the positron range 
makes a negligible contribution to the spatial resolution. The relation between these factors
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is illustrated in Figure 6-18 for 6 MV bremsstrahlung incident photons in homogenous 
sand (p = 1.5 g/cm^).
Ç 20
0-1 mm
1-2mm
-3mm
3-4mm
4-5mm15 16 17Z in cm
r in mm
18 19
Figure 6-18: Depth and radial co-ordinate (relative to incident beam) o f positron 
annihilation events in sand for 6 MV bremsstrahlung beam.
The simulation shows the location of the last interaction in the scatter medium of all 
511 keV photons reaching the detector as a function of the co-ordinates Z and r. Here Z is 
the depth in sand in cm (resolution is determined by AX = 1 .0  cm and DZ  =1.0 cm, see 
section 6.6.2) and r the radius in mm from the primary beam at each value of Z (resolution 
is determined by the positron range).
In this case of homogeneous sand, 90 % of the annihilation photons annihilate within 
r = 2mm. The difference to the results for concrete (90 % within r  = 1.0 mm) can be 
explained by the ratio of the densities of sand and concrete.
6.7 Dependence on the density of the scatter medium
All the simulations of the previous sections were done with a scatter medium of sand with 
a density of p = 1.5 g/cml The maximum investigation depth therefore was estimated to be 
Z = 60 cm in section 6.4.2. To test the maximum investigation depth for other materials, 
simulations were done for water (p = 1.0 g/cm^) and concrete (p = 2.26 g/cm^) and 
compared with them for sand in Figure 6-19 for 6 MV incident bremsstrahlung.
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Figure 6-19: Comparison o f the S/T dependence on Z for different scatter materials water, 
sand and concrete. The maximum investigation depths can be estimated by extrapolation.
It is seen that all three curves with = 500 keV are nearly linear down to Z = 20 cm. It is
obvious that for deeper Z, the curves become asymptotic towards the S/T = 0 - axis.
Nevertheless, assuming a linear decrease of S/T of 20% per 20 cm depth for water the
maximum investigation depth would be Z = 90 cm. For concrete, with a decrease of
S/T = 40 % per 20 cm, the resulting investigation depth of Z = 45 cm.
Scatter medium density 
in g/cm^
S/T gradient 
in % per AZ = 10 cm
maximum investigation depth 
in cm
water 1.0 10 90
sand 1.5 15 60
concrete 2.26 20 45
Table 6-3: Maximum investigation depth as a function o f the density o f the scatter medium. 
In agreement with theory [John (1981)] there is no difference of S/T between sand and 
concrete if the same density (p = 2.26 g/cm^) applies. That means the maximum 
investigation depth is dependent only on the effective density p.
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7 Concept for a PIPAR scanner
The previous chapter described the encouraging results of the megavoltage PIPAR 
simulations using annihilation radiation for X-ray imaging. In the present chapter, the 
problem is considered of designing a prototype scanner based on the PIPAR principle. This 
PIPAR scanner is similar to the ComScan scanner [Harding (1988)] and can record 
3-dimensional images from objects under the ground. The various components of this 
proposed PIPAR scanner will be discussed in the following sections.
7.1 Choice of the source
Various kinds of radiation sources are used in non-destructive testing (NDT). For higher 
incident energies, linac [Rear (1994)] and betatron-based systems [Morgner (1995)] are 
employed for the radiography of bridges, motorways, pipelines etc. Radionuclides are also 
very common as monoergetic radiation sources.
7.1.1 Radionuclides
In NDT a great variety of radionuclides are used to investigate radiographically dense or 
voluminous objects. Two examples of gamma radiation sources with energies over 
2x511 keV and usefully large half-life times 7% are:
^^Na, 7=1.27 MeV; 7^  = 2 .6y
% o , 7 = 1.17 MeV, 1.33 MeV; 7^  = 5.27y
For the most common gamma-ray sources, a form of beta decay leads to the population of 
excited states in the daughter nucleus. The beta decay is a relatively slow process (days, 
years) compared to the much shorter average lifetime of the excited states in the daughter 
nucleus (picoseconds). Thus gamma rays therefore appear with a half-life characteristic of 
the parent beta decay. De-excitation takes place through the emission of a gamma-ray 
photon whose energy is essentially equal to the difference in energy between the initial and 
final nuclear states. A typical decay scheme is shown in Figure 7-1 for ^^Na [Knoll 
(1989), p. 12]
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Figure 7-1: Decay scheme of^^Na radionuclide as radiation source.
Another possible source is the use of [Tavora (1997)]. The decay chain of this isotope 
leads (eventually) to the formation of ^ °^ T1, a beta emitter that produces 2.615 MeV gamma 
rays, the only gamma ray with energy above the pair production threshold of 2 x 511 keV 
in the decay chain has 7 ^=  3.1 minutes but when it is in secular equilibrium
with its effective T,/ is the same as that of the head-of-chain ( Ty (^^U) = 70 y).
A  / 2
The principal advantage of radio-isotopes is their monochromatic energy line (or lines), 
preferably without radiation of lower energy than 2 x 511 keV. Their almost constant 
radiation output allows photon counting and energy selection of the 511 keV line. The 
disadvantage of radionuclides is their difficult handling (special permissions required), 
their disposal and the risk of radioactive accidents or radioactive pollution. This is the 
reason that for some companies or institutions the use of radionuclides is totally ruled out
7.1.2 Betatron
The first betatrons were developed as research tools or for use in radiotherapy. This 
equipment was heavy, bulky, complex and immobile and quite unsuitable for the present 
purpose of designing a PIPAR scanner for field use. Subsequent development of the 
betatron for industrial NDT applications has resulted in a substantial reduction in size and 
complexity. For example, the complete equipment of a 6 MV betatron from JME [JMB] is 
shown in Figure 7-2. The combined weight of the X-ray accelerator (left), the power 
converter (above right) and the control panel (below right) including the interconnecting 
cables is only about 190 kg. Additionally, a mobile 30 kW generator (Aggreko) is 
recommended for applications away from AC mains supply.
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Figure 7-2: Photograph o f the complete equipment o f a portable JME 6 M V betatron.
To produce such high energies the electrons are accelerated in a ring-shaped ceramic 
vacuum tube sandwiched between the specially-shaped pole pieces of an electromagnet. 
Synchronised electron pulses from a heated filament within the tube are injected into a 
circular equilibrium orbit, and are accelerated during the first quarter of each magnetic 
cycle while the field is rising from zero to maximum. Therefore the pulse repetition rate is 
200 per sec (4 x 50 Hz).
After about a million revolutions of each electron pulse, requiring less than a few 
milliseconds (5 msec), a precisely synchronised expansion signal is automatically applied 
to the electromagnet. The fast moving electron pulse then spirals outwards to collide at 
grazing incidence with the edge of a small tantalum target mounted within the vacuum 
tube. The stream of X-ray pulses radiates outwards along a tangent from the target position 
with a beam spread angle y of 25° to 30° (y/2 oc 511 keV/Emax[keV]). The beam spread 
covers a 43 x 36 cm area at 1 meter from the target giving a dose rate of 3 cGy/min, which 
corresponds to a photon flux of 10^  photons per second. The energy of the broad band 
X-ray spectrum extends from about 500 keV to a peak energy of 6 MeV. The very small 
focal spot (only 0.2 x 1.0 mm) permits extremely high spatial resolution. Conversion of the 
electron energy to X-rays in the Tantalum target is very efficient (radiation loss interaction
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increases with increasing Z and increasing energy [Heitler (1954)]), so that water cooling 
of the X-ray tube is not required.
The mark-space ratio of a betatron is typically only 0.1 %, hence most of the time there is 
no signal, but for very short periods (5 jisec pulses) a very high signal is emitted, therefore 
it is not possible to carry out photon counting because of dead-time considerations.
The advantage compared to radio-nuclides is the very high safety factor of the betatron. It 
does not contain or make use of radioactive material in any form. It is completely inert and 
safe, and unable to produce any radiation whatsoever when the external electrical supply is 
switched off or interrupted. Thus no restriction or special documentation applies to its 
storage and transportation.
7.1.3 Linac
For the same energy range as the betatron, linear accelerators are also available. Linacs 
used in clinical radio therapy (see Figure 9-2, sketch of 10 MV linac experiment) have a 
weight of several tons and are not portable. Such a linac as radiation source for the PIPAR 
test experiment is described in section 9.1. However, Varian [VARIAN] now offers a 
special portable mini-linatron with a weight of 320 kg for radiography applications in the 
field, which is shown in Figure 7-3.
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Figure 7-3: Photo o f a Varian mini-linatron ( 4 - 9  MV) for use in the field.
The flexible X-ray head (left side, interchangeable for 9 MV) is operated from a single 
10 kW power module (right), which contains the magnetron power tube, pulse transformer 
and other necessary RF components. A portable water chiller or mains water can be used
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for cooling the power module. The standard flexible waveguide length between the power 
module and X-ray head is 3 metres. The modulator unit, which contains a line-type pulse 
modulator, electronic chassis and power supply, can be sited - together with the control 
case - anything up to 150 meters away from the power module (not shown in the picture). 
The modulator unit can be supplied by a portable electrical generator (3 phase).
The mini-linatron has similar specifications to a medical linac. The nominal peak beam 
energy is either 4, 6 or 9 MV with corresponding dose rates of 400, 800 or 2200 cGy/min. 
The beam is defined by a 30° cone and the focal spot size does not exceed 3.0 mm in 
diameter for any energy. So in addition to the safety advantages of the betatron, the mini- 
linatron has a dose rate up to a factor of 700 higher than that of the JME betatron, which 
corresponds to a dramatic reduction of the measurement time. However, the pulse 
frequency and the ratio between signal and dead time ( 0.1 %) is also very similar to those 
of the betatron. Thus, for the linatron, photon counting and energy sensitive detection is 
also ruled out.
7.2 Detector
For the detection of the back-scattered signal there are two general modes of detector 
operation: the photon counting (pulse) mode, and the current mode [Knoll (1989)]. 
Depending upon which X-ray source is used and the nature of the scatter signal (intensity , 
energy) we have to choose the more appropriate mode.
7.2.1 Photon counting mode
In the case of continuous sources like radio-nuclides it would be advantageous to operate 
the detector in photon counting mode in order to obtain an energy sensitive detection of the 
signal. The best energy resolution is achieved by semiconductor diode detectors. For 
example the high purity germanium detector (HPGe) has a resolution in the order of 2 keV 
at 511 keV [Knoll (1989)], the energy of interest. The relatively high photon absorption 
efficiency of Ge is also well suited for X-rays over 100 keV, better than Si or other 
available semiconductor detectors. Tavora [Tavora (1997)] used a HPGe detector in 
combination with a source for his work on the detection of PIPAR with good results.
But for field scanner applications, the necessary cooling of the semiconductor detectors 
with liquid nitrogen is rather difficult. An alternative for this could be thermo-electric 
cooling or a cryogenic cooler. Also the relatively large volume of the crystals which are
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needed for a broad scanning width cannot be realised with semiconductor crystals. Another 
possibility would be a Nal(Tl) scintillation crystal, which operates without cooling and is 
readily available in large volumes; the maximum counting rate would be higher than that of 
HPGe. Its disadvantage is the relatively poor energy resolution of about 9 % at 500 keV for 
a 3“ x3“ Nal(Tl) detector [BICRON] (see also comparison between HPGe and Nal(Tl) for 
low energies [Knoll (1989), Tartari (1996)]). Other scintillator crystals like BGO or GSO 
have higher attenuation coefficients but also a lower relative light output.
The use of ionisation chambers as photon counting detectors is unsuitable for the detection 
of such high energies as 511 keV because the absorption efficiency decreases strongly with 
lower density and lower atomic number of the absorption material (gases in the case of 
ionisation chambers).
7.2.2 Current mode
For the use of a pulsed source like a betatron or a linac the photon counting mode is ruled 
out because of the pile-up problems. From an intense pulsed source many photons are 
detected during a typical interval of 3 - 5 jxsec. But the maximum counting rate of energy 
sensitive detectors like HPGe is 10^  pulse per second (for Nal(Tl) 10  ^cts/sec). That means 
that many more photons reach the detector than can be counted during each pulse of the 
source.
This point leads to the operation of the detector in the current mode, because in principle 
for this mode there exists no limit for the number of detectable photons which can be 
counted in a particular time interval. Therefore, detectors can be operated in the current 
mode independent of the energy resolution, the decay time or the maximum distinguishable 
counting rates of the crystals.
For example, Nal(Tl) the scintillator with the highest luminescence (scintillation) 
efficiency, is unsuitable for current mode operation, because of its long afterglow 
(minutes). Nal(Tl) is also susceptible to radiation damage, i.e. prolonged exposure to 
intense radiation degrades the scintillation performance.
The scintillator material of choice for the present application appears to be BGO 
[BICRON]. It combines low afterglow (< 0.1 %), a high density (7.1 g/cm^), a high mean 
atomic number and a fabrication technology which is sufficiently developed to allow
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crystals of many tens of grams weight to be manufactured. Its optical emission of 460 nm is 
well adapted to alkali photocathode photo multipliers.
A cheaper alternative to large-volume inorganic scintillator materials such as BGO is 
provided by doped plastic scintillator. Plastic scintillators consist of a solid solution of 
organic scintillation molecules in a polymerised solvent. They have large available 
volumes and can be shaped and fabricated easily. Plastic scintillators are characterised by a 
relatively high light output of 25 - 30 % of Nal(Tl), and cooling is not necessary. The 
scintillation light can be detected with standard photomultiplier tubes. Because the density 
and atomic number are rather low, the material has low absorption efficiency. Therefore 
plastic scintillators are often doped with Pb or Sn to increase the photo absorption of the 
X-rays at the expense of self absorption of the scintillation light.
In the case of energy selection by the filter technique (described in chapter 8) the current 
mode has the advantage of weighting the contribution of the 511 keV photons with respect 
to low energy photons in the current signal. (Terrestical radiation can be shielded out and 
the influence of cosmic radiation is negligible for high radiation rates.) But by simple 
photon counting without energy selection all photons get the same weight. The dynamic 
range of the current mode has no general limitation, because the maximum permissible 
photo multiplier current can be regulated by decreasing the PMT voltage.
For research laboratory investigations, the combination of a radionuclide and 
semiconductor detector, as used by Tavora [Tavora (1997)], is recommended. However for 
field applications of PIPAR we suggest as an alternative a mini-linatron as source, 
combined with high volume Pb doped plastic scintillators.
7.3 Collimator geometry
7.3.1 Imaging scheme
As discussed in the review article by Harding [Harding (1997)A] several different 
Compton scatter imaging techniques, have been reported over the years, using various 
configurations for the primary and scatter beam geometry. These possibilities can be 
categorized according to the number of scatter voxels which can be simultaneously 
measured. The point-by-point imaging scheme, originally used by Lale [Lale (1959)], uses 
only a single detector unit and is therefore time and dose inefficient. A line-by-line scheme 
is more effective because it makes more use of the available scatter. The scatter from each
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voxel irradiated by the primary beam may be measured simultaneously using a linear 
detector array. By this system each element of the detector array “sees”, through the 
collimator or a slit a particular section of primary beam. The practical utility of a slit 
collimator for imaging the primary beam on to the detector array, and other points of 
comparison with other types of scatter collimators (e.g. multihole), has been discussed 
elsewhere [Harding (1997A)]. A third scheme is the plane-by-plane imaging which uses 
readily available commercial 2-D detectors. Harding, and Guzzardi and Litricia, [Harding 
(1984), Guzzardi (1988)] presented scatter images using simple pinhole collimating optics, 
whereby a whole plane of the investigated object is illuminated by a fan-shaped incident 
beam. For the PIPAR scanner we choose the line-by-line scheme, the same technique as is 
used for the ComScan device [Kosanetzky (1987)] and by other authors [Ham (1996)]. 
Following the geometry of the simulations in section 6 a sketch of the PIPAR scanner is 
shown in Figure 7-4.
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Figure 7-4: Sketch of a PIPAR scanner for use in the fie Id.
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On the left side the mini-linatron is shown as the radiation source, generating a cone beam 
of semi-angle 15° at an incident angle a  of 20° to the vertical (Z-axis). The primary 
collimator is in the form of a slit along the Y-direction, which is put directly in front of the 
output window of the linatron, to produce a fan-shaped beam spreading out perpendicular 
to the plane of the paper (Y-axis). A second moveable (along the Y-axis) large extended 
collimator in the form of a pinhole generates a “pencil beam” which is scanned in the 
Y-direction. The diameter of this pencil beam, which is defined by the diameter of the 
pinhole and the distance to the inspection object, # 1  controls the achievable spatial 
resolution. The spread of this pencil beam is controlled by the distance between the target 
of the linatron and the second pinhole collimator.
On the right hand side an array of detectors is shown positioned on a plane parallel to the 
incident beam (oc = 6). According to the simulations, the Y dimension of the plastic 
scintillation crystals should be very large, possibly up to 1 metre in several segments, each 
with its own photomultiplier. The solid angle of the detectors is defined by the detector slit 
size in the X-direction. Thus each detector is focused on a particular voxel in the sand at a 
specified depth. As described in section 6.1, different investigation depths can be recorded 
simultaneously. The resolution in the Z-direction depends on the number of detectors and 
their width in the X-direction (corresponding to a certain DZ).
For a maximum investigation depth of 30 cm and a distance between the scanner and the 
sand surface also of 30 cm, we suggest that the number of the detectors be limited to 6 or at 
most 10 to yield a high enough signal rate. Because of the low photon absorption efficiency 
of the Pb-doped plastic scintillators, the thickness and also the X-dimensions of the 
detectors have to be large enough to increase the detection efficiency. Therefore optimum 
orientation of the detectors along the direction of the back-scattering is necessary to exploit 
the full depth of the scintillators. Together with the necessary shielding between the 
scintillation detectors and their assoziated PMT’s there are real problems with packing the 
detectors close enough to each other.
By scanning the pencil beam in the Y-direction 2-D images in the fan shaped Y-plane (20 
to the vertical) are recorded. To obtain 3-D images the whole scanner has then to be moved 
along the ground in the X-direction. To obtain useful data a large number of image 
processing and attenuation corrections have to be computed (see section 7.4).
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Another problem with the use of high energy photons is that thick shielding of the mini- 
linatron and the detector is necessary, with subsequent problems in designing the 
collimators and the detector slit. This will be discussed in the next section.
7.3.2 Shielding
The experiment with the 10 MV linac (see chapter 9) shows that a lot of leakage radiation 
from the linac reaches the plastic scintillators and the photo-multipliers directly. Even 20 
cm of lead was not able to stop this direct radiation completely. The curve for the reduction 
of the transmission through lead to a tenth of the incident intensity, called tenth-value layer 
(TVL) as a function of radiation energy is shown in Figure 7-5 [Nelson (1985), PEGS4]. 
The maximum transmission is between 3000 and 4000 keV with a corresponding TVL of 
nearly 5 cm. For higher energies TVL decreases slowly to 4.2 cm at 10 MV.
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Figure 7-5: Tenth-value layer (TVL) as function o f the incident energy fo r  shielding with 
lead and tungsten.
Below energies of 2000 keV TVL decreases approximately linearly down to the K-edge of 
lead at 88 keV. This means that to reduce the TVL, the leakage radiation of the mini- 
linatron should preferably be less than 2000 keV. The dependence of the scatter energy E ’ 
on the Compton scatter angle 0 was shown in Figure 2-1. For maximum linac energies of 
5 MeV or 10 MeV and scatter angles higher than 0 = 40° the single scatter energy is lower 
than 2000 keV; at 0 = 90° the scatter energy drops below 500 keV with a corresponding
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TVL of 1.3 cm. For this energy a shielding of at least 6 TVL is feasible. This could be 
realised if the target of the linatron were positioned further away than the detector array.
The collimators of the primary beam also have to be suitable for the high linatron energies. 
Therefore Triamet [TRIAMET] of type S18 (p = 18 g/cm^) is used, which contains 95 % 
by weight tungsten and 5 % copper and nickel. Triamet is in contrast to tungsten a material 
which is easy to shape precisely. The TVL curve for tungsten (which is very similar to that 
of Triamet) is also shown in Figure 7-5 with a maximum TVL of 3.0 cm for energies of 
about 4000 keV.
To absorb the leakage radiation through the housing of the linatron, a thickness of 3 TVL is 
recommended for the primary collimators. At the detector side, the main energy is that of 
the 511 keV annihilation radiation (but also some higher energy photons are possible). For 
500 keV the TVL of tungsten is 0.9 cm. The thickness of the slit material should be as 
small as possible for a clear imaging geometry. So a depth (Z-direction) of the slit- 
collimator in front of the detector array of 3 - 4 cm should be a good compromise.
7A Image processing
As mentioned earlier the voxel size in the Z-direction depends on the number of detectors 
and the voxel size in the Y- and X-directions is given by the step size of the Y-scan and the 
Z-scan. So for each voxel the number of detected counts is stored. To yield images in 
Cartesian co-ordinates a spatial correction is then necessary to eliminate the distortion 
introduced by the fan shaped incident beam and by the incident angle a  of the primary 
beam. Other geometrical arrangements of the detector are also possible (not necessarily 1:1 
scale or another angle for the detector plane), which can be transformed by imaging 
processing.
Other processing takes into account the attenuation correction. The decreasing back-scatter 
signal from homogeneous sand with increasing investigation depth Z is normalised to a 
constant value. Hence in the resulting images the intensity does not depend on the 
investigation depth.
For the attenuation corrections [Ham (1996), Harding (1997)A] homogeneous sand can be 
used as model. More difficult is the (artefact) correction due to objects situated at other 
depths than the focused investigation depth. For example consider the variation in the 
homogeneous attenuation corrected signal AI from a detector focused constantly at the
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depth Zj, (illustrated in Figure 7-6) as the scanner moves along the X-axis parallel to the 
surface of the sand. When the beam encounters a cavity at this depth the reduced 
attenuation for incident and scattered photons passing through the cavity causes an increase 
in the signal (case (i) in the diagram). This rise in signal is sustained for a scanning 
distance which exactly mirrors the X-dimension of the cavity, although sharp changes in 
density are smoothed out by the finite spatial resolution of the instrument. If the cavity lies 
at a shallower depth, Z2, than the focal plane then the incident and scattered beams from Zj 
do not in general both pass through the cavity at the same scanner position; this gives rise 
to the signal variation shown as case (ii) in the diagram. For a sufficiently wide cavity there 
is an additional rise in signal in the middle of the transit where both incident and scattered 
beams pass briefly through opposite ends of the cavity. Finally for a cavity even nearer the 
surface, Zy, the signal rate is seen to rise twice, case (iii), giving the appearance of two 
cavities; this is caused by the incident and scattered beams being well apart so that the first 
increase is due to reduced attenuation of the scattered signal while the second rise is related 
to the reduced attenuation of the incident beam. The same problem is caused by other 
objects (artefacts) in the path of the X-rays which have higher or lower density than sand 
(e. g. stones).
in c id e n t  b e a m sca tte red  b e a m
scan  - 
d irec t ion AI fo r  la y e r  Z 5 in fo cu s
s a n d
cav ity
Figure 7-6: Artefacts from varying amounts o f attenuation of the primary and scattered 
beam by a complex object. The diagrams on the right hand side illustrate the change in 
signal intensity for cavities situated (i) at depth Z3 , or (ii) at depth Z2, or (iii) at depth Zi, 
in every case the incident and scattered beams remain focused at depth Z3 while the 
complete scanning apparatus moves along the X-axis parallel to the surface o f the sand.
The way to solve this problem is to correct the attenuation according to the determined 
density difference from the first layer (lowest Z). By successive corrections of the voxels of 
the next Z-layer one can reconstruct the real attenuation of the primary and the scattered 
beam for each depth. By virtue of this procedure the real contrast in density from the 
focused investigation depth can be determined. Also the apparent resolution of the resulting 
image can be improved by interpolating between neighbouring voxels.
To sum up it can be said that a linac-source, combined with a detector operated in current 
mode would be the most effective solution for scanner applications in the field (section 
7.2). Because photon counting becomes impractical at very high flux intensities, we have 
to employ another method to separate the 511 keV PIPAR line. In the next chapter two 
difference filter techniques are described to realise the selection of the 511 keV line.
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8 Principle of difference filter technique
The PIPAR principle works very well if it is possible to select the region of the back-scatter 
spectrum around the 511 keV peak. Employing a radionuclide source to excite PIPAR 
allows an energy spectrum to be recorded using conventional detectors (e. g. Nal(Tl)- 
scintillator). However owing to the intense pulsed nature of conventional megavoltage 
bremsstrahlung radiation sources (typical pulse times are 3-5 |isec) as discussed earlier 
(section 7.1), photon counting spectroscopic detection is ruled out in this case. In the 
following section a filter-based technique for isolating the 511 keV peak in current mode 
measurements is described.
For low X-ray energies the difference filter technique using the K absorption edge is well- 
known. [Harding (1995)]. To separate certain energies, pairs of spectra are subtracted from 
one another after being filtered with materials having identical transmission except within 
the energy band of interest. Thereby the rapid change in transmission in the vicinity of a 
K absorption edge is exploited. Since the K edges of all naturally-occurring elements lie 
below that of uranium Kabs = 116 keV, this K edge filter technique cannot be used for 
511 keV photons.
8.1 Filter technique with two different materials
An advantage of the difference filter technique for isolating the 511 keV peak is that it is 
not necessary to use a band-pass filter since the signal on the high-energy side of the 
511 keV line is negligible to a first approximation. The simulation in Figure 9-9 a) shows 
that, although scattered photons are detected ranging up to several MeV, the current due to 
photons exceeding 1 MeV is small. In the experiment it is possible to reduce the absorption 
rate of these photons by choosing a suitable thickness of the scintillator crystal. 
Nevertheless one can use two different filter materials such that their transmissions Tj and 
T2 up to a certain boundary energy Eb is equal and whose transmission above the boundary 
energy Eb is different. Even at 500 keV the photoeffect cross-section for uranium 
dominates the linear attenuation coefficient which also means that the total cross-section is 
still falling with increasing photon energy. Therefore a filter material with a atomic number 
lower than 92 which has equal transmission to uranium at Eb {Eb < 500 keV) will have 
lower transmission (that means higher attenuation), at 511 keV. This is illustrated in Figure 
8- 1.
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Figure 8-1: Total attenuation curves for different filter elements having equal transmission 
at Eb=300 keV.
The thickness of all filter materials is estimated such that all the filters have the same 
attenuation at Eb = 300 keV. It can be seen that W (Z = 74) and Ta (Z = 73) differ only 
slightly from U (Z = 92) at 511 keV, whereas materials with lower atomic number like Ag 
(Z = 47) or Sn (Z = 50) have a clearly higher attenuation, but the disadvantage of these is 
the higher divergence from the U attenuation for energies below Eb.
To determine the thickness Xp of the filters a simple model of the energy spectrum is 
assumed. The signal If , proportional to the detector current signal I  for a filter F, is given 
by integration of all detected photons over the whole energy range up to the upper energy 
limit EiYiax-
where N  is the number of photon counts of energy Ei and |I f  is the total linear attenuation 
of a filter material F. Eq. ( 8.1 ) assumes a “perfect” detector, that means the detector 
totally absorbs every photon that lands on it and completely converts all the deposited 
energy into a current signal (100 % quantum and conversion efficiency). Under the 
simplifying assumption that the spectrum is composed only of a peak at Eb and the 
511 keV peak {Esn) equation (8.1 ) can be written as
4(^max) = exp(-jUp(EJXy,)7^^p(EJ + exp(-At;r(^5ii)^F)CF(^5ii)  ^ ^
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where the current signal without filter is defined by
Iw of ( Ei ) =Ei N( Ei )  for Ei =  E b ,  E 511. f  3)
The condition for the same transmission of the U-filter (U) and other filter materials (F) at
Emax ~  Eb
leads to equation ( 8.5 ) for the filter thickness Xp in relation of Xu
(S-5)
To maximise the difference signal for 511 keV
(511) ~ 11) = exp(-M„ (51 l)Z^ ) -  exp(-M ^  (511) ) f 8 .6 )
the thickness of the U filter Xu has to be optimised. Therefore the condition 
J(/,,(5 1 1 )-/^ (5 1 1 ))_ ,
has to be satisfied. This leads to the following equation for the Xu with maximal signal 
difference:
V  _  ^ t i f i u ( E ^ i ^ ) - l n k f l f r ( E ^ i i )  ( 8 .8 )
The dependence of the difference signal lu - I f  on Xu (equation ( 8.6 )) is illustrated in 
Figure 8-2 for E b = 3 0 0  keV.
It can be seen from Figure 8-2 that the maxima of the difference signals are quite broad, 
especially for filters with high atomic number like W and Ta. A uranium filter thickness of 
Xu = 2  mm is therefore chosen for the combination with all these different filter materials, 
because the variation of Xu around Xu — 2 mm does not change the difference signal 
significantly. The thickness of the different pairs of filters can be now determined from 
eq. ( 8.5 ) and eq. ( 8.8 ) or from the graphs in Figure 8-2. These are listed in Table 8-1 
together with the resulting signal difference in relation to the U filter signal.
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Figure 8-2: Difference signals (see eq. ( 8 . 6  )) between a uranium filter and different 
elemental filters for Eb=300 keV. The maxima o f these curves recommend a U filter 
thickness o f Xu = 2  mm.
Xf/in mm filter material X fin mm lu-If as % of Iwofi511)
2.0 tungsten (W) 3.2 4.1
2.0 tantalum (T) 3.8 4.4
2.0 silver (Ag) 11.8 17.0
2.0 copper (Cu) 19.4 25.5
2.0 graphite (C) 81.0 33.4
Table 8-1: Different Xu - X f filter combinations for a maximal difference signal at 511 keV 
fo r Eb=300 keV (corresponding to the maxima o f Figure 8-2).
To illustrate the difference filter technique two simulated back-scatter spectra of 
homogeneous sand (Y < 200 cm) from investigation depth Z = 1 cm (left side) and 
Z = 30 cm (right side) have been filtered numerically (see Figure 8-3). The first pair of 
graphs show the spectra of the unfiltered signal (woF) and the signals of 2 mm U, 3.1 mm 
W and 11.8 mm Ag. These Xf values correspond to the maximal difference signal with Eb 
= 300 keV (from Figure 8-2). The signal below 200 keV is absorbed completely by all 
three filters, by contrast the 511 keV line transmission lies between 50 % and 35 %.
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Figure 8-3: Difference filter procedure for back-scatter spectra from Z  =1 cm (left) and 
Z = 30 cm (right). Explanation see in the text.
The second pair of graphs show the relative integrated current signals calculated with eq. ( 
8.1 ) for Emax = 550 keV. At Z = 1 cm 70 % of the U filter signal is caused by the 511 keV 
line, at Z = 30 cm only 20 % of the U filter signal is caused by the 511 keV line. The large 
difference is due to the strong influence of the (multiple) scatter signals lying between Eb 
and 511 keV. The difference signal can be estimated as the difference of the absolute 
current signal at 550 keV between the U filter signal and the W or Ag signal.
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The relative difference signal lu  - h  (E) is shown in the third pair of graphs (analogous 
eq. ( 8.6 )). For Z = 1 cm the whole difference signal is generated by the 511 keV peak, for 
Z = 30 cm only 45 % of A! is generated by the 511 keV line. The other 55 % depends on 
the energy range below 511 keV. It is noteworthy that h  - Iw (E) is very similar to 
lu - hg (E), which means the quality of both filter combinations is very similar, but the 
absolute difference signal lu  - Iae (E) is significantly higher than that of lu  - Iw (E) (see 
Figure 8-3). A more detailed comparison between filter materials follows in section 8.3.
8.2 Filter technique with different measurement time
To save acquisition time a second filter technique can be applied. Instead of a second filter 
material with equal transmission to the uranium filter at Eb, two uranium filters with 
different thickness Xui and Xui are compared. The acquisition time of the second filter is 
chosen in such a way that the integrated scatter signal at Eb is equalised in both 
measurements. With the same 2 peak model for the energy spectrum as in the last section 
we obtain instead of eq. ( 8.2 ) for the integrated current signal
= e x p ( - f f ( E , )(, +exp(-/i(,(£5u)^i;i).^w.f(^sii)fi ( )
where J^„f(E,)=  is the scatter current intensity for £; = %  , (analogue eq. (
8.3 )) and t the acquisition time. The condition
lui(Eb) = Iu2(Eb) at E m a x  = Eb ( ^
analogous to eq. ( 8.4 ) leads to the following equation for the relation between Xui 
and Xu2 ’
m j h )  ( 8 .1 1 )
The difference signal for 511 keV
AS = — — = exp(-^[/ (51 l)Xyi -  exp
woF  ^
“ Ml/(511)
_ln(q/fz)
■^ i/i
V
is illustrated as group of hyperbolas for different {ti/ti) in Figure 8-4 
It is seen that these curves do not have a extremum, they all have their highest value for the 
difference signal AS at Xui = 0. But at Xui = 0 the resulting Xui from eq. (8 .11)  would be 
negative.
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Figure 8-4: Dijference filter signal for different U filter thickness Xu2 fo r Eb = 300 keV. 
For a maximum difference signal at Xui = 2.0 mm the fti/t2)-raf/o is estimated to ti/t2=7.
So the condition 
Xu2> = 0
leads to the minimal filter thickness Xm  for a certain ratio {ti/t2) of
For the assumption ti — 1 we obtain the acquisition time for Xui — 0 
i'l "  OXp^ — > (l2<ll)
with the following maximum equation for the difference signal
AS =
CF(511)
= exp(-jUy (51 l)Xyi ) -  exp(-^y {E^  ^ )
which is drawn as the thick black line {Xui — 0) iii Figure 8-4.
The maximal difference signal of about 35 % {Eb = 300 keV) is yielded by the differential 
fi?(AS'(511))_ ^  (8 .1 7 )
u\
at a filter thickness Xui (16 mm)
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These curves for the maximal difference signal (Xf2 = 0) are illustrated in Figure 8-5 for 
several other filter materials and Eb = 300 keV.
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Figure 8-5: Maximum difference signals (one filter material, different measurement times) 
for different filter elements and Eb = 300 keV.
As expected, the uranium filter reaches the highest signal at the thinnest value of Xm. W 
and Ta have a very similar maximal difference signal (31 %). The Ag filter has no well 
defined maximum and reaches a difference signal of 19 % at XAgi = 8 mm.
This results suggest a filter combination of an uranium filter with Xm  = 1 .6  mm and a 
second measurement without filter (the optimal 0/Ï2-ratio depends on Eb).
8-3 Choice of the filter combination
It is remarkable, that the curve with Xu2 = 0 in Figure 8-5 is very similar to the curve 
Xc = 40.5 Xu in Figure 8-2 (last section). If we compare the corresponding difference signal 
equations eq. ( 8.16 ) and eq. ( 8.6 ), it is seen that eq. ( 8.6 ) is identical with eq. ( 8.16 ) 
for the limit
^1jUX511)
F  ( ^ 6  )
This condition is fulfilled for a vacuum.
92
That means the filter technique with two different filter materials is for the limit of a 
second filter material of Z = 0 (vacuum) identical with the filter technique with one 
material and different thickness in the limit of X fi = 0. These results would suggest a filter 
system with only one uranium filter of Xui =1.6 mm and a measurement without filter (see 
Figure 8-5).
At this point it is important to recognise the limitations imposed by our assumed energy 
spectrum model. In Figure 8-3 the graphs are calculated from simulated spectra of the real 
detection geometry. But for the two peak spectrum model (at Eb and 511 keV) the current 
filter signal has another shape. In this case the signals of all kind of filter materials take 
exactly the same course up to an energy of 510 keV. This is illustrated in Figure 8-6 (for 
I(Eb)/I(511) = 10).
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Figure 8 -6 : Relative current signal for two filter technique for assumed 2 peak energy 
spectrum model.
As a function of the ratio of hoFiEb) and W  (511) the filter signals jumps up to a certain 
value and stays constant up to 510 keV. The U filter signal is normalised to unity at 
550 keV. So the difference in the various filter materials which can be estimated at 
Emax = 550 keV is caused exclusively by the 511 keV peak.
For a real spectrum with multiple scatter background it is now important that the signal 
1f 2 (E) of the X f2 filter should be very close to that of the U filter, especially at 510 keV. It 
is seen in Figure 8-3 for Z = 1 cm that AI is almost exclusively generated by the 511 keV 
peak if the two filter signals have exactly the same value at 510 keV. This condition is not
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satisfied for Z = 30 cm because of the scatter background. It is conceivable from Figure 8-6 
to choose a low atomic number material between Cu and C to have an identical value at 
510 keV for Z =  30 cm. But the problem thereby is the high divergence of this low atomic 
number materials from the U signal in the range below 510 keV. This divergence is 
illustrated in Figure 8-3 third row when AI (E) is far away from the ideal curve of the 
2 peak spectrum model. For this model the relative difference signal would be AI (E) = 0 
for E <  511 keV and AI (E) = I for E> 511 keV. The consequence of this divergence from 
the U filter signal is a strong dependence of AI on the composition of the energy spectrum, 
but the aim is to be independent of the varying scatter background. So a compromise has to 
be found between the aim of an identical value at 510 keV and the minimisation of the 
divergence of the two filter signals.
Similar procedures could be carried out for the filter technique with different measurement 
times. The same principles must be applied to find a compromise between the optimal 
ti/t2 - ratio (see Figure 8-5) and minimal divergence between the two signals. The great 
advantage of this second filter technique is the significantly lower acquisition time.
To prove the difference filter technique and consequently the PIPAR principle, a Linac 
experiment was carried out which is described in the next chapter. A quantative 
discussion of the filter technique is given in section 9.6 for the linac experiment.
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9 LINAC experiment with difference fiiter technique
The simulations of the high energy back-scatter spectrum from homogeneous sand in 
Figure 6-6 have shown that the ratio between the 511 keV line and the Compton continuum 
(250 keV) decreases very strongly with increasing depth Z.
To examine the ability of PIPAR to detect objects at great depth with the difference filter 
technique, we measured the back-scatter from elemental samples of known composition. 
The back-scatter spectrum of an elemental sample of a certain atomic number resembles 
the a spectrum from sand at a certain depth Z. For our experiment we chose Cu, Nb, Sn, W 
and Pb (with atomic numbers 29, 41, 50, 74 and 82 respectively) in the form of cubes of 
side length 5 cm. The simulated back-scatter spectra for the geometry of the linac 
experiment is shown in Figure 9-1 (compare the spectra from sand Figure 6-6 with those 
for the elements in Figure 9-1).
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Figure 9-1: Simulated back-scatter spectra o f several elemental probes and a 5x5x5 cm^ 
volume o f sand for the linac geometry for 6  MV bremsstrahlung irradiation ( 3.7 x 10
incident photons).
9.1 Linac as radiation source
For many technical applications the handling of radioactive nuclides is difficult, so we 
chose for the high energy input beam a bremsstrahlung source (also Zhu et al [Zhu (1995)] 
used a linac for Compton back-scattering). A Philips SL 25 linac was kindly made
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available by Philips Radiotherapy (now Elektra Oncology) of Crawley, England, for several 
days to enable PIPAR measurements to be made. This linac is normally used for radio 
therapy treatments. A sketch of the linac is shown in Figure 9-2.
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Figure 9-2: Sketch o f a Philips SL25 linac.
The isocentre lies at 125 cm height over the floor, the distance from the target (focus) to 
the isocentre is about 100 cm. The accelerator head is rotatable in the Z-Y plane around the 
isocentre. The maximum field size in the isocentric plane for the X-ray beam is about 
40 X  40 cm and can be reduced by the internal W- collimators to a minimal field size of 
1 x 1  cm. For our experiment the megavoltage beam was collimated to illuminate a square 
region of 5 x 5 cm at a distance from the target of approximately 120 cm.
The beam is produced by a pulsed electron gun which emits electrons into the accelerating 
waveguide. A 5 MW magnetron provides the RE power to accelerate the electrons along 
the waveguide. At the end of the waveguide the electron beam is focused onto the 
transmission target.
The dose rate depends on the variable pulse frequency with a range from 0 - 400 sec'^ at a 
fixed pulse length of about 3 jxsec. A maximum dose rate (at 1 m distance) of 4.7 Gy/min 
can be reached at a pulse frequency of 400 1 sec ^ This means the detector receives a
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signal for at most 1/833 of the whole measurement time. The current stability of the beam 
was monitored via an ionisation exposure chamber and was generally better than 1%. The 
voltage stability is likewise estimated to be better than 1% but was not monitored. Nominal 
voltages of 6 MV and 10 MV were used for the measurements. The bremsstrahlung photon 
energy distribution for 6 MV and 10 MV from Mohan [Mohan (1985)] is shown in Figure 
9-3.
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Figure 9-3: The energy distribution o f 6  MeV and 10 MeV linac bremsstrahlung.
9.2 Scatter geometry
A sketch of the linac experiment is shown in Figure 9-4; the corresponding photograph of 
the experimental set up is shown in Figure 9-5. The scatter angle was chosen to be constant 
at 0 = 150°. Therefore the accelerator head was oriented to deliver a radiation beam 
travelling upwards at 60° to the plane of the floor. The scatter sample was located on a thin 
horizontal wooden board (1.3 cm) situated 74 cm vertically over the collimator of the 
detector. The collimator consists of 5 plates of 1 cm thick lead, each of which contained a 
10 mm diameter aperture and which had the effect of restricting the field seen by the 
detector to the intersection of the primary beam and scatter ray paths (20 x 20 cm). The 
aperture could be blocked with a lead block so that a measurement of leakage radiation into 
the detector could be made. The scatter collimator also had provision for mounting the 
filter in a reproducible position.
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Figure 9-4: Sketch of the linac experiment with difference filter technique.
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The number of incident photons in the scatter volume is determined by the size of the 
sample ( 5 x 5 x 5  cm) and the distance from the sample to the target (120 cm). It was not 
possible to increase the scatter angle beyond 0 = 150°, because there was no more space 
between the accelerator head and the lead shield of the detector (see Figure 9-4).
9.3 Detector
A plastic scintillator doped with 10% Pb (by weight) was used as detector. It was of 
cylindrical form 14 cm high (in the direction of arrival of the scatter radiation) and having a 
10 mm diameter. The entrance face of the detector was 80 cm below the scatter sample 
(2 cm below the collimator). The solid angle attended by the detector at the sample was 
about 10'  ^steradians.
The geometry of the plastic scintillator is very unfavourable. The intrinsic efficiency for 
14 cm pure plastic (without dopant) is about 25 % for 500 keV photons. But the probability 
is very high in this low-Z material that their first interaction is via the Compton effect, so 
they will be scattered out of this narrow scintillator and therefore only part of their energy 
is contributed to the current measurement. The photo peak efficiency at 511 keV is also 
very low as only those photons which directly interact with Pb via the photoeffect will be 
totally absorbed in the scintillator. The 14 cm plastic scintillator doped with 10 % Pb 
(density ratio « 1:10) corresponds to an effective Pb-thickness of 0.14 cm. With a photo 
attenuation coefficient of \iphoto = 0.88 cm'^ for photon energies of 500 keV the probability 
for this interaction mode is about 12 %.
The scintillator was coupled to a Vi " diameter PM whose anode current was fed to a 
current-to-voltage converter, because photon counting was not possible as mentioned 
earlier in section 7.2.2. The electronic arrangement of the detector is shown in Figure 9-6. 
The cathode of the PM was maintained at -900 kV, the anode was at ground. With 
Cint = 1 pF and Rint = Ri = 10 MQ a time constant of 10 sec is obtained. The electronics 
were mounted in the detector housing. The voltage drop over Rint (MPI) was measured by 
an electrometer, located 15 m away outside the bunker. The detector housing was enclosed 
in approx. 8 cm lead shielding and the side of the detector adjacent to the accelerator head 
was built up with lead blocks to a total thickness of about 20 cm. The blocks were 
judiciously placed to minimise bremsstrahlung leaking directly from the accelerator target 
into the detector. In the short period of time available for the measurements it was not 
possible to systematically eliminate all sources of leakage radiation (and it was not possible
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to achieve scatter angles 0 > 150°). So the leakage radiation fraction contributes (dependent 
on the linac voltage and scatter material) up to 50 % of the unfiltered signal.
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Figure 9-6: The electronic arrangement o f the detector for current measurement.
9.4 Filter technique
To realise the difference filter technique, measurements were made with two pairs of filter 
absorbers. First, the signal with a 2 mm uranium plate was compared with that of 3.8 mm 
thick tantalum sheet. The second pair consisted of 2 mm of uranium and 13 mm of silver 
plate. These thicknesses result from eq.( 8.5 ) and eq.( 8.8 ) with Eb = 270 keV. The 
difference in transmission of the U and Ta pair at 511 keV is 5 % of the unfiltered signal 
(from Figure 8-2). The corresponding difference for the U and Ag pairs is 20 %. This 
greater efficiency is however purchased at the expense of a greater contribution to the 
difference spectrum AS(E) from the energy range between Eb and 511 keV (see 
section 8.3).
So for each of the 5 target elements, 3 filter signals (U, Ta, Ag) and the signal without filter 
were recorded for accelerator voltages of 6 MV and 10 MV. The filters were located about 
7 cm from the entrance face of the scintillator. Therefore the scatter collimator had
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provision for mounting the filters in a reproducible position. The self radiation of the active 
uranium filter was less than a 1 % (1.3 nA) correction and therefore negligible.
The leakage radiation into the detector was measured by plugging the collimator aperture 
with a thick lead brick.
Typical accelerator pulse rates were 200 min'^ for 10 MV and 400 min'^ for 6 MV with a 
resulting unfiltered signal up to 7 V (electronic limit about 10 V), which corresponds to a 
current of 700 nA.
9,5 Discussion of the Resuits
The difference signals S(U) - S(Ta) and S(U) - S(Ag), normalised to the unfiltered signal 
and to unit primary beam dose are shown in Figure 9-7 for two accelerator voltages 6 MV 
and 10 MV.
2.5
U-Ag, iqMeV
1  ^ 1  ~  ~
6 MeVU-Ag,
1 .5 ----------------- 1----------------f
O)
0.5
6 MeVU-Ta,
807020
Nb PbCu Atomic number Zsand
Figure 9-7: Measured difference filter signals per unit radiation dose fo r  elemental 
samples ofCu, Nb, Sn, Wand Pb irradiated with 6  MV and 10 MV bremsstrahlung.
There is, as expected, a clear trend to greater values of difference signal with increasing
atomic number Z and with increasing potential. The S(U) - S(Ag) values are approximately
four times greater than the differences S(U) - S(Ta). This ratio corresponds well to the ratio
and the Z dependence of the simulation in Figure 9-8, lending additional support to the
opinion that the major component of AS is the 511 keV line. The lower values for Nb could
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be explained by the different shape of the sample (there was only a thin piece (6 mm) of a 
6 " diameter sheet available).
The high variation of the Pb value (U - Ag filter) between 6 MV and 10 MV must be 
caused by a measurement error. It was very difficult to obtain a constant level of the linac 
dose rate, because it drifted temporally. Difference measurements are general very sensitive 
to fluctuations of the signal, (unless the filter could be switched very rapidly).
The simulation in Figure 9-8 shows that the (atomic number) dependence (see 
section 5.1) of the yield of 511 keV photons holds only in the limit of radiographically 
"thin" samples. It is to be expected that self-absorption of the primary beam and the PIPAR 
radiation in the scatter volume will reduce the signal for the high Z samples. This self­
absorption manifests itself as a fall off in the difference signal for atomic numbers greater 
than 70 (W and Pb). It was not possible to extend the PIPAR measurements to lower 
atomic number samples like A1 or C (as was originally planned) since the proportion of 
leakage radiation into the detector from the accelerator head was too unfavourable when 
the pair production cross-section is small. For these low Z samples the self-absorption 
would be negligible. Nevertheless a difference signal could be recorded for sand (SiOi, 
with an effective atomic number of Z = 10) for a larger scatter volume and an accelerator 
voltage of 10 MV (only for U - Ag filter).
However considering the high accelerator head leakage radiation and the unfavourable size 
of the scintillator as discussed in the earlier sections there is a clear qualitative agreement 
between the measurement results and the EGS4 simulations.
Because of the low multiple scatter background of these small elemental samples we also 
tried to study the effect of the second filter technique with only one U filter and the 
unfiltered signal (section 8.2). The unfiltered net current signal at 10 MV was multiplied 
with 1/11.7 to get effectively equal transmission at Eb = 270 keV. The difference of these 
signals and the 2 mm U filter signals were normalised for the samples of Cu, Nb, Sn and W 
and are listed in Table 9-1.
elemental sample Cu Nb Sn W
M(U-woF/11.7) 13.5 19.2 27.8 36.3
signal without filter IwoF (for 10 MV linac).
The ratio between these Al(U-woF/11.7) values is rather similar to the difference signal 
values from the two filter material technique in Figure 9-7.
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9.6 Simulation of the iinac experiment with difference fiiter 
technique
Figure 9-8 shows for comparison the PIPAR difference signal derived from EGS4 
simulation program modelling the experimental arrangement shown in Figure 9-4.
60000
J _ _ _ _ _ _ _ _ _ _ L50000 -----
U filter -I Ag filter
i --------------- f-^  40000
O)
o  30000
TJ
-  4. 20000
U filter-Tai filter
10000
908040 !20 Ta W PbNb SnCusand Atomic number Z
Figure 9-8: Simulated PIPAR signal with difference filter technique from the elemental 
samples and geometry o f Figure 9-4 with 10 MV incident bremsstrahlung beam.
The differences between the different filter signals are depicted versus the atomic number
of the simulated sample elements. The efficiency for the detector was assumed to be 100 %
for photons up to Emax — 1000 keV. Since the absolute efficiency of the detector used for
these measurements is unknown it was not considered worthwhile to attempt a quantitative
comparison between the experimental results and the simulations.
The simulated back-scatter spectra of the different elemental samples have been shown in 
Figure 9-1 for a accelerator voltage of 6 MV. The ratio of photon counts between the 
annihilation peak (511 keV) and the Compton continuum (200 - 300 keV) rises strongly 
with increasing atomic number of the samples. But the number of photon counts with 
energies higher than 511 keV (Compton events, annihilation in flight) also rises with Z.
The current signals with filters are calculated numerically from the EGS4 spectra, since the 
simulation of the filter by EGS4 takes too much time. Therefore the EGS4 spectra are 
reduced by the attenuation factors of U, Ta and Ag (from PEGS4) and integrated to get the
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current signal as a function of the upper energy level Emax of the detected photons (as 
explained in section 8.1). This procedure is described by eq. (9.1 )
I p { E ^ )  =  j  Q x p { p p d E ^ ) N { E ^ ) E f i E  ( 9 . 1  )
= 5 0 keV
The results of this calculation are shown in Figure 9-9 for the tungsten sample. The highest 
signal is yielded by the U filter with the highest step at 511 keV. The Ta filter signal is very 
similar up to 510 keV, over 511 keV there is a reduction relative to the U filter signal of 
about 7 %. The Ag filter signal reaches 40 % of that of uranium.
For comparison the signal without filter 1,,of{E) with ti/tz = 11.7 is also shown in Figure 9-9
a) which has the greatest difference to the U filter signal. The ratio tj/tz =11.7 corresponds 
to U filter thickness Xui = 2 mm (not optimum) and Eb = 270 keV.
The next diagram b) shows the (absolute) difference signal A1 between the U filter signals 
and the other signals from a). It can be seen that the A1 of the Ag filter is about five times 
that of the Ta filter and Iu-Iwof/i i .7 is just about ten times that of h  - ha- The A1  values at 
Emax = 1000 keV from the Ta- and Ag-filter are used in Figure 9-8 for the comparison 
between the simulation and the experimental results. The signals below 511 keV are in all 
three cases small in relation to the signals over 511 keV.
This effect is illustrated in diagram c) by the relative difference signal 
Al(E)/Al(Emax = 1 0 0 0  keV). It is noteworthy that the 70 % of the difference signals from all 
three filter combinations are caused by the 511 line. The contribution from E > 5 1 1  keV is 
in all three cases rather more than 20 %, and much higher than the amount from the 
E b < E  < 5 1 0  keV interval. This means that for the spectrum of the W sample all three filter 
combinations are qualitatively approximately equal, but the absolute difference signal of 
the filter technique with only one U filter is unambiguously the highest.
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10 Discussion and Conclusions
Experimental and simulation results have been presented for a novel back-scatter imaging 
technique based on photon-induced positron annihilation radiation (PIPAR).
Simulations of the dependence of the single-to-total scatter ratio (S/T) on the incident 
energy have shown that there is a rapid increase in S/T at incident energies higher than 
2x511 keV when the 511 keV annihilation line is separately detected [Gilboy (1997)]. S/T 
increases from 5 % at 250 keV to 86 % at 5000 keV for an inspection depth of Z = 10 cm 
in homogeneous sand. The maximum inspection depth of a 6 MV bremsstrahlung source in 
sand of p = 1.5 g/cm^ has been extrapolated from the simulations to be Z = 60 cm (for a 
lower energy threshold of the detector Emin = 500 keV). The maximum inspection depth 
depends on the density of the investigated medium, so for water (p = 1.0 g/cm^) a 
maximum depth of Z = 90 cm and for concrete (p = 2.26 g/cm ) a depth of Z — 45 cm is 
estimated (see section 6.7).
Several experiments with X-ray tubes (225 - 450 kV) were carried out (chapter 3) to 
determine the limits of detectability of cavities in sand for low incident energies. The good 
agreement between experimental data and the results from the EGS4 Monte-Carlo 
simulations (chapter 4) clearly indicate that this code is well-suited for modelling the 
contrast in density between different materials [Tavora (1997)].
The PIPAR effect has several advantages over Compton back-scattering (chapter 2) in 
situations where the object under investigation is radiographically dense. It has higher 
inherent contrast to changes in material composition, it is less susceptible to multiple 
scatter degradation and the 511 keV radiation is more strongly penetrating than Compton 
back-scatter. It therefore appears worthy of further investigation as a technique for 
radiographic imaging and possibly material identification in dense media.
Therefore based on the simulation results (chapter 6), a design for a PIPAR scanner is 
proposed for field applications (chapter 7). For this imaging system a megavoltage 
bremsstrahlung source is employed in combination with a large detector array using 
scintillation crystals as detectors, which are operated in current mode. For the suppression 
of the low energy back-scattering a difference filter technique is suggested (chapter 8).
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An experiment was carried out (chapter 9) using a 10 MV linac as radiation source and the 
difference filter technique to confirm the possibility of the detection of the PIPAR signal 
from a bremsstrahlung source [Harding (1997)B]. Although other works have investigated 
the feasibility of megavoltage photon back-scatter imaging with detectors which monitor 
all the reflected X-rays, this is the first time, to the best knowledge of the author, that a 
technique has been developed to measure PIPAR independently of the degrading influence 
of such scattering contributions as Compton, photoelectron, bremsstrahlung etc.
In an analogous manner to the use of linac- and betatron-based systems for radiographical 
inspection of bridges, motorways, pipelines or other civil engineering objects. [Rear
(1994), Morgner (1995)], it is conceivable to employ the PIPAR scanner also in the field 
for the detection of differences in density in the ground (buried objects, underground 
structures, security, historical artefacts in archaeology). In contrast to a metal detector the 
PIPAR technique is also able to detect objects made of plastic or other light objects.
Another application of the PIPAR principle would be the characterisation of high Z (atomic 
number) elements in lower Z matrices like iron bars in steel reinforced concrete or the 
detection of uranium and plutonium in concrete using radionuclides [Tavora (1997)]. The 
Z^ dependence of the pair production cross-section and the high penetration of the 511 keV 
photons make this method well suited for such applications. The use of the Doppler 
broadening of the annihilation peak shape for material characterization is possible in 
principle (chapter 5). However the detrimental influence of multiple scatter may make such 
analysis difficult in practice.
To simulate further applications of the PIPAR principle it would be useful to reduce the 
computing time of the EGS4 code. The easiest way to achieve this would be with a more 
powerful computer. Of special interest would be the simulation of the maximum inspection 
depth (not only by extrapolation) or the inclusion of shape information about the buried 
object in the simulated data.
Also some further experiments with a megavoltage radiation source should be done to 
improve the shielding of the leakage radiation of the source and to prove the limits of the 
difference filter technique. Another field of development would be imaging processing and 
corrections for such a PIPAR scanner used in the field.
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