Based on the functional-discrete technique (FD-method), an algorithm for solving eigenvalue transmission problems with a discontinuous flux and the integrable potential is developed. The case of the potential as a function belonging to the functional space L 1 is studied for both linear and nonlinear eigenvalue problems. The sufficient conditions providing superexponential convergence rate of the method were obtained. Numerical examples are presented to support the theory. Based on the numerical examples and the convergence results, conclusion about analytical properties of eigensolutions for nonself-adjoint differential operators is made. 2010 Mathematical subject classification: 65L15; 65Y20; 34D10; 34L16; 34L20.
Introduction
Physical and chemical processes in a multilayer medium can be modeled by partial differential equations. Because of the different physical and chemical properties of layered materials, such models involve, besides initial and boundary conditions, transmission (matching) conditions describing the processes at the boundary between two layers. As a rule, such conditions provide a jump of the solution or the flux, or of both of them. The transmission problem for elliptic equations was proposed by M.M. Picone in 1954 [18] for the case of discontinuous solutions and continuous flux (see [2, 9, 23, 21] ). The linear eigenvalue transmission problems were investigated in [3, 4, 17] . The numerical treatment of transmission problems is given in [15, 16, 13, 14, 20, 19, 6, 24, 10, 11] . Particularly, papers [15, 16, 13, 14, 20, 19] are devoted to the development of exponentially convergent functional-discrete methods for solving the eigenvalue transmission problem with discontinuous solutions and continuous flux.
In this article, we extend the FD-approach to the eigenvalue transmission problems with continuous solutions and discontinuous flux.
The paper is organized as follows. In Section 2, we formulate the linear eigenvalue transmission problem with integrable potential, describe the numerical technique, and prove the convergence theorem. In Section 3, we study the corresponding nonlinear eigenvalue problem. We also obtain a convergence result similar to the result of Section 2. The results of the numerical experiment are discussed in Section 4. They are in good agreement with the theoretical findings. Section 5 presents the conclusions about our approach.
Eigenvalue transmission problem with a linear potential as a function in L 1

Formulation of the problem
In this section we consider the following eigenvalue problem:
, q(x) ∈ L 1 (0, 1)
)] = 0,
)] = 1, and boundary conditions u 1 (0) = u 2 (1) = 0, u ′ 1 (0) = 1, where [f (x 0 )] = f 2 (x 0 ) − f 1 (x 0 ) is a jump of the function f at the point x 0 .
Numerical algorithm
According to the FD-approach described in [12] , instead of the original problem (2.1) we consider the following problem with the parameter t ∈ [0, 1]:
) ,
2)
u 1 (0, t) = u 2 (1, t) = 0, u ′ 1 (0, t) = 1, [ u The fact that for t = 0 we can find the exact solution (λ(0), u i (x, 0), i = 1, 2) to problem (2.2) and that for t = 1 the solution (λ(1), u i (x, 1), i = 1, 2) to problem (2.2) is the exact solution to problem (2.1), suggests the idea to write the solution to problem (2.2) in the form of the series
ni (x)t j , i = 1, 2.
(2.3)
Setting t = 1, we obtain
ni (x), i = 1, 2 (2.4) provided that these series converge. Thus, we can represent the approximate solution to problem (2.1) as the corresponding truncated series
ni (x), i = 1, 2, (2.5) which is called the approximation of rank m. Substituting (2.3) into (2.2) and equating the coefficients of equal powers of t, we obtain the following recursive sequence of problems:
for j = −1
)] = 1;
and for j = 0, 1, 2, . . .
We can obviously find the exact solution (λ
ni (x), i = 1, 2), (j = 0, 1, . . .) to each of the problems.
Thus, to apply our algorithm one should first find the rough approximation (λ
ni (x), i = 1, 2) as the exact solution to problem (2.6), and then consecutively find the corrections (λ
ni (x), i = 1, 2) as the exact solutions to problems (2.7), (2.8) for j = 0, 1, 2 . . ..
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Convergence result
From formulas (2.4) and (2.5) it follows that we can estimate the error of the algorithm in the following way: 9) provided that series in the right sides are convergent. Therefore, our aim is to find conditions providing the convergence of the corresponding series and to estimate their convergence rates. To achieve that we will try to construct a geometric sequence with denominator less than 1, which dominates the terms of series in formulas (2.9). Firstly, let us find a solution to problem (2.6). Taking into account the differential equation, the boundary, the matching and the normalizing conditions, we can write the eigenfunctions of problem (2.6) as
where the unknown constant c 
From (2.10) it is easy to see that we have two different sequences of eigensolutions of the problem (2.6):
I.
) √ λ (0) n and II.
Next, we write the solution to the nonhomogeneous boundary value problem (2.7) as
] .
The unknown constant c (j+1) 2 and the correction of the trial eigenvalue λ (j+1) n can be found from the matching conditions of problem (2.7).
Substituting (2.13) into the matching conditions, we obtain
Now we are in the position to find a recursive formula for the corrections λ = − 1 2 ̸ = 0. Hence, from (2.14), we get the following equation
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) dx+
Taking into account the equality
we arrive at the following formula for computing λ
We can find the unknown constant c (j+1) 2 in (2.13) from either of the equations of (2.14). For example, from the first one we have
where ∥ · ∥ 0,1,(a,b) is a norm in L 1 (a, b) and ∥f ∥ 0,1 = ∥f 1 ∥ 0,1,(0,1/2) + ∥f 2 ∥ 0,1,(1/2,1) . Formulas (2.13) -(2.17) imply the following estimates:
As a result, to estimate ∥u (j+1) n ∥ ∞ and |λ (j+1) n |, we have to solve the following system of inequalities:
Introducing the new variables
we arrive at the following system of inequalities
Let us consider the scalar sequences
Multiplying the last equality by z j+1 , summing both sides over j from 0 to ∞, and introducing the generating function for the sequence {v j } by
we obtain the following equation:
We have the quadratic equation with respect to f (z) − v 0 with the roots
.
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The solution representing the generating function is
It is obvious that the right-hand side of equality (2.24) can be expanded as a power series in z, where z ∈ [0, R] and
).
(2.25)
R is the radius of convergence for series (2.22) . On the other hand, it follows from the convergence of series (2.22) that
with some positive constants c and ε.
Returning to (2.19) , we arrive at the inequalities
and
Thus, series (2.4) converge, and the last two inequalities imply the error estimates
provided that
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For the case of eigensolutions (λ
ni (x), i = 1, 2) determined according to formula (2.12), we have that sin
Hence, we receive the formula for λ (j+1) n from the first equation of (2.14) and the parameter c
can be found from the second equation of (2.14), that is,
It is easy to verify that
, n = 2k, k ∈ N,
If n is an even number, then combining formulas (2.29) and (2.31), we get
Formulas (2.13), (2.30), (2.32) imply that
Repeating the same computations as for the previous case, we obtain similar error estimates
(2.37)
If n is an odd number, then we replace inequality (2.34) by the following one: 
with C defined in (2.37), provided that condition (2.36) holds. Thus, we have obtained the following convergence result.
Theorem 2.1.
(a) Assume that the index n of the trial eigenpair satisfies condition (2.28) where λ (0) n = 4π 2 (± 2 3 + 2n) 2 , n = 0, 1, . . . . Then the numerical algorithm (2.5), (2.11) , (2.13) , (2.8) , (2.15) , (2.16) converges to the corresponding eigensolution of problem (2.1) superexponentially with the error estimate (2.26).
(b) Assume that the index n of the trial eigenpair satisfies condition (2.36 ) and λ (0) n = 4π 2 n 2 , n = 1, 2, . . . . Then the numerical algorithm (2.5), (2.12) , (2.13) , (2.8) , (2.29) , (2.30) converges to the corresponding eigensolution of problem (2.1) superexponentially with the error estimate (2.35) for an even number n and with the error estimate (2.39) for an odd number n.
Using the term "superexponential convergence", we intend to emphasize the fact that owing to the presence of factor (m + 1) 1+ε in the denominators of estimates (2.26), (2.35) and (2.39) the method remains convergent even if r n = 1.
Eigenvalue transmission problem with a nonlinear potential in-
cluding a function in L 1
Formulation of the problem
Let us consider the following eigenvalue problem:
where N : R → R is an analytical function with respect to u and N (0) = 0, that is, 
Numerical algorithm
Following the idea of the FD-method, we seek a numerical solution to problem (3.1) as the truncated series (2.5), where the eigenpair (λ 
ni ) are the Adomian polynomials (see [22] , [1] ).
Convergence result
As for the linear problem studied in Section 2, the zero approximation (λ Hence, for the case of eigensolution (λ
ni (x), i = 1, 2) determined by formula (2.11) we obtain
is determined by formulas (2.16), (3.4) . Combining the technique for the Sturm-Liouville problem described in Section 2 with the technique for the nonlinear eigenvalue problem in [5] , from formulas (2.13), (2.16), (3.4) together with (3.2) and (3.5) we get the following system of inequalities:
Introducing the new variables
we arrive at the following system of inequalities:
To obtain similar inequalities for v 1 and µ 1 , let us consider inequalities (3.7) for j = 0, i.e., 
Similarly to (3.12), we get the following inequality for µ 1 :
Now let us consider the sequences {v j } ∞ j=1 and {µ j } ∞ j=1 defined by the following recurrence equalities
where v 0 = v 0 = 8 3 . It is easy to see that v j+1 v j+1 and µ j+1 µ j+1 ∀j ∈ N ∪ {0} . Eliminating variables µ j (j = 1, 2, . . .) from the system (3.14)-(3.17) we arrive at the recurrence formulas
Similarly to the approach described in Section 2, taking into account the obvious identity
and introducing the generating function
we obtain the following nonlinear equation for f (z):
Equality (3.21) holds for any z in the convergence interval of the power series (3.20) with the coefficients v j determined from the recursive equalities (3.18), (3.19) . Let us prove that the convergence radius R of the power series (3.20) is positive. For this purpose let us consider the inverse mapping z = f −1 . From (3.21) we obtain
Taking into account that z (v 0 ) = 0, we can easily compute z ′ (v 0 ):
Since function z(f ) is holomorphic in some interval about the point f 0 = v 0 and z ′ (v 0 ) > 0 (see (3.23) ), there exists an inverse function f (z) which is holomorphic in some interval (−R, R) (see [8, p. 87] ). Now let us prove that series (3.20) converges at the endpoints of the interval. To prove that it is enough to consider only the right endpoint z = R. Conversely, suppose that series (3.20) diverges at the point z = R, that is,
However, since equality (3.21) holds for every z in (−R, R), from this equality we get the contradiction
This contradiction implies the inequality f (R) < +∞. Thus, we obtain the inequalities
with some positive constants c and ε, where the constant R is uniquely determined by ∥q∥ 0,1 , and N (u) .
Returning to (3.8) , we obtain the estimates
Hence, the numerical solution converges to the exact one with the same error estimate (2.26) as for the linear problem where R > 0 is the radius of convergence of the power series (3.20) , (3.21) . Now we apply the same technique as above to the case when λ (0) n = 4π 2 n 2 (n = 1, 2, . . .). If n is an even number, then is determined by formulas (2.30), (3.4 ). If n is an odd number, then
and again functions u is determined by formulas (2.30), (3.4) . As a result we obtain estimates (2.35) for an even number n and estimates (2.39) for an odd number n, provided that
Therefore, we have obtained the following convergence result for the nonlinear problem. (a) Suppose that the index n of the trial eigenpair satisfies condition (2.27) where λ (0) n = 4π 2 (± 2 3 + 2n) 2 , n = 0, 1, . . . and R is the radius of convergence of the power series f (z) (3.20) satisfying equation (3.21) . Under these assumptions, the FD-algorithm (2.5), (2.11) , (3.4) , (3.6) converges to the corresponding eigensolution of problem (3.1) superexponentially with the error estimate (2.26).
(b) Suppose that the index n of the trial eigenpair satisfies condition (3.28) where R is the radius of convergence of the power series f (z) (3.20) satisfying equation (3.21) and λ (0) n = 4π 2 n 2 , n = 1, 2, . . . . Then the FD-algorithm (2.5), (2.12) , (3.4) and (3.26 ) (for an even n) or (3.27) (for an odd n) converges to the corresponding eigensolution of problem (3.1) superexponentially with the error estimate (2.35) for an even n and with the error estimate (2.39) for an odd n.
Numerical examples 4.1. Example 1
We consider the following nonlinear eigenvalue problem:
)] = 1,
Let us compute six first eigenvalues. From formulas (2.11) and (2.12) we obtain the zero approximations for the FD-method's algorithm: from (2.11) with n = 0 :
(4.2) from (2.12) with n = 1 : We have calculated the FD-approximations m λn , m = 0, 4 for the eigenvalues λ n , n = 0, 5 and the approximations m u ni (x), (i = 1, 2), m = 0, 4 for the corresponding eigenfunctions u ni (x), (i = 1, 2), n = 0, 5. Since the exact solution of problem (4.1) is not known, in order to control the error, we analyzed the L ∞ -norm of the residual
The results obtained are presented in Tab. 1 -7 and depicted in Fig. 1 -5 .
As a result of the calculations, we observe that there exist eigenfunctions with some indexes n such that their numerical approximations 4 u n (x) have exactly n − 1 zeros in the interval (0, 1) (see Fig. 2 for n = 1 and Fig. 4 for n = 5) . The zero approximations of such eigenpairs are determined by formula (2.12) with odd n. Thus, taking into account the numerical calculations and the convergence result, we can conclude that there exists no eigenfunction of problem (4.1) with exactly one or five zeros in the interval (0, 1). Further numerical experiments confirm that we can expect that there exists no eigenfunction with exactly 1 + 4k (k = 0, 1, 2, . . .) zeros in (0, 1). Moreover, there exist two linearly independent eigenfunctions with exactly 4k zeros. Hence, we can conclude that the theoretical approach developed in [7] and [25] for nonlinear eigenvalue problems is not applicable to the case of the nonself-adjoint differential operator. So we see the crucial importance of the assumption that the differential operator is self-adjoint for the applicability of Theorem 4.2 and Theorem 5.6 in [7] .
To illustrate the exponential convergence rate of the method we consider the function
Function l n (m) has been evaluated for n = 0, 5 and m = 0, 4 (see Tab. 7). As we can see from Fig. 5 , the mapping l n : N → R is almost linear, i.e., l n (m) ≈ a n m + b n , Figure 5 . Example 4.1. L ∞ -norm of residual versus the rank m of the approximation on a semi-logarithmic scale which confirms the exponential convergence rate of the proposed method. We also observe that the slope of the lines on Fig. 5 increases as the index n of the trial eigenvalue increases, which confirms the improvement of the convergence along with the increasing of the index of the eigenvalue.
Example 2
Let us consider the following nonlinear eigenvalue transmission problem with singularity:
, (4.10)
It is easy to ensure that for the case when q(x) = 1 √ 1 2 − x the indefinite integrals in formulas (2.13) cannot be expressed through the elementary functions. Therefore, to approximate functions u (k) ni (x) we have used the numerical integration according to the Simpson's rule with the precision 10 −15 (for n = 0, 1, 2) and 10 −19 (for n = 3) 1 . Since the exact solution of the problem is not known and m u ni ′′ ( 1 2 ) = ∞, in order to control the error, we computed the functional
The results of the calculations for the first four eigenvalues and corresponding eigenfunctions are presented in Tab. 8 -11 and Fig. 6 -9 . Similarly to Example 4.1, as a result of the calculations we observe that there also exist eigenfunctions with some indexes n such that their numerical approximation 8 u n (x) have exactly n + 1 zeros in the interval (0, 1) (see Fig. 7 for n = 1). As in Example 4.1, the zero approximations of such eigenpairs are determined by formula (2.12) with odd n. Thus, as in Example 4.1, from the numerical calculations and the convergence result we can conclude that there exists no eigenfunction of problem (4.2) with exactly 4k + 1 (k = 0, 1, 2, . . .) zeros in (0, 1). Moreover, there exist two linearly independent eigenfunctions with exactly 4k + 2 zeros.
Thus, Example 4.2 also demonstrates the inapplicability of the analytical theory developed in [7, 25] for the case of the nonself-adjoint differential operator.
The numerical experiment confirms the exponential convergence rate of the proposed method improving with the increasing of the index of trial eigenvalue (see Fig. 9 ).
Conclusions
Based on the FD-approach, we propose a recursive algorithm for the numerical solution of both linear and nonlinear eigenvalue transmission problems with the integrable potential, discontinuous flux and continuous solution. Using the method of generating functions, we have find the sufficient conditions providing superexponential convergence rate of the method, which improves with the increasing of the index of the trial eigenpair. The numerical results confirm the theoretical conclusions. The numerical examples and the convergence results for the FD-method have also demonstrated a crucial importance of the assumption that the differential operator is self-adjoint for the applicability of the theory of nonlinear eigenvalue problems developed in [7] and [25] . As it follows from the numerical examples, the fact that differential operator is nonself-adjoint results in the lack of strong dependence between the index of an eigenpair and the numbers of zeros of the corresponding eigenfunction.
