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1 Re´sume´
1.1 Definition et notations
Soit X un processus ponctuel sur R2. On peut caracte´riser la dependance entre les posi-
tions des points de X en e´tudiant le processus ponctuel X(2) defini sur R2 × R2 par tous
les couples de points du processus original. L’intensite´ de ce nouveau processus informe
surn la pre´sence simultane´e de points dans le processus original. Notons ρ(2)(x, y) cette
(appele´e densite´ produit du second ordre). L’intensite´ du processus de Poisson ρ(x) a
pour proprie´te´ que ρ(2)(x, y) = ρ(x)ρ(y).
La statistique de Ripley est une me´thode d’estimation de la densite´ ρ(2)(x, y), plus exacte-
ment d’estimer l’inte´grale sur des ensembles tests du rapport g(x, y) = ρ(2)(x, y)/ρ(x)ρ(y).
La fonction g(x, y) caracte´rise le fait que les points x and y simultane´ment dans les tirages
de X. Si g(x, y) = 1, les points apparaissent inde´pendament. Si g(x, y) < 1, ils ont ten-
dance a` s’exclure; si g(x, y) > 1, ils apparaissent fre´quemment ensemble.
Nous supposerons une certaine invariance spatiale du processus. Tout d’abord l’invariance
par translation g(x, y) = g(x − y). Nous de´finissons alors l’inte´grale de la fonction g sur





Si nous supposons en plus que le processus is isotrope, nous de´finissons la function K de
Ripley par
K(r) = K(B(0, r)).
Par exemple, si le processus est processus de Poisson, alors g(x) = 1 et K(r) = pir2. Nous
utilisons l’estimateur de Ripley (Ripley, 1976) de la fonction K comme une statistique
de test pour les processus de Poisson. Soit A un ensemble fini de R2, m la mesure de






I1{d(Xi, Xj) ≤ r}




Nous supposons que X est un processus de Poisson homoge`ne sur R2 d’intensite´ inconnue
ρ. On choisit l’estimateur ρ̂ =
√
N(N − 1)/n2. Les donne´es sont observe´es sur le carre´
An = [0, n]






I1{d(Xi, Xj) ≤ r}.
1.3 Biais




































1.5 Theore`me de la Limite Centrale
Nous montrons qu’un vecteur normalise´ de statistiques de Ripleypour diffe´rents r converge
en distribution vers un vecteur normal.
Theorem 1 Soit d un entier, 0 < r1 < . . . < rd un ensemble de re´els ;
Soit Kn = (K̂An(r1), . . . , K̂An(rd)):
n
√
ρ(Kn − pi(r21, . . . r2d)) −→ N (0, Σ)
avec
Σs,t =
2pi(r2s ∧ r2t )
ρ
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1.6 Applications a` la statistique de test
Du TLC, nous de´duisons que T = Σ−1/2Kn est asymptotiquement distribue´ comme
N (0, Id) . Sous l’hypothe`se
H0: X est un processus de Poisson homoge`ne.
nous utilisons T 2 =
∑
T 2i comme statistique de test avec zone de rejet au niveau α:
T 2 > χ2α(d).
ou` χ2α(d) est le quantile (1− α) de la distribution χ2(d).
2 Abstract
2.1 Definition and notations
Consider a point process X over R2. To characterize the dependence of the position of
points in X, one may consider the point process X(2) defined on R2×R2 by all the couple
of points of the original process. The density of this new process gives information on
the simultaneous presence of points in the original process. Denote ρ(2)(x, y) this density
(called the second order product density). The Poisson process of density ρ(x) will have
the property that ρ(2)(x, y) = ρ(x)ρ(y).
The Ripley statistic is a way to estimate the density ρ(2)(x, y). Precisely it is a way to
estimate the integral on test sets of the ratio g(x, y) = ρ(2)(x, y)/ρ(x)ρ(y). The function
g(x, y) characterizes the fact that the points x and y appear simultaneously in the samples
of X. If g(x, y) = 1, the points appear independently. If g(x, y) < 1, they tend to exclude
each other; if g(x, y) > 1, they appear more frequently together.
Now we assume some spatial invariance on the point process. The first property is the
translation invariance g(x, y) = g(x − y). In order to estimate the function g, we define





If we also assume that the point process is isotropic, we define Ripley K-function as
K(r) = K(B(0, r))
For example, if the process is a Poisson process then g(x) = 1 and K(r) = pir2. We use
the Ripley estimator of the K function as a test for Poisson processes. We define the
Ripley statistic (Ripley, 1976) that estimates the K function. Let A be a finite subset of
the R2, m be the Lebesgue measure. Assume that the intensity ρ is known. Let S be a






I1{d(Xi, Xj) ≤ r}
ρ̂ (Xi) ρ̂ (Xj)
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2.2 Assumptions
We assume that X is an homogeneous Poisson process on R2 with unknown intensity
ρ. Choose ρ̂ =
√
N(N − 1)/n2. We consider that the data are available on the square
An = [0, n]






I1{d(Xi, Xj) ≤ r}.
2.3 Bias




































2.5 Central Limit Theorem
We show that a normalized vector of Ripley’s statistics for different r converges in distri-
bution to a normal vector.
Theorem 2 Let d be an integer, 0 < r1 < . . . < rd a set of reals and define Kn =
(K̂An(r1), . . . , K̂An(rd)):
n
√
ρ(Kn − pi(r21, . . . r2d)) −→ N (0, Σ)
where
Σs,t =
2pi(r2s ∧ r2t )
ρ
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2.6 Applications to test statistics
From the CLT, we deduce that T = Σ−1/2Kn is asymptotically N (0, Id) distributed.
Under the hypothesis
H0: X is an homogeneous Poisson process.
we use T 2 =
∑
T 2i as a test statistic with rejection zone for the level α:
T 2 > χ2α(d).
where χ2α(d) is the (1− α)-quantile of the χ2(d) distribution.
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