We present an improved orderly algorithm for constructing all unlabelled lattices up to a given size, that is, an algorithm that constructs the minimal element of each isomorphism class relative to some total order.
Introduction
Enumerating all isomorphism classes of unlabelled lattices, in the sense of systematically constructing a complete list of isomorphism classes up to a certain size threshold, is a difficult combinatorial problem. The number u n of isomorphism classes of unlabelled lattices on n elements grows exponentially in n [ KL71, KW80] , as does the typical size of an isomorphism class. Indeed, the largest value of n for which u n has been published previously is n = 19 [JL15, Slo] .
When trying to enumerate combinatorial objects modulo isomorphism, one typically faces the problem that the number and the size of the isomorphism classes are so large that trying to weed out isomorphic objects through explicit isomorphism tests is out of the question. Instead, an orderly algorithm is needed, that is, an algorithm that traverses the search space in such a way that every isomorphism class is encountered exactly once.
A general strategy for the construction of isomorphism classes of combinatorial objects using canonical construction paths was described in [McK98] . Orderly algorithms for enumerating isomorphism classes of unlabelled lattices, as well as special subclasses of unlabelled lattices, were given in [HR02, JL15] . The fastest published method currently is the one described in [JL15] ; the computations of u 18 and u 19 reported in [JL15] took 26 hours respectively 19 days on 64 CPUs.
The algorithms described in [HR02, JL15] follow a similar strategy: (i) A total order < wt on all labelled lattices of a given size is defined. (ii) Starting from the (unique) < wt -minimal lattice on 2 elements, the < wt -minimal labelled representative of each isomorphism class of unlabelled lattices with at most n elements is constructed using a depth first search, where the children of a parent lattice are obtained by adding a single new element covering the minimal element of the parent lattice. (iii) For each parent lattice, one child is obtained for every choice for the covering set of the added element that yields a labelled lattice that is < wt -minimal in its isomorphism class of unlabelled lattices.
It is the test for < wt -minimality in step (iii) that takes most of the time: While there are some necessary conditions that are easy to verify, ensuring that the newly constructed labelled lattice is indeed < wt -minimal in its isomorphism class requires checking the candidate covering set of the added element against all possible relabellings of the elements of the existing lattice; details are given in Section 2. Basically, one has a certain permutation group that acts on a configuration space of covering sets, and one must verify that a given candidate is minimal in its orbit.
It turns out that the elements of a < wt -minimal labelled lattice are arranged by levels (cf. Section 2), and thus it is tempting to construct and test candidate covering sets of a new element level by level, exploiting the levellised structure for a divide-and-conquer approach; such an approach promises two advantages: (i) The orbit of the restriction of a candidate covering set to a given level is potentially much smaller than the orbit of the complete covering set. (ii) The entire branch of the search space that corresponds to the candidate configuration of covers on the given level can potentially be discarded in a single test.
However, we shall see that the constructions from [HR02, JL15] do not adapt well to this levellised approach: In order to make the levellised approach work, we need to modify the depth-first-search to add one level at a time as opposed to one element at a time, and we need to modify the total order to be level-major.
The structure of the paper is as follows: In Section 2, we recall some results from [HR02, JL15] that are needed later, and we interpret the total order used in [HR02, JL15] as row-major. In Section 3, we describe our new construction using a level-major order and prove the results required to establish its correctness. In Section 4, we remark on implementation details and compare the performance of our new approach to that of those published in [HR02, JL15] .
We thank the Institute for Mathematics at the University of Seville (IMUS) for providing access to a 64-node 512 GB RAM computer.
Background
We start by giving a brief summary of the algorithms from [HR02, JL15] . We refer to these references for details. Definition 1. A finite poset L is an n-poset, if the elements of L are labelled 0, 1, . . . , n − 1, where 0 is a lower bound of L and 1 is an upper bound of L. An n-poset that is a lattice is called an n-lattice. To avoid confusion with the numerical order of integers, we denote the partial order of an n-poset L by ⊑ L and ⊒ L , or simply ⊑ and ⊒ if the poset is obvious.
For a ∈ L, we define the shadow of a as
We say that a ∈ L has depth dep(a) = dep L (a) = p, if p + 1 is the length of a maximal chain from 1 to a in L. Given a non-negative integer k, we call lev
If L is a lattice and a, b ∈ L, we denote the least common upper bound of a and b in L by a ∨ L b (or simply a ∨ b), and the greatest common lower bound of a and b in L by a ∧ L b (or simply a ∧ b).
Canonical representatives
The idea of an orderly algorithm is to construct all those lattices that are minimal, with respect to a suitable total order, in their isomorphism class. In this section, we recall the total order used in [HR02, JL15] and some of its properties.
Ordering n-lattices lexicographically with respect to wt(L), we obtain a total order < wt on the set of all n-lattices.
Remark 4.
An n-poset L is completely defined by its covering relation. Indeed, the upper bound 1 is not covered by any element, and it covers precisely those elements that are not covered by any other element. Similarly, the lower bound 0 covers no element, and it is covered precisely by those elements that do not cover any other element. Thus, L is completely described by specifying the pairs (i, j), for 1 < i, j < n, for which i ≺ j holds.
The latter information can be interpreted as an (n − 2) by (n − 2) matrix over F 2 , and the total order < wt from Definition 3 amounts to a row-major lexicographic order on the associated matrices; cf. Figure 1 .
Corollary 6. If L is a < wt -minimal n-lattice and one has 0 < i and i ≺ j, then j < i holds.
Remark 7. Theorem 5 and Corollary 6 say that a < wt -minimal n-lattice L is levellised, that is, that the non-minimal levels of L are filled by elements labelled in their numerical order; cf. Remark 8. Any relabelling π ∈ Sym({0, . . . , n − 1}) of the elements of an n-
In particular, if L is a levellised lattice with the elements labelled as in Figure 2 , then the relabelled lattice π(L) is levellised if and only if
holds.
Remark 10. Theorem 9 says that the rows of the matrices describing the covering relation of a < wt -minimal n-lattice L (cf. Figure 1 ) are sorted in nondecreasing order with respect to a (right-to-left) lexicographic order on the rows.
Incremental construction
The algorithms from [HR02, JL15] work by traversing a tree of < wt -minimal n-lattices in a depth-first manner; the root of the tree is the unique 2-lattice, and an (n + 1)-lattice L is a descendant of the
The lattice L is determined by L and the covering set of the new element n; the possible choices for the latter can be characterised effectively.
Remark 12. To test the condition in Definition 11, it is clearly sufficient to verify that a ∧ L b ∈ ↑ L A holds for those pairs (a, b) that are minimal in the set
Figure 1: Interpreting the order < wt as row-major lexicographic order on the matrices specifying the covering relation. Note that adding a column for 1 would not affect the order: An entry in this column is determined by the other entries in the same row, and it is checked after those in the lexicographic comparison. (ii) adding all pairs of the form (n, a) for a ∈ A; and (iii) removing all pairs of the form (0, a) for a ∈ A that are present.
As mentioned in Remark 4, the covers of 0 need not be stored explicitly; in this case, only step (ii) is needed.
Indeed, this definition of L A makes sense for any n-poset L and any A ⊆ L. It is obvious from the definitions that one has wt LA (n) = wt L (A). Moreover, for 1 ≤ i < n, we have i ⊑ LA n and thus wt
The following two results are consequences of Remark 14 and Theorem 9.
Testing for canonicity
In the light of Corollary 16, there are two cases to consider for testing whether the descendant L A of a < wt -minimal n-lattice L defined by a lattice-antichain A for L with dep L (n − 1) = k is < wt -minimal:
In this case, the new element n forms a separate level of L A ; cf. Figure 3 (a). As L A is levellised by construction and the non-minimal elements of L correspond to the levels 0, . . . , k of L A , any relabelling π of L A for which π(L A ) is levellised must fix n and induce a relabelling of L by Remark 8. By Remark 14 and the definition of the lexicographic order, wt(π(
Figure 2: A levellised n-lattice; the dashed lines separate the levels.
To test whether L A is < wt -minimal, it is thus sufficient to check that
holds, again using Remark 14.
Case (B):
In this case, the new element n is added to the lowest existing non-trivial level of L; cf. Figure 3 (b). Thus, a relabelling π of L A for which π(L A ) is levellised need not fix n and induce a relabelling of L. It will, however, induce a relabelling of the lattice L ′ induced by the levels 0, . .
, and one has π(L ′ ) = L ′ by the same arguments as in the previous case. If the lowest non-trivial level of L A contains the elements a k , . . . , n, checking whether L A is < wt -minimal means testing that wt LA (a k ), . . . , wt LA (n) is lexicographically minimal in its orbit under the group Stab(L ′ )× Sym({a k , . . . , n}).
. . , n}) not only modifies the individual weights wt LA (i) (by relabelling the elements of L ′ ), but also permutes their positions in the sequence (by acting on {a k , . . . , n}).
Vertically indecomposable lattices
Definition 17. An n-lattice L is vertically decomposable, if there exists an element i ∈ L \ {0, 1} that is comparable to every other element of L. Otherwise, L is vertically indecomposable.
One can speed up the construction by restricting to lattices that are vertically indecomposable; a straightforward recursion makes it possible to recover all lattices from the vertically indecomposable ones. We refer to [HR02, §5] for details.
An improved algorithm
The test for minimality of wt(A) respectively wt LA (a k ), . . . , wt LA (n) in their orbit under the acting permutation group is the most time consuming part of the construction and thus an obvious target for improvement.
In Section 3.1, we sketch the basic idea for a more efficient algorithm, but we will see that the construction of [HR02, JL15] has to be modified to make this idea work. We describe our modified construction in Section 3.2. 
Stabiliser chain approach
Case (A) from Section 2.3 suggests a possible approach, namely the use of a standard technique from computational group theory: stabiliser chains. Since Stab(L) preserves each level of L by Remark 8 and L is levellised, it is tempting to construct and test lattice-antichains level by level: Defining (1) is equivalent to the following condition:
The sets A d for d = k, . . . , 1 can be constructed and tested one at a time; this offers two advantages: Firstly, if the test at level d fails, the levels d − 1, . . . , 1 don't have to be constructed; an entire branch of the search space is discarded in one step. Secondly, even if the test succeeds on all levels, the cost of testing condition (2) is proportional to
which is the cost of testing condition (1) directly.
However, when trying to use a similar approach for Case (B), we run into problems: We must compare
lexicographically to its images under the elements of the acting permutation group Stab(L ′ ) × Sym({a k , . . . , n}), but if A has only been constructed partially, wt LA (n) = wt L (A) is not completely determined; in the interpretation of Remark 4 and Figure 1 , the leftmost entries of the last row of the binary matrix corresponding to L A are undefined.
The elements of the group Stab(L ′ ) × Sym({a k , . . . , n}) can permute the rows of this matrix, so the position of the undefined entries will vary. Clearly, the lexicographic comparison of the two matrices must stop once it reaches an entry that is undefined in one of the matrices being compared; in this situation, the order of the two matrices cannot be decided on the current level.
The problem is that the position in the matrix at which the lexicographic comparison must stop depends on the relabelling that is applied (cf. Figure 4) . A consequence of this is that the subset of elements of Stab(L ′ )×Sym({a k , . . . , n}) for which the parts of the matrices that can be compared are equal does not form a subgroup, so applying a stabiliser chain approach is not possible.
Levellised construction
The analysis at the end of the preceding section indicates that the problem is that possible relabellings can swap an element whose covering set is only partially determined with an element whose covering set is completely determined, or in other words, that we add a new element to an existing level of L.
The idea for solving this problem is simple: Rather than adding one element at a time, possibly to an already existing level, we only ever add an entire level at a time; that way, the problem of adding elements to an existing level is avoided.
To make the stabiliser chain approach work in this setting, we must use a total order that compares parts of the covering sets in the same order in which they are constructed; that is, we have to compare the entries of the matrices describing the covering relations in level-major order.
Notation 18. For a levellised n-lattice L with n > 2 and dep L (n − 1) = k, let L ′ denote the lattice induced by the levels 0, . . . , k − 1, k + 1 of L, that is, the lattice obtained from L by removing its last non-trivial level.
Note that L ′ is a levellised n ′ -lattice for some n ′ < n.
The total order we are about to define uses the partition of the covering set of each element according to levels.
. Definition 20. Using induction on n, we define a relation < on the set of levellised n-lattices that are isomorphic as unlabelled lattices as follows:
Given n > 2 and levellised n-lattices L 1 and L 2 that are isomorphic as unlabelled lattices, we say L 1 < L 2 , if one of the following holds:
. . , n − 1}, there exist ℓ ∈ {1, . . . , k − 1} as well as i ∈ {a k , . . . , n − 1} such that both of the following hold:
Remark 21. The relation from Definition 20 corresponds to a level-major lexicographic comparison of the binary matrices describing the covering relations of L 1 and L 2 as illustrated in Figure 5 .
As L 1 and L 2 are levellised, both matrices are lower block triagonal, with the blocks defined by the levels. Moreover, as L 1 and L 2 are isomorphic as unlabelled lattices, the block structures of both matrices are identical.
Notice also that the matrix describing the covering relation of L
is obtained from that of L 1 (respectively L 2 ) by removing the lowest row and the rightmost column of blocks. 
Definition 23. An n-lattice L is canonical if L is levellised and <-minimal among all levellised n-lattices that are isomorphic to L as unlabelled lattices.
Lemma 24. Every isomorphism class of unlabelled lattices on n elements contains a unique canonical n-lattice.
Proof. The set of representatives that are levellised n-lattices is clearly nonempty and finite, and < is a total order on this set by Lemma 22.
The following Theorem 26 is an analogue of Corollary 15.
Lemma 25. If L is a levellised (n+1)-lattice for n > 1 and 0 ≺ L n, then L\{n} is a levellised n-lattice and dep L\{n} 
A routine verification shows that for a, b ∈ L one has
Figure 5: Interpreting the order < as level-major lexicographic order on the matrices specifying the covering relation. Thick lines indicate the boundaries between levels. The entries of the matrix shown in grey are zero.
Proof. Iterated application of Lemma 25 shows that L ′ is levellised.
Theorem 26 means that we can again construct a tree of canonical n-lattices in a depth-first manner; the root of the tree is the unique 2-lattice, and an (n + m)-lattice L is a descendant of the canonical n-lattice L, if L is obtained from L by adding m new covers of 0 (labelled n, . . . , n + m − 1) and L is canonical. The lattice L is determined by L and the covering sets of the new elements n, . . . , n + m − 1; the possible choices for the latter can again be characterised effectively using lattice-antichains, although this time, extra compatibility conditions are needed. The following Theorem 29, a generalisation of Theorem 13, makes this precise.
Notation 27. Given m ∈ N + , an n-poset L, and A n , . . . 
and induction using Remark 14 shows that dep
Theorem 29. Let L be a levellised n-lattice with dep L (n − 1) = k, let m ∈ N + , and let A i ⊆ L \ {0} for i = n, . . . , n + m − 1. The following are equivalent:
(ii) A i is a lattice-antichain for L for n ≤ i < n + m; and
Proof. We use induction on m. In the case m = 1, condition (B)(iii) is vacuous. By Theorem 13, the poset L = L An is a lattice if and only if A n is a latticeantichain for L. Together with Lemma 28, the claim is shown in this case. Let m > 1 and consider L • = L An,...,An+m−2 and A = A n+m−1 ; we have
Also, for i = n, . . . , n + m − 1 and a ∈ L, we have i ⊑ L a if and only if a ∈ ↑ L A i holds.
First assume that (A) holds. Induction using Lemma 25 shows that the sets A n , . . . , A n+m−2 are latticeantichains for L, and
Further, by Theorem 13, the set A is a lattice-antichain for L
• , which
As i and n + m − 1 are distinct atoms of L, this contradicts the hypothesis that L is a lattice. Thus, we have
• , whence L is a lattice by Theorem 13. Together with Lemma 28, we have thus shown (A).
and we define the sequence LW L (A n , . . . , A n+m−1 ) as the concatenation of LW 
Proof. As any π ∈ Stab(L)×Sym({n, . . . , n+m−1}) induces a relabelling of the elements of L, the action is well-defined. Moreover, defining L = L An,...,An+m−1 , Theorem 29 implies
holds. If (ii) does not hold, there exist π ∈ Stab(L) × Sym({n, . . . , n + m − 1}) as well as ℓ ∈ {1, . . . , k} and i ∈ {n, . . . , n + m − 1} such that one has
and L ′ = L = L ′ holds by construction. Hence, the above conditions mean that L is not canonical, contradicting the assumption. Thus (ii) holds.
and there exist ℓ ∈ {1, . . . , k} as well as i ∈ {n, . . . , n + m − 1} such that both of the following hold:
As we have
the above conditions imply that
we have π ∈ Stab(L) × Sym({n, . . . , n + m − 1}), so (ii) does not hold. (i) L is canonical; and (ii) The cost of testing condition (ii) of Corollary 32 is in general much smaller than the cost of testing condition (ii) of Theorem 31: The former is proportional to
while the latter is proportional to Figure 6 shows the comparisons that are made when testing one step of condition (ii) of Corollary 32. Note that a reordering of the rows of the matrix does not change the position at which the lexicographic comparison stops; this property is necessary for the stabiliser chain approach to work.
Implementation and results

Implementation notes
This section sketches some ideas that are crucial for an efficient implementation of the algorithm presented in the preceding sections.
Representing antichains using up-closed sets
While the theoretical results of Section 3 are formulated in terms of antichains, it is easier and computationally more efficient to work with sets S that are upclosed, meaning that ↑ S = S holds. (For instance, testing whether A ⊆ L is a lattice-antichain for L only involves ↑ L A.) Clearly, if A is an antichain, then ↑ L A is up-closed. Moreover, the set of minimal elements of ↑ L A is equal to A. Lemma 34. Let L be a levellised n-lattice with dep L (n − 1) = k, let A and B be antichains in L, and let ℓ ∈ {1, . . . , k}. The following are equivalent:
which together with (i) imply (ii). As A and B are the sets of minimal elements of ↑ L A respectively ↑ L B, the converse implication is obvious. (i) L is canonical; and 
Packed representation of antichains and Beneš networks
Let L be a canonical n-lattice with dep L (n − 1) = k, and let m ∈ N + . To generate the descendants of L with m elements on level k +1, we use a backtrack search to construct the sets (
. . , 1 (outer loop) and i = n, . . . , n + m − 1 (inner loop).
Every time a candidate set (↑ L A i ) ∩ lev d (L) has been chosen, we use condition (B) from Theorem 29 to check for possible contradictions (backtracking if there are any), and to keep track of any elements whose presence in
′ ≥ 1 is forced by the choices made so far (restricting the possible choices later in the backtrack search if there are any).
Once all candidate sets on the current level have been chosen, we check for minimality under the action of the appropriate stabiliser S d (cf. Corollary 35), backtracking if necessary.
Given the large number of configurations that have to be generated and tested for canonicity, it is critical to use an efficient data structure to store a configuration of antichains.
The sets ( To be able to apply permutations to a packed representation as described above effectively, we pre-compute a Beneš network [Knu09, § 7. 
Vertically indecomposable lattices
Restricting the construction to vertically indecomposable lattices is very easy:
Lemma 36. Let L be a levellised n-lattice. (a) Choose i ∈ L such that j ⊑ L i holds for any j ∈ (A n ∪. . . , A n+m−1 )∩lev k (L). For any a ∈ {n, . . . , n + m − 1}, one has A a ∩ lev k (L) = ∅, and thus a ⊑ L i.
(b) This is obvious, as L is vertically decomposable if and only if there exists a ∈ {n, . . . , n + m − 1}, such hat one has a ⊑ L i for all i ∈ L \ {0}. Table 1 shows the number i n of isomorphism classes of vertically indecomposable unlabelled lattices on n elements, and the number u n of isomorphism classes of unlabelled lattices on n elements for n ≤ 20; the values i 20 and u 20 are new. Table 2 and Figure 7 show the total CPU time and the real time taken by the computations for n ≥ 14 for two configurations:
Results and performance
(A) 4 threads on a system with one 4-core Intel Xeon E5-1620 v2 CPU (clock frequency 3.70 GHz). The system load was just over 4 during the tests.
(B) 32 threads on a system with eight 8-core Intel Xeon E7-8837 CPUs (clock frequency 2.67 GHz). The system load was around 55 during the tests.
All computations were done with a C-implementation of the described algorithm written by the first author, compiled using GCC with maximal optimisations for the respective architecture. The compiler version was 4.8.1 for configuration (A) and 4.4.7 for configuration (B). 
