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We consider the nonlinear Schrödinger equation in n space dimensions iu t + u + |u| p−1 u = 0, x ∈ R n , t > 0 and study the existence and stability of standing wave solutions of the form For n = 2k, (r j , θ j ) are polar coordinates in R 2 , j = 1, 2, . . . , k; for n = 2k + 1, (r j , θ j ) are polar coordinates in R 2 , (r k , θ k , z) are cylindrical coordinates in R 3 , j = 1, 2, . . . , k − 1. We show the existence of functions φ w , which are constructed variationally as minimizers of appropriate constrained functionals. These waves are shown to be spectrally stable (with respect to perturbations of the same type), if 1 < p < 1 + 4/n. This article is part of the theme issue 'Stability of nonlinear waves and patterns and related topics'.
Introduction and statement of the main results
We consider the focusing nonlinear Schrödinger (NLS) equation (a) Vortices of nonlinear Schrödinger equation
We are interested in vortex-type solutions for (1.2). To introduce the relevant form of these special solutions, let us focus for the moment on the case of two spatial dimensions, n = 2. In this case, we are looking for standing wave solutions in the form Ψ = e imθ φ(r), where ω > 0, m ∈ N and (r, θ) are the polar coordinates in R 2 . In terms of the radial variable, φ satisfies the ODE − ∂ Before we discuss the known results for the existence and uniqueness of such vortex solutions, let us take the time to quickly review the classical ground states. These are solutions in the form e iωt Ψ (ρ) for the profile equation (1.2) , which are well understood in the literature. In fact, its existence and uniqueness [1] [2] [3] in all dimensions and appropriate values, namely p ∈ (1, p * n ),
was shown in [3] . Furthermore, the stability behavior of these (unique) solutions is also well known [4] ; this is in fact one of the main classes of examples that was worked out within the Grillakis-Shatah-Strauss formalism [4, 5] . Concisely, these waves are spectrally/orbitally/linearly stable for p ∈ (1, 1 + 4/n) and unstable for p ∈ (1 + 4/n, p * n ) [6] . It is worth mentioning, however, that the ground states conform to our set-up only in the case of n = 2, as ρ there is the global radial variable, whereas we are proposing here an ansatz with [n/2] pairs of radial variables.
We now turn to the problem at hand, namely the existence and stability of solutions to (1.4) and (1.5). In the two-dimensional case, n = 2 and m = 0, these are the ground states, for which we have a complete picture, including uniqueness and stability analysis. For the case n = 2, m = 0, the existence of the solutions of (1.3) is also well studied. In the work [7] , the authors have provided a detailed study of the elliptic problem (1.3)-in particular, they proved the existence of smooth solutions to (1.3) with any prescribed number of zeros. If φ ω,m is non-negative, then e i(mθ+wt) φ ω (r) is a ground state in the class
rad (R 2 )}, and Mizumachi [8, 9] proved that the standing wave solution e i(mθ+ωt) φ ω (r) is orbitally stable in the class X m if 1 < p < 3.
Muzumachi showed the uniqueness of positive solutions to (1.3) with m = 0, using the classification theorem developed by Yanagida & Yotsutani [10] . He has also considered their stability, when the perturbation is in the same form as the soliton, namely v = e i(mθ+ωt) h(r). His results can be summarized as follows: these solutions are unique for all p ∈ (1, ∞) and they are orbitally stable for p ∈ (1, 3) and unstable otherwise. Here, it is worth discussing the situation in more detail. Recall that this is indeed in line with the expectations and the case m = 0, which predicts stability for two spatial dimensions exactly for p ∈ (1, 3) . On the other hand, the perturbations for the vortices are only in the special form described above, so it remained an open question whether or not such stability holds for arbitrary perturbations. In addition, the ODE techniques in [8, 9] seem to apply to the two-dimensional case only.
Our goals in this paper are to extend the results of [8, 9] . First, we extend the construction of the waves to an arbitrary dimension, by following a different, variational approach (see [11, 12] ). Second, we consider the linear stability of these waves in the case of perturbations of the same type. To do this, we take advantage of the index theory developed by Kapitula and co-workers [13, 14] (see also [15] ). It is worth mentioning here that there are several open questions dealing with the stability of these solutions with respect to different classes of perturbations. It is proved in [9] that for a two-dimensional vortex soliton of the form e i(ωt+mθ) φ ω (r) with non-negative φ ω , and for all p > 1, there exists an m * ∈ N such that for m ≥ m * the vortex soliton becomes unstable to the perturbations of the form e i(m+j)θ v(r) for some j ∈ {1, . . . , m}.
(b) Function spaces and harmonics
We will work with the Lebesgue spaces
In addition, there are the corresponding Sobolev spaces,
|α| ≤ k, with their respective natural norms.
Next, we introduce the following decomposition of L 2 (R 2 )-we can identify an arbitrary function f ∈ L 2 (R 2 ) with a sequence {f n } ∞ n=−∞ by
. This is nothing but an instance of a decomposition in spherical harmonics, valid in all dimensions, which takes this particularly simple form in two spatial dimensions. We will denote the L 2 subspaces
Clearly, the Laplacian on X m takes the form
Note that the evolution of the NLS equation (1.1) leaves the spaces X m invariant, in the sense that whenever u 0 ∈ X m , the corresponding solution u(t, ·) ∈ X m for any later time t > 0. In view of this, it is worth considering the Cauchy problem for (1. In the higher dimensional situations, n ≥ 3, we can similarly consider spaces
with the appropriate norm. In the case n = 2l, we can write
.
In the odd-dimensional case, n = 2l + 1, we simply take [11] 
in the case n = 2l, while in the odd-dimensional case, n = 2l + 1,
We are now ready to give a precise formulation of the main results. As usual, the spectral stability of a wave is determined by its linearized operator. It simply means that the linearized operator around the wave lacks spectrum in the open right half of the complex plane. Otherwise, we refer to the wave as (spectrally) unstable.
(c) Main results
We start with the two-dimensional case. This case was considered by Mizumachi in [8, 9] , but we include our approach and results here in order to illustrate the variational method we use in the higher dimensional cases. Our result states the following.
3) has classical and positive solutions φ ω,m , which are constructed as (multiples of) the minimizers of the following constrained minimization problem:
Such solutions are spectrally stable, for p ∈ (1, 3), with respect to perturbations in X m .
Remark. Mizumachi [8] has shown the uniqueness, by ODE methods, for positive solutions of (1.3). Thus, the solutions produced by theorem 1.1 are exactly the same as the ones in [8] . Thus, the results of theorem 1.1 are not really new, but the proof follows along a completely different line of argument. Basically, we do not need to study the spectral properties of the linearized operators, arising out of the solutions of the ODE (1.3). Instead, we rely on the variational construction, which yields the same properties in a more direct way. On the other hand, it is worth noting that Mizumachi's result is stronger, namely the orbital stability in the case p ∈ (1, 3), while our results concern only the spectral stability. For the purposes of the proof (see [15, In the higher dimensional cases, the statement remains essentially unchanged, except with the appropriate dependence of the index p on the dimension. The results here are new, but in fact they follow along the ideas of the proof of theorem 1.1. Again, orbital stability will follow, once one can establish the non-degeneracy of the waves. 
Such solutions are spectrally stable, when p ∈ (1, 1 + 4/n), with respect to perturbations in the space X m .
The vortices in R 2 and their stability properties
The proof of theorem 1.1 will be accomplished using three propositions that deal with the existence of the minimizer, showing that the minimizer satisfies the corresponding EulerLagrange equation and then using the spectral properties of the linearized operators to establish spectral stability. In the first proposition, we start with the variational construction. In addition to establishing the existence of these waves, 1 this approach will give us helpful information regarding the spectral properties of the associated linearized operators, which in turn will be helpful in our stability considerations.
(a) Variational construction of the vortices in R 2
We consider the minimization problem (1.7) and show that the minimizer exists and is a weak solution of the associated Euler-Lagrange equation (1.3). We compute the action of the functional
e imθ to get the following convenient form:
where ρ = |x| is the radial variable in dimension two and u ∈ H 1 r (R 2 ) is a radial function. Fix m. Let I λ = inf u∈X m ,K(u)=λ H(u) with λ > 0. We will show that a minimizer u = φ(|x|) exists and is a weak solution of (1.3) for some ω. To do this, we will use a concentration compactness argument and a few preliminary lemmas. 
Proof. Fix λ > 0, and u
, and if n = 2, 2 ≤ q < ∞.
Next, we will use a standard concentration compactness argument in order to establish the existence of u. We just indicate the main steps, as the argument mirrors a well-known construction. 2 As −∞ < I λ < 0, we can find a minimizing sequence
Without loss of generality, we can assume that ∇u k L 2 (R 2 ) ≤ R 0 for any k > 0. Thus {u k } ∞ k=1 is bounded in H 1 (R 2 ). By concentration compactness, we have either 'convergence of translates', 'vanishing' or 'splitting'.
First let us rule out vanishing. As H(u k ) ≤ I λ /2 < 0 for k sufficiently large,
for k sufficiently large. In particular, we obtain
for k sufficiently large. If vanishing occurred, by Gagliardo-Nirenberg-Sobolev, there will exist a subsequence {u k j } ∞ j=1 such that u kj → 0 in L q (R 2 ), for any 2 < q < ∞, a contradiction. Then we rule out splitting. If splitting occurred, then there exists γ ∈ (0, λ) and a subsequence {u k j } ∞ j=1 , and bounded sequences {v j } ∞ j=1 and 
However, similar to the classical case, the map λ → I λ is strictly subadditive. In fact, we have the following lemma to that effect. Once lemma 2.2 is established, a contradiction is reached and we will have shown that splitting cannot occur. Proof. Note for every θ > 1,
Thus I θ 2 λ < θ 2 I λ , for all θ > 1. Hence, for all γ ∈ (λ/2, λ),
If γ ∈ (0, λ/2), repeat the steps above with replacing γ with λ − γ .
By concentration compactness, there is a subsequence {u k j } ∞ j=1 and a sequence {y j } ∞ j=1 ⊂ R 2 , such that u k j (· − y j ) → u 0 in L 2 , for some u 0 ∈ H 1 (R 2 ). We will show first that {y j } ∞ j=1 is a bounded sequence. In fact, we have the following. Lemma 2.3. The sequence {y j } ⊂ R 2 is bounded.
Proof. We argue by contradiction. Let {y j } be unbounded (and after picking a subsequence, denoted again by {y j }), so that lim j |y j | = ∞ and y j /|y j | → (cos(θ 0 ), sin(θ 0 )) ∈ S 1 . Without loss of generality, u k j (x) = φ k j (|x|) e imθ , for real-valued functions φ k j . Let > 0. Then, there is N and j 0 , so that for all j ≥ j 0 ,
We introduce the function θ j (x) :
As |x| < N, we have
Thus, lim j e −imθ j (x) = (−1) m e −imθ 0 =: e iα m . It follows that Then there is j 0 , so that whenever j ≥ j 0 ,
We conclude that e iα m u 0 is real valued. 
Letting φ k j (|x|) = p j (|x|) + iq j (|x|) and taking the imaginary part of the function in (2.2)
But by the constraint,
Thus, we have reached a contradiction with lim |y j | = ∞.
As y j is a bounded, after taking a subsequence (denoted the same), we have y j → y 0 ∈ R 2 . It now easily follows that lim j u k j − u 0 (· − y 0 ) L 2 = 0. Clearly, as X m is a closed subspace, we have that u 0 (x − y 0 ) =: v 0 = φ 0 (|x|) e imθ and v 0 2 = lim j u k j 2 = λ. By (2.1), it follows that
Clearly, u k j → v 0 weakly in H 1 (R 2 ), whence using lower weak semicontinuity of u → R 2 |∇u| 2 dx, we conclude
while v 0 2 = λ. Thus, v 0 ∈ X m is a minimizer of (1.7).
Next, we need to show that the constrained minimizer constructed above satisfies the required Euler-Lagrange equation.
Proposition 2.4. A constrained minimizer of (1.7), φ satisfies the Euler-Lagrange equation
Moreover, the following scaling identities hold:
Finally, the linearized operator
is non-negative on the co-dimension one subspace {φ e imθ } ⊥ of the space X m . That is, Proof. The scaling relations are immediate (more precisely, the powers of λ), once we start with the formula φ λ = λ 1/ (3−p) φ 1 (λ (p−1)/2(3−p) x) . Thus, it suffices to prove the results for the case λ = 1. Let φ = φ 1 be a minimizer: φ L 2 = 1. For any δ, consider u δ = φ + δh. We have that
Expanding in powers of δ, let J := J 1 and K := K 1 we obtain
Thus, given that δ is arbitrary and h is an arbitrary test function, we obtain that φ is a weak solution of the Euler-Lagrange equation (2.3), where ω = K − J.
To establish the coefficients in the formulae (2.3) and (2.5), note that by the definition of the cost functional
There is another relation between J and K, namely the Pokhozaev identity, which we derive in the following way. Set z μ (x) = μφ(μx).
As the scalar valued function μ → H μ (z) achieves its minimum at μ = 1, we must have dH(z μ )/dμ| μ=1 = 0. This is the Pokhozaev identity
As a consequence, we obtain the formulae (2.4) and (2.5).
For the coercivity of L + on {φ e imθ } ⊥ , take a radial function h : h L 2 (R 2 ) = 1, so that 3 h ⊥ φ. We have
Thus, we expand the function g(δ) = H((φ + δh)/ φ + δh ) in powers of δ. All O(δ) terms disappear, due to our Euler-Lagrange computations. For the rest, we have
It follows that L + h, h ≥ 0, which completes the proof. Proof. Linearize around the solution φ, consider u = e i(mθ+ωt) (φ + ϕ + iψ), where ϕ, ψ are radial functions. This results in the following equations for the perturbation:
This gives the system ϕ ψ 
we see that the eigenvalue problem (2.6) can be presented in the form
We study this problem, using index counting theories. More precisely, by a corollary of the index counting theorem (see [14, theorem 1] or, better yet [15, theorem 7.1.5])
where in our case
We proceed to establish that n(L) = 1 = n(D), which would imply the spectral stability, by (2.8). As
We claim that L − does not have negative spectrum and zero is a simple eigenvalue. Assume that ψ is such that ψ = 1 and L − ψ = −σ 2 ψ. Then, ψ, φ = 0, and further 
It follows that L
1 φ, φ ) = 1, thus it is spectrally stable, if 1 < p < 3.
The vortices in higher dimensions
The arguments proceed parallel to the two-dimensional case, so we just indicate the main points. First, consider the NLS equation in space dimension n = 2l
and study the existence and stability of standing wave solutions of the form
The case of odd-dimensional space R 2 l+1 proceeds the same way by using solutions of the form
. . , n − 1, and (r l , θ l , z) are the cylindrical coordinates in R 3 . The equation for φ ω is then (1.5). Once again, we will split the proof of theorem 1.2 into three propositions similar to the twodimensional case.
(a) Variational construction of the waves
The minimization problem remains the same for both even and odd cases: for λ > 0, minimize the functional
Restricting this problem to the subspaces X m allows us to find a minimizer in X m . Let Proof. Assume that n ≥ 3, because we have already considered the case n = 2. By (2.1) and taking into account that u 2 L 2 = λ, we have
which shows that for μ 1, we have H[u μ ] < 0, whence I λ < 0. 
Vanishing is ruled out in the same fashion, take large k, so that H[u k ] ≤ I λ /2 < 0, whence
≥ −I λ (p + 1)/2. But if vanishing occurs, this, in particular, implies that u k L q (R n ) → 0, whenever 2 < q < 2 + 4/(n − 2), which would lead to a contradiction, because p + 1 ∈ (2, 2 + 4/n) ⊂ (2, 2 + 4/(n − 2)).
Next, splitting cannot happen too by the same arguments as in the case n = 2. Indeed, a splitting minimizing sequence implies I λ ≥ I γ + I λ−γ for every γ ∈ (0, λ), while lemma 2.2 (just replacing R 2 by R n ) implies the opposite inequality. Hence, splitting is also ruled out. It follows that tightness occurs. In other words, there is a subsequence {u k j } and a sequence of {y j } ⊂ R n , so that u k j (· − y j ) → u 0 in L 2 (R n ). Again, we show that {y j } must be a bounded sequence.
Lemma 3.2.
In the even-dimensional case, n = 2l, the sequence {y j } ⊂ R n is bounded. In the odddimensional case, n = 2l
Proof. We start with the case of even dimensions. The proof generally proceeds parallel to lemma 2.3, with a few important technical differences that we outline below.
Assume that unboundedness of {y j }. 
Recalling that u k j ∈ X m , it follows that without loss of generality, we may assume that u k j (x − y j ) has the following representation:
Thus, after some relabelling, we may without loss of generality assume that again lim j u k j 
Let > 0, choose N and j 0 , so that for j ≥ j 0 ,
Now, for the polar angles θ k j (x), corresponding 4 to the pair (x 2k−1 − y 
As in lemma 2.3, it follows that
The choice of N implies that this convergence is over L 2 (R n ) and hence e i(
is real valued, as a limit of real-valued functions. By a similar argument to lemma 2.3 (namely by selecting our initial sequence to be 
Picking representative, φ k j (which is not necessarily real-valued anymore!), we conclude that
. . , r l ) and taking imaginary parts in (3.1), we obtain
But,
This is a contradiction with (3.2), whence the proof of lemma 3.2 in the even-dimensional case.
In the odd-dimensional case, we proceed similarly. Note the last component may be unbounded. Assuming the unboundedness of {ỹ j } :ỹ j = (y 1 j , . . . , y n−1 j , 0), we take a subsequence (denoted the same) so that lim j |ỹ j | = ∞. We have
Take our initial sequence to beũ k j (x) := |u k j (x 1 , . . . , x n−1 , x n + y n j ). Clearly, it still belongs to X m if u k j does and for which ũ k j We rule out the potential unboundedness of theỹ j as in the argument for even dimensions, becauseỹ j has even number of non-zero components, for which we apply the polar coordinates etc. Thus, it follows that sup j |ỹ j | < ∞ and the proof of lemma 3.2 is complete.
We are now ready to finish the proof of proposition 3.1. As {y j } is bounded (or just {ỹ j } in the odd-dimensional case), we may take a convergent subsequence (denoted the same), y j → y 0 (orỹ j →ỹ 0 in the odd dimensions). We have
From this, it follows that u 0 (· − y 0 ) ∈ X m in the evendimensional case and u 0 (· − (ỹ 0 , 0)) ∈ X m in the odd-dimensional case. Both of these serve as constrained minimizers of (1.8) and proposition 3.1 is established.
Next, we need a version of proposition 2.4. We just state it as the proof proceeds in an identical way as in the case n = 2.
Proposition 3.3.
A constrained minimizer of (1.7), φ satisfies the Euler-Lagrange equation The next theorem gives the spectral stability of the vortices constructed in this section, with respect to perturbations in X m .
(b) Stability analysis of the waves Proof. The linearized problem that we obtain is exactly in the form (2.6). Passing to the radial subspaces L 2 r , the system is in the form One can check that this last expression is positive, since I 1 < 0 and p ∈ (1, 1 + 4/n). Thus, L −1 + φ, φ < 0 and the spectral stability is established. 
