A Banach algebra A is weakly amenable provided that every bounded derivation from A to its dual A is inner. In H1], the rst-named author, building on earlier work of J. W. Bunce and W. L. Paschke BP], proved that every C -algebra is weakly amenable. We give a simpli ed and uni ed proof of this theorem.
1 Weak amenability of C -algebras Let A be a Banach algebra. An A -bimodule X is a Banach A -bimodule if X is a Banach space and the A -bimodule maps (a; x) 7 ! a x; A X ! X; and (x; a) 7 ! x a; X A ! X; satisfy ka xk kak kxk and kx ak kxk kak for all a 2 A and x 2 X. A Hilbert space which is a Banach A -bimodule is called a Hilbert A -bimodule.
Suppose that A is unital. We denote the identity of A by 1 A . A Banach A -bimodule X is called unital provided that 1 A x = x = x 1 A for each x 2 X.
The duality between a Banach space X and its dual X is denoted by h ; i. Let A be a Banach algebra, and let X be a Banach A -bimodule. For a 2 A and ' 2 X , we de ne functionals a '; ' a 2 X by Supported by The Danish Natural Science Research Council. 1 ha '; xi := h'; x ai and h' a; xi := h'; a xi (x 2 X): It is easy to check that these multiplication operations turn X into a Banach A -bimodule. In particular, since A is a Banach A -bimodule under the algebra multiplication, this makes A a Banach A -bimodule.
A linear map : A ! X is called a derivation provided that (ab) = a (b) + (a) b (a; b 2 A ): For each xed x 0 2 X, the map a 7 ! x 0 a ? a x 0 ; A ! X; is a bounded derivation.
Derivations of this form are called inner. J. R. Ringrose has proved that every derivation from a C -algebra A to any Banach A -bimodule is automatically bounded Ri, Theorem 2] . We shall use this result frequently and tacitly.
A Banach algebra A is weakly amenable provided that every bounded derivation from A to A is inner. In terms of the norm-continuous Hochschild cohomology groups, this means that H 1 (A ; A ) = f0g. We refer to Da, x2.2] for the general theory of these notions.
In this section, we prove that every C -algebra is weakly amenable. This was rst shown by the rst-named author in H1], building on earlier work of J. W. Bunce and W. L. Paschke BP] . We unify and simplify these proofs. A related, but purely C -algebraic, proof is given by B. Bruun in Br] .
Let A be a C -algebra. We use the following notation:
A sa := a 2 A a = a , the set of self-adjoint elements in A , Proj A := p 2 A sa p 2 = p , the set of projections in A , Z (A ) := a 2 A ab = ba (b 2 A ) , the center of A . The elements of Z (A ) \ Proj A are called central projections. Self-adjoint elements a; b 2 A are orthogonal provided that ab = 0. Projections p; q 2 A are Murray-von Neumann equivalent (also denoted p q) provided that p = v v and q = vv for some v 2 A . Clearly, this is an equivalence relation on Proj A .
A projection p in a von Neumann algebra M is nite provided that, whenever q 2 M is a projection satisfying p q and q p, then p = q. A von Neumann algebra is nite provided that its identity is nite. Otherwise, it is in nite. An in nite von Neumann algebra is properly in nite provided that 0 is the only nite central projection.
A functional ' on a C -algebra A is self-adjoint provided that '(a ) = '(a) for each a 2 A ; positive provided that '(a a) 0 for each a 2 A ; a state provided that it is positive and has norm one;
central provided that '(ab) = '(ba) for all a; b 2 A ; 2 a trace provided that it is positive and central.
The set of all positive functionals on A is denoted by A + .
For a unital C -algebra A , we introduce the following additional notation: I (A ) := v 2 A v v = 1 A , the set of isometries in A , U (A ) := u 2 A u u = 1 A = uu , the unitary group of A , U 0 (A )|the component of U (A ) containing 1 A .
For a subset A of a Banach space, we denote the convex hull of A by conv A. We write convA for the norm closure of conv A. Suppose that A is a subset of a dual Banach space X . Then we denote the (X ; X)-closure of conv A by (X ; X)-convA. Note that in the case where A is norm-bounded, (X ; X)-convA is norm-bounded as well, and the same upper bound applies. Lemma 1.1 Let M be a properly in nite von Neumann algebra. For each element a 2 M, 0 2 conv vav v 2 I (M ) . Proof. It follows from KR, Lemma 6.3.3] that M contains a sequence (p n ) n2N of mutually orthogonal projections which are Murray-von Neumann equivalent to 1 M . Hence, we can take a sequence (v n ) n2N in M satisfying v n v n = p n and v n v n = 1 M for each n 2 N. In particular, v j 2 I (M ) for each j 2 N, and therefore a n := 1 n n X j=1 v j av j 2 conv vav v 2 I (M ) (n 2 N):
Since a a kak 2 1 M , we have that v j a av j kak 2 v j v j = kak 2 p j for each j 2 N. Consequently P n j=1 v j a av j kak 2 P n j=1 p j for each n 2 N, cf. KR, Proposition 4.2.8 (i)].
The fact that p 1 ; : : :; p n are non-zero, mutually orthogonal projections implies rstly that P n j=1 p j is a non-zero projection and thus has norm one and secondly that v j v k = 0 for j 6 = k so that n 2 a n a n = P n j=1 v j a av j : Hence n 2 ka n a n k kak 2 , i.e., ka n k kak=n, and therefore the sequence (a n ) n2N converges in norm to zero. 
At ( ), we apply the Cauchy-Schwarz inequality for the usual inner product on R n .
Since the zero functional is the only trace on a properly in nite von Neumann algebra, Lemma 1.5 implies that each such algebra is weakly amenable. To extend this result to general von Neumann algebras, we need two more lemmas.
It is well-known that each derivation from a unital C -algebra A to a unital Banach A -bimodule X, which is re exive as a Banach space, is inner Da, Theorem 4.5.25]. We give a self-contained proof of this result in the case where X is a Hilbert space. The proof is inspired by JR] and the proof of Di, Theorem III.9.1]. Lemma 1.6 Let A be a unital C -algebra, and let H be a unital Hilbert A -bimodule. For each derivation : A ! H, the closed convex hull of (u) u u 2 U (A ) contains a vector x 0 for which (a) = x 0 a ? a x 0 for each a 2 A . In particular, is inner. Proof. For each u 2 U (A ), we de ne u : x 7 ! u x u + (u) u ; H ! H: Clearly, u is a ne, and the fact that u (x) ? u (y) = u (x ? y) u = kx ? yk for all x; y 2 H shows that u is an isometry. Moreover, uv = u v for all u; v 2 U (A ) because the derivation identity implies that
Hence u u 2 U (A ) is a group of a ne isometries of H.
Let K := conv (u) u u 2 U (A ) . It follows from the de nition of u that K = conv u (0) u 2 U (A ) : This shows that K is u -invariant for each u 2 U (A ), and therefore K = u (K) for each u 2 U (A ). Furthermore, K is a norm-bounded subset of H because (u) u k k for each u 2 U (A ). We claim that the family u u 2 U (A ) has a xed point in K, i.e., that there is a vector x 0 2 K for which u (x 0 ) = x 0 for each u 2 U (A ). This is in fact a consequence of Ryll-Nardzewski's Fixed Point Theorem Gr, Theorem 3. ( 1.4) Then is an inner derivation.
Proof. Since is a trace, Mur, Theorem 3.3.7 (2)] implies that N := a 2 A (a a) = 0 is a closed, two-sided ideal in A , and the quotient algebra A =N is a pre-Hilbert space under the inner product given by . By completion, we obtain a Hilbert space which we denote by L 2 (A ; ) with inner product ( j ) 2 and associated norm k k 2 . We note in passing that this is the Hilbert space constructed in the Gelfand-Naimark-Segal representation of (A ; ). For the general study of these topologies, we refer to BR, x2.4.1]. We limit ourselves to mention that the SO-topology is clearly weaker than the -SO -topology, and, conversely, the following elementary results hold.
Lemma 1.9 Let M be a von Neumann algebra acting on a Hilbert space H.
(1) The SO-and the -SO -closures of any norm-bounded, convex subset of M coincide.
(2) Suppose that (a ) 2 is a norm-bounded net in M sa which SO-converges to an element a 2 M sa . Then (a ) 2 -SO -converges to a. Theorem 1.10 Let A be a C -algebra. For each derivation : A ! A , there is a functional ! 2 A of norm at most k k for which (a) = ! a ? a ! for each a 2 A . In particular, is inner, and A is weakly amenable. Proof. By B. E. Johnson has shown that every bounded Jordan derivation from a C -algebra A to any Banach A -bimodule is a derivation Jo, Theorem 6.3]. Johnson's proof uses the concept of symmetric amenability for Banach algebras. In this section, we give a new proof of Johnson's result which does not rely on symmetric amenability. The key idea in our proof is, however, the same as in Johnson's proof, namely a reduction from the general case to the case where the C -algebra is generated by two self-adjoint unitaries.
Lemma 2.1 Let be a Jordan derivation from a Banach algebra A to a Banach Abimodule X. (iv) Let n 2 N, and suppose that a 1 ; : : :; a n 2 A satisfy a 2 1 = = a 2 n = 1 A . Then the map^ : b 7 ! a n a 1 (a 1 a n ba n a 1 ) a 1 a n ? (b); A ! X; is an inner derivation.
Proof. (i) By (2.1), we obtain: Now the result follows from a straightforward computation using the Jordan derivation identity and (2.1). The proof of (ii) is an easy induction based on (i), and (iii) follows immediately from the identity (1 A ) = (1 2 A ) = 1 A (1 A ) + (1 A ) 1 A = 2 (1 A ):
(iv) is proved by induction. Base step. For n = 1, we claim that^ is the inner derivation corresponding to the element x 0 := a 1 (a 1 ) 2 X. To verify this, we note that by (i) Now the claim follows from the fact that a 1 (a 1 )+ (a 1 ) a 1 = (a 2 1 ) = (1 A ) = 0, cf. (iii). Induction step. Let n 2, and assume inductively that the result holds for n ? 1. Then there is an element x 0 2 X for which a ?1 (aba ?1 ) a ? (b) = x 0 b ? b x 0 for each b 2 A , where we have introduced a := a 1 a n?1 2 A . By the base step, y 0 := a n (a n ) 2 X satis es a n (a n ba n ) a n ? (b) = y 0 b ? b y 0 for each b 2 A . Now we have:
(b) = a n a ?1 (aa n ba n a ?1 ) aa n ? (b) = a n ?
x 0 a n ba n ? a n ba n x 0 + (a n ba n ) a n ? (b) = a n x 0 a n b ? ba n x 0 a n + y 0 b ? b y 0 = (a n x 0 a n + y 0 ) b ? b (a n x 0 a n + y 0 ) (b 2 A ); which shows that^ is an inner derivation. We consider X as a Banach M-bimodule under the dual M-bimodule structure of X as in Section 1, i.e., ha x; 'i := hx; ' ai and hx a; 'i := hx; a 'i for all a 2 M;' 2 X , and x 2 X . Note that this M-bimodule structure extends the original M-bimodule structure on X when X is identi ed with its canonical image in X .
For all a 2 M; z 2 G, and ' 2 X , we have: because in all the limits in consideration at least one variable is kept xed while the remaining two variables -SO -converge.
To extend this formula to arbitrary elements b; c 2 A , we take norm-bounded nets (b ) 2M and (c ) 2N in A which -SO -converge to b and c, respectively, and proceed as above. This proves thatṼ satis es (2.6). By Proposition 2.2 and Lemma 2.3, this implies thatṼ satis es (2.7). In particular, V satis es (2.7).
The non-unital case can be reduced to the unital case in the following way. Let X be a Banach A -bimodule, let : A ! X be a bounded Jordan derivation, and let A denote A with an identity adjoined. Then X is a unital Banach A -bimodule under the A -bimodule maps given by (a + 1 A ) x := a x + x; x (a + 1 A ) := x a + x (a 2 A ; 2 C ; x 2 X): We extend to A by de ning~ : a + 1 A 7 ! (a); A ! X. Then~ is a bounded Jordan derivation. Consequently, by the unital case,~ is a derivation, and therefore is a derivation.
Corollary 2.5 Let A be a C -algebra. Every Jordan derivation from A to A is an inner derivation.
Proof. By HN, Corollary 2.3 (ii)], every Jordan derivation from A to A is automatically bounded. Now the result follows from Theorem 2.4 and Theorem 1.10.
Goldstein's Theorem
In this section, we give a simpli ed proof of the following theorem of S. Goldstein (cf. Go, Theorem 1.9 and Theorem 1.10]).
Theorem 3.1 (S. Goldstein) Let A be a C -algebra, and let V : A A ! C be a bounded bilinear form.
(1) There are functionals '; 2 A for which V (a; b) = '(ab) + (ba) for all a; b 2 A if and only if V (a; b) = 0 whenever a; b 2 A sa are orthogonal.
(2) Suppose that V satis es one (and hence both) of the conditions in (1). Then the functionals ' and in (1) can be chosen to be positive if and only if V (c; c ) 0 for each c 2 A . Remark 3.2 In the terminology of Goldstein Go], (1) means that every C -algebra is C -stable, and (2) means that every C -algebra is stable.
Note that Goldstein works with sesquilinear forms rather than bilinear forms. It is, however, easy to see that the two formulations are equivalent.
The crucial idea in our proof of (1) is to relate V to a Jordan derivation from A to A and then apply the results of the two previous sections. Lemma 3.3 Let A be a Banach algebra, let V : A A ! C be a bounded bilinear form, and let f; g: R ! A be in nitely di erentiable at a point t 0 2 R. Then the map t 7 ! V (f(t); g(t)); R ! C , is in nitely di erentiable at t 0 with the n'th derivative given by Let a 2 A sa . Since e ita 2 U 0 (A ) for each t 2 R, the assumption implies that the map t 7 ! V s (e ita ; e ?ita ) ; R ! C ; is constant. In particular, its second derivative vanishes. was proved in Proposition 3.5. Hence, we need only to prove that (c) implies (d). To this end, let u 2 U (M ) and " > 0 be given. Take n 2 N, 1 ; : : :; n 2 (u), and disjoint Borel sets A 1 ; : : :; A n of (u) satisfying j ? j j " (j 2 f1; : : :; ng; 2 A j ) and n j=1 A j = (u):
For each j 2 f1; : : :; ng, we denote the characteristic function of A j by j . This is a Borel-measurable projection on (u) so we may de ne p j := j (u) 2 Proj M by the Borel function calculus. Then p 1 ; : : :; p n are mutually orthogonal and therefore, by assumption, V (p j ; p k ) = 0 whenever j 6 = k. Moreover, P n j=1 p j = 1 M because P n j=1 j = 1. Hence V (1 M ; 1 M ) = P n j;k=1 V (p j ; p k ) = P n j=1 V (p j ; p j ): Let v := P n j=1 j p j 2 U (M ). Since 1 ; : : :; n 2 (u), which is contained in the unit circle, we obtain:
By choice, j ? j j " for each j 2 f1; : : :; ng and each 2 A j . This implies that id (u) ? P n j=1 j j 1 ": Consequently ku ? vk ", and therefore kV (u; u ) 
Since " > 0 is arbitrary, this completes the proof.
We are now able to prove part (1) of Goldstein's Theorem. In the case where A is a von Neumann algebra, the result follows from Proposition 3.6. In the general case, the implication`)' is evident. Conversely, suppose that V (a; b) = 0 whenever a; b 2 A sa are orthogonal. We can extend V to a jointly -SO -continuous bilinear formṼ : A A ! C , cf. It is clear that 0 (ta) = t 0 (a) for each t 2 0; 1 and each a 2 A + . As in the proof of Pe, Lemma 1], we deduce that 0 (a 1 + a 2 ) = 0 (a 1 ) + 0 (a 2 ) for all a 1 ; a 2 2 A + and that 0 (aa ) = 0 (a a) for each a 2 A .
Hence, we can extend 0 to a self-adjoint central functional : A ! C which satis es (a) (a) '(a) for each a 2 A + . Since positive functionals are automatically bounded, we conclude that = +( ? ) 2 A . This shows that has all the required properties. 
