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Selektive Evaluation von robusten  Parsern
Abstract
Die Verfügbarkeit von Parsern mit einem hohen Abdeckungsgrad weckt das Bedürfnis nach
systematischer und breiter Evaluation der Leistungsfähigkeit dieser Programme. Um linguistisch
interpretierbare Masse zu erhalten, schlagen wir eine selektive Methode vor, die relevante
Analysemerkmale aus dem Parsebaum projiziert, misst und robusten Resultaten so ein robustes
Messverfahren beistellt. Dies erlaubt mit vertretbarem Aufwand zwei Parser fürs Deutsche gegenüber
einem syntaktisch annotierten Korpus zu evaluieren, obwohl alle drei Komponenten auf
unterschiedlichen Grammatikmodellen beruhen.
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Zusammenfassung
Die Verf

ugbarkeit von Parsern mit einem ho-
hen Abdeckungsgrad weckt das Bed

urfnis nach
systematischer und breiter Evaluation der Leis-
tungsf

ahigkeit dieser Programme. Um linguis-
tisch interpretierbare Mae zu erhalten, schla-
gen wir eine selektive Methode vor, die relevan-
te Analysemerkmale aus dem Parsebaum proji-
ziert, misst und robusten Resultaten so ein ro-
bustes Messverfahren beistellt. Dies erlaubt mit
vertretbarem Aufwand zwei Parser f

urs Deut-
sche gegen

uber einem syntaktisch annotierten
Korpus zu evaluieren, obwohl alle drei Kompo-
nenten auf unterschiedlichen Grammatikmodel-
len beruhen.
1 Einleitung
Mit dem PARSEVAL-Schema wurde 1991 ein
erster Meilenstein der automatischen quantita-
tiven Evaluation f

ur solche Parsing-Ergebnisse
erreicht, die sich als kontextfreie Phrasenstruk-
turen darstellen lassen. Dabei wurden vom In-
formation Retrieval die ersten beiden, der fol-
genden Mae

ubernommen:
 Die Ausbeute (recall) eines Testkorpus be-
zeichnet den Anteil an Phrasenstrukturen
aus einem Referenzkorpus, der im Testkor-
pus korrekt identiziert wurde.
 Die Pr

azision (precision) eines Testkorpus
bezeichnet den Anteil an Phrasenstruktu-
ren aus dem Testkorpus, die sich im Refe-
renzkorpus wiedernden.
 Das Ma der sich

uberkreuzenden Klam-
merungen (crossing brackets) ist die durch-
schnittliche Anzahl von Phrasenstrukturen
pro Satz, die im Testkorpus vorkommen
und von mindestens einer Phrasenstruktur
aus dem Referenzkorpus nur die Anfangs-
oder Endposition

uberspannen.
Bei einem rein strukturellen Vergleich wird je-
de Phrasenstruktur nur durch ihre Start- und
Endposition identiziert; versch

arfend kann bei
Ausbeute und Pr

azision eine

Ubereinstimmung
in der Phrasenstrukturkategorie gefordert wer-
den.
Diese drei Mae haben den Nachteil, dass sie
bei unterschiedlich tiefen und feinen Analysen
aus linguistischer Sicht schnell verzerrend wir-
ken { insbesondere dann, wenn das Referenzkor-
pus ache Strukturen enth

alt. Um Verzerrun-
gen zu vermeiden sind vor den Auswertungen
von Parsern mit unterschiedlichen Gramma-
tikmodellen Normalisierungen notwendig (vgl.
Grishman et al. (1992)). Eine Normalisierung
auf der Ebene des dominanten Referenzkorpus
f

urs Englische { der Penn Treebank { wird in
Gaizauskas et al. (1998) beschrieben.
Einen zweiten Meilenstein enth

alt Lin (1995),
wo den als zu unspezisch, verzerrend und
grobk

ornig kritisierten Metriken von PARS-
EVAL eine dependenz-basierte Technik entge-
gengestellt wird. Die

Ubereinstimmung zwei-
er Parses wird dabei durch die Anzahl kor-
rekter Dependenzrelationen ausgedr

uckt. Die
Evaluation soll zudem selektiv auf bestimmte
syntaktische Ph

anomene anwendbar sein und
allf

allige Dezite m

oglichst punktgenau diagno-
stizieren. Diese Evaluationstechnik l

asst sich
auch auf Phrasenstrukturgrammatiken anwen-
den, allerdings bedingt sie dann einen Kopfbe-
gri. In Carroll et al. (1998) wird ein detail-
liertes Kodierungs- und Evaluationsschema f

ur
grammatische Relationen vorgeschlagen, das die
Vorschl

age von Lin ausbaut und standardisiert.
Die hier pr

asentierte Evaluationsmethode
versucht die Probleme der globalen PARS-
EVAL-Metriken zu vermeiden, indem selektiv
syntaktische Ph

anomene ausgewertet und deren
Ausbeute und Pr

azision bestimmt werden, um
((S
(NP-SB
(PDAT-NK Dieses)
(NN-NK Stadium))
(VVFIN-HD dauert)
(NP-MO
(CAP-NK
(NP-CJ
(ART-NK eine)
(ADJA-NK halbe))
(APPR-CD bis)
(CARD-CJ zwei))
(NN-NK Stunden)))
($. .))
Abbildung 1: Annotation im NEGRA-Korpus
so linguistisch interpretierbar Resultate zu er-
halten. Sie folgt zwar den Ideen von Carroll et
al. (1998), bleibt aber phrasenstrukturell.
2 Hilfsmittel und Applikationen
Dieser Abschnitt gibt zuerst einen kurzen

Uberblick auf die verwendeten Hilfsmittel und
die zugrundeliegenden Sprach- und Verarbei-
tungsmodelle. Die jeweiligen Analysen des Sat-
zes
"
Dieses Stadium dauert eine halbe bis zwei
Stunden\ dienen dabei als Beispiel und illus-
trieren das Format sowie Eigenheiten der Sys-
teme. F

ur eine vollst

andigere Erl

auterung der
verwendeten Labels muss auf die jeweiligen Do-
kumentationen verwiesen werden.
2.1 NEGRA-Korpus
Das NEGRA-Korpus (Skut et al., 1997) stellt
in der Version 2 gut 20'600 syntaktisch voll-
st

andig annotierte S

atze (bzw. Textsegmen-
te wie Schlagzeilen oder Ortsangaben) aus Zei-
tungstexten der `Frankfurter Rundschau' zur
Verf

ugung.
Sprachliche Mehrdeutigkeiten sind { wie
in interpretierten tree banks

ublich { auf-
gel

ost durch semanto-syntaktische Intuition, die
sich teilweise mit Sprachtests operationalisieren
l

asst, sowie durch weitere Kodierungskonventio-
nen. Zwar lassen sich Annotationsfehler redu-
zieren, indem alle S

atze von zwei Personen in-
terpretiert und dann abgeglichen werden. Es
bleibt aber immer auch ein Entscheidungsspiel-
raum, da keine explizite formale Grammatik
vorgegeben ist, sondern diese implizit im Anno-
tationsprozess konkretisiert wird. Die Entwick-
lung der

Ubereinstimmungswerte der annotier-
ten Kategorien wird in Brants (2000) mit der
PARSEVAL-Metrik evaluiert.
Das Sprachmodell von NEGRA kennt nebst
der originalen Annotation, welche diskontinu-
ierliche Konstituenten erlaubt, noch eine auto-
matisch daraus abgeleitete, welche mittels ein-
gef

ugter koindizierter leerer Elemente diskon-
tinuierliche Schwesterknoten verkoppelt. Die
betrachteten Parser hingegen liefern klassische
kontextfreie Phrasenstrukturb

aume und kennen
keine Spuren, d. h. leere koindizierte Elemen-
te. Um Problemen auszuweichen, die aus die-
ser Unvertr

aglichkeit entstehen k

onnen, wurden
nur S

atze mit kontinuierlichen Phrasen betrach-
tet. Desweitern wurde das Referenzkorpus auf
3'197 S

atze reduziert, indem S

atze mit doppel-
ten Hochkommata und Klammern oder Satz-
nummern kleiner als 10'600 entfernt wurden.
Abbildung 1 zeigt die NEGRA-Analyse des
Beispielsatzes im Penn-Format. Die gramma-
tische Funktion des Subjekts wird durch das
funktionale Label SB ausgedr

uckt { ohne die ex-
plizite Bestimmung w

are die ache Struktur un-
terspeziziert. Die delikate Situation im Modi-
kator wird gel

ost, indem bis zur koordinieren-
den Pr

aposition erhoben wird. Un

are Kanten
fehlen und Nominalphrasen haben keine expli-
ziten K

opfe.
2.2 Gojol-Parser
Das von V. Gojol entwickelte Parsing-System
1
{ hier kurz Gojol-Parser genannt { ist sta-
tistikbasiert und beinhaltet ein korpusbasier-
tes Trainingsmodul. Die getestete Version hat
ein syntaktisches Sprachmodell, das aus den
ersten 2'000 S

atzen des NEGRA-Korpus des-
tilliert wird. Die Analysen des Parsers wol-
len aber nicht die NEGRA-Annotation redupli-
zieren. W

ahrend die Ebene der Pr

aterminale
noch eine relativ nahe Verwandtschaft zum
Stuttgart-T

ubingen-Tagset von NEGRA auf-
weist, entfernen sich die phrasalen Tags und die
Satzstruktur viel st

arker. Abbildung 2.2 zeigt
die Konstituentenstruktur, die der Parser dem
Beispielsatz zuweist. Die Eigenschaft 'Subjekt
zu sein' wird durch die un

are Dominanz des
1
Der Entwickler kann per Email gojol@rnc.ro kon-
taktiert werden und bietet eine unter LINUX lau

ahige
Demo-Version an.
(S
(.VBPRD
(.SUBJ
(NP
(.DET
(PDAT _Dieses))
(NN Stadium)))
(VVFIN dauert)
(AJP
(.DET
(ART eine))
(ADJA halbe))
(PP
(APPR bis)
(.PREP
(NP
(.DET
(CARD zwei))
(NN Stunden)))))
($. .))
1 _Dieses ->2 PDAT .DET->NN
2 Stadium ->3 NN .SUBJ->VVFIN
3 dauert root VVFIN
4 eine ->5 ART .DET->ADJA
5 halbe ->3 ADJA AJP->VVFIN
6 bis ->3 APPR PP->VVFIN
7 zwei ->8 CARD .DET->NN
8 Stunden ->6 NN .PREP->APPR
9 . $.
Abbildung 2: Analyseresultat des Gojol-Par-
sers: Dependenzinformation
Knotens .SUBJ

uber die Nominalphrase ausge-
dr

uckt. Die genaue Abh

angigkeit des Subjekts
wird erst durch die Dependenzinformation er-
sichtlich, die als separater Output erscheint. In
Abb. 2 ist sie f

ur den Beispielsatz abgebildet.
Spalte 1 identiziert die Wortposition. Spalte
3 die Position des Kopfes, der dieses Wort re-
giert (bzw. root f

ur unregierte K

opfe). Spalte 5
dr

uckt die Abh

angigkeit zus

atzlich auf der Ebe-
ne der Schwesterknoten aus, die aus den K

opfen
projiziert werden.
Die Robustheit des Parsers sowie die An-
zahl der zur

uckgelieferten Analysen ist beim
Verarbeiten kongurierbar. Die initiale Versi-
on des Parsers umfasst ein Lexikon, das aus
den ersten 10'000 S

atzen des NEGRA-Korpus
stammt. W

ahrend des Parsens werden verar-
beitete unbekannte W

orter laufend hinzugef

ugt.
Da noch keine eigentliche morphologische Ana-
(TOP
(S-top
(C-1-2
(S-1-2.na
(VPA-1-2.na.na
(NP.Nom
(DEM.attr.Nom Dieses)
(N2.Nom
(N1.Nom
(NN.Nom Stadium))))
(VPA1-1-2.na.a
(VPA1-1-2.na._
(VVIMP dauert))
(NP.Akk
(ART.Akk eine)
(N2.Akk
(ADJaP.Akk
(ADJaP.Akk
(ADJa1.Akk
(ADJ.Akk halbe)))
(KONJ.Kon bis)
(ADJaP.Akk
(ADJa1.Akk
(CARD zwei))))
(N1.Akk
(NN.Akk Stunden)))))))))
(S-SYMBOL.Norm .))
Abbildung 3: Analyseresultat des Lopar-Par-
sers
lyse existiert, liefert ein heuristisches Ersatzmo-
dul mehr oder weniger korrekte morphosyntak-
tische Merkmale. F

ur die m

oglichen Syntax-
strukturen existiert keine explizite Grammatik
{ explizit lassen sich nur unerw

unschte Gram-
matikregeln verbieten. Von den 3'197 S

atzen
sind 3'188 (99,7%) im strengeren Modus analy-
sierbar. Der Speicherbedarf betr

agt nur wenige
MB; um 100 S

atze (16,5 W

orter pro Satz) am
St

uck zu parsen, braucht es 40 Sekunden auf
einer schnellen SUN.
2.3 Lopar-Parser
Unter dem K

urzel Lopar-Parser verstehen wir
die Verwendung von LoPar
2
{ einem von H.
Schmid (2000) implementierten Left-Corner-
Parser f

ur lexikalisierte probabilistische kon-
textfreie Grammatiken { mit einer Grammatik,
die S. Schulte im Walde (2001) entwickelt und

uber einem 200 Millionen Token groen, mor-
2
http://www.ims.uni-stuttgart.de/projekte/
gramotron/SOFTWARE/LoPar-de.html
phologisch analysierten und getaggten Korpus
trainiert hat.
Die Abb. 3 zeigt die tief verschachtelte Ana-
lyse des Beispielsatzes, die einem strikten X-
Bar-Schema mit kategorialgrammatischem Va-
lenzmechanismus folgt. Die Knoten kodieren
komplexe Merkmale: VPA-1-2.na.na bedeu-
tet z. B. aktive Verbalphrase (VPA) in Verb-
Erst/Zweitstellung (1-2), dessen Nominativ-
Akkusativ-Valenz ges

attigt ist (na.na).
Die explizite Grammatik deniert abschlie-
end alle m

oglichen Syntaxstrukturen. Un-
bekannte W

orter werden oenen Wortklassen
mit morphologischen Defaultwerten zugewiesen.
Von 3'197 S

atzen sind 2'486 (77,8%) analysier-
bar. Der Parser braucht f

ur das Laden der
290 MB grossen Parameterdatei (600 MB Ar-
beitsspeicher) auf der schon erw

ahnten SUN 24
Sekunden und f

ur das Parsen der 100 S

atze 9
Sekunden.
2.4 TreeTagger
Der TreeTagger von Schmid (1995) ist statistik-
basiert. Er wurde von uns ebenfalls mit den ers-
ten 2'000 S

atzen des NEGRA-Korpus und mit
Standardeinstellungen trainiert. Das Lexikon,
das zus

atzlich zum Trainingskorpus in die Para-
meterdatei einiesst, umfasst die ersten 10'000
S

atze von NEGRA. Der von Schmid geschriebe-
ne Filter zur Verbesserung der Unterscheidung
von niten und inniten Verbalformen wurde
nach dem Taggen angewendet.
2.5 Evaluationsprogramme
Aufbereitung und Auswertung wurde mit
PERL-Skripten gemacht. Die Normalisierung
und die m

oglichst deklarativ gehaltenen Kon-
gurationen f

ur die selektive Projektion der Syn-
taxb

aume auf die zu erhebenden Kategorien
sind in PROLOG programmiert. Die wegen der
impliziten Grammatiken z. T. aufw

andigen Kor-
pusexplorationen liessen sich so bequem am In-
terpreter durchf

uhren.
Die Evaluationen selbst sind dateibasiert am
vertikalisierten Text gemacht und durch das Ne-
beneinanderstellen von Wortspalte, Referenz-
und Testkategorie l

asst sich eine quantitativ er-
hobene Konfusionsmatrix einfach und gezielt
qualitativ

uberpr

ufen (vgl. Abb. 4).
Wortspalte Referenz Test
Tatsachlich -- --
hat -- --
Gunther SUBJ SUBJ
B. SUBJ --
sogar -- --
einen -- --
Rechtsanspruch -- --
auf -- --
seine -- --
456 -- --
Mark -- --
. -- --
Abbildung 4: Vertikalisierte projizierte Sub-
jektsmarkierung
3 Evaluation
Die pr

asentierten Beispielanalysen machen
deutlich, dass f

ur einen sinnvollen Vergleich,
der linguistisch interpretierbare Resultate lie-
fert und unwesentliche Dierenzen der Analyse
ignoriert, umfangreiche Normalisierungen not-
wendig sind. Um den Aufwand vertretbar zu
halten, beschr

ankt sich die Untersuchung auf 3
Fragen: Wie gut werden syntaxrelevante Wort-
arten kategorisiert? Wie zuverl

assig sind PP-
Anbindungen? Wie gut funktioniert die Sub-
jekterkennung?
3.1 Tagging-Evaluation
F

ur die Evaluation von Wortartenkategorisie-
rungen m

ussen die Tagsets aufeinander abge-
bildet werden. Eine detaillierte Analyse dieser
Aufgabe schildert Teufel (1995). Mit den ein-
fachen Mitteln der Umbenennung und Katego-
rienverschmelzung kommt man schnell in einen
Bereich, wo die globalen Fehlerraten gegen

uber
NEGRA schwierig zu interpretieren sind. Des-
halb sind die in Tab. 1 dargestellten Angaben zu
Pr

azision (P ) und Ausbeute (R) auf Kategori-
en eingeschr

ankt, die zuverl

assig erhebbar sind
und syntaktisch relevant.
Bez

uglich Nominalphrasen interessant ist das
Resultat, dass der Tagger Artikel besser er-
kennt. Beide Parser haben deutlich geringe-
re Ausbeute. Der Gojol-Parser kategorisiert
f

alschlicherweise 189 Artikel als Relativprono-
men, was wiederum deren Pr

azision dr

uckt.
Analoges geschieht beim Lopar-Parser, der 174
Artikel mit Demonstrativpronomen verwech-
selt. Bei den Vollverben hingegen

uber

ugeln
die Parser den einfachen N -Gramm-Ansatz
Tabelle 1: Zuverl

assigkeit ausgew

ahlter Wortkategorien
STTS-Tag Anzahl TreeTagger Gojol Lopar
P R P R P R
ART (Artikel) 4921 99,4 99,5 99,6 93,7 99,9 94,7
PRELS (Relativpronomen) 175 84,7 91,4 44,1 89,1 85,1 94,9
PDS (Demonstrativpronomen) 103 91,3 81,6 55,6 82,5 35,3 99,0
VVFIN (nites Vollverb) 1889 93,2 90,5 97,2 96,8 88,7 98,6
VVINF (Innitiv) 480 84,8 86,9 88,4 90,4 89,9 92,7
wie erwartet. Die Zahlen des Lopar-Parsers
f

ur VVFIN sind stillschweigend korrigiert, da
348 W

orter als Imperative notiert sind (vgl.
Abb. 3), sich bez

uglich Subjektvalenz aber wie
normale nite Verben verhalten.
3.2 PP-Anbindung
F

ur die Untersuchung der Anbindung von
Pr

apositionalphrasen haben wir uns auf
Pr

apositionen (4'706) und Zirkumpositionen
(15) eingeschr

ankt. Nebst den raren Postposi-
tionen (17) sind alle PPs (oder NPs) mit dem
Wort
'
als` ausgeschlossen. Die Analyse dieser
Phrasen dierieren zu stark zwischen den 3
Sprachmodellen. Bei den Doppelpr

apositionen
in NEGRA (bis zum Ende) wurde jeweils die
Pr

aposition genommen, welche zum Sprachmo-
dell des Parsers passt.
Die Anbindung von Pr

apositionalphrasen for-
dert zu einem Teil syntaktische Disambiguie-
rung, die auf der Ebene der Phrasenstruktu-
ren allein nicht zuverl

assig entschieden werden
kann. Lexikalistische probabilistische Gramma-
tiken nutzen ihre lexikalische Information insbe-
sondere, um solche Anbindungsentscheidungen
beim deterministischen Parsing weniger arbitr

ar
zu halten.
Die Tab. 2 zeigt einen deutlichen Vorsprung
f

ur den lexikalistischen LoPar-Parser. Der Go-
jol-Parser verliert 249 Verb-Anbindungen an
Adverbien, indem Adverbien als K

opfe analy-
siert werden, die durch PPs modiziert werden.
In der Spalte Gojol
adv
sind bessere Resultate
notiert, die entstehen, wenn wir die PPs als
K

opfe betrachten und die Anbindungsentschei-
dung der unmittelbar dominierenden Adverbial-
phrase verwenden. Eine stichprobenartige qua-
litative Fehleranalyse zeigt, dass viele schlechte
Adjektivanbindung durch Linksanbindung ent-
stehen und Rechtsanbindungen kaum gefunden
werden. Die Grammatik des Lopar-Parsers
kennt keine Adverbien mit PP-Anbindung.
Eine korrekte PP-Anbindungskategorie be-
deutet leider nicht zwingend die richtige Anbin-
dungsstelle. Eine kategorielle Evaluation, die
diese Information miteinbezieht, k

onnte

uber
die gerichtete Wortdistanz zum n

achstliegenden
Wort der modizierten Phrase kodiert werden,
oder falls konsistente Kopf-Information vorliegt,

uber die Distanz zum Kopf. In Bezug auf die
Adjektivanbindung g

abe eine Evaluation mit
Richtungsinformation in den Referenzdaten ver-
mutlich entscheidende Hinweise.
3.3 Subjektserkennung
Die Erkennung von grammatischen Funktionen
wie Subjekt ist ein relevanter Aspekt f

ur syn-
taktische Evaluation. Drei Dinge k

onnen beim
Erkennen falsch laufen:
1. Die korrekte Struktur der Phrase wird
nicht gefunden.
2. Die Phrase wird nicht als Subjekt katego-
risiert, bzw. die falsche Phrase wird kate-
gorisiert.
3. Das Subjekt wird zum falschen Verb oder
Wort in Beziehung gesetzt.
Das Evaluationsverfahren kategorisiert alle Be-
standteile von nominalen Subjekten, auer Re-
lativs

atze, durch Komma abgetrennte Apposi-
tionen, postnominale Modikatoren und wie-
derholte Elemente. Beim Vergleich von Test-
analyse und Referenzanalyse interessiert die in-
nere Struktur nicht. Die korrekte Begrenzung
der Phrase kann streng oder lax gehandhabt
werde; im ersten Fall m

ussen Phrasenanfang
und -ende exakt

ubereinstimmen im zweiten
Fall d

urfen sie sich innerhalb eines begrenzten
Rahmens unterscheiden, d.h. partielle

Uberein-
stimmung wird teilweise als korrekt bewertet.
In Tab. 3 sind die Werte f

ur eine laxe Evaluati-
Tabelle 2: Zuverl

assigkeit der Kategorie der PP-Anbindung
Anbindung Anzahl Gojol Lopar Gojol
adv
P R P R P R
verbal 2784 74,8 70,5 78,4 88,3 76,2 78,7
nominal 1623 65,5 63,8 82,4 61,6 64,9 63,9
adjektivisch 162 17,0 6,2 56,5 69,8 16,7 6,2
adverbial 9 1,8 55,6 100 0 5,6 11,1
Tabelle 3: Zuverl

assigkeit der Subjektserkennung
L NEGRA Gojol Lopar
Anzahl exakt partiell P R exakt partiell P R
1 945 792 19 82,3 85,8 886 1 81,9 93,9
2 919 703 57 88,8 82,7 796 32 87,2 90,1
3 391 254 73 81,1 83,6 281 71 85,0 90,0
4 252 142 52 78,2 77,0 184 37 82,8 87,7
5 170 85 47 80,0 77,7 114 37 82,5 88,8
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
 3067 2109 357 82,5 80,4 2465 276 83,6 89,4
on aufgef

uhrt, wobei folgende Kriterien zur An-
wendung kamen:
 Die Position von Phrasenende und -anfang
im Testkorpus darf nicht mehr als um die
H

alfte der Phrasenl

ange (L) im Referenz-
korpus dierieren.
 Mindestens ein Wort der betreenden
Phrase muss in beiden Korpora gleich ka-
tegorisiert sein.
 Falls eine Phrase mit mehreren Phrasen
aus einem Vergleichskorpus partiell

uber-
lappt, wird die l

angste

ubereinstimmende
Teilphrase genommen. Falls die Teilphra-
sen gleich lang sind, z

ahlt nur die erste.
Nach diesen Kriterien gilt das Subjekt
'
G

unther
B.` von Abb. 4 in der laxen Evaluation als kor-
rekt erkannt, da das Wort
'
G

unther ` gemeinsam
kategorisiert ist und die Endposition der Phrase
um 1 zu kurz ist, d.h. genau um die H

alfte der
originalen Phrasenl

ange.
Wenn nur exakte

Ubereinstimmung zul

assig
ist, reduziert sich die Pr

azision/Ausbeute beim
Gojol-Parser auf 70,5/68,8% und bei Lopar auf
75,2/80,4%. Der starke R

uckgang h

angt damit
zusammen, dass jede partielle Analyse im stren-
gen Modus zu einem falschen und einem fehlen-
den Ereignis f

uhrt.
Der groe Unterschied in der Anzahl der von
den Parsern gefundenen Subjekte kommt da-
her, dass beim Lopar-Parser wegen der katego-
rialen Verbvalenz ein Subjekt gefunden werden
muss. Beim Gojol-Parser ist die Information
nicht zwingend vorhanden.
Den dritten Aspekt ignoriert die Evaluati-
on vollst

andig, die Abh

angigkeit vom richtigen
Verb { er k

onnte analog zur Bestimmung der ge-
nauen PP-Anbindungsstelle integriert werden.
4 Schluss
Die selektive Evaluation der beiden Parser hat
gezeigt, dass bei der Bestimmung von Arti-
keln, Relativ- und Demonstrativpronomen ein
einfaches N -Gramm-Verfahren, das den syn-
taktischen

Uberbau ignoriert, bessere Resultate
liefert. Der datenintensive lexikalistische An-
satz l

asst den Lopar-Parser bei der Verban-
bindung herausstechen, doch unter dieser AÆ-
nit

at leidet die Nomenanbindung. Die schlechte
Adverbial- und Adjektivanbindung beim Gojol-
Parser dr

uckt stark auf dessen Gesamtresultat.
Bei der Subjektserkennung f

allt der Gojol-Par-
ser zur

uck, wenn exakte NP-Grenzen verlangt
werden. Die groe Robustheit ist seine St

arke.
Die von E. Black in Kapitel 13.4 (Cole, 1997)
erw

ahnten Kriterien zur Verbesserung des state
of the art der Evaluation sind nicht leicht zu
erf

ullen. So umfasst das Trainingskorpus des
Lopar-Parsers teilweise die
'
Frankfurter Rund-
schau` von NEGRA als Text, da er mit S

atzen
zwischen 5 und 13 W

ortern daraus trainiert
wurde. In Z

urich wurden zwar 3'500 S

atze der
'
ComputerZeitung` im NEGRA-Stil annotiert,
aber diese Annotation ist nur zu einem kleineren
Teil doppelt gemacht und iterativ abgeglichen
worden. Frische, verizierte und in gr

oerem
Stil verf

ugbare Testdaten stehen noch aus.
Hinsichtlich transparenten und objektiven
Kriterien der Evaluation sowie

oentlichem Zu-
gang zu Testprozeduren kann mit der breite-
ren Anwendung von XML-basierten Formaten
eine Verbesserung eintreten, indem mit stan-
dardisierten Werkzeugen der XML-Struktur-
Transformation oder -Anreicherung (Grover et
al., 2000) die selektiven kategoriellen Projek-
tionen mit den entsprechenden Normalisierun-
gen und Baum-Kongurationen oen spezi-
ziert und verf

ugbar gehalten werden k

onnen.
Dank Vielen Dank an Manfred Klenner f

ur
die Unterst

utzung.
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