This paper proposes a method for simultaneous segmentation of multi-source images, using the multivariate mixture model (MvMM) and maximum of log-likelihood (LL) framework. The segmentation is a procedure of texture classification, and the MvMM is used to model the joint intensity distribution of the images. Specifically, the method is applied to the myocardial segmentation combining the complementary texture information from multi-sequence (MS) cardiac magnetic resonance (CMR) images. Furthermore, there exist inter-image misregistration and intra-image misalignment of slices in the MS CMR images. Hence, the MvMM is formulated with transformations, which are embedded into the LL framework and optimized simultaneously with the segmentation parameters. The proposed method is able to correct the inter-and intra-image misalignment by registering each slice of the MS CMR to a virtual common space, as well as to delineate the indistinguishable boundaries of myocardium consisting of pathologies. Results have shown statistically significant improvement in the segmentation performance of the proposed method with respect to the conventional approaches which can solely segment each image separately. The proposed method has also demonstrated better robustness in the incongruent data, where some images may not fully cover the region of interest and the full coverage can only be reconstructed combining the images from multiple sources.
Related Work
To the best of our knowledge, little work has been done in the fully automated myocardial segmentation from
LGE CMR. To obtain such segmentation, the algorithms generally need to integrate the prior shape information of the myocardium for guidance. A number of reported methods used the segmentation result of the bSSFP cine CMR from the same subject, acquired in the same session, as a priori knowledge. The LGE CMR segmentation can then be achieved by directly propagating the bSSFP segmentation to the LGE CMR image space. For this implementation, different registration methods can be used, such as 2D rigid registration based on a shift window [10] , affine registration [11] , or rigid registration incorporating multi-scale total variation flow [12] . To detect the myocardium contours, a 2D geometrical template was proposed in [13] , where the myocardium was modeled as a closed ribbon structure with an imaginary centerline and varying width. The myocardial template was divided into four quadrants, of which each was assigned an energy term based on the anatomical prior and knowledge of potential scars, for a deformable adaptation of the template to the target image. In [14] , a 3D mesh was built, based on the propagated prior segmentation from the bSSFP, and then deformed towards the myocardial contours in the LGE CMR to compensate for the difference between the slices from the two sequences. In [15] , the authors proposed a 1D parametric model to detect the paired endocardial and epicardial edge points, where the intensity patterns along the radial rays from left ventricle (LV) center to beyond the epicardium were modeled. They imposed a thickness constraint for the 3D deformation.
In the literature, there is a research topic referred to as multivariate image analysis, which has been proposed to deal with images that have more than one measurement per pixel [16] , [17] . This research has particularly focused on the three-channel (RGB) color images or multispectral and hyperspectral images, and the methods have been designed to efficiently compress the highly correlated data and project them onto a reduced dimensional subspace, for example using the principal component analysis [18] . Multivariate image analysis considers only congruent data, meaning for each pixel in one image there should be a corresponding pixel in the other images [17] . However, in medical imaging the multi-source images commonly do not have this congruency, as the images acquired from different sources can be misaligned to each other, and the imaging field-of-views and resolution can vary greatly across different acquisitions. The images having such differences are referred to as hetero-coverage images in this work.
Contribution of This Work
The related works in the literature for myocardial segmentation from LGE CMR are mainly semi-automatic [14] , or to propagate the segmented myocardium from one image as a constraint for the following separate segmentation of the other [11] , [15] . The separate segmentation however can be challenged to maintain a consistent and accurate segmentation result for the multi-source images or the multi-sequence (MS) CMR in this specific task of myocardial segmentation. The consistency is important since the multi-source images come from the same subject, and it can be obtained when the images are combined and segmented simultaneously in a unified framework.
This work proposes a unified framework which combines the complementary information from multi-source images and performs the segmentation of them simultaneously. This is achieved by formulating the segmentation of multi-source images, such as the MS CMR, using the multivariate mixture model (MvMM) and the maximum of log-likelihood (LL) framework. The MvMM is adopted for modeling the joint intensity distribution of the multivariate images (MVIs), i.e. the multi-source images.
Furthermore, in MS CMR the image slices can be misaligned due to the respiratory motions of the subject during acquisition. This misalignment not only happens between images from different sequences, but also happens among the slices from the same image. It is worth mentioning that the atlas can be mis-registered to the target space. The atlas is used to provide spatial constraints as well as to initialize the model parameters.
To correct these intra-and inter-image mis-registration, the MvMM is formulated with transformations, which are assigned to the atlas and each slice of the MS CMR images. The transformation-embedded LL is then optimized using the iterative conditional mode (ICM) method, where the MvMM parameters (segmentation) are obtained using the Expectation Maximization (EM) algorithm and the transformation (registration) parameters are updated using the gradient ascent optimization approach.
In this proposed framework, the combined segmentation can delineate the indistinct boundaries, such as these between MI regions and blood pools in LGE CMR, under the guidance of the T2 and bSSFP CMR, and vice versa. Also, the misalignment can be corrected using the combined information of the MVIs and the prior shape information contained in the atlas.
The rest of this paper is organized as follows: Section 2 describes the proposed method in detail; Section 3 presents the experimental setup and evaluation results, using the clinical MS CMR images for assessing the myocardial segmentation and using the simulated MS brain MR for methodological study and comparisons, respectively. In Section 4, the author concludes this work and presents insights for potential extension of the proposed method.
METHOD
The goal of this work is to classify the anatomical structures from the combined multi-source medical images acquired from the same subject. The images can be generated at different time points, using a variety of imaging modalities which provide diverse morphological and pathological information of the subject. By combining the multi-source information and performing the segmentation of the images simultaneously, one has the potential to segment the structures whose boundaries are not fully distinguishable in any one of the images. To achieve this goal, the proposed method formulates the multi-source images using a MVI variable.
Let I={I i | i=1...N I } be the set of N I images acquired from the same subject, which form the MVIs. One can denote the spatial domain of the region of interest (ROI) of the subject as Ω, referred to as the common space, which is the coordinate of the subject and thus defined by the combination of the MVIs in this formulation. Fig. 1 illustrates the concept of MVIs and the common space using the three CMR sequences.
For a location x∈Ω, the tissue type of x is determined regardless the appearance of the medical images. One can denote tissue types using label values, namely s(x)=k, k∈K, K is the set of labels, and refer to subtypes of a tissue k in image I i as z i (x)=c, c∈C ik , C ik is the set of subtypes. Note that provided the images are all aligned to the common space, the label information for all the MVIs should be the same, but the texture of images and classification of subtypes can be different. For example, in brain MR images, the textures of brain tissues are different in the T1 and T2 weighted images; in CMR images, the scars of myocardial tissue are visible and distinguishable in the contrast LGE images, but not in the bSSFP or T2 images.
In the following, Section 2.1 introduces the MvMM and LL framework. Section 2.2 provides the EM approach and the initialization of the parameters. The registration of MVIs is described in Section 2.3, and the optimization of the two sets of parameters is given in Section 2.4. Finally, Section 2.5 discusses and provides the implementation of MvMM when the MVIs have different coverage. Fig. 2 presents the flowchart of the proposed segmentation framework.
Multivariate Mixture Model in Log-Likelihood Framework
For a single image, one can use the mixture of Gaussian to model the intensity distributions, namely the GMM method, where the intensity probability density function (PDF) of one tissue is given by a Gaussian function.
For a tissue with multiple subtypes, the multi-component GMM can be used [19] . For the MVI segmentation, one can use the MvMM.
The likelihood (LH) of the MvMM parameters θ is given by LH Ω (θ; I)=p(I|θ), similar to the GMM for classification, where I ={I 1 , . . . I N I } is the MVI vector. Assuming independence of each location (pixel), one gets LH Ω (θ; I) = x∈Ω p(I(x)|θ). The label at each location and component information at each image are hidden data. Note that for the convenience and conciseness of denotation, we sometimes use the short terms k x and c ix (or c ikx ) to indicate s(x)=k and z i (x)=c (or z i (x)=c ik ) when no confusion is caused.
The conditional probability of MVIs at location x given the model parameters can be computed as follows,
Here,
where p A (k x ) is the atlas prior probability, π k is the label proportion, and NF is the normalization factor. When the tissue type of a position is known, the intensity distributions of different images become independent, namely
The intensity PDF of an image, p(I i (x)|k x , θ), is given by the conventional multi-component GMM, as follows,
where, τ ikc = p(c ikx |k x , θ), s.t. c τ ikc = 1, is the component proportion, and
Gaussian function modeling the intensity PDF of a tissue subtype c of tissue k in the image I i .
Expectation Maximization Algorithm
The LL of the complete data, which includes both the observed MVIs and the hidden data, is as follows,
where δ a,b is the Kronecker delta function, and Term LTP = (log τ ikc +log Φ ikc (I i (x))). The conditional expectation of LL com given the current parameter θ [m] at the m-th step and the observed MVIs is Q(θ|θ
). Therefore, one can employ the following E-step and M-step iteratively to obtain the model parameters and then the segmentation variables.
E-Step:
One can obtain the expectation of LL com by computing the expectation of δ s(x),k and δ s(x),k δ zi(x),c ik given the observed MVIs and current estimation of model parameters,
and,
where, are also referred to as the estimation results of the hidden data.
M-Step:
The model parameters are updated by analytically maximizing Q(θ|θ [m] ),
For π
, one can compute
Since there is no closed form for the solution, one can use numerical methods such as the iterative gradient ascent method to search the optimal solution for π
This guarantees an improvement of the likelihood of the parameters with respect to the MVIs in each iteration and leads to a generalized EM scheme [20] .
ikc and σ
ikc are computed based on the atlas prior probabilities which are propagated using atlas-to-target image registration technology [21] ,
where a is a proportion factor to uniformly sample
x p A (kx) , and σ
.
Registration in Multivariate Mixture Model
The MvMM is initialized and regularized by the prior probabilities from an atlas which can be registered to the target MVIs using the conventional methods in the atlas-based segmentation framework [22] .
However, there exist two types of misalignment. Firstly, the motion shift of each slice is commonly seen in the multi-slice CMR, besides the misalignment of the whole image to the common space of the subject. Fig. 3 visualizes the motion shifts in the in vivo CMR and the corrected images. Secondly, the atlas, providing the prior probabilities, can be mis-registered to the common space in some local details. The motion shift of a slice can be modeled by an affine transformation, leading to reformulation of the intensity density of a subtype tissue as follows,
where {G i,s } are the affine transformations for all slices. The atlas deformation, denoted using D, can be embedded into the prior probabilities for correcting the local mis-registration,
which are the probabilistic atlas images. The original LL then becomes,
Here, the prior is define as p(s(x)=k|D)=A k (D(x))π kx /N , where N is the normalization factor [9] .
Iterative Conditional Mode Optimization
There is no closed form solution for minimization of (14) . Since the Gaussian parameters depend on the values of the transformation parameters, and vice versa, one can use the ICM approach to solve this optimization problem, which is eventual a coordinate ascent method in this formulation [23] . The ICM scheme optimizes one group of parameters while keeping the others unchanged at each iteration. The different groups of parameters are alternately optimized and this alternation process iterates until a local optimum is found. Fig. 2 provides the flowchart of the framework, where the segmentation parameters Θ, i.e. the MvMM parameters and the hidden data, are updated using the EM approach (Section 2.2), and the registration parameters, i.e. the transformations {G i,s } and D, are optimized using the gradient ascent method. The derivatives of LL with respect to the affine transformations and atlas deformation are respectively given by,
where y=G i,s (x), and
where the computation of
, and
Here, y=D(x), and {φ d } are the free-form deformation parameters [24] , [25] .
Hetero-Coverage Multivariate Images
LGE CMR (I 2 ) 2,3,5,6
4,5,6
• and use univariate mixture model ( 1 In medical imaging, data from different acquisitions can generally have different resolutions and coverage of the ROI. The combination of these images is referred to as hetero-coverage multivariate images (HC-MVIs).
For example, the bSSFP CMR sequence generally covers the whole ventricle, while the LGE and T2 sequences may only acquire the data from major part of the main ventricles without covering the apex or base, as Fig. 1 shows. Also, the missing information between the slices may be inappropriate to obtain by image interpolation techniques due to the large thickness of slices and the gap between them, i.e. low resolution in the inter-slice dimension.
This section generalizes the formulation of MvMM for such HC-MVIs where some content is not acquired in certain images. In the new formulation, the ROI of the subject is divided into N sr non-overlapping subregions, {Ω v | v=1...Nsr }, and Ω= Nsr v=1 Ω v . For image I i , the volume is denoted as Ω Ii , and the set of indices of sub-regions belonging to Ω Ii is denoted as V i . Therefore, Ω Ii is the sum of the set of sub-regions belonging to
, and thus one can apply a conventional N v -variate mixture model for Ω v . Fig. 4 illuminates the sub-regions of HC-MVIs, and as it shows, one can rewrite the LL as follows,
where,
Here, I v could be one image, such as solely for the bSSFP image when neither of the T2 or LGE image covers sub-region Ω v , which results in a conventional univariate GMM.
Since the LL HC is the sum of the LL terms from a set of standard MVI models, the optimization of the parameters is similar to that of LL in Section 2.2.
E-
Step: For x∈Ω v and the MVIs in Ω v is I v , the estimation of the hidden label in (6) is computed as follows,
where
) is computed following (3) and π
. Having
for ∀x∈Ω, one can obtain P
for ∀x∈Ω Ii , similar to (7).
M-
Step: By maximizing the Q function, one obtains,
, its computation is solely related to the atlas prior probability and the estimation of the hidden data, which are all obtained within the common space using the different multi-variate image models. Therefore, one can compute π
[m+1] k using the same updating formula in (9) and (10).
Initialization of the parameters and optimization of the registration parameters are similar to the computation for the congruent data in Section 2.2 and 2.3, except that they are based on the sum of the sub-regions
EXPERIMENTS AND RESULTS
This section consists of three experiments to evaluate the proposed MvMM segmentation method. and T2 CMR were scanned at the end-diastolic phase, the same cardiac phase of the bSSFP cine images were identified. Therefore, the bSSFP CMR refers to the single phase data in this work. The detailed information and the parameters of the three CMR sequences are summarized in Table 1 .
Gold standard: Each of the CMR images had been manually delineated three times, by three independent, well-trained observers who were not aware of the methodology of this work. The manual segmentation was performed slice-by-slice, using the brush tool in the ITK-SNAP [27] , and the gold standard segmentation was the average of the three manual delineations.
Atlas:
The atlas was built from another set of bSSFP images from healthy subjects. The bSSFP images were first manually segmented, and then nonrigidly registered to a selected reference using a comprehensive registration method [21] . The atlas intensity image and label probabilities can be computed based on the mean of all the transformed images and label information [9] . To enhance the right ventricular (RV) boundary of the atlas intensity image which were blurred due to the intensity averaging, we manually added a low-intensity region to the atlas image, to simulate an intensity-distinct epicardial boundary of the RV. To obtain a more uniform and less biased probability map of labels, we simulated the label probabilistic atlases by applying Gaussian convolution to the labels of the atlas and then normalizing the values as label probabilities. 
Evaluation metrics
To evaluate the accuracy of segmentation results, the Dice metric and the average contour distance (ACD)
between the automatic segmentation and the corresponding gold standard are calculated:
• Dice: Let V ol seg represent the volume segmented by an algorithm and V ol GD be the gold standard. The
Dice is defined related to the overlap of the two volumes,
Here, |V ol| indicates the volume size. Dice scores range from 0, meaning no overlap between the two volumes, to 1, implying perfect overlap and similarity.
• ACD: The ACD metric computes the average Euclidean distance between the two corresponding contours of the segmentation results. For every point in the segmented contours, the Euclidean distance to the nearest point in the gold standard contours is calculated, and the ACD is the average of each data set. The lower value of the ACD, the better accuracy of the segmentation.
Implementations
In the atlas-based segmentation, the atlas is registered to the target image using a hierarchical registration scheme, which is specifically designed for cardiac images and consists of three levels of transformations, i.e.
affine, locally affine, and free-form deformations [21] . In the MvMM myocardial segmentation, the atlas is first registered to the bSSFP which covers the whole ventricles, and the registered atlas probabilities are propagated to the common space of the MS CMR.
The multi-component GMM and MvMM both assigns two components to the myocardium for the LGE and T2 CMR, respectively modeling the normal and abnormal tissues, and two components to the background for all the three CMR sequences; for the others, such as the left ventricular blood pool, one component is used.
The algorithms such as registration and EM iteration were implemented based on single thread using C++ code. These tools were then wrapped up using Matlab scripts to form different segmentation pipelines. The experiments were run on a Lenovo D30 ThinkStation which had 3.30 GHz Intel Xeon E5-2667 V2 CPU and 64 GB main memory. 
Performance in detail: Visual assessment
The visual assessment provides encouraging conclusion, namely the MvMM can obtain good accuracy and robustness for the myocardial segmentation, particularly for the LGE CMR which is the most challenging task. The three CMR sequences generally acquire images at different breath holds, from various positions of the heart, and with variant resolutions. Hence, the slices from different sequences may not have corresponding slices, particularly for the T2 images. For example, the T2 images in the three subjects in Fig. 6 only have three slices, the basal and apical slices of Case 31 were acquired beyond the conventional positions of the heart, and thus the gold standard segmentation from the average of the three manual delineations does not have myocardium label at some areas, as (1) and (2) Papillary muscles are generally regarded as part of the ventricular blood pools for consistency of many clinical applications. However, the MvMM can sometimes include a small part of papillary muscle into the myocardium, due to the limitation of the intensity-based classification, as (6) in Case 15 and (7) in Case 5 present.
This misclassification however can be corrected using some well developed post-processing algorithms, such as convex hull [19] .
Finally, one can observe from the three cases in Fig. 6 that the myocardium in T2 CMR appears to be thicker than that in the LGE and bSSFP CMR sequences. For example, the myocardium thickness equals three mark units in Case 15 (middle slice), while in the corresponding position of bSSFP and LGE CMR, the myocardium thickness appears to be around two mark units, as Fig. 6 (8) - (10) demonstrate. This is mainly due to the fact that the trabeculae carneae pepicardium and pericardium of the heart are more visible in T2 CMR, and also our observers tended to include them into the myocardium in the manual segmentation. This inconsistency affects the evaluation of the combined segmentation of the MvMM, both visually and quantitatively. Table 2 presents the average Dice scores and ACD values of the proposed MvMM, which segments the three CMR sequences simultaneously. One can see that all the three sequences have been well segmented, particularly the LGE CMR which is the most challenging and important task in cardiac segmentation. This is mainly attributed to the combination of the complementary information, particularly from the T2 and bSSFP sequences which provide the critical boundary information for the segmentation of the LGE CMR on the scar regions.
One can notice that the Dice scores and ACD of the T2 segmentation is not as good as bSSFP, which contradicts the fact that the T2 sequence generally provides good contrast on the myocardium, and a better accuracy should be expected. This is mainly due to the fact that the myocardium appears to be thicker in the T2 images, leading to inconsistent manual segmentation between the T2 image and the other two sequences, as we have discussed above in the visual assessment. The author thus further applied a GMM segmentation to the T2 images where the prior probabilities were computed from the resultant T2 segmentation of the MvMM.
This segmentation, referred to as T2(+GMM), is thus solely based on the appearance of the T2 images, and hence the evaluation results should be expected to better than the MvMM. The quantitative results of T2(+GMM) segmentation is presented in Table 2 , where one can find that the myocardium Dice score has been indeed increased, mainly thanks to the improvement of the endocardium. The epicardium is however worsen by T2(+GMM) due to the indistinctness of boundaries and lacking of assistance from the other two sequences. Finally, the mean runtime of the MvMM for registering and segmenting the three CMR sequences is 9.17 ± 3.95 min.
3.1.6 Variation study: Inter-observer and inter-sequence Table 3 gives the inter-observer variations from the three manual delineations and the inter-sequence variations among the three sequences. In computing the inter-sequence variations, the manual segmentation of the highresolution images was transformed onto the image space with lower resolution, after a global affine registration to correct the global misalignment due to body motions, and the Dice scores and ACD were solely computed on the overlapped regions of the two CMR sequences. In this study, both the LGE and bSSFP CMR were transformed onto the T2 image space and the LGE images were transformed onto the bSSFP image space.
The inter-sequence inconsistency is evident, mainly due to two reasons. One is that the intra-image motion shift between slices of the images were not corrected, though the global motion shift was corrected using affine registration. This inter-slice shift of two CMR sequences can be very different. For example, one of the first sequence can be shifted to the left side of the whole heart, while the corresponding slice in the other sequence can be shifted entirely to the opposite direction, the right side. The other reason is that there can exist large deformation of the heart between two scans, while in this study only affine transformation is assumed for correcting inter-sequence motions, leading to big difference of the segmentation results from two CMR sequences.
LGE CMR Segmentation Using Different Schemes
This section first compares four conventional methods which perform the segmentation of each CMR sequence separately, including,
(1) the atlas-based segmentation using the initial result computed directly from the registered probabilistic atlases, referred to as Atlas;
(2) the conventional univariate GMM segmentation initialized by the propagated probabilities from the atlas, referred to as GMM;
(a) (b) (c) Fig. 7 . The LGE CMR segmentation results using the atlas-based segmentation (a), GMM segmentation (b), and the Mvmm without registration correction (c). The segmentation result using the proposed MvMM is presented in Fig. 3. (3) the atlas-based segmentation where the bSSFP image of the same subject is used to assist the atlas-totarget registration, referred to as Atlas+bSSFP;
(4) the GMM segmentation initialized from the result of Atlas+bSSFP, referred to as GMM+bSSFP.
Then, four MvMM segmentation methods, implemented with different registration schemes, are studied,
(1) the MvMM scheme without any registration correction, referred to as Mvmm ;
(2) the Mvmm plus FFD registration for atlas correction, referred to as Mvmm +FFD;
(3) the the Mvmm plus shift correction for the motion shifted slices, referred to as Mvmm +SC;
(4) the proposed MvMM with both FFD and SC registration correction, referred to as MvMM.
Comparisons with conventional methods
The Dice scores of the four separate segmentation for the LGE CMR sequence are presented in Table 4 . in Fig. 7 (a) . The GMM segmentation could correct part of the misclassification, but the delineation was poor in the scar area, where no boundary constraint from other images was applied, and the area which was not well initialized by the atlas, as Fig. 7 (b) shows. By contrast, the proposed Mvmm produced a much better myocardial segmentation on the LGE CMR with the guidance and constraints from the other two sequences, as Fig. 3 (c) shows.
Comparisons using different registration schemes
The Dice scores of the four combined segmentation for the LGE CMR sequence are presented in Table 4 . Here, two types of registration correction are studied separately, i.e. (1) the FFD registration for atlas correction, (2) the affine registration for correcting inter-slice motion shift. One can find from the results that the registration improved the segmentation performance of Mvmm . The improvement on the myocardium Dice scores was evident and statistically significant (p=0.005) for Mvmm +SC, and was significant (p=0.008) but marginal for Mvmm +FFD. Also, the difference between the Dice scores of Mvmm +SC and MvMM is trivial and non-significant (p=0.665), indicating that the initial atlas-to-target registration has performed well and the shift correction should be the main concern of the registration correction. Fig. 7 (c) further illustrates that Mvmm can accurately include the scar into the myocardium, but still erroneously delineates the shifted slices, including the slice pointed out by the red arrow in (a). Fig. 7 also shows that Mvmm misclassifies one slice, pointed out by the red arrow in (c). This is due to the shifted slice in the bSSFP image, which corresponds to the position pointed out by the red arrow in Fig. 3 (a) .
Study MvMM Using Simulated Brain MR

Data and experimental setup
The three sequences of brain MR images, including the T1-weighted, T2-weighted and photon density (PD), are used to study the performance of the MvMM with different number of images and variant coverage of ROI.
The three original brain MR images and the corresponding segmentation were downloaded from the Brain Web, with image size 181×217×181 and voxel size 1×1×1 mm. Fig. 8 provides three slices of the three brain MR sequences from different positions of the common space. The probabilistic atlases of the interested labels of the brain were generated by applying a Gaussian smoothing operation on the extracted labels, followed a normalization process as the probabilities of labels on each pixel.
To simulate fifty segmentation cases for each experiment, this study used a set of deformation fields to deform the original brain MR images into new ones, which was slightly misaligned to the probabilistic atlases.
Each of the deformation fields was generated using a FFD with 20×20×20 mm mesh spacing, which had each control point randomly displaced following a normal distribution of 0 mean and 2 mm standard deviation. For each case, the three brain MR sequences were deformed using different FFD transformations, and hence the MS brain MR images from one subject had mis-registration to each other.
The Dice scores of the segmentation results are presented in Fig. 9 , including the results of (1) Univariate
Mixture Model using single image, referred to as UvMM1, (2) MvMM using two images where the MVI is a bivariate vector, referred to as MvMM2, and (3) MvMM using three images where the MVI is a tri-variate variable, referred to as MvMM3.
MVIs with different dimensions
One can see from Fig. 9 that the segmentation performance, indicated by the Dice scores, can been improved with respect to the increased dimensions of the variate, i.e. the number of images to form the MVIs. In general, the improvement from the univariate to bivariate is more evident than that from the bivariate to tri-variate, indicating the performance tends to converge after certain number of images are combined for simultaneous segmentation.
Hetero-Coverage MVIs
In this experiment, the author manually reduced the ROI of an image by deleting a number of slices to truncate the image volume, to simulate the HC-MVIs. Given an image, this truncation was done randomly at one end of the three dimensions, for example one image may have the first l slices at x-dimension truncated, while the other may have the end k slices at the z-dimension truncated. We indicate the sizes of the truncated regions using sum of the thickness of all the deleted slices. Fig. 9 displays the Dice scores of the segmented white matter and gray matter using the three segmentation schemes. The Dice scores of MvMM2 and MvMM3 are much higher than that of UvMM1. Particularly, the two MvMM schemes still achieved good performance even when the images were randomly truncated more than 40 mm stack of slices, which compares differently with UvMM1. This confirms the advantage of MvMM combining multi-source images for simultaneous segmentation, namely the combined segmentation improves the robustness against some images which do not fully cover the ROI.
CONCLUSION AND DISCUSSION
The author has presented a new method, i.e. MvMM, for simultaneous segmentation of multi-source images, particularly for the myocardial segmentation combining the complementary information from multi-sequence (MS) CMR. In this method, the MS CMR of the same subject are aligned to a common space and the segmentation of them is performed simultaneously. To correct the misalignments of slices due to the motion shift and the mis-registration of atlases, the MvMM and LL are formulated with transformations and the ICM approach is employed to update the two groups of parameters, namely the MvMM (segmentation) parameters are optimized using the EM algorithm and the transformation (registration) variables are updated using the gradient ascent method.
In the experiments, the author first investigated the performance of the proposed MvMM for myocardial To compare with the conventional methods, the author included the atlas-based segmentation and the conventional GMM method for separately segmentation on the LGE CMR. Both the Dices scores of these two methods were statistically and evidently worse than the proposed MvMM (p<0.01). The author further included the bSSFP CMR for the initial registration of the Atlas and GMM segmentation. The usage of bSSFP significantly improved the Dice scores of the segmentation (p < 0.01), but the separate segmentation results, either the Atlas+bSSFP or GMM+bSSFP, were still significantly worse than the MvMM (p<0.01).
In Section 3.2, the author further investigated the MvMM without registration, MvMM with nonrigid atlasto-target registration, and MvMM with affine registration for correcting motion shift of slices. The registration in each step could generally improve the segmentation performance of the MvMM, but the improvement from the atlas-to-target registration was not as evident as the correction of motion shift.
In Section 3.3, the author employed brain MR to study the gain of segmentation performance by using MVIs with higher dimensions and investigate the performance of MvMM in HC-MVIs. The MvMM schemes were evidently better than the UvMM1 segmentation, but the performance of MvMM2 was comparable to MvMM3, indicating a convergence of segmentation performance by the high-dimensional MvMM after using bivariate images (two-source images). It is worth mentioning that the HC-MVIs experiment showed that the combined MvMM segmentation was much more robust than the separate UvMM1 segmentation in the applications when some images had less coverage of the ROI.
In the literature, there have been limited works focusing on the fully automatic LGE CMR segmentation, which is however an important prerequisite in a number of clinical applications of cardiology. Two conference papers [11] , [13] have reported about 2.25 mm ACD (42 slices) and 2.1 mm ACD (27 subects) for LGE CMR myocardium segmentation results, respectively. The authors in [15] implemented manual interaction to correct the mis-registration when the automatic translational registration failed on certain slices, and the average Dice score of myocardium segmentation was 0.82 on 21 subjects. In these three works, the segmentation of LGE CMR was propagated from the segmentation results of corresponding bSSFP image of the same subject at the same cardiac phase. The bSSFP segmentation provides strong prior for the segmentation of LGE CMR. However, the application of the shape from bSSFP is not fully automatic, nor integrated within a unified framework for simultaneous and combined segmentation. In the preliminary conference paper [28] , the author tested the MvMM on 18 selected data sets, which had good image quality and small inter-sequence variation. The average Dice score of myocardium segmentation could reach up to 0.74. It should be noted that an objective inter-study comparison can be difficult, since the data sets and implementation can vary greatly across different studies.
There are three limitation of this work. First, the adoption of T2 CMR may be a sub-optimal choice, as T2
CMR generally only has a few slices, such as three in many of our clinical data; and it also images myocardium which appears to be thicker than the LGE and bSSFP CMR, leading to inconsistent manual delineations for the validation of myocardial segmentation. Second, there can exist nonrigid misalignment between differen sequences, for example due to the respiratory motions during CMR acquisitions. Therefore, efficient methods for modeling such deformations should be considered in the future work. Finally, notably the myocardial segmentation task from MS CMR is a selected example for demonstrating the application of the proposed MvMM, which nevertheless is generally applicable to the segmentation and classification tasks where multisource images are available and can be combined. For example, in Section 3.3 the MvMM was applied to the segmentation of MS brain MR. Therefore, the future work will be to extend the MvMM and multivariate image analysis framework to other applications where the multi-modality multi-source imaging data are commonly seen in the clinics.
