Abstract-In this paper, we investigate the problem of tworelay beamforming optimization to maximize the achievable sumrate of a simultaneous wireless information and power transfer (SWIPT) system with a full-duplex (FD) multiple-input multipleoutput (MIMO) amplify-and-forward (AF) relay. In particular, we address the optimal joint design of the receiver power splitting (PS) ratio and the beamforming matrix at the relay given the channel state information (CSI). Our contribution is an iterative algorithm and one-dimensional (1-D) search to achieve the joint optimization. Simulation results are provided to demonstrate the effectiveness of the proposed algorithm.
I. INTRODUCTION
Conventionally, wireless communication nodes operate in half duplex (HD) mode under which they transmit and receive signals over orthogonal frequency or time resources. Recent advances, nevertheless, suggest that full duplex (FD) communications that allows simultaneous transmission and reception of signal over the same radio channel be possible [1] , [2] .
In addition to the immediate benefit of essentially doubling the bandwidth, full duplex communications also find applications in simultaneous wireless information and power transfer (SWIPT). Much interest has turned to full-duplex relaying in which information is sent from a source node to a destination node through an intermediate relaying node which is powered by means of wireless energy harvesting. In the literature, the studies on relay aided SWIPT largely considered HD relaying and adopted a time-switched relaying (TSR) approach [3] - [8] .
Authors in [9] considered SWIPT in MISO multicasting systems, in [7] considered SWIPT in MISO broadcasting systems, and in [5] , [6] MISO secrecy systems, where the joint transmit beamforming and receive power splitting problem for minimising the transmit power of the Base station (BS) subject to signal-to-noise ratio (SNR) and energy harvesting constraints at the receiver was investigated.
In contrast to the existing results, this paper studies the joint optimization of the two-way beamforming matrix for SWIPT in a multiple-input multiple-output (MIMO) amplifyand-forward (AF) full-duplex relay system employing a power splitter (PS), where the sum rate is maximized subject to the energy harvesting and total power constraints.
Notations-We use X ∈ C M×N to represent a complex matrix with dimension of M × N . Also, we use (·)
† to denote the conjugate transpose, while trace(·) is the trace operation, and · denotes the Frobenius norm. In addition, | · | returns the absolute value of a scalar, and X 0 denotes that the Hermitian matrix X is positive semidefinite. The expectation operator is denoted by E{·}. We define Π X = X(X † X) −1 X † as the orthogonal projection onto the column space of X; and Π ⊥ X = I−Π X as the orthogonal projection onto the orthogonal complement of the column space of X.
II. SYSTEM MODEL
Let us consider SWIPT in a three-node MIMO relay network consisting of two sources S A and S B wanting to exchange information with the aid of an AF relay R, as shown in Fig. 1 . In our model, all the nodes are assumed to operate in FD mode, and we also assume that there is no direct link between S A and S B so communication between them must be done via R. Both S A and S B transmit their messages simultaneously to R with transmit power P A and P B , respectively.
In the broadcast phase, the relay R employs linear processing with an amplification matrix W to process the received signal and broadcasts the processed signal to the nodes with the harvested power Q. We assume that each source node is equipped with a pair of transmitter-receiver antennas for signal transmission and reception respectively. We use M T and M R to denote the number of transmit and receive antennas at R, respectively. We use h XR ∈ C MR×1 and h RX ∈ C MT ×1 to, respectively, denote the directional channel vectors between the source node X's (∈ A, B) transmit antenna to R's receive antennas, and that between the relay's transmit antenna(s) to source node X's receive antenna. The concurrent transmission and reception of signals at the nodes produces self-interference (SI) which inhibits the performance of a full duplex system. We consider using existing SI cancellation mechanisms in the literature to mitigate the SI (e.g., antenna isolation, analog and digital cancellation, and etc.) [11] . Due to imperfect channel estimation, however, the SI cannot be cancelled completely [12] . We therefore denote h AA , h BB and H RR ∈ C MR×MT as the SI channels at the corresponding nodes. For simplicity, we model the residual SI (RSI) channel as a Gaussian distribution random variable with zero mean and variance σ 2 X , for X ∈ {A, B, R} [12] . We further assume that the relay is equipped with a PS device which splits the received signal power at the relay for energy harvesting, amplification and forwarding of the received signal. In particular, the received signal at the relay is split such that a ρ ∈ (0, 1) portion of the received signal power at the relay is fed to the information receiver (IR) and the remaining (1 − ρ) portion of the power to the energy receiver (ER) at the relay.
When the source nodes transmit their signals to the relay, the AF relay employs a short delay to perform linear processing. It is assumed that the processing delay at the relay is given by a τ -symbol duration, which denotes the processing time required to implement the full duplex operation [13] . τ typically takes integer values. We assume that the delay is short enough compared to a time slot which has a large number of data symbols, and thus its effect on the achievable rate is negligible. At time instant n, the received signal y r [n] and the transmit signal x R [n] at the relay can be, respectively, written as
where y IR r [n] is the signal split to the IR at R given by
where n p ∼ CN (0, σ 2 p ) is the additional processing noise at the IR. Using (2) and (3) recursively, the overall relay output can be rewritten as
The capacity of a relay network with delay depends only on the relative path delays from the sender to the receiver and not on absolute delays [14] . Thus, the relay output is given as
where j denotes the index of the delayed symbols.
To simplify the signal model and to keep the optimization problem more tractable, we add the zero forcing (ZF) solution constraints such that the optimization of W chooses to null out the RSI from the relay output to the relay input [15] . To realize this, it is easy to check from (5) that the following condition is sufficient [15] :
Consequently, (5) becomes
with the covariance matrix
Thus the relay output power can be written as
The received signal at S A is given by
After cancelling its own signal s A [n − τ ], it becomes
The received signal-to-interference-plus-noise ratio (SINR) at node A, denoted as γ A , can be expressed as
Similarly, the received SINR γ B at node B can be written as
The achievable rates are then given by R A = log 2 (1 + γ A ) and R B = log 2 (1 + γ B ), at nodes A and B, respectively. The signal split to the ER at R is given as
where β denotes the energy conversion efficiency of the ER at the relay which accounts for the loss in energy transducer for converting the harvested energy to electrical energy to be stored. In this paper, for simplicity, we assume β = 1. Thus, the harvested energy at the relay is given by
whereĒ = E{x R x † R } and δ R is the additive white Gaussian noise (AWGN) with zero mean and unit variance at the relay.
Note that the conventional HD relay communication system requires two phases for S A and S B to exchange information [16] . FD relay systems on the other hand reduce the whole operation to only one phase, hence increasing the spectrum efficiency. For simplicity, we assume that the transmit power at the source nodes are intelligently selected by the sources. Therefore, in this work, we do not consider optimization at the source nodes. To ensure a continuous information transfer between the two sources, the harvested energy at the relay should be above a given threshold so that a useful level of harvested energy is reached. As a result, we formulate the joint relay beamforming and receive PS ratio (ρ) optimization problem as a maximization problem of the sum rate. Mathematically, this problem is formulated as 
where P R is the maximum transmit power at the relay and Q is the minimum amount of harvested energy required to maintain the relay's operation.
III. PROPOSED SOLUTION
In this section, our aim is to maximize the sum-rate of the proposed FD MIMO two-way AF-relaying channel. Considering the fact that each source only transmits a single data stream and the network coding principle encourages mixing rather than separating the data streams from the two sources, we decompose W as W = w t w † r , where w t is the transmit beamforming vector and w r denotes the receive beamforming vector at the relay. Then the ZF condition is simplified to (w † r H RR w t )W = 0 or equivalently w † r H RR w t = 0 because in general W = 0 [15] . We further assume without loss of optimality that w r = 1. Therefore, the optimization problem in (16) can be rewritten as (17) (see top of next page) where
A. Parameterization of Receive Beamforming
Observe in (17) that w r is mainly involved in |w † r h AR | 2 and |w † r h BR | 2 , so it has to balance the signals received from the sources. According to the result obtained in [17] , w r can be parameterized by 0 ≤ α ≤ 1 as
where α is a non-negative real-valued scaler. It should be made clear that (18) is not a complete characterization of w r because it is also involved in the ZF constraint w † r H RR w t = 0, but this parameterization makes the problem more tractable. Thus, given α, we can optimize w t for fixed PS ratio ρ. Then perform a 1-D search to find the optimal α * .
B. Optimization of the Receive PS Ratio
For given w r and w t , the optimal receive PS ratio ρ can be determined. Firstly, using the monotonicity between SINR and the rate, (17) can be rewritten as
Problem (19) is a linear-fractional programming problem, and can be converted into a linear programming problem [18] . The receive PS ratio is determined by the equation set below:
Using the procedure in [15] , the optimal ρ can be found by
We check whether the above solution satisfies the constraint (19). If it does, then it is the optimal solution. Otherwise the energy harvesting constraint should be met with equality thus giving the optimal receive PS ratio ρ * given by
C. Optimization of Transmit Beamforming
Here, we first study how to optimize w t for given α and ρ. Then we perform a 1-D search on α to find the optimal α * which guarantees an optimal w * r as defined in (18) for the given ρ. For convenience, we define a semidefinite matrix W t = w t w † t . Then problem (17) becomes
where F (W t ) is given in (24) (see next page). Clearly,
is not a concave function, making the problem challenging.
To solve (24), we propose to use the difference of convex programming (DC) to find a local optimum point. To this end, we express F (W t ) as a difference of two concave functions max wr,wtρ∈(0,1)
f (W t ) and g(W t ) [15] , i.e.,
where
is a concave function while g(W t ) is a convex function. The main idea is to approximate g(W t ) by a linear function. The linearization (first-order approximation) of g(W t ) around the point f (W t,k ) is given in (??). Then the DC programming is applied to sequentially solve the following convex problem:
We solve (26) by: (i) Choosing an initial point W t .
(ii) For K = 0, 1, . . . , solve (26) until convergence. Notice that in (26), we have ignored the rank-1 constraint on W t . This constraint is guaranteed to be satisfied by the results in Theorem 2 in [19] and also in [9] , [10] when M T > 2. Thus, the decomposition of W leads to the optimal solution w † t .
D. Optimization of Receive Beamforming
Given w t , the optimal receive beamforming w r can be obtained by performing a 1-D search on α to find the maximum α * which maximizes R sum (w r ) for a fixed value of ρ ∈ (0, 1). See Algorithm 1. The bounds of the rate search interval are obtained as follows. The lower bound (R A + R B ) low is obviously zero while the upper bound (R A + R B ) max is defined as the achievable sum-rate at zero RSI. With optimal α * , the optimal w * r can be obtained from (18) .
E. Iterative Update
Now, the original beamforming and receive PS optimization in problem (17) can be solved by an iterative technique shown in Algorithm 2. Algorithm 2 continually updates the objective function in (17) until convergence.
IV. NUMERICAL EXAMPLE
In this section, we evaluate the performance of the proposed algorithm through computer simulations assuming flat Rayleigh fading environments. In Fig. 2 , we show the sumrate results against versus the transmit power budget P max (dB) for various harvested energy constraint. The proposed scheme ('Joint Opt' in the figure) is compared with those of the fixed receive beamforming vector (w r ) ('FRBV'= 0.583) at optimal PS coefficient (ρ * ). Remarkably, the proposed scheme yields higher sum-rate compared to the sum-rate of the FRBV schemes which essentially necessitates joint optimization. The impact of the RSI on the sum-rate is studied in Fig. 3 . Results show that an increase in the RSI results in a corresponding decrease in the achievable sum-rate. 
