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Abstract
The present article is devoted to well-posedness by noise for the continuity equation.
Namely, we consider the continuity equation with non-linear and partially degenerate stochas-
tic perturbations in divergence form. We prove the existence and uniqueness of entropy so-
lutions under hypotheses on the velocity field which are weaker than those required in the
deterministic setting. This extends related results of Flandoli/Gubinelli/Priola [5] applicable
to linear multiplicative noise to a non-linear setting. The existence proof relies on a duality
argument which makes use of the regularity theory for fully non-linear parabolic equations.
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1
1 Introduction
Classically, the continuity equation refers to the following Cauchy problem
∂tρ +div(ρu) = 0 on [0,T ]×R
d, ρ |t=0= ρ0 on R
d . (1.1)
Typically, u(t,x) ∈ Rd is interpreted as a velocity field, while ρ(t,x) is a density for a mass dis-
tribution. Under classical assumptions for the inputs u and ρ0, the solution ρ to (1.1) admits a
representation formula via characteristics. Indeed, consider the differential equation
X˙
s,x
t = u(t,X
s,x
t ), X
s,x
s = x. (1.2)
If u is sufficiently regular, (1.2) admits a unique solution for each initial point x and starting time s,
and one may define an invertible flow map Φs,t :R
d →Rd by Φs,t(x) = X
s,x
t . Denoting Ψs,t = Φ
−1
s,t ,
the unique solution ρ to (1.1) is given explicitly via the formula
ρ(t,x) = ρ0(Ψ0,t(x))exp
(∫ t
0
divu(s,Ψs,t(x))ds
)
. (1.3)
However, in many applications in PDE, the conditions on the velocity field u required for this
method of solving (1.1) are not known to hold a priori. For instance, the continuity equation
appears prominently in the study of compressible fluid dynamics (see for instance [10]), where
the velocity field u is coupled to ρ through Newton’s laws for transport of momentum. There,
one has limited knowledge about the regularity of the velocity field u, and in particular no a priori
control of divu in L1t (L
∞
x ). The most classical result studying (1.1) with a rough velocity field
u is the work of Di-Perna and Lions [4], which proves the existence and uniqueness of bounded
weak solutions to (1.1) starting from any bounded initial ρ0 provided u ∈ L
1
t (W
1,1
x ) and divu ∈
L1t (L
∞
x ). Generally, the condition on divu cannot be improved in the deterministic setting. A
simple counterexample appears in dimension one by taking u(x) = sign(x)|x|α for α ∈ (0,1). In
this case, the corresponding solution to (1.1) concentrates mass at the origin in finite time.
In an influential paper of Flandoli/Gubinelli/Priola [5], it is proved that the conditions required
for well-posedness of transport equations may be improved under a white in time perturbation of
the underlying velocity field of the form u→ u+σW˙ . In the original article, the authors considered
the equation
∂tρ +∇ρ ◦ (u+σW˙) = 0 on [0,T ]×R
d, (1.4)
where the product is understood in the Stratonovich sense. The transport equation (1.4) corre-
sponding to σ = 0 is, in a sense, dual to the continuity equation (1.1). The issue of mass con-
centration for the continuity equation is in turn dual to the question of uniqueness for transport
equations, and the counterexample above persists. A key result of [5] is that if u∈Ct(C
α
x ), then the
condition on divu required for uniqueness may be significantly weakened to divu∈ L2t,x. Moreover,
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if the initial datum posess BV regularity, then the condition on divu may be dropped entirely. The
main workhorse for these results is a study of the stochastic flow corresponding to the SDE
X˙t = u(t,Xt)+σW˙t , (1.5)
where the Hölder continuity of u allows to build a differentiable stochastic flow with Hölder con-
tinuous derivative. Moreover, the techniques also work for the counterpart of (1.4), the stochastic
continuity equation
∂tρ +div(ρ ◦ (u+σW˙)) = 0 on [0,T ]×R
d, (1.6)
as carried out, under various hypotheses (see for instance [1] and [12]). Indeed, the stochastic flow
analysis of [5] is sufficient to rule out concentrations in the density for the velocity field given
above.
In nonlinear situations this ceases to be the case. Indeed, in the case of Burgers’ equation
∂tρ +∂xρ ◦ (ρ +σW˙ ) = 0 on [0,T ]×R,
it has been observed in [5] that the inclusion of transport noise does not yield regularizing effects
anymore. In contrast, it has been pointed out in [2, 8] that noise entering the PDE via the flux
function, that is,
∂tρ +
1
2
∂xρ
2 ◦W˙ = 0 on [0,T ]×R, (1.7)
has a regularizing effect, in the sense that quasi-solutions to (1.7) are more regular than quasi-
solutions to the deterministic Burgers’ equation. This type of stochastic scalar conservation law
was motivated in [7,8,11] as a continuum limit of interacting particle systems subject to a common
noise.
In the present article, we are interested in the following degenerate, non-linear version of (1.6).
∂tρ +div(ρu)+∇B(ρ)◦W˙ = 0 on [0,T ]×R
d. (1.8)
The velocity field u : [0,T ]×Rd →Rd is deterministic and weakly differentiable. It is assumed to
be bounded, but with a potentially unbounded divergence, so that mass concentration is possible in
the deterministic setting. The noise ∇B(ρ) ◦W˙ may degenerate for some values of the density in
the sense that b(ρ) := B′(ρ) may vanish. Motivated from the developments of [8], recalled above,
we aim to show that the inclusion of nonlinear noise in (1.8), despite its nonlinearity and possible
degeneracy, causes well-posedness in the sense that mass concentration is prevented. We further
note that the SPDE (1.8) can be derived as a continuum limit of an interacting particle system with
common noise and irregular drift along the same lines as the derivation of (1.7) in [11].
In comparison to the linear equation (1.6), the perturbation of the velocity field u has a correla-
tion structure which depends on the density, and may temporarily trivialize, reducing the dynamics
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to those in the deterministic setting (with a random initial condition). We impose only that the
noise acts non-trivally for sufficiently large values of the density. Our main objective is to prove
existence and uniqueness of solutions to (1.8) and use the noise to prevent concentrations. The
intuitive hope is as follows: if the noise is temporarily turned off and the pathological behavior
from the deterministic theory begins to form, the start of a concentration re-activates the noise and
re-distributes the mass more evenly.
Nonetheless, there are several difficulties in realizing this intuition. The first point is that
allowing for degeneracy in the dynamics necessarily forces (1.8) to be non-linear. As a result, in
contrast to the linear SPDE (1.6), even if ρ0 and u are both very regular, the solution to (1.8) is
expected to develop discontinuities (at random) in finite time. Hence, the Lagrangean techniques
discussed above, used in [5], do not seem to be a viable approach to analyzing (1.8).
Instead, it is more natural to try to understand the regularization effect from a purely Eulerian
viewpoint. In the linear setting, this has been carried out in [1]. The rough idea is that if ρ
is a non-negative solution to (1.6) and β : R → R is a smooth function, then E[β (ρ)] solves a
closed parabolic equation and the additional diffusion can compensate for the irregular drift. Note
however, this is not the full story, since for a fixed realization of the noise, the solution to (1.6)
cannot be more regular than the initial ρ0. In the non-linear setting (1.8), this intuition is less clear,
since the equation for E[β (ρ)] is not closed. Instead, it is coupled to an equation for a different
observableE[Ψ(ρ)], making it less transparent whetherE[β (ρ)] is any better behaved than ρ itself.
Nonetheless, we show that, in some sense, the role of linear parabolic equations in the analysis of
(1.6) may be replaced by fully non-linear parabolic equations in order to capture a regularizing
effect of the noise in the non-linear setting of (1.8). This is implemented via a duality appraoch
that we discuss below. We now state our results more precisely.
The hypotheses on the deterministic drift u and the noise flux B are as follows.
Hypothesis 1.1. [Renormalization] The drift u belongs to L1t (W
1,1
x ) and divu∈ L
r
t,x for some r> 1.
Hypothesis 1.2. [Sub-criticality] The drift u belongs to L∞t,x and (divu)− ∈ L
q
t,x for some q> d+2.
Moreover, there exists an R> 0 such that u is supported in [0,T ]×BR.
Hypothesis 1.3. [Asymptotic ellipticity] The function B belongs toC3(R;R)with derivative b(ρ) :=
B′(ρ). Moreover, there exist strictly positive λ and Λ such that
sup
ρ∈R
b2(ρ)≤ Λ. (1.9)
liminf
|ρ|→∞
b2(ρ) = λ . (1.10)
Note that a typical example of a B satisfying Hypothesis 1.3 is one which either vanishes or
admits a power like behavior for small values of the density, and remains bounded from above and
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below for large values of the density.
The precise notion of solution to (1.8) uses the kinetic formulation (1.19), which will be dis-
cussed in Section 1.3 below. Namely, we will show existence and uniqueness of so-called kinetic
solutions. We temporarily postpone the precise definition and move to a statement of the main
result.
Theorem 1.4. Let u satisfy Hypotheses 1.1-1.2 and B satisfy Hypothesis 1.3. For each ρ0 ∈ L
1
x∩L
∞
x ,
there exists a unique kinetic solution to (1.8) starting from ρ0. Moreover, given two initial datum
ρ0,1 and ρ0,2 along with the associated entropy solutions ρ1 and ρ2, it holds that for almost all
t ∈ [0,T ],
E
∫
Rd
|ρ1(t,x)−ρ2(t,x)|dx≤C
∫
Rd
|ρ0,1(x)−ρ0,2(x)|dx, (1.11)
where the constant C depends on the velocity field u, the ellipticity parameters λ ,Λ and the dimen-
sion d.
We now discuss briefly the strategy of the proof. The general methodology for proving Theo-
rem 1.4 is inspired by a duality method used by Beck/Flandoli/Gubinelli/Maurelli [1] and Gess/Maurelli
[6]. In particular, a key idea of Gess/Maurelli [6] is that regularization by noise results are available
in some non-linear settings if one combines the duality method of [1] with some classical tricks
developed in [13] for the kinetic approach to scalar conservation laws.
Let us begin by reviewing the duality approach in the linear setting. Namely, we aim to sketch
the proof that solutions to (1.6) are prevented from concentrating mass. For simplicity, we focus
on non-negative solutions. Formally, given a solution ρ to the linear stochastic continuity equation
(1.6), applying the Itô formula to ρq gives
∂t(ρ
q)+div(ρqu)+(q−1)ρqdivu+∇(ρq)◦W˙ = 0. (1.12)
Taking the expectation on both sides, we find the following closed parabolic equation for E[ρq]
∂tE[ρ
q]+div(E[ρq]u)+(q−1)E[ρq]divu−
1
2
∆E[ρq] = 0. (1.13)
Given a test function ϕ , we find that∫
Rd
ϕ(t)E[ρq(t)]dx=
∫
Rd
ϕ(0)ρ
q
0dx+
∫ t
0
∫
Rd
E[ρq]
(
∂tϕ +u ·∇xϕ +
1
2
∆xϕ − (q−1)ϕ divu
)
dxds.
(1.14)
Hence, if we may find a sub-solution ϕ which is bounded from above and below and satisfies the
a.e. inequality
∂tϕ +u ·∇xϕ +
1
2
∆xϕ − (q−1)ϕ divu≤M, (1.15)
5
then by Gronwall’s inequality it follows that ρ(t) belongs to Lq(Rd) with probability one. In the
non-linear setting of (1.8), the direct link between the stochastic continuity equation and a more
regular, deterministic parabolic equation for the moments E[ρq] no longer holds. Nonetheless, we
show that a duality method is still possible, provided one replaces the role of the linear, parabolic
operator on the right hand side of (1.15) by a fully non-linear operator. Namely, we solve an
auxiliary problem of the form
∂tϕ +M
+(D2ϕ) =−|divu|, (1.16)
using Pucci’s extremal operators and show that this is sufficient to implement the duality method
above. An informal account of the main ideas leading to a priori bounds is carried out in section
1.3 below. We now introduce our notation and outline the the article.
1.1 Notation
We will use several abbreviations throughout. For function spaces, we use subscripts to abbre-
viate the domain. For instance, L1t (W
1,1
x ) and L
1
t,x,v are short hand for L
1([0,T ];W 1,1(Rd)) and
L1([0,T ]×Rd+1) respectively. For spaces of measures we use the symbol M, together with a
subscript as above to denote the domain and a possible superscript to indicate spaces of positive
measures or spaces of locally finite measures. For instance, Mloct,x,v denotes the space of locally
finite Radon measures on [0,T ]×Rd+1, while M+v denotes the non-negative, finite measures on
R. In addition, the symbol M+α,β is used for Pucci’s maximal operator, defined on a d×d matrices
B by
M
+
α,β (B) = sup
αI≤A≤β I
A : B, (1.17)
where the supremum is taken over all d× d matrices A with eigenvalues between α and β . The
symbol P denotes the predictable sigma algebra on Ω× [0,T ] generated by the Brownian motion
W . For a function ρ depending on both time t and other variables, we often write ρt to denote
evaluation at time t (not to be confused with differentiation in t). We also use the notation A . B
provided there exists a universal constantC such that A≤CB.
1.2 Structure of the article
The article is structured as follows. In Section 1.3, we introduce the kinetic formulation of the
SPDE 1.8. Section 1.4 sketches the formal a priori estimate at the heart of the main result, Theorem
1.4. In Section 2 we define generalized kinetic solutions and prove their existence. In Section 3, we
give conditions for a generalized kinetic solution to be a kinetic solution and use this to complete
the proof of Theorem 1.4.
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1.3 Kinetic entropy solutions
Let us now give our precise notion of solution to (1.8). We introduce the Maxwellian χ : R2 → R
defined by
χ(ρ ,v) = 1(−∞,ρ)(v)−1(−∞,0)(v). (1.18)
The kinetic formulation of (1.8) is to ask that the kinetic density f (t,x,v) = χ(ρ(t,x),v) satisfies
the SPDE ∂t f +divx,v (a f )+divx(b(v) f ◦W˙ ) = ∂vm on [0,T ]×R
d
f |t=0= χ(ρ0),
(1.19)
where a(t,x,v) = [u(t,x),−vdivu(t,x)] and m : Ω → M+t,x,v is a random variable on the space of
non-negative, bounded measures on [0,T ]×Rd+1. More specifically, we ask that m be a kinetic
measure in the following sense.
Definition 1.5. A weak-∗measurable mapping m :Ω→M+t,x,v is called a kinetic measure provided
that:
1. For all p≥ 0 and q≥ 1 it holds
E
(∫ T
0
∫∫
Rd+1
|v|pdm
)q
< ∞. (1.20)
2. For all ϕ ∈C∞c (R
d+1), the mapping
(ω, t)→
∫ T
0
∫∫
Rd+1
1[0,t](s)ϕ(x,v)dm(ω) (1.21)
is predictable.
Definition 1.6. Given ρ0 ∈ L
1
x ∩L
∞
x , a measurable mapping ρ : Ω× [0,T ]×R
d → R is called a
kinetic solution to (1.8) starting from ρ0 provided the mapping
(ω, t,x,v)→ f (ω, t,x,v) := χ(ρ(ω, t,x),v) (1.22)
has the following properties:
1. The mapping f : Ω× [0,T ]→ L∞(Rd+1) is weak-∗ predictable.
2. For all p≥ 0 and q≥ 1 it holds that
E
(∫ T
0
∫∫
Rd+1
(1+ |v|p)| f |dxdvdt
)q
< ∞. (1.23)
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3. There exists a kinetic measure m such that for all ϕ ∈ C1([0,T ];C∞c (R
d+1)), a.e. in Ω×
[0,T ],∫∫
Rd+1
f (t)ϕdxdv=
∫∫
Rd+1
χ(ρ0)ϕdxdv+
∫ t
0
∫∫
Rd+1
f [∂tϕ +a ·∇x,vϕ +(1/2)b
2(v)∆ϕ]dxdvds
+
∫ t
0
∫∫
Rd+1
f b∇xϕdxdv ·dWs−
∫ T
0
∫∫
Rd+1
1[0,t](s)∂vϕdm. (1.24)
1.4 The formal a priori estimate
In this section, we give a formal argument which shows how to use the noise to avoid concen-
trations in the density. We work directly at the level of the "fluid" equation (1.8), rather than the
kinetic formulation (1.19), where we will ultimately perform the rigorous analysis leading to The-
orem 1.4. For simplicity, we restrict our attention to non-negative solutions and focus only on
obtaining an L2x bound. Namely, our goal is to show that if ρ0 ∈ L
1
x ∩L
2
x , then
ρ ∈ L∞([0,T ]; L2(Ω×Rd)). (1.25)
In the computations below, we pretend we are given a regular solution ρ to (1.8) and neglect the
contribution of the entropy dissipation.
Step 1: Formal entropy balance (1.26)
Given an entropy S :R+ →R, define a flux Φ :R+ →R by Φ
′(ρ) = S′(ρ)b(ρ). Since the noise is
in Stratonovich form, we find
∂tS(ρ)+div(S(ρ)u)+divu[ρS
′(ρ)−S(ρ)]+∇Φ(ρ)◦W˙ = 0. (1.27)
To convert from Stratonovich to Itô, introduce an additional flux Ψ defined by Ψ′(ρ)= b2(ρ)S′(ρ).
Inspecting (1.8) reveals that the cross variation of ∇Φ(ρ) withW is −∆Ψ(ρ). Hence, we find that
∂tS(ρ)+div(S(ρ)u)−
1
2
∆Ψ(ρ)+divu[ρS′(ρ)−S(ρ)]+∇Φ(ρ) ·W˙ = 0. (1.28)
In weak form, (1.28) reads as follows: given a test function ϕ and a time t ∈ [0,T ] it holds∫
Rd
S(ρt)ϕdx=
∫
Rd
S(ρ0)ϕdx+
∫ t
0
∫
Rd
S(ρ) [∂tϕ +u ·∇xϕ]dxds
+
∫ t
0
∫
Rd
(
1
2
∆ϕΨ(ρ)−ϕ[ρS′(ρ)−S(ρ)]divu
)
dxds
+
∫ t
0
∫
Rd
Φ(ρ)∇ϕdx ·dWs. (1.29)
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In the present context, the ϕ should be thought of as a convenient choice of weight to be selected.
Step 2: Choice of test function (1.30)
We choose a constantM > 0 depending on the velocity field u and a weight ϕ such that on [0,T ]×
R
d it holds
∂tϕ +u ·∇ϕ +M
+
λ
4 ,Λ
(D2ϕ)+(divu)−ϕ ≤M (1.31)
1≤ ϕ ≤M, (1.32)
where M+λ
4 ,Λ
is Pucci’s maximal operator, defined by
M
+
λ
4 ,Λ
(D2ϕ) = sup
λ
4 I≤A≤ΛI
A : D2ϕ. (1.33)
Recall that λ and Λ are defined in Hypothesis 1.3. In addition, we assume the regularity estimates
‖{∇t,x,∇
2
x}ϕ‖L1t,x
≤M. (1.34)
The existence of ϕ and M with the above properties is non-trivial. We postpone the discussion
of this point, since we only wish to illustrate the main idea of the estimate. We refer the reader
to Lemma 2.5 for more details on the precise construction required for the purpose of proving
Theorem 1.4.
Step 3: Gronwall argument (1.35)
Define an energy E(t) by
E(t) = E
∫
Rd
ϕρ2t dx. (1.36)
To compute the time evolution of E, use (1.29) with S(ρ) = ρ2 and take the expectation to find
E(t)−E(0) = E
∫ t
0
∫
Rd
ρ2 [∂tϕ +u ·∇ϕ − (divu)ϕ]+
1
2
Ψ(ρ)∆ϕdxds, (1.37)
where Ψ is given by the formula
Ψ(ρ) = 2
∫ ρ
0
vb2(v)dv. (1.38)
By Hypothesis 1.3, there exists a deterministic constant ρ such that
λ
2
≤ inf
ρ≥ρ
Ψ(ρ)
ρ2
≤ sup
ρ≥ρ
Ψ(ρ)
ρ2
≤ Λ. (1.39)
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We now split the integral on the RHS of (1.37) into the regions where ρ takes values above and
below ρ . The contribution from large densities gives:
E
∫ t
0
∫
Rd
1ρ≥ρ ρ
2
[
∂tϕ +u ·∇ϕ −divuϕ +
1
2
Ψ(ρ)
ρ2
∆ϕ
]
dxds
≤ E
∫ t
0
∫
Rd
1ρ≥ρρ
2
[
∂tϕ +u ·∇ϕ +(divu)−ϕ +M
+
λ
4 ,Λ
(D2ϕ)
]
dxds
≤ ME
∫ t
0
∫
Rd
1ρ≥ρρ
2dxds≤ M
∫ t
0
E(s)ds,
where we used the definition of Pucci’s maximal operator, followed by (1.31), and finally the lower
bound (1.32). In the regions where ρ is below ρ , we appeal to the regularity estimate (1.34) and
the upper bound (1.32) to find
E
∫ t
0
∫
Rd
1ρ<ρ ρ
2 [∂tϕ +u ·∇ϕ −divuϕ]+
1
2
Ψ(ρ)∆ϕdxds
≤ (ρ)2
(
‖∂tϕ‖L1t (L1x)
+‖u‖L∞t,x‖∇ϕ‖L1t,x
+‖divu‖L1t,x
‖ϕ‖L∞t,x +
1
2
sup
ρ∈[0,ρ]
Ψ(ρ)‖∆ϕ‖L1t (L1x)
)
≤M(ρ)2
(
1+‖u‖L∞t (L∞x )+‖divu‖L1t (L1x)+Ψ(ρ)
)
.
In summary, we find the inequality
E(t)−E(0)≤M
(∫ t
0
E(s)ds+(ρ)2
(
1+‖u‖L∞t (L∞x )+‖divu‖L1t (L1x)+Ψ(ρ)
))
. (1.40)
By Gronwall’s inequality, we obtain (1.25).
2 Existence of generalized kinetic solutions
In order to solve (1.8), we start by analyzing the more regular SPDE. Namely, we will smooth
the irregular vector field u and use a BGK type approximation of the kinetic measure in the spirit
of [13]. ∂t fε +divx,v(aε fε)+divx(b fε ◦W˙ ) = ε
−1 (χ(ρε)− fε)
fε |t=0= χ(ρ0),
(2.1)
where
ρε :=
∫
R
fεdv. (2.2)
The regularized drift coefficient aε is defined as follows. Denoting by ηε the standard mollifier in
R
d , we define uε : R+×R
d → Rd and aε : R+×R
d+1 → Rd+1 by
uε(t,x) :=
1
2ε
∫ t+ε
(t−ε)∧0
(u(s, ·)∗ηε)(x)ds, aε(x,v) := [uε(t,x),−vdivuε(t,x)]. (2.3)
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We now define a notion of weak solution to (2.1).
Definition 2.1. A measurable mapping fε : Ω× [0,T ]×R
d+1 → R is called a weak solution to
(2.1) starting from χ(ρ0) provided that
1. The mapping fε : Ω× [0,T ] → L
∞
x,v is weak-∗ predictable. Moreover, sample paths of fε
belong to C([0,T ];L1x,v) with probability one.
2. For all ϕ ∈C1([0,T ];C∞c (R
d+1)) and all t ∈ [0,T ] it holds P almost surely that∫∫
Rd+1
fε(t)ϕ(t)dxdv=
∫∫
Rd+1
χ(ρ0)ϕ(0)dxdv
+
∫ t
0
∫∫
Rd+1
fε [∂tϕ +aε ·∇x,vϕ +(1/2)b
2∆ϕ]dxdvds
+
∫ t
0
∫∫
Rd+1
fεb∇xϕdxdv ·dWs+ ε
−1
∫ t
0
∫∫
Rd+1
[χ(ρε)− fε ]ϕdxdvds,
(2.4)
where
ρε =
∫
R
fεdv. (2.5)
3. It holds a.e. in Ω× [0,T ]×Rd+1 that
sign(v) fε(ω, t,x,v) = | fε(ω, t,x,v)| ≤ 1. (2.6)
fε(ω, t,x,v) = 0 if |v| ≥ ‖ρ0‖L∞x exp(t‖divuε‖L∞t,x). (2.7)
The following result is proved in the appendix by a classical fixed point argument.
Proposition 2.2. For each ρ0 ∈ L
1
x ∩L
∞
x and each ε > 0, there exists a weak solution fε to (2.1)
starting from χ(ρ0).
By Proposition 2.2, for each ε > 0 we may construct a weak solution fε to (2.1), yielding a
sequence { fε}ε>0. In this section, we study the hydrodynamic limit ε → 0 in order to obtain the
existence of a generalized solution to (1.19). Towards this end, it is convienient to re-write (2.1) in
the form ∂t fε +divx,v(aε fε)+divx(b fε ◦W˙ ) = ∂vmεfε |t=0= χ(ρ0), (2.8)
where
mε(t,x,v,ω) :=
1
ε
∫ v
−∞
[χ(w,ρε(t,x,ω))− fε(t,x,w,ω)]dw. (2.9)
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Note that the support property (2.7) ensures that mε is well defined. Moreover, it can be shown that
the sign property (2.6) of fε ensures that mε is non-negative (see [13], Theorem 2.2.1). Our goal
now is to obtain a priori bounds on { fε}ε>0 and {mε}ε>0 and to introduce a notion of generalized
kinetic solution to describe the equation satisfied by their weak limit points.
2.1 A priori estimates
Lemma 2.3. For each ε > 0, the following inequality holds P almost surely
sup
t∈[0,T ]
∫∫
Rd+1
| fε(t,x,v)|dxdv≤ ‖ρ0‖L1x . (2.10)
Proof. Using the support property (2.7) of fε and a small regularization argument, we may use
v→ sign(v) as a test function in the weak formulation (2.4) to find: for each t ∈ [0,T ], it holds P
almost surely that∫∫
Rd+1
| fε(t)|dxdv+2
∫ t
0
∫
Rd
mε(x,0)dxds=
∫∫
Rd+1
sign(v)χ(ρ0)dxdv. (2.11)
Note that we have used the sign property (2.6) to write sign(v) fε = | fε |. Since mε is non-negative
and sign(v)χ(ρ0) = |χ(ρ0)|, the inequality (2.11) implies (2.10).
Lemma 2.4. For each ε > 0 and each R> 0, the following inequality holds P almost surely∫ T
0
∫∫
Rd×[−R,R]
mεdxdvds . 2R‖ρ0‖L1x +R
2‖divu‖L1t (L1x)
. (2.12)
Proof. For each w ∈ R, using the support property (2.7) with a small regularization argument, we
may use v→ sign(v−w) as a test function in (2.4) to find the P almost sure equality
2
∫ T
0
∫
Rd
mε(s,w,x)dxds=
∫∫
Rd+1
χ(ρ0)sign(v−w)dxdv−
∫∫
Rd+1
fε(T )sign(v−w)dxdv
−2w
∫ T
0
∫
Rd
divuε(s,x) fε(s,x,w)dxds. (2.13)
Using that | fε | ≤ 1 by (2.6) together with Lemma 2.3, equality (2.13) implies that P almost surely∫ T
0
∫
Rd
mε(s,w,x)dxds. ‖ρ0‖L1x + |w|‖divu‖L1t,x. (2.14)
Since both sides of (2.14) are continuous in w (by inspection of (2.9)), there is a single P null set
where (2.14) holds for all w ∈ R. Hence, integrating both sides of (2.14) yields (2.12).
12
In view of Hypothesis 1.3, we may choose a v0 ∈ R such that
inf
|v|≥v0
b2(v)≥
1
2
λ . (2.15)
The parameters v0 and λ will play a role in the following sub-solution Lemma.
Lemma 2.5. Assume that u satisfies Hypothesis 1.2. For each p > 0, there exists an ε0(p) such
that for all ε < ε0, there exists a function ϕε ∈ L
1
t (W
2,1
x ) with ∂tϕε ∈ L
1
t,x such that for almost all
(t,x) ∈ [0,T ]×Rd and all |v| ≥ |v0|,
∂tϕε +uε ·∇xϕε + p(divx uε)−ϕε +
1
2
b2(v)∆xϕε ≤M, (2.16)
where M is a constant depending only on the inputs u, b, and p. The function ϕε is independent of
v. Furthermore, it holds
‖ϕε‖L∞t,x ≤M, (2.17)
‖{∇t,x,∇
2
x}ϕε‖L1t,x
≤M (2.18)
ϕε ≥min{1,1/(2p)} . (2.19)
For the proof, it will be useful to introduce the following notation. For two radii, 0≤ r< R, we
use Ar,R to denote the closed annulus
Ar,R =
{
x ∈ Rd | r ≤ |x| ≤ R
}
. (2.20)
Proof. Let p> 0 be given. We will select ε0(p)< 1 in the course of the proof.
Step 1: Reduction to a bounded domain
By Hypothesis 1.2, we may choose a radius R > 0 such that uε is supported in [0,T ]×BR for
all ε < 1. Given R, we may build a smooth function ϕ̂ independent of ε such that ϕ̂ = 0 on BR,
ϕ̂ = 1 outside of B2R, and
‖∇2xϕ̂‖L∞(Rd)+‖∇xϕ̂‖L∞(Rd) ≤C1max
{
R−1,R−2
}
, (2.21)
whereC1 is a universal constant. Since ϕ̂ vanishes on the support of uε , it follows that for all ε < 1
uε ·∇xϕ̂ + p|divxuε |ϕ̂ +
1
2
b2∆xϕ̂ ≤
1
2
ΛC1max
{
R−1,R−2
}
. (2.22)
1
Rd\B2R
(ϕ̂ −1)≥ 0. (2.23)
13
Step 2: Decomposition of the support
In the second step, we build a convenient decomposition of B2R, depending on a parameter γ > 0 to
be chosen in Step 3. Namely, we set r0 = 0 and claim that there exists an N ∈ N and an increasing
collection of radii {rk}
N
k=1 (with rN = R) such that
‖(divu)−‖Lq([0,T ]×Ark−1,rk)
≤ γ. (2.24)
Indeed, if ‖(divu)−‖Lq([0,T ]×BR) ≤ γ , then we simply set N = 1 and r1 = R. Otherwise, we use
that for any r ≥ 0 fixed, the function s ∈ (r,R) → ‖(divu)−‖Lq([0,T ]×Ar,s) is non-decreasing and
continuous to select a strictly increasing sequence {rk}
N−1
k=1 taking values in (0,R) such that
‖(divu)−‖Lq([0,T ]×Ark−1,rk)
= γ. (2.25)
The integer N > 1 and the radius rN−1 are selected in order that
‖(divu)−‖Lq([0,T ]×ArN−1,R)
≤ γ, (2.26)
and the procedure necessarily terminates in a finite N because divu ∈ Lq([0,T ]×BR).
Step 3: Auxilliary non-linear parabolic problems
Given {rk}
N
k=0 from Step 2 we define additionally rN+1 = 2R, rN+2 = 3R, and rN+3 = 4R. The
next step is to build a collection {ϕk,ε}
N
k=1 of solutions to non-linear parabolic boundary value
problems which will be used to construct our sub-solution in Step 4. By Theorem 9.1 and Remark
2.3 in [3], we may build a ϕk,ε which satisfies pointwise a.e. in (−1,2T )×B4R
∂tϕk,ε +M
+
λ
4 ,Λ
(D2ϕk,ε) =−1Ark−1,rk+2 (divuε)−, ϕk,ε ≥
1
2p
. (2.27)
We now collect several regularity estimates for ϕk,ε . As these will depend on L
q
t,x norms of divuε ,
let us first bound this quantity uniformly in ε . We choose ε0 depending on u and γ such that for
each k ≥ 2,
[max(rk−1− ε0,0),rk+2+ ε0]⊂ [rk−2,rk+3]. (2.28)
Recalling that divuε = divu ∗ηε where ηε is supported in Bε and using Jensen’s inequality, we
find for ε < ε0
‖(divuε)−‖Lq([0,T ]×Ark−1,rk+2)
≤ ‖(divu)− ∗ηε‖Lq([0,T ]×Ark−1,rk+2)
≤ ‖(divu)−‖Lq([0,T ]×Amax(rk−1−ε ,0),rk+2+ε )
≤ ‖(divu)−‖Lq([0,T ]×Ark−2,rk+3)
≤ 5γ,
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where we used (2.24) in the last step. By the maximum principle (see for instance Theorem 2.4
in [3]) and (2.24) it now follows that
‖ϕk,ε‖L∞([−1,2T ]×B4R) ≤
1
2p
+Cγ. (2.29)
For reasons which will be apparent in Step 4, we choose γ such thatCγ < (2p)−1 to ensure
‖ϕk,ε‖L∞([−1,2T ]×B4R) ≤
1
p
. (2.30)
Furthermore, we have the following interior estimates, following from Theorem 9.1 of [3]
‖∇xϕk,ε‖L∞([0,T ]×B3R)+‖{∂t ,∇
2
x}ϕk,ε‖L1([0,T ]×B3R) ≤M
1
p. (2.31)
Step 4: Sub-solution construction
We now define a collection of cutoff functions {ηk}
N
k=1 as follows. First, η1 takes the value 1
on A0,r2 and vanishes outside of A0,r3 . For k > 1, ηk takes the value one on Ark,rk+1 and vanishes
outside of Ark−1,rk+2 . Note that we may choose a constantM
2
u depending on u such that
sup
k∈{1 ,..,N}
‖∇2xηk‖L∞(Rd)+‖∇xηk‖L∞(Rd) ≤M
2
u . (2.32)
As our candidate sub-solution, we define
ϕε = ϕ̂ +
N∑
k=1
ηkϕk,ε . (2.33)
We now claim that ϕε satisfies (2.16) for an Mu which will be defined below. Note that
∂t(ϕε − ϕ̂)+uε ·∇x(ϕε − ϕ̂)+ p(divx uε)−(ϕε − ϕ̂)+
1
2
b2∆x(ϕε − ϕ̂)
=
N∑
k=1
ηk
(
∂tϕε,k+
1
2
b2∆xϕε,k+ p(divx uε)−ϕε,k
)
+
N∑
k=1
Ek,ε ,
where
Ek,ε = uε ·∇x(ηkϕk,ε)+
1
2
ϕk,εb
2∆xηk+b
2∇xηk ·∇xϕε,k.
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By the support properties of ηk, we find that∥∥∥∥∥∥
N∑
k=1
Ek,ε
∥∥∥∥∥∥
L∞t,x,v
≤C sup
k≥1
‖Ek,ε‖L∞([0,T ]×Ark−1,rk+2×R)
. (2.34)
Moreover, we find that
‖Ek,ε‖L∞([0,T ]×Ark−1,rk+2×R)
≤ ‖u‖L∞t,x‖∇xηk‖L∞(Rd)‖ϕk,ε‖L∞([0,T ]×Ark−1,rk+2)
+‖u‖L∞t,x‖ηk‖L∞(Rd)‖∇xϕk,ε‖L∞([0,T ]×Ark−1,rk+2)
+‖b‖2L∞v ‖∇
2
xηk‖L∞(Rd)‖ϕk,ε‖L∞([0,T ]×Ark−1,rk+2)
+‖b‖2L∞v ‖∇xηk‖L∞(Rd)‖∇xϕk,ε‖L∞([0,T ]×Ark−1,rk+2)
≤M4u,p,b
by the bounds for the cutoff (2.32) together with the estimates (2.31) and (2.30). Next we observe
that for almost all (t,x) ∈ [0,T ]×B4R and all |v| ≥ |v0|,
ηk
(
∂tϕε,k+
1
2
b2(v)∆xϕε,k+ p(divxuε)−ϕε,k
)
≤ ηk
(
∂tϕε,k+M
+
λ
4 ,Λ
(D2ϕε,k)+1Ark−1,rk+2 p(divx uε)−ϕε,k
)
= ηk(divuε)−
(
pϕk,ε −1
)
≤ 0.
Note that we used again the maximum principle (2.30) in the last step. Combining with (2.22), we
find that ϕε satisfies (2.16) with
M5u,γ ,p,b =M
4
u,γ ,p,b+
1
2
ΛC1max
{
R−1,R−2
}
. (2.35)
Step 5: Lower bounds
The final step is to verify the further properties of ϕε . First, we claim that on all of R
d , we
have the lower bound
ϕε ≥min
{
1,
1
2p
}
. (2.36)
Indeed, a first observation is that
(ϕε − ϕ̂)1A0,2R ≥
1
2p
. (2.37)
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This follows from two facts. The first is that, by construction, each ϕε,k is bounded from below by
1/(2p) on B2R. The second is that η1 takes the value 1 on A0,r2 while each ηk (for k ≥ 2) takes the
value one on Ark,rk+1 and the union of A0,r2 with {Ark,rk+1}
N
k=2 is A0,2R. Combining (2.37) with the
lower bound for ϕ̂ outside A0,2R completes the proof.
Finally, using the interior estimates (2.31) and the maximum principle (2.30), together with the
support properties and bounds for the cutoffs, we find
‖ϕε‖L∞t,x +‖{∇t,x,∇
2
x}ϕε‖L1t,x
≤M6u,p. (2.38)
Finally, setting the constant M to be the maximum of M5u,p and M
6
u,p we complete the claim for
ε < ε0(p) depending on p through the γ selected in Step 3.
Lemma 2.6. Assume that u satisfies Hypothesis 1.2. For each p ≥ 1 and ε < ε0(p), it holds that
for all q≥ 2
E
 sup
s∈[0,T ]
∫∫
Rd+1
|v|p| fε(s)|dxdv
q+E(∫ T
0
∫∫
Rd+1
|v|p−1mεdxdvds
)q
≤C
[
1+‖ρ0‖
(p+1)q
L
p+1
x
]
,
(2.39)
where C depends on q, p, T , b and u.
Proof. The proof proceeds similarly to the arguments presented in Section 1.4, combining Lemma
2.5 to obtain a suitable weight, together with Gronwall’s inequality.
Step 1: Application of Lemma 2.5
The main inequality leading to (2.39) involves the sub-solution ϕε constructed in Lemma 2.5. We
now claim that P almost surely it holds for each t ∈ [0,T ]∫∫
Rd+1
|v|p| fε(t)|dxdv+ p
∫ t
0
∫∫
Rd+1
|v|p−1mεdxdvds
≤
1
min{1, 1
2p
}
[
M
p+1
‖ρ0‖
p+1
Lp+1
+M
∫ t
0
∫∫
Rd+1
|v|p| fε(s)|dxdvds+ Iε,1(t)+ Iε,2(t)
]
, (2.40)
where
Iε,1(t) =
∫ t
0
∫∫
Rd+1
1{|v|<|v0|}|v|
p| fε |[∂tϕε +uε ·∇xϕε + p(divuε)−ϕε +(1/2)b
2(v)∆xϕε ]dxdvds
Iε,2(t) =
∫ t
0
∫∫
Rd+1
|v|p| fε |b∇xϕεdxdv ·dWs.
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To establish (2.40), the support property (2.7) combined with a small regularization argument
allows to take (t,x,v) → sign(v)|v|pϕε(t,x) as a test function in the weak formulation (2.4) to
obtain:∫∫
Rd+1
|v|p| fε(t)|ϕε(t)dxdv+ p
∫ t
0
∫∫
Rd+1
ϕε |v|
p−1mεdxdvds=
∫∫
Rd+1
|v|p|χ(ρ0)|ϕε(0)dxdv
+
∫ t
0
∫∫
Rd+1
|v|p| fε |[∂tϕε +uε ·∇xϕε + pdivuεϕε +(1/2)b
2(v)∆xϕε ]dxdvds
+
∫ t
0
∫∫
Rd+1
|v|p| fε |b∇xϕεdxdv ·dWs,
where we have split aε into x and v components and used that v∂v(sign(v)|v|
p) = psign(v)|v|p. To
complete the proof of (2.40), we now apply two parts of Lemma 2.5. For the integrals on the LHS,
we use the lower bound (2.19). For the Lebesgue integral on the RHS, we split into regions where
|v| is above and below |v0|. For |v| ≥ |v0| we apply (2.16), while the integral for |v| < |v0| yields
exactly Iε,1(t).
Step 2: Further estimates
We now estimate Iε,1 and Iε,2. We observe that P almost surely
Iε,1(t). |v0|
p+1
[
‖∂tϕε‖L1t (L1x)
+‖uε‖L∞t (L∞x )‖∇ϕε‖L1t (L1x)
+ p‖divuε‖L1t (L1x)
‖ϕε‖L∞t,x +Λ
2‖∆ϕε‖L1t (L1x)
]
.M|v0|
p+1
[
1+‖u‖L∞t,x + p‖divuε‖L1t (L1x)
+Λ2
]
.
In particular, for all q≥ 1 we find that
E
 sup
s∈[0,t]
I
q
ε,1(t)
.Mq|v0|q(p+1) [1+‖u‖L∞t,x + p‖divuε‖L1t (L1x)+Λ2]q . (2.41)
Using the Burkholder-Davis-Gundy martingale inequality and the bound (2.17) gives
E
 sup
s∈[0,t]
I
q
ε,2(s)
≤ E(∫ t
0
(∫∫
Rd+1
|b||∇xϕε ||v|
p| fε(s)|dxdv
)2
ds
) q
2
≤ ‖b‖
q
L∞M
qt
q
2−1
∫ t
0
E
(∫∫
Rd+1
|v|p| fε |dxdv
)q
ds. (2.42)
Step 3: Gronwall’s inequality
For each q≥ 2 and p≥ 0, we define an energy
Eε(t) = E
 sup
s∈[0,t]
∫∫
Rd+1
|v|p| fε(s)|dxdv
q . (2.43)
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Using the inequality (2.40) (recalling that mε is non-negative) together with the bounds (2.41) and
(2.42), we find that for t ∈ [0,T ]
Eε(t).q
Mq
min{1, 1
2p
}q
[
1
(p+1)q
‖ρ0‖
(p+1)q
L
p+1
x
+ |v0|
q(p+1)(1+‖u‖
q
L∞t,x
+ p‖divu‖
q
L1t (L
1
x)
+Λ2q)
]
+
Mq
min{1, 1
2p
}q
[
1+‖b‖
q
L∞T
q
2−1
]∫ t
0
Eε(s)ds.
Gronwall’s inequality now implies that
Eε(t)≤Cp,q,u,b,T
[
1+‖ρ0‖
(p+1)q
L
p+1
x
]
. (2.44)
To complete the proof of (2.39), it suffices to return to the inequality (2.40) and use again the
bounds (2.41) and (2.42), combined with the new estimate (2.44).
2.2 The hydrodynamic limit
Next, we introduce a notion of generalized entropy solution to the kinetic equation (1.19).
Definition 2.7. Given f0 ∈ L
1
x,v∩L
∞
x,v, a measurable mapping f : Ω× [0,T ]×R
d+1 → R is called
a generalized kinetic solution to (1.19) starting from f0 provided that:
1. The mapping f : Ω× [0,T ]→ L∞(Rd+1) is weak-∗ predictable.
2. For all p≥ 0 and q≥ 1,
E
(∫ T
0
∫∫
Rd+1
(1+ |v|p)| f |dxdvdt
)q
< ∞. (2.45)
3. There exists a kinetic measure m such that for all ϕ ∈ C1
(
[0,T ];C∞c (R
d+1)
)
, a.e. in Ω×
[0,T ],∫∫
Rd+1
f (t)ϕdxdv=
∫∫
Rd+1
f0ϕdxdv+
∫ t
0
∫∫
Rd+1
f [a ·∇x,vϕ +(1/2)b
2∆xϕ]dxdvds
+
∫ t
0
∫∫
Rd+1
f b∇xϕdxdv ·dWs−
∫ T
0
∫∫
Rd+1
1[0,t](s)∂vϕdm. (2.46)
4. It holds a.e. in Ω× [0,T ]×Rd+1 that
sign(v) f (ω, t,x,v) = | f (ω, t,x,v)| ≤ 1. (2.47)
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5. There exists a ν ∈ L∞(Ω× [0,T ]×Rd;M+v ) such that for all θ ∈ L
1(Ω× [0,T ]×Rd;C10(R))
with ∂vθ ∈ L
1(Ω× [0,T ]×Rd+1), the following equality holds a.e in Ω× [0,T ]×Rd
−
∫
R
f (ω, t,x,v)∂vθ(ω, t,x,v)dv= θ(ω, t,x,0)−
∫
R
θ(ω, t,x,v)dν(ω, t,x). (2.48)
The main result of this section is the following existence result for generalized entropy solu-
tions.
Proposition 2.8. Let u satisfy Hypotheses 1.2 and B satisfy Hypothesis 1.3. For each ρ0 ∈ L
1
x∩L
∞
x ,
there exists a generalized entropy solution to (1.8) starting from χ(ρ0).
Proof of Prop. Step 1: Weak Compactness
In the first step, we extract our candidate solution f and kinetic measure m. We then verify that m
is a kinetic measure in the sense of Definition 1.5 and f satisfies Parts 1 and 2 of Definition 2.7.
Towards this end, we note that (2.6) and Part 1 of Definition 2.1 together with Lemmas 2.3 and 2.4
imply that
{ fε}ε>0 is bounded in L
∞(Ω× [0,T ];P; L∞x,v)∩L
∞(Ω× [0,T ]×Rd+1), (2.49)
{mε}ε>0 is bounded in L
∞(Ω;Mloct,x,v). (2.50)
By Theorem 5.3 in [6], there exists an f ∈ L∞(Ω× [0,T ];P; L∞x,v)∩L
∞(Ω× [0,T ]×Rd+1) and a
non-negativem ∈ L∞(Ω;Mloct,x,v) such that (along a subsequence) for all η ∈ L
1(Ω× [0,T ];P;L1x,v)
and Γ ∈ L1(Ω;Cc([0,T ]×R
d+1))
lim
ε→0
E
∫ T
0
∫
Rd+1
η fεdxdvdt = E
∫ T
0
∫∫
Rd+1
η fdxdvdt (2.51)
lim
ε→0
E
∫ T
0
∫
Rd+1
Γmεdxdvdt = E
∫ T
0
∫∫
Rd+1
Γdm. (2.52)
Combining (2.51) / (2.52) with the uniform bounds obtained in Lemmas 2.6 and 2.3, it follows that
for all R> 0 and p,q≥ 1,
E
(∫ T
0
∫∫
BR
|v|p−1dm
)q
+E
(∫ T
0
∫∫
BR
(1+ |v|p)| f |dxdvds
)q
.p,q 1+‖ρ0‖
(p+1)q
L
p+1
x
.
Hence, by Fatou’s lemma, we may send R→ ∞ and deduce that m ∈ Mt,x,v with probability one,
together with (1.20) and (2.45). Finally, we note that (1.21) follows from the corresponding prop-
erty for mε , which in turn follows from Part 1 of Definition 2.1, together with (2.52).
Step 2: Identification
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We now claim that f satisfies (2.46) relative to the kinetic measure m. Indeed, for each ε > 0,
fε satisfies (2.4) and standard arguments allow to pass to the limit using (2.51) and (2.52) to de-
duce (2.46). There are just two points worth mentioning. The first is that
ε−1 (χ(ρε)− fε) = ∂vmε , (2.53)
so for any ϕ ∈C∞c (R
d+1)
ε−1
∫ t
0
∫∫
Rd+1
[χ(ρε)− fε ]ϕdxdvds =−
∫ t
0
∫∫
Rd+1
∂vϕmεdxdvds. (2.54)
The second is that Hypothesis 1.2 implies
aε ·∇x,vϕ +(1/2)b
2∆xϕ → a ·∇x,vϕ +(1/2)b
2∆xϕ in L
1([0,T ]×Rd). (2.55)
Step 3: Further Properties
We first claim that (along a further subsequence)
χ(ρε)→ f in weak-∗ L
∞(Ω× [0,T ]×Rd+1). (2.56)
Indeed, this is essentially by construction. To see this, note that for any X ∈ L∞(Ω), ξ ∈Cc(0,T ),
and ϕ ∈C∞c (R
d+1), Fubini’s theorem and the fundamental theorem of calculus yields
E
∫ T
0
∫∫
Rd+1
Xξ ϕ[χ(ρε)− fε ]dxdvds=−E
∫ T
0
ξ˙tXϕ
∫ t
0
∫∫
Rd+1
[χ(ρε)− fε ]dxdvdsdt. (2.57)
Hence, testing ϕ in (2.4), multiplying by εξX and integrating over Ω× [0,T ], we may send each
term to zero (taking into account | fε | ≤ 1 and Hypothesis 1.2) and find that
lim
ε→0
E
∫ T
0
∫∫
Rd+1
Xξ ϕ[χ(ρε)− fε ]dxdvds= 0. (2.58)
Arguing by density of linear combinations of the form Xξ ϕ , we conclude (2.56).
Now we extract ν and verify (2.48). First note that by Theorem 5.3 of [6], we may extract a
limit ν ∈ L∞(Ω× [0,T ]×Rd;Mv) of the sequence {δρε}ε>0 and obtain (along a subsequence)
{δρε}ε>0 → ν in weak-∗ L
∞(Ω× [0,T ]×Rd;M+(R)). (2.59)
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Now let θ ∈ L1(Ω× [0,T ]×Rd;C10(R)) satisfy ∂vθ ∈ L
1(Ω× [0,T ]×Rd+1) and note that
−
∫
R
χ(ρε)∂vθdv=
∫
R
θd(δ0−δρε ) a.e. in Ω× [0,T ]×R
d. (2.60)
Hence, multiplying (2.60) by any Y ∈ L∞(Ω× [0,T ]×Rd) and integrating over Ω× [0,T ]×Rd
gives
−E
∫ T
0
∫∫
Rd+1
χ(ρε)Y∂vθdvdxdt = E
∫ T
0
∫∫
Rd+1
Yθd(δ0−δρε ). (2.61)
Noting thatYθ ∈ L1(Ω× [0,T ]×Rd;C0(R)) andY∂vθ ∈ L
1(Ω× [0,T ]×Rd+1), we may use (2.56)
to pass the limit ε → 0 on the left hand side of (2.61) and (2.59) to pass to the limit on the right
hand side and deduce
−E
∫ T
0
∫∫
Rd+1
fY∂vθdvdxdt = E
∫ T
0
∫∫
Rd+1
Yθd(δ0−ν). (2.62)
Since Y is arbitrary, we may conclude (2.48).
3 Existence and uniqueness of kinetic entropy solutions
Lemma 3.1 (Renormalization lemma). Let ρ0 ∈ L
1
x ∩L
∞
x and B satisfy Hypothesis 1.3. In addition,
let u ∈ L1t (W
1,1
x ) be a velocity field with divu ∈ L
r
t,x for some r > 1. If f is a generalized kinetic
solution to (1.19) starting from f0, then the following inequality holds for almost every t ∈ [0,T ]∫∫
Rd+1
E
[
| f (t)|− f (t)2
]
dxdv≤
∫∫
Rd+1
[
| f0|− f
2
0
]
dxdv. (3.1)
Proof. Since f is a a generalized kinetic solution, let m and ν be the random measures from Defi-
nition 2.7.
Step 1: Smoothing and Itô’s formula
It will be convenient to smooth f anisotropically. Towards this end, let ηε and ψδ be standard
mollifiers on Rd and R. Define fε,δ = f ∗(ηεψδ ), where the convolution is taken in both variables.
Explicitly, we have
fε,δ (ω, t,x,v) =
∫∫
Rd+1
f (ω, t,y,w)ηε(x− y)ψδ (v−w)dydw.
In addition, define mε,δ and νε,δ analogously. We begin with a key identity which will be estab-
lished via the Itô Formula. For each non-negative ϕ ∈C∞c (R
d+1) and almost all t ∈ [0,T ], we claim
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that∫∫
Rd+1
ϕE
[
fε,δ (t)signv ∗ψδ − f
2
ε,δ (t)
]
dxdv≤
∫∫
Rd+1
ϕ
[
fε,δ (0)signv ∗ψδ − f
2
ε,δ (0)
]
dxdv (3.2)
+
∫ t
0
∫∫
Rd+1
E
[
fε,δ signv ∗ψδ − f
2
ε,δ
](
a ·∇x,vϕ +
1
2
b2∆xϕ
)
dxdvds
+3E
∫ t
0
∫∫
Rd+1
|∂vϕ|mε,δdxdvds+R
ε,δ (t),
where Rε,δ (t) is the sum of the error terms below:
R
ε,δ
1 (t) = E
∫ t
0
∫∫
Rd+1
ϕ(signv ∗ψδ −2 fε,δ )[a ·∇x,v,ηεψδ ]( f )dxdvds.
R
ε,δ
2 (t) =−E
∫ t
0
∫∫
Rd+1
ϕ(signv ∗ψδ −2 fε,δ )
[
b2∆x,ηεψδ
]
( f )dxdvds.
R
ε,δ
3 (t) =−E
∫ t
0
∫∫
Rd+1
ϕ
(
|(b∇x f )∗ (ηεψδ )|
2−b2|∇x fε,δ |
2
)
dxdvdt.
R
ε,δ
4 (t) =−2E
∫ t
0
∫∫
Rd+1
ψδ · v fε,δ divxudxdvds.
Note that we are using the abbreviation [a ·∇x,v,ηεψδ ] f for the commutator of the operators
f → a ·∇x,v f and f → (ηεΨδ ) ∗ f , and similarly for [b
2∆x,ηεψδ ]( f ). Each commutator is well-
defined in the sense of distributions.
To establish (3.2), we will show only the formal computation. In particular, we neglect the
discontinuity of the sample paths of t → 〈 ft ,ϕ〉. Turning the formal computation into a rigorous
one is easily accomplished using, for instance, the arguments in Debussche/Vovelle or [6]. Taking
ηεψδ (recentered at each possible base point in R
d+1) as a test function in (2.46) yields
∂t fε,δ +a ·∇x,v fε,δ −
1
2
b2∆x fε,δ +(b∇x f )∗ (ηεψδ ) ·W˙ = [a ·∇x,v,ηεψδ ] ( f )−
1
2
[
b2∆x,ηεψδ
]
( f )
+∂vmε,δ . (3.3)
Applying the Ito formula to f 2ε,δ yields
∂t( f
2
ε,δ )+a ·∇x,v( f
2
ε,δ )−b
2 fε,δ ∆x fε,δ +2 fε,δ (b∇x f )∗ (ηεψδ ) ·W˙
= 2 fε,δ
[
[a ·∇x,v,ηεψδ ] ( f )−
1
2
[
b2∆x,ηεψδ
]
( f )
]
+ |(b(v)∇x f )∗ (ηεψδ )|
2 (3.4)
+2 fε,δ ∂vmε,δ .
Observe that
− fε,δ ∆x fε,δ =−
1
2
∆x( f
2
ε,δ )+ |∇x fε,δ |
2. (3.5)
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Hence, we find
(∂t +a ·∇x,v−
1
2
b2∆x)
(
f 2ε,δ
)
+2 fε,δ (b∇x f )∗ (ηεψδ ) ·W˙
= 2 fε,δ
(
[a ·∇x,v,ηεψδ ] ( f )−
1
2
[
b2∆x,ηεψδ
]
( f )
)
(3.6)
+ |(b∇x f )∗ηεψδ |
2−b2(v)|∇x fε,δ |
2+2 fε,δ ∂vmε,δ .
On the other hand, multiplying (3.3) by v→ signv ∗ψδ in (2.46) yields
(∂t +a ·∇x,v−
1
2
b2∆x)
(
signv ∗ψδ · fε,δ
)
+ signv ∗ψδ · (b∇x f )∗ηεψδ ·W˙
= signv ∗ψδ ·
(
[a ·∇x,v,ηεψδ ] ( f )−
1
2
[
b2∆x,ηεψδ
]
( f )
)
. (3.7)
+ signv ∗ψδ ·∂vmε,δ −2ψδ · v fε,δ divx u.
Here, we used that
a ·∇x,v fε,δ · signv ∗ψδ = a ·∇x,v(signv ∗ψδ · fε,δ )+2vdivxuψδ fε,δ , (3.8)
taking into account that d
dv
[signv ∗ψδ ] = 2ψδ . Next, we claim that(
signv ∗ψδ −2 fε,δ
)
∂vmε,δ ≤ ∂v
(
[signv ∗ψδ −2 fε,δ ]mε,δ
)
. (3.9)
Indeed, by the product rule, it suffices to show that ∂v
(
signv ∗ψδ −2 fε,δ
)
mε,δ ≥ 0, which follows
from (2.48) and the fact that mε,δ and νε,δ are non-negative. The final observation is that for any
non-negative ϕ ∈C∞c (R
d+1) it holds that∣∣∣∣∫ t
0
∫∫
Rd+1
∂vϕ
[
signv ∗ψδ −2 fε,δ
]
mε,δdxdvds
∣∣∣∣≤ 3∫ t
0
∫∫
Rd+1
|∂vϕ|mε,δdxdvds. (3.10)
Taking the difference of (3.7) and (3.6), localizing both sides with ϕ ∈C∞c (R
d+1), integrating over
R
d+1× [0, t], and taking expectation yields identity (3.2).
Step 2: Analysis of remainders
First we claim that for each t ≤ T , it holds that
lim
ε→0
lim
δ→0
R
ε,δ
1 (t) = 0. (3.11)
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To establish the claim, we apply Lemma 3.4 below with gε,δ defined by
gε,δ (ω,s,x,v) = ϕ(x,v)1[0,t](s)
[
signv ∗Ψδ (v)−2 fε,δ (ω,s,x,v)
]
, (3.12)
we only need to verify that the hypotheses are satisfied. First, by assumption we have u∈ L1t (W
1,1
x ).
Second, note that in Definition 3.2 below the space L∞(Ω× [0,T ]×Rd; BV (R)) is intoduced and
in Remark 3.3 we verify that generalized kinetic solutions belong to L∞(Ω× [0,T ]×Rd ; BV (R)).
Next observe that the sequence {gε,δ}ε,δ>0 is uniformly bounded in L
∞(Ω× [0,T ]×Rd+1) since
mollification contracts in L∞x,v and f is at most one in magnitude. In addition, since ϕ is compactly
supported, there must be an R > 0 independent of ε,δ such that {gε,δ}ε,δ>0 vanishes outside of
Ω× [0,T ]×BR× [−R,R]. Finally, classical properties of mollifiers ensure that {gε,δ}δ>0 converges
pointwise a.e. in Ω× [0,T ]×Rd+1 to gε , where
gε(ω,s,x,v) = 2ϕ(x,v)1[0,t](s)
[
sign(v)1v6=0− fε(ω,s,x,v)
]
. (3.13)
Moreover, {gε}ε>0 converges pointwise to g defined by
g(ω,s,x,v) = 2ϕ(x,v)1[0,t](s)
[
sign(v)1v6=0− f (ω,s,x,v)
]
. (3.14)
Thus, we are justified in applying Lemma 3.4 to deduce (3.11).
Next we claim that for each ε > 0 fixed, it holds:
lim
δ→0
R
ε,δ
2 (t) = 0. (3.15)
lim
δ→0
R
ε,δ
3 (t) = 0. (3.16)
Towards this end, first choose an R > 0 such that ϕ(x,v) = 0 for |v| ≥ R. Starting with Rε,δ2 , we
claim that for all (x,v) ∈ Rd× [−R,R],
∣∣∣[b2∆x,ηεψδ ]( f )(x,v)∣∣∣. δε2‖b′‖L∞‖b‖L∞, (3.17)
uniformly in (ω, t) ∈ Ω× [0,T ]. To see this, write
[b2∆x,ηεψδ ]( f )(x,v) =
∫∫
Rd+1
[
b2(v)−b2(w)
]
f (w)∆xηε(x− y)Ψδ (v−w)dydw
=
∫∫
Rd+1
[b(w)−b(v)] [b(v)+b(w)] f (w)∆xηε(x− y)ψδ (v−w)dydw
≤ 2δ‖b′‖L∞‖b‖L∞
∫
Rd+1
|∆xηε |(x− y)ψδ (v−w)dydw,
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which implies (3.17). Hence, using that f is at most one in magnitude, we find that
|Rε,δ2 (t)|.
tδ
ε2
‖b′‖L∞‖b‖L∞‖ϕ‖L1x,v, (3.18)
which implies (3.15). Turning now to R
ε,δ
3 , we first note that as δ → 0,
|(b∇x f )∗ (ηεψδ )|
2−b2|∇x fε,δ |
2 → 0 pointwise a.e. in Ω× [0,T ]×Rd+1. (3.19)
Next, we claim that for all (x,v) ∈ Rd× [−R,R]
|(b∇x f )∗ (ηεψδ )|
2+b2|∇x fε,δ |
2 . ε−2‖b‖2L∞, (3.20)
uniformly in a.e. (ω, t) ∈ Ω× [0,T ]. Indeed, this follows from writing
|(b∇x f )∗ (ηεψδ )(x,v)|
2 =
∣∣∣∣∫∫
Rd+1
b(w) f (w)∇ηε(x− y)ψδ (v−w)dydw
∣∣∣∣2 . ε−2‖b‖2L∞, (3.21)
together with
|∇x fε,δ (x,v)|
2 =
∣∣∣∣∫∫
Rd+1
f (y)∇ηε(x− y)Ψδ (v−w)dydw
∣∣∣∣2 . ε−2. (3.22)
Hence, combining (3.19) and (3.20) and using the compact support of ϕ , the limit (3.16) now fol-
lows from the Lebesgue dominated convergence theorem.
Finally, regarding R
ε,δ
4 , we note that since f is bounded by 1,
|Rε,δ4 (t)| ≤
∫ t
0
∫
Rd
|divu|dxdt
∫
R
|v|ψδ (v)dv. |divx u|L1t (L1x)δ , (3.23)
taking into account that ψδ is supported in the ball of radius δ . Hence, it follows that for all
t ∈ [0,T ] and ε > 0,
lim
δ→0
R
ε,δ
4 (t) = 0. (3.24)
Step 3: Passing the limit
We now pass the limit in (3.2), sending first δ → 0 and then ε → 0. Indeed, we first claim that
sending δ → 0 yields for almost all t ∈ [0,T ]:∫∫
Rd+1
ϕE
[
sign(v) fε(t)− f
2
ε (t)
]
dxdv≤
∫∫
Rd+1
ϕ
[
sign(v) fε(0)− f
2
ε (0)
]
dxdv (3.25)
+
∫ t
0
∫∫
Rd+1
E
[
sign(v) fε − f
2
ε
](
a ·∇x,vϕ +
1
2
b2∆xϕ
)
dxdvds.
+3E
∫ t
0
∫∫
Rd+1
|∂vϕ|mεdxdvds+ lim
δ→0
R
ε,δ
1 (t)
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First note that by Step 2, we have for all t ≤ T and ε > 0,
lim
δ→0
Rε,δ (t) = lim
δ→0
R
ε,δ
1 (t). (3.26)
Next, observe that by standard properties of mollification,
(signv ∗ψδ ) fε,δ −| fε,δ |
2 → sign(v) fε −| fε |
2 a.e in Ω× [0,T ]×Rd+1. (3.27)
Moreover, since ϕ ∈C∞c (R
d+1), Hypothesis 1.2 implies that
a ·∇x,vϕ +
1
2
b2∆xϕ ∈ L
1([0,T ]×Rd+1). (3.28)
Combining (3.27) and (3.28) with the Dominated Convergence theorem in Ω× [0,T ]×Rd+1, we
may send δ → 0 in (3.2) to obtain (3.25). By an entirely similar argument, taking into account
(3.11), we may now pass ε → 0 in (3.25) and obtain for almost all t ∈ [0,T ]:∫∫
Rd+1
ϕE
[
| f (t)|− f 2(t)
]
dxdv≤
∫∫
Rd+1
ϕ
[
| f0|− f
2
0
]
dxdv (3.29)
+
∫ t
0
∫∫
Rd+1
E
[
| f |− f 2
](
a ·∇x,vϕ +
1
2
b2∆xϕ
)
dxdvds.
+3E
∫ ∞
0
∫∫
Rd+1
1[0,t]|∂vϕ|dm.
The only additional remark is that after sending ε → 0 to remove the convolution, we are using that
sign(v) f = | f | since f is a generalized entropy solution. The final step is to remove the localization
ϕ . We will do this in two steps, first removing the localization in x and then the localization in v.
Indeed, we first claim that for all φ ∈Cc(R) and almost all t ∈ [0,T ] it holds that:∫∫
Rd+1
φE
[
| f (t)|− f 2(t)
]
dxdv≤
∫∫
Rd+1
φ
[
| f0|− f
2
0
]
dxdv−
∫ t
0
∫∫
Rd+1
E
[
| f |− f 2
]
vdivu∂vφdxdvds.
+3E
∫ ∞
0
∫∫
Rd+1
1[0,t]|∂vφ |dm. (3.30)
Towards this end, we choose a sequence {ϕR}R>0 of test functions in C
∞
c (R
d) such that ϕR takes
the value 1 on BR, vanishes on B
c
R+1, and satisfies the uniform bound
sup
R>0
‖ϕR‖W 2,∞(Rd) . 1. (3.31)
For each R> 0, we take (x,v)→ ϕR(x)φ(v) as a test function in (3.29). We now argue that passing
R → ∞ leads to (3.30). First observe that E
(
| f |− f 2
)
belongs a.e. to [0,1] and ∇ϕR vanishes
outside of BR, so using the uniform bound (3.31) gives∣∣∣ ∫ t
0
∫∫
Rd+1
uφ ·∇xϕRE
(
| f |− | f |2
)
dxdvds
∣∣∣. ‖φ‖L1v
∫ t
0
∫
|x|≥R
|u|dxds. (3.32)
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The right hand side tends to zero as R → ∞ since u ∈ L1t (L
1
x). Next we use that b ∈ L
∞(R) by
Hypothesis 1.3 together with the uniform bound (3.31) to obtain∣∣∣ ∫ t
0
∫∫
Rd+1
1
2
b2(v)∆xϕRE
(
| f |− | f |2
)
dxdvds
∣∣∣. ‖b‖2L∞ ∫ t
0
∫
R
∫
|x|≥R
E
(
| f |− f 2
)
dxdvds,
which tends to zero since E(| f | − f 2) ∈ L1([0,T ]×Rd+1). Next we observe that the following
limits hold
lim
R→∞
∫ t
0
∫∫
Rd+1
vdivuϕR∂vφE(| f |− f
2)dxdvds=
∫ t
0
∫∫
Rd+1
vdivu∂vφE(| f |− f
2)dxdvds,
lim
R→∞
∫ ∞
0
∫∫
Rd+1
1[0,t]ϕR|∂vφ |dm=
∫ ∞
0
∫∫
Rd+1
1[0,t]|∂vφ |dm.
Indeed, the first limit is a consequence of divu ∈ L1t,x, the compact support of φ , and the fact
that E
(
| f |− f 2
)
belongs a.e. to [0,1]. The second limit is a consequence of property (1.20) of
the kinetic measure m. Finally, observe that since E
(
| f (t)|− f (t)2
)
∈ L1(Rd+1) for almost all
t ∈ [0,T ], it follows that
lim
R→∞
∫∫
Rd+1
φϕRE
[
| f (t)|− f 2(t)
]
dxdv=
∫∫
Rd+1
φE
[
| f (t)|− f 2(t)
]
dxdv. (3.33)
Combining these observations, we deduce (3.30).
To complete the proof, we must remove the localization in v. Towards this end, we choose a
sequence {φR}R>0 of test functions in C
∞
c (R) such that φR takes the value 1 on [−R,R], vanishes
outside of [−R−1,R+1], and satisfies the uniform bound
sup
R>0
‖φR‖W 1,∞(R) . 1. (3.34)
Since divu ∈ Lr([0,T ]×Rd), we may use Hölder’s inequality in [0, t]×Rd+1 together with the fact
that E
(
| f |− f 2
)
belongs a.e. to [0,1] to obtain∣∣∣ ∫ t
0
∫∫
Rd+1
vdivu∂vφRE
(
| f |− | f |2
)
dxdvds
∣∣∣ rr−1
≤
(∫ t
0
∫∫
Rd+1
|divu|r|∂vφR|
rdxdvds
) 1
r−1
∫ t
0
∫∫
Rd+1
1|v|≥R|v|
r
r−1
∣∣∣E(| f |− f 2)∣∣∣ rr−1 dxdvds
. ‖divu‖
r
r−1
Lrt,x
(∫
R≤|v|≤R+1
dv
) 1
r−1
∫ t
0
∫∫
Rd+1
1|v|≥R|v|
r
r−1
∣∣∣E(| f |− | f |2)∣∣∣dxdvds,
which tends to zero in view of (2.45). Next we observe that since m is a kinetic measure, (1.20)
combined with the support property of φR gives
E
∫ ∞
0
∫∫
Rd+1
1[0,t]|∂vφR|dm.
1
R
E
∫ T
0
∫∫
Rd+1
1[0,t]|v|dm. (3.35)
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Hence, we find that
lim
R→∞
E
∫ ∞
0
∫∫
Rd+1
1[0,t]|∂vφR|dm= 0. (3.36)
Finally, we use again that E
(
| f (t)|− f (t)2
)
∈ L1(Rd+1) for almost all t ∈ [0,T ] to obtain
lim
R→∞
∫∫
Rd+1
φRE
[
| f (t)|− f 2(t)
]
dxdv=
∫∫
Rd+1
E
[
| f (t)|− f 2(t)
]
dxdv. (3.37)
In an entirely analagous way, we may pass to the limit in the initial datum. This completes the
proof of (3.1).
3.1 A Commutator Estimate
In this section, we establish a commutator result that takes advantage of the BV regularity in
velocity (only) of a generalized entropy solution f . We begin with the following definition.
Definition 3.2. A measurable function f ∈ L∞(Ω× [0,T ]×Rd+1) is said to belong to the space
L∞(Ω× [0,T ]×Rd ;BV (R)) provided there exists a bounded linear functional ∂v f ∈ [L
1(Ω×
[0,T ]×Rd;C0(R))]
∗ such that for all θ ∈ L1(Ω× [0,T ]×Rd;C10(R)) with ∂vθ ∈ L
1(Ω× [0,T ]×
R
d+1), the following equality holds
−〈∂v f ,θ〉= E
∫ T
0
∫∫
Rd+1
f∂vθdxdvds. (3.38)
The space L∞(Ω× [0,T ]×Rd;BV (R)) is a linear space and may be endowed with the norm
‖ f‖L∞(Ω×[0,T ]×Rd ;BV (R)) = ‖ f‖L∞(Ω×[0,T ]×Rd+1)+‖∂v f‖[L1(Ω×[0,T ]×Rd ;C0(R))]∗. (3.39)
An immediate consequence of the definition of the space and the norm is the following inequality:
for all θ ∈ L1(Ω× [0,T ]×Rd;C10(R)) with ∂vθ ∈ L
1(Ω× [0,T ]×Rd+1),∣∣∣∣∣E
∫∫
[0,T ]×Rd+1
f∂vθdxdvdt
∣∣∣∣∣≤ ‖ f‖L∞(Ω×[0,T ]×Rd ;BV (R))‖θ‖L1(Ω×[0,T ]×Rd ;C0(R)). (3.40)
Remark 3.3. We claim that if f is a generalized kinetic solution in the sense of Definition 2.7, then
(2.48) implies that f ∈ L∞(Ω× [0,T ]×Rd;BV (R)) with
∂v f (ω, t,x,v) = δ0(v)−ν(ω, t,x,v). (3.41)
Indeed, for θ ∈ L1(Ω× [0,T ]×Rd;C0(R)) we define
−〈∂v f ,θ〉= E
∫ T
0
∫
Rd
θ(t,x,0)dxdt−E
∫ T
0
∫∫
Rd
θdν, (3.42)
29
and observe the inequality
|〈∂v f ,θ〉| ≤ ‖θ‖L1(Ω×[0,T ]×Rd ;C0(R))
(
1+‖ν‖L∞(Ω×[0,T ]×Rd ;Mv)
)
. (3.43)
Hence, it follows that ∂v f belongs to [L
1(Ω× [0,T ]×Rd ;C0(R))]
∗. Moreover, if θ also has the
property that ∂vθ ∈ L
1(Ω× [0,T ]×Rd+1), then (3.38) is an immediate consequence of (2.48),
upon integrating in Ω× [0,T ]×Rd .
Lemma 3.4. Let f ∈ L∞(Ω× [0,T ]×Rd ;BV (R)) and u∈ L1t (W
1,1
x ). Let {gε,δ}ε,δ>0 be a bounded
sequence in L∞(Ω× [0,T ]×Rd+1). Assume that for each ε > 0, the sequence {gε,δ}δ>0 admits
a pointwise a.e. limit gε and the sequence {gε}ε>0 admits a pointwise a.e limit g. Furthermore,
assume there exists an R > 0 independent of ε,δ such that gε,δ vanishes outside of Ω× [0,T ]×
BR× [−R,R]. Under these hypotheses, we have
lim
ε→0
lim
δ→0
E
∫ T
0
∫∫
R2d
gε,δ [a ·∇x,v,ηεψδ ] ( f )dxdvds= 0, (3.44)
where [a ·∇x,v,ηεψδ ] denotes the commutator of the operations f → a ·∇x,v f and f → f ∗ (ηεψδ ),
understood in the sense of distributions. Here, ηε is a standard mollifier inR
d and ψδ is a standard
mollifier on R.
Proof. The proof is split into three steps. We first decompose the commutator into three peices
and then we analyze each contribution.
Step 1: Decomposition of the commutator.
The first step is to check the following decomposition
−E
∫ T
0
gε,δ [a ·∇x,v,ηεψδ ] ( f )dxdv= R
ε,δ
1 +R
ε,δ
2 +R
ε,δ
3 , (3.45)
where
R
ε,δ
1 = E
∫ T
0
∫∫
R2d+2
gε,δ (x,v) f (y,w)[u(y)−u(x)] ·∇ηε(x− y)ψδ (v−w)dydwdxdv.
R
ε,δ
2 =−E
∫ T
0
∫∫
R2d+2
gε,δ (x,v) f (y,w)[w− v]divu(y)ηε(x− y)ψ
′
δ (v−w)dydwdxdv.
R
ε,δ
3 =−E
∫ T
0
∫∫
R2d+2
gε,δ (x,v) f (y,w)v[divu(y)−divu(x)]ηε(x− y)ψ
′
δ (v−w)dydwdxdv.
In the above identity, we temporarily omit the dependence of f , gε,δ , and u on (ω, t) in order to
highlight the space and velocity variables. To establish the decomposition (3.45), fix a point (x,v)
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and write
−[a ·∇x,v,ηεψδ ]( f )(x,v) =
∫∫
Rd+1
f (y,w)[u(y)−u(x)] ·∇ηε(x− y)ψδ (v−w)dydw.
−
∫∫
Rd+1
f (y,w)[wdivu(y)− vdivu(x)]ηε(x− y)ψ
′
δ (v−w)dydw.
The second integral above may be decomposed into two integrals by writing
[wdivu(y)− vdivu(x)] = divu(y)[w− v]+ v[divu(y)−divu(x)]. (3.46)
Multiplying by gε,δ and integrating over Ω× [0,T ]×R
d+1 gives the desired decomposition (3.45).
Step 2: Application of the BV Bound
In this step, we show that
lim
ε→0
lim
δ→0
R
ε,δ
3 = 0. (3.47)
The first inequality required is
|Rε,δ3 | ≤ ‖ f‖L∞(Ω×[0,T ]×Rd;BV (R))‖θε,δ‖L1(Ω×[0,T ]×Rd ;C0(R)), (3.48)
where θε,δ is defined by
θε,δ (ω, t,y,w) =
∫∫
Rd+1
gε,δ (ω, t,x,v)v[divu(t,y)−divu(t,x)]ηε(x− y)ψδ (v−w)dxdv. (3.49)
To obtain (3.48), note that
∂wθε,δ (ω, t,y,w) =−
∫∫
Rd+1
gε,δ (ω, t,x,v)v[divu(t,y)−divu(t,x)]ηε(x− y)ψ
′
δ (v−w)dxdv,
(3.50)
and hence
R
ε,δ
3 = E
∫ T
0
∫∫
Rd+1
f (t,ω,y,w)∂wθε,δ (t,y,w)dydwdt =−〈∂v f ,θ
ε,δ 〉. (3.51)
Therefore, (3.48) is an immediate consequence of (3.40). Next we claim that
‖θε,δ‖L1(Ω×[0,T ]×Rd ;C0(R))≤R|gε,δ |L∞(Ω×[0,T ]×Rd+1)
∫ T
0
∫∫
R2d
|divu(t,y)−divu(t,x)|ηε(x−y)dxdydt.
(3.52)
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Indeed, note the following pointwise inequality:
|θε,δ (ω, t,y,w)| ≤
∫∫
Rd+1
|gε,δ (ω, t,x,v)v||divu(t,y)−divu(t,x)|ηε(x− y)ψδ (v−w)dxdv
≤ R|gε,δ |L∞(Ω×[0,T ]×Rd+1)
∫
Rd
|divu(t,y)−divu(t,x)|ηε(x− y)
(∫
R
ψδ (v−w)dv
)
dx
= R|gε,δ |L∞(Ω×[0,T ]×Rd+1)
∫
Rd
|divu(t,y)−divu(t,x)|ηε(x− y)dx,
where we used that gε,δ is supported in Ω× [0,T ]×R
d × [−R,R] in the second step. Note that
the right hand side is independent of (ω, t,w). Maximizing first in w and then integrating over
Ω× [0,T ]×Rd gives (3.52). In view of (3.48), (3.52), and the fact that {gε,δ}ε,δ>0 is bounded in
L∞(Ω× [0,T ]×Rd+1), the claim (3.47) is reduced to
lim
ε→0
∫ T
0
∫∫
R2d
|divu(t,y)−divu(t,x)|ηε(x− y)dxdydt = 0. (3.53)
In fact, this can be established by entirely classical arguments since divu ∈ L1([0,T ]×Rd). We
quickly recall the proof for the convienience of the reader. By the Lebesgue dominated conver-
gence theorem (using that the ηε integrates to one independent of ε), it suffices to show that for
almost every fixed t ∈ [0,T ] we have
lim
ε→0
∫∫
R2d
|divu(t,y)−divu(t,x)|ηε(x− y)dxdy= 0. (3.54)
Hence, we may fix a time and then omit this variable. Smuggling in divu ∗ηκ and applying the
triangle inequality, we find:∫∫
R2d
|divu(y)−divu(x)|ηε(x− y)dxdy
≤
∫∫
R2d
|divu(y)−divu∗ηκ(y)|ηε(x− y)dxdy+
∫∫
R2d
|divu(x)−divu∗ηκ(x)|ηε(x− y)dxdy
+
∫∫
R2d
|divu∗ηκ(x)−divu∗ηκ(y)|ηε(x− y)dxdy
= 2‖divu∗ηκ −divu‖L1x +
∫∫
R2d
|divu∗ηκ(y)−divu∗ηκ(x)|ηε(x− y)dxdy.
The argument is concluded by first choosing κ small enough to make the first term small (uni-
formly in ε) and then choosing ε small enough.
Step 3: Standard commutators
In the last step, we proceed in the classical manner to show that
lim
ε→0
lim
δ→0
(
R
ε,δ
1 +R
ε,δ
2
)
= 0. (3.55)
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Considering first R
ε,δ
1 , the change of variables [(x− y)/ε,(v−w)/δ ]→ [−y,−w], combined with
the anti-symmetry of ∇η and the symmetry of ψ reveals
R
ε,δ
1 =−E
∫ T
0
∫∫
R2d+2
gε,δ (x,v) f (x+ εy,v+δw)
[u(x+ εy)−u(x)]
ε
·∇η(y)ψ(w)dydwdxdvdt
=−E
∫ T
0
∫∫
R2d+2
∫ 1
0
gε,δ (x,v) f (x+ εy,v+δw)∇u(x+ εαy)y ·∇η(y)ψ(w)dαdydwdxdvdt.
We now apply the Lebesgue dominated convergence theorem, taking into account that {gε,δ}δ>0
converges pointwise a.e. to gε together with the fact that {gε,δ}ε,δ>0 is localized to BR× [−R,R]
to deduce that
lim
δ→0
R
ε,δ
1 =−E
∫ T
0
∫∫
R2d+2
∫ 1
0
gε(x,v) f (x+ εy,v)∇u(x+ εαy)y ·∇η(y)ψ(w)dαdydwdxdvdt.
(3.56)
Next we use that gε(x,v) f (x+ εy,v) is uniformly bounded and converges pointwise a.e. (in Ω×
[0,T ]×R2d+2) to g f , while ∇u(x+εαy)y·∇η(y)ψ(w) converges in L1(Ω×[0,T ]×BR×[−R,R]×
R
d+1) to ∇u(x)y ·∇η(y)ψ(w). Hence, by Egorov’s theorem we find that
lim
ε→0
lim
δ→0
R
ε,δ
1 =−E
∫ T
0
∫∫
R2d+1
g(x,v) f (x,v)∇u(x)y ·∇η(y)dydxdvds
=−E
∫ t
0
∫∫
Rd+1
g(x,v) f (x,v)divu(x)dxdvds.
Now we consider R
ε,δ
2 . Changing variables again (cancelling factors of δ ) gives
R
ε,δ
2 = E
∫ t
0
∫∫
R2d+2
gε,δ (x,v) f (x+ εy,v+δw)wdivu(x+ εy)η(y)ψ
′(w)dydwdxdyds.
Arguing similarly as above, we find that
lim
ε→0
lim
δ→0
R
ε,δ
2 = E
∫ t
0
∫∫
R2d+1
g(x,v) f (x,v)wdivu(x)ψ ′(w)dwdxdvds.
= E
∫ t
0
∫∫
Rd+1
g(x,v) f (x,v)divu(x)dxdvds.
Combining these observations, we obtain (3.55).
Proposition 3.5. Let u ∈ L1t (W
1,1
x ) satisfy divu ∈ L
r
t,x for some r > 1 and B satsify Hypothesis 1.3.
Let ρ0 ∈ L
1
x ∩ L
∞. If f is a generalized kinetic solution starting from χ(ρ0), then the density ρ
defined by
ρ(ω, t,x) =
∫
R
f (ω, t,x,v)dv (3.57)
is a kinetic entropy solution starting from ρ0.
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Proof. The proof is carried out along the same lines as in Proposition 3.4 of [6]. Indeed, observe
that since f starts from χ(ρ0) and |χ(ρ0)|= χ
2(ρ0), it follows from Lemma 3.1 that | f | ≤ f
2 a.e.
in Ω× [0,T ]×Rd+1. Moreover, since f is a generalized kinetic solution, we may combine this
observation with (2.47) to deduce | f |= f 2 a.e. in Ω× [0,T ]×Rd+1. In particular, this ensures that
f is a.e. valued in the set {−1,0,1}. By following almost the exact same arguments as in [6], it
is possible to pass from the correct range to the specific functional relationship f = χ(ρ). Indeed,
the only difference with [6] is the fact that f is not compactly supported in velocity. However,
following the arguments in [6] and using instead that f ∈ L1(Ω× [0,T ]×Rd+1) is sufficient to
obtain the result.
We are now in a position to complete the proof of the main result.
Proof of Theorem 1.4. Given ρ0 ∈ L
1
x ∩L
∞
x , we may combine Proposition 2.8 and Proposition 3.5
to obtain existence of a kinetic entropy solution starting from ρ0. The stability estimate and unique-
ness are now completed via an elegant classical argument of [13], which we give for the conve-
nience of the reader. Suppose that ρ1 and ρ2 are two kinetic entropy solutions starting from ρ
1
0 and
ρ20 respectively. First observe that
|χ(ρ1)−χ(ρ2)|
2 = |χ(ρ1)−χ(ρ2)|= 1ρ1≤v<ρ2 +1ρ2≤v<ρ1 . (3.58)
Hence, it follows that ∫
R
|χ(ρ1(t),v)−χ(ρ2(t),v)|
2dv= |ρ1(t)−ρ2(t)|, (3.59)
and the contraction inequality (1.11) reduces to∫
Rd+1
|χ(ρ1(t,x),v)−χ(ρ2(t,x),v)|
2dvdx≤C
∫
Rd+1
|χ(ρ0,1(x),v)−χ(ρ0,2(x),v)|
2dxdv. (3.60)
Now we apply Lemma 3.1 with the generalized entropy solution f = 1
2
(χ1+ χ2), which has an
associated Young measure ν = δ0−
1
2
(δρ1 +δρ2). Indeed, it only remains to observe the identity
| f |− f 2 =
1
2
sign(v)(χ1+χ2)−
1
4
(
(χ1)
2+(χ2)
2+2χ1χ2
)
=
1
2
(|χ1|+ |χ2|)−
1
4
(|χ1|+ |χ2|+2χ1χ2)
=
1
4
(|χ1|+ |χ2|)−
1
2
χ1χ2
=
1
4
|χ1−χ2|
2.
The uniqueness now follows from the contraction estimate (1.11). This completes the proof.
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4 Appendix
We now proceed to the proof of Proposition 2.2. We rely on a fixed point argument, together with
an existence result for the linear problem∂t f˜ε +divx,v(aε f˜ε)+divx(b f˜ε ◦W˙ ) =
1
ε
(
g− f˜ε
)
f˜ε |t=0= f0,
(4.1)
where f0 ∈ L
1
x,v and g is a given stochastic process. More precisely, we make the following defini-
tion.
Definition 4.1. Given f0 ∈ L
1
x,v ∩L
∞
x,v and g ∈ L
∞(Ω× [0,T ];P;L1x,v)∩L
∞(Ω× [0,T ]×Rd+1), a
measurable mapping f˜ε : Ω× [0,T ]×R
d+1 →R is called a weak solution to (4.1) starting from f0
and driven by g provided that
1. The mapping f˜ε : Ω× [0,T ]→ L
∞
x,v is weak-∗ predictable. Moreover, f˜ε belongs to the space
L∞(Ω× [0,T ];P;L1x,v), while its sample paths belong to C([0,T ];L
1
x,v) with probability one.
2. For all ϕ ∈C([0,T ];C∞c (R
d+1)) and all t ∈ [0,T ], it hold P almost surely that∫∫
Rd+1
f˜ε(t)ϕ(t)dxdv=
∫∫
Rd+1
f0ϕ(0)dxdv+
∫ t
0
∫∫
Rd+1
f˜ε [∂tϕ +aε ·∇x,vϕ +(1/2)b
2∆ϕ]dxdvds
+ ε−1
∫ t
0
∫∫
Rd+1
ϕ
[
g− f˜ε
]
dxdvds+
∫ t
0
∫∫
Rd+1
f˜εb(v)∇xϕdxdv ·dWs.
(4.2)
To solve the linear problem (4.1), it will be useful to consider the characteristics
dX εt = uε(t,X
ε
t )+b(V
ε
t )dWt , dV
ε
t =−V
ε
t divuε(t,X
ε
t )dt. (4.3)
Since uε ∈ C([0,T ];C
2
b(R
d)) and b ∈ C2b(R), we may appeal to Theorem 4.6.5 of Kunita [9]
regarding the flow induced by the characteristics (4.3). Namely, the system (4.3) generates a
two-parameter stochastic flow Φεs,t : Ω×R
d+1 → Rd+1 with the property that for each starting
time s and initial condition (x,v), the process t → Φεs,t(x,v) = (X
ε
s,t(x,v),V
ε
s,t(x,v)) satisfies (4.3)
in the strong sense. Two further properties of this flow map will be useful. The first is that
Φεs,t(ω) : R
d+1 → Rd+1 is P almost surely a diffeomorphism, so it admits an inverse which we
denote by Ψεs,t(ω) : R
d+1 → Rd+1. The second is that Φεs,t is almost-surely volume preserving.
This is a consequence of divx,v aε = 0, independence of b from the spatial variable, and the fact
that the noise only acts in the x variable.
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Given datum f0,g for (4.1), a natural candidate for a solution is
f˜ε(t) = e
− tε f0 ◦Ψ
ε
0,t + ε
−1
∫ t
0
e−
(t−s)
ε g(s)◦Ψεs,tds, (4.4)
where the equality is understood to hold in L1x,v for all times t ∈ [0,T ], on a subset of Ω with
probability one. The following lemma verifies that this is indeed a well-defined weak solution in
the sense of Definition 4.1.
Lemma 4.2. For each g ∈ L∞(Ω× [0,T ];P;L1x,v)∩L
∞(Ω× [0,T ]×Rd+1) and f0 ∈ L
1
x,v∩L
∞
x,v, the
prescription (4.4) defines a weak solution f˜ε to (4.1) starting from f0 and driven by g.
Proof. The proof of the Lemma would follow directly from the results of Kunita [9], except that
the inputs f0 and g are not sufficiently regular. Hence, the strategy is to regularize, appeal to Ku-
nita’s theory at the level of the regularized problem, then pass to the limit.
Step 1: Approximating Sequence
Let ψκ be a standard mollifier in R
d+1 and define gκ(ω, t) = g(ω, t) ∗ψκ and f0,κ = f0 ∗ψκ .
Observe that for (x,v) ∈ Rd+1 fixed, the process (ω, t)→ gκ(ω, t,x,v) is predictable. This is a
consequence of the fact that g : Ω× [0,T ]→ L1x,v is predictable. Moreover, as a process, gκ takes
values in C∞x,v. Hence, the inputs f0,κ and gκ meet the criteria of the Kunita [9] theory, so we may
define f˜ε,κ by
f˜ε,κ(t) = e
− tε f0,κ ◦Ψ
ε
0,t + ε
−1
∫ t
0
e−
(t−s)
ε gκ(s)◦Ψ
ε
s,tds, (4.5)
and conclude that f˜ε,κ is a weak solution to (4.1) starting from f0,κ and driven by gκ . Indeed, the
notion of solution in [9] is in the strong sense (pointwise in Rd+1, integated in time), so that f˜ε,κ
also satisfies the weak formulation (4.2).
Step 2: Uniform Bounds
The first step is to show that
{ fε,κ}κ>0 is a bounded sequence in L
∞(Ω× [0,T ];L1x,v∩L
∞
x,v). (4.6)
Indeed, using the representation formula (4.5), there is a set of full probability such that for each
t ∈ [0,T ] the following inequalities hold:
‖ f˜ε,κ(ω, t)‖L1x,v ≤ ‖ f0,κ‖L1x,v +(1− e
− tε ) sup
s∈[0,T ]
‖gκ(ω,s)‖L1x,v. (4.7)
‖ f˜ε,κ(ω, t)‖L∞x,v ≤ ‖ f0,κ‖L∞x,v +(1− e
− tε ) sup
s∈[0,T ]
‖gκ(ω,s)‖L∞x,v. (4.8)
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Note that (4.7) uses the fact that Φεs,t is volume preserving. Since mollification is a contraction in
L1x,v∩L
∞
x,v, our hypotheses on f0 and g ensure that { f0,κ}κ>0 is bounded in L
1
x,v∩L
∞
x,v and {gκ}κ>0
is bounded in L∞(Ω× [0,T ];L1x,v)∩ L
∞(Ω× [0,T ]×Rd+1). Combining these observations with
(4.7) and (4.8), we obtain (4.6).
Step 3: Compactness
We now claim that { fε,κ}κ>0 is compact in three different topologies; the weak-∗ topology on
L∞(Ω× [0,T ];P;L∞x,v), the strong topology in L
1(Ω;Ct(L
1
x,v)) and the strong topology in L
1(Ω×
[0,T ];P;L1x,v). Observe that the Kunita [9] theory guarantees that for each κ > 0, the mapping
fε,κ : Ω× [0,T ]→ L
∞
x,v is weak-∗ predictable, hence the first form of compactness is a consequence
of the uniform bounds in Step 2 and the weak-∗ sequential compactness of bounded sequences in
L∞(Ω× [0,T ];P;L∞x,v). To verify the strong compactness, we check directly that
{ fε,κ}κ>0 is a Cauchy sequence in L
1(Ω;Ct(L
1
x,v)). (4.9)
Noting that fε,κ :Ω× [0,T ]→ L
1
x,v is predictable for each κ > 0, this also yields strong compactness
in L1(Ω× [0,T ];P;L1x,v). Using again the representation formula (4.5) and the fact that Φ
ε
s,t is
volume preserving, there is a set of full probability such that at all times t ∈ [0,T ]:
sup
t∈[0,T ]
‖ f˜ε,κ(ω, t)− f˜ε,κ ′(ω, t)‖L1x,v ≤ ‖ f0,κ − f0,κ ′‖L1x,v + ε
−1
∫ T
0
‖gκ(ω,s)−gκ ′(ω,s)‖L1x,vds.
(4.10)
By classical facts about mollification, { f0,κ}κ>0 converges strongly in L
1
x,v to f0. Similarly, for
almost all (ω, t) it holds that {gκ(ω, t)}κ>0 converges strongly in L
1
x,v to g(ω, t). Combining
this with the uniform bounds on {gκ}κ>0 in L
∞(Ω× [0,T ];L1x,v) we find that {gκ}κ>0 is strongly
Cauchy in L1(Ω× [0,T ];L1x,v). These observations, together with inequality (4.10) imply (4.9).
Step 4: Identification
Using Steps 2 and 3 it is now straightforward to extract a limit fε belonging to the space
L∞(Ω× [0,T ];P;L∞x,v)∩L
∞(Ω;Ct(L
1
x,v))∩L
∞(Ω× [0,T ];P;L1x,v). (4.11)
The compactness obtained in Step 2 is then sufficient to pass to the limit in (4.5) to obtain the
representation (4.4). Similarly, one can pass to the limit in the weak form satisfied by fε,κ to obtain
(4.2). This follows from entirely classical arguments which we omit. Hence, we may conclude that
fε is a weak solution to (4.1) starting from f0 and driven by g, completing the proof.
Now we proceed to the proof of Proposition 2.2.
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Proof of Proposition 2.2. In Step 1, we use a fixed point argument to construct an fε satisfying (1)
and (2) of Definition 2.1. In Step 2, we verify that fε has the further properties (2.6) and (2.7).
Step 1: Contraction mapping
Note that in the language of Definition 4.1, to establish (1) and (2) of Definition 2.1, it suffices to
exhibit an fε starting from χ(ρ0) which is driven by χ(ρε) defined by (2.5). This fixes our goal in
Step 1.
A key point is the following well-known property of the χ function: given f1, f2 ∈ L
1
x,v and
defining ρ1,ρ2 by
ρi(t,x) =
∫
R
fi(t,x,v)dv, (4.12)
the following chain of inequalities hold
‖χ(ρ1)−χ(ρ2)‖L1x,v ≤ ‖ρ1−ρ2‖L1x ≤ ‖ f1− f2‖L1x,v. (4.13)
We now proceed by a fixed point argument in the space
XT = L
1(Ω× [0,T ]×Rd)∩L∞(Ω× [0,T ];P;L1x,v)∩L
∞(Ω;C([0,T ];L1x,v)), (4.14)
endowed with the L∞(Ω;C([0,T ];L1x,v)) norm. Define an operator Kε as follows. Given an input
f ∈ XT , we define the ouput Kε f by
Kε f (t) = e
− tε f0 ◦Ψ
ε
0,t + ε
−1
∫ t
0
e−
(t−s)
ε χ(ρs)◦Ψ
ε
s,tds. (4.15)
ρ =
∫
R
fdv. (4.16)
First we claim that Kε f is a weak solution to (4.1) starting from f0 and driven by χ(ρ). In view of
Lemma 4.2, is suffices to check that χ(ρ) belongs to the space L∞(Ω× [0,T ]×Rd+1)∩L∞(Ω×
[0,T ];P;L1x,v). To see this from a quantitative point of view, first note that χ(ρ) is at most 1 in
absolute value. Second, since f ∈ L∞(Ω× [0,T ];P;L1x,v), the inequality (4.13) implies that χ(ρ) ∈
L∞(Ω× [0,T ];L1x,v). On the qualitative side, we now argue that χ(ρ) has the correct measurability
properties: namely that
χ(ρ) : Ω× [0,T ]×Rd+1 →R is measurable, (4.17)
χ(ρ) : Ω× [0,T ]→ L1x,v is predictable. (4.18)
To see (4.17), note that f : Ω× [0,T ]×Rd+1 → R is measurable, so Fubini’s theorem implies
that ρ : Ω× [0,T ]×Rd → R is measurable. Hence, the claim follows by factorizing the map
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(ω, t,x,v)→ χ(ρ(t,x,ω),v) into the two measurable maps (ω, t,x,v)→ [ρ(t,x,ω),v] and (ρ ,v)→
χ(ρ ,v). To see (4.18), note that f :Ω× [0,T ]→ L1x,v is predictable and by (4.23), the map f → χ(ρ)
is continuous in L1x,v.
Next we verify the conditions of the Banach fixed point theorem. First observe that Kε maps
XT to XT . Indeed, this is a consequence of Lemma 4.2, in view of Definition 4.1. Next we claim
that if T < ε , then Kε is a contraction. Indeed, given two inputs f1, f2 ∈ XT , we use the inequalities
(4.13) together with the fact that Φεs,t is volume preserving to find a set of probability one such that
for all times t ∈ [0,T ] it holds
‖Kε f1(t)−Kε f2(t)‖L1x,v ≤ ε
−1
∫ t
0
‖[χ(ρ1)(s)−χ(ρ2)(s)]◦Ψ
ε
s,t‖L1x,vds
≤ ε−1
∫ t
0
‖χ(ρ1)(s)−χ(ρ2)(s)‖L1x,vds
≤ ε−1
∫ t
0
‖ f1(s)− f2(s)‖L1x,vds.
This inequality is sufficient to yield a contraction in XT for T < ε . Hence, Kε admits a fixed point
for T < ε . Since ε is fixed, we may repeat this argument finitely many times we obtain the desired
fε .
Step 2: Sign and support properties
We now argue that the fixed point fε obtained in Step 1 satisfies (2.6) and (2.7). This requires some
further analysis of the stochastic flow, so we begin by collecting the properties we need. Let us
write the forward flow map in coordinates as Φεs,t = (X
ε
s,t,V
ε
s,t). For the inverse flow Ψ
ε
s,t , we only
need information on the v component, which we denote by Ψˆεs,t . By direct inspection of (4.3), we
find that
V εs,t(y,w) = wexp(−
∫ t
s
divuε(r,X
ε
s,r(y,w))dr). (4.19)
Hence, for almost all (ω,s, t,x,v) ∈ Ω× [0,T ]2×Rd+1 with s< t, it holds that:
sign(v) = sign(Ψˆεs,t(x,v)). (4.20)
|V εs,t(y,w)| ≤ |w|exp((t− s)‖divuε‖L∞t,x). (4.21)
Moreover, (4.21) leads to an additional property of Ψˆεs,t . For each radii R> 0,
|Ψˆεs,t(x,v)|> R if |v|> Rexp((t− s)‖divuε‖L∞t,x). (4.22)
We now derive the sign property (2.6). In fact, we prove the slightly stronger fact: given any input
f ∈ XT , the output Kε f satisfies the sign property (2.6). This is a consequence of the sign property
of the χ function
|χ(ρ ,v)|= sign(v)χ(ρ ,v)≤ 1, (4.23)
combined with the sign property (4.20) of the inverse flow. Indeed, multiplying (4.15) by sign(v)
and using (4.20), we find that
sign(v)Kε f = e
− tε [sign(·) f0]◦Ψ
ε
t + ε
−1
∫ t
0
e
1
ε (s−t) [sign(·)χ(ρs)]◦Ψ
ε
s,tds. (4.24)
Hence, (4.23) implies both the lower bound sign(v)Kε f ≥ 0 and the upper bound
sign(v)Kε f ≤ e
− tε + ε−1
∫ t
0
e
1
ε (s−t)ds= 1. (4.25)
This yields sign(v)Kε f = |Kε f | as desired. In particular, this holds for the fixed point fε , which
implies (2.6). Now we turn to the support property (2.7). We define the following closed subsets
of XT :
CT =
{
f ∈ XT : ‖ρ(ω, t)‖L∞x ≤ ‖ρ0‖L∞x exp(t‖divuε‖L∞t,x) a.e in Ω× [0,T ]
}
.
DT =
{
f ∈ XT : f (ω, t,x,v) = 0 a.e. in Ω× [0,T ]×R
d+1 if |v|> ‖ρ0‖L∞x exp(t‖divuε‖L∞t,x)
}
.
Note that the support property of fε will follow, provided we show that f ∈CT ∩DT implies that
Kε f ∈CT ∩DT . The proof relies on the following support property of the χ function:
χ(ρ ,v) = 0 for |v|> ρ . (4.26)
To show that Kε f ∈ DT , we use the formula (4.15). Namely, since ρ ∈ CT , (4.26) implies it is
enough to show the following: for |v|> ‖ρ0‖L∞x exp(t‖divuε‖L∞t,x) and each s< t
|Ψˆεs,t(x,v)|> ‖ρ0‖L∞x exp(s‖divuε‖L∞t,x). (4.27)
However, the lower bound (4.27) corresponds exactly to (4.22) with R= ‖ρ0‖L∞x exp(s‖divuε‖L∞t,x).
Finally, to see that K fε ∈CT , we use that |K fε |= sign(v)K fε to find∫ 0
−∞
K fεdv≤
∫ ∞
−∞
Kε fdv≤
∫ ∞
0
K fεdv, (4.28)
which combined with K fε ∈ DT and |K fε | ≤ 1 implies that K fε ∈CT .
A final point is that fε ∈ L
∞(Ω× [0,T ]×Rd) and fε : Ω× [0,T ]→ L
∞
x,v is weak-∗ predictable.
Indeed, this follows since the sequence of iterations {Knε f}n∈N converging to fε are also sequen-
tially compact in L∞(Ω× [0,T ];P;L∞x,v)∩L
∞(Ω× [0,T ]×Rd+1).
40
References
[1] Lisa Beck, Franco Flandoli, Massimilliano Gubinelli, and Mario Maurelli. Stochastic odes
and stochastic linear pdes with critical drift: regularity, duality and uniqueness. arXiv preprint
arXiv:1401.1536, 2014.
[2] Khalil Chouk and Benjamin Gess. Path-by-path regularization by noise for scalar conserva-
tion laws. arXiv:1708.00823, 2017.
[3] M. G. Crandall, M. Kocan, and A. S´wiech. Lp-theory for fully nonlinear uniformly parabolic
equations. Comm. Partial Differential Equations, 25(11-12):1997–2053, 2000.
[4] R. J. DiPerna and P.-L. Lions. Ordinary differential equations, transport theory and Sobolev
spaces. Invent. Math., 98(3):511–547, 1989.
[5] F. Flandoli, M. Gubinelli, and E. Priola. Well-posedness of the transport equation by stochas-
tic perturbation. Invent. Math., 180(1):1–53, 2010.
[6] Benjamin Gess and Mario Maurelli. Well-posedness by noise for scalar conservation laws.
arXiv preprint arXiv:1701.05393, 2017.
[7] Benjamin Gess and Panagiotis E. Souganidis. Scalar conservation laws with multiple rough
fluxes. Commun. Math. Sci., 13(6):1569–1597, 2015.
[8] Benjamin Gess and Panagiotis E. Souganidis. Long-time behavior, invariant measures,
and regularizing effects for stochastic scalar conservation laws. Comm. Pure Appl. Math.,
70(8):1562–1597, 2017.
[9] Hiroshi Kunita. Stochastic flows and stochastic differential equations, volume 24 of Cam-
bridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 1990.
[10] Pierre-Louis Lions. Mathematical topics in fluid mechanics. Vol. 2, volume 10 of Oxford
Lecture Series in Mathematics and its Applications. The Clarendon Press, Oxford University
Press, New York, 1998. Compressible models, Oxford Science Publications.
[11] Pierre-Louis Lions, Benoît Perthame, and Panagiotis E. Souganidis. Scalar conservation laws
with rough (stochastic) fluxes. Stoch. Partial Differ. Equ. Anal. Comput., 1(4):664–686, 2013.
[12] Wladimir Neves and Christian Olivera. Wellposedness for stochastic continuity equations
with Ladyzhenskaya-Prodi-Serrin condition. NoDEA Nonlinear Differential Equations Appl.,
22(5):1247–1258, 2015.
41
[13] Benoît Perthame. Kinetic formulation of conservation laws, volume 21 of Oxford Lecture
Series in Mathematics and its Applications. Oxford University Press, Oxford, 2002.
42
