ABSTRACT This paper considers a multi-cell network with base stations (BSs) equipped with large dualpolarized antenna arrays. We derive closed-form expressions of network performance in terms of user signal-to-interference-and-noise ratio both with perfect channel state information and in the presence of pilot contamination. In general, a dual-polarized system enjoys the reduction in pilot contamination and multiuser interference due to orthogonal polarizations, while the available BS array dimension is reduced in each polarized direction compared with a monopole antenna setup. The derived results, however, reveal that the performance of a dual polarization system can be optimized by properly setting receive antenna polarizations, and fortunately, the optimal performance behaves identically to that of a monopole-antenna one in massive MIMO. We finally verify the observations by numerical simulations.
I. INTRODUCTION
During the past decades, multiple-input multipleoutput (MIMO) has been intensively investigated from theory to practice. Recently, a landmark extension of MIMO, namely massive MIMO or large-scale MIMO, was motivated in [1] to meet the ever growing demand on wireless data services. By exploiting an extraordinarily large number of antennas, massive MIMO shows great potential on achieving radiated energy efficiency, jamming robustness, latency reduction, energy harvesting and physical layer security [2] - [7] .
As in traditional MIMO, beamforming and precoding techniques play an essential role in harvesting multi-antenna gains of a massive MIMO system. An attractive advantage of massive MIMO is that simple conjugate beamforming is able to approach the optimal performance by the wellknown capacity-achieving precoding, namely dirty paper coding [1] , [2] , [8] . Channel state information (CSI), which is generally estimated via training or pilots, is an indispensable knowledge at transmitter for beamforming. In massive MIMO, however, channel estimation is challenging because of numerous antennas at the base station (BS). To address this problem, time division duplex (TDD) is preferred for massive MIMO to enjoy the nature of channel reciprocity compared with frequency division duplex (FDD) [9] , [10] .
In multi-cell scenarios, dedicated resource for pilots is usually reused by different cells to guarantee an acceptable overhead. It inevitably leads to performance degradation due to pilot contamination. In [11] , the system performance was shown upper bounded due to inaccurate channel estimation with pilot contamination, even when the number of antennas tends to infinity with unlimited power budget. There has been much attention [12] - [16] devoted to dealing with the problem in non-cooperative networks. In [12] , a compact design with shifted pilots was proposed for a single cell massive MIMO system. Considering a multi-cell network, strategies of shifting pilot locations in time domain was introduced by [13] and [14] for inter-cell pilot contamination reduction. Enhanced channel estimate accuracy was achieved in [15] by a coordinated multi-cell channel estimation exploiting secondorder channel statistics. Further by assuming full cooperation among all cells, a precoding based approach was developed in [17] to eliminate the multi-cell pilot contamination.
With these methods, pilot contamination can be alleviated to some extent by trading off between pilot overhead and system complexity. Therefore, it is necessary to explicitly characterize the impact of pilot contamination under various system setups. Pioneer work [1] that initiated the concept of large-scale MIMO analyzed its asymptotic performance under pilot contamination. The analysis was later conducted in [18] in a more specific way. A lower bound to achievable rate was derived for a massive MIMO with conjugate beamformer, assuming a fixed number of scheduled users irrespective of the number of antennas at BS. However, it is reasonable to serve more users instead of a fixed number of users with a growing number of antennas. In [19] , the authors considered the scenario where the number of scheduled users grows linearly with the number of antennas at a constant ratio. They derived an analytical expression of signal-tointerference-and-noise ratio (SINR) for a massive MIMO uplink. The downlink performance was then characterized in the previous study [20] . By further considering antenna correlations, the channel capacity of a massive MIMO was analyzed in [21] for both uplink and downlink channels. Differently in [22] , the performance was characterized for a distributed massive MIMO deployment with channel correlations. From an alternative perspective in terms of energy efficiency, the massive MIMO performance was evaluated in [23] - [25] for a pilot contaminated multi-cell network.
Besides the impact of pilot contamination, strategy of deploying a large number of antennas in a limited space area is also of great interest to make massive MIMO more viable in practice. Dual-polarized antennas have been widely applied in various cellular systems including 3G and LTE [26] . By utilizing dual-polarized antennas, two different linearly polarized antennas co-locate in one physical antenna position, hence the antenna array space reduced by half [27] , [28] . Performance of dual-polarized antennas has been evaluated under many traditional MIMO transmission schemes [29] - [33] . In [30] , the performance of dualpolarized antenna was analyzed for a particular 2 × 2 MIMO system using the (orthogonal) Alamouti space-time coding scheme. The performance analysis was then extended by [31] to MIMO with quasi-orthogonal space-time coding. On the other hand, considering CSI available at the transmitter, [33] studied the problem of beamforming design with partial CSI feedback in a dual-polarized MIMO. However, the performance of dual-polarized antennas in massive MIMO has so far rarely been investigated even for a single cell case. One exception, to the best of our knowledge, is the recent work [34] which focused on precoding scheme design to reduce CSI feedback overhead in a dual-polarized massive MIMO operating in frequency division duplex (FDD) mode.
In this paper, we study the downlink performance of a multiuser MIMO system with massive dual-polarized antenna array at BS. Dual-polarization reduces occupied space for deploying massive antenna arrays. The pilot contamination in uplink channel estimation and downlink interference reduces as well due to receivers with orthogonal polarizations. However, the effective channel space dimension is also reduced by half for each link with cross-polarization discriminations.
The overall effect on the entire network performance is not so intuitively obvious, especially with pilot contamination. We characterize the multi-cell performance with respect to different antenna polarizations and reveal that antenna polarization selection with equal probability at receivers leads to maximized performance of the dual-polarized antenna system. We prove that this optimal performance of the dual-polarized system is identical to that of a monopole antenna system in massive MIMO. This observation is also validated by numerical tests for moderate to large values of numbers of antennas.
The remainder of this paper is organized as follows. In Section II, system model of a dual-polarized multi-cell massive MIMO is described. Section III analyzes statistical distribution of downlink SINR under pilot contamination and accordingly presents some useful observations. Section IV makes some comparisons between the dual polarization system and monopole antenna one. Finally numerical tests are presented in Section V before concluding remarks in Section VI. 
II. DUAL-POLARIZED MULTI-CELL MASSIVE MIMO
Consider a multi-cell network with B BSs, each equipped with an M -antenna array. Within the coverage of a single BS, there are K single-antenna users being served simultaneously. We assume that the ratio of K /M is a predetermined system parameter, i.e., K /M = α, which implies that the number of scheduled users grows linearly with the number of antennas in massive MIMO [21] , [35] . Meanwhile, at the receiver sides, each individual user terminal has an available antenna either horizontally polarized or vertically polarized. See Fig. 1 . Let K H and K V be the numbers of users equipping with horizontally polarized antennas and vertically polarized ones, respectively. It satisfies K H + K V = K . 1 In the multi-cell network, channel propagation between BS and user is generally modeled by three parts including largescale fading, small-scale fast fading, and cross-polarization effects of the deployed dual-polarized antennas. Assuming that the large antenna array at BS is compact enough, the large-scale fading between the lth BS and the kth user in cell j is denoted by a single path loss of β (l) jk . The corresponding small-scale fast fading coefficients are represented by a Rayleigh distributed vector g (l) jk ∈ C 1×M , whose entries are zero mean independent and identically distributed (i.i.d.) complex Gaussian with unit variance. For the the model of a dual-polarized MIMO channel, it is in general affected by multiple factors including the cross-polar discrimination (XDP), co-polar correlation, polarization mismatch, etc. [28] In order to facilitate the analysis and get useful insights, we used the typical channel model as proposed in [33] and [34] for dual-polarized channels by taking the essential parameter XPD into account. Let χ be the inverse of cross-polar discrimination (XPD) of dual-polarized antennas. The crosspolarization fading effects can be modelled by the following matrix [33] 
where stands for the Hadamard product, and
where channel vector h
jk .
According to the definitions in (1) and (2), without loss of generality, channel coefficients from vertical BS antennas stay first in each channel vector and channel vectors to users with vertical polarization antennas are put first in the channel matrix.
For each user k in the lth cell, the BS l transmits x (l) k to the user by using a beamforming vector p (l) k . The received symbol at the user can be expressed as
where n lk is the additive white Gaussian noise (AWGN) with zero mean and unit variance, and h (l) χjk is the polarized channel vector from the lth BS to user k in the jth cell, which is a vector component in H (l) χj as follows
Note that we assume that all small channel fadings share the same average gain and the large scale path loss effects differ from each other represented via the coefficients β's. Therefore, no large scale power control is considered here implicitly. The transmit power budget of beamforming design is then guaranteed via power normalization as will be discussed later.
A. PILOT CORRUPTED CHANNEL ESTIMATE
To facilitate channel estimation design in massive MIMO, it is common to consider the system operating in TDD mode. Under this setup, downlink channel information can be obtained by using uplink channel estimate thanks to the channel reciprocity. For a network with KB users, orthogonal pilot design for all users can hardly be realized in most practical applications. Let the B cells reuse dedicated pilot resource while K users within each cell can enjoy orthogonal pilot design. Now since the pilot contamination dominates the massive MIMO performance especially at high SNRs, we follow a popular assumption, like in [1] and [11] , to ignore the thermal noise effect in channel estimation. Then, it giveŝ
where κ with binary value 0 or 1 is introduced to distinguish a perfect CSI estimate or a pilot corrupted estimate. In particular, the above channel estimation expression can be treated as an MMSE estimate while ignoring the effect of thermal noise due to the merit of massive MIMO. Moreover, since it is known as the pilot contamination dominates the performance limit of a multi-cell massive MIMO, ignoring the thermal noise here helps us focus on the effects of pilot contamination with simplified expressions while it will not cause substantial changes to the finally obtained observations. From (7) and (6), the estimate of stacked channel matrix can be written aŝ
B. PRECODING DESIGN
One of the major advantages of massive MIMO is that low complexity linear beamforming/precoding techniques like conjugate beamforming performs well, and are even asymptotically optimal, for multiuser transmissions [1] - [3] , [21] , [25] . Here we consider that the conjugate beamforming is utilized at BSs. Given that the channel estimateĥ (l) χlk is available, the conjugate beamformer p (l) k in (5) can be chosen as 
III. DOWNLINK PERFORMANCE ANALYSIS WITH DUAL-POLARIZED ANTENNA ARRAY
In order to evaluate the performance of the dual-polarized multi-cell massive MIMO system, we first characterize the downlink SINR under a large antenna array setup. In general, the standard SINR is defined by the following ratio as
where operator P(·) returns the power of the corresponding signal which is equivalently the variance of the input random variable. Since the expression looks less tractable for large system analysis, some existing studies, like [13] and [18] , tried to approximate the large system SINR by averaging over fast fading variations, which does generate accurate results for an infinite number of antennas. However, the results present a pronounced mismatch for practical number of antennas from moderate to large values. In the following, we derive the SINR expression by taking into account both large and small scale fadings with the help of the large sample theory. The definition of convergence in probability as well as some other preliminary knowledge used in this study are reviewed in Appendix A. Without loss of generality, we focus on the SINR of the first user in cell 1. From (5), its received signal follows
where s (l) k is the normalized data signal for user k in cell l, and x
k with ρ f as the system signal to noise ratio (SNR). Moreover in the following analysis it is always assumed that {s (l) k }'s with different superscripts and subscripts are independent data inputs, i.e., E s
Applying the beamforming vector in (9) with corrupted channel estimate in (7), the received symbol in (11) is rewritten as
where we use the fact that P (l) (9) is utilized. Before calculating the SINR from (10), we expand (12) to (13) at the bottom of this page. In (13), the first summation term is the desired signal, and the second and third terms account for the indirected interference and the directed inter-cell interference, respectively. The directed interference refers to the interference caused by pilot contamination, while indirected interference does not. In the sequel, we evaluate the SINR by first calculating the variance of these terms one by one under the assumption of large antenna array.
A. POWER EVALUATION OF RECEIVED SIGNAL
Focusing on the signal term S in (13), the received power of the desired signal is evaluated by its variance, which yields the signal power P(S) in (14) at the bottom of this page. In order to further simplify the expression, we resort to some mathematical tools for conducting large dimensional analysis. The following lemma on convergence in probability is derived to assist our analysis.
Interference with l =1 and k=1 (I 2 )
+ n 11
Lemma 1: For the considered dual-polarized system, the following results hold for large M under fixed α and {β} s.
where p − → denotes the convergence in probability with an increasing number of antennas M → ∞. In (15) Proof: See Appendix B. Now we are ready to further simplify the signal power P(S) in (14) . By applying the result in (16), the last three terms in the parenthesis of (14) vanish to zero when M grows to infinity. Specifically for the fourth term with i = j, it looks similar to the formula in (15) . However, there exists a subtle difference in that K in (15) grows with M to infinity while the fourth term is a sum of finite items. Considering M → ∞ and K /M = α, we can regard the fourth term as a special case of (15) with α → 0. As a result, only the first summation term in (14) remains non-zero, which yields
where the last equality follows by the derived results
which is proved in Appendix C.
Remark 1:
From (18), we observe that the intended signal power of a single user is affected by both the large-scale fading of the user itself and that of all other users in the multi-cell network. Moreover, by comparing (18) with the corresponding signal power result in the previous work [20] for monopole antenna system, the effect of XPD of dualpolarized antennas appears as a multiplier factor of (1 + χ)/2 to the signal power.
B. POWER OF INTERFERENCE AT RECEIVER
Concerning the power of interference, we start with the first interference term I 1 in (13) which indicates the indirected interference from users k (k = 1). The interference power is
By dropping the cross terms because of independent source data for different users, P(I 1 ) reduces to
where {·} returns the real part of a complex input. Further by applying (15) and (16) with some basic manipulations, we have the asymptotical power of the first interference term P(I 1 ) in (22) , which is at the bottom of this page. Subsequently, we consider the second interference term I 2 in (13). Following similar steps as deriving P(I 1 ), it is not hard
which characterizes the asymptotic inter-cell interference caused by pilot contamination. The detailed derivations of (23) are referred to Appendix D. Remark 2: From the results in (13) and (23), the effect of XPD of polarized antennas on the interference power becomes different from that of the signal power. By comparing with the corresponding results in [20] for monopole antennas, it is found that a multiplier factor of (1 + χ)/2 is induced by the XPD in the power of inter-cell interference, i.e. I 1 , while the impact of XPD on the intra-cell interference, i.e. I 2 , becomes complicated and depends on the antenna polarization directions at user terminals.
C. EXPRESSIONS OF SINR PERFORMANCE
At this step, we are ready to calculate the SINR as defined in (10) . By combining the above-derived results in (18), (22) and (23), the SINR of the dual-polarized massive MIMO system, denoted by SINR dp , is directly obtained in (24) at the bottom of the this page. Although the expression is in closed-form, it looks too complicated to provide some useful insights. Hence we consider to further simplify the SINR expression in a way of taking into account some special properties of the large-scale system.
Since in massive MIMO with pilot contamination, it has been revealed that the system performance is dominated by interference instead of thermal noise especially when the BS transmit power grows large. Under this consideration, we ignore the effect of thermal noise in the denominator of (24) and obtain a simplified SINR approximation which is in fact an upper bound to the actual SINR. Moreover, for a fixed ratio K /M = α, the number of scheduled users grows large in massive MIMO with M → ∞. Assume that all users are independently and uniformly distributed in its serving cell coverage. From the law of large numbers, the following equality holds asymptotically for large K :
where
is a constant value averaged over uniformly distributed user locations for any fixed k and l. Based on the above considerations including (25), we are able to further rewrite the SINR from (24) to a much simpler expression in (27) at the bottom of this next page. In order to verify the derived SINR expression in (24) and evaluate the accuracy of the simplified expression in (25), we test a multi-cell network composed of seven cells. Each cell is a hexagon with a BS in the center. The intersector distance (ISD) of the networks is 0.5 km. K users uniformly distributed in each cell and the large-scale fading is described as COST 231 Walfisch-Ikegami Model [36] . The carrier frequency is set as 2 GHz. We set the transmit power as 46 dBm referred to the parameters in the 3GPP technical specifications [37] . The carrier frequency is set as 2 GHz. Considering users are randomly distributed in each cells with different large scale fading, we adopt the concept of transmitted SNR and set ρ f = 140 dB. Note that in the multiuser scenario, the large-scale fading varies due to different distances between the base station and different user terminals. In order to express the transmit power, we therefore exclude the large-scale fading from the transmit SNR here in ρ f . Typically, the path loss could be on average 95 ∼ 120 dB or so [36] , which results in an effective SNR around 20 ∼ 45 dB. Fig. 2 presents some numerical tests for the cumulative density function (CDF) of SINR in the massive MIMO with M = 128 and K = 10. In Fig. 2 , the SINR CDF curve obtained from Monte-Carlo simulations is plotted compared with the results from our derived SINR expressions. SINR dp 2 2 k∈P
SINR simp dp =
(27) VOLUME 4, 2016
From the results, it is observed that both SINR expressions derived here are sufficiently accurate under different system parameters even for the not-too-large number of antennas M = 128. Moreover, the existing SINR approximation from [1] is also provided for reference. This result appears less accurate in our tested cases, but it indeed becomes accurate for an infinitely large M . As will be shown later, our derived SINR expression retrieves the existing result in [1] as a special case under α = 0 with large K . 
IV. NETWORK PERFORMANCE ANALYSIS
In this section, we will compare the performance of dual-polarized with the popular monopole antenna system. As stated before, dual-polarized antenna array are able to deploy the same number of antennas within half space while the entire spatial dimension usable at the BS is also reduced by half for each receive terminal. Considering both pilot contamination and multiuser interference could be reduced as well due to the cross-polarization discrimination, the overall effect of dual-polarization deployment is still unclear. Therefore, the following part derives insightful rate expressions and conducts performance comparison between two different antenna setups.
A. NETWORK AVERAGE CAPACITY ANALYSIS
Given the derived SINR expression in (27) , it is straightforward to obtain an expression for the channel capacity by using the well-known Shannon formula. In the network, assume that all users are independently and uniformly located within the coverage of a cell, and hence the network average capacity can be equivalently characterized by the average capacity performance of an arbitrary user with random locations. However, from 27, the SINR performance of each user depends on not only topology of all user locations, i.e. with respect to β's, but also antenna polarization directions of interfering users, i.e. with respect to P
and P
1 . Therefore, in order to characterize the average channel capacity, we introduce a user polarization probability of p 1 (0 ≤ p 1 ≤ 1) to denote the probability of a single user to equip with a vertically polarized antenna for reception.
In this case, each user is randomly equipped with a vertically polarized antenna with probability p 1 , or equivalently with horizontally polarized antenna with probability (1 − p 1 ). Focusing on the massive MIMO scenario with M → ∞, the number of users K grows large with an increasing M at a fixed ratio α. Recalling that the user of interest assumes a vertically polarized antenna, it is therefore reasonable to assume that the cardinality of user set P (11) 0 , denoted by |P (11) 0 |, is K V and the cardinality of P 
s of each cell are not necessarily equal. From Appendix E by exploiting the law of large numbers and using (25), we have
Substituting (28) and (29) in (27) , the capacity of a user with vertical polarization antenna can be calculated as
where u and v are, respectively, defined as
Meanwhile, regarding the user with horizontally polarized antenna, it is easy to obtain the expression of channel capacity as follows
Then, from (30) and (33), the average capacity performance of the dual-polarized massive MIMO can be evaluated according to
Note that the final average capacity of the network in terms of the user performance requires a further integration of C with respect to the user location, i.e. β 11 , over the entire cell coverage. However, this integral depending on the cell shape is not explicitly tractable, and fortunately the current form of capacity in (34) appears useful for extracting some interesting observations for the dual-polarized massive MIMO system. From (34) , it implies that the average network capacity depends on the statistics of user polarization or equivalently on the number of users with different antenna polarizations. The following theorem presents an observation on the impact of p 1 on the entire network performance.
Theorem 1: The average network capacity C in (34) is maximized when each user antenna polarization is randomly selected from vertical and horizontal polarizations with equal probabilities, i.e., p 1 = 0.5.
Proof: See Appendix F. From the above observation, the optimality of capacity holds for a large M and is independent of the XPD of antenna polarizations. Although its proof does not look straightforward, Theorem 1 is intuitively sound because of symmetric impact of different antenna polarizations at BS. Fig. 3 plots the capacity performance with respect to the user polarization probability. It shows that our obtained Theorem 1 matches the numerical results from computer simulations for both perfect CSI case and the case with pilot contaminations. Notice that there exist some gaps observed in Fig. 3 between our derived expressions and the exact values for a not-too-large M . This is because the derived result is in fact a lower bound for any finite M due to the Jensen's inequality and it does become asymptotically accurate with vanishing gaps for an increasing number of antennas.
In practice, the polarization direction of a mobile terminal can be changed by rotation. From the view of a BS, a polarized terminal can be a vertical or horizontal one, which depends on the polarization-mismatch angle between the terminal antenna and BS antennas [38] . In scenarios where most terminals are smart phones, receive antennas could be naturally polarized with equal probability at both directions because of random rotations/positions of cell phones. While for some unwieldy equipments like laptops, their receive antennas are generally with fixed directions. Consequently, they have deterministic polarization direction and scheduling could be exploited for satisfying the condition of p 1 = 0.5 in Theorem 1.
As in some cases, the number of users in a cell with different polarizations may not be in balance which violates the condition of optimal capacity. We look at a special case where all users happen to have receive antenna at the same polarization direction. This scenario characterizes the worst case performance of the entire network since it is obvious that a half dimension of polarization could be hardly explored for data transmission. Without loss of generality, assume all users share the same polarization direction as the user of interest, i.e., P (11) 0 includes all users in the network while P (11) 1 is empty. As a result, the SINR in (27) reduces to SINR same dp
Observing (35), we check the function g(χ ) =
is a decreasing function with respect to χ, so SINR same dp in (35) is increasing with respect to χ. It implies that the SINR performance of a dualpolarized massive MIMO system with all same polarization users approaches to its maximum with χ = 1 which indicates a monopole antenna setup. The conclusion is reasonable in that all BS antenna polarizations are better aligned with the user antenna polarization because all users share only a same polarization direction. The following section conducts a detailed comparison of the dual-polarized massive MIMO with a monopole antenna one.
B. DUAL POLARIZATION VERSUS MONOPOLE ANTENNA
Before conducting analytical comparisons, it is necessary to present the performance evaluation of a monopole antenna massive MIMO system. A detailed analysis for the monopole massive MIMO has been elaborated in the previous conference version [20] . By observing the difference of dual polarization channel models in (1) and (2), it is also possible to reduce our derived expression in the above section to a monopole antenna system. From the SINR expression derived in (24), we set χ = 1 for the monopole antenna setup and then combine the summation terms over sets P in the denominator of (24) . Then, the derived SINR dp reduces to the SINR expression in (36) specifically for a conventional multicell massive MIMO without antenna polarization. Note that the result in (36) is exactly the same as [20, Eq. (23) ], where we denote SINR mp to represent the SINR for the monopole antenna system.
Remark 3: The expression in (36) , as shown at top of the next page, characterizes the SINR of a massive monopole system with the scheduled number of users increasing linearly with the number of antennas at a fixed ratio α. For a system with fixed number of scheduled users, it is direct to
set α = 0 for an M → ∞ in the massive MIMO. By doing so and ignoring the thermal noise in the expression, the SINR expression in (36) can be simplified as follows
where the equality in probability of (25) is also utilized. It is interesting to find that the above SINR expression (37) coincides with the existing result given in [1, eq. (20)] which characterizes the performance of a massive MIMO with fixed number of users and is accurate for an infinity M . Hence, we can conclude that the derived result in (36) covers general system models with different setups in terms of antenna polarizations and K with moderate to large numbers of antennas. Now we are able to characterize the performance difference of two different polarization antenna systems by comparing (27) with (36) . However, both expressions look too complicated to be tractable for further comparison. Therefore, we first simplify the SINR result in (27) by exploiting the nature of a massive MIMO. Based on the observation in Theorem 1, it is reasonable to choose p 1 = 0.5 for a meaningful comparison. Under the choice of equal probability with p 1 = 0.5, numbers of users in each of the sets P tend to be same when K grows large with M → ∞, and meanwhile the sum of user path losses, i.e. {β} s, are virtually equal as revealed in (28) and (29) . Hence, by plugging (28), (29) , and p 1 = 0.5, the SINR expression reduces to SINR Massive dp
For comparison, we simplify the SINR result for monopole massive MIMO following a similar way. Ignoring the thermal noise term and using (25) in a subtly different form as follows
For K → ∞, the SINR in (36) can be reduced to
which is obviously identical to the SINR in (38). Accordingly we have the following corollary. Corollary 1: For the dual-polarized system with reduced antenna array size, the network performance in terms of user SINR is asymptotically identical to the performance of a monopole antenna system under the massive MIMO setup with M → ∞ if receive antennas at user terminals are randomly selected from vertical polarization and horizontal polarization with equal probability.
As a natural consequence of incorporating Corollary 1 and Theorem 1, the average network performance C defined in (34) can be no larger than that of a monopole antenna systems, and they approach to a unique performance value if and only if p 1 = 0.5 with large M and SNR.
Remark 4: Looking at the denominators in the SINR expression, e.g., (38), the interference is clearly made up of two components. The first term of αc
11 implies the interference caused by inter-user interference. This is because the system schedules an increasing number of users growing with the number of antennas and hence the multiuser interference always exists although the massive MIMO presents an asymptotically orthogonal multiuser channel for large M . This is different from the massive MIMO system schedules a fixed number of users with increasing M which results in an inter-user interference approaching to zero. The second term of κ In Fig. 4 , the CDF of SINR of the dual-polarized system with M = 128 and p 1 = 0.5 is presented with comparison of a monopole polarized system. The closely superposition of curves verifies our derived theoretical results. Fig. 5 compares the performance in terms of both SINR and average capacity of a dual-polarized system under p 1 = 0.1, p 1 = 0.5 and that of a monopole system. It also validates that the user polarization probability of p 1 = 0.5 maximizes Comparison between dual-polarized ('dp' in the figure) system and monopole ('mp') system, where M = 128, K = 10, and transmit power equals to 46 dBm. The measure of capacity is bps/Hz. the dual polarization system performance which approaches the same performance as a popular monopole antenna system as revealed in Corollary 1.
C. WORST USER PERFORMANCE AT CELL EDGE
Here we consider a very special case where all β's are set to a same value in the multi-cell network. This models the case when all users locate at the edge of all cells. Although this scenario rarely happens in practical applications, the performance under this assumption behaves as a benchmark to lower bound the worst case user performance in the network [19] . By letting all β's in (24) same and then using the Shannon formula with some basic manipulations, we can rewrite the capacity performance as follows
where a = (1+χ 2 )p 1 /2+χ(1−p 1 ). Then by applying Taylor expansion, C β can be decomposed as follows
ρ f β(1+χ) + B − 1 and o(·) represents higher-order infinitesimal of its input. Note that we consider the limit of K → ∞ because M → ∞ in a massive MIMO and K /M is set to a fixed ratio of α ≥ 0.
Remark 5: From the approximation in (42), the system operates in a low SNR fashion that the channel capacity increases linearly with respect to the transmit power ρ f . It is because the number of users is quite large compared with a fixed ρ f and it results in a better system power efficiency than in a conventional capacity behavior as log(SNR). However, enlarging transmitted power might be helpful to a certain extent but limited by hardware capability. Alternatively, it shows in (42) that shrinking the cell size is equivalently useful through β, which can referred to as the promising ''small cell'' technology. Moreover, an interesting observation is that enlarging χ can also enhance the performance linearly. The maximal value of χ = 1 indicates that a monopole antenna achieves the best performance in this worst case sense. Performance loss due to polarization. In the polarized system, all KB users are assigned the same polarization direction with M = 128, K = 10 and transmit power equal to 46 dBm. The polarized system reduces to a monopole system when χ = 1.
V. NUMERICAL RESULTS
This section presents some numerical results via computer simulations to verify our obtained analytical expressions and compare the dual-polarized antenna setup with monopole antenna arrays. In the simulations, the system parameters follow the description in the previous Section III-C for results in Fig. 2 . The accuracy of our VOLUME 4, 2016 derived SINR expressions for the dual-polarized network has been verified.
In Figs. 6 and 7 , we compare the performance of the dualpolarized system with the monopole antenna one. In order to highlight the effect of antenna polarization, we test the case where all the users adopt the same polarization direction. Under this special case, it is easy to conclude that a smaller χ results in a decreased user SINR because the polarization introduces extra fading between different polarized antennas. For an extreme scenario where χ = 0, the channels between differently polarized antennas are blocked and the effective arrary dimension is reduced by half. Fig. 6 illustrates the impact of polarization for the special case of same receive polarization direction. By varying χ from 1 to 0.2, an approximate 2 dB SINR degradation is observed. Fig. 7 shows the rate per user curve versus χ. It shows that the user rate increases with an growing χ and the dual-polarized system eventually approaches the performance of its monopole antenna counterpart when χ becomes sufficiently large. This is because no polarization separation is preferred when all users equip receive antennas at a same single polarization direction. Figs. 8 and 9 focus on the validation of our obtained conclusions in Corollary 1 for asymptotically large transmit power and antenna array. In the simulations, we let all users randomly polarized with equal probability, i.e., p 1 = 0.5. In Fig. 8 , the CDF comparison of SINRs are plotted with a fixed number of antennas M = 128 and different levels of transmit power are tested. It is observed that the SINR performance of the dual-polarized system is inferior to its monopole counterpart for a small transmit power while it approaches the monopole system perofrmance as the transmit power grows large. Fig. 9 compares the SINR performance under a fixed transmit power while adjusting the number of antennas. Similarly as expected from Corollary 1, the asymptotic equivalence of the two SINRs is validated for a large M . From both figures, the conclusion is verified that the performance of a dual-polarized system behaves as well as the popular monopole antenna system by using the massive MIMO in interference limited or high SNR scenario, although the dual-polarized system enjoys a much smaller array space. 
VI. CONCLUSIONS
In this paper, we analyze the dual-polarized large-scale TDD MIMO downlink SINR in a multi-cell cellular network. By fixing the ratio of the number of users and number of BS antennas, an SINR expression is derived to characterize the system performance under pilot contamination. The results also apply for the traditional monopole antenna setup as a special case. Particularly, the result in [1] is shown as a special case of our derived SINR expression. From the obtained analytical expressions, it is revealed that the performance of dual-polarized massive MIMO is maximized when vertical and horizontal polarizations have equal probabilities. Moreover, the maximized dual polarization performance is shown asymptotically identical to the performance of a monopole antenna system with large antenna arrays at high SNRs.
APPENDIX A PRELIMINARIES
The following reviews some basic definitions and useful lemmas of large sample theory. Detailed proofs can be referred to the handbook [39, Ch. 2].
Definition 1: A sequence of random variables Y n is said to converge to a constant c in probability, in symbols Y n p − → c, if for every > 0, Pr(|Y n − c| < ) → 1 as n → ∞ or equivalently Pr(|Y n − c| ≥ ) → 0 as n → ∞, where Pr(·) is the probability of an event.
Lemma 2 
Note that the above convergence results hold for an increasing number of antennas M → ∞ and h follows the definition in (4) with subscripts indicating different links. Start with the proof of (15) . Different from (43), elements of the channel vectors in (15) are independent but not identically distributed. The detailed distributions of the two channel vectors within the inner product depends on the polarization directions of corresponding user antennas. By dividing the channel vectors into co-polarized and cross-polarized groups, (15) is rewritten as
where the first term refers to channels involving users with the same polarization direction, while the second one involves user channels with different polarization directions. Note that P (jk) 1 and P (jk) 0 are defined in Lemma 1. Without loss of generality, assume that the antenna of user k in the jth cell is vertically polarized. Invoking (2) and (3), the channel can be decomposed as
where h 
where (60) 
which completes the proof.
APPENDIX D PROOF OF (23)
The calculation steps follows a similar philosophy as in obtaining (21) . From the term I 2 in (13), we first expand the power evaluation of the interference term as follows.
where operator E[·] takes expectations over all s
1 , and we can omit cross items with l = m in the above expression. In this way, we can simplify the above calculation by substituting m = l in P(I 2 ) and get
It is worth noting that all summation terms except for the last item in the brackets tend to zero after being divided by the factor of M 2 with M → ∞. Then by applying Lemma 2 and plugging (15)- (17) and (19) in (65), we can get the desired result in (23) .
Given this property of C, we are able to prove the theorem with the method of reduction to absurdity. Assume that C achieves its maximum at p 1 = s = 0.5, 0 ≤ s ≤ 1. According to the symmetric structure of C with respect to p 1 , C can also obtain another maximum at (1 − s). Consider the properties of strict concavity, we get
where C obtains its maximum at p 1 = 0.5. Obviously, this observation in (74) is contrary to our previous assumption that p 1 = s = 0.5. Hence, we prove the result in Theorem 1.
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