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Recherche Scientifique, Orle´ans, FranceABSTRACT Protein function often requires large-scale domain motion. An exciting new development in the experimental char-
acterization of domain motions in proteins is the application of neutron spin-echo spectroscopy (NSE). NSE directly probes
coherent (i.e., pair correlated) scattering on the ~1–100 ns timescale. Here, we report on all-atom molecular-dynamics (MD)
simulation of a protein, phosphoglycerate kinase, from which we calculate small-angle neutron scattering (SANS) and NSE scat-
tering properties. The simulation-derived and experimental-solution SANS results are in excellent agreement. The contributions
of translational and rotational whole-molecule diffusion to the simulation-derived NSE and potential problems in their estimation
are examined. Principal component analysis identifies types of domain motion that dominate the internal motion’s contribution to
the NSE signal, with the largest being classic hinge bending. The associated free-energy profiles are quasiharmonic and the
frictional properties correspond to highly overdamped motion. The amplitudes of the motions derived by MD are smaller than
those derived from the experimental analysis, and possible reasons for this difference are discussed. The MD results confirm
that a significant component of the NSE arises from internal dynamics. They also demonstrate that the combination of NSE
with MD is potentially useful for determining the forms, potentials of mean force, and time dependence of functional domain
motions in proteins.INTRODUCTIONThe conformational dynamics of proteins, and in particular
large-scale domain motions, are often essential for their bio-
logical function. Few experimental techniques are available
that can directly probe collective protein dynamics, i.e., that
can provide quantitatively interpretable results without
requiring the use of perturbing labels and/or prior assump-
tions as to the underlying nature of the dynamics. However,
because of the simplicity of the neutron-nucleus interaction,
dynamic neutron scattering can serve as a direct probe, and
scattering intensities can be calculated from appropriate
correlation functions of the atomic positions. This closely
relates dynamic neutron scattering to molecular-dynamics
(MD) simulation because, in principle, the scattering func-
tions can be calculated from MD trajectories without signif-
icant approximations.
Investigators have combined MD with incoherent
dynamic neutron scattering to analyze protein dynamics
since 1986 (1–4). Early neutron and simulation studies on
proteins focused on picosecond-timescale harmonic vibra-
tional collective internal dynamics and provided the first
experimental determination of the distribution of low-
frequency vibrational modes in a protein (5,6). Further, it
was shown that the vibrational densities of states changeSubmitted September 2, 2011, and accepted for publication January 3,
2012.
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late reductase) and contribute significantly to the binding
free energy (7–9).
Anharmonic dynamics has been investigated in particular
with reference to the ~200 K temperature-dependent transi-
tion in protein dynamics, which resembles the glass transi-
tion (10). This dynamical transition is also present in MD
simulations (11), and the simulation-and-neutron combina-
tion has been used to characterize dynamical transition
phenomena in detail (12–16). MD has also been used to
examine approximations commonly used in the derivation
of mean-square displacements from neutron experiments
(13), as well as to decompose the contributions to experi-
mental timescale-dependent spectra (14,17). Researchers
have also used MD simulations to characterize how solvent
molecules drive the dynamical transition (16,18–21).
Further, an MD-based principal component analysis
(PCA) of the dynamical transition revealed that the essential
motions thus activated can be represented as a very small
number of collective coordinates (15).
Neutron experiments and simulations have also been
combined to characterize picosecond-timescale diffusive
internal protein dynamics at physiological temperatures
(22–24). An early analysis showed that rigid-body side-
chain dynamics dominates picosecond-timescale protein
quasielastic intensities (25), and a complementary radially
softening description of the internal protein motion was
developed (26). The diffusive coordinate motion can alsodoi: 10.1016/j.bpj.2012.01.002
FIGURE 1 Crystal structure of yeast phosphoglycerate kinase
(3PGK.pdb).
Functional Domain Motions in Proteins 1109be described as anomalous subdiffusion originating from the
fractal-like structure of configuration space (27). However,
so far, the limited energy resolution of time-of-flight and
backscattering spectrometers has precluded the quantitative
study of interdomain motions. These motions include
classic hinge-bending dynamics proposed in the 1970s for
lysozyme (28), phosphoglycerate kinase (PGK) (29–31),
and other proteins. A data bank for ligand-induced domain
motions has now been established (32).
Correlated motions are manifest in x-ray diffuse scat-
tering from protein crystals, and diffuse scattering measured
from orthorhombic lysozyme crystals was found to closely
resemble the patterns calculated from molecular simulation
(33,34). The contribution of functional correlated fluctua-
tions in crystalline Staphylococcal nuclease to x-ray diffuse
scattering was also demonstrated by simulation (35). An all-
atom lattice dynamical calculation of a protein crystal was
reported (36), and it is hoped that this will lead to corre-
sponding triple-axis phonon dispersion experiments,
although technical challenges are involved. However, the
crystalline state can hinder large-scale domain motions
and, furthermore, the energy resolution of x-ray scattering
is necessary to determine associated timescales (37,38).
Thus, solution neutron scattering is arguably better suited
to this purpose.
The studies cited above concentrated on incoherent
inelastic and quasielastic neutron scattering, which probes
self-correlations of atom positions and motions, especially
of hydrogen atoms, in proteins on timescales of ~1014–
1010 s. The results provided physical insights into the
energy landscapes of proteins, and phenomena related to
the glass transition. However, correlated functional protein
motions are often active on timescales of nanoseconds and
longer. For this reason, the advent of the application of
neutron spin-echo spectroscopy (NSE) to protein dynamics
is particularly promising.
NSE extends the timescale for which neutron scattering
can be applied to proteins to the ~100 ns domain (39–44)
in the coherent scattering regime at small scattering vectors.
Recently, it was unequivocally demonstrated that NSE,
which hitherto has been mostly applied to determine poly-
mer dynamics, can directly detect internal collective protein
dynamics. NSE allows the simultaneous characterization of
both the time dependence and spatial characteristics of func-
tional domain motions. Experiments on alcohol dehydroge-
nase (ADH) revealed the presence of internal motion in the
NSE coherent form factor arising from the opening
dynamics of the cleft between the binding and the catalytic
domains that enable binding and release of the nicotinamide
adenine dinucleotide (NADþ) cofactor (45). Also, in a study
of DNA polymerase I from Thermus aquaticus (Taq poly-
merase), NSE results revealed coupled motion between
protein domains separated by 7 nm (41).
Very recently, NSE measurements on PGK provided what
is perhaps the strongest signal yet from internal collectivemotion (46). PGK is an enzyme involved in the glycolytic
pathway that catalyzes the reversible conversion of 1,3-
bisphosphoglycerate (1,3-BPG) to 3-phosphoglycerate
(3PG) during synthesis of adenosine triphosphate (ATP)
from adenosine diphosphate (ADP) (31,47–49). PGK has
a domain structure with a hinge near the active site between
the two domains. As shown in Fig. 1, the binding sites for
ATP and 3PG are located in the C-terminal and N-terminal
domains, respectively. TheNSE experimental results showed
evidence of large-scale domain fluctuation dynamics on
a timescale of ~10 ns.
In the NSE experiments reported to date, investigators in-
terpreted the spectra using simplified normal-mode analyses
of the elastic network model (ENM) type (42,44,50,51).
ENM models provide approximate descriptions of deforma-
tional degrees of freedom in a macromolecule, and in the
NSE work reported above, the normal-mode coordinates
were shown to provide a reasonably good description of
the deformations associated with NSE signals. However,
ENM suffers from several disadvantages. It is required to
fix the amplitude of the motion by calibration to an experi-
ment. Also, anharmonic motion, which makes up a high
proportion of atomic fluctuations at physiological tempera-
tures (15), is neglected. Moreover, ENMs that were devel-
oped to best predict temperature factors without regard for
the crystal environment yield far too short-ranged atom-
atom correlations (50). Low-frequency modes dominate
the variance-covariance matrix only for models with a phys-
ically reasonable vibrational density of states, and the frac-
tion of modes required for realistic models to converge the
correlations is higher than that typically used for ENM
studies (50). ENMs also do not explicitly include environ-
mental (solvent) or frictional damping effects. In contrast,
although MD simulation is computationally more
demanding than ENM, it includes anharmonic and frictional
effects from solvent.
Here, we compare results obtained from an MD simula-
tion on yeast PGK and experimental small-angle neutron
scattering (SANS) and NSE. The contributions of externalBiophysical Journal 102(5) 1108–1117
1110 Smolin et al.and internal motions of the observed spectra are analyzed,
and the absolute amplitudes, forms, effective potentials,
frictional properties, and time dependence of the dynamics
of functional domain motions contributing to the spin-
echo spectra are characterized.Computational details
Details of the MD simulation and the neutron scattering
theory are given in the Supporting Material. All scattering
calculations were performed with an in-house-developed
software called SASSENA (http://cmb.ornl.gov/resources/
developments/sassena), which combines principles
described in SERENA (52) and SASSIM (53).FIGURE 3 Coherent intermediate scattering function calculated from the
MD production run.RESULTS AND DISCUSSION
Small-angle scattering
Fig. 2 shows a Kratky plot of the SANS intensity, q2I(q)
versus q, calculated from the PGK MD production run
and compared with the experimental profile and that calcu-
lated from the static crystallographic structure. The experi-
mental and simulation-derived I(q) values are in excellent
agreement with each other, and significantly different
from the scattering from the crystal structure. This indicates
that the structural relaxation in aqueous solution signifi-
cantly modifies the scattering profile relative to the crystal-
line state (53,54). The radii of gyration of the crystal
structure are 24.3 A˚ and 23.7 A˚ from experiment (46),
both of which are slightly smaller than that obtained from
the simulation (25.2 A˚).Single-protein spin echo
Fig. 3 shows the coherent intermediate scattering function
I(q,t)/I(q,0) calculated from the MD simulation at differentFIGURE 2 SANS intensity I(q). Squares: FromMDsimulation (error bars
are the standard deviations from the time average). Circles: Experimental
data (46). Diamonds: Calculated from crystal structure (3PGK). Gray trian-
gles: Computed from the MD structure obtained after equilibration.
Biophysical Journal 102(5) 1108–1117q-values. The I(q, t)/I(q, 0) spectra can be approximated
by a cumulant approximation as (41):
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where K2 and K3 are the second and third cumulants, respec-
tively. The effective q-dependent diffusion coefficient Deff
can be computed from the initial slope of G(q) as
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t/0
v
vt
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2Deff ðqÞ: (2)
The lnI(q, t)/I(q, 0) spectra at representative q-values are
plotted for simulation and experiment in Fig. 4. The dashed
lines represent a single-exponential fit over the first 10 ns.
Due to the limited length of the simulation (500 ns), the
points beyond 50 ns are subject to significant uncertainties.
Experimentally, the q-dependent single protein diffusion
coefficient at infinite dilution D0(q), i.e, the diffusion coef-
ficient corrected for concentration-dependent interprotein
interactions, can be estimated as
D0ðqÞ ¼ Deff ðqÞ SðqÞ
HðqÞ; (3)
where H(q) arises from solvent-mediated hydrodynamic
interparticle interactions and the structure factor, S(q),
from the direct interprotein interactions (55–57). Here, the
assumption is made that D0(q) from the simulation is given
by G(q)/q2, although certain corrections are applied as dis-
cussed in detail below.
D0(q) contains contributions from the overall translation
and rotation of the protein molecule as well as from internal
motions. Assuming decoupling of these motions, D0(q) can
be written as
D0ðqÞ ¼ DtðqÞ þ DrðqÞ þ DintðqÞ; (4)
where Dt(q), Dr(q), and Dint(q) are the translational, rota-
tional, and internal coefficients, respectively.
FIGURE 4 Semilogarithmic plot of I(q,t)/I(q, t ¼ 0) for selected
q-values. (A) Experimental data for 5% PGK (46). (B) From production
MD runs. Dashed lines corresponding to data represent the initial slope
extrapolated to long times.
Functional Domain Motions in Proteins 1111Avariety of approaches can be used to estimate the trans-
lational, rotational, and internal contributions. Here, we are
particularly interested in a comparison between the experi-
mental and simulation-derived internal motion contributions
to the NSE. Hence, corrections are applied to the transla-
tional and rotational components so as to mimic, when
possible, the experimental global-motion profiles as closely
as possible.FIGURE 5 Rigid-body rotational diffusion NSEDr(q) of PGK calculated
from the MD trajectory using the crystal structure (squares), the MD trajec-
tory and the MD structure obtained after equilibration (circles), and the
software HYDROPRO (61) using the crystal structure (gray).Translational diffusion
The translational diffusion is q-independent. In MD simula-
tions, periodic boundary conditions and long-range hydro-
dynamic interactions can introduce an effective coupling
between a macromolecule, the solvent, and the periodic
images. Therefore, macromolecular diffusion coefficients
can significantly depend on the system size. To correct for
this, we estimated the translational diffusion coefficient at
infinite system size, Dt,inf, by a linear fit of Dt(L) of the
PGK molecule to 1/L, which we obtained by performing
simulations in different box dimensions, L (Fig. S1).
Furthermore, it is known that the viscosity of TIP3P is
underestimated (58,59), and this should, as a consequence,
affect the translational diffusion. Therefore, we derivedthe viscosity of the solvent using the Green-Kubo relation,
as described previously (60), from an additional simulation
performed of the pure solvent. The resulting value is hsim ¼
4.30  104 kg m1 s1 and can be compared with the
experimental viscosity of the buffer used in the experi-
mental analysis of hexp ¼ 16.86  104 kg m1 s1 (46).
Hence, we corrected Dt,inf for the viscosity effect using the
following equation (59):
Dt0 ¼ Dt;inf $hsim
hexp
; (5)
The resulting diffusion coefficient is Dt0 ¼ 34.2 5
2.2 mm2/s and is in reasonable agreement with the single
protein translational diffusion coefficient measured by
dynamic light scattering of 40.3 5 0.5 mm2/s (46).Rotational diffusion
The calculation of rotational diffusion presents consider-
able challenges. Here, we investigate the rotational NSE
calculated with the use of various approximations. The
approach taken in the experimental analysis was to
calculate the rotational diffusion using the software
HYDROPRO, which uses bead-modeling methodologies
and the atomic-detail crystal structure (61). The associated
Dr(q) is shown in Fig. 5. Also shown in Fig. 5 is Dr(q)
derived by also taking the x-ray crystal structure but using
the MD trajectory of the rotational motion, obtained by
fitting the Ca atoms of the x-ray structure to each MD
frame. Finally, Fig. 5 also shows the result of a calculation
fitting the Ca atoms of the MD structure obtained after
equilibration to each MD frame.
The comparison of Dr(q) calculated using the above three
methods shows two significant effects: one arising from the
difference in structure between the equilibrated MDBiophysical Journal 102(5) 1108–1117
1112 Smolin et al.geometry and the crystal structure, and one due to the differ-
ence in rotational dynamics (i.e., the anisotropy of the rota-
tional diffusion as expressed in the rotational diffusion
tensor) between the MD and that assumed by HYDROPRO.
Fig. S2 shows how Dr(q) depends systematically on the in-
terdomain distance and the radius of gyration of PGK: the
position of the maximum of D(q) shifts approximately line-
arly to lower q as these quantities increase.
It has been shown that the rotational diffusion coefficients
of several proteins calculated in MD simulations using the
TIP3P water model are about three times higher than corre-
sponding experimental estimates (62,63). Here, assuming
isotropic diffusion motion, we calculated the rotational
diffusion coefficient of PGK, Dr, from the MD simulation
using the following equation:
ClðtÞ ¼ expð  lðlþ 1ÞDrtÞ; (6)
where l is the order of the Legendre polynomial, Cl(t) is the
rotational correlation function of the unit vector (defined as
the cross product of the vector connecting the center of the
hinge and the center of the N-terminal domain and the
vector connecting the hinge with the C-terminal domain),
and t is the rotational relaxation time. The l ¼ 2 term was
used for consistency with HYDROPRO. No significant
system-size dependence of rotational diffusion of the PGK
molecules was found, in agreement with a previous study
(63). The resulting value of Dr was 8.51  106 s1, which
is significantly higher than the value of 2.9  106 s1
calculated using HYDROPRO, and in agreement with the
scaling factors suggested previously (62,63). Hence, we
scaled Dr(q) calculated using the crystal structure fitted to
the MD trajectory by 8.51/2.9 ¼ 2.93. We used the crystal
structure (rather than the average MD structure) here for
consistency with the approach taken in the experimental
analysis, although this choice is arbitrary.Internal diffusion coefficient, Dint(q)
To determine the internal diffusion coefficient, we first had
to obtain I(q,t)/I(q,0) from the internal dynamics in the MD
simulation trajectories. To that end, we obtained the overall
translation and rotation of the protein by superimposing the
Ca atoms of the trajectory onto the first structure of the
production run (Fig. S3 A). We then derived Dint(q) from
I(q,t)/I(q,0) using Eq. 2, and the result is shown in Fig. S3
B (black line).FIGURE 6 q dependence of D0(q)-Dt0 for PGK calculated from MD and
compared with experimental data for 5% PGK from Inoue et al. (46).Comparison with experimental NSE
After all corrections are made, the final single-protein diffu-
sion coefficient is represented as
D0ðqÞ ¼ Dt0 þ DintðqÞ þ DrðqÞ
2:93
: (7)Biophysical Journal 102(5) 1108–1117Fig. 6 presents the single protein diffusion coefficient
calculated from the total coherent intermediate scattering
function using Eqs. 1, 2, and 7. The low q scattering is domi-
nated by the q-independent translational diffusion Dt0,
which in Fig. 6 was subtracted from D0(q). The simula-
tion-derived results are in good agreement with the experi-
mental data (46). The maximum of D0(q) is located at the
same position (~0.12 A˚1) as in the experiment, correspond-
ing to the average diameter of PGK (52 A˚).Internal dynamics in detail
To extract the fractional decay in I(q,t)/I(q,0) relative to
the rigid-body case A(q), we fitted the internal intermediate
scattering function by the following equation: I(q,t)/I(q,0)¼
(1A(q))þA(q)exp(Gintt), where Gint is a rate constant for
the exponent. A(q) here is not related to the coherent neutron
scattering amplitude defined in Eq. S1. The q dependence of
A(q) in Fig. S4 shows that at low q no internal motions
contribute, but that with increasing q there is a clear decay
due to the internal dynamics, eventually followed by a small
plateau. The associated relaxation times 1/Gint reach from
1 ns at low Q up to 8 ns at higher Q. A common relaxation
time is ~6 ns. These results agree qualitatively with the
experimentally derived A(q) and Gint, but are roughly an
order of magnitude faster and smaller in amplitude.
The question arises as to what kind of internal motion
leads to the simulation-derived Dint(q). To probe this, we
carried out a PCA on the MD trajectory we obtained after
removing the global translation and rotation motion. PCA
extracts the essential motions sampled by the MD trajectory
(15,64,65) (see Section C in the Supporting Material).
Fig. S3 B shows Dint(q) (solid lines) calculated from the
trajectories projected onto the PCA eigenvectors. Approxi-
mately half of the Dint(q) arises from the first five PCs,
which are similar to elastic normal modes 7–9 of Biehl
et al. (45). Also, Fig. S3 B shows the contribution from first
10, 50, and 100 components.
Functional Domain Motions in Proteins 1113Fig. 7 shows schematic cartoons of the five largest-
contributing PCs. PC1 is mostly the classic functional hinge
bending motion, which opens and closes the catalytic site
and thus brings together the ATP and 3PG. The combination
of PC2 and PC3 describes the rotational motion of the
domains around the axis perpendicular to the image plane.
PC4 is the rotation of the domains around the axis connect-
ing them, and, finally, PC5 is the translational motion of the
domains relative to each other along the axis in the image
plane. Movies depicting motions corresponding to principal
components accompany this article (Supporting Material
Movie S1, Movie S2, Movie S3, Movie S4, and Movie S5).
Fig. S5 shows the effective free energy along the first five
PC modes. All five modes exhibit broad, flat-bottomed
profiles corresponding to approximate quasiharmonic
behavior, and the absence of multiminimum dynamics.
Finally, as shown in the Supporting Material, we analyzed
the dynamics along the principal coordinates by calculating
the coordinate autocorrelation function and fitting a probabi-
listic diffusion-vibration model to the results (66,67). The
results are consistent with PCA mode 7 exhibiting highly
overdamped diffusional behavior on an effectively flat
potential, as seen in the potentials of mean force (68).Comparison of simulation and experimental
amplitudes
The above results indicate a difference between the simula-
tion- and experimentally derived amplitudes of the motions
dominating the spin-echo signal. To consider the possible
origins of these differences, it is useful to compare the
amplitudes with results obtained using other experimental
techniques. Here, we compare our results with available
fluorescence resonance energy transfer (FRET) measure-
ments for PGK with dyes attached to residues 135 and
290. Table S2 compares these results with FRET and NSE
data from the literature. The simulations yield a meanFIGURE 7 Motional patterns of the first five PCs.distance between these two residues (<R>) of 46.7 A˚,
which is higher than the values derived from corresponding
FRETand NSE data, and compatible with the higher Rg seen
in the simulation. The full width at half-maximum (FWHM)
of the distance distribution is 13.0 A˚. There is considerable
disagreement in the FRET literature FWHM, which varies
from 13 to 31.4 A˚ (69–71). The simulation data presented
here are in approximate agreement with the lower values
of the FWHM in Table S2, whereas the NSE experimental
estimate agrees with the highest value in the table. Analyses
of FRET data often employ a number of approximations that
have been shown to affect the results, including the ideal
dipole approximation (72) and the absence of correlation
between orientation and distance (k and RDA, respectively)
between the two fluorescent probes (73,74). In this study,
the intrinsic dye mobility and the location in the protein
may have a more important effect on the results. Residues
135 and 290 are located on very flexible loops in PGK, the
dynamics of which is superposed on the interdomain fluctu-
ations. Hence, the FWHM of this interdomain motion can be
several times smaller than the distribution of the distance
between the centers of mass of residues 135 and 290.
The dynamic amplitudes extracted from the simulation
trajectory are an order of magnitude smaller than that
derived from the NSE measurements. On the other hand,
there seems to be a good agreement in the effective diffusion
derived from the initial slope evaluated. However, in an
initial slope the internal motions enter in the form of the
product of the amplitude times the relaxation rate. Thus,
for a given effective diffusion, a small amplitude A(Q) of
the internal motions may be compensated by a faster rate.
For example, taking 6 ns (as found in the simulation) versus
60 ns relaxation time would yield 0.02 versus 0.2 in A(Q). A
full evaluation of the relaxation curves measured by NSE
beyond the initial slope gives the relaxation rate and ampli-
tude separately, yielding the longer relaxation time and also
larger amplitude from the experimental data.
This difference in amplitude may be due in part to the
determination of the rotational diffusion. In Fig. 5 we
demonstrate the dependence of the rotational diffusion on
the starting configuration. A too-large rotational diffusion
(i.e., a misinterpretation of internal motion as rotational
diffusion) will decrease the contribution of the internal
dynamics and therefore the amplitude of the internal
motions (see Fig. 6). Hence, one must understand the
coupling of internal motion to rotational diffusion to deter-
mine both from the trajectory.
To estimate the free-energy profile for the hinge bending
in PGK, we performed umbrella sampling using as a reaction
coordinate, z, the distance between the domains’ centers of
mass. Fig. S6 shows the potential of mean force (PMF) from
umbrella sampling and the corresponding distance distribu-
tion from MD simulation. The protein explores a relatively
narrow region around z¼ 38 A˚with an amplitude of ~2 A˚, in
agreement with the PMF profile.Biophysical Journal 102(5) 1108–1117
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corresponding to the pair distribution function (PDF) given
in Fig. S6. Assuming that the PDF is a normal distribution,
and that the corresponding effective potential is a quadratic
function, we obtain a force constant of K ¼ 0.32 N/m for
a mean domain distance of ~3.8 nm, assuming room temper-
ature. Investigators recently derived an effective force
constant of 2.18 N/m assuming a quadratic PMF for the
distance of a fluorescein-tyrosine pair 0.45 A˚ apart within
a single protein from fluorescence correlation spectroscopy
(75,76). Assuming that PGK protein can be represented by
a homogeneous elastic medium, where the restoring force
produced by the perturbation of the equilibrium distance
between two arbitrary points scales with the reciprocal of
the distance, the equilibrium distance in PGK calculated
from the ratio of the force constants obtained by Yang
et al. (76) would be 3.06 nm. Because the proteins are not
the same, this can only be a very rough estimation, but it
clearly gives the same order of magnitude.
Independently of the above considerations, many studies
have shown that the amplitudes and timescales of motions in
MD simulation agree satisfactorily with incoherent neutron
scattering experiments that probe the local dynamics of
single atoms by measuring the atomic self-correlation.
However, coherent scattering in the low-Q regime of
SANS and NSE observes the collective motion of complete
domains. These larger-amplitude, diffusive interdomain
dynamics are qualitatively different and particularly sensi-
tive to hydrodynamic and other environmental effects in
the simulation (77). Experimentally, cooperative motions
have been found to be strongly dependent on the exact envi-
ronment, such as the salt concentration pH or solvent (69)
(J. Fitter, Institut fu¨r Strukturbiologie und Biophysik
(ISB-2), Forschungszentrum Ju¨lich, personal communica-
tion, 2011). For PGK, recent studies (78) suggested that
a hydrophobic patch at the back side of the cleft is essential
for the opening motions, and the effective salt concentra-
tion, pH, and hydrophobicity will alter the effective poten-
tial found for the PCs as an effective long-range potential
for cooperative motions.CONCLUSIONS
Some comment is useful to clarify the relationship between
ENMs and MD in the context of NSE. ENM is clearly very
useful for estimating global protein dynamics with broad
brush strokes. However, MD simulation with an atomistic
molecular-mechanics potential function in explicit solvent
has the potential to provide a more detailed and accurate
description of the dynamics associated with NSE than
does ENM, as well as to characterize the underlying physics
of the coupled rotational, translational, and internal motions
involved.
Although MD simulation is computationally more
demanding than ENM, it includes anharmonic and solvationBiophysical Journal 102(5) 1108–1117effects from first principles. As a result, we can draw several
relevant conclusions from our MD analysis that cannot be
made from ENM. We were able to modify the SANS profile
in aqueous solution relative to the crystalline state. Further-
more, the MD simulation allowed us to explore the transla-
tional and rotational dynamics. We derived the effective free
energy along the PC modes concerned, and the MD enabled
us to analyze the dynamics along the principal coordinates
by calculating the coordinate autocorrelation function and
fitting a probabilistic diffusion-vibration model to the
results. The results are consistent with the modes involved
exhibiting highly overdamped diffusional behavior on an
effectively flat potential.
The interpretation of NSE presents a fascinating chal-
lenge, and this work represents what is to our knowledge
the first attempt to use MD for that purpose. An MD
comparison may not yield spectra in as good accord as those
obtained by fitting simplified ENM modes, largely because,
in contrast to ENM, the MD amplitudes and timescales
cannot be adjusted to fit the experimental results. Moreover,
the MD comparison identified interesting physical problems
that need to be addressed in future work. Translational diffu-
sion is relatively easy to account for, and provides a q-inde-
pendent background to D0(q). However, the rotational and
internal dynamics are more difficult to disentangle. The
flexibility and anisotropy of biological macromolecules
leads to the rotational and internal motions being, in prin-
ciple, coupled, and it will be interesting to characterize
the nature of this coupling in detail in the future. Assuming
decoupling, the anisotropic rotational diffusion tensor and
corresponding rotating molecular shape must be evaluated.
Our results suggest that this determination is nontrivial. In
contrast to MD simulations, in neutron-scattering measure-
ments in solution the internal dynamics is not directly acces-
sible. However, in MD simulations, the hydrodynamics is
not well described by the TIP3P water and is also influenced
by the box size. Properties such as solvent viscosity clearly
play a major role, and here we used perceived deficiencies in
the model solvent viscosity to quantitatively correct the
calculated global rotational dynamics. In principle, the
internal part of D(q) may also need to be rescaled, but it
is difficult to determine the scaling factor for this because
there are contributions from both viscosity-dependent
domain-water and viscosity-independent domain-domain
interactions. A challenge for the future will be to develop
simulation methodologies and potentials that accurately
reproduce NSE results without the need for corrections
(such as were applied in this work) to allow a better descrip-
tion of the internal dynamics. Furthermore, it would be
interesting to examine the coupling between the transla-
tional, rotational, and internal motions in the simulation. It
is hoped that MD will eventually enable investigators to
unravel the complex physics underlying NSE, and that
simplified models of the dynamics, such as ENM, will be
developed and refined from the MD results. Hence, MD
Functional Domain Motions in Proteins 1115may represent a stepping-stone between experiment and
improved ENM models of NSE dynamics.
The results of our MD analysis indicate that large-ampli-
tude, highly overdamped internal domain motions involving
diffusional behavior on an effectively flat potential
contribute significantly to NSE signals. Our MD/NSE anal-
ysis allowed us to describe the contributing atoms, the effec-
tive dynamic PMF, and the dynamics on the potential, i.e.,
the time dependence as determined by the effective friction.
Continuing improvements in the accuracy of macromolec-
ular simulations and in the development of NSE instruments
(e.g., as is under way at the Oak Ridge Spallation Neutron
Source) hold promise for the future.SUPPORTING MATERIAL
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