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a b s t r a c t
On the basis of a classical symmetric eight-step method, an optimized method with fifth
trigonometric order for the numerical solution of the Schrödinger equation is developed
in this work. The local truncation error analysis of the method proves the decrease of the
maximum power of the energy in relation to the corresponding classical method, which
renders the method highly efficient. This is confirmed by comparing the method to other
methods from the literature while integrating the equation. The superiority of the method
is strengthened by the existence of a larger interval of periodicity of the new method in
comparison to the corresponding classical method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The numerical solution of the Schrödinger equation and related initial value problemswith oscillating/periodic solutions
has attracted the interest of many researchers during the last few decades [1–19]. In this work we integrate the one-
dimensional time-independent Schrödinger equation, which is given by
y′′(x) =

l(l+ 1)
x2
+ V (x)− E

y(x) (1)
where l(l+1)
x2
is the centrifugal potential, V (x) is the potential, E is the energy andW (x) = l(l+1)
x2
+V (x) is the effective potential.
It is valid that limx→∞ V (x) = 0 and therefore limx→∞W (x) = 0.
In thisworkwewill produce an efficient symmetric eight-stepmethodwith eighth algebraic order and fifth trigonometric
order for the numerical solution of the above equation. More specifically in Section 2 we provide the necessary definitions
and theorems, in Section 3wepresent the development, truncation error and stability analysis of themethod, in Section 4we
show the application of themethod to the Schrödinger equation and the comparison to other methods in terms of efficiency
and finally in Section 5 we give some conclusions on the results of the work.
2. Theory
For the numerical solution of the initial value problem
y′′ = f (x, y), where y′(x) is omitted (2)
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multistep methods of the form
m−
i=0
aiyn+i = h2
m−
i=0
bif (xn+i, yn+i) (3)
withm steps can be used over the equally spaced intervals {xi}mi=0 ∈ [a, b] and h = |xi+1 − xi|, i = 0(1)m− 1. The method
is called symmetric if ai = am−i and bi = bm−i, i = 0(1)⌊m2 ⌋.
2.1. Exponential fitting
The method (3) is called exponential of order p if it integrates exactly the functions eωx, xeωx, x2eωx, . . ., xp−1eωx, where
ω ∈ C. The method can also be called trigonometric if ω ∈ I.
2.2. Stability analysis
We apply the symmetric linear m-step method (3) to the scalar test equation y′′ = −θ2y and then we solve the
corresponding characteristic equation, which hasm characteristic roots λi, i = 0(1)m− 1.
If the characteristic roots satisfy the conditions λ0 = eI φ(s), λ1 = e−I φ(s)|λi| ≤ 1, i = 2(1)m − 1 for all s < s0, where
s = θh, θ = ω and φ(s) is a real function of s, then we say that the method has interval of periodicity (0, s20).
The use of θ ≠ ω can be shown in the v–s plane (see Section 3.3), wherewe present the stability region of themethod [8].
For further reference, see [1,20–22].
3. Development and analysis
3.1. Development
We based our consideration on the classical symmetric linear eight-step method of Quinlan SY8A [4].
The general form of the method is given below:
y4 + y−4 + a3(y3 + y−3)+ a2(y2 + y−2)+ a1(y1 + y−1)+ a0y0
= h2 (b3(f3 + f−3)+ b2(f2 + f−2)+ b1(f1 + f−1)+ b0f0) . (4)
In order to construct an optimized method with high trigonometric order, we keep three constant coefficients a3 = −2,
a2 = 2 and a1 = −2, while the rest (b3, b2, b1, b0 and a0) are determined by the requirement that themethodmust integrate
exactly the set of functions eIωx, xeIωx, x2eIωx, x3eIωx, x4eIωx, where ω ∈ R and represents the dominant frequency of the
oscillatory problem. The derived coefficients depend on v = ωh and their limit when ω → 0 is the constant coefficient of
the corresponding classical method.
3.2. Local truncation error analysis
The principal term of the local truncation error of the method constructed is given below:
8183
129600
h10

d2
dx2
+ ω2
5
y(x).
For ω = 0, we get the error of the corresponding classical method. The expression above also means that the new
optimized method maintains the eighth algebraic order of the classical method.
For the case of the Schrödinger equation we present the term of the above expression that contains the energy with the
maximum power. These are derived via the application of the Schrödinger equation for the case described in Section 4.1,
with ω =

E − W¯i:
P.L.T .E.Classical = − 8183129600 h
10 y(x) E5 (5)
P.L.T .E.New = 81838100 h
10 W (4)(x) y(x) E2. (6)
As we can see, the maximum power of the energy drops from fifth to second power. This comparison reveals the
importance of high order trigonometric fitting when solving the Schrödinger equation.
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Fig. 1. The stability region for the new method.
3.3. Stability analysis
After applying the method to the test problem y′′ = −θ2y, we find numerically that |s0| = 1.47, so the interval of
periodicity for the new method is (0, 2.16), while the interval for the classical method is (0, 0.72). We also present the
stability region of the newmethod, shown as the shaded area in the v–s plane in Fig. 1, where v = ωh, s = θh andω derives
from trigonometric fitting while θ derives from the periodicity test problem. The shaded area of the diagram represents the
(s, v) points for which the characteristic roots satisfy the conditions of Section 2.2. We can also determine s0 as the end of
the segment of the diagonal of the plane (v = s) that lies inside the stability region starting from point (0, 0). No other
points are relevant to the interval, e.g. the points of the segment on the vertical axis (0, 1.27)–(0, 1.47), which belong to
the white area, thus do not satisfy the conditions. This is confirmed by the fact that the method converges for all values of
v ∈ (0, 1.47).
4. Application and numerical results
4.1. The problem
We consider E > 0 and divide [0, xmax], where xmax is the end of the integration interval and depends on the potential
used, into subintervals [ai, bi] such that on each subintervalW (x) is a constant with value W¯i. After this the problem (1) can
be expressed by the approximation
y′′i = (W¯i − E) yi, whose solution is
yi(x) = Ai e
√
W¯i−E x + Bi e−
√
W¯i−E x,
Ai, Bi ∈ R, and x ∈ [ai, bi].
(7)
This approximate solution reveals the importance of exponential (trigonometric) fitting and gives an understanding on
the estimation of the frequency ω.
The efficiency of the new method will be evaluated through the integration of problem (1) with l = 0 on the interval
[0, 15] using the well knownWoods–Saxon potential and with y(0) = 0 [1]. The rest of the starting values y(ih), i = 1(1)7,
are computed by a Runge–Kutta method using a step length, that is a submultiple of the step length used by the multistep
method, in order to minimize the impact of the one-step method on the total error.
As x →∞, both V (x)x→∞ = 0 and l(l+1)x2 x→∞ = 0, and the solution of (1) becomes
y(x)x→∞ = P sin

k x− l π
2
+ δl

, (8)
where k = √E, P ∈ R and δl is called the scattering phase shift.
Usually for x ≫ 0 the potential decays faster than the centrifugal potential, so V (x)≪ l(l+1)
x2
, for which case the solution
of (1) becomes
y(x) = k x (Q jl(k x)− R nl(k x)) , (9)
where jl and nl are the spherical Bessel and Neumann functions and Q , R ∈ R.
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Fig. 2. Efficiency of the methods for the Schrödinger equation.
From the comparison of Eqs. (8) and (9), we can derive the formula of δl, which is given by the following expression:
tan(δl) = y(xi) S(xi+1)− y(xi+1) S(xi)y(xi+1) C(xi)− y(xi) C(xi+1) , (10)
where S(x) = k x jl(k x), C(x) = k x nl(k x) and xi < xi+1.
We also know that δl = π/2 for the eigenenergy E = 989.701916.
As for the frequency ω, we will use ω = √E + 50, x ∈ [0, 6.5] and ω = √E, x ∈ [6.5, 15] (see [11]).
We note that we can produce an approximation of y′(x), with the same order of accuracy as the multistep method, via
the application of a finite difference scheme on the set of points used by the multistep method (3).
4.2. The methods
In order to determine the efficiency of the new method, we compare it to other methods from the literature while
integrating the above problem. All the methods tested are listed below:
• The new symmetric linear eight-step method with trigonometric order 5 developed in this work.
• The symmetric linear six-step method with trigonometric order 4 developed by Anastassi and Simos in [2].
• The phase-fitted symmetric linear eight-step method developed by Panopoulos, Anastassi and Simos in [3].
• The symmetric linear eight-step method developed by Quinlan and Tremaine in [5].
• The symmetric linear eight-step method developed by Quinlan in [4].
• The symmetric linear ten-step method developed by Quinlan and Tremaine in [5].
• The symmetric linear twelve-step method developed by Quinlan and Tremaine in [5].
4.3. The results
In Fig. 2we can see the accuracy of themethods− log10 |δl−π/2| versus the CPU time that themethod needs to complete
the integration, excluding the CPU time needed for the evaluation of the initial values with the use of the one-step method.
We note that the new method is the most efficient of all, with an accurate solution of more than two digits as compared
to the second six-step method with trigonometric order 4. The three methods with eight steps (one phase-fitted and two
classical ones) with obviously smaller intervals of periodicity cannot compete with the first two, giving much less accurate
solutions. The last twomethods with ten and twelve steps do not converge for the step lengths used, due to their extremely
small intervals of periodicity, and thus do not show in the graph. These results confirm the local truncation error analysis of
the newmethod and the corresponding classical one, proving the critical role of high trigonometric order for the numerical
integration of the Schrödinger equation.
5. Conclusions
We developed a highly efficient method with fifth trigonometric order for the numerical solution of the Schrödinger
equation. We proved the importance of a high order of trigonometric fitting theoretically through local truncation error
analysis and stability analysis, which show the decrease of the maximum power of the energy and a larger interval of
periodicity in comparison to the corresponding classical method. These results are confirmed by the comparison of the
method to other methods from the literature while solving the equation numerically.
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