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Abstract
Contrast is subject to dramatic changes across the visual
field, depending on the source of light and scene configura-
tions. Hence, the human visual system has evolved to be
more sensitive to contrast than absolute luminance. This
feature is equally desired for machine vision: the ability
to recognise patterns even when aspects of them are trans-
formed due to variation in local and global contrast. In
this work, we thoroughly investigate the impact of image
contrast on prominent deep convolutional networks, both
during the training and testing phase. The results of con-
ducted experiments testify to an evident deterioration in the
accuracy of all state-of-the-art networks at low-contrast im-
ages. We demonstrate that “contrast-augmentation” is a
sufficient condition to endow a network with invariance to
contrast. This practice shows no negative side effects, quite
the contrary, it might allow a model to refrain from other
illuminance related over-fittings. This ability can also be
achieved by a short fine-tuning procedure, which opens new
lines of investigation on mechanisms involved in two net-
works whose weights are over 99.9% correlated, yet as-
tonishingly produce utterly different outcomes. Our further
analysis suggest that the optimisation algorithm is an influ-
ential factor, however with a significantly lower effect; and
while the choice of an architecture manifests a negligible
impact on this phenomenon, the first layers appear to be
more critical.
1. Introduction
In visual perception, contrast is defined as the difference
in brightness of an object with its surroundings. This is pri-
marily determined by the source of light. The illumining lux
at bright sunlight is larger than starlight by a factor of one
billion [36]. Subsequently, contrast is higher to a greater
extent in a well illuminated scene in comparison to a dim
environment. In addition to this global factor, local config-
urations of a scene’s constituents cause considerable varia-
tion in contrast of present objects by creating shadows and
reflections [9].
100% 40%
Figure 1. A sample synthetic image used to test autonomous driv-
ing. The system exhibits erroneous behaviour at 40% image
contrast and depicted by the red arrow. Image credit https:
//deeplearningtest.github.io/deepTest/.
Although we all prefer a colourful day, our visual percep-
tion is not impaired in faint contrast. This is expected from
an artificially intelligent machine as well. Autonomous
driving cars have been reported to cause fatal accidents
in low-contrast visibility conditions [41] (see Figure 1).
This emphasises the importance of designing a contrast-
invariant machine vision. Previous works in the literature
have reported that the accuracy of most prominent deep
networks at object classification falls noticeably at low-
contrast images [10, 8, 2]. Therefore, further investigation
is required to address, at least, two fundamental research
questions around this topic:
i How a contrast-invariant network can be achieved.
What is the most influential factor, i.e. the architecture
of a model, the training procedure, or a combination of
both?
ii What sorts of mechanism a network learns in order to
prevent variation of contrast in input image propagat-
ing to its output. Is it a specific kernel, a layer, or an
interaction among them?
Although both questions are equally important, it is worth
acknowledging that a resolution to the former does not nec-
essarily reveal an explanation to the latter. For instance,
1
ar
X
iv
:1
90
2.
04
37
8v
1 
 [c
s.C
V]
  1
2 F
eb
 20
19
perhaps networks undergone a specific training procedure
produce a same set of outputs across different levels of con-
trast, nevertheless this leaves us with little insight about the
exact mechanism in terms of neuronal operations that leads
to this feature.
Preceding related investigations have been mainly fo-
cused on evaluating the performance of the deep neural
networks (DNN) exposed to poor visual information. One
study measured classification accuracy of four networks on
ImageNet data set under five image distortions, including
contrast reduction [8]. Similarly, [10] compared the ability
of three DNNs to human observers in a psychophysical ex-
periment, in which quality of images was degraded. Results
of both studies indicate that while some networks perform
substantially better than others, all decay at low-contrast im-
ages (i.e. about 20% level of contrast).
Hitherto, the second question has not been inquired. This
was addressed in a recent study [2] that analysed activation
map of kernels in eight DNNs. Their findings suggest that
relative position of the first max-pooling is an influential
factor for a network to accomplish invariance to contrast.
Their methodology is in harmony with the rationale to dis-
sect a network into human-interpretable concepts [5]. How-
ever, networks examined by [2] were state-of-the-art mod-
els that were trained with distinct procedures. Therefore,
their findings might be inconclusive in disentanglement of
contrast representation in a neural networks.
In this article we attempt to contribute to both ques-
tions. The principal capacity that deep learning has pro-
vided for computational models is to learn intricate patterns
from large data sets [26], therefore, data augmentation has
been actively used as a tool to increase robustness to com-
mon image transformations and avoid over-fitting [24, 37].
Along this line, we investigated the impact of contrast-
augmentation on training and fine-tuning DNNs. The re-
sults of our experiments show that this is an effective ap-
proach to make networks invariant to image contrast even
at extreme low levels, with no side effects.
Comprehending feature representation and its disentan-
glement is of great interest to the research community [6].
Consequently, in order to gain insights about the features
learnt by DNNs, a large body of literature has developed
techniques to visualise its internal units (e.g. [42, 28]). Oth-
ers have proposed a binary segmentation task to study ev-
ery neuron of a network [5]. These methods are primarily
applicable to high level perceptual concepts (e.g. objects)
or tangible low level features (e.g. colours). In contrary,
contrast is a fundamental visual feature in natural scenes,
independent of luminance [29], thus, it is cumbersome to
decipher its role through above-stated approaches. Instead,
we tackled the second question from two other angles:
• We trained various networks under a completely con-
trolled procedure: forcing all variables to be identical
except one to be singled out at each experiment. This
allows us to identify the influence of each factor. Ad-
ditionally, we compared the learnt weights in a pair of
twin networks to localise notion of contrast in an ar-
chitecture. Previous studies suggest a concept is often
encoded with a combination of several neurons [1, 11].
• Analysing all neurons of the same network under mul-
tiple levels of contrast. We compared activation of ker-
nels between inputs correctly classified at lower image
contrast to the misclassified instances. This is a com-
mon practice in neuroscience due to limit of access to
a large set of brains [21]. The hypothesis is if a spe-
cific kernel or layer represents the concept of contrast,
this would be revealed by comparing the activity of the
same network under successful and failure trials.
Our analysis suggest that the first few layers of a net-
work are protagonists of a mechanism to achieve invariance
to image contrast. However, we did not discover any indi-
vidual kernel, layer, or a combination of both that is capable
of explaining how two networks whose weights are 99.9%
correlated produce utterly different results.
2. Methodology
2.1. Setup
2.1.1 Data set
We conducted our experiments on ImageNet data set [24]
which is collection of one thousand object categories. The
training-set contains 1.3 million images (i.e. 1300 per cate-
gory) and the validation-set consists of 50 thousands images
(i.e. 50 per category).
2.1.2 Networks
We studied thirteen distinguished networks in state-of-
the-art: VGG16 [37], VGG19 [37], ResNet50 [13], In-
ceptionV3 [40], Xception [7], InceptionResNetV2 [38],
MobileNet [15], MobileNetV2 [35], DenseNet121 [16],
DenseNet169 [16], DenseNet201 [16], NASNetMobile [43],
and NASNetLarge [43].
The weights of all these models were obtained from
Keras platform1. It is worth emphasising that each of the
aforementioned networks have been trained on ImageNet
data set, however each pretrained network has experienced
a different procedure: such as in the choice of optimiser,
number of epochs, or types of image augmentation.
2.1.3 Contrast manipulation
There are many possible formulations to change contrast of
an image. One approach would be to blend the input image
1https://keras.io/applications/
with a grey image [8]. Another is to modulate Michelson
contrast [30]. We opted for the latter through this equation:
Ic(x, y) =
c
100
× I(x, y) + 1−
c
100
2
, (1)
where I is the input image, {x, y} are pixel coordinates and
c is the contrast level. In this way, our findings are compa-
rable to previous studies on this topic [10, 2].
2.2. Experiments
2.2.1 Evaluating pretrained networks
We evaluated the classification accuracy of each of those
thirteen prominent pretrained networks on the validation-set
of ImageNet data set under seven levels of contrast: namely
c ∈ {1, 5, 15, 30, 50, 75, 100}% in Eq. 1. See Figure 2 for
an exemplary input image.
5% 15% 50% 100%
Figure 2. An exemplary image under different levels of contrast.
Prior to feeding a network with an image:
• First, it was resized to its smaller edge and the cen-
tral square was cropped according to the input size of
each network (i.e. NASNetLarge receives images of
size 331× 331, Xception, InceptionV3, and Inception-
ResNetV2 299× 299, and all the rest 224× 224).
• Second, it was preprocessed with the same function
utilised during the original training procedure of that
network.
2.2.2 Training networks from scratch
The experiment described above sheds light on state-of-the-
art in image classification across different levels of contrast.
However, each model is of a completely distinct nature (e.g.
different architectures, number of parameters, type of op-
timisation, the objective function, training procedure, pre-
processing function etc.). Therefore, studying pretrained
DNNs alone does not allow us to disentangle the impact of
each factor to the role of image contrast, and subsequently
to discover the mechanism a network has learnt to become
invariant to this feature. In other words to generalise along
its dimension.
Accordingly, we studied three of those networks (Incep-
tionV3, ResNet50 and DenseNet201) in a greater details by
means of training various instances of them from scratch
under identical conditions. We chose these models because:
(i) their architectures consist of a similar number of parame-
ters, (ii) their classification accuracy at 100% image contrast
is comparable, (iii) their accuracy at lower levels of contrast
is very different.
We investigated four factors: (i) whether a specific ar-
chitecture results in invariance to image contrast, (ii) effect
of relative position of the first max-pooling [2], (iii) choice
of the optimisation algorithm, and (iv) exposure to multiple
levels of contrast during the training phase.
We trained each instance of these networks in ten epochs
with a batch size of 32 on a single GPU. In this experiment,
we excluded all standard “augmentation” (e.g. flipping, ran-
dom cropping, scaling, etc.) in our training phase, due to the
random nature of these procedures that makes the compari-
son more complicated and less accurate.
2.2.3 Fine-tuning pretrained networks
We selected five of those pretrained networks with the
criteria to cover various performances proportional to
their number of parameters (i.e. MobileNetV2, ResNet50,
VGG16, NASNetMobile, and InceptionV3) and fine-tuned
their weights with “contrast-augmentation”. This proce-
dure is not augmentation in the sense of increasing the num-
ber of training images. It merely refers to the manipulation
of the image contrast during the training with a random con-
trast level in the range of 1 to 100% according to Eq. 1.
Therefore, each network is essentially exposed to the same
number of training images at each epoch.
Irrespective of the optimisation configurations of a net-
work at its original training procedure, we fine-tuned all
instances with an Adam optimiser [22] and a categorical
cross-entropy objective function. We set the learning rate
and decay parameters both equal to 10−6 for all our experi-
ments. This fine-tuning consists of five epochs of retraining
with “contrast-augmentation” with a batch size of 32 on a
single GPU. During the fine-tuning, we included the follow-
ing standard “augmentation” procedures: i.e. random hori-
zontal flipping, zooming (within a 20% scale), and shifting
(within a 20% range).
3. Results2
3.1. Pretrained networks
The top-1 classification accuracy of all examined net-
works on the validation-set of ImageNet at different levels
of contrast are illustrated in Figure 9. It is important to em-
phasise that each curve is divided by its value at 100% im-
age contrast to facilitate the comparison. The objective of
this experiment is not to evaluate the absolute accuracy of
each network, but rather to investigate which network can
retain its performance at lower contrast levels. The abso-
lute accuracy (top-1 and top-5) of fine-tuned networks are
2Source code and experimental materials are available at https://
goo.gl/GkdZQt.
reported in Table 1.
It is evident from Figure 9 that all networks retain their
peak performance at 75% level of contrast. After that, the
accuracy of ResNet50 and MobileNetV2 deteriorates at a
sharper rate (note the red and magenta curves at the bottom
of the left panel) followed by VGG16 and VGG19 (note the
purple curves in the middle of both panels). Others perform
very well down till 30% level of contrast. However, they ex-
perience a large drop by the time image contrast reaches 15
and 5%. And finally, at 1% level of contrast all pretrained
networks are at chance level.
Contrary to this, all the five contrast-augmented net-
works retain almost perfectly their peak accuracy down till
5% image contrast, and at 1% level of contrast, on average,
they score about 70% of their original performance (note
the triangle shaped curves at the top of the left panel in Fig-
ure 9). The difference among fine-tuned networks at 1%
image contrast could be due to the number of parameters a
model is consist of (i.e. MobileNetV2 and NASNetMobile
are in the order of five millions parameters, substantially
less than the others).
3.2. Networks trained from scratch
The top-1 classification accuracy of networks trained
from scratch on validation-set of ImageNet at different lev-
els of contrast are illustrated in Figure 16. It is important
to emphasise that these curves, similar to those in Figure 9,
are normalised to obtain perfect accuracy at full image con-
trast. Furthermore, let us remind ourselves that these net-
works have been trained only for ten epochs with no image
augmentation. This explains why their overall performance
is lower in comparison to the pretrained networks reported
in Figure 9.
In order to accurately identify influential factors on im-
age contrast, we controlled every aspect of the training pro-
cedures to make them as identical as possible for all net-
works: e.g. preprocessing functions, weights initialisation,
no shuffling in the order of images, batch size, and input
size. No image augmentation was used except for those
labelled as “contrast-augmented” in which the contrast of
training images were randomly adjusted within the range of
1 to 100%.
We trained an instance of each architecture with two
types of optimisation algorithm: Adam (learning rate set
to 10−3 and decay is equal to 10−6) and SGD (learning rate
set to 10−1 and decay is equal to 10−4). We used cate-
gorical cross-entropy as the objective function for all our
experiments.
Within each class of architecture, all instances have ap-
proximately the same number of parameters. The “Area1”
labels refers to the distribution of convolutional kernels
prior to the first max-pooling layer. “Area1 1” means there
is one convolutional layer before the first max-pooling.
“Area1 2” and “Area1 3” refer to two and three convolu-
tional layers, correspondingly.
There are three phenomena emerging from Figure 16 that
are worth to be highlighted:
i All contrast-augmented networks retain their peak per-
formance perfectly down till 5% image contrast; and
at 1% level of contrast they obtain, on average, half of
their accuracy at full contrast (see the triangle shaped
curves at the top of the figure lying on the line y = 1).
ii Among the rest, those trained with Adam optimiser
perform better at lower levels of contrast in compar-
ison to their identical twins trained with SGD. This is
true irrespective of the network architecture (compare
the square shaped curves to the circle ones).
iii Overall, the architecture of a network appears to be
of minor importance, since InceptionV3, ResNet50 and
DenseNet201 produce comparable results under iden-
tical conditions. However, a tiny anecdote appears
within each family of the networks: those with multi-
ple convolutional layers prior to the first max-pooling
perform slightly better in comparison to their counter-
parts with a single convolutional layer [2] (e.g. com-
pare the dark and light squares or circles).
4. Discussion
4.1. The how question
The results of the fine-tuning experiment reported in Fig-
ure 9 and Table 1 indicate three significant phenomena:
i Pretrained networks in state-of-the-art, irrespective of
their architecture or original training procedure, can
become almost perfectly invariant to image contrast
with a few epochs of contrast-augmented fine-tuning
(compare the triangle shaped curves in the left panel
of Figure 9 to the square ones).
Most networks experience a dramatic change in their
performance across multiple levels of contrast. For in-
stance, the original ResNet50 barely retains 10% of its
peak performance at 5% image contrast. However, the
fine-tuned offspring maintains 96% of its accuracy un-
der the same condition (see Figure 5 for an example).
ii An obvious objection could be raised that the contrast-
augmented fine-tuning would harm the absolute accu-
racy of a network at 100% level of contrast. The ver-
dict is no, as it is evident in Table 1. All fine-tuned
networks match or exceed their original accuracy at
full contrast image, till the second decimal point (for
both measures of top-1 and top5).
Figure 3. The top-1 classification accuracy of various networks on the validation-set of ImageNet data set. The curves are normalised to
perfect accuracy on 100% level of contrast. On the left panel: those curves with a triangle shape have gone through contrast-augmented
fine-tuning, initialised with the weights of the square shaped curves. On the right panel: all the rest of the pretrained models obtained from
Keras platform. Interested readers are encouraged to refer to supplementary materials for a similar figure of top-5 classification accuracy.
At the same time, the gain is striking for all networks at
many lower image contrasts. Compare red and green
figures in Table 1. To name one as an example, the
original ResNet50 obtains 0 and 7% classification ac-
curacy at contrast levels 1 and 5%, while the fine-tuned
version scores 52 and 71%, respectively.
iii This boost in performance of object classification for
images of reduced contrast, appears to be little in-
fluenced by the original accuracy of a network at
those conditions. For instance, the original ResNet50
performs extremely poor at low levels of contrast,
while InceptionV3 performs relatively well in those
conditions. Nevertheless, the corresponding contrast-
augmented versions of both obtain close to perfect ac-
curacy down till 5% level of contrast.
The results of the training networks in identical condi-
tions (Figure 16) support these findings:
i Exposure to multiple image contrasts during the train-
ing phase is the crucial element.
ii The choice of optimisation is a secondary factor, which
also technically refers to the training procedure.
iii The overall impact of a network architecture is diminu-
tive, although lower layers appear somehow pivotal.
These findings suggest that exposure to multiple levels
of contrast allows a network to adequately learn a set of pa-
rameters to essentially accomplish object classification in-
variance to image contrast, which can notoriously change at
all time [9]. This could present potential implications for
distinct vision related disciplines:
• From a machine vision perspective, one interpretation
could be that a network consists of millions of param-
eters is probably capable of encoding many more fea-
tures within the same architecture [27, 23].
Top-1 Top-5
Contrast level 1% 5% 15% 50% 100% 1% 5% 15% 50% 100%
InceptionV3 Original 0.00 0.49 0.74 0.77 0.77 0.17 0.72 0.91 0.93 0.94Fine-tuned 0.60 0.75 0.77 0.77 0.77 0.82 0.93 0.94 0.94 0.94
ResNet50 Original 0.00 0.07 0.40 0.69 0.74 0.01 0.17 0.65 0.89 0.92Fine-tuned 0.52 0.71 0.74 0.74 0.74 0.76 0.90 0.92 0.93 0.92
VGG16 Original 0.01 0.15 0.53 0.69 0.70 0.03 0.36 0.78 0.89 0.89Fine-tuned 0.50 0.65 0.70 0.71 0.71 0.70 0.87 0.90 0.90 0.90
NASNetMobile Original 0.00 0.27 0.66 0.73 0.73 0.08 0.48 0.86 0.91 0.91Fine-tuned 0.45 0.70 0.71 0.73 0.73 0.59 0.88 0.90 0.91 0.91
MobileNetV2 Original 0.00 0.05 0.38 0.68 0.71 0.08 0.12 0.64 0.88 0.90Fine-tuned 0.40 0.66 0.69 0.71 0.71 0.55 0.88 0.90 0.90 0.90
Table 1. The classification accuracy comparison of various networks with their fine-tuned contrast-augmented offspring.
Figure 4. The top-1 classification accuracy of various networks
on the validation-set of ImageNet. The curves are normalised to
perfect accuracy on 100% level of contrast. Each legend starts with
an abbreviation, the first corresponds to network (I: InceptionV3
– Blue, R: ResNet50 – Red, D: DenseNet201 – Green) and the
second to optimiser (A: Adam – Square, S: SGD – Circle). Those
with a triangle shape have gone through a contrast-augmented
training procedure. Interested readers are encouraged to refer to
supplementary materials for top-5 classification accuracy.
100% 15% 100% 50%
Figure 5. Two examples in which at 100% image contrast both the
original ResNet50 and its fine-tuned offspring correctly classify
the present objects. At a lower level of contrast the original model
fails while the fine-tuned version succeeds.
Alternatively, looking at this inversely suggests that it
should be possible to achieve the same level of accu-
racy at a single level of image contrast with smaller
networks [19, 33].
• From a visual perception perspective, this empowers
the empirical theory of vision, inference through suc-
cessful behaviour [32], by providing more evidence
that past experience indeed is an essential part of a vi-
sually intelligent system.
4.1.1 The amount of training required
Analysing the evolution of the fine-tuning procedure in a
greater details (see Figure 15 for RestNet50) suggests that
essentially the first epoch is the most influential one, while
epochs two to five allow the network to adjust its parameters
more adequately to boost the performance at very low levels
of image contrast (i.e. 1 and 5%).
Figure 6. The top-1 classification accuracy of fine-tuned ResNet50
in various epochs on the validation-set of ImageNet data set.
4.1.2 Degradation in other visual information
It can be reasonably objected that contrast-augmentation
could cause undesired side effects on robustness of the net-
work to degradation of other visual features. A contrary
school of thought could argue that exposure to random im-
age contrast compels the network to rely on more abstract
representation, and consequently less impaired by other im-
age transformations. We scrutinised this opposite views by
comparing the performance of a network to its fine-tuned
version over validation-set of ImageNet under a diverse set
of image manipulations (refer to supplementary materials):
• Gaussian blurring with square windows of side 3, 9
and 27 pixels. We did not observe any systematical
evidence for either side of the argument and essen-
tially the classification accuracy of original networks
and their fine-tuned versions were on-par.
• Salt & Pepper noise of 1, 5 and 10%, or uniformly
distributed noise. Similar verdict as Gaussian blurring.
• Gamma correction with γ ∈ {0.3, 0.8, 1.2, 3.0}. Fine-
tuned networks performed substantially better (maxi-
mally in the order of 20%) in case of gamma compres-
sion while performing slightly worse (maximally in the
order of 2%) in case of gamma expansion. This sug-
gests that the linear contrast-augmentation has a posi-
tive effect on nonlinear contrast manipulation as well.
• Varying illumination conditions by multiplying two
colour channels at a time with a constant of values
0.25, 0.50, and 0.75 (i.e. making the image reddish,
greenish, or bluish respectively). We observed that the
fine-tuned network perform better at this experiment.
This is in line with previously reported importance of
contrast in computational colour constancy [4].
The results of these experiments suggest that contrast-
augmentation could potentially make DNNs more robust
towards other changes that occur in illumination of a
scene. This should cause no surprise as contrast aware
non-learning algorithms have been incorporated into a wide
range of computer vision applications with encouraging re-
sults (e.g. [3, 20, 31]).
4.2. The what question
4.2.1 Twin networks comparison
In order to better grasp what is internally altered that al-
lows a model to become invariant to image contrast, first,
we compared raw weights of the original networks to their
fine-tuned offspring (see Table 2):
• The raw weights are more than 99.9% linearly corre-
lated with a negligible variation across layers.
• The absolute difference between raw weights is in the
order of 10−4. Given that the average range of weights
in these networks are typically in the the order of 10−2,
this implies that the absolute difference is merely 1%.
• There is more than 99.9% mutual dependence between
raw weights of the original and fine-tuned networks.
PCC Difference NMI
InceptionV3 0.99 8(±3)× 10−4 0.99
ResNet50 0.99 10(±4)× 10−4 0.99
VGG16 0.99 4(±2)× 10−4 0.99
NASNetMobile 0.99 18(±6)× 10−4 0.99
MobileNetV2 0.99 25(±9)× 10−4 0.99
Table 2. The comparison of raw weights of an original network to
its fine-tuned offspring. Metrics from left to right: Pearson corre-
lation coefficient (PCC), the absolute Difference, and Normalised
Mutual Information (NMI). Values are averaged out over all lay-
ers of a network. Standard deviations are not shown for PCC and
NMI since they were 0 till the third decimal.
Inspecting the absolute difference and mutual informa-
tion at each layer separately, exhibits a tendency among
all examined networks: first convolutional layers have a
smaller mutual information and a larger absolute difference.
This relation inverts itself as we progress towards the last
convolutional layer. See Figure 7 for absolute difference
and refer to supplementary materials for mutual informa-
tion. This suggests that the biggest difference between a
network and its fine-tuned offspring is at the first few lay-
ers. This phenomenon sounds logical, given contrast is a
low level visual feature, subsequently, no account of its vari-
ation at the start of a feed-forward model would cause a
propagation of larger impact to higher layers [26]. This is
in accordance with the reported contrast-invariant cells of
lower cortical areas in biological vision [18].
Figure 7. The absolute difference of kernel weights between an
original network and its fine-tuned offspring.
In the analysis discussed above, two networks are com-
pared at corresponding layers represented through the aver-
age of all their constituent kernels. This assumes a particu-
lar layer is entirely capturing contrast of an image. A more
realistic alternative could hypothesise that the difference oc-
cur at a finer level among individual kernels, whose impact
is vanished at the analysis above due to the limitations of an
average representation.
One approach to highlight true differences between ker-
nels of both networks is nominal thresholds, similar to the
idea of binary classification [5]. We examined this by count-
ing the number of kernels pairs whose correlation is out-
side of standard variation. No systematic pattern emerged
generic to all networks, however we discovered discernible
differences at each network. For instance, all “branch 2c”
convolutional layers of ResNet50 stand out with many con-
stituent kernels having a correlation smaller than 0.75 be-
tween the original network and its fine-tuned version (see
blue bars in Figure 17). No other layer holds a single ker-
nel of this criteria. It is worth reminding ourselves that the
average correlation among all kernels is greater than 0.999.
Another approach to compare a pair of twin networks is
Figure 8. The comparison of the original and fine-tuned ResNet50.
Blue bars refer to the total number of uncorrelated kernels’ weights
(i.e. corr ≤ 0.75) between networks. Red bars refer to the total
number of images in validation-set of ImageNet with uncorrelated
kernels’ activation (i.e. corr ≤ 0.75) between both networks.
to first feed each with an image, in order to compute the
activation map of all kernels, and then compare those corre-
spondingly. We conducted this experiment for all layers of
the original and fine-tuned ResNet50, inputting them with
all images in validation-set of ImageNet. Representing each
layer through its average across all 50K images exhibits an
overall tendency between lower and higher layers, similar to
curves of Figure 7. Alternatively, each image can be exam-
ined conditioned to a nominal threshold. We observed in-
teresting correspondences between this analysis and the one
for kernels’ weights, refer to Figure 17. Most “branch 2c”
convolutional layers stand out as completely different from
other layers (note red bars in this figure).
Kernels of “branch 2c” perform convolution only along
the dimension of feature maps without integration over a
spatial vicinity (i.e. kernels of size 1×1). This construction
is a reminiscence of hypercolumns in biological vision [17].
Perhaps, these 1 × 1 kernels that expand or contract di-
mensionality of feature maps allow the network to learn an
account of image contrast. Therefore, it can be contem-
plated that future investigations concentrated on these ker-
nels could shed more light on the exact operations that lead
to contrast invariance, at least in case of ResNet50.
4.2.2 Successful versus failure comparison
Ultimately, any attempt to describe the mechanism of con-
trast invariance in DNNs (or any other feature as a matter
of fact) should be able to explain differences at the level
of individual images as well. We inspected all the discov-
ered patterns in addition to the one proposed in [2] with
this criteria. For instance, whether kernels of “branch 2c”
in ResNet50 exhibit distinct activation maps for successful
and failure trials. We did not spot any systematic differences
between the two conditions: in other words the shape of red
bars in Figure 17 would be almost identical regardless of
network output (refer to supplementary materials).
5. Conclusion
In this work we enquired into the function of image con-
trast in deep neural networks (DNN). We argued that con-
trast is a pillar of a visual system as manifested in evolution
of the biological vision [29]. We further reasoned that in-
variance to this feature is a necessary asset for machine vi-
sion, evident in case of autonomous cars [41]. We addressed
two research questions: (i) how to accomplish a contrast-
invariant model, and (ii) what mechanism allows a DNN to
possess this feature. We approached these questions by con-
ducting experiments on ImageNet: a large visual data set of
diverse objects. We thoroughly studied thirteen prominent
networks in the literature by fine-tuning their weights with
contrast-augmentation, as well as training new instances of
each architecture under completely controlled conditions.
The results of our experiments report that state-of-the-
art object classification networks fail to retain their peak
performance for images of poor contrast, some even suf-
fer at higher levels as much as 50% (refer to Figure 9 and
Table 1). We demonstrated that a simple fine-tuning pro-
cedure of contrast-augmentation offers a robust solution to
the how question: by allowing a model to adequately adjust
its parameters to perform almost perfectly at extreme low-
contrast. Training new instances from scratch supported
these findings by exhibiting that exposure to multiple lev-
els of contrast is indeed the key factor (see Figure 16).
We tackled the what question by comparing weights and
activation maps of every layer and its constituent kernels
between an original network and its fine-tuned offspring.
These networks are over 99.9% correlated, however one is
invariant to image contrast while another heavily impaired
by it. We observed a general tendency that the largest dif-
ference appears to occur at the first few layers. Other pro-
nounced patterns emerged uniquely for each architecture,
however none explained the difference between successful
and failure trials. A more profound study of those would
allow future works to answer the what question.
Deciphering the exact mechanisms of a system consti-
tutes of millions of parameters is complex due to the con-
voluted nature of its inner operations. DNN is a hyper-
dimensional model, however for simplicity it can be visu-
alised as a prism of multiple areas (i.e. a block of repetitive
layers). Each of these areas could be imagined as a cuboid
decomposed into layers of different nature. Each layer is a
volumetric shape sliced to kernels that are the smallest com-
prehensible dimension of a network due to their three di-
mensional nature. In this article (similar to previous works
[42, 28, 5]) we limited our analysis to the kernel and layer
dimension. Given hierarchical depth is demonstrated to
be of significant importance both in artificial [37, 39, 12]
and biological vision [34, 14, 25]. Therefore, future works
should focus more on the analysis of hyper dimensions (i.e.
the depth of a neural network, across layers and areas).
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A. Pretrained networks
A.1. Contrast reduction
Classification accuracy of various networks under seven
levels of image contrast – c ∈ {1, 5, 15, 30, 50, 75, 100}%
– are reported in Figure 9. Refer to Section 3.1 and 4.1 of
the principal manuscript for relevant discussion.
A.2. Illumination manipulation
Classification accuracy of various networks under three
conditions of illumination manipulation are reported in Fig-
ure 10. The reported results are average of three condi-
tions: i.e. reddish, greenish, or bluish (obtained by keeping
one colour channel constant and multiplying the other two
channels with a constant of 0.25, 0.50, and 0.75). There
is no significant difference between VGG16, MobileNetV2,
NasnetMobile and their corresponding contrast-augmented
fine-tuned offspring. However, the fine-tuned InceptionV3
and ResNet50 score significantly better than their original
networks.
Although not a topic of this article, it is worth highlight-
ing that certain networks (DenseNet and VGG family) per-
form substantially better in this task in comparison to the
others. This should be investigated in future studies.
A.3. Gamma correction
Classification accuracy of various networks under seven
Gamma correction – γ ∈ {0.05, 0.1, 0.3, 0.8, 1, 1.2, 3} –
are reported in Figure 11. All contrast-augmented fine-
tuned networks perform considerably better in γ < 1. This
is more pronounced for VGG16 and ResNet50. For γ > 1
there is no clear pattern between original and fine-tuned off-
spring.
Although not a topic of this article, it is worth highlight-
ing that certain networks (NasnetLarge) perform substan-
tially better in this task in comparison to the others. This
should be investigated in future studies.
A.4. Gaussian blurring
Classification accuracy of various networks under three
levels of Gaussian blurring – convolutional window of side
3, 9 and 27 pixels – are reported in Figure 12. There is no
significant difference between original and fine-tuned off-
spring.
Although not a topic of this article, it is worth highlight-
ing that certain networks (NasnetLarge) perform substan-
tially better in this task in comparison to the others. This
should be investigated in future studies.
A.5. Uniform noise
Classification accuracy of various networks under three
levels of uniform noise – 5, 10, and 20% noise – are reported
Figure 9. The classification accuracy of various networks on the validation-set of ImageNet data set. The first row corresponds to top-1 and
the second row corresponds to top-5. The curves are normalised to perfect accuracy on 100% level of contrast. On the left panel: those
curves with a triangle shape have gone through contrast-augmented fine-tuning, initialised with the weights of the square shaped curves.
On the right panel: all the rest of the pretrained models obtained from Keras platform.
in Figure 13. There is no significant difference between
original and fine-tuned offspring.
Although not a topic of this article, it is worth highlight-
ing that certain networks (NasnetLarge, InceptionV3, Xcep-
tion, and InceptionResNetV2) perform substantially better
in this task in comparison to the others. This should be in-
vestigated in future studies.
A.6. Salt & Pepper Noise
Classification accuracy of various networks under three
levels of salt & pepper noise – 1, 5, and 10% noise – are
reported in Figure 14. There is no significant difference
between original and fine-tuned offspring.
Although not a topic of this article, it is worth highlight-
ing that certain networks (NasnetLarge) perform substan-
tially better in this task in comparison to the others. This
should be investigated in future studies.
A.7. Amount of required training
B. Training networks from scratch
B.1. Contrast reduction
Classification accuracy of various networks trained in
controlled environment under seven levels of image con-
trast – c ∈ {1, 5, 15, 30, 50, 75, 100}% – are reported in
Figure 16. Refer to Section 3.2 of the principal manuscript
for relevant discussion.
C. The what question
C.1. Weights comparison
The absolute difference and mutual information between
weights of all convolutional layers of an original network
and its fine-tuned offspring is reported in Figure 17. Refer
to the Section 4.2 of the principal manuscript for relevant
discussion.
Figure 10. The classification accuracy of various networks on the validation-set of ImageNet data set. The first row corresponds to top-1
and the second row corresponds to top-5. On the left panel: those curves with a triangle shape and dotted pattern have gone through
contrast-augmented fine-tuning, initialised with the weights of the square shaped curves. On the right panel: all the rest of the pretrained
models obtained from Keras platform.
C.2. Activation maps comparison
Figure 18 corresponds to the red bars of Figure 8 in the
principal manuscript divided into two categories: (i) the
green bars are the average of all images where the orig-
inal ResNet50 and its fine-tuned offspring both correctly
classify an image at 15% level of contrast, (ii) red bars re-
fer to those instances where the original ResNet50 fails to
correctly classify while the fine-tuned version does classify
correctly. As it can be observed there is no clear difference
between the two set of bars. This suggests that although
“branch 2c” convolutional layers clearly exhibit a different
behaviour in comparison to the other layers, they cannot
explain the difference between successful and failure trials.
This is a necessary condition and should be answered in fu-
ture works.
Figure 19 shows the correlation between activation maps
of the all layers in the original ResNet50 and its fine-tuned
offspring. As it can be observed the green and red lines are
very similar. This suggests correlation between activation
maps of these twin networks cannot explain the difference
between them.
C.3. Successful versus failure comparison
Figure 20 shows the percentage of the most activated ker-
nels that remain identical at every convolutional layer when
the image contrast is reduced from 100% to a lower level.
As it can be observed from this figure, as contrast of im-
age is reduced the percentage of identical kernels to 100%
image contrast is reduced. This can explain why VGG16
performs worse when contrast of an image is poor. How-
ever there is no difference between green and red lines re-
gardless of the contrast examined. This suggests similar to
above that percentage of the most activated kernels cannot
explain why a network fails for certain images at low con-
trast, while it succeeds for others. This should be studied in
future works.
Figure 11. The classification accuracy of various networks on the validation-set of ImageNet data set. The first row corresponds to top-1
and the second row corresponds to top-5. On the left panel: those curves with a triangle shape and dotted pattern have gone through
contrast-augmented fine-tuning, initialised with the weights of the square shaped curves. On the right panel: all the rest of the pretrained
models obtained from Keras platform.
Figure 12. The classification accuracy of various networks on the validation-set of ImageNet data set. The first row corresponds to top-1
and the second row corresponds to top-5. On the left panel: those curves with a triangle shape and dotted pattern have gone through
contrast-augmented fine-tuning, initialised with the weights of the square shaped curves. On the right panel: all the rest of the pretrained
models obtained from Keras platform.
Figure 13. The classification accuracy of various networks on the validation-set of ImageNet data set. The first row corresponds to top-1
and the second row corresponds to top-5. On the left panel: those curves with a triangle shape and dotted pattern have gone through
contrast-augmented fine-tuning, initialised with the weights of the square shaped curves. On the right panel: all the rest of the pretrained
models obtained from Keras platform.
Figure 14. The classification accuracy of various networks on the validation-set of ImageNet data set. The first row corresponds to top-1
and the second row corresponds to top-5. On the left panel: those curves with a triangle shape and dotted pattern have gone through
contrast-augmented fine-tuning, initialised with the weights of the square shaped curves. On the right panel: all the rest of the pretrained
models obtained from Keras platform.
Figure 15. The top-1 and top-5 classification accuracy of fine-tuned ResNet50 in various epochs on the validation-set of ImageNet data set.
Figure 16. The top-1 and top-5 classification accuracy of various networks on the validation-set of ImageNet. The left panel corresponds to
top-1 and the right panel corresponds to top-5 The curves are normalised to perfect accuracy on 100% level of contrast. Each legend starts
with an abbreviation, the first corresponds to network (I: InceptionV3 – Blue, R: ResNet50 – Red, D: DenseNet201 – Green) and the
second to optimiser (A: Adam – Square, S: SGD – Circle). Those with a triangle shape have gone through a contrast-augmented training
procedure.
Figure 17. Left panel: the absolute difference of kernel weights between an original network and its fine-tuned offspring. Right panel: the
mutual information between kernels weights of an original network and its fine-tuned offspring
Figure 18. The total number of images in validation-set of ImageNet with uncorrelated kernels’ activation (i.e. corr ≤ 0.75) between
ResNet50 and its contrast-augmented fine-tuned offspring. Green bars correspond to the images where both networks have a correct
output. Red bars correspond to the instances where the fine-tuned network is successful while the original network fails.
Figure 19. Correlation between activation maps of ResNet50 and its contrast-augmented fine-tuned offspring for all layer. The continuous
lines correspond to images at 100% level of contrast. The dashed lines correspond to images at 15% level of contrast. Green colour refers
to the images where both networks have a correct output. Red colour refers to the instances where the fine-tuned network is successful
while the original network fails.
Figure 20. Comparison of the most activated kernels in activation maps of VGG16 between images at lower levels of contrast to 100%
contrast. Green colour correspond to the images where VGG16 is correct at both 100% image contrast and lower image contrast. Red
colour corresponds to the images where VGG16 is correct at 100% image contrast but it fails at a lower image contrast.
