Large-scale on-the-fly Born-Oppenheimer molecular dynamics simulations using recent advances in linear scaling electronic structure theory and trajectory integration techniques have been performed for protonated water clusters around the magic number (H 2 O) n H þ , for n ¼ 20 and 21. Besides demonstrating the feasibility and efficiency of the computational approach, the calculations reveal interesting dynamical details. Elimination of water molecules is found to be fast for both cluster sizes but rather insensitive to the initial geometry. The water molecules released acquire velocities compatible with thermal energies. The proton solvation shell changes between the well-known Eigen and Zundel motifs and is characterized by specific low-frequency vibrational modes, which have been quantified. The proton transfer mechanism largely resembles that of bulk water but one interesting variation was observed.
Introduction
Clusters of water molecules constitute the direct link between the gas and condensed phases. By studying the gradual addition of water molecules to a central ion or molecule, it becomes possible to obtain detailed insight into solvation phenomena as well as into the process of nucleation. In atmospheric nucleation, both neutral and ionic centers are known to be important. We are here concerned with the latter in its simplest and most prototypical form, protonated water. Historically, it was Arrhenius who realized that it is a proton (rather than a hydrogen atom) that is liberated from an acid upon its interaction with water, whereas it was Goldschmidt and Udby who proposed that the liberated proton is attached to a water molecule in the form of H 3 O þ , now known as the hydroxonium ion. [1] The first experimental verification of this idea was made in 1940 by Mann, using mass spectrometry. [2] Since then, a large number of studies of H 3 O þ and its water adducts have been performed. For example, Eigen pointed out the importance of proton migration dynamics and the essential role of the three waters of the first hydration shell around the hydroxonium ion, [3] while Zundel elucidated the key role of the proton bonded dimer on the basis of spectroscopic evidence. [4] With the advent of supersonic expansion cluster sources and electrospray ionization sources in mass spectrometry, it became possible to form large (H 2 O) n H þ clusters in the gas phase, allowing for a wide range of studies of the properties and structures of protonated water. Lin noted in 1973 that the cluster (H 2 O) 21 H þ has enhanced abundance compared with its nearest neighbours in the cluster distribution of the mass spectrum. [5] This finding was confirmed by Searcy and Fenn in 1974 , who speculated that the ' 'magic number' ' n ¼ 21 could be related to a particularly tightly hydrogen bonded structure, suggesting that 20 water molecules form a pentagonal dodecahedron with the hydroxonium trapped inside, in analogy with structural motifs found for various chlatrates. [6] Alternatively, the high abundance of (H 2 O) 21 H þ could be due to the kinetics of cluster formation in the ion source and the subsequent evaporation from clusters that occur both in the source and during the flight through the mass analyser. In general, it may safely be assumed that all protonated clusters that reach the detector of a mass spectrometer have undergone at least one water molecule loss. By assuming this and performing a well-defined shell-correction procedure to their abundance mass spectra, Hansen et al. were able to extract evaporative activation energies (dissociation free energies). [7] These authors concluded that the high abundance of (H 2 O) 21 H þ is more likely due to a drop in the dissociation energy from (H 2 O) 22 H þ to (H 2 O) 21 H þ rather than to the stability of (H 2 O) 21 H þ relative to (H 2 O) 20 H þ and its smaller neighbours in the mass spectrum. [7] This observation is in good accord with the conclusions made by Echt et al. [8] that the magic nature of n ¼ 21 appears only some time after ionization.
Insights into the topographies of the potential-energy surfaces (PES) that define the supramolecular structures of water clusters have traditionally been obtained using empirical potential-energy functions. [9] [10] [11] [12] [13] [14] [15] [16] More recently, it has become possible to explore PES by applying Kohn-Sham density-functional theory (DFT) [17] [18] [19] and even many-body techniques such as second-order Møller-Plesset (MP2) theory and coupled-cluster singles-doubles-perturbative-triples (CCSD(T)) theory. [20] Much structural information on protonated water clusters has been obtained by experimental studies of infrared (IR) spectra [21, 22] in conjunction with Kohn-Sham geometry optimizations. A consistent picture has emerged from these studies in which it is seen that, with increasing cluster size, chain structures (1D) first evolve into net structures (2D) around n ¼ 7, thereafter turning into closed structures (3D) around, n ¼ 21, the magic number. Putative chlatrate-type structures for n ¼ 20 and 21 were proposed and calculated double-harmonic IR spectra for these structures were found to be in qualitative agreement with the experimental data. [22] By performing MP2
and CCSD(T) geometry optimizations, it became possible to probe the structural features of the clusters in the size range around n ¼ 21, 20. It appears that, for n ¼ 21, the dodecahedron structure is indeed of high relevance. However, the proton is not attached to the central water but is integrated into the surface of the cage, the dodecahedron being significantly distorted from the ideal platonic solid. In addition to the dodecahedron, there exists an equally stable geometry, denoted ' 'cage' ' by the authors. These two structures are of about the same energy. Alternative highly ordered structures are the ' 'cubic'' and ' 'prismic' ' forms, which are somewhat higher in energy. All these four motifs give rise to pronounced basins in the PES, each comprising many local minima. The concept of structure is, however, of limited usefulness in this context because of the many low-energy routes available for rearrangement between the energetically accessible forms even at low temperature. It should be realized that a broad agreement between the computed and experimental IR spectra most likely can be obtained for a wide range of geometries. Valuable information on the structure and spectra of the magic-number cluster has been obtained by Iyengar et al., [23] who performed atom-centered density-matrix propagation dynamics using DFT, conclusively demonstrating that the proton resides on the surface of the clusters. However, since a thermostat has been used to equilibrate the system with a heat bath (corresponding to an microcanonical (NVT) ensemble), these data-although useful in their own right-do not correspond to the experimental conditions under which the clusters are observed (in vacuum, in an essentially collision free environment).
The abnormally high proton mobility in liquid water is a well-known phenomenon. The underlying mechanism is known as the Grotthuss mechanism, [24] defined as ' 'a sequence of proton transfer reactions (proton hops) between water molecules.' ' [25] For proton transfer in bulk water, much experimental [26] [27] [28] [29] and computational data are available. The latter come from force-field, [30, 31] Car-Parrinello, [32, 33] and path-integral molecular dynamics. [34] The mechanism observed in the simulations and deduced from a vast body of experimental data [25] suggests a ' 'special pair dance' ' of water molecules in the solvation shell of the proton. According to this mechanism, the proton ' 'glides' ' rather than ' 'hops' ' between water molecules. The elementary process is initiated by the cleavage of a hydrogen bond in the second solvation shell, resulting in the detachment of a single water molecule followed by the addition of another molecule to the second solvation shell from the other side. As a result, the proton is displaced from the original central H 3 [35] For clusters larger than n ¼ 15, complete H/D scrambling is observed, which is consistent with proton transfer occurring on a sub-nanosecond timescale. Mella and Ponti modelled such proton-migration events in small water clusters (n < 6) by performing extensive dynamics simulations with an empirical potential, as well as by conducting MP2 calculations of relevant single geometries of the PES. [36] According to these simulations, structural rearrangements induced by water migrations occur within 50-500 ps, driving the proton migration over negligible energy barriers, eventually leading to H/D randomization. Since structure appears to be elusive in water clusters, it becomes pertinent to develop and apply suitable methods for describing their structural evolution for a variety of purposes: for identifying instantaneous geometrical features, for simulating spectral shapes, for elucidating elementary reaction steps including water molecule rearrangement and evaporation, and for studying proton-transfer dynamics. In the present context of large water-cluster dynamics, it became necessary describe protonated water clusters containing about 20 water molecules by a method that provides an accurate description of bond-formation and bond-breaking processes, while also giving a detailed and accurate picture of the system's time development-in other words, a high-level Born-Oppenheimer molecular dynamics (BOMD) method. In the past, such an ambitious project would be impossible owing to the prohibitive cost associated with the electronic-structure calculations of energies and forces. However, the advent of efficient electronic-structure techniques combined with improved trajectory-integration techniques has now made such studies possible.
In this article, we report the efficient implementation of an on-the-fly BOMD implementation applied to study evaporation dynamics and proton transfer of large protonated water clusters.
We also present the results of a total of 80 trajectory calculations (in a microcanonical ensemble) of protonated water clusters containing 20 and 21 molecules, each running well into the picosecond range. Such simulations allow for a detailed analysis of repetitive occurrences of all key elementary processes relevant to the recent experimental studies discussed above-water rearrangements, proton migration, and evaporation. Although these limited simulations are not sufficient for a complete statistical analysis to be made, we shall nevertheless see that they provide significant estimates of the relevant chemical descriptors.
Computational Methods
All BOMD simulations have been performed with a developer version of LSDALTON program [37] which provides efficient molecular integral evaluation, [38] fast and linear scaling self-consistent field (SCF)-type wave functions [39] (employing density-based SCF-optimization and thus avoiding diagonalization of the Fock matrix), and geometric gradients. [40] The BLYP/6-31Gþ(d,p) electronic structure level was chosen for the modeling, because this functional/basis set combination has been shown to give reasonable description of protonated water clusters binding energies. [41] All the trajectories have been integrated with and without empirical dispersion correction. [42, 43] Starting velocities and coordinates were generated as follows. The four basic structures found by Kus et al. [20] were reoptimized at the BLYP/6-31Gþ(d,p) level and harmonic force fields were calculated (see Table 1 ). Then, for the two lowest energy structures, the cage and the dodecahedron (see Figs. 1 and 2) microcanonical ensembles of initial states corresponding to 200 K were constructed using quasiclassical normal mode sampling, [44, 45] translations. The rotational energy for the system was based on sampling from a thermal distribution of a symmetric top. All optimizations and sampling have been performed using the Gaussian 09 package. [46] For each cluster size (20 and 21 water molecules), 10 trajectories for each of the two low-energy basins (a cage and a dodecahedron) have been sampled. For each set of initial conditions two trajectories has been integrated-with and without empirical dispersion correction. [42, 43] Thus, a total of 10 Â 2 Â 2 Â 2 ¼ 80 trajectories each 2.5 ps long have been integrated. The trajectories were integrated in mass-weighted Cartesian coordinates by the symplectic velocity-Verlet algorithm [47] for 2.5 ps with a time-step of 0.5 fs. To avoid energy hysteresis, [48, 49] the SCF-convergence criterion was fixed as 10 À6 of the electronic gradient norm. The simplest time-reversible propagation technique of Niklasson et al. [50] was used to generate a good initial density guess:
where D mþ1 and D mÀ1 are the guess density matrices at mþ1 and mÀ1 time-step, while D m is the converged density matrix at step m. The scheme significantly reduces the number of SCF-iterations needed to achieve convergence at each time step and provides long-term stability with respect to energy conservation. Preliminary calculations exhibited poor angular momentum conservation for the water clusters (not known for smaller tests). Therefore, the problems with translational and rotational invariance were avoided by projecting the mass-weighted gradient at each step, the appropriate projection operator given by:
where I is the identity matrix and U i are the normalized vectors corresponding to the translation and rotation of the molecule as a whole in massweighted Cartesian coordinates.
[51] Although the projection resulted in tiny corrections to the forces it enforced angular momentum conservation at the level of numerical noise. A set of smaller tests (including five trajectories for H 2 O þ H 7 O þ 3 reaction) were used to benchmark the code with respect to Gaussian 09. [46] LSDALTON quantitatively reproduces the results generated by Gaussian 09, although minor differences being due to the slightly different algorithms used for integration of equations of motion, integral evaluation, SCF, starting guess, gradients in the two programs. Energy conservation in terms of energy noise and energy drift was considered acceptable; the former does not exceed 10 À6 Hartree per atom, while the latter is around 5 Â 10
À5
Hartree/ps per atom. The trajectory calculations were run on the SUN X2200 AMD Barcelona or Shanghai nodes (each consists of 2 Â 2.3 GHz quad core CPUs). On average, 5 min of wall time were spent for one time-step (3.5 min for energy and 1.5 min for the force calculation), each trajectory thus taking about 400 h of wall time.
Results and Discussion
As mentioned above, we started by reoptimizing the four basic structures found by Kus et al. [20] for the n ¼ 20 and n ¼ 21
by the prescribed DFT method ( Figs. 1 and 2 ). The lowestenergy configurations for both cluster sizes are the (approximate) dodecahedral structures, in agreement with the MP2 and CCSD studies [20] (see Table 1 ). We note that energy differences between the high-energy isomers at DFT level are much bigger that in MP2 and CCSD studies. Our DFT calculations also provided the harmonic force fields needed to simulate the IR spectra plotted in Figure S1 , Supporting Information.
These IR spectra are very similar in the OH-stretch frequency region, making it nearly impossible to distinguish between the two isomeric forms interpreting the spectra on the basis of double-harmonic approximation. Statistical sampling of initial configurations and velocities was then performed, using standard procedures as explained in Methods section. Again, we need to emphasize that the sampling procedure, the level of electronicstructure theory, and the duration of the trajectories do not provide for an accurate and complete statistical description of the systems under considerations but are sufficient for probing important dynamical aspects, as discussed in Introduction, see also Ref. [20] .
Relative stability of the clusters
According to our calculations, all trajectories result in significant inflation of the clusters within the simulation time-scale of 2.5 ps, independent of the cluster size and initial configuration. As an indicator of cluster size, we have in Figure  3 plotted the change in the OAO bond length averaged over the ensemble of 10 trajectories with time. First, we note that the trajectories integrated without the dispersion correction show immediate and irreversible cluster inflation. Therefore, in the following, we discard all calculations without a dispersion correction as being incapable of providing a reasonable description of water-cluster dynamics under the current protocol of simulation as far as dissociation is concerned. Conversely, the proton-transfer features revealed by the simulations without a dispersion correction are in good qualitative agreement with those where dispersion has been taken into account.
Second, the rapid expansion of the clusters suggests a slow leakage of zero-point energy (ZPE), largely from the OAH bond vibrations into intermolecular degrees of freedom, leading to an artificial heating of the clusters. Eventually, this heating leads to cluster evaporation, even when initially there is insufficient thermal energy available for evaporation. However, we may take advantage of this nonphysical effect by realizing that the built-in slow heating makes it possible for us to study thermal processes on a time scale otherwise not available for trajectory integration.
Third, the simulations permit observation of key cluster dissociation events. Three patterns were identified: (a) the loss of a single water molecule (five trajectories of 20 for n ¼ 20, 4/20 for n ¼ 21), (b) the sequential loss of multiple water monomers (5/20 for n ¼ 20, 6/20 for n ¼ 21), and (c) the loss of water dimers and an overall ' 'loosening' ' of the cluster (10/20 for both n ¼ 20 and 21) (see Fig. 4 ). The relative probability for processes (b) and (c) is definitely enhanced by ZPE leakage, although the results show that these processes may take place even at 200 K. However, an important remark should be made based on the plots in Figure 4 . It is evident from these plots that the average OAO distance increases rapidly after 400 fs, essentially independent of cluster size and initial conditions. This is a remarkable feature, which implies that the activation energies for the various dissociation processes for clusters with n ¼ 20 and n ¼ 21 are similar. This observation is also in accord with the conclusions made by Hansen et al. [7] that there is very little difference in activation energy for water molecule evaporation from protonated clusters with n ¼ 20 and n ¼21.
Evaporation kinetics and kinetic energy release
Upon termination of each trajectory, it is possible to identify water molecules that have broken loose from the rest of the cluster. The time available for integration and the unphysical slow heating mentioned above did not allow us to follow the complete departure of such loose waters to establish their irreversible departure. However, it was possible to calculate the force acting between the center-of-mass (COM) of the outgoing fragment (e.g., a single water molecule) projected on the direction of the departure-that is, a vector pointing from the total COM towards the fragment COM. On this basis, we consider that dissociation has occurred when this force is equal to zero in the asymptotic limit. To illustrate this, we have plotted a typical time-dependent projected force in Figure 5b . In this case, we find that dissociation has taken place at 1.9 ps. Using this criterion, it turns out that approximately one half of all trajectories-independent on size and shaperesult in dissociation within 2.5 ps, which may therefore serve as an estimate of the clusters' apparent half-life with respect to all channels of evaporation. The apparent rate coefficient of the unimolecular reaction is therefore k 200 ¼ ln2/s 1/2 and is of the order of 10 11 s À1 . These considerations show that evaporation is a ''fast' ' process, considerably faster than estimated by Sund en et al. on the base of simple models applied to the results of mass-spectrometric measurements. [53] In fact, according to their data, the rate coefficient is estimated to be 10 5 -10 6 s À1 . The large discrepancy can be rationalized as follows. First, the rate coefficient is highly sensitive to the activation energy in the sense that a small error in the latter leads to a large one in the former. Thus, very accurate electronic-structure methods are needed to get a more accurate result. Second, the results of Sund en et al. are based on the assumption of single-molecule dissociation, whereas we consider a wider variety of reaction channels. Finally, classical simulations inevitably suffer from ZPE leakage as pointed out above. Therefore, the larger rate coefficient from our simulations serves as a consistent estimate within the limitations of the electronic-structure method applied.
From our simulations, it is also possible to analyse the relative kinetic energy release (KER) of the departing water molecules. In the present calculations, the KER values for (H 2 O) 20 21 H þ dissociation never exceeded 0.15 eV, in most cases being only around 0.01 eV. An illustration of the time dependence of the translation energy of a departing water molecule is given in Figure 5c . The released translational energy stabilizes as the force vanishes at 1.9 ps. Beyond this point, the separation between the two fragments in Figure 5a increases linearly in time, as the evaporated water molecule moves away with a constant velocity. In the different trajectories, this velocity varies from 300 to 700 m/s. Since the rootmean-square velocity of the water molecule at 200 K is 526 m/s, we conclude that, within the accuracy of our modeling, the outgoing water molecules are translationally thermal.
In a typical mass-spectrometer experiment, the ions take 10 À5 to 10 À4 s to pass first through the field-free region (where evaporation is observed) and then through the mass analyzer, before hitting the detector. During this time, the water molecule has travelled 1 cm away from the cluster, representing a complete dissociation.
The question now arises concerning the accuracy of the long-range interactions at the selected level of theory. Dispersion is accounted for by the well-established Grimme correction. [42, 43] Another effect is ion-dipole interaction, which is important for evaporation since the outgoing water molecule interacts with the remaining ion. Key properties here are the permanent dipole moment of water molecule and its polarizability tensor. The BLYP/6-31þG(d,p) calculation predicts the former to be 2.17 D and the isotropic polarizability to be 7.5 a.u. The dipole moment of water is known to be 1.85 D. [54] Regarding the polarizability, its isotropic value, according to experiment [55] and high-level ab initio calculations [56] is 9.5 a.u.
Our calculations are, therefore, not quantitatively accurate but qualitatively correct with respect to long-range interactions.
Proton transfer and the structure of the solvation shell
Under the conditions of our simulations, the clusters remain stable for about 400 fs on average, which is sufficiently long to study the elementary reaction steps of proton transfer. Again, no dramatic differences between clusters of different sizes and shapes were observed. In the following, the data presented are representative for all clusters under consideration except as noted. Studies of proton transfer in liquid water [30] [31] [32] [33] [34] deal with systems essentially in chemical and thermodynamical equilibrium. Protonated water clusters in vacuum are isolated from the surroundings and equilibrium conditions do not apply. These systems should therefore be considered microcanonical ensembles and the processes treated as irreversible. Still, we expect similar mechanistic features between the mechanisms in the bulk and in isolated clusters. The first question that needs to be answered to characterize the mechanism and the structure of the solvation shell is how to locate the proton. In the hydroxonium (and consequently, in the Eigen cation, H 9 O þ 4 ), there are three equivalent protons, whereas in the Zundel cation (H 5 O þ 2 ) the proton is located mid-way between two waters. In a dynamical sense, the distinction between the Eigen and Zundel structures has been shown to be rather arbitrary [34] but may nevertheless be useful for practical purposes. As proposed by Ciobanu et al., [57] the dimensionless parameter f ¼ (r OAH -r O 0 AH )/r OAO 0, where O and O 0 are connected by a hydrogen bond, may be used to distinguish between the two motifs. For the symmetric Zundel cation, f ¼ 0, whereas (at the level of theory applied here) a value of f ¼ 0.22 is obtained for the Eigen cation. By averaging over all trajectories for a 400 fs period, we obtain f ¼ 0.12, showing that the actual geometry is a mixture of the two. Consequently, the proton is delocalized between two H-bonds on this time scale. However, instantaneously it is always possible to identify which proton is ' 'active.' ' In Figure 6 , we have plotted (for a typical trajectory) the time dependencies of the average distance between the proton and the two bounded oxygen atoms, (r OAH 0 þ r O 0 AH )/2, for each of the three protons belonging to a central hydronium ion (see also Scheme 1).
One hydrogen atom is always closer to its corresponding neighbour oxygen atoms than the other two hydrogen atoms, during a time sufficiently long for several OAH stretch vibrations to occur, at each instant resembling the Zundel motif. The roles of the hydrogens are interchanged quasi-periodically. An interesting observation is that two of the oxygen atoms in the first solvation shell are always closer to the central atom than is the third oxygen atom and that the corresponding hydrogen never becomes the ' 'active proton.' ' The dynamical delocalization of a proton thus only involves two hydrogen bonds.
In Figure 7 , the time variation of the lengths of the OAH and OAO 0 bonds in the solvation shell is plotted. The OAH time variation may be roughly decomposed into two periodic motions: a high-frequency mode that corresponds to the OAH stretch and a low-frequency mode that follows the OAO vibration. This is due to the fact that hydrogen bonds in the solvation shell are unsymmetrical-that is, the proton is bound stronger to one of the oxygen atoms than to the other. As a result, it is possible to state that the OAH fragment moves as a unity with respect to the other oxygen. Unfortunately, the simulation time is not sufficiently long for reliable vibrational Fourier analysis to provide unique identification and assignment of the corresponding IR mode. However, visual inspection of the plots prompts that the frequency must be below 1000 cm À1 , while we would expect an intense absorption for an OAH stretch in general.
The question now arises as to whether the change in proton location discussed above corresponds to proton transfer in bulk water, which is characterised as being fast, reversible, and quasiperiodic. This is only partially true since the proton transfer events we observe are characterized by destruction of the solvation shell followed by the formation of a new shell around a different oxygen atom (see Scheme 1). These events are fairly rare-in fact, we have registered only five events for n ¼ 20 (for each configuration) and seven and six for n ¼ 21 (for the dodecahedron and cage configurations, respectively). Only one trajectory (n ¼ 21, dodecahedron) exhibited two transfer events. The apparent proton transfer rate is therefore as low as 1.25 (ps) À1 for n ¼ 20 and 1.63 (ps) -1 for n ¼ 21.
Although these rates differ quite significantly, it is difficult to judge whether this difference reflects the physics of the process or the incomplete statistics. Therefore, we can only state that the two rates are broadly similar and compatible with the bulk rate of about 1 (ps) -1 found by Car-Parrinello molecular dynamics. [32, 33] One should note that we have not analyzed proton-transfer rate in the sparse cluster structures that appear after 400 fs. Figure 8 illustrates the proton transfer mechanism, where we have plotted the time variation of the mean distance between O 2 and the three neighbouring oxygen atoms in the cluster and the corresponding value for O 1 averaged over all transfer events in the set. Our time plot starts 50 fs before the transfer event, which is identified by the crossing of the two graphs. Clearly, the center of attraction-that is, the charge center -is shifted towards O 2 . The curves exhibit an apparent time asymmetry that is due to the irreversible ' 'loosening' ' of the clusters.
The above proton-transfer mechanism is similar to that observed in simulations of bulk water. [30] [31] [32] [33] [34] More subtle changes resulting from the transfer are seen, for example, in the second solvation shell. They are unique for water clusters having a closed 3D structure. Indeed, all processes take place on the approximately spherical surface of the cluster. In this respect, OAH bonds can be divided into two broad classes: dangling and hydrogen bonded. [21, 22] Usually, hydrogen-bond formation is energetically favourable. Conversely, formation of 3D structures via hydrogen bonds for small clusters must result in some steric tension. In essence, these two competing effects define the structural constraints. The two types of OAH bonds observed during the trajectories do not convert into one another unless the proton transfer takes place in the vicinity. The typical scheme is given in Scheme 2, which shows this relay rearrangement of hydrogen bonds after proton transfer. O 4 is the atom detached from the first solvation shell. We also observe a putative contradiction between the conclusions from experimental [58] and computational [36] studies of proton transfer in protonated water clusters and the fact that the proton solvation shell in clusters in general is stable. [59] This contradiction may be resolved by realizing that proton transfer resulting in the reformation of a similar solvation structure is a fast and a rare event which does not affect the results of time-unresolved experiments. Let us consider an oxygen atom, which in an initial state is in the first solvation shell and has three bound OAH bonds (one with the active proton and two with lateral protons) before the transfer, say O 4 of Schemes 1 and 2, and then looses one of its lateral hydrogen bonds. Consequently, the corresponding OAH bond converts into a freely dangling one. Almost immediately, the bond is restored via a different proton, which used to bind O 7 and O 8 , the O 7 AO 8 bond being broken. The reverse structural change does not happen every time. As a result of such a relay change, one hydrogen bond (O 7 AO 8 ) is lost and one more freely dangling OAH bond appears. Since molecules in water clusters are bound by hydrogen bonds, the rearrangement launched by proton transfer enhances dissociation of the clusters. The process is illustrated in Figure 9 .
A rarer event of a similar nature has also been detected. O 2 may also loose its longest hydrogen bond-the one with O 4 , so that O 2 AH 3 becomes a freely dangling bond. The O 2 AO 4 separation grows rapidly after the dissociation (see Fig. 10 ), thus contributing to the ' 'loosening' ' of the cluster.
As we have seen, proton transfer is intimately coupled to the dissociation of the clusters. Of course, clusters do fall apart even if no proton-transfer event takes place. Nevertheless, proton transfer must facilitate dissociation since it results in significant structural rearrangements, often leading to the reduction in the number of hydrogen bonds in the cluster.
Conclusions
As we have seen, using modern computational techniques of electronic structure theory and trajectory integrations implemented in LSDALTON allows applying on-the-fly BOMD at DFT level with Gaussian basis sets to rather extended systems on picosecond scale. With respect to all these, the calculations on protonated water clusters reported here are clearly nonroutine. We have discussed the evaporation of protonated water clusters (H 2 O) n H þ , n ¼ 20 and 21, and proton transfer during the early stage of their existence. It has been shown that the clusters dissociate fast and irreversibly (the apparent rate coefficient estimated as 3 Â 10 11 s À1 ). The dissociation picture is more complicated than that of a simple cascade of water molecules lost one by one since, in some instances, elimination of several molecules simultaneously appear to occur. Moreover, on a longer time scale, dissociation is always followed by an overall ' 'loosening' ' of the clusters, which in the long run is likely to evaporate the cluster fully. However, this behaviour is partially the result of an artificial leakage of molecular ZPE into intermolecular motion and partially due to inaccurate treatment of long-range forces, both inherent deficiencies of our method. Nevertheless, despite the high dissociation rate, it is interesting to note that the velocities acquired by the outgoing fragments are essentially thermal. As far as proton transfer is concerned, we have found it to be a relative rare event, the rate being approximately the same as previously reported for bulk water. We have been able to distinguish between periodic motion involving the protons in the solvation shell and the actual proton transfer. It is notable that the former mechanism appears to be responsible for proton transfer in some systems, as for example in pyridine-containing water cluster. [58] This is, however, only possible if the proton is localized, which is not the case for the protonated pure water clusters studied here. Proton transfer is often followed by specific structure rearrangements involving outer solvation shells and resulting in a decrease in the total number of hydrogen bonds and an increase in the number of dangling OH-bonds. This observation suggests a possible connection between proton transfer and dissociation of the clusters.
All the revealed dynamical characteristics are equally valid for both magic (n ¼ 21) and nonmagic (n ¼ 20) number clusters and hence our simulations provide no clue to the exhibited difference in their relative abundance in mass spectra acquired from evaporative ensembles. Furthermore, the relative stability of the clusters and the dissociation kinetics do not depend on their initial geometrical shape (cage or dodecahedron).
Finally, we emphasize that, by the quantum-chemistry theory level applied, the simulation time available and the restricted statistical averaging performed, our BOMD calculations although nonroutine are still not complete and not quantitatively accurate. Obviously, high-level ab initio methods, longer time scales and the consideration of a wider range of cluster sizes (at least n ¼ 22) are required to solve the magic number problem. Incorporation of quantum effects to address the ZPE leakage problem could be also of importance. Nevertheless, our BOMD calculations appear useful and instructive in having made some predictions, uncovered several peculiarities, and demonstrated the vital necessity of dynamical framework for problems of this kind.
