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Measuring the relaxation time involved in the
levelling of a free surface of a Newtonian ﬂuid laid on
a substrate can give access to material parameters. It is
shown here how most favourable pattern geometries
of the free surface and ﬁlm thicknesses can be
deﬁned for the measures of viscosity and Navier
slip length at the ﬂuid–solid interface, respectively.
Moreover, we put special emphasis on the conditions
required to avoid shear thinning by controlling the
maximum shear rate. For initially sinusoidal patterns
with inﬁnitesimal amplitudes, an analytical solution
including slip at the ﬂuid–solid interface is used, and
numerical simulations based on the natural element
method allow one to discuss the effect of ﬁnite
amplitudes. This leads to the deﬁnition of a relevance
domain for the analytical solution that avoids the need
for numerical simulations in practical applications. It
is also shown how these results can be applied to
crenelated proﬁles, where Fourier series expansion
can be used, but with caution.
1. Introduction
Half a century ago, Orchard [1] published a paper
where the analytical solution of the surface-tension-
driven levelling of a sinusoidally corrugated layer of
an incompressible Newtonian ﬂuid was given. The
analysis, which covered layers of arbitrary thicknesses
and mentioned brush marks in paint coatings as an
application, included the effect of gravity for a horizontal
layer, but this restriction was overtaken in a later article
by Orchard [2] on inclined substrates. Apparently, these
papers stayed unnoticed by the physics community and
are not mentioned in Jäckle’s later work [3], where
viscoelastic behaviours are also included, still with the
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limitation to corrugations of inﬁnitesimal amplitudes. By contrast, large amplitudes were
accounted for in the numerical simulations by Degani & Gutﬁnger [4] and by Kheshgi &
Scriven [5], who applied ﬁnite-difference and ﬁnite-element methods to Newtonian ﬂuids,
respectively, and in the ﬁnite-element computations of Keunings & Bousﬁeld [6] for viscoelastic
behaviours. No slip was allowed at the ﬂuid–substrate interface in all these works, but Henle
& Levine [7] recently extended Orchard’s solution to Navier slip at the interface between the
substrate and a layer of Newtonian or Maxwell ﬂuid, with even a double ﬂuid layer. The
possibility of slip at a ﬂuid–solid interface, which Navier [8] suggested at the very beginning
of ﬂuid mechanics as a linear law that stayed unused for decades, is increasingly considered
in microﬂuidics [9]. A likely reason is the very small value of the slip length, which can be
neglected in ﬂows at the macro scale, where the usual no-slip condition is preferred, but which
becomes comparatively large at very small scales. Slip at ﬂuid–solid interfaces is also mentioned
in the literature on moving contact lines [10] and on polymer injection [11]. A problem is still
to measure the slip length precisely, and various elaborate techniques have been proposed [12].
It is the purpose of this paper to suggest a new and simple method to measure the slip length by
studying the levelling of the free surface of the ﬂuid of interest laid on the appropriate substrate.
This requires a preliminary knowledge of the ﬂuid viscosity, which can be obtained by applying
the same method with a different geometry. Actually, levelling has already been used to measure
viscosity [13,14], assuming no slip at the ﬂuid–solid interface and referring to the analytical
solution for free-surface proﬁles with inﬁnitesimal amplitudes, but without an evaluation of the
approximations involved. This point is analysed here.
The remainder of the paper is organized as follows. Section 2 extends the analytical solution of
Orchard [1] to slip at the ﬂuid–solid interface in the special case where gravity can be neglected
for the Stokes ﬂow of a Newtonian ﬂuid, as is usual in microﬂuidics and nanoﬂuidics [15].
This allows one to deﬁne favourable geometries for the measures of viscosity and slip length,
with special emphasis put on the conditions required to avoid shear thinning by controlling the
maximum shear rate. Section 3 discusses the assumption of an inﬁnitesimal amplitude by using
numerical simulations based on the natural element method (NEM). This delimits the relevance
of the analytical solution and avoids the need for numerical simulations in practical applications
with non-inﬁnitesimal amplitudes. Finally, the extension of the method to non-sinusoidal proﬁles
is discussed and illustrated in the case of an initially crenelated free surface in §4.
2. Analytical solution for a sinusoidal profile with an infinitesimal amplitude
(a) Field equations
Inspired by Orchard [1], where no slip at the ﬂuid–substrate boundary was assumed, and by
Henle & Levine [7], where a viscoelastic ﬂuid was considered, the solution to the two-dimensional
surface-tension-driven levelling of a sinusoidal free surface with an inﬁnitesimal amplitude can
be given in a direct and compact, nonetheless complete, manner as follows, for a Newtonian ﬂuid
with the Navier slip condition at the ﬂuid–solid interface. This presentation of a subcase of the
general solution by Henle & Levine [7] involves simpler algebra, without complex numbers for
instance, and allows a clear perception of the underlying assumptions. The notations used are
deﬁned in ﬁgure 1, where a cross section is shown. Consider the following velocity ﬁeld in the
(x, y) plane:
vx = γ ak2η
[
(1 − f˜ ky − g˜) cosh ky − g˜ky sinh ky
]
sin kx
and vy = −γ ak2η
[





with a and w denoting the proﬁle amplitude and wavelength, respectively, k = 2π/w, γ is the
surface tension and η the viscosity; f˜ and g˜ are non-dimensional constants that will be deduced
below from boundary conditions. This velocity ﬁeld can be readily checked to preserve volume











Figure 1. Notations used for the geometry of the problem considered with a sinusoidal free surface. For symmetry reasons
(dashed lines define symmetry axes), the problem reduces to the dark grey area. (Online version in colour.)
and to have a symmetrized gradient that gives the following strain rate components:




(1 − f˜ ky − g˜) cosh ky − g˜ky sinh ky)
]
cos kx










Therefore, the equations of motion for the Stokes ﬂow of a Newtonian ﬂuid with viscosity η,





















are fulﬁlled by the following ﬁeld of hydrostatic pressure:
p = γ ak2( f˜ sinh ky + g˜ cosh ky) cos kx + p0 (2.4)
when using (2.2), where p0 is a constant to be deduced from boundary conditions.
The boundary conditions can now be considered. The x = 0 and x = w/2 = π/k lines are
symmetry axes, where vx = 0 is immediately obtained from (2.1) and ˙xy = 0 from (2.2), which
ensures a zero shear stress. The ﬂuid–substrate interface is deﬁned by y = −h, and two conditions
apply: the no penetration relation vy = 0 on the one hand, and the Navier slip law on the other




for y = −h and any x, because the substrate is ﬁxed, where b denotes the Navier slip length,
i.e. the extrapolation length of Brochard-Wyart et al. [16]. The slip length is assumed constant,
which may be considered as a ﬁrst step and allows analytical results. These two conditions lead
to the following equations by using (2.1):
(1 + f˜ kh) tanh kh = f˜ + g˜kh
and [g˜kh − kb(1 + f˜ kh − 2g˜)] tanh kh = 1 + f˜ kh − g˜ + kb(f˜ − g˜kh),
⎫⎬
⎭ (2.6)
which can be solved to obtain the expressions of the two unknown constants,
f˜ = −2k(h + b) + 2kb cosh 2kh + sinh 2kh
1 + 2k2h(h + 2b) + cosh 2kh + 2kb sinh 2kh (2.7)
and
g˜ = 1 + cosh 2kh + 2kb sinh 2kh
1 + 2k2h(h + 2b) + cosh 2kh + 2kb sinh 2kh . (2.8)




On the free surface, deﬁned by y = a cos kx, the Young–Laplace equation reduces to
σxxnx + σxyny = −γ κnx and σyyny + σyxnx = −γ κny, (2.9)
where κ = ak2 cos kx/(1 + a2k2 sin2 kx)3/2 denotes the curvature. The components of the normal
vector can be taken as nx = ak sin kx and ny = 1, and the above equations can also be written as
(p − 2η˙xx − γ κ)ak sin kx = 2η˙xy and p + 2η˙xx − γ κ = 2η˙xyak sin kx (2.10)
by expressing the stress components σij with the strain rate and hydrostatic pressure. By taking
p0 = 0, which speciﬁes the last unknown, these two relations are fulﬁlled if the amplitude is
much smaller than the wavelength, ak  1 (which is called an inﬁnitesimal amplitude in this
paper), because this gives yk  1 on the free surface, the curvature linearizes as κ ≈ ak2 cos kx,
and therefore
p ≈ γ ak2g˜ cos kx, ˙xx ≈ γ ak
2
2η
(1 − g˜) cos kx and ˙xy ≈ 0 (2.11)
yield from (2.2) and (2.4). Therefore, all the equations and boundary conditions of the problem
are satisﬁed by the solution deﬁned by (2.1) combined with (2.7) and (2.8), provided that the
amplitude of the proﬁle is inﬁnitesimal.
(b) Profile evolution
The above solution gives the rate of evolution of the maximum height a of the sinusoidal proﬁle
(at x = 0),
a˙ = vy ≈ −γ ak2η f˜ (2.12)
using the ak  1 condition. Consequently, the amplitude follows an exponential decrease with a








if the solution still applies at t > 0, which assumes that a sinusoidal proﬁle is maintained. The
same result is readily obtained if the minimum height of the proﬁle (at x = w/2) is used, which
is compatible with the proﬁle keeping its sinusoidal shape, but it may be observed that the
horizontal velocity on the free surface at x = w/4 is vx ≈ γ ak(1 − g˜)/(2η), which is not zero and
is not expected if the sinusoidal shape is maintained. This point was not discussed in [1], [3]
or [7]. As can be deduced from ﬁgure 2, 1 − g˜ is always positive and is small for either large h/w
ratios (thick ﬁlms), whatever the slip conditions, or for very small h/w ratios (thin ﬁlms) if the slip
length b is small. It may also be noted in ﬁgure 2 that g˜ does not depend on the slip conditions at
the ﬂuid–substrate interface and takes the value 0.695 if h/w = 0.191 (hk = 1.2), as can be derived
from (2.8). This also corresponds to the minimum of g˜ for no slip (b = 0).
For no-slip boundary conditions, the f˜ and g˜ functions given by (2.7) and (2.8) coincide with
the f and g functions obtained by Orchard [1], hence the notation used here. Moreover, (2.7) can
also be recovered from eqn (15) of Henle & Irvine [7] when slip may occur at the interface.
The relaxation time given by (2.13) can be normalized by ηw/(πγ ) and thus reduces to 1/f˜ .
The variations of this normalized relaxation time are illustrated in ﬁgure 3. As expected, the
inﬂuence of slip conditions vanishes for thick ﬁlms, and this applies for h/w = 1 (this is also
true for g˜ in ﬁgure 2). Of course, the result for inﬁnite layer thicknesses recovers the classical
expression τ = ηw/(πγ ) that can be worked out from [17, p. 548], which is always exceeded for
ﬁnite thicknesses, whatever the slip conditions.
The relaxation time decreases when the slip length increases because this favours ﬂow near
the interface (it is recalled that b → ∞ corresponds to perfect slip with zero shear stress), and the
difference between extreme slip conditions increases notably for very thin ﬁlms, reaching a ratio
of 8.9 between relaxation times for h/w = 0.05, for instance. This means that evaluating viscosity
by measuring relaxation time may lead to signiﬁcant errors if thin ﬁlms are considered and slip























Figure 2. Evolution of parameter g˜ of the velocity field, as a function of the h/w aspect ratio, for various slip conditions defined


































Figure 3. Relaxation time normalized by ηw/(πγ ) for the levelling of a sinusoidal profile of infinitesimal amplitude on the
surface of a Newtonian fluid, for various slip conditions defined by the b/w ratio. The dashed lines correspond to the limit of
very thin films and extreme slip conditions. The results of numerical simulations (symbols) with small but non-zero amplitude
(a/h = 0.05) are also shown.
conditions have not been recognized formerly. More precisely, the viscosity is underestimated if
it is deduced from a no-slip analysis, whereas the actual slip length between the ﬂuid and the
substrate considered is not zero.






1 + 3b/h , (2.14)
when b is bounded, and is shown on the left-hand side of ﬁgure 3 for b = 0 (dashed straight line
with a slope of −3), which illustrates that h/w  1 is not a good approximation when h/w = 0.05,




for instance. By contrast, the perfect slip case (b → ∞) for very thin ﬁlms, i.e. τ = (w/h)/π , gives
a very good approximation of the relaxation time for moderate ﬁlm thicknesses (dashed straight
line with a slope of −1 in ﬁgure 3). Obtaining the correct result, even for no slip, is not trivial since
de Gennes et al. [18], using a simpliﬁed analysis, missed the leading constant and overestimated
the relaxation time by a factor of 520 in the application given in [18, p. 114]. de Gennes et al. [18]
do also mention the correct formula, but without any derivation or reference.
(c) Maximum strain rate
The analytical solution given above assumes that the ﬂuid has a Newtonian behaviour, but
this may be unfounded if high strain rates develop somewhere in the ﬂow. In such cases, a
polymer would more likely have a shear-thinning behaviour, with a transition to a Newtonian
behaviour below a critical shear rate, as pertains when the polymer obeys a Carreau–Yasuda law,
for instance. Therefore, the objective of this subsection is to evaluate the largest shear rate that
appears in the ﬂow deﬁned by the analytical solution, in order to circumscribe its applicability.
The analysis follows the same lines as in [1], but with the slip length as an additional parameter.
The generalized shear rate ˙¯γ =
√




= α(y)2 sin2 kx + β(y)2 cos2 kx, (2.15)






α(y) = (1 − f˜ ky − g˜) sinh ky − g˜ky cosh ky
and β(y) = (1 − f˜ ky − g˜) cosh ky − g˜ky sinh ky.
⎫⎬
⎭ (2.17)
Therefore, an extremum of the generalized shear rate is obtained when
[α(y)2 − β(y)2] sin 2kx = 0, (2.18)
with three possibilities: either cos kx = 0, or sin kx = 0, or α(y) = β(y), inasmuch as α(y) = −β(y) can
be shown to have no negative root. In the ﬁrst case, where ˙¯γ /γ˙ref = |α(y)| applies, an extremum is
reached below an inﬂection point of the free surface (where the ﬁlm thickness is equal to h) and its
depth can be obtained by looking for the maximum of α(y), which can be performed numerically.
In the second case, the extremum is reached simultaneously at the same depth below a crest and
below a trough of the free surface, ˙¯γ /γ˙ref = |β(y)| is relevant, and the maximum of the β(y) function
has to be found numerically. In the third and last case, an extremum is obtained at a depth





for any x value, where the generalized shear rate is such that
˙¯γ
γ˙ref








It may be noted that, for no slip at the interface, this result differs from what was obtained
by Orchard [1], but without consequences as this case is never selected when ordering the
extrema obtained in the three possibilities above to obtain the overall maximum, whatever the slip
conditions. This selection procedure generates the curves presented in ﬁgure 4. The curve for b = 0
coincides with the results of Orchard [1], where case 1 introduced above applies on the left-hand
side of the cusp and case 2 on the right-hand side, but it can be observed that allowing slip at the
interface leads to complex evolutions. As expected, the inﬂuence of slip vanishes for thick layers,
and here again this applies for h/w ≥ 1. In these conditions, the maximum ˙¯γ /γ˙ref = 1/e ≈ 0.368,

































Figure 4. Themaximum generalized strain rate, normalized by 4π 2γ a/(ηw2), reached below the free surface for various slip
conditions defined by the b/w ratio.
where e denotes the base of the natural logarithm, is reached at a depth of w/(2π ). Quite
remarkably, the inﬂuence of slip is found to vanish also for a ﬁnite aspect ratio h/w = 0.388,
where ˙¯γ /γ˙ref = 0.431, which deﬁnes a point where all curves intersect in ﬁgure 4. Interestingly,
the inﬂuence of slip conditions is very limited if h/w is larger than 0.388, but it is much more
apparent for thinner layers, with the largest normalized strain rate value, ˙¯γ /γ˙ref = 0.552, being
obtained for h/w = 0.191 with perfect slip. Therefore, the following evaluation of an upper bound
of the generalized shear rate can be used when slip conditions are unknown:
˙¯γ < 21.8 γ a
ηw2
, (2.21)
for a ﬂuid layer with average thickness h, viscosity η and surface tension γ , and for an initial
sinusoidal proﬁle with wavelength w and amplitude a (assumed small). The initial proﬁle only is
considered because amplitude decreases with time and, consequently, strain rate also decreases.
(d) Discussion
An application of the levelling of a sinusoidal proﬁle on a polymer ﬁlm may be the evaluation
of such material parameters as viscosity and slip length by measuring the relaxation time.
We consider here that the analytical solution described above applies, which requires that the
polymer has a Newtonian behaviour, that the amplitude be very small and that the proﬁle keep its
sinusoidal shape during levelling. Surface tension γ is assumed to be known, but the discussion
below on measuring η can be adapted readily if viscosity is known and surface tension is looked
for, because these two quantities come into play through the η/γ ratio everywhere in the analysis.
Consider ﬁrst that slip conditions are unknown and viscosity is to be measured. Obviously,
ﬁgure 3 indicates that the geometry of choice is thick layers, as slip conditions have no inﬂuence
in such cases, and a good compromise is choosing a layer thickness that is equal to the proﬁle
wavelength. The viscosity is obtained from η = πγ τ/w, and one may wish to analyse the effect of
very thin layers on viscosity, expecting a possible conﬁnement effect such as in Teisseire et al. [19],
for instance, by considering very small wavelengths w (and, accordingly, small thicknesses h),
keeping in mind that the present analysis neglects Van der Waals interactions that may be
signiﬁcant for very thin ﬁlms. This will be limited ﬁrst by relaxation times being shorter
for smaller wavelengths, and therefore being more difﬁcult to measure precisely. Moreover, a




Newtonian behaviour may be relevant only if the strain rate does not exceed a critical value
γ˙c deﬁned by the speciﬁc polymer used. Combining (2.21) and the simple expression of the






which excludes too small wavelengths w (and, therefore, small thicknesses) because measuring a
relaxation time amounts to following the amplitude decrease, which may be very imprecise for
too small initial amplitudes.
Consider now that viscosity is known and the slip length is to be deduced from the relaxation
time. A good sensitivity will be obtained if the latter, given by (2.13) combined with (2.7), is
affected signiﬁcantly by slip conditions, and this is obtained for h/w below 0.1, where the extreme
relaxation times vary by a factor of 3.2, as suggested by ﬁgure 3. Choosing h/w = 0.05 is even
better because this factor is 8.9 and also because relaxation times are longer when h/w is smaller,
which allows more precise measurements. This suggests using long proﬁle wavelengths, but it
may also be noted that the distribution of the curves in ﬁgure 3 is very uneven when b/w varies,
and the best sensitivity in the measure of b will be obtained for, say, b/w between 0.01 and 1. If the
slip length is expected to be small, this means that the wavelength should not exceed 100 times the
slip length and, accordingly, the ﬁlm thickness should be about ﬁve times the slip length. Here






which excludes too small w values in order to have perceptible amplitude evolutions.
This discussion assumed that the amplitude is small enough for the analysis to apply, but
also not too small for a measure to be possible, and that a sinusoidal shape is maintained during
levelling. The validity of these assumptions is investigated with numerical simulations in §3.
3. Numerical simulations for a sinusoidal profile with a non-zero amplitude
A simulation code has been written [20], which applies the NEM to two-dimensional and
incompressible Stokes ﬂows. The NEM is a natural neighbour Galerkin method that has already
been applied to ﬂuid dynamics by Martínez et al. [21] and González et al. [22], for instance. The
variational formulation that we use includes Navier slip along ﬂuid–solid interfaces and exploits
the method of Ruschak [23] to circumvent the computation of surface curvature in the application
of the Young–Laplace equation when the ﬂow is two-dimensional. Our implementation uses
a mixed formulation, where three variables are introduced at each node, namely two velocity
components and a pressure value. The nodes are scattered in the ﬂuid domain and along its
boundary, using the free mesh generator developed by Geuzaine & Remacle [24], and a Voronoï
cell results around each node. The integrations over the ﬂuid domain involved in the variational
formulation are performed by summing the integrals computed over all Voronoï cells. The
velocity components are interpolated with the Sibson [25] continuous interpolant, and integration
is performed with the stabilized conforming nodal integration scheme deﬁned by Chen et al. [26],
whereas the pressure is taken constant over each Voronoï cell. The integration procedure is
simpler along the boundary of the ﬂuid domain because velocities vary linearly between adjacent
nodes in the C-NEM variant [27] that we use and which also applies to non-convex free surfaces.
The simulation proceeds incrementally by updating the nodal positions from the velocities with
a simple explicit scheme, which implies that small time steps are used.

























































































































Figure 5. Histories of the maximum and minimum film thicknesses when (a) a/h = 0.5 for h/w = 0.05, (b) a/h = 0.8 for
h/w = 0.16 and (c) a/h = 0.5 for h/w = 0.5. Thicknesses are normalized by h and time is normalized by the relaxation
time (2.14) that would apply for very thin films with no slip. Dashed lines refer to analytical results for infinitesimal amplitudes.
Horizontal dotted lines refer to a profile decay by a factor of 1/e.
(a) Large amplitudes
A ﬁrst validation of the code is provided by comparison with the Lagrangian ﬁnite-element
results of Keunings & Bousﬁeld [6], where the amplitude of the sinusoidal proﬁle is very large
and there is no slip at the interface. Three cases are considered, where a/h = 0.5 for a thickness of
h/w = 0.05, a/h = 0.8 for h/w = 0.16 and a/h = 0.5 for h/w = 0.5. The histories of the maximum and
minimum thicknesses are reported in ﬁgure 5, using the same normalizations as in [6]: thicknesses
are normalized by the average thickness of the ﬁlm, and time is normalized by the relaxation
time (2.14) that would apply for very thin ﬁlms with no slip (b = 0). This allows direct comparison
with ﬁgs 3–5 of Keunings & Bousﬁeld [6], and excellent agreement is observed. This comment also
applies to ﬁgure 5a of this paper and ﬁg. 5b of Kheshgi & Scriven [5], who used another ﬁnite-
element scheme. As already noted in [5,6], the crests of the proﬁle always level out more rapidly
than the troughs (ﬁgure 5), which is clearly incompatible with a sustained sinusoidal proﬁle. This
is consistent with the movement of the initial inﬂection point of the proﬁle, which translates in
the direction of the nearest trough, as noted by Khesghi & Scriven [5].
The effect of slip was not considered in [5,6], and therefore the limit case of perfect slip is
included in ﬁgure 5. Similar to the trend already observed in ﬁgure 3 for inﬁnitesimal amplitudes,
the effect of slip decreases when h/w increases, and it has almost vanished in ﬁgure 5c for h/w =
0.5. The same remarks as for the no-slip case apply, and the seemingly better agreement with
the analytical solution (in ﬁgure 5a, for instance) is due to the same normalized time being used
to make the comparison between slip conditions consistent. By comparing with the analytical
solution for inﬁnitesimal amplitudes, shown as dashed lines in ﬁgure 5, it can be noted that the



































horizontal displacement (normalized by w)
Figure6. Displacements of the node that is located initially at the inflectionpoint of the profile, forh/w = 0.1. Twoamplitudes
are considered (a/h = 0.05 and a/h = 0.10), with either no slip (solid lines) or perfect slip (dashed lines) at the interface.
evolutions of the highest and lowest points do not obey an exponential law, which is especially
evident for the sigmoidal evolution of the lowest point. Therefore, a relaxation time is not relevant
for such large amplitudes. One may nevertheless deﬁne a relaxation time from the levelling of the
initial proﬁle by a factor of 1/e, where e denotes the base of the natural logarithm, which is shown
in ﬁgure 5, and the analytical solution would provide a better prediction for the highest point than
for the lowest one with this deﬁnition, especially when slip occurs at the interface. The analytical
solution provides a more accurate evaluation of the proﬁle decay for much longer times, but
with a limited interest for practical applications inasmuch as an almost ﬂat proﬁle is difﬁcult to
measure precisely.
(b) Moderate amplitudes
Another validation of the code is performed by simulating the levelling of small-amplitude
sinusoidal proﬁles, namely with a equal to 5% of the average layer thickness h. Six values of
the h/w ratio have been considered (0.05, 0.07, 0.1, 0.14, 0.2 and 1), with either no slip or perfect
slip at the ﬂuid–solid interface, or with a slip length equal to 5% of the wavelength. An excellent
ﬁt with an exponential law could be performed for the evolution of the amplitude, with a straight
line obtained in a semilog plot. The relaxation times obtained are shown in ﬁgure 3, and a very
good agreement is noted with the analytical result. This validates a maintained sinusoidal proﬁle
in the analytical solution, since a constant relaxation time means independence with respect
to amplitude.
Similar to the procedure applied for large amplitudes, two relaxation times have been obtained
from each simulation, for the highest and lowest points, respectively, but the difference is less
than 1% and is not perceptible in ﬁgure 3. This is also consistent with a maintained sinusoidal
shape. It may be noted, though, that the uppermost point was found to systematically have a
relaxation time slightly above the analytical result, whereas it was slightly below for the lowest
point. Moreover, the displacement of the node that is located initially at the inﬂection point of
the proﬁle is shown in ﬁgure 6 for h/w = 0.1. Consistent with what was noted in §2b, this point
is not ﬁxed and moves towards the nearest trough of the proﬁle. This is combined with a much
smaller vertical displacement below the initial free surface (note that different normalizations
are used on the two axes in ﬁgure 6). In the case of a/h = 0.05, the relative magnitudes of these







0 0.5 1.0 1.5 2.0 2.5 3.0
normalized time














































Figure 7. Histories of the amplitudes at the highest and lowest points of the profile for h/w = 1 and a/h = 0.05, 0.1 and
0.3. Amplitudes are normalized by h and time is normalized by the relaxation time ηw/(πγ ) for infinitesimal amplitude and
infinite layer thickness. The horizontal dotted line refers to a profile decay by a factor of 1/e.
displacements, which decrease if slip is allowed at the interface, are less that 1.5% of the proﬁle
wavelength and amplitude, respectively, but they increase rapidly for larger proﬁle amplitudes.
This disagrees with a simple proportional variation of the initial sinusoidal height, keeping a ﬁxed
inﬂection point.
It has thus been demonstrated that departures from the assumptions of the analytical
solution are qualitatively similar for large and small proﬁle amplitudes, but with signiﬁcant
quantitative differences. It is therefore possible to deﬁne the moderate amplitudes for which
the analytical solution, with its pleasant ease of use and ﬂexibility with respect to full-ﬁeld
numerical simulations, can be applied with reasonable conﬁdence. For this purpose, ﬁgure 7
shows the evolutions of the amplitude of the proﬁle recorded at the highest and lowest points
in the case of a thick layer (h/w = 1). This can be compared with ﬁgure 5c for a similar h/w ratio
and different deﬁnitions of the axes. As ﬁgure 7 is a semilog plot, an exponential decay appears as
a straight line. The two points still have similar histories when the initial amplitude is 10% of the
thickness, as this already applied for a/h = 0.05, but a clear difference is evident for 30%. Deﬁning
a relaxation time by a 1/e decay, as above, and taking 10% as a maximum admissible deviation
from the analytical solution, a limit relative amplitude of a/h = 0.11 is obtained from additional
simulations. Therefore, it can be concluded that the method discussed in §2d to deduce viscosity
from relaxation time can be applied with 10% conﬁdence if the initial amplitude of the sinusoidal
proﬁle is no more than 11% of the ﬁlm thickness when h/w = 1.
Consider now the other situation mentioned in §2d, where the slip length is to be measured.
The h/w = 0.05 aspect ratio was interesting in this respect, and ﬁgure 8 shows the results obtained
for various initial relative amplitudes a/h, when either no slip or perfect slip applies at the
interface. It is noted ﬁrst that a ratio of a/h = 0.3 is now still close to the solution for an inﬁnitesimal
amplitude, with a signiﬁcant departure for a/h = 0.5. Additional simulations allow one to deﬁne
a limit of a/h = 0.37 to have a relaxation time (be it for the highest or the lowest point of the
surface) within 10% of the analytical result. Moreover, ﬁgure 8b conﬁrms that allowing slip at the
interface decreases relaxation time and, consequently, the most severe limitations for amplitude
apply in the no-slip case. A similar procedure has been followed with the other aspect ratios
considered in ﬁgure 3 and provided that the following limits for the amplitude to have relaxation
times which are at most 10% different from the analytical result, whatever the slip conditions:
a/h ≤ 0.37 for h/w = 0.07 and h/w = 0.10, a/h ≤ 0.38 for h/w = 0.14 and a/h ≤ 0.36 for h/w = 0.2.
Actually, the evolution of the set of values is much more regular if a/w is considered instead of
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Figure 8. Histories of the amplitudes at the highest and lowest points of the profile for h/w = 0.05 and a/h = 0.05, 0.3
(in dashed lines for clarity) and 0.5, for (a) no slip or (b) perfect slip at the interface. Amplitudes are normalized by h and time













Figure 9. Maximum amplitude of a sinusoidal profile for the analytical solution to give the relaxation time (defined for a
decrease by 1/e) with less than 10% error (full symbols). Same criteria fulfilled by square-wave crenelated profiles defined
from 100% (open circles), 75% (open triangle) or 50% (open squares) of the amplitudes allowed for sinusoidal profiles.
a/h, as shown in ﬁgure 9, where additional h/w aspect ratios have been included for clarity. If less
natural for thin layers, this choice of a/w is fully justiﬁed for thick layers because the inﬂuence of
h is negligible beyond h = w, with a limit value a/w = 0.115.
In order to ﬁnalize our deﬁnition of the conditions that can be considered for a reliable
measure of relaxation times during the levelling of sinusoidal proﬁles, it should be mentioned
that the maximum generalized shear rate obtained in the numerical simulations were found to
be in very good agreement with the analytical values when small amplitudes (a/h = 0.05) were
considered either without slip, or with a Navier slip length such that b/w = 0.05, or with perfect
slip. Moreover, equation (2.21) was still veriﬁed for the largest amplitudes considered in ﬁgure 9.
4. Extension to non-sinusoidal profiles
Nanoimprint technology allows surface nanopatterning, but sinusoidal corrugations are difﬁcult
to obtain, although Hamdorf & Johannsmann [28] and Teisseire et al. [19] did use sinusoidal
moulds. By contrast, line patterns with crenelated proﬁles are common in this context, and













Figure 10. Notations used for an initially square-wave crenelated free surface. For symmetry reasons (dashed lines define
symmetry axes), the problem reduces to the dark grey area. (Online version in colour.)
they were central in the original paper on nanoimprinting by Chou et al. [29], for instance,
because crenelated moulds are easily produced. Consequently, the analysis performed above
for sinusoidal proﬁles is extended here to initially crenelated proﬁles. The technique can be
applied similarly to any periodic proﬁle, as mentioned by Orchard [1] among others, but the
speciﬁc example of a square-wave pattern is considered here, which can be deﬁned solely by its
wavelength w and amplitude a, in addition to its average level h, as shown in ﬁgure 10.
Such a free surface can be deﬁned by a Fourier series,
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and the analytical solution can be obtained by summing the response obtained for each mode
j provided that the amplitude a is inﬁnitesimal. This is allowed because the assumption of
an inﬁnitesimal amplitude leads to a surface curvature that is proportional to amplitude, as
mentioned in §2a, and therefore all equations and boundary conditions can be fulﬁlled for
each mode. Thus, the evolution of the initially crenelated proﬁle will combine those of initially
sinusoidal proﬁles of wavelength w and amplitude 4a/π , of wavelength w/3 and amplitude
4a/(3π ), of wavelength w/5 and amplitude 4a/(5π ), and so on, with every other proﬁle shifted
by half its wavelength to account for the minus sign in (4.1). This means, for instance, that the
height change of the point that is located initially in the middle of an upper plateau will be
the sum of the height change of the highest point of the sinusoidal proﬁle with wavelength w
and amplitude 4a/π , plus the height change of the lowest point of the sinusoidal proﬁle with
wavelength w/3 and amplitude 4a/(3π ), and so on. This may be important, inasmuch as the
evolutions of the highest and lowest points of a sinusoidal proﬁle may evolve differently when
the amplitude is not inﬁnitesimal, as mentioned in §§3a,b. It may also be noted that all modes
have the same amplitude-over-wavelength ratio of 4a/(πw), which facilitates the application
of the rules stated at the end of §3b. By contrast, the modes have increasing thickness-over-
wavelength ratios, i.e. decreasing relaxation times, and therefore the amplitude of the proﬁle will
not follow an exponential law, even for inﬁnitesimal amplitudes. A representative relaxation time
can nevertheless be deﬁned, and is used below, by a 1/e decay of the initial amplitude at a point
located in the middle of an upper plateau.
Consider ﬁrst a crenelated proﬁle with a small aspect ratio, h/w = 0.05, and with the largest
amplitude allowed by ﬁgure 9, namely a/w = 0.019π/4 = 0.015. Figure 11 shows the evolutions
given by the numerical simulations for the maximum height and depth of the proﬁle, with no
slip allowed at the ﬂuid–solid interface. They correspond to points located initially at the centres
of upper and lower plateaus, respectively. Both values are equal to the amplitude a of the proﬁle
initially, and it can be noted that they increase before they start decreasing together to zero. A
similar hump is also obtained from the Fourier series for inﬁnitesimal amplitudes, as is evident





























Figure 11. Evolutions of the maximum height and depth of an initially square-wave crenelated profile with h/w = 0.05 and
a/w = 0.015, without slip at the fluid–solid interface. Comparison with the analytical Fourier series (dashed curve) and with
an initially sinusoidal profile (dotted curve), both with infinitesimal amplitudes. Height and depth are normalized by the initial
amplitude, and time is normalized by the relaxation time of the sinusoidal profile.
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Figure 12. Evolutionof themaximumheight of an initially square-wave crenelatedprofilewithh/w = 0.05 anda/w = 0.015,
with various slip conditions at the fluid–solid interface. Comparison with the analytical Fourier series (dashed curves) for an
infinitesimal amplitude. Same normalization as in figure 11.
in ﬁgure 11. Indeed, this Fourier series gives an initial amplitude increase for aspect ratios up to
h/w = 0.4, with a decreasing peak value, and this was also observed in our simulations with ﬁnite
amplitudes. It can also be observed in ﬁgure 11 that, after the initial hump, the upper part of the
proﬁle levels out more rapidly than the lower part, which is consistent with the observations of
§§3a,b for sinusoidal proﬁles. The amplitude evolution is slower than for a sinusoidal proﬁle with
the same aspect ratio, as also shown in ﬁgure 11. Finally, it may be noted in this ﬁgure that the
relaxation time of the largest height is evaluated by the Fourier series with very good precision.
With h/w and a/w unchanged, ﬁgure 12 conﬁrms this is also true for other slip conditions, for
which shorter relaxation times apply. Therefore, it can be concluded that the analysis of §3b can be
extended directly to square-wave crenelated proﬁles as far as the maximum allowable amplitude
























Figure 13. Evolution of the height of an initially square-wave crenelated profile with h/w = 1 and either a/w = 0.090 or
a/w = 0.045, without slip at the fluid–solid interface. Comparison with the analytical Fourier series (dashed curve) and with
an initially sinusoidal profile (dotted curve), both of infinitesimal amplitude. Height is normalized by the initial amplitude and
time is normalized by the relaxation time of the sinusoidal profile.
is concerned, for small h/w aspect ratios. This can be useful for practical applications where
slip conditions are investigated. Moreover, the analytical relaxation time can be computed very
accurately by using the ﬁrst two modes only of the Fourier series for such aspect ratios because
the next modes have negligible contributions at this time value, which may help in reversing the
analytical formulae in an identiﬁcation procedure.
Consider now a crenelated proﬁle with a large aspect ratio, h/w = 1, which has been checked
to be unaffected by slip conditions and is relevant to measure viscosity. Numerical simulations
using the maximum amplitude that is deduced from ﬁgure 9, namely a/w = 0.115π/4 = 0.090, give
a representative relaxation time that is more than 10% larger than the value given by the Fourier
series for an inﬁnitesimal amplitude, as can be observed in ﬁgure 13. Therefore, the simple rules
obtained for sinusoidal proﬁles in §3b cannot be applied directly for large h/w values. The reason
may be some coupling between modes that affects a mere superposition. As shown in ﬁgure 13,
the required precision on relaxation time is obtained nevertheless when the initial amplitude of
the crenel is divided by 2, and therefore it is recommended to apply such a reduction if square-
wave crenelated proﬁles are used to measure viscosity. The other h/w values shown in ﬁgure 9
have also been investigated for square-wave crenelated proﬁles by using either 100, 75 or 50% of
the maximum amplitude given by the rules of §3b. It appears that using 100% leads to less than
10% difference with the analytical relaxation time up to about h/w = 0.4, and that 50% should
be used beyond h/w = 0.7, with 75% allowed in between. This may be closely related to the
speciﬁc crenel shape considered here, and extension to other crenel proﬁles, with lower and upper
plateaus of different lengths, or to even more general proﬁles should be performed with caution.
It is worth mentioning ﬁnally that the maximum shear rate recorded in the simulations of crenel
levelling reported in ﬁgure 9 have been found in agreement with condition (2.21) for small h/w
aspect ratios only.
5. Conclusion
It has been shown how most favourable geometries can be deﬁned for the measures of viscosity
and Navier slip length from the relaxation time involved in the levelling of the free surface
of a Newtonian layer. Special emphasis has been put on the conditions required to avoid





shear thinning by controlling the maximum shear rate. For initially sinusoidal patterns with
inﬁnitesimal amplitudes, an analytical solution including slip at the ﬂuid–solid interface could
be used, and numerical simulations based on the NEM allowed one to discuss the effect of
ﬁnite amplitudes. This has led to the deﬁnition of a relevance domain of the analytical solution
that avoids the need for numerical simulations in practical applications with non-inﬁnitesimal
amplitudes. It has also been shown how these results can be applied to crenelated proﬁles, where
Fourier series expansion can be used with caution. Of course, all these developments assume
implicitly that continuum mechanics applies to the problem considered, and this sets a lower
limit to the scale where they apply, below which molecular simulations must be used instead.
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