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Povzetek
Naslov: Izbira znacˇilk pri vecˇslojnem grucˇenju
V nalogi predstavimo podrocˇje izbire znacˇilk pri vecˇslojnem grucˇenju.
Opiˇsemo ucˇenje z vecˇimi pogledi in vecˇopisno grucˇenje. Predlagamo novo
metodologijo grucˇenja z vecˇimi pogledi z opisom grucˇ, katerega rezultat so
grucˇe, opisane na vecˇ nacˇinov. Tovrstni opisi predstavljajo cˇloveku razumljive
razlage grucˇ in nudijo lazˇje razumevanje povezav med pogledi. Na umetni
mnozˇici pokazˇemo, da predlagana tehnika izbire znacˇilk mvReliefF uspesˇno
deluje na podatkovnih zbirkah za ucˇenje z vecˇ pogledi. Na podatkovni zbirki
iz UCI repozitorija primerjamo dobljene rezultate s sorodnim cˇlankom, kjer
nasˇi rezultati kazˇejo na izboljˇsanje uspesˇnosti grucˇenja. Metodologijo iz-
vedemo na podatkih ADNI pacientov z Alzheimerjevo boleznijo. Dobljene
grucˇe s tehnikami razlage prediktorjev opiˇsemo posebej s klinicˇnimi in po-
sebej z biolosˇkimi znacˇilkami. Te predstavljajo cˇloveku razumljive razlage
grucˇ in povezav med klinicˇnimi in biolosˇkimi znacˇilkami. Nevrolosˇka analiza
potrjuje smiselnost dobljenih grucˇ in povezav med sicer znanimi znacˇilkami
obeh pogledov.
Kljucˇne besede: ucˇenje z vecˇimi pogledi, vecˇopisno rudarjenje, izbira znacˇilk,
algoritem ReliefF, Alzheimerjeva bolezen.

Abstract
Title: Feature Selection for Multilayer Clustering
We present an overview of feature selection for multi-layer clustering. We
explain the concepts of multi-view learning and redescription mining. We
propose a new clustering method using predictor explanations which provide
multiple explanations for each resulting cluster. These explanations serve as
a interpretable definition of groups and can help to understand connections
between features from different views. Test on our synthetic data set shows
that the proposed multi-view feature selection method mvReliefF handles
multi-view data well. On a data set from UCI repository we compared our
method with published results. On a joined ADNI Alzheimer’s disease data
set, we explain the obtained clusters separately with clinical and separately
with biological features using predictor explanations. The explanations serve
as an interpretable cluster definitions and help to understand the connections
between clinical and biological features. Neurological analysis suggests that
the obtained clusters and connections between view features are meaningful.
Keywords: multi-view learning, redescription mining, feature selection, Re-
liefF algorithm, Alzheimer’s disease.

Poglavje 1
Uvod
Grucˇenje ali rojenje je tehnika razvrsˇcˇanja elementov v skupine. Cilj grucˇenja
je izbrati take skupine, da so si elementi znotraj skupin cˇim bolj podobni
in elementi med skupinami cˇim bolj razlicˇni. V dveh dimenzijah si lahko
postopek grucˇenja predstavljamo kot iskanje krogov, ki obkrozˇajo skupine
elementov. Z dodajanjem novih dimenzij se kolicˇina informacij v podat-
kovni zbirki v principu vecˇa, a se prav tako vecˇa tudi zahtevnost ucˇenja in
verjetnost, da nekatere znacˇilke slabo locˇujejo grucˇe. Taksˇne znacˇilke lahko
poslabsˇajo uspesˇnost grucˇenja, zato v strojnem ucˇenju uporabljamo metode
za izbiro znacˇilk, s pomocˇjo katerih lahko odstranimo nepomembne znacˇilke.
Vecˇslojno grucˇenje (angl. multiview clustering) je tehnika strojnega ucˇenja,
ki izkoriˇscˇa dejstvo, da so problemi pogosto opisani na vecˇ nacˇinov, z vecˇih po-
gledov. Obstojecˇe metode vecˇslojnega grucˇenja prinasˇajo dobre rezultate, a
standardne tehnike strojnega ucˇenja, kot je izbira znacˇilk, sˇe niso prilagojene
za tovrstno ucˇenje. Vecˇslojno grucˇenje se uspesˇno uporablja na medicinskih
podatkih za diagnozo in preprecˇevanje bolezni [4, 48], saj so ti pogosto opi-
sani z vecˇimi pogledi in so preobsezˇni za rocˇno oznacˇevanje. Ena kriticˇnih,
trenutno sˇe neozdravljivih bolezni, je Alzheimerjeva bolezen. Statisticˇna ra-
znolikost, sˇtevilo neinformativnih znacˇilk in sˇum v podatkih Alzheimerjeve
bolezni predstavljajo izziv za ucˇenje z vecˇimi pogledi in za uporabo novih
metod za izbiro znacˇilk pri vecˇslojnem grucˇenju.
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1.1 Ucˇenje z vecˇimi pogledi
Podatki v strojnem ucˇenju so pogosto opisani z znacˇilkami z razlicˇnih virov
ali pa so pridobljeni z razlicˇnimi metodami za izlocˇanje znacˇilk. Te sku-
pine znacˇilk, ki si pogosto delijo podobne statisticˇne lastnosti, imenujemo
pogledi. Pri konvencionalnih metodah strojnega ucˇenja znacˇilke iz vecˇih
pogledov tipicˇno zdruzˇimo v en pogled, ali pa uporabimo le znacˇilke iz posa-
meznega pogleda in se s tem izgubino dolocˇen del informacije [48]. Vecˇslojno
grucˇenje je metoda strojnega ucˇenja z vecˇimi pogledi, ki problem ocenjevanja
grucˇenj resˇuje s predpostavko, da je kvaliteta grucˇenja odvisna od stopnje
ujemanja grucˇenj z vecˇih pogledov. Kljub temu, da je metod za klasifikacijo
in grucˇenje z vecˇimi pogledi veliko in prinasˇajo dobre rezultate, je proces iz-
bire znacˇilk pri ucˇenju z vecˇimi pogledi manj raziskano podrocˇje. Prav tako
vecˇina algoritmov za izbiro znacˇilk temelji na ucˇenju z enim pogledom. Tako
se pojavi potreba po razvoju novih oziroma adaptaciji obstojecˇih algoritmov
za izbiro znacˇilk za ucˇenje z vecˇimi pogledi.
1.2 Alzheimerjeva bolezen in ADNI
Alzheimerjeva bolezen je nevrodegenerativna bolezen mozˇganov, ki predsta-
vlja najpogostejˇsi tip demence. Vpliva na sposobnost govora, spomin, ori-
entacijo in splosˇne kognitivne sposobnosti pacienta. Locˇimo tri oblike bo-
lezni: blaga, zmerna in tezˇka. Bolezen sˇe ni ozdravljiva, saj nobena od
ustaljenih tehnik zdravljenja ne ustavi popolnoma bolezenskega procesa. S
podaljˇsevanjem zˇivljenjske dobe postaja Alzheimerjeva bolezen ena najbolj
kriticˇnih bolezni staranja. Z namenom razvoja diagnoze, preprecˇevanja na-
stanka in zdravljenja bolezni je bil zacˇet projekt Alzheimer’s Disease Neuroi-
maging Initiative (ADNI), ki hrani podatke sˇtevilnih pacientov z Alzheimer-
jevo boleznijo v razlicˇnih fazah bolezni. Ponuja obsˇirno podatkovno zbirko
lastnosti pacientov, ki so opisane s klinicˇnimi in biolosˇkimi znacˇilkami. Tovr-
stna razdelitev podatkov predstavlja primerno podatkovno zbirko za ucˇenje
z vecˇimi pogledi, odvecˇni in sˇumni podatki pa potrebo po izbiri znacˇilk [30].
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Naloga predstavi podrocˇje ucˇenja z vecˇimi pogledi s poudarkom na vecˇ-
slojnem grucˇenju. Predstavimo novo metodo za izbiro znacˇilk pri vecˇslojnemu
grucˇenju, ki temelji na prilagoditvi algoritma ReliefF [38]. Uspesˇnost preiz-
kusimo na umetnih podatkih in na javnih podatkovni zbirki ter primerjamo
uspesˇnost z rezultati iz sorodnih cˇlankov. Nazadnje metodo izvedemo na
ADNI podatkih. Rezultate ovrednoti strokovnjakinja s podrocˇja nevrologije.
1.3 Napoved vsebine
Delo je sestavljeno iz sˇest poglavij in dodatkov. V poglavju 2 je podrobneje
razlozˇeno ucˇenje z vecˇimi pogledi in problematika grucˇenja. V 3. poglavju so
predstavljene glavne podatkovne zbirke in problematika Alzheimerjeve bole-
zni. V 4. poglavju je predstavljena predlagana metodologija izbire znacˇilk
pri vecˇslojnem grucˇenju. V 5. poglavju opiˇsemo metodologijo in rezultate
empiricˇne evalvacije. Delo se zakljucˇi s 6. poglavjem, kjer so navedene skle-
pne ugotovitve ter ideje za izboljˇsave in nadaljnje delo. V dodatkih so opisi
znacˇilk ADNI podatkovne zbirke, vizualizacije razlag grucˇ bolnikov z Alz-
heimerjevo boleznijo in opis doprinosa k odprtokovnim knjizˇnicam za izbiro
znacˇilk.
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Poglavje 2
Pregled podrocˇja
Izbira znacˇilk pri vecˇslojnem grucˇenju je tehnika strojnega ucˇenja, ki zdruzˇuje
ucˇenje z vecˇimi pogledi, grucˇenje, izbiro znacˇilk in kriterije za oceno grucˇenja.
Za celovito razumevanje problema v poglavju sprva predstavimo principe
ucˇenja z vecˇimi pogledi in pomembnejˇse pristope. Opiˇsemo osnovne metode
grucˇenja in jih primerjamo z ostalimi tehnikami strojnega ucˇenja. Predsta-
vimo glavne metode za izbiro znacˇilk in razlozˇimo njihove lastnosti. Po-
drobno razlozˇen algoritem ReliefF. Nazadnje predstavimo podrocˇje razlage
prediktorjev, ki je kljucˇnega pomena pri kompleksnih problemih, kjer je po-
trebna cˇlovesˇka interpretacija (npr. medicinska diagnoza).
2.1 Ucˇenje z vecˇimi pogledi
Na mnogih podrocˇjih uporabe strojnega ucˇenja znacˇilke zajemamo z razlicˇnih
domen in z razlicˇnimi metodami za izlocˇanje znacˇilk. Ucˇenje z vecˇimi po-
gledi iz vsakega pogleda izlusˇcˇi znanje, ki mu je specificˇno, zmanjˇsa pojav
prekomernega prileganja in izboljˇsa klasifikacijsko tocˇnost. Blum in Mitchell
(1998), zacˇetnika ucˇenja z vecˇimi pogledi, kot primer ucˇenja z vecˇimi pogledi
v cˇlanku [3] navedeta ucˇenje o vsebini spletnih strani, kjer besedilo spletnih
strani predstavlja en pogled in besedilo hipertekstnih povezav na straneh pa
drug pogled. Trenutne algoritme, ki delujejo na principu ucˇenja z vecˇimi po-
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gledi, lahko razdelimo v tri kategorije: soocˇenje (co-training), ucˇenje z vecˇimi
jedri in ucˇenje na podlagi podprostorov [48].
Metode ucˇenja z vecˇimi pogledi delimo na tri kategorije glede na fazo
kombiniranja pogledov. Zgodnja kombinacija pogledov je prisotna, ko se
znacˇilke iz razlicˇnih pogledov zˇe v zacˇetni fazi ucˇenja zdruzˇijo v eno podat-
kovno zbirko. Ta pristop uporablja ucˇenje na podlagi podprostorov. Vmesna
kombinacija se izvaja pri ucˇenju z vecˇimi jedri, saj se kombinacija jedrnih
funkcij izvaja v vmesni fazi ucˇenja. Pozna kombinacija pogledov se izvaja
pri pristopih, kjer se klasifikatorji ali grucˇenje izvaja na znacˇilkah vsakega
pogleda posebej in se ujemanje rezultatov med pogledi vrednoti sˇele v zadnji
fazi ucˇenja. To je znacˇilno za algoritme soocˇenja [48, 32].
2.1.1 Soocˇenje
Soocˇenje je podrocˇje strojnega ucˇenja z vecˇimi pogledi, ki temelji na principu
konsenza [8] med hipotezami, zgrajenimi na podatkih iz razlicˇnih pogledov.
Ucˇna mnozˇica je sestavljena iz enega ali vecˇih pogledov. Ucˇno mnozˇico se-
stavlja manjˇsa mnozˇica oznacˇenih podatkov, ki so tipicˇno manj dostopni
in pogosto oznacˇeni s cˇlovesˇko pomocˇjo, in obsezˇnejˇse mnozˇice neoznacˇenih
podatkov, ki so cenejˇsi in dostopnejˇsi. Tako je soocˇenje vrsta delno nad-
zorovanega ucˇenja [50]. Ucˇno mnozˇico X lahko predstavimo kot mnozˇico
znacˇilk X = X1 ⌢ X2, kjer X1 in X2 predstavljata prvi in drugi pogled.
Algoritmi soocˇenja sprva na podlagi manjˇse mnozˇice oznacˇenih podatkov
naucˇijo dva modela h1 in h2, kjer se h1 ucˇi na oznacˇenih podatkih X1 in h2
na oznacˇenih podatkih X2. Zaradi omejenega sˇtevila oznacˇenih podatkov je
klasifikacijska tocˇnost tipicˇno nizka, nestrinjanje med hipotezami pa visoko.
Nato podmnozˇico neoznacˇenih podatkov X oznacˇimo s pomocˇjo modela h1
in jih dodamo v ucˇno mnozˇico h2. Prav tako s pomocˇjo h2 oznacˇimo pod-
mnozˇico neoznacˇenih podatkov, ki jo dodamo ucˇni mnozˇici h1. Modela se
tako izmenoma ucˇita na novo oznacˇenih podatkih in izmenjujeta informacije
med pogledi, dokler konsenz med modeloma in klasifikacijska tocˇnost na te-
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stni mnozˇici ne dosezˇe optimuma [3, 48].
Posebna vrsta algoritmov soocˇenja so soregularizacijski algoritmi, ki z
uporabo regularizacije z vecˇimi pogledi za oba pogleda razvijejo modela h1
in h2, ki v splosˇnem resˇujeta naslednji regularizacijski problem:
min
∑
i∈N
[h1(xi)− h2(xi)]2 +
∑
i∈O
V (yi, f(xi)), (2.1)
kjer V predstavlja funkcijo izgube (klasifikacijske napake) in yi razred i-
tega primera. Prvi sesˇtevanec predstavlja stopnjo neujemanja rezultatov na
oznacˇenih podatkih O in drugi stopnjo neujemanja na neoznacˇenih podatkih
N [48]. V cˇlanku [43] je opisana razsˇiritev konvencionalnih klasifikacijskih al-
goritmov z uporabo soregularizacijskih funkcij. Empiricˇne raziskave pokazˇejo
izboljˇsanje klasifikacijske tocˇnosti pri razsˇiritvi metode podpornih vektorjev.
Posebna tehnika algoritmov soocˇenja je tudi vecˇslojno grucˇenje, ki jo
natancˇneje razlozˇimo v razdelku 2.5
2.1.2 Ucˇenje z vecˇimi jedri
Uporaba jedrnih funkcij pri algoritmih v strojnem ucˇenju je pogosta [35].
Znan primer je metoda podpornih vektorjev (support vector machines -
SVM) [21]. Ta je v osnovi linearen klasifikator, ki lahko z uporabo jedrnega
trika resˇuje nelinearne probleme. Pri jedrnih metodah z enim jedrom ustre-
zno funkcijo jedra in optimalne parametre jedra tipicˇno izberemo s pomocˇjo
precˇnega preverjanja [23]. Metode ucˇenja z vecˇimi jedri (UVJ) pa z uporabo
linearne ali nelinearne kombinacije vecˇih funkcij jedra poiˇscˇejo optimalno
kombinacijo funkcij jedra in njihovih parametrov. Zaradi lastnosti aditivnosti
jeder je kombinacija jedrnih funkcij prav tako jedrna funkcija [29]. Uporaba
vecˇih jeder pri ucˇenju z vecˇimi pogledi pride do izraza pri ucˇenju na podatkih,
kjer imajo pogledi razlicˇne statisticˇne lastnosti. Dober primer je podatkovna
zbirka opisana s slikami in zvokom videa, saj zvok in slike uporabljajo razlicˇne
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mere podobnosti in tako ustrezajo razlicˇnim jedrnim funkcijam. Tako je pri
ucˇenju z vecˇimi pogledi smiselna uporaba kombinacije vecˇih jedrnih funkcij
[20].
Slika 2.1: Primerjava soocˇenja in ucˇenja z vecˇimi jedri. Vozliˇscˇa P1,..4 pred-
stavljajo razlicˇne interpretacije podatkov, poglede. Vozliˇscˇa C1,..4 predsta-
vljajo klasifikatorje, kjer je CUV J klasifikator primeren za ucˇenje z vecˇimi
jedri. Vozliˇscˇa K1,..4 predstavljajo jedra in K kombinacijo jeder. Vozliˇscˇe R
predstavlja koncˇni rezultat.
Linearne metode kombinacij jeder iˇscˇejo optimalno kombinacijo z uporabo
utezˇi {wk}Mk=1. Posamezno jedrno funkcijo Kk lahko predstavimo kot RD ×
RDx ↦→ R in {Kk}Mk=1 kot vektor vseh jedrnih funkcij. Najpreprostejˇsi pristop
2.1. UCˇENJE Z VECˇIMI POGLEDI 9
linearnih kombinacij je jedro direktnega sesˇtevanja:
K(xi, xj) =
M∑
k=1
Kk(xi, xj), (2.2)
ki ima vrednosti vseh utezˇi postavljene na 1. Ker pa so vse jedrne funkcije
redko prava izbira, je smiselna uporaba jedra utezˇenega sesˇtevanja:
K(xi, xj) =
M∑
k=1
wkKk(xi, xj). (2.3)
Poleg omenjenih pristopov se pri ucˇenju z vecˇimi jedri uporabljajo tudi
nelinearne kombinacije jedernih funkcij, a empiricˇne raziskave ne kazˇejo opa-
znega izboljˇsanja [48].
2.1.3 Ucˇenje na podlagi podprostorov
Ucˇenje na podlagi podprostorov je metoda nenadzorovanega ucˇenja za zmanj-
sˇanje dimenzionalnosti podatkov. Izrazˇanje visokodimenzionalnih podatkov
v nizˇje dimenzijskem prostoru se uporablja za odkrivanje latentnih informa-
cij 1, vizualizacijo podatkov in izboljˇsanje klasifikacijske tocˇnosti in grucˇenja
[47]. Znani metodi ucˇenja na podlagi podprostorov sta metoda glavnih osi
(Principal Component Analysis - PCA) in metoda linearne razlocˇevalne ana-
lize (Linear discriminant analysis)[47].
Rezultat ucˇenja z vecˇ pogledi na podlagi podprostorov je latenten pod-
prostor, za katerega se predpostavlja, da so bili iz njega generirani originalni
pogledi. Znana izpeljanka PCA za ucˇenje z vecˇimi pogledi je kanonicˇna ko-
relacijska analiza (canonical correlation analysis - CCA). Ta skusˇa najti tak
set baznih vektorjev, da je linearna korelacija med projekcijama na te ba-
zne vektorje maksimalna [46]. Slabost CAA je, da zna iskati samo linearne
korelacije med pogledi, tako se za nelinearne probleme uporablja izpeljanka
1prikrite, ne direktno razumljive informacije
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jedrna kanonicˇna korelacijska analiza (kernel canonical correlation analysis -
KCCA) [48].
2.1.4 Ustreznost za ucˇenje z vecˇimi pogledi
Razcˇlenitev znacˇilk podatkovne mnozˇice na vecˇ pogledov je lahko naravna
(znacˇilke razlicˇnih pogledov so zajete z razlicˇnih domen) ali umetna (znacˇilke
se razdelijo na vecˇ pogledov naknadno). Ustreznost skupin znacˇilk za uspesˇno
ucˇenje z vecˇimi pogledi je odvisna od treh glavnih kriterijev [3, 48]:
1. Zadostnost: vsak pogled je sam zadosten za uspesˇno klasifikacijo
2. Kompatibilnost: modeli z obeh pogledov z veliko verjetnostjo vrnejo
podobne rezultate
3. Pogojna neodvisnost: pogledi so pogojno neodvisni za dolocˇen razred
Prvi pogoj izvira iz predpostavke, da pogled, ki ne nosi informacije o razredu
pri klasifikaciji, ne bo prispeval k ucˇenju z vecˇimi pogledi. Pogoj zahteva, da
je stopnja napake Perr vsakega pogleda relativno majhna.
Drugi pogoj zahteva, da se rezultati obeh pogledov vsaj z dolocˇeno verje-
tnostjo ujemajo. Zaradi principa konsenza [8] je drugi pogoj tesno povezan s
prvim. Dasgupta in sod. (2002) predstavijo enega temeljnih principov ucˇenja
z vecˇimi pogledi, ki temelji na predpostavki, da je kvaliteta ucˇenja z vecˇimi
pogledi odvisna od stopnje ujemanja rezultatov hipotez posameznih pogle-
dov. Povezava med verjetnostjo neujemanja rezultatov hipotez in njihovo
klasifikacijsko tocˇnostjo je predstavljena z enacˇbo:
P (h1 ̸= h2) ≥ max{Perr(h1), Perr(h2)}. (2.4)
Neenacˇba trdi, da verjetnost nestrinjanja hipotez P (h1 ̸= h2) predstavlja
zgornjo mejo verjetnosti napake obeh hipotez. Enacˇba tvori povezavo med
prvim in drugim pogojem za ustreznost ucˇenja z vecˇimi pogledi.
Tretji pogoj zahteva, da so pogledi med seboj pogojno neodvisni. Glede
na cˇlanek [11] sta dogodka x in y pogojno neodvisna pri dogodku z, cˇe sta
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prisotnost ali odsotnost dogodka x in prisotnost ali odsotnost dogodka y
neodvisna dogodka. Pogojna neodvisnost je formalno definirana z ekvivalen-
tnimi enacˇbami :
p(x, y|z) = p(x|z)p(y|z),
p(x|y, z) = p(x|z),
p(y|x, z) = p(y|z).
(2.5)
V primeru ucˇenja z vecˇimi pogledi x in y predstavljajo znacˇilke iz posameznih
pogledov in z razred, ki pripada ucˇnim primerom [3]. Izkazˇe se, da je ta za
realne podatke prestrog, saj je vecˇina pogledov iz podatkovnih zbirk realnih
podatkov vsaj do neke mere pogojno odvisnih. Tako pogosto tretji pogoj
v praksi nadomesti manj stroga predpostavka, da znacˇilke med pogledi niso
popolnoma korelirane [3].
2.2 Uvod v grucˇenje
Strojno ucˇenje se v grobem deli na nadzorovano in nenadzorovano. Pri nad-
zorovanem ucˇenju se algoritmi ucˇijo na podlagi vhodnih podatkov in pri-
padajocˇih oznak razredov. Rezultat je napovedni model, katerega namen
je napovedati oznake razredov za nove, neoznacˇene primere. Najpogostejˇsa
tehnika nadzorovanega strojnega ucˇenja je klasifikacija. Ta se pogosto soocˇa
s problemom prekomernega prileganja ucˇnim podatkom, saj se napovedni
model prevecˇ prilagodi ucˇnim podatkom, ki pogosto vsebujejo sˇum, in tako
novih primerov ne klasificira ustrezno. Tako je pri klasifikaciji pomembno
pravo razmerje med generalizacijo in prileganjem ucˇnim podatkom z upo-
rabo regularizacijskih metod. Klasifikacijska tocˇnost se tipicˇno ovrednoti
na testni mnozˇici, ki je locˇena od ucˇne [17]. Ker se zaradi testne mnozˇice
algoritem posledicˇno ucˇi na manjˇsi mnozˇici podatkov, se uporablja precˇno
preverjanje. Ta v vsaki iteraciji razdeli podatkovno zbirko na testno in ucˇno
mnozˇico in preveri klasifikacijsko tocˇnost modela. Povprecˇenje rezultatov
vseh iteracij prinese natacˇnejˇso oceno tocˇnosti modela, ki je manj obcˇutljiva
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na prekomerno prileganje [23].
Nenadzorovano ucˇenje, ki ga pogosto imenujemo tudi grucˇenje ali rojenje,
temelji na ucˇenju na neoznacˇenih podatkih. Soocˇa se s problemom ocenjeva-
nja tocˇnosti grucˇenja. Pri nadzorovanem ucˇenju je ocena tocˇnosti v osnovi
trivialen problem, ki temelji na primerjavi dobljenih napovedi s pripadajocˇimi
oznakami razredov. Ker pri nenadzorovanem ucˇenju oznak razredov ni, se
pa za oceno uporabljajo notranji in zunanji kriteriji, ki jih opiˇsemo v raz-
delku 2.3. Kljub temu je nenadzorovano ucˇenje priljubljena tehnika, saj so
neoznacˇeni podatki cenejˇsi in bolj dostopni, saj oznacˇevanje pogosto zahteva
strokovno znanje in rocˇno delo.
Nadzorovano in nenadzorovano ucˇenje se v kombinaciji uporabljata pri
delno nadzorovanem ucˇenju. Ta temelji na kombinaciji nenadzorovanega
ucˇenja na (bolj dostopnih) neoznacˇenih podatkih in nadzorovanega ucˇenja na
(tipicˇno manjˇsi, manj dostopni) mnozˇici oznacˇenih podatkov. Tipicˇen primer
klasifikacijskih tehnik delno nadzorovanega ucˇenja so klasifikatorji soocˇenja
iz razdelka 2.1.1.
Najpogostejˇsa tehnika nenadzorovanega ucˇenja je grucˇenje. Namen gru-
cˇenja je razvrsˇcˇanje elementov v skupine, ki jih imenujemo grucˇe. Mate-
maticˇna razlaga grucˇenja je sledecˇa: X ∈ Rm×n je podatkovna zbirka m
elementov xi opisanih z n znacˇilkami. Cilj grucˇenja je razdeliti X na K
skupin Ck tako, da so si elementi, ki spadajo v iste skupine, bolj podobni
kot elementi z razlicˇnih skupin. Rezultat algoritma je injektivna preslikava
X → C elementov xi v grucˇe Ck [17]. Sˇtevilo K ∈ N je glede na algoritem
dolocˇeno vnaprej ali ga pa izbere algoritem sam [17].
2.2.1 Metode grucˇenja
Metod grucˇenja je veliko, saj se ne razlikujejo le po metodi iskanja optimalne
uvrstite elementov, temvecˇ tudi po razlagi locˇenosti in prekrivanja grucˇ. Tako
jih lahko glede na razdeljevanje delimo v naslednje kategorije:
• strogo locˇeno razdeljevanje,
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• strogo locˇeno razdeljevanje z osamelci,
• hierarhicˇno grucˇenje,
• grucˇenje s prekrivanjem.
Pri strogo locˇenem razdeljevanju lahko posamezen element spada v samo
eno grucˇo. Strogo locˇeno razdeljevanje z osamelci je enako, le da dolocˇeni
elementi ne pripadajo nobeni grucˇi. Imenujemo jih osamelci. Pri grucˇenju
s prekrivanjem se tipicˇno izvaja vecˇ grucˇenj, kjer se grucˇe med seboj delno
ali v celoti prekrivajo. Tipicˇen primer grucˇenja s prekrivanjem je vecˇslojno
grucˇenje opisano v razdelku 2.5.
Glede na metodo povezovanja in razvrsˇcˇanja tocˇk poznamo v grobem
naslednje kategorije grucˇenj:
• povezovalno grucˇenje,
• grucˇenje na podlagi centroidov,
• grucˇenje na podlagi gostote,
• verjetnostno grucˇenje.
Povezovalno grucˇenje temelji na razdaljah med posameznimi pari elemen-
tov [42]. Primer povezovalnega grucˇenja je hierarhicˇno grucˇenje. Rezultat
je drevo, ki se imenuje dendrogram. Vozliˇscˇa v dendrogramu predstavljajo
grucˇe. Vozliˇscˇa imajo lastnost, da vsi elementi, ki spadajo v grucˇe otrok
vozliˇscˇa, spadajo tudi v grucˇo starsˇevskega vozliˇscˇa [2].
Pri grucˇenju na podlagi centroidov, so grucˇe definirane s centralnim vek-
torjem, ki je lahko element podatkovne mnozˇice. Tipicˇen primer grucˇenja na
podlagi centroidov je k-voditeljev (angl. k-means). Algoritem si v zacˇetni
fazi izbere k centralnih vektorjev, kjer je k vnaprej podan vhodni parameter.
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Cilj algoritma je minimizacija funkcije E(C), ki je vsota kvadrata evklidskih
razdalj 2 med vsako tocˇko znotraj grucˇe in centralnim vektorjem.
E(C) =
k∑
j=1
∑
xi∈Cj
∥xi − cj∥2 , (2.6)
kjer C predstavlja rezultat grucˇenja, cj j-ti centralni vektor in xi i-ti element
[2]. Algoritem iterativno optimizira E(C) do ustavitvenega pogoja (na pri-
mer, ko se grucˇenja ne spreminjajo vecˇ). Poznamo dve razlicˇici k-voditeljev
iterativne optimizacije. Prva je sestavljena iz dveh korakov: (1) vsem tocˇkam
se dolocˇi grucˇa glede na najblizˇji centralni vektor in (2) nove centralne vek-
torje izracˇunamo s povprecˇenjem vseh tocˇk, ki spadajo v dolocˇeno grucˇo.
Druga razlicˇica pa spremeni centralne vektorje samo, cˇe sprememba dopri-
nese k izboljˇsavi E(C) [2]. Optimizacijski proces pa ne najde vedno najboljˇse
resˇitve. Ob neustrezni izbiri zacˇetnih centralnih vektorjev lahko proces kon-
vergira v lokalni optimum, zato je za zagotovitev zanesljivih rezultatov smi-
selno vecˇkratno izvajanje algoritma. Algoritem je obcˇutljiv na osamelce in
ima tezˇave s stabilnostjo, saj lahko majhne spremembe v podatkih povzrocˇijo
popolnoma drugacˇen rezultat grucˇenja.
Verjetnostno ali porazdelitveno grucˇenje je vrsta algoritmov, ki upora-
bljajo statisticˇne porazdelitvene modele. Grucˇe so definirane kot skupine
elementov, ki z najvecˇjo verjetnostjo spadajo v isto verjetnostno porazdeli-
tev [2]. Primer algoritma za verjetnostno grucˇenje je LDA [16].
Algoritmi grucˇenja na podlagi gostote tipicˇno ne potrebujejo vhodnega
parametra k in se dobro soocˇajo s problemom osamelcev. Najbolj znan
primer je algoritem DBSCAN. Kot vhodne parametre prejme podatkovno
zbirko, minPts, ki dolocˇa najmanjˇse sˇtevilo tocˇk, ki sˇe lahko sestavljajo
grucˇo in ϵ, ki dolocˇa okolico. V prvi fazi se vse tocˇke oznacˇi kot jedrne ali
2Evklidska razdalja je obicˇajna razdalja v evklidski geometriji. Evklid-
ska razdalja med dvema tocˇkama v Rn se izracˇuna z d(a, b) = ∥a− b∥ =√
(a1 − b1)2 + (a2 − b2)2...+ (an − bn)2
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Slika 2.2: Dvodimenzionalna vizualizacija grucˇenja z algoritmom DBSCAN.
Skupine rumenih, zelenih in rdecˇih tocˇk predstavljajo tri grucˇe, cˇrne tocˇke
pa osamelce.
mejne ali osamelce. Tocˇka je jedrna, cˇe je v njeni okolici ϵ vsaj minPts tocˇk.
Tocˇka je mejna, cˇe je v njeni okolici manj kot minPts tocˇk, a je vsaj ena
izmed njih jedrna. Tocˇka je osamelec, cˇe je v njeni okolici manj kot minPts
tocˇk in nobena ni jedrna. V drugi fazi vsako jedrno in mejno tocˇko umestimo
v grucˇo. Najprej izberemo neoznacˇeno jedrno tocˇko in umestimo vse tocˇke v
njeni okolici v isto grucˇo. Za vsako jedrno tocˇko, ki je v okolici, se postopek
iterativno ponovi z dodajanjem tocˇk v isto grucˇo. Ko se iterativni posto-
pek koncˇa, se za naslednjo grucˇo izbere naslednjo neoznacˇeno jedrno tocˇko.
Proces se ponavlja, dokler niso vse tocˇke razen osamelcev umesˇcˇene v grucˇe.
DBSCAN lahko najde grucˇe poljubnih oblik. Slabost algoritma je potreba
po ustreznih vhodnih parametrih ϵ inminPts za vsako podatkovno zbirko [2].
Poleg opisanih metod so se razvile tudi druge metode grucˇenja, ki ne spa-
dajo v nobeno od zgoraj nasˇtetih kategorij. Te so npr. spektralno grucˇenje,
BIRCH, umetne nevronske mrezˇe za nenadzorovano ucˇenje, grucˇenje na pod-
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lagi omejitev (angl. constraint based clustering) in evolucijske metode gru-
cˇenja [2].
Spektralno grucˇenje temelji na uporabi lastnih vrednosti matrike podob-
nosti primerov za zmanjˇsanje dimenzionalnosti pred postopkom grucˇenja.
Kot vhodni parameter prejme tudi sˇtevilo grucˇ [31].
BIRCH je metoda grucˇenja primerna za visokodimenzionalne podatkovne
zbirke. Tako kot DBSCAN lahko prepozna osamelce [49].
2.3 Kriteriji za oceno kakovosti grucˇenja
Pri nadzorovanih metodah strojnega ucˇenja, kjer so oznake razredov podane,
se uspesˇnost modela ocenjuje s preprostimi tehnikami, kot so klasifikacijska
tocˇnost, tocˇnost in priklic. Kljub temu, da pri grucˇenju oznak razredov ni,
je za izbiro pravih vhodnih parametrov, metod in splosˇne ocene uspesˇnosti
pomembna uporaba kriterijev za oceno grucˇenja. Grucˇenja ocenjujemo z
notranjimi in zunanjimi kriteriji.
2.3.1 Notranji kriteriji za oceno kakovosti grucˇenja
Notranji kriteriji za oceno kakovosti grucˇenja temeljijo zgolj na ocenjeva-
nju s pomocˇjo podatkov, ki so bili uporabljeni v procesu grucˇenja. Slabost
notranjih kriterijev za oceno grucˇenja je, da dobre ocene grucˇenja nujno
ne odrazˇajo smiselnosti in uporabnosti pri aplikativnih nalogah. Prav tako
so nekatere mere pristranske do uporabe dolocˇenih metrik. Na primer, k-
voditeljev lahko najde samo konveksne oblike grucˇ in mere, ki predpostavljajo
konveksne oblike grucˇ, bodo tako bolje ocenile k-voditeljev kot DBSCAN, ki
pa iˇscˇe grucˇe poljubnih oblik [14]. Splosˇna ideja grucˇenja je najti taksˇne
grucˇe, da bodo elementi znotraj grucˇ med seboj bolj podobni, kot elementi
zunaj grucˇ. Tako notranje mere tipicˇno temeljijo na dveh kriterijih [37]:
I. Kompaktnost meri, kako podobni so si elementi znotraj grucˇ. Veliko
kriterijev ocenjuje kompaktnost glede na varianco. Manjˇsa varianca odrazˇa
vecˇjo kompaktnost grucˇ. Ostali kriteriji ocenjujejo kompaktnost glede na
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razdaljo. Na primer, maksimalna in povprecˇna razdalja med pari elementov
znotraj grucˇ ali maksimalna in povprecˇna razdalja med elementi in centri
grucˇ. Kompaktnost ni zadosten pogoj za celovito oceno kakovosti grucˇenja,
saj so lahko grucˇe med seboj zelo blizu ali pa se, v primeru grucˇenja s pre-
krivanjem, popolnoma prekrivajo brez negativnega vpliva na kompaktnost.
Tako se poleg kompaktnosti uporablja sˇe drug kriterij.
II. Locˇenost meri, kako locˇene so grucˇe od ostalih grucˇ. Pogosta mera
locˇenosti je razdalja med pari centralnih vektorjev grucˇ ali minimalna raz-
dalja parov elementov iz razlicˇnih grucˇ. Prav tako se uporabljajo mere, ki
temeljijo na gostoti porazdelitve primerov.
Notranji kriteriji se tipicˇno uporabljajo tako, da se grucˇenje vecˇkrat izvede
z razlicˇnimi metodami in razlicˇnimi vhodnimi parametri, nato vsako grucˇenje
ocenimo z notranjimi kriteriji. Najboljˇsa ocena odrazˇa najustreznejˇse vhodne
parametre in najustreznejˇso metodo grucˇenja [37]. Glavne metode notranjih
kriterijev grucˇenja so naslednje [37, 28]:
• Calinski-Harabasz indeks
Calinski-Harabasz indeks ovrednoti uspesˇnost grucˇenja glede na razprsˇenost
elementov znotraj grucˇ (ki vpliva negativno) in razprsˇenost elementov med
grucˇami (ki vpliva pozitivno). Izracˇuna se z naslednjo formulo:
CH =
sled(SB)
sled(SW )
∗ np − 1
np − k , (2.7)
kjer je SB matrika razprsˇenosti med grucˇami in SW matrika razprsˇenosti
znotraj grucˇ. np predstavlja sˇtevilo oznacˇenih elementov in k sˇtevilo grucˇ.
Sled je vsota diagonalnih elementov kvadratne matrike. Vecˇja vrednost CH
odrazˇa boljˇse grucˇenje.
• Davies-Bouldin indeks
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Davies-Bouldin indeks se izracˇuna na podlagi povprecˇne razdalje med ele-
menti znotraj grucˇe in centralnim vektorjem.
DB =
1
k
k∑
i=1
max
j ̸=i
(
σi + σj
d(ci, cj)
)
, (2.8)
kjer ci predstavlja centralni vektor i-te grucˇe, σi predstavlja povprecˇno razda-
ljo med centralnim vektorjem i-te grucˇe in pripadajocˇimi elementi ter d(ci, cj)
razdaljo med centralnima vektorjema i − te in j-te grucˇe. Manjˇsa vrednost
odrazˇa boljˇse grucˇenje.
• Dunnov indeks
Dunnov indeks (J. C. Dunn 1974) iˇscˇe goste in dobro locˇene grucˇe. Definiran
je kot razmerje med minimalno povprecˇno razdaljo med grucˇami d(Ci, Cj) in
maksimalno povprecˇno razdaljo elementov znotraj grucˇ d′(Ck).
DI =
min
16i<j6n
d(Ci, Cj)
max
16k6n
d′(Ck)
(2.9)
Vrednosti d′(Ck) in d(Ci, Cj) sta lahko izracˇunani glede na povprecˇne medse-
bojne razdalje parov elementov ali povprecˇne medsebojne razdalje elementov
in centralnih vektorjev. Vecˇja DI vrednost odrazˇa boljˇse grucˇenje.
• Silhueta
Silhueta podobno kot Dunnov indeks deluje na principu medgrucˇnih in zno-
trajgrucˇnih razdalj parov elementov, a izracˇuna oceno za vsak element po-
sebej. Tako so glede na silhueto elementi z visoko oceno dobro uvrsˇcˇeni,
elementi z nizko oceno pa so z veliko verjetnostjo osamelci. Silhueta za i-ti
element se izracˇuna z:
s(i) =
b(i)− a(i)
max{a(i), b(i)} , (2.10)
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kjer je a(i) mera povprecˇne razdalje med i-tim elementom in ostalimi elementi
znotraj iste grucˇe in b(i) minimalna povprecˇna razdalja med i-tim elementom
in elementi ostalih grucˇ. V najboljˇsem primeru (kjer je v grucˇi samo en
unikaten element) je a(i) enak 0 in vrednost silhuete enaka 1. V najslabsˇem
primeru, kjer je b(i) enak 0, je pa vrednost silhuete enaka −1. Tako je
silhueta kriterij za katerega velja −1 ≤ s(i) ≤ 1. Ker s(i) poda oceno le
za en element, je za splosˇno oceno grucˇenja potrebno izracˇunati s(i) za vsak
element in dobljene vrednosti povprecˇiti. Silhueta se uporablja tudi za oceno
optimalnega sˇtevila k.
2.3.2 Zunanji kriteriji
Zunanji kriteriji grucˇenje ocenijo na podlagi informacij, ki niso bile upora-
bljene pri grucˇenju. Te lahko temeljijo na predhodnem znanju o podatkih
v obliki oznak razredov ali so pa v primeru vecˇslojnega grucˇenja rezultat
grucˇenja na drugem sloju.
Ideja vecˇine pristopov temelji na sˇtetju soglasij in nesoglasij med pari
vzorcev glede na to, ali dolocˇen par spada ali ne spada v isto skupino pri
grucˇenju in glede na zunanje informacije. Rezultat grucˇenja oznacˇimo s C,
zunanje informacije, ki si jih za lazˇje razumevanje lahko predstavljamo kot
oznake razreda, oznacˇimo s C ′. Ujemanje parov grucˇenj si lahko predsta-
vljamo z naslednjo kontingencˇno tabelo 2.1 [22]:
Tabela 2.1: Kontingencˇna tabela ujemanja C ′ in C, kjer so vse mozˇne kom-
binacije parov elementov razdeljene na pare, ki spadajo v isto grucˇo P , in
pare elementov, ki spadajo v razlicˇne grucˇe N .
❅
❅
❅
❅C
′
C
P N
P ′ RP LN
N ′ LP RN
Taksˇna kontingencˇna tabela se pogosto uporablja pri dvorazrednih klasifi-
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kacijskih problemih. Tam se tipicˇno uporabljajo oznake razredov 1 (pozitivni
primeri) in 0 (negativni primeri). Tako so pri grucˇenju P pari elementov, ki
so uvrsˇcˇeni v isto grucˇo in N pari elementov, ki spadajo v razlicˇne grucˇe.
RP (resnicˇni pozitivni primeri) predstavlja sˇtevilo parov, ki spadajo v
isto grucˇo tako v C kot v C ′
LN (lazˇni negativni primeri) predstavlja sˇtevilo parov, ki v C ′ spadajo v
isto grucˇo, v C pa v razlicˇne grucˇe.
LP (lazˇni pozitivni primeri) predstavlja sˇtevilo parov, ki v C spadajo v
isto grucˇo, v C ′ pa v razlicˇne grucˇe.
RN (resnicˇni pozitivni primeri) predstavlja sˇtevilo parov, ki tako v C kot
tudi v C ′ spadajo v razlicˇne grucˇe.
Na podlagi kontingencˇne tabele 2.1 lahko definiramo tocˇnost in priklic[34]
:
Tocˇnost =
RP
RP + LP
,
Priklic =
RP
RP + LN
.
(2.11)
Pri binarni klasifikaciji je tocˇnost delezˇ pozitivno prepoznanih primerov, ki so
zares pozitivni in priklic delezˇ zares pozitivnih primerov, ki so bili prepoznani
kot pozitivni. V primeru primerjave dveh grucˇenj je ta razlaga manj razu-
mljiva, a se meri vseeno uporabljata pri zunanjih kriterijih za oceno grucˇenj,
kot je Fowlkes–Mallows indeks in mera F[37].
• Fowlkes–Mallows indeks
Fowlkes–Mallows indeks (FM) oceni podobnost med dvema grucˇenjema ele-
mentov. V cˇlanku [15] se Fowlkes–Mallows indeks uporablja za primerjavo
vecˇih hierarhicˇnih grucˇenj na istih podatkih. Izracˇuna se s formulo:
FM(C,C ′) =
√
RP
RP + LP
· RP
RP + LN
, (2.12)
kjer vecˇja FM vrednost predstavlja vecˇjo podobnost grucˇenj. Enacˇba pred-
stavlja koren zmnozˇka tocˇnosti in priklica. Tako si mero lahko razlagamo kot
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geometricˇno sredino med tocˇnostjo in priklicom [45].
• Randov indeks
Randov indeks (William M. Rand 1971) grucˇenje primerja z zunanjo infor-
macijo z uporabo formule [45, 22]:
RI(C,C ′) =
RP +RN
RP + LP + LN +RN
, (2.13)
kjer (RP + LP + LN +RN) predstavlja sˇtevilo vseh mozˇnih parov elemen-
tov podatkovne zbirke. Vrne vrednost med 0 in 1, kjer 1 pomeni, da se C
popolnoma sovpada s C ′ in 0, da sta C in C ′ popolnoma locˇena. Slabost
Randovega indeksa je, da ne uposˇteva pricˇakovane vrednosti ujemajocˇih se
parov. Tako nakljucˇna grucˇenja v splosˇnem vrnejo vrednost vecˇjo od 0.
• Popravljen Randov indeks
Popravljen Randov indeks (angl. Adjusted Rand Index - ARI) [45, 22] je
razsˇiritev zgornje metode, ki uposˇteva pricˇakovano vrednost Randovega in-
deksa. Vrne vrednost med −1 in 1, kjer vecˇje sˇtevilo odrazˇa boljˇse ujemanje
med C in C ′. Za razumevanje delovanja je potrebna razsˇiritev kontingencˇne
tabele 2.1.
Tabela 2.2 prikazuje ujemanje elementov grucˇ v C in C ′, kjer nlk pred-
stavlja sˇtevilo elementov, ki so skupni l-ti grucˇi iz C ′ in k-ti grucˇi iz C. al
je sesˇtevek ujemanj elementov med C ′l in grucˇami C1,2..k, kar je enako sˇtevilu
vseh elementov v grucˇi C ′l . Prav tako bk predstavlja sˇtevilo elementov v grucˇi
Ck. Izracˇuna se z naslednjo formulo:
ARI(C,C ′) =
∑
ij
(
nij
2
)− [∑i (ai2 )∑j (bj2 )]/(n2)
1
2
[
∑
i
(
ai
2
)
+
∑
j
(
bj
2
)
]− [∑i (ai2 )∑j (bj2 )]/(n2) (2.14)
Tako ARI za nakljucˇna grucˇenja vrne vrednost blizu 0. V primeru, da je
Randov indeks manjˇsi od pricˇakovane vrednosti, lahko vrne tudi sˇtevilo
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Tabela 2.2: Kontingencˇna tabela ujemanja elementov med posameznimi
grucˇami v C in C ′
❅
❅
❅
❅C
′
C
C1 C2 . . . Ck vsota
C ′1 n11 n12 . . . n1k a1
C ′2 n21 n22 . . . n2k a2
...
...
...
. . .
...
...
C ′l nl1 nl2 . . . nlk al
vsota b1 b2 . . . bk
manjˇse od 0. Ker je tabela 2.2 simetricˇna, je tudi ARI simetricˇna mera
ARI(C,C ′) = ARI(C ′, C).
• Jaccardov indeks
Jaccardov indeks je preprosta mera za izracˇun podobnosti dveh razdelitev
[22]. Vrne vrednost med 0 in 1 in se izracˇuna s sledecˇo formulo:
J(C,C ′) =
RP
RP + LP + LN
. (2.15)
Pogosto se uporablja v geologiji in ekologiji za primerjavo podobnosti razlicˇnih
vrst [45].
• Variacija informacije
Variacija informacije (angl. variation of information - VI) je mera za oceno
podobnosti dveh grucˇenj, ki temelji na medsebojni informaciji [45]:
I(C,C ′) =
k∑
i=1
l∑
j=1
P (i, j) log2
(
P (i, j)
P (i)P (j)
)
, (2.16)
kjer je P (i, j) verjetnost, da element hkrati spada v i-to grucˇo C in j-to grucˇo
C ′. Izracˇuna se s formulo [22]:
V I(C,C ′) = H(C) +H(C ′)− 2I(C,C ′) (2.17)
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kjer H(C) predstavlja entropijo razdelitve C. Mera lahko zavzame vrednosti
od 0 (popolno ujemajocˇi se razdelitvi) do log(N) (neujemajocˇi se razdelitvi),
kjer je N sˇtevilo vseh elementov.
• Normalizirana medsebojna informacija
Normalizirana medsebojna informacija (angl. normalized mutual informa-
tion - NMI) oceni podobnost dveh razdelitev elementov s funkcijo [45]:
NMI(C,C ′) =
I(C,C ′)√
H(C)H(C ′)
, (2.18)
kjer I(C,C ′) predstavlja medsebojno informacijo med C in C ′, H(C) pa
entropijo C. Mera je podobna variaciji informacije. Ker je medsebojna
informacija simetricˇna mera, je tudi normalizirana medsebojna informacija
simetricˇna.
Ker zunanji kriteriji ne primerjajo le grucˇenja z oznakami razredov, temvecˇ
tudi vecˇ grucˇenj med seboj, predstavljajo kljucˇne metrike uspesˇnosti pri
vecˇslojnem grucˇenju.
2.4 Vecˇopisno rudarjenje
Vecˇopisno rudarjenje (angl. redescription mining) je novejˇsa tehnika stroj-
nega ucˇenja, ki, tako kot ucˇenje z vecˇimi pogledi, temelji ucˇenju na vecˇ sku-
pinah znacˇilk. Cilj vecˇopisnega rudarjenja je najti taksˇne skupine objektov,
ki jih lahko opiˇsemo na vecˇ nacˇinov. Temelji na predpostavki, da je rezultat,
ki ga potrjujeta dva razlicˇna vira podatkov bolj verodostojen, kot rezultat,
ki potrjuje en sam vir. Podrocˇje je podobno ucˇenju z vecˇimi pogledi. Cilj
ucˇenja z vecˇimi pogledi je izgradnja modela za cˇim uspesˇnejˇse grucˇenje ali
klasifikacijo, cilj vecˇopisnega rudarjenja pa je za vsako dobljeno skupino najti
opis iz vsake skupine znacˇilk [33].
Slika 2.3 prikazuje enostaven primer vecˇopisnega rudarjenja. Vsak krog
objekte (v tem primeru drzˇave) razvrsˇcˇa v skupine glede na neko defini-
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Slika 2.3: Primer vecˇopisnega rudarjenja (Parida in Ramakrishnan, 2005).
cijo. Na primer, zelena, rdecˇa, modra in rumena predstavljajo zapored
’drzˇave cˇlanice varnostnega sveta Zdruzˇenih narodov’, ’drzˇave z zgodovino
komunizma’, ’drzˇave z vecˇ kot 777 milijonov m2 kilometrov’, ’znane turi-
sticˇne destinacije v juzˇni in severni Ameriki’. Tovrstnim razdelitvam pravimo
opisi. Primer vecˇopisne razdelitve se glasi: opis ’drzˇave z vecˇ kot 777 mili-
jonov m2 kilometrov zunaj juzˇne in severne Amerike’ je ekvivalenten opisu
’drzˇave cˇlanice varnostnega sveta Zdruzˇenih narodov, ki imajo zgodovino ko-
munizma’. Opisa zajemata drzˇave Rusijo (angl. Russia) in Kitajsko (angl.
China). Enkrat sta definirani s presekom mnozˇic in enkrat z razliko mnozˇic
[33].
Uporabna lastnost vecˇopisnega rudarjenja je, da so opisi dobljenih skupin
interpretabilni. So tipicˇno v obliki logicˇnih formul ali odlocˇitvenih dreves, ki
2.4. VECˇOPISNO RUDARJENJE 25
so opisna v razdelku 2.4.1. Z opisa je razvidno, kaksˇne kombinacije in vredno-
sti znacˇilk so prispevale k dobljeni razdelitvi. To lahko pri realnih podatkih
prispeva k razlagi nastanka skupin in odkrivanju povezav med znacˇilkami
skupin. [33]. V nadaljevanju opiˇsemo eno od metod vecˇopisnega rudarjenja.
2.4.1 Metoda CARTwheels
Klasifikacijska in regresijska drevesa (angl. Classification and regression trees
- CART) so ena najzgodnejˇsih metod strojnega ucˇenja. Rezultat dolocˇimo
glede na niz pravil, ki temeljijo na vrednostih znacˇilk. Lahko jih predstavimo
kot drevo, kjer listi predstavljajo razrede [40]. Ta pravila so cˇloveku razu-
mljiva in so podobna odlocˇitveni logiki strokovnjakov z razlicˇnih podrocˇij.
Ramakrishnan in sod. (2004) so kot zacˇetniki vecˇopisnega rudarjenja
predstavili metodo CARTwheels. Temelji na izgradnji dveh odlocˇitvenih dre-
ves, ki rasteta v obratne smeri in sta zdruzˇena v listih. Ti predstavljajo razde-
litve objektov. Odlocˇitvena drevesa pri razlicˇnih skupinah znacˇilk v splosˇnem
pripeljejo do razlicˇnih razvrstitev objektov. Cilj metode CARTwheels je iz-
gradnja dveh odlocˇitvenih dreves, ki imata v listih enake razdelitve objektov
in se lahko v listih spojita. Ko so rezultati obeh dreves enaki, recˇemo, da so
razdelitve objektov dolocˇene vecˇopisno [36].
Algoritem prejme mnozˇico objektov O = {o1, o2, ..., on}, ki jih opisujeta
dve skupini znacˇilk X, Y . Sprva se zgradi odlocˇitveno drevo na podlagi
znacˇilk Y , kot je razvidno z levega dela slike 2.4. Nato se na podlagi X
zgradi sˇe drugo drevo, ki se popravi tako, da se rezultati dreves bolj ujemajo
(sredinski del slike 2.4). Nato se zgornje drevo zgradi na novo, tako da se cˇim
bolj ujema z rezultati spodnjega drevesa (desni del slike 2.4). Za dolocˇanje
stopnje ujemanj rezultatov dreves se uporablja Jaccardov indeks, ki je opi-
san v razdelku 2.3.2. Proces se ponavlja, dokler se rezultati obeh dreves ne
ujemajo. Takrat je model vecˇopisen [36].
Vecˇopisno rudarjenje se kljub zanesljivim rezultatom na dolocˇenih dome-
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Slika 2.4: Delovanje algoritma CARTwheels (Kumar in sod, 2004). Y1,2,3
so binarne znacˇilke iz Y . X1,2,3 so binarne znacˇilke iz X. Barve pusˇcˇic
predstavljajo ujemajocˇe se pare.
nah soocˇa s tezˇavami. Slabost vecˇopisnega rudarjenja je, da je zelo obcˇutljivo
na sˇumne podatke, ki so skoraj vedno prisotni pri realnih podatkih. To la-
stnost imajo tudi odlocˇitvena drevesa. Zˇe ena sˇumna znacˇilka lahko povzrocˇi
napacˇne razdelitve objektov, saj v tem primeru metode vecˇopisnega rudarje-
nja skusˇajo najti opis objektov, ki temelji na neinformativnih podatkih. To
negativno vpliva tudi na izgradnjo drugega drevesa in nazadnje na rezultat
[19].
2.5 Vecˇslojno grucˇenje
Vecˇslojno grucˇenje je tehnika, ki se prav tako kot vecˇopisno rudarjenje, upora-
blja za odkrivanje povezav med vecˇimi skupinami znacˇilk (pogledi), a je manj
obcˇutljiva na sˇumne podatke. Definirana je kot kombinacija vecˇopisnega ru-
darjenja in ucˇenja z vecˇimi pogledi. Temelji na ucˇenju na vecˇih skupinah
znacˇilk, ki jih imenujemo sloji. Uspesˇnost vecˇslojnega grucˇenja temelji na
homogenosti grucˇ v dveh ali vecˇih slojih [18, 19].
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Gamberger in sod. (2015) opiˇsejo primer metode vecˇslojnega grucˇenja, ki
temelji na oceni raznolikosti grucˇenj (angl. Clustering Related Variability -
CRV). Za lazˇje razumevanje sprva predstavimo enoslojno izvedbo algoritma.
Grucˇenje izvajamo iterativno od spodaj navzgor (angl. bottom up), tako da
sprva vsak element spada v svojo grucˇo. Nato zdruzˇimo tisti par grucˇ, ki
povzrocˇi najvecˇje izboljˇsanje ocene CRV. To naredimo tako, da izracˇunamo
CRV oceno za vsak par grucˇ. Zdruzˇevanje ponavljamo, dokler zdruzˇitev
nobenega para ne povzrocˇi izboljˇsanja CRV ocene. V procesu posledicˇno
najdemo tudi primerno sˇtevilo grucˇ.
Vecˇslojna izvedba algoritma je enaka, le da CRV oceno izracˇunamo za
vsak sloj posebej in zdruzˇitev izvedemo le, cˇe se ocena izboljˇsa v vseh slojih.
Omenjena metoda je bila uspesˇno uporabljena na podatkih o Alzheimerjevi
bolezni z namenom iskanja povezav med biolosˇkimi in klinicˇnimi znacˇilkami
[18].
2.6 Metode za izbiro znacˇilk
Ucˇni primeri v strojnem ucˇenju so tipicˇno opisani z vecˇimi lastnostmi, ki
jih imenujemo znacˇilke. Nekatere podatkovne zbirke vsebujejo veliko sˇtevilo
znacˇilk. V praksi se izkazˇe, da k izgradnji uspesˇnega modela tipicˇno prispeva
le neka podmnozˇica znacˇilk, ostale pa so neinformativne. Te ne le, da ne
doprinesejo k uspesˇnemu ucˇenju, temvecˇ lahko uspesˇnost modela celo pokva-
rijo. Primer algoritma, ki je obcˇutljiv na sˇumne podatke, je k-najblizˇjih sose-
dov, saj temelji na razdaljah med primeri, na katere neinformativne znacˇilke
vplivajo prav tako kot informativne. Na sˇumne podatke je obcˇutljiv tudi
algoritem k-means, ki prav tako temelji na razdaljah med primeri.
Metode za izbiro znacˇilk z razlicˇnimi tehnikami ocenijo pomembnost zna-
cˇilk in omogocˇajo odstranjevanje nepomembnih. Zaradi zmanjˇsevanja di-
menzionalnosti to v splosˇnem pohitri proces ucˇenja, izboljˇsa klasifikacijsko
tocˇnost in omogocˇa lazˇje razumevanje rezultatov [6]. Primer podrocˇja, kjer
je izbira znacˇilk nujna, so raziskave izrazˇanja genov. Tam imamo stotine
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znacˇilk, ki so med seboj mocˇno korelirane. Metode izbire znacˇilk pogosto
zamenjamo s sorodnimi tehnikami za zmanjˇsevanje dimenzionalnosti, kot je
metoda glavnih osi, ki pa ne izbira znacˇilk, temvecˇ generira nove. Izcˇrpno
preiskovanje, ki bi preiskalo vse mozˇne podmnozˇice znacˇilk, ne pride v posˇtev,
saj sˇtevilo mozˇnih podmnozˇic narasˇcˇa eksponentno. Za podatkovno zbirko z
N znacˇilkami bi morali preiskati 2N podmnozˇic. Tako se pojavi potreba po
tehnikah, ki znacˇilke izbirajo ucˇinkovitejˇse [6].
Metode izbire znacˇilk delimo na tri glavne kategorije:
• filtrirne metode,
• ovojne metode (angl. wrapper methods),
• vgrajene metode.
Filtrirne metode, ki za izbiro znacˇilk uporabljajo ucˇne podatke (in pripa-
dajocˇe razrede), so neodvisne od ucˇnega modela. Vsako znacˇilko ocenijo z
dolocˇeno vrednostjo. S sortiranjem znacˇilk po vrednosti ocen izberemo po-
ljubno veliko podmnozˇico najboljˇsih znacˇilk. Slabost filtrirnih metod je, da
jih vecˇina zaradi odsotnosti modela ne uposˇteva medsebojnih odvisnosti med
znacˇilkami. Izjema je algoritem ReliefF [38], ki uspesˇno prepozna odvisnosti
med spremenljivkami.
Ovojne metode iˇscˇejo najboljˇso podmnozˇico znacˇilk glede na uspesˇnost
ucˇnega modela. Poznamo sekvencˇne in hevristicˇne ovojne metode. Se-
kvencˇne metode zacˇnejo z mnozˇico vseh znacˇilk (ali z nobeno) in odstra-
njujejo (ali dodajajo) znacˇilke glede na to, katera znacˇilka najbolj doprinese
k uspesˇnosti modela. Proces se iterativno ponavlja do lokalnega optimuma
uspesˇnosti ucˇnega modela [6]. Najbolj preprost primer sekvencˇne metode,
ki v vsaki iteraciji preizkusi odstranjevanje (dodajanje) vsake znacˇilke v
mnozˇici, ima za N znacˇilk zahtevnost preiskovanja O(N2). V prvi iteraciji
preverimo uspesˇnost modela za odstranjevanje vsake znacˇilke, torej preve-
rimo N kombinacij. Ko odstranimo znacˇilko, ki je prispevala k najboljˇsi
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oceni, imamo le N − 1 znacˇilk, in pri preverjanju uspesˇnosti v naslednji ite-
raciji preverimo le N − 1 kombinacij. Koncˇno je sˇtevilo preizkusov enako
N + (N − 1) + (N − 2) + ...+ 1 =∑Nk=1 k = N(N+1)2 , torej je zahtevnost pre-
iskovanja enaka O(N2). To je mnogo bolje kot izcˇrpno preiskovanje, ki ima
zahtevnost O(2N). Hevristicˇne ovojne metode za izbiro podmnozˇic znacˇilk
uporabljajo razlicˇne hevristike in, tako kot sekvencˇne, na koncu izberejo pod-
mnozˇico znacˇilk, ki prinese najboljˇsi model.
Pri vgrajenih metodah je proces izbire znacˇilk tipicˇno del ucˇenja modela
in tako specificˇen za vsak algoritem [6]. V nadaljevanju opiˇsemo nekaj fil-
trirnih metod za izbiro znacˇilk.
• Korelacijski koeficient
Ena najpreprostejˇsih tehnik izbire znacˇik temelji na korelacijskemu kriteriju.
Ta znacˇilke oceni na podlagi stopnje korelacije med oznakami razredov in vre-
dnostmi znacˇilk. Znacˇilko x oceni na podlagi korelacije z oznakami razredov
z uporabo Pearsonovega korelacijskega koeficienta [25]:
r =
∑n
i=1(xi − x¯)(yi − y¯)√∑n
i=1(xi − x¯)2
√∑n
i=1(yi − y¯)2
, (2.19)
kjer x¯ predstavlja povprecˇno vrednost znacˇilke x in y¯ povprecˇno vrednost
oznak razredov. Korelacijski kriteriji lahko odkrijejo le linearne odvisnosti
med razredom in znacˇilkami. Primeri so za sˇtevilske vrednosti razreda in
znacˇilk.
• Medsebojna informacija
Medsebojna informacija, ki je opisana v poglavju 2.3.2, je sˇe en primer fil-
trirne metode za izbiro znacˇilk. Za posamezno znacˇilko in pripadajocˇe oznake
razredov izracˇuna stopnjo skupne informacije, ki dolocˇa uporabnost znacˇilke
[6].
• Relief
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Relief je druzˇina algoritmov za izbiro in ocenjevanje znacˇilk. Uporabljajo
se tudi pri izgradnji odlocˇitvenih dreves tako v klasifikaciji kot tudi pri re-
gresiji. Uporabljajo se lahko tako za klasifikacijo kot za regresijo. Vecˇina
algoritmov za ocenjevanje znacˇilk predpostavlja pogojno neodvisnost med
znacˇilkami, ki je opisana v poglavju 2.1.4, zato niso primerni za podatkovne
zbirke, kjer med znacˇilkami najdemo veliko interakcije. Druzˇina algoritmov
Relief uspesˇno dela tudi s pogojno odvisnimi znacˇilkami in lahko tudi odvi-
snosti tipa XOR.
Algoritem Relief prejme n ucˇnih primerov, p znacˇilk in parameter m, ki
dolocˇi sˇtevilo iteracij. Za vrednosti znacˇilk je pomembno, da so skalirane na
enoten interval, npr. [0 − 1], saj algoritem temelji na razdaljah in bi bile
razdalje med znacˇilkami sicer neuravnotezˇene.
Relief (algoritem 1) znacˇilke oceni na podlagi stopnje locˇevanja primerov,
ki so si blizu. Za nakljucˇni primer xi poiˇscˇemo najblizˇji zadetek H in najblizˇji
pogresˇek M . H je najblizˇji ucˇni primer, ki spada v isti razred kot xi in M
najblizˇji ucˇni primer, ki spada v drug razred kot xi. Nato popravimo utezˇ
W [A] za vsak atribut A glede na vrednosti xi, M in H. Ko primerjamo
razliko med vrednostmi atributa A za xi in H (ki spadata v isti razred),
zˇelimo, da so razlike cˇim manjˇse, saj zˇelimo, da imajo primeri iz istih razredov
podobne vrednosti atributov. Pri razdalji vrednosti atributa A za xi in M
(ki spadata v razlicˇna razreda), zˇelimo, da so razdalje cˇim vecˇje in tako cˇim
bolj locˇujejo ucˇne primere razlicˇnih razredov. Relief za razliko vrednosti
primerov iz istih razredov znacˇilke nagrajuje in za razliko vrednosti primerov
iz razlicˇnih razredov znacˇilke kaznuje. Celoten postopek ponovimo za m
primerov.
Rezultat algoritma je vektor utezˇi W , ki vsebuje ocene znacˇilk. Za raz-
daljo med vrednostmi dveh numericˇnih znacˇilk uporabljamo funkcijo:
diff(A, xi, xj) =
|vrednost(A, xi)− vrednost(A, xj)|
max(A)−min(A) , (2.20)
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Algoritem 1 Psevdokoda algoritma Relief
1: nastavi vse utezˇi W [A] := 0.0;
2: for i = 1 to m do
3: izberi nakljucˇni primer xi
4: najdi najblizˇji zadetek H in najblizˇji pogresˇek M
5: for A = 1 to a do
6: W [A] =W [A]− diff(A, xi, H)/m+ diff(A, xi,M)/m
7: end for
8: end for
kjer min(A) predstavlja najmanjˇso vrednost A in max(A) najvecˇjo vrednost
A. Za znacˇilke kategoricˇnih vrednosti velja, da je diff(A, xi, xj) enaka 0, cˇe
sta vrednosti enaki, in 1, cˇe sta vrednosti razlicˇni.
Slabost algoritma Relief je, da deluje le z dvorazrednimi problemi. Prav
tako ne zna ravnati z manjkajocˇimi podatki.
Algoritem 2 Psevdokoda algoritma ReliefF
1: nastavi vse utezˇi W [A] := 0.0;
2: for i = 1 to m do
3: izberi nakljucˇni primer xi
4: najdi k najblizˇjih sosedov Hj
5: for vsak razred C ̸= razred(xi) do
6: najdi k najblizˇjih pogresˇkov Mj(C), ki spadajo v razred C
7: end for
8: for A = 1 to a do
9: W [A] =W [A]−∑kj=1 diff(A, xi, Hj)/(m · k)+∑
C ̸=class(xi)[
P (C)
1−P (class(xi))
∑k
j=1 diff(A, xi,Mj(C))]/(m · k)
10: end for
11: end for
Razsˇiritev algoritma, ki resˇuje vecˇrazredne probleme in zna ravnati z
manjkajocˇimi podatki, se imenuje ReliefF [38]. Algoritem 2 prejme dodatni
parameter k, ki dolocˇa sˇtevilo najblizˇjih sosedov. Zunanja zanka algoritma
se, podobno kot pri algoritem Relief, izvede m-krat. Kljucˇna razlika je, da
za xi poiˇscˇemo k najblizˇjih sosedov Hj istega razreda in k najblizˇjih sosedov
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Mj(C), ki spadajo v druge razrede. Nato na podoben nacˇin kot pri algo-
ritmu Relief popravimo utezˇi znacˇilk W [A] za Hj in Mj(c) ter doprinos vseh
zadetkov in pogresˇkov povprecˇimo. Doprinos pogresˇkov utezˇimo s P (C), ki
predstavlja delezˇ primerov, ki spadajo v razred C. Ker pri sesˇtevanju dopri-
nosov pogresˇkov ne uposˇtevamo vsote za razred(xi), moramo P (C) deliti sˇe z
1−P (razred(xi)), kar predstavlja delezˇ razredov, ki ne spadajo v razred(xi).
Cˇasovna zahtevnost algoritma ReliefF je O(m · n · a). Najbolj pozˇresˇna
operacija je iskanje Hj in Mj, saj je za vsak primer Rj potrebno izracˇunati
razdalje do vseh primerov xi[38].
2.6.1 Izbira znacˇilk pri grucˇenju
Metode grucˇenja so izjemno obcˇutljive na sˇumne podatke. Vecˇina jih pred-
postavlja, da so vse znacˇilke enako pomembne in tako lahko neinformativne
znacˇilke pokvarijo rezultat grucˇenja. Dodajanje novih dimenzij prispeva k
redki (angl. sparse) porazdelitvi podatkov [10].
Izbira znacˇilk pri grucˇenju ostaja aktualen problem, ki je soroden pro-
blemu ocenjevanja kakovosti grucˇenja. Pri nadzorovanem ucˇenju se lahko pri
ovojnih metodah sklicujemo na klasifikacijsko tocˇnost, pri filtrirnih metodah
pa na oznake razredov. Pri nenadzorovanem ucˇenju, kjer oznak razredov ni-
mamo, je problem ocenjevanja doprinosa znacˇilk k uspesˇnemu grucˇenju tezˇji,
saj nimamo dobre definicije, kaj je uspesˇno grucˇenje.
Dy in Brodley [13] predlagata sekvencˇno metodo z ovojnico za nenad-
zorovano izbiro znacˇilk. Temelji na iterativnem pristopu od zgoraj navzdol
dodajanja znacˇilk glede na kvaliteto grucˇenja. Uporabljena sta dva kriterija
za oceno grucˇenja; prvi je notranji kriterij, ki temelji na locˇenosti razprsˇenosti
(angl. scatter separability), ki je zelo podobna meri silhouette, in drugi je
kriterij najvecˇje verjetnosti. Algoritem zacˇne s prazno mnozˇico in iterativno
dodaja znacˇilke glede na oceno grucˇenja. Za dodajanje vsake znacˇilke izvede
grucˇenje, ki ga nato oceni. V zbirko se doda znacˇilko, ki prispeva k najboljˇsi
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Slika 2.5: Izbira znacˇilk z ovojnico pri grucˇenju.
oceni. Algoritem v zadnjem koraku vrne mnozˇico znacˇilk, ki ustvari najboljˇse
ocenjeno grucˇenje [13]. Dash in sod. [9] predlagajo filtrirno metodo izbire
znacˇilk, ki temelji na entropiji.
Eden izmed temeljnih problemov izbire znacˇilk pri grucˇenju je tudi dej-
stvo, da imajo lahko nekateri podatki vecˇ naravnih in smiselnih grucˇenj. Na
primer, podatkovno zbirko s 1000 znacˇilkami o pacientih lahko razdelimo
na dve grucˇi, ki locˇujeta zdrave in bolne paciente, lahko jo razdelimo na
deset starostnih skupin ali pa glede na podvrste bolezni pacientov. Visokodi-
menzionalnost sˇe dodatno prispeva k mozˇnosti, da je smiselnih grucˇenj vecˇ.
V razdelku 4.2.2 predlagamo metodo izbire znacˇilk, ki resˇuje ta problem z
ucˇenjem z vecˇimi pogledi.
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Poglavje 3
Podatki o Alzheimerjevi bolezni
Podatki v medicini so pogosto zajeti na vecˇ nacˇinov, z vecˇih pogledov. Po-
vezave med znacˇilkami z razlicˇnih pogledov zaradi visokodimenzionalnosti
in netransparentnosti ucˇnih modelov pogosto niso razumljive. Alzheimer-
jeva bolezen je ena najpogostejˇsih, sˇe neozdravljivih bolezni. Tocˇni vzroki
nastanka sˇe niso pojasnjeni in nobena od ustaljenih tehnik zdravljenja ne
ustavi bolezenskega procesa. Ker je bolezen razpoznavna na podlagi kogni-
tivnih sposobnosti, genetske analize, fiziolosˇkih znakov, analize proteinov in
mozˇganskih slik, je podrocˇje primerno za ucˇenje z vecˇimi pogledi.
Za lazˇje razumevanje empiricˇne evalvacije, ki je opisana v poglavju 5,
poglavje predstavi podrocˇje bolezni in projekt ADNI, namenjen izboljˇsanju,
odkrivanju in zdravljenju bolezni.
3.1 Alzheimerjeva bolezen
Demenca ali senilnost je druzˇina bolezni mozˇganov, ki vplivajo na kognitivne
sposobnosti pacienta. Alzheimerjeva bolezen je najpogostejˇsi tip demence,
ki je sˇe neozdravljiv. Poznamo tri oblike bolezni: blaga, zmerna in tezˇka.
Znaki blage bolezni so izguba orientacije, poslabsˇanje kratkorocˇnega spo-
mina in poslabsˇanje obcˇutka za cˇas. Znaki zmerne oblike so poslabsˇanje
kratkorocˇnega in dolgorocˇnega spomina, spremembe v obnasˇanju in izguba
35
36 POGLAVJE 3. PODATKI O ALZHEIMERJEVI BOLEZNI
sposobnosti ucˇenja. Znaki tezˇke oblike bolezni so izguba zmozˇnosti komu-
niciranja, napadi (angl. seizure), izguba telesne tezˇe, izguba sposobnosti
pozˇiranja, odvajanja in dihanja. Ta poslabsˇanja pogosto povzrocˇijo inha-
lacijo hrane ali fizicˇne posˇkodbe ob poskusih premikanja. Tezˇka oblika se
skoraj vedno koncˇa s smrtjo [5].
Vzrok bolezni sˇe ni popolnoma razumljiv. Okoli 70% vzrokov naj bi bilo
genetskih, ostali faktorji pa so fizicˇne posˇkodbe glave, depresija in poviˇsan
krvni tlak. Diagnoza se sprva postavi na podlagi zgodovine bolezni, kogni-
tivnega testiranja, slikanja mozˇganov, krvnih testov in ostalih klinicˇnih in
biolosˇkih testov. Ti sprva potrdijo, ali gre za tip demence ali za sorodne
pojave, kot je naravno staranje. V drugi fazi diagnostika skusˇa dolocˇiti tip
demence. Glavne oblike demence so Alzheimerjeva bolezen, demenca z Lewy-
jevimi telesci in vaskularna demenca. Dolocˇanje tipa bolezni ostaja aktualen
problem, saj so meje med posameznimi tipi demence zabrisane [5].
3.2 Podatkovna zbirka ADNI
ADNI (angl. Alzheimer’s Disease Neuroimaging Initiative) je mednarodni
projekt, ki nudi podatke za raziskovanje Alzheimerjeve bolezni. Podatkovno
zbirko sestavljajo CT in PET slike mozˇganov, analize genov, analize cerebro-
spinalnega likvorja, kognitivni in krvni testi.
V raziskavi je sodelovalo 822 pacientov, ki so opravili vecˇ obiskov v
razlicˇnih fazah bolezni. Ob vsakem obisku so pacientom postavili diagnozo.
Diagnozo sestavljajo tri kategorije:
• normalno stanje (229 pacientov),
• blaga kognitivna motnja - BKM (405 pacientov),
• demenca (188 pacientov).
V kategorijo normalno stanje so bili uvrsˇcˇeni pacienti brez poslabsˇanih
kognitivnih sposobnosti ali pacienti z naravno poslabsˇanimi kognitivnimi spo-
sobnostmi zaradi staranja. V kategorijo blaga kognitivna motnja so bili
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uvrsˇcˇeni pacienti z opazno poslabsˇanimi kognitivnimi sposobnostmi, ki pa
sˇe niso tako kriticˇne, da bi onemogocˇale normalne delovne aktivnosti. V
kategorijo demenca so bili uvrsˇcˇeni pacienti pacienti s kriticˇno oslabljenimi
kognitivnimi sposobnostmi [30].
Celotno podatkovno zbirko sestavlja vecˇ kot 150 manjˇsih podatkovnih
zbirk, kjer je vsaka zbirka rezultat posamezne raziskave. Vsak pacient je v
povprecˇju opravil le nekaj raziskav, prav noben pacient ni opravil vseh. Tako
je izgradnja enotne tabele, ki bi vkljucˇevala vse paciente in vse raziskave
nesmiselna, saj bi bila taksˇna tabela zelo redko napolnjena, znacˇilke bi imele
vecˇ kot 90% manjkajocˇih vrednosti. Postopek izgradnje podatkovne zbirke
iz ADNI podatkov je opisan v razdelku 5.3.1.
38 POGLAVJE 3. PODATKI O ALZHEIMERJEVI BOLEZNI
Poglavje 4
Metodologija vecˇlicˇnega
grucˇenja za razlago grucˇ
Cilj izbire znacˇilk pri nadzorovanem ucˇenju je preprost. Zˇelimo izbrati taksˇne
znacˇilke, ki bodo izboljˇsale klasifikacijsko tocˇnost. Pri grucˇenju zˇelimo izbrati
taksˇne znacˇilke, ki omogocˇajo cˇim uspesˇnejˇse grucˇenje. Tovrstne metode bi
lahko uporabljali tudi pri vecˇslojnem grucˇenju, kjer je izbira znacˇilk manj
raziskano podrocˇje. Tako bi izboljˇsali uspesˇnost grucˇenja na posameznih
slojih, a to ne bi nujno prispevalo k ujemanju grucˇenj, saj imajo lahko po-
datkovne zbirke vecˇ naravnih grucˇenj. Tak pristop bi prispeval k nastanku
vecˇ uspesˇnih, a potencialno neujemajocˇih se grucˇenj. V tem poglavju predla-
gamo metodo izbire znacˇilk pri vecˇslojnem grucˇenju, ki izbira znacˇilke tudi
glede na stopnjo ujemanja grucˇenj med sloji.
Prvi podrazdelek predstavi splosˇno idejo metodologije. Drugi predstavi
predlagano metodo izbire znacˇilk pri vecˇslojnem grucˇenju. Tretji podrazdelek
vsebuje hiter pregled uporabljenih ansambelskih tehnik. Cˇetrti podrazdelek
predstavi pomen in delovanje metod razlage prediktorjev. Zaradi preprostosti
razlage primeri temeljijo na ucˇenju iz dveh pogledov.
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4.1 Ideja vecˇlicˇnega grucˇenja z razlago
Predlagana metodologija sluzˇi kot metoda vecˇslojnega grucˇenja, ki uspesˇno
obvladuje tudi visokodimenzionalne podatke. Rezultat je grucˇenje, kjer je
vsaka grucˇa opisana z znacˇilkami vsakega pogleda posebej na cˇloveku ra-
zumljiv nacˇin. Metodo sestavljajo trije sklopi. Prvi je izbira znacˇilk pri
vecˇslojnem grucˇenju, ki temelji na spremenjeni izvedbi algoritma ReliefF.
Rezultat prvega sklopa so podmnozˇice znacˇilk, ki prispevajo k dobremu uje-
manju grucˇenj med sloji. Drugi sklop je ansambelska tehnika, ki zdruzˇuje
grucˇenja v enoten rezultat. Tretji sklop skusˇa nastale grucˇe razlozˇiti z vsa-
kega pogleda posebej z uporabo tehnike razlage prediktorjev. Rezultat so
grucˇe opisane na vecˇ nacˇinov z znacˇilkami, ki prispevajo k ujemanju grucˇenj.
Ti opisi predstavljajo cˇloveku razumljive povezave med skupinami znacˇilk in
omogocˇajo lazˇje razumevanje nastanka grucˇ. Prav tako lahko prva dva sklopa
predlagane metodologije uporabljamo kot samostojno tehniko grucˇenja. V
razdelku 5 pokazˇemo, da lahko s tehniko dosezˇemo boljˇse rezultate kot z
ostalimi tehnikami grucˇenja z vecˇimi pogledi.
Diagram 4.1 prikazuje delovanje predlagane metodologije. Na vhodu
prejme podatkovno zbirko, ki je opisana na dva nacˇina, s pogledov P1 in P2.
Podana sta kot vhodna parametra metode za izbiro znacˇilk pri vecˇslojnem
grucˇenju. Rezultat metode sta dve podmnozˇici znacˇilk, s katerimi dobimo
najbolj ujemajocˇi se grucˇenji. Ker gre tudi za ovojno metodo, se na vsakem
koraku izvaja tudi grucˇenje. Tako dobimo poleg podmnozˇic znacˇilk tudi dve
najbolj ujemajocˇi se grucˇenji. Z ansamblom ustvarimo enotno in bolj sta-
bilno grucˇenje, ki pa ni bistveno drugacˇno od vhodnih grucˇenj, saj rezultat
ansambla temelji na ujemanju vhodnih grucˇenj. M1 inM2 predstavljata ucˇna
modela za razlago grucˇ. Koncˇne grucˇe so na sliki predstavljene zG1, G2, G3....
Entitete oznacˇene z Razlaga... v spodnjem delu slike so cˇloveku razumljive
razlage grucˇ pridobljene z metodami razlage prediktorjev. Vsaka grucˇa je
razlozˇena posebej s podmnozˇico znacˇilk P1 in posebej s podmnozˇico znacˇilk
P2.
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Slika 4.1: Diagram izvajanja predlagane metodologije.
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4.2 Izbira znacˇilk
Izbira znacˇilk predstavlja kljucˇen del predlagane metodologije, saj temelji na
novi razlicˇici ReliefFa za ucˇenje z vecˇimi pogledi. Le-ta deluje na principu
konsenza. Gre za ovojno metodo, kar pomeni, da poleg ucˇnih podatkov
prejme tudi algoritem grucˇenja. Namen metode je za podatkovno zbirko,
ki je opisana z dvema pogledoma P1 in P2, najti podmnozˇici znacˇilk S1 ⊆
P1 in S2 ⊆ P2, na katerih lahko zgradimo najbolj ujemajocˇi se grucˇenji.
Stopnjo ujemanja ocenimo na podlagi zunanjih kriterijev za oceno grucˇenja,
ki so opisani v poglavju 2.3.2. Taksˇne ujemajocˇe se podmnozˇice znacˇilk
so primerne za gradnjo prediktorjev za dano grucˇenje, cˇemur sledi smiselna
razlaga grucˇ z vecˇih pogledov.
Metodologija lahko sluzˇi tudi kot samostojna tehnika grucˇenja. Za razlicˇne
poglede lahko uporabljamo razlicˇne tehnike grucˇenja, kjer izbrana tehnika
grucˇenja ustreza statisticˇnim lastnostim pogleda. Nazadnje grucˇenja zdruzˇimo
s pomocˇjo ansambelskih tehnik.
Algoritem 3 opiˇse delovanje metode za izbiro znacˇilk. Vhodni parametri
so algoritem grucˇenja C() in podatkovna zbirka znacˇilk, ki je razdeljena na
pogleda P1 in P2. Deluje na principu od zgoraj navzdol, kar pomeni, da is-
kanje zacˇnemo z vsemi znacˇilkami S1 = P1 in S2 = P2 . Z uporabo grucˇenja
C() za obe podmnozˇici izvedemo grucˇenji G1 = C(S1) in G2 = C(S2). Z
zunanjim kriterijem za oceno grucˇenj ocenimo ujemanje grucˇenj G1 in G2.
Cˇe je ujemanje dosedaj najboljˇse, si S1, S2, G1 in G2 shranimo kot najboljˇsi
rezultat R. Nato z uporabo tehnike za izbiro znacˇilk z vecˇimi pogledi mvRe-
liefF (Multi View ReliefF) ocenimo znacˇilke S1 in S1. Najslabsˇe ocenjeno
znacˇilko odstranimo iz S1 ali S2 in postopek ponavljamo, dokler so v vsa-
kem pogledu vsaj po dve znacˇilki (izognemo se trivialnemu rezultatu, kjer bi
koncˇali z le po eno znacˇilko vsakega pogleda). Kot rezultat vrnemo R.
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Algoritem 3 Psevdokoda predlagane metode izbire znacˇilk
1: //parametri algoritma so P1, P2 in C()
2: bestScore = −1, R = {};
3: S1 = P1, S2 = P2;
4: while |S1| > 1 && |S2| > 1 do
5: G1 = C(S1);
6: G2 = C(S2);
7: score = scoreF (G1, G2); //izmerimo ujemanje grucˇenj
8: if score > bestScore then
9: bestScore = score;
10: R = {S1, S2, G1, G2}; //shranimo najboljˇsi podmnozˇici in grucˇenji
11: end if
12: W1, W2 = mvReliefF (S1, S2, G1, G2); //ocenimo znacˇilke
13: if min(W1) < min(W2) then
14: S1 = {A ∈ S1 | A ̸= znacilka(S1, index(min(W1)))}; //odstranimo najslabsˇe
ocenjeno znacˇilko iz S1
15: else
16: S2 = {A ∈ S2 | A ̸= znacilka(S2, index(min(W2)))}; //odstranimo najslabsˇe
ocenjeno znacˇilko iz S2
17: end if
18: end while
19: return R;
|S1| predstavlja sˇtevilo znacˇilk v podmnozˇici znacˇilk S1. ScoreF pred-
stavlja zunanji kriterij za oceno grucˇenj in znacilka(Si, j) predstavlja j-to
znacˇilko podmnozˇico S1.
4.2.1 Ocena grucˇenj
Za oceno grucˇenj lahko uporabimo poljubno zunanjo mero za oceno grucˇenj,
opisano v poglavju 2.3.2. Mera ARI vrne vrednosti med −1 in 1, kjer 1
predstavlja popolnoma ujemajocˇi se grucˇenji, −1 predstavlja popolnoma ne-
ujemajocˇi se grucˇenji, 0 pa pricˇakovano ujemajocˇi se grucˇenji pri nakljucˇnem
grucˇenju. Informacija, da je grucˇenje boljˇse od nakljucˇnega, je pomembna
za preverjanje zadostnosti in kompatibilnosti pogledov, zato v nadaljeva-
nju uporabljamo mero ARI. Za primerjavo z rezultati objavljenimi v drugih
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cˇlankih, smo uporabljali tudi mero NMI.
4.2.2 Multi View ReliefF
Relief je druzˇina algoritmov za izbiro znacˇilk pri klasifikacijskih problemih,
ki zna upravljati z znacˇilkami s pogojno odvisnostjo. Poleg konfiguracijskih
parametrov k in m prejme kot vhodni parameter ucˇno mnozˇico in pripa-
dajocˇe oznake razredov. Razdelek predstavlja razsˇiritev algoritma na pro-
bleme grucˇenja z vecˇimi pogledi, ki ga imenujemo mvReliefF (Multi View
ReliefF).
Vhodni parametri so podmnozˇica znacˇilk S1 ⊆ P1 in S2 ⊆ P2 ter grucˇenji
G1 (rezultat grucˇenja z uporabo S1) in G2 (rezultat grucˇenja z uporabo S2).
Podobni so vhodnim parametrom algoritma Relief, le da namesto oznak ra-
zredov podamo oznake grucˇ. Cilj algoritma je poiskati vektorja ocen W1 in
W2, ki vsebujeta ocene prispevka k ujemanju grucˇenj med pogledoma.
Predlagamo tri izvedbe algoritma. Razlikujejo se v tem, kako obravna-
vajo doprinos znacˇilk k ujemanju grucˇenj.
mvReliefF-md (Multi View ReliefF - Multi Dinstance) se od ReliefFa
razlikuje v racˇunanju razdalj med objekti. ReliefF v vsaki iteraciji za na-
kljucˇni primer xi izracˇuna k najblizˇjih zadetkov Hj in pogresˇkov Mj(C). Hj
so primeri, ki spadajo v isti razred kot xi, in Mj(C) so primeri, ki ne spa-
dajo v razred primera xi. Za izracˇun najblizˇjih sosedov mora ReliefF v vsaki
iteraciji izracˇunati razdaljo med vsakim ucˇnim primerom in xi. Pri mvRe-
liefF zˇelimo sprva izracˇunati W1 (vektor ocen znacˇilk S1). Klasicˇna izvedba
algoritma ReliefF bi za razdalje uposˇtevala znacˇilke iz S1. mvReliefF-md
pa za izracˇun razdalj uposˇteva znacˇilke obeh pogledov. V primeru evklidske
razdalje je razdalja med a-tim in b-tim primerom dolocˇena z:
dist(a, b) =
√ |S1|∑
i=1
(S1[a, i]− S1[b, i])2 +
|S2|∑
j=1
(S2[a, j]− S2[b, j])2, (4.1)
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kjer S1[a, i] predstavlja vrednost i-te znacˇilke a-tega primera v S1. |S1| pred-
stavlja sˇtevilo znacˇilk v S1. Smiselno podobno se razdaje obeh pogledov
uposˇtevajo tudi za diskretne atribute in druge mere razdaje, ki jih lahko
uporablja ReliefF. Ocene W1 se nato izracˇuna po enakem postopku kot pri
algoritmu ReliefF, le da kot oznake razredov uporabljamo oznake grucˇ G1.
Enak postopek se ponovi sˇe za W2, kjer za oznake razredov uporabljamo
oznake grucˇ G2.
mvRelifeF-mh (Multi View ReliefF - Multi Hit). Posebnost mvReliefF-
mh je v definiciji zadetkov in pogresˇkov. Pri algoritmu Relief zadetek a-
tega primera spada v isti razred kot a-ti primer in pogresˇek a-tega primera
ne spada v razred a-tega primera. Pri mvReliefF-mh je pa zadetek a-tega
primera definiran kot primer, ki v obeh pogledih (v obeh grucˇenjih G1 in G2)
spada v isto skupino kot a− ti primer. Prav tako je pogresˇek a-tega primera
tak najblizˇji primer, ki v nobenem pogledu (v nobenem grucˇenju G1 in G2) ne
spada v isto skupino kot a-ti primer. Poostren pogoj za zadetke in pogresˇke
zmanjˇsa mnozˇico potencialnih zadetkov in pogresˇkov. Cˇe si novo definirane
zadetke in pogresˇke razlagamo z zunanjimi merami grucˇenja iz razdelka 2.3.2,
je sˇtevilo mozˇnih zadetkov enako sˇtevilu RP (resnicˇnih pozitivnih primerov)
med G1 in G2 ter sˇtevilo mozˇnih pogresˇkov enako sˇtevilu RN (resnicˇnih
negativnih primerov) med G1 in G2. Zato mora mvReliefF-mh za uspesˇno
delovanje izpolnjevati dodatna pogoja:
RP (G1, G2) > k,
RN(G1, G2) > k,
(4.2)
saj algoritem v vsaki iteraciji poiˇscˇe k pogresˇkov in zadetkov. Druga izvedba
algoritma tako ocenjuje prispevek atributov le na parih primerov, o katerih
se obe grucˇenji strinjata.
mvReliefF-mdmh (Multi View ReliefF - Multi Distance, Multi Hit) je
kombinacija prve in druge izvedbe. Za izracˇun razdalj med objekti uposˇteva
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znacˇilke iz obeh pogledov, za zadetke in pogresˇke pa uveljavlja pogoje iz
druge izvedbe Multi View ReliefF.
V poglavju 5 preverimo uspesˇnost vseh treh izvedb na generiranih ume-
tnih podatkih in javno dostopnih podatkovnih zbirkah.
4.3 Ansambelske tehnike
Rezultat predlagane tehnike izbire znacˇilk pri vecˇslojnem grucˇenju so pod-
mnozˇice znacˇilk obeh pogledov in najbolj ujemajocˇi se grucˇenji. Kljub temu,
da se vrnjeni grucˇenji v splosˇnem ujemata, je za razlago posameznih grucˇ ali
za primerjavo z drugimi tehnikami grucˇenja potrebno enotno grucˇenje. To
dosezˇemo z ansamblom grucˇ.
Pri nadzorovanem ucˇenju so ansambli tehnike izgradnje modela, ki temelji
na rezultatih vecˇih klasifikatorjev ali regresorjev in deluje kot utezˇeno glaso-
vanje rezultatov. Znane tehnike ansamblov so bagging, boosting, nakljucˇni
gozd in stacking [12].
Na podrocˇju nenadzorovanega ucˇenja pravimo ansambelskim tehnikam
tudi konsenzno grucˇenje. Cilj konsenznega grucˇenja je na podlagi vecˇ grucˇenj,
pridobljenih z razlicˇnimi tehnikami grucˇenja ali z razlicˇnimi podatki, ustva-
riti enotno grucˇenje, ki je kompromis med rezultati vseh grucˇenj. Metode
konsenznega grucˇenja rezultat Ce pridobijo z optimizacijo naslednje funkcije
[44]:
Ce = argmax
Cˆ
k∑
i=1
NMI(Cˆ, Ci), (4.3)
kjer C1, C2, C3 predstavljajo vhodna grucˇenja in Ce rezultat. Metode konsen-
znega grucˇenja skusˇajo najti novo grucˇenje Ce, za katerega dobimo maksi-
malno vsoto ujemanja z ostalimi grucˇami. Za oceno ujemanja je v cˇlanku [44]
uporabljena normalizirana medsebojna informacija, ki je opisana v razdelku
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2.3.2. V nasˇi metodologiji smo uporabili razcˇlenjevalno metodo na podlagi
podobnosti (angl. Cluster-based similarity partitioning algorithm - CSPA)
[41]. Ta za vsako grucˇenje izracˇuna binarno matriko podobnosti, kjer vre-
dnost 1 predstavlja par, ki spada v isti grucˇi, in 0 par, ki spada v razlicˇni
grucˇi. Matrike podobnosti se nato sesˇteje in povprecˇi s sˇtevilom grucˇenj.
Nazadnje se novo dobljeno matriko podobnosti uporabi za ponovno grucˇenje
s poljubno tehniko grucˇenja, ki temelji na podobnosti primerov.
4.4 Vecˇopisne razlage grucˇ
Zadnja faza predlagane metodologije je vecˇopisna, cˇloveku razumljiva razlaga
dobljenih grucˇ, posebej z znacˇilkami pogleda S1 ⊆ P1 in posebej z znacˇilkami
pogleda S2 ⊆ P2. Smiselni opisi grucˇ z vecˇih pogledov omogocˇajo lazˇje
razumevanje nastanka grucˇ in povezav med znacˇilkami razlicˇnih pogledov.
Razlage grucˇ temeljijo na izgradnji napovednih modelov na oznakah grucˇ,
ki jih obravnavamo kot oznake razredov. Metodologija uporablja dva nacˇina
razlage grucˇ:
1. metoda RIPPER, ki grucˇe opiˇse z odlocˇitvenimi pravili,
2. razlaga prediktorjev (Robnik-Sˇikonja in Kononenko, 2008), ki kot raz-
lago ponudi prispevke posameznih znacˇilk k odlocˇitvi za neko oznako.
RIPPER (angl. Repeated Incremental Pruning to Produce Error Reduc-
tion) [7] je metoda za ucˇenje pravil. Ucˇi se odlocˇitvenih pravil z iterativnim
rezanjem za zmanjˇsevanje napake (angl. reduced error pruning). Rezultat
algoritma odlocˇitvena pravila, ki elemente razvrsˇcˇajo v kategorije glede na
vrednosti znacˇilk. Primer pravil na podatkovni zbirki IRIS [1] je sledecˇ:
( Peta l . Length <= 1 . 9 ) => Spec i e s=se t o s a ( 5 0 . 0 / 0 . 0 )
( Peta l .Width <= 1 . 7 ) and ( Peta l . Length <= 4 . 9 ) =>
Spec i e s=v e r s i c o l o r ( 4 8 . 0 / 1 . 0 )
=> Spec i e s=v i r g i n i c a ( 5 2 . 0 / 3 . 0 )
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Zadnja vrstica (=>Species=virginica) uvrsˇcˇa primere v skupino virgi-
nica v primeru, da nobeden izmed zgornjih pogojev ni bil izpolnjen. Sˇtevila
v oklepajih oznacˇujejo sˇtevilo pravilno oz. napacˇno klasificiranih primerov
dolocˇenega razreda. Pravila podajajo cˇloveku razumljivo razlago razdelitve
podatkovne zbirke v tri kategorije.
V predlagani metodologiji zgradimo dva niza pravil, enega na podatkih S1
in drugega za S2. Kot oznake razredov uporabljamo rezultat ansambla grucˇ.
Taksˇna pravila predstavljajo cˇloveku razumljivo povezavo med znacˇilkami z
razlicˇnih pogledov.
Robnik-Sˇikonja in Kononenko predlagata metodo razlage predikcij, ki po-
nuja vizualno predstavitev vpliva vrednosti znacˇilk [39]. Metoda prejme ucˇni
model, ucˇne podatke in pripadajocˇe oznake razredov. Na podlagi vpliva spre-
minjanja vrednosti znacˇilk v modelu skusˇa sklepati o pomembnosti in vplivu
posameznih vrednosti znacˇilk na uvrstitev primerov v razrede. Za vrednost
znacˇilke izracˇuna spremembo informacije (angl. information difference), ki je
izrazˇena kot pozitivna ali negativna vrednost vpliva na odlocˇitev za dolocˇen
razred.
Slika 4.2 prikazuje vpliv znacˇilk status, age, sex na uvrstitev primerov
v razred yes (prezˇivel). Svetlo sivi stolpicˇni grafi vizualizirajo povprecˇen
vpliv vrednosti znacˇilke na uvrstitev primera v razred yes v povprecˇju za vse
primere. Temno sivi stolpicˇni grafi vizualizirajo vpliv vrednosti znacˇilke na
uvrstitev konkretnega primera v razred yes. Razvidno je, da vrednost first
znacˇilke class mocˇno prispeva k mozˇnosti prezˇivetja potnika. Vpliv znacˇilk
lahko razlozˇimo za posamezne primere ali za celotno podatkovno zbirko.
S predlagano metodologijo za vsako grucˇo vizualiziramo vpliv znacˇilk na
uvrstitev primerov v grucˇe posebej za S1 in posebej za S2. Vizualizacije
predstavljajo vecˇopisne razlage grucˇ in lahko sluzˇijo kot cˇloveku razumljive
povezave med znacˇilkami z razlicˇnih pogledov.
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Slika 4.2: Vizualizacija vpliva vrednosti znacˇilk na uvrstitev primera v razred
V naslednjem poglavju testiramo predstavljeno metodologijo na umetnih
podatkih, javnih podatkovnih zbirkah iz repozitorija UCI in nazadnje na
ADNI podatkovni zbirki pacientov z Alzheimerjevo boleznijo.
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Poglavje 5
Empiricˇna evalvacija
Uspesˇnost predlagane metodologije preverimo z empiricˇno evalvacijo. Sesta-
vljajo jo trije sklopi:
• testiranje na umetnih podatkih,
• testiranje na UCI podatkovni zbirki,
• testiranje na ADNI podatkih pacientov z Alzheimerjevo boleznijo.
Pri testiranju na umetnih podatkih zgradimo umetno ucˇno mnozˇico z ge-
neriranjem tocˇk iz normalne porazdelitve, za katero vnaprej vemo, kaksˇne
znacˇilke naj bi izbirala uspesˇna metoda izbire znacˇilk z vecˇimi pogledi. Po-
datkovno zbirko sestavljata dva pogleda. Vsak pogled vsebuje dve skupini
znacˇilk, ki locˇujeta primere v dve razlicˇni skupini. Prva skupina znacˇilk v
vsakem pogledu locˇuje primere tako, da se grucˇe primerov med pogledi stri-
njajo. Druga skupina znacˇilk v vsakem pogledu locˇuje primere v razlicˇne
skupine in se grucˇe z uporabo teh skupin znacˇilk ne ujemajo. Pri testira-
nju na tej podatkovni zbirki ne zˇelimo izbrati le znacˇilk, s katerimi dobimo
uspesˇno grucˇenje, temvecˇ taksˇne znacˇilke, ki vplivajo na nastanek taksˇnih
grucˇenj, ki se med pogledi strinjajo.
Predlagano metodologijo lahko uporabljamo tudi kot samostojno metodo
grucˇenja, saj rezultat ansambla grucˇenj predstavlja grucˇenje, ki ga lahko pri-
merjamo z ostalimi tehnikami grucˇenj. Predlagano metodologijo izvedemo na
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podatkovni zbirki Multiple Features Data Set (Handwritten Digits) z UCI
ML repozitorija [27].
Podrocˇje Alzheimerjeve bolezni zaradi vecˇopisnosti in visokodimenzio-
nalnosti podatkov predstavlja primeren izziv za predlagano metodologijo. Iz
podatkovnih zbirk ADNI ustvarimo zdruzˇeno podatkovno zbirko, na kateri
z uporabo predlagane metodologije dobimo vecˇopisno razlozˇene podskupine
pacientov. Smiselnost razlag in zaznane povezave med znacˇilkami razlicˇnih
pogledov ovrednoti strokovnjakinja s podrocˇja nevrologije.
5.1 mvReliefF na umetnih podatkih
Razdelek opisuje proces testiranja vseh treh predlaganih izvedb algoritma
mvReliefF na umetnih podatkih, za katere vnaprej vemo, katere znacˇilke
mora izbrati uspesˇna metoda izbire znacˇilk z vecˇimi pogledi. Vsak pogled
podatkovne zbirke je strukturiran tako, da lahko z njega generiramo vecˇ sta-
tisticˇno smiselnih grucˇenj, a le ena podmnozˇica znacˇilk v vsakem pogledu
prispeva k ujemanju grucˇenj med pogledi. Cilj metod izbire znacˇilk z vecˇimi
pogledi je torej v vsakem pogledu poiskati to mnozˇico znacˇilk. Mozˇnost vecˇih
smiselnih grucˇenj v vsakem pogledu smo dodali, da preverimo uspesˇnost iz-
bire znacˇilk z vecˇimi pogledi, saj bi v primeru, kjer je mozˇno le eno smiselno
grucˇenje za vsak pogled, za uspesˇno izbiro znacˇilk zadostovale klasicˇne me-
tode izbire znacˇilk.
Podatkovna zbirka vsebuje dva pogleda P1 in P2. Vsak pogled vsebuje
dve skupini znacˇilk, ki primere smiselno locˇujeta, a v drugacˇne razdelitve
grucˇ. Prva skupina znacˇilk v vsakem pogledu locˇuje primere tako, da se
grucˇenji med pogledi strinjata. Druga skupina znacˇilk v vsakem pogledu
locˇuje primere v razlicˇne skupine in tako se grucˇenji z uporabo teh skupin
znacˇilk ne strinjata.
Grucˇenja delijo primere v dve grucˇi, A in B. Generirali smo 100 primerov.
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Znacˇilke smo dobili z generiranjem nakljucˇnih vrednosti iz normalne porazde-
litve. Primere skupine A imajo vrednosti znacˇilk z jedrom v 1, torej N(1, σ).
Primeri skupine B imajo znacˇilke s srediˇscˇem v −1, torej N(−1, σ). Prva
skupina znacˇilk v prvem pogledu S11 ima za prvih 50 primerov porazdelitev
N(1, σ) in za drugih 50 primerov porazdelitev N(−1, σ). Enake porazdelitve
za prvih 50 in drugih 50 primerov ima prva skupina drugega pogleda S21.
Druga skupina znacˇilk drugega pogleda S12 ima za sode primere vrednosti
porazdeljene N(1, σ) in za lihe primere vrednosti N(−1, σ). Druga skupina
znacˇilk v drugem pogledu ima za prvih pet primerov vrednosti porazdeljene
N(1, σ) in za naslednjih pet primerov vrednosti porazdeljene N(−1, σ) in
tako zaporedoma naprej. S11 in S21 tako podobno locˇujejo primere v dve
skupini, S12 in S22 pa ne. Vsaka skupina znacˇilk zase smiselno locˇuje pri-
mere, a le metoda, ki bo iz prvega pogleda izbrala S11 in iz drugega S21, bo
uspesˇna v smislu ucˇenja z vecˇimi pogledi.
Vsaka skupina (S11, S12, S21, S22) vsebuje 40 znacˇilk, ki so bile generi-
rane z normalne porazdelitve z razlicˇnimi σ. Vsaka zacˇetna znacˇilka skupine
je generirana s σ = 1.1. σ vsake naslednje znacˇilke se pomnozˇi z 1.05, kar po-
meni, da je σ zadnje (sˇtiridesete) znacˇilke enaka 1.1 ∗ 1.0539. Zadnje znacˇilke
skupin so torej tako razprsˇene, da je iz njih tezˇko razlocˇiti ali ima porazde-
litev srediˇscˇe v 1 ali −1. Sˇum smo dodali, da pri evalvaciji testiramo tudi
sposobnost izbire znacˇilk glede na locˇevanje grucˇ med seboj in ne samo glede
na doprinos k ujemanju med grucˇenji. Shemo porazdelitve prikazuje slika 5.1.
Podatkovna zbirka stotih primerov torej vsebuje 160 znacˇilk, kjer vsak
pogled vsebuje polovico znacˇilk. Vsak pogled sestavljata dve skupini znacˇilk,
kjer vsako sestavlja 40 znacˇilk. Vsaka skupina je zadostna za grucˇenje, a le
ena skupina vsakega pogleda lahko prispeva k ujemanju grucˇenj med pogledi.
Pricˇakovan rezultat izbire znacˇilk z vecˇimi pogledi sta skupini znacˇilk S11 in
S21, ki obe prvo polovico primerov uvrstita v eno skupino in drugo polovico
v drugo.
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Slika 5.1: Predstavitev podatkov umetne podatkovne zbirke. P1 in P2 pred-
stavljata pogleda. Modri pravokotniki predstavljajo vrednosti znacˇilk s po-
razdelitvijo N(1, σ) in sivi pa znacˇilke s porazdelitvijo N(−1, σ). S11,2 in
S21,2 predstavljajo skupine znacˇilk, ki zadostujejo za smiselno grucˇenje.
Naslednji podrazdelki od 5.1.1 do 5.1.4 vsebujejo rezultate izvajanja pre-
dlagane metodologije z uporabo vseh treh izvedb mvReliefF in klasicˇnega
ReliefF. Uporabili smo metodo spektralnega grucˇeja. Test vsake izvedbe al-
goritma smo izvedli desetkrat in rezultate povprecˇili in poleg ocene ujemanj
grucˇenj izrisali tudi standardno deviacijo.
5.1.1 ReliefF
Najprej smo za izbiro znacˇilk uporabili algoritem ReliefF, da bi potrdili, da
podatkovna zbirka predstavlja problem izkljucˇno za izbiro znacˇilk z vecˇimi
pogledi. Ker ima vsak pogled vecˇ mozˇnih smiselnih grucˇenj, je mozˇnost, da
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bi s klasicˇnimi metodami izbrali znacˇilke, ki prispevajo k skupnemu grucˇenju,
majhna.
Slika 5.2: Proces izbire znacˇilk pri vecˇslojnem grucˇenju na umetnih podatkih
z uporabo algoritma ReliefF. ARI (med 0 in 1, vecˇja vrednost pomeni boljˇse
ujemanje med grucˇenji) predstavlja povprecˇno vrednost ujemanja grucˇenj
med pogledi v posamezni fazi izbire znacˇilk. σ predstavlja standardni odklon
ujemanja grucˇenj vseh desetih poskusov izvajanja testa.
Slika 5.2 prikazuje stopnjo ujemanja grucˇenj med pogledi (izrazˇeno z ARI
oceno) v odvisnosti od sˇtevila znacˇilk pri procesu izbire znacˇilk. Na primer,
na obmocˇju med 130 in 20 znacˇilk je bila povprecˇna ARI ocena ujemanja
grucˇenj priblizˇno 0.3. ReliefF je v vseh desetih poskusih uspesˇno izbiral
znacˇilke, ki ustvarjajo dobro locˇene grucˇe, a v le dveh poskusih je izbral
taksˇne znacˇilke, da sta se grucˇenji med pogledi ujemali. S slike je razvidno,
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da proces izbire znacˇilk z uporabo ReliefF v povprecˇju obcˇutno ni izboljˇsal
ujemanja med grucˇenji. To pomeni, da podatkovna zbirka predstavlja pri-
meren problem za metodo izbire znacˇilk z vecˇ pogledi.
5.1.2 mvReliefF-mh
Algoritem mvReliefF-mh (Multi View ReliefF - Multi Hit, glej str. 45) je
izvedba algoritma ReliefF, ki za zadetke uposˇteva le pare primerov, ki spadajo
v iste grucˇe v obeh pogledih.
Slika 5.3: Proces izbire znacˇilk pri vecˇslojnem grucˇenju na umetnih podat-
kih z uporabo mvReliefF-mh. ARI predstavlja povprecˇno vrednost ocene
ujemanja grucˇenj med pogledi v posamezni fazi izbire znacˇilk. σ predstavlja
standardni odklon ujemanja grucˇenj vseh desetih poskusov izvajanja testa.
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S slike 5.3 je razvidno, da je mvReliefF-mh v skoraj vsakem izmed desetih
testov uspesˇno izbral pricˇakovano skupino znacˇilk, s katero dobimo uspesˇno
ujemanje grucˇenj. Najboljˇsa povprecˇna ARI ocena je 0.89. Rezultat uje-
manja grucˇ pri majhnem sˇtevilu znacˇilk se priblizˇuje nicˇli, saj smo znacˇilke
generirali iz normalne porazdelitve s precej veliko varianco (najboljˇsa znacˇilka
vsake skupine ima porazdelitev N(µ, 1.1)). Tako je za uspesˇno grucˇenje po-
trebno vsaj nekaj znacˇilk iz vsake skupine.
5.1.3 mvReliefF-md
Slika 5.4: Proces izbire znacˇilk pri vecˇslojnem grucˇenju na umetnih podat-
kih z uporabo mvReliefF-md. ARI predstavlja povprecˇno vrednost ocene
ujemanja grucˇenj med pogledi v posamezni fazi izbire znacˇilk. σ predstavlja
standardni odklon ujemanja grucˇenj vseh desetih poskusov izvajanja testa.
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Algoritem mvReliefF-md (Multi View ReliefF - Multi distance, glej str. 44)
je izvedba algoritma ReliefF, ki pri oceni znacˇilk posameznega pogleda za
racˇunanje razdalj med objekti uposˇteva znacˇilke iz obeh pogledov.
Pri desetkratnem testiranju na umetnih podatkih je dosegel najboljˇso
povprecˇno ARI oceno 0.50, kar je najslabsˇe ujemanje med vsemi tremi
razlicˇicami mcReliefFa. Optimalno ujemanje grucˇenj je ta inacˇica dosegla
le pri petih poskusih izvajanja testa, pri ostalih izvajanjih testa pa k ujema-
nju ni prispevala.
5.1.4 mvReliefF-mdmh
Slika 5.5: Proces izbire znacˇilk pri vecˇslojnem grucˇenju na umetnih podatkih
z uporabo mvReliefF-mdmh. ARI predstavlja povprecˇno vrednost ocene
ujemanja grucˇenj med pogledi v posamezni fazi izbire znacˇilk. σ predstavlja
standardni odklon ujemanja grucˇenj vseh desetih poskusov izvajanja testa.
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Algoritem mvReliefF-mdmh (Multi View ReliefF - Multi Distance Multi Hit,
glej str. 45) je izvedba algoritma ReliefF, ki uposˇteva razdalje iz obeh pogle-
dov in ujemanje zadetkov in pogresˇkov.
Pri desetkratnem testiranju je dosegel najboljˇso povprecˇno ARI oceno
0.74, kar je bolje kot mvReliefF-md, a slabsˇe kot mvReliefF-mh.
Pri testiranju treh izvedb mvReliefF smo spoznali, da vse tri izvedbe
uspesˇno najdejo znacˇilke, ki prispevajo k ujemanju med grucˇenji. Najbolje
se je izkazala metoda mvRelief-mh.
S testiranjem algoritmov na umetnih podatkih smo preverili uspesˇnost
le za prvo fazo predlagane metodologije, ki je na sliki 4.1 prikazana kot
zgornji pravokotnik. Naslednji razdelek preveri izvajanje algoritma vkljucˇno
z ansambli grucˇenj in primerja rezultate z obstojecˇo tehniko grucˇenja z vecˇimi
pogledi [24].
5.2 Predlagana metodologija kot metoda
grucˇenja
Predlagana metodologija skusˇa za pogleda P1 in P2 najti podmnozˇici znacˇilk,
s katerima dobimo grucˇenji, ki se med seboj najbolj strinjata. Cˇe sta si
grucˇenji dovolj podobni, lahko iz njiju z uporabo ansambelskih tehnik dobimo
enotno grucˇenje, na kar lahko gledamo kot na novo metodo grucˇenja z vecˇimi
pogledi, saj za vhodne podatke P1, P2 in algoritem grucˇenja C vrne oznake
grucˇ G.
V naslednjem razdelku opiˇsemo rezultate kratkega poskusa na manjˇsi
podatkovni zbirki opisani z vecˇ pogledov in rezultate primerjamo z rezultati
objavljenimi v cˇlanku [24].
Kumar in Daume´ (2016) [24] predlagata novo metodo grucˇenja z vecˇ
pogledi, ki temelji na spektralnem grucˇenju. Uspesˇnost metode se testira
na treh znanih podatkovnih zbirkah za ucˇenje z vecˇ pogledi Handwritten
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digits, BBC data in Reuters multilingual data, ki so preneseni s spletnega
repozitorija UCI [27]. Handwritten digits je edina podatkovna zbirka, ki
ne zahteva preprocesiranja, postopek izvajanja algoritma je pa podrobno
dokumentiran in rezultati so objavljeni v cˇlanku. Tako smo tudi mi uspesˇnost
predlagane metode preizkusili na podatkovni zbirki Handwritten digits.
Slika 5.6: Povprecˇni rezultati desetkratnega izvajanja predlagane metodo-
logije na podatkovni zbirki Handwritten Digits. Modra cˇrta ARI(G1, G2)
predstavlja stopnjo ujemanja grucˇenj med pogledi. ARI(ensemble, y) pred-
stavlja stopnjo ujemanja ansambla, ki smo ga dobili z zdruzˇevanjem grucˇenj
z obeh pogledov, in dejanskih oznak razredov y.
Podatkovna zbirka vsebuje 2000 primerov na roko napisanih sˇtevilk, ki so
opisane s 76 znacˇilkami v enemu pogledu in 216 znacˇilkami v drugem pogledu.
Za primere poznamo dejanske oznake razredov y, kar pomeni, da lahko z zu-
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nanjimi kriteriji ocenjujemo uspesˇnost grucˇenja glede na pricˇakovane oznake
njih.
Kot grucˇenje smo uporabili metodo spektralno grucˇenje [31] (glej str. 16)
in za izbiro znacˇilk algoritem mvReliefF-mh. Pri vsaki iteraciji izbire znacˇilk
smo izracˇunali ujemanje grucˇenj med pogledi in ujemanje ansambla in de-
janskih oznak y. Test smo izvedli desetkrat.
S slike 5.6 je razvidno, da stopnja ujemanja grucˇ med pogledi mocˇno
korelira s stopnjo ujemanja ansambla grucˇ in pricˇakovanih oznak primerov.
Najboljˇso ARI oceno 0.814 smo dobili s priblizˇno 40 spremenljivkami.
F-score je mera, ki se tipicˇno uporablja pri dvorazrednih klasifikacijskih
problemih. Pfitzner in sod. (2009) predlagajo razsˇiritev mere za grucˇenje
[34]. Ta za dve grucˇenji G1 in G2 izracˇuna spremenljivke a = RP , b = LN
in c = LP , kjer RP , LN in LP predstavljajo vrednosti razlozˇene v 2.3.2.
Nato F-score izracˇunamo s formulo F = 2a
2a+b+c
. Mero smo implementirali
z namenom celovite primerjave nasˇih rezultatov z rezultati objavljenimi v
cˇlanku [24]. S tabele 5.1 je razvidno, da so rezultati nasˇega grucˇenja boljˇsi od
rezultatov iz cˇlanka, saj uporabljene mere kazˇejo na boljˇse ujemanje dobljenih
grucˇ z dejanskimi oznakami.
Tabela 5.1: Rezultati ujemanja grucˇenj z dejanskimi oznakami y za podat-
kovno zbirko Handwritten digits. Ocene so popravljen Randov indeks - ARI,
normalizirana medsebojna informacija - NMI in F-score. Vrstica Co-trained
spectral predstavlja rezultate iz cˇlanka [24], vrstica Spectral mvReliefF-mh
pa predstavlja rezultate z uporabo spektralnega grucˇenja in mvReliefF-mh.
Rezultati v oklepajih predstavljajo standardno deviacijo rezultatov izvajanj.
Metoda ARI NMI F-score
Spectral (mvReliefF-mh) 0.814 (0.036) 0.842 (0.030) 0.833 (0.032)
Co-trained spectral 0.695(0.054) 0.765 (0.031) 0.726 (0.048)
Rezultati kazˇejo, da predlagana metodologija z optimizacijo stopnje uje-
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manja grucˇenj med pogledi izboljˇsa tudi ujemanje ansambla grucˇenj s pricˇa-
kovanimi oznakami y in posledicˇno izboljˇsa rezultat grucˇenja.
5.3 Evalvacija na ADNI podatkih
Podatki v medicini so pogosto zajeti na vecˇ nacˇinov, z vecˇih pogledov.
Na podrocˇju Alzheimerjeve bolezni, ki predstavlja kriticˇno, sˇe neozdravljivo
obliko demence, imamo o pacientih podatke zajete na veliko nacˇinov, ki jih
lahko v grobem uvrstimo na biolosˇke in klinicˇne preiskave. Vpliv in pomen
dolocˇenih znacˇilk na stanje bolezni nam je precej znan, a razlaga povezav
med klinicˇnimi in biolosˇkimi znacˇilkami skupin pacientov z Alzheimerjevo
boleznijo je manj raziskano podrocˇje. Ker ADNI podatkovna zbirka vsebuje
podatke vecˇ sto razlicˇnih vrst preiskav pacientov z Alzheimerjevo boleznijo,
predstavlja primeren izziv za izvajanje predlagane metodologije.
Namen nasˇe evalvacije je najti smiselne podskupine pacientov z Alzhei-
merjevo boleznijo, ki jih lahko opiˇsemo na vecˇ nacˇinov, s klinicˇnimi in bi-
olosˇkimi znacˇilkami posebej. Vecˇopisna narava rezultatov strokovnjakom
omogocˇa razumevanja nastanka grucˇ in povezav med znacˇilkami ter pogledi.
5.3.1 Priprava podatkovne zbirke
Podatkovno zbirko ADNI sestavlja vecˇ sto locˇenih preiskav, ki vkljucˇujejo
podatke rentgenskih slik, genetsko analizo, klinicˇne teste, fiziolosˇke lastnosti
pacientov, krvne analize in mnogo drugih preiskav. V grobem lahko znacˇilke
razdelimo na klinicˇne in biolosˇke. Ker je povprecˇen pacient opravil le ne-
kaj omenjenih raziskav, bi bila zdruzˇena podatkovna zbirka, ki bi vsebovala
vse mozˇne znacˇilke, zelo redko zapolnjena (vsebovala bi veliko vecˇino manj-
kajocˇih vrednosti).
Priprava podatkovne zbirke temelji na zdruzˇevanju posameznih preiskav.
V izogib redko zapolnjeni podatkovni zbirki smo izbrali taksˇne preiskave, za
katere pri cˇim vecˇ pacientih velja, da so opravili vse izmed izbranih preiskav.
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Tabela 5.2: Raziskave uporabljene za pripravo podatkovne zbirke
Preiskava Sˇt. znacˇilk Kategorija Opis
ucberkeleyfdg 31 biolosˇka podatki FDG pozitronske
emisijske tomografije
adnimerge 11 biolosˇka tabela, ki zdruzˇuje glavne
ADNI preiskave
medhist 19 klinicˇna podatki o preteklih boleznih
pacienta
cdr 7 klinicˇna klinicˇni test demence
moca 36 klinicˇna klinicˇni test kognitivnih spo-
sobnosti
uwnpsychsum 2 klinicˇna nevropsiholosˇki klinicˇni test
adas 15 klinicˇna klinicˇni test Alzheimerjeve
bolezni
mmse 32 klinicˇna klinicˇni test kognitivnih spo-
sobnosti
adnimerge 27 klinicˇna tabela, ki zdruzˇuje glavne
ADNI preiskave
Tabele preiskav so bile prenesene z ADNI [30] repozitorija. Stolpci pred-
stavljajo znacˇilke in vrstice posamezne obiske pacientov. Vsak obisk vsake
preiskave je unikatno definiran s primarnimRID in sekundarnim V ISCODE
kljucˇem. RID predstavlja unikatni identifikator pacienta in V ISCODE
kodo obiska pacienta, saj je pacient lahko na preiskave hodil v razlicˇnih fazah
bolezni. Tabele posameznih preiskav smo zdruzˇevali po principu notranjega
zdruzˇevanja (angl. inner join). To pomeni, da smo pri zdruzˇevanju obeh
tabel zdruzˇili in obdrzˇali le vrstice, kjer sta se primarni in sekundarni kljucˇ
obeh tabel skladala. Tako smo obdrzˇali le paciente, ki so opravili preiskave iz
obeh tabel, ki jih zdruzˇujemo. S tem smo preprecˇili nastanek dodatnih manj-
kajocˇih vrednosti, a obenem z vsakim zdruzˇevanjem potencialno zmanjˇsali
sˇtevilo primerov v zbirki. Znacˇilke vsake preiskave smo uvrstili med biolosˇke
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ali klinicˇne znacˇilke. Tabela 5.2 vsebuje preiskave, uvrstitev in sˇtevilo znacˇilk
koncˇne podatkovne zbirke.
Tabela adnimerge je posebnost, saj zˇe sama tabela zdruzˇuje sˇtevilne
ADNI preiskave in vkljucˇuje tako biolosˇke kot klinicˇne znacˇilke, zato smo
jo razbili na dva dela. Pri preiskavi ucberkeleyfdg smo podatke preproce-
sirali. Obiski pacientov so predstavljeni v vecˇ vrsticah, kjer vsaka vrstica
predstavlja analizirano podrocˇje mozˇganov. Ustvarili smo nove znacˇilke, kjer
se vsaka znacˇilka nanasˇa na dolocˇeno podrocˇje mozˇganov in tako podvojene
vrstice obiskov pacientov zdruzˇili v eno.
Vsak obisk pacienta vsebuje tudi diagnozo DX, ki je natancˇneje opisana
v razdelku 3.2. Iz zdruzˇene podatkovne mnozˇice smo odstranili obiske pa-
cientov z diagnozo normalno stanje in s tem pridobili podatkovno zbirko z
izkljucˇno bolnimi pacienti.
Ker je nekaj znacˇilk vsebovalo precejˇsen delezˇ manjkajocˇih vrednosti, smo
znacˇilke, ki so imele vecˇ kot 50% manjkajocˇih vrednosti odstranili. Koncˇna
podatkovna zbirka vsebuje podatke 136 pacientov. Vsebuje 170 znacˇilk; 129
klinicˇnih, ki predstavljajo pogled P1 in 41 biolosˇkih, ki predstavljajo pogled
P2. V zbirki je 602 manjkajocˇih vrednosti.
5.3.2 Izvajanje metodologije
Najprej smo podatkovno zbirko pripravili z zamenjavo manjkajocˇih vredno-
sti. Uporabili smo zamenjavo s povprecˇenjem, kar pomeni, da smo manj-
kajocˇe vrednosti zamenjali s povprecˇnimi vrednostmi znacˇilk.
Predlagana metodologija vecˇlicˇnega grucˇenja z razlago kot vhodne para-
metre prejme pogleda P1 in P2 ter algoritem grucˇenja C(). S poskusˇanjem
razlicˇnih metod grucˇenja, smo najboljˇse rezultate dobili z uporabo algoritma
BIRCH [49] (glej str. 16) in sˇtevilom grucˇ 3. Za izbiro znacˇilk smo uporabili
mvReliefF-mh.
Slika 5.7 prikazuje postopek izbire znacˇilk z uporabo algoritma BIRCH
pri sˇtevilu grucˇ 3. Graf prikazuje ARI oceno ujemanja grucˇenj med pogledi
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glede za dano sˇtevilo znacˇilk. Najboljˇso ARI oceno 0.452 ujemanja grucˇenj
smo dobili pri 17 klinicˇnih in 19 biolosˇkih znacˇilkah. Zaradi relativno majh-
nega sˇtevila primerov (136) je stabilnost metod grucˇenja majhna. To vpliva
na stopnjo ujemanja grucˇenj, zato je z grafa razvidno mocˇno nihanje ocene
ARI. Vseeno pa lahko opazimo pozitiven trend ARI ocene na intervalu od
100 do 36 znacˇilk.
Slika 5.7: Izbira znacˇilk na zdruzˇeni ADNI podatkovni zbirki z uporabo
BIRCH in sˇtevilom grucˇ 3. Za izbiro znacˇilk smo uporabili mReliefF-mh.
ARI predstavlja oceno ujemanja grucˇenja na biolosˇkih podatkih in grucˇenja
na klinicˇnih podatkih.
Izbrane biolosˇke znacˇilke: CDRSB, MMSE, CDJUDGE, CDGLO-
BAL, MMSTATE, MMTRIALS, MMWATCH, MMWRITE, MMSCORE,
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Q2SCORE, Q6SCORE, Q9SCORE, Q10SCORE, Q11SCORE, Q12SCORE,
TOTSCORE, TOTAL13.
Izbrane biolosˇke znacˇilke: FDG, AngularLeftMAX, AngularLeftMEAN,
AngularLeftMEDIAN, AngularLeftMIN, AngularRightMAX, AngularRight-
MEAN, AngularRightMEDIAN, AngularRightMIN, CingulumPostBilateral-
MAX, CingulumPostBilateralMEAN, CingulumPostBilateralMEDIAN, Tem-
poralLeftMAX, TemporalLeftMEAN, TemporalLeftMEDIAN, TemporalLeft-
MIN, TemporalLeftMODE, TemporalRightMAX, TemporalRightMEDIAN.
Pomen posameznih znacˇilk je opisan v prilogi C.
V naslednji fazi smo s pomocˇjo ansambla dobili enotno grucˇenje na pod-
lagi grucˇenj, ki sta dosegli najboljˇso oceno ARI 0.452. Uporabili smo me-
todo CSPA, ki je opisana v razdelku 4.3. Deluje na principu enacˇbe (4.3), ki
skusˇa maksimirirati vsoto ujemanja posameznih grucˇ in novo nastale grucˇe
- ansambla. ARI ocena med grucˇenjem na biolosˇkih znacˇilkah in dobljenim
ansamblom je 0.92, ARI ocena med grucˇenjem na klinicˇnih znacˇilkah in an-
samblom je pa 0.52. To pomeni, da je ansambel uspesˇen, saj je podoben
obema grucˇenjema.
Ansambel grucˇenj vseh 136 pacientov deli v tri skupine A,B in C.
Skupina A vsebuje 42 pacientov. Izmed teh ima 29 diagnozo demenca,
10 diagnozo BKM do demenca in 3 pacienti diagnozo BKM . Iz porazde-
litve diagnoz pacientov v grucˇi lahko sklepamo, da grucˇa vecˇinoma vsebuje
paciente s tezˇko obliko bolezni.
Skupina B vsebuje 9 pacientov. Izmed teh ima 5 diagnozo BCM , le
eden pa diagnozo demenca. Ta skupina torej vecˇinoma vsebuje paciente z
blago kognitivno motnjo.
Skupina C vsebuje 85 pacientov. 60 jih ima diagnozo BCM , 11 dia-
gnozo demenca, 7 diagnozo normalno stanje do BCM , 6 diagnozo BCM
do demenca in eden diagnozo normalno do BCM . Skupina vecˇinoma vse-
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buje paciente z blago kognitivno motnjo, a vsebuje tudi nekaj pacientov z
demenco in nekaj z blago obliko bolezni.
Naslednji podrazdelek opisuje postopek vecˇopisne razlage dobljenih grucˇ.
5.3.3 Razlaga grucˇ pacientov
Za lazˇje razumevanje nastanka grucˇ in povezav znacˇilk med pogledi skusˇamo
dobljene grucˇe razlozˇiti posebej s klinicˇnimi znacˇilkami in posebej z biolosˇkimi
znacˇilkami z uporabo metod razlage prediktorjev. Uporabili smo odlocˇitvena
pravila, pridobljena z algoritmom RIPPER [7] in razlago prediktorjev s pozi-
tivnim oz. negativnim vplivom znacˇilk (Robnik-Sˇikonja in Kononenko, 2008).
Skusˇali smo razlozˇiti grucˇe ansambla A,B in C.
Pravila algoritma RIPPER so predstavljena v tabeli 5.3:
Tabela 5.3: Odlocˇitvena pravila algoritma RIPPER za razlago grucˇ pacientov
posebej z biolosˇkimi in posebej s klinicˇnimi znacˇilkami.
Grucˇa Biolosˇka razlaga Klinicˇna razlaga Sˇt. p.
A (FDG <= 5.39459) (90%) (TOTSCORE >= 25)
(80%)
42
B (FDG >= 6.98926)
(100%)
(CDRSB<= 1) IN (TOT-
SCORE <= 5)(100%)
ALI
(TOTSCORE <= 11)
IN (TOTSCORE>= 10)
(100%)
9
C (FDG >5.39459) IN
(FDG <6.98926) (99%)
Noben zgornji pogoj ni iz-
polnjen
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Podatki v oklepajih predstavljajo uspesˇnost odlocˇitvenega modela pri
opisu posamezne grucˇe s pravilom. Pravila se preverjajo zaporedno. To
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pomeni, da pri preverjanju pravila za skupino B zˇe predpostavljamo, da po-
goj za skupino A ni izpolnjen. V skupino C spadajo primeri, pri katerih
noben izmed zgornjih (A in B) pogojev ni bil izpolnjen. Pravilo biolosˇke
razlage skupine C je ekvivalentno negaciji pravil A in B.
Grucˇe smo razlozˇili tudi z metodo razlage prediktorjev (Robnik-Sˇikonja
in Kononenko, 2008). Ta nudi vizualni izris vpliva posameznih znacˇilk na
uvrstitev primerov v dolocˇeno skupino. Razlage lahko generiramo za posa-
mezne primere ali za celoten model. V prilogah najdemo vizualizacije vpliva
znacˇilk, ki vsako grucˇo opiˇsejo posebej z biolosˇkimi znacˇilkami in posebej s
klinicˇnimi znacˇilkami. V prilogi A najdemo razlage celotnega modela za opis
grucˇ in v prilogi B najdemo razlage za posamezne reprezentativne primere.
Iz razlage prediktorjev je razvidno, da izbrane znacˇilke dobro locˇujejo
dobljene grucˇe, tako so podatki statisticˇno smiselni. Ocena uporabnosti in
prakticˇne smiselnosti rezultatov je opisana v naslednjem podrazdelku, ki te-
melji na oceni strokovnjakinje s podrocˇja nevrologije.
5.3.4 Komentarji strokovnjakinje s podrocˇja nevrolo-
gije
Rezultate je ocenila strokovnjakinja s podrocˇja nevrologije, ki meni, da so
vecˇopisne definicije grucˇ ter povezave med (sicer zˇe znanimi) klinicˇnimi in
biolosˇkimi znacˇilkami smiselne. V nadaljevanju navajamo nekaj ugotovitev.
Skupina A je izrazˇena z visokimi vrednosti TOTSCORE in FDG < 5.39
in smiselno opisuje demenco Alzheimerjevega tipa.
Skupina C je izrazˇena s pravili 5, 39 ≤ FDG ≤ 6.99 in (TOTSCORE < 5
ali 10 ≤ TOTSCORE ≤ 11) in smiselno opisuje paciente tipa BKM (angl
mild cognitive disorder - MCI).
Zanimiva je skupina B, ki jo opisujeta znacˇilki FDG < 6, 99 in 11 <
TOTSCORE < 25, saj vsebuje paciente s t.i. predklinicˇno oz. presimp-
tomatsko demenco Alzheimerjevega tipa, kar bi bilo smiselno preveriti sˇe z
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dodatno analizo in z vkljucˇitvijo vecˇ biolosˇkih znacˇilk.
Nasˇe razlage bi bile prakticˇno bolj uporabne, cˇe bi vkljucˇevale vecˇ razlicˇnih
vrst biolosˇkih znacˇilk, saj je nasˇa metoda dosegla najboljˇse ujemanje grucˇenj
s samo eno vrsto biolosˇkih znacˇilk. Ta ugotovitev pomeni, da bi bilo nasˇo
metodologijo smiselno vkljucˇiti v sˇirsˇi sistem za odkrivanje znanja, ki bi pod-
piral interakcijo z eksperti in bi preference, ki izhajajo iz ujemanja pogledov
dopolnjeval z ekspertnim znanjem strokovnjakov.
Nazadnje je izpostavila, da bi bilo tovrstno metodologijo smiselno pre-
izkusiti na podatkovni zbirki, ki vkljucˇuje tudi zdrave paciente, saj naj bi
uspesˇna metoda v prvi fazi znala locˇevati zdrave in bolne paciente. Predpo-
stavlja, da bi bila skupina zdravih pacientov opisana s pravili FDG ≥ 6.9,
TOTSCORE < 9 in MMSCORE > 24. Taksˇno testiranje metodologije
smo izvedli v naslednjem podrazdelku na podatkovni zbirki z bolnimi in
zdravimi pacienti.
5.3.5 Locˇitev zdravih in bolnih pacientov
Za povecˇanje zaupanja v predlagano metodologijo smo v ADNI podatkovno
zbirko vkljucˇili tudi zdrave paciente, s predpostavko, da bo uspesˇna metoda
znala prepoznati skupino zdravih pacientov.
Ta podatkovna zbirka je vsebovala 221 (85 zdravih in 136 bolnih) paci-
entov in enake znacˇilke kot podatkovna zbirka opisana v podrazdelku 5.3.1.
Da bi proces poenostavili, smo uporabili sˇtevilo grucˇ 2 in dobili grucˇi, ki
ju oznacˇimo z A in B. Uporabljali smo isto metodologijo z istimi algoritmi,
kot v razdelku 5.3.2. Pri 37 biolosˇkih in 48 klinicˇnih znacˇilkah smo dosegli
najboljˇso ARI oceno 0.499.
Skupina A vsebuje 50 pacientov. Izmed teh ima 34 diagnozo demenca,
11 diagnozo BKM do demenca in 5 pacientov diagnozo BKM . Iz poraz-
delitve diagnoz pacientov v grucˇi lahko sklepamo, da grucˇa vsebuje bolne
paciente.
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Skupina B vsebuje 171 oseb. Izmed teh jih ima 85 diagnozo Normalno,
63 diagnozo BKM , 8 diagnozo Normalno do BKM , ostalih nekaj pacientov
pa spada v druge skupine. Iz porazdelitve diagnoz pacientov v grucˇi lahko
sklepamo, da grucˇa vsebuje zdrave in manj bolne paciente, saj so v grucˇi
prav vsi zdravi pacienti iz podatkovne zbirke. Porazdelitev tudi nakazuje, da
so blago bolni pacienti z izbranimi znacˇilkami tezˇko locˇljivi od zdravih oseb.
Dobljene grucˇe smo opisali z uporabo odlocˇitvenih pravil. Kljub temu,
da smo optimalno ujemanje grucˇenj dosegli pri 37 biolosˇkih in 48 klinicˇnih
znacˇilkah, smo dobljene grucˇe opisali le z znacˇilkami FDG, MMSCORE in
TOTSCORE v namen potrditve delovanja metodologije. Tabela 5.4 vsebuje
odlocˇitvena pravila dobljenih grucˇ.
Tabela 5.4: Odlocˇitvena pravila algoritma RIPPER za razlago grucˇ pacientov
posebej z biolosˇkimi in posebej s klinicˇnimi znacˇilkami.
Grucˇa Biolosˇka razlaga Klinicˇna razlaga Sˇt. p.
A (FDG <= 5.373) (TOTSCORE >= 14) IN
(MMSCORE <= 24)
50
B (FDG >5.373) (TOTSCORE <14) ALI
(MMSCORE >24)
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S tabele 5.4 je razvidno, da rezultati odlocˇitvenih pravil predpostavko
strokovnjakinje, da bo uspesˇna metoda nasˇla skupino zdravih pacientov s
FDG ≥ 6.9, TOTSCORE < 9 in MMSCORE > 24, delno potrjujejo. Za
skupino B zdravih (in manj bolnih) pacientov se vrednost pravila za MM-
SCORE popolnoma ujema s predpostavko. Vrednosti znacˇilk FDG in TOT-
SCORE od predpostavke odstopajo, a razmerja vrednosti (vecˇje ali manjˇse)
so prava. Rahlo odstopanje vrednosti gre verjetno pripisati dejstvu, da sku-
pina B vsebuje tudi rahlo bolne paciente.
Poskus potrjuje pravilno delovanje metodologije in vodi do zakljucˇka, da
bi bilo metodologijo smiselno uporabiti v obsˇirnejˇsi raziskavi, kjer bi bilo
ekspertno znanje vkljucˇeno zˇe v fazi nacˇrtovanja
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Sklepne ugotovitve
V nalogi predstavimo novo metodologijo vecˇlicˇnega grucˇenja z razlago. Vho-
dna parametra sta podatkovna zbirka, ki je opisana z enim ali vecˇ pogledi, in
algoritem grucˇenja. V prvi fazi metodologije skusˇamo izbrati taksˇne znacˇilke,
ki prispevajo k cˇim boljˇsemu ujemanju grucˇenj med pogledi. To dosezˇemo
z uporabo metode mvReliefF, ki favorizira znacˇilke, ki omogocˇajo uspesˇno
vecˇlicˇno grucˇenje. V drugi fazi s tehniko ansamblov zdruzˇimo dobljena
grucˇenja med pogledi in v tretji fazi razlozˇimo dobljene grucˇe na cˇloveku
razumljiv nacˇin posebej z znacˇilkami vsakega pogleda.
Pri empiricˇni evalvaciji metodologije sprva preizkusimo uspesˇnost na ume-
tnih podatkih. Generiramo jih tako, da so tezˇavni za ucˇenje z vecˇimi po-
gledi, in pokazˇemo, da metode izbire znacˇilk z enim pogledom problema ne
resˇujejo uspesˇno. Predlagana algoritma mvReliefF-md in mvReliefF-mdmh
se izkazˇeta za uspesˇni tehniki izbire znacˇilk z vecˇimi pogledi. V naslednji
fazi preverimo uspesˇnost predlagane metodologije kot tehnike grucˇenja. Na
podatkovni zbirki Handwritten digits iz repozitorija UCI izvedemo predla-
gano metodologijo in nasˇe rezultate ujemanja ansambla grucˇenj z dejan-
skimi vrednostmi primerjamo s sorodnim cˇlankom. Rezultati pokazˇejo, da
izbira znacˇilk z vecˇimi pogledi obcˇutno izboljˇsa uspesˇnost grucˇenja, saj so
dobljeni rezultati, glede na uporabljene mere, boljˇsi kot rezultati v primer-
janem cˇlanku. V tretjem koraku empiricˇne evalvacije izvedemo metodologijo
71
72 POGLAVJE 6. SKLEPNE UGOTOVITVE
na ADNI podatkih pacientov z Alzheimerjevo boleznijo. Ker ADNI vsebuje
locˇene podatke vecˇ raziskav pacientov z Alzheimerjevo boleznijo, smo pri-
pravili zdruzˇeno podatkovno bazo biolosˇkih (prvi pogled) in klinicˇnih (drugi
pogled) znacˇilk, ki vsebuje cˇim vecˇ preiskav s cˇim manj manjkajocˇimi vre-
dnostmi. Na zdruzˇeni zbirki smo s filtrirno-ovojno metodo izbire znacˇilk nasˇli
znacˇilke, s katerimi dobimo dobro ujemajocˇi se grucˇenji med pogledi z ARI
oceno ujemanja 0.452. Dobljeni grucˇenji zdruzˇimo z ansambelsko metodo
CSPA in dobljene grucˇe razlozˇimo z uporabo odlocˇitvenih pravil in z metodo
razlage prediktorjev posebej s klinicˇnimi znacˇilkami in posebej z biolosˇkimi
znacˇilkami. Vecˇopisne razlage grucˇ sluzˇijo kot cˇloveku razumljiva razlaga
grucˇ in omogocˇajo lazˇje razumevanje povezav med znacˇilkami v razlicˇnih
pogledih. Dobljene razlage prediktorjev smo posredovali strokovnjakinji na
podrocˇju nevrologije, ki je rezultate ocenila kot smiselne.
Kljub temu, da se je predlagana metodologija izkazala za uspesˇno, predla-
gamo vecˇ izboljˇsav. Predlagana filtrirno-ovojna metoda izbire znacˇilk v vsaki
fazi izvede grucˇenji posebej za vsak pogled, izracˇuna ujemanja med grucˇenji
ter z uporabo algoritma mvReliefF oceni znacˇilke. Najslabsˇo znacˇilko odstra-
nimo in proces ponavljamo do ustavitvenega pogoja, ko sta v vsakem pogledu
le sˇe dve znacˇilki. Nazadnje vrnemo podmnozˇici znacˇilk, pri katerih smo do-
bili najboljˇso oceno ujemanja grucˇenj med pogledi. Tovrsten princip je sicer
ucˇinkovit, a cˇasovno potraten, saj se (zaradi odstranjevanja le ene znacˇilke
v vsaki iteraciji) iste znacˇilke pri skoraj enakih razdelitvah grucˇ ocenjujejo
vecˇkrat. V nadaljnjih raziskavah bi bilo smiselno metodologijo nadgraditi z
uporabo optimizacijskih metod, ki bi same izbrale korak (sˇtevilo odstranjenih
znacˇilk v vsaki iteraciji) in tako izboljˇsale hitrost izvajanja.
Razlog, zakaj za ustavitveni pogoj pri filtrirno-ovojni metodi nismo upo-
rabili strozˇjega pogoja (na primer, ko se ARI ocena zacˇne manjˇsati), gre
pripisati dejstvu, da je ARI ocena v procesu izbire znacˇilk kljub vidnim tren-
dom narasˇcˇanja/padanja precej nemonotona. Tovrsten ustavitveni pogoj bi
algoritem verjetno pustil v lokalnem optimumu. V nadaljnjih raziskavah bi
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bilo smiselno najti ustreznejˇsi ustavitveni pogoj, ki ne preiˇscˇe celotnega pro-
stora, a se vseeno izogiba lokalnim optimumom.
Slabost rezultatov na podatkih ADNI je, da so skupine opisane s samo
eno vrsto biolosˇkih znacˇilk, saj je metoda izbire znacˇilk dosegla najboljˇse
ujemanje grucˇenj le pri znacˇilkah raziskave FDG-PET. V nadaljnjem delu bi
bilo v metodologijo smiselno vkljucˇiti mozˇnost lastne (vsiljene) izbire znacˇilk,
s katerimi bi zˇeleli opisati grucˇe. S tovrstno metodologijo bi lahko izdelali
interaktivno orodje za vecˇopisno razlago grucˇ podatkov.
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Dodatek A
Splosˇne razlage grucˇ pacientov
Spodnje slike vizualizirajo vpliv znacˇilk na uvrstitev primerov v grucˇe, ki smo
jih dobili z izvajanjem predlagane metodologije na ADNI podatkih. Vsaka
grucˇa je razlozˇena posebej z biolosˇkimi znacˇilkami (slike, ki se zacˇnejo z
”Model explanation for BIOLOGICAL”) in klinicˇnimi znacˇilkami (slike, ki
se zacˇnejo z ”Model explanation for CLINICAL”)
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method EXPLAIN, type WE
−4 −3 −2 −1 0 1 2 3
FDG
<=5.40
(5.40, 6.92]>6.92
AngularLMAX
(1.234, 1.560]AngularLMEAN
>1.364
AngularLMEDIAN
>1.389
AngularLMIN
>1.098
AngularRMAX
<=1.203
(1.203, 1.690]>1.690
AngularRMEAN
>1.383
AngularRMEDIAN
<=1.073
(1.149, 1.397]>1.397
AngularRMIN
>1.029
CingulumPostBMAX
>2.065
CingulumPostBMEAN
CingulumPostBMEDIAN
(1.534, 1.657]TemporalLMAX
<=1.152
(1.164, 1.383]>1.383
TemporalLMEAN
(1.049, 1.384]>1.384
TemporalLMEDIAN
<=1.058
(1.058, 1.391]>1.391
TemporalLMIN
TemporalLMODE
>1.191
TemporalRMAX
TemporalRMEDIAN
>1.432
Model explanation for BIOLOGICAL_A, RESULT = A
model: rf
attributes/values
method EXPLAIN, type WE
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
CDRSB
<=3.24
(3.49, 3.75]>3.75
MMSE
<=23.50
(23.50, 25.50]>25.50
CDJUDGE
<=0.57
>0.57
CDGLOBAL
<=0.59
MMSTATE
<=0.49
MMTRIALS
<=1.11
MMWATCH
>0.99
MMWRITE
<=0.47
MMSCORE
<=23.50
(23.50, 25.50]>25.50
Q2SCORE
Q6SCORE
<=0.50
Q9SCORE
<=0.50
Q10SCORE
<=0.50
Q11SCORE
<=1.50
>1.50
Q12SCORE
<=0.50
TOTSCORE
<=13.50
(13.50, 16.50]>16.50
TOTAL13
<=22.85
>26.50
Model explanation for CLINICAL_A, RESULT = A
model: rf
attributes/values
method EXPLAIN, type WE
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
FDG
<=5.40
(5.40, 6.92]>6.92
AngularLMAX
AngularLMEAN
<=1.055
(1.055, 1.065](1.065, 1.068]
AngularLMEDIAN
<=1.060
(1.060, 1.083](1.083, 1.084]
AngularLMIN
AngularRMAX
<=1.203
AngularRMEAN
<=1.066
(1.066, 1.383]AngularRMEDIAN
<=1.073
(1.073, 1.144](1.144, 1.149]
AngularRMIN
<=0.769
(0.769, 0.776](0.776, 0.783]
(0.783, 1.029]CingulumPostBMAX
CingulumPostBMEAN
CingulumPostBMEDIAN
TemporalLMAX
TemporalLMEAN
TemporalLMEDIAN
<=1.058
TemporalLMIN
TemporalLMODE
<=0.934
TemporalRMAX
TemporalRMEDIAN
Model explanation for BIOLOGICAL_B, RESULT = B
model: rf
attributes/values
method EXPLAIN, type WE
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6
CDRSB<=3.24
(3.24, 3.49](3.49, 3.75]
>3.75
MMSE<=23.50
(23.50, 25.50]CDJUDGE
>0.57
CDGLOBAL<=0.59
>0.59
MMSTATE<=0.49
(0.49, 0.99]>0.99
MMTRIALS<=1.11
(1.11, 1.61]>1.61
MMWATCH<=0.49
(0.49, 0.99]>0.99
MMWRITE
<=0.47
(0.47, 0.97]>0.97
MMSCORE<=23.50
(23.50, 25.50]Q2SCORE
<=2.50
>2.50
Q6SCORE<=0.50
>0.50
Q9SCORE<=0.50
>0.50
Q10SCORE<=0.50
>0.50
Q11SCORE<=1.50
>1.50
Q12SCORE<=0.50
>0.50
TOTSCORE<=13.50
(13.50, 16.50]>16.50
TOTAL13<=22.85
(22.85, 24.50](24.50, 26.50]
>26.50
Model explanation for CLINICAL_B, RESULT = B
model: rf
attributes/values
method EXPLAIN, type WE
−2 −1.5 −1 −0.5 0 0.5 1 1.5
FDG
<=5.40
(5.40, 6.92]>6.92
AngularLMAX
(1.231, 1.234](1.234, 1.560]
AngularLMEAN
(1.068, 1.364]>1.364
AngularLMEDIAN
(1.084, 1.389]>1.389
AngularLMIN
(0.870, 0.884](0.884, 0.885]
AngularRMAX
<=1.203
(1.203, 1.690]AngularRMEAN
<=1.066
(1.066, 1.383]>1.383
AngularRMEDIAN
<=1.073
(1.149, 1.397]AngularRMIN
>1.029
CingulumPostBMAX
<=1.291
(1.322, 1.329](1.369, 2.065]
CingulumPostBMEAN
CingulumPostBMEDIAN
(1.199, 1.204](1.229, 1.231]
TemporalLMAX
<=1.152
(1.164, 1.383]>1.383
TemporalLMEAN
<=1.049
(1.049, 1.384]TemporalLMEDIAN
<=1.058
(1.058, 1.391]TemporalLMIN
TemporalLMODE
(0.939, 1.191]TemporalRMAX
(1.179, 1.432]TemporalRMEDIAN
Model explanation for BIOLOGICAL_C, RESULT = C
model: rf
attributes/values
method EXPLAIN, type WE
−2 −1.5 −1 −0.5 0 0.5 1 1.5
CDRSB
<=3.24
(3.49, 3.75]
>3.75
MMSE
<=23.50
>25.50
CDJUDGE
<=0.57
>0.57
CDGLOBAL
>0.59
MMSTATE
MMTRIALS
MMWATCH
MMWRITE
MMSCORE
<=23.50
>25.50
Q2SCORE
Q6SCORE
Q9SCORE
Q10SCORE
Q11SCORE
>1.50
Q12SCORE
>0.50
TOTSCORE
<=13.50
(13.50, 16.50]
>16.50
TOTAL13
<=22.85
>26.50
Model explanation for CLINICAL_C, RESULT = C
model: rf
attributes/values
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Dodatek B
Razlage grucˇ pacientov za
posamezne primere
Spodnje slike za posamezne zanimive primere vizualizirajo vpliv znacˇilk na
uvrstitev primerov v grucˇe, ki smo jih dobili z izvajanjem predlagane meto-
dologije na ADNI podatkih. Vsaka grucˇa je razlozˇena posebej z biolosˇkimi
znacˇilkami (slike, ki se zacˇnejo z ”Explaining prediction for BIO”) in klinicˇnimi
znacˇilkami (slike, ki se zacˇnejo z ”Explaining prediction for CLINICAL”)
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method EXPLAIN, type WE
attribute valueattribute
−4 −3 −2 −1 0 1 2 3 4
FDG
AngularLMAX
AngularLMEAN
AngularLMEDIAN
AngularLMIN
AngularRMAX
AngularRMEAN
AngularRMEDIAN
AngularRMIN
CingulumPostBMAX
CingulumPostBMEAN
CingulumPostBMEDIAN
TemporalLMAX
TemporalLMEAN
TemporalLMEDIAN
TemporalLMIN
TemporalLMODE
TemporalRMAX
TemporalRMEDIAN
4.4
0.94
0.79
0.8
0.58
0.84
0.67
0.66
0.49
1.1
1
1
1.1
1
0.99
0.93
0.93
1
0.93
Explaining prediction for BIO INSTANCE FOR CLASS A, RESULT = A
instance: 19, model: rf
p(RESULT=A) = 0.95;  true RESULT=A
method EXPLAIN, type WE
attribute valueattribute
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
CDRSB
MMSE
CDJUDGE
CDGLOBAL
MMSTATE
MMTRIALS
MMWATCH
MMWRITE
MMSCORE
Q2SCORE
Q6SCORE
Q9SCORE
Q10SCORE
Q11SCORE
Q12SCORE
TOTSCORE
TOTAL13
6
13
1
1
1
1
1
1
13
1
1
1
0
2
2
34
47
Explaining prediction for CLINICAL INSTANCE FOR CLASS A, RESULT = A
instance: 4, model: rf
p(RESULT=A) = 0.90;  true RESULT=A
method EXPLAIN, type WE
attribute valueattribute
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
FDG
AngularLMAX
AngularLMEAN
AngularLMEDIAN
AngularLMIN
AngularRMAX
AngularRMEAN
AngularRMEDIAN
AngularRMIN
CingulumPostBMAX
CingulumPostBMEAN
CingulumPostBMEDIAN
TemporalLMAX
TemporalLMEAN
TemporalLMEDIAN
TemporalLMIN
TemporalLMODE
TemporalRMAX
TemporalRMEDIAN
7.4
1.7
1.6
1.6
1.1
1.7
1.5
1.5
1.2
1.7
1.5
1.5
1.6
1.5
1.5
1.4
1.4
1.5
1.4
Explaining prediction for BIO INSTANCE FOR CLASS B, RESULT = B
instance: 15, model: rf
p(RESULT=B) = 0.84;  true RESULT=B
method EXPLAIN, type WE
attribute valueattribute
−0.5 −0.3 −0.1 0 0.1 0.2 0.3 0.4 0.5
CDRSB
MMSE
CDJUDGE
CDGLOBAL
MMSTATE
MMTRIALS
MMWATCH
MMWRITE
MMSCORE
Q2SCORE
Q6SCORE
Q9SCORE
Q10SCORE
Q11SCORE
Q12SCORE
TOTSCORE
TOTAL13
1
26
0.5
0.5
1
1
1
1
26
0
0
0
0
1
1
10
18
Explaining prediction for CLINICAL INSTANCE FOR CLASS B, RESULT = B
instance: 33, model: rf
p(RESULT=B) = 0.16;  true RESULT=B
method EXPLAIN, type WE
attribute valueattribute
−3 −2 −1 0 1 2 3
FDG
AngularLMAX
AngularLMEAN
AngularLMEDIAN
AngularLMIN
AngularRMAX
AngularRMEAN
AngularRMEDIAN
AngularRMIN
CingulumPostBMAX
CingulumPostBMEAN
CingulumPostBMEDIAN
TemporalLMAX
TemporalLMEAN
TemporalLMEDIAN
TemporalLMIN
TemporalLMODE
TemporalRMAX
TemporalRMEDIAN
6.4
1.4
1.3
1.3
0.91
1.4
1.3
1.3
0.97
1.6
1.4
1.4
1.3
1.2
1.2
1.1
1.1
1.4
1.3
Explaining prediction for BIO INSTANCE FOR CLASS C, RESULT = C
instance: 41, model: rf
p(RESULT=C) = 0.97;  true RESULT=C
method EXPLAIN, type WE
attribute valueattribute
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
CDRSB
MMSE
CDJUDGE
CDGLOBAL
MMSTATE
MMTRIALS
MMWATCH
MMWRITE
MMSCORE
Q2SCORE
Q6SCORE
Q9SCORE
Q10SCORE
Q11SCORE
Q12SCORE
TOTSCORE
TOTAL13
1
26
0.5
0.5
1
1
1
1
26
0
0
0
0
1
0
15
22
Explaining prediction for CLINICAL INSTANCE FOR CLASS C, RESULT = C
instance: 13, model: rf
p(RESULT=C) = 0.86;  true RESULT=C
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DODATEK B. RAZLAGE GRUCˇ PACIENTOV ZA POSAMEZNE
PRIMERE
Dodatek C
Opis znacˇilk
Priloga vsebuje opis znacˇilk pridobljenih z izbiro znacˇilk na zdruzˇeni ADNI
podatkovni zbirki.
C.1 Klinicˇne znacˇilke
CDRSB Clinical Dementia Rating-Sum of the Boxes scale je klinicˇni test, ki
preverja kategorije: spomin, orientacija, odnosi, presoja, resˇevanje problemov
ter sposobnost opravljanja hobijev.
Vsaka kategorija se oceni od 0-3, kjer je 0 najboljˇsa in 3 najbolj kriticˇna
ocena. Cˇe ocene vseh kategorij sesˇtejemo, dobimo CDR sum of boxes (CDRSB),
ki ima vrednost najvecˇ 18 (6*3), kar je najbolj kriticˇen mozˇen rezultat.
CDJUDGE je del klinicˇnega testa Clinical Dementia Rating, ki preverja
presojo in resˇevanje problemov. 3 je najslabsˇa ocena in 0 najboljˇsa.
CDGLOBAL je ocena klinicˇnega testa Clinical Dementia Rating, ki
rezultat izracˇuna na podlagi utezˇenih rezultatov kategorij testa CDR.
MMSE je ocena klinicˇnega testa Mini–Mental State Examination (MMSE).
Tocˇke gredo od 0 do 30. Vecˇja ocena nakazuje boljˇse kognitivne sposobnosti.
MMSTATE je znacˇilka testa Mini–Mental State Examination (MMSE),
ki oznacˇuje pravilnost/nepravilnost odgovora na vprasˇanje ≫v kateri provinci
se nahajamo≪. Vrednost 1 je za pravilen odgovor, 0 za nepravilen.
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MMWATCH je znacˇilka testa Mini–Mental State Examination (MMSE),
ki oznacˇuje pravilnost/nepravilnost odgovora na vprasˇanje ≫kaj je to?≪, ko
s prstom pokazˇemo na rocˇno uro.
MMTRIALS je znacˇilka testa Mini–Mental State Examination (MMSE),
ki , kolikokrat je pacient ponovil 13. Znacˇilka je nerelevantna za namen raz-
iskave. Tudi pri vizualizaciji vpliva znacˇilk ne igra pomembne vloge.
MMWRITE je znacˇilka testa Mini–Mental State Examination (MMSE).
Od pacienta se zahteva, da na list papirja napiˇse poljuben stavek. Znacˇilka
ima vrednost 1, cˇe mu uspe, 0, cˇe ne.
MMSCORE je ocena klinicˇnega testa Mini–Mental State Examination
(MMSE). Tocˇke gredo od 0 do 30. Vecˇja ocena nakazuje boljˇse kognitivne
sposobnosti.
Q2SCORE je ocena 2. vprasˇanja klinicˇnega testa Alzheimer’s Disease
Assessment Scale-Cognitive (ADAS-Cog) – Commands, ki ocenjuje sposob-
nost sledenja ukazom. Na primer, od pacienta se zahteva, da s prstom pokazˇe
na strop. Vrednosti gredo od 0 do 5 (vecˇ je slabsˇe).
Q6SCORE je ocena 6. vprasˇanja klinicˇnega testa Alzheimer’s Dise-
ase Assessment Scale-Cognitive (ADAS-Cog) – Ideational Praxis, ki ocenjuje
sposobnosti opravljanja znanih, a kompleksnih opravil, kot je posˇiljanje pi-
sma. Pacient mora papir vstaviti v kuverto, jo zalepiti in jo nasloviti na svoj
naslov. Na koncu mora nalepiti znamko. Vrednosti gredo od 0 do 5 (vecˇ je
slabsˇe).
Q9SCORE je ocena 9. vprasˇanja klinicˇnega testa Alzheimer’s Disease
Assessment Scale-Cognitive (ADAS-Cog) – Remembering Test Instructions,
ki ocenjuje sposobnost ponovitve navodil, ki so bile pacientu razlozˇena ne
dolgo nazaj. Vrednosti gredo od 0 do 5 (vecˇ je slabsˇe).
Q10SCORE je ocena 10. vprasˇanja klinicˇnega testa Alzheimer’s Disease
Assessment Scale-Cognitive (ADAS-Cog) – Spoken Language, ki ocenjuje
sposobnost govora pacienta. Vrednosti gredo od 0 do 5 (vecˇ je slabsˇe).
Q11SCORE je ocena 11. vprasˇanja klinicˇnega testa Alzheimer’s Di-
sease Assessment Scale-Cognitive (ADAS-Cog) – Word finding, ki ocenjuje
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sposobnost uporabe ustreznih besed pri spontanem govoru. Vrednosti gredo
od 0 do 5 (vecˇ je slabsˇe).
Q12SCORE je ocena 12. vprasˇanja klinicˇnega testa Alzheimer’s Dise-
ase Assessment Scale-Cognitive (ADAS-Cog) – Comprehension, ki ocenjuje
sposobnost razumevanja govora. Vrednosti gredo od 0 do 5 (vecˇ je slabsˇe).
TOTSCORE je sesˇtevek ocen posameznih preizkusov klinicˇnega testa
Alzheimer’s Disease Assessment ScaleCognitive (ADAS-Cog). Vrednosti gredo
od 0 do 70. Vecˇje sˇtevilo, bolj kriticˇen je pacient.
TOTAL13 je sesˇtevek ocen posameznih preizkusov klinicˇnega variacije
testa ADAS - Alzheimer’s Disease Assessment Scale-Cognitive ( modified
ADAS-Cog). Ocene gredo od 0 do 85. Vecˇje sˇtevilo, bolj kriticˇen je pacient.
C.2 Biolosˇke znacˇilke
Metoda izbire znacˇilk je med biolosˇkimi znacˇilkami izbirala le znacˇilke FDG-
PET raziskave Berkeley FDG. Predstavljajo mediano (MEDIAN), modus
(MODE), najvecˇjo (MAX), najmanjˇso (MIN) in srednjo (MEAN) vrednost
fludeoksiglukoze z uporabo pozitronske emisijske tomografije za naslednjih
pet podrocˇij:
• Left Angular Gyrus
• Right Angular Gyrus
• Bilateral Posterior Cingular
• Left Inferior Temporal Gyrus
• Right Inferior Temporal Gyrus
Izbrane biolosˇke znacˇilke so: FDG, AngularLeftMAX, AngularLeft-
MEAN, AngularLeftMEDIAN, AngularLeftMIN, AngularRightMAX,
AngularRightMEAN, AngularRightMEDIAN, AngularRightMIN,
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CingulumPostBilateralMAX, CingulumPostBilateralMEAN, Cin-
gulumPostBilateralMEDIAN, TemporalLeftMAX, TemporalLeft-
MEAN, TemporalLeftMEDIAN, TemporalLeftMIN, TemporalLeft-
MODE, TemporalRightMAX, TemporalRightMEDIAN
Vse znacˇilke v imenu vsebujejo stran (L - left, R - right) in tip vredno-
sti (MEAN, MODE, ...). Izjema je znacˇilka FDG, ki predstavlja povprecˇno
vrednost vseh pet podrocˇij.
Primer razlage imena znacˇilke: AngularLMEAN predstavlja srednjo
(MEAN) vrednost s podrocˇja Left Angular Gyrus.
Dodatek D
Doprinos k odprtokodnim
knjizˇnicam za izbiro znacˇilk
Pri implementaciji predlagane metodologije smo za izvajanje obstojecˇih algo-
ritmov izbire znacˇilk uporabljali knjizˇnico scikit-feature [26]. Pri testiranju
izvajanja implementacije algoritma ReliefF smo opazili, da implementacija za
izbiro m nakljucˇnih primerov uporablja vzorcˇenje s ponavljanjem. Tako tudi
pri ucˇenju na vseh ucˇnih primerih (m = sˇtevilo primerov) nismo vedno dobili
istih rezultatov. Implementacija algoritma z vzorcˇenjem s ponavljanjem je
napacˇna, saj dopusˇcˇa mozˇnost, da so isti primeri vecˇkrat izbrani za ucˇenje.
Omenjeno napako smo popravili in popravek poslali na GitHub repozitorij
knjizˇnice, kjer je bil popravek potrjen in je prisoten v zadnji javno dostopni
razlicˇici knjizˇnice.
101
