In areas such as computer software and hardware, manufacturing systems, and transportation, engineers encounter networks with arbitrarily large numbers of isomorphic subprocesses. Parameterized systems provide a framework for modeling such networks. The analysis of parameterized systems is a challenge as some key properties such as nonblocking and deadlock-freedom are undecidable even for the case of a parameterized system with ring topology. In this paper, we introduce Parameterized-Chain Networks (PCN) for modeling of networks containing several linear parameterized segments. Since deadlock analysis is undecidable, to achieve a tractable subproblem we limit the behavior of subprocesses of the network using our previously developed mathematical notion 'weak invariant simulation.' We develop a dependency graph for analysis of PCN and show that partial and total deadlocks of the proposed PCN are characterized by full, consistent subgraphs of the dependency graph. We investigate deadlock in a traffic network as an illustrative example.
I. Introduction
A parameterized network is composed of arbitrary finite numbers of isomorphic subprocesses. Formally, such systems can be modeled as infinite families of finite-state systems.
They are a subclass of the so-called 'parameterized systems', whose models incorporate parameters with unspecified values [1] . In the case of parameterized networks, the parameter is the number of subprocesses in the network. Practical examples of parameterized networks include wireless sensor networks, transportation networks, manufacturing systems and subprocesses in operating systems. Parameterized models are particularly useful when the number of subprocesses is unknown, time-varying, or very large.
It is natural to ask how much analysis and control can be done independently of a specific parameter values. Unfortunately, key problems such as checking the nonblocking property for parameterized networks are generally undecidable [2] . Parameterized networks have received considerable attention in the model-checking literature [3] , [4] . Most recently, the authors of [5] seek to determine whether or not a given safety property holds for all instances of parameterized toroidal mesh networks under process symmetry assumptions.
Within control literature, the deadlock analysis of a class of parameterized networks was considered, where subsystems are identical and interact only via events that are shared with all other subsystems [6] . This requires the communication topology of network to be that of a graph-theoretic clique. In previous work [7] , the present authors introduced a novel mathematical tool, weak invariant simulation, to support deadlock analysis of parameterized networks. Although the deadlock-freedom property is generally undecidable in ring networks, weak invariant simulation relations was used to define a class of these networks in which all the reachable deadlocked states can be calculated [2] . In this paper, we consider Parameterized-Chain Networks (PCN) consisting of multiple linear parameterized segments together with a finite number of finite-state subprocesses having arbitrary structure.
In networks consisting of several subprocesses, nontrivial deadlocks often occur in the presence of a circular wait. When a circular wait occurs, the only available action of each subprocess requires a resource that is being held by another subprocess [8] , [9] . Graphtheoretic techniques are used to characterize such dependencies in finite-state systems [9] , [10] . Unfortunately, these techniques are not directly applicable to the analysis of parameterized networks.
In this paper, we characterize dependencies between subprocesses of any instances of a PCN by means of a single, finite dependency graph. In a preliminary form, the dependency graph was introduced in [11] , where it was conjectured it can be used to detect reachable partial deadlocks of a PCN. Here we prove that specific subgraphs of the dependency graph represent reachable generalized circular waits of instances of the PCN. We relate partial and total deadlocks of the PCN to these generalized circular waits. Specifically, we show that the existence of a generalized circular wait is a necessary condition for total deadlock and a sufficient condition for partial deadlock of all but an acyclic subgraph of a PCN. In some applications this yields a necessary and sufficient condition for total deadlock. We illustrate our proposed method by analysis of a traffic network.
Section II covers preliminaries. Section III introduces PCN and a running example of a train network. Section IV presents our deadlock analysis method. Section V expresses the main results of the paper: the deadlock analysis of PCN by computation of the set of reachable generalized circular waits using dependency graphs. Finally, Section VI summarizes the results.
II. Preliminaries

A. Graphs
For the purposes of this paper, a directed graph D is an ordered pair (V, A), where V is the node set and A is a set of ordered pairs of nodes called arcs. Considering an arc (u 1 , u 2 ), u 2 is a direct successor of u 1 , and u 1 is a direct predecessor of u 2 ; the arc is an incoming arc of u 2 and outgoing arc of u 1 . The number of incoming arcs to a node is called its indegree, and the number of outgoing arcs from a node is called the out-degree of that node.
A directed graph D is strongly connected if for every pair u, v ∈ V , D contains sequences of arcs linking u to v. A closed walk is a sequence of nodes starting and ending at the same node, with each two consecutive nodes in the sequence adjacent to each other in the graph.
A simple circuit is a closed walk with no repetitions of nodes, other than the repetition of the starting and ending node. For more on graph theory, see [12] .
B. Discrete event systems basics
One of the conventional ways of presenting a DES employs generators [13] . In this paper, the terms (sub)processes and generators are used interchangeably. A nondeterministic generator is formally defined as a 4-tuple G = (X, Σ, ξ, x 0 ), where X is a state set, Σ a finite alphabet representing a finite event set, ξ : X × Σ → 2 X is a transition function (where 2 X is the power set of X), and x 0 an initial state. 1 When ξ(x, σ) = ∅ we say that the transition ξ(x, σ) is defined or enabled. We denote by Σ + the set of all nonempty finite strings of events in Σ, and Σ * = Σ + ∪ {ǫ}, where ǫ denotes the empty string (the identity element for string concatenation). The transition function extends to ξ : X × Σ * → 2 X in a standard manner [13] . A shared event between two generators is an event that is enabled from states of these generators. It can occur if both of the generators are in states that allow the shared event: transitions labeled by a shared event occur simultaneously in generators 1 We write 0 as a superscript because we reserve subscripts on state symbols to represent components of tuples of states. 
∅, otherwise.
The definition extends naturally to M ≥ 2 generators.
The natural projection [13] is defined as PΣ : Σ * →Σ * , such that
ǫ, if α / ∈Σ;
PΣ(sα) = PΣ(s)PΣ(α)
, for all s ∈ Σ * , α ∈ Σ.
For a synchronous product
, M ∈ N, and a shared event σ i of subprocess
The set of such companion states is χ j (σ i ) [2] .
C. Weak invariant simulation
We first define weak simulation and then weak invariant simulation. Consider generators
, and a natural projection PΣ : Σ * →Σ * withΣ ⊆ Σ,
Definition 1. [14]
A weak simulation of G 2 by G 1 with respect toΣ is a binary relation WS ⊆ X 1 × X 2 between states of the two generators G 1 and G 2 such that for each ( 
For more on weak invariant simulation, see [7] , [2] .
III. The network model
A. An illustrative example: traffic network
Before we present our framework, we bring in a running example. Consider the train traffic network of Figure 1 (a) with two intersections and three routes with arbitrary lengths. In PCN modeling of this network, intersections are distinguished subprocesses (their structure is dissimilar to the rest of the network) and routes are parameterized segments. We assume that each train entering the network consists of two cars; hence a train occupies two spaces of each route (one for each car). Each intersection will accommodate exactly one train at a time; no new train is allowed in the intersection until the previous one completely leaves.
Other interesting variants of this problem can be obtained by considering more complex network structures and trains with different numbers of cars.
In the traffic network of Figure 1 (a), trains enter the network from intersection one and continue to the main route. When a train arrives at intersection two, it decides to leave the network or to turn onto one of the branches. Consider an instance of the network where the main, top, and bottom routes have lengths 20, 12, and 17 respectively. We model the last two spaces of the top and bottom routes by distinguished subprocesses; therefore the parameterized segments R ′ , and R ′′ respectively contain 10 and 15 subprocesses in this instance of the network (see Figure 1 (b),(c)). We will present the deadlock analysis of the parameterized network, where the routes have arbitrary lengths, after the description of our results.
B. Linear parameterized discrete event systems
For the purposes of this paper, a Parameterized Discrete Event System(PDES) P is an infinite set of synchronous products of M isomorphic finite-state subprocesses, where M ranges over the set of natural numbers greater than two. Formally,
where
.., and M is the unspecified parameter. We are particularly interested in PDES with linear topology. PDES P has linear topology if for any member
P i ∈ P , subprocess P i , 1 < i < M , has events shared only with both P i−1
and P i+1 , and P 1 and P M respectively have events shared only with P 2 and P M −1 .
We assume all subprocesses have the same state set X s and instantiated from a template subprocess P n in the following manner. Let P n = (X n , Σ n , ξ n , x 0 n ), and assume all event symbols in Σ n have either n or n + 1 as indices. Define instance P i for any i ∈ N, by replacing the index n (respectively n + 1) with i (respectively i + 1), and defining ξ i such that for all x ∈ X s and σ n ∈ Σ n (respectively 
C. Parameterized-chain networks
A PCN is a strongly connected, finite, directed graph whose nodes are partitioned into distinguished nodes and parameterized nodes. The former, represented graphically as squares, will denote distinguished subprocesses, and the latter, represented as circles, will denote linear PDES that are subnetworks of the overall system. Distinguished nodes are finitestate subprocesses that can have a structure distinct from those of other subprocesses. Each parameterized node is the template finite-state subprocess for the linear PDES that the node denotes. All parameterized nodes have an in-degree and an out-degree of one. We assume that the state sets corresponding to subprocesses associated with different nodes are disjoint. We denote the (distinguished) nodes with in-degree larger than one input nodes, and the nodes with out-degree larger than one output nodes. We make the following structural assumptions on the PCN: it has a single input node, the input node is not an output node, and output nodes are not direct successors or direct predecessors of the input node. See Figure 2 (c)).
Any two nodes of an instance that are connected by a single arc are called neighbors. Subprocesses have common shared events only if they are neighbors. We assume that each event symbol is at most shared between two subprocesses. The term input (output) subprocess in an instance refers to an input (output) node.
Each subgraph of a PCN instance corresponds to a generator obtained by the synchronous product of all subprocesses in that subgraph. We will not distinguish between a subgraph of an instance and its corresponding generator.
D. Assumptions on a PCN
Checking existence of deadlock in a parameterized network is undecidable even for the case of a parameterized network with ring topology [2] . In this paper, we consider parameterizedchain networks consisting of several parameterized segments as well as distinguished subprocesses with a more general topology. Thus, in order to characterize a tractable subproblem, we impose some restrictions on PCN. The following assumptions are expressed for any instance of a PCN; however the satisfaction of these assumptions for any instance implies their satisfaction in all instances (See Remark 3 of [2] ).
First, we set mild assumptions on all subprocesses of all instances of the PCN (assumptions (1-3) below). Then we restrict the input subprocess by (4) (5) and output subprocesses by (6) .
Consider any instance of a PCN. Let G i and G i+1 be two arbitrary neighboring sub-
We assume the following:
where V i+1 is a weak invariant simulation of
Assumption (1) is a condition on the structure of individual subprocess G i , while assumptions (2) and (3) workpiece from its direct predecessor neighbor. In the traffic network example of Figure 1 , where routes are modeled as linear parameterized segments, this assumption implies a space in a route eventually receives train cars from the previous space (see the modeling of Figure   2 (b)).
To make the analysis tractable, we now restrict the structure of the input and output subprocesses. Consider an arbitrary instance of a PCN. Let G 1 be the unique input subprocess of an instance, and G 2 be its direct successor subprocess, and G N be any of its direct predecessors in the instance. Let
where R is the state set of synchronous product G can always provide resources requested by G 2 . Note that this assumption is stronger than (3) and further reinforces the directionality of the network. Although this assumption on the unique input node is relatively strong, it is a natural assumption for some networks.
For example in a manufacturing pipeline, this assumption implies an inexhaustible source of workpieces entering the pipeline. In the traffic network example of Figure 1 , it implies possible entrance of a train into the traffic network at any time. This assumption is used to establish reachability of the generalized circular waits that we compute below. If it is relaxed, the method may compute some generalized circular waits that are in fact unreachable. This may represent a useful compromise for purposes of control synthesis, where at worst it will lead to a control policy that is more restrictive than strictly necessary.
Let G j be an arbitrary output subprocess in an instance of a PCN, G j+1 be any of its direct successor subprocesses and G j−1 be its predecessor subprocess. For any such G j−1 ,
where Q j+1 is a weak invariant simulation of
Assumption (6) determines how output subprocess G j interacts with its direct successor subprocesses in any instance of the PCN. This assumption expresses that output subprocess G j , from its initial state, can reach companion states of events shared between G j and G j+1 via a string that contains no event shared with its other direct successor subprocesses (different from G j+1 ). However, the simulation relation Q j+1 need not hold after G j executes an event shared with other direct successor subprocesses. In other words, as long as G j executes no event shared with its direct successor subprocesses other than G j+1 , execution of events shared between G j and G j+1 is not blocked by its other direct successor subprocesses.
However, subprocess G j may execute a shared event with the rest of the network at any time, after which the simulation relation need not hold. In the traffic network example of Figure   1 , R ′ 1 and R ′′ 1 are the direct successors of output subprocess I 2 . In this example assumption (6) means that the first space of each route can expect to receive the second car of the train after receiving the first one.
IV. The deadlock analysis
In the present section we characterize a generalized version of reachable circular waits among subprocesses of any instance of a PCN. Specifically, we define for any PCN a dependency graph on states of subprocesses, and define 'full, consistent' subgraphs of the dependency graph as a tool for detection of partial and total deadlocks of PCN instances.
Partial and total deadlocks in an instance of a PCN are formally defined below.
Definition 3. Let X
′ be the state set of a subgraph of a PCN instance (that is, the Cartesian product of the state sets of these subprocesses); then x ∈ X ′ is a partial deadlock of that PCN instance if under synchronization with the rest of the network, subprocesses of the subgraph can reach state x, but no transition is possible from that state. A partial deadlock is a total deadlock if the subgraph is the entire instance. An instance of a PCN is deadlock-free if it has no total deadlock.
A. Cycles and isolated cycles
In order to locate reachable circular waits among the subprocesses, we initially focus on the individual 'cycles' of instances of a PCN. For the purpose of our analysis, we disable certain transitions of input and output subprocesses to yield a subgraph with ring structure.
The next operation will be used to restrict the transitions of subprocesses.
Definition 4. For a given generator
is the restriction of the generator to a transition functionξ :
and is formed by erasing transitions with events that belong to the set Σ i \ ∆ i , and unreachable states. Formally, G i (
Note that the above operation does not alter the alphabet of G i ; it merely prevents the occurrence of any events in Σ i \ ∆ i by altering the transition function of the generator.
Next, we define a cycle and an isolated cycle of a PCN. These notions are defined with reference to an instance (not the PCN itself). When we refer to a cycle or isolated cycle with N subprocesses, terms i + j and i − j are calculated using modulo-N arithmetic over the complete residue system {1, 2, ..., N }.
G i of an instance of a PCN is the synchronous product of N subprocesses of a simple circuit in an instance, with the respective distinct subprocesses relabeled from G 1 to G N in the direction of the arcs, starting with the input subprocess.
(Note that any simple circuit in an instance must include the unique input node.) Let 
B. Forward dependency property
Here we define a forward dependency property based on synchronous products of neigh- 
A state 
where J is the index set of output subprocesses of G N . Execution of these shared events may break the circular wait within the cycle. Therefore, the existence of a circular wait in an isolated cycle of the network need not cause a partial deadlock. We introduce the dependency graph below to identify generalized circular waits among multiple cycles of the network which cause a partial deadlock.
C. The dependency graph
Define the binary relation Depend to be the set of all forward-dependent state pairs in any isolated cycle in any instance. The dependency graph is based on this relation: its nodes are exactly those states that belong to any pair in Depend; its arcs are precisely the elements of Depend.
Note that the relation Depend can be computed by considering a single, arbitrary instance.
The state sets of all subprocesses in any parameterized segment are the same and these subprocesses are isomorphic. Therefore the forward-dependent pairs in any two neighboring subprocesses (except the last two) in a parameterized segment are the same. Consequently, any instance includes all of the pertinent local structure that appears in any cycle of any other instance. Hence the dependency graph can be constructed based on an instance of minimal size (where each parameterized node is replaced by a linear PDES with three subprocesses). 3, the loop between nodes f R andf R is not a consistent subgraph because it does not include the input node. Accordingly, it does not correspond to a circular wait. Indeed it represents only parameterized segment R in which all subprocesses are alternating in state f andf (note that the state sets of all subprocesses of the linear parameterized segment are the same). The second condition of consistency is that the dependency graph does not include two states for the same distinguished subprocess (obviously a subprocess cannot be in two states simultaneously). In the dependency graph of Figure 3 
D. Deadlock detection
As mentioned earlier, forward-dependent states of isolated cycles that form the dependency graph need not represent partial deadlocks of an instance of a PCN. To establish a relationship between the dependency graph and reachable total and partial deadlocks, we now define the full subgraphs of the dependency graph. This property deals with the issue of output subprocesses in deadlock analysis: a state of an output subprocess may have events shared with different direct successor subprocesses. In order to prevent execution of these shared events, states of all direct successors must be included in a suitably generalized circular wait. Therefore a corresponding subgraph of the dependency graph has to include branches that correspond to each of these direct successors.
Definition 8.
A subgraph of a dependency graph is full if, for any state x j of any output subprocess G j , and any direct successor G j+1 of G j , if an event shared with G j+1 is enabled from x j in G j , then the subgraph contains exactly one arc (x j , x j+1 ) where x j+1 is a state of G j+1 .
All consistent subgraphs of the dependency graph of the traffic network example are also full. Figure 3 parts (b) and (c) show two of these full, consistent subgraphs. The relationship between full, consistent subgraphs of the dependency graph and deadlocks in PCN is described below.
Cycle number one Cycle number two Fig. 4 . A GPDES instance containing a single output subprocess.
V. Main results
To aid readability and avoid cumbersome notation, we first consider the particular network structure of Figure 4 and carry out the deadlock analysis (Theorem 1). We then use the results of this analysis for development of a deadlock analysis method for a general GPDES is a forward-dependent state, by (7) β must be a shared event. Let i, We first show that state x belongs to the subset X d of Definition 6. Because x is a reachable state, for all i,
where R i is the state set of the synchronous product
. We next show that for all i, any events enabled from x i in G i must belong to Σ i ∩ Σ i+1 .
To do so, we prove that (x j , x j+1 ) ∈ Q j+1 , where Q j+1 is a weak invariant simulation w.r.t Σ S j \Σ j−1 . According to (1) , there must exist an event enabled from x j . By assumption there is no event enabled from x j that is local or shared with P j+1 . By Proposition 1, (
If l j−1 has no events shared with G j−2 , then σ j−1 can be executed, a contradiction. For the case l j−1 contains shared events with G j−2 , by Lemma 1 (because G j−1 =Ĝ j−1 ), these shared events can be executed. Therefore the only events defined from x j are shared with G j+1 . But this means that (x j , x j+1 ) cannot belong to any weak invariant simulation w.r.t Σ S j \ Σ j−1 . According to Proposition 4, we must have
where Q j+1 is a weak invariant simulation w.r. enabled from x 1 in G 1 . By (4) 
Since s i ∈ Σ * i , s i−1 contains no event shared with P i . By (2), the companion state of σ in G i−1 is unique; therefore x i−1 is reachable inĜ i−1 via s i−1 . By (10) ,
Therefore (x i−1 , x i ) ∈R i . Now for i = j or i = 1, by (1) and (2), there exist σ 
Part (b):
We assume that x and y are components of a (putative) state represented by a full, consistent subgraph of D, and show that they are components of a total deadlock (x 1 to x j are the same as y 1 to y j ). By Proposition 5(c) states x and y are forward-dependent states of cycles numbers one and two respectively; by Proposition 5(b) some events α ∈ Σ j+1
and β ∈ Σ P j+1 are enabled from x j in G j . Furthermore, by the forward-dependency property no local events or events in Σ j−1 are enabled from x j . For simplicity, assume that α and β are the only events enabled from x j in G j . Event β is shared with P j+1 , and P j+1 to P M are in states y j to y M . Since y is a forward-dependent state, the only events enabled from y k , 1 < k < j and j + 1 ≤ k ≤ M , are shared with the respective neighbors of 'larger' index. This means that the only shared event enabled from y M is shared with G 1 .
By forward dependency and (4), the only shared event enabled from y 1 is shared with G 2 .
This forms a circular wait. Therefore no event other than α can occur from state y. By the same argument, no event other than β can occur from state x. Therefore, if the putative state with components x and y is reachable, then it is a total deadlock. represented by a full, consistent subgraph of the dependency graph of G.
Proof. (Part (a)) We first show that such a state (if reachable) is a partial deadlock, then
we show its reachability. The proof of this part is similar to that of Theorem 1(b). Let x be a state represented by S . Since S is consistent, it is strongly connected. Therefore any subgraph of an instance of which x is a state must also be strongly connected. Let x j be the (unique) state of an output subprocess G j represented by S . By fullness the instance subgraph must include any direct successor G j+1 of G j (provided that an event shared with
Because S is a subgraph of the dependency graph, no subprocess of the instance subgraph can execute until one of its direct successors does. By strong connectedness of the instance subgraph, this can never happen. Therefore x is in a generalized circular wait and consequently deadlocked.
To show reachability of states represented by S , assume that x is such a state. We show that x is reachable in G. The proof is by induction on the structure of this subgraph. Since S is consistent, it contains a cycle that includes the input node. LetŜ be such a subgraph.
If no state of any output subprocess of cycle number one has an event enabled from it that is shared with a direct successor for which there is no state inŜ , thenŜ is full.
Otherwise, let G j+1 be a direct successor of G j not belonging to cycle number one such that an event shared between G j+1 and G j is enabled from x j . This means that two different events are defined from x j , shared with two different direct successors of G j . By Proposition 7, there exists a string r ∈ Σ * j containing only local events and events shared with G j−1 such that x j ∈ ξ j (x 0 j , r). Therefore by (6) Any events that can be executed within an instance whose state includes such a partial deadlock are therefore necessarily restricted to an acyclic subgraph of the instance that does not include the input node. Such behavior would arguably be considered undesirable or pathological in many applications (In our traffic network example, this amounts to trains continually moving back and forth along one of the routes). In such cases, Theorem 1 provides a necessary and sufficient condition for the existence of a reachable total deadlock.
Consider the traffic network example. The dependency graph (Figure 3(a) ) of this PCN has four full consistent subgraphs that represent states if its instances. Figure 3 parts (b) and (c) shows two of these subgraphs that represent states of the top loop of the network.
Full, consistent subgraphs of this dependency graph represent states of instances of the PCN with odd numbers of spaces in the top or bottom routes (See Remark 3). According to Theorem 2(a) these states are partial deadlocks of the traffic network. In fact, this is one of those cases in which events cannot occur indefinitely in an acyclic subgraph of an instance that does not include the input node. Therefore, when the network is in these states, it will eventually enter a total deadlock. According to Theorem 2(b) the network is free of total deadlock if the lengths of the top and bottom routes are both even.
VI. Conclusion
The deadlock analysis of a parameterized-chain discrete event network was addressed in this paper. We developed the dependency graph to cover possible interaction scenarios and to verify the potential occurrence of generalized circular waits as formalized via the notion of full, consistent subgraphs of the dependency graph.
We showed that the existence of such a circular wait is a necessary condition for the existence of a reachable total deadlock of an instance of the network, and a sufficient condition for the existence of a reachable partial deadlock that includes the unique 'input' subprocess of the network. Under such a partial deadlock, executable events are confined to an acyclic subgraph that does not contain the input subprocess. In applications in which such behavior cannot occur, the necessary condition for total deadlock becomes a sufficient one. We emphasize that this work relates to parameterized networks -that is, to infinite families of finite-state network instances. Thus, the total state set under consideration is infinite.
Bherer et al. have proposed a control synthesis procedure for parameterized networks [15] without addressing blocking issues. Our long-term goal is to develop nonblocking supervisor synthesis methods for tractable subclasses of parameterized networks.
expresses that under synchronization of shared events, a weak invariant simulation of G i by G i−1 with respect to shared events between them is preserved.
Proposition 1. [2] Consider two arbitrary generators
where V i+1 is a weak invariant simulation relation of
We imposed restrictions on input and output subprocesses of each cycle by (4-6). The next proposition expresses two properties of input and output subprocesses.
Part (a) of the proposition expresses that whenever states of two neighbors in a cycle are in the weak invariant simulation relation of assumption (6), then these states belong to another weak invariant simulation relation in the isolated cycle; however, part (b) indicates that assumption (5) is essentially preserved for the restricted subprocesses of the isolated cycle.
Proposition 2. Consider a cycle G N and an isolated cycleĜ N .
(a) Let j ∈ J, where J is the index set of output subprocesses of G N , and let Q j+1 be a weak invariant simulation of G j+1 by G j w.r.t. Σ S j \ Σ j−1 . Then the restriction of Q j+1
to pairs of states ofĜ j andĜ j+1 is a weak invariant simulation ofĜ j+1 byĜ j w.r.t.
(b) LetR be the state set of the synchronous productĜ 1 Ĝ 2 . For all (
whereŴ is a weak invariant simulation ofĜ 2 byĜ 1 w.r.t. all shared events of G 1 .
, by the definition of weak invariant simulation, for any
and for any x
Therefore by (13) , l j contains no event shared with any other direct successor of G j in an instance; thereforeξ j (x j , l j ) = ∅ and P Σ S j \Σ j−1 (l j ) = P Σ j ∩Σ j+1 (l j ). By (13) and (14),
) is also member of Q j+1 , we conclude that the restriction of Q j+1 to pairs of states ofĜ j andĜ j+1 is a suitableV j+1 .
(Part(b)) By the fact thatR ⊆ R, where R is the state set of the synchronous product G 1 G 2 and the definition of weak invariant simulation. Details are omitted due to similarity to proof of part(a).
The following proposition expresses that state set of synchronous product of any two neighboring subprocess in an isolated cycle are in weak invariant simulation w.r.t. shared events between them. For all (x i , x i+1 ) ∈R i + 1, whereR i+1 is the state set of synchronous productĜ i Ĝ i+1 ,
where V ′ i+1 is a weak invariant simulation ofĜ i+1 byĜ i w.r.t. Σ i ∩ Σ i+1 . 
Proof. By assumption, (x
Proof.Ĝ N has the topology of a ring network. Let x ∈ X be a global state such that for some i = 1 and
According to Proposition 3, (
is a weak invariant simulation of G i+1 byĜ i w.r.t. Σ i ∩Σ i+1 . Therefore by (17) and the definition of weak invariant simulation, there exists a string we will show that (16) holds for k + 1. Suppose that for some event
Then by the same reasoning as above, there exists a string 
Thus the set of shared events of G j that are not shared with G j−1 is Σ S j \ Σ j−1 , where Σ S j is the set of shared events of G j .
Let s label a path from the initial state of the instance of the PCN to state x. If string s has no event that belongs to Σ S j \ Σ j−1 , the desired property holds, by (6) and the definition of weak invariant simulation. In case the string s contains an event in Σ S j \ Σ j−1 , let σ be the last such shared event symbol in s. Let G j+1 be the direct successor of G j that shares event σ with G j . Assume rσ is the longest prefix of s ending in σ, and r j+1 is the projection of r onto the alphabet of G j+1 . Then χ j+1 (σ) ∈ ξ j+1 (x 0 j+1 , r j+1 ), where χ j+1 (σ) is the unique companion state of σ in G j+1 (uniqueness is by (2)). By (6) . Therefore by (6) and the definition of weak invariant simulation,
where Q j+1 is the weak invariant simulation of
(b) By (1) and the fact that G j and G j+1 share events, there exists a string l j+1 ∈ Σ * j+1 such that ξ j+1 (x j+1 , l j+1 ) = ∅ and P Σ j (l j+1 ) = ǫ. Therefore by (18), there must exist a
. By definition of forward-dependence, there is no local event enabled from x j , therefore the first event of l j is in Σ j ∩ Σ j+1 .
(c) In order for x to be a forward dependent state of G N , we have to show the reachability of (x 1 , x 2 ) inĜ 1 Ĝ 2 and (x j−1 , x j ) inĜ j−1 Ĝ j , for j ≤ J. Note that only input and output subprocesses are affected by isolation of a cycle. Therefore, we only have to show the reachability of (
. Therefore k j contains no event shared with the rest of the direct successors of G j .
On the other hand, by construction of the dependency graph, the pair (x j−2 , x j−1 ) is also forward-dependent within some isolated cycle. Therefore, the only events enabled from 
To show the reachability of (x 1 , x 2 ) inĜ 1 Ĝ 2 , note that because (x N , x 1 ) belongs to the dependency graph, the only events enabled from x 1 inĜ 1 are shared with G 2 (note that by (1) some such event exists). By (4), there is no other shared event enabled from x 1 in G 1 . For simplicity assume that α 1 ∈ Σ 1 ∩ Σ 2 is the only event enabled from x 1 . By (5), 
Then again, x is a reachable state inĜ N , so (x k−1 , x k ) ∈R k , whereR k is the state set of synchronous productĜ k−1 Ĝ k . Therefore, by (19) and Proposition 3, (
By assumption (1) of the network and the definition of X d , there exists a shared event
The pair ( 
On the other hand, because β k−1 is accessible from x k via a string in (Σ k \ Σ k−1 ) * , and
Therefore by assumption (2) of the network and (21), there exists a
However, such an l k−1 may contain events shared withĜ k−2 . According to Lemma 1, for global string l ∈ (Σ \ (
Now, using the above proposition, the next lemma shows that any state in the state set of a cycle of our proposed network that satisfies forward-dependency property of Definition 6 is reachable within the isolated cycle, and hence in the global PCN. Proof. The transitions and weak invariant simulations that appear in this part of the proof are shown in Figure 5 . Consider an arbitrary
Therefore by (3) and Proposition 3, we have
where V i is a weak invariant simulation w.r.t. Σ i−1 ∩ Σ i . By (5) and reachability of (
where W 2 is a weak invariant simulation w.r.t. Σ S 1 .
According to the definition of isolated cycleĜ N , the only subprocesses affected by isolation are G 1 and G j , j ∈ J, where J is the index set of output subprocesses. 
; therefore by the definition of weak invariant simulation there exists string The next proposition expresses that in any reachable state of an instance of a PCN satisfying (1-6), for any state x j of output subprocess G j , if the only events enabled from x j are shared with direct successors of G j and at least two events shared with direct successors of G j are enabled from x j , then state x j is reachable in G j by a string containing only local events and events shared with its direct predecessor.
Proposition 7.
Consider an instance of a PCN satisfying (1-6). Let G j be an output subprocess, G j−1 be its direct predecessor. Consider a reachable state of the PCN instance.
In this reachable state, let x j be a state of G j . Assume the only events enabled from x j are shared with direct successors of G j and at least two events shared with direct successors of G j are enabled from x j . Then there exists a string r ∈ Σ * j containing only local events and events shared with G j−1 such that x j ∈ ξ j (x 0 j , r).
Proof. Assume events α and β are enabled from x j in G j , respectively shared with G j+1 and P j+1 (two direct successors of G j ). Let G k = (X k , Σ k , ξ k , x 0 k ), k = j − 1, j, j + 1, and P j+1 = (Y j+1 , Σ P j+1 , ξ P j+1 , y 0 j+1 ) and x j+1 and y j+1 be states of G j+1 , and P j+1 in the reachable state.
By (1) , and the fact that α is shared with G j+1 , there exists a string s j+1 ∈ (Σ j+1 ) * such that ξ j+1 (x 0 j+1 , s j+1 α) = ∅. If s j+1 contains no event shared with G j , then by (6) and (2) such string r exists. Therefore we assume every such s j+1 contains an event γ ∈ Σ j ∩ Σ j+1 .
Similarly, assume any path from x 0 P j+1 to χ P j+1 (β) contains an event δ ∈ Σ j ∩Σ P j+1 (see Figure   6 .) By assumption, x j , x j+1 and y j+1 are simultaneously reachable in the PCN instance.
Therefore, there must exist a string l ∈ Σ * j such that x j ∈ ξ j (x 0 j , l) and l contains local events and suitable events γ and δ (for the case that l contains multiple events shared with the direct successors of G j , the proof is similar). String s j+1 is enabled from x 0 j+1 in G j+1 ; therefore by (6) there must exist a path from x 0 j to x j that contains δ but no event in Σ j ∩ Σ P j+1 (does not contain γ). With similar reasoning for P j+1 , there must exist a path from x 0 j to x j that contains δ but no event in Σ j ∩ Σ j+1 (hence does not contain γ). Since by (2) companion states of shared events γ and δ are unique in G j , there exists a string from x 0 j to x j that contains no event in Σ j ∩ Σ j+1 or Σ j ∩ Σ P j+1 . This is demonstrated in Figure 6 . Consider the state labellings of this figure for the rest of the proof. By (6) , (x 0 j , x 0 j+1 ) ∈ Q j+1 . Therefore by the definition of weak invariant simulation, pair (3, x j+1 ) ∈ Q j+1 . Since the transition between states 3 and 1 consists only of local events and events shared with G j−1 , therefore (1, x j+1 ) ∈ Q j+1 . Since G j+1 can reach the companion state of α from x j+1 , by (2) there must exist path l 2 from state 1 to x j , containing only local events and events shared with G j−1 . On the other hand, by (6) G j weakly invariantly simulates P j+1 w.r.t. Σ S j \Σ P j−1 . Since δ is reachable from initial state of P j+1 , by the definition of weak invariant simulation and (2), there must exist a path l 1 from initial state of G j to state 1. Containing only local events and events shared with G j−1 . Therefore l 1 l 2 constitutes a path from initial state of G j to x j containing only local events and events shared with G j−1 . fore l 1 l 2 constitutes a path from initial state of G j to x j containing only local events and events shared with G j−1 .
As stated above, for the case that l contains multiple events shared with direct successors of G j , the proof is similar. Here we show the proof sketch for this general case. Let l contain events σ 1 σ 2 ...σ n shared between G j and either G j+1 or P j+1 . By (6) , (x 
