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1. INTRODUCTION 
Land-based terrain monitoring using high-resolution 
drone imagery in combination with multispectral satellite 
data has been widely used for various application including 
urban planning, agricultural crop characterisation, crop growth 
monitoring, forest ecosystem classification, terrain analysis, 
and various defence monitoring applications. Change detection 
in land use pattern is the major approach for analysing the 
human impact on the environmental changes that not only 
alter local landscape but also has an impact at distance from 
the source. Change detection has various applications in land 
use monitoring, the rate of deforestation analysis, coastal area 
change, urban extension, disaster effect, etc. 
The temporal and spatial analysis procedures are useful 
in producing the statistical based scientific satellite data for 
understanding the land ecosystem dynamics and current terrain 
structure. For geographic resource decision support system, 
time series data provides detailed information for detecting and 
assessing change in land use and land cover dynamics1. This 
data is important for the defence evaluation of a geographical 
area. Terrain analysis gives the featured cover of land that 
helps in the formation of new defence models which maps for 
better strategic planning in mobility, based on standard defence 
procedures2. 
Change detection is the procedure for categorising the state 
evolution of an object or phenomenon perceived over time. 
This procedure used a high-resolution drone and satellite image 
for the change detection to identify the significant variables 
such as local texture and radiance regardless of viewing angle, 
illumination, soil moisture, and atmospheric condition. 
The drone provides very high-resolution (VHR) images 
and accurate ground truth information, that can be used in 
the classification along with satellite images which result 
in improved accuracy and reliable classification. Various 
classification techniques such as K-means, ISODATA, 
Maximum Likelihood, Support Vector Machine (SVM), Neural 
Net etc., has been critically evaluated to classify remotely sensed 
data by using high-resolution drone imagery3. The application 
of artificial/fuzzy neural network on satellite data is used for 
the quality evaluation of regional eco-environment4,5,6.
A deep-learning approach for the analysis of change 
detection in targets is carried out with the satellite time series 
data7. Change in area of snow cover can be estimated by the 
information generated with satellite imagery and ground-based 
measurements8. For accessing the performance of the neural 
network and calculate the effect of various parameters on 
classification for the change detection is carried out on IRS-1B 
LISS-II image9.
These methods can be applied to various defence 
applications such as logistical planning at various terrain area and 
identification of the suitable area for movement, identification 
of enemy troop concentration at some specified region. A 
comparative study for target detection using hyperspectral 
images have a variety of application in both defence and 
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civilian10. In a comparison of the statistical approaches, new 
technology such as synthetic aperture radar (SAR) data and 
neural network is used for the target detection11. The work 
suggests neural networks and multisource data integration 
have great potential for analysing and interpreting targets. The 
multiresolution mapping and informative path planning help in 
UAV based terrain monitoring12. Use of aerial images acquired 
by UAV for object recognition based on convolution neural 
network is beneficial for civil and defence purposes13.
Dense vegetation and sparse vegetation cannot be 
classified using google earth imagery because it is difficult to 
identify in the image. generally, researchers are using google 
earth imagery for obtaining ground control points (gCps). 
There is also a possibility to get sparse inside the field and it 
is difficult to move in for recording global positioning system 
(gpS) of each such locations. Therefore, this type of sparse 
and dense vegetation data can be obtained and segregated with 
drone data at a very high precision level.
The main motive of this paper is to classify bare land, dense 
vegetation and sparse vegetation with the Sentinel-2 satellite 
data. Monitoring of considered classes is useful in various 
applications like for planning troops moment in defence, 
terrain actual scenario, precision agriculture etc. Till now very 
less work is reported which deals with these type of classes. 
Therefore in this paper, a neural network based technique has 
been proposed to classify and monitor change in these classes. 
The proposed technique is adaptive in a manner that a 
network is trained by considering the different conditions of 
the considered classes which reflects a quite good range of 
variation in considered classes.
There are numerous approaches to detect environmental/ 
land cover changes among which machine learning has been 
one popular approach as it provides better efficiency and ease in 
automation. Supplementary information from drones is widely 
used nowadays in land cover monitoring. The challenge here is 
a need for drone imagery to provide the precise level of terrain 
information so that neural network can be trained effectively. 
Therefore the objective of this research is to detect the change 
in pixel class, which may help the defence and others to know 
about the terrain behaviour at the precise level with the use of 
satellite images.
2. STUDY AREA AND DATA DESCRIPTION
2.1 Study Area
An area nearby Roorkee has been selected for study, 
which is an agricultural field located in the Uttarakhand state, 
the northern part of India. The field is bounded by 29.92840, 
29.93264 N and 77.96278, 77.96610 E. The agriculture field 
consists of three main classes named as bare land, dense 
vegetation and sparse vegetation, whose class ID’s (C_ID) are 
BL, DV, and SV respectively. These class IDs will be used as 
nomenclature in the further sections.
2.2 Data Description 
2.2.1 Sentinel-2 Data
Sentinel-2 provides an optical high-resolution data to the 
registered users on the Copernicus Open Access Hub portal. It 
has 13 spectral bands with global coverage having a temporal 
period of 5 day with two sensors and 10 day with a single 
sensor named as S2A and S2B. The bands have different spatial 
resolutions of 10 m, 20 m, and 60 m14. Bands 8, 4, 3, and 2 that 
respectively represent NIR, Red, green, and Blue channels 
have been used for the considered study. The map projection 
of the received data is in UTM wgS-84 N 44 zone. The data of 
Sep 12, 2017, Oct 07, 2017, Nov 16, 2017, and Dec 21, 2017, 
is acquired, whose date IDs (D_ID) are D1, D2, D3, and D4 
respectively. These date IDs will be used as nomenclature in 
the further sections.
2.2.2 Drone Data
The drone with 4K resolution RgB camera is used and it 
has a gpS unit attached15. Consecutive images with a forward 
and cross overlap of 70 per cent are captured at the height of 
100 m above the ground level. The images were stitched and 
geo-registered. The map projection of the stitched image is in 
UTM wgS-84 N 43 zone having a ground sampling distance 
of 0.05 m.  Images from the drone are captured on the same 
dates as of Sentinel-2 acquisition dates over the study area.
3. METHODOLOGY
The workflow of the proposed methodology is carried 
in two different parts as shown in fig. 1. In the first part, 
Sentinel-2 data is processed and in the second drone data is 
processed whose step-wise procedure is as shown in Fig. 1. 
The explanation of each step is given in the subsections.
3.1 Data Acquisition
3.1.1 Sentinel-2
Data is acquired from the ESA data pool for the four dates 
having D_ID: D1, D2, D3, and D4. The data is available at free 
of cost for the registered users and is open source.
Figure 1. The workflow of the task.
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3.1.2 Drone
flight of Sentinel-2 was tracked and the drone was flown 
on the same dates over the study area to acquire the data. 
Drone data has various challenges such as ortho-rectification, 
calculation of ground sample distance etc. which were taken 
care at the time of flight. Once the still images are obtained, 
they are mosaicked to form a single image. 
3.2 Data Pre-processing
3.2.1 Sentinel-2
Sentinel-2 imagery needs to be atmospherically corrected 
before using it, which can be done with the help of Sen2Cor 
tool provided by ESA. It is a level-2 processor which can be 
used to correct the effect of top-of-atmosphere (TOA) and 
delivers a Level-2A bottom-of-atmosphere (BOA) product16. 
The obtained BOA product has to be multiplied with a factor 
of 0.0001 to obtain corrected surface reflectance value. Then 
Sentinel-2 data is re-projected to geographic Lat/Long.
3.2.2 Drone Images
For further processing, the mosaicked drone image is re-
projected to geographic Lat/Long.
3.3 Subset
A subset of both drone and Sentinel-2 imagery has been 
taken, having the same area and bounding coordinates which 
have a pixel count of 48 x 33 and 9600 x 6600, respectively. 
The re-projected subset images are as shown in Fig. 2.
on the basis of a set of values rather than ground points. 
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3.4.2 Drone Images
Drone imagery is having very high resolution and helps 
in choosing region of interest (ROI) of each class. The chosen 
ROI index location is then used to extract the indices value for 
each class which will be used in the training dataset.
3.5 Network Training
A neural network is designed to train the indices values 
with the chosen ROI of three classes obtained from Sentinel-2 
reference image (D_ID: D1). This network has three input 
nodes, ten hidden layer neurons and three output nodes. At 
input nodes, the considered indices values are provided for 
training, which results in three output classes. The architecture 
of the considered neural network is as shown in Fig. 3.
Figure 3. Neural network architecture.
3.4 Indices Calculation and Selection of ROI’s
3.4.1 Sentinel-2
Although numerous vegetation indices are available, three 
indices that are having unique significance related to vegetation 
have been used here. Normalised difference vegetation index 
(NDVI) is used to determine the density of greenness, modified 
soil adjusted vegetation index (MSAVI) determines the density 
of greenness by reducing the soil background influences and 
ratio vegetation index (RVI) estimates the green biomass. These 
indices are calculated (from Eqns. 1-3) and stacked date-wise. 
The purpose of choosing these indices is to identify the classes 
3.6 Classification
The considered indices images were stacked for each 
date and passed to the trained network. The network now uses 
its training sets to classify the image and assigns a class label 
(C_ID: BL, DV, SV) to each pixel. The classification results 
are as shown in column (3) of Fig. 4 whereas column (1) and 
(2) displays drone and Sentinel-2 images.
As depicted in fig. 4, pixel labels have changed over time, 
whose pixel count is as shown in Table 1. 
3.7 Upscale of Drone Data
The spatial resolution of drone and Sentinel-2 are 0.05 m 
and 10 m respectively, therefore, a grid of 200x200 pixels is 
Figure 2. RGB imagery of D_ID: D1 (a) drone and (b) Sentinel-2 
image. 
(a) (b)
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overlaid on the drone image to make it Sentinel-2 equivalent. A 
class label is assigned to every pixel of a drone image, then it is 
up-scaled, which is further used in generating the masks of three 
classes (C_ID: BL, DV, and SV) for testing the performance. 
The gridded, class labelled and the up-scaled classified drone 
image is as shown in Fig. 5.
3.8 Mask Generation
Masks for the three considered classes for the considered 
dates are generated from the up-scaled drone imagery. The 
white patch in the mask creation reveals the presence of 
desired class and black reveals the presence of another class. 
pixel count of each class in the masks for each date is as shown 
in Table 2. 
Table 2. Pixel count of each class in masks for each date
             D_ID
C_ID D1 D2 D3 D4
BL 217 781 1169 1410
DV 1120 574 0 0
SV 247 229 415 174
3.9 Mask Overlay
The generated masks are applied to the classified 
Sentinel-2 images (sec. 3.6) of each date to detect the change in 
class label. Rows (a) - (d) of Fig. 6 shows the masking results 
of different dates and column (1) - (3) represents various 
classes. Yellow represents bare land, dark green represents 
dense vegetation, and light green represents sparse vegetation 
whereas red indicates false positive (which means presence 
in mask but classified as another class), blue indicates false 
negative (which means not in mask and on the other hand 
classified as a class member), and black indicates true negative 
(absence of class).
3.10  Change Detection and Accuracy Assessment
The change in class labels in the classified images is 
computed which further undergoes critical analysis over time.
4. RESULTS AND DISCUSSION
4.1 Study of Changes in Class Label
The occurrence of changes in the class label for each pixel 
of classified Sentinel-2 and drone image is calculated over the 
time using their respective reference image dated (D_ID: D1) 
as shown in Table 3(a) and 3(b), respectively. The pseudo code 
for the same is given below Count_Change_In_Label(). 
Actual pixels count of each class label for different dates 
is obtained using generated masks (as shown in Table 1). 
These masks were applied to the classified Sentinel-2 image 
and changes in pixel count is calculated (as shown in Fig. 6). 
Table 1.  Pixel count with positive, negative and no-change 
deviation with the reference classified image (D_ID: 
D1)
             D_ID
C_ID D1 D2 D3 D4
BL 262
708 1287 1345
+ve 446 +ve 579 +ve 58
DV 1054
488 0 0
-ve 566 -ve 488 no-change
SV 268
388 297 239
+ve 120 -ve 91 -ve 58 Figure 5. Drone imagery (a) Overlaid grid, (b) class labelled, 
and (c) up-scaled class labelled
Figure 4. Drone, Sentinel-2 and classified Sentinel-2 image are 
shown in marked column 1-3 respectively. D_ID in 
row (a) D1, (b) D2, (c) D3 and (d) D4.
(b) (c)(a)
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Mask results can be interpreted in terms of correctly classified, 
false positive, false negative and no-change pixel count as 
shown in Table 4.
Count_Change_In_Label(reference_image, input_image)
Declaration:
(i, j): indexes
cxy : counters where x,y: (1, 2, 3)
BL, DV, SV: class labels (C_ID)
Input:
ref  reference_image
inp  input_image
Begin:
for each pixel of inp
if ref(i,j) = BL and inp(i,j) = BL
 c11 = c11 + 1;
elseif ref(i,j) = BL and inp(i,j) = DV
 c12 = c12 + 1;
elseif ref(i,j) = BL and inp(i,j) = SV
 c13 = c13 + 1;
elseif ref(i,j) = DV and inp(i,j) = BL
 c21 = c21 + 1;
elseif ref(i,j) = DV and inp(i,j) = DV
 c22 = c22 + 1;
elseif ref(i,j) = DV and inp(i,j) = SV
 c23 = c23 + 1;
elseif ref(i,j) = SV and inp(i,j) = BL
 c31 = c31 + 1;
elseif ref(i,j) = SV and inp(i,j) = DV
 c32 = c32 + 1;
elseif ref(i,j) = SV and inp(i,j) = SV
 c33 = c33 + 1;
end for
End
Table 3. Changes observed in the class label of each pixel of 
classified (a) Sentinel-2 (b) drone images
(a)
             D_ID
C_ID D1 → D2 D1 → D3 D1 → D4
BL → BL 109 245 256
BL → DV 134 0 0
BL → SV 19 17 6
DV → BL 546 915 962
DV → DV 347 0 0
DV → SV 161 139 92
SV → BL 53 127 127
SV → DV 7 0 0
SV → SV 208 141 141
(b)
             D_ID
C_ID D1 → D2 D1 → D3 D1 → D4
BL → BL 104 172 207
BL → DV 112 0 0
BL → SV 1 45 10
DV → BL 571 839 1005
DV → DV 403 0 0
DV → SV 146 281 115
SV → BL 106 158 198
SV → DV 59 0 0
SV → SV 82 89 49
Table 4. Pixel count of change/no-change pixel of each class 
in Sentinel-2 data
              D_ID
C_ID D1 D2 D3 D4
BL → BL 182 579 1122 1297
BL → DV 22 27 0 0
BL → SV 13 175 47 113
DV → BL 57 68 0 0
DV → DV 873 453 0 0
DV → SV 190 53 0 0
SV → BL 23 61 165 48
SV →DV 159 8 0 0
SV → SV 65 160 250 126
Figure 6. Mask results of three classes applied on the classified 
Sentinel-2 image is in column 1-3 of C_ID: BL, DV, 
and SV respectively. D_ID in rows (a) D1, (b) D2, (c) 
D3, and (d) D4.
AgARwAL, et al.: DEVELOpMENT Of NEURAL NETwORK BASED ADApTIVE CHANgE DETECTION TECHNIqUE fOR LAND TERRAIN
479
4.2 Accuracy Assessment
Class wise accuracy along with an overall accuracy (in 
%) is  as shown in Table 5 which reports a good overall 
accuracy. In the context of class-wise accuracy, it is found 
that the contribution of sparse vegetation is comparatively 
less whereas bare land and dense vegetation classes are 
classified with high precision. It is also clear from the table 
that the overall accuracy has good agreement with results.
Table 5. Class-wise accuracy with overall accuracy for each 
date
                 D_ID
C_ID D1 D2 D3 D4
BL 83.87 74.13 95.97 91.98
DV 77.94 78.91 100 100
SV 26.31 69.86 60.24 72.41
Overall Accuracy 70.7 75.25 86.61 89.83
Considering the scenario, where we are comparing class 
accuracies in one vs other classes, then we even get better 
results which are shown in Table 6.
Table 6. Confusion matrix
              D_ID
C_ID D1 D2 D3 D4
BL 92.73 79.10 86.61 89.83
DV 72.97 90.15 100 100
SV 75.69 81.25 86.61 89.83
5. CONCLUSIONS
Drone data has been successfully used as supplementary 
information with satellite data, to detect the change in terrain 
behaviour. Drone data is used here to train the neural network, 
whose outcome can be used on future datasets without further 
training. Terrain information can be calculated precisely which 
may be beneficial for defence as well as civilian purpose. 
quantitative analysis has been performed in this study, which 
can be used in the future for various applications like in 
defence for planning troops movement, terrain actual scenario, 
precision agriculture, etc. 
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