Optimization of reservoir development requires many evaluations of the possible combinations of the decision variables, such as well locations and production scheduling parameters, to obtain the best economic strategies. Running a simulator for such a large number of evaluations may be infeasible due to the computation time involved.
Introduction
Optimization of oil and gas reservoir development requires integration of quantitative geological and geophysical analysis with appropriate flow models to assess alternative development and completion schemes and their relative economic values. Development plans are made early in the life of a reservoir, and may be difficult to reverse. It is critical to make optimal development decisions in order to obtain the maximum profit from the future oil and gas production.
In reservoir engineering, there are many parameters that may affect the oil production history, such as the reservoir properties, well positions and production scheduling parameters. In order to optimize the oil production, many evaluations of the possible combinations of all the decision variables are required. Running a simulator only to obtain all the data required is time consuming and expensive. A cheaper substitute would be to apply multivariate interpolation to the data obtained from a reduced number of simulations and then to search for the optimal strategies among the new realizations. The sample data need to be selected properly to represent the basic structure of the parameter. The final optimal solution can be obtained from refined simulation in the vicinity of the intermediate optimal region.
There are several possible algorithms that can be used for multivariate interpolation: Lagrange, Spline, Least Squares and Kriging. Lagrange is direct and simple, but it is not stable because it tends to use high order polynomials in order to traverse each of the prior data points. Spline can generate smooth curves or surfaces, but for a multidimensional problem it is complicated because of the need to calculate all the derivatives of high order for all the variables. This study found that Least Squares and Kriging are two practical methods. The Least Squares algorithm has been applied widely in fitting experimental data. It is usually used to solve overdetermined inverse problems. In recent years, some robust modified Least Squares algorithms have been developed and applied in reservoir engineering [1] [2] [3] [4] [5] . Since Matheron 6 built the theory of regionalized variables and proposed a method of estimation which was called 'Kriging' in the 1960s, the applications of this method have been extended from mining to hydrosciences and petroleum engineering [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Other techniques, such as linear and dynamic programming, simulated annealing, genetic algorithm, neural network, polytope and tabu search have also been used in optimization problems in petroleum engineering and water resources [18] [19] [20] [21] [22] [23] [24] [25] [26] . This study concentrates on the optimization of multiple decision variables by combining simulation with multivariate interpolation (Least Squares and Kriging algorithms).
Optimization Procedure
The main objective of this study is to optimize the field development scheduling and oil production by maximizing the net profit. The mathematical approach can be achieved by the following steps:
1. Problem Analysis In petroleum engineering, the objective function is normally the total oil production or the net present value over a certain time period. Based on the analysis of a given problem, the parameters that may have significant influence on oil production history and the potential profit are chosen as the decision variables to be optimized. Depending on the constraints provided by the problem or by practical analysis, the range of each decision variable can be determined, and then the domain of the parameter space is specified. After the objective function and all the decision variables are determined, the optimization problem can be formulated as a maximization problem subject to certain constraints.
Sample Point Distribution Design
The parameters in the domain under study need to be discretized into a certain number of points, and the objective function value at each grid point will be investigated in the following optimization process. Due to limited computer time or limited funding, exhaustive tests are not possible, therefore, only a reasonable number of tests can be performed. A combination of different levels of all the decision variables is designed to be used to run the simulators or perform field tests. Uniform design, an application of number theory in test design, which was developed by Fang 27 , is a method that can generate a test point distribution uniformly and reduce the number of combinations significantly. This method was applied in this study to develop the sample data point distribution. If the decision variables (reservoir properties or well locations) are correlated with reservoir geometry, then a nonuniform distribution based on the geological structure map may be a good alternative choice.
Simulation
According to the test design, the objective function values at all the sample data points are evaluated by running the simulator. Different simulation models may be applied to solve different problems. Normally appropriate flow models for alternative development and completion schemes with relative economic values have to be considered. In this step, the prior data are obtained as a set of objective function values.
Multivariable Interpolation
Starting from the prior data, multivariate interpolation is performed to obtain new realizations at values of the decision variables that lie between the values used during simulation, normally at the exhaustive discrete grid points. The number of new realizations can be much larger than the number of prior data since the interpolation is much cheaper to compute than the full simulation. In this study, two interpolation algorithms, Least Squares and Kriging, were applied. During this process, the control parameters such as the degree of representative polynomials have to be selected carefully to keep the balance between the interpolation accuracy and smoothness.
Optimization
The objective function surface can be generated from the new realizations. If it represents the basic structure of the parameter space, an optimal solution for all the decision variables can be obtained by searching among the new realizations for the maximum objective function value. This objective value may not be the real value. The main idea is to identify the vicinity of the optimal value in the domain. Then a more accurate objective value can be calculated by running the simulator again at new decision variable values within that vicinity.
Validation
The recommended realization obtained from the previous step needs to be validated either by performing the simulation again near the intermediate optimal region or from other sources. If it is necessary, the new simulation data may be added to the previous sample data set, and then interpolation, optimization and validation (step 4 to step 6) can be repeated until a satisfactory optimal solution is obtained.
Multivariate Interpolation
In this study, the Least Squares and Kriging algorithms were applied to perform the multivariate interpolation. The basic idea of the Least Squares algorithms is to minimize the squared residuals between the data values and the representative function values. Only one linear system needs to be solved to generate all the new realizations. The surface generated by Least Squares interpolation may not traverse all the sample data points. The basic idea of the Kriging algorithm is to make the prediction of the random function representing the regionalized variable unbiased and optimal. For each new realization, one linear system needs to be solved. Therefore, Kriging interpolation takes more computation time than Least Squares, but is an exact interpolator and takes account of more information among the prior data that the Least Squares method ignores.
Least Squares Algorithm
The purpose of Least Squares is to construct a representative function F composed of simple known functions, such as polynomials, which minimizes the sum of the squared residuals between the data values and the function values. If the number of prior data equals the number of unknown functional coefficients, the representative surface generated by Least Squares interpolation may traverse all the prior data points, but in general, to generate a smooth surface, the number of coefficients is chosen to be smaller than the number of data points.
Problem Description: For an n-dimensional problem, there are n decision variables to be optimized and a set of m prior data is to be interpolated. The prior data can be given as: Where X represents a set of m points in the n-dimensional data space; y is a vector composed of the corresponding objective values; W is a diagonal matrix of the weighting factors of the data points.
Determination of Polynomials:
At first, the polynomials representing the relation between the objective value and the decision variables have to be determined. Since this is an overdetermined problem, the highest degree k of the polynomials is chosen to satisfy
The number of unknown coefficients l is not bigger than the number of data. In this study, to simplify the problem, instead of using the entire basis of the polynomials with highest degree k in the n-dimensional space, only the terms composed of one or two variables were used. In other words, only the correlation between each pair of two variables was taken into account. The simplified basis can be expressed as: 
The representative function F can be constructed as a linear combination of the simplified polynomial basis. 
Properties of Least Squares: The accuracy of Least Squares interpolation depends on the highest degree of the polynomials used. Within the allowable range, the higher the degree is, the smaller the residuals will be. However, the degree has the opposite effect on the smoothness of the representative function. Therefore, the balance between the interpolation accuracy and smoothness has to be considered.
Kriging Algorithm
The Kriging algorithm is based on the theory of regionalized variables. The term 'regionalized' describes a phenomenon which is spread out in space and/or in time and which shows a certain structure. In fact, not only variables describing the underground or the atmosphere can be treated as regionalized variables. Any characteristic variable of natural phenomena can be spread out in the related parameter space. There exist apparent or hidden correlations among the parameters. Therefore, the application of this theory can be extended to general interpolation problems. From a mathematical standpoint, a regionalized variable is simply a function z(x) that gives the value at point x in a n-dimensional space of a characteristic z of the natural phenomenon being studied. In this study, z refers to the objective function value and x refers to the decision variable vector.
The Intrinsic Hypothesis:
The probabilistic theory of random functions is used to deal with regionalized variables. A regionalized variable denoted by z(x) is interpreted as a realization of a random function denoted by Z(x). The intrinsic hypothesis is applied to reconstitute the distribution law of this random function from the prior data. The hypothesis is that: for any vector h, the increment of the random function Z(x+h)-Z(x) has zero expectation and a variance which is independent of the point x. This can be expressed as:
A random function that satisfies this hypothesis is called an intrinsic random function
The semivariogram: The function γ(h) is called the semivariogram. It is the mean squared difference for two points separated by a distance vector h. It can also be written as:
where h may not be the actual geological distance, it is the distance in the parameter space. The semivariogram can be estimated from the sample data points. Due to the limited number of prior data and the sampling fluctuations, it is necessary to fit the experimental semivariogram to a simple theoretical model. The model has to be positive-definite to ensure the existence and uniqueness of the solutions of the Kriging equations. In this study, based on the analysis of the sample data obtained by simulations, and to simplify the problem, the isotropic monomial model
was used in the Kriging System. The Kriging System: In some cases, the hypothesis of constant mean is not reasonable, the intrinsic hypothesis must be extended. It is assumed that the expectation of the random function is a drift function that varies slowly relative to the working scale, which can be expressed as:
where f l are given basic functions such as polynomials, and a l are unknown coefficients.
The values of the variable z(x) are known at m sample points 
For the generation of new realizations, there are as many Kriging systems as there are points to be estimated. However, if all the available sample data points are taken into account every time, it appears that only the right hand side changes and the matrix of the Kriging system needs to be inverted only once. In some cases, the number of experimental points is too large to allow such a procedure, then only those 10 to 20 data points situated in the immediate neighborhood of the point to be estimated will be utilized. In this study the complete neighborhood was taken into account.
The Properties of Kriging:
The procedure takes into account: 1. The distances between the estimated point and the sample data points. 2. The distance between prior data points themselves. The Kriging system and the Kriging variance only apply the structure and the geometric configuration of the sample data points and the point to be estimated. They do not depend upon the real values of the measurements z(x i ).
Application in Field Development Scheduling

Problem Description
This project concerns the optimal scheduling of the development of an offshore oil field. When the production of the active reservoir declines, the maximum capacity of the installed facilities is no longer satisfied and the operating company wishes to supply additional production from another reservoir. A simple model was developed to investigate the sensitivity of the response to the scheduling parameters. Taking the economic factors into account, the total net present value during the time period under study was selected as the objective function. A simplified problem was considered with two decision parameters t i2 and dt, namely: the starting time of the development of the second field and the time required to produce oil in the new field at full facility capacity Q max . The model is shown in Fig. 1 where Q 1 represents the total oil production in the first active field and Q 2 represents the total production in the second field. The objective of this project is to search for the optimal strategies maximizing the net present value subject to the constraint of facility capacity.
In this study, the optimal strategies were searched among 1225 cases corresponding to different values of the two decision variables. The first step was to run the simulator directly for each case to obtain the exhaustive data set. The purpose in obtaining the exhaustive set was to provide a test to evaluate the effectiveness of our approach. The second step was to perform only 35 simulations to obtain a prior data set and then to apply the multivariate interpolation technique to generate 1225 realizations. The results were compared and the feasibility and efficiency of the interpolation method were investigated.
Simulation Model
The simulation was achieved by an economic model. It was assumed that the development system consists of an existing production platform with 10 wells already paid. At a specified time t f1 the oil production in the first reservoir begins to decline at a constant rate. At some later time t i2 the second reservoir starts to produce oil at such a rate that the maximum capacity of the platform is not exceeded. Based on this constraint, the number of wells required to product at this flow rate can be evaluated. Two rigs on a permanent platform are applied to drill the wells. Each rig takes about 4 months to drill one well. Therefore, the rigs have to be scheduled properly in order to drill all the producing wells in time.
The permanent platform is contracted 2 years before the first well to be drilled. The payment is 30% down and 70% over 23 months. The facilities are also contracted 1 year before the start of production and are paid in the same way. The time period under investigation is 3 years. The other parameters applied in the cost function evaluation are shown in 
Discretizing the Parameter Domain Investigated
The following 35 by 35 combinations of the two decision variables were investigated to predict the optimal strategy.
• t i2 varying from 0 to 204 months by 6 months each grid • dt varying from 5 to 175 months by 5 months each grid The exhaustive 1225 cases were investigated by the simulator as the reference data. The net present value surface and the contour map over the two decision variable domain are shown in Fig. 4 . It can be noticed that the starting time t i2 is the most sensitive parameter, and the optimal solution is t i2 =144 months and dt=60 months with NPV max = $1,391 million.
To apply the multivariate interpolation algorithms, a limited number of sample data was chosen to perform the simulation. The distribution of 35 prior data points obtained by uniform design technique is shown in Fig. 5 . The grids show the distribution of the exhaustive data points and the black dots represent the sample data points. Since there was no information showing any priorities of any particular points, the sample data points were distributed uniformly in the parameter domain being investigated. The weighting factor was chosen to be unit for each sample point when the Least Squares interpolation was performed.
Interpolation Results
Applying the multivariate interpolation algorithms, the 35 prior data points were interpolated to evaluate the objective function values at the 1225 grid points in the decision variable domain. When the Least Squares algorithm was applied, the highest polynomial degree was chosen as 4 to obtain a smooth interpolation surface with reasonably small residuals. When the Kriging algorithm was applied, the highest polynomial degree for the drift (variable mean) was chosen as 2. The optimal solutions for the reference data, sample data, Least Squares and Kriging realizations are compared in Table 2 . The net present value surfaces and contour maps of the new realizations obtained by the two algorithms are shown in Figs. 6 and 7. Comparing with Fig. 4 , both surfaces obtained by the Least Squares and Kriging algorithms capture the basic shape of the reference objective function surface. This is important in a global optimum searching process. The net present value contour maps also show that the optimal region of the realizations is very close to that of the reference data. Even though the exact optimal point has not been reached, the intermediate optimal region has been found with only 35 simulations. The next step is to refine the grids in the proposed optimal region and run the simulator again for an additional data set. Then the improved optimum can be obtained from these data. If it is necessary, these data points can be added to the previous sample data set and the interpolation process is repeated.
Validation of Recommended Realizations
To reach the final global optimum and to validate the realizations of multivariate interpolation, the simulations were performed at another 91 13 7 = × data points located in the intermediate optimal region. The grids were refined as:
• t i2 varying from 128 to 152 months by 4 months each grid • dt varying from 5 to 65 months by 5 months each grid Then the optimal point among these data was obtained as: t i2 =144 months, dt=60 months, NPV max = $1,391million, which is the same as the optimal strategy from the reference data.
By analyzing the problem ( Fig. 1) directly, it can also be demonstrated that the above optimal solution is reasonable. If the starting development time of the second field is earlier than the 144 th month when the production of the first field begins to decline, the wells in the second field have been drilled but can not produce oil because of limited facility capacity. This means investment has been made to develop the second field but there is no income from it for a certain period. If the starting time is later than the 144 th month, then there is a certain period that the two fields are not producing at the full capacity. The influence of the development time is similar. If it is too short, both rigs have to be applied to drill all the wells required at the same time and their cost has to be paid in a short time, but some wells in the second field may not produce any oil due to limited capacity. If it is longer than 60 months, the second field has not been completely developed when the first field is drained. The only optimal strategy to obtain the maximum net present value or highest net profit is to start developing the second field at the 144 th month and to spend 60 months to fully develop it.
Summary
In this field development scheduling optimization project, applying the multivariate interpolation techniques, the total number of simulations required to obtain the global optimum was reduced from 1225 to 35+91=126, and the optimal solution is reliable as represented in Table 3 . This demonstrates the efficiency and feasibility of this approach. 
Application in Waterflooding Project
Problem Description
This project concerns the optimal well placement and optimal injection time control in a waterflooded field. It was assumed that the reservoir is homogeneous, and the mobility ratio of water and oil is unit. As shown in Fig. 8 , a pattern is composed of four producers and one injector. Both repeated pattern and isolated patterns were investigated in this study. For a given reservoir size, the area of each pattern was considered to be constant. The total production rate was considered equal to the injection rate, but each producer could have different flow rate. Taking account of the economic factors, such as the sale income of oil, the operation costs of water injection and oil production and the treatment cost of water after breakthrough, the net present value during the production period was selected as the objective function. Fig.  8 shows the four decision variables to be optimized: the injector location (c,d), the pattern shape factor b/a and the total injection time t opt , which represents the optimal total injection time with maximum net present value for each particular pattern. The investigating range of each parameter can be determined from practical analysis and experience. Since the number of total combinations of the four parameters is so large, only the interpolation approach was applied for this project. Even though the reference data are not provided, the optimization results can be compared with the analytical solution and checked by other sources.
In summary, the problem can be described as:
Simulation Model
The simulation was achieved by solving the Laplace equation and generating streamlines within the pattern. The movements of the waterfront were tracked, and the oil and water production rates at each producer were calculated, then the net present value at each time step was evaluated 28 .
The governing Laplace equation can be expressed as: 0 2 = Φ ∇ The velocity potential and stream function at location (x,y) are defined as:
where q i is the flow rate at i th well, defined as q i >0 for production and q i <0 for injection; r i is the distance from i th well to the point (x,y); θ i is the polar angle centered at i th well; h is the thickness of the reservoir. The particle velocity at any location can be obtained as:
where φ is the porosity of the reservoir.
Along each streamline starting from the injector to the producer, the particle can be tracked by estimating the next location at each time step, and this predicted location can be corrected by applying Newton's method subject to the same stream function value. Then the water breakthrough time at each producer can be recorded and the water cut at each producer can be obtained. After the total oil and water production at each producer is obtained, the net present value at any time period can be calculated.
Reliability of Simulation:
The calculated breakthrough time of four different repeated patterns in a homogeneous reservoir were compared with the analytical solutions in Table  4 . The accuracy depends on the number of streamlines and number of well images applied in the simulation. Applying 120 streamlines and 40 images for each well, the results obtained are very close to the analytical solutions. Since this project concerns searching optimal strategies, only relative values and dimensionless parameters were used. Fig. 9 shows the simulation results of a repeated 5-spot pattern with the injector located at the center. The water broke through to the four producers simultaneously when 0.7147 PV of water were injected and the total water cut increased rapidly after breakthrough. When the dimensionless time was 0.9948 PV, the NPV reached maximum value 1.8542, after that, the NPV began to decline. This shows the best time to cease operation for maximum profit. Fig. 10 shows the movements of the waterfront at different time steps and the corresponding curves for an asymmetric pattern. The breakthrough happened much earlier than the previous case and the total water cut increased gradually following the breakthrough sequence. The water broke through first to the producer closest to the injector. When the dimensionless time was 1.2305 PV, the NPV reached the maximum value 1.5782, after that, the NPV began to decline. In these two cases, the production rate of each well is the same. Comparing the results, the symmetric pattern predicted bigger NPV while operating during the optimal time period.
Effects of Decision Variables:
The simulation results are sensitive to all the decision variables, and different relative production rates of the wells affect the movements of the waterfront noticeably. Fig. 11 shows the effect of different flow rates. The water always broke through to the producer with highest flow rates. This shows the asymmetric behavior of the symmetric pattern. Fig. 12 shows the effect of injector location. The net present value history of a repeated pattern is different from that of an isolated pattern, but the injector location influences the NPV significantly in both cases. The maximum NPV can be obtained if the injector is located a little away from the high flow rate region. Fig. 13 shows the effect of the pattern shape. Among the four shapes compared, the staggered line drive with the ratio b/a=4 predicted the maximum NPV over all the time period. Overall, this demonstrates that the decision variables selected are all essential to maximize the net present value.
Discretizing the Parameter Domain:
The values of the decision variables were discretized uniformly in the fourdimensional parameter space. The number of exhaustive combinations was 4 * 26 * 26 * 11=29744. This would require 4 * 26 * 26=2704 simulation runs. Applying the interpolation approach, only 4 * 3 * 3=36 simulations were performed, and the net present values at 4 time steps were recorded in each simulation run, so that altogether 36 * 4=144 combinations were investigated by simulation to provide the sample data for interpolation as shown in Table 5 . 
Interpolation Results
Applying the multivariate interpolation algorithms, the 144 prior data obtained by simulation were interpolated to evaluate the objective function values at the 29744 points in the parameter space. When the Least Squares algorithm was applied, the highest polynomial degree was chosen as 2. When the Kriging algorithm was applied, the highest polynomial degree for the variable mean was chosen as 2. The optimal solution was searched for the maximum net present value among the new realizations. The optimal solutions of the repeated pattern and isolated pattern for different relative production rates are shown in Tables 6 and 7. In all cases, the optimal pattern shape is a rectangle with aspect ratio b/a=4. This is a reasonable answer because when the producers are located far away from the injector, the water breaks through later and more oil will be produced. For an isolated pattern in an open homogeneous reservoir, the optimal total injection time is always 2 PV due to the open boundaries. The water is injected into the reservoir and pushes the oil to the producers, certain amounts of water may pass by the producers and flow outside of the pattern. This reduces the water production and increases the oil production. The repeated pattern has closed pattern boundaries, so the water is forced to flow to the producers, this causes earlier breakthrough so that the net present value begins to decline earlier as shown in the first plot of Fig. 12 . For the four flow rate assignments investigated, the optimal total operation time is around 1 PV for repeated patterns. The optimal location of the injector is very sensitive to the relative production rate of each producer. Comparing the two coordinates of the injector, the x coordinate is less sensitive than the y coordinate.
Comparing the Least Squares and Kriging algorithms, both methods could capture the basic structure of the parameter space, but it seemed that the Kriging interpolation predicted the optimal solution more accurately. The Least Squares method tended to estimate the objective value with greater deviation, this could be corrected by performing the simulation again in the optimal region. Some interpolation results are shown in Figs 14, 15 and 16 . The color maps of the present values are presented in the domain of two parameters while fixing the other two parameters.
Validation of Recommended Realizations
From the previous analysis, the pattern shape factor b/a=4 was proven to be the best among the four investigated shapes, therefore, more simulations were performed by changing only the injector location in the optimal region. After the NPV history was obtained, the optimal operation time and the maximum NPV could be found.
For the repeated pattern with equal relative production rates (first case in Table 7) , another 30 5 6 = × injector locations in the optimal region predicted by interpolations were investigated by simulation. The final optimal solution obtained was shown in Table 8 . This is the same as the analytical solution and is well known as the best choice symmetric staggered line drive. The other cases could be validated similarly, but the processes are omitted here.
Summary
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