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Tämän tutkielman tarkoituksena on esitellä focus stacking -algoritmien toimintaa. Focus stacking
on digitaalinen kuvankäsittelymenetelmä, jossa yhdistetään useita eri kuvia, joissa jokaisessa eri osa
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erilaisten konvoluutioytimien avulla. Seuraavaksi selostetaan teoriaa Fourier-muunnoksesta, eri-
tyisesti diskreetissä tapauksessa. Lisäksi tarkastellaan nopeaa Fourier-muunnosta. Luvun lopuksi
tarkastellaan vielä ali- ja ylipäästösuodatusta.
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tua algoritmeja käyttäen kuva, jossa kaikki kolme pupua olisivat mahdollisimman tarkkoja. Luvussa
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alueita gradienttien magnitudeista laskettujen normien avulla ja Fourier-muunnosmenetelmässä
Fourier-muunnosten normien avulla.
Luvussa viisi esitellään molemmilla menetelmillä eri parametrien arvoilla saatuja tuloksia. Käy-
tettävissä algoritmeissa on kolme muutettavaa parametria, kerrallaan tarkasteltavan alueen koko,
kynnys ja Fourier-muunnosmenetelmässä vielä ylipäästösuodatuksen rajataajuus. Kuvia vertaillaan
siis aina tarkasteltavan alueen kokoinen pala kerrallaan. Kynnys tarkoittaa lukua, jonka alle jääviä
normeja vastaavat alueet valitaan esimerkiksi ensimmäisestä kuvasta. Nämä alueet ovat siis kaikis-
sa kuvissa epätarkkoja. Kynnyksen avulla varmistetaan, että epätarkasta alueesta saadaan tasainen.
Johtopäätöksissä, luvussa kuusi, tarkastellaan saatuja tuloksia, jotka ovat yllättävän hyviä. Par-
haan gradienttimenetelmällä ja parhaan Fourier-muunnosmenetelmällä saadun kuvan välillä ei
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Luku 1
Johdanto
Tämän tutkielman tarkoituksena on esitellä focus stacking -algoritmin toimintaa. Focus
stacking on digitaalinen kuvankäsittelymenetelmä, jossa yhdistetään useita eri kuvia, jois-
sa eri osa kohteesta on tarkka. Yhdistämällä kuvat saadaan muodostettua kuva, jossa koko
kuvauksen kohde on mahdollisimman terävä. Focus stacking -tekniikkaa voidaan käyttää
milloin tahansa, kun halutaan terävöittää yksittäistä kuvaa. Tyypillisiä esimerkkejä algo-
ritmin käytöstä ovat makrovalokuvaaminen ja optinen mikroskopia.
Focus stacking toimii siten, että kuvasta tai näytteestä on sarja valokuvia, joissa jokai-
sessa on eri syväterävyys eli kuvat on tarkennettu eri etäisyyksille. Tällöin siis jokaisessa
kuvassa eri osa kohteesta tai näytteestä on tarkka. Kuvat muodostavat kuitenkin yhdessä
riittävästi dataa kokonaan tarkan kohteen luomiseen. Jokaisesta kuvasta erotetaan tarkat
kohdat ja kootaan ne uudeksi kuvaksi. Epätarkat kohdat, yleensä kuvan tausta, valitaan
esimerkiksi ensimmäisestä kuvasta. Näin saadaan muodostettua kuva, jossa on parem-
pi syväterävyys kuin yhdessäkään alkuperäisistä kuvista eli kuva, jossa koko kuvauksen
kohde on mahdollisimman tarkka.
Kuvien tarkat kohdat voidaan tunnistaa useilla eri tavoilla. Tässä tutkielmassa pereh-
dytään kahteen eri tapaan, gradientin ja Fourier-muunnoksen avulla tapahtuvaan tunnis-
tamiseen. Nämä esiteltävät algoritmit ovat eri yliopistomatematiikan kursseilla opittujen
taitojen pohjalta itse kehitettyjä. Pääidea algoritmeihin on saatu matematiikan aineopin-
toihin kuuluvalta Matriisilaskennan sovellukset -kurssilta. Toisessa algoritmeista vertail-
laan kuvien tarkkoja ja epätarkkoja alueita gradienttien magnitudeista laskettujen nor-
mien avulla ja toisessa Fourier-muunnosten normien avulla. Muilta osin algoritmit ovat
hyvin samankaltaisia.
Algoritmeissa on kolme muutettavaa parametria, kerrallaan tarkasteltavan alueen ko-
ko, kynnys ja Fourier-muunnosta käyttävässä algoritmissa vielä ylipäästösuodatuksen ra-
jataajuus. Kuvia vertaillaan siis aina tarkasteltavan alueen kokoinen pala kerrallaan. Kyn-
nys tarkoittaa lukua, jonka alle jääviä normeja vastaavat alueet valitaan esimerkiksi en-
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simmäisestä kuvasta. Nämä alueet ovat siis kaikissa kuvissa epätarkkoja, usein esimerkiksi
kuvan tausta. Kynnyksen avulla varmistetaan, että epätarkasta alueesta saadaan tasainen
eikä tarkasteltavien alueiden reunat erotu kuvasta.
Tutkielmassa testataan algoritmeja eri parametrien arvoilla itse otetuille pupukuvil-
le, kuva 1.1. Kuvissa on siis kolme hiihtävää tai oikeastaan laskettelevaa pupua, jotka
ovat kaikki eri etäisyyksillä kamerasta. Jokaisessa kuvassa eri pupu on tarkka. Tavoittee-
na on saada muodostettua algoritmeja käyttäen kuva, jossa kaikki kolme pupua olisivat
mahdollisimman tarkkoja. Saatuja tuloksia vertaillaan keskenään ja pohditaan tuloksiin
johtaneita syitä. Käytetyt algoritmit ovat toimintaperiaatteiltaan melko yksinkertaisia ja
Matlabilla toteutettuna melko hitaita, mutta tuloksista nähdään, että ne toimivat kui-
tenkin yllättävänkin hyvin. Esimerkiksi paras Fourier-muunnosta käyttämällä saatu tu-
los on kuvassa 1.2. Lukemalla tutkielman selviää, millä parametrien arvoilla paras kuva
saatiin ja millaisia tuloksia saadaan, kun tarkkojen kohtien tunnistamiseen käytetäänkin
gradienttia Fourier-muunnoksen sijaan.
Aihe on mielenkiintoinen, koska siinä pääsee soveltamaan eri matematiikan kursseilla
opittuja asioita käytännön sovelluksessa. Aiheen mielenkiintoa lisää myös se, että focus
stacking -algoritmin tarkasta toteutuksesta löytyy tietoa melko heikosti. Joissakin ku-
vankäsittelyohjelmissa, esimerkiksi Photoshopissa, on focus stacking -algoritmia vastaava
toiminto, mutta sen toteutustapaa ei ole kerrottu. Tutkielma näyttää myös, että mate-
matiikkaa voidaan soveltaa hyvin monenlaisiin asioihin.
Kuva 1.1: Alkuperäiset kuvat.
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Kuva 1.2: Paras Fourier-muunnosta käyttämällä saatu kuva.
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Luku 2
Teoriaa
Tässä luvussa esitellään focus stacking -algoritmin toteuttamiseen tarvittavaa teoriaa.
Ensin kerrotaan, millainen on digitaalinen kuva ja selitetään siihen ja valokuvaukseen
liittyvää termistöä. Tämän jälkeen käydään läpi gradientin teoriaa ja kerrotaan, miten
gradientti voidaan laskea kuvalle erilaisten konvoluutioytimien avulla. Kolmannessa kap-
paleessa on teoriaa Fourier-muunnoksesta, erityisesti diskreetissä tapauksessa. Lisäksi tar-
kastellaan nopeaa Fourier-muunnosta, jonka avulla voidaan nimensä mukaisesti nopeut-
taa Fourier-muunnoksen laskemista. Luvun lopuksi tarkastellaan vielä ali- ja ylipäästö-
suodatusta, joiden avulla voidaan muokata tai parantaa kuvaa suodattamalla osa kuvan
Fourier-muunnoksen taajuuksista pois.
2.1 Kuva
Kuva voidaan esittää kaksiulotteisena funktiona I(m,n), jossa funktion I arvo pisteessä
(m,n) on kuvan intensiteetti tai harmaasävy kyseisessä pisteessä. Kun funktion ja koor-
dinaattien arvot ovat äärellisiä ja diskreettejä, kyseessä on digitaalinen kuva. Indeksit m
ja n viittaavat kuvan riveihin ja sarakkeisiin. Kuvan pienintä yksittäistä osaa kutsutaan
kuvapisteeksi tai pikseliksi. Tällöin esimerkiksi I(m,n) tarkoittaa kuvan m:nnellä rivil-
lä ja n:nnessä sarakkeessa olevaa pikseliä. Tämä kappale 2.1 pohjautuu lähteisiin [1, 2],
joista löytyy myös lisätietoja.
Jokainen pikseli sisältää joko yhden tai useamman numeerisen arvon. Jos kuvassa on
vain yksi värikanava, jokainen pikseli sisältää yhden numeerisen arvon. Tämä arvo määrää
kuvan intensiteetin kyseisessä pisteessä. Jos kuva sisältää useamman värikanavan, jokai-
nen pikseli koostuu useammasta numeerisesta arvosta, jotka määrittelevät intensiteetin
tai värin kyseisessä kuvapisteessä, I(m,n). Näistä numeerisista arvoista saadaan muutet-
tua oikea kuva värikartan avulla. Värikartta määrittelee siis jokaiselle numeeriselle arvolle
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tietyn värisävyn. Värikartta voi olla esimerkiksi harmaasävyvärikartta, joka määrittelee
kaikki eri harmaan sävyt mustan eli arvon nolla ja valkoisen eli maksimiarvon väliltä pik-
selin intensiteetin mukaan. Harmaasävyvärikartta sopii erityisesti kuville, jotka sisältävät
vain yhden värikanavan.
Värikartta voidaan määritellä millä tahansa tavalla, josta on jotain hyötyä. Yleensä
muunnos numeeristen arvojen ja harmaasävyjen tai värien välillä on lineaarinen, mut-
ta myös epälineaarista muunnosta voidaan käyttää. Kuville, jotka sisältävät vain yhden
värikanavan, voidaan esimerkiksi käyttää harmaasävyvärikartan sijaan keinovärikarttaa.
Tämän hyöty on se, että ihminen kykenee havaitsemaan värejä harmaan sävyjä paremmin.
Keinovärikartan avulla voidaan esimerkiksi korostaa kuvan rakennetta tai yksityiskohtia
käyttämällä lineaarista väriskaalaa tumman sinisestä eli matalista intensiteetin arvois-
ta tumman punaiseen eli korkeisiin intensiteetin arvoihin. Keinovärikartan käytöstä on
hyötyä esimerkiksi lääketieteellisissä tai astronomisissa kuvissa.
Mustavalkoisissa kuvissa jokaisella pikselillä on siis yksi numeerinen arvo. Värikuvissa
jokaisella pikselillä on puolestaan kolme arvoa. Värikuva voidaan esittää eri tavoilla, mutta
tyypillisesti värien täydellisen spektrin esittämiseen käytetään komponentteja (R,G,B).
Nämä komponentit tarkoittavat siis punaista, vihreää ja sinistä värikanavaa. (R,G,B) -
määrittelyä käytettäessä värit esitetään perusvärien lineaarisena kombinaationa. Värikuva
voidaan vaihtoehtoisesti esittää myös muodossa (H,S,V), jossa komponentit ovat värisävy
(hue), kylläisyys (saturation) ja arvo eli intensiteetti (value).
Kuvan värit saadaan joko yhden värikanavan avulla tai yhdistelemällä useita väri-
kanavia. Binääriset kuvat ja mustavalko- eli harmaasävykuvat ovat siis kaksiulotteisia
taulukoita, joissa jokaiselle pikselille on yksi arvo, intensiteetti kyseisessä pisteessä. RGB-
kuvat eli värikuvat ovat puolestaan kolmiulotteisia taulukoita eli ne koostuvat kolmesta
erillisestä kaksiulotteisesta tasosta. Jokainen tasoista vastaa yhtä värikanavaa eli punais-
ta, vihreää tai sinistä. Tämän takia värikuvista on helppo erottaa punainen, vihreä ja
sininen komponentti. Värit, jotka näemme kuvassa, ovat kuitenkin useimmiten sekoitus
kaikista värikanavista. Esimerkiksi vihreä väri kuvassa sisältää myös punaista ja sinistä
komponenttia, vaikka vihreä kanava onkin kirkkain.
RGB-väriavaruus voidaan esittää kolmiulotteisen kuution avulla, jossa akseleina ovat
punainen, vihreä ja sininen värikanava, kuva 2.1. Origossa eli pisteessä (0, 0, 0) (kuvan
alareunassa) on musta väri, joka vastaa kaikkien värien puuttumista. Vastakkaisessa kul-
massa origoon nähden eli pisteessä (1, 1, 1) on valkoinen väri, joka kuvaa kaikkien värien
maksimiarvoja. Kaikki muut värit skaalautuvat mustan ja valkoisen välille.
Värikuva (RGB) voidaan muuntaa mustavalkoiseksi kuvaksi yksinkertaisen muunnok-
sen avulla. Muunnos vähentää tiedon määrää kuvassa, mutta säilyttää kuitenkin kaiken
oleellisen, kuten reunat ja eri alueet. Monet kuvankäsittely- ja erilaisten ominaisuuksien
tunnistamiseen käytetyt algoritmit muuntavat kuvat ensin mustavalkoisiksi, jotta niiden
käsittely on yksinkertaisempaa. Värikuva, Iväri, voidaan muuttaa mustavalkoiseksi kuvak-
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Kuva 2.1: RGB-väriavaruus kolmiulotteisena kuutiona [1].
si, Imv, muunnoksella
(2.1) Imv(n,m) = αIväri(n,m, r) + βIväri(n,m, g) + γIväri(n,m, b),
missä (n,m) viittaa yksittäiseen pikseliin mustavalkoisessa kuvassa ja (n,m, c) yksittäi-
sen värikanavan, c, pikseliin (n,m) värikuvassa. Punaista värikanavaa on merkitty r:llä,
vihreää g:llä ja sinistä b:llä.
Mustavalkoinen kuva on siis painotettu summa eri värikanavista. Kertoimet, α, β ja γ,
vastaavat ihmissilmän havainnointikykyä. Punaisen ja vihreän värin kertoimet ovat suu-
remmat kuin sinisen värin kerroin, sillä silmä on herkempi punaiselle ja vihreälle valolle.
Tällä varmistetaan, että suhteellisen intensiteetin tasapaino pysyy mustavalkoisessa ku-
vassa samana kuin värikuvassa. Yhdenmukaisuuden varmistamiseksi kertoimet on stan-
dardoitu. Muunnos värikuvasta mustavalkoiseksi ei ole kääntyvä operaatio, sillä muun-
noksessa hukkuu tietoa. Mustavalkoista kuvaa ei siis voida helposti muuntaa takaisin
värikuvaksi.
Digitaalinen kuva voidaan siis ajatella ruudukkona pikseleitä. Jokaiseen pikseliin tal-
lennetun datan määrä ja pikseliruudukon koko määräävät kuvan resoluution ja värien
kvantisoitumisen. Resoluutio kertoo kuvan koon. Värien kvantisointi puolestaan tarkoit-
taa kuvassa käytettyjen värien määrän vähentämistä kuvasta tietylle tasolle. Tällöin myös
kuvatiedostosta tulee pienempi. Kvantisoinnissa joukko diskreettejä kuvafunktion arvoja
eli intensiteettiarvoja tiivistetään yhdeksi arvoksi, jolloin tietoa häviää. Kvantisointita-
soksi valitaan yleensä jokin luvun kaksi potenssi, sillä digitaaliset kuvat esitetään yleensä
binäärimuodossa.
Kuvalähteen eli esimerkiksi kameran resoluutio voidaan määritellä kolmella tavalla,
(avaruudellinen) resoluutio, ajallinen resoluutio ja bittiresoluutio. Resoluutio ilmaisee ku-
van koon eli pikselien määrän vaaka- ja pystysuunnassa. Jos esimerkiksi kuvan leveys eli
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sarakkeiden määrä on C pikseliä ja korkeus eli rivien määrä R pikseliä, niin resoluutiota
merkitään C ×R.
Ajallinen resoluutio kertoo, kuinka monta kuvaa on tallennettu jatkuvassa tallennus-
järjestelmässä, kuten videossa, annetussa ajanjaksossa. Yksikkönä käytetään yleensä sitä,
kuinka monta yksittäistä kuvaa on tallennettu sekunnissa eli frames per second (fps).
Esimerkiksi TV-lähetykset toimivat yleensä 25 kuvalla sekunnissa.
Bittiresoluutio kertoo, kuinka monta intensiteetti- tai väriarvoa pikselillä voi olla ja
kuinka monta bittiä tarvitaan annetun kvantisointitason tallentamiseen. Binäärikuvassa
on kaksi eri väriä, musta ja valkoinen. Tällöin sen kvantisointitason tallentamiseen tar-
vitaan yksi bitti. Jos kvantisointitason tallentamiseen käytettäisiin kahta bittiä, kuvassa
olisi neljää eri harmaan sävyä. Mustavalkoisessa eli harmaasävykuvassa on yleensä 256
eri harmaan sävyä, jolloin sen kvantisointitason tallentamiseen tarvitaan kahdeksan bit-
tiä, sillä 28 = 256. Värien määrä värikuvissa riippuu käytettävästä väriasteikosta, mutta
värikuvien kvantisointitason tallentamiseen tarvitaan yleensä 24 bittiä.
Kuvan bittiresoluutio ei välttämättä aina vastaa kameran resoluutiota. Monessa kame-
rassa on toiminto, joka jakaa kuvan arvojoukon automaattisesti sopivaan bittimäärään.
Tällaisissa tilanteissa kuvan bittiresoluutio on yleensä pienempi kuin mitä laitteella voi-
taisiin saada. Kohina vaikuttaa myös kuvausjärjestelmän herkkyyteen ja siten kuvaan
valittavaan kvantisointitasojen määrään. Kohinan vaikutus lisääntyy kuvassa, jos kvanti-
sointitaso valitaan liian suureksi.
Kuvien tallentamiseen on olemassa paljon erilaisia standardoituja kuvaformaatteja.
Osa kuvaformaateista käyttää häviöllistä tai häviötöntä pakkaustekniikkaa pienentääk-
seen kuvien viemää tilaa. Yleisin kuvaformaatti nykypäivänä on JPEG. Tämä kuvafor-
maatti käyttää häviöllistä pakkaustekniikkaa, mutta siitä on olemassa myös häviötön ver-
sio. Häviötöntä pakkausta käyttäviä kuvaformaatteja ovat esimerkiksi BMP, josta on ole-
massa myös häviöllistä pakkausta käyttävä versio, GIF, PNG ja TIF. Viimeksi mainittu
on hyvin joustava ja mukautuva kuvaformaatti, josta on olemassa sekä pakkausta käyt-
tävä että ilman pakkausta toimiva versio. Eri kuvaformaatit sopivat erilaisiin tilanteisiin.
Esimerkiksi GIF-formaatissa voidaan tallentaa vain 256 väriä tai harmaasävyä käyttäviä
kuvia.
Kuvaformaattia valitessa pitää ottaa huomioon formaatin käyttämä pakkaus. Pak-
kauksen avulla kuvasta saadaan pienempi, jolloin se vie vähemmän tilaa. Häviöllistä pak-
kausta käytettäessä kuvasta häviää tietoa. Kuvasta on kuitenkin mahdollista poistaa sel-
laista tietoa, jota ihminen ei erota. Kuvasta voidaan poistaa pakkauksessa joko kaikkein
hienoimpia yksityiskohtia tai vähentää värien määrää kuvassa. Häviöllistä pakkausta käy-
tettäessä on mahdollista, että kuvan laatu heikkenee. Häviötöntä tekniikkaa käytettäessä
kuvaa pienennetään siten, että se voidaan palauttaa takaisin alkuperäiseksi kuvaksi ilman,
että mitään tietoa on hävinnyt.
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2.2 Valokuvaaminen
Kamerassa on yhden linssin sijasta yleensä useampi perättäinen linssi. Tällaista linssis-
töä kutsutaan objektiiviksi. Kameran objektiivilla voidaan vaikuttaa siihen, kuinka pal-
jon kuva suurentuu kuvattaessa. Tätä ominaisuutta mitataan polttovälillä, jota voidaan
yleensä muuttaa portaattomasti zoomin avulla. Zoomia kuvataan kertoimella, joka kertoo
polttovälin ääriarvojen suhteen ja siten kuvan suurennussuhteen eri ääripäiden välillä.
Valotusaika määrittää, kuinka kauan kameran kennolle tulee valoa. Lyhyt valotusaika
tarkoittaa, että kennolle tulee vähemmän valoa eikä kuva tällöin esimerkiksi ylivalotu
kirkkaassa valossa. Pidemmällä valotusajalla saa puolestaan kuvattua hämärämmässäkin,
kun valoa ehtii kertyä kennolle enemmän. Pitkää valotusaikaa käytettäessä kohteen täytyy
pysyä paikallaan eikä kamera saa heilua, jotta kuvasta ei tule epätarkka.
Kennon herkkyydellä tarkoitetaan sen kykyä ottaa vastaan valoa. Pientä herkkyyttä
käytettäessä valoa tarvitaan enemmän, mutta kuvan tarkkuus paranee. Suurta herkkyyttä
käytettäessä voidaan kuvata hämärämmässäkin, mutta kohinan määrä kuvassa kasvaa.
Herkkyyttä merkitään usein niin sanotulla ISO-luvulla. ISO-arvon kaksinkertaistuessa
tarvittava valotusaika puolittuu.
Kameran objektiivissa olevaa reikää, jonka läpi valo kulkee, kutsutaan aukoksi. Mitä
pienempää aukkoa käytetään, sitä vähemmän valoa pääsee kuvatasolle. Aukon koko esite-
tään f-luvun avulla, esimerkiksi f2.8 tai f/2.8. Luku ilmaisee polttovälin suhteen käytetyn
aukon läpimittaan. Pienempi luku tarkoittaa siis suurempaa aukkoa.
Syväterävyysalue tarkoittaa syvyyssuuntaista aluetta, jossa kuvauksen kohde on täy-
sin tarkka. Syväterävyydellä tarkoitetaan siis sitä, kuinka nopeasti kuvasta tulee epätark-
ka varsinaisen tarkennusetäisyyden ulkopuolella. Kuva voi sumentua heti kohteen takana
tai vaihtoehtoisesti koko kuvan tausta voi olla tarkka. Syväterävyyteen vaikuttavat optii-
kan polttoväli, käytetty aukko ja tarkennusetäisyys. Yleisesti ottaen syväterävyys kasvaa,
kun tarkennusetäisyys kasvaa ja polttoväli sekä aukko pienenevät. Kun halutaan vain
kuvauksen kohde tarkaksi eli kuvan tausta sumeaksi, käytetään suurta polttoväliä, kuva-
taan mahdollisimman läheltä ja käytetään suurta aukkoa. Tämän kappaleen termistö ja
lisätietoja löytyy lähteestä [3].
2.3 Gradientin laskeminen kuvalle
Kuvissa olevia reunoja voidaan tunnistaa useilla eri tavoilla. Reunojen tunnistamiseen
käytetyt menetelmät voidaan jakaa kahteen pääluokkaan, ensimmäisen kertaluvun reu-
nan tunnistukseen, jossa käytetään ensimmäisiä derivaattoja, ja toisen kertaluvun reunan
tunnistukseen, jossa käytetään toisia derivaattoja. Tässä tutkielmassa perehdytään vain
digitaalisen kuvan ensimmäisen kertaluvun reunan tunnistukseen eli reunojen tunnista-
10
miseen ensimmäisten derivaattojen, käytännössä gradientin, avulla. Tämä kappale seuraa
lähteitä [1, 2, 4, 5].
Funktion f gradientti pisteessä (x, y) määritellään kaksiulotteisena vektorina
(2.2) ∇f =
[
Gx
Gy
]
=
[ ∂f
∂x
∂f
∂y
]
.
Gradienttivektori osoittaa funktion suurimman muutoksen suunnan. Gradienttivektorin
magnitudi, jota kutsutaan usein pelkästään gradientiksi, on
|G| = mag(∇f) =
√
G2x +G
2
y =
[(
∂f
∂x
)2
+
(
∂f
∂y
)2]1/2
.(2.3)
Gradientin magnitudin laskemiseen voidaan käyttää myös itseisarvoja neliöiden ja neliö-
juuren sijaan, jolloin gradientin magnitudille saadaan likiarvo
(2.4) |G| ≈ |Gx|+ |Gy|.
Tämä approksimaatio on helpompi ja paljon nopeampi laskea ja sen käyttämisen takia ei
menetetä mitään merkittävää. Gradientin suunta
(2.5) α(x, y) = arctan
(
Gy
Gx
)
kertoo gradienttivektorin ja x-akselin välisen kulman. Reunan suunta pisteessä (x, y) on
kohtisuorassa gradientin suuntaa vastaan.
Tarkastellaan, miten kuvan gradientin ensimmäiset derivaatat eli komponentit, Gx
ja Gy voidaan laskea suodatinytimien avulla. Derivaattasuodattimen diskreetti approk-
simaatio voidaan toteuttaa ytimien avulla, sillä derivointi on lineaarinen operaatio. Li-
neaarisessa ytimien avulla tehtävässä suodatuksessa käsitellään suoraan kuvan pikseleitä
siten, että pikselien arvoja vaihdetaan jollain tietyllä tavalla.
Suodatuksessa käydään läpi vuorotellen kaikki kuvan pikselit. Tietyllä hetkellä tarkas-
teltavan pikselin, eli kohdepikselin, arvo korvataan uudella arvolla, joka riippuu määri-
tellystä naapurustosta kohdepikselin ympärillä. Naapurusto on yleensä N × N = 3 × 3
alue kohdepikselin ympärillä eli kun kohdepikseli sijaitsee pisteessä (i, j), niin naapurusto
voidaan indeksoida joukkona (i± k, j ± k), missä yleensä k = bN/2c = 1.
Lineaarisessa suodattimessa kohdepikselin uusi arvo määritellään siis naapuruston pik-
selien arvojen lineaarisena kombinaationa. Tämän lineaarikombinaation määrittelee suo-
datinydin, jota kutsutaan usein myös maskiksi. Suodatinydin on kohdepikselin naapu-
ruston kokoinen taulukko, joka sisältää valitut painot, w. Suodatuksessa ydintä siirre-
tään pikseli kerrallaan eteenpäin siten, että ytimen keskimmäinen pikseli ja kohdepikseli
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vastaavat aina toisiaan. Jokaisella kerralla lasketaan kohdepikselille uusi arvo kohdepik-
selin naapuruston lineaarikombinaationa, jota on painotettu ytimen painoilla. Luodaan
siis uusi, suodatettu kuva f , johon tallennetaan aina tarkasteltavaa kohdepikseliä vas-
taavaan kohtaan summa kohdepikselin naapuripikselien arvoista kerrottuna vastaavilla
ytimen painoilla.
Näin laskettu lineaarinen suodatus on prosessi, jota kutsutaan konvoluutioksi diskree-
tissä tapauksessa. Tästä johtuen suodatinytimiä kutsutaan myös konvoluutioytimiksi. Ku-
van ja ytimen välistä konvoluutiota voidaan kuvata esimerkiksi käyttämällä lineaarisia in-
deksejä, jolloin saadaan
(2.6) fi =
N∑
k=1
wkIk(i).
Nyt luvut Ik(i) vastaavat i:nnen pikselin, eli tietyllä hetkellä tarkasteltavan kohdepikselin,
naapuripikseleitä ja k on indeksi, joka käy läpi naapurustoalueen joko riveittäin, kuva 2.2,
tai sarakkeittain. Luvut fi ovat siis suodatettuja arvoja eli kohdepikselien uusia arvoja,
jotka saadaan alkuperäisen kuvan arvoista Ik(i) ja ytimen painoista wk.
Kuvassa 2.2 on siis esimerkki lineaarisesta suodatuksesta eli ytimen ja kuvan välisen
konvoluution laskemisesta kaavalla (2.6). Kuvassa ytimen keskimmäinen pikseli ja kuvan
tällä hetkellä tarkastelussa oleva kohdepikseli on merkitty harmaalla. Näiden pikseleiden
pitää siis aina vastata toisiaan, kun suodatusta lasketaan. Kohdepikselin naapuruston ar-
vot kerrotaan vastaavilla ytimen arvoilla, wk ja näiden summana saadaan kohdepikselin
suodatettu arvo, fi. Kuvan mukaisessa tilanteessa kohdepikselin suodatetuksi arvoksi saa-
daan 41 eli siis kohdepikselin arvo vaihtuu suodatusprosessissa eli konvoluutiossa luvusta
10 lukuun 41.
Kun kohdepikseli on kuvan reunassa, konvoluutioydin menee kuvan reunan yli. Täl-
löin suodatus voidaan tehdä eri tavoilla. Voidaan esimerkiksi jättää kokonaan muutta-
matta kuvan reunassa olevat kohdepikselit tai käyttää suodatuksessa vain kuvan reunan
sisäpuolella olevia naapuripikseleitä. Jälkimmäistä tapaa käytettäessä suodatusprosessia
(2.6) täytyy muokata tilanteeseen sopivaksi. Näiden tapojen sijasta voidaan myös täy-
dentää suodatusprosessissa puuttuvat naapuripikselit peilaamalla arvot kuvan reunan yli.
Näistä käytetään ensisijaisesti kahta viimeistä tapaa.
Gradientin ensimmäisiä derivaattoja voidaan approksimoida erilaisilla suodatinytimil-
lä, joita ovat esimerkiksi Robertin, Prewittin ja Sobelin suodatinytimet, kuva 2.3. Näistä
yleisimmät ovat Prewittin ja Sobelin operaattorit, sillä Robertin operaattori on hyvin
herkkä kohinalle. Kaikki kolme suodatinydintä on toteutettu kahden ytimen avulla, joista
toisen avulla saadaan laskettua gradientin x-suuntainen komponentti, Gx, eli derivaatta
x:n suhteen ja toisen avulla y-suuntainen komponentti, Gy, eli derivaatta y:n suhteen.
Robertin ristioperaattori on yksinkertainen, kaksiulotteinen gradienttimitta kuville
(kuva 2.3, vasen). Robertin operaattori koostuu kahdesta 2×2 konvoluutioytimestä, joista
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Kuva 2.2: Esimerkki lineaarisesta suodatuksesta eli konvoluutioytimen ja kuvan välisestä
konvoluutiosta.
toinen on sama kuin toinen, mutta kierrettynä 90 astetta. Näiden ytimien avulla voidaan
havaita erityisesti 45 asteen kulmassa pikseliruudukkoon nähden olevia reunoja. Ytimien
avulla lasketaan erikseen gradienttien x- ja y-suuntaiset komponentit, Gx ja Gy, toisella
ytimellä toinen suunta ja toisella toinen. Näistä komponenteista voidaan laskea gradientin
magnitudi joko kaavalla (2.3) tai (2.4).
Robertin operaattori on nopea laskea, mutta se on hyvin herkkä kohinalle. Monessa
tilanteessa sitä parempi valinta on Prewittin tai Sobelin operaattori, vaikka niiden suo-
datinytimet ovatkin hieman monimutkaisemmat (kuva 2.3, keskimmäinen ja oikea). Sekä
Sobelin että Prewittin operaattori koostuu kahdesta 3 × 3 konvoluutioytimestä. Toinen
ydin on sama kuin toinen, mutta kierrettynä 90 astetta. Sobelin ja Prewittin suodati-
nytimien avulla voidaan havaita erityisesti kuvan pysty- ja vaakasuoria reunoja. Samaan
tapaan kuin Robertin operaattorin tapauksessa ytimien avulla lasketaan erikseen gra-
dienttien x- ja y-suuntaiset komponentit, Gx ja Gy, joista saadaan gradientin magnitudi
kaavalla (2.3) tai nopeammin kaavalla (2.4).
Kun suodatinydin voidaan ilmaista sarakevektorin ja rivivektorin matriisitulona, ky-
seessä on lineaarisesti separoituva suodatin. Tällaisia suodattimia ovat esimerkiksi Prewit-
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Kuva 2.3: Robertin, Prewittin ja Sobelin operaattoreiden käyttämät konvoluutioytimet.
tin ja Sobelin operaattorit, sillä ne voidaan esittää muodossa
 1 0 −11 0 −1
1 0 −1
 =
 11
1
 [ 1 0 −1 ] ja
 1 0 −12 0 −2
1 0 −1
 =
 12
1
 [ 1 0 −1 ] .
(2.7)
Nyt kaksiulotteinen lineaarinen suodatus voidaan esittää kahtena peräkkäisenä yksiulot-
teisena suodatuksena. Tällöin siis kuva suodatetaan ensin rivivektorin avulla ja sen jäl-
keen tuloksena saatu kuva sarakevektorin avulla. Näin laskettuna suodatusprosessi vaatii
vähemmän aritmeettisia operaatioita ja on siten nopeampi laskea.
Kun suodatinytimet kirjoitetaan kahden vektorin tulona, havaitaan, että toinen vektori
kuvaa arviota gradientista ja toinen reuna-alueiden pehmennystä. Prewittin ja Sobelin x-
suuntaisten komponenttien laskentaan käytettävien ydinten tapauksessa, yhtälöt (2.7),
vaakavektori kuvaa arviota gradientista ja pystyvektori pehmennystä. Suurin ero Sobelin
ja Prewittin ydinten välillä onkin juuri pehmennys. Sobelin ydin toteuttaa derivoinnin
yhteen suuntaan ja toiseen suuntaan eli pehmennyksenä lasketaan Gaussin keskiarvon
approksimaatio. Prewittin ytimessä pehmennyksenä käytetään yksinkertaista keskiarvoa.
Sobelin ytimessä käytetyn pehmennyksen hyöty on se, että se pehmentää hyvin reuna-
alueita ja siten vähentää mahdollisen kohinan vaikutusta suodatuksessa. Tästä syystä
Sobelin operaattori sietää paremmin kohinaa kuin Prewittin operaattori. Lisätietoja on
esimerkiksi kirjoissa [1, 6].
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2.4 Fourier-muunnos
Fourier-analyysin lähtökohtana on esittää annettu funktio f Fourier-sarjana
(2.8) f(x) =
∞∑
n=−∞
cne
inx,
missä eix = cos(x) + i sin(x). Sarjan (2.8) termit ovat 2pi-periodisia, joten f on kuvaus
f : [0, 2pi] → C tai vaihtoehtoisesti voidaan olettaa, että f on 2pi-periodinen funktio.
Kerroin, cn, on funktion f n:s Fourier-kerroin
(2.9) f̂(n) =
1
2pi
∫ 2pi
0
f(x)e−inxdx, n ∈ Z.
Yleisen integroituvan funktion Fourier-sarja on siis
(2.10) f(x) =
∞∑
n=−∞
f̂(n)einx,
missä Fourier-kertoimet on määritelty kaavalla (2.9).
Kun f : [a, b]→ C on integroituva funktio, se voidaan laajentaa koko reaaliakselin L-
jaksolliseksi funktioksi, missä L = b− a. Periodisointi onnistuu, kun määritellään f(x) =
f(x−kL), kun x ∈ (a+kL, b+kL) ja k ∈ Z. Jos f on jatkuva, halutaan, että periodisointi
säilyttää jatkuvuuden. Tämä onnistuu vain, jos funktion f arvot ovat samat tarkasteltavan
välin päätepisteissä eli f(a) = f(b). Määritellään
C#(a, b) := {f : [a, b]→ C jatkuva, f(a) = f(b)}.
Vastaavasti määritellään myös
Ck#(a, b) := {f : [a, b]→ C : f on k kertaa jatkuvasti derivoituva ja
f (j)(a) = f (j)(b) kaikilla 0 ≤ j ≤ k }.
Olkoon nyt f : [−pi, pi]→ C jatkuva. Kun oletetaan, että
∞∑
n=−∞
|f̂(n)| <∞
eli, että Fourier-sarja suppenee itseisesti, niin Fourier-sarja suppenee ja
(2.11) f(x) =
∞∑
n=−∞
f̂(n)einx jokaisessa pisteessä x ∈ [−pi, pi].
Vaihtoehtoisesti tiedetään, että jos f ∈ C2#(−pi, pi), niin funktion f Fourier-sarja suppenee
tasaisesti ja itseisesti kohti f(x):ää. Tämä kappale perustuu lähteeseen [7], jossa on myös
lisätietoja.
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2.4.1 Diskreetti Fourier-muunnos (DFT)
Monissa Fourier-analyysiä hyödyntävissä käytännön sovelluksissa tarvitaan diskretisoitu-
jen funktioiden Fourier-muunnoksia. Näin on myös kuvankäsittelyyn liittyvissä Fourier-
sovelluksissa. Tämän takia tässä tutkielmassa tarkastellaan lähinnä diskreettiä Fourier-
muunnosta, jonka selostus pohjautuu lähteeseen [6].
Monet funktiot voidaan esittää N :ssä pisteessä mitattujen arvojen fi avulla. Diskreetti
Fourier-muunnos, f → F , kääntää vektorin f vektoriksi F kaavalla
(2.12) Fk =
N−1∑
n=0
e−2pii
kn
N fn.
Molempien vektoreiden pituus on siis N ja vektori f koostuu arvoista f0, . . . , fN−1 ja F
arvoista F0, . . . , FN−1. Vektori Fk on siis f :n Fourier-kerroin taajuudella k.
Esitetään vektorit f ja F pystyvektoreina ja merkitään w = e−2pii/N . Tällöin komplek-
silukujen laskusääntöjen nojalla saadaan wkn = e−2piikn/N . Kaava (2.12) voidaan nyt esit-
tää muodossa
F = Tf, missä T = [wkn] ja w = e−2pii/N .(2.13)
Matriisi T on siis N × N -matriisi, jonka pisteessä (k, n) on luku wkn. Matriisin rivit
ja sarakkeet on indeksoitu välille [0, N − 1]. Kaava F = Tf voidaan kirjoittaa myös
pidemmässä muodossa
F0
F1
· · ·
Fk
· · ·
FN−1
 =

1 1 1 . . . 1
1 w w2 . . . wN−1
· · ·
1 wk w2k . . . w(N−1)k
· · ·
1 wN−1 w2(N−1) . . . w(N−1)
2


f0
f1
· · ·
fk
· · ·
fN−1
 .
Esimerkki 2.14. Jos N = 2, niin w = e−2pii/2 = e−pii = −1. Tällöin saadaan[
F0
F1
]
=
[
1 1
1 w
] [
f0
f1
]
=
[
1 1
1 −1
] [
f0
f1
]
.
Jos taas N = 4, niin w = e−2pii/4 = e−pii/2 = −i. Tällöin puolestaan saadaan
F0
F1
F2
F3
 =

1 1 1 1
1 w w2 w3
1 w2 w4 w6
1 w3 w6 w9


f0
f1
f2
f3
 =

1 1 1 1
1 −i −1 i
1 −1 1 −1
1 i −1 −i


f0
f1
f2
f3
 .
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Fourier-muunnoksen komponentit Fk ovat yleensä kompleksilukuja, joten ne voidaan
jakaa reaaliosaan, x = Re(Fk), ja imaginaariosaan, y = Im(Fk). Tällöin Fk voidaan kir-
joittaa muodossa Fk = x + iy. Toinen tapa määritellä Fk on napakoordinaattien avulla,
jolloin sen amplitudi on r = |Fk| =
√
x2 + y2 ja vaihekulma on θ = arctan(y/x).
Diskreetti Fourier-muunnos on kääntyvä. Käänteinen DFT eli IDFT voidaan laskea
kaavalla
(2.15) fn =
1
N
N−1∑
k=0
w−knFk,
missä w = e−2pii/N .
2.4.2 Nopea Fourier-muunnos (FFT)
Tämä kappale pohjautuu lähteeseen [6]. Oletetaan, että yhteenlasku, vähennyslasku ja
kertolasku vievät saman ajan ja kutsutaan niitä aritmeettisiksi laskutoimituksiksi. Kahden
N -mittaisen vektorin pistetulo sisältää N kertolaskua ja N − 1 yhteenlaskua eli yhteensä
2N − 1 laskutoimitusta. Edellä tarkastellussa diskreetissä Fourier-muunnoksessa (2.13)
lasketaan pistetulo jokaisella rivillä eli tarvitaan N(2N − 1) laskutoimitusta. Diskreetin
Fourier-muunnoksen laskemiseen tarvitaan siis O(N2) laskutoimitusta.
Nopean Fourier-muunnoksen (FFT) avulla diskreetti Fourier-muunnos voidaan laskea
huomattavasti nopeammin, O(N log2N) laskutoimituksella. Nopea Fourier-muunnos on
siis algoritmi Fourier-muunnoksen laskemiseen. Koska logN kasvaa aina hitaammin kuin
mikään luvun N positiivinen potenssi, nopea Fourier-muunnos todella nopeuttaa dis-
kreetin Fourier-muunnoksen laskemista. Tarkastellaan yleisintä tapausta, missä N = 2γ,
jollain positiivisella kokonaisluvulla γ.
Pääidea laskennan nopeuttamiseksi on käsitellä vektoreita puolet lyhyempinä eli vek-
toreina, joiden pituus on M , missä N = 2M . Nyt M -pisteen diskreetti Fourier-muunnos
voidaan laskea kaavalla (2.13), jossa matriisi TM = [w
kn
M ], missä wM = e
−2pii/M . Tällöin
voidaan siis käyttää lukua wM luvun w = e
−2pii/N sijasta, sillä pätee
(2.16) wM = −1 ja wM = w2.
Jaetaan vektori f parilliseen ja parittomaan osaan eli kahdeksi M -mittaiseksi vekto-
riksi. Jaetaan lisäksi vektori F keskeltä puoliksi eli tarkemmin sanottuna
(2.17) fev = [f2r], fod = [f2r+1], missä (0 ≤ r ≤M − 1), ja
(2.18) Flo = [F0 . . . FM−1], Fhi = [FM . . . FN−1].
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Määritellään M ×M -matriisi D, jonka diagonaalilla on w:n M ensimmäistä potenssia ja
muualla nollia eli D = DM = diag(1, w, w
2, . . . , wM−1). Esimerkiksi, kun N = 2, 4, 8, niin
M = 1, 2, 4, jolloin matriisit
D1 = [1], D2 =
[
1 0
0 −i
]
ja D4 =

1 0 0 0
0 w 0 0
0 0 w2 0
0 0 0 w3
 .
Viimeisessä matriisissa w = e−2pii/8.
Lause 2.19. Määritellään x = TMfev ja y = TMfod. Tällöin N-pisteen diskreetti Fourier-
muunnos (DFT) saadaan kaavoilla
(2.20) Flo = x+Dy, Fhi = x−Dy.
Todistus. Parilliset luvut voidaan kirjoittaa muodossa n = 2r ja parittomat muodossa
n = 2r + 1, kun 0 ≤ n ≤ N − 1 ja 0 ≤ r ≤M − 1. Nyt
Fk =
N−1∑
n=0
wknfn =
M−1∑
r=0
w2rkf2r +
M−1∑
r=0
w(2r+1)kf2r+1 =
M−1∑
r=0
wkrMf2r + w
k
M−1∑
r=0
wkrMf2r+1,
missä ensimmäinen yhtäsuuruus pätee määritelmän (2.12) nojalla, toinen yhtäsuuruus
seuraa yllä kuvatusta parilliseen ja parittomaan osaan jaosta ja kolmas yhtäsuuruus kaa-
vasta (2.16). Nyt havaitaan, että kun k = 0, 1, . . . ,M−1, niin Fk:n viimeinen vaihe vastaa
ensimmäistä kaavoista (2.20) eli vektoria Flo. Toisen kaavan johtamista varten korvataan
k luvulla M + k, missä 0 ≤ k ≤ M − 1. Havaitaan, että wM+kM = wkM ja wM+k = −wk,
sillä wMM = 1 ja w
M = −1. Tällöin saadaan
FM+k =
M−1∑
r=0
wkrMf2r − wk
M−1∑
r=0
wkrMf2r+1 = xk − wkyk
eli jälkimmäinen kaavoista (2.20), Fhi. Nyt kun 0 ≤ k ≤M − 1, saadaan
Fhi =

x0 − w0y0
x1 − w1y1
. . .
xM−1 − wM−1yM−1
 =

x0
x1
. . .
xM−1
−

w0
w1
. . .
wM−1


y0
y1
. . .
yM−1

= x−Dy.
Flo saadaan samalla tavalla.
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Lause 2.19 antaa rekursiivisen metodin nopean Fourier-muunnoksen laskemiseen, kun
N = 2γ. Havaitaan, että kertolaskun Dy laskemiseen tarvitaan M aritmeettista lasku-
toimitusta ja x ±Dy laskemiseen M laskutoimitusta. Tällöin yhtälöiden (2.20) laskemi-
seen tarvitaan yhteensä 3M eli 3N/2 laskutoimitusta. Algoritmin seuraavalla kierroksella
vektorit ovat puolet lyhyempiä, mutta operaatioita tehdään kaksi kertaa enemmän, joten
kierroksen laskemiseen tarvitaan myös 3N/2 laskutoimitusta. Jokainen kierros vie siis ajan
3N/2. Kun kierroksia tehdään yhteensä γ kappaletta, niin nopean Fourier-muunnoksen
laskemiseen tarvitaan kaikkiaan (3N/2)γ = (3/2)N log2N laskutoimitusta.
Esitetään nopean Fourier-muunnoksen laskeminen vielä rekursiivisena algoritmina.
function FFT(f)
N = length(f)
if N = 1
return f
else
luo f_ev ja f_od vektorista f
x = FFT(f_ev)
y = FFT(f_od)
w = exp((-2*pi*i)/N)
D = (1, w, ..., w^(N/2-1))
z = D .* y (pistetulo)
return join[x+z, x-z]
(join yhdistää F_lo:n ja F_hi:n yhdeksi vektoriksi F)
end
Nopean Fourier-muunnoksen askel (2.20) voidaan esittää kaaviona, jossa nuolten osoit-
tama tulos saadaan nuolten alkupäiden summana, joka on mahdollisesti kerrottu luvulla
±D. Kaaviota kutsutaan perhoskaavioksi, kuva 2.4. Tavoitteena on esittää koko nopean
Fourier-muunnoksen laskenta yhtenä kaaviona.
Kuva 2.4: Perhoskaavion rakentaminen yhdistämällä Flo = x+Dy ja Fhi = x−Dy.
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Tapauksessa N = 2 eli aloitustilassa M = 1 ja TM = [1], jolloin saadaan x = TMfev =
f0 ja y = TMfod = f1. Nyt perhoskaavio on hyvin yksinkertainen, kuva 2.5. Tällöin
F0 = f0 + f1 ja F1 = f0 − f1, kuten havaittiin myös esimerkissä 2.14.
Kuva 2.5: Perhoskaavio tapauksessa N = 2.
Tapauksessa N = 4 kaavio riippuu x:n ja y:n alaindeksien järjestyksestä eli muodosta
TM [fafb . . . fc]. Merkitään perhoskaavion suorakulmioihin lukuja ab . . . c eli alaindeksejä
0, 1, . . . , N − 1. Tässä tapauksessa merkitään siis fev = [0, 2], fod = [1, 3], Flo = [0, 1] ja
Fhi = [2, 3]. Perhoskaavio on esitetty kuvassa 2.6.
Kuva 2.6: Perhoskaavio tapauksessa N = 4.
Tapauksessa N = 8 lähdetään kuvassa 2.7 liikkeelle oikealta, jossa F ilmaistaan kahte-
na vektorina, Flo ja Fhi. Merkitään kaavion laatikoissa siis näiden vektoreiden alaindeksejä.
Lauseen 2.19 nojalla erotellaan vektorista parillisilla ja parittomilla paikoilla sijaitsevat
alaindeksit. Näin saadaan toinen sarake oikealta kuvassa 2.7 eli ylemmässä laatikossa on
parillisilla paikoilla ja alemmassa laatikossa parittomilla paikoilla sijainneet alaindeksit.
Samaan tapaan saadaan kaksi vasemmanpuolimmaisinta saraketta, jotka vastaavat ta-
pauksia N = 4 ja N = 2. Katkoviiva laatikon puolivälissä erottaa siis vektorit Flo ja Fhi
toisistaan.
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Kuva 2.7: Perhoskaavio tapauksessa N = 8.
Edellä kuvattu algoritmi nopean Fourier-muunnoksen laskemiseen toimii kuvassa 2.7
oikealta vasemmalle. Diskreetin Fourier-muunnoksen palaset voidaan koota kuitenkin
myös vasemmalta oikealle yksittäisistä funktion arvoista ilman uudelleenjärjestämistä,
mikäli arvot on listattu oikeaan järjestykseen: 04261537. Tavallisesta järjestyksestä pääs-
tään tähän vaadittuun järjestykseen vaihtamalla järjestysnumerot binäärisiksi, kääntämäl-
lä binääristen lukujen järjestys päinvastaiseksi ja ottamalla tuloksena saatu kokonaisluku
uudeksi alaindeksiksi. Tämä nähdään myös kuvasta 2.7, jonka vasemmassa ja oikeassa lai-
dassa olevat binääriset numerot ovat niitä lähinnä olevan alaindeksin binäärinen muoto.
Huomataan, että vasemman laidan binääriset luvut ovat samat kuin oikean laidan, mutta
käänteisessä järjestyksessä. Lisätietoja on kirjassa [6].
Edellä tarkasteltiin nopean Fourier-muunnoksen laskemista tilanteessa, jossa N = 2γ.
Menetelmät nopean Fourier-muunnoksen laskemiseen tilanteissa, jossa N ei ole luvun
kaksi potenssi, riippuvat luvun N tekijöihin jaosta. Kirjoista [6, 8] löytyy lisätietoja.
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2.5 Ali- ja ylipäästösuodatus
Kuvia voidaan muokata tai parantaa erilaisten suodatusten avulla. Suodatus voidaan teh-
dä esimerkiksi laskemalla kuvalle Fourier-muunnos, vaihtamalla osa Fourier-kertoimista,
Fk, ja ottamalla tämän jälkeen käänteinen Fourier-muunnos. Suodatusprosessia voidaan
kuvata seuraavasti
f
DFT−→ F suodatus−→ F ′ IDFT−→ f ′.
Alipäästösuodatuksessa vaihdetaan Fourier-kertoimet Fk nolliksi, kun k > c, missä c on
jokin kynnys. Tällöin sallitaan siis vain matalia taajuuksia. Vastaavasti ylipäästösuoda-
tuksessa sallitaan vain korkeat taajuudet eli taajuuskomponentit Fk vaihdetaan nolliksi,
kun k < c. Tämä kappale seuraa lähteitä [2, 6].
Voidaan ajatella, että suodatusprosessissa, F → F ′, Fourier-kerroin F kerrotaan siir-
tofunktiolla H. Tällöin siis F ′ = F · H eli komponenteittain diskreetissä tapauksessa
F ′jk = FjkHjk ja jatkuvassa tapauksessa F
′(u, v) = F (u, v)H(u, v). Ylipäästösuodatin
parantaa yksityiskohtia kuvassa päästämällä lävitseen korkeampien taajuuksien kompo-
nentteja matalampien kustannuksella. Ideaalinen ylipäästösuodatin käyttää yksinkertaista
rajataajuutta k0. Tällöin siirtofunktio
H(u, v) =
{
0, jos |u| < k0, |k| < k0 tai
√
u2 + v2 < k0
1, muulloin.
Ylipäästösuodattimen siirtofunktion avulla suodatetaan siis pois joko neliön tai ympyrän
muotoinen alue, jonka keskipisteenä on origo eli nollataajuus.
Alipäästösuodatin vastaavasti päästää lävitseen matalia taajuuksia ja suodattaa siten
kaikki rajataajuutta k0 suuremmat taajuudet pois taajuustasossa. Alipäästösuodatuksen
tavoite on siis käänteinen ylipäästösuodatukseen nähden, joten sen siirtofunktio saadaan
ylipäästösuodattimen siirtofunktiosta kaavalla Hlp(u, v) = 1−Hhp(u, v), missä alaindek-
si lp siis tarkoittaa alipäästösuodatusta ja alaindeksi hp ylipäästösuodatusta. Ideaalisen
alipäästösuodattimen siirtofunktio on siis
H(u, v) =
{
1, jos |u| < k0, |k| < k0 tai
√
u2 + v2 < k0
0, muulloin.
Alipäästösuodatin sumentaa tai tasoittaa kuvaa, sillä pois suodatettavat korkeat taajuu-
det vastaavat kuvan teräviä muutoksia, kuten reunoja ja kohinaa. Alipäästösuodattimen
avulla voidaan siis poistaa kohinaa tai tarpeettomia yksityiskohtia kuvasta.
Ideaalisten ali- ja ylipäästösuodattimien ongelmana on se, että ne aiheuttavat kuvaan
rengastumista eli nähtävissä olevia renkaita kuvassa olevien reunojen ympärille. Rengas-
tumista voi välttää käyttämällä ideaalisten suodattimien sijaan joko Butterworthin tai
Gaussin ali- tai ylipäästösuodatinta. Lisätietoja näistä suodattimista löytyy esimerkiksi
lähteistä [2, 6].
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Luku 3
Aineistot
Luvussa 4 esiteltävien algoritmien testaamiseen käytetään kuvia 3.1. Vasemmanpuolim-
maisessa kuvassa ensimmäinen pupu on tarkka, keskimmäisessä toinen ja oikeanpuolim-
maisessa kolmas pupu. Kuvat on otettu kameralla Canon EOS 5D Mark II ja linssillä
EF 100 mm 1:2.8 USM. Valoitusaikana on käytetty 1/10 s, aukkona F2.8 ja herkkyyte-
nä ISO100. Kuvat on otettu noin 40 cm etäisyydeltä kohteesta. Kuvat on pienennetty
ennen algoritmien suorittamista GIMP-ohjelman parabolaarisella interpolaatiolla kokoon
1024× 1024 pikseliä.
Kuva 3.1: Alkuperäiset kuvat.
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Luku 4
Menetelmät
Tässä luvussa esitellään kaksi erilaista tapaa toteuttaa focus stacking -algoritmi. Focus
stacking -algoritmin ideana on yhdistää samasta kohteesta eri syväterävyyksiltä otettuja
kuvia siten, että tuloksena saadaan kuva, jossa koko kuvauksen kohde on mahdollisimman
tarkka. Jokaisessa kuvassa eri osa kuvasta on siis tarkkaa aluetta. Tarkotuksena on valita
jokaisesta kuvasta tarkat kohdat ja koota näistä tarkoista alueista uusi, mahdollisimman
terävä kuva. Tässä luvussa esiteltyjen algoritmien suurin ero on tapa, jolla tarkat alueet
erotetaan epätarkoista alueista. Ensimmäisessä algoritmissa tämä tehdään gradientin ja
toisessa Fourier-muunnoksen avulla.
4.1 Gradienttimenetelmä
Tarkastellaan ensimmäisenä menetelmää, jossa tarkat alueet tunnistetaan eri kuvista x-
ja y-suuntaisten gradienttien avulla. Kutsutaan tätä menetelmää gradienttimenetelmäksi.
Menetelmän ideana on käydä samasta kohteesta eri syväterävyyksiltä otetut kuvat läpi ai-
na tietyn kokoinen pala kerrallaan ja verrata kyseisiä alueita keskenään. Alueista valitaan
gradienttimenetelmässä se, jonka gradientin magnitudin normi on suurin.
Algoritmin toiminta on seuraavanlainen. Ladataan matriisiin kaikki samasta kohteesta
otetut kuvat, joissa eri osa kuvasta on tarkka. Normalisoidaan kuvat siten, että pikselien
arvot ovat nollan ja ykkösen välillä ja muutetaan kuvat laskennan helpottamiseksi mus-
tavalkoisiksi. Tällöin kullakin pikselillä on siis vain yksi nollan ja ykkösen välillä oleva
arvo, joten esimerkiksi gradientin laskeminen on yksikertaisempaa. Tallennetaan musta-
valkoisiksi muutetut kuvat uuteen apumatriisiin, jotta sekä alkuperäisiä, värillisiä että
mustavalkoisia kuvia voidaan käyttää.
Valitaan, minkä kokoisia alueita halutaan kerrallaan tarkastella eli minkä kokoisista
alueista lasketaan kerrallaan gradientit. Valittava alue voi olla esimerkiksi 16× 16 pikse-
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liä tai 32 × 32 pikseliä tai vieläkin suurempi. Kuvassa 4.1 on esimerkki tarkasteltavasta
alueesta, joka on ensimmäisessä kuvassa tarkka ja toisessa epätarkka. Esimerkkikuvassa
tarkasteltavana alueena on käytetty 128× 128 pikselin aluetta.
Kuva 4.1: Esimerkki tarkasteltavasta alueesta, joka on ensimmäisessä kuvassa tarkka ja
toisessa epätarkka.
Käydään kuva läpi valitun alueen kokoisissa paloissa siten, että alueet eivät mene pääl-
lekkäin. Mikäli kuvan koko ei ole jaollinen valitun alueen koolla, kuvan reunat voidaan
tarkastella pienemmissä paloissa. Aloitetaan esimerkiksi vasemmasta yläkulmasta ja las-
ketaan gradientin x- ja y-suuntaiset komponentit valitun kokoiselle alueelle. Gradientit
voidaan laskea esimerkiksi Matlabin funktiolla imgradientxy, joka käyttää oletuksena So-
belin gradienttioperaattoria. Lisätietoja gradientin laskemisesta löytyy kappaleesta 2.3.
Gradientin x- ja y-suuntaisista komponenteista lasketaan gradientin magnitudi laskennan
nopeuttamiseksi kaavalla (2.4) eli otetaan x- ja y-suuntaisista komponenteista itseisar-
vot ja lasketaan niiden summa. Gradientin magnitudi on samankokoinen matriisi kuin
matriisi, jolle gradientti haluttiin laskea.
Lasketaan gradientin L2-normi, jotta saadaan kullekin alueelle yksi luku, jota voidaan
verrata eri kuvien vastaavien alueiden välillä. Tämän jälkeen lasketaan jokaisen kuvan
vastaavalle alueelle gradientit ja niistä normit. Verrataan normeja keskenään ja valitaan
niistä suurinta vastaava kuva, sillä suurinta normia vastaava alue on tarkin. Mikäli kaik-
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kien kuvien normit jäävät alle valitun kynnyksen, valitaan esimerkiksi ensimmäinen kuva.
Kynnyksen avulla saadaan kuvan taustasta tasainen, kun valitaan kaikki epätarkat alueet
samasta kuvasta. Nyt tiedetään, missä kuvassa tarkasteltu alue on tarkin. Otetaan tämän
kuvan alkuperäisestä, värillisestä versiosta tarkasteltu alue talteen apumatriisin vastaa-
vaan kohtaan. Eli kootaan apumatriisiin pala palalta uusi värikuva, johon valitaan aina
alue siitä kuvasta, jossa kulloinkin tarkasteltava alue on tarkin.
Tämän jälkeen otetaan tarkasteluun seuraava valitun alueen kokoinen pala. Lasketaan
jälleen gradientin x- ja y-suuntaiset komponentit, niistä gradientin magnitudi ja siitä
normi. Verrataan eri kuvien vastaavien alueiden gradienttien normeja ja valitaan alue
siitä kuvasta, jossa normi on suurin tai esimerkiksi ensimmäisestä kuvasta, jos kaikkien
kuvien normit jäävät alle valitun kynnyksen. Tallennetaan vastaava pala kyseisen kuvan
värikuvasta oikeaan kohtaan apumatriisissa ja edetään seuraavan alueen tarkasteluun.
Käydään kuvat tällä tavoin läpi ja kootaan lopputulos pala palalta apumatriisiin. Näin
saadaan muodostettua kuva, jossa koko kuvauksen kohde on mahdollisimman tarkka eli
kuva, jossa on mahdollisimman suuri syväterävyys.
4.2 Fourier-muunnosmenetelmä
Kappaleessa 4.1 esiteltiin tapa toteuttaa focus stacking -algoritmi gradienttien avulla.
Toinen tapa toteuttaa focus stacking -algoritmi on käyttää Fourier-muunnosta eli tässä
menetelmässä tarkat kohdat tunnistetaan kuvan Fourier-muunnoksen avulla. Tästä joh-
tuen kutsutaan tätä menetelmää Fourier-muunnosmenetelmäksi. Menetelmässä käydään
eri syväterävyyksiltä otetut kuvat läpi liikuttamalla kuvien läpi valitun kokoista ikkunaa.
Jokaisesta palasta lasketaan Fourier-muunnos ja verrataan eri kuvien vastaavien palojen
Fourier-muunnosten normeja keskenään.
Käydään algoritmin toimintaa läpi vähän tarkemmin. Ladataan ensin matriisiin sa-
masta kohteesta otetut kuvat, joissa jokaisessa eri osa kuvasta on tarkka. Normalisoidaan
kuvat samaan tapaan kuin gradienttimenetelmässä siten, että kuvien pikselien arvot ovat
nollan ja ykkösen välillä ja muutetaan kuvat jälleen laskennan helpottamiseksi mustaval-
koisiksi. Valitaan, minkä kokoista ikkunaa liikutetaan kuvan läpi eli minkä kokoisia alueita
halutaan aina kerrallaan vertailla keskenään. Ikkunan koko voi olla esimerkiksi 16 × 16
pikseliä tai 32× 32 pikseliä tai jotain vielä suurempaa.
Käydään kuva läpi pikseli pikseliltä ja tarkastellaan aina kerrallaan valitun ikkunan
kokoista aluetta, kuva 4.1. Ikkuna liikkuu siis toisin kuin gradienttimenetelmässä aina
vain pikselin kerrallaan eli tarkasteltavat alueet menevät päällekäin. Otetaan tarkasteluun
ikkunan kokoinen alue ensimmäisestä kuvasta ja peilataan tämä alue sekä x- että y-
akselien suhteen sekä vielä molempien akselien suhteen, kuva 4.2. Tällöin muodostuu
neljä kertaa alkuperäisen ikkunan kokoinen kuva, jolle pätee jaksolliset reunaehdot eli
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kuva on nyt jaksollinen ja jatkuva reunoilta. Tarkasteltavan alueen pitää olla jaksollinen,
jotta alueelle voidaan laskea Fourier-muunnos ilman häiritsevää Gibbs-ilmiötä.
Kuva 4.2: Esimerkki siitä, miten tarkasteltava alue peilataan jaksolliseksi Fourier-
muunnoksen laskemista varten. Vasemmanpuoleinen kuva on kuvan 4.1 tarkka alue pei-
lattuna ja oikeanpuoleinen epätarkka alue.
Tämän jälkeen voidaan laskea Fourier-muunnos. Laskennan nopeuttamiseksi käyte-
tään nopeaa Fourier-muunnosta (FFT), josta löytyy lisätietoja kappaleesta 2.4.2. Mat-
labilla nopea Fourier-muunnos voidaan laskea komennolla ﬀt2, jonka jälkeen lopputulos
pitää vielä järjestää uudelleen komennolla ﬀtshift. Uudelleen järjestäminen siirtää nol-
lataajuuden komponentit kuvan keskelle, kuva 4.3. Kuvassa 4.4 on kuvien 4.2 Fourier-
muunnokset, joissa siis matalat taajuudet ovat kuvan keskellä.
Kuva 4.3: Matlabin komento ﬀtshift vaihtaa kuvan ensimmäisen ja kolmannen neljännek-
sen arvot keskenään ja toisen ja neljännen neljänneksen arvot keskenään.
Jotta eri kuvien vastaavia alueita on helpompi vertailla, suodatetaan äsken lasketusta
Fourier-muunnoksesta pienimmät taajuudet pois eli tehdään ylipäästösuodatus. Tällöin
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Kuva 4.4: Kuvien 4.2 Fourier-muunnokset.
tarkkojen ja epätarkkojen alueiden Fourier-muunnoksissa on suurempi ero ja niiden ver-
tailu on siten helpompaa. Poistetaan siis Fourier-muunnetun kuvan pienimmät kertoimet
eli laitetaan Fourier-kertoimet jonkun pienisäteisen kuvan keskellä olevan ympyrän alu-
eelta nolliksi. Kuvassa 4.5 on esimerkki ylipäästösuodatuksesta, jossa on käytetty rajataa-
juutena lukua 1/20 eli pienimmät taajuudet on nollattu 1/20-säteisen ympyrän alueelta.
Lisätietoja ylipäästösuodatuksesta löytyy kappaleesta 2.5.
Kuva 4.5: Kuvien 4.2 Fourier-muunnokset ylipäästösuodatuksen jälkeen.
Kuvassa 4.6 Fourier-muunnetut ja suodatetut kuvat on palautettu takaisin ottamalla
käänteiset Fourier-muunnokset. Näistä kuvista huomataan, että ylipäästösuodatus terä-
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vöittää kuvassa olevia reunoja, jolloin tarkkojen ja epätarkkojen alueiden erottaminen on
helpompaa. Kuvissa tehtyä käänteistä Fourier-muunnosta ei tarvitse toteuttaa itse algo-
ritmissa vaan se on tehty tässä vain havainnollistamaan ylipäästösuodatuksen vaikutusta.
Kuva 4.6: Ylipäästösuodatuksen vaikutus kuviin. Kuvat 4.2 ylipäästösuodatettuina eli
kuvista 4.5 otettu käänteiset Fourier-muunnokset.
Suodatuksen jälkeen lasketaan kuvan Fourier-muunnoksesta L2-normi. Tämän jälkeen
lasketaan nopeat Fourier-muunnokset ja normit samaan tapaan kaikkien kuvien vastaa-
valle alueelle. Pala, jonka Fourier-muunnoksen normi on suurin, on tarkin. Valitaan siis
suurinta normia vastaava pala alkuperäisestä värikuvasta ja tallennetaan se apumatriisiin
tarkasteltavaa aluetta vastaavaan kohtaan. Mikäli kaikkien kuvien vastaavat alueet ovat
alle valitun kynnyksen, otetaan kyseinen alue esimerkiksi ensimmäisestä kuvasta. Näin
varmistetaan, että kuvan mahdollisesti epätarkasta taustasta tulee tasainen.
Seuraavaksi siirretään ikkunaa pikselin verran eteenpäin ja lasketaan jälleen kaikkien
kuvien vastaavalle alueelle Fourier-muunnokset ja niistä normit. Vertaillaan normeja kes-
kenään ja valitaan suurinta normia vastaava pala. Tallennetaan kyseisen palan väriversio
oikeaan kohtaan apumatriisissa. Edetään näin pikseli pikseliltä kuvat läpi ja lopputulok-
sena saadaan gradienttimenetelmän tapaan kuva, jossa koko kuvauksen kohde on mah-
dollisimman tarkka.
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Luku 5
Tulokset
Tässä luvussa tarkastellaan gradienttimenetelmällä (kappale 4.1) ja Fourier-muunnosme-
netelmällä (kappale 4.2) saatuja tuloksia. Testataan, miten eri parametrien arvot vai-
kuttavat tuloksiin eli vaihdetaan algoritmeissa tarkasteltavan alueen eli ikkunan kokoa,
kynnystä ja Fourier-muunnosmenetelmässä tehtävän ylipäästösuodatuksen rajataajuutta.
Algoritmien testaamiseen käytetään luvussa 3 esiteltyjä kuvia. Molemmat algoritmit tuot-
tavat samankokoisia kuvia kuin mitä niille annetaan eli kaikki tämän luvun kuvat ovat
kokoa 1024× 1024 pikseliä. Kun tekstissä puhutaan oikeasta ja vasemmasta, tarkoitetaan
lukijasta päin katsottuna oikeaa ja vasenta. Siis esimerkiksi kun viitataan ensimmäisen pu-
pun vasempaan jalkaan, tarkoitetaan vasemmanpuolimmaisimman pupun lukijasta päin
katsottuna vasenta jalkaa, ei siis pupun omaa vasenta jalkaa.
5.1 Gradienttimenetelmän tulokset
Tarkastellaan ensin gradienttimenetelmällä (kappale 4.1) saatuja tuloksia. Valitaan tar-
kasteltavan alueen kooksi 32 × 32 pikseliä. Kuvassa 5.1a kynnyksenä on käytetty lukua
nolla. Tällöin siis valitaan aina tarkasteltava alue siitä kuvasta, jossa alueen normi on
suurin riippumatta siitä, kuinka pieni normi on. Kuvassa 5.1b on käytetty tarkasteltavan
alueen kokona myös 32 × 32 pikseliä, mutta nyt kynnyksenä on käytetty lukua kolme.
Tällöin nähdään, että kuvan tausta pupujen lähellä on tasaisempi ja pupujen reunoissa
on enemmän oikeita paloja. Esimerkiksi ensimmäisen pupun vasemmalla puolella pupun
jalan lähellä ja ensimmäisen ja toisen pupun välissä on enemmän oikean värisiä alueita.
Näiden alueiden gradientin normi on siis alle valitun kynnyksen, jolloin alueet on otettu
ensimmäisestä kuvasta. Mitä suurempi kynnys valitaan, sitä paremmaksi ensimmäinen
pupu tulee ja vastaavasti sitä huonommaksi varsinkin kolmas pupu menee. Tämä johtuu
siitä, että kun kynnys on suuri, iso osa tarkasteltavien alueiden gradienttien normeista jää
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alle kynnyksen. Tällöin kyseiset alueet valitaan ensimmäisestä kuvasta, jossa ensimmäinen
pupu on tarkka, ja vain kaikkein tarkimmat alueet, joilla on suurin normi, valitaan muis-
ta kuvista. Jos valitaan kynnykseksi luku neljä, mutta otetaankin kynnyksen alle jäävät
alueet kolmannesta kuvasta eli kuvasta, jossa kolmas pupu on tarkka, saadaan kuva 5.1c.
Huomataan, että tällöin kolmas pupu ja sen reunat ovat paremmat, mutta ensimmäises-
sä pupussa on enemmän virheellisiä alueita. Isommilla kynnyksen arvoilla ensimmäinen
pupu huononee ja kolmas parantuu.
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(a) Tarkasteltava alue 32× 32, kynnys 0 (b) Tarkasteltava alue 32× 32, kynnys 3
(c) Tarkasteltava alue 32× 32, kynnys 4 (d) Tarkasteltava alue 128× 128, kynnys 0
Kuva 5.1: Gradienttimenetelmällä saatuja kuvia.
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Testataan, millaisia tuloksia saadaan, kun käytetään erikokoista tarkasteltavaa aluet-
ta. Kuvissa 5.2a ja 5.2b tarkasteltavan alueen koko on 64 × 64 pikseliä. Kuvassa 5.2a
kynnys on nolla ja kuvassa 5.2b kuusi. Kynnyksen alle jäävät alueet on valittu ensim-
mäisestä kuvasta. Kuvista huomataan, että suuremmalla kynnyksen arvolla ensimmäisen
pupun hännän päältä häviää ylimääräinen valkoinen alue ja kuvan vasen reuna on ta-
saisempi. Vastaavasti kolmannen pupun otsaan tulee alue väärästä kuvasta suuremmalla
kynnyksen arvolla. Ensimmäisen pupun oikeassa jalassa ja kolmannen pupun vasemmassa
poskessa on kummallakin kynnyksen arvolla epätarkat alueet, mutta muuten 64×64 pikse-
liä tarkasteltavan alueen kokona toimii näissä kuvissa suhteellisen hyvin. Kuvat näyttävät
monesta kohdasta paremmilta kuin edellä tarkastellut kuvat, joissa tarkasteltava alue oli
32× 32 pikseliä.
Jos suurennetaan tarkasteltavaa aluetta entisestään, tulokset eivät enää parane, kuten
huomataan kuvasta 5.1d. Tässä kuvassa tarkasteltavana alueena on käytetty 128 × 128
pikselin aluetta ja kynnyksenä nollaa. Kuvasta huomataan, että tarkasteltavan alueen
suuren koon vuoksi, alue valitaan helpommin väärästä kuvasta. Tämä johtuu siitä, että
isoon alueeseen mahtuu monessa kohdassa sekä tarkkaa että epätarkkaa aluetta.
Kokeillaan, mitä tapahtuu, kun pienennetään tarkasteltavaa aluetta. Kuvassa 5.2c tar-
kasteltava alue on 16× 16 pikseliä ja kynnys on nolla. Huomataan, että pienempi tarkas-
teltava alue tekee pupujen reunoista epätasaisemmat ja pupuissa on aikaisempiin kuviin
verrattuna enemmän virheitä. Kynnyksen käyttö ei paranna kuvaa tässä tilanteessa juuri-
kaan. Jos kynnyksen alle jäävät alueet valitaan ensimmäisestä kuvasta, saadaan kynnyksen
avulla parannettua ensimmäistä pupua, mutta tällöin kolmas pupu huononee entisestään.
Kun tarkasteltavaa aluetta pienennetään vielä lisää, huomataan, että kuva menee vielä
huonommaksi, kuten nähdään kuvasta 5.2d. Tässä kuvassa tarkasteltava alue on 8 × 8
pikseliä ja kynnys on nolla. Pupuissa on nyt paljon vääriä, epätarkkoja alueita. Pupujen
reunat mukailevat kuitenkin paremmin tarkkaa kuvaa. Tällöin tosin kuvien tarkennuksesta
johtuvat pienet siirtymät, kehät pupujen ympärillä, erottuvat paremmin.
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(a) Tarkasteltava alue 64× 64, kynnys 0 (b) Tarkasteltava alue 64× 64, kynnys 6
(c) Tarkasteltava alue 16× 16, kynnys 0 (d) Tarkasteltava alue 8× 8, kynnys 0
Kuva 5.2: Gradienttimenetelmällä saatuja kuvia.
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5.2 Fourier-muunnosmenetelmän tulokset
Tarkastellaan Fourier-muunnosmenetelmällä (kappale 4.2) saatuja tuloksia. Valitaan tar-
kasteltavan ikkunan kooksi ensin 16 × 16 pikseliä ja kynnykseksi nolla. Tällöin siis tar-
kastellaan aina kerrallaan 16 × 16 pikselin aluetta ja valitaan alue siitä kuvasta, jonka
Fourier-muunnoksen normi on suurin riippumatta siitä, kuinka pieniä normit ovat. Käy-
tetään Fourier-muunnoksen laskennan yhteydessä tehtävässä ylipäästösuodatuksessa raja-
taajuutta 1/20 eli suodatetaan 1/20 -säteisen ympyrän alueelta Fourier-kertoimet nolliksi.
Näillä parametrien arvoilla saadaan kuva 5.3a.
Jos ikkunaa suurennetaan kokoon 32× 32 pikseliä ja käytetään muuten samoja para-
metrien arvoja kuin edellä, saadaan kuva 5.3b. Nyt huomataan, että pupujen reunoissa
on enemmän alueita oikeista kuvista. Esimerkiksi ensimmäisen pupun vasen reuna on nyt
kokonaan tarkka. Kaikkien pupujen yläreunoissa on myös enemmän oikeita pikseleitä.
Kolmannen pupun pää on nyt parempi kuin 16×16 pikselin ikkunaa käytettäessä, ainoas-
taan vasemmassa korvassa on pieni väärästä kuvasta otettu, epätarkka alue. Kuva on siis
parempi kuin käytettäessä pienempää ikkunaa ja kaiken kaikkiaankin kuva on jo melko
hyvä.
Kun suurennetaan ikkunakokoa vielä lisää ja valitaan ikkunaksi 64× 64 pikseliä, saa-
daan, muuten samoilla parametreilla kuin edellä, kuva 5.3c. Kuvasta nähdään, että suu-
rentamalla ikkunan kokoa kuva ei ainakaan kaikilta osin enää parane. Nyt ensimmäisen
pupun oikea jalka muuttui epätarkaksi ja samoin keskimmäisen pupun vasen suksi ja pään
ja kuusen oikea reuna. Parannuksiakin isompi ikkunan koko kuitenkin tuotti, sillä nyt kol-
mannen pupun pää on täysin tarkka ja pupun ympäristö on muutenkin parempi. Myös
muiden pupujen yläreunat paranivat. Isompi ikkunan koko ei siis enää yksiselitteisesti
paranna tai huononna kuvaa.
Kokeillaan, mitä tapahtuu, kun vuorostaan pienennetään ikkunan kokoa. Valitaan ik-
kunan kooksi nyt 8× 8 pikseliä. Tällöin saadaan kuva 5.3d, josta havaitaan, että ikkuna-
koon pienentäminen näin pieneksi huonontaa kuvaa. Jokaisessa pupussa on nyt epätarkko-
ja alueita ja pupujen ympärillä kulkee pupujen reunoja mukailevat kehät. Samankaltaisia
ongelmia havaittiin pienellä ikkunakoolla gradienttimenetelmää käytettäessä, kuva 5.2d.
Kaikissa tässä luvussa esitellyissä Fourier-muunnosmenetelmällä saaduissa kuvissa on
käytetty kynnyksenä lukua nolla. Tällöin siis kynnystä ei käytetä ollenkaan. Syynä tä-
hän on se, että näissä tarkastelluissa pupukuvissa kynnyksen arvo ei vaikuta tuloksiin
käytännössä lainkaan.
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(a) Ikkunan koko 16× 16 (b) Ikkunan koko 32× 32
(c) Ikkunan koko 64× 64 (d) Ikkunan koko 8× 8
Kuva 5.3: Fourier-muunnosmenetelmällä saatuja kuvia. Kynnys on kaikissa kuvissa nolla.
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Kolmas säädettävä parametri Fourier-muunnosmenetelmässä, ikkunan koon ja kyn-
nyksen lisäksi, on ylipäästösuodatuksessa käytettävä rajataajuus. Tähän asti esitellyissä
kuvissa rajataajuutena on käytetty lukua 1/20 eli tarkastellun alueen Fourier-muunne-
tusta kuvasta on nollattu origo-keskinen 1/20-säteinen ympyrä. Testataan vielä, mikä
vaikutus tällä ylipäästösuodatuksella ja sen rajataajuudella on kuviin. Kuvassa 5.4a ei ole
käytetty ylipäästösuodatusta lainkaan ja ikkunan kokona on 16×16 pikseliä. Kuten kuvas-
ta huomataan, ylipäästösuodatus on varsin tarpeellinen osa algoritmia. Jos valitaan raja-
taajuudeksi aikaisemmin käytetyn 1/20 sijaan jotain suurempaa, esimerkiksi 2/5, saadaan
kuva 5.4b. Kuvasta huomataan, että siinä on enemmän epätarkkoja kohtia kuin rajataa-
juutta 1/20 käytettäessä. Epätarkkoja kohtia on enemmän etenkin toisen ja kolmannen
pupun päässä ja korvissa. Nyt suodatuksessa käytetty rajataajuus on siis selvästi liian
suuri eli kuvan Fourier-muunnoksesta on suodatettu liikaa pieniä taajuuksia pois.
(a) Ilman ylipäästösuodatusta (b) Ylipäästösuodatuksen rajataajuus 2/5
Kuva 5.4: Fourier-muunnosmenetelmällä saadut kuvat, joissa ikkunan koko on 16 × 16
pikseliä ja kynnys 0.
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Luku 6
Johtopäätökset
Tässä luvussa kootaan yhteen luvussa 5 esitellyt tulokset ja pohditaan niihin johtaneita
syitä. Lisäksi pohditaan käytettyjen algoritmien toimivuutta ja niissä olevia ongelmia.
Tutkielman tavoitteena oli toteuttaa focus stacking -algoritmi kahdella eri tavalla ja
vertailla näiden avulla saatuja tuloksia eri parametrien arvoilla. Luvun 5 tuloksista huo-
mataan, että parhaan gradienttimenetelmällä saadun ja parhaan Fourier-muunnosmene-
telmällä saadun kuvan välillä ei ole suurta eroa, kuva 6.1. Kummankaan menetelmän avul-
la saadut kuvat eivät ole täydellisiä, mutta melko hyviä molemmat. Molempien menetel-
mien tuottamissa kuvissa on jonkun verran virheitä eli epätarkkoja pikseleitä. Gradient-
timenetelmällä saadussa kuvassa kolmannen pupun oikea reuna on selvästi parempi kuin
Fourier-muunnosmenetelmällä saadussa kuvassa. Fourier-muunnosmenetelmällä saadussa
kuvassa puolestaan ensimmäinen pupu on parempi kuin gradienttimenetelmällä saadussa.
Tuloksia vertailtaessa huomattiin, että jonkin parametrin muutos ei aina yksiselittei-
sesti paranna tai huononna kuvaa. Tällöin myöskään parhaiden kuvien valitseminen ei ole
aivan itsestään selvää. Esimerkiksi Fourier-muunnosmenetelmällä saaduista kuvista kuva
5.3c on lähes yhtä hyvä kuin edellä parhaaksi valittu kuva 5.3b. Tulosten esittelyssä ver-
tailtiin kuvia, joita oli saatu kolmea eri parametria, ikkunan kokoa, kynnystä ja Fourier-
muunnosmenetelmässä vielä ylipäästösuodatuksen rajataajuutta, muuttamalla. Tuloksis-
ta huomattiin, että erityisesti ikkunan koolla ja ylipäästösuodatuksen rajataajuudella on
suuri merkitys siihen, millaisia kuvia algoritmit tuottavat.
Molemmissa algoritmeissa parhaat tulokset saatiin joko ikkunakoolla 32×32 tai 64×64
pikseliä. Pienempiä ikkunakokoja käytettäessä tulokset huononivat selvästi, kuten nähtiin
kuvista 5.2c, 5.2d, 5.3a ja 5.3d. Tämä johtuu siitä, että pienempää tarkasteltavaa aluetta
käytettäessä, kuvan reunat eivät aina osu tarkasteltavaan alueeseen, jolloin algoritmi ei
erota, missä kuvassa kyseinen alue on tarkin. Tällöin siis tarkasteltavasta alueesta laskettu
normi on hyvin samansuuruinen kaikissa kuvissa.
Pientä ikkunakokoa käytettäessä ongelmia tuli erityisen paljon pupujen reunoissa, joi-
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(a) Tarkasteltava alue 64× 64, kynnys 0 (b) Tarkasteltava alue 32× 32, kynnys 0
Kuva 6.1: Parhaat gradienttimenetelmällä (a) ja Fourier-muunnosmenetelmällä (b) saadut
kuvat.
hin muodostui pupujen reunoja mukailevat kehät. Nämä kehät johtuvat kuvien tarkennuk-
sessa tulleista pienistä siirtymistä. Gradienttimenetelmällä ja Fourier-muunnosmenetel-
mällä saadut tulokset eroavat toisistaan siten, että gradienttimenetelmällä saaduissa ku-
vissa reunat ovat epätasaisemmat kuin Fourier-muunnosmenetelmällä saaduissa kuvissa.
Tämä ero johtuu siitä, että Fourier-muunnosmenetelmässä kerrallaan tarkasteltava alue
etenee vain pikselin kerrallaan. Tällöin jos alue valitaan esimerkiksi joka kerralla eri kuvas-
ta, edellisestä alueesta jää näkyviin vain pikselin levyinen alue. Gradienttimenetelmässä
tarkasteltavat alueet eivät mene päällekkäin, jolloin jos jokainen alue valitaan eri kuvas-
ta, alueiden reunat erottuvat todennäköisesti hyvin kuvasta ja reunoista voi tulla hyvin
epätasaisia.
Kun ikkunakokoa suurennettiin riittävästi, tulokset lähtivät jälleen huononemaan, ku-
ten huomattiin kuvasta 5.1d. Tämä johtuu siitä, että suureen tarkasteltavaan alueeseen
mahtuu monessa kohdassa sekä tarkkaa että epätarkkaa aluetta. Eri kuvien normit voi-
vat olla lähellä toisiaan, koska iso alue osuu esimerkiksi kahteen pupuun, jolloin kahdessa
kuvassa on tarkkaa aluetta tarkasteltavan alueen sisällä. Tarkasteltavan alueen koolla on
siis iso merkitys. Alueen koko riippuu tarkasteltavista kuvista ja niiden koosta. Pienessä
kuvassa ikkunan kooksi ei kannata valita kovin suurta aluetta eikä isossa kuvassa todella
pientä. Sopivan ikkunakoon löytää parhaiten testaamalla.
Algoritmeissa valittavan kynnyksen arvo ei vaikuttanut näissä tarkastelluissa kuvissa
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kovinkaan paljoa. Tämä johtuu siitä, että tarkastelluissa pupukuvissa tausta on täysin
musta. Tällöin sillä, mistä kuvasta tausta valitaan, ei ole merkitystä. Jos kuvissa ei oli-
si mustaa, tasaista taustaa vaan jotain vaaleampaa epätarkkaa aluetta, esimerkiksi jokin
epätarkka maisema tai jotain epätarkkoja reunoja, niin kynnyksen merkitys korostuisi.
Tällöin koko tausta tulisi kynnyksen ansioista valituksi samasta kuvasta, jolloin siinä ei
näkyisi tarkasteltavien alueiden reunoja. Ilman kynnystä epätarkan taustan yksi tarkastel-
tava alue tulisi valituksi yhdestä kuvasta ja toinen toisesta, sillä epätarkan alueen normit
ovat hyvin lähellä toisiaan eri kuvissa.
Kolmas muutettava parametri on Fourier-muunnosmenetelmässä tehtävän ylipäästö-
suodatuksen rajataajuus. Viimeisiä luvussa 5 esiteltyjä kuvia lukuun ottamatta kaikissa
kuvissa käytettiin rajataajuutena lukua 1/20, mikä oli aikaisemmin testattu parhaaksi.
Tuloksia vertailtaessa testattiin, millaisia tuloksia saadaan poistamalla koko ylipäästö-
suodatus. Tällöin havaittiin (kuva 5.4a), että ilman suodatusta algoritmi erottaa tarkat
alueet epätarkoista todella huonosti. Tämä johtuu siitä, että epätarkassakin alueessa on
niin paljon yksityiskohtia, että sen Fourier-muunnoksen normi voi olla suurempi kuin tar-
kan alueen. Ylipäästösuodatuksella poistetaan pienimmät taajuudet, jolloin kuvan yksi-
tyiskohdat korostuvat. Tämä suurentaa tarkan ja epätarkan alueen normien välistä eroa.
Jos ylipäästösuodatuksessa käytetään liian isoa rajataajuutta, kuvasta poistetaan lii-
kaa pieniä taajuuksia, jolloin suodatus terävöittämisen sijaan sumentaakin tarkasteltavaa
aluetta. Tällöin epätarkkojen ja tarkkojen alueiden normien välinen ero kasvamisen si-
jaan pienenee. Tämän seurauksena tarkemman alueen normi voikin olla epätarkan alueen
normia pienempi, jolloin alue valitaan väärästä kuvasta (kuva 5.4b).
Molempien algoritmien ongelmana, ainakin Matlabilla toteutettaessa, on hitaus. Ku-
vat käydään läpi kaksinkertaisten silmukoiden avulla pala palalta, jolloin mitä isompia
kuvia käytetään, sitä hitaammaksi algoritmit tulevat. Toisaalta kuitenkin, mitä isompia
kuvat ovat, sitä parempia tuloksia saadaan. Myös valittu ikkunan koko vaikuttaa algorit-
mien nopeuteen. Isompaa ikkunaa käytettäessä varsinkin Fourier-muunnoksen laskeminen
hidastuu. Isompaa ikkunaa käytettäessä laskettavien Fourier-muunnosten määrä vähenee,
mutta tämä ei riitä korvaamaan yksittäisen Fourier-muunnoksen laskemiseen kuluvaa ai-
kaa. Gradienttimenetelmä toimii samankokoisille kuville samaa ikkunakokoa käytettäessä
nopeammin kuin Fourier-muunnosmenetelmä, koska gradientteja tarvitsee laskea Fourier-
muunnoksia vähemmän. Tämä johtuu siitä, että tarkasteltavat alueet eivät mene gradient-
timenetelmässä päällekkäin.
Algoritmit toimivat hyvin tarkkojen tai epätarkkojen alueiden keskellä, mutta tarkko-
jen ja epätarkkojen alueiden väliset reunat aiheuttavat ongelmia molemmissa algoritmeis-
sa. Gradienttimenetelmässä kuviin jää kokonaisia epätarkkoja alueita, mutta reunat tule-
vat helpommin tasaisemman näköisiksi. Tämä havaitaan esimerkiksi kuvan 6.1a ensimmäi-
sen pupun oikeasta jalasta tai kolmannen pupun vasemmasta poskesta. Näistä epätarkkoja
alueita sisältävistä kohdista on suurennokset kuvassa 6.2. Fourier-muunnosmenetelmässä
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reunoihin jää usein yksittäisiä epätarkkoja pikseleitä tai pieniä epäsäännöllisen muotoisia
epätarkkoja alueita. Tämän voi havaita esimerkiksi kuvan 6.1b kolmannen pupun oikeasta
reunasta tai vasemmasta korvasta. Näistä kohdista on suurennokset kuvassa 6.3. Kuvis-
ta 6.2 ja 6.3 huomataan, että niissä kohdissa, missä gradienttimenetelmää käytettäessä
on virheitä, Fourier-muunnosmenetelmä toimii usein paremmin ja toisinpäin. Molempia
menetelmiä käytettäessä kuviin jää siis epätarkkoja alueita, mutta eri menetelmissä eri
kohdat aiheuttavat ongelmia.
Focus stacking -algoritmi on toteutettu joissain kuvankäsittelyohjelmissa, esimerkiksi
Photoshopissa, mutta kaupalliset kuvankäsittelyohjelmat eivät tietenkään kerro, millaista
algoritmia käyttävät. Tästä syystä varsinaista teoriaa focus stacking -algoritmin toteut-
tamiseen on kovin vähän saatavilla. Tutkielmassa esitellyt algoritmit ovatkin pääasiassa
itse eri yliopistomatematiikan kursseilta saatujen tietojen ja taitojen avulla kehitettyjä.
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(a) (b)
(c) (d)
Kuva 6.2: Suurennoksia gradienttimenetelmällä saadun parhaan kuvan virheellisistä koh-
dista verrattuna vastaaviin kohtiin Fourier-muunnosmenetelmällä saadussa parhaassa ku-
vassa. (a) Suurennos kuvan 6.1a ensimmäisen pupun oikeasta jalasta. (b) Vastaava suu-
rennos kuin kuvassa a, mutta kuvasta 6.1b. (c) Suurennos kuvan 6.1a kolmannen pupun
vasemmasta poskesta. (d) Vastaava suurennos kuin kuvassa c, mutta kuvasta 6.1b.
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(a) (b)
(c) (d)
Kuva 6.3: Suurennoksia Fourier-muunnosmenetelmällä saadun parhaan kuvan virheelli-
sistä kohdista verrattuna vastaaviin kohtiin gradienttimenetelmällä saadussa parhaassa
kuvassa. (a) Suurennos kuvan 6.1b kolmannen pupun oikeasta reunasta. (b) Vastaava
suurennos kuin kuvassa a, mutta kuvasta 6.1a. (c) Suurennos kuvan 6.1b kolmannen pu-
pun korvista. (d) Vastaava suurennos kuin kuvassa c, mutta kuvasta 6.1a.
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