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Network coding is considered as a promising technique to increase the bandwidth available in a wireless
network. Many studies show that network coding can improve ﬂow throughput only if an appropriate
routing algorithm is used to identify paths with coding opportunities. Nevertheless, a good routing mech-
anism is very difﬁcult to develop. Existing solutions either do not estimate the path bandwidth precisely
enough or cannot identify the best path in some situations. In this paper, we describe our coding-aware
routing protocol that provides a better path bandwidth estimate and is able to identify high throughput
paths. Extensive NS2 simulations show that our protocol outperforms existing mechanisms.
 2013 The Authors. Published by Elsevier B.V. Open access under CC BY license.1. Introduction the bandwidth availability in an existing routing algorithm [7–In a traditional wireless network, neighbor wireless links cannot
be active simultaneously because the two links interfere with each
other. This phenomenon seriously limits the bandwidth provided in
a wireless network. Fortunately, the recently developed technique
link-layer network coding (LNC) [1] allows two or more packets
to be delivered at the same time. If used smartly, throughput can
be enhanced signiﬁcantly, and many works study the maximum
throughput gain obtained by using network coding [2,3]. Neverthe-
less, a signiﬁcant throughput gain can be achieved only if appropri-
ate routes are selected to utilize coding opportunities. This paper
aims at developing a proactive coding-aware routing protocol to
realize the beneﬁts of network coding. Our protocol identiﬁes high
throughput path from a source to a destination without sacriﬁcing
existing ﬂows. In other words, our protocol also supports service
guarantees that once a ﬂow is admitted, the bandwidth it enjoys
will not be reduced due to newly admitted ﬂows [4].
Quality-of-Service (QoS) routing in wireless networks is chal-
lenging. Some works analyze the maximum throughput a new ﬂow
can have theoretically [5,6]. However, optimal algorithms are usu-
ally computationally expensive and centralized in nature. Distrib-
uted protocols are thus required in practice. A common approach
to develop distributed protocols is to apply a metric that reﬂects10]. When wireless interference and network coding are jointly
considered, the QoS routing problem becomes more complicated.
We use an example to illustrate the complexity of the issue we
consider in the paper. Let the interference range be two hops and
the transmission rate of each link be 1 unit in Fig. 1. There is an
existing ﬂow with data rate 14 unit on h3;2;1i. We want to under-
stand how much bandwidth a new ﬂow request from Node 1 to
Node 6 can have. To carry the ﬂow on h3;2;1i, both links ð3;2Þ
and ð2;1Þ have to be active for 14 s in each second. As all links
interfere with each other, a link has to remain silent when an-
other link is active. Thus, the remaining portion of time in a sec-
ond that a link can carry a new ﬂow is only 12 s. If we use path
p1 ¼ h1;4;5;6i to carry the ﬂow from Node 1 to Node 6, each link
can at most be active for 16 s in each second to send the trafﬁc,
implying the maximum throughput of the ﬂow without violating
the service guarantees of the existing ﬂow is 16 unit. On the other
hand, if path p2 ¼ h1;2;3;6i is used, coding can be applied at
Node 2. Suppose there are four time slots in each second, and
we schedule the packet transmission in the following way: Link
ð1;2Þ transmits packet of the new ﬂow at time slot 1; Link
ð3;2Þ transmits packet of the existing ﬂow at time slot 2; Node
2 codes the two received packets and sends the encoded packet
at time slot 3; In slot 4, ð3;6Þ sends the packet of the new ﬂow.
We can send a packet of 14 unit in each slot. Thus, the new ﬂow
can have a throughput of 14 unit on path p2. Note that the existing
ﬂow on h3;2;1i does not need to sacriﬁce and still enjoys a
throughput of 14 unit. The available bandwidth (or throughput)
of a path is deﬁned as the maximum additional rate a ﬂow can push
before saturating its path [11].
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maximum available bandwidth path (widest path) to a destination.
When the source receives a new connection request, it will accept
the connection if the widest path satisﬁes the bandwidth require-
ment. Therefore, accurately estimating the available bandwidth of
a path is fundamental to provide QoS guarantees. Besides, a routing
protocol should also identify the path for carrying the ﬂow and en-
sure the packets are forwarded consistently along the path. This
paper aims at providing a complete solution to the coding-aware
routing problem. The contributions in this work are.
1. We introduce a method to estimate the available bandwidth of
a multi-hop path with network coding.
2. We design a coding-aware routing metric which captures the
available path bandwidth information, and we prove that the
proposed routing metric is isotonic, which is necessary to ensure
packets are forwarded consistently on the identiﬁed path in a
distributed manner.
3. We present our NS2 simulation results and compare our routing
protocol with the existing ones.
The rest of the paper is organized as follows: Representative re-
lated works are discussed in Section 2. Section 3 gives some pre-
liminaries for path bandwidth calculation. In Section 4, we
describe how to estimate path bandwidth with network coding.
Afterwards, we develop a coding-aware routing protocol in
Section 5, and Section 6 presents our simulation results. Finally,
Section 7 concludes our work.2. Related works
Network coding has been studied to combat performance loss
due to poor link quality. The works in [12–17] apply network cod-
ing to increase unicast throughput by using opportunistic routing
in the face of lossy wireless links. The network coding studied in
these works is called intra-session network coding, where packets
in the same session are encoded together [18]. Another research
line is to encode the packets in different sessions, which is called
inter-session network coding. The work in [19] is the ﬁrst work
applying network coding on two ﬂows going in opposite directions
on the same path. Refs. [20,22] proposed physical-layer network
coding (PNC). The work in [21] analyzes the rate and BER perfor-
mance when applying PNC in two-way relay channel. We consider
LNC in this paper, since LNC does not require strict synchronization
at the physical layer, which is simpler to implement. The work in
[1] develops the ﬁrst practical link-layer network coding architec-
ture, called COPE, for multi-hop wireless networks.
The work in [18] studies the tradeoff between increasing the
coding opportunity and lowering the transmission rate, in order
to maximize network throughput. The work in [23] concerns the
coding-aware scheduling problem based on the TDMA model.
The works in [2,3,24] analyze the theoretical throughput gain
provided by network coding. Both [2,3] consider the COPE-type
network coding, and give the upper bound of the throughput gain
in multi-hop wireless networks. The work in [24] proposes a M-tu-
ple coding and formulates its theoretical throughput gain. The the-Fig. 1. An illustration for routing with network coding.oretical analysis on throughput gain sheds lights on the advantage
of network coding. Nevertheless, such gain cannot be realized
without appropriate routing and scheduling mechanisms.
The work in [25] considers the coding-aware routing problem in
multi-hop wireless networks. Linear programming is used to de-
velop a theoretical formulation. Our focus, on the other hand, is
to develop a practical distributed routing protocol for identifying
high throughput paths. The works in [26–29] develop new cod-
ing-aware routing metrics to identify high throughput paths. The
routing metric proposed by [26] uses the buffer length to reﬂect
how busy the node is, and a path with the minimum aggregate buf-
fer length is selected. Coding opportunities are considered when
calculating the buffer length at each node. The metrics described
in [27,28] are both based on ETX [7]. ETX reﬂects the number of
transmissions needed for successful delivery of a packet over a
link. The coding opportunity is converted into a weighted factor
on the ETX. Unfortunately, all these metrics do not directly indicate
how much bandwidth a path can support. We cannot use these
routing metrics to perform admission control decision because
we do not know whether a path has the enough bandwidth re-
sources to support a new connection.
The work in [29] gives a formula to estimate the path band-
width when network coding is considered. The interference model
among links considered in this work is too conservative. In this
work, we aim at developing a more accurate estimation. The preli-
minary version of this paper appears in [30]. In this paper, we
reﬁne our formula to develop a complete proactive distributed
routing protocol. We also conduct extensive simulations to com-
pare our protocol with existing ones.
3. Preliminaries
The network is represented as G ¼ ðV ; EÞwhere V represents the
set of nodes in the network and E denotes the set of directed edges.
Each link e ¼ ði; jÞ 2 Emeans that node i can transmit to node j. We
assume links are symmetric that if ði; jÞ 2 E; ðj; iÞ 2 E as well.
Whether two links interfere with each other depends on the inter-
ference model adopted. For instance, if we apply the 802.11 inter-
ference model [5], both the sender and the receiver of a link should
not be interfered. Note that the sender of a link has to receive ACK
according to 802.11, and so it should not fall within the interfer-
ence range of the sender and/or receiver of another link. In other
words, links ði; jÞ and ðk; lÞ interfere with each other if k (or l) is
in the interference range of i (or j). In this paper, we describe our
results based on the 802.11 model but our mechanisms can be ex-
tended to other models, such as the protocol interference model in
which only the receiver has to be free from interference. Based on
the current ﬂows on each link in the network, we can determine
the residual bandwidth of each link e, denoted by BðeÞ. BðeÞ means
that if all the links interfering with e do not transmit any new ﬂow,
link e can possess the channel BðeÞC time for each second to transmit
the new ﬂow, where C is the channel capacity. Lots of works study
the residual link bandwidth estimation [4,31], and so we assume
that BðeÞ for each link e is known. If the bit error rate of a link is
considered in the link estimator, the available bandwidth of each
link becomes the expected available link bandwidth [32].
Given a path p = hv1;v2; . . . ;vhi, denote Q p as the set ofmaximal
interference link sets. Eachq 2 Q p contains the set of links on pwhich
interfere with each other. For each qi 2 Q p, we cannot ﬁnd qj 2 Q p
such that qi  qj, where j – i. qi is also referred as a maximal clique
in a contention graph which contains all the links on p [5]. For
instance, in Fig. 2, assume that the interference range is two
hops. Given path h1;2;3;4;5;6i, Q p contains q1 ¼ fð1;2Þ; ð2;3Þ;
ð3;4Þ; ð4;5Þg and q2 ¼ fð2;3Þ; ð3;4Þ; ð4;5Þ; ð5;6Þg. Generally
speaking, if two links on a path interfere with each other, all the
links between them along the path conﬂict with each other [32].
Fig. 2. A linear network.
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ing [4,11,31], the available bandwidth of path p, BðpÞ, is estimated
as:
BðpÞ ¼min
q2Qp
Cq; Cq ¼ 1P
l2q
1
BðlÞ
ð1Þ
The rationale behind the formula is: transmissions on the links
in an interference link set cannot be concurrent but occur in a se-
rial manner. Thus, the time for 1 Mbit data traversing on all the
links in the interference link set q is
P
l2q
1
BðlÞ. Cq is thus the band-
width available over q. The available bandwidth of the path is
the bandwidth of the bottleneck interference link set. We refer
readers to the references for further explanation.
Example 1. Given a path p ¼ h1;2;3;4;5i, let Bð1;2Þ,
Bð2;3Þ;Bð3;4Þ, and Bð4;5Þ be 50, 100, 25, and 20 units, respectively,
as in the example provided in [11]. All links on p interfere with
each other, and so there is only one interference link set in Q p,
which is fð1;2Þ; ð2;3Þ; ð3;4Þ; ð4;5Þg. BðpÞ is calculated as
1
50þ 1100þ 125þ 120
 1 ¼ 253 .For clarity, we follow the 2-hop interferencemodel assumption as
in [31,33]. Each interference link set contains four consecutive links
onp. Letp= hv1;v2; . . . ;vh1;vhi. Thereareh 4 interference link sets
q1;q2; . . . ;qh4, where qi ¼ fðv i;v iþ1Þ; ðv iþ1;v iþ2Þ; ðv iþ2;v iþ3Þ;
ðv iþ3;v iþ4Þg. Denote ei ¼ ðv i; v iþ1Þ.We canuse the following equation
to estimate the path bandwidth.
BðpÞ ¼ min
16k6h4
Cqk
Cqi ¼ 1BðeiÞ þ
1
Bðeiþ1Þ þ
1
Bðeiþ2Þ þ
1
Bðeiþ3Þ
 1
8><
>: ð2Þ4. Coding-aware available path bandwidth
In this section, we discuss how to estimate the path bandwidth
with network coding. In Fig. 2, an existing ﬂow goes on h3;2;1i. If
we deploy a new ﬂow on h1;2;3;4;5i, Node 2 can encode the pack-
et of the existing ﬂow on ð2;1Þ and the packet of the new ﬂow on
ð2;3Þ. The encoded packet transmitted by Node 2 is called a coded
packet, and Node 2 is a coding node.
With network coding, some packets of the new ﬂow can ride on
the existing ﬂows, such that the transmission for these packets
does not consume the residual bandwidth of each link. Denote ti
as the time to transmit 1 Mbit of the new ﬂow along the links in
qi. Without network coding, ti ¼ 1BðeiÞ þ 1Bðeiþ1Þ þ 1Bðeiþ2Þ þ 1Bðeiþ3Þ. If net-
work coding is applied, each link may use the residual bandwidth
to transmit a portion of 1 Mbit new ﬂow, and another portion istransmitted in a coded manner. ti becomes the total time for each
link in qi to transmit the uncoded portion.
Let kðejÞ be the coding rate of link ej. kðejÞ denotes the amount of
the new ﬂow on the link that can be coded with existing ﬂows in a
second. Ref. [28] describes how to calculate kðejÞ. In the whole
duration of ti, at most kðejÞti amount of data can be sent in a coded
manner, and so 1 kðejÞti uncoded data needs to be sent. The time
to send the uncoded data becomes 1kðejÞtiBðejÞ . We now consider
whether links ei; eiþ1; eiþ2; eiþ3 in qi can encode data in the whole
duration of ti.
We ﬁrst consider ei. Coding can occur on link ei ¼ ðv i;v iþ1Þ
when ðv i;v i1Þ is active. According to the interference model,
ðv i;v i1Þ does not interfere with link eiþ3. It is possible that both
ðv i;v i1Þ and eiþ3 are active concurrently. Unfortunately, when this
occurs, coding cannot be carried out on ei. Although theoretically
we can compute the amount of time that network coding cannot
be used, such computation may not be practical due to the over-
head involved. Thus, we assume that network coding cannot be
performed in ei.
We now consider eiþ3 ¼ ðv iþ3;v iþ4Þ (The same rationale
applies to eiþ2 and eiþ1). Coding can occur on eiþ3 only when link
ðv iþ3;v iþ2Þ is active. As ðv iþ3;v iþ2Þ also interferes with all the links
in qi, it is ensured that the coded packet on eiþ3 does not
consume the residual bandwidth on the other links in qi. In other
words, eiþ3 can transmit coded data in the whole duration of ti.
Thus, the time to send the uncoded data on eiþ3 is
1kðeiþ3Þti
Bðeiþ3Þ . We thus
have
ti ¼ 1BðeiÞ þ
1 kðeiþ1Þti
Bðeiþ1Þ þ
1 kðeiþ2Þti
Bðeiþ2Þ þ
1 kðeiþ3Þti
Bðeiþ3Þ : ð3Þ
The bandwidth of path p can be rewritten as
BðpÞ ¼ min
16i6h4
CðqiÞ
CðqiÞ ¼
1þ kðeiþ1Þ
Bðeiþ1Þ þ
kðeiþ2Þ
Bðeiþ2Þ þ
kðeiþ3Þ
Bðeiþ3Þ
1
BðeiÞ þ
1
Bðeiþ1Þ þ
1
Bðeiþ2Þ þ
1
Bðeiþ3Þ
8>>><
>>>:
ð4Þ
Example 2. In Fig. 2, there is an existing ﬂow with the data rate
1
5 Mbps on h3;2;1i, and we consider path p ¼ h1;2;3;4;5;6i. The
transmission rate of each link is 1 Mbps. Since link (3,2) interferes
all links on p and ð2;1Þ interferes all links on p except (5,6), the
available bandwidth of each link on p except (5,6) is 35, while
Bð5;6Þ ¼ 45. There are two maximal interference link sets related to
p : q1 ¼ fð1;2Þ; ð2;3Þ; ð3;4Þ; ð4;5Þg and q2 ¼ fð2;3Þ; ð3;4Þ; ð4;5Þ;
ð5;6Þg. Considering q1, we have kð1;2Þ ¼ kð3;4Þ ¼ kð4;5Þ ¼ 0 and
kð2;3Þ ¼ 15, and thus we get t1 ¼ 5. We can also calculate t2 ¼ 254 .
Therefore, the available bandwidth of path p according to (4) is 425.
Interested readers can easily verify that the maximum data rate of
the new ﬂow on p in this example is really 15 Mbps. Fig. 2 gives a
scheduling scheme, such that both the existing ﬂow and the new
ﬂow have the data rate of 15 Mbps. We can observe that our
estimation scheme (4) underestimates the actual bandwidth
available.5. Coding-aware routing protocol
5.1. Coding-aware isotonic routing metric
In a proactive routing protocol, each node ﬁnds a new path
based on the route information advertised by its neighbors, and
Fig. 4. Illustration for ﬂow table.
Fig. 3. Illustration for path selection.
1748 R. Hou et al. / Computer Communications 36 (2013) 1745–1753then decides whether to advertise the new path to its neighbors. If
each node advertises all the new paths to its neighbors, the adver-
tisement overhead would be huge. Thus, in order to reduce the
protocol overhead, a path selection mechanism is necessary. Each
node just selects to advertise some paths but not all the received
ones. Traditionally, if we use the hop count as the routing metric,
the path selection is simple that a node just advertises the path
with the least hop count to its neighbors. It is guaranteed that each
node can identify the minimum hop count path to a destination.
Unfortunately, path selection based on available bandwidth is
not as trivial as it seems. For instance, node v obtains two paths
p1 and p2 to a destination d. Assume Bðp1Þ > Bðp2Þ. If node v simply
selects to advertise the path with the larger available bandwidth,
its neighbors would not obtain p2. However, it is possible that
the path extended from p2 has larger available bandwidth than
that extended from p1. For example, there are two paths from node
v to d in Fig. 3. The available bandwidth of each link on path
p1 ¼ hv; a; di is 10, while that on path p2 ¼ hv ; b; di is 8. By (2),
the available bandwidth of p1 and p2 are 11
10þ 110
¼ 5 and 11
8þ18
¼ 4,
respectively. We now consider the paths from s to d. There is an
existing ﬂow going on hb;v ; si, and node v can be a coding node
which encodes the new ﬂow on hs;v ; b; di and the existing ﬂow.
We thus have kðv ; bÞ ¼ 4. By (4), the available bandwidth of path
hs;v ; b; di is 309 , while that of hs;v ; a; di is 2:5. We can see that the
path extended from p2 has larger available bandwidth than that
extended from p1. If we want s identiﬁes the widest path from it-
self to d, node v should advertise p2. This example illustrates that
a node should not only advertise paths that are best from itself,
but may need to advertise paths that are suboptimal from itself
as well. We need a mechanism to determine whether a path should
be advertised.
Given two paths p from s to v and p0 from v to d, denote p p0 as
the path concatenated by p with p0.
Lemma 1. Given two paths p1 ¼ hv ;u1; . . . ;um; di and
p2 ¼ hv ; g1; . . . ; gn; di, denote e1 ¼ ðv ;u1Þ; e2 ¼ ðu1;u2Þ; e3 ¼ ðu2;u3Þ;
e01 ¼ ðv ; g1Þ; e02 ¼ ðg1; g2Þ, and e03 ¼ ðg2; g3Þ, respectively. If
e1 ¼ e01; Bðp1ÞP Bðp2Þ, 1Bðe2Þ þ 1Bðe3Þ
h i
6 1Bðe02Þ þ
1
Bðe03Þ
h i
, kðe2ÞBðe2Þ þ
kðe3Þ
Bðe3Þ
h i
P
kðe02Þ
Bðe02Þ
þ kðe03ÞBðe03Þ
h i
; 1Bðe2Þ 6
1
Bðe02Þ
, and kðe2ÞBðe2ÞP
kðe02Þ
Bðe02Þ
, we have
Bðp0  p1ÞP Bðp0  p2Þ, where p0 is any path from a node s to v.Proof. Without loss of generality, assume that p0 ¼ hs; x1; . . . ; xj;vi.
Let lj ¼ ðxj;vÞ; lj1 ¼ ðxj1; xjÞ, and lj2 ¼ ðxj2; xj1Þ. Deﬁne
q1 ¼ flj; e1; e2; e3g;q01 ¼ flj; e01; e02; e03g;q2 ¼ flj1; lj; e1; e2g;q02 ¼ flj1;
lj; e01; e
0
2g;q3 ¼ flj2; lj1; lj; e1g, and q03 ¼ flj2; lj1; lj; e01g. By (2), we
have
Bðp0  p1Þ ¼minfBðp1Þ;Cq1 ;Cq2 ;Cq3 ;Bðp0Þg
Bðp0  p2Þ ¼minfBðp2Þ;Cq01 ;Cq02 ;Cq03 ;Bðp0Þg
(
ð5Þ
With the conditions given by this lemma, we can easily obtain
the following inequalities.
Cq1 ¼
1þ kðe1ÞBðe1Þ þ
kðe2Þ
Bðe2Þ þ
kðe3Þ
Bðe3Þ
1
BðljÞ þ
1
Bðe1Þ þ 1Bðe2Þ þ 1Bðe3Þ
P
1þ kðe1ÞBðe1Þ þ
kðe02Þ
Bðe02Þ
þ kðe03ÞBðe03Þ
1
BðljÞ þ
1
Bðe1Þ þ 1Bðe02Þ þ
1
Bðe03Þ
¼ Cq0
1
ð6Þ
Cq2 ¼
1þ kðljÞBðljÞ þ
kðe1Þ
Bðe1Þ þ
kðe2Þ
Bðe2Þ
1
Bðlj1Þ þ 1BðljÞ þ 1Bðe1Þ þ 1Bðe2Þ
P
1þ kðljÞBðljÞ þ
kðe1Þ
Bðe1Þ þ
kðe02Þ
Bðe02Þ
1
Bðlj1Þ þ 1BðljÞ þ 1Bðe1Þ þ 1Bðe02Þ
¼ Cq02 ð7Þ
Cq3 ¼
1þ kðlj1ÞBðlj1Þ þ
kðljÞ
BðljÞ þ
kðe1Þ
Bðe1Þ
1
Bðlj2Þ þ
1
Bðlj1Þ þ
1
BðljÞ þ
1
Bðe1Þ
¼
1þ kðlj1ÞBðlj1Þ þ
kðljÞ
BðljÞ þ
kðe01Þ
Bðe01Þ
1
Bðlj2Þ þ
1
Bðlj1Þ þ
1
BðljÞ þ
1
Bðe01Þ
¼ Cq0
3
ð8Þ
Combining (5)–(8), we have Bðp0  p1ÞP Bðp0  p2Þ. The lemma is
thus proved. h
Lemma 1 implies that any path extended from p1 always has the
larger available bandwidth than that extended from p2 if the con-
ditions are satisﬁed. This lemma helps us to design an isotonic
routing metric for determining whether a path is worth to be
advertised. The isotonicity property of a path weight is the neces-
sary and sufﬁcient condition for developing a hop-by-hop routing
protocol satisfying the optimality and consistency requirements
[34]. The optimality requirement means that each node can iden-
tify the ‘‘best’’ path to a destination. (The ‘‘best’’ path in this work
denotes the path considered to provide high throughput for the
new ﬂow.) Consistency means that the data packet does traverse
on the destined path speciﬁed by the source. Deﬁnition 1 gives
the deﬁnition of isotonicity introduced in [34].
Deﬁnition 1. Left-isotonicity: The quadruple ðS;;x;Þ is left-
isotonic if xðaÞ  xðbÞ implies xðc  aÞ  xðc  bÞ, for all
a; b; c 2 S where S is a set of paths, x is a function which maps a
path to a weight, and  is the order relation.
By Deﬁnition 1, designing an isotonic routing metric not only
gives the path weight, but also gives the path selection mechanism.
When the metric is hop count, which is isotonic, the path weight is
the number of hops along the path. xðaÞ  xðbÞ denotes that the
hop count of path a is larger than that of path b, and so b is better
than a. We also need to deﬁne whether a path with heavier weight
or lighter weight is better. In the hop count situation, a path with
smaller weight is better.
According to Lemma 1, we can deﬁne a coding-aware isotonic
path weight for path p ¼ hv1;v2; . . . ;vhi.
xðpÞ ¼ ðx1ðpÞ;x2ðpÞ;x3ðpÞ;x4ðpÞ;x5ðpÞÞ
x1ðpÞ ¼ BðpÞ
x2ðpÞ ¼ 1Bðv2 ;v3Þ
x3ðpÞ ¼ kðv2 ;v3ÞBðv2 ;v3Þ
x4ðpÞ ¼ 1Bðv2 ;v3Þ þ 1Bðv3 ;v4Þ
x5ðpÞ ¼ kðv2 ;v3ÞBðv2 ;v3Þ þ
kðv3 ;v4Þ
Bðv3 ;v4Þ
8>>>>>><
>>>>>>:
ð9Þ
Themetric of each path is composed by ﬁve items.x1ðpÞ denotes
the estimated available bandwidth of path p. 1x2ðpÞ is the available
bandwidth of the second link ðv2;v3Þ;x3ðpÞ ¼ kðv2;v3Þ x2ðpÞ.
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R. Hou et al. / Computer Communications 36 (2013) 1745–1753 1749Both x2ðpÞ and x3ðpÞ are calculated by the available bandwidth of
ðv2;v3Þ; Bðv2;v3Þ, and the coding rate on that link, kðv2;v3Þ. Both
x4ðpÞ and x5ðpÞ are calculated by the available bandwidth of links
ðv2;v3Þ and ðv3;v4Þ and the coding rates on those links. Given two
paths p1 and p2;xðp1Þ  xðp2Þ if and only if both p1 and p2
share the same ﬁrst link, x1ðp1ÞP x1ðp2Þ;x2ðp1Þ 6 x2ðp2Þ;
x3ðp1ÞP x3ðp2Þ;x4ðp1Þ 6 x4ðp2Þ, and x5ðp1ÞP x5ðp2Þ. xðp1Þ 
xðp2Þ means that p1 is better than p2, and p2 should not be adver-
tised. Thus, which path is better depends on the deﬁnitions of both
path weight and . We are going to show that the proposed path
weight is left-isotonic.
Lemma 2. There are two paths p1 and p2 from node v to node d, such
that xðp1Þ  xðp2Þ. For any path p from node s to node v, we have
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180
200
CPBM
C2ARProof. By Lemma 1, we have Bðp p1ÞP Bðp p2Þ. If p contains
two or more hop counts, p p1 and p p2 share the same ﬁrst
three links. We thus have x2ðp p1Þ ¼ x2ðp p2Þ;x3ðp
p1Þ ¼ x3ðp p2Þ;x4ðp p1Þ ¼ x4ðp p2Þ, and x5ðp p1Þ ¼
x5ðp p2Þ. We then have xðp p1Þ  xðp p2Þ.
We now consider the case that p ¼ ðs;vÞ. Since p1 and p2 share
the same ﬁrst link, denoted by e; p p1 and p p2 share the same
ﬁrst two links. Denote k1 and k2 as the coding rates on link e when
considering path p p1 and p p2, respectively. Since p p1 and
p p2 share the same ﬁrst two links, k1 ¼ k2. This means that
x2ðp p1Þ ¼ x2ðp p2Þ and x3ðp p1Þ ¼ x3ðp p2Þ. We calcu-
latex4ðp p1Þ ¼ 1BðeÞ þx2ðp1Þ andx4ðp p2Þ ¼ 1BðeÞ þx2ðp2Þ. Since
x2ðp1Þ 6 x2ðp2Þ;x4ðp p1Þ 6 x4ðp p2Þ. We also calculate
x5ðp p1Þ ¼ k1BðeÞ þx3ðp1Þ and x5ðp p2Þ ¼ k2BðeÞ þx3ðp2Þ. Since
x3ðp1ÞP x3ðp2Þ, we have x5ðp p1ÞP x5ðp p2Þ. The lemma
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Fig. 5. Average throughput of different routing metrics.5.2. Route advertisement and packet forwarding
Information must be kept in each node to facilitate determining
whether a path is worth to be advertised. In our routing protocol,
there are three kinds of tables: ﬂow table, distance table, and rout-
ing table. Distance table and routing table are used in traditional
proactive distance-vector routing protocols. With network coding,
our routing protocol, like [28], requires each node to keep a ﬂow
table. Each entry of the ﬂow table in a node denotes an existing
ﬂow arriving at the node, and is identiﬁed by its previous two hops.
For instance, in Fig. 4, after Node 4 receives a packet with the pre-
vious two hops Node 2 and 3, it will keep the existing ﬂow h2;3;4i
in its ﬂow table. By counting the average amount of packets re-
ceived by the node in a second [28], Node 4 can estimate the data
rate of the existing ﬂow on h2;3;4i. In this example, Node 5 also
records an existing ﬂow going on h3;4;5i. Denote D as the maxi-
mum node degree. Since each existing ﬂow is speciﬁed by the pre-
vious two hops, the maximum size of the ﬂow table in each node is
limited by OðD2Þ. The ﬂow table is utilized during the path con-
struction procedure.
The advertisement of a path p ¼ hv1; . . . ;vhi carries the next
three hops, v2;v3, and v4, the weight of p;xðpÞ, and the available
bandwidth on the ﬁrst link Bðv1;v2Þ. After its neighbor s receives
the path, it ﬁrst keeps this path in its distance table, and then cal-
culates the weight of the new path. If the ﬂow table at s contains an
existing ﬂow going on hv2;v1; si, s sets the coding rate on
ðv1;v2Þ; kðv1;v2Þ, to be the estimated data rate of the existing ﬂow.
By (9), the weight of path p0 ¼ ðs;v1Þ  p is calculated as
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Fig. 6. Average delay of different routing metrics.
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1þ kðv1;v2Þ
Bðv1;v2Þ þx5ðpÞ
1
Bðs; v1Þ þ
1
Bðv1;v2Þ þx4ðpÞ
;x1ðpÞ
8><
>:
9>=
>;
x2ðp0Þ ¼ 1Bðv1 ;v2Þ
x3ðp0Þ ¼ kðv1 ;v2ÞBðv1 ;v2Þ
x4ðp0Þ ¼ x2ðp0Þ þx2ðpÞ
x5ðp0Þ ¼ x3ðp0Þ þx3ðpÞ
8>>>>>>><
>>>>>>>:
ð10Þ
The method for calculatingx1ðp0Þ based onx1ðpÞ and the band-
width of the ﬁrst two links ðs;v1Þ and ðv1;v2Þ, is according to (4).
Since the second item of the path metric is the inverse of the avail-
able bandwidth on the second link, we have x2ðp0Þ ¼ 1Bðv1 ;v2Þ. Simi-
larly, we can calculate x3ðp0Þ. Since x2ðp0Þ ¼ 1Bðv1 ;v2Þ and x2ðpÞ ¼
1
Bðv2 ;v3Þ, we have x4ðp0Þ ¼ x2ðp0Þ þx2ðpÞ. Similarly, as x3ðp0Þ ¼
kðv1 ;v2Þ
Bðv1 ;v2Þ and x3ðpÞ ¼
kðv2 ;v3Þ
Bðv2 ;v3Þ, we ﬁnally have x5ðp0Þ ¼ x3ðp0Þ þx3ðpÞ.
We use Fig. 2 to illustrate the path calculation process. As we
mentioned before, by (4), the available bandwidth of path from
Node 2 to Node 6, denoted by p1, is 425. By (9), we have
xðp1Þ ¼ 425 ; 53 ;0; 103 ;0
 
. Node 2 advertises p1 to Node 1. Since there
is an existing ﬂow going on h3;2;1i, Node 1 sets kð2;3Þ ¼ 15. After-
wards, by (10), Node 1 calculates x1ðp2Þ ¼ 425 ;x2ðp2Þ ¼ 53 ;x3ðp2Þ ¼
1
3 ;x4ðp2Þ ¼ 103 , and x5ðp2Þ ¼ 13. We have xðp2Þ ¼ 425 ; 53 ; 13 ; 103 ; 13
 
.
After s obtains a new path p0, it ﬁrst determines whether there is
a path p00 in its routing table such that xðp00Þ  xðp0Þ. If so, s will
drop p0; If xðp0Þ  xðp00Þ; s will replace p00 by p0; Otherwise, s will
add p0 in its routing table. In case that p0 is included in its routing
table, node s will advertise p0 to its neighbors.
In the traditional distance-vector routing protocol, each node
keeps the distance table and the routing table. The distance table
keeps the received paths from its neighbors, and the routing table
keeps the paths advertised by itself. By (2), if two paths share the
same ﬁrst three links, we must select the better one. In other
words, the maximum sizes of the distance table and the routing ta-
ble are OðD4Þ and OðD3Þ, respectively.
Our routing protocol applies the hop-by-hop packet forwarding
mechanism. When a source wants to transmit trafﬁc to the desti-
nation, it ﬁrst ﬁnds the path with the largest available bandwidth
in its routing table. Each source has the next four hop information
for each path. Before sending the data packet to its next hop, the
source s speciﬁes the next four hops in the routing ﬁled of the data
packet. When the next hop receives the data packet, it can un-
iquely identify the path going on the same next three hops. Our
routing protocol assures that the data packet does traverse on
the widest path speciﬁed by the source node. Interested readers
can refer to our previous work [10] for the detailed discussion.
Our routing protocol will not delay forwarding a data packet
with a purpose of creating a network coding opportunity. When
an intermediate node forwards a data packet, pkt1, to the next
hop, it will look up its transmitting queue. If there is a data packet
pkt2 coming from the next hop of pkt1 v and being forwarded to the
previous hop of pkt1 u, the intermediate node will encode both the
packets and transmit to both v and u. In our routing protocol, each
node buffers the forwarded data packets for some time in order to
decode the encoded packet. Note that our routing protocol will not
introduce extra delay with applying network coding. When each
node gets a packet from its sending buffer, it will transmit imme-
diately while not waiting for a network coding opportunity.
When the network accepts a new ﬂow or releases an existing
connection, the residual bandwidth resources on each link may
change. Each destination periodically initiates path calculation
process to ﬁnd high throughput path under the current situations.
Due to the delay of route update propagation, the network state
changes may cause that data cannot be successfully forwarded tothe destination. This is a route update issue which appears in all
real-time network protocols and is outside the scope of this paper.
0 5 10 15 20 25 30 35 400
20
40
60
80
100
120
140
160
180
200
Source−Destination Pair ID
Av
er
ag
e 
Th
ro
ug
hp
ut
 (K
bp
s)
100Kbps data rate (coding)
50Kbps data rate (coding)
100Kbps data rate (no−coding)
(a) 25-grid.
0 10 20 30 40 50 60
0
20
40
60
80
100
120
140
160
180
200
Source−Destination Pair ID
Av
er
ag
e 
Th
ro
ug
hp
ut
 (K
bp
s)
100Kbps data rate (coding)
50Kbps data rate (coding)
100Kbps data rate (no−coding)
(b) 36-grid.
0 10 20 30 40 50 60 70 80 90
0
20
40
60
80
100
120
140
160
180
200
Source−Destination Pair ID
Av
er
ag
e 
Th
ro
ug
hp
ut
 (K
bp
s)
100Kbps data rate (coding)
50Kbps data rate (coding)
100Kbps data rate (no−coding)
(c) 49-grid.
0 10 20 30 40 50 60 70 80 90 100
0
20
40
60
80
100
120
140
160
180
200
Source−Destination Pair ID
Av
er
ag
e 
Th
ro
ug
hp
ut
 (K
bp
s)
100Kbps data rate (coding)
50Kbps data rate (coding)
100Kbps data rate (no−coding)
(d) 50-node general network.
Fig. 7. Illustration for the advantage of network coding.
R. Hou et al. / Computer Communications 36 (2013) 1745–1753 1751The main contributions in this paper are proposing a path band-
width estimation method and designing an isotonic routing metric.
6. Performance evaluation
To demonstrate that our metric performs better than the existing
ones, we conduct extensive simulations. In particular, we study the
performance when our estimation scheme is used to identify high
throughput paths. All simulations are conducted on NS2 with the
802.11 MAC protocol. We generate four different network topologies:
25-grid, 36-grid, 49-grid, and50-nodegeneral network. In thegridnet-
work topologies, the distance between neighboring nodes is 250 m.
The transmission range is 250 m, and the carrier-sensing range is
550 m. The bandwidth of the wireless channel is 1 Mbps. All trafﬁcs
are CBR ﬂowswith the packet size of 1000Bytes.We simulate existing
ﬂowsbydeploying several two-hop existing ﬂows in thenetworkwith
a rate of 100 kbps each. In the 25-grid network, four existing ﬂows are
deployed. Five ﬂows and seven ﬂows are deployed in the 36-grid and
49-grid networks, respectively. In the general network topology, 50
nodes are randomly deployed in a 1000  1000 m area, and thus
the node density is larger than that of the grid topology.We then de-
ploy four existing ﬂows in the 50-node network.
We compare our routing metric, called CPBM (Coding-aware
Path BandwidthMetric), with the existingmetrics C2AR [29], PNCAR
[28], and DCAR [26]. We modiﬁed the DSDV protocol under NS2, so
as to apply the different routingmetrics for ﬁnding high throughput
paths from a source to a destination. Given a source and a destina-
tion, different routing metrics may identify different paths. In order
to evaluate the performance of the routingmetrics, we deploy a new
ﬂow on the identiﬁed path, and thenmeasure the throughput of the
new ﬂow. If the data rate of the new ﬂow is small, the identiﬁed
pathsmaybeunsaturated, such thatwe cannot capture the informa-
tion of the maximum throughput supported by the identiﬁed path.
Thus, we set the data rate of the newﬂow large enough that the path
is probably saturated. Such largeﬂowmayoverﬂowthequeue. In or-
der to reserve enough bandwidth resources for the existing ﬂows,
we use the priority queue provided by NS2 such that packets of
existing ﬂows enjoy higher priority to be transmitted, while packets
of the new ﬂow would be dropped when the queue is overﬂowed.
We set the buffer size of each node to be 50 packets. In our simula-
tion, the new ﬂow runs for 200 s, and we count all the packets re-
ceived by the destination to obtain the average throughput of the
identiﬁed path. We generate three different instances for each net-
work topology. Our simulation results show that in more than 80%
of the node pairs, the average throughput of the path identiﬁed by
our routing metric is larger than those of the existing metrics.
Fig. 5 presents the results of four different topologies. For each
network topology, we randomly select one instance and post the
throughput identiﬁed by different metrics for a given node-pair.
For example, Fig. 5a shows the average throughput of the paths
identiﬁed by the algorithms for 42 different node-pairs under a
certain 25-grid instance. From Fig. 5, we observe that the through-
put of the path identiﬁed by PNCAR or DCAR is lower than that of
our metric in most of the cases. Although PNCAR considers the
bandwidth gained by network coding, the path weight calculation
does not consider the impact of wireless interference on the path
bandwidth [10]. Although the queue length at each node denotes
the busy time fraction on each link, it does not consider wireless
interference either. Thus, the path selected by PNCAR or DCAR
may not provide high throughput for the new ﬂow. As mentioned
earlier, C2AR makes too conservative estimation for path band-
width, such that it may select the sub-optimal path. Our simulation
results show that for most of the node pairs, the throughput of the
path identiﬁed by C2AR is lower than that of CPBM.
We then study the delay performance of the protocols. Wemea-
sure the end-to-end delay of each packet received by the destina-tion through the TRACE tool provided by NS2, and then, we obtain
the average end-to-end delay of the new ﬂow on each identiﬁed
path. Fig. 6 shows the results of the four different topologies. We
1752 R. Hou et al. / Computer Communications 36 (2013) 1745–1753observe that our metric yields much smaller end-to-end delay than
the existing metrics. In our simulations, the data rate of the new
ﬂow is set to be the estimated bandwidth of the path identiﬁed
by our metric. Waiting time in the queue constitutes the major
portion of the end-to-end delay. As we set the rate to be the esti-
mated bandwidth identiﬁed by our mechanism, the path our pro-
tocol identiﬁed is close to saturation after deploying the new ﬂow.
However, the new ﬂow overloads most paths the other metrics
identify, and the network becomes seriously congested. We thus
observe that the waiting time, and end-to-end delay, under our
metric is much smaller than those of other metrics. Generally,
our routing metric outperforms the existing metrics in terms of
throughput and delay performance.
We then conduct the simulation experiments, as shown in
Fig. 7, to understand the path bandwidth gain obtained by using
network coding. We use the proposed routing metric, CPBM, to
identify high throughput path between a node pair. We consider
the three combinations of existing ﬂow data rate and coding
capability: (1) Light trafﬁc (50 kbps per existing ﬂow) with cod-
ing (Scenario A); (2) Heavy trafﬁc (100 kbps per existing ﬂow)
with coding (Scenario B); and (3) Heavy trafﬁc without coding
(Scenario C).
Generally speaking, the throughput of a node pair in Scenario A
is the largest, and that in Scenario C is the lowest. When the data
rate of the existing ﬂow is 50 kbps, the residual bandwidth on each
link is larger than that of the 100 kbps data rate, so that the
throughput is larger. The simulation results show that network
coding can efﬁciently utilize wireless interference to improve
throughput.
From Fig. 7, we observe that the throughput in Scenario B is the
same as that in Scenario C for several node pairs. This is because no
node on the path selected by CPBM is the coding node. Since the
available bandwidth resources at each node in the both scenarios
are the same, the throughput in both scenarios should be the same.
The simulation results imply that a path with network coding
opportunity may not provide larger throughput than the other
path without the network coding opportunity. This demonstrates
that considering both wireless interference and network coding
opportunity simultaneously is necessary for identifying high
throughput paths.
From Fig. 7, we also observe that the throughput in Scenario A is
a little smaller than that in Scenario B for several node pairs.
Although there is more bandwidth on each link in Scenario A, Sce-
nario B can provide more network coding opportunities. Moreover,
since we use the 802.11 protocol, the stochastic collision probabil-
ity also affects the practical throughput. Therefore, it is possible
that the practical throughput between a node pair in Scenario A
may be lower than that in Scenario B.
In our simulation experiments, we totally test several hundreds
of node pairs under the different scenarios to evaluate the different
routing metrics for identifying high throughput paths. Generally
speaking, since the proposed metric, CPBM, jointly considers the
current residual bandwidth resources on each link, wireless inter-
ference, and network coding opportunity, the path identiﬁed by
CPBM probably provides high throughput for the new ﬂow. More-
over, our simulation experiments also demonstrate that network
coding is a promising technique to improve throughput in wireless
networks.7. Conclusion
This paper discussed the problem of QoS routing with network
coding. We proposed a method to estimate the available band-
width of a path. We then designed an isotonic routing metric. By
theoretical analysis and simulation experiments, we showed thatnetwork coding and wireless interference are both the major fac-
tors for affecting the end-to-end available bandwidth.Acknowledgements
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