We consider a family of general branching processes with reproduction parameters depending on the age of the individual as well as the population age structure and a parameter K, which may represent the carrying capacity. These processes are Markovian in the age structure. In a previous paper [8] the Law of Large Numbers as K Ñ 8 was derived. Here we prove the Central Limit Theorem, namely the weak convergence of the fluctuation processes in an appropriate Skorokhod space. We also show that the limit is driven by a stochastic partial differential equation.
Introduction
A branching process is used to model a system of particles where each particle has a random lifespan and gives birth to a random number of offspring at some point during lifetime or at death. Classical frameworks of branching process include the Galton-Watson process in discrete time and the Bellman-Harris branching process in continuous time. In the Bellman-Harris framework, particles, independently of each other and with the same law, live for a random length of time and reproduce at death a random number of offspring. In this paper, we consider a much more general framework introduced by Jagers and Klebaner ([13] , [14] ).
Consider a population of size z with ages pa 1 , a 2 , . . . , a z q. This age structure can be represented by the measure A " ř z i"1 δ ai on B, the Borel σ-field of R`, where δ a denotes the Dirac measure at a. In particular, for a measurable set B, ApBq represents the number of individuals with ages in B. While the size of the population at time t in the BellmanHarris process is not Markov, the measure-valued process of ages is. The Markov property remains even when the life span and reproduction of individuals are allowed to depend on the whole population.
We allow reproduction and death to depend on not only the individual's age and the size of the population, but also the entire age structure of the population. In particular, as given in the examples in Section 7, the reproduction and death could depend on 1 the age, the population size, as well as other demographic features, through a so-called demographic kernel. We allow also the parameters to depend on some parameter K, which could play the role of the carrying capacity of the habitat ( [14] ). Multiple offspring during life and at death is possible, to have a rather general model. We are interested in the approximations when K is large. Similar questions have been answered in [18] and [19] under the Galton-Watson setting, where the reproduction of each particle depends on the carrying capacity, but is otherwise independent and identically distributed conditionally on the carrying capacity and the size of the population. Oelschläger [26] also answered a similar question in the context of birth-death processes, deriving a Law of Large Numbers (LLN) and a Central Limit Theorem (CLT) for the empirical processes of age-structured populations as the population size tends to infinity.
Tran [27] (also [28] and [7] ) obtained a LLN and a CLT for a population model structured by traits and ages (not just the physical age). He generalises the standard model by including the possibility of trait mutations and interactions (through a kernel) among individuals, while keeping the dependence of the reproduction on just the state (traits and ages) of that individual. In contrast, we allow the births and deaths to depend on the age structure of the whole population. Kaspi and Ramanan ( [16] and [17] ) obtained LLN and CLT for measure-valued queuing processes, which inspired this paper.
Convergence of measure-valued processes has been studied in various settings over the last decades. This has been done also in the context of population or particle systems, either giving results of the type of LLN only (e.g. [4] , [22] , [23] ), or together with CLT(e.g. [3] , [20] , [21] , [26] , [27] ).
The LLN for our model, given in [8] , shows that under suitable assumptions on the parameters, the sequence of measure-valued processesĀ K " A K {K converges as K Ñ 8 to a deterministic processĀ in the Skorokhod space DpR`, M`pR`qq, where M`pR`q is the space of finite positive measures on R`, with its weak topology. The limiting process is identified as the weak form of a generalised McKendrick-von Foerster Equation. In this paper, we establish the CLT (see Theorem 8) for the age structure, that is, the convergence of Z K " ? KpĀ K´Ā q in an appropriate space, and identify the limit. In the limit (CLT), Fréchet derivatives of the rate functions naturally appear. They replace the ordinary derivatives in the density-dependent case where dependence is on the total mass of the measure. Our CLT yields new results even in the classical case of constant parameters.
As usual, to establish convergence we show tightness and uniqueness of the limit. The tightness is proved by using the Sobolev embedding approach and Aldous-Rebolledo tightness criteria, the method used in Bansaye et. al. [3] , Meleard [21] , and Tran [27] . Since Z K is a signed measure-valued process, and the space of signed measures with the topology of weak convergence is not metrizable ( [3] , [21] , [29] ), we embed the space of signed measures in suitable Sobolev spaces (which are also Hilbert spaces), and apply Sobolev embedding techniques with some Hilbertian properties.
While the Sobolev embedding technique has been much used (e.g. [3] , [4] , [21] ) since being introduced by Metivier [23] , and there are seminal papers in the field such as [3] and [17] , our approach has a number of differences. We set up evolution equations for a branching process, fusing branching and stochastic analysis. This is done by using the Ulam-Harris representation. A simplifying technical feature of our model is that we can work on the bounded domain T˚:" r0, T`a˚s, where a˚is the age of the oldest individual alive at time 0 and we consider a finite time horizon T " r0, T s. (Thus, T`ai s an upper bound to the age of the oldest individual alive at time T .) This boundedness of domain avoids the use of weighted Sobolev spaces (see page 4).
Section 2 sets up the model and gives a semimartingale representation to the process, with the proofs of some details postponed till Section 4. Main results are stated in Section 3, with the proof of the CLT in Section 5 and the proofs of further results in Section 6. Section 7 ends the paper with some examples.
Throughout this paper, we use c with and without subscript to denote constants that may be different from line to line, but all independent of K. N stands for the set of natural numbers and N 0 for the set of non-negative integers. For a Borel (positive or signed) measure µ on E and a measurable function f on E, we write pf, µq " ş E f pxqµpdxq. The Skorokhod space DpT, Mq consists of all càdlàg functions from T to M. We will take M to be a space of measures (for LLN) and the dual of a suitable Sobolev space of functions (for CLT).
Evolution equation and semimartingale decomposition
In this section we set up the model and derive a semimartingale decomposition of the branching model, but leave the technical proofs to Section 4. We shall adopt the classical, well-known in branching (e.g. [9] ), Ulam-Harris labelling, as presented in [11] and developed in [12] . We use the set
to denote all possible individuals; N corresponds to the possible individuals of the starting generation, N 2 corresponds to the possible individuals of the second generation, and so forth. We allow an arbitrary finite number of individuals at the start of the process at time t " 0. The individuals in the first (starting) generation are labelled 1, 2, 3, . . . . For each individual y P I, the children of y are consecutively labelled y1, y2, y3, . . . as they are born. Here yi is the concatenated vector of the coordinates of y P I and i P N.
We assume that the age of each individual increases at rate 1 until the individual dies. Upon death it may split into a random number of offspring. During its lifetime the individual may give birth to a random number of offspring. The offspring generated in both situations are referred to as the children of the individual, and both situations are considered as births.
We denote by τ y , λ y and σ y " τ y`λy respectively the time of birth, the life span and the death time of individual y. In particular, the maternal age for the birth of the jth child (during lifetime or by splitting at death) of individual y is τ yj´τy . Also, if y has precisely n children, then τ y ă τ y1 ď . . . ď τ yn ď σ y and τ ypn`1q " 8.
The population starts from an initial age distribution A 0 with mass one at given ages x 1 , x 2 , . . . , x p1,A0q and the population size p1, A 0 q is assumed to be finite. Put τ i "´x i , i " 1, 2, . . . , p1, A 0 q for the birth times of these ancestors (first generation).
The age distribution A t at time t ě 0 allots a unit weight to the age (t´τ y ) of each individual (y P I) that is alive at time t,
For each t, A t is a finite discrete measure on R`, in particular, A t P M`pR`q, and the collection pA t q tě0 is known as the age structure process of the population. Two processes that determine the evolution of population are the way the individuals enter and the way they exit. Denote by Bptq the number of individuals born by time t, and by Dpx, tq the number of individuals who died by time t and whose life span was x or less, then
Before we give the fundamental equation for the evolution of the population, we make an important observation (which allows us to work on a bounded time interval and to avoid using weighted Sobolev spaces).
Recall that a˚is the age of the oldest individual in the starting generation, that is, a˚" inftx ą 0 : A 0 ppx, 8qq " 0u.
Since we look at the convergence on a finite time interval r0, T s, the age of any individual at time t ď T will not be more than T`a˚, thus the support of A t is contained in r0, T`a˚s. Henceforth denote by T˚" T`a˚. While our focus is indeed on functions of a single variable, the proof of the CLT requires a semimartingale decomposition for functions of two variables. Consequently, we consider test functions of two variables f px, tq whose domain is limited to the bounded rectangle T˚ˆT, where T˚" r0, T˚s is the age space and T " r0, T s is the time space. In what follows, we will also write f t pxq to mean f px, tq and use the two notations interchangeably.
We have the following basic equation, with proof in Section 4.
Proposition 1. For any f P C 1,1 pT˚ˆTq and t P T, the age structure process A satisfies
To arrive at compensators for the two processes in the RHS of (2), we assume the existence of birth and death rates, dependent on the age and also upon the population age structure (cf. [13] Having found the compensators we identify the relevant martingales. The proof of the following proposition is standard and is therefore omitted. We combine the rates n " b q m`h p m and w " bq v`hp v, and also the martingales. From the basic equation (2) we obtain the following semimartingale decomposition, with proof in Section 4.
Proposition 4. For t P T and f P C 1,1 pT˚ˆTq,
where L A f px, sq " B 1 f px, sq`B 2 f px, sq´f px, sqh As`f p0, sqn As and M f t is a locally-square-integrable martingale with predictable quadratic variation
Remark 5. The predictable quadratic covariation of the martingale with two test functions can also be obtained. For f, g P CpT˚ˆTq and t P T,
s p0qg s p0qw As`hAs f s g s´hAs p m As`fs p0qg s`gs p0qf s˘, A s¯d s.
In particular, taking f as a function of the first variable x only, we recover Equation (2.6) of [13] , stated again here for completeness.
Corollary 6. For t P T and f P C 1 pT˚q,
where
t is a locally-square-integrable martingale with predictable quadratic variation
A Central Limit Theorem
We now look at the case of a branching process dependent on some (large) index K; K may, for example, represent the population carrying capacity, a threshold below which the process is supercritical and above which it is subcritical. The notion of carrying capacity plays a great role in biological population dynamics. The interest is to approximate such a process for large K. This leads to consider a family of branching processes indexed by K. All objects introduced in the previous sections will now carry the extra label K:
The qualifiers p and q (of m and v) will be dropped in any statement that refers to either qualifier.
Throughout the remainder of the paper, we make one simplifying (and reasonable) assumption in that the ages of all individuals in all starting generations are bounded. We denote (with a slight abuse of notation) by a˚"the age of the oldest individual" at t " 0:
a˚:" sup
As before, T˚" r0, T˚s with T˚" T`a˚. For each K, A K " pA K t q tPT is a càdlàg positive measure-valued process on T˚, i.e. pA K t q tPT P DpT, M`pT˚qq. Without loss of generality, we assume that A K 0 is deterministic. As we shall focus on situations whereĀ K :" A K {K converges to a non-degenerate limit, a new parametrisation of the intensities is needed, one that involvesĀ K rather than A K itself. We have, immediately from Equation (5), the following evolution ofĀ K :
and M f,K t is a martingale. A similar representation with functions of two variables is also used later in proofs.
The Law of Large Numbers
The LLN was established in [8] under the following conditions, referred to as smooth demography: 
We remark that in [8] , the Prokhorov metric is used for (C1). However, since we shall work in spaces C´j and W´j (see Section 3.3) for the CLT, it is more natural to use the norms in these spaces. In our context, the norm ||¨|| coincides with ||¨|| C´0 defined in Section 3.3. It can be shown that the LLN remains valid with this (C1).
Theorem 7 ([8]). Under the smooth demography condition, as K Ñ 8,Ā
K converges weakly in the Skorokhod space DpT, M`pT˚qq to the limiting processĀ, which is deterministic and satisfies, for f P C 1 pT˚q and t P T,
It follows by the Monotone Class Theorem (e.g. [6, I.22.1]) that (9) also holds for test functions of two variables, f P C 1,1 pT˚ˆTq, and t P T. This fact will be used later in the representation of the fluctuation process.
As remarked in [8] , ifĀ 0 has a density, thenĀ t has a density; call it apx, tq. In such case, Equation (9) is the weak form of the McKendrick-von Foerster equation for the density:´B Bx`B Bt¯a px, tq "´apx, tqh
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At pxq, ap0, tq "
At pxqapx, tqdx.
The fluctuation process
t´Ā t q is a finite signed measure that, in view of (7) and (9), can be represented as
K is a martingale with predictable quadratic variation
Relevant spaces and embeddings
Let C j pT˚q, j P N 0 , denote the space of continuous functions on T˚with continuous derivatives up to order j. Since T˚is a bounded domain, the functions in C j pT˚q as well as their j derivatives are bounded with the norm
The Sobolev space W j pT˚q is the closure of C 8 pT˚q with respect to the norm
where f piq is the (weak) derivative of f (see e.g. [1] W´p j`1q .
In particular, we have
W´3 ãÑ H.S.
W´4.
As a signed measure, Z K t belongs to C´0 for each t and K. To make use of representation (10), we consider the process Z K as a process taking values in C´1. The technicality in establishing Aldous' tightness condition ((B) of Lemma 12) requires the embedding C´1 ãÑ W´2 ãÑ W´3 ãÑ W´4. In particular, with C´1 ãÑ W´2, the boundedness of Er||Z W´4 is used to identify a compact set in order to establish coordinate tightness ((A) of Lemma 12) .
We shall use the following general results, the proofs of which are standard and therefore omitted. For any f P C j and g P W j , j P N 0 ,
Let pp j l q lě1 denote a complete orthonormal basis of W j , j P N. Then, for any
Statement of the Central Limit Theorem
Further to (C0)-(C3), we shall make the following assumptions.
(A0) Conditions (C1) and (C2) hold also for v.
(A2) The reproduction parameters b 
Theorem 8. Assume (A0)-(A4) in addition to the smooth demography condition (C0)-(C3). Then, as K Ñ 8, the process pZ K t q tPT converges weakly in DpT, W´4q to the process pZ t q tPT that satisfies the equation, for f P W 4 ,
is a continuous Gaussian martingale with predictable quadratic variation
As f,Ā s¯d s,
Corollary 9 (SPDE). The limiting process pZ t q tPT satisfies the following SPDE: pBqpxq is of the form ş g n pA 0 , x, yqBpdyq for some g n pA, x,¨q P W 4 with sup A,x ||g n pA, x,¨q|| W 4 ă 8. Then, ν t : f Þ Ñ Erpf, Z t qs is a signed measure.
The proofs of Corollary 9 and Proposition 10 is postponed to Section 6.
Proofs of Propositions 1, 2 and 4
Proof of Proposition 1. Note that pf t , A t q " ř yPI f pt´τ y , tq1 τyďtăσy . Let gptq " f pt´τ y , tq, then g 1 ptq " B 1 f pt´τ y , tq`B 2 f pt´τ y , tq and
Summing over y, we get (2).
Proof of Proposition 2. Let H f t "
ş t 0 pf s h As , A s qds and Q f ptq " ş T˚ˆr0,ts f px, sqDpdx, dsq. By the very definition of death rate, and the convention that all rates vanish for negative arguments, 1 σyďt´ş t^σy 0 h As ps´τ y qds is a martingale. That is, for any bounded function g,
where F " tF t u is the natural filtration of the age structure process A. Equivalently,
In particular
ř yPI 1 σyďt f pλ y , σ y q is adapted to the filtration F and for any u ą 0,
and similarly, H f is adapted to F , continuous and
Hence, H f is the compensator of Q f , viewing that h As ps´τ y q " 0 for s ă τ y . The proof for other compensators follows from the fact that ş t 0
Proof of Proposition 4. It remains to prove (4) . 
and its compensator
, and we have (4).
Proof of the Central Limit Theorem
We establish the tightness of the sequence Z K , and show the uniqueness of the limit.
Tightness of Z K
First we prove a result for the tightness of W´j-valued processes in the Skorokhod space DpT, W´jq, which we will apply to Z K t with j " 4.
Theorem 11. Suppose pµ K q Kě1 is a sequence of W´j-valued càdlàg processes. Assume that the dynamics of µ K are given by
whereM f,K is a martingale with predictable quadratic variation of the form
and Λ K t and Γ K t are functionals on W j . The sequence pµ K q Kě1 is tight in DpT, W´j q if the following conditions are satisfied: (T1) There exists i ă j such that for all t P T,
(T2) There exists K 0 ě 1 such that
This can be proved by showing that the Aldous-Rebolledo criteria for tightness, stated below, holds. For more details see for example [2] 
If µ K t admits a semimartingale decomposition, then for (B), it is sufficient to have it for the finite variation part and the predictable quadratic variation of the martingale part.
Proof of Theorem 11. Note that, for i ă j, W´i ãÑ
W´j, thus, the closed ball
Therefore, if (T1) holds, there exists a compact set C ǫ such that Ppµ K t R C ǫ q ă ǫ for all K, which in turn implies (A).
Next, we show that (T2) implies (B). Since µ K has the form µ 
(B) now follows from condition (T2)(i) by Markov's inequality.
Write 
(B) now follows from condition (T2)(ii) by Markov's inequality.
The rest of the proof consists of checking conditions (T1) and (T2) in space W´4. The proof is involved and requires somewhat different representations for Z K t , and is split into sections.
Representation for Z K t
As representation (10) involves the unbounded derivative operator (f Ñ f 1 ), we extend (10) to functions of two variables f px, sq " f s pxq and apply the extension to the special case f px, sq " φpx`t´sq (for some fixed t and some function φ). This results in the removal of the derivative operator.
From (7) and (9), we have, for test function of two variables f P C 1,1 pT˚ˆTq and t P T,
As qf s`fs p0qpn
is a martingale with predictable quadratic variation
As explained above, applying (16) By direct calculations, it can be seen that the martingale M f t in (5) is precisely the integral of f with respect to M t , i.e. M f t " pf, M t q. It is easy to extend the definition of the integral to functions of two variables f P CpT˚ˆTq so that ş t 0`f s , dM s˘c oincides with M f t in (3). Indeed, since ppg, M ttPT is a martingale for any g P CpT˚q, for any ϕ P CpTq, the integral 
Since, for a fixed t P T, the function f px, sq " Θ t´s φpxq satisfies f px, tq " φpxq, (16) reduces to (19) below.
Corollary 13. For φ P C 1 and t P T,
As qΘ t´s φ`Θ t´s φp0qpn
The main step in proving tightness is the following bound.
Boundedness of
We remark that Proposition 14 remains true with the norm taken in C´1. However, for the ease of presentation (as we work with spaces W¨mostly throughout the paper), we prove the result for W´2, which is sufficient for our purpose. The proof is done using representation (19) with φ P W 2 . Each term on the RHS is dealt with separately using successive bounds.
First, we need to overcome the fact that the functions φ and θ t φ are defined on different domains, T˚" r0, T˚s and r0, T˚´ts, respectively. The following lemma constructs an extension of θ t φ to T˚in a way that controls the norm.
Lemma 15. Let φ P W j for some j P N and t P T be fixed. There exists a function ψ : T˚Ñ R such that ψpxq " φpx`tq for x P r0, T˚´ts, and ψ P W j with ||ψ|| W j ď c||φ|| W j , where c is a constant that depends on T˚and j, but independent of φ.
Proof. Take ψ such that ψpxq " φpx`tq for x P r0, T˚´ts, and ψ pj´1q pxq " φ pj´1q p2pT˚t q´x`tq for x P pT˚´t, T˚s. That is, ψ is extended by reflecting the pj´1qth derivative along x " T˚´t. Then, ψ piq is continuous for i " 0, 1, . . . , j´1. Note that ψ pjq does not exist at x " T˚´t, unless φ pjq pT˚q " 0. It remains to show that ||ψ|| W j ď c||φ|| W j . For i " j´1, j,
TT˚´t`φ piq p2pT˚´tq´x`tq˘2dx.
For the last integral, note that for x P pT˚´t, T˚s,
which can be obtained recursively and be expressed in terms of φ. Finally, as φ P W j , we have φ P C j´1 and ||φ|| C j´1 " max 0ďiďj´1 sup xPT˚| φ piq pxq| ă 8. Thus, with ||φ|| C j´1 ď ||φ|| W j and that T˚is a bounded interval, we can bound ||ψ|| W j in terms of T˚and ||φ|| W j and write ||ψ|| W j ď c||φ|| W j .
In the sequel, Θ t φ will refer to its own extension to T˚. We immediately get the following inequalities:
||Θ t φ|| W j ď c||φ|| W j , and for any x P T˚, |Θ t φpxq| ď c||φ|| W j .
Next, we give some bounds that are useful in proving Proposition 14.
Proposition 16. Suppose (A2) and (A3) hold. Then, for t P T and for all x P T˚, ? Kˇˇh
Proof. We prove only the first inequality, as the second is similar. By the triangle inequality,ˇˇh
Multiplying by ? K and with some manipulation, we have ? Kˇˇh
where the bound in the last term is due to (A3). It then follows by (A2) and (A3) that ? Kˇˇh
The following result follows immediately from Proposition 16.
Proposition 17. Suppose (A2) and (A3) hold. For any f P W j , j P N, and t P T, 
As the operator L
(ii)
Proof. For f P W j , using triangle inequality and (11),
due to embedding and (A2). Thus, (i) follows. For (ii),
by (i) and embedding. Thus, (ii) follows.
Recall also the following bounds, obtained in [8] :
Proof of Proposition 14. Let φ P W 2 . We bound each term on the RHS of (19) , and use repeatedly (20) . For the first term,
For the second term, with Proposition 17,ˇˇ?
As qΘ t´s φ,Ā s˘d sˇˇď c 2
by (21) and the embedding W´2 ãÑ W´4. For the third term, by Proposition 18(i),ˇˇż 
It then follows from (12), (C0) and (22) that this quantity is bounded by c 7 p1,Ā K 0 qe c8r r. Taking r " t, we have
Now, putting all together with triangle inequality,
This gives a bound to ||Z K t || W´2 . Taking expectation and using (23), we have, for t ď T ,
) .
It follows by Gronwall's inequality that
Finally, taking supremum over t and K, this quantity is finite due to (A4) and (C3).
Proof of tightness
It remains to check the tightness condition (T2), as (T1) holds by Proposition 14. The conditions (i) and (ii) are verified in a few steps. Proceeding from Theorem 11, we let
due to Propositions 17 and 18. Then, by (21) and the embedding W´p j´1q ãÑ W´j,
The statement now follows by simple algebra.
Proof. This follows directly from (C0) and (12) .
Proof. Let f P W 3 . Using Proposition 19, we have
This gives a bound to ||Z K t || W´3 and consequently,
Now, by the Riesz Representation Theorem and Parseval's Identity, we have
using Doob's inequality. It then follows by Proposition 20 and inequality (22) that
Therefore, taking expectation in (24), we obtain
Noting that Er||Z K s || W´2 s is bounded by Proposition 14, and using (A4) and (C3), complete the proof. Proposition 22. Conditions (i) and (ii) of (T2) hold for W´4, namely
Proof. From Proposition 19 with j " 4, we have
Taking supremum over t ď T and expectation, we have
which is bounded in K by Proposition 21. Thus, condition (i) holds. Now we verify condition (ii). From Proposition 20, 
Proof. Let f P W 4 . Recall from the proof of Proposition 24 that
Thus,
which is finite by (A1). Therefore, sup sďt |∆M f,K s | is uniformly integrable and converges to zero in probability for all t P T. All limit points ofM f,K are continuous (from Corollary 25) and M f,K t converges to (26) . By [10, Theorem VIII 3.12(iv) Together with the convergence of Z K 0 in (A4) and the convergence ofM K established in Proposition 26, the proof is complete.
It remains to show the uniqueness of the solution to Equation (27) .
Proposition 28. Suppose that Z and Y both are solutions to Equation (27) in Proposition 27 with Z 0 " Y 0 , then Z " Y. Thus,
Proof. First, note that Proposition 18(i) remains true if
It then follows by Gronwall's inequality that ||Z t´Yt || W´4 " 0. Therefore, Z " Y.
Lastly, we note that Equation (27) is the same as Equation (13) . This is straightforward and the proof is omitted.
Proposition 29. The limiting process Z satisfies Equation (13), for any f P W 4 and t P T.
Proofs of Corollary 9 and Proposition 10
Proof of Corollary 9. The SPDE representation follows by direct calculation. which gives, by Gronwall's inequality, ||ν t || W´4 ď c T ||ν 0 || W´4 . Now, let pφ k q k be a sequence of functions in C 8 that converges to φ P C 0 . By dominated convergence theorem, (28) holds for φ P C 0 . Moreover, ν : C 0 Ñ R is a bounded linear operator. Therefore, ν t can be seen as an element in C´0, that is, it is a signed measure.
Example: parameters that are essentially linear
In this section, we give some examples of the reproduction parameters that satisfy the assumptions that we imposed for the LLN and CLT. Suppose the reproduction parameters are of the form q It also follows from Proposition 10 that ν t : f Þ Ñ Erpf, Z t qs is a measure and satisfies the following equation, with x t :" p1,Ā t q: In what follows, we consider a few special cases. We will also see that when q K A K pxq is a function of p1,Ā K q only, or is a constant, an explicit expression for the density of the measure ErZ t s can be computed.
Special case
Suppose that the reproduction parameters are of the formq´x,
wherē q : T˚ˆR Ñ R and g P C 4,4 . In other words, we take qpx, y, zq "qpx, z 1`y q. Conditions (2) and (3) on q above then reduce toq P C 4,4 with (a) sup
Note that (a) implies the Lipschitz condition. Moreover, 
Age-and-density-dependent case
Suppose that the parameters are of the formqpx, p1,Ā K qq,q : T˚ˆR`Ñ R, that is, qpx, y, zq "qpx, yq. Then, the conditions on q reduce toq P C 
Density-dependent case
Suppose that the reproduction parameters are of the formqpp1,Ā K qq, whereq : R`Ñ R. We remark that this case can be seen as that given by Ethier and Kurtz [5] , Chapter 11, Theorem 2.1 and 2.3, with β l pxq " xbpxqq p x plq`xhpxqp p x plq, where q p x plq and p p x plq denotes the probability mass functions of q ξ x and p ξ x´1 . Then, the conditions on q further reduce toq P C Suppose that ErZ 0 s has density z 0 pxq, then ErZ t s has density z t pxq and z t pxq " e´h t z 0 px´tq1 xąt`n Erp1, Z 0 qse pn´hqt e´n x 1 xďt .
