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Abstract
In this paper, the existence and iterative approximation of fixed points for a class of systems of mixed
monotone multivalued operator are discussed. We present some new fixed point theorems of mixed
monotone operators and increasing operators which need not be continuous or satisfy a compactness condi-
tion. We also give some applications to differential inclusions with discontinuous right hand side in Banach
spaces and to Hammerstein integral inclusions on RN .
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1. Introduction
It is known that the monotone iterative technique is of fundamental importance in dealing
with many nonlinear problems [1]. This technique is closely connection with the existence of
fixed points for monotone operators. The theory for mixed monotone single-valued operators in
ordered Banach spaces has been widely investigated (see [2–5] and references therein). Recently,
some fixed point theorems for multivalued monotone operators have been considered (see, for
example, [6–8]). For instance, in [6] the existence and approximation of coupled fixed points for
mixed monotone multivalued operators was discussed in ordered Banach spaces, by assuming
that operators satisfy the condensing condition and upper demicontinuity. In this paper, we in-
vestigate the existence and iterative approximation of common fixed points for systems of mixed
E-mail address: hongshh@hotmail.com.0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
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problems of fixed points for increasing operators. Our results lead to new existence principles
and generalize and improve several of the above cited results, for instance, in [2,5,6]. We also
give some applications to differential inclusions with discontinuous right hand side in Banach
spaces and to Hammerstein integral inclusions on RN .
Let (E, | · |) be a real Banach space and P a normal cone of E. A partial ordering “” is
induced by the cone P , namely, x, y ∈ E, x  y iff y − x ∈ P . For u0, v0 ∈ E with u0 < v0 we
denote by [u0, v0] the order interval {u ∈ E: u0  u v0}.
A subset D ⊂ E is said to have a maximum element, if there exists x ∈ D such that y  x for
all y ∈ D. By maxD we denote the maximum element of D. Similarly, we can define a minimum
element of D. Obviously, the maximum (minimum) element of D is unique if D has maximum
(minimum) elements.
For the sake of convenience, we first recall some definitions.
Definition 1. (See [7].) For two subset X,Y of E, we write X  Y , if
∀x ∈ X, ∃y ∈ Y such that x  y.
Definition 2. Given a nonempty subsets D of X we say that A :D → 2X \ ∅ is increasing (de-
creasing) upward if u,v ∈ D, u  v and x ∈ A(u) imply that there exists y ∈ A(v) such that
x  y (x  y). A is increasing (decreasing) downward if u,v ∈ D, u  v and y ∈ A(v) imply
an existence of x ∈ A(u) such that x  y (x  y). If A is increasing (decreasing) upward and
downward we say that A is increasing (decreasing).
Definition 3. Assume D ⊂ X. A multivalued operator A :D × D → 2X is said to be mixed
monotone upward, if A(x,y) is increasing upward in x and decreasing upward in y, i.e.,
(a1) for each y ∈ D and any x1, x2 ∈ D with x1  x2, if u1 ∈ A(x1, y) then there exists a u2 ∈
A(x2, y) such that u1  u2;
(a2) for each x ∈ D and any y1, y2 ∈ D with y1  y2, if v1 ∈ A(x,y1) then there exists a v2 ∈
A(x,y2) such that v1  v2.
A is called mixed monotone downward if A(x,y) is increasing downward in x and decreasing
downward in y. If A is mixed monotone upward and downward we say that A is mixed monotone.
Definition 4. x∗ ∈ D is called a fixed point of A if x∗ ∈ A(x∗, x∗).
On the analogy of the Ishikawa iterate sequence, we define that
Definition 5. Let [u0, v0] be a order interval of E and A,B : [u0, v0]×[u0, v0] → 2X multivalued
operators. The sequences {un}, {vn} are called mixed iterate sequences of A,B if{
un+1 ∈ (1 − tn)un + tnB(un, vn),
vn+1 ∈ (1 − sn)vn + snA(vn,un), n = 0,1, . . . , (1)
where {tn} and {sn} are two real sequences in [0,1].
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closed subset of E for each (x, y) ∈ E × E. Throughout this paper we always assume that all
multivalued operators have nonempty closed values.
2. Fixed point theorems
Theorem 1. Let A,B : [u0, v0] × [u0, v0] → 2E be mixed monotone upward multivalued opera-
tors satisfying the following conditions:
(i) There exists a constant β ∈ (0,1) such that A(v,u) − B(u, v) =: {y − x: x ∈ B(u, v), y ∈
A(v,u)} β(v − u) with u0  u v  v0;
(ii) B(u, v)A(v,u) for u0  u v  v0;
(iii) u0  B(u0, v0) and A(v0, u0) v0;
(iv) A(x,y) has a maximum element for all x, y ∈ [u0, v0] with x  y.
Then A,B have a common fixed point x∗ ∈ [u0, v0]. Further, for any given two real sequences
{tn} and {sn} satisfying
0 < t  tn  1, 0 < s  sn  1, (2)
there exist mixed iterate sequences {un}, {vn} such that both of them converge to x∗, and we
have the estimate of differences as follows∣∣x∗ − un (or vn)∣∣N[1 − τ(1 − β)]n|u0 − v0|,
where τ = min{s, t} and N is the normal constant of P .
Proof. Let us divide this proof into three steps.
Step 1. For two given real sequences {tn} and {sn} satisfying (2), we shall prove that there
exist mixed iterate sequences {un}, {vn} such that
u0  un−1  un  vn  vn−1  v0
for n = 1,2, . . . . (iii) guarantees that there exist x0 ∈ B(u0, v0) such that x0  u0. (ii) im-
plies B(u0, v0)  A(v0, u0). Hence, there exists z0 ∈ A(v0, u0) such that x0  z0. Let y0 =
maxA(v0, u0), we have x0  z0  y0. From Definition 1 it follows y0  v0. Take u1 = (1 −
t0)u0 + t0x0 and v1 = (1 − s0)v0 + s0y0. From the condition (iii), the inequality u0  x0 
y0  v0 and the mixed monotonicity of A,B it follows that u0  u1  v1  v0. Obviously,
u1  x0, y0  v1, which shows z v1 for any z ∈ A(v0, u0), that is, A(v0, u0) v1. By (ii) and
the mixed monotonicity of A,B , we get
u1  B(u0, v0) B(u1, v1)A(v1, u1)A(v0, u0) v1.
Inductively, suppose that there exist un and un−1 satisfying un = (1 − tn−1)un−1 + tn−1xn−1
with xn−1 ∈ B(un−1, vn−1), also, vn and vn−1 satisfying vn = (1 − sn−1)vn−1 + sn−1yn−1 with
yn−1 = maxA(vn−1, un−1), moreover,
u0  un−1  un  xn−1  yn−1  vn  vn−1  v0
and
un  B(un−1, vn−1) B(un, vn)A(vn,un)A(vn−1, un−1) vn. (3)
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(1 − sn)vn + snA(vn,un) such that
u0  un  un+1  vn+1  vn  v0 (4)
and
un+1  B(un, vn) B(un+1, vn+1)A(vn+1, un+1)A(vn,un) vn+1. (5)
In fact, (3) guarantees that there exists xn ∈ B(un, vn) such that xn  un. Let yn = maxA(vn,un),
we have xn  yn  vn by (3). Take
un+1 = (1 − tn)un + tnxn and vn+1 = (1 − sn)vn + snyn.
Then un+1 ∈ (1 − tn)un + tnB(un, vn) and vn+1 ∈ (1 − sn)vn + snA(vn,un). From the inductive
hypothesis and the mixed monotonicity of A,B it follows that u0  un  un+1  vn+1  vn 
v0, i.e., (4) is satisfied. By means of xn  un and yn  vn, we deduce that un+1  xn  yn 
vn+1. Therefore, un+1  B(un, vn). In addition, for any z ∈ A(vn,un), obviously, z yn  vn+1,
which implies that A(vn,un) vn+1. The mixed monotonicity of A,B immediately implies that
B(un, vn) B(un+1, vn+1)A(vn+1, un+1)A(vn,un). Hence, (5) holds.
Step 2. Step 1 allows us to define an increasing sequence {un} and a decreasing sequence {vn}
by un+1 = (1 − tn)un + tnxn and vn+1 = (1 − sn)vn + snyn, respectively, where xn ∈ B(un, vn)
with xn  un and yn = maxA(vn,un) with yn  vn for n = 0,1,2, . . . . We now prove that there
exists x∗ ∈ [u0, v0] such that mixed iterate sequences {un} and {vn} both converge to x∗. From
the condition (i) and (4) it follows that
0 vn+1 − un+1 = (1 − sn)vn + snyn −
[
(1 − tn)un + tnxn
]
= vn − un + sn(yn − vn)− tn(xn − un)
 vn − un + τ
[
(yn − xn)− (vn − uu)
]
 vn − un + τ
[
β(vn − un)− (vn − un)
]
= [1 − τ(1 − β)](vn − un)

[
1 − τ(1 − β)]2(vn−1 − un−1)
 · · ·

[
1 − τ(1 − β)]n(v0 − u0).
For any natural number m, from (4) and the above inequality it follows that
0 un+m − un  vn − un 
[
1 − τ(1 − β)]n(v0 − u0),
0 vn − vn+m  vn − un 
[
1 − τ(1 − β)]n(v0 − u0).
Note that P is a normal cone, so we have
|vn − un|N
[
1 − τ(1 − β)]n|v0 − u0|, (6)
|un+m − un|N
[
1 − τ(1 − β)]n|v0 − u0|, (7)
|vn − vn+m|N
[
1 − τ(1 − β)]n|v0 − u0|, (8)
where N is the normal constant of P . (7) and (8) show that {un} and {vn} both are Cauchy
sequences in E, hence, there exist x, y ∈ E such that
lim un = x, lim vn = y.
n→∞ n→∞
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of P , we have x = y ∈ [u0, v0]. Set x∗ = x, then limn→∞ un = limn→∞ vn = x∗ and
un  x∗  vn for n = 1,2, . . . .
Step 3. Finally, we prove that x∗ is a common fixed point of A,B . (5) and the condition (ii),
together with the mixed monotonicity of A and B , guarantee that
un  B(un, vn) B(x∗, x∗)A(x∗, x∗)A(vn,un) vn.
Thus, there exists zn ∈ B(x∗, x∗) and wn ∈ A(x∗, x∗) such that un  zn  wn  vn for n =
0,1,2, . . . . By applying (6) and the normality of P , we have
|zn − un|N |vn − un|N2
[
1 − τ(1 − β)]n|v0 − u0|.
So
|zn − x∗| |zn − un| + |un − x∗|N2
[
1 − τ(1 − β)]n|v0 − u0| + |un − x∗|.
Letting n → ∞, we obtain that zn → x∗. From the fact that B has closed values it follows that
x∗ ∈ B(x∗, x∗). Analogously, we can prove x∗ ∈ A(x∗, x∗). Consequently, we obtain that x∗ is
a common fixed point of A and B . The estimate of differences follows trivially from (7) and (8).
This completes the proof of Theorem 1. 
Corollary 1. Let A,B : [u0, v0] × [u0, v0] → E be mixed monotone single-valued operators and
satisfy the conditions (i)–(iii) of Theorem 1, then A and B have an unique common fixed point in
[u0, v0] and the rest of the results given in Theorem 1 holds. In addition, for each w0 ∈ [u0, v0],
let wn+1 = B(wn,wn) for n = 0,1,2, . . . , then one has x∗ = limn→∞ wn.
Proof. Theorem 1 ensures existence of common fixed points. To prove the uniqueness, let y∗ is
any common fixed point of A,B , then u0  y∗  v0. In view of (ii) and the mixed monotonicity
of A,B , we have
u1 = (1 − t0)u0 + t0B(u0, v0) (1 − t0)y∗ + t0B(y∗, y∗) = (1 − t0)y∗ + t0y∗ = y∗,
v1 = (1 − s0)v0 + s0A(v0, u0) (1 − s0)y∗ + s0A(y∗, y∗) = (1 − s0)y∗ + s0y∗ = y∗.
Generally, we can prove
un  y∗  vn, n = 2,3, . . . .
Letting n → ∞ we get x∗ = y∗.
For any w0 ∈ [u0, v0], by (ii) and the mixed monotonicity of B , it is easy to see
un wn  vn, n = 0,1,2, . . . .
Letting n → ∞, we get wn → x∗. 
Remark 1. Corollary 1 generalizes and improves Theorem 2.1 of [2], Corollary 2 of [6] and
corresponding results in [5].
The following theorem is immediate from the results of Theorem 1 when A = B .
Theorem 2. Let A : [u0, v0]× [u0, v0] → 2E be a mixed monotone upward multivalued operator
satisfying the following conditions:
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A(v,u)} β(v − u) with u0  u v  v0;
(ii) u0 A(u0, v0) and A(v0, u0) v0;
(iii) A(x,y) has a maximum element for all x, y ∈ [u0, v0] with x  y.
Then A has a fixed point x∗ ∈ [u0, v0]. Further, for given two real sequences {tn} and {sn} satis-
fying (2), there exist Ishikawa iterate sequences {un}, {vn} defined by{
un+1 ∈ (1 − tn)un + tnA(un, vn),
vn+1 ∈ (1 − sn)vn + snA(vn,un), n = 0,1, . . . ,
such that {un} and {vn} both converge to x∗, and we have the estimate of differences as follows∣∣x∗ − un (or vn)∣∣N[1 − τ(1 − β)]n|u0 − v0|,
where τ = min{s, t} and N is the normal constant of P .
Remark 2. The upper demicontinuity of A is not required and the noncompactness measures
are not used in Theorem 3 of this paper as compared with Theorem 1 of [6], however, in [6] the
necessary hypothesis is not the condition (i) but a condensing condition.
By virtue of Theorem 2 we obtain immediately the following results if A(u,v) = Au.
Theorem 3. Let A : [u0, v0] → 2E be a increasing upward multivalued operator satisfying the
following conditions:
(i) There exists a constant β ∈ (0,1) such that Av −Au =: {y − x: x ∈ Au, y ∈ Av} β(v −
u) with u0  u v  v0;
(ii) u0 Au0 and Av0  v0;
(iii) Ax has a maximum element for each x ∈ [u0, v0].
Then A has a fixed point x∗ ∈ [u0, v0]. Further, for given real sequence {tn} satisfying 0 < t 
tn  1, there exist iterate sequences {un}, defined by
un+1 ∈ (1 − tn)un + tnAun, n = 0,1, . . . ,
such that {un} converges to x∗, and we have the estimate of differences as follows
|x∗ − un|N
[
1 − τ(1 − β)]n|u0 − v0|,
where τ = min{s, t} and N is the normal constant of P .
Remark 3. It is easy to see that the corresponding results of Theorems 1–3 hold if instead of
“upwards” we write “downwards” and instead of (iii) we write “A(x,y) (or Ax) has a minimum
element for all x, y ∈ [u0, v0] with x  y (or x ∈ [u0, v0]).”
In addition, we can get similar results if A is a decreasing multivalued operator. In particular,
if A is a monotone single-valued operator, then we have the following new results.
Corollary 2. Let A : [u0, v0] → E be an increasing single valued operator satisfying the con-
ditions (i)–(ii) of Theorem 3, then A has an unique fixed point in [u0, v0] and the rest of the
results given in Theorem 3 holds. In addition, for each w0 ∈ [u0, v0], let wn+1 = Awn for
n = 0,1,2, . . . , then one has x∗ = limn→∞ wn.
S.H. Hong / J. Math. Anal. Appl. 337 (2008) 333–342 339
[u]qi )Remark 4. In this paper, applying the condition (i) and the assumption of monotonicity instead
of nonexpansive condition (that is, |Ax − Ay|  |x − y|), as in [10–12], we obtain analogous
results for the convergence of the iteration process; namely,
Corollary 3. Let A : [u0, v0] → E be a decreasing single-valued operator satisfying the following
conditions:
(i) There exists a constant β ∈ (0,1) such that Au −Av  β(v − u) with u0  u v  v0;
(ii) u0 Av0 and Au0  v0.
Then |Axn − xn| → 0 and {xn} and {yn} both converge to a single fixed point of A as n → ∞,
where{
xn = tn−1Ayn−1 + (1 − tn−1)xn−1,
yn = sn−1Axn−1 + (1 − sn−1)yn−1, n = 1,2, . . . .
3. Applications
To illustrate the ideas involved in Section 2 we consider the following initial value problem
u′ ∈ F(t, u) a.e. J, u(0) = u0, (9)
where J = [0, T ] with T > 0, F = (F1,F2, . . . ,Fn), Fi :J × En → 2E for i = 1,2, . . . , n
and En = {x = (x1, x2, . . . , xn): xi ∈ E, i = 1,2, . . . , n} is endowed with norm ‖u‖ =
max1in |ui | and introduced the partial ordering x  y iff xi  yi for i = 1,2, . . . , n and
x, y ∈ En. Let X = C(J,En) with norm | · |0 = maxt∈J ‖ · (t)‖, K = {x ∈ X: xi(t) ∈ P, t ∈ J,
i = 1,2, . . . , n}. Then X is a real Banach space and K a normal cone in X (note that P is a
normal cone of E).
In order to apply the results in Section 2 some definitions and concepts due to [4] are intro-
duced here. Suppose that pi and qi are nonnegative integers with pi + qi = n − 1, vector u can
be rewritten as u = (ui, [u]pi , [u]qi ) and problem (9) can be rewritten as
u′i ∈ Fi
(
t, ui, [u]pi , [u]qi
)
a.e. J (i = 1,2, . . . , n), u(0) = u0. (10)
Define the set
SF,ξ,η = S1F1,ξ,η × S2F2,ξ,η × · · · × SnFn,ξ,η
with SiFi ,ξ,η = {fi ∈ L1(J,X): fi ∈ Fi(t, ξi , [ξ ]pi , [η]qi ) for a.e. t ∈ J }, where L1(J,X) stands
for the Banach space of Bochner integrable functions defined on J with values in X. Let
AC(J,En) be the space of absolutely continuous vector functions on J . w ∈ AC(J,En) is called
a solution to (10) if
w′i ∈ Fi
(
t,wi, [w]pi , [w]qi
)
a.e. J, w(0) = u0.
A multivalued function F :J ×X → 2X is said to be mixed monotone upward if Fi(t, ui, [u]pi ,
is increasing upward in (ui, [u]pi ) and decreasing upward in [u]qi for i = 1,2, . . . , n.
Theorem 4. Let the multivalued function F :J × X → 2X be mixed monotone upward and the
following hypotheses hold:
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v′i  Fi
(
t, vi, [v]pi , [w]qi
)
a.e. J, v(0) u0,
w′i  Fi
(
t,wi, [w]pi , [v]qi
)
a.e. J, w(0) u0.
(11)
(h2) SiFi ,ξ,η = Fi(t, ξi , [ξ ]pi , [η]qi ) (i = 1,2, . . . , n) is nonempty and has a maximum elementfor each t ∈ J and all ξ, η ∈ [v,w].
(h3) There exist β ∈ (0,1) such that
t∫
0
[
gi
(
s, yi(s), [y]pi (s), [x]qi (s)
)− fi(s, xi(s), [x]pi (s), [y]qi (s))]ds
 β
(
yi(t)− xi(t)
)
where v  x = (x1, x2, . . . , xn) y = (y1, y2, . . . , yn)w and gi ∈ SiFi ,y,x, fi ∈ SiFi ,x,y .
Then, for v(0) u0  w(0), there exists a solution u ∈ [v,w] to problem (10). Moreover, there
exist iterate sequences {xn}, {yn} defined by{
xin+1 ∈ (1 − tn)xin + tn
{
ui0 +
∫ t
0 fi(s, x
i
n(s), [xn(s)]pi , [yn(s)]qi ) ds: fi ∈ SiFi ,x,y
}
,
yin+1 ∈ (1 − sn)yin + sn
{
ui0 +
∫ t
0 fi(s, y
i
n(s), [yn(s)]pi , [xn(s)]qi ) ds: fi ∈ SiFi ,y,x
}
,
n = 0,1, . . . ,
with two real sequences {tn} and {sn} satisfying
0 < t  tn  1, 0 < s  sn  1,
such that {xn} and {yn} both converge to u in [u0, v0]. In addition, we have the estimate of
differences as follows∥∥u− xn (or yn)∥∥N[1 − τ(1 − β)]n‖w − v‖,
where τ = min{s, t} and N is the normal constant of P .
Proof. Define the multivalued operator A(x,y) by
A(x,y)(t) = (A1(x, y)(t), . . . ,An(x, y)(t)),
where v  x, y w and, for i = 1,2, . . . , n,
Ai(x, y)(t) =
{
u0i +
t∫
0
fi
(
s, xi(s),
[
x(s)
]
pi
,
[
y(s)
]
qi
)
ds: fi ∈ SiFi ,x,y
}
.
From the properties of an integral it follows that A(x,y) ⊂ AC(J,Xn) for any x, y ∈ [v,w].
Hence, from the theory of differential equations we know that finding solutions to problem (10)
is equivalent to finding fixed points of A.
First we shall show that A satisfies the conditions (i)–(iii) in Theorem 2. By performing direct
integration of the inequality (11) in the hypothesis (h1) we obtain for each i = 1,2, . . . , n, there
exists fi ∈ SiF ,v,w , gi ∈ SiF ,w,v such thati i
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t∫
0
fi
(
s, vi(s),
[
v(s)
]
pi
,
[
w(s)
]
qi
)
ds  vi(0)+
t∫
0
v′i (s) ds = vi(t), t ∈ J,
u0i +
t∫
0
gi
(
s,wi(s),
[
w(s)
]
pi
,
[
v(s)
]
qi
)
ds wi(0)+
t∫
0
w′i (s) ds = wi(t), t ∈ J.
This indicates that the condition (ii) is satisfied. (h2) yields the condition (iii) and (h3) yields the
condition (i) in Theorem 2.
Next, we show that A is a mixed monotone upward multivalued operator. In fact, for any
x, x¯ ∈ [v,w] with x  x¯ and z ∈ [v,w], take yi ∈ Ai(x, z), there exists fi ∈ SiFi ,x,z such that
yi(t) = u0i +
t∫
0
fi
(
s, xi(s),
[
x(s)
]
pi
,
[
z(s)
]
qi
)
ds.
Note that Fi is mixed monotone upward, there exists gi ∈ Fi(t, x¯i , [x¯]pi , [z]qi ) such that
fi(t, xi, [x]pi , [z]qi )  gi(t, x¯i , [x¯]pi , [z]qi ). Let y¯i = u0i +
∫ t
0 gi(s, x¯i (s), [x¯(s)]pi , [z(s)]qi ) ds,
then y¯i ∈ Ai(x¯, z). Clearly, yi  y¯i for i = 1,2, . . . , n, which shows that A(x, z) is increasing
upward in x. By the same argument we know that A(x, z) is decreasing upward in z.
By Theorem 2, A has a fixed point u in [v,w]. The remainder of the proof is now clear. 
Remark 5. If F is a single-valued function, then Theorem 4 extends [4, Theorem 4] from RN
into X under the hypothesis (h3) instead of the following condition:∣∣Fi(t, x)− Fi(t, y)∣∣ L‖x − y‖ for some positive constant L.
Consider the following Hammerstein nonlinear integral inclusion on RN :
x(t) ∈
∫
RN
k(t, s)
(
1 + F(t, x))ds, (12)
with F(t, x) = {y: 0  y √|x(t)| }. By means of Theorem 3, we easily obtain the following
results.
Theorem 5. Let k :RN × RN → R1 be continuous, k(t, s) 0 and satisfy the following condi-
tions:
(H1) For any bounded continuous functions x(t), y(t) defined on RN , if 19  x(t)  y(t)  1,
then there exists a constant β ∈ (0,1) such that∫
RN
k(s, t)
[
F
(
s, y(s)
)− F (s, x(s))]ds
=:
{ ∫
RN
k(s, t)
[
v(s) − u(s)]ds: u ∈ F(s, x), v ∈ F(s, y)} β[y(t) − x(t)].
(H2) 1  ∫ N k(s, t) ds  1 .9 R 2
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exist iterate sequences {xn}, {yn} defined by{
xn+1 ∈ (1 − tn)xn + tn
∫
RN
k(s, t)
(
1 + F (s, xn(s)))ds,
yn+1 ∈ (1 − sn)yn + sn
∫
RN
k(s, t)
(
1 + F (s, yn(s)))ds,
with two real sequences {tn} and {sn} satisfying
0 < ξ  tn  1, 0 < η sn  1,
such that {xn} and {yn} both converge to x∗. In addition, we have the estimate of differences as
follows∥∥x∗ − xn (or yn)∥∥ 89N
[
1 − τ(1 − β)]n,
where τ = min{ξ, η} and N is the normal constant of P .
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