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Résumé
Les travaux portent sur l’économie d’énergie dans le secteur des technologies de la communication
et plus particulièrement dans les réseaux filaires. La technologie support de nos travaux est Ethernet
qui historiquement utilisée dans les entreprises est actuellement déployée dans les réseaux d’accès et
de coeur des opérateurs. Notre objectif est d’économiser de l’énergie par une mise en sommeil des
liens Ethernet en s’appuyant sur des mécanismes standards aisément déployables. Pour ce faire nous
modélisons et évaluons le mécanisme de mise en sommeil IEEE802.3az et confrontons notre modèle
à l’expérimentation sur équipements. A partir du modèle de coût obtenu, nous proposons de mettre
en place une ingénierie de trafic verte fonction de la charge qui dirige le trafic dans le réseau de façon
à permettre aux liens de se mettre en phase de sommeil tout en préservant une qualité de service,
en évitant de créer des pertes de données dans le réseau par une concentration trop importante de
trafic sur les liens. Nous distinguons plusieurs politiques d’ingénierie de complexité de mise en oeuvre
différentes, que nous évaluons dans plusieurs contextes. Les résultats obtenus permettent quasiment
de doubler les gains obtenus par le standard IEEE802.3az. Nous étudions l’ingénierie dans un mode
distribué à partir d’un protocole de routage, OSPF, et présentons une preuve de concept dans un
mode centralisé avec une architecture SDN pour laquelle nous proposons l’utilisation du routage




This research has proposed a novel Ethernet-based global energy efficiency technology for the
wired communications networks. In the development of the green technology, the IEEE 802.3az
standard (i.e. referred to as LEGACY) was first applied to render dormant the non-utilized links to
realize the local energy efficiency. To further lower the energy demand and thus achieve the global
energy efficiency, this research put forward two additional algorithmic schemes (i.e. the EAGER
and CARE green metrics) whereby the data are aggregated such that as many links as possible
remain unutilized. The three metrics (LEGACY, EAGER and CARE) were individually applied
to the distributed and centralized networks and subsequently evaluated. The experimental results
showed that, by comparison, the CARE green metric outperforms the other two metrics (LEGACY
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Introduction
Nous explicitons le problème d’économie d’énergie traité dans la thèse en situant plus spécifique-
ment l’économie d’énergie en réseau filaire puis nous présentons le contexte de nos travaux
A A propos de la consommation d'énergie
Nous présentons en premier lieu le problème que nous adressons dans cette thèse, l’économie
d’énergie en réseau filaire, en situant la thématique dans un cadre plus global d’économie d’énergie
qui est celui des technologies de l’information et de la communication (TIC). Nous précisons la part
du composant réseau dans la consommation d’énergie des TIC.
A.1 Economie d'énergie dans les TIC
Le green networking ou plus précisément réseau vert en français s’inscrit dans les approches
environnementales de protection et de valorisation des ressources. Le réseau filaire vert est un réseau
économe en énergie qui dispose de suffisamment d’énergie pour fonctionner avec cependant le souci de
diminuer sa consommation comme le préconise de nombreuses directives mondiales. Ainsi en Octobre
2014, les dirigeants européens ont exprimé leur souhait de poursuivre leurs efforts d’économie pour
la période 2021 à 2030 dans le but de réduire les émissions de CO2 en 2030 de 30% par rapport à
2005. En 2005, la consommation d’énergie dans le domaine des TIC avait été estimée à elle seule à
2% des émissions de CO2.
Pour la période 2007-2012, l’étude effectuée par [VHLL+14] estime la croissance annuelle du do-
maine TIC en séparant 3 catégories : les ordinateurs personnels, les data centers et les réseaux de
1
2 Introduction
communication. L’étude indique une croissance de consommation plus rapide dans chaque catégorie
que celle de la totalité de la croissance de consommation électrique mondiale. Avec 3% pour l’aug-
mentation globale et 10% pour la catégorie réseau, 5% pour les ordinateurs personnels et 4% pour
les data centers. Il est à noter que l’augmentation globale était d’environ de 3,9 % en 2007 et qu’elle
atteint 4,6% en 2012. Quant à la consommation de chaque catégorie d’éléments étudiés, elle est quasi
équivalente comme l’indique la figure 1.
Figure 1 – Evolution de la consommation électrique totale et par catégorie d’élements [VHLL+14].
Le défi de recherche auquel doivent faire face les communautés académique et industrielle est de
diminuer la consommation d’énergie dans les différentes catégories des éléments. L’objectif ambitieux
énoncé par le consortium GreenTouch en 2015 est d’arriver à 98% de réduction d’énergie en 2020 par
rapport au scénario de référence élaboré antérieurement (en 2010) [Gre15]. Cet objectif sera atteint
grâce à la conjonction de travaux dans les domaines des technologies des composants, architectures,
algorithmes et protocoles.
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A.2 Le réseau laire
Si nous détaillons plus avant la catégorie d’éléments dite “réseau”, nous relevons une grande variété
de moyens pour diminuer la consommation qui portent sur différents segments de la structure du
réseau avec des déclinaisons technologiques variées (technologies, 2G, 3G, 4G, optique, Asymmetric
Digital Subscriber Line (ADSL), Internet Protocol (IP), Multi-Protocol Label Switching (MPLS)...)
relevant du domaine filaire et du domaine sans fil comme illustré sur la figure 2.
L’architecture présentée dans cette figure est typique des réseaux de télécommunications. C’est
une architecture hiérarchique à différents niveaux.
Figure 2 – Structure de réseau de télécommunications [LKB+14]
– Réseau d’accès : raccorde les utilisateurs sur les segments locaux. Le réseau d’accès est ma-
joritairement filaire pour les utilisateurs résidentiels, les entreprises, et, il est sans fil pour les
utilisateurs mobiles.
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– Réseau d’agrégation : regroupe les données issues des réseaux d’accès. Sa déclinaison peut être
en réseau filaire ou réseau sans fil.
– Réseau de coeur : c’est l’épine dorsale de l’architecture. Sa fonction principale est d’acheminer le
plus rapidement possible les informations d’un réseau à un autre réseau. C’est majoritairement
un réseau filaire hautement fiable qui s’appuie sur des technologies optiques avec des composants
redondants et hautement fiable.
Le défi de recherche se complexifie avec les prévisions de croissance des besoins de communication.
En effet les prédictions de trafic entre 2010 et 2020 indiquent un accroissement très important des
besoins de transfert comme nous pouvons le voir avec les données de CISCO Visual Networking Index
(CISCO VNI) en Figure 3 [cis15].
Les prévisions de croissance de trafic apparaissent dans tous les segments de la communication :
le mobile mais également le filaire que ce soit seul en ou en combinaison avec le sans fil.
Figure 3 – Projection de trafic Internet en filaire et sans fil [cis15].
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B Présentation des travaux
B.1 Domaine
Les travaux présentés dans cette thèse portent sur les économies d’énergie en réseaux filaires.
Secteur non négligeable d’économie d’énergie qui d’après l’étude du projet Européen ECONET (low
Energy COnsumption NETworks (ECONET)) [BDB+11] permettra grâce à la combinaison de dif-
férentes technologies un gain de 58% pour le réseau de coeur et jusqu’à 70% pour le réseau d’accès.
Nous nous intéressons au gain d’énergie apporté par des mécanismes protocolaires indépendants des
applications.
La technologie support de nos travaux est la technologie Ethernet qui a l’origine a été définie
pour les réseaux d’entreprise et qui est actuellement déployée dans les réseaux d’accès et dans les
réseaux de coeur. Cette technologie a fait l’objet d’études pour permettre d’en augmenter l’efficacité
en terme d’énergie. Nous nous appuierons sur ces travaux pour en améliorer l’économie d’énergie.
B.2 Méthodologie
L’objectif des travaux est d’améliorer l’efficacité énergétique des transmissions d’information en
s’inscrivant dans un cadre de standardisation, de façon à pouvoir déployer sans modification majeure
sur les protocoles existants, nos propositions.
L’amélioration de l’efficacité énergétique est évaluée à partir de simulations de réseaux génériques
résultant de modélisation de topologie et trafic, et réels, avec une modélisation de trafic découlant
de traces disponibles en accès libre. L’expérimentation sur matériel conforte ces évaluations.
Nous évaluons l’amélioration apportée en regard d’une solution optimale et la situons par rapport
aux travaux de la littérature.
B.3 Contributions
Les principales propositions de cette thèse sont
• L’analyse du modèle de coût en énergie de la technologie Ethernet
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• La proposition de politiques d’ingénierie verte reposant sur des métriques de routage reflétant
le coût en énergie, et la qualité de service.
• L’étude de mise en oeuvre dans un environnement de réseaux programmables.
B.4 Organisation de la thèse
Après la présentation du problème effectuée dans cette introduction, le document est organisé en 4
chapitres présentant : l’état de l’art et l’approche de résolution du problème que nous avons étudiée,
poursuivi par une présentation et une évaluation du contexte du travail, à savoir Ethernet 802.3 az
(Ethernet Econome en Energie), puis par les propositions d’ingénierie verte que nous évaluons et
expérimentons avant de conclure.
Chapitre 1 : Economie d’énergie en réseau aux filaires
Ce chapitre présente un état de l’art des travaux en réseau filaires original, en ce sens que le domaine
d’étude étant récent, peu de travaux ont été publiés sur ce thème couvrant tant les mécanismes
standardisés que les travaux de recherche, comme nous le proposons. Nous justifions l’approche d’é-
conomie d’énergie étudiée, à savoir l’endormissement, et présentons les méthodes d’ingénierie de trafic
verte que nous employons pour diminuer la consommation d’énergie en réseaux filaires.
Chapitre 2 : Ethernet Efficace en énergie
Le contexte de réseau filaire que nous étudions, Ethernet à économie d’énergie, est détaillé et analysé,
via les outils de simulation et expérimentation mettant en avant l’intérêt du contexte et les amélio-
rations de consommation énergétique qui peuvent être réalisées par les algorithmes de coalescence.
Chapitre 3 : Ingénierie verte distribuée
Nous développons des politiques d’ingénierie verte permettant d’étendre l’économie d’énergie de Eth-
ernet par un protocole de routage distribué Open Shortest Path First (OSPF). Nous étudions deux
métriques de complexité différentes, Extremely AuGmented Energy efficient etheRnet (EAGER) et
Congestion aware Augmented eneRgy efficient Ethernet (CARE), déclinées selon le contexte cuivre
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et optique et déterminons leur domaine d’intérêt selon la charge du réseau. L’étude est effectuée par
simulation et comparaison à d’autres solutions.
Chapitre 4 : Ingénierie verte centralisée
Nous développons une preuve de concept de nos propositions en émulant le fonctionnement de
l’ingénierie de réseau en environnement de réseau logiciel, (Software-Defined Networking (SDN)),
approche architecturale de contrôle de réseau novatrice qui devrait être appelée à se déployer mas-
sivement chez les opérateurs de télécommunications, et proposons d’utiliser un routage par la source
et par segment pour diminuer les interactions contrôleur switch.
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Nous explicitons dans ce premier chapitre le problème d’économie d’énergie dans les réseaux
filaires traité dans cette thèse en présentant les problèmes et solutions présents dans la littérature.
9
10 Chapitre 1 - Economie d’energie en réseau filaire
Nous examinons et analysons les travaux de recherche menés pour économiser de l’énergie dans
les réseaux filaires en les différenciant selon leur stratégie de déploiement, soit une stratégie locale
soit une stratégie globale. Dans ce dernier cas, contrairement au premier, une coordination globale
au niveau d’un domaine de déploiement est nécessaire, elle est réalisable en mode distribué ou bien
en mode centralisé, avec différents niveaux de dynamicité et de connaissance de trafic.
1 Panorama des technologies
Nous avons regroupé les travaux publiés dans la littérature en quatre grandes classes d’approches
comme l’indique le tableau 1.1. (Une autre classification sera trouvée en Bianzino et al. [BCRR12]).
Ces quatre approches sont :
• Adaptation de débit
• Endormissement de lien
• Utilisation d’un relais de proximité
• Topologie active
Dans la table 1.1 nous avons caractérisé les approches par un critère de répartition : local ou
global.
Le critère local est partagé par les 3 premières approches. Il est possible de déployer ces technolo-
gies graduellement sur certaines entités du réseau. Ce qui présente un avantage majeur pour déployer
ces méthodes. Les stratégies consistent à surveiller l’utilisation de l’entité dynamiquement et adapter
sa consommation d’énergie en fonction de la performance requise. A titre d’exemple, l’entité peut
passer à un état de sommeil [GS03] ou bien diminuer son débit [GCS06].
La dernière classe d’approche est quant à elle globale, elle concerne un ensemble d’équipements
qui vont mettre en oeuvre une stratégie coordonnée. Le déploiement de ces stratégies se fait au niveau
de l’opérateur réseau qui doit modifier le fonctionnement du réseau sur de nombreux équipements à la
fois. L’objectif est de pouvoir soit endormir soit mettre en état de veille profonde certains équipements
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Table 1.1 – Panorama des technologies en économie d’énergie réseaux















































Cas des data centers
[SLX10][AFLV08]
[HSM+10][LLW+12]
Approche distribuée [CEL+10] [CELP11]
Approche centralisée [CCPM12] [HJP15]
du réseau, en agissant sur les flux de trafic que doivent traiter les équipements. Si l’on empêche le
trafic de circuler dans une zone, il est alors possible d’économiser de l’énergie dans cette zone. Les
actions permettant d’agir sur la circulation du trafic s’appuient sur une connaissance du trafic, qui
est supposée connue, lorsque l’on agit par planification du réseau, ou découverte lorsque l’on agit par
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le plan de contrôle du réseau, c’est-à-dire le routage.
Dans cette thèse nous avons travaillé sur une stratégie locale et sur une stratégie globale avec pour
la stratégie globale le souci de faciliter le déploiement grâce à une approche de commande logicielle
du réseau, le Software Defined Network.
Figure 1.1 – Approche par stratégie globale versus stratégie locale des techniques d’économie d’én-
ergie dans les réseaux filaires
Nous précisons à la suite le fonctionnement des quatre grandes approches relevées.
2 Stratégies locales d'économie d'énergie
2.1 Adaptation de débit (Adaptation Link Rate)
Avec cette technique une économie d’énergie est obtenue en réduisant le débit de transmission
de la liaison (Figure 1.2). La gestion dynamique de la puissance modifie la tension des circuits
lorsque la fréquence d’horloge (f) diminue entraînant une baisse de la consommation [CSB92]. Pour le
processeur Complementary metal-oxide-semiconductor (CMOS) le modèle de puissance est approché
par l’équation ci-dessous.
P = a  C  V 2dd  f (1.1)
Où P est la puissance dissipée, Vdd, la tension, a est le facteur d’activité, C est la capacité
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équivalente et f est la fréquence de fonctionnement du processeur.
Figure 1.2 – Principe de l’adaptation de débit
L’approche par adaptation de débit qui est parfaitement adaptée à l’économie d’énergie d’un
ordinateur doit en ce qui concerne le réseau prendre en compte l’aspect normalisation inhérent au
domaine que ce soit au niveau des débits disponibles ou bien des échanges standardisés entre émetteur
et récepteur.
2.1.1 Débits et économie d'énergie
Dans les réseaux, les débits de transferts sont normalisés et évoluent au cours du temps. Ainsi
un transfert par une technologie Ethernet peut utiliser les gammes de 10 Mbps, 100 Mbps, 1 Gbps,
10 Gbps avec des horloges respectivement de fréquence 2.5 MHz, 25 MHz et 125 MHz. La fonc-
tion d’autonégociation des équipements Ethernet que nous présenterons dans le chapitre suivant,
permet aux équipements de se mettre d’accord sur un des débits disponibles dans le standard. Le
choix d’un débit moindre permet de diminuer la consommation d’énergie, ce que nous avons vérifié
expérimentalement.
Dans [PDJC13], nous mesurons la consommation d’énergie sur des équipements DLink Switch
(DGS1100-24), avec des débits de données allant de 10 Mbps à 1 Gbps. Pour mesurer les niveaux
de puissance, nous utilisons un analyseur de puissance Rohde & Schwarz le HM8115-2 [HM8]. Les
valeurs de consommation d’énergie que nous avons obtenues en configurant les ports d’un équipement
à des débits différents sont présentées dans la figure 1.3. Les ports sont configurés, ils transmettent
en permanence des symboles indiquant une liaison vide (c’est le fonctionnement de la transmission
Ethernet).
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Notons que sur cette figure nous trouvons également des valeurs de puissance avec l’application
d’une stratégie locale d’économie d’énergie (l’endormissement), notée 1000E dans la légende de la fig-
ure 1.3. L’économie réalisée avec cette stratégie permet d’avoir la même puissance que celle résultant
du choix d’un débit à 10 M.
Nous en concluons que transmettre lentement est moins coûteux en énergie que de transmettre
rapidement et qu’il est possible de transmettre rapidement sans supplément de coût en utilisant un
mécanisme d’économie d’énergie : l’endormissement.
Figure 1.3 – Evaluation de la puissance consommée selon le débit en Ethernet [PDJC13]
2.1.2 Synchronisation émetteur récepteur
Un problème de l’adaptation de débit est la synchronisation qui doit être définie entre l’émetteur
et le récepteur. L’équipement émetteur qui adapte son débit d’émission doit avertir l’équipement
récepteur du lien. Pour favoriser la rapidité du déploiement d’équipements économes, il est souhaitable
de réaliser l’échange en enrichissant des fonctions et standards déjà existants. Ceci peut être fait
par une fonction d’autonégociation prévue dans la couche physique, ou un échange de trames du
protocole d’accès Media Access Control (MAC). En ce dernier cas, le protocole standard doit avoir
été conçu pour permettre de tels échanges, ce qui n’est pas le cas de la plupart des protocoles d’accès
utilisés dans les réseaux filaires sur le segment d’accès (Ethernet Passive Optical Networks (EPON),
Gigabit-capable Passive Optical Networks (GPON), Data Over Cable Service Interface Specification
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(DOCSIS)). Un autre problème de la synchronisation par échange MAC est le temps necessaire à
l’adaptation. Il est plus important lorsqu’il est effectué à la couche liaison que lorsque qu’il est effectué
à la couche physique.[GCS06][ARSG06]
2.1.3 Politiques d'adaptation
Les travaux sur l’adaptation de débit mettent en exergue différentes mises en oeuvre pour décider
du débit à utiliser. Nous relevons les mécanismes reposant sur des mesures d’utilisation de mémoire
tampon et des mécanismes par type de service transféré.
2.1.3.1 Politique d'occupation de tampons Dans la littérature, le débit à utiliser est décidé
à partir de la mesure de plusieurs paramètres : le taux d’occupation de tampon mémoire [GCS06]
[ARSG06], le taux d’occupation allié à la mesure de l’utilisation de la liaison [ARSG06] [GCN05]
[NPI+08], ou encore des mesures de délai [GCNS08].
(i) Politique à deux seuils : ALR Dual-Threshold Policies (DTP) [ARSG06] est une poli-
tique à deux seuils qui sont associés au taux de remplissage d’un buffer stockant les paquets à
transmettre. Lorsque l’état d’occupation du buffer est supérieur au seuil maximal, le débit de la
liaison est augmenté, il est diminué lorsque le taux d’occupation est inférieur au seuil minimal.
Les auteurs ont observé que si les valeurs de seuil bas et haut de tampon sont ajustées à 50% et
80% respectivement, alors le lien peut être exploité au débit le plus bas pratiquement à 100%
avec un retard de paquets négligeable.
(ii) Politique à seuils avec mesure de la liaison : Gunaratna et al. [GCN05] améliorent la
précision de l’adaptation en adjoignant aux mesures mémoire qui sont fortement influencées
par la taille du tampon, la mesure de l’occcupation de la ligne. Ceci permet de diminuer les
oscillations de changements d’états.
(iii) Politique à seuils avec délai : Dans [GCNS08] il est proposé de lisser davantage la poli-
tique d’adaptation en la conditionnant par des intervalles de temps prédéfinis. Si la liaison est
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en débit haut depuis peu de temps même si le buffer est quasi vide le débit ne sera pas changé.
2.1.3.2 Politique par service en DSL Dans le réseau d’accès filaire cuivre en technologie DSL
(Digital Subscriber Line (DSL)), qui est la technologie actuellement dominante sur ce segment de
l’architecture large bande, des mécanismes d’adaptation de débit sont associés à des services. Les
services sont ceux offerts par l’opérateur d’accès pour une offre triple play : voix, données, image.
L’économie d’énergie est réalisée par l’utilisation d’un mode de consommation basse puissance qui a
été standardisé pour les accès en Asymmetric Digital Subscriber Line 2 (ADSL2) et est en cours de
standardisation pour les accès Very High Speed Digital Subscriber Line 2 (VDSL2) et pour les accés
optique en GPON.
Le principe de fonctionnement [ADS09b][ADS09a] illustré en figure 1.4 est le suivant :
Deux niveaux de puissance sont utilisés : PL0 et PL2 correspondant à deux débits de transfert
RL0 et RL2 qui peuvent être calculés selon l’offre de service de l’opérateur. Les niveaux sont utilisés
de façon locale et autonome sur la ligne et négociés entre le modem ADSL et son Digital Subscriber
Line Access Multiplexer (DSLAM) (figure 2). Le trafic transmis est comparé à des seuils préfixés. Si
le trafic descend sous le seuil noté Rs en figure 1.4, le débit qui est utilisé est RL2. Si le trafic est
supérieur à Rs le débit utilisé est L0.
Sur l’illustration de la figure 1.4, le débit faible est utilisé (RL2) pour un service de voix sur IP
qui correspond à un transfert de données inférieur au seuil minimum. Le débit plus élevé (RL0) est
proposé pour le service de transmission de programme télévisuel par internet (IP TV). Le débit RL2
est également employé en cas d’une utilisation simultanée des services.
L’économie d’énergie qui est obtenue par cette méthode est fonction des profils de trafics des
utilisateurs, les auteurs de [LKB+14] se réfèrent à des statistiques de trafic et pour celles-ci indiquent
une économie d’énergie de 23% .
Conclusion : La fonction d’adaptation de débit s’applique à toutes les technologies de transmis-
sion et sur les différents segments du réseau. Pour un segment d’accès cuivre en transmission DSL,
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Figure 1.4 – Principe du fonctionnement de l’ADSL avec économie d’énergie [LKB+14]
la standardisation a opté pour cette technique. Par contre pour le segment Ethernet, qui fait l’ob-
jet de nos travaux ce n’est pas le cas, cette technique étant jugée plus coûteuse que la technique
d’endormissement que nous présentons à la suite et que nous détaillerons plus précisément dans le
chapitre suivant.
2.2 Endormissement de lien
Lorsqu’un équipement de transmission n’a pas de données à transmettre il consomme de l’énergie.
Comme pour les ordinateurs, un mécanisme de mise en sommeil permet de diminuer la consommation.
Ainsi par exemple le standard Ethernet préconise un état de veille consommant 10% de la puissance
consommée en état actif.
2.2.1 Politique de réveil
Le principe du mécanisme de sommeil est très simple. La mise en sommeil s’effectue lorsqu’il n’y
a pas de paquet à transmettre, et s’arrête lorsqu’il y a des paquets à transmettre. Cependant sa mise
en oeuvre est variée. Les options se déclinent selon plusieurs caractéristiques relatives au nombre
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nombre d’états, à la politique d’endormissement et de réveil.(Figure 1.5)
Figure 1.5 – Approche simple à deux états de l’endormissement de lien.
Le passage à l’état actif n’est pas instantané [GGS04] [AK08]. Selon les options envisagées le
paquet peut être stocké, le temps que l’état actif soit effectif.
L’objectif des travaux présentés dans la littérature est de maximiser le temps de sommeil. Par
exemple, les paquets peuvent être stockés, comme pour le mécanisme d’adaptation de débit, ce qui
permet d’agréger l’émission en transmettant plusieurs paquets en suivant et augmente le temps de
sommeil.
De nombreux travaux ont été menés sur la politique de réveil [eee10] [GS03] [GGS04] [GS07a]
[HARPFVLG11] [AK08] [CRN+10] [GS07b]. Plus précisément les politiques décrites en [GGS04] con-
sidèrent trois fonctionnements pour un équipement réseau :
a) une interface dort durant un temps donné, T. Durant cette période tous les paquets devant
être traités par l’interface seront perdus.
b) une interface est en sommeil, l’arrivée d’un paquet la réveille mais elle n’est pas active im-
médiatement et donc le paquet qui l’a réveillé est perdu. Les paquets suivants seront traités.
c) une interface est en sommeil, l’arrivée d’un paquet la réveille et en attendant que l’interface
soit prête à traiter le paquet celui-ci est mis en attente. La mise en attente du paquet se fait
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dans un tampon géré par un matériel spécifique. L’interface en sommeil se réveille cyclique-
ment pour vérifier si il y a quelque chose à transmettre. Le standard d’endormissement de lien
Ethernet s’appuie sur cette mise en oeuvre.
Des politique de reveil plus évoluées ont été proposées qui rappellent les politiques d’occupation
des tampons présentées précédemment.
Katz et Ananthanarayanan dans leur étude de verdissement des switch [AK08] proposent de
stocker les paquets à émettre, lorsque l’équipement est en sommeil et d’introduire une interface
gérant un buffer pour stocker un paquet en réception. Plutôt que de se réveiller de façon cyclique,
les auteurs proposent un réveil à l’arrivée d’un paquet. Ainsi lorsqu’il n’y a pas de trafic, le switch
peut rester endormi. Pour améliorer cette politique ils élaborent un mécanisme de réveil prédictif. Ce
mécanisme observe le nombre de paquets qui arrivent durant une fenêtre de temps et, considérant
que l’indication de trafic obtenue est valable pour la prochaine fenêtre de temps, décide de la mise
en sommeil de l’équipement. Si le trafic est inférieur à un seuil, les paquets sont mémorisés pour être
transmis au prochain réveil.
Gupta et Singh dans leurs travaux pionniers [GS03] avaient également utilisé un mécanisme basé
sur le trafic pour déterminer le déclenchement de l’endormissement. Ils mesuraient le temps d’arrivée
inter paquets et basculaient en état de sommeil au-delà d’un seuil. Pour diminuer les pertes de paquets
les auteurs ont proposé d’émettre un paquet de réveil aux voisins pour permettre à ceux-ci d’avoir
le temps de faire la transition entre l’état de sommeil et l’état actif.
2.2.2 Cas du réseau optique
L’architecture du réseau d’accès optique (figure 2) est composée d’un élément réseau Optical Line
Terminal (OLT) qui donne l’accès réseau aux utilisateurs au travers d’équipements modem nommés
Optical Network Unit (ONU). Les travaux en économie d’énergie concernent les équipements ONU
et l’équipement réseau l’OLT.
Pour les équipements ONU, un moyen de diminuer la consommation a été proposé par Alcatel
[Lucent] reposant sur le protocole Bipon [SCvV+12].
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Grâce à un mécanisme spécifique d’entrelacement des informations transmises sur le réseau par
l’OLT, l’équipement ONU qui de par la topologie en bus diffusé du réseau optique passif reçoit toutes
les informations, est capable de détecter très rapidement celles qui le concernent et de détruire les
autres. Le protocole définit un format de trame descendant (émise par l’OLT à destination des ONU)
qui reste de 125 s mais où les bits d’entête et de données des ONT sont régulièrement répartis dans
la trame, au lieu d’être positionnés à des endroits variables. L’ONU récupére plus rapidement ses
données et détruit les autres. Il économise des traitements inutiles.
Pour économiser l’énergie au niveau de l’OLT deux méthodes sont étudiées par la standardisa-
tion : l’endormissement et la mise sous tension de délestage
1) La méthode d’endormissement est proposée par la standardisation ITU-T G.987.3 [XG-14] sur le
réseau optique à 10 Gigabits/10-Gigabit-capable Passive Optical Network (X-GPON). L’objectif est
de pouvoir éteindre les circuits relatifs aux fonctions optiques, MAC, et stockage lorsqu’il n’y a pas
de trafic à transmettre.
Deux états d’endormissement sont spécifiés dans le standard.
• Le premier désactive sur l’équipement utilisateur les fonctions de transmission mais laisse
actives celles de réception, l’équipement ONU est alors capable de recevoir un message de l’OLT
pour se réveiller, il est en état de sommeil léger (dozen state). L’illustration du fonctionnement
est donné sur la figure 1.6.
• Le deuxième mode désactive les fonctions d’émission et de réception. Comme les informations
sont physiquement diffusées à tous les ONU, l’arrivée d’un signal ne peut être le déclenchement
de la période d’activité. C’est pourquoi l’équipement se réveille de façon cyclique. Il est en état
d’endormissement cyclique (Cycle sleep). La synchronisation entre l’émetteur et le récepteur se
fait par un échange d’information de gestion l’OAM (Operation And Maintenance (OAM)).
2) La méthode de désactivation (ou shedding, pour puissance de délestage) repose sur l’arrêt des
services. La recommandation G.984.4 contient déjà cette capacité d’arrêt de services inutiles en cas
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Figure 1.6 – Illustration de l’endormissement en réseau optique d’accès XG-PON.[Tro08]
de problème d’alimentation pour continuer à avoir un fonctionnement minimal sur une certaine durée
(typiquement 8H). [Tro08] considère que cette capacité d’arrêt appliquée aux fonctions de gestion
des interfaces de l’OLT permet de gagner 30%, et que l’arrêt des fonctions de coeur, processeur,
mémoire, pourrait encore augmenter cette économie ; les fonctions de coeur représentent 45% de la
consommation totale de l’OLT.
Pour arrêter les services, l’OLT mesure l’activité du lien et déclenche l’arrêt de l’interface inutilisée.
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Les fonctions du coeur relatives à une interface qui est éteinte sont alors également arrêtées. Les ports
virtuels qui sont associés aux types de trafic reçus par l’utilisateur au travers de l’OLT peuvent être
déconnectés. Ces ports restent provisionnés et peuvent être rétablis à la demande de l’utilisatrice.
[LKB+14] présente en se référant à des statistiques de trafic sur un réseau résidentiel, une com-
paraison des méthodes d’endormissement léger, endormissement cyclique ainsi que la méthode par
désactivation délestage qui fait apparaitre un gain en faveur de l’endormissement cyclique.
L’endormissement cyclique est modélisé mathématiquement en [BKSP12] [KZY+14]. Ils en dé-
duisent une duréee de sommeil optimale. Au-delà de cette période, il n’y a pas de gain d’énergie et
le délai est augmenté.
Figure 1.7 – Comparaison des méthodes d’endormissement optique [LKB+14]
Nous venons de décrire le fonctionnement du réseau optique économe XPON normalisé par
l’ITU(International Telecommunication Union (ITU)), nous verrons dans le chapitre suivant le fonc-
tionnement normalisé par l’IEEE qui s’applique au réseau optique EPON qui quoique similaire au
réseau GPON ne repose pas sur un contrôle du réseau par OAM. L’IEEE a choisi une méthode
d’endormissement qui ne fait pas appel à un échange protocolaire OAM mais à une fonction déjà
existante dans les versions Ethernet cuivre 100Mbps l’auto négociation.
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2.3 Relais de proximité
Le principe de la méthode est de recourir à un équipement intermédiaire, le relais de proximité,
pour travailler à la place de un ou plusieurs équipements. L’équipement intermédiaire est typiquement
un switch/routeur du réseau d’accès qui va permettre à ses clients de dormir.
Ce fonctionnement est de plus haut niveau que ceux présentés précédemment. Il s’agit de tra-
vailler à la place d’une entité pour la laisser dormir, en répondant à un protocole à sa place. Par
exemple, la réponse à une requête de recherche d’identité par la protocole ARP (Address Resolution
Protocol (ARP)) est faite par l’élément de proximité. Cette solution peut être mise en oeuvre dans
les cartes réseaux comme proposé par Subha Natarajan et al. [SGRO+08].
Des exemples de fonctions que peut assurer un relais de proximité sont présentés dans les travaux
[JCN08] [WMG10] :
• Network Connectivity Proxy (NCP) : Les auteurs dans ce papier se préoccupent de la
gestion des connexions Transmission Control Protocol (TCP). Losqu’une connexion TCP est
ouverte une entité qui ne s’en sert pas doit la maintenir ouverte par l’envoi de messages Keep
alive. Pour lui permettre de dormir le relais de proximité se charge d’envoyer les message à sa
place.
Figure 1.8 – Illustration de la méthode de sommeil avec relais de proximité.
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– Proxy NICs : Wang et al. [WMG10] s’intéressent à l’application de messagerie instantanée
Yahoo Messenger. Le but est de dormir pendant les phases d’inactivité. Sachant que les péri-
odes d’inactivité de l’application, sont aléatoires, ils formulent le problème de décision avec
un processus stochastique et proposent un algorithme adaptif pour configurer les valeurs d’en-
dormissement.
3 Stratégie Globale d'économie d'énergie
Nous venons de présenter des travaux portant sur certains éléments du réseau, nous considérons
à présent le réseau dans son ensemble et, comment sa topologie peut être définie pour économiser de
l’énergie. Les travaux relatif à la définition d’une topologie active, c’est-à-dire constituée d’équipements
en activité nécessitent une stratégie globale du réseau avec une coordination entre ces éléments. Il
s’agit d’agir sur le trafic pour lui faire prendre un chemin passant par des équipements qui consom-
meront de l’énergie, alors que les chemins sur lesquels le trafic ne passera pas seront source d’économie
d’énergie. Ces économies seront naturellement fonction du modèle de consommation de la technologie
utilisée sur les chemins.
Les travaux considèrent dans leur grande majorité un modèle de consommation indépendant de
la technologie sous-jascente de transmission.
Quelle que soit la technologie nous pouvons considérer des économies relevant d’une mise en som-
meil et celles liées à un arrêt de l’équipement. La méthode d’endormissement permet de traiter du
trafic et de s’endormir entre plusieurs informations alors que l’arrêt permet de ne pas traiter le trafic
sauf en cas de problème. La différence entre les deux réside essentiellement dans l’échelle de temps,
temps plus court pour l’endormissement que pour l’arrêt. L’une relève du contrôle du réseau l’autre
davantage de son administration.
C’est pourquoi nous séparons deux approches :
• celles relevant de l’ingénierie de trafic gérées par le plan contrôle réseau, elles s’appuient sur
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le routage, et
• celles relevant de la conception de la topologie mise en oeuvre par plan de gestion qui planifie
un réseau économe en énergie.
Les premières approches utilisent des méthodes d’optimisation avec contraintes, les secondes
s’appuient sur des méthodes de graphes.
3.1 Approche trac
L’approche consiste à diriger le trafic sur un chemin choisi pour économiser de l’énergie par
rapport à un chemin calculé sur la seule performance traditionnellement exprimée en nombre de
noeuds.
Les moyens d’y parvenir sont des moyens d’ingénierie de trafic tels que décrits dans le RFC 3272
de 2002 [TE02]. L’ingénierie du trafic consiste à adapter l’acheminement du trafic aux conditions du
réseau, avec un objectif de performance pour l’utilisatrice et d’utilisation efficace des ressources pour
l’opérateur du réseau. Les travaux dans ce domaine (Figure 1.9) ont été initiés dans le cadre de la
technologie ATM (Asynchronous Transfer Mode (ATM)), avec dejà le souci de la performance de
consommation étudiée en [PN14] puis repris dans le cadre des architectures IP avec des travaux con-
sidérant des trafics sous forme paquets [GS09][ZYLZ10][ACG13][LSC15][RRCRS14], et des travaux
considérant des trafics sous forme de flux avec MPLS [CCHW11][FWM+14][ELCM13][RRCSR15].
Les travaux les plus récents sont relatifs à l’utilisation de contrôleurs centralisés pour gérer le
routage dans les approches de réseau par SDN [WJG+14][GMP14][CGM14][RRCS15]. Nous décrirons
plus précisément cette technologie dans le chapitre 4 de la thèse.
3.1.1 Optimisation et contraintes
L’ingénierie de trafic s’est initialement développée dans le but d’éviter les congestions dans le
réseau opérateur et de respecter la qualité de service pour les utilisateurs. Il s’agit de définir le routage
des informations dans le réseau avec l’objectif de minimiser le délai en respectant une contrainte sur
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Figure 1.9 – Historique de l’ingéniérie [ALW+14].
la charge des liaisons afin d’éviter de perdre des données. Par la suite, de nombreux travaux ont été
réalisés pour adapter le routage à des objectifs variés, les références de tels travaux seront trouvées
en [WHPH08]. Généralement la problème de diminution de l’énergie consommée se traduit par un
problème d’optimisation similaire qui considére un objectif de minimisation de l’énergie.
Gupta et al dans leurs travaux pionniers en 2003 [GS03] identifient le problème d’économie d’én-
ergie et émettent l’idée de mettre en sommeil des équipements. Une approche de mise en oeuvre de
cette idée qui repose sur un contrôleur centralisé qui collecte les données de topologie et de trafic,
est proposée en [GS09]. L’approche peut être mise en oeuvre avec des protocoles IP/OSPF et MPLS.
Le contrôleur calcule les meilleurs chemins en maximisant le nombre de liens qui peuvent être mis
en sommeil avec une contrainte d’utilisation de liens qui permet d’éviter les congestions, elle est
par défaut valuée à 50%. Le problème est formulé en MCF (Multi Commodity Flow (MCF)) avec
un objectif de minimisation de l’énergie globale sur le réseau par mise en sommeil des éléments qui
n’acheminent pas d’information. Lorsque tous les ports d’une carte sont en sommeil, la carte peut
est mise en sommeil. Le coût en énergie est celui de la carte d’interface plus celui des ports actifs sur
chaque carte, il est indépendant de la charge de trafic par lien. Les demandes de transfert d’informa-
tion sont réparties en partage de charge, sur un ensemble de plus courts chemins (une limite sur la
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taille de chemins permet de respecter une contrainte de délai). La résolution est obtenue avec l’outil
CPLEX, sur des topologies réelles (comme Géant ou Abilene) le temps étant estimé trop important
la résolution est stoppée après 300s. Pour faire face à cette durée importante de calcul, le routage
s’effectue sur des chemins précalculés.
L’étude d’heuristiques de résolution pour le problème d’optimisation NP difficile est abordé par
Chiaraviglio et al [CMN12]. Ils modélisent le problème de la minimisation de l’énergie avec résolution
en programmation linéaire en nombre entier et proposent des heuristiques de résolution, comme une
réduction de l’espace de calcul qui considère que les cartes des sources et des destinations de trafic
ne peuvent pas être éteintes.
En 2015, Lin et al. [LSC15] étudient des contraintes de fiabilité. Ils proposent Reliable Energy-
Aware-Routing (R-EAR) qui introduit deux contraintes de fiabilité celle du terminal et celle du
chemin : (i) Terminal Reliability (TR), (ii) Route Reliability (RR). TRd est la probabilité qu’il
existe au moins un chemin opérationnel entre la source et la destination pour la demande d. RRd, est
la probabilité d’avoir une route opérationnelle lorsqu’il y a une rupture de lien. Les auteurs utilisent
un solveur en programmation linéaire mixte pour résoudre le problème et rajoutent deux contraintes
au problème MCF à savoir :
TRd  TR∗d , RRd  RR∗d 8(i, j) ∈ E (1.2)
Soient TR∗d et RR∗d les fiabilités du réseau original. Les contraintes exprimées en (1.2) indiquent
que la fiabilité du réseau au niveau terminal et au niveau route qui sera obtenue après avoir enlevé
certains liens doit être supérieure à un certain multiple de la fiabilité d’origine avec 0 <  < 1.
3.1.2 Ingénierie de trafic verte dans IP
Dans [SLX+12] Shen et al s’intéressent à la réalisation d’un routage efficace en énergie ROD
(Routing On Demand (ROD)) avec une optimisation de l’énergie et une répartition du trafic qui
minimise la charge des liens alors que dans de nombreux travaux il s’agit de considérer une contrainte
de charge maximale sur le lien. Pour ce faire ils introduisent un facteur de verdissement dans la
28 Chapitre 1 - Economie d’energie en réseau filaire
fonction objectif. Ils s’appuient sur un contrôleur central qui calcule péroidiquement les poids et
configure les routeurs.
Shen et all prouvent qu’il existe toujours un ensemble de poids pour chaque objectif et que les
solutions, c’est-à-dire les routes, peuvent être converties en plus court chemin réalisables avec le
protocole de routage à état de liaison standard de l’Internet, OSPF. Les poids des liens sont calculés
en programmation non linéaire.
Dans [ACG13], les auteurs proposent de changer régulièrement les poids OSPF en s’appuyant sur
des matrices de trafic exprimées à plusieurs périodes de la journée (figure 1.10). Ils minimisent la
consommation d’énergie et la congestion du réseau en respectant des contraintes de qualité de service
pour acheminer le traffic. Les poids OSPF sont calculés hors ligne par une heuristique de résolution
du problème MILP (Mixte Integer Linear Programmation (MILP)).
Les auteurs divisent la journée en trois périodes caractérisées par un niveau quasi stable de trafic.
Figure 1.10 – Exemple de calcul de poid pour un routage à énergie selon 3 périodes de la journée :
a) matin, b) après-midi c) soir [ACG13].
Ruiz-Rivera et al. [RRCRS14] s’intéressent aux effets de l’optimisation sur le fonctionnement
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Figure 1.11 – Fonctionnement du routage HotPLUZ [RRCRS14]
de l’internet, et comment le changement de routage interne affecte le protocole inter systèmes au-
tonome BGP (Border Gateway Protocol (BGP)). En reprenant les propositions de calculs de poids de
[ACG13], ils évaluent à 29% de plus, le nombre de changements de routes par un routage économe en
énergie comparé à un routage classique, ce qui augmente d’autant les possibilités de perte de paquet
lors des calculs de table de relayage, les congestions sur les chemins entre systèmes autonomes dues
au glissement du trafic. Leur proposition Hotpluz inspirée de celle de [TSGR08] pour augmenter la
stabilité des routes, calcule les poids de façon à diriger le trafic des liens faiblement chargés vers les
liens fortement chargés. Le calcul est donné en Equation 1.3. La figure 1.11 illustre le fonctionnement
du routage. A l’initialisation les routeurs internes calculent le chemin le plus court en nombre de
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saut jusqu’à leur routeur de sortie. Chaque routeur interne prévient les autres routeurs de son calcul
(message UPDATE), les routeurs utilisent ces données pour mettre à jour leur calcul. Le processus
s’arrête lorsqu’il n’y a plus de changement, les routeurs ont convergé sur le plus court chemin. A la




1−(Ce−Le) , if 0 < Le ≤MLU
1 , if Le > MLU
(1.3)
3.1.3 Ingéniérie de trafic verte dans MPLS
L’acheminement des informations par MPLS, c’est-à-dire dans un mode connecté, rend plus aisé
les opérations d’ingénierie de trafic de mesure et contrôle de trafic, et grâce à l’établissement de
chemins en mode contraint via un routage explicite par la source, il est possible de diriger le trafic
sur des chemins. C’est une solution attrayante pour mettre en place des politiques vertes comme
en attestent les travaux [CCHW11][FWM+14][ELCM13][RRCSR15]. Par rapport aux travaux précé-
dents, une dimension supplémentaire est ajoutée par l’établissement des connexions MPLS. Etablir
des connexions prend du temps et des ressources il y a donc intérêt à ne pas ouvrir fermer des
connexions trop fréquemment.
Figure 1.12 – Reroutage de trafffic sur LSP économe en énergie (e-LSP) [CCHW11].
Green MPLS Traffic Engineering proposé dans [CCHW11] répartit le trafic pendant les périodes
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creuses vers des liens chargés, tout en évitant de créer trop de connexions MPLS (LSP) afin éviter
des temps d’établissements de connexion pénalisants. L’approche [FWM+14] utilise les connexions
de secours installées dans un réseau MPLS pour se protéger des pannes. En cas de panne d’un lien,
le traffic est reporté sur le chemin de secours. Avec cette approche il n’y a pas besoin de gérer des
établissements de connexions, elles sont déjà installées. L’optimisation consiste à répartir au mieux
le trafic pour économiser l’énergie en ne dépassant pas la capacité des chemins de protection qui en
cas de panne retrouvent leur fonction première de protection.
[RRCSR15] s’intéresse plus précisément à l’établissement des connexions. Il rajoute aux critères
d’acceptation des connexions classiques que sont le débit et les paramètres de qualité de service (délai,
perte) un paramètre d’énergie. Avec un taux d’acceptation de 90% ils obtiennent sur des topologies
Abilene et AT&T un taux d’endormissement de liens de 20% en dehors des périodes de pointe.
3.1.4 Ingénierie de trafic verte dans Software Defined Network
Le réseau SDN que nous présenterons plus précisément dans le chapitre 4, repose sur des décisions
de contrôle centralisées en un point, le contrôleur. L’architecture du réseau est composée d’éléments
de relayage, les switchs, qui communiquent avec un contrôleur. Celui-ci est programmable, et met en
oeuvre les souhaits de l’administrateur du réseau qui décide de la politique à appliquer. L’ingénierie
de trafic est réalisée par le contrôleur qui indique aux éléments de relayage, sur quel port doit être
transmis une information entrante. La décision est mémorisée pour un temps programmable par
Timer dans la table de relayage de l’équipement, ce qui évite à ce dernier de devoir demander à son
contrôleur ce qu’il doit faire à chaque information entrante. La décision de routage n’est plus effectuée
sur chaque équipement comme dans une architecture traditionnelle de relayage IP ou Ethernet, elle
est centralisée sur le contrôleur.
Les commutateurs SDN peuvent être programmés via le contrôleur de façon proactive, dans une
phase d’initialisation, préalable à l’échange de trafic, et/ou programmés de façon dynamique pour
répartir de façon optimale les ressources du réseau.
Wang et al. [WJG+14] étudient le problème d’optimisation de l’énergie en SDN par reroutage du
trafic, de façon similaire à l’approche de Green-TE en y ajoutant une diminution du temps de calcul
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de la solution optimale par heuristique.
[CGM14] s’intéresse au réseau SDN avec MPLS. Les travaux supposent qu’un ensemble de chemins
MPLS sont pré calculés et installés. Le contrôleur effectue le contrôle d’admission. Les auteurs pro-
posent un algorithme de placement des flux sur des chemins actifs qui aggrégé le trafic afin de mettre
en sommeil les équipements, ainsi qu’un algorithme pour répartir la charge des chemins congestionnés
sur plusieurs flux.
Dans [GMP14], le problème d’optimisation prend en compte une contrainte sur la taille des tables
des équipements de relayage. Réalisée en TCAM (Ternary Content Adressable Memory (TCAM)),
celle-ci est actuellement de l’ordre de 1000 entrées. Les auteurs montrent que la limitation sur la
taille des règles mémorisées par les éléments SDN peut affecter le routage. Une illustration en est
donnée Figure 1.13, y sont représentés : la topologie du réseau avec la capacité des liens, les résultats
de routage obtenus avec un routage à économie d’énergie sans contrainte sur le nombre de règles et,
avec contrainte.
(a) Network and Capacity on links (b) EAR-unlimited rule space (c) EAR-limited rule space
Figure 1.13 – Influence du nombre de règles SDN sur le routage à économie d’énergie [GMP14].
En 2015, les auteurs [RRCS15] s’intéressent à un réseau multi contrôleurs, qui fonctionne avec un
contrôle distribué entre les contrôleurs [SS13], et étudient la répartition des switchs et des contrôleurs
pour économiser l’énergie. La modélisation a pour but de mettre en sommeil le maximum de lignes,
mais cette fois en s’assurant que les switchs ont tous une route avec un contrôleur qui a un délai
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limité et que les contrôleurs ont une charge limitée afin qu’ils travaillent le plus rapidement possible.
3.1.5 Cas des data centers
Dans le domaine des réseaux de Data center (Data Center Network), les travaux en économie
d’énergie peuvent être séparés entre ceux portant sur le placement des machines virtuelles, et ceux
sur le routage des flux. Parmi ces derniers nous retrouvons des approches similaires à celles vues
précédemment, mais appliquées aux topologies particulières des Data Center Network (DCN). Les
topologies réseaux des Data center doivent interconnecter un nombre très important de serveurs
et offrir un haut niveau de disponibilité avec une redondance pour fiabiliser la communication des
applications de haut niveau. La topologie doit être également facilement évolutive pour raccorder de
nouveaux éléments. Pour répondre à ces besoins et améliorer l’architecture classique dite three tiers
[Cis07], de nouvelles architectures ont été proposées [AFLV08][SLX10][GLL+09] et étudiées sous le
point de vue consommation énergie [HSM+10][LLW+12].
Elastic tree de Brandon et all [HSM+10] est un système qui adapte dynamiquement la consomma-
tion de la topologie DCN. A partir de statistiques sur l’utilisation du système, il calcule une solution
optimisée de la topologie, en considérant que les flux ne sont pas répartis sur différents chemins, et
proposent deux heuristiques de résolution adaptées à la spécificité de la topologie DCN. L’une choisit
le chemin le plus à gauche dans la topologie (figure 1.10) ayant la capacité suffisante, l’autre s’appuie
sur la symétrie de la topologie, en déterminant le nombre d’éléments nécessaires pour transmettre
un trafic plutôt que de déterminer quel élément doit être utilisé, ce qui diminue la complexité du
calcul. Une fois l’optimisation calculée le routage est mis en oeuvre par des switch SDN. Une illus-
tration de la topologie obtenue est donnée en Figure 1.14. D’autres heuristiques seront trouvées en
[WJZW12][LGYN13].
3.2 Approche par planication de topologie
Les approches précédentes s’appuyaient sur la connaissance du trafic. Les travaux présentés utili-
saient des matrices réelles provenant de mesures effectuées sur des réseaux tels que Abilene, Géant ou
Orange, [ZYLZ10] [CGM14] [ACG13] ou bien sur des modélisations de trafic [RRCRS14] [CCHW11].
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(a) Fat tree (b) Elastic tree
Figure 1.14 – Exemple de topologie en réseau DCN [HSM+10]
Nous présentons à présent des travaux sans connaissance de trafic, avec une vision centralisée puis
distribuée.
3.2.1 Approche distribuée
En mode distribué chaque routeur détermine les liens qu’il peut désactiver, grâce à des échanges
avec ses voisins. Les échanges sont généralement effectués avec OSPF. Cianfrani et all [CEL+10]
[CELP11] ont proposé une approche compatible avec le protocole OSPF qui se concentre sur le
calcul de l’arbre des plus courts chemins effectués par les routeurs, pour déterminer leurs routes,
indépendamment des trafics. Leur proposition vise à réutiliser les plus courts chemins de ses voisins
pour laisser inutilisés des liens et les mettre en sommeil. Dans un réseau classique chaque routeur cal-
cule son arbre, dans leur proposition, nommée Energy Aware Routing (EAR), seuls certains routeurs
font ce calcul et, les autres routeurs importent ce résultat. Les routeurs importateurs utilisent l’arbre
importé en calculant leur chemin jusqu’à leur exportateur qui est considéré comme la racine de l’arbre
des plus courts chemins. Des travaux sur la répartition importateur/exportateur sont présentés en
[CELP11].
Bianzino et al.s’appuient sur une méthode d’apprentissage par renforcement pour que les routeurs
décident d’activer ou pas leurs liens. Les échanges OSPF permettent à un noeud de connaître l’état
3 - Stratégie Globale d’économie d’énergie 35
du système, modélisé par 3 états (ligne inutilisée, ligne utilisée, ligne congestionnée) avec un fonction
d’utilité sur l’énergie. La méthode n’a pas besoin de connaître le trafic avec sa source et sa destination,
elle calcule la charge d’un lien, ce qui peut être fait à chaque routeur.
3.2.2 Approche centralisée
Les travaux [CCPM12] [CAP11] [HJP15] supposent une vue globale de la topologie qui peut être
obtenue par le système de gestion du réseau ou encore les bases de routage des routeurs. Il s’agit de
déterminer les éléments les moins importants de la topologie, de façon à pouvoir les enlever de la
topologie pour obtenir une topologie active économe en énergie.
Les travaux de cette approche utilisent plusieurs outils des graphes. L’approche proposée par
Cuomo et all [CAP11] repose sur une analyse des plus courts chemins pour déterminer les éléments
lignes et noeuds qui y apparaissent le moins souvent, afin de pouvoir les désactiver. [CCPM12] et
[HJP15] utilisent la théorie des graphes pour déterminer ces éléments, ils sont déterminés par des
calculs de connectivité algébrique et de centralité.
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4 Conclusion
Les travaux en transmission à économie d’énergie avec une stratégie locale que nous avons présen-
tés se rapportent soit à une diminution du débit de transmission soit à un endormissement. L’en-
dormissement peut être géré par un équipement tiers, un relais de proximité, qui permet la mise en
sommeil d’équipements en les déchargeant de certaines tâches. L’inconvénient de ce type de méthode
est qu’elle est généralement très dépendante des applications tournant sur les équipements et nécessite
de modifier l’architecture existante, avec des éléments qui consommeront de l’énergie. C’est pourquoi
nous avons préféré centré nos travaux sur une gestion de l’endormissement par les équipements eux-
mêmes.
Pour les deux méthodes, adaptation de débit et mise en sommeil, il est nécessaire de mettre
en place une coordination sous forme d’échange d’informations entre les entités appariées du lien.
Cet échange s’effectue en bande via le protocole de transfert du lien, ou alors hors bande à partir
d’informations d’administrations. Les travaux de la littérature sur le réseau optique et sur Ethernet,
indiquent l’intérêt de la méthode d’endormissement devant celle d’adaptation de débit. Cet intérêt
réside davantage dans la mise en oeuvre de la méthode que dans le gain obtenu. Ainsi dans l’expéri-
mentation que nous avons réalisée, avec les technologies disponibles à l’instant des travaux, le gain en
Ethernet est similaire en utilisant un débit faible à celui obtenu en utilisant un débit important et un
mécanisme d’endormissement. Néanmoins l’avantage de l’endormissement réside dans sa capacité à
fonctionner quel que soit le support et son débit, le mécanisme est agnostique, ce qui n’est pas le cas
pour l’adaptation de débit qui nécessite une signalisation dont la rapidité doit suivre l’augmentation
des débits. Nous avons donc orienté nos travaux vers l’utilisation du mécanisme d’endormissement
que nous allons évaluer pour un Ethernet standard plus précisément dans le chapitre suivant.
La deuxième partie du chapitre a présenté des travaux avec une stratégie globale qui agissent au
niveau du réseau. Il s’agit de mettre en sommeil des liens ou même des routeurs en agissant sur le
chemin qui sera suivi par le trafic. Les travaux relèvent du domaine de l’ingénierie de trafic (Traffic
Engineering (TE)) qui se rapportent à différentes technologies de réseau : TE pour ATM, TE pour
IP, TE pour MPLS et TE pour SDN. La technologie ATM étant en voie de disparition chez de
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nombreux opérateurs et n’étant pas utilisée dans les entreprises, nous avons choisi d’étudier les 3
dernières approches. L’approche IP fera l’objet du chapitre 3 alors que l’approche SDN couplée à une
approche MPLS sera présentée dans le chapitre 4.
Les mécanismes d’ingénierie visant à économiser l’énergie, s’appuient sur la mise en sommeil
d’équipements et peuvent donc poser des problèmes de qualité de service. L’ingénierie peut augmenter
les délais de transfert en raison de temps de sommeil et de temps de transferts accrus par des chemins
plus longs empruntés par les trafics. Par ailleurs, l’ingénierie verte peut également être source de
congestion en concentrant le trafic sur certains liens et donc occasionner des pertes dans le réseau.
Dans la suite des travaux nous nous attacherons à examiner l’impact de nos propositions sur la qualité
de service.
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Nous analysons l’économie d’énergie dans le réseau Ethernet, la technologie cible de nos travaux
de thèse. Nous présentons le standard d’économie d’énergie Ethernet, Ethernet Energy Efficient, qui
utilise un mode de basse consommation, Low Power Iddle, ainsi qu’un moyen d’améliorer l’économie
d’énergie du standard grâce au mécanisme de regroupement de paquets, la coalescence. Nous évaluons
les gains d’énergie par simulation et expérimentation.
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Le chapitre précédent était dévolu aux mécanismes d’économie d’énergie dans les différents seg-
ments d’une architecture réseau, dans ce chapitre nous nous concentrons sur l’économie d’énergie
dans le réseau Ethernet standard. L’organisme IEEE en charge de la standardisation a spécifié un
mécanisme de sommeil que nous allons analyser et évaluer et nous montrerons l’intérêt d’étendre ce
mécanisme à un niveau global.
2.1 Le standard Energy Ecient Ethernet
L’IEEE en charge de la standardisation du réseau local 802.3, auquel se conforme le produit
Ethernet, a établi de nombreuses versions de documents reflétant les évolutions technologiques (sup-
ports, débits ..) et fonctionnelles (Virtual LAN (VLAN), Class of Service (CoS)..) des 30 dernières
années. Ethernet dans sa version originale s’appuyait sur un mécanisme d’écoute du support pour
détecter la présence ou la non présence d’une émission par une station concurrente. Ce protocole
nécessitait de faire la distinction au niveau physique entre 1) un support non alimenté indiquant un
problème de raccordement, 2) un support alimenté dit libre permettant à une station d’émettre et 3)
un support alimenté dit occupé permettant de bloquer l’émission d’une station jusqu’à la libération
dudit support. C’est pourquoi, en fonctionnement non défectueux, c’est à dire dans les cas2 et cas3,
le réseau Ethernet consomme de l’énergie indépendamment des données à transmettre. Ainsi, la ver-
sion Ethernet 100 Mpbs a spécifié l’état de support vide avec la transmission de symbole nommé
Iddle. Les versions suivantes ont poursuivi dans la même lignée : même si il n’y a pas de données à
transmettre, il faut occuper le support en transmettant et donc en consommant de l’énergie.
Lorsque l’on considère le nombre important d’entreprises qui utilisent un système Ethernet, ainsi
que le nombre croissant de systèmes Ethernet déployés chez les opérateurs au niveau du réseau
d’accès, réseau d’agrégation et même réseau transport, le gaspillage d’énergie s’avérait prégnant. En
2010, le groupe IEEE 802.3az a pris en compte les besoins de diminuer la consommation d’énergie en
proposant une version Ethernet Econome en Energie, avec un objectif de consommation de 10% de la
consommation nominale. Cette évolution a été intégrée au standard de 2012 et détaillée en [section
6 clause 78] pour des versions Ethernet 100Mbps et au-delà. Les équipements ayant le mécanisme
d’économie d’énergie l’indiquent durant la phase d’autonégociation standard de Ethernet. Lorsque
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les deux partenaires du lien possèdent ce mécanisme, il est utilisé.
Après études de plusieurs propositions, le mécanisme choisi par la standardisation a été celui de
la mise en sommeil devant celui de l’adaptation de débit car la signalisation induite par l’adaptation
de débit (à travers des Pulses d’autonégociation) s’est avérée plus coûteuse que celle du mécanisme
de sommeil [CRN+10].
2.1.1 Intégration du mode de mise en sommeil dans l'architecture en couche
Le standard repose sur le mécanisme d’endormissement à basse consommation LPI (Low Power
Idle (LPI)) dont le principe est équivalent aux méthodes d’endormissement présentées dans le chapitre
précédent et que nous détaillons plus précisément. Nous présentons en premier lieu comment se situe
le mécanisme dans l’architecture protocolaire Ethernet et comment il est mis en oeuvre dans la couche
physique
1) Mode LPI Couches Physiques et MAC
Le positionnement du mécanisme LPI dans l’architecture Ethernet est indiqué en figure 2.1. Il
est géré par une entité nommée client LPI, une signalisation permet au client LPI de signaler à la
couche physique et à son partenaire du lien, qu’il va y avoir une interruption de la transmission de
données et que les composants peuvent rentrer en mode basse consommation. De même, le client LPI
est à même de comprendre par la signalisation que son partenaire a envoyé, une indication de ce type.
Plus précisément, le mode LPI interagit avec la couche physique via les deux primitives de service
LP-Iddle request et LP-Iddle indication.
• La primitive LP_Iddle_request demandant un passage en mode LPI (via un paramètre LPI_
request positionné en valeur assert) a pour effet de positionner le paramètre d’écoute de por-
teuse en état ON dans la primitive PLS_CARRIER.indication , ce qui bloque la transmis-
sion de trames par la couche MAC. Quand le mode LPI n’est plus demandé (la primitive
LP_Iddle_request a le paramètre positionné à de-assert), l’encodage intertrame IDDLE est
envoyé puis, après un certain temps le paramètre d’écoute de porteuse est remis à OFF pour
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permettre au protocole MAC de transmettre ses trames. Le temps est défini en fonction du
débit de liaison (cf 1.1.2) pour permettre au partenaire de se préparer à un fonctionnement
normal.
• La primitive LP_Iddle_indication indique au client LPI que le partenaire de la liaison a dé-
marré ou arrêté de signaler le mode LPI. Cette information provient de la couche physique et
des signaux reçus : un signal de réveil (nommé wake) et un signal indiquant un état endormi
(refresh).
Figure 2.1 – Interface entre le client LPI et la couche de réconciliation de Ethernet [IEE12]
Le standard ne se préoccupe pas de savoir quelles sont les conditions pour émettre une primitive
LPI request, et quelles sont les actions effectuées par le client LPI, il indique seulement comment le
mécanisme d’économie d’énergie peut être mis en oeuvre.
2) Le mode LPI en couche physique
Le pilotage de la mise en sommeil au niveau de la couche physique est illustré en figure 2.2. Le
diagramme correspond à un fonctionnement Ethernet à 100 Mbps, il est similaire pour des débits
supérieurs.
Le processus de transmission peut désactiver toute ou partie des blocs fonctionnels des sous
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couches qui constituent la couche physique. Ils sont nommés Physical Coding Sublayer (PCS) Physi-
cal Medium Attachment Sublayer (PMA) et Physical Medium Dependant (PMD). Lorsque toutes les
couches sont désactivées, l’équipement n’est pas en état de recevoir des trames ou encore d’écouter
le support et de détecter la présence d’une porteuse.
Le passage en mode LPI s’effectue via le positionnement de valeurs :
• sur les signaux d’interface MII à la jonction entre la couche physique et le protocole d’accès
(Medium Access Control). Par exemple pour signaler un passage en mode LPI, la couche
physique va positionner les signaux comme suit : RX_ER en assert, RX DV de-assert, et RXD
<3 :0>.
• sur les signaux de transmission reçus/émis par la sous couche PMD (ex tx quiet, tx-code).
Plus précisément, les signaux quiet, refresh, wake sont transmis entre émetteur et récepteur. Le
standard prévoit un réveil cyclique du processus de transmission pour transmettre un signal
de rafraichissement (refresh , à travers les bits tx_code) de façon à permettre au récepteur
distant de gérer les dérives d’horloges entre les équipements partenaires du lien. Le cycle de
rafraîchissement continue jusqu’à la réception de l’encodage normal inter trames par l’interface
MII. La fonction physique prévient alors son partenaire qu’il doit se réveiller par un signal wake
transmis durant un temps prédéfini (dont les valeurs sont spécifiées par technologie de médium).
Nous synthétisons le fonctionnement du mode basse consommation (Low Power Iddle) en figure 2.3.
Le mécanisme d’endormissement est défini à partir de 3 états : réveil (Wake), actif (actif) en-
dormissement (sleep). Les alternances entre mode actif et mode LPI à la fois émetteur et récepteur
ne sont pas instantanées. Le premier et dernier état sont des états transitionnels qui reflètent les
temps pris par les équipements pour s’endormir et se réveiller. Leurs durée est définie dans le stan-
dard respectivement par les temps Tw (temps nécessaire pour revenir au mode actif) et Ts (temps
nécessaire pour entrer en mode LPI). La politique de réveil est définie par l’arrivée d’un paquet à
transmettre. Lorsqu’il n’y a pas de données à transmettre, l’émetteur s’endort, il passe en mode LPI.
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Figure 2.2 – Architecture standard des blocs fonctionnels de la couche physique Ethernet [IEE12]
Ce mode n’est pas borné dans le temps mais l’émetteur endormi se réveille de façon cyclique, toutes
les Tq secondes, pour transmettre une information durant un temps Tr, nommée Refresh sur la figure
2.3, elle permet la synchronisation avec le récepteur.
Les valeurs des temps Tw et Ts sont indiquées par des bornes minimales et maximales selon les
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Figure 2.3 – Mode basse consommation Ethernet standardisé (LPI : Low Power Iddle)
débits associés à la version Ethernet, à savoir 100Mbps, 1Gbps ou 10Gbps (tableau 2.1). Avec pour
valeurs min de Tw et Ts pour les liaisons 1000Base-T respectivement 16.5 s et 182 s, [eee10]. Nous
utiliserons ces valeurs pour simuler le fonctionnement de Energy Efficient Ethernet (EEE) dans la
suite de ce chapitre.
Table 2.1 – Paramètres du mode LPI par version de débit Ethernet
Protocol
Tw (s) Ts (s)
Min Min Max
100Base-TX 30 200 220
1000Base-T 16.5 182 202
10GBase-T 4.48 2.88 3.2
2.1.2 Fonctionnement
A partir du descriptif du standard que nous venons de présenter, nous élaborons le fonctionnement
de l’EEE sous forme de machine à états finis conformément à la Figure 2.4 que nous pouvons implanter
dans un simulateur.
Les états sont représentés par des lignes verticales. Le nom de l’Etat est mentionné au-dessus de
l’état (à savoir, LPI, Wake, Active Sleep, Refresh)
– Les transitions sont représentées par des flèches de l’état source à l’état destination.
Précisons, les cinq états. Nous utilisons la terminologie anglaise du standard
46 Chapitre 2 - Ethernet Efficace en Énergie
Figure 2.4 – Machine à état finis de la fonctionnalité de mise en sommeil Ethernet Standard
– Actif : Le lien est entièrement alimenté et opérationnel. Les paquets sont en attente dans la
mémoire tampon et transmis.
– Wake : Le lien est en cours de démarrage.
– Sleep : Le lien est en sommeil.
– Refresh : Le lien est en cours d’actualisation.
– Idle : Le lien est en faible puissance ou en mode veille
Quatre temporisateurs sont définis pour gérer les temps passés dans les 4 derniers états : w_timer,
Sleep_timer, r_timer, iddle_timer. Ils sont respectivement initialisés avec les valeurs Tw, Ts, Tr et
Tq (Time quiet). Lorsque la valeur du timer atteint zéro, une transition s’ensuit.
– Transition 0 : Un lien démarre en mode LPI. Le timer iddle est armé à la valeur Tq
– Transition 1 : Lorsque les paquets arrivent au tampon, le tampon n’est pas vide. La liaison se
réveille pour transmettre le paquet. Le timer Tw est armé à Tw.
– Transition 2 : Expiration du timer Tw. Le lien entre en état actif et les paquets sont envoyés.
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– Transition 3 : Lorsque la liaison a transmis tous les paquets dans le tampon, le tampon est
vide. Le timer Tsleep est armé à Ts, la liaison se prépare à renter en sommeil.
– Transition 4 : Expiration du sleep timer. Armement du Idle timer, passage à l’état iddle.
– Transition 5 : Expiration de Iddle_Timer. Passage à l’état refresh, armement du r_timer.
– Transition 6 : Expiration du r_timer. Passage à l’état Iddle.
L’implantation de cet automate dans le simulateur NS3 (Network Simulator 3 (NS3)), va nous
permettre d’évaluer l’intérêt du standard.
2.2 Implantation EEE et évaluation de consommation
Nous avons présenté le fonctionnement du standard et les moyens de le modéliser par simulations.
Nous allons à présent évaluer ses performances par simulation et les confronter à des mesures réelles
obtenues par expérimentation. Nous présentons le banc de test et analysons les résultats de mesure
énergétique que nous avons obtenus.
2.2.1 Banc de test et caractéristiques de simulation
Nous avons élaboré le banc de test représenté en Figure 2.5 ;
Figure 2.5 – Banc d’essai IEEE802.3az
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Il est constitué de :
– Commutateurs : deux SG-300-10 commutateur Cisco [cis] (version matérielle 1, version de
logiciel 1.2.7.76). La norme IEEE802.3az est présente sur toutes les interfaces (SG300-10 a au
maximum dix ports actifs).
– Liens Ethernet : Chaque ordinateur personnel (PC) est connecté au Cisco SG300-10 par un
lien Gigabit Ethernet (1000Base-T). Les deux commutateurs Cisco sont également reliés entre
eux par un lien Gigabit Ethernet. Tous les câbles ont des longueurs inférieures à 5 mètres.
– Flux de trac : Deux PC de test, sont utilisés en tant que source et destination de trafic IPv4.
Le trafic est crée par le produit Distributed Internet Traffic Generator (D-ITG) [EPV04]. D-ITG
est une plate-forme capable de générer du trafic IPv4 [AGE+04] [EPV04] [BDP10] [BDP12]. La
Figure 2.6 illustre l’architecture D-ITG. ITGSend est le composant chargé de générer du trafic
vers le composant ITGRecv. En exploitant une conception multithread, ITGSend peut envoyer
en parallèles plusieurs flux vers plusieurs instances ITGRecv et le composant ITGRecv peut
recevoir du trafic découlant de plusieurs instances de ITGSend. Un canal de signalisation est
créé entre chaque paire de composants ITGSend et ITGRecv pour contrôler la génération des
flux. ITGSend et ITGRecv peuvent éventuellement produire des fichiers journaux contenant
des informations détaillées sur tous les paquets envoyés et reçus qui seront analysés par le
composant ITGDec.
– Ordinateur personnel (PC) : Les ordinateurs ont été équipés chacun d’une carte qui prend
en charge la norme 802.3az. L’ordinateur source est connecté au commutateur de source et l’or-
dinateur de destination connecté au commutateur de destination. De façon à intégrer facilement
le générateur de flux nous avons adopté le système d’exploitation Linux pour notre expérience.
Les conditions de simulations sont données dans le tableau 2.1, 2.2, 2.3. Y sont indiqués, les paramètres
des algorithmes simulés et le modèle de puissance.
• Les paramètres de trafic sont similaires à ceux utilisés en [GS03] et [HARPFVLG11] qui
utilisent des tailles constante de paquets de 1000bits avec une arrivée de paquets selon un
processus de poisson. Nous faisons varier la charge de la liaison de 0 à 100%.
• Les valeurs des timers sont conformes au standard. Les valeurs de puissance (Tables 2.2 et 2.3)
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Figure 2.6 – Architecture de mesure
proviennent de la littérature, elles ne sont pas réalistes mais cohérentes. Nous aborderons un
aspect plus réaliste dans le paragraphe dédié aux résultats d’expérimentation en [GS07a].
• Les valeurs des timers sont conformes au standard (Table 2.1)
• En ce qui concerne les valeurs de puissance, mentionnons que les valeurs de puissance provien-
nent de la littérature, et que bien que non réalistes comme nous l’avons expérimenté, elles sont
cohérentes. Comme nous le montrerons dans le paragraphe dédié aux résultats d’expérimen-
tation (L’analyse de l’importance des valeurs des puissances de l’algorithme que nous avons
publiée en [PDJC13] indique que les gains d’énergie sont fonction de ces valeurs tout en gardant
un comportement de variation similaire).
Plus précisément nous considérons, pour l’émetteur et le récepteur, les puissances consommées
par :
– les transitions entre états actifs et endormis (Tx_Down, Rx_Down) et inversement entre
état endormi et état actif (Tx_Up, Rx_Up).
– la transmission, réception de paquet en état éveillé (Tx_Busy, Rx_Busy).
– la non transimssion/réception d’information en état éveillé (Tx_Ready, Rx_Ready). L’équipement
ne traite pas de trame mais son temps d’activité n’est pas écoulé (algorithme de coalescence).
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– le sommeil (Tx_Sleep, Rx_Sleep).
Table 2.2 – Paramètres de consommation en transmission






Table 2.3 – Paramètres de consommation en émission






2.2.2 Modèle de puissance
Nous définissons le modèle de puissance du banc de test pour l’équipement S de N ports, comme
suit.
P (S) = P (chassis) +Ne  P.port_endormi+
X
i=1,Na
P.port_actif(i);Ne +Na = N (2.1)
La puissance consommée par un équipement switch, P(S) est constituée de 3 composantes :
1. P(chassis) : c’est la puissance mesurée sur un équipement alimenté qui n’effectue aucune action.
2. P.port_endormi : c’est la puissance consommée par un port connecté mais qui ne supporte pas
de trafic, il est dans l’état endormi si il supporte le standard et que l’équipement appairé le
supporte aussi, sinon il est en état Iddle. Il est supposé une configuration de Ne ports endormis
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3. P.port_actif (i) : c’est la puissance consommée par le port i supportant une charge de trafic i
Le nombre de ports actifs est de Na avec Na+Ne = N le nombre total de ports de l’équipement.
La détermination des éléments du modèle se fait de la manière suivante. La puissance du chassis
s’obtient en mesurant par analyseur la puissance de l’équipement avec tous les ports non connectés.
Nous avons expérimenté sur différents modèles de constructeurs et obtenus des valeurs différentes.
Pour s’abstraire de ce problème, nous allons par la suite considérer l’intérêt d’un mécanisme d’énergie
en mesurant le gain obtenu.
La puissance associée à un port en état endormi est obtenue en mesurant la puissance des 2
switchs raccordés entre eux mais avec tous les autres ports non raccordés, et en divisant par 2 cette
valeur.
Pour obtenir la valeur de puissance d’un lien actif il faut mesurer le banc d’essai en générant du
traffic et en retranchant les valeurs déterminées précédemment.
2.2.3 Résultats
Sur les résultats de la figure 2.7, nous constatons un fonctionnement de l’économie d’énergie
similaire entre celui défini dans le standard que nous avons modélisé et introduit dans le simulateur
NS3 avec celui implanté réellement chez le constructeur.
Nous notons cependant des différences qui s’expliquent par des valeurs de consommation dif-
férentes. Celles de la simulation correspondent à des valeurs prises dans la littérature et non des
valeurs réelles. Ces valeurs réelles que nous présentons ici sont celles de CISCO elles sont différentes
de celles de DLink [Dli], et correspondent à un modèle précis d’équipement. Il est alors difficile de
les utiliser pour développer un modèle de coût énergétique qui pourrait être employé par un admin-
istrateur de réseau souhaitant mettre en place une politique d’ingénierie verte.
Un moyen de résoudre ce problème serait de rajouter au niveau des protocoles d’administration
spécifique à Ethernet (Link Layer Discovery Protocol (LLDP)) ou plus généraux (comme Simple Net-
work Management Protocol (SNMP)) des informations sur le modèle de consommation de chaque
équipement. Par ailleurs, une gestion centralisée du plan de contrôle permettrait de définir pour
chaque constructeur les coûts de consommation des équipements.
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Conclusion : la simulation et l’expérimentation indiquent une courbe de coût de consommation én-
ergétique semblable, fonction de la charge des liens avec des divergences sur les valeurs. Dans cette
thèse nous utiliserons les valeurs de la littérature et plutôt que de mesurer la consommation d’énergie
nous évaluerons le gain d’énergie. Nous testerons sur banc d’expérimentation nos propositions afin de
vérifier la cohérence des résultats. Nous retiendrons de ces résultats l’importance de la charge dans
la consommation et la croissance très rapide de la consommation en fonction de celle-ci
Figure 2.7 – Comparaison de la consommation d’énergie IEEE802.3az entre banc d’essai et simula-
tion
2.3 Amélioration du standard
[MC12] [CRN+10] proposent d’améliorer le standard Ethernet par un mécanisme de coalescence
qui augmente le temps de mise en sommeil et diminue la consommation d’énergie du standard. Nous
allons détailler ce mécanisme avant d’en évaluer par simulation l’intérêt en terme d’économie d’énergie
réalisée en regard de l’utilisation du standard EEE.
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2.3.1 Algorithmes de coalescence
Le principe de la coalescence intervient avant l’émission de trame. Il s’agit de mémoriser dans
un tampon, les trames devant être émises alors que le transmetteur est en état de veille, pour lui
permettre de rester dans cet état.
Plusieurs algorithmes de réveil ont été proposés. Gupta Singh [GS03] dans leur mécanisme de mise
en sommeil, étudient la mise en file d’attente de paquets avant émission. Ils supposent que l’arrivée
des paquets dans une interface suit localement un processus de poisson sur une courte période. Ils
en estiment la moyenne à court terme en mesurant le temps séparant l’arrivée de deux paquets (en
pratique les 5 derniers paquets). Lorsque l’occupation de la file, q, est inférieure à un seuil, b ,ils
estiment la moyenne d’arrivée pour prédire le temps, ts, pendant lequel l’interface peut se mettre
en sommeil sans que la file d’attente ne dépasse une valeur maximale de b, et communiquent cette
valeur d’endormissement au récepteur (leur mécanisme qui a été publié avant la standardisation
n’utilise pas la signalisation du standard). Au bout de ce temps l’interface se réveille et transmet
les paquets. Si la file se retrouve vide, un intervalle de sommeil de même valeur que le précédent
démarre. De façon à avoir une probabilité faible de dépasser le seuil, ils suggèrent de fixer la valeur
de b à 10% de la capacité totale de la file (la formulation analytique du problème sera trouvée en
[GS07a] [HARPFVLG11]). Nous retenons leur préconisation pour la valeur de b.
Pour éviter d’avoir un délai trop important sur les paquets et pour éviter d’avoir recours à
un calcul de moyenne qui ne s’exprime pas sous forme produit mais nécessite des approximations
[HARPFVLG11] propose d’utiliser l’algorithme zero backlog. Son objectif est de dormir moins sou-
vent mais plus longtemps que dans l’algorithme précédent. Ce qui augmente l’économie d’énergie
par rapport à l’algorithme de Gupta puisque l’on diminue l’énergie consommée pendant les phases
transitoires (énergie non prise en compte par Gupta et all). L’algorithme zero backlog ne déclenche
la période de sommeil que lorsque la file d’attente est complètement vide. Cette période de sommeil
est limitée par un temps de timer pour éviter des délais trop importants. Ce temps est calculé pour
minimiser l’énergie, il doit être suffisamment grand pour que l’énergie consommée par le réveil et
l’endormissement soit inférieure à celle consommée par une interface réveillée qui ne transmet pas.
L’algorithme zero backlog met en sommeil la carte lorsque le tampon est vide c’est-à-dire que
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le trafic est faible et que donc un endormissement devrait se produire. Le deuxième algorithme
également proposé par [HARPFVLG11] est le lazy start algorithm, il a pour but de créer des temps
de sommeil. Le timer qui limite l’endormissement ne commence à décompter le temps que lorsqu’il y
a un paquet à transmettre. L’algorithme propose également de se réveiller sur un seuil d’occupation
pour éviter de se réveiller à chaque fois qu’il y a quelque chose à transmettre au risque de perdre de
l’énergie avec les phases de transition. Nous avons choisi d’évaluer plus précisément cet algorithme
car il permet de limiter le délai par rapport à celui de Gupta et il offre de meilleurs performances
que le zero backlog [HARPFVLG11].
L’algorithme Lazy start définit une mémorisation qui s’arrête sur un seuil de remplissage du
tampon (variable COUNT sur la figure) ou sur un temps (TIMER). L’avantage de cette méthode
est comme l’illustre la figue 2.8 de créer des intervalles de temps permettant à la liaison de passer
en mode LPI. Dans cette figure le débit de transmission de l’émetteur est supposé constant avec
un temps inter trames trop court (inférieur à Ts) pour permettre un passage en LPI. Le nombre
minimum de paquets à partir duquel l’interface s’active, qw, vérifie l’équation suivante :
pa  count=C = pa  T (2.2)
D’ou count= C  T.
Où C est le débit de l’interface, pa : la puissance consommée en état actif et T le temps de transition
entre l’état sommeil et l’état actif.
Grâce au regroupement de trames, il est possible de passer en état sommeil alors que ce n’eût pas
été possible sans ce regroupement. Cependant cette méthode présente un inconvénient inhérent à la
mémorisation, il y une augmentation du délai qui pourrait être préjudiciable à des trafics à délais
contraints. Nous évaluons ce point dans le chapitre suivant.
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Figure 2.8 – Mécanisme de coalescence : Transmission de paquets sans coalescence (2-3a) avec
coalescence (2-3b) [MC12]
Figure 2.9 – Fonctionnement du standard EEE avec coalescence
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2.3.2 Intérêt et problème de la coalescence de trames
Pour évaluer les avantages et inconvénients du mécanisme de coalescence, en regard du standard
EEE nous avons implanté l’algorithme décrit en figure 2.4 dans le simulateur NS3 [NS3]. Les états
et transitions sont ceux présentés précédemment en Figure 2.9 complétés par les variables de l’al-
gorithme de coalescence indiqués en Table 2.4. Sont rajoutés aux timers du standard (sleep_Timer
et w_timer), le timer qui contrôle le temps de mémorisation des paquets (c_timer), ainsi qu’un
compteur (pk_count) pour contrôler que le nombre de paquets mémorisés est inférieur à un seuil
nommé Max_count. Nous avons conservé la limite de 10% préconisée par [GS03] pour le seuil et
assigné une valeur de tampon à 300. Cette valeur a été fixée à partir de résultats de simulation
montrant que l’augmentation de la taille du tampon au-delà de 300 n’améliore pas les performances
énergétiques. En effet le temporisateur armé à l’arrivée du premier paquet expire presque toujours
avant que la condition de seuil ne soit réalisée. De même nous avons testé différentes valeurs de
timers et de paquets. La valeur de 2.75ms utilisée en [HARPFVLG11] correspond à une proportion
similaire d’événement de mise en sommeil par timer et de mise en sommeil sur occupation de buffer.
Les résultats et courbes de notre analyse ont été publiés en [PDJC13].
Le scénario d’évaluation est implanté sur le simulateur (NS3) entre deux noeuds, un émetteur et un
récepteur reliés par un lien Ethernet 1000base-T. Deux fonctionnements sont simulés.
Cas 1 : L’émetteur et le récepteur utilisent un Ethernet efficace en énergie avec l’algorithme de
la figure 2.4. Dans cet état la carte réseau est complètement en veille sans possibilité d’écouter
le lien.
Cas 2 : l’émetteur utilise un algorithme EEE coalescent. Les paquets sont stockés en file d’at-
tente pour un certain temps. Les paramètres clés de l’algorithme sont Qmax, et Tmax avec
Qmax la taille du tampon de stockage correspondant à la capacité de file d’attente utilisée dans
le simulateur et Tmax la valeur du timer de coalescence.
La figure 2.10 illustre l’intérêt de la coalescence. Ce mécanisme permet d’obtenir un gain d’énergie
pour une charge de la liaison pouvant aller jusqu’à environ 50% alors qu’avec le standard le gain
d’énergie est limité à des charges inférieures à 25%. Il augmente également l’économie d’énergie
réalisée à faible charge (22% de gain de plus qu’avec le standard, pour une charge de liaison de 25%)
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Table 2.4 – Paramètres de simulations
EEE EEE with packet coalescing
Traffic type Poisson Poisson
Packet Size 1000 bytes 1000 bytes
Number of Packet 100000 packets 100000 packets
Qmax non 300 packets
Tmax non 0.00275 second
Count-max non 10% of Qmax
Figure 2.10 – Consommation d’énergie de l’IEEE 802.3az avec et sans coalescence
Cependant le mécanisme de coalescence n’est pas standardisé, il n’est pas forcément disponible
sur les équipements. En outre, il est difficile en pratique de le configurer (valeur de Tmax, Q, b...).
C’est pourquoi nous proposons d’améliorer le standard en utilisant une approche d’ingénierie de trafic
effectuée au niveau réseau.
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2.4 Conclusion
Dans ce chapitre nous avons analysé et évalué l’intérêt du standard d’économie d’énergie par un
mécanisme d’endormissement de liens en technologie Ethernet, puis nous nous sommes intéressés au
moyen de l’améliorer.
Nous avons présenté le fonctionnement du standard sous forme d’automates que nous avons
implantés dans un simulateur et avons comparé les résultats de simulation avec des résultats d’ex-
périmentation. Les résultats que nous avons obtenus mettent en avant la cohérence de la simulation et
de l’expérimentation tout en faisant ressortir la difficulté d’obtenir un modèle de puissance générique
pour le standard qui ne soit pas dépendant d’un constructeur. Dans la suite de cette thèse nous
utiliserons des valeurs issues de la littérature, qui nous permettrons d’obtenir des comparaisons de
solutions pertinentes par simulation.
L’évaluation du standard nous as permis de mettre en avant l’importance de la charge sur la
consommation et nous nous proposons d’établir un modèle de puissance intégrant la valeur de la
charge.
Le standard Ethernet permet des gains d’énergie à faible charge (inférieure à 25%) qui peuvent être
augmentés en créant des périodes de sommeil. Dans ce chapitre nous avons indiqué des algorithmes
de coalescence et évalué sur l’algorithme lazzy start un gain pouvant atteindre jusqu’à 35 % pour une
charge donnée. Cependant il n’existe pas d’algorithme standardisé et le réglage des paramètres de
l’algorithme est complexe. C’est pourquoi nous proposons d’utiliser un mécanisme global au niveau du
réseau pour créer des périodes de sommeil, et développons dans le chapitre suivant notre proposition
d’ingénierie verte.
En s’appuyant sur les résultats d’évaluation que nous avons obtenus, nous allons chercher à
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Notre objectif est d’étendre les capacités d’économie d’énergie du standard EEE étudié dans
le chapitre précèdent qui est un mécanisme de niveau lien local à un niveau global, le réseau in-
ternet. Nous proposons une ingénierie de trafic IP verte qui repose sur un routage économe en
énergie. L’infrastructure réseau que nous étudions suppose une couche de transfert qui utilise la
norme IEEE 802.3 EEE et une pile protocolaire IP. Nous l’étendons à une architecture multicouches
optique/Ethernet/IP.
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Comme nous l’avons vu dans le chapitre précédent le mécanisme d’endormissement permet de
verdir le lien Ethernet, dans ce chapitre nous proposons d’étendre la capacité de verdissement par un
plan de contrôle réseau adapté. Nous nous inscrivons dans des mécanismes standards de telle sorte
que l’approche soit aisément déployable. Nous allons d’abord décrire notre proposition puis nous
en évaluerons l’intérêt au moyen de simulation et expérimentation. Nous terminons ce chapitre en
étendant notre approche à un réseau multicouches, optique et internet.
3.1 Ingéniérie de trac verte adaptée à la technologie EEE
L’ingéniérie de trafic permet de contrôler le chemin suivi par les paquets IP dans le réseau. Dans
un objectif de verdissement elle répartit le trafic sur les chemins du réseau en sélectionnant des routes
qui ne l’eussent pas été par un calcul de plus court chemin conventionnel reposant sur un calcul de
plus court chemin en nombre de noeuds, à la capacité des liens. Dans ce chapitre nous utilisons
l’approche d’ingénierie IP. Nous étudierons les approches MPLS/SDN dans le chapitre suivant.
La politique d’ingénierie que nous proposons privilégie le passage par des liens qui ne se mettent
pas en basse consommation. Pour ce faire, nous définissons un calcul des chemins effectué à partir
d’un modèle de coût des liens reflétant le passage en mode basse consommation. Par rapport aux
travaux existants dans le domaine nous proposons d’utiliser un modèle de coût adapté à la technologie
Ethernet.
La question que nous traitons est comment définir le modèle de coût vert pour répartir le trafic
de façon à permettre aux liens Ethernet de dormir le plus possible. Nous ne cherchons pas à ne pas
transmettre du tout sur les liens, ce qui correspondrait à un modèle de coût de type ON/OFF où
un lien inutilisé est privilégié au détriment d’un lien utilisé même faiblement, mais nous cherchons
à transmettre une quantité de trafic suffisamment faible pour que le lien Ethernet puisse passer en
mode sommeil.
Nous proposons d’utiliser de nouvelles métriques de routage prenant en compte la charge des
liens en se référant au modèle de puissance de la technologie Ethernet étudiée dans le chapitre 2,
que nous intégrons dans le protocole de routage standard Internet Engineering Task Force (IETF)
de l’internet : OSPF [rfc98]. C’est une approche distribuée où chaque routeur se réfère à sa table
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de routage pour diriger le trafic. Par ailleurs nous proposons plusieurs politiques d’ingéniérie pour
prendre en compte l’énergie mais également la qualité de service, en évitant la congestion.
Nous présentons à la suite succinctement OSPF puis les métriques que nous proposons.
3.1.1 Principaux éléments OSPF
Open Shortest Path First (OSPF) est un protocole de routage à état de liens. Les principales
fonctions de OSPF sur chaque routeur sont 1) l’émission en diffusion à destination des autres routeurs
du domaine des états du routeur, c’est-à-dire des caractéristiques de ses interfaces de raccordement
(à qui il est connecté et par quelle technologie) 2) la réception des états de liens envoyés, 3) l’inter-
prétation de ces états pour en déduire le graphe de la topologie et le coût associé à chaque arrête 4)
le calcul sur le graphe du plus court chemin (algorithme de Dijkstra) et finalement 5) la construction
des tables de routage indiquant l’interface de sortie vers laquelle diriger un paquet qui a une adresse
destination donnée.
Nous allons modifier le routage OSPF standard en agissant sur la fonction 1). Nous enrichissons
l’état des informations échangées par le routeur, nommées LSA (Link State Advetisements (LSA)).
Link State Advertisements (LSA) : Le LSA est la mise en oeuvre du mécanisme d’annonce
utilisé par OSPF pour fournir des valeurs d’états de liaison, c’est-à-dire des valeurs de coûts OSPF des
liaisons entre le routeur émetteur et ses voisins. Les valeurs de coût sont échangées de façon cyclique
afin de prendre en compte des changements de topologie et pouvoir calculer un nouveau chemin en
cas de panne. Les routeurs conservent une copie du dernier échange dans la base de données d’état
de liaison (Link State Database (LSDB)).





L’objectif du choix de route est de privilégier la performance du point de vue du délai. Plus la
bande la bande passante du lien est élevée plus le coût associé est faible, le plus court chemin étant
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calculé à partir de ces coûts il tendra à passer par des liens à coûts faibles et donc rapides.
Shortest Path First : Chaque routeur dans le système autonome est représenté comme une racine
d’un arbre où les feuilles sont les destinations. Le chemin de la racine à l’arbre est un plus court
chemin calculé avec les coûts OSPF de la base de données d’état de liaison (LSDB).
Table de routage : Les routeurs se réfèrent à la table de routage pour connaître l’interface de sortie
sur laquelle émettre un paquet entrant.
3.1.2 Modèle de coût OSPF pour réseau Ethernet Ecace en Energie
Nous proposons de modifier l’équation de coût OSPF pour refléter au mieux le fonctionnement
d’un lien Ethernet capable de se mettre en sommeil, de façon à éviter de diriger le trafic vers des
liens susceptibles de se mettre en sommeil. Les autres éléments de OSPF restent inchangés.
Comme indiqué au chapitre 2, l’économie d’énergie réalisée avec l’IEEE 802.3az est importante à
très faible charge de trafic et diminue avec l’augmentation de la charge de trafic comme le montre la
figure 3.1. Dans un réseau de trafic élevé, l’émetteur transmet quasi en permanence des données au
récepteur, ce qui empêche les deux éléments d’accéder au mode de LPI, il n’y a pas de gain d’énergie
par rapport à un transfert Ethernet classique. Au contraire, dans un réseau de trafic faible, l’émetteur
qui n’a pas à transmettre durant des périodes suffisamment longues en regard des temps définis dans
le standard peut avec le récepteur entrer fréquemment en mode basse consommation et induire une
économie d’énergie.
Une façon simple de refléter ce fonctionnement est d’utiliser un modèle de coût à deux états :
économie, non économie. Au-delà d’un seuil de charge le coût est élevé, pour refléter la non économie
d’énergie induite par une charge importante de trafic, en deçà le coût est faible : comme il peut y
avoir économie d’énergie, il y a intérêt à diriger le trafic sur ce lien.
L’équipement Ethernet selon son constructeur peut avoir sa propre valeur de seuil il est alors
possible de positionner par le protocole d’administration idoine (LLDP , SNMP ou Command Line
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Figure 3.1 – Economie d’énergie du standard IEEE 802.3az à différentes charges de trafic
Interface (CLI)) la valeur du seuil sur chaque équipement. L’intérêt de ce modèle est de pouvoir
simplement refléter la diversité de consommation des équipements selon leurs constructeurs en mod-
ifiant la valeur de seuil par un paramétrage administrateur. Par défaut, la valeur du seuil est celle
correspondant à 25% de charge en référence à la figure 3.1.
Nous nommons EAGER la métrique de routage additive, correspondant à cette modélisation, que
nous formalisons par :
“EAGER” or Extremely AuGmented Energy efficient etheRnet
Étant donné le lien (i, j) associé à une valeur d’utilisation de liaison Li,j , la valeur EAGER de ce
lien est calculée par :
EAGERi,j =

100 , if Li,j ≤ 25
1 , Otherwise
(3.2)
Une valeur de 100 est associée à un lien faiblement chargé de façon à diriger le trafic vers un lien
plus chargé. Sinon le coût est de 1, cette faible valeur fera choisir préférentiellement ce chemin dans
le calcul de plus court chemin (Figure 3.4).
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Figure 3.2 – Représentation graphique de EAGER
“CARE” or Congestion aware Augmented eneRgy efficient Ethernet
Une modélisation plus élaborée du fonctionnement EEE consiste à suivre plus finement l’économie
d’énergie réalisée selon la valeur de la charge du lien.
Alors que dans la métrique Eager l’économie d’énergie prise en compte n’est pas fonction de la
valeur Lij d’utilisation du lien, nous introduisons ce paramètre dans la métrique que nous nommons
CARE. Par ailleurs de façon à ne pas trop surcharger des liens au risque de générer des pertes par
congestion, nous introduisons une valeur de seuil de congestion : X.





, if Li,j ≤ 25
1 , if 25 < Li,j ≤ X
100 , if Li,j > X
(3.3)
La valeur du seuil de congestion est apte à refléter différentes exigences de service, telle, la volonté
de ne pas surcharger le lien de façon à ne pas avoir un délai trop important ou encore, la volonté de
ne pas faire passer tout le trafic sur un lien pour en cas de panne perdre peu d’information.
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Nous allons étudier deux valeurs de seuil, à savoir :
X=0.5 qui correspond aux valeurs de Maximum Link Utilization (MLU) considérées dans de
nombreux algorithmes d’optimisation cherchant à minimiser l’énergie présentés dans le 1er chapitre
et
X=0.8 qui devrait en principe permettre de mieux remplir les liens et donc à priori augmenter
l’économie d’énergie en laissant davantage de liens à faible charge.
(a) CARE-80 (b) CARE-50
Figure 3.3 – Représentation graphique de CARE.
3.1.3 Illustration des politiques d'ingénierie verte proposées
Nous illustrons sur un scénario le routage effectué à l’aide de OSPF par l’utilisation des métriques
EAGER et CARE.
Nous utilisons une topologie exemple de 3 routeurs qui utilisent des cartes EEE 1000Base-T.
Le trafic est constitué de 3 flux de débit 160 Mbps dans le scénario a) et de 500Mbps dans le
scénario b) pour illustrer respectivement un cas de réseau faiblement chargé (charge de lien inférieure
à 25%) et un cas de réseau plus fortement chargé (50% avec un flux).
Le premier flux F1 est émis par n1 à destination de n3. Les flux F2 et F3 sont respectivement
émis par n3 et n1 à destination de n2.
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Le routage des flux 1 et 2 est dans tous les cas équivalent à celui obtenu avec le routage au plus
court chemin sans prendre en compte l’énergie, car lorsque les flux sont installés, l’utilisation des
liens est nulle. Par contre après leur installation la charge des liens change et le poids qui leur est
associé est fonction de la métrique utilisée. Nous obtenons alors des routes différentes pour le flux 3
avec le routage EAGER et le routage CARE.
• Routage avec métrique EAGER
Dans le scénario faible charge a), le trafic suit le plus court chemin en nombre de liens car tous
les liens ont un coût équivalent de 100, l’installation des flux F1 et F2 ne modifie pas le coût car la
charge des liens reste en deçà de 25% (seuil de modification des poids). Chaque lien étant faiblement
chargé peut passer en mode basse consommation, il n’y a donc pas besoin de modifier son poids.
Dans le scénario forte charge b) les flux ont un débit plus important. Lorsque le flux 1 est établi,
la charge du lien est de 50%, le coût devient alors 1 : ce lien n’est pas susceptible de se mettre en
sommeil alors autant le sélectionner pour faire passer un trafic additionnel. De même, lorsque le flux
2 est établi, le coût du lien entre n3 et n2 passe à 1. Le flux 3 emprunte alors le chemin plus long en
nombre de liens (n1-n2-n3) mais qui permet de laisser au repos le lien entre n1 et n2.
(a) 160 Mbps Trac Flows - Per ow load below
the green threshold of 25%
(b) 500 Mbps Trac Flows - Per ow load over the
green threshold of 25%
Figure 3.4 – Illustration de OSPF-EE avec la métrique EAGER
• Routage avec métrique CARE
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Avec cette métrique, le routage obtenu pour le flux 3 est à l’inverse du routage précédent. A faible
charge le flux 3 va passer par le chemin n1-n2-n3 au lieu de prendre comme précédemment le chemin
direct n1-n3 et inversement à forte charge, il empruntera le chemin n1- n3. Ceci est dû à la prise en
compte de la valeur de la charge dans le calcul du coût et au mécanisme de seuil de congestion que
nous avons pris pour l’exemple à 50% (X=0.5).
A faible charge les coûts des liens empruntés par F1 et F2 sont modifiés (valeur 13 sur la figure).
Ce qui n’était pas le cas avec la métrique précédente. Le routage CARE va tenter de continuer à
remplir ce lien car il peut toujours se mettre en sommeil, il sera privilégié dans le calcul de plus court
chemin devant un lien moins chargé.
A forte charge, après l’établissement de F1 et F2, les liens sont susceptibles de congestion, leur
coût est alors mis à la valeur la plus haute de façon à éviter de passer par ces liens.
(a) 160 Mbps Trac Flows - Per ow load below
the green threshold of 25%
(b) 500 Mbps Trac Flows - Per ow load over the
green threshold of 25%
Figure 3.5 – Illustration de CARE-50.
Problème et discussion
Les métriques que nous avons définies prennent indirectement en compte la capacité des liens,
puisque la charge mesurée sur un lien est fonction de son débit. Un même trafic transmis sur un lien
à faible débit induira une charge plus importante sur ce lien que celle qui serait induite sur un lien
à débit important. Il n’est cependant pas assuré que ces politiques ne génèrent pas de problème de
délai.
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Dans l’exemple que nous venons de prendre les débits des flux sont connus, ils ont été choisis pour
illustrer les mécanismes d’ingénierie de trafic que nous proposons. Cependant il n’y a pas de certitude
que ce fonctionnement soit réellement mis en oeuvre. En effet si le réseau ne met pas en place de
mécanisme de contrôle d’admission, permettant de connaître le débit d’un flux (via par exemple
l’utilisation d’un seau à jeton), il est possible que le débit du flux soit trop important pour que le
résultat de l’ingénierie que nous proposons soit celui escompté. Ainsi, la politique de CARE est de
remplir en priorité jusqu’à un certain niveau (X) les liens en considérant qu’ils vont pouvoir dormir.
Hors si le flux arrivant est trop important le lien ne pourra pas dormir, et un délai supplémentaire
aura été induit, car le flux traverse un lien supplémentaire. Par ailleurs il faut prendre en compte
que le passage par deux liens peut s’avérer plus gourmand en énergie que par un lien.
De façon à mieux appréhender le fonctionnement des métriques et savoir si elles ont le com-
portement escompté nous avons mené une campagne de simulation permettant de rendre compte de
plusieurs choix de routes et plusieurs trafics.
Nous souhaitons évaluer le gain d’énergie, la pénalité en délai et savoir si cette politique obtient
des performances similaires à la politique de coalescence que nous avons étudiée dans le chapitre 2.
Pour ce faire nous allons effectuer une évaluation de performance en trois étapes. La première étape
est une évaluation à partir de modèle de topologie et trafic, la deuxième étape est l’expérimentation
sur un banc de test et finalement nous utiliserons un réseau et des trafics réels.
3.2 Evaluation du fonctionnement de l'ingénierie par simulation et expérimen-
tation
Cette section évalue l’ingénierie que nous avons proposée à l’aide de simulation et d’expérimenta-
tion sur un scénario similaire à celui que nous avons utilisé pour illustrer le fonctionnement de notre
ingénierie verte. L’évaluation par simulation repose en premier lieu sur un modèle de topologie et de
trafic. Une évaluation avec des trafics et topologies réels sera présentée par la suite.
Nous utilisons NS3 [NS3] en tant que plate-forme de simulation dans laquelle nous avons réalisé
une mise en oeuvre de la norme IEEE 802.az pour évaluer le fonctionnement de EAGER et CARE
en termes d’économies d’énergie, délai de bout en bout et répartition de charges.
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Dans toutes les expériences, l’économie d’énergie est calculée par rapport à un système qui ne
met en oeuvre aucun mécanisme d’économie (Ethernet traditionnel). Ainsi une politique de routage
OSPF de base (que nous appelons legacy) générera un gain en raison du fonctionnement de sa carte
Ethernet à économie d’énergie. Notre objectif est de montrer que les politiques proposées obtiennent
des gains supérieurs à la politique legacy.
3.2.1 Evaluation par simulation
Pour mener à bien l’étude d’évaluation, nous avons dû faire plusieurs ajouts de code au simulateur.
Nous avons ajouté la mise en oeuvre de la norme IEEE 802.3az qui suit la spécification standard
[eee10] présentée dans le chapitre 2, une politique de coalescence avec l’algorithme lazzy start (voir
1.3.1) et modifié la mise en oeuvre OSPF pour utiliser les coûts EAGER et CARE.
Figure 3.6 – Topologie de 10 routeurs générée par BRITE avec le modèle Barabasi-Albert. 16
machinés sont connectées à 8 routeurs de frontière
Topologie
Le simulateur NS3 fonctionne sur une topologie de réseau de 10 routeurs générée à partir du mod-
èle Barabasi-Albert [BA99] par l’outil Boston university Representative Internet Topology gEnerator
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(BRITE) [MLMB01] [BRI] utilisé très largement par la communauté académique pour générer des
topologies de réseau internet. Le nombre de routeurs est équivalent à celui du réseau réel ABILENE.
L’interface des noeuds est EEE 1000base-T. La topologie contient 26 noeuds, avec 16 noeuds hôtes
(H1-H16) émetteurs et destinataires de flux de trafics et 10 routeurs.
Modèle de trafic
Le trafic est de type User Datagram Protocol (UDP) avec une génération de paquets selon une
loi de poisson. 100000 paquets sont transférés avec une taille de 1000 octets.
Le choix de la source est aléatoire parmi les 16 noeuds, 15 choix de source ont été effectués. la
source choisie génère un trafic d’entrée sur le réseau variant entre 100 Mbps, 500 Mbps et 700Mbps.
Le trafic est décomposé en 7 flux de débit équivalents à destination de tous les destinataires. Ainsi un
trafic de 700Mbps correspond à 7 flux de 100 Mbps de la source choisie vers toutes les destinations
possibles.
Le choix de la source est effectué de façon cyclique. La durée du temps séparant le choix d’une
nouvelle source est estimée en fonction du temps nécessaire pour transmettre le flux de la source.
Selon le temps de relayage dans le réseau et les temps d’attentes lors de l’agrégation de trafic sur
le lien, la nouvelle source peut commencer à transmettre son trafic alors que les flux de la première
source ne sont pas écoulés. Ce qui peut induire des pertes par congestion. Dans le cas pire où tous les
flux, 7 flux de 100 Mbps de la source i et 7 flux de 100 Mbps de la source i+1, passent par le même
lien le trafic est de 1,4 Gbps pour un débit de lien de 1Gbps.
L’intérêt de ce modèle de trafic est de générer des surcharges de trafic dues au multiplexage
statistique est de voir comment ces surcharges sont gérées par les politiques d’ingénierie. Selon le
débit d’entrée le réseau se retrouve en charge faible, moyenne et haute. Un modèle de trafic par trace
réel sera présenté par la suite, avec des charges moins élevées.
Mesure de charge
La méthode de mesure de charge utilisée dans le simulateur est de compter le nombre de bits sur
un intervalle de temps. Pour chaque génération de source le temps de transmission est estimé, puis
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(a) Time=T1, Trac ow = 700Mbps and Ran-
dom node =H1
(b) Time=T2, Trac ow = 700Mbps and Ran-
dom node =H2
Figure 3.7 – Illustration du processus de génération de traffic.
est divisé en 15 intervalles de mesures. Les poids du protocole OSPF sont calculés à chaque intervalle
et transmis par envoi périodique d’annonce.
Notons que pour un trafic d’entrée de 500 Mbps, la charge qui théoriquement devrait être au
maximum à la valeur de 50% en début de transmission (une seule source émet), peut être dans le
simulateur estimée selon l’instant de mesure à 50,1% et déclencher le changement de poids de 1 à
100 ou bien être de 49,1%. De plus en fin de durée de transmission, le trafic de la ième source choisie
aléatoirement est encore présent dans le réseau quand la (i+ 1)ème source commence à émettre, les
liens peuvent alors se retrouver chargés à plus de 50% comme l’indique la figure 3.9(b).
temps de transmission = nombre de bits
taux de trafic minimum
(3.4)
Résultats
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(a) (b)
Figure 3.8 – Comparaison sur une topologie modèle Barabasi des politiques d’ingénierie verte EA-
GER et CARE avec le mécanisme de coalescence et avec aucun mécanisme (legacy) - (a) économies
d’énergie (b) délai de bout-en-bout moyen
(a) (b) (c)
Figure 3.9 – Utilisation des liens-Topologie Modèle Barabasi- a) 100Mbps b) 500Mbps c) 700Mbps
Les résultats illustrés en figure 3.8 sont des moyennes obtenues en faisant varier la localisation
des sources et destinations et donc des chemins. Ils comparent la performance en terme d’économie
d’énergie et de délai moyens de la politique d’ingénierie en version CARE et EAGER avec un fonc-
tionnement sans ingénierie verte, où la politique de routage est au plus court chemin, elle est notée
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(a) (b) (c)
Figure 3.10 – Délai de bout en bout- a) 100Mbps b) 500Mbps c) 700Mbps
legacy sur les figures. Toutes les politiques utilisent un Ethernet en mode basse puissance. Nous
indiquons également les performances du mécanisme de coalescence vu dans le chapitre 2 où chaque
carte Ethernet peut selon les conditions de trafic augmenter la période de sommeil par mémorisation
de trames.
La figure 3.9 présente l’utilisation des liens pour des trafics d’entrée de 100Mbs, 500 Mbps et 700
Mbps, les délais de bout en bout pour les mêmes trafics sont indiqués en figure 3.10. Ces résultats
nous permettent de mettre en regard le gain d’énergie d’une politique et son impact sur la qualité
de service du réseau.
Les résultats sont analysés selon trois angles :
• Intérêt de mettre en place une ingénierie verte au niveau 3 par rapport à un mécanisme de
coalescence de niveau 2.
• Choix de la métrique à utiliser.
• L’impact sur la qualité de service.
3.2.1.1 Ingénierie verte de niveau 3 versus Coalescing de niveau 2 A faible charge d’en-
trée (100Mbps en entrée décomposé en 7 flux de 100/7 Mbps), les liens sont au maximum utilisés
à 10% avec un routage classique (cf Fig 3.9 a), nous notons que l’ingénierie verte n’apporte pas de
gain par rapport au routage au plus court chemin, le gain obtenu (global energy saving) noté en
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ordonné provient du mécanisme d’endormissement Ethernet de niveau 2 qui est présent dans toutes
les politiques évaluées.
Dès que la charge augmente la politique d’ingénierie verte devient intéressante, son gain étant de
1.5 à 2 fois plus important qu’avec une politique au plus court chemin.
Comparé au mécanisme de coalescence, le gain est nettement moins important à faible charge.
Le gain de la coalescence diminue avec la croissance de la charge du réseau mais subsiste.
Il apparaîtrait donc que pour améliorer l’économie d’énergie il vaut mieux utiliser un mécanisme
au niveau 2 qu’une politique de niveau 3. Cependant la performance en délai (Fig 3.10) du mécanisme
de coalescence est nettement moins bonne que celle de l’ingénierie verte, avec une différence très
importante à faible charge.
En coalescence, les trames doivent à chaque routeur, attendre avant d’être transmises que le tam-
pon soit rempli jusqu’au seuil, ou que le timer expire. A forte charge la coalescence de niveau 2 ajoute
un délai moins important car le trafic est suffisamment important pour que l’attente avant émission
soit faible, alors que l’ingénierie verte a un délai légèrement plus important que le fonctionnement de
base, car les paquets ne suivent pas le plus court chemin.
3.2.1.2 Politique EAGER versus CARE Pour de faibles charges (trafic entrant inférieur à
300 Mbps) la politique EAGER a le même comportement que celle de la politique de base, les poids
des liens ne sont pas modifiés, le routage est identique, c’est un routage au plus court chemin.
En charge moyenne les poids sont modifiés pour obtenir un routage différent qui génère alors un
gain pouvant aller de 1,5 à 2 fois le gain du routage classique.
Pour une forte charge (de 500 à 700) le gain de la politique EAGER augmente. Ceci est conforme
au résultat de la figure 3.9 qui indique un nombre de liens à faible charge plus important avec EA-
GER qu’avec les politiques CARE. La politique Eager va concentrer le trafic sur les liens chargés
au-delà de 25%, alors que les politiques CARE au-delà de leur seuil vont répartir le trafic et utiliser
davantage de liens tel qu’illustré sur la figure 3.10.
La politique CARE est davantage sensible à la charge et modifie les poids des liens selon sa valeur,
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Figure 3.11 – Zone d’économie d’énergie-Cas d’un trafic d’entrée à 700 Mbps
générant un gain dès les faibles charges alors que EAGER ne modifie pas les poids et suit le routage
traditionnel.
3.2.1.3 Ingénierie de trafic et qualité de service
Examinons l’impact des politiques sur la qualité de service.
• Congestion
La charge des liens avec toutes les politiques ne dépasse pas 100%, il n’y a pas de congestion.
• Délai
L’impact sur le délai est lié à la charge. A faible charge, les délais des politiques sont sensiblement
équivalents. Pour une charge moyenne une différence apparaît quant au nombre de paquets ayant un
faible délai, mais concernant le délai le plus important, le résultat des politiques est similaire.
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La différence d’impact des politiques apparait à forte charge. La politique EAGER qui n’a pas de
seuil d’évitement de congestion est celle qui a forte charge occasionne les délais les plus importants,
par contre, la politique CARE 80 obtient les mêmes résultats que la politique Legacy. La politique
CARE 80 augmente le délai (mais moins que la politique EAGER).
3.2.1.4 Synthèse des résultats des politiques vertes Nous avons synthétisé l’analyse des
résultats en table 3.1 en indiquant des niveaux ’faible’ ’moyenne’ ’grande’ dont les valeurs sont
fournies en table 3.2
Table 3.1 – Synthèse des performances par niveaux en énergie et délais des métriques













EAGER grande faible grande faible faible faible
CARE-50 grande moyenne moyenne faible faible faible
CARE-80 grande grande grande faible faible faible
Coalescing très grande grande grande très grand faible faible
LEGACY OSPF grande faible faible faible faible faible
Table 3.2 – Valeurs des niveaux d’économie d’énergie globale et de délai de bout en bout
Economie d’énergie
Globale ("G" en %)
Délai de bout en bout
("E" en ms)
Niveaux
G >60% E >1.275 très grande
40% <G ≤ 60% 0.85 <E ≤ 1.275 grande
30% <G ≤ 40% 0.6735 <E ≤ 0.85 moyenne
G ≤ 30% E ≤ 0.6735 faible
Conclusion
Le scénario de trafic simulé correspond à un fonctionnement de charge faible, moyenne, et forte
qui donne les résultats escomptés selon la définition des métriques.
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A très faible charge, il n’y a pas besoin de mettre en place de politique verte, l’endormissement des
fonctions d’émission et réception permet d’économiser de l’énergie. Les politiques sont avantageuses
à charge moyenne et forte avec plus ou moins d’impact sur la qualité de services.
La méthode EAGER simple à mettre en oeuvre est adaptée à une charge de trafic moyenne, mais
occasionne une augmentation de délai significative lorsque la charge augmente.
A forte charge la politique CARE est préférable. Le compromis entre augmentation de délai et
gain d’énergie est représenté par le choix du de la métrique. Plus celui-ci est élevé plus l’économie est
importante mais plus le délai risque d’être accru. Sur ces simulations la solution CARE 80 semble
être un bon compromis.
Lorsque la charge augmente l’ingéniérie verte permet quasiment de doubler le gain obtenu par le
standard IEEE 802.az
Nous complétons à la suite notre évaluation par des mesures réelles.
3.2.2 Evaluation expérimentale
Figure 3.12 – Eléments du banc de test
En raison du matériel disponible nous avons effectué l’expérimentation à partir de deux com-
mutateur de niveau 3 (i.p., Cisco SG300-10) et d’un commutateur de niveau 2 (à savoir, Dlink
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Figure 3.13 – Configuration du banc de test
DGS-1100) comme le montre la figure 3.13. 5 tests et ont été effectués et moyennés, (les fluctuations
de consommation ne sont pas significatives).
Expérimentations et résultats
L’objectif est d’observer le comportement énergétique en comparaison avec le fonctionnement du
routage OSPF LEGACY. Pour ce faire nous avons repris le scénario qui nous a servi à illustrer les
politiques EAGER et CARE en section 1.1.3. et effectué des configurations de routage en utilisant
des VLAN, selon les figures 3.14 et 3.15.
Nous avons mis en oeuvre 4 tests dont les résultats sont indiqués en Figure 3.16.
• Test 1 : pour ’examiner le comportement OSPF en generant des flux inter VLAN (cf figure )
avec un routage au plus court chemin.
• Test 2 : pour observer la politique EAGER,
charge ≤ 25% : nous utilisons la configuration de LEGACY OSPF (Fig.3.14)
charge > 25% : la configuration est illustrée en Figure 3.15
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• Test 3 : pour observer CARE 50,
Charge ≤ 50% : figure 3.15.
Charge > 50% : figure 3.14.
• Test 4 : observation de CARE 80,
Charge ≤ 80% : nous utilisons la configuration pour CARE (Fig.3.15).
Charge > 80% : nous utilisons la configuration LEGACY OSPF (Fig.3.14).
Figure 3.14 – Configuration pour LEGACY OSPF
Les résultats d’expérimentation sont illustrés en figure 3.16
Nous constatons que le mécanisme IEEE 802.3az peut réduire considérablement la consommation
d’énergie, même dans une topologie simple. Cependant, cet avantage disparaît avec l’augmentation
de charge qui réduit les opportunités pour les cartes de ligne de passer en mode de faible puissance.
EAGER et CARE, en acheminant le trafic sur des liaisons qui sont déjà utilisés (via le routeur 3
à la place du lien direct) doublent pratiquement le pourcentage d’énergie économisée.
Quand le trafic augmente, comme prévu, en premier CARE-50 puis CARE-80, fonctionnent
comme OSPF LEGACY. EAGER par ailleurs ne modifie pas son routage lorsque le lien est très
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Figure 3.15 – Configuration pour EAGER et CARE
Figure 3.16 – Pourcentage d’économie d’énergie globale du réseau de test.
encombré (contrairement aux politiques CARE) ce qui donne l’occasion aux deux cartes de N1 à N2
de passer en mode LPI, augmentant ainsi l’économie d’énergie à forte charge.
Conclusion : Le fonctionnement de notre politique est évalué comme correct, nous allons à présent
chercher à savoir si les résultats qui sont obtenus sont loin d’une solution optimale, et s’ils apportent
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quelque chose par rapport à une solution existante.
3.3 Comparaison de la proposition sur un scénario réaliste
Nous avons analysé le fonctionnement de nos propositions avec des conditions de charge et un
modèle de topologie qui nous as permis de mener à bien notre étude mais qui ne sont pas représentatifs
de l’utilisation actuelle des réseaux de coeur. Nous allons à présent confronté nos travaux à des
conditions réelles et en préciser l’intérêt.
Dans cette section, nous considérons un scénario réaliste de topologie et de trafic en se référant
au réseau Abilene (Internet 2). Nous confrontons notre politique d'économie d'énergie à 1) une poli-
tique d'ingéniérie verte idéale et 2) à une politique issue de la littérature, Green TE, obtenue par
optimisation.
3.3.1 Comparaison à une solution de mesure idéale
Nous allons comparer les résultats des modèles d’économie d’énergie EEE que sont EAGER et
CARE avec une modélisation idéale, que nous présentons à la suite. Nous considérons cette métrique
comme étant idéale pour une politique d’ingénierie verte IP en réseaux EEE dans la mesure où la
consommation d’énergie correspond au plus près de la réalité.
3.3.1.1 Modélisation idéale de l'économie d'énergie La modélisation que nous qualifions
d’idéale consiste à être capable de déterminer finement la charge à tout instant et en déduire l’é-
conomie d’énergie. En se référant à la figure 3.1 nous utilisons le développement en série de Fourier
fourni par MathLab ci-dessous :
f(x) = 0 +
∞X
m=1
[mcos(wx) + msin(wx)] (3.5)
où f(x) est l’économie d’énergie obtenue pour une charge x. Elle est égale à la somme des quatre
premiers termes de la série de Fourier et , m et m sont les coefficients de Fourier de la série.
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1 if IDEALi,j < 1
(3.6)
Dans nos simulations nous allons comparer les performances obtenues avec les modèles EAGER
et CARE à celles obtenues avec cette métrique que nous pouvons calculer par simulation, mais qui
se prête difficilement à une implantation réelle (trop complexe).
3.3.1.2 Paramètres de Simulation La topologie et les trafics simulés sont les suivants.
Réseau Abilene
Le réseau simulé avec NS3 est le réseau Abilene (Fig 3.17) situé en Amérique du nord qui a servi
de base à plusieurs études [ZYLZ10] [SLX+12] [RRCRS14] [Yin]. Il est constitué de liens 10 Gbps
reliant 11 routeurs (12 routeurs selon certains qui séparent 2 routeurs qui sont co-localisés) que nous
supposons équipés de cartes EEE.
La moyenne d’utilisation des liens est autour de 2% avec un maximum qui fluctue dans la plupart
des cas entre 10% et 20% et exceptionnellement des pointes au delà de 50%. Ce type de comportement
est représentatif dans les réseaux commerciaux.
La redondance des chemins et leur faible taux d’occupation font d’Abilene un bon candidat à de
l’ingéniérie verte. Par ailleurs, ce choix de réseau nous permet une comparaison de nos résultats à
ceux obtenus en [LSLC13].
Matrice de trafic
La matrice de trafic estimée (Traffic Matrix (TM)) de la topologie du réseau Abilene couvre une
période de 24h, elle reflète le trafic des onze sources vers les dix destinations. Nous avons
• TM : Une matrice de N N nombres entiers non-négatifs, avec T [i, j] le nombre de messages
envoyés à partir du noeud i au noeud j dans la période d’observation. Nous avons généré la
matrice selon la méthode proposée en [Yin].
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Figure 3.17 – Topologie du réseau Abilene
• Routes : Si la matrice de trafic indique que T [i, j] messages doivent être envoyés à partir du
noeud i au noeud j dans une période de temps, ces messages doivent être acheminés à partir
du noeud i au noeud j. La route du noeud i au noeud j est un chemin dans le graphe de la
topologie du réseau j. Une affectation de débit est spécifiée pour chaque chemin.
• Charge du lien : La charge sur un lien (simplex) est la somme du nombre de messages
délivrés sur les chemins qui comprennent ce lien. La charge sur un lien ne doit pas dépasser sa
capacité.




T [i, j] (3.7)
La charge totale (ou agrégée) est simplement la somme des charges de liaison.
3.3.1.3 Intérêt de la modélisation CARE 80 Les résultats de simulation indiqués en Fig.3.18,
montrent une quasi coincidence entre d’une part le routage IDEAL et le routage CARE 80, et d’autre
part, le routage EAGER et le routage LEGACY. Néanmoins, avec un maximum d’utilisation de
lien,(MLU) supérieur à 20%, le pourcentage d’économie d’énergie réalisée avec EAGER est plus élevé
que celui avec le routage LEGACY.
L’économie d’énergie moyenne obtenue via le modèle CARE-80 et le modèle CARE-50 est environ
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Figure 3.18 – Economie d’énergie globale sur le réseau Abilene.
2,5 fois plus importante que celle obtenue par les deux autres routages lorsque la charge du lien est
importante (représentée en figure 3.19).
L’économie d’énergie maximale atteinte sur le réseau Abilene avec la fonction métrique IDEAL
est de 34% pour des MLU faibles (∼14%). Lorsque le MLU augmente au-delà de 25%, l’économie
d’énergie chute à 26%.
Concernant l’occupation des liens (Figure 3.19, Fig 3.20), le réseau est faiblement chargé la plupart
du temps (environ 22 sur 24 heures) et l’utilisation maximale de liaison, en moyenne, est inférieure
à 20%. En outre, l’utilisation maximale de liaison pour CARE-80 et IDEAL culmine à près de 70%.
A partir de ces résultats nous interprétons le fonctionnement des politiques par :
La politique legacy dirige le trafic sur le plus court chemin. Lorsque les plus courts chemins entre
source et destination sont disjoints ou partiellement disjoints de n, la charge est répartie entre n
chemins.
La politique CARE privilégie certains des chemins parmi les plus courts chemins, en y concentrant
le trafic.
La politique EAGER répartit la charge sur plus de chemins que la politique Legacy en utilisant,
d’autres chemins que les plus courts chemins car la charge dépasse par moment le seuil des 25%(cf
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figure 3.20). Selon les heures creuses ou pleines respectivement les liens sont chargés à moins 60% et
à moins 40%.
Conclusion : Sur le cas réel de Abilene, la politique CARE est proche du comportement avec une
métrique idéale. Elle tente de charger les liens et est plus intéressante que la politique EAGER qui
repartit le trafic sur des liens peu chargés. Ses performances sont quasi idéales. Nous relevons que
aucune politique ne crée de congestion.
Figure 3.19 – Maximum link utilization du réseau Abilene mesuré toutes les 5 minutes
Figure 3.20 – Compromis entre MLU et économie d’énergie pour la topologie du réseau Abilene
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(a) Heures pleines
(b) Heures creuses
Figure 3.21 – Cumulative distribution functions (CDF) de l’utilisation maximale des liens a) en
heures creuses (b) en heures pleines
3.3.2 Comparaison à la solution optimale Green-TE
Nous comparons à présent l’intérêt d’effectuer une ingénierie dépendante de la charge et de la
technologie EEE par rapport à l’utilisation d’une ingénierie ON/OFF indépendante de la technologie
mais optimisée.
Dans [ZYLZ10], Zhang propose d’optimiser l’énergie en maximisant le nombre de liens qui peuvent
être mis en sommeil sous des contraintes de performances d’utilisation de la liaison (MLU) et le délai.
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L’objectif est d’éteindre les cartes d’interfaces. Ces cartes gérent plusieurs liens (cas d’aggrégation de
liens).





















Ds,t if i = t
 Ds,t if i = s
0 i 6= s,t
(3.9)









fs,tl , l ∈ E (3.11)
xl = xr(l) , l ∈ E (3.12)
xl + ul ≤ 1 , l ∈ E (3.13)
3-8 : c’est l’objectif d’économie d’énergie dans le réseau, le modèle d’énergie rend compte de cartes
multiports ; les résultats sont obtenus avec des cartes monoports
3-9 : indique les contraintes de conservation de flux.
3-10 : | Sm | est le cardinal de Sm, l’équation assure qu’une carte gérant plusieurs liens est mise en
sommeil que lorsque tous ses ports sont endormis. Les résultats obtenus par les auteurs l’ont été avec
une valeur Sm de 1. 3-11 calcule l’utilisation de la liaison. 3-12 s’assure que les liaisons sont mises en
sommeil par paire. Il n’y a pas de circulation de trafic ni entrant ni sortant.
3-13 : stipule qu’un lien peut être mis en sommeil que s’il n’y a pas de trafic et que quand le lien est
actif, le trafic qu’il supporte est inférieur à sa capacité.
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Le modèle général considère tous les chemins possibles pour chaque paire origine-destination,
mais afin de réduire la complexité de l’optimisation les auteurs pré-calculent un ensemble de chemins
candidats et recherchent des solutions au sein de cet ensemble. Trois heuristiques de choix de chemins
candidats sont proposées par les auteurs.
• basic : la recherche est effectuée parmi K plus courts chemins
• basic+ nd : la recherche est effectuée parmi K plus courts chemins qui satisfont une con-
trainte de diamètre de réseau (nd).
• basic+ e2e : la recherche est effectuée parmi K plus courts chemins qui sont également con-
formes aux contraintes de délai (e2e).
Les performances de ces 3 heuristiques sont évaluées sur le réseau Abilene et indiquées en Figure
3.22 avec un MLU de 50% pour la contrainte d’optimisation.
Les auteurs indiquent que leurs heuristiques basic et basic + nd sont calculées avec une valeur
de K suffisamment grande pour que les résultats soient optimaux, c’est-à-dire équivalents à ceux
obtenus par résolution du problème avec l’outil CPLEX (noté MCF-TE en Figure 3.23). GreenTE
est capable d’atteindre environ 27% d’économie d’énergie. Par contre l’heuristique s’appuyant sur le
délai ne sélectionne pas suffisamment de candidats et obtient un résultat environ 20%, inférieure aux
deux autres.
Les auteurs de GreenTE calculent l’économie d’énergie en comparant la puissance totale c’est-à-
dire celle consommée par toutes les cartes lorsque celles-ci sont en sommeil en regard de la puissance
consommée par toutes les lignes en activité. Les valeurs sont des valeurs de puissances indiquées pour
des routeurs CISCO, pour notre part nous utilisons les valeurs de puissance Ethernet et calculons
l’énergie. Cependant dans les deux cas, sont exprimés des rapports, qui peuvent être comparés. Nous
indiquons les résultats que nous obtenons dans les Figures 3.22 et 3.23.
Conclusion : La politique CARE-50 est la politique la plus proche de la politique Green-TE
en ce sens que les deux politiques ont pour but d’avoir une charge de lien inférieure à 50%. La
politique optimale Green-TE obtient des résultats légèrement plus intéressants et la politique CARE
80 obtient une économie légèrement meilleure que la solution optimale Green TE reposant sur un
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Figure 3.22 – Comparaison de performances Green TE, EAGER, CARE
Figure 3.23 – Utilisation des liens
modèle ON/OFF.
La politique ON/OFF considère que la liaison ne consomme pas d’énergie lorsqu’elle est inutilisée,
les équipements sont désactivés. Cette désactivation pose des problèmes de gestion de la robustesse,
car il faut pouvoir détecter la panne d’un lien, et reactiver rapidement un lien stoppé pour qu’il
puisse servir de secours. Il nous semble préférable d’utiliser le mécanisme d’endormissement. La
consommation du lien n’est pas nulle mais les résultats obtenus par ingéniérie sont proches de ceux
de la solution ON/OFF.
Notons également que la réalisation de la méthode optimale nécessite une connaissance préalable
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du trafic difficile à obtenir dans les réseaux internet, alors que l’ingénierie verte s’appuie sur des
mesures de charge.
3.4 Architecture multicouche - Prise en compte de l'énergie lien
Nous avons développé et analysé une métrique d’ingéniérie paramétrée sur la charge du réseau et
montré qu’elle obtient des résultats proches de Green-TE.
Cependant la métrique ne prend en compte que l’énergie consommée par l’émission et la réception
sur le lien, alors que dans la technologie optique déployée dans les réseaux de coeur, le transfert sur
le lien est également consommateur d’énergie.
La transmission sur un câble optique suppose l’utilisation d’amplificateurs régénérateurs pour
corriger les effets d’atténuation et de dispersion. Le nombre d’amplificateurs nécessaires est fonction
de la distance à parcourir. Dans ce chapitre nous considérons qu’un amplificateur est positionné tous
les 80Km pour assurer un niveau de signal suffisant à la transmission, [VHIV+12] comme indiqué en
figure 3.24.
Figure 3.24 – Lien en support optique
3.4.1 Proposition de métrique verte en fibre optique
L’idée principale de l’ingénierie optique verte est de pénaliser des liens ayant un grand nombre
d’amplificateurs même si ils sont faiblement chargés car leur consommation sera trop importante.
Nous continuons également à éviter les liens trop chargés (au-delà de X%) qui ne pourront pas se
mettre en sommeil.
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Nous proposons de prendre en compte à la fois la consommation de la liaison et des amplificateurs
optiques par la formulation de métrique ci-après :




AFi,j , if Li,j ≤ X=2
AFi,j , if X=2 < Li,j ≤ X
100 AFi,j , if Li,j > X
(3.14)
Avec
i) Li,j la charge du lien i, j pour prendre en compte le coût de liaison ;
ii) AFi,j le facteur de coût relatif aux amplificateurs du lien Li,j ;
iii) X est le seuil d’utilisation du lien. Nous prenons X = 80 et X = 50
iv) les éléments de valeurs sont normalisés
Le coût d’un lien est fonction de sa charge et du nombre d’amplificateur qui le compose, ceux-ci
générant un facteur de coût noté Amplifier Factor (AF). Nous faisons varier la valeur de AF entre 1
et 10.
• Si la charge du lien est importante, au-delà du seuil de congestion X, quel que soit le nombre
d’amplificateur, le lien doit être évité. Son coût sera au minimum de 100 (si il n’y a pas
d’amplificateur sur la liaison AF a comme valeur 1)
• Si la charge du lien est au-delà de 25%, nous avons constaté que le gain d’énergie par la
mise en sommeil ne compense pas l’énergie consommée par le transfert sur un lien plus long
avec plus d’amplificateurs, c’est pourquoi nous considérons uniquement dans le coût le nombre
d’amplificateur.
• A faible charge nous considérons à la fois le nombre d’amplificateurs et la charge.
Précision sur le facteur amplificateur
Lorsque le nombre d’amplificateur est faible, c’est-à-dire inférieur au tiers du nombre maximal
d’amplicateur, le coût induit est faible (AF égal à 1). Lorsque le nombre d’amplificateur est important,
supérieur au deux tiers du nombre maximal d’amplificateurs, le coût en énergie est prépondérant, la
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valeur est maximale (AF égal 10). Pour un nombre d’amplificateur moyen, compris entre un tiers et
deux tiers du nombre maximal d’amplificateurs, le coût est exponentiel, il varie de 1 à 5. L’algorithme
de calcul de métrique est indiqué ci-contre (algorithme 1).
Figure 3.25 – Illustration du facteur Amplificateur (AF)
3.4.2 Evaluation
Evaluons à présent cette politique sur le réseau Abilene. Nous cherchons à déterminer sur le
réseau réel, le bien-fondé de la prise en compte de la consommation du niveau physique, nous allons
comparer notre proposition à 1) notre proposition précédente qui prenait en compte uniquement la
charge de trafic dans le calcul de consommation et, à 2) une solution qui ne prendrait en compte que
le nombre d’amplificateurs (Seul Ampli).
Résultats et analyse
Nous considérons le réseau conforme à une architecture composée des couches :
– IP
– Ethernet
– Optical Transport Network (OTN)
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Algorithme 1 : Allocation verte de coûts en réseau optique
1 Input : Ai, At, Li, X (Number of Amplifier, Amplifier threshold, link utilization, congestion
threshold)
2 for i ∈ {link interfaces of current router} do
3 Search Ai
4 link_List.add(link i, Ai)
5 if Ai > Amplier threshold then
6 link_metric_i=max value
7 end
8 if Ai ≤ Amplier threshold then
9 if Li is low value k Li is middle value then
10 Estimate AF_i and LF_i
11 Compute_link_metric_i = AFi  LFi
12 end
13 if Li is high value then




– Wavelength Division Multiplexing (WDM)
La puissance globale (Pcore) est calculée en utilisant l’équation ci-dessous avec les valeurs de la
table 3.3 [VHIV+12].
Pcore = Pip + Pethernet + Potn + Pwdm (3.15)
Pwdm = Poptsw + Ptransponders + Pamplifiers + Pregenerator (3.16)
Nous évaluons la consommation d’énergie sur la topologie Abilene en regardant une heure de
trafic. Les amplificateurs sont espacés tous les 80km, la distance des liens est indiquée en figure 3.26.
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Table 3.3 – Consommation d’énergie pour équipements en réseau optique multicouches.
Niveaux de l'architecture Type Puissance
Niveau IP CRS-3 10G par card 5W par Gbps
Niveau Ethernet Ethernet port 10G 3.8W par Gbps
Niveau OTN OTN port 10G 3.4W par Gbps
Niveau WDM
terminaux WDM, 40 canaux 230W par pair
OLA, long span 80 km 110W par unité
Figure 3.26 – Distance des liens dans Abilene
La consommation d’énergie de chaque amplificateur est de 110 watts. Nous supposons un multiplexage
en longueur d’onde WDM de 40 canaux sur chaque liaison fibre et chaque liaison fibre optique est
connectée avec une carte IP Carrier Routing System 3 (CRS-3) de 10Gbps.
La figure 3.27 illustre les résultats obtenus avec 1) la prise en compte de la consommation op-
tique 2) la prise en compte de la consommation au niveau Ethernet 3) la prise en compte de la
consommation Ethernet et optique.
Le résultat de la solution avec des coûts uniquement relatifs aux amplificateurs optique corre-
spond à celui obtenu avec la solution traditionnelle (Legacy) et n’apparaissent pas différenciés sur la
figure. Ceci s’explique par la topologie du réseau Abilene où la distance des liens entre deux noeuds
n’est pas plus importante que la somme des distances des liens d’un chemin de traverse entre les deux
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Figure 3.27 – Résultats d’évaluation
neouds. Le plus court chemin en nombre de noeud correspond au plus court chemin en distance. La
solution combinée optique /Ethernet obtient de meilleurs résultats.
Remarque : Aux temps 20 minutes et 50 minutes, le traffic est supérieur à 50% ce qui explique les
meilleurs performances du seuil X = 80 devant celui de X = 50.
Conclusion : La métrique obtenant les meilleurs résultats est la métrique Optic care 80 (X = 80).
Cas de réseaux hétérogènes
Nous avons défini une ingénierie verte spécifique à Ethernet et évaluée celle-ci sur des liens de
débits similaires. Dans la mesure où les réseaux sont souvent hétérogènes, nous considérons cet
aspect en indiquant comment la politique proposée peut être appliquée ou étendue à des réseaux
hétérogénes. Des travaux complémentaires à ceux menés dans cette thèse sont nécessaires pour ap-
profondir ce problème.
Considérons les cas d’hétérogénéité Ethernet ci-après.
96 Chapitre 3 - Ingénierie verte distribuée
Cas de liens Ethernet à débits différents :
Les modèles de coût pour Ethernet sont similaires sur des liens à 1Gbps et 10Gbps, la valeur des
métriques 25% reste inchangée. Seule la valeur de charge sera différente. Ainsi les liens à 10 Gbps
seront privilégiés.
Cas de liens Ethernet avec mécanisme d’endormissement et sans mécanismes d’endormissement :
Les liens sans économie d’énergie seront privilégiés. Dans la mesure où ils ne sont pas source
d’économie d’énergie autant y faire passer le trafic. Leur coût est de 1. Les autres liens ont des coûts
fonction de la métrique, EAGER ou CARE.
Cas de liens à Economie d’énergie en technologie Ethernet et autre que Ethernet :
Dans ce cas nous proposons de définir pour chaque technologie la valeur de paramètre idoine,
25% pour Ethernet, 10% par exemple pour un lien optique.
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3.5 Conclusion
En s’appuyant sur l’analyse de consommation de puissance effectuée sut Ethernet 802.3 az, nous
avons proposé une ingénierie verte qui via le plan de contrôle étend l’économie d’énergie réalisée par
le standard. Nous en avons évalué les performances par expérimentation et simulation.
La mise en place d’une ingénierie ne se justifie par pour des réseaux très faiblement chargés
dans la mesure où les liens se mettent fréquemment en sommeil. Elle est avantageuse pour des
réseaux, moyennement, à fortement chargés avec en contrepartie une pénalité de délai sans toutefois
occasionner plus de congestion qu’un routage standard.
L’originalité de notre démarche est de lier l’ingénierie au modèle de coût en énergie, et de prendre
en compte l’occurrence de congestion. Plus précisément nous avons proposé 3 métriques de routage,
qui permettent de faire des compromis entre délai et gain d’énergie avec des mises en oeuvre de
complexité différentes.
La politique CARE 80 qui repose sur des changements gradués des poids des liens et évite de
trop charger les liens en assignant un poids important dès lors que la charge dépasse 80% fournit un
bon compromis entre le gain en économie d’énergie et le délai.
La même mécanique appliquée à un réseau optique en prenant en compte le côut des amplificateurs
sur le lien fournit également de bons résultats.
L’inconvénient de cette méthode est lié à la notion de mesure de charge. Les poids sont fonction
de la charge alors que dans la politique EAGER, la charge est comparée à un seuil pour décider
entre deux valeurs de poids. Il peut donc être préférable d’utiliser la politique EAGER plus simple
à réaliser, d’autant plus que cette métrique fournit de bons résultats sans pénalité de délai pour des
réseaux faiblement à moyennement chargés. Les notions de faible, moyenne, et fortement découlent
du modèle de puissance du standard IEEE 802.z analysé dans le chapitre précédent. Les valeurs que
nous avons utilisées peuvent être modifiées dans la définition des métriques pour s’adapter à différents
équipements constructeurs.
Les travaux menés dans ce chapitre mettent en avant un problème de mesure de charge. La
performance en économie d’énergie est liée à la charge du réseau. La notion de charge est quant à elle
liée à une période de mesure. Ainsi le réseau Abilene qui a une charge moyenne de 2% et peut donc
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être considéré comme très faiblement chargé (inférieur à 10%) présente néanmoins des périodes de
charge fluctuant entre 10% et 20% avec quelques pointes au-delà de 50%, ce qui explique en ce cas
l’intérêt d’une ingénierie verte. La mesure de charge que nous avons prise correspond à la périodicité
des échanges d’annonces de routage. Une périodicité faible permet de suivre finement la charge mais
génère un surplus de message de routage et peut conduire à des problèmes d’oscillations de route.
Chapitre 4
Ingénierie verte centralisée par réseau
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Ce chapitre traite de la mise en oeuvre de l’ingéniérie verte, il réalise une preuve de concept en
environnement centralisé en se posant la question d’améliorer les politiques proposées par un partage
de charge.
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Nous avons proposé et analysé les politiques d’ingéniérie verte et concluons notre travail par
l’étude de leurs mises en oeuvre. Actuellement, l’ingénierie de trafic est mise en oeuvre dans les
réseaux opérateurs essentiellement à partir de technologie MPLS et à partir d’une administration
centralisée (Multiprotocol Label Switching - Transport Profile (MPLS-TP)). Cependant l’avènement
d’un plan de contrôle intelligent caractéristique des nouvelles architectures de réseau programmable,
est un cadre de mise en oeuvre prometteur.
Dans ce chapitre nous examinons la faisabilité de nos travaux en réalisant une preuve de concept
à base de SDN. De plus nous montrons comment les résultats obtenus par les politiques peuvent être
complétés par une politique d’ingéniérie bien connue pour un objectif de qualité de service, le partage
de charge.
4.1 Présentation de SDN (Software Dened Network)
Le réseau programmable (Software Defined Network) représente une évolution majeure dans le
domaine de la conception et de la gestion de réseaux. Il concrétise des travaux précurseurs ayant eu
pour objectif d’augmenter l’adaptation des réseaux en les rendant programmables, avec deux axes de
travaux : ceux sur la programmation, les réseaux actifs et ceux sur l’architecture séparant le contrôle
et la donnée, MPLS.
L’approche par réseaux actifs développée dans les années 90 pour intégrer de nouveaux services
dans le réseau internet est à l’origine du réseau programmable [Che00] [PCB01]. Par cette approche les
traitement des flux peuvent être programmés sur le réseau, grâce à une interface de programmation,
ou encore un langage tel Packet Language for Active Networks (PLAN) permettant d’envoyer et
l’information et le traitement à effectuer sur cette dernière par les routeurs [HMA+99]. Bien que
cette recherche ne se soit pas concrétisée (raison de coûts, absence de standards, prévalence des
aspects sécurité), elle est à l’origine de nombreuses avancées dans les domaines de la virtualisation
de réseaux, l’utilisation de fonction programmables, la vision d’architecture unifiée.
Les travaux sur la séparation du plan de contrôle et des données ont été initiés dans les années
90 pour faire face à l’augmentation des volumes de transfert de données en accélérant les traitements
de routeurs. Les fonctions du plan de contrôle, l’intelligence du réseau, étaient éffectuées par logiciel
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alors que le plan de donnée, le relayage, effectué par le matériel était nettement plus rapide. Ces
travaux à l’origine de MPLS se sont poursuivis avec par exemple en 2004, Routing Control Platform
(RCP) [CCF+05], qui collectait de façon centralisée des données sur la topologie du réseau pour
choisir des routes à la place des routeurs puis leur communiquer, via le protocole iBGP (Internal
Border Gateway Protocol (IBGP)), afin qu’ils effectuent leur relayage IP.
L’approche SDN intègre ces deux approches, elle sépare le plan de données du plan de contrôle
en offrant la possibilité de programmer les fonctions de contrôle. Elle s’appuie sur la dissociation
du système qui prend une décision sur l’endroit où le trafic doit être envoyé et sur le système qui
envoie les informations, avec une communication standard entre les deux systèmes, et des interfaces
permettant de programmer le système de décision pour obtenir un réseau adaptable à des services.
4.1.1 L'architecture de SDN
L’Open Network Foundation (ONF) est la principale autorité de standardisation des réseaux
SDN. En proposant des standards ouverts, elle simplifie la conception et la maintenance du réseau
dans la mesure où les instructions sont fournies par le contrôleur SDN et non pas par des protocoles
et dispositifs spécifiques à chaque vendeur. L’architecture de réseau SDN proposée par l’ONF est
illustrée en figure 4.1
Figure 4.1 – Architecture de réseau SDN [ONF]
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Nous retrouvons un plan application, qui grâce aux interfaces de programmation, spécifie dans le
plan de contrôle, les services réseaux qui seront exécutés par les équipements formant l’infrastructure
du réseau. Ceux-ci sont des équipements de relayage, nommés switch, ils relayent les informations en
examinant leur entête.
4.1.2 Principaux Eléments
Figure 4.2 – Principaux Eléments SDN [M+13]
L’IEEE s’appuie sur l’ONF pour spécifier le SDN en précisant le plan contrôle par la figure 4.2




Les interfaces (ou Application Programming Interface (API))
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Elles sont au nombre de deux. L’interface Nord (Northbound API) est utilisée pour la commu-
nication entre les applications et les services. Le comportement d’un switch est contrôlé à distance
grâce à l’interface Sud (Southbound API) qui est l’interface entre le plan de contrôle et le plan de
données sur l’élément contrôleur. La plus populaire des interfaces est OpenFlow ; (des chercheurs ont
proposé DevoFlow comme autre solution d’interaction switch-contrôleur.)[CKY11]
Le contrôleur
Le principe de base des réseaux SDN c’est d’utiliser un contrôleur logiquement centralisé pour
contrôler à distance tous les switchs du réseau. Plusieurs propositions de contrôleur physiquement
centralisé tel que POX, RIU, NOX et Maestro [CCN11] ont été faites. Il leur est reproché leur
vulnérabilité face à la défaillance, et des problèmes de passage à l’échelle. Pour résoudre ces points, la
communauté SDN a proposé des contrôleurs logiquement centralisés mais physiquement distribués. Il
peut y avoir plusieurs contrôleurs où chacun gère une partie du réseau mais communiquent entre eux
pour garder une vue globale et donc un contrôle centralisé. ElastiCon, HyperFlow et Onix [KCG+10]
sont autant d’exemples de contrôleurs distribués.
Les switch
Les switch sont des équipements de relayage qui examinent l’entête d’informations entrantes puis
en fonction de la logique du plan de contrôle exécutent des actions. L’entête est conforme à celle
produite dans un réseau Internet, avec une encapsulation caractéristique de chaque protocole. La
définition de l’entête qui est traitée par le switch est variable, ce peut être une entête de niveau 2 de
type Ethernet aussi bien qu’une entête de niveau 4 Transport. Les actions sont mémorisées dans des
Tables.
Dans cette thèse nous utilisons le switch standard, le switch Openflow. Il est constitué d’une ou
plusieurs tables de flux, construites à partir de mémoire adressable par contenu ternaire (TCAM),
d’une entité de relayage de paquets et d’un canal sécurisé (qui est en fait une interface) vers le
contrôleur externe. Le canal permet d’échanger des commandes et des paquets (Packet_In : du
switch au contrôleur, et Packet_Out : du contrôleur au switch) entre le switch et le contrôleur. Le
contrôleur configure et gère le switch à travers le canal sécurisé.
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4.1.3 OpenFlow
Le protocole OpenFlow gère l’échange de messages de contrôle entre le contrôleur et switch.
Les messages openflow permettent d’installer les règles de fonctionnement aux switchs (exemple :
messages FlowMod) et d’obtenir des informations de topologie et de trafic.
Explicitons les messages avant d’en illustrer l’utilisation et l’aspect performance.
Figure 4.3 – Architecture OpenFlow
Il existe 3 types de messages dans le protocole OpenFlow : les messages 1) contrôleur- switch, 2)
asynchrones et 3) symétriques.
Les messages contrôleur-switch :
ils sont initiés par le contrôleur et servent à gérer directement ou à vérifier l’état du switch. Ces
messages ne nécessitent pas forcément de réponse de la part du switch.
• Features_Request or Reply : le contrôleur peut demander les caractéristiques du switch en en-
voyant un message Features_Request. Le switch doit répondre avec un message Features_Reply
qui liste ses caractéristiques. Cet échange est communément effectué lors de l’établissement du
canal OpenFlow.
• Configuration : ces messages permettent au contrôleur de définir et de demander les paramètres
de configuration du switch.
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• Modify_State : ces messages permettent au contrôleur de gérer l’état du switch. Leurs objectifs
principaux sont d’ajouter, de modifier ou de supprimer les entrées de flux de la table du switch,
ainsi que de gérer les propriétés des ports du switch.
• Read_State : ces messages permettent au contrôleur de collecter les statistiques de trafic des
tables de flux et de ports, présentes dans le champ Counter.
• Barrier_Request or Reply : ces messages permettent au contrôleur de recevoir des notifications
lorsque des opérations ont été achevées.
• Packet_Out : ces messages sont utilisés par le contrôleur pour envoyer des paquets sur des
ports précis, et également pour forwarder les paquets qui ont engendré un envoi de Packet_In
par le switch.
Les messages asynchrones :
sont initiés par le switch pour informer le contrôleur de la survenance d’événements (arrivée d’un
paquet, erreur, ...) et de changements d’états du switch.
• Flow_Removed : ces messages indiquent au contrôleur qu’une entrée de flux a été supprimée
dans la table de flux du switch. Ils précisent si la suppression a été due à l’expiration du délai
d’inactivité (idle timeout), à l’expiration du délai d’attente maximale (hard timeout), ou à la
réception d’un message Modify_State, envoyé du contrôleur au switch.
• Port_Status : ces messages indiquent une modification dans la configuration des ports du
switch.
• Error : ces messages permettent au switch de notifier le contrôleur d’une erreur quelconque.
• Packet_In : un message est envoyé au contrôleur pour chaque paquet qui ne correspond à
aucune entrée de flux, ou lorsque l’action CONTROLLER est associée à l’entrée de flux à
laquelle est associée le paquet. Si le switch possède assez de mémoire interne pour mémoriser
le paquet qui a entrainé l’envoi d’un Packet_In, ce-dernier ne contient que l’entête du paquet
et un identifiant de buffer. Cependant, si le switch ne possède pas de buffer interne, ou s’il n’a
plus de mémoire interne de libre, le message Packet_In contient le paquet entier.
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Les messages symétriques :
Les messages symétriques sont envoyés sans sollicitation, par n’importe lequel des deux équipements
(soit le contrôleur, soit le switch).
• Hello : ces messages sont échangés entre le switch et le contrôleur lors de la négociation de la
connexion.
• Echo_Request or Reply : ces message sont envoyés par l’un ou l’autre des équipements, et
attendent en réponse un message Echo_Reply. Ils peuvent servir à calculer la latence et la
bande passante de la connexion et à vérifier que la connexion switch contrôleur est toujours
opérationnelle.
Une illustration de l’utilisation des messages OpenFlow est fournie en Figure 4.4.
Le contrôleur configure les règles du plan de données par le message Flowmod, en écrivant dans
les tables FlowTable qui ont une entrée par flux, comment le switch doit traiter le flux :
1) Lorsqu’une donnée est reçue par le switch qui ne correspond à aucune entrée de la table, 2)
un message de Packet-in incluant l’entête de la donnée est transmis au contrôleur. 3) Celui-ci
répond par un message Flowmod, 4) l’action est mémorisée dans la table 5) le paquet est relayé.
Le processus est répété au switch suivant : 6),7),8),9).
La découverte de la topologie est établie en environnement Ethernet par un protocole LLDP, ou
bien un protocole d’arbre recouvrant (Spanning Tree Protocol (STP)), qui permet au contrôleur de
remplir une table de la topologie.
Figure 4.4 – Échange de messages Openflow
Conclusion : L’installation des flux que nous venons d’illustrer est un paramètre majeur de la
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performance du SDN que ce soit en raison de limitations de la taille des tables qui devraient être
levées par des avancées technologiques, ou en raison des échanges protocolaires. Ceux-ci dépendent
du nombre de flux à identifier, de la fréquence d’adaptation de l’ingénierie et du nombre de switch.
Nos travaux prennent en compte ce dernier point.
4.2 SDN et ingénierie de trac
Le SDN est conçu pour faire de l’ingénierie de trafic simplement. La connaissance globale du réseau
en un point central facilite la prise de décision. Les nombreux projets menés par la communauté de
recherche et les opérateurs attestent de ses possibilités cependant il subsiste des limitations de passage
à l’échelle et de consommation de bande passante :
• La virtualisation entraîne l’ajout d’un entête conséquente dans les messages.
• La virtualisation entraîne également l’apparition de latence lorsque le switch est opéré en mode
réactif. Dans ce mode les règles de fonctionnement sont installées à l’apparition d’un nouveau
flux par opposition au mode statique, où les tables sont préinstallées.
• L’incorporation de l’ingénierie de trafic au SDN requiert pour chaque switch de communiquer
avec le contrôleur central pour chaque flux de trafic.
Afin de diminuer les échanges en SDN, nous proposons :
1) d’utiliser un routage par la source, où le routeur source obtiendrait l’entête indiquant le chemin
à suivre du contrôleur et où les actions à mener sur l’entête seraient mémorisées sur les switch.
Le nombre d’échanges entre switch et contrôleur n’est alors plus dépendant du nombre de
switch du chemin.
2) une ingénierie via MPLS. L’intérêt de ce mécanisme par identifiant de flux est de diminuer le
nombre d’entrée de table par rapport à une identification IP sur adresse destination.
L’inconvénient du mécanisme de chemin contraint classique (à partir des protocoles Resource
ReSerVation Protocol - Traffic Engineering (RSVP-TE) ou Constraint-based Routing Label Distri-
bution Protocol (CR-LDP) pour établir les chemins MPLS, les Label Switch Path) est son manque
de souplesse, il faut indiquer explicitement les éléments de la route à suivre, qui peut être longue, et
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la non autonomie des équipements, l’équipement n’a qu’une action possible qui est de relayer vers
l’élément identifié dans le champ idoine.
C’est pourquoi nous proposons de s’appuyer sur le protocole Segment Routing en cours de stan-
dardisation par l’IETF) qui permet de remédier à ces problèmes en considérant le chemin non pas
comme une suite d’identifiants d’équipements mais comme uns suite de labels ou chaque label corre-
spond à une action.
Nous étudions dans cette section la mise en oeuvre de l’énergie verte définie dans le chapitre
précèdent, par cette méthode. Présentons en premier lieu, le Segment Routing avant de détailler la
mise en oeuvre.
4.2.1 Principe du Segment routing
Le Segment Routing est un routage par la source qui identifie une route par un ensemble de
segments connus par leurs identifiants, SID (Segment Identifiers (SID)). La route est calculée par
un contrôleur de route qui la transmet aux éléments du réseau. Le noeud d’entrée rajoute aux
informations à transmettre une entête constituée d’un ensemble d’identifiants de segments par lesquels
l’information va circuler.
Un identifiant de segment entraine une action de type relayage ou de type service. Avec ce routage,
il n’y a plus besoin d’utiliser de protocoles d’établissement de chemin distribué, les chemins et leurs
labels sont prédéfinis.
Modes d’utilisations du segment routing
Le mode du routage du segment routing est soit un mode de tunel, où le traffic est émis sur un
chemin défini par ses segments, ou bien un mode autonome avec un routage au plus court chemin et
répartition de charge.
Opérations sur les segments
• Les opérations effectuées par un noeud de relayage sont :
– PUSH : Insertion d’un segment à la tête de la liste des segments.
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– NEXT : Le segment actif est terminé ; le segment suivant devient actif.
– CONTINUE : Le segment actif n’est pas terminé et donc reste actif.
Figure 4.5 – Opérations du segment routing
Un exemple simple de fonctionnement de ces opérations est présenté Figure 4.5. Le routeur R1
transmet un paquet à destination du routeur R4 en rajoutant au paquet l’identifiant de segment
du routeur R4 (400, le chemin pour joindre R4 dont l’identifiant est 400). Le routeur R2 exécute
l’opération CONTINUE puis l’avant dernier routeur enlève le SID du segment qui se termine.
Le concept de segment permet de diriger finement le trafic, grâce à un empilement d’identifiants
similaires à celui de MPLS pour les tunnels de trafic (Figure 4.6), tout en effectuant du partage de
charge, Equal Cost Multi Path (ECMP) [FM15] [FPD+16] entre la source et la destination comme
en Figure 4.7
(a) (b)
Figure 4.6 – Empilement de labels en segment routing
• Configuration via SID (Tube) : Le contrôleur assigne le SID du noeud d’entrée du tunnel.
• Configuration via Shortest Path : Le contrôleur ne définit pas d’entrée du tunnel puis un
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Figure 4.7 – Illustration de partage de charge dans ECMP
flux est dirigé par de multiples chemins de coût identiques (ECMP [FM15] [FPD+16]) entre la
source et la destination (Fig 4.7).
L’intérêt de la répartition de charge est d’améliorer l’utilisation des ressources des opérateurs
tout en évitant les congestions, un objectif de qualité de service. Cet objectif nous semble particulière
pertinent dans la mesure où il réduit les délais mais cependant il peut augmenter la consommation
d’énergie, dans la mesure où le trafic transite par un nombre plus importants de liens. Néanmoins
les lignes sont alors moins chargées et peuvent donc se mettre en sommeil.
Nous nous proposons d’évaluer l’intérêt de ce mécanisme.
4.2.2 Partage de charge et Ingénierie verte.
Pour mettre en place l’ingénierie verte, nous exprimons deux méthodes, une avec et l’autre sans
partage de charge. De façon à ne pas trop pénaliser, le partage de charge, sur l’énergie dépensée,
nous proposons de ne ne considérer celui-ci que sur une partie du réseau, la topologie verte.
Nous avons montré dans le chapitre précédent l’intérêt du routage vert devant le routage au plus
court chemin, la question que nous nous posons à présent est de savoir si l’utilisation du partage
de charge (ECMP) peut améliorer les politiques de direction de trafic CARE et EAGER qui elles
agrègent les trafics.
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Précisons en premier lieu, la mise en oeuvre des politiques en SDN.
4.2.2.1 Mises en oeuvre des politiques par métriques et partage de charge. Les deux
politiques que nous proposons d’examiner sont définies par les processus ci-après :
1) Calcul du routage vert sur la topologie complète et direction du trafic, par tunnel sur des
routes prédéfinies comme dans le chapitre précédent.
2) Calcul du routage vert pour en déduire une topologie verte grâce à la vision centralisée du
SDN puis application du routage classique au plus cout chemin et partage de charge.
Nous ne considérons pas le partage de charge sur tout le réseau mais uniquement sur les liens
verts ce qui permet de mettre des liens en sommeil, puis de répartir le trafic.
Le fonctionnement est cyclique. Dans les évaluations nous prenons un intervalle de 5 minutes
(correspondant aux mesures de la matrice Abilene).
Calcul du routage vert
• a) Le contrôleur collecte cycliquement les données de trafic via les messages openflow statis-
tiques, ainsi que la topologie par sa procédure de découverte. Nous utilisons LLDP (802.3ab).
• b) Il en déduit la charge des liens et calcule le routage vert pour chaque couple entrée desti-
nation du réseau.
• c) Les chemins calculés sont associés à des identifiants de segment qui sont installés dans la
table de flux des switch.
• d) Les flux de trafic sont transmis dans ces tunnels.
• Les liens ne supportant pas de trafic se mettent en sommeil conformément au mécanisme EEE
802.3az sans intervention du contrôleur.
Calcul du routage ECMP sur topologie verte
• a) Le contrôleur effectue également le calcul de routage vert.
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• b) Il en déduit une topologie verte qui exclut les liens qui ne sont pas chargés, et obtient une
topologie virtuelle constituée de liens éveillés.
• c) les chemins sont calculés par ECMP sur la topologie virtuelle.
• d) les flux de trafic sont émis avec un label.
Plutôt que d’agréger les flux par tunnel comme c’est le cas avec les politiques vertes, le routage
par répartition de charge est appliqué sur la topologie virtuelle.
(a) tunneling (b) non-tunneling
Figure 4.8 – Architecture de l’ingéniérie verte en SDN et segment routing
4.3 Evaluation
Nous évaluons l’intérêt de la méthode par tunnel d’ingénierie verte devant la méthode par répar-
tition de charge par émulation de SDN sous Mininet (le simulateur NS3 ne dispose pas de module
SDN). Nous avons émulé la topologie Abilene avec des liens IEEE 802.az à 10Gbps, présentée dans
le chapitre précédent. Pour des raisons de temps d’éxécution, nous avons réduit la matrice de trafic
en ne considérant que les cinq dernières minutes de l’heure [Yin] pendant une période de 24 heures.
Le Contrôleur est un contrôleur Open Network Operating System (ONOS) avec lequel nous avons
un module segment routing.
Les algorithmes que nous avons implantés sont indiqués ci-contre, (algorithme 2, algorithme 3)
Les métriques de comparaison sont celles utilisées précédemment, à savoir : l’économie d’énergie,
l’utilisation des liens et le délai.
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Algorithme 2 : Tunneling TE
1 X = (1, 1, ..., 1)→ Initially all the link are active
2 F = (f1, f2, ..., fN )→ Total flows in Network = N
/*Phase1-Green Metrics and pre-established paths*/
3 for each flow fi ∈ F (i = 1, 2, ..., N) do
4 S(i)←Pre-established Path (calculate with EAGER or CARE metrics)
5 Pxy(i)← Select Path (x, y) (denote Path between source (x) and destination (y))
6 P ← Pxy(i)
7 end
/*Phase2-Traffic Engineer with Tunneling*/
8 for each flow fi ∈ F (i = 1, 2, ..., N) do
9 Tunnels are set follow Pre-established Path Pxy(i)
10 Controller tells every Segment Routers
11 Segment Router updates and uses tunnel table to transfer traffic fi
12 end
Figure 4.9 – Topologie expérimentale SDN-Abilene
Dans le chapitre précédent nous avons évalué l’économie d’énergie en simulant le fonctionnement
du lien IEEE 802.3 az, dans ce chapitre nous utilisons l’outil d’émulation qui ne dispose pas du
module Ethernet. Afin de réduire les développements nous n’avons pas créé de module Ethernet.
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Algorithme 3 : Non-tunneling TE
1 X = (1, 1, ..., 1)→ Initially all the link are active
2 F = (f1, f2, ..., fN )→ Total flows in Network = N
/*Phase1-Green Metrics and Selecting links to sleep*/
3 for each flow fi ∈ F (i = 1, 2, ..., N) do
4 S(i)←Pre-established Path (calculate with EAGER or CARE metrics)
5 Pxy(i)← Select Path (x, y) (denote Path between source (x) and destination (y))
6 P ← Pxy(i)
7 for each link lk ∈ L(k = 1, 2, ..., N) do
8 Xk ← (Pxy(i), lk)
nnSleep links are selected by Kronecker delta function ().
nnKronecker delta function returns 1 if the link k belong to Pxy(i) and 0 otherwise.




/*Phase2-Traffic Engineer with Non-Tunneling*/
12 Green Virtual Topology is set with sleep links
13 Controller uses green virtual topology and controller tells every SR routers
14 Every router changes the forwarding table to route over the new paths
Nous avons évalué l’économie d’énergie au contrôleur en se référant aux travaux menés et en utilisant
une table de correspondance charge/consommation d’énergie. Le contrôleur obtient les statistiques
d’utilisation des switchs avec la charge des liens, en déduit la consommation qui est ensuite traitée
pour en déduire une économie d’énergie.
Résultats
Les politiques sont comparées en les positionnant avec la référence de la politique standard qui
émet au plus court chemin sans se soucier de la consommation (LEGACY).
Nous retrouvons comme précédemment de meilleurs résultats avec la méthode CARE 80 qu’avec
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les autres méthodes et nous constatons que la politique de répartition de charge n’apporte rien en
économie d’énergie. Le gain varie de 25% à 32% en dirigeant le trafic sur un chemin alors qu’il diminue
avec la répartition ( économie variant de 20% à 25%).
Concernant la congestion, le maximum d’utilisation de lien atteint 30% en CARE (contre 17% en
legacy) en méthode tunnel et il est naturellement moindre en utilisant la répartition de charge (19%)
Quant au délai, il est pratiquement doublé par le tunnel, devant la méthode de base alors que le
délai en répartition de charge est quasi identique.
(a) tunnel
(b) partage de charge
Figure 4.10 – Economie d’énergie sur réseau SDN-Abilene en segment routing (a) tunnel, (b) partage
de charge
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(a) tunnel
(b) partage de charge
Figure 4.11 – CDF de l’utilisation maximale de liaison sur réseau SDN-Abilene en segment routing
(a) tunnel, (b) partage de charge
Conclusion
La méthode CARE complétée par le partage de charge permet d’économiser de l’énergie sans
pénalité de délai.
Le gain obtenu par notre proposition est quasi doublé par rapport au standard IEEE 802.3az.
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(a) tunnel
(b) partage de charge
Figure 4.12 – CDF de délai de bout en bout sur réseau SDN-Abilene en segment routing (a) tunnel,
(b) partage de charge
4.4 CONCLUSION
Nous avons effectué une preuve de concept de nos travaux, en les mettant en oeuvre dans une
architecture de contrôle centralisée, en technologie MPLS très répandue chez les opérateurs.
La réalisation centralisée par réseaux programmable SDN pose un problème de passage à l’échelle
du nombre d’équipements que nous proposons de réduire par protocole de routage par la source
intelligent, le segment routing, qui est en cours de standardisation par l’IETF.
Le segment routing intègre une politique de partage de charge qui a l’avantage lorsqu’elle est
combinée avec l’utilisation de notre proposition d’ingénierie de pouvoir économiser de l’énergie tout
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en préservant la qualité de service, comme en atteste l’évaluation que nous avons présentée.
Nous avons effectué des travaux d’évaluation qui pourraient être étendus et formalisés analytique-
ment afin de mieux appréhender l’intérêt des politiques.
Ce chapitre qui conclut nos travaux mettent également en perspective des besoins d’analyse plus
poussée concernant la surveillance de réseaux en SDN, thèmes d’étude appelé à se développer comme
en attestent les travaux en phase de démarrage sur le réseau de la recherche et de l’éducation Géant
4 dans le cadre du programme européen H2020.
Conclusion et Perspectives
Les travaux menés durant cette thèse ont porté sur l’étude des mécanismes permettant d’é-
conomiser l’énergie en réseau filaire en se préoccupant plus particulièrement du réseau Ethernet,
pour lequel nous avons disposé d’un environnement standardisé avec la possibilité d’effectuer des
expérimentations. Nous avons choisi d’économiser de l’énergie en mettant en sommeil des liens de
réseau grâce au standard Ethernet IEEE 802.az que nous avons modélisé et évalué ce qui nous a per-
mis de mettre en avant l’importance de la charge de trafic à transmettre dans la quantité d’énergie
consommée avec une croissante de consommation très rapide en fonction de la charge.
En nous appuyant sur ce résultat nous avons proposé d’étendre le gain obtenu par le standard
en développant une politique d’ingénierie de trafic que nous avons qualifiée de verte, pour indiquer
son objectif d’économie d’énergie. Cet objectif est atteint en envoyant sur les liens suffisamment peu
de trafic pour leur permettre de s’endormir. Notre approche est une approche générique qui peut
s’adapter à plusieurs systèmes dès lors qu’ils utilisent un mécanisme de mise en sommeil. La déter-
mination de la quantité de trafic à envoyer est fonction du modèle de puissance et de la technologie
dont nous déduisons un modèle de coût.
Dans le cadre d’Ethernet nous avons étudié deux modèles de coûts pour refléter son modèle de
puissance, EAGER et CARE. Le premier répartit le trafic en tentant de laisser les liens quasiment
vides, alors que le second répartit davantage le trafic en considérant qu’un lien peut encore s’endormir
et donc fournir un gain d’énergie si sa charge n’est pas trop importante. Le choix d’un modèle devant
un autre est lié à ses performances et à sa complexité de mise en oeuvre.
En ce qui concerne la performance nous avons considéré l’économie d’énergie mais également les
pertes pouvant résulter d’une surcharge trop importante, ainsi que le délai qui peut être accru de
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par l’emprunt d’un chemin de réseau peu chargé mais long. Nous avons mené nos évaluations par
simulation et effectué des expérimentations. Les deux modèles obtiennent des résultats intéressants
avec cependant un avantage au deuxième modèle en performance et en qualité de service, car nous
avons également incorporé à ce modèle un mécanisme permettant de ne pas surcharger les liens. En
ce qui concerne la complexité du modèle liée à la détermination de la charge du lien, c’est-à-dire au
mécanisme de mesure à mettre en place sur chaque élément, le modèle EAGER est avantagé devant
le modèle CARE qui lui repose sur une valeur graduée de la charge et non une comparaison à un
seuil.
Après avoir montré la pertinence de notre proposition en regard des gains obtenus par une étude de
simulation et expérimentation, nous avons effectué une preuve de concept en considérant l’émulation
d’une architecture de réseau logicielle (Software Defined Network). Si notre approche est utilisable
dans un réseau Internet avec un routage OSPF il est cependant besoin d’en régler les paramètres
(seuil de charge, seuil de congestion) sur chaque équipement ce qui peut s’avérer fastidieux. L’ap-
proche SDN qui centralise en un point et configure par logiciel l’ingénierie de trafic est une mise en
oeuvre tout à fait adaptée à notre travail, comme nous l’avons montré dans notre mise en oeuvre.
Nous avons en partie abordé les limitations de l’approche SDN en regard du passage à l’échelle, en
développant l’ingénierie par un protocole de routage par la source de façon à diminuer le nombre
d’échanges entre l’élément de décision et les équipements de relayage.
Perspectives
Le travail que nous avons mené est une première approche d’ingénierie de trafic économe, dont
nous avons montré la faisabilité et l’intérêt. Cette approche devrait pouvoir être améliorée par des
propositions de métriques différentes qui prendraient en compte la spécificité du trafic à transférer,
ses caractéristiques de qualité de service, ou encore l’état global du réseau, avec par exemple une
absence d’ingénierie verte en cas de réseau faiblement chargé ou au contraire très chargé.
L’étude de réseaux hétérogènes avec des mécanismes de sommeil à coûts différents ou encore
d’autres mécanismes d’économie d’énergie est également une perspective de travail qui nous semble
intéressante de poursuivre.
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Une perspective plus large de notre travail concerne l’administration des réseaux logiciels SDN,
avec un besoin de surveillance et mesure. Les travaux que nous avons menés mettent en avant le besoin
d’un mécanisme de mesure de charge, qui permette de mettre en place des politiques d’ingénierie
verte, ou plus généralement les politiques d’ingénierie de trafic en architecture SDN. Il nous semble
important d’étudier plus avant l’impact du mécanisme de mesures de charge et de sa périodicité sur
notre politique ou plus globalement d’étendre les possibilités du SDN pour offrir un ensemble d’outils
adaptés.
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