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Abstrakt 
Cílem této diplomové práce je seznámit se s problematikou získávání znalostí a klasifikací objektově 
relačních dat. Práce dále navazuje na aplikaci získávání znalostí v objektově relačních databázích. 
Práce shrnuje problémy spojené s dolování v časoprostorových datech. Konkrétně jsou zde probírány 
vlastnosti jádrového algoritmu SVM pro data mining. Druhá část práce se zabývá implementací 
klasifikační metody pro získávání znalostí z trajektorií pohybujících se objektů z projektu Caretaker. 
Dále je součástí práce implementace aplikace pro předzpracování časoprostorových dat, jejich 
organizaci v databázi a prezentaci časoprostorových dat. 
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Abstract 
The goal of this master’s thesis is to acquaint with a problem of a knowledge discovery and object-
relational data classification. It summarizes problems which are connected with mining spatio-
temporal data. There is described data mining kernel algorithm SVM.  The second part solves 
classification method implementation. This method solves data mining in a Caretaker trajectory 
database. This thesis contains application’s implementation for spatio-temporal data preprocessing, 
their organization in database and presentation too.  
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1 Úvod 
Tento dokument shrnuje problematiku spojenou se získáváním znalostí z databází. Snaží se 
shromáždit obecné vlastnosti a věnuje se klasifikaci objektově relačních dat. Hlavním impulsem pro 
nastartování této činnosti je tlak dnešní společnosti na obrovský vývoj ve zpracování multimediálních 
dat a obecně informačních technologií.  
Např. v moderním, každodenním životě nás téměř při každém kroku sledují dohledové kamery. 
V pozadí těchto kamer už méně často stojí inteligentní systémy.  Do budoucna by tyto systémy mohli 
běžně sloužit mimo monitorování i k zjišťování naší identity, sledování našeho pohybu a například 
k vyhodnocování různých situací. Činnost těchto systémů je mnohdy spojena umělou inteligencí, 
konkrétně se získáváním znalostí. Člověku umožňuje svou práci dělat efektivněji, a tím mu dovoluje 
jeho další pokroky. Zefektivňování je nekonečným procesem a postihuje člověka téměř ve všech 
životních potřebách. 
Cílem této práce je nalézt vhodnou cestu pro získávání znalostí z historických dat zahrnující 
informace o pohybu různých objektů, především o možnostech jejich klasifikace.  Konkrétní úlohou 
bude získávání znalostí z dostupných záznamů dohledových kamer stanice metra. 
V práci se tedy zaměříme na samotnou problematiku získávání znalostí ze strukturovaných 
objektově-relačních dat. V následující kapitole se seznámíme s oborem získávání znalostí z databází a 
jeho využití. V dalších kapitolách přejdeme k objektově relačním databázím a dále konkrétně 
k problematice klasifikace časoprostorových dat.  
Protože proces získávání znalostí se neskládá pouze s procesu klasifikace, budeme se zabývat i 
dalšími procesy jako je předzpracování dat. V posledních části práce se budeme zabývat prostředky 
pro správu samotných informací o pohybu. Nedílnou součástí je implementace klasifikační metody 
časoprostorových dat a aplikace pro demonstraci její vlastnosti. V poslední kapitole jsou zhodnoceny 
vlastnosti klasifikační metody.  
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2 Získávání znalostí z databází 
2.1 Vývoj oboru 
Ohlasy toužící po potřebě získat potencionální užitečné informace, znalosti z nekonečně bobtnajícího 
se  objemu dat zaměřily pozornost právě na obor získávání znalostí z databází. Obor získávání 
znalostí z databází nám přináší v poslední době možnost taková data čím dál více a efektivněji 
získávat. Data se vyskytují ve všech různých marketingových, průmyslových či vědních oborech. 
Získané informace se tak využívají k dalšímu rozvoji toho daného oboru. Jako příklad můžeme ukázat 
vědu a výzkum, kde nové informace poslouží jako podklad či důkaz pro další vědecké bádání.  
Takový objem dat nám sám o sobě nabízí až příliš mnoho informací, které nemáme šanci 
základními prostředky ani obsáhnout. Tento stav bývá často označován slovy „Topíme se v datech, 
ale trpíme nedostatkem znalostí“ jako je tomu např. v [12]. Potřeby a touhy po užitečných 
informacích daly vzniku na námi zaměřený obor, který hledá metody a algoritmy pro 
automatizovanou analýzu velkého objemu dat. Počátek vývoje můžeme, po rozvoji databázových 
systémů v 80. letech, zařadit do 90. let. V této době se začaly objevovat technologie a nástroje pro 
budování datových skladů, které umožňují shromažďovat a současně připravit data získaná z různých 
datových zdrojů pro analýzu [6]. V této době se ale nezastavil ani vývoj samotných databázových 
technologií umožňující ukládat nové typy dat. Mezi taková patří např. multimediální či časově-
prostorová data. 
Nově se obor zaměřuje na rozvoj použití v běžné praxi. Výše zmíněný rozvoj rozmanitosti 
zdrojů a typů dat dává další podněty pro vývoj tohoto oboru.  
2.2 Data mining  
O pojmu dolování dat z anglického „Data Mining“ říkáme, že je to proces extrakce či „dolování“ 
zajímavých znalostí z velkého objemu dat. Tento pojem je ale chybný, uvádí nesprávné pojmenování. 
Přesněji vzato je dolování dat jenom jedním krokem celého procesu získávání znalostí. Přesto oba 
pojmy bývají chápány jako synonyma. Bližší vysvětlení vazby těchto pojmů může přinést následující 
řada kroků tvořící celý proces získávání znalostí: 
1. Čištění dat – jehož cílem je vypořádat se s chybějícími daty, šumem, nekonzistencí 
2. Integrace dat – cílem je shrnout všechna data pocházející z různých zdrojů dat. S tímto 
krokem je svázán pojem „Datový sklad“, jehož jak je naznačeno výše, je využíváno i pro 
čištění dat. Je to pro to, že vyčištěná data je nutné někam ukládat 
3. Výběr dat – krok, jehož cílem je vybrat vhodná data pro vyřešení dané analytické úlohy 
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4. Transformace dat – cílem je převést data do vhodné podoby vhodné pro dolování. V tomto 
případě může jít např. o agregaci či o sumarizaci. V případě, že se používá datový sklad, 
může transformace předcházet výběru dat. 
5. Dolování dat -  základní část procesu získávání znalostí. Cílem je za použití určité metody 
a konkrétního algoritmu extrahovat z dat vzory a vytvořit tak model dat. 
6. Hodnocení modelů a vzorů -  pomocí mír užitečnosti identifikovat skutečně zajímavé vzory 
7. Prezentace znalostí – pomocí technik vizualizace a reprezentace znalostí prezentovat 
výsledky dolování, tj. vhodným způsobem pomoci pochopit získanou znalost pro další 
využití. 
  
Obrázek 1: Proces získávání znalostí, převzato z [12] 
Zmíněné kroky 1 až 4 se spojují s pojmem předzpracování dat. Systémy pro získávání znalostí se dle 
[6] sestávají z několika hlavních komponent, mezi které patří datové zdroje, Databázový server (ne 
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server datového skladu[20]), Databáze znalostí, Dolovací stroj, Modul hodnocení modelů a vzorů a 
uživatelské rozhraní.  Dále systémy můžeme dělit dle typu zpracovávaných dat, typu databáze nebo 
dle typu aplikace. Dolování dat tedy není v žádném případě omezeno druhem dat a ani není omezeno 
uložením dat. Obor hledá i pro různě uložená, či jinak dostupná data, způsoby pro dolování. Pro 
základní příklady typů dat může sloužit následující seznam: 
1. Relační databáze – samotná kolekce tabulek splňující axiomy normálních forem. Tyto 
databáze jsou pochopitelně nejrozšířenější. Pro tyto databáze existuje široká řada dolovacích 
úloh, které jsou běžně používány v dnešní praxi.  
2. Transakční databáze – záznamy reprezentující transakce v systému, konkrétně např. obchodní 
transakce- nákup zboží. 
3. Objektově – relační databáze – záznamy tabulek mohou tvořit objekty. S objekty je možno 
manipulovat pomocí jejich vlastností a metod. Takto se setkáváme s obecně 
nenormalizovanými tabulkami, ne jako tomu je u striktně relačních databází. Typické pro tyto 
databáze je práce se složitějšími strukturami.  
4. Prostorové databáze – jedena z dílčích problematik, kterou se v této práci budeme zabývat. 
Dle [13] jsou prostorové databázové systémy schopné spravovat data, který se váží 
k určitému prostoru, bez ohledu na to, jak veliký ten prostor je. Definice použitá pro tento 
systém říká, že jazyky DDL (z angl. Data Definition Language) a DML(z angl. Data 
Manipulation Language) pro tyto systémy zahrnují prostorové datové typy.    
5. Temporální databáze -  další dílčí problematika. Jsou to systémy, které podporují práci 
s časem. Jsou vhodné pro uložení hodnot atributů, které se nějak mění v čase a je třeba mít 
historii k dispozici. 
6. Časově-prostorové databáze vznikají „spojením“ dvou předchozích. Kde prostorová data 
pozvednuta do temporální dimenze. Jsou to tedy prostorové databáze, kde se navíc uchovává 
informace o změnách v čase. Typicky jsou to databáze obsahující informace o pohybu 
objektů v čase. 
Mezi další typy dat a databáze můžeme řadit například multimediální databáze [17], Textové 
databáze a třeba proudy dat. Jedním ze zajímavých databází může být databáze velmi heterogenního 
charakteru – Web. 
2.3 Typy dolovacích úloh 
Pro základní přiblížení dolovacích úloh je vhodné si představit dvě základní skupiny. Jsou jimi úlohy 
deskriptivní a úlohy prediktivní. Deskriptivní charakterizují obecné vlastnosti dat. Prediktivní na 
základě znalostí z dostupných dat provádějí předpověď či odhad budoucího chování. K takovému to 
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přístupu se váže i pojem klasifikace, kterým se budeme v této a v práci následující zabývat. Pro 
provádění těchto základních dolovacích úloh existují následující konkrétnější úkoly: 
Popis konceptu/třídy- Zahrnuje charakterizaci diskriminaci dat  
Asociační analýza -  Snaha nalézt vztahy mezi analyzovanými daty 
Klasifikace a predikce – Proces hledání vzorů popisujících a odlišujících tak, aby bylo možné 
zařadit i neznámé objekty, respektive určit jejich trendy. 
Shluková analýza – Cílem je třídy objektů, které mají co nejvíce společného a naopak co se od 
ostatních co nejvíce liší, nalézt. 
Analýza odlehlých hodnot – Hledání nezvyklých vzorů ve významně odlišujících se datech.  
 Analýza evoluce – Popis a modelování pravidelnosti a trendů u objektů, jejichž chování se 
mění v čase. 
Více informací o těchto úlohách lze nalézt např. v [6]. 
2.4 Aplikace získávání znalostí  
Získávání znalostí není pouhým termínem spojeným s teorií zapadající do informačních technologií a 
umělé inteligence ale je to proces, který získává široké uplatnění. Získávání znalostí bylo úspěšně 
aplikováno na mnoho problémů reálného světa, např. web personalizace, detekce síťových útoků a 
rozvoji marketingu. Nedávné pokusy v informačních technologiích vedly k aplikaci data miningu do 
různých vědních oborů, jako je astronomie a bioinformatika, umožněním porozumění mnoha různým 
vědeckým problémům v mnoha oborech vědy. 
Příkladem může být i návrh a aplikace techniky získávání pro analýzu prostorových a 
časoprostorových dat popisující struktury proteinů a respektive data získaná ze simulace rozkladu 
bílkovin[22]. Takovéto speciální úlohy většinou vyžadují svůj navrhnutí framework pro efektivní 
získávání různých typů prostorových a časoprostorových vzorů v množině dat. Vzory pak konkrétně 
slouží k zachycení různorodosti interakcí mezi zkoumanými objekty a vývoje chování takových 
interakcí. 
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3 Objektově relační data a databáze 
V úvodní kapitole, jejímž předmětem bylo získávání znalostí, byly zmíněny i objektově relační 
databáze.  Konkrétně tímto typem úloh se budeme zabývat, a proto si představíme, co objektově 
relační data a modely zahrnují. 
Relační databázové systémy existují a jsou úspěšně používány více než 30 let. Objektově 
relační model integruje relační a objektově orientovaný model dat. Takováto integrace řeší několik 
nevýhod čistě objektových či relačních přístupů. Řeší se zde problém toho, že klasické relační tabulky 
musí být zásadně v „První normální formě“, tj. že není možné, aby existoval výraz: „to je podtyp 
tohoto“. Není možné, aby existovaly složené datové struktury třeba i jako pole či množiny.  Dalším 
omezením SQL je limitovaný počet zabudovaných datových typů a dále například netriviální SQL 
dotazy v datech se složitou relační strukturou.  
3.1 Objektově orientované databáze 
Tyto problémy vedly k vývoji objektově orientovaným databázovým systémům (v anglickém jazyku: 
object-oriented database management systems – OODBMS). Takovéto databáze umožňují 
modelování a vytváření perzistentních dat jako objekty. Pokusy standardizovat tento model se 
z počátků nedařilo dovést do uznávaného stádia. Z těchto problémů dále vyplýval nedostatek nástrojů 
pro manipulaci s objekty, jako je například implementace objektového dotazovacího jazyka (z angl. 
Object Query Language OQL).  Tento jazyk spolu s jazykem pro definici objektů (Object Definition 
Language ODL) a referenčním objektovým modelem (Object model ODMG) tvoří standart ODMG, 
dnes verze 3.0 [23] z roku 2000. 
Jedním z důvodů, proč se tyto systémy příliš nerozšířily je takový, že přechod z relačních 
databází do objektově-orientovaných databázových systémů by byl v mnoha případech velmi složitý 
a také velmi nákladný. 
Objektový model, na rozdíl od relačního, poskytuje kvalitnější prostředky pro definici vztahů 
mezi záznamy, a tudíž se zde omezuje nutnost asociativního vyhledávání. Modelovaný systém je tak 
považován jako množina navzájem ovlivňujících se objektů. Pro přirovnání s objektově orientovaným 
programováním, jsou zde objekty charakterizovány svými vlastnostmi, chováním a vztahy. Tyto jsou 
zapouzdřeny do objektu. Objekty poskytují svému okolí rozhranní a tím se zajišťuje jistá úroveň 
abstrakce. Cílem tohoto přístupu je oddělení uživatele od dat. Objekt je zde základní jednotkou 
perzistence objektového modelu. Každý objekt je jednoznačně identifikován pomocí OID (z angl. 
object identifier). Identifikátor je objektu přiřazován při jeho vytvoření a je jednoznačný v prostoru 
výskytu objektu. 
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Vztahy objektů v objektovém modelu jsou realizovány právě vlastnostmi typu OID.  
3.2 Objektově-relační databáze 
Objektově-relační databázové systémy (ORDBMS- Object-relational database management system) 
kombinuje právě ty dobré vlastnosti z obou RDBMS a OODBMS. Nový model vychází z relačního 
modelu, ale je „otevřený“ pro rozšiřování. Jakmile vznikne požadavek pro přechod na objektově-
relační systém, je jednoduchý, protože ORDBMS umí ukládat relační data. Rozšíření umožňuje 
uživatelům definovat nové složené datové typy a metody pro manipulaci s těmito datovými typy.  
Tyto metody zahrnují dědičnost, zapouzdření a polymorfismus. Objektový model v ORDBMS je 
podobný modelu tříd jazyku C++ či Java. Pro manipulaci s objekty v databázi je opět použit jazyk 
SQL. První uznaný standart se objevil v roce 1999 a novější verze v r. 2003 [23]. OR-model přináší a 
definuje pojmy jako Strukturovaný uživatelsky definovaný typ - abstraktní datové typy (ADT), 
metody, instance ADT (nazývané jako objekty), reference či pojem kolekce.  
Mezi základní výhody ORDBMS patří to, že objekty mohou jednodušeji a komplexně 
modelovat objekty reálného světa. Dále sem patří znovupoužitelnost, což usnadňuje vývoj samotných 
aplikací. Mimo dat, ORDBMS ukládá typy objektů a to tak, že mohou být použity různými 
aplikacemi. Pokud databázová tabulka obsahuje pouze data, objekty mohou zahrnovat operace, které 
jsou potřebné k jejich zpracovávání. Čistě relační přístup omezuje modelování vztahů za použití 
primárních a cizích klíčů a s tím spojených integritních omezení. Objektově relační model stejně tak 
dobře jako model čistě objektově orientovaný poskytuje bohaté možnosti pro popis vztahů.   
3.3 Objektově-relační model 
Typickou vlastností objektově relačních databází je existence abstraktního datového typu (ADT). 
Existence tohoto nám přináší cestu jak vytvářet nové datové typy. V databázích Oracle jsou ADT 
nazývány objektovými typy (z angl. object types). Příklad deklarace dvou datových typů (Osoba, 
Zaměstnanec) ukazuje následující příklad: 
 
 
 
 
 
 
 
CREATE TYPE person_t AS OBJECT ( 
name VARCHAR(30), 
birthdate DATE, 
MEMBER FUNCTION getAge RETURN NUMBER 
) NOT FINAL; 
 
CREATE TYPE employee_t UNDER Person ( 
salary NUMBER, 
manager REF employee_t, 
MEMBER PROCEDURE incrSalary (increment NUMBER) 
); 
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Takto zde ADT zapouzdřuje metody a atributy, podobně jako tomu je u tříd v objektově 
orientovaném přístupu. Každý atribut je definován svým jménem a datovým typem. Datový typem 
v tomto případě může být zabudovaný datový typ (jako například INTEGER/ nebo kolekce v podobě 
pole (ARRAY) nebo vnořené tabulky. Dalším datovým typem může být samotný ADT. 
ADT mohou vytvářet hierarchii typů. Funkce a procedury definované u ADT mohou mít 
vstupní a výstupní parametry. Těla metod v případě databází oracle mohou být definovány pomocí 
jazyka SQL, PL/SQL nebo speciálně v jazyce Java. Metody jsou tak napojeny na samotný ADT. Tak 
je datový typ obohacen o další významný parametr zpřístupňující metodu. Při vytváření instance typu 
tento parametr nedefinujeme, je zde implicitně.  
Instanci ADT, které jsou v databázi Oracle nazývány objekty, jsou vytvářeny voláním 
konstruktoru, nebo vložením do typované tabulky. Mimo to, že objekt může být uložen v tabulce, 
může tvořit tzv. sloupcový objekt (z angl. column object). Typovaná tabulka je speciálním typem 
tabulky, kde každý řádek reprezentuje jeden objekt daného typu. Každému řádku (instanci) je 
přiřazen identifikátor, který je unikátní v prostoru (databázi) a čase (doba života databáze). Příkladem 
definování typované tabulky může být následující příkaz jazyka SQL: 
 
 Na takovou tabulku se potom můžeme dívat dvěma pohledy. Prvním pohledem vícesloupcová 
tabulka, kde každý sloupec odpovídá jednomu atributu. Toto nám umožňuje práci jako s klasickou 
tabulkou v relačním modelu (klasické metody INSERT, UPDATE, atd.). Druhým je pohled jako na 
tabulku s jediným sloupcem reprezentující instanci objektu.  
Od standartu SQL1999 je databáze rozšířena o typ REF, který slouží jako logický „ukazatel“ 
na objekt v tabulce. Jeho hodnota je unikátní, viz výše. Daný ukazatel je vždy vázán na určitý ADT. 
Dalším důležitým rozšířením, které objektově-relační databáze přinášejí, jsou kolekce. Jak již 
bylo výše popsáno, jedná se o datové typy pole (ARRAY), kde jde o kolekci pevně dané velikosti. 
Pozice instance v poli je určena indexem. Všechny elementy pole musejí být stejného typu. 
V databázích Oracle je typ pole nazýván VARRAY. Vedle typu pole dále databáze Oracle nabízejí 
možnost tzv. „nested table“ neboli v překladu vnořené tabulky. Počet prvků v této kolekci není 
předem definován, na rozdíl od pole. Prvky této tabulky jsou ukládány v samostatné tabulce. 
Nevýhoda plynoucí z objektového modelu je ta, že prvky nemohou být samostatně přístupné, jsou 
vždy vázány na instanci objektu, který tu danou kolekci vlastní. 
 
 
CREATE TABLE person OF person_t; 
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4 Časově-prostorové databáze  
V naší práci jsme se již seznámili s obecnou problematikou získávání znalostí. Předcházející kapitola 
obecně přiblížila objektově relační databáze, které se používají i pro časově-prostorová data. Tato 
data budou našim dalším zájmem. Následující podkapitola přiblíží klíčový typ dat vedený v těchto 
databázích. V další podkapitole se seznámíme s problémy spojenými s tímto typem databází, 
s možnostmi dotazování a indexování takovýchto dat. 
4.1 Pohybující se objekty 
Časově-prostorové databáze se zabývají geometrickými objekty měnícími se v čase. Často se v této 
problematice mluví o abstraktním datovém typu - pohybující se bod (v angl. moving point) a 
pohybující se oblast (moving region). Základní charakteristikou konkrétních fyzických objektů je 
pozice, čas a popřípadě tvar. Tyto charakteristiky mohou být spojeny téměř s libovolným objektem 
reálného světa.  
Dnes můžeme rozlišovat dva způsoby reprezentace časově-prostorových objektů. Jsou jimi 
diskrétně a spojitě pohybující se objekty. Zatímco reprezentace diskrétně pohybující objektů se řeší 
např. přidáním jednoho časového atributu, je reprezentace druhého typu poměrně složitější. U spojitě 
pohybujících se objektů, zkráceně pohybujících se objektů, není možné oddělovat informace 
prostorové a časové, je komplikované měnit data po každé změně. V [8] je popisován framework 
sloužící pro správu a manipulaci s takovýmito daty. 
4.2 Základ pro reprezentaci dat 
Framework [8] obsahuje precizně a konceptuálně čisté řešení pro reprezentaci tohoto typu dat. 
Framework je založen na základních datových typech a bere důraz na uzavřenost, jednoduchost a 
vyjádřitelnost. Pro reprezentaci autor ve své práci rozebírá dva modely, diskrétní a abstraktní.  
Konečná reprezentace u diskrétních modelů je problém, a proto je definován model abstraktní. 
Tím autor dostává vyjádření objektů konečným počtem prvků, konečnou reprezentací. Framework 
potom definuje abstraktní datové typy, které mohou být použity v klasických RDBMS i v ORDBMS. 
Pro framework je definována dále algebra. Z daných definic definuje dotazovací jazyk. 
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4.3 Datové typy 
Datové typy jsou definované ve dvou krocích. První krok definuje datové typy a jejich konstruktory, 
druhý krok definuje operace.  
Autor [8] nejdříve opakuje definice základních datových typů jako je int, real, string a bool. 
Dále přechází k definici prostorových datových typů, mezi něž se obecně řadí bod, body, linie, region 
(v angl. jazyce: point, points, line, region).  
 
Obrázek 2: Prostorové datové typy, převzato z [9] 
Dále definuje časové a temporální typy. Posledním klíčovým typem je typ pro definování 
rozsahů, resp. intervalů. Všechny tyto typy spojuje s jedním konstruktorem moving, který formálně 
zajišťuje uzavřenost a konzistenci mezi temporálními a netemporálními datovými typy. Dále musí být 
zobrazení temporálních typů dostupné pro reprezentaci výsledku do domény času a rozsahu a 
uzavřenost projekce. Důležitým principem je jednotné definování bodu v prostoru 
(jednodimenzionální, dvoudimezionální) a množiny bodů v prostoru. 
4.4 Definované operace 
Operace musí splňovat tři základní principy a to, že musí být dostatečně vhodné a obecné, musejí 
zachovávat konzistenci mezi temporálními a netemporálními typy a musejí splňovat požadovanou 
funkcionalitu. Autor [8] ve své práci definuje operace nad prostorovými netemporálními datovými 
typy. Tyto operace dále systematicky rozšíří i pro časoprostorové typy. Takovéto rozšíření se v angl. 
jazyce nazývá lifting. Z definovaných operací je možné mezi významné zařadit následující: 
Vzdálenost(distance) a směr(direction) 
Lokalita(location) a trajektorie(trajectory) 
Rychlost(speed), jenž výsledkem je skalár, založeno na euklidovské vzdálenosti, 
odchylka (turn) založeno na směru mezi dvěma body a vektor rychlosti(velocity)  
Další metody, které odvozuje pomocí definovaného významu derivace (např. 
zrychlení). 
 Z definovaných typů dat a operací autor získává silný dotazovací jazyk.  
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4.5 Konkrétní modely 
Do současné doby se mluvilo o abstraktním datovém modelu pro časoprostorová data. K počítačové 
realitě jsou blíže modely diskrétní. V konkrétních případech mohou být data modelována v závislosti 
na sémantice použité aplikace. Požadavkem je podpora dotazování. Abstrakcemi mohou být modely 
na následujícím obrázku. První část ilustruje modelování trajektorií pohybujících se objektů. Tento 
model je vhodný pro málo často a nepravidelně ukládané informace.  Další možností evidování 
funkce rychlosti objektu. Tento přístup redukuje režii pro ukládání, ale není přesný. Princip je založen 
na nastavené míře přesnosti, kde jsou upřesňovány informace o aktuálním pohybu. Historie o pohybu 
je v tomto modelu může být nedostupná. 
 
Obrázek 3: Modelování časoprostorových dat: a.) trajektoriemi, b.) parametrickou funkcí, c.) Step-Wise 
interpolacemi, převzato z  [16] 
 Dalším zcela odlišným modelem je model založený na sítích či jiném omezení prostoru. Objekty se 
pohybují po předem známých a omezených trajektoriích. Příkladem takovéto trajektorie může být 
silniční síť. Objekty se modelují jako body na linii cesty nebo relativní pozicí v omezeném prostoru. 
Celková trajektorie a pohyb objektu po ní je dána interpolací zaznamenaných bodů. 
U časoprostorových databází je možné mít dva, resp. tři pohledy na dotazování k databázi. Je to 
především pohled do historie a na současný resp. dotazy prediktivní. Tím může být např. obdobný 
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dotaz jako např.: „Které vozidlo taxislužby může být nejblíže fotbalovému stadionu v 19 hodin?“ 
Dotazy do historie zase zpřístupňují informace o pohybu v minulosti.  
4.6 Přístup k datům a indexace 
V práci [16] se autor zabýval podporou časoprostorových dat v databázích. Především o přístupu 
k datům a jejich indexování. Přístupové metody by měli zahrnovat podstatu datových typů a algebry 
(viz výše). Přesto se pro zjednodušení autor zabývá i lineárním odkazovacím systémem (Linear 
Referencing Systém LRS) dostupným i v Oracle databázích založených na R-Stromech. Dále pak 
autor srovnává další přístupové metody využívající multidimezionální prostor (kde je dimenze 
prostorových a dimenze temporálních hodnot) a hledá možnosti jak je linearizovat. Pro takové 
přístupy hledá řešení v B-Stromech (B-tree) a Z-Křivkách (Z-curves).  
Dále také autor zmiňuje, že nelze náš typ dat rozdělovat do více dimenzí a potvrzuje teorii 
probranou v úvodu kapitoly. Autor [16] nalézá nejlepší řešení ve specializované metodě dělění 
prostoru – SPIT (Space partitioning with indexes on Time).  
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5 Identifikace trajektorie 
Pro důkladné porozumění získaných trajektorií se v této kapitole budeme zabývat problematikou 
identifikace trajektorií reálných objektů. Zaměříme se na sledování objektů jednou statickou kamerou. 
Problém je omezen na 2D projekci skutečného 3D pohybu. Nechť Fk , k = 1,2,…M je k-tý sledovaný 
snímek sekvence a M vyjadřuje celkový počet snímků. V každém snímku Fk předpokládáme výskyt 
určitého počtu objektů. Tento počet objektů není stálý, mění se. Vzhledem k charakteristice pohybu 
objektů je často zmiňováno používání metod využívajících predikci pohybu s využitím Kalmanova 
filtru.  Principy metod se odvíjejí na základě charakteristik vstupních dat. Často je detekce 
korespondence omezena objekty, které mají stejný obraz, nebo neexistencí samotné obrazové složky.  
Často máme k dispozici základní informace o poloze objektu. V lepších variantách máme k dispozici 
informace o rozměru. Existence obrazové složky v pokročilejších metodách vylepšuje výsledky 
identifikace korespondence mezi pohyblivými objekty v jednotlivých snímcích. 
Obvykle jsou metody extrahující trajektorie omezeny jen na predikci příští polohy objektu z 
dosavadního chování objektu. Sledování pohybu objektu závisí na pozorování několika po sobě 
jdoucích snímků. Při použití metod založených na sledování několika po sobě jdoucích snímků, 
vzniká ke každé sledované trajektorii několik hypotéz přiřazení jednotlivých objektů ve snímcích. Při 
detekci a rozvíjení hypotéz vzniká tzv. Predikční strom. 
Hypotéza obsahuje sledovanou trajektorii a kandidátní objekty, které představují možné 
pokračování trajektorie. Pro podporu identifikace pokračování trajektorie v dalším snímku (nebo lépe 
kroku algoritmu) se provádí predikce polohy objektu. Predikovaná poloha se porovnává s objekty 
nalezenými ve snímku. Další činností představovaných algoritmů je výběr kandidátů pokračování 
trajektorie.  
Objekty mohou být součástí pokračujících trajektorií, nebo mohou představovat počáteční 
objekt nově vzniklé trajektorie. Pro vyhodnocování přiřazení jednotlivých objektů se v námi 
sledované studii používá metody prořezání stromů [30]. Pro samotné prořezávání se používá tzv. 
zpožděného vyhodnocování. Bohužel samotný pohyb objektů není vůbec jednoduchý a při 
vyhodnocování jejich trajektorií se setkáváme s mnoha problémy. Mezi nejvýznamnější patří mizení 
či  objevování. S mizením je spojeno ukončování trajektorií a na opak s objevováním je spojen vznik 
trajektorií nových.  Dalším významným problémem je překrývání objektů.  
S posledním zmiňovaným problémem je spojený další, a to rozpad objektu na několik jiných. 
Rozpad objektu může být následkem problémů s překrývání, kdy se dva objekty pohybují po stejné 
trajektorii a v jistém okamžiku se jejich trajektorie rozdělí. Jinak například, když se vrátíme 
ke zmiňovanému systému dohledových kamer, kde máme k dispozici hranice jednotlivých osob, 
narazíme na jev rozpadu objektu. V takových systémech můžeme v některých případech pozorovat 
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rozpad detekované oblasti na několik dalších částí. Takové problémy potom mohou být na obtíž 
systémům pro detekci trajektorií.  
Výsledná vniklá trajektorie je tedy definovaná jako seznam objektů z jednotlivých snímků. Po 
samotném vyhodnocení je každý objekt přiřazen jen jediné trajektorii. Trajektorii vždy v jednom 
snímku náleží maximálně jeden objekt. Za těchto předpokladů jsou jednotlivé objekty identifikované 
ve snímcích přiřazovány do disjunktních množin.  
5.1  Přiřazení objektů trajektoriím  
Když se vrátíme k samotné metodice vyhodnocování hypotéz náležitosti objektů k trajektoriím, 
setkáme se zde s jejich odhodnocování pravděpodobnosti. Hypotéza po vyhodnocení obsahuje 
pravděpodobnost, se kterou patří objekty k dané trajektorii. Tuto pravděpodobnost reprezentuje 
ohodnocení přiřazení objektů hypotéze, které můžeme počítat různými způsoby. Jedním z nich je 
průměr odchylek naměřených hodnot od predikovaných: 
  ∑ ,
  ,



                                                             ( 1 ) 
Zde k představuje číslo aktuálního snímku, n je hloubka stromu a z je odchylka od 
predikované hodnoty pro x a y souřadnice.  
Další variantou je výpočet odchylek zvlášť pro x a y souřadnice, přičemž porovnání se 
provádí opět zvlášť pro práh v ose x a v ose y. Odchylky se berou jen z posledních n úrovní stromu, 
jelikož polohy těchto objektů mají vliv na výslednou pravděpodobnost hypotézy. Tato varianta však 
má potíže s náhlou změnou směru pohybu objektu, což může být nebezpečné, a může způsobit 
chybné určování korespondencí v případech, kdy se mění směr pohybu dvou trajektorií, jejichž 
objekty padnou do obou predikčních oblastí.  
Dalším možným sledovaným kritériem je výpočet rozdělení zrychlení a posunutí mezi 
snímky. Takové rozdělení se může počítat jako n po sobě jdoucích bodů jako rozdíl rozdílu 
vzdáleností. Takto vzniklé okénko se posouvá po celé sledované trajektorii a hledají se co nejmenší 
odchylky. 
V úvodu kapitoly jem naznačil, že pro přiřazení jednotlivých objektů k jednotlivým 
hypotézám se využívá predikce příští polohy objektu. Z predikce je získávána informace o tom, kde 
by se měl pozorovaný objekt vyskytovat v příštím snímku. Jedním způsobem jak je možné takovouto 
oblast definovat je využití Mahalanobisovy vzdálenosti [31]. Výsledné objekty se určují podle toho, 
zda padnou do oblasti učené touto vzdáleností od predikované polohy. 
Jinou možností je použití Kalmanova filtru pro rozhodnutí, zda nová hodnota vyhovuje 
předchozím zadaným hodnotám. V těchto případech se používá koeficient kovarianční matice, podle 
kterého se určí, zda se zadaná poloha příliš neodchyluje od predikované.   
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5.2 Algoritmus vyhodnocování  
Pro sledování pohybu objektů v 2D obraze se provádí predikce polohy objektů zvlášť pro souřadnice 
x a y. V případě, že u sledovaného pohybujícího se objektu sledujeme i jeho geometrii, máme údaje o 
jeho výšce a šířce, je možné hledat cestu pro predikci i těchto údajů. V našem případě se sledované 
entity mohou chápat jako čtveřice pohybujících se bodů. V tomto případě se nabízí možnost použití 
filtru pro predikci pohybu čtyř bodů.  
 Na začátku sledování pohybu však není k dispozici žádná informace o pohybu objektu, 
neznáme jejich chování. Ke každému objektu je přiřazen nový nezávislý Kalmanův filtr. Každá 
trajektorie tak získá svůj filtr. Na počátku sledování musíme provádět inicializaci filtru. Po 
inicializaci každý nový objekt představuje počátek vzniklé trajektorie. V prvním kroku filtr predikuje 
stejnou polohu jako při inicializaci, protože počáteční hodnoty rychlosti a zrychlení jsou nulové. 
Obsah kovarianční matice je při inicializaci nastaven tak, aby určovala neurčitost predikce, tj. 
hodnoty prvků matice jsou vysoké. Kalmanův filtr v prvních krocích bere více v úvahu naměřené 
hodnoty místo predikovaných.   
 Autor ve své práci [30] popisuje algoritmus, kde provádí extrakci objektů a jejich postupné 
přiřazování ke vnikajícím trajektoriím, které nazývá hypotézy. Práce jeho algoritmu je následující:  
1. Provedení extrakce objektů z aktuálního snímku a určení jejich polohy.   
2. Pro všechny hypotézy, které jsou v seznamu aktuálně sledovaných hypotéz, provádí predikci 
příští polohy.  
3. Každé hypotéze přiřadí objekty, které padly do její predikované oblasti. 
4. Provede prořezání stromu v nejvyšší úrovni, kde dochází k rozvětvení. 
5. Provede vyhodnocení nově vzniklých a ukončených trajektorií, pokud existují. 
Na konci sledované sekvence se provádí vyhodnocení všech nevyhodnocených hypotéz. Protože 
v kroku 3 mohou nastávat dva případy výskytu objektů, kterými je nenalezení objektu a víceznačné 
přiřazení objektu. V prvním případě dochází k ukončení trajektorie, ve druhém případě se daná 
hypotéza rozdělí. Vzniká tak zněměný Predikční strom. Autor [30] ve své práci tento strom nazývá 
Predikční strom.  
Hypotézy tvořící predikční strom, se tak rozvětví a vzniknou nové hypotézy představující 
jednotlivé větve stromu. Každá větev tak představuje přiřazení různých kandidátních objektů k 
trajektorii. Více o algoritmu vyhodnocování zle nalézt právě v [30].   
5.3 Problémy při sledování trajektorií 
Mezi podstatné problémy, které se vyskytují při rozpoznávání trajektorií objektů identifikovaných 
v prostoru snímaného kamerou, patří mizení a objevení objektu. Mizení objektu pochopitelně 
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způsobuje ukončení trajektorie daného objektu a na opak objevení objektu způsobuje vznik trajektorie 
nové.  
Při sledování trajektorií, u kterých dochází k překrývání pohybujících se objektů, vzniknou 
problémy s chybně přiřazenými částmi trajektorií. Při překrytí dochází totiž ke splynutí objektů, čímž 
se částečně změní jejich tvar, velikost a tím i poloha těžiště výsledného objektu. Tato změna polohy 
těžiště má za následek odchýlení pohybujícího se objektu z původní trajektorie na trajektorie 
pohybujícího se společného bodu. Při znovuobjevení objektu, tedy dojde-li ke zrušení překrytí, 
mohou vznikat chybná přiřazení k výsledné trajektorii. Jednou z možností jak tento problém 
minimalizovat je snaha o rozpoznání splynulých objektů a o jejich rozdělení. S tímto však přichází i 
další problém, a to hledání vhodné metriky pro určení míry a hranice splynutí objektů. Toto hledání je 
dále zkomplikováno v případech, kdy musíme brát v úvahu pohyb ve 3D scéně. Zde musíme počítat i 
se změnou velikosti objektů. 
V případě, že nemáme k dispozici obrazovou složku pro identifikaci korespondence objektů, 
nemůžeme dosahovat uspokojivých výsledků. V rámci této diplomové práce jsem se identifikaci 
trajektorií snažil vyřešit, bohužel výsledné získané trajektorie nebyly vhodné pro další analýzu a 
získávání znalostí dostatečně kvalitní. 
 
5.4  Spojování trajektorií 
Posledním krokem při sledování trajektorií je spojování korespondujících trajektorií přerušených 
vlivem výše zmíněných problémů. Pro to, aby trajektorie přerušené zmizením objektů mohly být opět 
navázány, potřebujeme získat polohu zmizelého objektu. Získání ztracených informací o poloze je 
možné dosáhnout za pomocí extrapolace trajektorie pohybujícího se objektu. S mnoha výhodami se 
využívá právě Kalmanova filtru. 
Filtr využíváme jak k predikci následující polohy, kde získáváme znalost o oblasti možné 
polohy objektu, tak i k případnému zahrnutí pouhé predikované polohy objektu pro trajektorie jako 
náhradu zmizelého objektu. S tímto je spojen problém snižování přesnosti odhadu, protože za použití 
pouhých predikovaných hodnot bez korekce se snižuje míra důvěryhodnosti predikované polohy, 
neboť musíme vzít v úvahu již zmíněnou problematiku pohybu osob (náhlá změna rychlosti, směru, 
rozměrů, apod.).  Společně s tímto se zvětšuje predikovaná oblast. Predikovaný objekt se vyznačuje 
tím, že se bude pohybovat konstantní rychlostí a zrychlením, která byla vypočtena při posledním 
měření. Čím se predikovaná oblast zvětšuje, tím zvyšuje pravděpodobnost získání více 
korespondujících trajektorií.  
V takovémto případě přichází v úvahu možnost provádění obousměrné extrapolace 
pokračování trajektorií. V tomto případě se snažíme o zpětnou predikci průběhu trajektorie před jejím 
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začátkem. Rozdílem této operace, je to, že pomocný Kalmanův filtr se inicializuje posledním 
objektem trajektorie a jako měřené hodnoty se postupně používají objekty předcházející. Kombinací 
informací o predikované oblasti pokračování a predikované oblasti možného začátku trajektorie se 
zpřesňuje výběr dvou kandidátních trajektorií na spojení. Při samotném spojování se především 
vyhodnocuje spojitost. 
Trajektorie je prohlášena za spojitou, pokud je spojitá ve všech svých bodech, zejména v 
navazovacích bodech. Křivka trajektorie je hladká, pokud jsou ve všech jejich bodech spojité i její 
první derivace. Derivace vyššího řádu určují spojitost druhého, třetího či obecně n-tého řádu.  
Spojitost se rozděluje do několika typů nejčastěji na geometrickou a parametrickou. Více informací 
lze nalézt v [32]. V rámci řešení práce jsem používal 1. časovou derivaci pozice objektu – rychlost 
objektu.  
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6 Kalmanův filtr 
V této kapitole je probírána teorie Kalmanova filtru používaného pro modelování stavů diskrétního 
dynamického systému.  Tento filtr se v oboru počítačového vidění často využívá v oblasti identifikace 
trajektorií pohybujících se objektů.  Z podstaty filtru je tento využitelný i v oblasti získávání znalostí 
z časoprostorových dat, která jsou zpracovávána jako diskrétní.  
Základem pro předzpracování dat bude právě odstranění nepotřebných a zašuměných dat, a 
proto bude v následující části práce přiblížena jeho funkce. 
6.1 Model systému 
Kalmanův filtr byl původně navrhnut pro reprezentaci informací týkající se pohybujících se objektů. 
Pohybující se objekty jsou modelovány pomocí diskrétního času dynamického systému. Objekty mají 
časovo-prostorový stav, který můžeme označit např. xt. Časoprostorový stav je reprezentován pomocí 
údajů o poloze [x, y, t] a rychlosti [dx, dy].  Zde [x, y] odkazuje na 2D pozici v čase t. 
 Obecně nemůžeme považovat vstupní data za ideální, existuje mnoho faktorů, které mohou 
kvalitu dat ovlivnit.  Vstup je považován za nejistý -  zašumělý, některé stavy mohou chybět a jiné 
informace mohou být zkreslené. V případě, že stav objektu xt je charakterizován pomocí stavového 
vektoru x, obsahujícího pozici a vektor pohybu [x, y, dx, dy]. V tomto případě mluvíme o modelování 
trajektorie ve 2D prostoru, a to konkrétně v analyzovaném obraze a stejně tak v reálném světě.    
Vstupní informaci považujeme za zašumělé skrytým (Gausovským) šumem w. Na výstupu systému 
filtru získáváme vektor y, který je jednoduchou lineární observací (Markovovám procesem prvního 
řádu), zatížený šumem v. 
Model celého systému v čase t může ilustrovat Obrázek 4. 
 
 
 
 
 
 
 
 
 
 
Obrázek 4: Ilustrace dynamického procesu převzato z [29] 
 
          0,  
     !                         !  0, " 
(1) Dynamický model systému  
 
(2) Model měření (pozorování) 
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Obrázek 4 vyjadřuje dt zpoždění, A je matice přechodu stavu (z angl. state transition matrix). B je 
volitelná řídící matice (z angl. optional  control matrix) se vstupem u. C je matice měřených či 
pozorovaných hodnot normálního rozložení, Q a R  jsou kovarianční matice chyb (šumu) w a v. 
Založeno na Bajesovské pravděpodobnosti: 
#|  % , #  
6.2 Způsob výpočtu 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obrázek 5: Operace kalmanova filtru, kombinace modelu a rovnic. Přepracováno z [28] 
Iterativní proces kalmanova filtru prochází vždy dvěma stavy, stav predikce a stav korekce. Průchod 
stavy je řízen zpětnou vazbou. Když tento proces přeneseme do roviny pozorování objektu, můžeme 
činnost Kalmanova filtru tlumočit ve smyslu následujícího odstavce. 
 V případě, že máme k dispozici nové získané hodnoty ukazující polohu objektu v prostoru, 
provádíme aktualizaci filtru. Při aktualizaci se vypočtou nové hodnoty koeficientů s ohledem na nové 
měření. Filtr se tak přizpůsobuje novým naměřeným hodnotám. V dalším kroku pak můžeme provést 
předpověď nového stavu a kovarianční matice. V tomto okamžiku obsahuje stavový vektor 
predikované hodnoty polohy, rychlosti a zrychlení. Takovýto postup se opakuje v každém kroku, 
když jsou k dispozici údaje z měření. V takovýchto případech filtr poskytuje vždy nové predikované 
hodnoty stavového vektoru. 
Aktualizace času („Predict“) 
%  %   
#  #&   
1.)Předpoklad následujícího stavu  
2.)Předpoklad kovariační matice 
Aktualizace měřením („Correct“) 
  #'&'#'&  " 
%  %   ('% 
#  ) ( '# 
1.)Výpočet Kalmanova zisku  
2.)Aktualizace pomocí měření  yk  
3.)Aktualizace kovariační matice  
 
Počáteční odhad pro % * # 
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 Opačným případem je situace, kdy nemáme k dispozici nové měřené hodnoty, ale 
v zjišťování stavového prostoru potřebujeme pokračovat. Kalmanův filtr má schopnost provádět 
extrapolaci stavového vektoru i při nezadaných naměřených hodnotách. V takovém případě jsou 
nastaveny koeficienty Kalmanova zisku na 0.  Protože v tomto případě nemáme nový vstup, ze 
kterého je možné vypočítat zlepšení yk, je aktualizace odhadu stavového vektoru rovna 
extrapolovanému stavovému vektoru. Postupnou extrapolací hodnot se snižuje pravděpodobnost 
správné předpovědi filtru. Snižování kvality extrapolovaných hodnot se projevuje zvyšováním 
neurčitosti predikce, což odráží zvyšování hodnot kovarianční matice.  
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7 Klasifikace časoprostorových dat 
Od samotné definice časoprostorových dat přejdeme k pojmu klasifikace. K tomuto kroku nás vedou 
potřeby samotného získávání znalostí. V úvodu se seznámíme se samotným pojmem. Dále přejdeme 
na výběr vhodné metody pro strukturovaná data pohybujících se objektů a zmíníme problematiku 
vybraného algoritmu. 
7.1 Klasifikace obecně 
Nyní si blíže představíme definici klasifikace. Dle [11] je klasifikace obecně proces, který umožní 
přiřazovat data na základě jejich vlastností do jistých tříd, kterých je konečný počet. Dále se ve 
stejném zdroji vyskytuje i definice pro predikci. Predikce je dalším procesem, který umožní 
přiřazovat datům hodnoty, které mají obecně spojitý charakter. Predikce je proces pro předpověd jisté 
hodnoty spojitého charakteru pro daný objekt.  
 
Obrázek 6: Klasifikace 
 V dokumentu [24] jsou děleny klasifikační metody podle různých hledisek. Klasifikační 
proces je sestaven ze dvou fází. První fází je fáze učení, druhá fáze se nazývá fáze testování. S fázemi 
jsou spojeny trénovací a testovací množina dat. Trénovací množina tvoří vstup klasifikátoru, jehož 
úkolem je zjištění klasifikačních pravidel.  
Problémy klasifikace jsou často spojeny s umělou inteligencí, konkrétně se strojovým učením. 
Pro strojové učení jsou dostupné efektivní algoritmy hledání lineárních hranic tříd (např. neuronové 
sítě) a složité algoritmy pro hledání obecně nelineárních funkcí hranic pro oddělení tříd. Nevýhodou 
neuronových sítí je možnost uváznutí při nastavování vysokého počtu vah [19].  
Mezi další metody patří podpůrné vektory (support vector machines, SVM), které tvoří určitou 
kategorii tzv. jádrových algoritmů (kernel machines). Tyto metody se snaží využít výhody 
poskytované efektivními algoritmy pro nalezení lineární hranice a zároveň jsou schopny 
reprezentovat vysoce složité nelineární funkce pro oddělení tříd. Touto metodou se budeme podrobně 
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zabývat v následující kapitole. Pokud uživatelé nejsou dostatečně seznámeni s metodou SVM mohou 
dosahovat nepřesných výsledků. Z tohoto důvodu mohou někteří lidé pokládat SVM za příliš 
komplikovanou a nepřesnou metodu ve srovnání s neuronovými sítěmi.   
7.2 Support vector machines 
Hlavní výhodou je schopnost zpracovávat data o velkém počtu atributů. Takový prospěch je zmíněn 
v [7]. V následující kapitole je přiblížen teoretický základ této klasifikační metody. V dalších částech 
jsou vyzvednuty hlavní výhody a nastíněny známé nevýhody a problémy. Dále zde bude rozebíráno 
možné řešení pro dosahování co nejpřesnějších výsledků. 
SVM může být použit jak pro klasifikaci, tak i pro řešení problémů regrese. Hlavní myšlenkou 
je jádrová transformace prostoru příznaků dat do prostoru transformovaných příznaků typicky vyšší 
dimenze. Jádrová transformace nám umožňuje převést původně lineárně neseparovatelnou úlohu na 
úlohu lineárně separovatelnou.  
SVM je populární technika pro klasifikaci, nicméně při nezkušenosti a neznalosti SVM a 
konkrétní aplikační domény, můžeme často docházet k neuspokojivým výsledkům, protože můžeme 
vynechat jednoduché, ale důležité kroky. Opodstatnění dalšího postupu bude podporovat následující 
teoretický základ. 
7.3 Binární klasifikace 
Klasifikační úlohy jsou spojeny s existencí trénovacích a testovacích dat. Každá instance trénovacích 
dat obsahuje jednu cílovou hodnotu (v angl. „target value“) označující příslušnost instance do třídy. 
Dále instance obsahuje několik atributů - rysů (v angl. „features“). Cílem SVM je vytvoření modelu, 
který předpovídá příslušnost do jednotlivé třídy instancí, na základě atributů instance. Daná trénovací 
množina je dána označenými instancemi jako dvojice:  
x,, y,, i  1,… , l kde x, 5 R7  a y 5 91,(1:;                                            ( 2 ) 
Dále uvažujme binární klasifikační, problém lineární oddělitelnosti. Obrázek 7 obsahuje třídy, které 
jsou rozlišeny použitím černých a bílých kruhů. Klasifikační funkce je: 
                                                 fx  signw A x ( b                                                              ( 3 ) 
Kde vektor w určuje úhel, číslo b určuje posunutí oddělující roviny a bodu reprezentujícího vzorek. 
Takto vznikne nekonečně mnoho oddělujících rovin. My pravděpodobně chceme vybrat, nalézt 
takovou rovinu, která i při malé změně pozice bodu zajistí jeho správnou klasifikaci. Hledáme tak co 
největší okraj mezi oběma třídami. 
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Pro řešení problémů můžeme využít separujících rovin. Rovina odděluje třídy, pokud všechny 
body v takové třídě jsou na jedné straně roviny. Oddělující rovina je odsouvána, tak aby se dotýkala 
malého počtu bodů (nazývané podporující vektory, angl. support vector) každé třídy. Cílem je 
maximalizovat okraje mezi dvěma podporujícími rovinami. Pro toto existuje efektivní algoritmus 
SVM. Výsledkem je separující rovina, která je určena pouze několika málo body, které se jí dotýkají. 
 
 
Obrázek 7: Support vector, převzato z [19] 
Druhou cestou je konstrukce oddělujících roviny využívající konvexní obálky (viz Obrázek 
8 c.), vpravo). Rovinu lze budovat obou základních konceptů. Najdeme nejbližší body p a q. 
Požadavek na oddělující rovinu je, aby rozdělovala spojnici těchto bodů: w=q-p.  Nejtěsnější body 
tvořící obálku a jsou určeny z několika datových bodů. Tyto body jsou vždy shodné v obou 
přístupech. Pro nalezení nejtěsnějších bodů se musí vyřešit kvadratický problém, který je zmíněný v 
[7]. 
 
Obrázek 8: Binární klasifikace, převzato z [7] 
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Obecně se ale setkáváme s daty lineárně neseparovatelnými. Pro nelineárně separovatelné 
problémy se hledá transformační funkce θ pro převedení do lineárně separovatelného problému. Tato 
funkce je ale nelineární a zvyšuje počet dimenzí oproti původnímu. Následuje transformační a 
klasifikační funkce: 
                                              C: " E "F,G H I                                                             ( 4 ) 
                                              fx,  signw A θx,  b                                                         ( 5 )                                
Vektor xi je mapován do více (možná nekonečně) dimensionálního prostoru. Po té SVM hledá 
hyperplochu lineárně oddělující s maximálními okraji v tomto vícerozměrném prostoru. Problémem 
je přílišná složitost transformační funkce, její řešení je příliš výpočetně náročné. Optimalizací 
výpočtu jsou jádrové funkce.  
7.4 Jádrová funkce 
Jádro nabízí jednoduší cestu pro práci se složitě separovatelnými daty. Jádro je vždy voleno tak, aby 
bylo schopné ovládat zpracovávaný typ dat. Jádro pak slouží jako pozadí pro samotný dolovací 
algoritmus. Definice jádra musí odrážet sémantiku pracovní domény. Jak již bylo zmíněno, předchozí 
transformace je výpočetně náročná. A tento problém řeší jádro, respektive jádrové funkce:  
                                                 C · C!  !,                                                                           ( 6 ) 
Z pravidla každý algoritmus pro svou práci potřebuje nějaké konfigurační parametry. Například 
u neuronových sítí je nutné nastavovat počty skrytých vrstev či počty neuronů v jednotlivých 
vrstvách. Podobně je tomu i u SVM. Nastavení parametrů není triviální. Možný rozsah hodnot pro 
nastavení může být velmi veliký, někdy nekonečný. V [25] autor definuje, že SVM je v terminologii 
neuronových sítí síť s jednou skrytou vrstvou tvořenou jádrovými jednotkami a s jednou prahovou 
výstupní jednotkou. Proto podobně jako u neuronové sítě můžeme mluvit o mechanismus strojového 
učení, konkrétně o křížové validaci (cross validation). Jedním z podceňovaných parametrů je 
parametr penalty chybového ohodnocení C>0 (v angl. penalty parameter).  Parametr řídí flexibilitu 
klasifikace. Model SVM tímto parametrem řídí možnost poměr chybné klasifikace tím přesnost 
oddělujících hranic dvou tříd. Nízká hodnota dovoluje klasifikátoru dělat chyby, to znamená, že 
klasifikátor dělá chyby, které ho moc nestojí (chyby chápe jako málo závažné). Zvyšující se hodnota 
C zvyšuje cenu chybné klasifikace a vynutí si tak vytvoření přesnějšího modelu, který však nemusí 
být dostatečně obecný. 
Algoritmus SVM je stále ve vývoji, kde se hledá optimální jádrová funkce a konkrétně 
vhodnost jejího použití v konkrétní aplikační doméně. V současné době se můžeme setkat 
s následujícími typy jádrových funkcí: 
 
Lineární:  
  
 
27 
 
Kx,, xM  x,NxM                                                                 ( 7 ) 
Polynomiální:  
Kx,, xM  γx,NxM  rQ, γ R 0                                                    ( 8 ) 
Radiální bázová funkce (RBF): 
Kx,, xM  exp T(γUx, ( xMU
VW , γ R 0                                            ( 9 ) 
Sigmoid: 
Kx,, xM  tanhγx,NxM  r                                                     ( 10 ) 
Kde γ, r a d jsou jádrové parametry. 
V [27] jsou publikovány základní příklady z reálného světa. Autor zde prezentuje výsledky 2 
příkladů, kde má k dispozici vstupní data a výsledky z úloh klasifikace. Autor zde řeší problémy jak 
získávat lepší výsledky, tedy zlepšovat výkon klasifikační úlohy. Mezi nejzákladnější postupy při 
získávání znalostí patří tyto následující: 
1. Transformace dat do formátu vhodného pro software implementující SVM. 
2. Náhodný výběr několika jader a parametrů těchto jader 
Problémem je tedy jaký typ jádra vybrat nejdříve. Pro nejvhodnější volbu jádra se dle [27] doporučuje 
volit právě RBF. Jádro RBF nelineárně mapuje vzorky do vícedimenzionálního prostoru tak, že na 
rozdíl od lineárního jádra, může být použit v případě, že relace mezi třídou a atributy je nelineární. 
Mimo to, lineární jádro je speciálním případem RBF jak ukazuje [27], lineární jádro 
s parametrem C má stejný výkon jako RBF jádro se stejným parametrem C. Navíc výsledky 
sigmoid jádra jsou pro jistý parametr stejné jako RBF.  Druhým důvodem je počet vybraných 
hyperparametrů, které tvoří komplexní model klasifikátoru. Polynomiální jádro má více 
hyperparametrů než RBF. 
  Na závěr, RBF jádro je méně výpočetně náročné. Jeden klíčový bod je 0<Kij≤1 
v porovnání s polynomiálním jádrem, jehož hodnoty mohou jít do nekonečna γx,NxM  r R 1 
nebo při velkém stupni polynomu k nule γx,NxM  r Z 1. Navíc musíme počítat, že sigmoid 
jádro je neplatné pro některé parametry. Ačkoliv zde jsou nějaké situace, kdy RBF není řešení. 
Zejména když počet rysů je velmi velký, musí se použít lineární jádro. V takovém případě nemusíme 
data mapovat do vysoce dimenzionálního. To znamená, že nelineární mapování nezvyšuje výkon.  
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8 OO/OR dolování dat 
V kapitole, kde jsme se zabývali získáváním znalostí z databází, bylo zmíněno neustálé zvyšování 
popularity o tento obor. Společně s rozvojem objektově-orientovaných a objektově-relačních databází 
nově vzniká potřeba získávat z tohoto typu uložených dat další znalosti a tato data automatizovaným 
způsobem analyzovat a zpracovávat. Ovšem komplexnost těchto nových dat zamezuje použití 
standardních metod pro získávání znalostí. Důležitým požadavkem pro úspěšný proces získávání 
znalostí je porozumění konkrétnímu typu dat a vhodný výběr prostředků a metod pro manipulaci 
s daty. Vhodným konkrétním řešením byla potřeba navrhnout framework pro dolování v biologických 
datech, jak přibližovala kapitola 2.4. V naší budoucí práci se budeme zajímat o získávání znalostí 
z pohybujících se objektů, konkrétně z dat získaných z dohledových kamer. 
 Na vlastní možnou složitou strukturovanost objektově-relačních dat poukazovala předchozí 
kapitola. A proto vzniká požadavek na vznik sofistikovanějších metod pro dolování v takto 
komplexních datech. Nabízí se zde možnost použití například metod logického induktivního 
programování (ILP)[34]. Nicméně tyto metody nevedou přímo k samotnému řešení našeho problému. 
Metody stejně vyžadují velké úsilí a zkušenosti uživatele. Ten musí vždy definovat základní znalosti 
popisující daná data. Z jiné strany pohledu dle [7] jsou tyto systémy vyvíjeny speciálně pro 
objektově-orientované nebo objektově relační data, a to buď modifikací ILP metod nebo vývojem 
naprosto nové metody. Příkladem může být použití informace o datovém modelu a schématu 
databáze. Dnešním cílem je získat model přímo ze samotné databáze, aby uživatel nemusel nic 
specifikovat. 
V následující kapitole jsou rozebírány některé existující práce zabývající se získáváním 
znalostí z objektově-orientovaných a objektově-relačních dat.  
8.1  Model objektové kostky.  
Autoři[10] ve své práci využívají metodiku generalizačně založeného dolování dat využívající model 
objektové kostky. Postup využívající tuto metodiku se může popsat v několika krocích. Po získání 
relevantních dat z databáze, jsou komplexní datové objekty generalizovány použitím vyvinutých 
generalizačních operátorů. Po té generalizace, založená na objektové kostce, generuje kompaktní 
datovou kostku. 
Datová kostka (nebo lépe multidimenzionální databáze) je databáze, která obsahuje malý počet 
dimenzí a velký počet faktů. Objektová kostka je definována jako kostka sestavená na vrcholu 
generalizované třídy v objektově orientované databázi. Generalizovaná třída obsahuje generalizované 
atributy, které jsou generovány pomocí (eventuálně opakující se) aplikace generalizačních operátorů. 
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Tyto atributy jsou použity jako dimenze objektové kostky. Tato kostka slouží k dolování několika 
druhů znalostních pravidel.  
Generalizační operátory jsou navrženy pro různé komponenty komplexních objektů, jako jsou 
identifikátory, jednoduché vlastnosti, struktury atd.  Příkladem takovýchto operátorů mohou být 
následující: 
1. Generalizace identifikátorů a hierarchie tříd – Objekty ze své podstaty jsou 
organizovány do tříd a třídy vytvářejí hierarchii tříd. Tudíž identifikátory jsou nejprve 
generalizovány na jméno třídy. Po té je třída generalizována na jméno její nadtřídy. 
2. Generalizace atributů jednoduchých datových typů – Jednoduché atributy mohou být 
numerické nebo kategorické. Kategorické atributy často vyžadují nějaký konceptuální 
model, který musí být před generalizací známý. Různé úrovně takového konceptu 
musejí být seřazeny podle úrovně abstrakce, kterou hodnoty vyjadřují. Například, když 
máme atribut vztahující se k nějaké lokalitě, generalizuje se například cestou 
Brno=>Morava=>Česká republika=>Evropa. Tento koncept hierarchií je explicitně 
definován nebo je odvozen ze znalostí uložených někde jinde. Generalizace 
numerických atributů může být více automatizovaná, např. shlukováním hodnot 
atributů do intervalů. 
3. Generalizace strukturovaných dat – Zde se jedná o složitě strukturované hodnotové 
atributy zahrnující seznamy a kolekce. Kolekce v tomto případě mohou být 
generalizovány do vyšší úrovně konceptu, ve kterém zůstává pořád kolekcí. Za druhé, 
je možné odvodit základní chování kolekce, například počet prvků. V tomto případě je 
výsledkem generalizace jednoduchý atribut, Generalizace seznamů je podobná 
generalizaci kolekcí, mimo to se musí brát ohled na pořadí jednotlivých elementů. 
Seznam může být generalizován na list, kolekci nebo jednoduchou hodnotu. 
4. Generalizace používající agregaci a aproximaci – Technika používaná často pro 
generalizaci atributů obsahující velmi velký počtem hodnot, složitých struktur, 
prostorových a multimediálních dat. Typickým představitelem jsou právě prostorová 
data, kde si můžeme představit generalizaci geografických bodů do regionů shluků. 
Generalizací je potom počet, určující do kolika různých oblastí objekt náleží. Dle 
významu prostorových dat se hledají jiné i jiné agregační funkce odpovídající 
potřebám toho konkrétního problému dolování. Další jiný příklad může ilustrovat 
způsob aproximace. Máme sledovanou plochu a většina sledované rozlohy náleží do 
jedné oblasti, potom může být ta menšinová část náležící do jiné ignorována. Plocha je 
tak aproximována pouze do jedné majoritní oblasti. V případě multimediálních dat se 
často přistupuje k extrakci podstatných rysů nebo vzorů. Příkladem může být obrázek, 
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ze kterého v základu můžeme extrahovat velikost nebo například barvu obsažených 
objektů.  
5. Generalizace zděděných a odvozených vlastností -  To tyto dva případy se generalizují 
jednou cestou. Generalizace vlastností odvozených z aplikačních metod je, ale obvykle 
složitější. V některých případech mohou být kódovány jako nové metody vykonávající 
generalizaci. Tyto nové generalizované metody musejí být implementovány 
aplikačními programátory, kteří rozumí té dané doméně. Druhou a tou jednodušší 
metodou je generalizace dat generovaných metodami v aplikaci. Otázka relevance 
množiny dat je generována aplikací metod. A poté je tato množina dat generalizována 
cestou, kterou nabízejí výše zmíněné přístupy. 
6. Generalizace kompozice hierarchie tříd – Atributy objektů mohou odkazovat na jiné 
objekty, jejichž atributy mohou odkazovat na další objekty. Toto můžeme 
reprezentovat diagramem tříd[35], jedná se nám o reprezentaci hierarchie složení tříd. 
Sekvence referencí může být velmi dlouhá. V mnoha případech může být důležitost 
složitě referencovaných dat nízká. Proto generalizace objektů bývá vykonávána hlavně 
na vlastních hodnotách a na hodnotách atributů objektů z něj referencovaných (tj. bere 
se v úvahu pouze jedna úroveň zanoření). 
Jak jsme mohli vidět, v mnoha případech koncept hierarchií je nutný pro generalizační proces. 
V některých případech, jako třeba u identifikátorů objektů, je dostatečné použití hierarchie třída-
podtřída. Bohužel v odlišných případech jako jsou například hodnoty kategorických atributů třídy, je 
nutné definovat koncept specifický pro danou aplikační doménu. 
 Během generalizačního procesu všechny komplexní struktury jsou generalizovány do 
jednoduchých a podobných struktur. Po té generalizovaná databáze obsahuje podobnou strukturu jako 
relační databáze. Protože model objektové kostky může být dále generalizován, může být několik 
druhů pravidel odvozeno právě z něj. Předně jsou dolovací algoritmy založeny na standardních 
algoritmech a obsahují nějaké drobné modifikace umožňující práci nad objektovou datovou kostkou.  
Metody založené na generalizaci poskytují dobré výsledky při získávání znalostí na vysoké 
konceptuální úrovni. Nicméně v mnoha případech je nutné získávat znalosti na úrovni nízké. Pro tyto 
případy nejsou použitelné. Další nevýhodou je, ne vždy dostupný konceptuální model tříd a s tím jsou 
spojeny problémy korektního nadefinování generalizačních operátorů. 
8.2  Asociační analýza  
V úvodní kapitole této práce jsem se zmínil o asociační analýze. Asociační analýza je získávání 
asociačních pravidel hledá zajímavé asociace nebo korelace nad velkými množinami datových 
položek. Asociační pravidla odkrývají zajímavé vztahy mezi položkami v daném vzorku dat. 
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Z našeho pohledu časoprostorových dat se můžeme hledat asociační pravidla v následujícím tvaru: 
„Objekt který vstoupí vstupní halou stanice metra a zároveň se pohybuje velmi rychle přeskočí 
turniket bez zaplacení jízdného“ 
V [7] je prezentován objektově-orientovaný přístup pro dolování víceúrovňových asociačních 
pravidel. Tato metoda však není schopná zvládnout všechny rysy objektově orientovaných dat. Přesto 
se pro získávání znalostí využívá jejich vlastností. Tato metoda umí pracovat s dědičností tříd, 
různým počtem atributů a různými typy těchto atributů. Velkou nevýhodou je to, že neumí pracovat 
se strukturovanými hodnotami atributů - s kolekcemi.  
 Asociační pravidla jsou dolována v kontextu víceúrovňového hierarchického konceptu. To 
můžeme chápat jako rozšíření metod pro dolování jednoduchých pravidel. Data mining na 
jednoduché konceptuální úrovni umí získávat jenom jednoduchá pravidla. Na nižších úrovních 
hierarchie se mluví o víceúrovňových asociačních pravidlech. Získáváme tak pravidla ze všech 
různých úrovní. 
Problém jednoduchých struktur v relačních databázích spočívá v modelu s pevně definovanou 
sémantikou. Koncept takto dané hierarchie musí být velmi často specifikován experty a ten je 
využíván v dolovacím software. Proto nemůže být použit uživatelem k dotazování na  databázi. Další 
problém je vložení nové položky do databáze aniž by se to odrazilo v hierarchii. Vedle tohoto 
v relačním modelu dat musí mít všechny položky databáze stejný počet atributů, a to je v mnoha 
případech problematické a neodpovídá to realitě. 
 Objektově relační přístup řeší výše zmíněné problémy. Hierarchie tříd jsou použity jako 
koncept hierarchií. Přístup do hierarchie máme jednotný, který nám poskytuje objektově orientovaný 
dotazovací jazyk.  Nemůže se zde přihodit to, že by nová instance nebyla zařazena do hierarchie, 
protože každý objekt (instance) náleží do nějaké třídy. Dále každá třída může mít libovolný počet 
atributů, což řeší omezující problém stejného počtu atributů všech položek. 
Základní algoritmy zabývající se získáváním asociačních pravidel z objektově relačních 
databází obohacují proces získávání znalostí o adaptivní zjišťování struktury databáze. Takto jsou 
tyto algoritmy schopné získávat asociační pravidla z instancí na více úrovních z jedné nebo více 
hierarchií. Tento přístup však není vhodný pro libovolná objektově orientovaná data, více v[7]. Tato 
kapitola měla být náhledem do možností získávání asociačních pravidel, v naší další práci se budeme 
zabývat pouze klasifikací. 
8.3 Náhled do dalších prací  
Zajímavým oborem je získávání znalostí z deduktivních objektově relačních databází. Deduktivní 
pravidla jsou zde použita pro definici odvozených tříd a hodnot odvozených atributů. V tomto případě 
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je zde vyjasněno jak spravovat strukturované typy v podobě kolekcí a jak spravovat složené hodnoty 
atributů a metod. 
Nová třída v tomto typu databází může být vytvořena pomocí specializace existující třídy 
(např. specializací hodnoty stejného atributu), generalizací několika tříd (nové třídy jsou 
reprezentovány nějakou původní třídou) nebo generováním nových objektů (např. generováním nové 
třídy rodina reprezentující dvojici objektů z třídy osoba). Takto je umožněno kombinovat specializaci 
a generalizaci. 
V [11] je prezentován objektově-centralizovaný jazyk NOOS. Tento jazyk je vyvinut pro řešení 
problému integrace řešení a učení. Model tohoto jazyka zahrnuje tři kategorie: doménové znalosti, 
znalosti z řešeného problému a metaúrovňové znalosti. Kategorie doménových znalostí specifikují 
množinu konceptů s jejich rysy a relacemi mezi rysy. Řešený problém je modelován jako úloha, která 
pro své řešení používá metod. Metody mohou být rozloženy do podúloh, které mohou být dále 
složeny z dalších úloh.  Metaúrovňové znalosti jsou znalosti o znalosti domény a o řešeném 
problému. Jedná se zde o modely konceptu, relacích, úlohách a metodách. Metaúrovňové znalosti 
zahrnují preference pro vytváření modelu rozhodování, např. kritéria pro preferování nějaké metody 
před jinou metodou dané úlohy. Tyto znalosti se využívají jako podpora pro řešený problém. Více 
informací lze nalézt právě v odkazované literatuře. 
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9 Organizace databáze pohybujících se 
objektů 
V této kapitole se budeme zabývat samotnou databází pohybujících se objektů. Proto, aby bylo možné 
tuto databázi navrhnout, je nutné rozumět konkrétním informacím o sledovaných pohybujících se 
objektech. Budeme sledovat jejich vlastnosti a vztahy. Tyto znalosti pak budou tvořit koncept, který 
bude typický pro naši aplikační doménu.  
9.1 Sémantika pohybujících se objektů 
Pro naši práci je důležité porozumět sémantice pohybujících se objektů, významu dostupných dat 
z hlediska dalšího využití. Náš případ kamerového dohledového systému stanic metra produkuje 
informace o pohybu cestujících metrem.  V základu máme dostupné informace o výskytu osob 
v jednotlivých zaznamenaných snímcích. Zatímco ze zaběhnutých systémů jako je například GPS, 
kde můžeme celkem stabilně sledovat a zaznamenávat polohu pevně identifikovaných objektů, je o to 
získávání polohy a samotné identity objektu z obrazu kamer složitější. Podrobněji zpracovávání 
dohledovými kamerami bude přiblíženo v kapitole 10.1.  
Co nás z hlediska práce zajímá, je potřeba umět odpovídat na dotazy týkající se samotného 
pohybu v prostoru. Jedná se nám o dotazy typu: „Která osoba vstoupila do stanice metra v době xy?“ 
nebo např.: „Kdo opustil stanici právě před hodinou?“. Na vyšší úrovni pak můžeme definovat 
následující dotaz: „Najdi místo, kde se potkává nejvíce návštěvníků metra.“ Obrázek 9 přináší pohled 
na reprezentaci pohybujícího se objektu. 
Obrázek 9 b ukazuje časově-prostorovou oblast znázorněnou kvádrem. Tento kvádr se často ve 
spojení s časoprostorovými daty nazývá kostka. Na obrázku je dále znázorněno několik trajektorií 
(uvnitř kostky). Čas zde plyne v dopředném směru a vrchol kostky znázorňuje čas posledního 
záznamu. Pokračování kostky je naznačeno čárkovanou čarou. 
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Obrázek 9: Zvolená reprezentace pohybujícího se objektu. a.) trajektorie, b.) několik detekovaných 
trajektorií v ohraničeném prostoru převzato z [36]. 
 
9.2 Vlastnosti a metody 
Trajektorie je v našem případě charakterizována množinou různých vlastností závisejících na 
požadavcích dané aplikační domény. Pro náš případ vycházíme z předchozí kapitoly a vybíráme 
vlastnosti shrnující následující seznam: 
1. Rychlost pohybu 
2. Směr pohybu  
3. Plocha objektu 
4. Uražená vzdálenost 
5. Doba, za kterou cestoval 
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Dále pro trajektorie budeme mít definované relace. Tyto budou dvojího typu. Relace trajektorií 
k jejich prostoru na relace k jiným trajektoriím: 
1. Relace mezi trajektorií a prostorem jejího pohybu. Trajektorie mohou mít 
relace s jinými prostorovými objekty. Těmito objekty můžeme nazvat objekty 
infrastruktury sledovaného prostředí. Tím může být například vchod do stanice metra, 
turniket, automat na jízdenky apod. Jinými objekty, se kterými se setkáváme, jsou 
imaginárními objekty. Těmito objekty mohou být například zóny v prostoru jako 
například diskrétní zóny u automatů, ochranné pásmo na nástupišti u kolejiště apod. 
Přidáním temporálního charakteru (časové složky) získáváme z takto vyjmenovaných 
oblastí 3D oblasti (prostor) a budeme je dále nazývat časoprostorová kostka (v angl. 
spatio-temporal cube, zkráceně STCube). Obrázek 10 nám ilustruje vztahy mezi 
kostkou a objekty. Objekt tedy může:  
a. Zůstat vevnitř (stay) – pokud trajektorie zůstává ve všech časových okamžicích 
v dotazované oblasti  
b. Minout (bypass) – pokud trajektorie mine dotazovanou oblast 
c. Opustit (leave) – pokud trajektorie opustí dotazovanou oblast 
d. Vstoupit (enter) – pokud trajektorie vstupuje do oblasti zájmu  
e. Křížit (cross) – pokud trajektorie kříží oblast zájmu (tj. trajektorie v určitém 
čase projde dotazovanou plochou) 
 
Obrázek 10: Vztah trajektorie a prostoru, převzato z [36] 
 
2. Vztahy mezi trajektoriemi. 
a. Průnik (intersect) – indikuje, že pohybující se objekt potkal jiný objekt 
(trajektorie se objektů se zkřížily) 
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b. Sloučení (meet) – tento vztah nastane, pokud se dvě trajektorie spojí v jednu 
(objekty pokračují po shodné trajektorii) 
c. Rozdělení (merge) – tento jev je opakem předchozího, tj. pokud se objekty 
pohybující se po stejné trajektorii začnou pohybovat po různých. 
d. Rovnost (equal) – tento jev nastává, pokud celý pohyb dvou objektů je po 
stejné trajektorii (tj. všechny body jsou stejné ve všech časech)  
 
Obrázek 11: Vztahy trajektorií, převzato z [36] 
Obrázek 11 obsahuje mimo definovaných vztah far. V literatuře [36] a podobné zabývající 
probíranou tématikou můžeme narazit právě na vztah vzdálený (far) nebo blízký (near). Tyto vztahy 
trajektorií říkají, že trajektorie je vzdálená resp. Blízká jiné dotazované trajektorii. Musíme ale 
poznamenat, že koncept blízký/vzdáleny je citlivý na kontext, ve kterém je použit, záleží na konkrétní 
aplikační doméně. Na příklad, co je blízké pro dvě letadla, je pro dvě auta vzdálené a ještě vzdálenější 
pro dva chodce. V této práci se zabýváme pouze základními vztahy uvedenými v seznamu, které 
pokryjí naši aplikační doménu dostatečně. 
Pokud budeme mít výše definované operace k dispozici, můžeme je jednoduchým způsobem 
kombinovat pro dotazy typu: „Který chodec opustil plochu X po 12 hodině a současně se před tím 
setkal s objektem z?“  
9.3 Koncept perzistentní vrstvy 
Různé koncepty zabývající se prezentováním trajektoriím definovaným v předcházející sekci 
potřebují být organizovány základní datového modelu databáze pohybujících se objektů (v angl. 
Moving object database MOD). Pro konceptuální reprezentaci používáme diagram tříd z UML [35].  
Protože základním faktem konceptu je pohyb, mění se průběžně všechny vlastnosti zahrnutého 
objektu v databázi. Touto vlastností může být například rychlost chodce (nebo jiného sledovaného 
objektu), vzájemné vztahy mezi objekty, jako je vzdálenost či blízkost. Z těchto případů nám to 
zpřístupňují funkce nebo operátory na objektech. Kdybychom definovali funkci far, získáváme 
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booleovskou odpověď hodnotu (TRUE/FALSE) o tom zda je objekt od daného blízko či ne. Operace 
jsou tak služby poskytované pohybujícím se objektem. Prvky diagramu tříd modeluje a zachycuje 
zahrnutou sémantiku časově prostorových dat, se kterými se bude dále pracovat. 
 
Obrázek 12: Konceptuální diagram tříd 
Konceptuální model tříd obsahuje třídu Trajektorie. Trajektorie pohybujícího se objektu se 
skládá z kolekce stavů objektu. Vazba na diagramu je modelována kompozicí. Za vytvoření stavu 
trajektorie odpovídá samotná trajektorie. Stav trajektorie nemá sám o sobě žádný význam a je úzce 
vázán na existenci trajektorie. Protože budeme dále pracovat s trajektoriemi získanými z pohybu 
objektů v prostoru dohledových kamer, tedy z videozáznamu je u trajektorie mimo jejího 
identifikátoru (id) veden atribut vztahující se ke zdrojovému videu. Tento atribut by sloužil pro další 
analytické metody v případě analýz z více různých záznamů.  
 Stav trajektorie obsahuje atribut frame, tento atribut je časovou složkou a je určen číslem 
snímku videa, ze kterého byl stav trajektorie získán. Atribut position určuje polohu objektu 
v prostoru. Tato pozice je modelována bodem ve dvourozměrném prostoru. Pozici v tomto modelu 
vzhledem k další implementaci v databázi Oracle modelujeme ADT SDO_GEOMETRY. Dalšími 
atributy je samotná geometrie objektu, atribut geometry a změna pozice diff. Geometrie objektu je 
obecně reprezentovaná obdélníkem. Změna pozice je reprezentována bodem v prostoru změn 
rychlostí. Pro oba tyto atributy je opět použit ADT SDO_GEOMETRY. 
 Obě třídy implementují operace, jejichž sémantika byla probrána v předchozí kapitole 9.2. 
Pro podporu těchto operací je ještě definována třída STCube. Mezi atributy časoprostorové kostky 
patří interval času (zde reprezentováno dvěma atributy a to min_time a max_time). Z pohledu STCube 
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interval určuje spodní a horní hranici kostky. Velikost intervalu je výškou kostky. Dalším atributem je 
prostorová složka space. Prostor určuje umístění základny kostky v dohledovém prostoru. 
 V kapitole 4.6 jsme se zabývali možnými přístupy pro indexaci dat uložených v databázi. 
V této části se podíváme na konkrétní řešení této problematiky. S ohledem na princip navrhnutých 
metod se nabízí možné řešení. Množina navrhnutých zabudovaných metod do ADT Trajektorie a 
Stavu trajektorie nám nabízí základ pro potřeby časově prostorového dotazování. V definici datových 
typů se vychází z oddělené složky času a prostoru. Ve stejném duchu se nabízí i možnost indexování. 
V našem případě byla vybrána databáze Oracle. Definované prostorové dotazy metody ADT 
SDO_GEOMETRY vyžadují definici indexu. Výše definované metody vystihující vzájemné vztahy 
prostoru a trajektorie a vzájemné vztahy trajektorií vycházejí z polohy objektu v prostoru. Prostorový 
index typu MDSYS.SPATIAL_INDEX je tak vytvořen nad atributem position.  Zmíněné metody dále 
pracují s časovou složkou, nad ní je také ustaven samostatný index. 
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10 Prostředky pro získávání znalostí 
V této kapitole se budu věnovat prostředkům, které použiji pro získávání znalostí, konkrétně pro 
implementaci klasifikační metody nad časově-prostorovými daty.  
Dnes máme k dispozici mnoho volně dostupných nástrojů pro získávání znalostí. Tyto 
prostředky ve většině případů poskytují svým uživatelům velmi pestrou škálu funkcí. Dále na trhu 
můžeme narazit i na nástroje komerční. Mezi ty volně dostupné, které je možné použít, můžeme 
zařadit produkt Rapid Miner [37]. Dalším produktem, který pro implementaci získávání znalostí 
použijeme, je Oracle Data Miner. Tyto produkty jsou univerzálním nástrojem pro získávání znalostí a 
jsou vybrány z toho důvodu, že poskytují prostředky pro dolování pomocí algoritmu SVM. Pro 
získávání znalostí bude dále používána knihovna libSVM [33]. Mezi komerční produkty, můžeme 
zařadit např. produkt od fy. SAS a to konkrétně SAS Enterprise Miner [38].   
Síla vývoje RapidMineru (dříve pod názvem Yale) jako open-source aplikace jej pozvedla na 
nejpoužívanější nástroj pro data mining a prediktivní analýzu na celém světě. Za jeho vývojem stojí 
společnost Rapid-I Controls[37]. Další výhodou je jeho implementace v jazyce Java, což zaručuje 
jeho platformovou nezávislost.  
Další používaný nástroj je Oracle Data Miner (ODM). Tento nástroj pochází z dílny 
společnosti Oracle. ODM je nyní ve verzi 11g je vázán na stejnou verzi databáze Oracle, tedy 11g.  
Nástroj dovoluje řešení problémů klasifikace, mimo jiné, pomocí SVM. ODM podporuje dva typy 
jader a to lineární a nelineární (Gausovské). Záznamy dat s n atributy je chápán jako bod v n-
dimenzionálním prostoru. Přesně podle probrané teorie v kapitole 7.3, kde se hledá lineární resp. 
nelineární hyperplocha oddělující jednotlivé třídy.   
Poslední použitou technologií je knihovna libSVM, která poskytuje flexibilním způsobem 
prostředky pro získávání znalostí založené právě na algoritmu SVM. Tato poměrně nová 
knihovna, jež je v současné době nově dostupná ve verzi 2.86 (uvolněno v dubnu 2008, při 
implementaci použita verze 2.85). Knihovna je pro účely použita v implementované aplikaci a díky 
tomu je možné využít všech vlastností, které SVM nabízí. Přehled použitých funkcí knihovny je 
uveden v příloze č. 2.  
Mezi hlavní výhody této knihovny patří využitelnost právě pro získávání znalostí z objektově 
relačních databází a je v tom, že poskytuje prostředky i pro klasifikaci dat s různými počty rysů. Toto 
využijeme na konkrétním případu trajektorií pohybujících se objektů, které se neskládají ze stejného 
počtu stavů. Experimenty budou porovnávat výsledky jak s použitím pevného počtu atributů, tak 
s různým počtem. Musíme poznamenat, že předchozí dva nástroje, tj. ODM a RapidMiner pracují 
konvenčním způsobem. Tímto je myšleno to, že vycházejí z relačních dat, kde samotný proces 
dolování probíhá na množině dat, v níž každá položka má stejný počet atributů. 
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10.1 Zpracovávaná data 
 
Pro konkrétní experimenty na datech z reálného světa máme dostupná zpracovaná data z dohledových 
kamer. Konkrétně se systém zaměřuje na pohyb osob ve stanici metra. Pozorované objekty, 
návštěvníci metra jsou modelováni pomocí 3D modelu těla. Ten se skládá ze tří rotačních válců. 
Válce reprezentují hlavu, tělo a nohy. Mezi hlavní parametry modelu patří vlastnosti, jako je výška, 
rychlost.  
 
Obrázek 13: 3D model těla, převzato z [14] 
Každý pohybující se objekt je v modelu reprezentován vektorem: 
                                                  X   \x, x]  , y, y]  , H, α`a                                                               ( 11 ) 
(x,y) je pozice objektu v 3D prostrou.  
V  \x]  , y] `a    popisuje rychlost objektu. Hodnota charakterizuje velikost a směr. 
H označuje výšku  
α označuje orientaci těla 
 
S takto definovaným modelem přišel projekt CARETAKER [1] – Content Analysis and REtrieval 
Technologies to Apply Knowledge Extraction to massive Recording. Tento projekt se zaměřuje na 
získávání strukturovaných dat, která vznikají sbíráním dat přicházejících ze sítě dohledových kamer. 
Mimo dohledu a detekci bezpečnostních incidentů, může být tento systém zdrojem užitečných 
informací pro optimalizace využití zdrojů. Dalším vhodným využitím se nabízí v urbanistickém 
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plánování, jako podpora rozhodování, analýza chování klientů daného systému či pro řízení 
kritických situací. Projekt je stále ve vývoji a řeší problémy jako např. charakterizace a shlukování 
trajektorií chodců. 
Původně se předpokládalo, že o pohybujících se objektech bude dostupná informace o 
pohybu v předem známém prostoru. Pro klasifikační úlohu se předpokládalo, že budou známy polohy 
objektů a další zde prezentované údaje, které by odpovídaly výše zmíněnému modelu. Bohužel 
v rámci projektu Caretaker tato data nebyla dodána. Z hlediska potřeby testovat klasifikační metody 
na reálných datech bylo nutné sáhnout po jiném systému. Výchozím bodem bylo zpracovávání 
dostupných záznamů kamer z prostoru stanice metra v Římě. V tomto případě byly k dispozici 
videozáznamy, ze dvou kamer. Náhled do pozorovaného prostoru přináší následující obrázky: 
 
 
 
Video záznamy nebyly nijak zpracovány. Z tohoto důvodu bylo nutné věnovat se zpracovávání videa, 
tak, abychom získali trajektorie jednotlivých objektů. Pro zpracování videa bylo použito algoritmu 
sledování videa OpenCV [39] . 
10.2 Aplikace pro zpracování dat a jejich 
klasifikaci 
V této kapitole se zmíním o aplikaci implementované jako součást této diplomové práce. Aplikace je 
tak nedílnou součástí a slouží jako základní podpora pro všechny procesy získávání znalostí 
z databází. Implementace aplikace zahrnuje prostředky pro zpracovávání dat formátu zmíněného 
v předcházející kapitole 10.3. Dále aplikace zahrnuje prostředky pro komunikaci s databází. Mezi 
další části aplikace patří vizualizace dostupných dat. Nejdůležitější částí aplikace je integrace a 
Obrázek 14: Snímek kamery nástupiště metra Obrázek 15: Snímek kamery vstupní haly stanice 
metra 
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přizpůsobení klasifikačního algoritmu SVM obsaženého v knihovně libSVM. O tomto algoritmu jsme 
se zmínili v úvodu celé této kapitoly. Obrázek 16 obsahuje diagram základních případů použití 
aplikace.  
 
Obrázek 16: Diagram případů použití 
 Z hlediska použití aplikace se jedná o desktopovou aplikaci, tedy implementaci tlustého 
klienta. Dnešní možnosti vývoje aplikace jsou velmi pestré, měli jsme na výběr mnoho různých 
nástrojů a jazyků pro takovou implementaci. Pro vývoj byl vybrán jazyk Java. Ten nabízí platformou 
nezávislost, je nyní velmi rozšířený. Pro implementaci desktopové aplikace byl použit framework 
Swing. Ten nabízí prostředky pro vývoj kvalitního grafického prostředí. 
 Z diagramu případů použití vyplývá, že aplikace pracuje i s databází. Jasným kandidátem zde 
byla databáze Oracle, a to už z hlediska základní podpory oběktově-relačních dat a návaznosti na 
získávání znalostí pomocí ODM. 
Při implementaci se řešily různé problémy zasahující do mnoha různých oborů informačních 
technologií. Například zde byly řešeny problémy s přesuny velkého objemu dat z a do databáze. Dále 
zde byly řešeny problémy s možnostmi grabování videa  pro vizualizaci dostupných dat, konkrétně 
jednotlivých snímků. Dalším důležitým problémem byla samotná integrace klasifikačního algoritmu 
SVM a jejího vhodného použití. 
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10.3 Zpracovávání záznamů z videa 
Zpracovávání videa probíhá několika složitými procesy. Rámcově je mohou ilustrovat jednotlivé 
bloky, které obsahuje Obrázek 17. Podle tohoto diagramu pracuje právě zmíněný algoritmus 
sledování trajektorií (v angl. tracking algorithm).  
 
Obrázek 17: Algoritmus extrakce trajektorií OpenCV Blob Tracer 
   Práce tohoto algoritmu spočívá v bloku detekce pozadí a popředí (FG/BG Detection). Na 
tento blok navazuje blok detekce objektů vstupujících do scény. Dané objekty se nazývají Blob. 
Dalším blokem je blok sledování pohybu objektu. Posledním blokem je blok generující informace o 
trajektorii objektu.  
V naší práci jsme vycházeli ze dvou typů znalostí o pohybu objektů. Prvním typem znalostí 
byly samotné neidentifikované objekty ze snímků videa. Druhým typem dat byla data zpracovaná 
pomocí zmiňovaného algoritmu.  
Prvním typem dat je databáze vyskytujících se objektů. Tato databáze je tvořena textovým 
souborem, který obsahuje extrahované detekované objekty v jednotlivých snímcích. Model objektu 
může znázornit následující Obrázek 18. Objekt je reprezentován relativní polohou objektu k hornímu 
levému rohu snímku souřadnicemi [x, y]. Snímající kamera je nepohyblivá a proto je tento vztažný 
systém shodný pro všechny dostupné snímky.  Dále je objekt reprezentován plochou, kterou ve scéně 
zabírá. Plochu definuje šířka w (z angl. width) a výška h (z angl height). Posledním údajem je 
identifikátor snímku. Identifikátor snímku je pro nás definicí času. Identifikátor snímku je vytvořen 
z pořadového čísla snímku daného záznamu.     
 
Obrázek 18: Model extrahovaného blobu 
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Formát dat dostupné databáze objektů popisuje následující výraz:  
 
Celý soubor databáze je uveden hlavičkou obsahující atributy lastFrame a length. Last frame 
identifikuje poslední pořadové číslo snímku v logicky předcházejícím souboru. Atribut length 
obsahuje počet snímků (velikost kolekce snímků)v tomto souboru. Každá položka kolekce obsahuje 
atribut frameId definuje identifikátor snímku, items definuje počet identifikovaných objektů ve 
snímku(velikost kolekce objektů). Každá položka kolekce objektů obsahuje atributy x y w h, jejichž 
význam odpovídá výše představenému modelu stavu objektu.  
Nejpotřebnější údaj z těchto dat pro klasifikaci pohybu ale nemáme. Tímto údajem se myslí 
korespondence jednotlivých objektů na jednotlivých snímcích. Na obrázcích máme dva různé po sobě 
jdoucí snímky z jedné kamery. Pro zjištění trajektorie pohybujících se objektů je nutné nejprve zjistit 
korespondenci objektů z po sobě jdoucích snímků. Algoritmus extrakce trajektorií byl probírán 
v kapitole 5. Obrázek 19 ilustruje případ, kdy musí algoritmus extrakce trajektorií hledat 
korespondenci, tak aby určil na základě informací extrahovaného blobu.  
Dejme tomu, že systém detekoval na prvním obrázku dva objekty. Na dalším následujícím 
snímku detekoval objekty tři. Objekty jsou označeny x1, x2, x3, x4 a x5. Na základě znalostí 
popisované předchozím modelem, se určuje, zda koresponduje objekt zde označený jako x1 s 
některým z objektů x3, x4, x5  nebo se určuje, zda již scénu opustil. Stejně tak se rozhoduje o objektu 
x2.  
 
lastFrame length  
( 
 frameId, items 
(x y w h)items 
)length 
length, items d 1   
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Obrázek 19: Korespondence objektů 
Dalším typem dat byla data detekovaných trajektorií pohybujících se ve sledované oblasti. 
Získaná data pro experimenty jsou v podobě databáze informací o pohybujících se objektech. 
Databáze tvoří strukturovaný soubor, kde jednotlivé záznamy tvoří diskretizované informace o 
pohybu objektu v daném prostoru. Formát dat souboru je odvozen od formátu vstupních dat algoritmu 
sledování trajektorií v openCV. Formát popisuje následující výraz: 
 
 Každý objekt vstupující do snímané scény je jednoznačně identifikován (id). Identifikátor je 
pro objekt jednoznačný pro celou databázi obsaženou v jednom souboru. U objektu je známé, kdy byl 
poprvé ve scéně detekován. To je určeno číslem snímku (frameBegin). Dalšími informacemi je 
uspořádaná kolekce informací o poloze objektu v prostoru a informací o jeho geometrii. Velikost 
kolekce je dána počtem po sobě jdoucí sekvencí snímků, na kterých byl objekty detekován (length). 
Tento formát nám tak poskytuje dostatečné množství informací o pohybu ve vyhrazeném prostoru. 
 
10.4 Získání vzorku dat pro klasifikaci 
Po procesu získání dat trajektorií a jejich organizování v databázi a správě na aplikační úrovni je 
možné přistoupit k procesu získání vzorku pro klasifikaci. Našim cílem při použití klasifikační 
metody je získání skrytého modelu dat. Tento model získáme z trajektorií, u kterých známe jejich 
příslušnost do třídy. S pomocí získaného modelu dat pak klasifikujeme data neznámá. Nastává 
problém jak získat data, ze kterých odvodíme model, potřebujeme data již klasifikovaná. 
Pro náš problém vycházíme ze sledovaného problému, máme k dispozici informace trajektorie 
objektů z prostoru nástupiště stanice metra a z prostoru vstupní haly. Pro úspěšné testování vyberme 
( 
id frameBegin length 
 (x y w h)length 
)* 
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data nejlépe klasifikovatelná. Dobře klasifikovatelná data jsou taková data, kde je dobře definován 
scénář chování pozorovaných objektů. Z tohoto hlediska byl případ nástupiště vyřazen. Lidé 
pohybující se na nástupišti mají z hlediska klasifikace velmi chaotické chování viz. Obrázek 14. Lidé 
stojící na nástupišti se ve většině případů překrývají a vyskytují se v pozadí celé sledované scény. 
Z hlediska klasifikování bychom získali pouze jednu třídu. Druhý případ tedy vstupní hala už je 
vhodnějším případem. V hale se dají zpozorovat celkem 3 hlavní scénáře chování návštěvníků metra, 
viz. Obrázek 20. Scénáře vyznačují šipky, popisující směr rozvoje trajektorií v čase. Jde o 
návštěvníky, kteří procházejí halou od (červená) a ke (azurová) kameře a dále návštěvníci přistupující 
k turniketům (žlutá barva). 
 
Obrázek 20: Scénáře chování návštěvníků metra 
Jednotlivé scénáře byly definovány pomocí implementované aplikace. Konkrétním případem použití 
je definice tříd. Jednotlivé trajektorie byly označovány na základě výchozího a koncového stavu. Ve 
scéně byly definovány zóny, v tomto případě 3. Značení tříd vychází z označení vstupní a výstupní 
zóny. V vašem případě to byly zóny tři a tak jsme získaly třídy 01, 02, 10,12, 20, 21.  Následující 
obrázky ilustrují použití aplikace pro detekci zón. Při detekci zón je nutné ručně definovat smysluplné 
oblasti, kde trajektorie končí a kde začínají.  
Obrázek 21 ilustruje příklad definovaných zón. Černé spojnice bodů na obrázku reprezentují 
trajektorie zařazené do třídy „10“ tj. trajektorie objektů procházejících halou směrem od kamery 
(Obrázek 20 tyto trajektorie modeluje červenou šipkou).  
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Obrázek 21: Definované zóny ve scéně (obdélníky 0, 1, 2 vyznačené azurovou barvou) a trajektorie objektů, 
pohybujících se ze zóny 1 do zóny 0 (černé spojnice jednotlivých stavů) 
V procesu přiřazení trajektorií do jednotlivých scénářů jsme tak získali celkem 557 trajektorií. 
Rozdělení příslušnosti do jednotlivých tříd ukazuje následující tabulka. 
Tabulka 1: Označené trajektorie 
Označení třídy Počet 
trajektorií 
01 6 
02 267 
10 168 
12 96 
20 17 
21 3 
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11 Testování použitých technologií 
V této části se budu zabývat konkrétním použitím technologií zmíněných v úvodu předcházející 
kapitoly. Budu se věnovat testování použité klasifikační metody SVM pro zhodnocení vlastností.   
V kapitole 7.4 se poukazuje na několik problémů, které mohou být řešeny následujícím 
postupem: 
1. Transformace dat do formátu vhodného pro software implementující SVM. 
2. Provést jednoduché škálování na datech. 
3. Zvolit jádrovou funkci a to dle 7.4 zvolit RBF: 
Kx,, xM  eeUfgfhU
i
                                                               ( 12 ) 
4. Použít metodu křížové validace (v angl. cross-validation) pro nalezení nejvhodnějšího 
parametru C a γ. 
5. Použít ty nejlepší parametry C a γ pro trénování na celé trénovací množině. 
6. Testovat výsledný získaný model. 
11.1 Předzpracování dat 
Součástí předzpracování dat je tzv. škálování. Škálování před samotnou aplikací SVM je velmi 
důležité. Práce [27] vysvětluje, proč data škálujeme, když používáme Neuronové sítě a proč škálovat 
také pro SVM. 
Hlavní výhodou je zabránění dominance atributů s velkým rozsahem nad atributy s rozsahy 
menšími. Další výhodou je to, že zabráníme numerickým rozdílům během výpočtů. Tyto rozdíly 
nastávají například při použití polynomiální jádrové funkce, protože ty mohou mít problémy 
s různým počtem rysů, kterými je charakterizována vstupní hodnota. Polynomiální jádrové funkce 
mohou mít numerické problémy s při velkém počtu atributů. 
 Obecně se doporučuje lineární škálování atributů do rozsahu [-1, +1] nebo [0, 1]. 
Samozřejmě máme k použití stejné metody pro testování škálování před testováním. Postup škálování 
je možné představit na našich konkrétních datech. Rysy jednotlivých stavů spočívají v jejich poloze 
v prostoru. Tento prostor je omezen svou snímatelnou plochou. Pohybující se objekt se tak z našeho 
hlediska pohybuje ve 2D prostoru, který má rozměry dané rozlišením. Máme tak k dispozici hodnoty 
v intervalu [0,800] pro šířku a [0,600] pro výšku. Hodnoty těchto atributů tedy přeneseme 
do intervalu [-1,1]  
 
 
 
  
 
49 
 
11.2 Nastavení parametrů klasifikátoru 
Výběr samotného modelu jádra je také velmi komplikovaný. Třebaže jsme v kapitole 7.4 zmínili 
jenom čtyři běžné jádra, musí se rozhodnout které vyzkoušet nejdříve. Potom se musí vybrat parametr 
C a koeficienty jádrových funkcí. Jak jsem uvedl v 7.4 autor [27] navrhuje, že je racionální vybírat 
nejdříve základní RBF. RBF jádro nelineární funkcí mapuje vzorky do vícedimenzionálního prostoru, 
stejně tak jako lineární jádro může řešit takové případy, kdy vztahy mezi třídami nejsou lineární. 
Mimo to, lineární jádro je speciální případ RBF což tam autor dokazuje. Dokazuje se zde, že lineární 
jádro s penalty parametrem C má stejnou výkonnost jako RBF se stejným parametrem (C, γ).   
Dalším důvodem je počet hyperparametrů, které ovlivňují komplexitu získaného modelu. 
Polynomiální jádro vyžaduje velké množství těchto údajů oproti radiální bázové jádrové funkci. 
Konečně, RBF jádro je nejméně numericky složité. Nicméně jsou zde situace, kdy není jádro RBF 
řešením. Zvláště, když počet případů je velmi velký, v tom případě je vhodnější použít lineární jádro. 
Pro náš případ klasifikace časoprostorových dat se budeme pokoušet najít vhodné řešení právě pro 
jádro RBF a vyzkoušíme i použití lineárního jádra.   
11.3 Křížová validace  
Ve spojení s použitím RBF máme dva parametry, které musíme nastavit, jsou to: C a γ. Jejich 
hodnoty nejsou známy předem, a musejí být nastaveny. Toto nastavení náleží expertům, kteří jsou 
s danou problematikou dobře seznámeni. Výběr nejlepší kombinace je jeden z problémů. Před 
získáním vlastního modelu pro klasifikaci, je nutné mít tyto parametry stanoveny. Cílem je 
identifikovat vhodnou dvojici (C, γ) takovou, aby neznámá data (tj. testovací data) byla co nejpřesněji 
predikována. Pro zjištění přesnosti klasifikátoru postupujeme tak, že jej necháváme klasifikovat data, 
u nichž známe jejich příslušnost do třídy. Běžnou cestou jak získat testovací data, je rozdělení 
trénovacích dat na dvě části, kde je jedna považována za neznámou při trénování klasifikátoru.  
Zlepšenou verzí této procedury je křížová validace. 
V k-násobné křížové validaci, nejprve rozdělíme trénovací množinu do k- podmnožin o 
stejném počtu prvků. Sekvenčně je každá množina testována klasifikátorem trénovaným na 
zbývajících k-1 množinách. Tímto způsobem se zajistí, že každá instance z celku trénovacích dat je 
klasifikována. Takto může být vyjádřena procentuální přesnost klasifikátoru tím, že bereme v potaz 
procento správně klasifikovaných dat. 
Procedura křížové validace může předcházet problému nazývanému přeučení nebo přetrénování (v 
angl. over-fitting problem). Použijeme Obrázek 22, kde je naznačen problém binární klasifikace 
(trojúhelníky a kolečka), který ilustruje tuto otázku. Vyplněná kolečka a trojúhelníky jsou trénovací 
data. Prázdná kolečka a trojúhelníky jsou potom testovací data. Přesnost testování klasifikátoru na 
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obrázcích a a b není dobrá, protože docházelo ke špatnému ohodnocení trénovacích dat. V dalším 
případu, kde nedošlo k přeučení (část c a d) získáváme přesnost lepší.  
 
a.) trénovací data a přetrénovaný klasifikátor 
 
b.) testovací data a přetrénovaný klasifikátor 
 
c.) trénovací data a vhodně nastavený 
klasifikátor 
 
d.) testovací data a vhodně nastavený 
klasifikátor 
Obrázek 22:  Přetrénovaný a vhodně nastavený klasifikátor (plné začky značí trénovací data, prázdné 
testovací) převzato z [27] 
Z těchto zmíněných problémů je možné použití metody tzv. „grid-search“ dále (GS). Pro hledání 
parametru C a γ používaného v křížové validaci.  
11.4 Grid-search 
Grid-search (GS) bychom mohli volně přeložit jako maticové prohledávání. Základní dvojice (C, γ) je 
zkoušena a jedna z nejlepších je použita. Dvojice je hledána zkoušením exponenciálně zvětšovanou 
sekvencí parametru C a γ. Prakticky tuto metodu budeme používat pro identifikování dobrých 
parametrů nabývající následujících hodnot: 
 C=2-5, 2-3, …, 215, γ=2-15, 2-13, …, 23                                                ( 13 ) 
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GS je přímočará metoda, které může vypadat až příliš jednoduše. Pro tuto metodu můžeme použít 
několik pokročilejších metod, které mohou šetřit výpočetní složitost, například aproximace výsledků 
výkonnosti. Nicméně, jsou zde dvě motivace, proč preferovat základní GS přístup. Jeden faktor je 
psychologický, kde můžeme považovat za méně bezpečné používat metody, kterými dosáhneme 
hledané hodnoty důležitého parametru pouze pomocí aproximací nebo pomocí heuristiky. Jiným 
důvodem může být to, že čas výpočtu pro nalezení vhodného parametru pomocí GS není tak velký 
s porovnáním pokročilejších metod. Mimo to GS může být jednoduše paralelizován, protože každá 
dvojice (C, γ) je nezávislá. Mnoho pokročilejších metod je iterativním procesem, např. procházení 
podél cesty, která může být složitě paralelizovaná. 
Poctivé procházení pomocí GS může je výpočetně náročné, je pro to vhodné použít hrubého 
GS. Po identifikaci „dobrých“ oblastí mřížky dále postupujeme pomocí jemnějšího prohledávání 
těchto oblastí, kde nalezneme nejvhodnější parametry. Poté co jsou nalezeny nejvhodnější 
koeficienty, můžeme přistoupit k samotnému trénovacímu procesu klasifikátoru.  
Pokud máme k dispozici velký počet dat pro získání modelu, může to být z hlediska získávání 
vhodného parametru neefektivní. Pro to můžeme vybrat podmnožinu, na které pomocí GS získáme 
vhodné parametry. Samotné získání modelu pak společně se získanými parametry provedeme na 
celém dostupném vzorku dat.  
V našem případě, máme k dispozici přibližně 550 ohodnocených trajektorií, tento problém 
nebyl řešen. Mimo požadavku ohodnocení trajektorie (její přiřazení do některé z tříd uživatelem) bylo 
kritériem výběru trajektorie minimální počet stavů pohybu objektu. Ten byl zvolen na 10.  
11.5 Získané výsledky 
Pro testování volby ideálních parametrů SVM byla použita data z trajektorií, reprezentované 
10-ti stavy, tzn. 20-ti rysy. Výsledek testování přináší následující graf. Klasifikátor pro tuto konkrétní 
úlohu dosahoval přesnosti v rozmezí intervalu od 87% do 90%. Nejvhodnější kombinací parametrů 
(C, γ) je dvojice (27, 2-7). Oblasti identifikované prohledáváním ilustruje Obrázek 23.  
Graf na obrázku znázorňuje oblasti detekované při prohledávání prostoru parametrů. Na 
horizontální osu grafu se vynáší parametr C (penalty parametr). Na vertikální osu se vynáší 
parametr γ. Měřítko os je logaritmické, základem je 2. Plocha grafu pak znázorňuje výkonnostní 
oblasti. Třetím rozměrem je zde barevné označení. 
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Obrázek 23: Hledání parametru C a γ 
11.6 Další výsledky 
Pro další experimentování bylo použito integrované prostředí ODM, o kterém jsem se zmínil 
v předchozí kapitole. Pro porovnání byl také použit nástroj RapidMiner. 
ODM má velkou výhodu v tom, že získáváme znalosti přímo z datového skladu. Při základním 
použití ODM je možné vystačit si s jednou tabulkou. Tato tabulka musí obsahovat vektory rysů, které 
jsou zařazeny do jednotlivých tříd. Pro získání takové tabulky byla rozšířena i implementovaná 
aplikace. Získanou kolekci ohodnocených trajektorií z kapitoly 10.4 vloží do databáze v podobě 
relační tabulky.  
Příkladem definice tabulky může být následující SQL dotaz: 
CREATE TABLE svmMining10 ( 
id number primary key, 
class number, 
A0X number, A0Y number 
… 
A9X number, A9Y number); 
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Tento dotaz vytvoří tabulku v databázi, která mimo identifikátoru klasifikované trajektorie, 
který je určen z identifikátoru trajektorie. Atribut class reprezentuje přiřazení vzorku do třídy.  Další 
atributy A0X, A0Y až A9X, A9Y je vektor rysů trajektorie.  
Výsledkem procesu získávání znalostí pomocí ODM byl získán model pro klasifikátor, který dosáhl 
celkové přesnosti 92%. Výsledky klasifikace jednotlivých tříd získané z křížové validace obsahuje 
Obrázek 24.   
 Tabulka uvnitř obrázku ukazuje výsledky procesu testování získaného modelu. Sloupec target 
obsahuje identifikátor třídy. Sloupec „total Actuals“ obsahuje počet predikovaných vzorků spadající 
do dané třídy. Další sloupec „Correctly Predicted“ určuje přesnost kolik procent z predikovaných 
hodnot je správně predikovaných. Další sloupec ukazuje cenu zaplacenou za chybné ohodnocení. 
Poslední sloupec je procentuálním vyjádřením nákladů za chybu.   
 
Obrázek 24: Výsledky získané z programu Oracle Data Miner(ODM) 
 Obrázek 25 pak přináší pohled na výsledek testování, kdy byla sledována schopnost detekce 
trajektorií spadající do třídy „12“. Ve vzorku dat, bylo vstupem 34 pozitivních (trajektorií s třídou 12) 
vzorků a 188 jiných vzorků. Jde tedy o schopnost oddělení vzorků třídy 12 od vzorků ostatních .  
Na obrázku je obsažen graf znázorňující ROC křivku. Tato křivka slouží ke grafickému 
znázornění chování klasifikátorů při klasifikaci do dvou tříd. Křivka představuje detekční schopnost 
funkce míry chybné shody vzhledem k míře chybné neshody. 
Tabulka ve spodní části obrázku znázorňuje hodnoty chybné klasifikace do sledované třídy 
tedy chybného přijetí (false positive),  chybného nezařazení do dané třídy tedy chybného odmítnutí 
(false negative) , správného zařazení do třídy tedy správného přijetí (true positive) a správného 
nezařazení tedy správného odmítnutí(true negative).   
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Obrázek 25: Výsledky získané z programu ODM 
Předposledním a to negativním příkladem může být klasifikace pomocí programu Rapid Miner. 
V tomto příkladě nebyla data testovací data filtrovaná a nebyla ani transformována do intervalu         
[-1,1]. Dosažený nulový výsledek ilustruje následující Tabulka 2. Celková přesnost klasifikátoru pak 
byla 47,9%. Klasifikátor dokázal určovat pouze třídu označenou jako „02“.  Všechny trajektorie tak 
byly označeny právě touto jednou třídou. Přesnost klasifikace byla pouze určena poměrem vzorků 
třídy 02 ku vzorkům ostatním.  
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Tabulka 2: Výsledky nepřesné klasifikace 
 true 02 true 10 true 12 true 01 true 20 true 21 class precision 
pred. 2 267 168 96 6 17 3 47.94% 
pred. 10 0 0 0 0 0 0 0.00% 
pred. 12 0 0 0 0 0 0 0.00% 
pred. 01 0 0 0 0 0 0 0.00% 
pred. 20 0 0 0 0 0 0 0.00% 
pred. 21 0 0 0 0 0 0 0.00% 
class 
recall 100.00% 0.00% 0.00% 0.00% 0.00% 0.00%  
 
Posledním zde prezentovaným výsledkem, je výsledek získaný také pomocí programu Rapid 
Miner. V tomto příkladě byly všechny hodnoty rysů vzorků převedeny do intervalu [-1,1]. Penalty 
parametr byl nastaven na hodnotu  27, parametr γ na 2-7.  
V takovém případě byly dosaženy výsledky, které ilustruje následující Tabulka 3. Sloupec 
„class precision“ vyznačuje  jak přesné je predikované přidělení vzorků do tříd. To znamená, že 
například 94,27% hodnot klasifikovaných jako “02” je ve skutečnosti třídou „02“. Řádek „class 
recall“ zase na opak určuje, s jakou přesností klasifikátor identifikuje. Příkladem může být opět třída 
„02“kde 98.5% vzorků třídy 02 bude klasifikováno právě jako třída „02“. 
Tabulka 3: Výsledky vhodně nastaveného klasifikátoru  
 true 02 true 10 true 12 true 01 true 20 true 21 class precision 
pred. 02 263 0 15 1 0 0 94.27% 
pred. 10 0 165 0 0 1 0 99.40% 
pred. 12 4 0 81 0 0 0 95.29% 
pred. 01 0 0 0 5 0 1 83.33% 
pred. 20 0 3 0 0 16 0 84.21% 
pred. 21 0 0 0 0 0 2 100.00% 
class 
recall 98.50% 98.21% 84.38% 83.33% 94.12% 66.66%  
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12 Závěr 
Tato práce se věnovala shrnutí teoretických předpokladů obecně pro problematiku získávání znalostí. 
Blíže jsme se věnovali postrelačním databázím. Pro potřeby práce byl brán důraz na databáze 
spravující časoprostorová data. Celá řada projektů řešících problémy získávání znalostí řešila či řeší 
problémy spojené s vlastní reprezentací dat, jejich manipulací a také klasifikací. Většina problémů 
byla vždy řešena v návaznosti na konkrétní aplikaci. Časté řešení těchto problému vedlo na definici 
frameworku.  
Stejně tak bylo postupováno i v této práci. Po probrání problematiky prezentace 
časoprostorových dat, konkrétně trajektorií byl navrhnut koncept pro jejich reprezentaci. Tento 
koncept byl implementován objektově-relační databázi a ten byl dále přenesen i do roviny aplikační. 
Součástí řešení této práce se tak stala použitelná aplikace a navrhnutá databáze pro práci 
s trajektoriemi pohybujících se objektů.  
Naše práce se zabývala časoprostorovými daty získaných z dohledových kamer stanice metra. 
Pro dolování byla tak dostupná poměrně jednoduchá strukturovaná data, u kterých je ale velmi velký 
počet atributů. Při studiu klasifikačních metod byl z tohoto důvodu vybrán algoritmus SVM.  
Klasifikační metoda Support Vector machies (SVM) která byla zaimplementována do aplikace 
pro použití klasifikace časoprostorových dat v různých nástrojích. Tato metoda byla dále 
porovnávána s nástroji data miningu volně dostupnými. Metoda dosahuje velmi dobrých výsledků, 
především díky vhodné přípravě dat. Celková přesnost klasifikátoru zjištěná při křížové validaci se 
pohybovala nad hodnotou 90%.  
Dalším přínosem bylo hledání způsobu optimálního nastavení klasifikační metody SVM. 
Například při velmi nevhodném nastavení klasifikátoru bylo dosaženo přesnosti pouze 47,9%. Takto 
špatně nastavený klasifikátor by jen s velmi malou pravděpodobností dokázal detekovat kritické 
situace. Během hledání optimálního nastavení byla použita metoda prohledávání prostoru parametrů.  
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 Příloha 1: SQL skript databáze 
         
--REPREZENTACE SPATIOTEMPORAL 
--STAV OBJEKTU V CASE SNAPSHOT - geometrie(pozice, velikost), cas, rychlost 
 
CREATE OR REPLACE TYPE state_t AS OBJECT ( 
     
    trajectory_id number,      --FK trajectory 
    frame number,              --time 
    position mdsys.sdo_geometry, --x,y position 
    GEOMETRY mdsys.sdo_geometry,  --geometry , x,y,w,h 
    DIFF mdsys.sdo_geometry       --dx, dy     
); 
 
 
--trajectory type   
CREATE OR REPLACE TYPE trajectory_t AS OBJECT ( 
    id number     --id 
); 
 
--SpatioTemporal cube 
CREATE OR REPLACE TYPE ST_cube_t AS OBJECT ( 
 
    frame_start number,        --min time 
    frame_end number,          --max time   
    area mdsys.sdo_geometry  --area = x,y,w,h     
  
); 
 
--trajectory table 
CREATE TABLE trajectory OF trajectory_t;  
--state table 
CREATE TABLE state OF state_t; 
--data 
insert into trajectory values (1) 
insert into state 
values( 
  state_t( 
    MDSYS.SDO_GEOMETRY( 
                2003, 
                NULL, 
                NULL, 
                MDSYS.SDO_ELEM_INFO_ARRAY( 1,1,1 ), 
                MDSYS.SDO_ORDINATE_ARRAY( 75,15) 
    ), 
    MDSYS.SDO_GEOMETRY( 
               2003, 
                NULL, 
                NULL, 
                MDSYS.SDO_ELEM_INFO_ARRAY( 1,1003,3 ), 
                MDSYS.SDO_ORDINATE_ARRAY( 65,5, 90,25) 
    ), 
    1, 
    MDSYS.SDO_GEOMETRY( 
                2003, 
                NULL, 
                NULL, 
                MDSYS.SDO_ELEM_INFO_ARRAY( 1,1,1 ), 
                MDSYS.SDO_ORDINATE_ARRAY(5,2) 
    ), 
    1 
  )     
); 
 
 
--Příklad definice metody ADT state_t 
ALTER TYPE state_t ADD MEMBER FUNCTION distance (state state_t) 
RETURN DOUBLE PRECISION; 
--definice tela metody 
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CREATE OR REPLACE TYPE BODY state_t AS 
  MEMBER FUNCTION distance(state state_t) RETURN DOUBLE PRECISION AS 
  dist NUMBER; 
  BEGIN 
    return SDO_GEOM.SDO_DISTANCE(stance, state.position, 0.005);    
  END distance; 
END; 
 
--Příklad definice základních metod ADT trajektorie 
--definice metody vzdalenost, enter a leave 
ALTER TYPE trajectory_t ADD MEMBER FUNCTION distance (trajectory trajectory_t) 
RETURN DOUBLE PRECISION CASCADE; 
 
ALTER TYPE trajectory_t ADD MEMBER FUNCTION enter (st_cube ST_cube_t) 
RETURN state_t cascade; 
 
ALTER TYPE trajectory_t ADD MEMBER FUNCTION leave (st_cube ST_cube_t) 
RETURN NUMBER cascade; 
--implementace tel metod 
CREATE OR REPLACE TYPE BODY trajectory_t AS 
 TYPE BODY          trajectory_t AS 
  MEMBER FUNCTION distance(trajectory trajectory_t) RETURN DOUBLE PRECISION AS 
  dist NUMBER; 
  BEGIN 
    select min(s.distance(value(s))) into dist  
    from state s, state c 
    where s.trajectory_id = id and c.trajectory_id = trajectory.ID; 
     
    return dist;   
  END distance; 
 
  MEMBER FUNCTION leave(st_cube st_cube_t) RETURN STATE_T AS 
  select_frame NUMBER; 
  select_state state_t; 
  BEGIN 
    select_frame :=-1; 
    select_state := null; 
    select max(s.frame) into select_frame  
    from state s 
    where s.trajectory_id = id AND 
          st_cube.frame_start <= s.frame AND  
          st_cube.frame_end >= s.frame AND  
          SDO_RELATE(s.position, st_cube.area, 'mask=anyinteract') = 'TRUE'; 
     
    IF (select_frame != -1) THEN     
        select value(s) into select_state  
        from state s 
        where s.trajectory_id = 12 AND s.frame = select_frame; 
    END IF; 
    return select_state;   
  END leave; 
   
  MEMBER FUNCTION enter(st_cube st_cube_t) RETURN STATE_T AS 
  select_frame NUMBER; 
  select_state state_t; 
  BEGIN 
    select_frame :=-1; 
    select_state := null; 
    select min(s.frame) into select_frame  
    from state s 
    where s.trajectory_id = id AND 
          st_cube.frame_start <= s.frame AND  
          st_cube.frame_end >= s.frame AND  
          SDO_RELATE(s.position, st_cube.area, 'mask=anyinteract') = 'TRUE'; 
     
    IF (select_frame != -1) THEN     
        select value(s) into select_state  
        from state s 
        where s.trajectory_id = 12 AND s.frame = select_frame; 
    END IF; 
    return select_state;   
  END enter; 
END; 
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--priprava pro index, popis dat 
--"NULL" VEKLA PISMENA - rozlisuje se 
INSERT INTO USER_SDO_GEOM_METADATA VALUES ( 
    'STATE',  
    'POSITION',  
    MDSYS.SDO_DIM_ARRAY( 
                MDSYS.SDO_DIM_ELEMENT( 'X', 0, 800, 0.005 ), 
                MDSYS.SDO_DIM_ELEMENT( 'Y', 0, 600, 0.005 )), NULL); 
 
 
--vytvoření indexu pro složku pozice stavu 
CREATE INDEX STATE_POSITION_I ON STATE(position) 
INDEXTYPE IS MDSYS.SPATIAL_INDEX; 
 
--Zjisteni všech stavu trajektorie č 12 
-- které leží v prostoru def. body [0,0],[750,550]  
select s.frame 
    from state s 
    where s.trajectory_id = 12 AND 
          SDO_RELATE(s.position,  
            MDSYS.SDO_GEOMETRY( 
                    2003, 
                    NULL, 
                    NULL,    
                    MDSYS.SDO_ELEM_INFO_ARRAY( 1,1003,3 ), 
                    MDSYS.SDO_ORDINATE_ARRAY( 0,0, 750,550))         
          , 'mask=anyinteract') = 'TRUE'; 
           
           
select t.enter(st_cube_t( 
        0, 
        1000, 
        MDSYS.SDO_GEOMETRY( 
                    2003, 
                    NULL, 
                    NULL,    
                    MDSYS.SDO_ELEM_INFO_ARRAY( 1,1003,3 ), 
                    MDSYS.SDO_ORDINATE_ARRAY( 500,100, 620,350)))).TRAJECTORY_ID 
from trajectory t 
where t.id = 12; 
 
--Zjisteni vzdálenosti dvou trajektorií 
select s.distance(value(c)) 
from trajectory c, trajectory s  
where 
     c.id = 12 and s.id = 8;     
 
--Oracle data mining, ziskavaní informaci z  
--trajektorii reprezentovane pouze 4 body 
create table svmMining( 
 id  number primary key, 
 Ax  number, 
 Ay  number, 
 Bx  number, 
 By_ number, 
 Cx  number, 
 Dy  number, 
 Dx  number, 
 Dy  number, 
  class number   
  ); 
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Příloha 2: Seznam použitých funkcí 
knihovny libSVM  
//struktura pro nastavení parametrů  
struct svm_parameter 
 { 
  int svm_type; 
  int kernel_type; 
  int degree; /* for poly */ 
  double gamma; /* for poly/rbf/sigmoid */ 
  double coef0; /* for poly/sigmoid */ 
 
  /* these are for training only */ 
  double cache_size; /* in MB */ 
  double eps; /* stopping criteria */ 
  double C; /* for C_SVC, EPSILON_SVR, and NU_SVR */ 
  int nr_weight;  /* for C_SVC */ 
  int *weight_label; /* for C_SVC */ 
  double* weight;  /* for C_SVC */ 
  double nu; /* for NU_SVC, ONE_CLASS, and NU_SVR */ 
  double p; /* for EPSILON_SVR */ 
  int shrinking; /* use the shrinking heuristics */ 
  int probability; /* do probability estimates */ 
 }; 
//nastavení vhodných parametrů pro klasifikaci 
svmParameter.svm_type = svm_parameter.C_SVC; 
svmParameter.kernel_type = svm_parameter.RBF;// .RBF; 
svmParameter.gamma = 0.0078125; //IMPORTANT FOR RBF                 
svmParameter.cache_size = 100; 
svmParameter.C = 128; 
svmParameter.eps = 1e-3;          
svmParameter.shrinking = 1; 
svmParameter.probability = 0;  //0-No 1-Yes 
svmParameter.nr_weight = 0; 
svmParameter.weight_label = new int[0]; 
svmParameter.weight = new double[0]; 
 
//trénování pro získání mopdelu dat  
struct svm_model *svm_train(const struct svm_problem *prob,  
                                  const struct svm_parameter *param);   
//predikce příslušnosti do třídy 
double svm_predict(const struct svm_model *model, const struct svm_node *x); 
//křížová validace 
void svm_cross_validation(const struct svm_problem *prob, 
const struct svm_parameter *param,  
int nr_fold, double *target); 
//předpověd příslušnosti třídy jendotlivých položek vektoru hodnot 
void svm_predict_values(const svm_model *model, const svm_node *x,  
                                  double* dec_values) 
//nastavení vhodných parametrů pro klasifikaci 
const char *svm_check_parameter(const struct svm_problem *prob,  
                                  const struct svm_parameter *param); 
//kontroloa struktury souboru modelu 
struct svm_model *svm_load_model(const char *model_file_name); 
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Příloha 3: Příklad zpracovávaných dat 
Výpis zpracovávaných dat ve formátu blb 
134, 2 
 183 85 14 20 1 
 116 202 71 34 2 
135, 4 
 231 77 14 33 1 
 304 183 14 35 2 
 144 209 77 34 3 
 300 215 23 20 4 
136, 3 
 239 73 17 27 1 
 149 212 68 33 2 
 301 215 22 20 3 
137, 7 
 264 81 18 27 1 
 316 103 26 41 2 
 314 139 20 41 3 
 233 158 19 27 4 
 304 184 14 35 5 
 198 215 86 41 6 
 298 215 27 23 7 
138, 6 
 145 90 14 16 1 
 319 102 32 34 2 
 221 112 14 16 3 
 317 139 27 43 4 
 216 220 72 37 5 
 297 217 30 24 6 
139, 6 
 149 88 14 15 1 
 319 101 33 29 2 
 248 128 16 60 3 
 321 139 26 43 4 
Výpis zpracovávaných dat ve formátu blt 
0 5 14 
 241 401 94 304 0 
 249 400 94 304 0 
 261 418 94 304 0 
 262 416 94 304 0 
 278 433 94 304 0 
 283 448 94 304 0 
 295 451 94 304 0 
 315 459 94 304 0 
 318 460 94 304 0 
 320 461 94 304 0 
 321 462 94 304 0 
 315 408 94 304 0 
 311 397 94 304 0 
 310 395 94 304 0 
1 9 6 
 522 140 53 133 0 
 528 150 52 133 0 
 536 139 51 132 0 
 539 143 49 130 0 
 538 138 48 130 0 
 538 133 46 132 0 
2 10 5 
 232 115 71 86 0 
 237 117 71 86 0 
 237 116 72 86 0 
 234 129 71 86 0 
 237 127 71 85 0 
3 15 53 
 132 98 51 82 0 
 132 98 52 82 0 
 132 98 54 81 0
 
