I. INTRODUCTION
The previous major efforts on big data benchmark either propose a large amount of workloads (e.g. a recent comprehensive big data benchmark suite-BigDataBench [4] ), which impose cognitive difficulty on workload characterization and serious benchmarking cost; or only select a few workloads according to so-called popularity [1] , which lead to partial or biased observations.
In this paper, we propose an extensible workload characterize tool to subset a set of comprehensive workloads by removing the redundant ones automatically from the perspective of micro-architecture. Our tool reduces the 77 workloads in BigDataBench to a subset of 17 representative workloads. And then, we compare the representative big data workloads with SPECINT, SPECCFP, PARSEC, HPCC, CloudSuite, and TPC-C on Intel Xeon E5645 based systems. We have the following observations.
First, we find that the big data workloads are data movement dominated computing with more branch operations, which takes up 87% of total instructions.
Second, comparing with the traditional workloads, i. e. PARSEC, the big data workloads have larger instruction footprints.
Third, we found complex software stacks that fail to use state-of-practise processors efficiently are the main factors leading to high front-end stalls. For the same application, the L1 icache miss rates have one order of magnitude differences among diverse implementations with different software stacks.
II. BACKGROUND

A. BigDataBench
The BigDataBench [4] [3] is an open-source comprehensive big data benchmark suite. BigDataBench-3.0 includes 77 workloads covering four types of applications and three popular internet scenarios.
B. Workload Characterization Tool
In order to reduce complexity and costs of workload characterization analysis, we develop a comprehensive workload characterization tool [2] , which can subset the whole workload set through removing redundant ones.
III. REPRESENTATIVE BIG DATA WORKLOADS
We use Workload Characterization Tool [2] to reduce the number of workloads from the perspective of microarchitecture. We choose 45 micro architecture level metrics (the specific metrics are show in [2] ) to perform the subsetting.
In Table I , we give a brief description of each representative big data workload.
A. System Behaviors
In order to better understand system behaviors, we roughly classify the workloads into three categories: (1) 
B. Data Behaviors
We choose data schema and data processing behaviors, which can be used to characterize the data behaviors. For data schema, we describe the data semantic information of each workload. For data processing behaviors, we describe the ratios of input, output and intermediate.
IV. EXPERIMENT RESULTS AND OBSERVATIONS
A. Instruction
First, big data workloads have more branch instructions. The average branch instruction ratio of big data workloads (18.7%) is larger than that of traditional scientific computation workloads (12%).
Second, big data workloads have more integer instructions. The average integer instruction ratio of big data workloads (34%) is larger than that of traditional scientific computation workloads (10.3%).
Furthermore, we analyze the integer instruction breakdown of big data algorithm through inserting the analysis code into source code. We can classify all integer operations into four classes: (1) integer calculation; (2) address calculation; (3) branch calculation; (4)other calculations. We find that the 47% of integer instructions belong to address calculation and 22% of those belong to branch calculation.
We define the data movement ratio as the sum of load/store ratio and address calculation ratio. For big data workloads, the data movement ratio is about 60%. When further considering the branch instructions, the ratio of data movement and branch instructions increases to 87%.
B. Locality
Locality is mainly related to Cache Miss ratio of the workload on the specific processor, and the workload's instruction or data footprint can reflect the workload's locality. We used the MARSSx86 simulator to evaluate the instruction and data footprint of the representative big data workloads. And we have the following observations:
First, as shown in Figure. 1, the data cache miss ratios of PARSEC and Hadoop workloads are closed.
Second, as shown in Figure. 2, the instruction cache miss ratios of the Hadoop workloads are larger than those of PARSEC workloads distinctly.
C. Software Stacks Impacts
In order to investigate the software stacks deeply, we also characterize six workloads implemented with MPI (the same workloads included in the representative big data workloads). And we have the following observations:
First, different software stacks have a serious impact on IPC. The average IPC of MPI workloads is 1.5 and that of Hadoop workloads is 1.1. Second, different software stacks have significant impacts on cache behaviors. For the same applications, the L1 icache miss rates have one order of magnitude differences among diverse implementations with different software stacks.
