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In a previous paper, f the author has defined a mixed J integral equation as an equation in which an unknown function may be involved under integral signs operating over regions of different numbers of dimensions and in which the value of the function at special points may occur. The highest number of dimensions of any integral was called the order of the equation.
A theorem was proved concerning mixed linear equations of the first order. It is the purpose of the present paper to give a systematic treatment of this case. § A complete theory of a special form of such equations, together with interesting applications to physical problems, has been given by Kneser.|| Mixed linear integral equations are of interest, not only because they present themselves naturally in the attempt to solve certain problems in connection with differential equations, but also because they furnish another chapter in the theory of equations involving linear operations.
As might be expected, they follow closely the analogy of linear algebraic equations and pure linear integral equations; but the generalizations necessary to exhibit the analogy are sometimes by no means trivial.
Thus, a certain lack of symmetry pointed out at the close of the earlier paper has now been removed by the device of considering as adjoint to the given equation (which involves one function as the only unknown) a system of equations, involving one unknown function and several unknown constants.
1. We consider the homogeneous mixed linear integral equation (2) u(x) =f(x)+T,K^(x)u(Hi)+ K(x,s)u(s)ds.
i-1 Ja
The points £i, £2, • • • , £m are any distinct points of the interval a 3= x Si b. The given functions /(ar), ÍL(1)(ar), • • • , K(m) (ar) will be assumed to be continuous, a Si a; = £>; and the function K(x, y) will be assumed to be continuous, aSiar3i6,a3i¿/3¡o.
We speak of the set of functions
as the kernel system of the equations (1), (2). By a solution u(x) we shall understand without further specification a continuous solution.
The solution u (ar) = 0 of (1) will be termed a trivial solution.
It is convenient to consider with equations (1), (2) the adjoint homogeneous system of equations The case in which no principal solutions exist is included by making the evident interpretation of the symbols involved when n = 0. There exists a continuous function k (x, y) such thatf Xb n
The equation (1) is expressible in the form Hurwitz, these Transactions, vol. 13 (1912), p. 408. [April where the m + n constants Ai, • ■ •, Am; Bi, • • ■, Bn satisfy the system of m + n linear algebraic equations:
Conversely, if Ai, ■ ■ ■ , Am; Bi, • ■ • , Bn satisfy (7), the function u(x) given by (6) is a solution of (1).
To prove the first part of the theorem, suppose that (1) possesses a solution u(x), and write u (£,) = Au we have then
Conditions (4) yield the first set of equations (7). If we next write out m (ar) by use of (5), we have (6), and the substitution of £p for ar then gives the last set of (7). Conversely, if [Ai, ■ ■ ■ , Am; Bi, ■ ■ ■ , Bn] represents a solution of (7), then the first set of (7) furnishes a sufficient condition that u ( x ) should satisfy (8) ; the second set shows that u ( £p ) = Ap, thus identifying (8) with (1).
Corollary
I. The correspondence between solutions of (1) and solutions of (7) is unique.
This statement will be proved if we demonstrate the following: Corollary II.
To a trivial solution of (1) corresponds a trivial solution of (7) ; and conversely.
That a trivial solution of (7) leads to a trivial solution of (1) is evident from the form of (6). To prove the other part of the proposition, suppose in (6) n ( As an immediate deduction, we have Corollary III.
To linearly independent solutions of (1) correspond linearly independent solutions of (7) ; and conversely.
3. Turning now to the adjoint system (1'), we find similarly griben 6?/ (6') ¿s a solution of (1').
As before, suppose that we have a solution of (1'), and write v(p) = Dp as in (6'). Then (8') r>(y)=fJDiK(^iy)+ f v(s) K(s, y)ds.
i=l Ja
The condition (4') that (8') be possible gives the last set of (7'). Then writing out the value of v (y ) by (5') and also applying the relation between k(x, y) and K(x, y),
as demanded by (6'). Substitution of the forms for v(y) and v(p) in the second equation of (1') now yields the first set of (7'). The converse is also readily shown, as in the previous case. We have further, in analogy with the earlier results : Corollary I. The correspondence between solutions of (V) and solutions of (I1) is unique.
II. To a trivial solution of (V) corresponds a trivial solution of (T) ; and conversely.
[April
III.
To linearly independent solutions of (V) correspond linearly independent solutions of (7') ; and conversely.
4. We have thus reduced the study of solutions of (1), (1') to the study of solutions of the systems of linear homogeneous algebraic equations (7), (7') respectively.
The number of linearly independent solutions is in each case finite, being limited by the number of equations.
Furthermore, the matrices of the coefficients of (7) and (7') are conjugate.* Thus the existence of a non-trivial solution of either implies the existence of a non-trivial solution of the other, and both possess the same number of linearly independent solutions.
We restate these facts for (1), (1') : Theorem II. If either equation (1) or system (V) possesses a non-trivial solution, the other possesses a non-trivial solution; each possesses a finite number of linearly independent solutions, and the number is the same in both cases.]
5. If we apply the process used in the proof of Theorem I to the non-homogeneous equation (2), we obtain in place of (7) a non-homogeneous algebraic system for Ai, • • ■ , Am; Bi, • • •, Bn, the matrix of the coefficients being the same as in (7). If (1) possesses no non-trivial solutions, then (7) possesses no non-trivial solutions; hence the corresponding non-homogeneous algebraic system possesses one and only one solution, and therefore (2) possesses one and only one solution.
Similarly, we see that if (1') has no non-trivial solutions, (2') has one and only one solution.
From the method just described by which the solutions may be obtained it is evident that in case the function/(ar) of (2), or the function g(y) and constants a(1), • • • , gim) of (2') contain parameters, the solutions will be continuous functions of all variables involved so long as the same is true of the given functions.
In equation (2), write /(ar) = K(x,y), regarding y as a parameter; calling the solution u(x) = Q(x,y), we see that in case (1) has no nontrivial solutions, there exists a continuous function Q(x, y ), such that (9) Q(x,y) = K(x,y) +4tK^(x)Q(ïi,y) + f K(x, s)Q(s, y)ds. i=\ Ja
The formulae (9), (10), (90, (100 are generalizations of the familiar resolvent formulae of pure integral equations.
It will shortly be seen that the functions R and Q are identical; postponing the proof of this fact, we show how the solutions of (2), (20 may be expressed in terms of them.
Starting with equation (2), which we know to possess a solution, compute directly by substitution of the right-hand side of (2) 
Hence the solution of (2) is
Similarly the solution of (2') is given by the formulae: given by (9) and (10) for Q (x, y) and Q(t>) (x).
6. We collect the results just deduced in the following theorem : Theorem III.
If (1) 7. We proceed now to study the case in which (1), (1') possess non-trivial solutions.
Let a complete set of linearly independent solutions of (1) be «i ( x ), ■■• ,uv(x) .
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By following out the form of proof used ordinarily in replacing a set of functions by a normal orthogonal set, we see that by proper linear combination the set of solutions may be made to satisfy the conditions:
(13) r«y(í)«p(»)d»4-£«y(í.)«p(€i) = {?' P*Z' Ja 1=1 I 1 , P = 7 • Similarly, it is possible so to choose the v linearly independent solutions of (10 : (13), (13'), corresponding to orthogonality, are not sufficient for the completion of the theory. We therefore establish in Theorem IV certain conditions analogous to "biorthogonality" of ordinary functions. [April (14') remain unaltered. We therefore assume that the solutions have been so selected as to satisfy (13), (13'). Slight consideration shows that the sets of U's may then be selected in a large variety of ways; for the proof of the theorem it will suffice to assign one choice satisfying the conditions. This is accomplished by taking (15) TJp(y)=u9(y), Uf = «,(&).
Similarly for the second part of the theorem take The proof is similar to that used by the author in the case of pure integral equations.* Define the new kernel system: * Loc. cit., p. 408.
