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CC  continuous corn (maize) 
CD  controlled drainage 
CHU crop heat unit  
CS  corn-soybean (maize-soybean) 
CSW corn-soybean-wheat (maize-soybean-wheat) 
CT  conventional tillage 
DOY day of year 
Env-GDD environmental growing degree day 
FD  free drainage 
FFTT frost-free thermal time 
GDD growing degree day 
GTI  general thermal index 
HSDD heat stress degree day 
Hyb-GDD hybrid growing degree day 
ND  no drainage 
NT  no tillage 
RM  relative maturity 
RR  response ratio 
RRMSE relative root mean square error 
Tmax maximum temperature 
Tmin minimum temperature 
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 Maize-based agricultural systems dominate the U.S. Midwest landscape and maintaining 
productive systems in the short- and long-term are high priorities for the agricultural sector. 
Climate change has and will continue to alter the environment in which farmers produce their 
crops. Information and recommendations are necessary for understanding the magnitude of 
warming and adaptation strategies that can mitigate intensified precipitation events, moisture 
shortages, and increased temperatures. The multi-faceted changes in temperature were 
aggregated using thermal time as an agro-climate index to describe the warming relevant for 
producing maize. Across 1054 counties, the change in thermal time since 1950 was 
disproportionally warming for northern and eastern counties. Counties in the central and western 
regions have not warmed substantially. A future adaptation strategy may be the use of longer-
season maize hybrids that have thermal requirements more closely aligned with the 
environmental thermal availability of an area. The feasibility of this adaptation strategy was 
assessed based on current hybrid choices. Pioneer brand hybrid sales were provided from 
Corteva Agriscience for 650 counties from 2000 to 2016. The difference between hybrid thermal 
requirements and environmental thermal availability varied with northern counties having a 
difference near zero Growing Degree Days (GDDs) while southern counties had up to 800 GDDs 
available following crop maturation. Over the 17-year period, hybrid maturities changed in 345 
of 650 counties with an increase in 64 and decrease in 281; 305 were unchanged. An inverse 
relationship was identified for the majority of counties between long-term climate trend and 
hybrid choice such that as seasonal thermal time lengthened, hybrid maturity shortened. Finally, 
climate adaptation strategies for farmers often focus on mitigation of intensified precipitation 
events and increased temperatures through conservation and diversification practices that build 
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system “resilience”. Twenty-three experiments located across eight Midwest states were used to 
assess maize yield response to “improved” management practices relative to a “standard”. 
Climate adaptation practices included: differing intensity of tillage, diversity of cropping 
systems, and management of drainage water. Research sites were binned relative to yield 
environment or soil organic carbon; the latter was most helpful as a characterization variable in 
separating treatment response.   
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CHAPTER 1.    GENERAL INTRODUCTION 
1.1 Global and Local Climate  
 Anthropogenic greenhouse gas emissions have increased substantially over the past 150 
years and are the dominant driver underpinning the observed warming today (IPCC, 2014). Since 
1880, global temperatures have increased by 0.8 ˚C with an acceleration since 1951 of 0.12 ˚C 
per decade (Hansen et al., 2010; IPCC, 2014; GISTEMP Team, 2018). This increase is expected 
to continue with global mean surface temperature projected to be 1.4-2.6 ˚C greater by 2050 and 
2.6-4.8 ˚C by 2100 under the highest emission scenario compared to the pre-industrial era (IPCC, 
2014). It is expected that local regions will differ in magnitude of warming with some greater 
than the global mean and some less.  
 The U.S. Midwest is currently one of the regions that is experiencing less warming than 
other intercontinental regions and has been referred to as a “warming hole” in the climatological 
literature (Terando et al., 2012; IPCC, 2014; Pan et al., 2014). This lower-than-expected 
warming is specific to the summer months with the reasons currently debated and all potentially 
contributing to some degree: Atlantic multidecadal oscillation, Pacific Ocean interdecadal 
oscillation, Pacific decadal oscillation, anthropogenic aerosol pollution, regional-scale 
hydrologic processes and agricultural intensification (Portman et al., 2009; Leibensperger et al., 
2012; Mueller et al., 2016; Alter et al., 2018). Over the last few decades, the frost-free period for 
the Midwest has begun earlier, summer humidity has increased, intense precipitation events 
occur more frequently, minimum temperatures have increased, and maximum temperatures have 
varied between warming and cooling based on the location, season and hydrologic cycle (Kunkel 
et al., 2004; Portmann et al., 2009; Arritt, 2016; Mueller et al., 2016). Warming is expected to be 
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a primary driver and consideration for agricultural production over the next century given the 
legacy effect of carbon dioxide in the atmosphere.  
1.2 Climate Impacts on Agriculture 
 The U.S. Midwest has highly favorable soils and climate for maize production and is one 
of the highest producing regions and exporters in the world (USDA ERS, 2018). A systems-level 
approach for adapting these maize-based systems to climate change is necessary to maintain 
productivity for the long-term. Maize production will be directly and indirectly affected by 
elevated carbon dioxide, increased temperatures, expanded frost-free period, changes in the 
seasonality and intensity of rainfall, increased evapotranspiration, and elevated pest pressure 
(Phillips et al., 1996; Hatfield et al., 2011; Urban et al., 2012, McGrath and Lobell, 2013; Deryng 
et al., 2016; Deutsch et al., 2018). To-date, maize yields have partly benefited from CO2 
fertilization and improved water use efficiency due to reduced stomatal conductance (McGrath 
and Lobell, 2013; Deryng et al., 2016). However, the impacts from increased temperatures are 
projected to reduce future yields relative to current yield levels for the Midwest in the absence of 
significant adaptation through genetics and management (Southworth et al., 2000; Wheeler et al., 
2000; Butler and Huybers, 2013; Rosenzweig et al., 2014; Jin et al., 2017). High temperatures 
and heat stress are projected as major drivers behind yield losses in future rain-fed maize 
production (Jin et al., 2017) and it is expected that warming will impact maize productivity 
differently based on location (primarily latitude), magnitude and seasonality of warming, and 
degree to which adaptation strategies are utilized (Southworth et al., 2000; White et al., 2011; 
Butler and Huybers, 2013; Bassu et al., 2014, Rosenzweig et al., 2014; Jin et al., 2017, 
Schauberger et al., 2017).  
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1.3 Climate Adaptation Strategies  
 Adaptation strategies to climate change at the farm-level are generally focused on altering 
management practices to lessen the yield reduction from increased temperatures, intensified 
rainfall events, or moisture shortages. Improved management practices can be those that either 
provide a yield benefit or stabilize the cropping system to reduce variability and risk. Crop-based 
strategies include changing the planting date, hybrid maturity (Southworth et al., 2000; White et 
al., 2011; Urban et al., 2012; Challinor et al., 2014), diversifying the crop rotation, double 
cropping (Southworth et al., 2000), and expanding into areas where maize was not previously 
grown (Urban et al., 2012). Soil-based adaptation strategies include reducing tillage intensity, 
adding cover crops, and managing drainage water with these practices having the potential to 
reduce surface runoff and erosion of sediment and nutrients while improving water infiltration 
and storage (Delgado et al., 2011).  
1.4 Research Conducted 
 The next three chapters of this dissertation investigate the heterogeneity of warming and 
applicability of adaptation strategies for maize-based systems in the Midwest. First, I explored 
the changes in thermal time relevant to maize production utilizing four thermal models (Chapter 
2). These models illustrate the difference in detection of climate warming and the spatial 
disparity in magnitude of warming. Second, I investigated the degree to which hybrid maturities 
have changed across the region as a climate adaptation strategy to-date (Chapter 3). This 
research also measures the relationship between hybrid thermal requirements and the thermal 
availability of a particular environment. Lastly, I examined the response of climate adaptation 
practices focused on conservation and system diversity for improving our collective knowledge 
of where these strategies will best perform in the region and landscape (Chapter 4).  
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 The geographic scope for this research ranges from eight to twelve states based on the 
chapter and are at county-level (Chapter 1 and 2) or experimental sites (Chapter 3). This research 
utilizes public and private datasets including: Iowa Environmental Mesonet (IEM), the 
Sustainable Corn project funded by USDA-NIFA (Abendroth et al., 2017), Corteva Agriscience, 
and supporting data from USDA-NASS. 
1.5 References 
Abendroth, L.J., D.E. Herzmann, G. Chighladze, E.J. Kladivko, M.J. Helmers, L. Bowling, M. 
Castellano, R.M. Cruse, W.A. Dick, N.R. Fausey, J. Frankenberger, A.J. Gassmann, A. 
Kravchenko, R. Lal, J.G. Lauer, D.S. Mueller, E.D. Nafziger, N. Nkongolo, M. O'Neal, 
J.E. Sawyer, P. Scharf, J.S. Strock and M.B. Villamil. 2017. Sustainable Corn CAP 
Research Data (USDA-NIFA Award No. 2011-68002-30190). National Agricultural 
Library - ARS - USDA. doi:10.15482/USDA.ADC/1411953 
 
Alter, R.E., H.C. Douglas, J.M. Winter and E.A.B. Eltahir. 2018. Twentieth century regional 
climate change during the summer in the Central United States attributed to agricultural 
intensification. Geophys. Res. Lett. 45:1586-1594. doi:10.1002/2017GL075604 
 
Arritt, R. 2016. Climate change in the Corn Belt. Cropping Systems Coordinated Agricultural 
Project (CAP): Climate Change, Mitigation, and Adaptation in Corn-based Cropping 
Systems. CSCAP-0193-2016. Ames, IA. https://store.extension.iastate.edu/product/14506 
(accessed 9 July 2019) 
 
Bassu, S., N. Brisson, J. Durand, K. Boote, J. Lizaso, J.W. Jones, C. Rosenzweig, A.C. Ruane, 
M. Adam, C. Baron, B. Basso, C. Biernath, H. Boogaard, S. Conijn, M. Corbeels, D. 
Deryng, G. De Sanctis, S. Gayler, P. Grassini, J. Hatfield, S. Hoek, C. Izaurralde, R. 
Jongschaap, A.R. Kemanian, K.C. Kersebaum, S. Kim, N.S. Kumar, D. Makowski, C. 
Müller, C. Nendel, E. Priesack, M. Pravia, F. Sau, I. Shcherbak, F. Tao, E. Teixeira, D. 
Timlin and K. Waha. 2014. How do various maize crop models vary in their responses to 
climate change factors? Glob. Change Biol. 20(7):1-21. doi:10.1111/gcb.12520 
 
Butler, E.E. and P. Huybers. 2013. Adaptation of US maize to temperature variation. Nat. Clim. 
Chang. 3:68-72. doi:10.1038/nclimate1585 
 
Challinor, A.J., J. Watson, D.B. Lobell, S.M. Howden, D.R. Smith and N. Chhetri. 2014. A 
meta-analysis of crop yield under climate change and adaptation. Nat. Clim. Chang. 
4:287-291. doi:10.1038/nclimate2153 
 
Delgado, J.A., P.M. Groffman, M.A. Nearing, T. Goddard, D. Reicosky, R. Lal, N.R. Kitchen, 
C.W. Rice, D. Towery and P. Salon. 2011. Conservation practices to mitigate and adapt 
to climate change. J. Soil Water Conserv. 66(4):118A-129A. doi:10.2489/jswc.66.4.118A 
5 
 
Deryng, D., J. Elliott, C. Folberth, C. Müller, T.A.M. Pugh, K.J. Boote, D. Conway, A.C. Ruane, 
D. Gerten, J.W. Jones, N. Khabarov, S. Olin, S. Schaphoff, E. Schmid, H. Yang and C. 
Rosenzweig. 2016. Regional disparities in the beneficial effects of rising CO2 
concentrations on crop water productivity. Nat. Clim. Chang. 6:786-790. 
doi:10.1038/nclimate2995 
 
Deutsch, C.A., J.J. Tewksbury, M. Tigchelaar, D.S. Battisti, S.C. Merrill, R.B. Huey and R.L. 
Naylor. 2018. Increase in crop losses to insect pests in a warming climate. Science 
(Washington, DC) 361:916-919. doi:10.1126/science.aat3466 
 
GISTEMP Team. 2018. GISS Surface Temperature Analysis (GISTEMP). NASA Goddard 
Institute for Space Studies. Dataset accessed 2018-09-21 at 
https://data.giss.nasa.gov/gistemp/ (accessed 9 July 2019) 
 
Hansen, J., R. Ruedy, M. Sato and K. Lo. 2010. Global surface temperature change. Rev. 
Geophys. 48:RG4004. doi:10.1029/2010RG000345 
 
Hatfield, J.L., K.J. Boote, B.A. Kimball, L.H. Ziska, R.C. Izaurralde, D. Ort, A.M. Thomson and 
D. Wolfe. 2011. Climate impacts on agriculture: Implications for crop production. Agron. 
J. 103:351-370. doi:10.2134/agronj2010.0303 
 
Intergovernmental Panel on Climate Change (IPCC). 2014. Climate Change 2014: Synthesis 
Report. Contribution of Working Groups I, II and III to the Fifth Assessment Report of 
the Intergovernmental Panel on Climate Change (Core Writing Team, R.K. Pachauri and 
L.A. Meyer, editors). IPCC, Geneva, Switzerland. 151 pp. 
https://www.ipcc.ch/report/ar5/syr/ (accessed 9 July 2019) 
 
Jin, X., Q. Zhuang, J. Wang, S.V. Archontoulis, Z. Zobel and V.R. Kotamarthi. 2017. The 
combined and separate impacts of climate extremes on the current and future US rainfed 
maize and soybean production under elevated CO2. Glob. Change Biol. 23:2687-2704. 
doi:10.1111/gcb.13617 
 
Kunkel, K.E., D.R. Easterling, K. Hubbard and K. Redmond. 2004. Temporal variations in frost-
free season in the United States: 1895-2000. Geophys. Res. Lett. 31:L03201. 
doi:10.1029/2003GL018624 
 
Leibensperger, E.M., L.J. Mickley, D.J. Jacob, W.-T. Chen, J.H. Seinfeld, A. Nenes, P.J. Adams, 
D.G. Streets, N. Kumar and D. Rind. 2012. Climatic effects of 1950-2050 changes in US 
anthropogenic aerosols - Part 1: Aerosol trends and radiative forcing. Atmos. Chem. 
Phys. 12:3333-3348. doi:10.5194/acp-12-3333-2012 
 
McGrath, J.M. and D.B. Lobell. 2013. Regional disparities in the CO2 fertilization effect and 





Mueller, N.D., E.E. Butler, K.A. McKinnon, A. Rhines, M. Tingley, N.M. Holbrook and P. 
Huybers. 2016. Cooling of US Midwest summer temperature extremes from cropland 
intensification. Nat. Clim. Chang. 6:317-322. doi:10.1038/nclimate2825 
 
Pan, Z., R.W. Arritt, E.S. Takle, W.J. Gutowski Jr., C.J. Anderson and M. Segal. 2014. Altered 
hydrologic feedback in a warming climate introduces a “warming hole”. Geophys. Res. 
Lett. 31(17):L17109. doi:10.1029/2004GL020528 
 
Phillips, D.L., J.J. Lee and R.F. Dodson. 1996. Sensitivity of the US Corn Belt to climate change 
and elevated CO2: I. Corn and soybean yields. Agr. Syst. 52:481-502. 
doi:10.1016/S0308-521X(96)00014-5 
 
Portmann, R.W., S. Solomon and G.C. Hegerl. 2009. Spatial and seasonal patterns in climate 
change, temperatures, and precipitation across the United States. Proc. Natl. Acad. Sci. 
USA 106(18):7324-7329. doi:10.1073/pnas.0808533106 
 
Rosenzweig, C., J. Elliott, D. Deryng, A.C. Ruane, C. Muller, A. Arneth, K.J. Boote, C. 
Folberth, M. Glotter, N. Khabarov, K. Neumann, F. Piontek, T.A.M. Pugh, E. Schmid, E. 
Stehfest, H. Yang and J.W. Jones. 2014. Assessing agricultural risks of climate change in 
the 21st century in a global gridded crop model intercomparison. Proc. Natl. Acad. Sci. 
USA 111(9):3268-3273. doi:10.1073/pnas.1222463110 
 
Schauberger, B., S. Archontoulis, A. Arneth, J. Balkovic, P. Ciais, D. Deryng, J. Elliott, C. 
Folberth, N. Khabarov, C. Müller, T.A.M. Pugh, S. Rolinski, S. Schaphoff, E. Schmid, X. 
Wang, W. Schlenker and K. Frieler. 2017. Consistent negative response of US crops to 
high temperatures in observations and crop models. Nat. Comm. 8:13931. 
doi:10.1038/ncomms13931 
 
Southworth, J., J.C. Randolph, M. Habeck, O.C. Doering, R.A. Pfeifer, D.G. Rao and J.J. 
Johnston. 2000. Consequences of future climate change and changing climate variability 
on maize yields in the midwestern United States. Agric. Ecosyst. Environ. 82:139-158. 
doi:10.1016/S0167-8809(00)00223-1 
 
Terando, A., W.E. Easterling, K. Keller and D.R. Easterling. 2012. Observed and modeled 
twentieth-century spatial and temporal patterns of selected agro-climate indices in North 
America. J. Climate. 25:473-490. doi:10.1175/2011JCLI4168.1 
 
Urban, D., M.J. Roberts, W. Schlenker and D.B. Lobell. 2012. Projected temperature changes 
indicate significant increase in interannual variability of U.S. maize yields. Clim. Change 
112:525-533. doi:10.1007/s10584-012-0428-2 
 
USDA ERS. 2018. U.S. Agricultural exports, commodity detail by state: Calendar years 2000-
2017. United States Department of Agriculture, Economic Research Service. 





Wheeler, T.R., P.Q. Craufurd, R.H. Ellis, J.R. Porter and P.V.V. Prasad. 2000. Temperature 
variability and the yield of annual crops. Agric. Ecosyst. Environ. 82:159-167. 
doi:10.1016/S0167-8809(00)00224-3 
 
White, J.W., G. Hoogenboom, B.A. Kimball and G.W. Wall. 2011. Methodologies for 





CHAPTER 2.    CLIMATE WARMING TRENDS IN THE U.S. MIDWEST USING FOUR 
THERMAL MODELS 
Lori J. Abendroth1, Fernando E. Miguez1, Michael J. Castellano1, Jerry L. Hatfield2 
1Department of Agronomy, Iowa State University, Ames, IA 
2USDA-ARS, National Laboratory for Agriculture and the Environment, Ames, IA 
Modified from a manuscript published in Agronomy Journal 
2.1 Abstract 
Thermal time (TT) is an agro-climate index widely established and used in predicting 
plant development based on temperature. This index is a powerful tool for measuring multi-
faceted changes in temperature occurring from climate change. In the present study, TT was 
calculated for the entire frost-free period and individual spring, summer, and fall seasons using 
Growing Degree Day (GDD), General Thermal Index (GTI), Crop Heat Unit (CHU), and Heat 
Stress Degree Day (HSDD) models for 1054 counties across 12 Midwest states on a daily basis 
from 1950-2017. The temporal trend for each county was fit with a linear regression model for 
percent change per year. During the frost-free period, warming occurred in 260 to 489 counties 
with 0.06 to 0.34% gain per year dependent on model and county selected. Warming has 
occurred in northern and eastern counties primarily from gains in the fall season and partially 
from the spring. These TT gains are from additional calendar days from an expanded frost-free 
period and secondarily from a change in maximum temperature (fall only). Heat stress (>30 ˚C) 
during the frost-free period has decreased for 212 counties in the west-central region. Overall, 
the CHU model detected the most counties warming and had the lowest error particularly 
compared to the GDD model. Compared to 1950, some counties showed up to 1.2-fold increase 
in frost-free TT and are projected to 1.8-fold by end of the 21st century. Current warming trends 
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are related to projected TT trends such that adaptation planning can be guided by the trajectory 
from the past 68-years.  
2.2 Introduction 
Climate change is altering the environment and productivity of Midwest agriculture 
through alterations in temperature, precipitation, and indirect or cascading effects on other 
system components (Portmann et al., 2009; Hatfield et al., 2011; Urban et al., 2012; Deutsch et 
al., 2018; Kukal and Irmak, 2018). With projected future temperature increases of 2 ˚C or more 
above the current levels, yield loss and yield variability are expected to increase (Butler and 
Huybers, 2013; Challinor et al., 2014; Hatfield, 2016; Jin et al., 2017). Under the highest 
greenhouse gas emissions scenario for Midwest rainfed agriculture, higher temperatures and heat 
stress are projected to be the primary drivers of yield loss by the end of the 21st century (Riahi et 
al., 2011). However, given the variation in temperatures currently across the region, future 
increases in temperature are expected to produce differing responses in maize (Zea mays L.) 
yields. Generally, the central and southern areas of the Midwest are projected to have yield 
reductions while the northern areas will likely see increases or experience minimal change 
(Southworth et al., 2000; Kucharik and Serbin, 2008; Butler and Huybers, 2013; Rosenzweig et 
al., 2014; Jin et al., 2017). The sensitivity of the maize crop to higher temperatures ultimately 
depends on the length and timing of exposure relative to developmental processes, as 
reproductive phases are more sensitive than vegetative (Hatfield et al., 2011; Hatfield and 
Prueger, 2015).  
Agro-climate indices incorporate measures of temperature relevant to crop production 
during the growing season such as spring and fall frost dates, frost-free period, prevalence of 
extreme temperatures, and thermal time (Kunkel et al., 2004; Mueller et al., 2016; Kukal and 
Irmak, 2018). These indices have been used in climate change research including: maize 
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phenology (Anandhi, 2016; Hatfield and Prueger, 2015; Prasad et al., 2018), yield loss and 
adaptation (Butler and Huybers, 2013; Butler et al., 2018), and expansion of cropping areas 
(Bootsma et al, 2005). In particular, thermal time can serve as a multifaceted assessment of the 
changes in temperature when summed across a period of time meaningful for crop production. 
Daily thermal time is typically summed across a period of calendar days (Terando et al., 2012), 
related to planting or harvest operations (Bootsma et al., 2005; Butler and Huybers, 2013), or 
related to crop development (Jin et al., 2017). Maize development advances predictably based on 
heat accumulated with crop phenology progressing more rapidly when daily minimum (Tmin) 
and/or maximum (Tmax) temperatures are increased (Porter and Semenov, 2005; Hatfield and 
Prueger, 2015; Schauberger et al., 2017). 
Four thermal time models are commonly used in the Midwest to describe maize 
development: Growing Degree Day (GDD), Crop Heat Unit (CHU), General Thermal Index 
(GTI), and Heat Stress Degree Day (HSDD). Other crops such as soybean or wheat utilize the 
same thermal models with minimal, if any, adjustments. Therefore, these models are 
representative for the region. These polynomial (linear to cubic) thermal models differ in their 
lower and upper temperature boundaries and the rules which are used to translate air temperature 
to thermal time (Stewart et al., 1998; Kumidini et al., 2014). The equations used to convert daily 
temperature into meaningful units for crop development are framed around the temperatures 
applicable for maize growth and development in which the optimum temperature from sowing to 
anthesis is between 28 and 30 ˚C and grain filling is around 26 ˚C; the plant’s upper lethal limit 
is 46 ˚C (Sánchez et al., 2014). The GDD model has the narrowest temperature range compared 
to GTI and CHU with thermal time having a linear relationship with temperature. The 
temperature boundaries for GDD vary in the literature but are generally from 8 to 10 °C (lower) 
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and 29 to 32 °C (upper) (Schlenker and Roberts, 2009; Abendroth et al., 2011, Jin et al., 2017). 
The CHU model uses a different equation for night and day such that thermal time is related 
linearly for Tmin and quadratic for Tmax (Brown, 1975). Accumulation of TT in the CHU 
model begins at 4.4 °C with no upper temperature boundary, although high temperatures result in 
a reduced accumulation of TT. The GTI model has two different equations based on crop 
developmental stage with silking date as the transition (Stewart et al., 1998; Dwyer et al., 1999a). 
The vegetative model follows a sigmoidal curve starting below a mean temperature of 5 ˚C and 
maximum accumulation between mean temperatures of 25 and 30 ˚C. The reproductive model is 
minimally responsive to temperatures below a mean of 12 ˚C with substantial accumulation 
above. The GTI and CHU models have resulted in improved precision in predicting maize 
development compared to the GDD model (Stewart et al., 1998; Kumidini et al., 2014). The 
three models differ in relative daily TT accumulation across time and locations, as illustrated for 
counties in North Dakota and Missouri (Figure 1). Cooler environments and seasons, such as 
spring and fall, will have greater GTI and CHU accumulation relative to GDD while warmer 





Figure 1. Relative thermal time accumulated per day in Barnes County, North Dakota in 2011 
and Chariton County, Missouri in 2016. Each day is a proportion of thermal time for the entire 
frost-free period such that summation of all daily values equal 1 for each model.  
 
Heat stress is summarized in the literature using several models such as HSDD, Heat 
Stress Index, Extreme Degree Days, or Killing Degree Days (Gourdji et al., 2013; Lobell et al., 
2013; Schauberger et al., 2017; Prasad et al., 2018). These models differ in nomenclature to 
some degree and more importantly in the temperatures defined as “stressful” and whether 
accumulation is on an hourly or daily basis. The starting temperature for these models begins 
from 29 to 35 °C and continues upward with no upper boundary (Terando et al., 2012; Butler and 
Huybers, 2013; Gourdji et al., 2013; Jin et al., 2017). The HSDD model is an extension of the 
GDD model but it starts at a higher minimum temperature (30 °C). The output from HSDD 
cannot be compared directly with GDD, GTI, or CHU since high temperatures do not occur 
every day and may rarely occur in some counties. 
Indicators of climate change that are applicable to agriculture have often included frost 
dates, minimum or maximum temperature, diurnal range between minimum and maximum 
temperature, whether variability is increasing, and presence of extreme high temperatures. 
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Thermal time is a robust means to aggregate across all of these components to characterize the 
total magnitude of change relevant for crop production. The changes to-date in thermal time can 
also equip climate adaptation efforts by establishing relationships between current and projected 
rates of warming.  
In the present study, we use four thermal models to represent changes in temperature 
occurring during the frost-free period across the U.S. Midwest. Our research questions are: 1) 
Has frost-free thermal time changed?; 2) Does model choice affect the detection and magnitude 
of change?; 3) Which season has contributed most to the change in frost-free thermal time?; and 
4) Are current and projected thermal time related?  
2.3 Methodology 
2.3.1 Geographic Coverage 
Twelve states in the U.S. Midwest region were included in this analysis: Kansas, Illinois, 
Iowa, Indiana, Michigan, Minnesota, Missouri, Nebraska, North Dakota, Ohio, South Dakota, 
and Wisconsin. The boundaries extend in latitude from 35.99° N to 49.38° N and in longitude 
from 104.07° W to 80.51° W. These states comprised 83% of total U.S. maize area planted in 
2017 and encompass the region referred to as the “Corn Belt” (Laingen, 2017; USDA NASS, 
2018). Some areas in this region are not suitable for or do not grow maize, but each state had 
more than 2% of U.S. total maize acreage in 2017. The Midwest is predominately rain-fed with 
the majority of counties having less than 5% irrigated maize although some have more than 50% 
in states such as Nebraska and Kansas (USDA NASS, 2012).  
2.3.2 Calculating Thermal Time 
The weather data spanned 1054 counties from Jan. 1, 1950 to Dec. 31, 2017 for a total of 
68 years, 71,536 county-years, and 26,160,280 daily observations of Tmin and Tmax. A 0.125° 
latitude by 0.125° longitude analysis grid was produced by the Iowa Environmental Mesonet of 
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daily observations and then spatially sampled to provide area-based averages per county (IEM, 
2018). During this 68-year period, the minimum Tmin was -44 ˚C and the maximum Tmax was 
46 ˚C.  
The frost-free period was defined by the last occurrence of temperatures less than or 
equal to 0 °C in the spring and the first occurrence of temperatures less than or equal to 0 °C in 
the fall (EPA, 2015; Kunkel et al., 2004). Thermal time was calculated on a daily basis during 
the frost-free period for each county-year. Daily thermal time summation was carried out until 
the day prior to the fall frost date to eliminate the contribution of warmer temperatures that 
would have occurred in the time following 0 °C. Thus, the frost-free thermal time is the 
summation of daily TT beginning on the spring frost date (Ds) and ending the day prior to the fall 
frost date (Df-1). 
Frost-free thermal time was also divided into specific periods (spring, summer, and fall) 
based on meteorological seasons: March-April-May, June-July-Aug, and Sept-Oct-Nov, 
respectively (NOAA NCEI, 2016). Therefore, spring TT began on the frost date and ended May 
31, summer TT began June 1 and ended August 31, and fall TT began September 1 and ended 
the day prior to the fall frost date. In cases where the spring freeze occurred after Day of Year 
(DOY) 152 or the fall freeze occurred before DOY 244, the respective periods had no thermal 
time. 
Four linear (Growing Degree Day and Heat Stress Degree Day) or quadratic/cubic (Crop 
Heat Unit and General Thermal Index) thermal time models were used (Gilmore and Rogers, 
1958; Brown 1975; Stewart et al., 1998; Kumidini et al., 2014). In addition to differences in the 
linearity of the functions, the models differ in whether minimum and maximum temperature 
boundaries are applied prior to performing the calculation (Equations 1-4). The GDD, HSDD, 
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and CHU models have temperature boundaries used to adjust daily Tmin when the temperature is 
below that considered valid by the model. The GDD model also has a Tmax boundary. 
Temperature adjustments are not applicable in the GTI model.  
In the GDD model, the boundaries applied to daily Tmin and Tmax prior to deriving the 
mean were 10 and 30 °C (Eq. 1) (McMaster and Wilhelm, 1997). In the HSDD model, thermal 
accumulation began at 30 °C with daily Tmin and Tmax values below 30 °C adjusted to 30 °C 
(Eq. 2). The CHU model has a linear model for Tmin and a quadratic model for Tmax (Eq. 3). 
The temperature boundaries applied to Tmin and Tmax were 4.4 and 10 °C. The GTI model is 
differentiated by crop development stage, vegetative or reproductive, with the transition based on 
silking date. Here, the median date of the frost-free period for each county-year served as the 
transition from using the vegetative to reproductive equation. The median date is similar to the 
date when 50% of the frost-free thermal time is accumulated as determined using the GDD and 
CHU models (data not shown). Also, the thermal requirement for hybrids grown in the Midwest 
are generally equivalent between vegetative and reproductive development (Nielsen et al., 2002; 
Abendroth et al., 2011). Therefore, the front half of the season was calculated with the GTI 
vegetative model (Eq. 4a) and the second half with the GTI reproductive model (Eq. 4b). The 
GTI model does not have temperature boundaries applied to Tmin or Tmax so no adjustments 
were made prior to performing the calculations. Tmin values were automatically greater than 0 
°C since the frost-free period excludes temperatures below freezing. 



















Equation 3. Crop Heat Unit  
∑





Equation 4. General Thermal Index  














4b. GTI reproductive model 








2.3.3 Regional Variation 
The mean frost dates and thermal time were calculated for the 68-year period to 
understand overall variation across the region (Table 1, Figures S1 and S2). The mean spring 
frost date ranged from DOY 91 (April 1) to DOY 144 (May 24) for the 1950-2017 period. The 
mean fall frost date ranged from DOY 265 (Sept 22) to DOY 304 (Oct 31). The length of the 
frost-free period ranged from 123 to 213 d. The mean FFTT was more than a two-fold difference 
across the GDD, GTI, and CHU models with it increasing from the NW to the SE (Table 1, 
Figure S1). The HSDD model increased from NE to the SW. The range in mean HSDD indicates 
many counties with almost no temperatures above 30 °C (i.e. 2 HSDD) while areas in Kansas 
have up to 217 HSDD.  
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Table 1. Mean frost dates, frost-free period length, and frost-free thermal time for each thermal 

















 DOY DOY d °C °C °C °C 
Minimum 91 265 123 912 1023 2379 2 
Maximum 144 304 213 2406 2289 5276 217 
Difference 
(Max-Min)  
53 39 90 1494 1266 2897 215 
 
2.3.4 Statistical Analysis 
Each county’s temporal trend was statistically analyzed with estimated marginal means 
fit to a linear regression model for the following variables of interest: spring frost date, fall frost 
date, spring TT, summer TT, fall TT, frost-free TT, minimum temperature, and maximum 
temperature. The linear model was Y = β0 + β1x with Y = variable of interest, x = year, β0 = 
intercept, and β1 = slope. Years were adjusted to begin at 0 rather than 1950 to provide a 
meaningful intercept. Thermal time was put on a relative percent basis by dividing the absolute 
FFTT value by the intercept value from the regression model. All trends were considered 
statistically significant from zero when p ≤ 0.05; significance of p ≤ 0.10 are included in Figures 
throughout but not discussed. We tested for temporal autocorrelation of FFTT (CHU) and nearly 
all counties (1025 of 1054) had correlation errors not different from zero and the remainder were 
individually investigated and not practically meaningful. Thus, autocorrelation was not a concern 
for the time-series regression analyses performed.  
All data analysis, graphing, and model fitting were performed within the statistical 
package R using R Studio (version 3.5.0, R Core Team, 2018; RStudio, 2016) with data migrated 
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to and from SQLite (Hipp et al., 2015). Packages installed in addition to base R included the 
following; Overall functionality: plyr (Wickham, 2011), dplyr (Wickham et al., 2018), reshape2 
(Wickham, 2007), tidyverse (Wickham, 2017); Data configuration: splitstackshape (Mahto, 
2018), lubridate (Grolemund and Wickham, 2011), data.table (Dowle and Srinivasan, 2019); 
Database: DBI (R-SIG-DB et al., 2018), RSQLite (Müller et al., 2018), dbplyr (Wickham and 
Ruiz, 2019); Statistics: car (Fox and Weisberg, 2011), emmeans (Lenth, 2019), lme4 (Bates et 
al., 2015), nlme (Pinheiro et al., 2018); ModelMetrics (Hunt, 2018); Plotting: ggplot2 (Wickham, 
2016), ggpubr (Kassambara, 2018), colorspace (Ihaka et al., 2019), RColorBrewer (Neuwirth, 
2014), maps (Becker et al., 2018b), mapdata (Becker et al., 2018a), HousingData which contains 
geocounty (Hafen, 2016), ternary (Smith, 2017), and ggtern (Hamilton and Ferry, 2018).  
2.3.5 Model Performance 
The residual values for FFTT were assessed for normality using the Shapiro-Wilk test 
with the null hypothesis of non-normality rejected when p-values were less than 0.01. The test 
for normality was conducted for each county across GDD, CHU, GTI, and HSDD models. There 
was not a strong departure from normality for the majority of counties in the GDD, GTI, or CHU 
models; with only 5, 7, and 9 significant counties respectively (Table S1). All but one of the 
counties were in Wisconsin and had a prominent outlier in 1992. Residuals for neighboring 
counties were reviewed to verify similar residual trends albeit not significant. With the HSDD 
model, the majority of counties (n=850) had residuals that did not resemble a normal distribution 
(Figure S3). The counties with non-normal distributions are those where temperatures above 30 
°C occur less consistently year to year while those that are not significant have more frequent 
occurrences of high temperatures. The lack of normality among the 850 counties is due to a 
handful of years with some HSDD TT accumulation compared to most years with negligible 
accumulation; non-normality was expected and therefore the HSDD model was not altered.  
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The performance of GDD, GTI, and CHU models was evaluated using Relative Root 
Mean Square Error (RRMSE) as a measure of goodness of fit between observed values and those 
fitted by a simple linear regression model. We fitted a separate simple linear regression for each 
thermal model and county, which results in a different estimate of the Root Mean Square Error 
(RMSE). The Root Mean Square Error was computed for each county between the measured and 
regression-based FFTT values and then divided by mean thermal time per county to derive 
RRMSE. Stronger relationships result in lower RRMSE and are assumed to describe thermal 
time trends better. The RRMSE values were assessed using analysis of variance and estimated 
marginal means (least-square means) (Table S2). The RRMSE values were also analyzed by 
mean temperature environments to evaluate residuals across the range of temperatures within the 
region. Temperatures were categorized into bins centered on the median value and extended 
outward in increments of 1 for minimum, maximum, and average temperature (refer to Figure S4 
for county temperature means).  
Three temperature variables (i.e. minimum temperature, maximum temperature, and frost 
dates) were analyzed for their contribution to spring and fall TT. To determine which of the three 
components were driving the change observed in seasonal TT, each were analyzed for temporal 
change as noted earlier with a linear regression model. To measure change in the mean minimum 
and maximum temperatures per county-season, the number of days was fixed within a county 
based on the median length of the frost-free period. Ternary plots were developed to show the 
contribution per component to spring or fall TT for counties with significant warming.  
2.3.6 Future Climate Data  
Future climate data were retrieved for a subset of counties based on their FFTT trends for 
1950 to 2017. Using the percent change in FFTT, counties were selected at the 10th, 30th, 50th, 
70th and 90th percentile of those with significant warming as well as the 10th percentile of non-
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significant counties. These counties are: Sherman, Kansas (NS), Cole, Missouri (10th percentile), 
Barry, Michigan (30th percentile), Shiawassee, Michigan (50th percentile), Seneca, Ohio (70th 
percentile), and Richland, North Dakota (90th percentile). The majority of climate models in the 
Coupled Model Intercomparison Project Phase 5 have limitations in predicting the “warming 
hole” phenomenon associated with the Midwest region (Kumar et al., 2013). The “warming 
hole” is an area with depressed summer maximum temperatures; this area is further described in 
the Discussion section. The Hadley Global Environment Model 2 - Carbon Cycle projection was 
selected for use here as it aligns more closely in this summer temperature trend (Kumar et al., 
2013). Daily time series data were obtained for the centroid of each county from the Southwest 
Climate and Environmental Information Collaborative for Jan. 1, 2018 to Dec. 31, 2099 (Oakley 
and Daudert, 2016; SCENIC, 2018). These data had been statistically downscaled from 250 km 
to 6 km resolution from the Coupled Model Intercomparison Project Phase 5 data set and 
Representative Concentration Pathways 4.5 and 8.5 (SCENIC, 2018).  
2.4. Results 
2.4.1 Has Frost Free Thermal Time Changed? 
Frost-free thermal time increased in many counties with detection and magnitude 
differing by thermal model. Counties exhibited a positive trend in FFTT or no trend; no counties 
had a negative trend (Table 2). Counties with a significant increase in FFTT since 1950 are 
predominately located in the northern and eastern areas of the Midwest and are fairly consistent 
across GDD, GTI, and CHU models (Figure 2). The CHU model is distinct from GDD and GTI 
in the warming identified along the southern border. The models differed in the range of 
warming identified across the counties with the CHU and GTI models measuring a greater 
change than with the GDD model. The maximum percent change in FFTT was 0.33% (CHU) 
and 0.34% (GTI) gain per year compared to 0.26% with GDD (Table 2). The median values are 
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similar across the models although the absolute difference between maximum and minimum 
change detected is greater for GTI and CHU models than with GDD. Since 1950, counties have 
had an increase in FFTT by up to 1.17-, 1.23-, or 1.22-fold using the GDD, GTI, and CHU 
models respectively.  
Table 2. Number of counties with a significant change in frost-free thermal time for the Growing 
Degree Day, General Thermal Index, Crop Heat Unit, and Heat Stress Degree Day models as the 





Relative FFTT Change per Year 
(%) 
Change since 1950 
(x-fold) 
  
Min Median Max 
Difference 
(Max-Min) Min Median Max 
GDD 260 0.10 0.15 0.26 0.16 1.07 1.10 1.17  
GTI 381 0.09 0.16 0.34 0.25 1.06 1.11 1.23 
CHU 489 0.07 0.15 0.33 0.25 1.05 1.10 1.22 
HSDD 212 -0.44 -0.65 
-1.08† 
+0.67 
1.76 -1.74 -1.44 1.46 
† Two maximum values are listed for HSDD; the maximum value for counties cooling and the 
maximum value for the county warming.  
 
In contrast to FFTT, the occurrence of high temperatures during this frost-free period 
measured with HSDD has decreased or remain unchanged except for one county in the far 
southwest corner of Nebraska which has increased (Figure 2). Thermal time originating from 
temperatures of 30 ˚C or higher has decreased since 1950 primarily over counties in the west-
central corridor of the Midwest from North Dakota down to Kansas. HSDD has been reduced by 
-0.44% to -1.08% across the counties cooling and has increased by +0.67% in the county 
warming (Table 2). Very few counties east of the corridor have changed in HSDD but this region 




Figure 2. Change in frost-free thermal time for counties with the Growing Degree Day, General 
Thermal Index, Crop Heat Unit, and Heat Stress Degree Day models as: (a, c, e, g) percent 
change per year and (b, d, f, h) p-value for the slope parameter from the linear regression model.  
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2.4.2 Does Model Choice Affect The Detection And Magnitude Of Change?  
The ability to detect change is based on two aspects within and across the GDD, GTI, and 
CHU models: the slopes derived from the linear regression models and the interannual 
variability. As shown in Section 3.1, the GDD, GTI, and CHU models differ in identification of 
counties warming and the magnitude of warming. To compare relative change, the analysis was 
further subset to those significant across all models which was driven by the limiting model, 
GDD, at 260 counties. The maximum percent change per year for this subset of counties is the 
same as when all significant counties were included for each model (0.34% and 0.33%; GTI and 
CHU, respectively) (Table 2). However, the minimum warming detected is less for this subset at 
0.11% for GTI and 0.12% for CHU. Thus, the models differ in detection of FFTT because of 
counties with less warming not identified with the GDD model.  
To understand the difference in sensitivity among the models, the Relative Root Mean 
Square Error (RRMSE) was used as a measure of goodness of fit between observed FFTT and 
those fitted from the linear regression model across all 1054 counties. The CHU model had the 
lowest RRMSE mean (7.19) and GDD model had the highest (8.09) with GTI in-between (7.76); 
summary statistics are included in Table S2. The distribution for CHU is weighted towards lower 
RRMSE values which contributes to the higher model significance and detection of warming in 
Figure 2.  
The county-level RRMSE values were also evaluated by mean temperatures as a way to 
determine consistency across the region such that cooler counties have similar error as warmer 
counties. Ideally, RRMSE values would be consistent across the differing temperatures so the 
error was similar between observed and fitted values regardless of a county’s background 
climate. However, RRMSE differed across temperatures and thermal models (p<0.001; model * 
temperature) (Figure 3). As temperatures warm from left to right in each of the temperature 
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subsets, RRMSE decreases meaning that warmer counties have less error between the observed 
and fitted FFTT values. Each model has greater error at cooler temperatures although CHU and 
GTI have less error than GDD.  
The CHU model has the highest precision between observed and fitted FFTT values 
when assessed on a county-basis (Table S2) and across a range of temperatures (Figure 3); it will 
therefore, be solely used in Sections 3.3 and 3.4. 
 
Figure 3. Relative Root Mean Square Error values for Growing Degree Day, General Thermal 
Index, and Crop Heat Unit thermal models across the mean (a) average, (b) minimum, and (c) 
maximum temperatures for the frost-free period. The number of counties falling into each 
temperature bin change per temperature subset and are listed at the top of each box in black and 
shown in Figure S4. Boxes with different letters represent significantly different means (red 
circles) across the models within each temperature subset.  
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2.4.3 Which Season Contributed Most To The Change In Frost-Free Thermal Time?  
The warming of specific seasons within the frost-free period provides insight into which 
particular timeframes are contributing to the observed changes in FFTT. The spring and fall 
seasons are constructed by each county’s frost date and flank the summer period of DOY 152 to 
243 (June 1 to August 31). The seasons differ substantially in the number of counties warming 
and magnitude of warming; there is no evidence of cooling trends. The greater warming occurs 
in the fall and spring with the summer having little warming (Table 3). A total of 635 counties 
(60% of counties) have warming occurring in one or more season. Only 29 counties (3%) are 
warming in all three seasons and 39 to 132 counties (4 to 13%) are warming in two seasons: 
spring and summer (n=102), summer and fall (n=132), and spring and fall (n=39). Warming in 
the spring is less concentrated geographically than warming during the summer or fall (Figure 4). 
The summer months have the most counties with detectable warming and are on the outer 
perimeter of the Midwest. The fall season has the highest median change per year and is found 
primarily in counties across the north. The spring season has slightly less warming overall 
compared to the fall season except for the maximum value which is from counties in the upper 
peninsula of Michigan, off of the Great Lakes.  
Table 3. Change in spring and fall thermal time and frost dates for counties with significant 
warming (p≤0.05). Negative values for spring frost date represent the frost date becoming earlier.  
  Change Per Year Change Since 1950 
Season of Interest No. Counties Min Median Max Min Median Max 
  %  x-fold  
Spring TT 113 0.28 0.51 2.81 1.18 1.34 2.91 
Summer TT 487 0.03 0.05 0.12 1.02 1.04 1.08 
Fall TT 279 0.27 0.62 1.40 1.19 1.42 1.95 
  days 
Spring Frost Date  476 -0.12 -0.17 -0.30 -8.1 -11.6 -20.3 




Figure 4. Spring, summer, and fall thermal time as (a, c, e) percent change per year and (b, d, f) 
corresponding p-value for the slope parameter from the linear regression model.  
The increase in TT detected during the spring and fall seasons is associated with counties 
that also have earlier and later frost dates, respectively (Figure S5). The spring frost date has 
become earlier for 476 counties while the fall frost date has become later for 321 counties (Table 
3). However, there are more counties with a change in spring or fall frost date than a change in 
the respective thermal time.  
The contributing sources to increased thermal time in the spring and fall were assessed 
across three components: change in Tmin, change in Tmax, and change in Frost Date. For nearly 
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all counties, the change in Frost Date was the primary contributor to increased TT rather than a 
change in minimum or maximum temperature (Figure 5); this is reflected in the points 
congregating in the lower right of Figures 5a and 5b. Of the counties with increased spring TT 
(n=113), all had Frost Date as a significant source and, in addition, one county also had Tmin 
significant. Thus, the increase in spring TT is largely attributed to an earlier frost date, not from 
an increase in minimum or maximum temperatures on those additional days. Of the counties 
with increased fall TT (n=279), 277 had at least one of the components significant with most 
(n=257) having Frost Date. Nineteen counties had all three components which is reflected in the 
points that do not fall along one of the axes in Figure 5b. However, the change in fall TT for 
many counties was solely due to one variable with Tmin, Tmax, and Frost Date responsible for 
contributions in 18, 1, and 121 counties, respectively (Fig. 5b).  
 
Figure 5. Contributing sources to change in thermal time for (a) spring and (b) fall. The axes 
reflect the percent contribution of each variable to either spring or fall thermal time. A county 
with a change in TT coming entirely from an earlier Frost Date will have a red circle in the lower 
right at 100%.  
2.4.4 Are Current And Projected Thermal Time Related?  
The FFTT data from 1950 to 2017 was paired with future downscaled climate data for 
2018 to 2100 using the Hadley Global Environment Model 2 - Carbon Cycle projection with low 
(a) Spring TT (b) Fall TT 
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and high emission scenarios (Representative Concentration Pathways 4.5 and 8.5, respectively). 
Counties for this exercise were selected based on current warming in FFTT as the 10th, 30th, 50th, 
70th, and 90th percentile counties in addition to a county not significantly (NS) warming. Frost-
free thermal time is projected to increase under the low (blue line) and high (red line) emission 
scenarios for all counties (Figure 6). Here, the relative TT by the end of the century is 
approximately 1.4- to 1.8-times that in 1950. Counties with greater gain in FFTT currently also 
have greater gain in future FFTT. Notably in the non-significant county, there is a definitive 
departure between the lack of change in FFTT currently and the projected FFTT in the future.  
 
Figure 6. Relative frost-free thermal time based on current temperature data (1950-2017) and 
projected temperature data (2018-2100). Future frost-free thermal time was calculated using data 
from the Hadley Global Environment Model 2 - Carbon Cycle Representative Concentration 
Pathways 4.5 (blue) and 8.5 (red). Graphics are organized left to right by current percentile of 
warming from non-significant to the 90th percentile.  
2.5. Discussion 
We have shown thermal time to be a robust agro-climate index that characterizes the 
warming to-date in the Midwest. Our findings highlight key areas that have warmed significantly 
such that more heat is available to produce crops than in past decades. These counties with an 
increase in FFTT are also those projected to warm more dramatically in the future. The use of 
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thermal time models in climate change research can aid in synthesizing the combined effect from 
temperature changes and aid in climate adaptation planning.  
2.5.1 Has Frost Free Thermal Time Changed? 
Yes, the FFTT has increased particularly across northern and eastern counties with 260 to 
489 counties detected based on the model (Figure 2). Thus, 25% to 46% of Midwest counties 
have a significant increase in FFTT since 1950. For counties that are warming, the measurable 
increase begins at approximately +0.06% FFTT per year for GDD, GTI, and CHU models. 
However, the GTI and CHU models have a higher maximum than the GDD model; 0.34%, 
0.33%, compared to 0.26% increase in FFTT per year, respectively (Table 2). When these yearly 
changes in FFTT are aggregated for the 68-year period, several counties today have more than a 
1.2-fold increase in FFTT compared to 1950. Translating the maximum rate of warming for each 
model back into absolute TT units results in an additional 200 GDD, 245 GTI, and 565 CHU 
units available during the frost-free period.  
Many Midwest counties have seen a decrease in heat stress TT especially in the west-
central region (Table 2, Figure 2). This reduction in HSDD is beneficial for maize production. 
Butler et al. (2018) identified favorable weather, particularly the cooling of summertime 
maximum temperatures, as the driver for 28% of the yield trend since 1981. Here, heat stress has 
only increased in the far southwest corner of Nebraska which is likely because it is more 
climatically similar to trends observed in the Western U.S. Areas west of 100˚ W are increasing 
in heat stress due to increasing temperatures and decreasing precipitation and have a different 
climate response than east of 100˚ W (Terando et al., 2012; Kukal and Irmak, 2018).  
The trends in FFTT are similar to that of a climatological “warming hole”, which is a 
term that has been used to describe climate change in the Midwest (Terando et al., 2012; IPCC, 
2014; Pan et al., 2014). The “warming hole” terminology, introduced in the climatology 
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literature, refers to a geographical area with depressed warming during the summer months 
relative to other areas of the U.S. (Pan et al., 2014). The drivers behind this phenomenon are 
currently debated and the long-term response may vary in concert with other atmospheric cycles, 
e.g., the Atlantic multidecadal oscillation, Pacific Ocean interdecadal oscillation, Pacific decadal 
oscillation, anthropogenic aerosol pollution, regional-scale hydrologic processes and agricultural 
intensification (Portman et al., 2009; Leibensperger et al., 2012; Mueller et al., 2016; Alter et al., 
2018). The Midwest counties with particularly intensive production of maize and soybean have 
had increased rainfall and surface humidity with decreased air temperatures during the summer 
months (Feng and Hu, 2004; Alter et al., 2018). Field operations may also provide feedbacks that 
alter the local climatic conditions. Operations such as no-tillage or irrigation can reduce local 
temperatures by up to 2 ˚C particularly in high temperature events because of the albedo effect 
(Lobell et al., 2006; Davin et al., 2014). Here, the magnitude of gain in TT during the summer 
months is much less than spring or fall (Figure 4c) which relates to this dampening effect of 
summer temperatures noted by previous researchers. 
2.5.2 Does Model Choice Affect The Detection And Magnitude Of Change? 
A similar magnitude of warming is detected with the GTI and CHU thermal models 
whereas, a narrower range is measured with the GDD model (Table 2). When the analysis was 
subset to only those counties common across all models (n=260), the results for GTI and CHU 
shifted upward because counties with less warming were removed. This difference in magnitude 
of warming identified across the models was compounded by the difference in error across the 
thermal models. The higher sensitivity is a function of the range of temperatures included in the 
models and the resultant residual error between observed and fitted TT across environments. The 
CHU model had the lowest RRMSE values when assessed across all counties (Table S2) and 
differing mean temperature environments (Figure 3); GTI was next. In previous research, when 
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thermal models were evaluated by their ability to predict crop development stages relative to 
observed crop stages, the GTI and CHU models performed better (lower CV) than GDD (Dwyer 
et al., 1999b; Kumidini et al. 2014). The GDD model has most frequently represented the impact 
of climate change to-date although the CHU model has been used in Canada (Bootsma et al., 
2005); literature using the GDD model may not capture the full extent of change in thermal time 
given our findings. 
Here, the CHU model was selected as most sensitive in detecting changes in FFTT. The 
selection of CHU is partially a result of the region evaluated and time period selected for 
analysis. The frost-free period includes temperatures not captured by the GDD model and given 
that the spring and fall were detected as the primary seasons contributing to a change in FFTT, it 
is particularly useful to select a model that captures these temperatures fully. The CHU and GTI 
models accumulate TT at higher relative rates in cooler environments than GDD. Model 
selection may be different if summer TT was increasing substantially due to rising maximum 
temperatures. In that scenario, it is plausible the GTI model would be more appropriate than 
CHU which was initially developed for more northern production areas (Brown and Bootsma, 
1993). At higher temperatures, the GTI model has a reduced accumulation of TT to better reflect 
the damaging impacts of heat on maize development.  
2.5.3 Which Season Contributed Most To The Change In Frost-Free Thermal Time? 
An increase in TT during the fall and spring seasons are the primary seasons contributing 
to the thermal warming in the region. The fall season influences the rate of change in FFTT more 
than spring and is detectable in more counties. For counties that are warming, the increase in TT 
observed during summer (0.05% gain per year) is a tenth of that observed during spring (0.5% 
gain per year) or fall (0.6% gain per year) (Table 3). Consistent with the “warming hole” 
concept, the summer has minimal influence on the change in FFTT for the region. Maximum 
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temperatures have been suppressed in the summer and are associated with the hydrologic cycle 
overall (Portmann et al., 2009) bringing about increased rainfall, local soil moisture conditions, 
and surface humidity (Alfaro et al., 2006; Alter et al., 2018). Although the warming is relatively 
minimal in the summer season, a greater number of counties are detected because of less 
variability relative to the spring and fall seasons. Daily temperatures in the summer have a 
decreasing diurnal range over time with minimum temperatures increasing and maximum 
temperatures decreasing; this is not occurring in spring or fall. The length of the spring and fall 
seasons also vary due to the frost dates which increases variability from year-to-year.  
Seasonal models indicated warming in one or more seasons for 635 counties compared to 
489 counties identified as warming for the frost-free period, resulting in a difference of 146 
counties. In these counties, the increase detected in TT for a particular season must have been 
offset by a reduction (albeit not significant) in another. The increase in spring and/or fall TT in 
many counties may enable some slight shifting of the crop window as a climate adaptation 
strategy.  
Notably the frost-free period has lengthened by ~12 days since 1950 for a third of 
counties in the fall and half of counties in the spring (Table 3, Figure S5). More counties have a 
significant change in frost date compared to their respective changes in spring or fall TT (Table 
3). This expansion of the frost-free period in calendar days is worth pointing out but not 
necessarily impactful in terms of gained TT and farm operability. Additional frost-free days can 
result in more TT but this may be muted particularly in the spring due to lower TT 
accumulations per day. The temperature curve rises more slowly in the spring such that when 
viewing TT as a distribution for the year, it is negatively skewed with daily TT greater in the fall 
than spring. More frost-free days were primary contributors to the gain in TT for the spring and 
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fall although an increase in minimum and maximum temperatures during the fall were also 
contributing (Figure 5). While an expansion of the frost-free period is a clear indicator of climate 
change (Kunkel et al., 2004; Kunkel, 2015), there may be limitations in utilizing the additional 
days for production agriculture. Constraints may include suitability of soil conditions and solar 
radiation which have been limiting factors in Canadian agriculture (Qian et al., 2010).  
2.5.4 Are Current And Projected Thermal Time Related? 
Observed FFTT and future FFTT projections differ based on the county and rate of 
warming to-date. An increase in future FFTT was consistent across all counties examined and 
under a low and high greenhouse gas emission scenario. Counties that are warming more 
dramatically currently also have greater relative gains in future FFTT. While counties that are 
currently warming little to none have a greater disparity with their future projections. To-date, 
Midwest counties have up to a 1.2-fold increase in FFTT compared to 1950. A continued 
increase in FFTT is projected with many counties having up to 1.8-fold increase by end of 
century relative to 1950. Current trends in FFTT align relatively closely to future trends 
especially for counties warming in the higher percentile (Figure 6); this relationship can be 
useful to aid in climate adaptation plans. A substantial gain in FFTT will require farmers to make 
changes in their cropping practices such as crops grown, rotations, and best production methods. 
Counties that are not currently experiencing much warming may face a distinctly different set of 
climatic conditions in the future if the trajectory changes to that projected. 
 The projection selected (Hadley Global Environment Model 2 - Carbon Cycle) is more 
capable of identifying the Midwest “warming hole” compared to others within the Coupled 
Model Intercomparison Project Phase 5. If this warming hole phenomenon is reduced in the 
future, the counties with minimal rates of warming to-date could increase substantially in a 
relatively short time. Continued research on factors hypothesized to be contributing to this 
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warming hole (oceanic oscillations, regional scale hydrologic processes, aerosol pollution, and 
agricultural intensification) will inform researchers whether this localized negative climate 
feedback is expected to continue or if an accelerated rate of warming may begin. If these drivers 
discontinue and future temperature trends escalate, we would expect climate adaptation practices 
for the near- and long-term to differ substantially. 
2.6. Conclusion 
Half of the counties in the Midwest, particularly in the north and east, have an increasing 
trend in FFTT. However, for much of central Midwest, the frost-free thermal time has minimally 
changed which results in distinct climate responses for the region. The increase in FFTT is 
associated primarily with an increase in TT during the fall season followed by the spring. These 
seasons have lower temperatures overall such that an increase in TT is not expected to have 
negative consequences for maize production or farm operability. This is in contrast to the 
conclusion that would be drawn if the gain in FFTT was primarily coming from an increase in 
maximum temperatures during the summer months resulting in stressful conditions for the maize 
crop. The current amount of thermal time during the frost-free period has increased up to 1.2-
fold compared to 1950. Based on future climate projections, these counties will increase up to 
1.8-fold by end of the 21st century relative to 1950. It is particularly noteworthy that areas most 
strongly warming now also will be those to increase most under future climate conditions.  
2.7 Acknowledgments 
Thank you to Daryl Herzmann, Iowa Environmental Mesonet at Iowa State University, 
who generated daily, county average temperature data from spatial sampling of gridded data. 
This research was supported in-part by the USDA-NIFA, Award No. 2011-68002-30190, 
“Cropping Systems Coordinated Agricultural Project: Climate Change, Mitigation, and 
35 
 
Adaptation in Corn-based Cropping Systems.” Project Web site: 
https://datateam.agron.iastate.edu/cscap. 
2.8 Supplemental Materials in Appendix A 
Figure S1. Mean frost-free thermal time for 1950-2017.  
Figure S2. Midwest mean frost dates as Day of Year for 1950-2017. 
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Figure S3. County residual significance with the HSDD model. 
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Error.  
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3.1 Abstract 
 By mid- and late-century, warmer temperatures in the Midwest are projected to reduce 
maize yields. The number of days in the grain filling period are expected to lessen as maize will 
progress through reproductive development more rapidly from increased temperatures. In the 
literature, a recommended adaptation to mitigate yield loss is lengthening the grain fill period 
through use of longer season hybrids. In this research, we were interested in understanding 
hybrid maturity choices and if shifts are beginning to occur towards longer season hybrids in 
response to a warming climate. The data used to address this are county-level Pioneer brand 
hybrid sales from Corteva Agriscience across 650 counties in 10 Midwest states (IA, IL, IN, MI, 
MN, MO, ND, OH, SD, WI) for 2000 to 2016. Overall, northern counties in the Midwest had 
hybrids which required approximately 500 Growing Degree Days (GDD ˚C) less than southern 
counties, 1038 to 1555 GDD respectively. Thermal overlap, as defined as the ratio of hybrid 
GDD to environment GDD, and ranged from 106% down to 63% in which northern counties 
were closely related while southern counties had GDD beyond that needed for crop maturation. 
A linear plateau relationship between thermal overlap and latitude had critical x-point of 43.29 
degrees. Over the 17-year period, hybrid maturities changed in 345 counties with a decrease in 
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281 and increase in 64; 305 counties were unchanged. The relative change during this period was 
-18% to +10% with median -2%. The reduction in hybrid GDD was primarily located within the 
central corridor while those along the northern and southern (to a degree) periphery increased. 
An inverse relationship was identified for the majority of counties between long-term climate 
trend and hybrid choice such that as seasonal thermal time lengthened, hybrid maturity 
shortened. The lack of correlation between changes in climate and hybrid indicates other factors 
than thermal availability outweighing decision making, possibly grain dry-down, field 
operability, and logistical constraints. Modeling of hybrid choice under future climate must not 
only include climate but also social economic constraints and preferences.  
3.2 Introduction 
 Future maize (Zea mays L.) yields are dependent on the degree to which plant breeders 
can maintain genetic gain by developing genotypes adapted to new climatic conditions and 
farmers can optimize production practices for the expression of the genetic potential (Grassini et 
al., 2013; Butler et al., 2018). There is evidence of increases in temperature during the frost-free 
period particularly in the higher latitudes of the Midwest. The increase in thermal time, a 
measurement that relates temperature with phenology/development, is driven primarily from 
warmer fall and spring seasons and minimally from summer months (Abendroth et al., in press). 
For the lower latitudes of the Midwest, a lack of warming has caused the region to be termed a 
“warming hole” in the climatological literature as it is less than expected compared to other 
intercontinental regions (Terando et al., 2012; IPCC, 2014; Pan et al., 2014). The intensification 
of the hydrologic cycle in this region (Portmann et al., 2009; Alfaro et al., 2006; Alter et al., 
2018) and its consequences in the partitioning of latent and sensible heat terms of the energy 
balance underpin this lack of warming in maximum temperatures during summer. 
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 A significant fraction of yield gains over the past four decades have been attributed to 
changes in the Midwest climate because of more favorable temperatures and moisture conditions 
for maize production combined with advantageous timing of farm operations (Butler et al., 
2018). Ample evidence exists of genetic gain in maize and the impact of agronomic practices 
under well-watered and nitrogen and water deficit conditions (Cooper et al., 2014; Mueller et al. 
2019). In the absence of substantial changes in adaptation due to breeding and agronomy, it is 
anticipated that by mid- and late-21st century, warmer temperatures and a decrease or seasonal 
redistribution of precipitation will cause a reduction of maize yields (Urban et al., 2012; Butler 
and Huybers, 2013; Jin et al., 2017). In particular, the number of calendar days for the grain fill 
period is projected to shorten by 15 to 25% because of higher temperatures resulting in less time 
for starch deposition (Jin et al., 2017). In a warmer climate, crop development progresses more 
rapidly with fewer calendar days necessary to reach silking and physiological maturity (Bassu et 
al., 2014; Hatfield and Prueger, 2015). A recommended adaptation to mitigate this yield loss is 
the use of longer season (or “later maturity” or “full season”) hybrids that take advantage of the 
additional thermal time for grain fill (Howden et al., 2007; White et al., 2011). The use of longer 
season hybrids can theoretically sustain or increase maize yield under future climates compared 
to current hybrids particularly when coupled with earlier planting (Easterling, 1996; Southworth 
et al., 2000). As such, hybrid maturity is often adjusted to longer season maturities in future yield 
simulations (Bagley et al., 2015; Basso et al., 2015; Elliot et al., 2018).  
 Planting dates have shifted earlier over the past several decades in the Midwest (Sacks 
and Kucharik, 2011) such that it is plausible to assume farmers may already be aligning their 
hybrid maturity to a longer season. However, the change in planting dates is primarily attributed 
to farm enterprises with larger land bases that need to begin earlier plus improvements in 
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technology such as seed treatments, early seed vigor, and in-field operability and secondarily, to 
temperature and precipitation shifts (Kucharik, 2006; Urban et al., 2012; Pryor et al., 2014). 
Climate trends guide the general timeframe for planting but are then adjusted for short-term 
weather forecasts and soil suitability as well as positioning the crop for favorable climate during 
pollination and grain fill (Sacks et al., 2010; Hatfield et al., 2011). In contrast, hybrid choice is 
based on a hybrid’s yield potential, yield stability, adaptation to local climate and soils, 
resistance to expected pests, and how it fits in the overall production system and attitude to risk 
(Letson et al., 2005; Haigh et al., 2015; Macholdt and Honermeier, 2016). Also, the majority of 
farmers make seed purchase decisions well ahead of planting during the fall and winter months 
because of price incentives from seed companies (Haigh et al., 2015).  
 The maturity of a hybrid is defined by individual seed companies using either Relative 
Maturity (RM) and/or Growing Degree Days (GDD). Hybrid RM represents the relative length 
of “time” necessary for a hybrid to reach a harvest-ready moisture (20 to 22% moisture) and is 
determined relative to a standard hybrid within the company while hybrid GDD is the thermal 
time necessary to reach physiological maturity from planting (Carter, 1992; Dwyer et al., 1999b; 
Mahanna and Thomas, 2012). The GDD required to reach silking (R1) is also included in 
company literature because of variability among hybrids in the thermal transition from vegetative 
to reproductive development although the ratio is around 50:50 (Nielsen et al., 2002; Abendroth 
et al., 2011). Farmers are recommended to select several hybrids each year that range by 10 RM 
units (approx. 200 GDD) to hedge risk from adverse weather by having the crop in different 
developmental stages (Carter, 1992). The longest season hybrid a farmer grows should also 
mature approximately ten days prior to a location’s average fall freeze date (Hall and Reitsma, 
2009; Coulter, 2018).  
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 Identifying whether hybrid maturity has changed over-time can be challenging given 
genetic and management advancements that likely confound or mimic visual changes similar to 
that of a longer season maturity. The exact date when physiological maturity occurs can be 
difficult to ascertain apart from kernel dissection. Therefore, to determine the length of the crop 
cycle and thus, hybrid maturity, visual cues such as leaf senescence and husk angle have been 
used over the years (USDA NASS, 2012b). For example, a 25-year (1981-2005) analysis of 
USDA NASS data demonstrated that there are twelve additional days now between planting and 
maturity with silking occurring earlier (Sacks and Kucharik, 2011). The increase in time, 
particularly between silking and physiological maturity, was proposed to come from use of 
longer season hybrids. The grain fill period was also found to be lengthening across several 
Midwest states by 0.37 days per year based on vegetation indices derived from reflectance data 
with a change in hybrid maturity speculated as a potential reason (Zhu et al., 2018). A longer 
grain fill period could come from a change in hybrid maturity but it may also represent an 
extension of the functional grain fill period with no change in maturity. Plant breeders have 
reduced the anthesis-silking interval and sensitivity to stress over decades of selection such that 
in current hybrids, silking may occur before complete tassel extension (Duvick, 2005; Abendroth 
et al., 2011). Additionally, a longer maintenance of green leaf area (“stay-green”), increased 
post-anthesis nitrogen uptake and retention, and tolerance or resistance to pests all contribute to 
maize senescing today rather than premature stress-induced senescence (Duvick et al., 2004; 
Duvick, 2005; Tollenaar and Lee, 2006; Thomas and Ougham, 2014; DeBruin et al., 2017; 
Mueller et al., 2019). The use of Bt transgenic hybrids have also reduced pest tunneling and 
sustained photosynthetic capacity for improved late-season stalk and ear health (Gatch and 
Munkvold, 2007). Finally, fungicide applications have become more routine between tasseling 
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and early grain fill thereby reducing foliar necrosis and potentially delaying senescence (Paul et 
al., 2011; Byamukama et al., 2013). Given these changes to crop genetics and in-field 
management, the physiological maturity of the grain followed by “black layer” formation (which 
is frequently cited as a visual indicator of maturity) can occur when plants are still predominately 
green and ears upright making it harder to identify physiological maturity compared to past 
decades (Duvick et al., 2005).  
 Here, we address whether county-level hybrid sales from 2000 to 2016 provide evidence 
of changes occurring in hybrid maturity choice relative to climatic trends. Given the available 
dataset, it is possible to investigate short-term trends relative to long-term climatic trends and the 
relationship with environmental variables. We are seeking to understand whether hybrid maturity 
adaptation is a feasible strategy based on current hybrid choices. These findings may inform 
modeling under future climate and projected yield simulations as well as inform maize breeding 
programs. Our research goals are to: 
1. Establish the overall relationship between hybrid maturity and local thermal environment. 
2. Determine whether hybrid maturity choice has changed since 2000. 
3. Identify the relationship between climate change and hybrid choice.  
3.3 Methodology 
3.3.1 Geographic Coverage 
 We included 650 counties in our analysis from ten states in the U.S. Midwest region (i.e. 
Illinois, Iowa, Indiana, Michigan, Minnesota, Missouri, North Dakota, Ohio, South Dakota, and 
Wisconsin). These states account for 68% of total maize acreage planted and 71% of maize 
produced in the U.S. in 2018 (USDA NASS, 2019). The regional boundaries extend in latitude 
from 35.99°N to 49.00°N and in longitude from 100.74°W to 80.51°W. The region represents 
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rain-fed agriculture and all states have less than 5% irrigated cropland except for Michigan and 
Missouri (8% and 9%, respectively) (USDA NASS, 2012a).  
3.3.2 Hybrid Data 
 Pioneer brand hybrid sales data were provided on a county-level from Corteva 
Agriscience from 2000 to 2016 (detailed records are not available before this period). Pioneer 
has an approximate third of maize market share globally (Fernandez-Cornejo, 2004; Begemann, 
2015; Bonny, 2017) and these data are a reasonable characterization for the region. 
Confidentiality concerns by Pioneer required hybrid sales data to be aggregated to the county in 
which the seed was delivered. It is likely that, for some counties, a proportion of the seed sold 
was transported to acres farmed elsewhere. 
 Data were provided for 704 counties initially but were eventually reduced to 650 counties 
for this analysis given the following thresholds and rationale. Counties west of 100°W longitude 
were not included because of limited maize acreage (Figure S1) and a different sales structure 
which limits county traceability. Most of the counties (n=567) had complete records with 17 
years of data available, although 137 counties had 1 to 16 years missing. There were 54 counties 
which fell above the third quartile in missing data (12 years) and were excluded. No discernable 
pattern was detected among the years with missing data and therefore were considered random. 
The standard deviation was calculated for hybrid maturity (GDD) in each county across the 17-
year period. Hybrid data that fell outside three standard deviations of the mean were excluded. 
This included 44 observations of 55347 total (0.08%). Given these quality checks, hybrid data 
for 650 of 856 counties total for the region are included in this analysis: Iowa (n=99 of 99), IL 
(n=94 of 102), IN (n=81 of 92), MI (n=45 of 83), MO (n=72 of 114), MN (n=72 of 87), ND 
(n=24 of 53), OH (n=67 of 88), SD (n=42 of 66), and WI (n=54 of 72).  
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 The hybrid sales data were provided as percent sold by Pioneer per maturity group per 
county-year. There was a total of 15 RM groups for the region, from 70 to 140 RM, in 5 RM 
increments. For example, the “100 RM” group included percent sales for hybrids sold in the 98, 
99, 100, 101, and 102 RM categories. Only RM groups with a minimum of 0.2% sales per year 
were retained to discard extreme non-representative maturity groups. The sales across RM 
groups generally followed a normal distribution within a county-year. As an example, we present 
the distribution of hybrid sales for St. Clair, Illinois, which is predominately grain acreage, and 
Marathon, Wisconsin, which has silage and grain acreage (Figure S2). For each RM group, an 
approximation of the Growing Degree Days (GDD) necessary to reach “zero milkline” 
(approximately physiological maturity) from planting were provided. The values used to convert 
RM to GDD are similar to prior relationships established (Dwyer et al., 1999b). The hybrids sold 
across the region ranged from 1740 to 3390 GDD, and were placed in 90 to 130 GDD 
increments.  
 For each county-year, Hybrid RM and Hybrid GDD (Hyb-GDD) were calculated as 
weighted means by multiplying percent sales by RM (or GDD) (Figure 1). The range in Hybrid 
RM sales per county was determined by interpolating the binned data to derive the RM at the 
10th percentile and the 90th percentile and calculating the difference.  
3.3.3 Climate and Farm Operation Data 
Daily temperature and precipitation data were provided by the Iowa Environmental 
Mesonet at county-level from area-based averages of a 0.125° latitude by 0.125° longitude 
analysis grid (IEM, 2018). Precipitation data were summed for spring as total during the months 
of April and May and summer as total during the months of July and August. Heat stress was 
calculated with the Heat Stress Degree Day (HSDD) model for the total frost-free period. Heat 
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Stress Degree Days are calculated similarly as in the GDD model except the minimum 
temperature boundary is 30 °C.  
 The area harvested for maize grain and silage was compiled for each county from 2000 to 
2016 and the ratio calculated (Figure S1) (USDA NASS; 2018). Silage data are not reported as 
frequently as grain acreage data. There are four states (Illinois, Indiana, Missouri, and Ohio) that 
report on an agricultural district basis rather than county. However, silage data are not used 
directly in the analysis but to inform trends observed in hybrid choice.  
 Farm size data were obtained from USDA-NASS (2017). The mean farm size for each 
county was determined by aggregating across all farms that were greater than 72 hectares (180 
acres) to eliminate specialty farms that are not commercial maize operations. Finally, two end 
uses of maize grain were collated for trend interpretation: (1) intensity of dairy cattle production 
(“major” and “minor”) counties as designated by USDA OCE (2012), and (2) location of ethanol 
plants using maize grain or cellulosic biomass as of May 2019 (Renewable Fuels Association, 
2019).  
3.3.4 Calculating Environmental Growing Degree Days 
 Thermal time was summed across the frost-free period for each county-year using the 
Growing Degree Day model (Gilmore and Rogers, 1958). The method used to establish the frost-
free period and calculate GDD within temperature boundaries of 10° and 30° C are detailed in 
Abendroth et al. (in press). The GDD model is simple relative to other models such as Crop Heat 
Units or General Thermal Index which have been used to model maize phenology (Brown and 
Bootsma, 1993; Dwyer et al., 1999a; Kumidini et al., 2014). However, these other thermal 
models were not used because hybrid maturities were only provided in RM with conversion to 
GDD. For the 2000 to 2016-time period, the average length of the growing season (i.e. days in 
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the frost-free period) and the corresponding GDD ranged from 126 to 219 days and 954 to 2398 
GDD, respectively, for the region (Figures S3 and S4).  
 Temperature data spanning two time periods were used for each county: 17-year (2000 to 
2016) and 67-year (1950 to 2016). The 17-year period was used to calculate mean thermal time 
(Env-GDD) as the base GDDs available per county during the time period in which sales data are 
available. The 17-year mean Env-GDD provided the highest correlation to Hyb-GDD compared 
to using a rolling mean (1 to 50 years) for Env-GDD (data not shown). The 67-year period was 
best fit using a linear regression model for each county across time. The 67-year trend was 
calculated for climate trend analysis rather than using the 17-year period which is too short and 
highly influenced by a few outliers.  
3.3.5 Calculation of Thermal Overlap Between Hybrid GDD and Environmental GDD 
 The thermal time necessary for hybrids to reach maturity was assessed relative to the 
available thermal time of a particular county for growing the crop. The relationship between 
Hyb-GDD and Env-GDD is defined as “thermal overlap” with 100% representing a county with 
identical values for each. Thermal overlap is discussed in Section 3.1 when presenting means for 
the 17-year period for Hyb-GDD and Env-GDD.  
3.3.6 Statistical Analysis 
 All trends in Hyb-GDD and overlap between Hyb-GDD and Env-GDD were considered 
statistically significant from zero when p ≤ 0.10; however, nonsignificant responses are included 
in figures. Two types of regression models were used: (1) linear regression to detect temporal 
change in Hyb-GDD, derive Env-GDD for the 67-year trend per county, and to establish 
relationship between Hyb-GDD and climatic and farm operation variables; and (2) nonlinear 
regression for fitting thermal overlap and absolute thermal difference to latitude. The temporal 
trend for each county was analyzed with estimated marginal means fit to a linear regression 
54 
 
model for Hyb-GDD, hybrid range, and overlap between Hyb-GDD and Env-GDD. The linear 
model was Y = β0 + β1x with Y = variable of interest, x = year, β0 = intercept, and β1 = slope. 
Years were adjusted to begin at 0 rather than 2000 to provide a meaningful intercept. For the 
nonlinear regression models, the AIC and BIC values were used to select the best fit among 
linear, quadratic, linear plateau, and quadratic plateau.  
 All data analysis, graphing, and model fitting were performed within the statistical 
package R using R Studio (version 3.5.0, R Core Team, 2018; R Studio, 2016) with data 
migrated to and from SQLite (Hipp et al., 2015). Packages were installed in addition to base R as 
summarized here; Overall functionality: plyr (Wickham, 2011), dplyr (Wickham et al., 2018), 
reshape2 (Wickham, 2007), tidyverse (Wickham, 2017); Data configuration: data.table (Dowle 
and Srinivasan, 2019); Database: DBI (R-SIG-DB et al., 2018), RSQLite (Müller et al., 2018), 
dbplyr (Wickham and Ruiz, 2019); Statistics: emmeans (Lenth, 2019), lme4 (Bates et al., 2015), 
easynls (Arnhold, 2017), MASS (Venables and Ripley, 2002); Plotting: ggplot2 (Wickham, 
2016), ggpubr (Kassambara, 2018), colorspace (Ihaka et al., 2019), RColorBrewer (Neuwirth, 
2014), maps (Becker et al., 2018b), and mapdata (Becker et al., 2018a). 
3.4 Results 
3.4.1 Establish Relationship Between Hybrid Maturity And Local Thermal Environment 
 Across all counties in our analysis, hybrid maturity ranged from 76 to 116 RM or 1038 to 
1555 GDD during the 2000 to 2016 period (Figure 1a, b). Northern counties had mean hybrid 
maturities that required approximately 500 GDDs less than those grown in southern counties. 
Most of Iowa, Illinois, Indiana, Missouri, and Ohio had similar hybrid maturities ranging from 
1400 to 1550 GDD to reach maturity. The latitudinal range of a hybrid maturity narrows moving 
from southern to northern counties. Some maturity groups, such as 90-95 RM, are only one 
county from S to N before the counties shift to another maturity group. Overall, the range in 
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hybrid maturity from north to south is narrower than the Env-GDD available which is 1067 to 
2398 GDD (Figure S4). 
 The overlap between Hyb-GDD and Env-GDD ranged from 63% to 106% south to north 
(Figure 1c). Northern counties had much greater overlap between Hyb-GDD and Env-GDD than 
southern counties and 4 counties in the far northeast of our study region exceed the available 
Env-GDD with their hybrid maturity choice. The difference in overlap results in southernmost 
counties having up to 860 GDD more than what is needed to produce the hybrids selected 
(Figure 1d). The southernmost counties have nearly as many additional GDD as the 







Figure 1. Hybrid weighted means for 650 counties during the 2000 to 2016 period as (a) Hybrid 
Relative Maturity, (b) Hybrid GDD to physiological maturity, (c) Thermal overlap between 
Hybrid GDD and Environmental GDD, and (d) Thermal absolute difference between 
Environmental GDD and Hybrid GDD.  
 Each map in Figure 1 was analyzed relative to latitude (Figure 2). A quadratic 
relationship was fitted between Hybrid RM and latitude as well as Hyb-GDD and latitude 
(Figures 2a and 2b). Hybrid RM and GDD are maximized at the southernmost latitudes (lower x-
values) and minimized at the northern latitudes (higher x-values). The relationship between 
thermal overlap and latitude is a linear plateau with overlap increasing as latitude increased 
(Figure 2c). The critical x-point for thermal overlap is at 43.29˚ latitude with a plateau of 94.33% 
for counties north of 43.29˚. The relationship between absolute difference of Env-GDD and Hyb-
GDD was best described as a quadratic plateau with fewer additional GDD available as latitude 
increases (Figure 2d). The critical x-point for thermal absolute difference is 45.39˚ latitude with a 
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base plateau of 63 GDD for counties north of 45.39˚. The specific x-point differs between Figure 
2c and 2d because of where the plateau begins although this difference is partly a function of 
differing relationships (linear, quadratic) fit to each. 
 
 
Figure 2. Hybrid weighted means for 650 counties during the 2000 to 2016 period relative to 
county latitude for (a) Hybrid Relative Maturity, (b) Hybrid GDD to physiological maturity, (c) 
Thermal overlap between Hybrid GDD and Environmental GDD, and (d) Thermal absolute 
difference between Environmental GDD and Hybrid GDD. 
 
 The mean range in hybrid maturity across all counties was 9.3 RM; this is the difference 
between shortest and longest maturity chosen per county for the 2000 to 2016 period (Figure S5). 
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This spread represents the difference between the 10th and 90th percentile of hybrid maturities 
sold per county-year. The range in maturities generally increased from south to north and as the 
proportion of silage acreage increased relative to grain. A quadratic relationship provided the 
best fit between the proportion of silage acres and hybrid range (Figure S5). Counties with no 
silage acres had the lowest RM range (8.6 RM) while some counties with nearly equivalent 
silage and grain acreage had more than a 15 RM range.  
3.4.2 Has Hybrid Maturity Choice Changed Since 2000? 
 Hybrid maturity increased in 64 counties and decreased in 281 counties resulting in over 
half of the counties (n=345 of 650) with a significant change (Figure 3). All counties are 
presented in Figure 3a and 3b with statistics provided only for those significant at p<=0.10 
(Figure 3c). Across the 17-year period, the total change in hybrid maturity was from -180 GDD 
to +139 GDD and median of -29 GDD (Figure 3a). A relative change was also calculated for 
each county (absolute change in GDD / mean hybrid GDD) to normalize change across the 
region. Thus, an absolute change in hybrid GDD by 100 GDD would differ in relative change 
depending on whether it was in northern versus southern counties. The change in relative hybrid 
maturity was from -18% to +10% with median of -2% (Figure 3b). Counties within the central 
corridor of the region primarily were reduced in hybrid maturity while those counties along the 





Figure 3. Change in Hybrid Growing Degree Days from 2000 to 2016 as (a) Absolute change in 
Hyb-GDD, (b) Relative change in Hyb-GDD, and (c) Statistical significance per county. Relative 
change is determined to the mean county Hyb-GDD for the time period. 
3.4.3 Relationship Between Climate Change And Hybrid Choice 
 The changes identified in Section 3.2 for Hyb-GDD were evaluated relative to the long-
term climate trend as well as a suite of environmental indicators for precipitation and heat stress. 
First, the 345 counties with a significant change in Hyb-GDD were analyzed relative to the 
change in Env-GDD determined from the 67-year thermal trendline per county. If the change in 
Hyb-GDD is correlated with change in climate, the points should fall into Quadrant 1 or 
Quadrant 3 along the 1:1 line in Figure 4. However, the majority of counties fall into Quadrant 4 
which are counties that have an increase in Env-GDD but a decrease in Hyb-GDD. Of the 345 
counties with significant change in Hyb-GDD, only 94 (or 27%) have a significant climate signal 
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(25 in Quad 1 and 69 in Quad 4). And of these 94 counties, only 25 (or 7%) have the same sign 
of change for hybrid and climate.  
 
Figure 4. Percent change in Hybrid Growing Degree Days since 2000 relative to percent change 
in Environmental Growing Degree Days since 2000. The change in Env-GDD is calculated using 
the long-term 67-year trend. Dashed line represents 1:1.  
 Given the lack of a strong climate signal, additional climatic and farm operational 
considerations were explored. Alternative hypotheses that may influence hybrid choice are 
shortening Hyb-GDD to accommodate for late planting conditions in wet springs, shortening to 
miss the time of potential moisture limitations during the summer and heat stress, shortening to 
accommodate for larger farm operations, and shortening for delivery to ethanol biorefineries 
(Figures 5 and 6). The analyses were performed for each variable as change per year and linear 
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regression trends shown; further analyses could explore the relationship between absolute values 
and change per year.  
 The majority of counties have an increase in spring precipitation upwards of 10 mm  
year-1 although the relationship to change in Hyb-GDD is minimal for all counties (Figure 5a). 
The change in summer precipitation ranges from -5 to 10 mm year-1 (Figure 5b) and for counties 
with summers becoming wetter, a trend towards shorter Hyb-GDD occurs. The relationships for 
both spring and summer precipitation to Hyb-GDD is a rejection of the alternative hypotheses 
since the trends are in the opposite direction. Heat stress as measured with HSDD is unchanged 
or reducing for many counties (Abendroth et al., in press) with up to -2 fewer HSDD year-1 
(Figure 5c). For counties with a decrease in Hyb-GDD (blue points) there is a shortening in Hyb-
GDD as heat stress decreases; this is opposite of the alternative hypothesis. For counties with an 
increase in Hyb-GDD (red points), the trendline is established primarily from a few counties and 
not necessarily representative of the majority. The relationship between heat stress and Hyb-
GDD is a rejection of the alternative hypothesis since the trends are minimal or in the opposite 
direction. Nearly all counties have an increase in farm size with upwards of 8 ha year-1 (few 
outliers were removed for graphic above 8 ha year-1) (Figure 5d). For counties with a decrease in 
Hyb-GDD (blue points) and an increase in Hyb-GDD (red points), all show a slight reduction in 
Hyb-GDD as farm size increases. The trend between change in Hyb-GDD and farm size supports 





Figure 5. Linear regression relationship between change in Hybrid Growing Degree Days per 
year and change in (a) Total spring precipitation (April and May), (b) Total summer precipitation 




 Beyond the scope of environmental drivers in hybrid choice are economic and end use 
considerations such as whether grain is transported to ethanol biorefineries or dairy feedlots. It is 
not possible to detect a causal relationship with this dataset while it is also beyond the scope of 
this research, but we present it here as an important consideration. For this 10-state region (856 
counties), there are 139 ethanol biorefinery plants in 125 counties (Figure 5). Some counties 
have multiple plants resulting in the range in ethanol production per county from 11 to 585 
million gallons per year (Renewable Fuels Association, 2019). Plants are identified in the county 
they are physically located within although grain can easily be transported from outside the 
borders. Milk cows are located in 466 counties with 123 categorized as “major” and 343 as 
“minor” (USDA OCE, 2012). The “major” areas raising milk cows are visually similar to those 
also producing maize silage (Figure S1). Counties with milk cows are generally those around the 
northern-eastern-southern counties while ethanol production is found in western and central 
counties. The change in hybrid maturity was plotted relative to these end uses. A greater range 
and increase in Hyb-GDD tends to occur for counties that are major dairy producers compared to 





Figure 5. Location and relationship between (a) ethanol biorefinery plants and dairy production 
to (b) change in Hybrid Growing Degree Days per year for each county (USDA OCE, 2012; 
Renewable Fuels Association, 2019). Part b only includes counties with significant change in 
hybrid maturity (n=345). Ethanol categories were constructed by whether counties had less than 
or more than 100 million gallons per year production, “low” and “high” respectively. Dairy 
categories were established by USDA OCE (2012). Counties with both ethanol and dairy 
production were categorized as those with high or low production of both or a mixture 
(“medium”).  
3.5 Discussion 
3.5.1 Establish Relationship Between Hybrid Maturity And Local Thermal Environment 
 We found a sustained decrease in thermal overlap from north to south with an absolute 
difference of up to 860 GDDs in southern Midwest counties included in our analysis. If hybrid 
maturity choice was only driven by available thermal time, the overlap would be the same across 
all counties (Figure 1c, 2c). Instead the gap widens between Hyb-GDD and Env-GDD from 
north to south. The additional GDDs are beyond what is necessary for growing the maize hybrids 
chosen and the remainder of the growing season is used for carrying out field operations or as a 
fallow period (USDA, 2019). The maximum thermal overlap between Hyb-GDD and Env-GDD 
occurs in counties north of 43.29˚ latitude with 94% of the available GDD utilized for growing 
hybrids (Figure 2c). For each 1˚ reduction in latitude from the upper plateau (43.29˚ latitude), 
thermal overlap decreases by 4.3%. The amount of thermal time available to grow a crop 
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becomes increasingly unused from north to south in the Midwest. Northern counties have very 
few additional GDD beyond what is required for reaching maturity while southern counties have 
ample GDD (Figure 2d). These relationships show that hybrid choice is not based solely on heat 
availability. In these areas, hybrid selection is assumed to be motivated by other criteria 
(environmental, economic, logistic) since thermal overlap is no longer maximized (Figure 2c).  
 There is a subset of northern counties with hybrid maturities with thermal requirements 
beyond that environmentally available resulting in thermal overlap values above 100% (Figure 
1c, 2c). A sizable proportion of acreage in northern counties, however, is allocated to maize 
silage (Figure S1) which is harvested prior to physiological maturity. Silage harvest occurs in 
mid-R5 (“dent”) stage which is approximately 2/3 “milk line” (Filya, 2004). This earlier harvest 
can reduce the thermal requirement by 200 GDD (˚C) (Abendroth et al., 2011). These counties 
also have a wider range in hybrid maturities chosen (Figure S5) which is assumed to be for 
different end uses (grain, silage, or grain ensiled at ~35% moisture).  
3.5.2 Has Hybrid Maturity Choice Changed Since 2000? 
 Hybrids chosen in the Midwest have changed during the past 17-years for more than half 
of the counties (345 of 650) (Figure 3). There is a tendency for most counties in the central 
region to be shortening their hybrid maturity while those in the northern region are unchanged or 
lengthening. The 64 counties trending towards longer hybrid maturities are primarily above the 
43.29˚ latitude. These northern latitudes were identified in Figure 2 as those with maximum 
thermal overlap so it can be reasoned that farmers are choosing hybrids primarily based on 
available heat. The few counties along the southern edges of Missouri, Illinois, Indiana, and Ohio 
which are trending towards longer maturities may be associated with certain products that were 
highly popular as much as by climate. In the future, it is possible southern farmers may select 
longer hybrids but this needs to be held in context to the rate of change in climate as it may not 
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be at the same rate. Thus, there would be a growing gap between Hyb-GDD and Env-GDD 
making additional GDDs available for purposes such as double cropping. Notably, there are 
counties in southwest Missouri selecting shorter hybrid maturities which may be a heat 
avoidance strategy by shifting the grain fill period earlier into the season (Henry and Krutz, 
2016).  
 We would tend to expect counties along the periphery of the region to be the first to show 
changes in hybrid choices due to climate, but these are also the counties with a lower volume of 
hybrids sold resulting in higher variation for trend analysis. Variability is evident in North 
Dakota and South Dakota where the changes from county to county are much larger than in 
Iowa. In these states, some farmers likely operate across several counties or possibly state lines 
given that average farm size is 3 to 7 times that of the other Midwest states (USDA NASS 2011). 
Westward and northward expansion of maize continues to occur with farmers switching out of 
small grains to maize and soybean (Johnston, 2014) such that they may still be learning what 
hybrid maturities are optimal for their operations. Therefore, trend analysis in these northwest 
states is challenging.  
 Beyond climatic factors, the popularity of certain high-performing hybrids within RM, 
and maize breeding priorities, may be motivating the reduction in hybrid maturity along with 
farmer preferences for greater in-field grain drydown for direct transport to ethanol biorefineries 
(Figure 5) or reduced drying costs on-farm. Farmer preference for greater in-field drydown of the 
grain and time for fall tillage and fertilizer application for spring readiness may be strong 
motivating factors towards choosing shorter maturities. Maize breeding programs today are 
almost entirely privatized in contrast to other crops such as small grains. Private maize breeding 
programs ascertain which qualities are important among current and emerging markets through 
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market development research focused on current clientele (Cobb et al., 2019). Therefore, it is not 
surprising that as maize acreage has migrated northwest for decades (Laingen, 2017) the 
portfolio of products available for these northern counties has increased.  
 High-yielding, long-season hybrids can lose advantage to shorter season hybrids if the 
latter have intensive local breeding efforts and subsequent yield gain paired with the advantage 
of drier grain which is preferred by farmers. Yield gains associated with shorter season hybrids 
have been steeper than longer season hybrids over the past three decades (Assefa et al., 2017) 
which can minimize differences for farmers wanting the newest, high-yielding hybrids. Also, 
yields of longer season hybrids do not necessarily outperform shorter season hybrids in the 
Midwest as variability among hybrids within a maturity group is substantial and greater than the 
mean difference among maturity groups. For example, yields averaged across many hybrids in 
2018 by the Iowa Crop Improvement Association Hybrid Performance Tests were nearly 
identical between “early” and “full” season hybrids when evaluated on a district level (ICIA, 
2018). In research conducted by Baum et al. (2019) in Iowa, yield variability across planting date 
and hybrid maturity was only minimally attributed to hybrid maturity. Similar yields were 
obtained between shorter and longer season hybrids as long as a minimum of 648 GDD (˚C) 
were obtained during grain-filling. However, hybrid maturity may be a greater consideration in 
yield variability for areas north of Iowa (Jeschke, 2019).  
3.5.3 Relationship Between Climate Change And Hybrid Choice 
 The relationship between changes in hybrid maturity and long-term climatic trends are 
weak with climate warming in many counties that have decreasing hybrid maturities (Figure 4). 
We did not find evidence that hybrid choice has been driven by climate in most areas of the 
Midwest during the 2000-2016 period. Only 7% of counties with significant climate and hybrid 
trends were in the same direction (both positive or negative).  
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 The contribution of other environmental factors was evaluated to each hybrid group – 
those with an increase in maturity and those with a decrease (Figure 5). The alternative 
hypotheses concerning spring and summer precipitation and heat stress were largely rejected. 
Further analyses are necessary to examine the relationship between absolute values and change 
in these climate variables to change in Hyb-GDD as the relationships may hold under certain 
conditions. In addition, a combined analysis of precipitation and heat stress is expected to be 
helpful in understanding trends along the southern counties of the Midwest. Finally, it is 
plausible that slight changes in long-term climate trends for these precipitation and heat stress 
measures are less of a concern to farmers compared to outlier years and risk avoidance strategies.  
 A longer maturity hybrid has been shown to generally result in higher yields when soil 
water availability is not limited throughout the season. But, if the allotment of available water is 
used primarily during vegetative development, yield loss can occur due to a shortfall later in the 
season during grain fill (Messina et al., 2011; Tardieu, 2012). A shortening of hybrid maturity 
will reduce the length of both vegetative and reproductive developmental periods. Given that 
yield potential is established during the vegetative period but realized during the reproductive 
period, maximizing both is a challenge. Heat exposure has less impact during the vegetative 
period whereas high temperatures and drought stress during silking and grain fill result in kernel 
abortion and reduced starch accumulation (Hatfield and Prueger, 2015). Shortening the hybrid 
maturity may be a risk averse strategy for some counties to avoid moisture shortages or heat 
stress. This strategy is especially useful in areas with high summer temperatures and limited later 





 Depending on the extent and seasonality of future warming, it is possible that hybrid 
maturity adaptations for much of the Midwest will be based more on optimizing logistics of large 
field operations and minimizing yield loss from mid- and late- season stresses rather than 
maximizing the growing season as speculated. A small reduction in Hyb-GDD did occur as farm 
size increased (Figure 5d). In addition, wet falls coupled with wet springs such as occurred over 
much of the Midwest in 2018-2019 may override the importance of thermal time in hybrids 
chosen. An adaptation strategy more plausible and economically feasible may be an increase in 
cropping frequency and diversity. Depending on heat and soil moisture availability, this could 
involve double or triple cropping across two years for grain and/or biomass (Meza et al., 2008; 
Moore and Karlan, 2013; Seifert and Lobell, 2015). Bassu et al. (2014) recommends matching 
the growing cycle of maize to align with the optimum temperature range as an adaptation 
strategy which is already possible in several counties of our analysis. New models capable of 
simulating the anthesis-silking interval, kernel abortion in response to timing of water 
availability at different stages of crop development, and effects of heat stress in pollen fertility 
will enable the design of cropping systems best adapted to a changing climate (Messina et al., 
2019). 
 In addition to environmental factors, the use of maize for dairy cattle and ethanol 
production may be motivating changes in the region more than climate. It is beyond the scope of 
this paper to investigate causation but there are trends indicating that a reduction in hybrid 
maturity has occurred in areas without dairy production (Figure 5). In climate adaptation 
recommendations for the future, it will be necessary to couple local economic drivers with 




 A third to half of farmers in the “Corn Belt” surveyed have said they plan to change 
management practices in response to climate change such as use of no-tillage, cover crops, or tile 
drainage (Roesch-McNally et al., 2016). Therefore, many farmers appear to be highly responsive 
to changes in climate and are planning for potential equipment or infrastructure investments. 
Hybrid choice is a more agile adaptation strategy with only an annual investment by farmers and 
can therefore change quite rapidly as climate changes. Hybrid choice by farmers paired with 
ongoing hybrid improvement through both traditional plant breeding and biotechnology aimed at 
increasing efficiencies (Varshney et al., 2011) will be critical areas of research moving forward 
as we identify the most robust adaptation strategies.  
3.6 Conclusion 
 The use of hybrid maturity as a climate adaptation strategy to “lengthen” the growing 
season in a warmer climate is plausible but the evidence from 2000 to 2016 for the Midwest does 
not support climate as a primary driver for most counties. The exception are northern counties 
which have high overlap between the hybrid maturity chosen and the amount of thermal time 
available to grow the crop. However, this relationship progressively weakens as one moves south 
with farmers selecting shorter season hybrids during this time period. This is speculated to be 
due to other criteria deemed more important than thermal time such as grain dry-down, field 
operability, and logistics. Based on this research, the modeling of hybrid choice under future 
climate cannot be based solely on climatic parameters but must also include social economic 
constraints and preferences.  
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 Climate adaptation strategies for the Midwest primarily target mitigation of intensified 
precipitation events and increased temperatures through conservation and diversification 
practices that build system “resilience”. In this research, we assessed the performance of 
“improved” management practices relative to “standard” to identify environments where they 
may be valuable climate adaptation strategies. Twenty-three experiments located in IA, IL, IN, 
MI, MN, MO, OH, and WI were used in determining the change in maize grain yield given 
“improved” management. Climate adaptation practices were: differing intensity of tillage 
(conventional and no-tillage), diversity of cropping systems (continuous maize, maize-soybean, 
maize-soybean-wheat and each with and without cereal rye cover crop), and management of 
drainage water (no drainage, free drainage, or controlled drainage). Maize yield differed across 
research sites based on tillage and crop diversity treatments but not by drainage treatments; as 
such, drainage was excluded from further analyses. The research sites were then binned relative 
to mean maize yield environment and soil organic carbon (measured at 10 to 20 cm depth). 
Maize yield differed due to tillage and crop diversity practices most when locations were binned 
by soil organic carbon. Diversifying the cash crops in a system from continuous maize to maize-
soybean-wheat resulted in higher maize yields, however, the addition of a rye cover crop did not 
alter grain yield significantly. Maize yields were higher overall, across tillage and crop diversity, 
when soil organic carbon was greater than ~9.0 g kg-1.  
4.2 Introduction 
 Climate adaptation strategies for the Midwest are recommended for implementation in 
the near- and long-term to help mitigate impacts from climate change. Adaptive practices include 
changes to hybrid selection, increasing crop diversity, reducing tillage intensity, fine-tuning 
fertilizer application timing and amount, managing drainage water or irrigation, and altering the 
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timing of field activities (Rosenzweig and Parry, 1994; Howden et al., 2007; Delgado et al., 
2011; Lin, 2011; Bagley et al., 2015). Practices which sustain soil and water resources with goals 
of improving soil infiltration and water holding capacity are of particular interest to mitigate the 
impact of intensified rainfall events, reduction in rainfall frequency, or increased temperatures 
(Southworth et al., 2000; Delgado et al., 2011; Cai et al., 2009; Butler and Huybers, 2013; 
Powlson et al., 2014; Bagley et al., 2015; Basche and DeLonge, 2017).  
 The value of a climate adaptation strategy will differ as some are intended for short-term 
stress alleviation and others for extreme weather events that could cause crop failure (Nelson et 
al., 2009; Urban et al., 2012). The impact of any particular environmental stress on grain yield 
will depend on the severity and timing relative to crop development phases (Cohn et al., 2016). 
Depending on the situation and end goals, an adaptation strategy could theoretically be deemed 
successful if grain yield is increased, maintained, or has less of a reduction than without. 
Research in temperate rice identified climatic “point” stresses during specific reproductive stages 
were overwhelmingly responsible for final yields compared to the impact of general warming 
across the entire growing season (Espe et al., 2017).  
The variability in grain yield across years is often greater than the difference between 
adaptation strategies within a year at a location (Changnon and Hollinger, 2003; Licker et al., 
2010). In addition, practices such as hybrid selection or altering the planting date are annual 
decisions with limited, if any, carryover effect to the following year. Whereas, switching to no-
tillage would typically be a multi-year decision and impact the system dynamically through 
reduced soil temperature and increased soil moisture (Baker et al., 2007; Davin et al., 2014; 
Bagley et al., 2015; Pittelkow et al., 2015). No-tillage will yield similarly to conventional tillage 
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in moisture-limited environments and after several years of implementation; this requires longer 
term assessments (Pittelkow et al., 2015; Daigh et al., 2017).  
 Soil physical properties and weather variables have been used in past research to inform 
placement of practices on the landscape. Two examples of soil and weather variables used in 
tandem are by Woli et al. (2014) with the corn suitability index to decipher plant density 
response and Tremblay et al. (2012) in a Midwest meta-analysis of nitrogen fertilizer response to 
soil texture and rainfall patterns. Similarly, the mean soil organic matter and depth to water table 
explained the majority of variation in mean yields and coefficient of variation for maize county-
level data in Iowa (Williams et al., 2008). Indirect characterization of a location has been 
performed using “yield environments” which are constructed based on maize yields but illustrate 
the suitability of soil properties and weather for maize production (Assefa et al., 2017). Ciampitti 
and Vyn (2014) used yield environments in faceting nutrient content per unit of yield across a 
range of yields. Refining the yield response to climate adaptation practices by using either direct 
measures (such as soil organic carbon) or indirect measures (such as yield environments) is an 
important step to advance the science of climate adaptation in the Midwest.  
 In this research, we characterize maize yield response across practices considered as 
either “standard” or “improved” strategies for climate adaptation at the farm-level (Roesch-
McNally et al., 2016). The data come from the multi-state and multi-site USDA-NIFA funded 
research team, “Sustainable Corn CAP” (Abendroth et al., 2017). Research was conducted across 
23 sites varying in yield potential, soil properties, and precipitation (Abendroth et al., 2017). The 
objectives of this research are to determine the consistency of climate adaptation performance as 
measured using maize yield (1) across a range of environments, and (2) across a range of soil 




4.3.1 Research Sites 
Data are from the Climate and Corn-based Cropping Systems Coordinated Agricultural 
Project (“Sustainable Corn”), USDA-NIFA Award No. 2011-68002-30190 (Abendroth et al., 
2017). The intent of the project was to better understand how management practices in maize-
based systems affect nitrogen, carbon and water cycles under variable weather and climate, and 
to identify strategies that have the potential for implementation by farmers. Twenty-three 
experimental sites from the dataset were selected for use and were located in Iowa (n=4), Illinois 
(n=2), Indiana (n=2), Michigan (n=2), Missouri (n=4), Minnesota (n=2), Ohio (n=4), and 
Wisconsin (n=3) (Figure 1; Table S1). The experimental design employed at each site differed 
with 11 sites of Randomized Complete Block Design, 9 of Split-Plot, and 3 of Completely 
Randomized Design with Subsampling (Table S1). Experiments differed in establishment dates 
with some long-term rotation plots in existence for decades with minimal alterations to 
treatments over time compared to other sites which began in 2011. Data collection began in 2011 
(or 2012 in a few instances) and continued through 2015. Standardized methodologies were used 
to collect agronomic, soil, greenhouse gas, water, and pest data to enable cross-site analyses 
(Kladivko et al., 2014; Herzmann et al., 2014; Morton et al., 2016). Seed selection, fertilizer and 
herbicide applications were specific to each site and managed for optimum production by 




Figure 1. Research sites (n=23) located across 8 states of the Midwest region from the 
Sustainable Corn project. 
 
 Sites varied considerably in soil physical properties providing a wide range for the study 
area (Table 1). There was a 5-fold difference in SOC ranging from 6.0 to 29.9 g kg-1 soil. The 
sand, silt, and clay fractions ranged from 0.02 to 0.63, 0.15 to 0.77, and 0.14 to 0.54 kg kg-1 








Table 1. Soil physical properties for the 10 to 20 cm sampling depth at each research site 
(Abendroth et al., 2017). Values presented here represent the mean for each research site across 
replications and treatments although only plots in the analysis are included here.  
   Particle-size fractions   
State Site ID SOC Sand‡ Silt‡ Clay‡ pH 
Bulk 
Density 
  g kg
-1 soil ----------- kg kg-1 -----------  g cm-3 
IA GILMORE 29.19 0.37 0.30 0.33 7.4 1.38 
IA ISUAG1 20.79 0.38 0.37 0.26 6.2 1.48 
IA ISUAG2 n/a† n/a† n/a† n/a† n/a† n/a† 
IA SERF 25.93 0.13 0.48 0.39 6.2 1.38 
IL NWREC 23.70 0.02 0.71 0.27 6.4 1.40 
IL ORR 10.80 0.03 0.74 0.23 5.2 1.33 
IN DPAC 15.68 0.21 0.37 0.42 6.2 1.50 
IN SEPAC 9.43 0.09 0.62 0.29 6.1 1.38 
MI KELLOGG 6.02 0.56 0.15 0.29 6.0 1.42 
MI MASON 6.86 0.63 0.12 0.26 5.9 1.49 
MN HICKS.B 29.87 0.07 0.39 0.54 8.0 1.29 
MN HICKS.G 27.21 0.15 0.39 0.46 8.1 1.36 
MO BRADFORD.B1 8.37 0.09 0.62 0.29 n/a† 1.55 
MO BRADFORD.B2 9.23 n/a† n/a† n/a† n/a† 1.72 
MO BRADFORD.C 8.64 0.12 0.63 0.25 5.6 1.64 
MO FREEMAN 8.98 0.17 0.63 0.20 6.8 1.32 
OH HOYTVILLE 16.16 0.17 0.33 0.51 7.0 1.43 
OH STJOHNS 16.72 0.09 0.48 0.43 5.7 1.38 
OH WOOSTER.COV 10.13 0.18 0.60 0.23 5.8 1.40 
OH WOOSTER.LTR 11.66 0.16 0.62 0.22 6.0 1.41 
WI ARL 16.44 0.08 0.70 0.23 6.8 1.39 
WI LAN 10.22 0.07 0.77 0.16 6.8 1.39 
WI MAR 18.77 0.16 0.69 0.14 7.0 1.31 
† Data not collected. 
‡ Sand, silt, and clay fractions may sum to 0.99 or 1.01 kg kg-1 instead of 1.0 kg kg-1 because of rounding errors.  
 
 Meteorological data were collected from weather stations located near the research sites 
as part of the Iowa Environmental Mesonet network (IEM, 2019). Experimental sites differed up 
to 2-fold in precipitation received during the growing season (Table 2). The growing season was 
defined as the period between planting and harvest dates for each site-year. Planting and harvest 
dates were available for all site-years (Abendroth et al., 2017) except for one at Hoytville in 
Ohio; the 4-year mean was used in filling. To derive approximate planting and harvest dates 
necessary in bounding the 30-year precipitation values, the mean dates for each site from 2011 to 
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2015 were used. The total precipitation which fell during the growing seasons of 2011 to 2015 
ranged from 348 to 797 mm.  
Table 2. Precipitation at each research site for the established growing season based on planting 
and harvest dates.  
  Growing 
Season Precip. Growing Season Precip. for 2011-2015 
State Site ID 




Min. Precip.  2- to 5-year 
mean 
Max Precip. 
  mm  mm mm mm 
IA GILMORE 542 5 310 458 629 
IA ISUAG1 554 5 315 524 751 
IA ISUAG2 628 2 782 797 813 
IA SERF 550 5 297 540 797 
IL NWREC 534 5 373 559 759 
IL ORR 489 5 394 582 802 
IN DPAC 562 2 543 618 693 
IN SEPAC 480 5 299 465 613 
MI KELLOGG 482 5 262 479 607 
MI MASON 366 5 215 363 512 
MN HICKS.B 472 5 285 438 659 
MN HICKS.G 479 4 330 479 659 
MO BRADFORD.B1 516 5 207 435 659 
MO BRADFORD.B2 511 5 207 435 659 
MO BRADFORD.C 539 5 207 484 659 
MO FREEMAN 464 5 245 348 443 
OH HOYTVILLE 485 4 439 606 765 
OH STJOHNS 505 2 599 750 900 
OH WOOSTER.COV 524 5 416 546 659 
OH WOOSTER.LTR 535 5 451 547 676 
WI ARL 504 5 230 470 604 
WI LAN 579 5 399 482 573 
WI MAR 521 5 299 506 598 
† Number of years with maize grown and those used in compiling precipitation values.  
 
4.3.2 Treatments  
 Management practices studied by the team and included here were categorized into 
paired comparisons of tillage, drainage water management, or crop diversity strategies. The 
implementation of practices was unique to each research site based on site capabilities. The 
designation of “improved” was assigned to the practice considered novel or not widely 
implemented across the Midwest while the “standard” practice was considered more commonly 
used (Roesch-McNally et al., 2016). “Improved” practices included: no-tillage, addition of cereal 
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rye cover crop, addition of a different cash crop into the crop rotation, and drainage intensity and 
management (Table 3). An “improved” management practice is always a one “step” or “change”; 
it is not the compounding of practices. For example, in sites such as NWREC, the tillage and 
crop diversity practices are not examined in tandem but tillage practices are analyzed without 
specification of crop rotation and vice versa. In a few instances, a particular management 
practice is categorized as both “improved” and “standard”. For example, maize-soybean is 



















Table 3. Treatments at each research site as “standard” or “improved” within each category. 
Abbreviations include: conservation tillage (CT), no-tillage (NT), without cereal rye cover (- 
rye), with rye cover (+ rye), continuous maize (CC), maize-soybean rotation (CS), maize-
soybean-wheat (CSW), no drainage (ND), free drainage (FD), and controlled drainage (CD).  
 
  Drainage Tillage Crop Diversity 
State Site ID “Standard” “Improved” “Standard” “Improved” “Standard” “Improved” 
IA ISUAG1     - rye + rye 











  CC CS 










IN DPAC FD CD     
IN SEPAC     - rye + rye 
MI MASON     - rye + rye 
MI KELLOGG     - rye + rye 
MN HICKS.B FD CD     
MN HICKS.G FD CD     
MO BRADFORD.B1   CT NT - rye + rye 
MO BRADFORD.B2   CT NT - rye + rye 
MO BRADFORD.C     - rye + rye 





OH HOYTVILLE   CT NT CC CS 
OH STJOHNS FD CD     
OH WOOSTER.COV   CT NT CC CS 
OH WOOSTER.LTR   CT NT CC CS 

















 The performance of the climate adaptation practices was measured as the natural log of 
the response ratio for maize grain yield between “improved” and “standard” practices for each 
replicate within a research site. Plot-level yield data were discarded if less than 1681 kg ha-1 (25 
bu ac-1) to eliminate rare instances of crop failure unrelated to the management practices. Maize 
91 
 
grain yield was analyzed relative to the 23 Sites (listed in previous Tables), 4 yield 
environments, and 4 Soil Organic Carbon environments. The yield environments were 
constructed based on the mean yield across all available plots and years per site. The 
establishment of these yield environments was by quartile separation based on the sites included 
in the particular analysis and treatments examined (tillage or crop diversity). The SOC data were 
collected 2 to 3 times during the five-year period at the plot-level (Kladivko et al., 2014; 
Necpálová et al., 2014). The mean SOC was calculated from all samples collected at the 10-20 
cm depth. This depth was selected from others available (0-10, 20-40, 40-60, and 60-100 cm) 
because it was most uniformly collected across all research sites and this depth was more likely 
to change from the management practices than deeper in the soil profile during a short project 
life. The categorization of SOC environments was also based on quartile separation as explained 
above.  
4.3.4 Statistical Analysis 
 A mixed model was used within each treatment category (drainage, tillage, crop 
diversity) and considered statistically significant when p ≤ 0.10. In the model, site and treatment 
were considered fixed while year and replicate were considered random (Code 1). The procedure 
was performed within the statistical package R using R Studio (version 3.5.0, R Core Team, 
2018; R Studio, 2016) with code included below and aligned with methods recommended in 
Moore and Dixon (2015). When the interaction effect was found to be non-significant and the 
main effect of primary interest, the model was carried out with “site” as random (Code 2). For 
the analyses using yield environments and SOC environments instead of site, the terms were 




Code 1. Site and treatment (“trt”) fixed with replicate (“rep”) and year random. This code 
was used when interested in the interaction effect. The natural log of the response ratio 
for maize grain yield (“ln_rr_mgrayld”) was the dependent variable.  
df.lmer <- lmer(ln_rr_mgrayld ~ trt*site + (1|year) + 
(1|year:site) + (1|rep:year:site) + (1|trt:year) + 
(1|trt:year:site), data=df) 
Code 2. Treatment (“trt”) fixed with site, replicate (“rep”) and year random. This code 
was used when interested in main effect of treatment only. The natural log of the 
response ratio for maize grain yield (“ln_rr_mgrayld”) was the dependent variable. 
df.lmer <- lmer(ln_rr_mgrayld ~ trt + (1|year) + (1|site) + 
(1|year:site) + (1|rep:year:site) + (1|trt:year) + 
(1|trt:site) + (1|trt:year:site), data=df) 
 All data analysis, graphing, and model fitting were performed within R using R Studio 
with data migrated to and from SQLite (Hipp et al., 2015). Packages were installed in addition to 
base R as summarized here; Overall functionality: plyr (Wickham, 2011), dplyr (Wickham et al., 
2018), lubridate (Grolemund and Wickham, 2011), reshape2 (Wickham, 2007), tidyverse 
(Wickham, 2017); Data configuration: data.table (Dowle and Srinivasan, 2019); Database: DBI 
(R-SIG-DB et al., 2018), RSQLite (Müller et al., 2018); Statistics: emmeans (Lenth, 2019), car 
(Fox and Weisberg), magrittr (Milton Bache and Wickham, 2014), lme4 (Bates et al., 2015), 
easynls (Arnhold, 2017), Plotting: ggplot2 (Wickham, 2016), ggpubr (Kassambara, 2018), 
ggrepel (Slowikowski, 2018), colorspace (Ihaka et al., 2019), RColorBrewer (Neuwirth, 2014), 
and maps (Becker et al., 2018). 
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4.4 Results and Discussion 
4.4.1 Yield Response To Climate Adaptation Strategies Across Environments 
4.4.1.1 Analysis by research site 
 The response ratio between “improved” and “standard” management practices was 
analyzed within the three overarching groups of drainage, tillage, and crop diversity treatments 
(Table 6). An analysis of the treatment effect across research sites was not possible for the 
drainage treatments because of an unbalanced design resulting in few comparisons.   
 The tillage and crop diversity treatments did not perform uniformly across the research 
sites, p = <0.001 for both (Table 6). The response to improved tillage was primarily from 
differences across sites not within. Overall, crop diversity was particularly meaningful between 
continuous maize and improved systems of maize-soybean with cereal rye or maize-soybean-
wheat although variations existed across sites. The maize-soybean-wheat system yielded more 
than continuous maize with and without cereal rye cover. The maize-soybean system with and 
without rye cover fell between the continuous maize and maize-soybean-wheat systems. The 
length of time a rye cover crop is present during the cash crop growing season is fairly minimal 
with only a few weeks of active growth in the fall and spring. Within the literature, the yield 
response to increased crop diversity has been more consistent when it is from the addition of a 








Table 6. Statistical results for each overarching category (tillage or crop diversity) from the 
mixed model examining treatment and research sites. 
 Effect df p value 
Drainage Site 4 0.325 
 Treatment 1 0.040 
 Site * Treatment -- -- 
Tillage Site 8 0.004 
 Treatment  3 0.694 
 Site * Treatment 9 <0.001 
Crop Diversity  Site 18 0.882 
 Treatment 7 0.036 
 Site * Treatment 14 <0.001 
 
4.4.1.2 Analysis by yield environment 
To move beyond analyses using individual research site nomenclature, maize grain yield was 
assessed relative to “yield environment”. Drainage treatments were not included here due to the 
inability for cross-site analyses (Table 6). The overall maize grain yield per research site were 
used to establish the yield environments based on statistical quartiles: 5.2-7.5 (Q1), 7.5-10.5 
(Q2), 10.5-11.1 (Q3), 11.1-13.3 (Q4) Mg ha-1; further refinement to treatment-specific yield 
environments will be necessary given that some experiments are long-term.   
Table 7. Statistical results for each overarching category (tillage or crop diversity) from the 
mixed model examining treatment and yield environment. 
 Effect df p value 
Tillage Yield Environment 3 <0.001 
 Treatment  3 0.302 
 Yield Environment * Treatment 5 0.011 
Crop Diversity  Yield Environment 3 0.454 
 Treatment 7 0.047 
 Yield Environment * Treatment 9 0.026 
 
 The difference in maize grain yield with improved tillage (Figure 2) and crop 
diversification (Figure 3) are discernible as those falling above the red horizontal line at zero. 
Each boxplot represents a one-step improvement in diversification with the variable in 
parentheses held steady. For example, the first treatment listed in the legend of Figure 2 is no-
tillage with continuous maize (NT (CC)); this is a comparison to conventional tillage with 
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continuous maize. For tillage and crop diversity treatments, greater variability is observed in the 
lower yielding environments. In addition, maize yields were greater at times with conventional 
tillage rather than no-tillage which is in contrast to much of the literature; these responses need to 
be further examined.  
 
 
Figure 2. Percent difference in maize grain yield as the response ratio between “improved” and 
“standard” tillage management relative to yield environment. Abbreviations include: NT (no 
tillage), CC (continuous maize), CC_RYE (continuous maize with rye), CS (maize-soybean), 
and CS_RYE (maize-soybean with rye). Outliers beyond 100% difference have been excluded 







Figure 3. Percent difference in maize grain yield as the response ratio between “improved” and 
“standard” crop diversity management relative to yield environments. Abbreviations include: CT 
(conventional tillage), NT (no tillage), CC (continuous maize), CC_RYE (continuous maize with 
rye), CS (maize-soybean), CS_RYE (maize-soybean with rye), and CSW (maize-soybean-
wheat). Outliers beyond 150% difference have been excluded which minimally impacts the 
interpretation of results. 
  
4.4.2 Yield Response To Climate Adaptation Strategies By Soil Organic Carbon 
 Categorizing the research sites by mean soil organic carbon provided the most significant 
interactions (Table 8) compared to previous analyses using site and yield environments (Table 6 
and Table 7, respectively). The tillage and crop diversity treatments were significantly different 
across SOC environments, as well as within SOC environments for crop diversity treatments. 
There was no difference between NT and CT within SOC environments although a difference in 
maize yield existed between the lowest SOC (8.0-9.3 g kg-1) and all three higher SOC 
environments (9.3-29.2 g kg-1) (Figure 4).  
 The cereal rye cover crop treatments did not yield different from their respective cash 
crop practice minus the cover crop. The addition of soybean and wheat (CSW) relative to 
continuous maize (CC) was significant in the highest SOC environment although not within 
other SOC environments. The lowest SOC environment (6.0-9.0 g kg-1) had lower yields 
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however for continuous maize, continuous maize with rye, and maize-soybean with rye 
compared to their counterparts in higher SOC environments (Figure 5).  
Table 8. Statistical results for each overarching category (tillage or crop diversity) from the 
mixed model examining treatment and Soil Organic Carbon (SOC) environment.  
 Effect df p value 
Tillage SOC Environment 3 <0.001 
 Treatment  3 0.699 
 SOC Environment * Treatment 6 0.102 
Crop Diversity  SOC Environment 3 0.403 
 Treatment 7 0.049 
 SOC Environment * Treatment 12 0.0 
 
 
Figure 4. Percent difference in maize grain yield as the response ratio between “improved” and 
“standard” tillage management relative to SOC environments. Abbreviations include: NT (no 
tillage), CC (continuous maize), CC_RYE (continuous maize with rye), CS (maize-soybean), 
and CS_RYE (maize-soybean with rye). Outliers beyond 100% difference have been excluded 






Figure 5. Percent difference in maize grain yield as the response ratio between “improved” and 
“standard” crop diversity management relative to SOC environments. Abbreviations include: CT 
(conventional tillage), NT (no tillage), CC (continuous maize), CC_RYE (continuous maize with 
rye), CS (maize-soybean), CS_RYE (maize-soybean with rye), and CSW (maize-soybean-
wheat). Outliers beyond 150% difference have been excluded which minimally impacts the 
interpretation of results. 
 
 The use of “site” and “yield environment” as characterization variables in this multi-site 
analysis was not as useful as Soil Organic Carbon in separating treatment responses, especially 
for crop diversity practices. Further analyses with SOC environments established per plot and not 
per the overall site mean may provide further refinement in the results; some research sites have 
had practices established for decades such that substantial differences are likely in SOC. It is also 
possible further analyses including available water holding capacity (Irmak et al., 2000) and 
precipitation during key development phases may provide further insight in optimizing 
placement of these adaptation strategies on the landscape. Based on these initial results, placing 
conservation tillage and diversified crop rotations on fields with soil organic carbon below 9.0 g 
kg-1 may particularly improve maize yields long-term if SOC is increased as a result. In 
conducting climate adaptation research, the greatest separation among treatments may also occur 
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if carried out across two fields at the low (below ~9.0 g kg-1) and high range of SOC (above 
~18.0 g kg-1) for the Midwest.  
4.5 Conclusion  
Research across a set of experiments over a relatively short time span has weaknesses such as 
over-accommodating for short-term fluctuations and deriving recommendations that may not 
align with the general average shifts occurring (Auffhammer and Schlenker, 2014). However, 
multi-site analyses as performed here can provide rich context and a global view of trends that 
are not possible with individual site analyses. This research identifies SOC environments 
followed by yield environments as most helpful in understanding maize yield response to climate 
adaptation practices across the Midwest region. A reduction in tillage intensity and increase in 
crop diversity in lower SOC environments are expected to be particularly beneficial for 
increasing maize yield and targeting these fields will be important to advance climate adaptation 
in the Midwest.  
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CHAPTER 5.    GENERAL CONCLUSION 
 The body of knowledge gained from this dissertation advances climate adaptation science 
in the Midwest by determining: the magnitude of warming particular to maize production with 
recommendations noted for thermal model selection, the relationship between hybrid GDD and 
environmental GDD and lack of climate driven selection across the majority of the Midwest, and 
the maize yield response to climate adaptation strategies across environments differing in yield 
potential and soil carbon. Across this body of work is the consistent theme that the central region 
of the Midwest has climatic conditions and yield environments that are largely “neutral” to 
temperature changes and adaptation practices. It appears that farmers in this area are not 
experiencing substantial warming during the frost-free period, are reducing their hybrid 
maturities, and generally obtain high yields whether improved or standard management practices 
are used. The northern areas contrast from this central region due to warming that has increased 
thermal time by up to 1.2-fold since 1950 and some pockets where longer hybrid maturities are 
being selected to assumingly utilize this additional thermal time. I expect that in the future, farms 
that are successfully adapted will not only utilize strategies that mitigate stressors and constraints 
on the system climatically and biophysically but also balance the challenges in terms of logistics 





APPENDIX A. SUPPLEMENTAL MATERIALS FOR CHAPTER 2 
Figure S1. Mean frost-free thermal time for 1950-2017: (a) GDD, (b) GTI, (c) CHU, and (d) 
HSDD.  
 
Figure S2. Midwest mean frost dates as Day of Year for 1950-2017: (a) spring frost date and (b) 





Table S1. Counties resembling a non-normal distribution for frost-free thermal time in the 
Growing Degree Day, General Thermal Index, and Crop Heat Unit thermal models. Counties not 
included here had a p-value greater than 0.01 and met assumptions of normality.  
County, State p-value 
 GDD GTI CHU 
Scott, IN n/a n/a <0.01 
Ashland, WI n/a <0.01 <0.01 
Bayfield, WI n/a <0.01 <0.01 
Douglas, WI <0.01 <0.001 <0.01 
Price, WI <0.01 <0.001 <0.001 
Rusk, WI <0.001 <0.001 <0.001 
Sawyer, WI <0.001 <0.001 <0.001 
Taylor, WI <0.001 <0.001 <0.001 
Vilas, WI n/a n/a <0.01 
 
 
Figure S3. County residual significance with the HSDD model; 850 counties are significant at p 




Table S2. Fit between observed FFTT and predicted FFTT using Relative Root Mean Square 
Error. Significance is denoted only for the mean RRMSE value.  
 Relative Root Mean Square Error 
Model Min. Q1 Median Mean ± SE Q3 Max. IQR† Skew 
GDD 5.59 7.25 7.88 8.09 ± 0.03 a 8.66 12.84 1.40 0.918 
GTI 5.71 7.08 7.63 7.76 ± 0.03 b 8.24 11.16 1.16 0.784 
CHU 5.27 6.60 7.06 7.19 ± 0.03 c 7.61 10.71 1.01 0.929 
†Interquartile range calculated as the difference between Quartiles: Q3 – Q1.  
 
 
Figure S4. Midwest mean temperatures for (a) average, (b) minimum, and (c) maximum during 




Figure S5. Change in spring and fall frost dates as (a, c) days per year and (b, d) p-value for the 






APPENDIX B. SUPPLEMENTAL MATERIALS FOR CHAPTER 3 
Figure S1. Maize acreage harvested per county as either grain or silage as mean values for 2000 
to 2016 (USDA-NASS, 2018). Silage acreage is reported at the agricultural district level rather 
than county level in Missouri, Illinois, Indiana, and Ohio; therefore, counties in these states are 






Figure S2. Percent sales for each RM category per year from 2000 to 2016 in two counties: (a) 
St. Clair county, Illinois which is majority grain production and (b) Marathon county, Wisconsin 




Figure S3. Frost-free growing season length as mean days available from 2000 to 2016. 
 




Figure S5. Range in mean hybrid Relative Maturity from 10th to 90th percentile based on the 
proportion of silage to grain acreage within a county. The quadratic regression was the superior 
fit with or without inclusion of the outlier at 2.17 on the x-axis. This data set only includes 
counties within Iowa, Michigan, Minnesota, North Dakota, South Dakota and Wisconsin. The 
other states report silage acreage at the agricultural district level and not county (as noted in 




APPENDIX C. SUPPLEMENTAL MATERIALS FOR CHAPTER 4 
Table S1. Research site locations in the Sustainable Corn project database (Abendroth et al., 
2017). Abbreviations include: RCBD (Randomized Complete Block Design) and CRD_S 
(Completely Randomized Design with Subsampling).  




IA ISUAG1 Agricultural Engineering and 
Agronomy Research Farms 
42.0099, -93.7814 Split-Plot 4 
IA ISUAG2 Agricultural Engineering and 
Agronomy Research Farms 
42.0218, -93.7599 RCBD 4 
IA GILMORE Agricultural Drainage Water 
Quality–Research and 
Demonstration Site (ADWQRDS) 
42.7491, -94.4976 RCBD 3 
IA SERF Southeast Research and 
Demonstration Farm 
41.1951, -91.4857 RCBD 2 
IL NWREC Northwestern Illinois Agricultural 
Research and Demonstration 
Center 
40.9317, -90.7281 Split-Plot 4 
IL ORR Orr Agricultural Research and 
Demonstration Center 
39.8018, -90.8226 Split-Plot 4 
IN DPAC Davis Purdue Agricultural Center 40.2678, -85.1622 RCBD 2 
IN SEPAC Southeast Purdue Agricultural 
Center 
39.0811, -85.5107 RCBD 4 
MI KELLOGG W.K. Kellogg Biological Station 42.4163, -85.3699 RCBD 6 
MI MASON Michigan State University 
Agronomy Farm: Mason Research 
Farm 
42.6281, -84.4354 RCBD 6 
MN HICKS.B Southwest Research and Outreach 
Center 
44.3483, -95.5444 CRD_S 1 
MN HICKS.G Southwest Research and Outreach 
Center 
44.3411, -95.5538 CRD_S 1 
MO BRADFORD.B1 Bradford Research and Ext. Center 38.8893, -92.2028 RCBD 4 
MO BRADFORD.B2 Bradford Research and Ext. Center 38.9038, -92.2099 Split-Plot 4 
MO BRADFORD.C Bradford Research and Ext. Center 38.8807, -92.2044 Split-Plot 3 
MO FREEMAN Lincoln University Freeman Farm 38.5821, -92.1076 Split-Plot 3 
OH HOYTVILLE Northwest Agricultural Research 
Station 
41.2227, -83.7625 Split-Plot 3 
OH STJOHNS On-farm DWM site in Pusheta 
Creek watershed, Clay Township, 
Auglaize County, OH 
Not Available CRD_S 1 
OH WOOSTER.COV Ohio Agricultural Research and 
Development Center 
40.7817, -81.8438 Split-Plot  
OH WOOSTER.LTR Ohio Agricultural Research and 
Development Center 
40.7641, -81.9067 Split-Plot 3 
WI ARL Arlington Agricultural Research 
Station 
43.2995, -89.3549 RCBD 3 
WI LAN Lancaster Agricultural Research 
Station 
42.8317, -90.7971 RCBD 2 
WI MAR Marshfield Agricultural Research 
Station 
44.7619, -90.0987 RCBD 3 
† The institutions leading each research site are: IA – Iowa State University, IL – University of Illinois, IN – Purdue 
University, MI – Michigan State University, MN – University of Minnesota, MO – University of Missouri, OH – 
Ohio State University, WI – University of Wisconsin.  
