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Abstract
Let (E,H,μ) be an abstract Wiener space and let DV := VD, where D denotes the Malliavin derivative
and V is a closed and densely defined operator from H into another Hilbert space H . Given a bounded
operator B on H , coercive on the range R(V ), we consider the operators A := V ∗BV in H and A := VV ∗B
in H , as well as the realisations of the operators L := D∗
V
BDV and L := DV D∗V B in Lp(E,μ) and
Lp(E,μ;H) respectively, where 1 < p < ∞. Our main result asserts that the following four assertions are
equivalent:
(1) D(√L) = D(DV ) with ‖
√
Lf ‖p  ‖DV f ‖p for f ∈ D(
√
L);
(2) L admits a bounded H∞-functional calculus on R(DV );
(3) D(√A) = D(V ) with ‖√Ah‖  ‖V h‖ for h ∈ D(√A);
(4) A admits a bounded H∞-functional calculus on R(V ).
Moreover, if these conditions are satisfied, then D(L) = D(D2
V
)∩D(DA). The equivalence (1)–(4) is a non-
symmetric generalisation of the classical Meyer inequalities of Malliavin calculus (where H = H , V = I ,
B = 12 I ). A one-sided version of (1)–(4), giving Lp-boundedness of the Riesz transform DV /
√
L in terms
of a square function estimate, is also obtained. As an application let −A generate an analytic C0-contraction
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tion. Our results imply that two-sided bounds for the Riesz transform of L are equivalent with the Kato
square root property for A. The boundedness of the Riesz transform is used to obtain an Lp-domain char-
acterisation for the operator L.
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1. Introduction
Let (E,H,μ) be an abstract Wiener space, i.e., E is a real Banach space and μ is a centred
Gaussian Radon measure on E with reproducing kernel Hilbert space H . In this paper we prove
square function estimates and boundedness of Riesz transforms for abstract second order elliptic
operators L in divergence form acting on Lp(E,μ), 1 <p < ∞. Our main result (Theorem 2.1)
gives necessary and sufficient conditions for the domain equality
D(
√
L) = D(DV ) (1.1)
in Lp(E,μ) with equivalence of norms
‖√Lf ‖p  ‖DV f ‖p (1.2)
for a class of divergence form elliptic operators of the form
L = D∗V BDV .
Here DV := VD, where D is the Malliavin derivative in the direction of H , V : D(V ) ⊆ H → H
is a closed and densely defined operator, and B is a bounded operator on H which is coercive
on R(V ). Our main result asserts that (1.1) and (1.2) hold if and only if the sectorial operator
A := VV ∗B on H admits a bounded H∞-functional calculus. In particular, if (1.1) and (1.2)
hold for one 1 < p < ∞, then they hold for all 1 < p < ∞. By well-known examples, cf. [38,
Theorem 4 and its proof], sectorial operators on H of the form T B with T : D(T ) ⊆ H → H
positive and self-adjoint and B coercive on H need not always have a bounded H∞-calculus. In
our setting, such examples can be translated into examples of operators L for which (1.2) fails
(e.g., take H = H and V = √T ).
Returning to (1.2), we shall prove the more precise result that the inclusions
D(
√
L) ↪→ D(DV ),
respectively
D(
√
L) ←↩ D(DV ),
hold in Lp(E,μ) if and only if the operator A satisfies a lower, respectively upper square function
estimate in R(V ).
The simplest example to which our results apply is the classical Ornstein–Uhlenbeck operator
of Malliavin calculus. This example is obtained by taking H = H , V = I , and B = 1I . With2
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the classical Ornstein–Uhlenbeck operator. The equivalences (1.1) and (1.2) then reduce to the
classical Meyer inequalities [40]. Various proofs of these inequalities have been given; see, e.g.,
[21,47]. For further references on this subject we refer to Nualart [45].
A second and non-trivial application concerns the computation of the Lp-domains of second
quantised operators. Let (E,H,μ) be an abstract Wiener space and suppose that S = (S(z))z∈Σ
is an analytic C0-contraction semigroup defined on the closed sector Σ . By this we mean that S
is a C0-semigroup of contractions on Σ which is analytic on the interior of Σ . Let −A denote
the generator of S. For 1 < p < ∞, by second quantisation (see Section 3 for the details) we
obtain an analytic C0-contraction semigroup (Γ (S(t)))z∈Σ , with generator −L, on Lp(E,μ).
As we will show, the operators A and L are always of the form A = V ∗BV and L = D∗V BDV
for suitable choices of V and B , and Theorem 2.1 implies that
D(
√
L) = D(DV ) with ‖
√
Lf ‖p  ‖DV f ‖p, 1 <p < ∞, (1.3)
if and only if A admits a bounded H∞-calculus on the homogeneous form domain associated
with A. As before, one-sided versions of this result can be formulated in terms of square function
estimates. By restricting (1.3) to the first Wiener–Itô chaos of Lp(E,μ) (see Section 3) and using
that the Lp-norms are pairwise equivalent on every chaos, we see that a necessary condition for
(1.3) is given by
D(
√
A) = D(V ) with ‖√Ah‖  ‖V h‖.
Since D(V ) equals the domain of the form associated with A, this is nothing but Kato’s square
root property for A. Thus our main result asserts that this necessary condition is also sufficient.
Second quantised operators arise naturally as generators of transition semigroups associ-
ated with solutions of linear stochastic evolution equations with additive noise; see for instance
[11,12]. In a forthcoming paper we shall apply our results to obtain Meyer inequalities for non-
symmetric analytic Ornstein–Uhlenbeck operators in infinite dimensions. These extend previous
results of Shigekawa [49] and Chojnowska–Michalik and Goldys [12] for the symmetric case,
and of Metafune, Prüss, Rhandi, and Schnaubelt [39] for the finite dimensional case, and they im-
prove results of [36] where a slightly more general class of non-symmetric Ornstein–Uhlenbeck
operators was considered.
Preliminary versions of this paper have been presented during the Semester on Stochastic
Partial Differential Equations at the Mittag–Leffler institute (Fall 2007) and the 8th International
Meeting on Stochastic Partial Differential Equations and Applications in Levico Terme (January
2008).
2. Statement of the main results
The domain, kernel, and range of a (possibly unbounded) linear operator T are denoted by
D(T ), N(T ), and R(T ), respectively. When considering an operator T acting consistently on
a scale of (vector-valued) Lp-spaces, Dp(T ), Np(T ), and Rp(T ) denote the domain, kernel, and
range of the Lp-realisation of T .
We introduce the setting studied in this paper in the form of a list of assumptions which will
be in force throughout the paper, with the exception of the intermediate Sections 3, 6, and 7.
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More precisely, we assume that E is real Banach space, H is a real Hilbert space with in-
ner product [·,·], and μ is a centred Gaussian Radon measure on E with reproducing kernel
Hilbert space H . Recall that this implies that H is continuously embedded in E; we shall write
i : H ↪→ E for the inclusion mapping. The covariance operator of μ equals i ◦ i∗ (here and in
what follows, we identify H ∗ and H via the Riesz representation theorem).
For h ∈ H we may define a linear function φh : iH → R by φh(ig) := [h,g]. Although
μ(iH) = 0 if H is infinite dimensional [7, Theorem 2.4.7], there exists a μ-measurable lin-
ear extension φh : E → R which is uniquely defined μ-almost everywhere [7, Theorem 2.10.11].
Note that for x∗ ∈ E∗ we have φi∗x∗(x) = 〈x, x∗〉 μ-almost everywhere. The identity∫
E
〈x, x∗〉2 dμ(x) = ‖i∗x∗‖2, x∗ ∈ E∗,
shows that h → φh, as a mapping from H into L2(E,μ), is an isometric embedding.
Assumption (A2). V is a closed and densely defined linear operator from H into another real
Hilbert space H .
When H0 is a linear subspace of H and k  0 is an integer, we let FCkb (E;H0) denote the
vector space of all (μ-almost everywhere defined) functions f : E → R of the form
f (x) := ϕ(φh1(x), . . . , φhn(x))
with n  1, ϕ ∈ Ckb (Rn), and h1, . . . , hn ∈ H0. Here Ckb (Rn) is the space consisting of all
bounded continuous functions having bounded continuous derivatives up to order k. In case
H0 = H we simply write FCkb (E). For f ∈FC1b(E;D(V )) as above the gradient DV f ‘in the
direction of V ’ is defined by
DV f (x) := V
(
Df (x)
)= n∑
j=1
∂jϕ
(
φh1(x), . . . , φhn(x)
)⊗ V hj ,
where D denotes the Malliavin derivative and ∂jϕ denotes the j -th partial derivative of ϕ.
We shall write
Lp := Lp(E,μ), Lp := Lp(E,μ;H)
for brevity. As in [19, Theorem 3.5], the proof of which can be repeated almost verbatim, the
operator DV is closable as an operator from Lp into Lp for all 1 p < ∞. From now on, DV
denotes its closure; domain and range of this closure will be denoted by Dp(DV ) and Rp(DV )
respectively.
Assumption (A3). B is a bounded operator on H which is coercive on R(V ).
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[BV h,V h] k‖V h‖2, h ∈ D(V ),
where k > 0 is a constant independent of h ∈ D(V ). Clearly B satisfies (A3) if and only if B∗
satisfies (A3).
At this point we pause to observe that Assumptions (A1), (A2), (A3) continue to hold af-
ter complexifying. In what follows we shall be mostly dealing with the complexified operators,
which we do not distinguish notationally from their real counterparts as this would only overbur-
den the notations. The complexified version of (A3) reads
Re[BV h,V h] k‖V h‖2, h ∈ D(V ).
If (A1), (A2), (A3) hold, the operator
L := D∗V BDV
is well defined, and −L generates an analytic C0-contraction semigroup (P (t))t0 on Lp for
all 1 < p < ∞, which coincides with the second quantisation of the analytic C0-contraction
semigroup on H generated by −A, where
A := V ∗BV
(Theorem 4.4). In the converse direction we show that every second quantised analytic C0-
contraction semigroup arises in this way (Theorem 3.2).
It is not hard to see (Proposition 5.1) that the operator A := VV ∗B is sectorial on H and
that −A generates a bounded analytic C0-semigroup on this space. Associated with this oper-
ator is the operator L = DVD∗V B on Rp(DV ). This operator is well defined and sectorial on
Rp(DV ), and −L generates a bounded analytic C0-semigroup on this space (Theorem 5.6 and
Definition 5.8).
The main results of this paper read as follows.
Theorem 2.1 (Domain of √L). Assume (A1), (A2), (A3), and let 1 < p < ∞. The following
assertions are equivalent:
(1) Dp(
√
L) = Dp(DV ) with ‖
√
Lf ‖p  ‖DV f ‖p for f ∈ Dp(
√
L);
(2) L admits a bounded H∞-functional calculus on Rp(DV );
(3) D(√A) = D(V ) with ‖√Ah‖  ‖V h‖ for h ∈ D(√A);
(4) A admits a bounded H∞-functional calculus on R(V ).
For the precise definition of operators admitting a bounded H∞-functional calculus we refer
to Section 7. Moreover we shall see (Lemma 10.2) that if the equivalent conditions of The-
orem 2.1 hold, then their analogues where B is replaced by B∗ hold as well. Some further
equivalent conditions are given at the end of Section 10.
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be satisfied. Then
Dp(L) = Dp
(
D2V
)∩ Dp(DA)
with equivalence of norms
‖f ‖p + ‖Lf ‖p  ‖f ‖p + ‖DV f ‖p +
∥∥D2V f ∥∥p + ‖DAf ‖p.
Here DA = AD, where D is the Malliavin derivative in the direction of H . For the precise
definitions of D2V and DA we refer to Section 11 where Theorem 2.2 is proved.
The conditions of Theorem 2.1 are automatically satisfied in each of the following two cases:
(i) B is self-adjoint. In this case A is self-adjoint and therefore (3) holds by the theory of sym-
metric forms (since A is associated with a closed symmetric form with domain D(V ); see
Section 4).
(ii) V has finite dimensional range. In this case (4) is satisfied; since A is injective on the (closed)
range of V (see Lemma 5.4), the H∞-functional calculus of A is given by the Dunford
calculus.
In fact we shall prove the stronger result that one-sided inclusions in (1) and (3) of Theo-
rem 2.1 hold if and only if A and/or L satisfies a corresponding square function estimate. In
particular, Lp-boundedness of the Riesz transform∥∥(DV /√L)f ∥∥p  ‖f ‖p
is characterised by the square function estimate
‖u‖
( ∞∫
0
∥∥tAS(t)u∥∥2 dt
t
)1/2
, u ∈ R(V ).
Here S is the bounded analytic semigroup on H generated by −A.
In Section 3 we present two applications of Theorem 2.1. The first gives an extension of
the classical Meyer inequalities for the Ornstein–Uhlenbeck operator. The second concerns Lp-
estimates for the square root of the Lp-realisation of generators of the second quantisation of
analytic C0-contraction semigroups on Hilbert spaces. We show that for such semigroups the
square root property of Theorem 2.1(3) is preserved under second quantisation.
The proof of Theorem 2.1 depends crucially on the following gradient bounds for the semi-
group P generated by −L and the first part of the Littlewood–Paley–Stein inequalities below.
Theorem 2.3 (Gradient bounds). Assume (A1), (A2), (A3), and let 1 <p < ∞.
(1) For all f ∈FCb(E) and t > 0 we have, for μ-almost all x ∈ E,
√
t
∥∥DVP(t)f (x)∥∥ (P(t)|f |2(x))1/2.
(2) The set {√tDV P (t): t  0} is R-bounded in L (Lp,Lp).
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Theorem 2.4 (Littlewood–Paley–Stein inequalities). Assume (A1), (A2), (A3), and let
1 <p < ∞. For all f ∈ Lp we have the square function estimate
‖f − PNp(L)f ‖p 
∥∥∥∥∥
( ∞∫
0
∥∥√tDV P (t)f ∥∥2 dt
t
)1/2∥∥∥∥∥
p
 ‖f ‖p,
where PNp(L) is the projection onto Np(L) along the direct sum decomposition Lp =
Np(L)⊕ Rp(L).
Theorem 2.1 is proved in Sections 10 and 12, and Theorems 2.3 and 2.4 are proved in Sec-
tion 8. At this point we emphasise that in the present non-symmetric setting, it is not possible to
derive the cases p > 2 from the cases 1 < p  2 by means of duality arguments (as is done, for
example, in [12,49]). New ideas are required; see Section 8.2.
It follows from [6, Proposition 2.2] that the following Hodge decompositions hold:
H = R(V ∗B)⊕ N(V ), H = R(V )⊕ N(V ∗B). (2.1)
Here V ∗B is interpreted as a closed densely defined operator from H to H . The second de-
composition, however, shows that the closures of the ranges of V ∗B and its restriction to R(V )
are the same. Therefore, in the first decomposition we may just as well interpret V ∗B as an
unbounded operator from R(V ) to H . This observation is relevant for the formulation of the
following Gaussian Lp-analogues of the above decompositions, which are proved in Section 12.
Theorem 2.5 (Hodge decompositions). Assume (A1), (A2), (A3), and let 1 < p < ∞. One has
the direct sum decomposition
Lp = Rp
(
D∗V B
)⊕ Np(DV ),
where D∗V B is interpreted a closed densely defined operator from Rp(DV ) to Lp . If the equiv-
alent conditions of Theorem 2.1 hold, then the above decomposition remains true when D∗V B is
interpreted as a closed densely defined operator from Lp to Lp . In that case one has the direct
sum decomposition
Lp = Rp(DV )⊕ Np
(
D∗V B
)
,
where D∗V B is interpreted as a closed densely defined operator from Lp to Lp .
In the proofs of these theorems we use the Hodge–Dirac formalism introduced recently by
Axelsson, Keith, and McIntosh [6] in the context of the Kato square root problem. In the spirit of
this formalism, let us define the Hodge–Dirac operator Π associated with DV and D∗V B by the
operator matrix
Π :=
[
0 D∗V B
DV 0
]
.
Using Theorems 2.3, 2.4, and 2.5 we shall prove:
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is R-bisectorial on Lp ⊕ Rp(DV ). If the equivalent conditions of Theorem 2.1 hold, then Π is
R-bisectorial on Lp ⊕Lp .
For the definition of R-(bi)sectorial operators we refer to Section 7. The analogue of The-
orem 2.6 for the more general framework considered in [6] generally fails for p = 2. It this
therefore a non-trivial fact that the theorem does hold in the special case considered here. Its
proof depends on Theorems 2.3, 2.4, and a delicate Lp-analysis of the operators DV and D∗V B ,
which is carried out in Section 9.
From the fact that on Lp ⊕ Rp(DV ) one has
Π2 =
[
L 0
0 L
]
we deduce that Π admits a bounded H∞-functional calculus on Lp ⊕ Rp(DV ) if and only if
L admits a bounded H∞-functional calculus on Rp(DV ), i.e., if and only if condition (2) in
Theorem 2.1 is satisfied. An alternative proof of the implication (2) ⇒ (1) of Theorem 2.1 can
now be derived from the H∞-functional calculus of Π applied to the function sgn(z) = z/√z2;
this is done in the final Section 12.
3. Consequences
Before we start with the proofs of our main results we discuss a number of situations where
operators of the form studied in this paper arise naturally.
3.1. The Ornstein–Uhlenbeck operator
Let (A1) be satisfied. Taking H = H and V = I , the derivative DV reduces to the Malli-
avin derivative in the direction of H . Assumption (A2) is then obviously satisfied. Let B be
an arbitrary operator satisfying (A3). Since A = B is bounded and sectorial, condition (4) of
Theorem 2.1 is satisfied.
For the special choice B = 12I , the resulting operator L = 12D∗VDV is the classical Ornstein–
Uhlenbeck operator of Malliavin calculus, and the two-sided Lp-estimate for
√
L of Theorem 2.1
reduces to the celebrated Meyer inequalities.
3.2. Linear stochastic evolution equations
In this subsection we shall describe an application of our results to stochastic evolution equa-
tions. This application will be worked out in more detail in a forthcoming paper. For unexplained
terminology and background material we refer to [16,42].
Consider the following linear stochastic evolution equation in a Banach space E:{
dU(t) =A U(t) dt + σdW(t), t  0,
U(0) = x.
Here, A is assumed to generate a C0-semigroup on E, σ is a bounded linear operator from
a Hilbert space H to E, and W is an H -cylindrical Brownian motion. For later reference we
put H :=H  N(σ ).
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solution Ux = (Ux(t))t0 and that these solutions admit an invariant measure; necessary and
sufficient conditions for this to happen can be found in [16,42,43]. Under this assumption one
has weak convergence limt→∞ μt = μ, where μt is the distribution of the E-valued centred
Gaussian random variable U0(t) corresponding to the initial value x = 0. The limit measure
μ is invariant as well; in a sense that can be made precise it is the minimal invariant measure
associated with the above problem. The reproducing kernel Hilbert space associated with μ is
denoted by H and the corresponding inclusion operator H ↪→ E by i.
Define, for bounded continuous functions f : E → R,
P(t)f (x) := Ef (Ux(t)), t  0, x ∈ E.
The operators P(t) extend in a unique way to a C0-contraction semigroup on Lp(E,μ) for
all 1  p < ∞. It has been shown in [37] that if P is analytic for some (equivalently, for all)
1 < p < ∞, then its infinitesimal generator −L is of the form considered in Section 2. More
precisely, there exists a unique coercive operator B on H such that
L = D∗V BDV ,
where V : D(V ) ⊆ H → H is the closed linear operator defined by
V (i∗x∗) := σ ∗x∗, x∗ ∈ E∗.
It is easy to see that DV is nothing but the Fréchet derivative on E in the direction of H (where
we think of H as a Hilbert subspace of E under the identification u → σu).
As a consequence of our main results we obtain the following result.
Theorem 3.1. In the above situation, suppose that the transition semigroup P is analytic on
Lp(E,μ) for some (all ) 1 <p < ∞.
(1) The C0-semigroup generated by A leaves H invariant and restricts to a bounded analytic
C0-semigroup on H ;
(2) We have Dp(
√
L) = Dp(DV ) with equivalence of norms ‖
√
Lf ‖p  ‖DV f ‖p if and only if
the negative generator of the restricted semigroup admits a bounded H∞-functional calculus
on H .
3.3. Second quantised operators
Theorem 2.1 can be applied to the second quantisation of an arbitrary generator −A of an
analytic C0-contraction semigroup on a Hilbert space H . The idea is to prove that such operators
A can be represented as V ∗BV for certain canonical choices of operators V and B satisfying
(A2) and (A3). If E and μ are given such that (A1) holds, the second observation is that the
generator of the second quantised semigroup on Lp = Lp(E,μ) equals the operator −D∗V BDV
and therefore Theorem 2.1 can be applied.
We begin with recalling the definition and elementary properties of second quantised opera-
tors. For more systematic discussions we refer to [24,50]. We work over the real scalar field and
complexify afterwards.
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with all products of the form φh1 · . . . · φhn with h1, . . . , hm ∈ H . Then we let H(0) := R1 and
define H(n) as the orthogonal complement of H((n−1)) in H(n). The space H(n) is usually
referred to as the n-th Wiener–Itô chaos. We have the orthogonal Wiener–Itô decomposition
L2 =
∞⊕
n=0
H(n).
It is well known that for all 1 p  q < ∞ there exist constants Cn,p,q > 0 such that
‖F‖p  ‖F‖q  Cn,p,q‖F‖p, F ∈ H(n).
Denoting by In the orthogonal projection in L2 onto H(n), we have the identity
[
In(φh1 · . . . · φhn), In(φh′1 · . . . · φh′n)
]= 1
n!
∑
σ∈Sn
[h1, h′σ(1)] · . . . · [hn,h′σ(n)],
where Sn is the permutation group on n elements. This shows that H(n) is canonically isometric
to the n-fold symmetric tensor product H s©n, the isometry being given explicitly by
In(φh1 · . . . · φhn) →
1√
n!
∑
σ∈Sn
hσ(1) ⊗ · · · ⊗ hσ(n).
Thus the Wiener–Itô decomposition induces a canonical isometry of L2 and the (symmetric)
Fock space
Γ (H) :=
∞⊕
n=0
H s©n.
Let T ∈ L (H) be a contraction. We denote by Γ (T ) ∈ L (Γ (H)) the (symmetric) second
quantisation of T , which is defined on H s©n by
Γ (T )
∑
σ∈Sn
hσ(1) ⊗ · · · ⊗ hσ(n) =
∑
σ∈Sn
T hσ(1) ⊗ · · · ⊗ T hσ(n).
By the Wiener–Itô isometry, T induces a contraction on L2 and we have
Γ (T )In(φh1 · . . . · φhn) = In(φT h1 · . . . · φT hn). (3.1)
Moreover, Γ (T ) is a positive operator on L2. We have the identities
Γ (I) = I, Γ (T1T2) = Γ (T1)Γ (T2),
(
Γ (T )
)∗ = Γ (T ∗). (3.2)
For all 1 p ∞, Γ (T ) extends to a positive contraction on Lp and (3.2) continues to hold.
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not be used in the present section. The following formula is known as Mehler’s formula [45]: if
f = ϕ(φh1 , . . . , φhn) with ϕ ∈ Cb(Rn) and h1, . . . , hn ∈ H , then for μ-almost all x ∈ E we have
Γ (T )f (x) =
∫
E
ϕ
(
φT h1(x)+ φ√I−T ∗T h1(y), . . . , φT hn(x)+ φ√I−T ∗T hn(y)
)
dμ(y). (3.3)
For h ∈ H define
Eh =
∞∑
n=0
1
n!In
(
φnh
)= exp(φh − 12‖h‖2
)
. (3.4)
This sum converges absolutely in Lp for all 1  p < ∞, and the linear span of the functions
Eh is dense in Lp [45, Chapter 1]. From a routine approximation argument using the closedness
of DV we obtain that h ∈ D(V ) implies Eh ∈ Dp(DV ) and
DVEh = Eh ⊗ V h. (3.5)
From (3.1) and (3.4) one has the identity
Γ (T )Eh = ETh. (3.6)
Let us now turn to the situation where −A be the generator of an analytic C0-contraction
semigroup on a Hilbert space H . It is well known [46, Theorem 1.57, Theorem 1.58 and the
remarks following these results] that A is associated with a sesquilinear form a on (the complex-
ification of ) H which is densely defined, closed and sectorial, i.e., there exists a constant C  0
such that ∣∣Ima(h,h)∣∣ C Rea(h,h), h ∈ D(a).
The next result may be known to experts, but as we could not find an explicit reference we include
a proof for the convenience of the reader.
Theorem 3.2. There exists a Hilbert space H, a closed operator V : D(V ) ⊆ H → H with dense
domain D(V ) = D(a) and dense range, and a bounded coercive operator B ∈L (H) such that
A = V ∗BV.
More precisely, this identity means that we have a(g,h) = [BVg,V h] for all g,h ∈ D(V );
cf. Section 4.
Proof. Writing a(h) := a(h,h) by [46, Proposition 1.8] we have∣∣a(g,h)∣∣ (Rea(g))1/2(Rea(h))1/2, g,h ∈ D(a).
We claim that N := {h ∈ D(a): Rea(h) = 0} is a closed subspace of D(a). Indeed, if hn → h
in D(a) and Rea(hn) = 0, then
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
(
Rea(h)
)1/2(Rea(h− hn))1/2 + (Rea(h− hn))1/2(Rea(hn))1/2,
which becomes arbitrary small as n → ∞.
On the quotient D(a)/N we define a sesquilinear form
[Vg,V h] := 1
2
(
a(g,h)+ a(h,g)), g,h ∈ D(a),
where V denotes the canonical mapping from D(a) onto D(a)/N. This form is well defined,
since for n,n′ ∈ N we have∣∣a(g + n,h+ n′)− a(g,h)∣∣ (Rea(n))1/2(Rea(h))1/2 + (Rea(g))1/2(Rea(n′))1/2
+ (Rea(n))1/2(Rea(n′))1/2
= 0.
Since Rea(h) = 0 implies [h] = [0], the form [·,·] is an inner product on D(a)/N. We put
H := D(a)/N,
where the completion is taken with respect to the norm induced by [·,·]. We interpret V as a linear
operator from H into H with dense domain D(V ) = D(a) and dense range. To show that V is
closed, we take a sequence (hn)n1 in D(a) such that hn → h in H and V hn → u in H . Since
Rea(hn − hm) = ‖V (hn − hm)‖2 → 0 as m,n → ∞, the sequence (hn)n1 is Cauchy in D(a).
Thus the closedness of a implies that (hn)n1 has a limit in D(a), which is h since hn → h in H .
Consequently, ‖V hn − V h‖2 = Rea(hn − h) → 0. We conclude that V is closed.
Now we define a sesquilinear form b on R(V ) by
b(Vg,V h) := a(g,h).
This is well defined, since Vg = V g˜ and V h = V h˜ imply that∣∣a(g,h)− a(g˜, h˜)∣∣ ∣∣a(g − g˜, h)∣∣+ ∣∣a(g˜, h− h˜)∣∣

(
Rea(g − g˜)Rea(h))1/2 + (Rea(g˜)Rea(h− h˜))1/2
= ∥∥V (g − g˜)∥∥‖V h‖ + ‖V g˜‖∥∥V (h− h˜)∥∥= 0.
Moreover, the associated operator B extends to a bounded operator on H , since∣∣b(Vg,V h)∣∣= ∣∣a(g,h)∣∣ (Rea(g))1/2(Rea(h))1/2 = ‖Vg‖‖V h‖.
We conclude that a(g,h) = [BVg,V h]. By the identity
‖V h‖2 = Rea(h) = Re[BV h,V h]
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follows. 
Although the triple (H,V,B) is not unique, the next result implies that the statements in
Theorem 2.1 do not depend on the choice of (H,V,B).
Proposition 3.3. Let −A be the generator of an analytic C0-contraction semigroup on H . Let
(H,V,B) and (H˜ , V˜ , B˜) be triples with the properties as stated in Theorem 3.2. Then:
(i) The coercivity constants k and k˜ of B and B˜ coincide;
(ii) D(V ) = D(V˜ ) with ‖V h‖  ‖V˜ h‖.
If in addition to the above assumptions (E,H,μ) is an abstract Wiener space, then for
1 p < ∞ we have
(iii) Dp(DV ) = Dp(DV˜ ) with ‖DV f ‖p  ‖DV˜ f ‖p .
Proof. (i): This follows from the identity [BV h,V h] = a(h,h) = [B˜V˜ h, V˜ h] for h ∈ D(a) and
the fact that V and V˜ have dense range.
(ii): For h ∈ D(A) we have
k‖V h‖2  Re[BV h,V h] = Re[Ah,h] = Re[B˜V˜ h, V˜ h] ‖B˜‖‖V˜ h‖2.
Since D(A) is a core for both D(V ) and D(V˜ ) the result follows.
(iii): Let D denote the Malliavin derivative, which is well defined as a densely defined closed
operator from Lp(E,μ) to Lp(E,μ;H), 1 p < ∞. For f ∈FC1b(E;D(V )) we have, by (ii),
‖DV f ‖pp =
∫
E
‖VDf ‖p dμ 
∫
E
‖V˜ Df ‖p dμ = ‖DV˜ f ‖pp.
The claim follows from this since FC1b(E;D(V )) is a core for Dp(DV ) and Dp(DV˜ ). 
Let N := {h ∈ D(a): Rea(h) = 0} and let D˙(a) := H be defined as in the proof of Theo-
rem 3.2, i.e., D˙(a) is the completion of D(a)/N with respect to the norm
‖V h‖D˙(a) :=
√
Re
(
a(h)
)
,
where V denotes the canonical operator from D(a) onto D(a)/N . In the proof of Theorem 3.2 we
showed that V is a closed operator from H into D˙(a) with dense domain and dense range. We also
constructed a coercive operator B ∈L (D˙(a)) such that a(g,h) = [BVg,V h] for g,h ∈ D(a).
In Lemma 5.3 below we show that the semigroup S generated by −A induces a bounded ana-
lytic C0-semigroup S on D˙(a) in the sense that S(t)V h = V S(t)h for all h ∈ D(V ). Its generator
will be denoted by −A.
Now let (E,H,μ) be an abstract Wiener space and let DV := VD as before. For cylindrical
functions f = f (φh1 , . . . , φhn) with hj ∈ D(V ) = D(a) we have
DV f =
n∑
∂jf (φh1 , . . . , φhn)⊗ V hj .
j=1
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to a sectorial operator L on Lp(E,μ) for 1 <p < ∞, and −L equals the generator of the second
quantisation on Lp(E,μ) of the semigroup S generated by −A on H , i.e.,
P(t) = Γ (S(t)), t  0.
As a consequence, Theorem 2.1 can be translated into the following result.
Theorem 3.4. Assume (A1) and let −A be the generator of an analytic C0-contraction semigroup
S on H . Let 1 < p < ∞ and let −L denote the realisation on Lp(E,μ) of the generator of the
second quantisation of S. The following assertions are equivalent:
(1′) Dp(
√
L) = Dp(DV ) with ‖
√
Lf ‖p  ‖DV f ‖p for f ∈ Dp(
√
L);
(3′) D(√A) = D(a) with ‖√Ah‖  √a(h) for h ∈ D(a);
(4′) the realisation of A in D˙(a) admits a bounded H∞-functional calculus.
The main equivalence here is (1′) ⇔ (3′). It asserts that the square root property with homo-
geneous norms is preserved when passing from H to Lp(E,μ) by means of second quantisation.
The equivalence (3′) ⇔ (4′) is probably known, although we could not find a reference for it.
The related equivalence (3′′) ⇔ (4′′), with
(3′′) D(√A) = D(a);
(4′′) the realisation of A in D(a) admits a bounded H∞-functional calculus,
is stated explicitly in [2, Theorem 5.5.2].
We have already mentioned that Theorem 2.1 is obtained by combining two one-sided ver-
sions of it involving Riesz transforms. The same is true for Theorem 3.4.
4. The operator L
In this section we give a rigorous definition of the operator L as a closed and densely defined
operator acting in Lp := Lp(E,μ), where 1 <p < ∞.
We begin with an analysis in the space L2 := L2(E,μ). Associated with the (complexified)
operators B : H → H , V : D(V ) ⊆ H → H , and DV : D(DV ) ⊆ L2 → L2 are the sesquilinear
forms a on H and l on L2 defined by D(a) := D(V ) and
a(h1, h2) := [BV h1,V h2],
and D(l) := D(DV ) and
l(f1, f2) := [BDV f1,DV f2],
where in the second line we identify B with the operator I ⊗ B . Here, and in what follows, we
write
D(DV ) := D2(DV ), R(DV ) := R2(DV ).
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respectively. The operators associated with these forms are denoted by A and L, respectively;
their domains will be denoted by D(A) and D(L). We may write
A = V ∗BV, L = D∗V BDV ;
this notation is justified by the observation that
h ∈ D(A) ⇐⇒ [h ∈ D(V ) and BV h ∈ D(V ∗)],
f ∈ D(L) ⇐⇒ [f ∈ D(DV ) and BDV f ∈ D(D∗V )],
in which case we have
Ah = V ∗(BV h), Lf = D∗V (BDV )f.
Let us also note (cf. [46, Lemma 1.25]) that D(A) and D(L) are cores for D(V ) and D(DV ),
respectively.
For later use we observe that if B satisfies (A3), then also B∗ satisfies (A3) and we have
A∗ = V ∗B∗V, L∗ = D∗V B∗DV
with similar justifications.
The proof of the next lemma can be found in [19]. Recall that φ : H → L2 is the isometric
embedding defined in Section 2.
Lemma 4.1. Let 1 <p < ∞. For all f ∈FC1b(E;D(V )) and u ∈ D(V ∗) we have
f ⊗ u ∈ Dp
(
D∗V
)
and D∗V (f ⊗ u) = f φV ∗u − [DV f,u].
Lemma 4.2. Identifying H with its image φ(H) in L2, A is the part of L in H .
Proof. Suppose first that h ∈ D(A). Then, by the form definition of A, we have h ∈ D(V ) and
BV h ∈ D(V ∗). Hence Lemma 4.1 gives us 1 ⊗BV h ∈ D(D∗V ) and
D∗V (1 ⊗BV h) = φV ∗BV h = φAh.
From this, combined with the identity
DV φh = 1 ⊗ V h
which follows from the definition of DV , we deduce that
[BDV φh,DV f ] = [1 ⊗BV h,DV f ] = [φAh,f ]
for all f ∈ D(DV ). Therefore, φh ∈ D(L) and Lφh = φAh. Denoting the part of L in H by LH
for the moment, this argument shows that A ⊆ LH .
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for all g ∈ D(V ) we obtain
[BV h,Vg] = [BDV φh,DV φg] = l(φh,φg) = [Lφh,φg] = [φh′ , φg] = [h′, g].
It follows that h ∈ D(A) and [Ah,g] = [h′, g]. This shows that Ah = h′, and we have proved the
opposite inclusion A ⊇ LH . 
It follows from the theory of forms (cf. [46, Proposition 1.51]) that −A and −L generate ana-
lytic C0-contraction semigroups S = (S(t))t0 and P = (P (t))t0 on H and L2, respectively. In
fact we have the following more precise result. Recall that the constant k > 0 has been introduced
in Assumption (A3).
Proposition 4.3. The operators −A and −L generate analytic C0-contraction semigroups on H
and L2 of angle arctanγ , where γ = 12k ‖B −B∗‖.
Proof. We prove this for L; the proof of A is similar (alternatively, the result for A follows from
the result for L via Lemma 4.2).
By the Lumer–Phillips theorem it suffices to show that L has numerical range in the sector
of angle arctanγ . Using that B is a (complexified) real operator, for f ∈ D(L) we have, with
F = ReDV f and G = ImDV f ,∣∣Im[Lf,f ]∣∣= ∣∣[(B −B∗)F,G]∣∣
 1
2
‖B −B∗‖(‖F‖2 + ‖G‖2)
 1
2k
‖B −B∗‖([BF,F ] + [BG,G])
= 1
2k
‖B −B∗‖Re[Lf,f ].  (4.1)
The first main result of this section identifies P as the second quantisation of S.
Theorem 4.4. For all t  0 we have P(t) = Γ (S(t)).
Proof. We recall from Lemma 4.2 that P(t)φh = S(t)h for all h ∈ H .
First we check that for all h ∈ D(A), the functions Eh ∈ L2 are in the domains of L and L˜,
where −L˜ is the generator of Γ (S), and that both generators agree on those functions. Using
(3.5) and Lemma 4.1 we obtain
LEh = D∗V BDVEh
= D∗V (Eh ⊗BV h)
= EhφV ∗BV h − [BV h,V h]Eh
= (φAh − [Ah,h])Eh,
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we have
L˜Eh = lim
t↓0
1
t
(ES(t)h −Eh)
= Eh d
dt
∣∣∣∣
t=0
(
φS(t)h − 12
∥∥S(t)h∥∥2)
= (φAh − [Ah,h])Eh.
The set lin{Eh: h ∈ D(A)} is dense in L2 and invariant under the semigroup Γ (S). As a con-
sequence, this set is a core for D(L˜). It follows that D(L˜) ⊆ D(L). Since both −L˜ and −L are
generators this implies D(L˜) = D(L) and therefore L˜ = L. 
So far we have considered P as a C0-semigroup in L2. Having identified P as a second
quantised semigroup on L2, we are in a position to prove that P extends to the spaces Lp .
Theorem 4.5. For 1 p < ∞, the semigroup P extends to a C0-semigroup of positive contrac-
tions on Lp satisfying ‖P(t)f ‖∞  ‖f ‖∞ for f ∈ L∞. The measure μ is an invariant measure
for P , i.e., ∫
E
P (t)f dμ =
∫
E
f dμ, f ∈ Lp, t  0.
For 1 <p < ∞, P is an analytic C0-contraction semigroup on Lp .
Proof. The extendability to a C0-contraction semigroup on Lp , as well as the L∞-contractivity
and positivity follow from general results on second quantisation. The invariance of μ follows
from ∫
E
P (t)f dμ =
∫
E
fP ∗(t)1dμ =
∫
E
f dμ, f ∈ Lp.
Here we use that P ∗ is a second quantised semigroup as well, and therefore satisfies P ∗(t)1 = 1
for all t  0.
It remains to prove the last statement. We have seen in Proposition 4.3 that P extends to an
analytic C0-contraction semigroup on L2. The extension to an analytic C0-contraction semigroup
on Lp , 1 < p < ∞, follows from a standard argument involving the Stein interpolation theorem
and duality. 
Remark 4.6. We mention that a different argument to establish analyticity in Lp has been
given in the case of Ornstein–Uhlenbeck semigroups in [10,37]. This argument also works in
the more general setting considered here and yields an angle of analyticity which is better than
the one obtained by Stein interpolation. For Ornstein–Uhlenbeck semigroups (for which we have
B +B∗ = I , see [37]), this angle is optimal.
Definition 4.7. On Lp we define the operator L as the negative generator of the semigroup P .
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(1) (Product rule) fg ∈FC∞b (E;D(A)) and
L(fg) = fLg + gLf − [(B +B∗)DV f,DV g];
(2) (Chain rule) ψ ◦ f ∈FC∞b (E;D(A)) and
L(ψ ◦ f ) = (ψ ′ ◦ f )Lf − (ψ ′′ ◦ f )[BDV f,DV f ].
Proof. First we show that FC∞b (E;D(A)) is contained in Dp(L); we thank Vladimir Bo-
gachev for pointing out an argument which simplifies our original proof. Pick a function
f ∈FC∞b (E;D(A)) and notice that f ∈ D(L)∩Lp . The space Lp being reflexive, by a standard
result from semigroup theory (cf. [9]) it suffices to show that
lim sup
t↓0
1
t
∥∥P(t)f − f ∥∥
p
< ∞.
Using that L = D∗V BDV in L2, an explicit calculation using Lemma 4.1 shows that Lf ∈
L2 ∩Lp . Moreover, in L2 we have the identity
1
t
(
P(t)f − f )= 1
t
t∫
0
P(s)Lf ds.
Since Lf ∈ Lp , the right-hand side can be interpreted as a Bochner integral in Lp , which for
0 < t  1 can be estimated in Lp by
∥∥∥∥∥1t
t∫
0
P(s)Lf ds
∥∥∥∥∥
p
 ‖Lf ‖p.
This gives the desired bound for the limes superior.
To show that FC∞b (E;D(A)) is invariant under P , we take f of the form
f = ϕ(φh1 , . . . , φhn),
with ϕ ∈ C∞b (Rn) and h1, . . . , hn ∈ D(A). Let R(t) :=
√
I − S∗(t)S(t). By Mehler’s formula,
for μ-almost all x ∈ E we have
P(t)f (x) =
∫
E
ϕ
(
φS(t)h1(x)+ φR(t)h1(y), . . . , φS(t)hn(x)+ φR(t)hn(y)
)
dμ(y)
= ψt
(
φS(t)h (x), . . . , φS(t)hn(x)
)
, (4.2)1
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ψt(ξ1, . . . , ξn) =
∫
E
ϕ
(
ξ1 + φR(t)h1(y), . . . , ξn + φR(t)hn(y)
)
dμ(y).
Since ψt ∈ C∞b (Rn) and S(t)hj ∈ D(A) for j = 1, . . . , n, it follows that the subspace
FC∞b (E;D(A)) is invariant under P . Since it is dense in Lp and contained in Dp(L), it is
a core for Dp(L).
The identities (1) and (2) follow by direct computation, using the identity L = D∗V BDV and
Lemma 4.1. 
Remark 4.9. The same proof shows that FC∞b (E;D(Ak)) is a P -invariant core for Dp(L) for
every k  1.
5. The operator L
Our next aim is to give a rigorous description of the operator L on the spaces Rp(DV ), 1 <
p < ∞, where the closure is taken in Lp := Lp(E,μ;H).
On H and L2 we consider the sesquilinear forms a : D(V ∗)× D(V ∗) → C,
a(u1, u2) := [V ∗u1,V ∗u2]
and l : D(D∗V )× D(D∗V ) → C,
l(F1,F2) :=
[
D∗V F1,D∗V F2
]
.
Here, D∗V : D(D∗V ) ⊆ L2 → L2 is the adjoint of the operator DV : D(DV ) ⊆ L2 → L2. The forms
a and l are closed, densely defined and sectorial. The operators associated with these forms are
denoted by AI and LI respectively, with domains D(AI ) and D(LI ). We may write
AI = VV ∗, LI = DVD∗V
with similar justifications as before. These operators are self-adjoint; see e.g. [46, Proposi-
tion 1.31]. We introduce next the operators
D(A) := {h ∈ H : Bh ∈ D(AI )}, A := AIB;
D(L) := {F ∈ L2: BF ∈ D(LI )}, L := LIB.
Note that
A = VV ∗B, L = DVD∗V B.
It follows from standard operator theory [6, Lemma 4.1] that A and L are closed and densely
defined and satisfy
A = (B∗AI )∗, L = (B∗LI )∗.
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γ := 12k ‖B −B∗‖. For all u ∈ D(A) we have 1 ⊗ u ∈ D(L) and
L(1 ⊗ u) = 1 ⊗Au.
Proof. Writing v := Reu and w := Imu, by estimating as in (4.1) we obtain
∣∣Im[Bu,u]∣∣ 1
2k
‖B −B∗‖Re[Bu,u].
This shows that the numerical range of B is contained in the closed sector around R+ of angle
arctanγ . The same is true for the operator B as an operator acting on L2. Hence it follows from
[5, Proposition 7.1] (in which ‘positive’ may be weakened to ‘non-negative’) that the operators
A = AIB and L = LIB are sectorial of angle arctanγ . The final identity follows from
L(1 ⊗ u) = DVD∗V (1 ⊗Bu) = DV (φV ∗Bu) = 1 ⊗ VV ∗Bu = 1 ⊗Au. 
As a consequence, −A and −L generate bounded analytic C0-semigroups of angle arccotγ
on H and L2. In what follows we denote these semigroups by S and P .
Lemma 5.2. If h ∈ D(A) and Ah ∈ D(V ), then V h ∈ D(A) and
AVh = VAh.
Proof. Since h ∈ D(A), the definition of A as the operator associated with the form (h, g) →
[BV h,Vg] implies that h ∈ D(V ), BV h ∈ D(V ∗), and Ah = V ∗(BV h).
To check that we have V h ∈ D(A), in view of the identity A = (B∗AI )∗ we must find
h′ ∈ H such that [B∗AIg,V h] = [g,h′] for all g ∈ D(AI ). But h′ := VAh does the job, since
[g,VAh] = [g,V V ∗BV h] = [B∗AIg,V h]; this implies that V h ∈ D(A) and AVh = VAh. 
Lemma 5.3. For all h ∈ D(V ) and t  0 we have S(t)h ∈ D(V ) and
V S(t)h = S(t)V h.
Proof. We may assume that t > 0.
First let g ∈ D(A2). Then Ag ∈ D(A) ⊆ D(V ), and therefore Lemma 5.2 implies that
Vg ∈ D(A) and AVg = VAg. For λ > 0 it follows that (I + λA)Vg = V (I + λA)g. Apply-
ing this to g = (I + λA)−1h with h ∈ D(A) we obtain
V (I + λA)−1h = (I + λA)−1V h.
Taking λ = t
n
and repeating this argument n times we obtain, for all h ∈ D(A),
V
(
I + t A
)−n
h =
(
I + t A
)−n
V h.n n
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V S(t)h = S(t)V h.
We are still assuming that h ∈ D(A). However, this assumption may now be removed by recalling
the fact that D(A) is a core for D(V ). 
Lemma 5.4. For all t  0 we have S(t)R(V ) ⊆ R(V ). Moreover, the part of A in R(V ) is injec-
tive.
Proof. The first assertion follows from Lemma 5.3. Suppose that Au = VV ∗Bu = 0 for some u
belonging to the domain of the part of A in R(V ). Then ‖V ∗Bu‖2 = 0, so Bu ∈ N(V ∗). Thus
[Bu,V h] = 0 for all h ∈ D(V ). Since u ∈ R(V ) it follows that [Bu,u] = 0, and therefore u = 0
by the coercivity of B on R(V ). 
Next we show that the semigroups P and P ⊗S agree on R(DV ). We need two lemmas which
are formulated, for later reference, for the Lp-setting.
Lemma 5.5. For 1 <p < ∞, FC∞b (E;D(A)) is a core for Dp(DV ).
Proof. First let f = ϕ(φh1 , . . . , φhn) with ϕ ∈ C1b(Rn) and h1, . . . , hn ∈ D(V ). Choose se-
quences (hjk)k1 in D(A) with hjk → hj in D(V ) as k → ∞. Then fk → f in Lp and
DV fk → DV f in Lp , where fk = ϕ(φh1k , . . . .φhnk ). Since FC1b(E;D(V )) is a core for
Dp(DV ), this proves that FC1b(E;D(A)) is a core for Dp(DV ). Now a standard mollifier ar-
gument, convolving ϕ with a smooth function of compact support, shows that FC∞b (E;D(A))
is a core for Dp(DV ). 
The next result is well known in the context of Ornstein–Uhlenbeck semigroups; see, e.g.,
[12, Lemma 2.7], [36, Proposition 3.5].
Theorem 5.6. For all 1 < p < ∞, the semigroup P ⊗ S restricts to a bounded analytic C0-
semigroup on Rp(DV ). For f ∈ Dp(DV ) and t  0 we have P(t)f ∈ Dp(DV ) and
DVP(t)f =
(
P(t)⊗ S(t))DV f.
Proof. First we show that for all f ∈ Dp(DV ) we have P(t)f ∈ Dp(DV ) and DVP(t)f =
(P (t) ⊗ S(t))DV f . Since DV is closed and FC∞b (E;D(A)) is a core for Dp(DV ) by
Lemma 5.5, it suffices to check this for functions f ∈FC∞b (E;D(A)).
We use the notations of Lemma 4.8. By (4.2) and Lemma 5.3, for functions f =
ϕ(φh1 , . . . , φhn) we have, for μ-almost all x ∈ E,
DVP(t)f (x) =
n∑
j=1
∂jψt
(
φS(t)h1(x), . . . , φS(t)hn(x)
)⊗ V S(t)hj
=
n∑
j=1
∫
∂jϕ
(
φS(t)h1(x)+ φR(t)h1(y), . . . , φS(t)hn(x)E
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)
dμ(y)⊗ S(t)V hj
= (P(t)⊗ S(t))DV f (x).
This identity shows that P(t)⊗ S(t) maps Rp(DV ) into itself, and therefore P ⊗ S restricts to a
bounded C0-semigroup on Rp(DV ). The invariance of Rp(DV ) under the operators P(z)⊗S(z),
where z ∈ C is in the sector of bounded analyticity of P , follows by uniqueness of analytic
continuation (consider the quotient mapping from Lp to Lp/Rp(DV )). 
In the next result we return to the L2-setting and show that the semigroups P ⊗ S and P on
L2 agree on R(DV ).
Theorem 5.7. Both P and P ⊗ S restrict to bounded analytic C0-semigroups on R(DV ), and
their restrictions coincide: for t  0,
P(t)F = P(t)⊗ S(t)F, F ∈ R(DV ).
Proof. The invariance of R(DV ) under P ⊗ S follows from the previous theorem. Let us
write −N for the generator of P ⊗ S on R(DV ). From V (D(A2)) ⊆ D(A) (cf. the proof of
Lemma 5.3) and FC∞b (E;D(A2)) ⊗ D(A) ⊆ D(L) ⊗ D(A) we see that the subspace U :=
{DV f : f ∈ FC∞b (E;D(A2))} is contained in D(N). This subspace is dense in R(DV ) since
FC∞b (E;D(A2)) is a core for D(L) (by Lemma 4.8 and the remark following it) and D(L) is a
core for D(DV ). Since (P ⊗ S)U ⊆ U by Theorem 5.6, it follows that U is a core for D(N).
For functions f ∈FC∞b (E;D(A2)) we obtain
NDV f = DVLf = LDV f.
The first identity follows from Theorem 5.6 and the second from a direct computation. Alterna-
tively, the second identity can be deduced from the analogue of Lemma 5.2 for DV and L.
Thus N = L on the core U of D(N). It follows that D(N) ⊆ D(L) and N = L on D(N). Let
λ > 0. Multiplying the identity λ + N = λ + L from the right with (λ + N)−1 and from the
left with (λ + L)−1, we obtain (λ + N)−1 = (λ + L)−1 on R(DV ). In particular, (λ + L)−1
maps R(DV ) into itself. As in Lemma 5.3 it follows that P leaves R(DV ) invariant and that the
restriction of P to R(DV ) equals the semigroup generated by −N , which is P ⊗ S|R(DV ). 
Definition 5.8. Let 1 < p < ∞. On Rp(DV ) we define P := P ⊗ S|Rp(DV ). The negative gener-
ator of P is denoted by L.
By Theorem 5.7, for p = 2 this definition is consistent with the one given at the beginning of
this section.
6. Intermezzo I: R-boundedness and radonifying operators
Before proceeding with the proofs of the main results we insert a section containing a concise
discussion of the notions of R-boundedness, radonifying operators, and square functions. For
more information and further results we refer to the excellent sources [17,31] as well as the
papers [41,42] and the references given therein. The notations in this section will be independent
of those in the previous ones.
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Throughout this section, unless otherwise stated (M,μ) is an arbitrary σ -finite measure space
and H is an arbitrary Hilbert space. In analogy to previous notations we write Lp := Lp(M,μ)
and Lp := Lp(M,μ;H).
Let X and Y be Banach spaces and let (rj )j1 be a sequence of independent Rademacher
variables, i.e., P(rj = 1) = P(rj = −1) = 12 for each j .
A collection of bounded linear operators T ⊆L (X,Y ) is said to be R-bounded if there exists
C  0 such that for all k = 1,2, . . . , and all choices of x1, . . . , xk ∈ X and T1, . . . , Tk ∈ T we
have
E
∥∥∥∥∥
k∑
j=1
rj Tjxj
∥∥∥∥∥
2
 C2E
∥∥∥∥∥
k∑
j=1
rj xj
∥∥∥∥∥
2
.
The smallest constant C for which this inequality holds is denoted by R(T ). By the Kahane–
Khintchine inequalities one may replace the exponents 2 by arbitrary p ∈ [1,∞); this only
changes the value of the constant C. Every bounded subset of operators on a Hilbert space is
R-bounded. If T is R-bounded, then the closure with respect to the strong operator topology of
the absolutely convex hull of T is R-bounded as well, with constant at most C (in the real case)
or 2C (in the complex case). A useful consequence of this is the following result [31, Corol-
lary 2.14] which we formulate for real spaces X and Y (in the complex case an extra constant 2
appears).
Proposition 6.1. Let T ⊆ L (X,Y ) be R-bounded, and let f : M → L (X,Y ) be a function
with values in T such that ξ → f (ξ)x is strongly μ-measurable for all x ∈ E. For φ ∈ L1
define
Tφ,f x :=
∫
M
φ(t)f (t)x dμ(t), x ∈ X.
Then the collection {Tφ,f : ‖φ‖L1  1} is R-bounded in L (X,Y ).
The next result may be known to specialists, but since we couldn’t find a reference for it we
include a proof.
Proposition 6.2. Let 1  p < ∞. If T ⊆ L (Lp) is R-bounded and S ⊆ L (H) is bounded,
then T ⊗S ⊆L (Lp) is R-bounded.
Proof. Since T ⊗S = (T ⊗I )(I ⊗S) and I ⊗S is R-bounded by the Fubini theorem, it suffices
to show that T ⊗ I is R-bounded.
Let (hi)ni=1 be an orthonormal system in H and let F1, . . . ,Fk be functions in Lp of the form
Fj := ∑ni=1 fij ⊗ hi . Let (ri)i1 and (r˜i )i1 be independent Rademacher sequences. Then,
putting gi :=∑k rj Tjfij ,j=1
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∥∥∥∥∥
k∑
j=1
rj (Tj ⊗ I )Fj
∥∥∥∥∥
p
p
= E
∥∥∥∥∥
k∑
j=1
rj
n∑
i=1
Tjfij ⊗ hi
∥∥∥∥∥
p
p
= E
∫
M
∥∥∥∥∥
k∑
j=1
rj
n∑
i=1
Tjfij ⊗ hi
∥∥∥∥∥
p
dμ
= E
∫
M
∥∥∥∥∥
n∑
i=1
gi ⊗ hi
∥∥∥∥∥
p
dμ
 E
∫
M
E˜
∣∣∣∣∣
n∑
i=1
r˜igi
∣∣∣∣∣
p
dμ
= E˜E
∥∥∥∥∥
k∑
j=1
rjTj
(
n∑
i=1
r˜ifij
)∥∥∥∥∥
p
p
 E˜E
∥∥∥∥∥
k∑
j=1
rj
(
n∑
i=1
r˜ifij
)∥∥∥∥∥
p
p
 E
∥∥∥∥∥
k∑
j=1
rjFj
∥∥∥∥∥
p
p
.
The last step follows by performing the computation in reverse order. The result follows by an
application of the Kahane–Khintchine inequalities. 
We need the following duality result for R-bounded families [26, Proposition 3.5]. Let
I1 ∈ L (L2(E,μ)) be the orthogonal projection defined in Section 3.3 and let IX be the iden-
tity operator on a Banach space X. Then X is said to be K-convex if the operator I1 ⊗ IX on
L2(E,μ)⊗X extends to a bounded operator on the Lebesgue–Bochner space L2(E,μ;X) (see,
e.g., [18,48]).
Proposition 6.3. If X and Y are K-convex Banach spaces, then a family T ⊆ L (X,Y ) is R-
bounded if and only if the adjoint family T ∗ ⊆L (Y ∗,X∗) is R-bounded.
We shall apply this proposition to the K-convex spaces X = Lp and Y = Lp for 1 <p < ∞.
6.2. Radonifying operators
It will be convenient to exploit the connection between square functions and radonifying
norms. Let (γn)n1 be a Gaussian sequence, i.e., a sequence of independent standard normal
random variables. If H is a Hilbert space and X is a Banach space, we denote by γ (H ,X) the
completion of the finite rank operators from H to X with respect to the norm∥∥∥∥∥
k∑
hj ⊗ xj
∥∥∥∥∥
2
= E
∥∥∥∥∥
k∑
γjxj
∥∥∥∥∥
2
,j=1 γ (H ,X) j=1
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inclusion γ (H ,X) ↪→ L (H ,X). Operators in L (H ,X) belonging to γ (H ,X) are called
radonifying; this terminology is explained by the fact that an operator T ∈L (H ,X) is radonify-
ing if and only if there exists a centred Gaussian Radon measure on X whose covariance operator
equals T T ∗.
We continue with an observation about repeated radonifying norms which follows from the
Kahane–Khintchine inequalities and Fubini’s theorem. For a proof see, e.g., [44].
Proposition 6.4. Let (S1, σ1), (S2, σ2) be σ -finite measure spaces, and let 1  p < ∞. The
mapping
f1 ⊗ (f2 ⊗ g) → (f1 ⊗ f2)⊗ g, fi ∈ L2(Si, σi), g ∈ Lp,
extends uniquely to an isomorphism of Banach spaces
γ
(
L2(S1, σ1), γ
(
L2(S2, σ2),L
p
)) γ (L2(S1 × S2, σ1 ⊗ σ2),Lp).
The next multiplier result is a slight extension of a result due to Kalton and Weis [27] and can
be proved in the same way.
Proposition 6.5. Let X and Y be Banach spaces, and let K : M →L (X,Y ) be a function such
that K(·)x is strongly μ-measurable for all x ∈ X. If the set TK = {K(ξ): ξ ∈ M} is R-bounded,
then the mapping
TK : f (·)⊗ x → f (·)⊗K(·)x, f ∈ L2, x ∈ X,
extends uniquely to a bounded operator TK from γ (L2,X) to γ (L2, Y ) of norm ‖TK‖R(TK).
6.3. Square functions
In this subsection we recall how R-bounded families in Lp-spaces and radonifying operators
into Lp-spaces can be characterised by square functions.
The first result follows from a standard application of the Kahane–Khintchine inequalities;
see [31].
Proposition 6.6. A family T ⊆L (Lp,Lp) is R-bounded if and only if there exists a constant C
such that for all T1, . . . , TN ∈T and f1, . . . , fN ∈ Lp ,∥∥∥∥∥
(
N∑
n=1
‖Tnfn‖2
)1/2∥∥∥∥∥
p
 C
∥∥∥∥∥
(
N∑
n=1
|fn|2
)1/2∥∥∥∥∥
p
.
The next result is another consequence of the Kahane–Khintchine inequalities; see [8,41].
Proposition 6.7. Let (S,σ ) be a σ -finite measure space and let 1  p < ∞ and 1
p
+ 1
q
= 1.
Let k : S → Lp be a strongly σ -measurable function such that for all g ∈ Lq the function s →
〈k(s), g〉 is square integrable. The following assertions are equivalent:
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〈Ikf, g〉 =
∫
S
f (s)
〈
k(s), g
〉
dσ(s), f ∈ L2(S,σ ), g ∈ Lq,
is radonifying;
(2) The square function (∫
S
‖k(s)‖2 dσ(s))1/2 defines an element of Lp .
In this situation we have an equivalence of norms
‖Ik‖γ (L2(S,σ ),Lp) 
∥∥∥∥( ∫
S
∥∥k(s)∥∥2 dσ(s))1/2∥∥∥∥
p
.
In what follows we always identify k with the operator Ik .
7. Intermezzo II: H∞-functional calculi
In this section we recall some basic facts concerning H∞-functional calculi. For more infor-
mation we refer to the monographs [17,23], the lecture notes [1,31], and the references given
therein.
For ω ∈ (0,π) we consider the open sector
Σ+ω :=
{
z ∈ C: z = 0, | arg z| <ω}.
A closed operator A acting on a Banach space X is said to be sectorial of angle ω ∈ (0,π) if
σ(A) ⊆ Σ+ω and the set {λ(λ − A)−1: λ /∈ Σ+θ } is bounded for all θ ∈ (ω,π). The least angle
of sectoriality is denoted by ω+(A). If A is sectorial and the set {λ(λ − A)−1: λ /∈ Σ+θ } is R-
bounded for all θ ∈ (ω,π), then A is said to be R-sectorial of angle ω ∈ (0,π). The least angle
of R-sectoriality is denoted by ω+R(A).
We will frequently use the fact [23, Proposition 2.1.1(h)] that a sectorial operator A on a
reflexive Banach space X induces a direct sum decomposition
X = N(A)⊕ R(A). (7.1)
Let H∞(Σ+θ ) be the space of all bounded holomorphic functions on Σ
+
θ , and let H∞0 (Σ
+
θ )
denote the linear subspace of all ψ ∈ H∞(Σ+θ ) which satisfy an estimate∣∣ψ(z)∣∣ C( |z|
1 + |z|2
)α
, z ∈ Σ+θ ,
for some α > 0 and C  0. If A is a sectorial operator and ψ is a function in H∞0 (Σ
+
θ ) with
0 < ω+(A) < θ ′ < θ < π , we may define the bounded operator ψ(A) on X by the Dunford
integral
ψ(A)x := 1
2πi
∫
∂Σ+
ψ(z)(z−A)−1x dz, x ∈ X,
θ ′
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θ ′
is parametrised counter-clockwise. By Cauchy’s theorem this definition does not
depend on the choice of θ ′.
A sectorial operator A on X is said to admit a bounded H∞(Σ+θ )-functional calculus, or a
bounded H∞-functional calculus of angle θ , if there exists a constant Cθ  0 such that for all
ψ ∈ H∞0 (Σ+θ ) and all x ∈ X we have∥∥ψ(A)x∥∥ Cθ‖ψ‖∞‖x‖,
where ‖ψ‖∞ = supz∈Σ+θ |ψ(z)|. The infimum over all possible angles θ is denoted ω
+
H∞(A). We
say that a sectorial operator A admits a bounded H∞-functional calculus if it admits a bounded
H∞(Σ+θ )-functional calculus for some 0 < θ < π .
The following result is well known; see, e.g., [31, Theorem 2.20].
Lemma 7.1. Let A be R-sectorial of angle ω+R(A) < 12π on X, and let S be the bounded analytic
C0-semigroup generated by −A. The family {S(t): t  0} is R-bounded in L (X).
In the remainder of this section we work in an Lp-setting and use the notations of the previous
section. As before we write Lp = Lp(M,μ) and Lp = Lp(M,μ;H), where (M,μ) is a σ -finite
measure space and H is a Hilbert space.
The following result is taken from [15,33] where the result is proved for scalar-valued Lp-
spaces. An extension to more a general class of Banach spaces can be found in [26].
Proposition 7.2. Let 1<p<∞ and let A be an R-sectorial operator on Lp . Let ω+R(A)<θ <π .
For all non-zero ϕ,ψ ∈ H∞0 (Σ+θ ) we have∥∥∥∥∥
( ∞∫
0
∥∥ϕ(tA)F∥∥2 dt
t
)1/2∥∥∥∥∥
p

∥∥∥∥∥
( ∞∫
0
∥∥ψ(tA)F∥∥2 dt
t
)1/2∥∥∥∥∥
p
,
with implied constants independent of F . Moreover, the following assertions are equivalent:
(1) A admits a bounded H∞-calculus;
(2) For some (equivalently, for all ) non-zero ψ ∈ H∞0 (Σ+θ ) we have
‖F − PN(A)F‖p 
∥∥∥∥∥
( ∞∫
0
‖ψ(tA)F‖2 dt
t
)1/2∥∥∥∥∥
p
 ‖F‖p, F ∈ Lp.
In (2), PN(A) is the projection onto N(A) with kernel R(A) along the decomposition (7.1). If these
equivalent conditions are fulfilled, then ω+R(A) = ω+H∞(A).
In the next result we let 1 < p < ∞ and consider two R-sectorial operators L and A. We
assume that −L and −A generate R-bounded analytic C0-semigroups P and S on Lp and H .
We denote by −L the generator of the tensor product C0-semigroup P = P ⊗ S on Lp . This
operator is R-sectorial of angle max{ω+R(L),ω+(A)} < 12π on Lp .
We consider the following three square function norms:
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( ∞∫
0
∥∥tAS(t)u∥∥2 dt
t
)1/2
, u ∈ H ;
‖f ‖p,L :=
∥∥∥∥∥
( ∞∫
0
∣∣tLP (t)f ∣∣2 dt
t
)1/2∥∥∥∥∥
p
, f ∈ Lp;
‖F‖p,L :=
∥∥∥∥∥
( ∞∫
0
∥∥tLP (t)F∥∥2 dt
t
)1/2∥∥∥∥∥
p
, F ∈ Lp.
Proposition 7.3. Under the above assumptions we have:
(1) If ‖u‖A  ‖u‖ for all u ∈ H and ‖f ‖p,L  ‖f ‖p for all f ∈ Lp , then ‖F‖p,L  ‖F‖p for
all F ∈ Lp .
(2) If ‖u‖A  ‖(I − PN(A))u‖ for all u ∈ H and ‖f ‖p,L  ‖(I − PN(L))f ‖p for all f ∈ Lp ,
then ‖F‖p,L  ‖(I − PN(L))F‖p for all F ∈ Lp .
As a consequence, if A and L have bounded H∞-functional calculi of angles less than 12π , then
L has a bounded H∞-functional calculus of angle less than 12π .
Proof. Let us first show that (1) implies (2). It is well known that the assumptions of (2) imply
the dual estimates ‖u‖A∗  ‖u‖ and ‖f ‖q,L∗  ‖f ‖q , where 1p + 1q = 1. By (1) we find that
‖F‖q,L∗  ‖F‖q and by duality we obtain the conclusion of (2).
The final assertion follows by combining (1) and (2) with Proposition 7.2.
It remains to prove (1). We proceed in three steps.
Step 1. We prove that∥∥t (I ⊗A)(I ⊗ S(t))F∥∥
γ (L2(R+, dtt ),Lp)
 ‖F‖p.
For F ∈ Lp we have, for μ-almost all x ∈ M ,
( ∞∫
0
∥∥t (I ⊗A)(I ⊗ S(t))F(x)∥∥2 dt
t
)1/2

∥∥F(x)∥∥.
Integrating this estimate over M yields
∥∥∥∥∥
( ∞∫
0
∥∥t (I ⊗A)(I ⊗ S(t))F∥∥2 dt
t
)1/2∥∥∥∥∥
p
 ‖F‖p.
Step 2. We prove that∥∥t (L⊗ I )(P(t)⊗ I)F∥∥ 2 dt p  ‖F‖p.γ (L (R+, t ),L )
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∑k
j=1 fj ⊗ hj ∈ Lp .
For f ∈ Lp let (Uf )(t) := tLP (t)f , and notice that U is a bounded operator from Lp into
γ (L2(R+, dtt ),L
p) by the assumption in (1) and Proposition 6.7.
Let (r ′j )j1 and (γ ′j )j1 be a Rademacher and a Gaussian sequence respectively on a proba-
bility space (Ω ′,P′). Noting the pointwise equality
∥∥t (L⊗ I )(P(t)⊗ I)F∥∥2 = k∑
j=1
∣∣Ufj (t)∣∣2
we have∥∥∥∥∥
( ∞∫
0
∥∥t (L⊗ I )(P(t)⊗ I)F∥∥2 dt
t
)1/2∥∥∥∥∥
p
=
∥∥∥∥∥
( ∞∫
0
k∑
j=1
∣∣Ufj (t)∣∣2 dt
t
)1/2∥∥∥∥∥
p
=
∥∥∥∥∥
( ∞∫
0
E
′
∣∣∣∣∣
k∑
j=1
r ′jUfj (t)
∣∣∣∣∣
2
dt
t
)1/2∥∥∥∥∥
p

∥∥∥∥∥
k∑
j=1
r ′jUfj
∥∥∥∥∥
γ (L2(R+×Ω ′, dtt ⊗P′),Lp)
(∗)

∥∥∥∥∥U
k∑
j=1
r ′j fj
∥∥∥∥∥
γ (L2(Ω ′,P′),γ (L2(R+, dtt ),Lp))
(∗∗)

∥∥∥∥∥
k∑
j=1
r ′j fj
∥∥∥∥∥
γ (L2(Ω ′,P′),Lp)
(∗∗∗)=
(
E
′
∥∥∥∥∥
k∑
j=1
γ ′j fj
∥∥∥∥∥
2
Lp
)1/2

(
E
′
∥∥∥∥∥
k∑
j=1
γ ′j fj
∥∥∥∥∥
p
Lp
)1/p
=
∥∥∥∥∥
(
E
′
∣∣∣∣∣
k∑
j=1
γ ′j fj
∣∣∣∣∣
p)1/p∥∥∥∥∥
Lp

∥∥∥∥∥
(
k∑
j=1
|fj |2
)1/2∥∥∥∥∥
Lp
= ‖F‖p.
In (∗) we used Proposition 6.4, in (∗∗) we used the boundedness of U from Lp into
γ (L2(R+, dt ),Lp), and in (∗ ∗ ∗) the definition of the radonifying norm.t
J. Maas, J. van Neerven / Journal of Functional Analysis 257 (2009) 2410–2475 2439Step 3. We combine the previous estimates. By Lemma 7.1 the family {P(t): t  0} is R-
bounded on Lp . Hence by Proposition 6.2 the family {P(t) ⊗ I : t  0} is R-bounded on Lp .
Also, by a simple application of Fubini’s theorem, {I ⊗ S(t): t  0} is R-bounded. Combining
these facts with Proposition 6.5, for F ∈ Lp we obtain
∥∥∥∥∥
( ∞∫
0
‖tLPF‖2 dt
t
)1/2∥∥∥∥∥
p
 ‖tLPF‖
γ (L2(R+, dtt ),Lp)

∥∥(I ⊗ S(t))t (L⊗ I )(P(t)⊗ I)F∥∥
γ (L2(R+, dtt ),Lp)
+ ∥∥(P(t)⊗ I)t (I ⊗A)(I ⊗ S(t))F∥∥
γ (L2(R+, dtt ),Lp)

∥∥t (L⊗ I )(P(t)⊗ I)F∥∥
γ (L2(R+, dtt ),Lp)
+ ∥∥t (I ⊗A)(I ⊗ S(t))F∥∥
γ (L2(R+, dtt ),Lp)
 ‖F‖p. 
Remark 7.4. The final assertion in Proposition 7.3 is due to Lancien, Lancien, and Le Merdy
[32, Theorem 1.4] who proved it using operator-valued H∞-functional calculi.
The next proposition has been proved in [33, Theorem 3.5, Remark 3.6] (for H = C) and can
be extended to a more general class of Banach spaces including the spaces Lp [22,44] (in [44]
a generalisation of the crucial ingredient [33, Proposition 3.3] is obtained).
Proposition 7.5. Let 1 <p < ∞, let L be R-sectorial on Lp of angle ω+R(L) < 12π , and let P be
the bounded analytic C0-semigroup P on Lp generated by −L. Let U : Dp(L) → Lp be a linear
operator, bounded with respect to the graph norm of Dp(L). Consider the following statements.
(1)
∥∥∥∥∥
( ∞∫
0
∥∥√tUP (t)f ∥∥2 dt
t
)1/2∥∥∥∥∥
p
 ‖f ‖p, f ∈ Dp(L);
(2) The family {√tUP (t): t > 0} is R-bounded in L (Lp,Lp).
Then (1) implies (2). If L satisfies the square function estimate∥∥∥∥∥
( ∞∫
0
∣∣tLP (t)f ∣∣2 dt
t
)1/2∥∥∥∥∥
p
 ‖f ‖p, f ∈ Lp,
then (2) implies (1).
Remark 7.6. In [33] and other works in the mathematical systems theory literature, condition
(2) is replaced by the following equivalent condition:
(2′) The family {tU(I + t2L)−1: t > 0} is R-bounded.
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in [33, (3.12)]. Since our computations involve semigroups rather than resolvents we find it more
natural to use (2) here.
Below we shall also need the notion of an (R-)bisectorial operator, which is analogous to
that of an (R-)sectorial operator, the only difference being that the sector Σ+θ is replaced by
the bisector Σθ = Σ+θ ∪Σ−θ , where Σ−θ = −Σ+θ . Many results in the literature on (R-)sectorial
operators carry over to (R-)bisectorial operators, with only minor changes in the proofs. We refer
to the lecture notes [4] for more details.
8. Proof of Theorems 2.3 and 2.4
We return to the main setting of the paper and take up our study of the operators L and L
introduced in Sections 4 and 5. Notations are again as in these sections.
For functions f ∈FC∞b (E;D(A)) we consider the Littlewood–Paley–Stein square functions
H f (x) :=
( ∞∫
0
∥∥√tDV P (t)f (x)∥∥2 dt
t
)1/2
, x ∈ E,
G f (x) :=
( ∞∫
0
∥∥tDVQ(t)f (x)∥∥2 dt
t
)1/2
, x ∈ E,
where Q denotes the analytic C0-semigroup generated by −
√
L.
The functions t → DVP(t)f are analytic in a sector containing R+, and therefore a well-
known result of Stein [51] allows us to select a pointwise version (t, x) → DVP(t)f (x) which
is analytic in t for every fixed x. Using such a version, we see that H f is well defined almost
everywhere (but possibly infinite). The square function G f is well defined by similar reasoning.
In Section 10 we shall need the following inequality. The argument is taken from [13].
Lemma 8.1. For all f ∈FC∞b (E;D(A)) we have G f H f μ-almost everywhere.
Proof. Using the representation
Q(t)f = 1√
π
∞∫
0
e−u√
u
P
(
t2
4u
)
f du
and the closedness of DV ,
G 2f (x) =
∞∫
0
∥∥tDVQ(t)f (x)∥∥2 dt
t
 1
π
∞∫ ( ∞∫ ∥∥∥∥tDV P( t24u
)
f (x)
∥∥∥∥e−u√u du
)2
dt
t
.0 0
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∫∞
0
e−u√
u
du = √π we may apply Jensen’s inequality to obtain
G 2f (x) 1√
π
∞∫
0
( ∞∫
0
∥∥∥∥tDV P( t24u
)
f (x)
∥∥∥∥∥
2
e−u√
u
du
)
dt
t
= 1√
π
∞∫
0
( ∞∫
0
∥∥∥∥tDV P( t24u
)
f (x)
∥∥∥∥2 dtt
)
e−u√
u
du
= 2√
π
∞∫
0
( ∞∫
0
∥∥√sDV P (s)f (x)∥∥2 ds
s
)√
ue−u du
=H 2f (x). 
The main results of this section are the following two theorems, which together imply part (2)
of Theorem 2.3 as well as Theorem 2.4. Part (1) of Theorem 2.3 is contained in Theorem 8.10.
Theorem 8.2 (R-Gradient bounds). Assume (A1), (A2), (A3), and let 1 < p < ∞. Then Dp(L)
is a core for Dp(DV ) and the families
{√
tDV P (t): t > 0
}
and
{
tDV
(
I + t2L)−1: t > 0}
are R-bounded in L (Lp,Lp).
Theorem 8.3 (Littlewood–Paley–Stein inequalities). Assume (A1), (A2), (A3), and let 1 < p <
∞. For all f ∈FC∞b (E;D(A)) we have the square function estimate
‖f − PNp(L)f ‖p  ‖H f ‖p  ‖f ‖p,
where PNp(L) is the projection onto Np(L) along the direct sum decomposition Lp =
Np(L)⊕ Rp(L).
By Theorem 8.3 the square function H f is actually well defined for arbitrary f ∈ Lp , and
by approximation Theorem 8.3 extends to all of Lp . Since we do not need these observations we
leave the details to the reader.
For the proofs of both theorems we distinguish between the cases 1 <p  2 and 2 <p < ∞.
For 1 < p  2 we show by a direct argument that H is Lp-bounded and deduce from this
that Dp(L) is a core for Dp(DV ). Theorem 8.2 is then a consequence of Proposition 7.5. For
2 <p < ∞ we first derive Theorem 8.2 from a pointwise gradient bound and a duality argument
involving maximal functions. Since L has a bounded H∞-calculus of angle < 12π by Lemma 8.4,
the right-hand side estimate of Theorem 8.3 then follows by an application of Proposition 7.5.
Finally, the left-hand side inequality of Theorem 8.3 is proved, for 1 < p < ∞, by a duality
argument.
We begin with an easy observation.
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on Lp of angle ω+H∞(L) = ω+R(L) < 12π . Moreover,
(1) The family {P(t): t  0} is R-bounded in L (Lp);
(2) The family {P (t): t  0} is R-bounded in L (Rp(DV )).
Proof. Since −L generates an analytic C0-semigroup of positive contractions on Lp for all
1 <p < ∞, the first part follows from [28, Corollary 5.2 and Theorem 5.3]. Assertion (1) follows
from Lemma 7.1, and assertion (2) follows by combining (1) with the identity P = P ⊗ S and
Proposition 6.2. 
We continue with a simple extension of a well-known result of Cowling [14, Theorem 7] (see
also [52]). For the convenience of the reader we give a sketch of the proof.
Proposition 8.5. Let (M,μ) be a σ -finite measure space and let T be an analytic C0-semigroup
of positive operators on L2 := L2(M,μ) satisfying ‖T (t)f ‖p  ‖f ‖p for all f ∈ L2 ∩Lp , t  0
and 1 p ∞. Let
Tf (x) := sup
t>0
∣∣T (t)f (x)∣∣.
Then for 1 <p < ∞ we have
‖Tf ‖p  ‖f ‖p, f ∈ Lp.
Proof. Let −L denote the generator of T in Lp . By [28, Corollary 5.2], L has a bounded H∞-
calculus of angle ω < 12π . The key idea of the proof is to write
T (t)f = 1
t
t∫
0
T (s)f ds +
(
T (t)f − 1
t
t∫
0
T (s)f ds
)
= 1
t
t∫
0
T (s)f ds +m(tL)f,
where m(z) := e−z − ∫ 10 e−sz ds.
By the Hopf–Dunford–Schwartz ergodic theorem [30, Theorem 6.12] we have∥∥∥∥∥supt>0
∣∣∣∣∣1t
t∫
0
T (s)f ds
∣∣∣∣∣
∥∥∥∥∥
p
 ‖f ‖p,
so that it remains to prove that ‖ supt>0 |m(tL)f |‖p  ‖f ‖p .
Let n := m ◦ exp and let nˆ be its Fourier transform. Using the identities
m(z) = 1
2π
∫
R
nˆ(u)ziu du, nˆ(u) = (1 − (1 + iu)−1)Γ (iu),
and the estimate |nˆ(u)| Ce− 12 π |u| (see [14]) we obtain
sup
t>0
∣∣m(tL)F ∣∣ sup
t>0
1
2π
∫ ∣∣nˆ(u)∣∣ ∣∣(tL)iuF ∣∣du 1
2π
∫
e−
1
2π |u|
∣∣LiuF ∣∣du.
R R
J. Maas, J. van Neerven / Journal of Functional Analysis 257 (2009) 2410–2475 2443From the H∞-calculus of L we obtain ‖Liuf ‖p  eω|u|‖f ‖p . Taking Lp-norms we obtain
∥∥∥ sup
t>0
∣∣m(tL)F ∣∣∥∥∥
p
 1
2π
∫
R
e−
1
2π |u|
∥∥LiuF∥∥
p
du 1
2π
∫
R
e(ω−
1
2 π)|u|‖F‖p du ‖F‖p. 
8.1. The case 1 <p  2
We begin with some preliminary observations.
Lemma 8.6. For h ∈ D(V ) we have
∞∫
0
∥∥S(t)V h∥∥2 dt  (2k)−1‖h‖2.
Proof. Let t > 0. Using Lemma 5.3 and the fact that S(t)h ∈ D(A) by analyticity, we obtain
∥∥S(t)V h∥∥2 = ∥∥V S(t)h∥∥2  k−1[BV S(t)h,V S(t)h]
= k−1[AS(t)h,S(t)h]
= −(2k)−1 d
dt
∥∥S(t)h∥∥2.
Hence
∞∫
0
∥∥S(t)V h∥∥2 dt  (2k)−1 lim sup
T→∞
T∫
0
− d
dt
∥∥S(t)h∥∥2 dt
= (2k)−1
(
‖h‖2 − lim inf
T→∞
∥∥S(T )h∥∥2)
 (2k)−1‖h‖2. 
Lemma 8.7. Let f ∈ FC∞b (E;D(A)) and F ∈ FC∞b (E;D(A)) ⊗ D(A) be such that DV f =
(I ⊗ V )F . Then for all 1 <p < ∞ we have H f ∈ Lp and ‖H f ‖p  ‖F‖p .
Proof. By Proposition 6.2 and Lemma 7.1, the set {P(t) ⊗ I : t  0} is R-bounded in L (Lp).
Hence, by Propositions 6.5, 6.7, and Lemma 8.6,
‖H f ‖p =
∥∥∥∥∥
( ∞∫
0
∥∥P(t)DV f ∥∥2 dt
)1/2∥∥∥∥∥
p
=
∥∥∥∥∥
( ∞∫ ∥∥(P(t)⊗ I)(I ⊗ S(t))(I ⊗ V )F∥∥2 dt)1/2∥∥∥∥∥
p0
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∥∥∥∥∥
( ∞∫
0
∥∥(I ⊗ S(t))(I ⊗ V )F∥∥2 dt)1/2∥∥∥∥∥
p
 (2k)−1/2‖F‖p. 
The following proof is based on a classical argument which goes back to Stein [51]. The same
idea has been applied in the related works [12,13,36,49]. For the convenience of the reader we
include a proof.
Proof of the first part of Theorem 8.3, 1 < p 2. First we show that it suffices to prove the
estimate for functions f ∈FC∞b (E;D(A)) satisfying f  ε for some ε > 0.
Fix f = ϕ(φh1 , . . . , φhk ) ∈FC∞b (E;D(A)) of the usual form. Pick functions mn ∈ C∞b (Rk)
satisfying mn  0, supp(mn) ⊆ [− 1n , 1n ]k , and ‖mn‖1 = 1, and put
ψn,± :=
(
ϕ± + 1
n
)
∗mn,
gn,± := ψn,±(φh1 , . . . , φhk ),
gn,±,j := ∂jψn,±(φh1 , . . . , φhk ).
Clearly gn,± ∈FC∞b (E;D(A)) satisfy 1n  gn,±  ‖ϕ‖∞ + 1, and∥∥∥∥(f± + 1n
)
− gn,±
∥∥∥∥
p
→ 0
by dominated convergence. From Lemma 8.7 it follows that∥∥H f −H (gn,+ − gn,−)∥∥p  ∥∥H (f − (gn,+ − gn,−))∥∥p

∥∥∥∥∥
k∑
j=1
(
fj − (gn,+,j − gj,n,−,j )
)⊗ hj
∥∥∥∥∥
p
,
where fj = ∂jϕ(φh1 , . . . , φhk ). Since the functions
gn,±,j =
(
∂jϕ(φh1 , . . . , φhk )1{±ϕ(φh1 ,...,φhk )>0}
) ∗mn,
belong to L∞ uniformly in n, we conclude by dominated convergence that
‖fj − (gn,+,j − gn,−,j )‖p → 0. Therefore H (gn,+ − gn,−) →H f in Lp as n → ∞. Hence if
‖H gn,±‖p  ‖gn,±‖p with constants not depending on n, then
‖H f ‖p = lim
n→∞
∥∥H (gn,+ − gn,−)∥∥p
 lim sup
n→∞
(‖H gn,+‖p + ‖H gn,−‖p)
 lim sup
(‖gn,+‖p + ‖gn,−‖p)n→∞
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p
+ ‖f−‖p
 2‖f ‖p.
Thus it suffices to prove the result for f ∈FC∞b (E;D(A)) satisfying f  ε for some ε > 0. Set
u(t, x) := P(t)f (x), x ∈ E, t > 0,
and notice that by Mehler’s formula (3.3) we have u(t, x)  ε for all x ∈ E and t  0. By
Lemma 4.8 we have u(t, ·) ∈FC∞b (E;D(A)) ⊆ Dp(L) for all t  0. Arguing as in [12,13,49],
for 1 <p  2 we use Lemma 4.8 and a truncation argument to obtain that u(t, ·)p ∈ Dp(L) and
(∂t +L)u(t, x)p = pu(t, x)p−1(∂t +L)u(t, x)
− p(p − 1)u(t, x)p−2[BDV u(t, x),DV u(t, x)]
= −p(p − 1)u(t, x)p−2[BDV u(t, x),DV u(t, x)].
Hence, using the coercivity Assumption (A3),
∥∥DV u(t, x)∥∥2  k−1[BDV u(t, x),DV u(t, x)]
= − 1
kp(p − 1)u(t, x)
2−p(∂t +L)u(t, x)p.
Now we set
K(x) := −
∞∫
0
(∂t +L)u(t, x)p dt
and
u(x) := sup
t>0
u(t, x)
to obtain
H f (x)2 =
∞∫
0
∥∥DV u(t, x)∥∥2 dt
−Cp,k
∞∫
0
u(t, x)2−p(∂t +L)u(t, x)p dt
 Cp,ku(x)2−pK(x).
Hölder’s inequality with exponents 2 and 2 implies2−p p
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E
H f (x)p dμ(x) C
p
2
p,k
∫
E
u(x)
(2−p)p
2 K(x)
p
2 dμ(x)
 C
p
2
p,k
( ∫
E
u(x)
p dμ(x)
) 2−p
2
( ∫
E
K(x)dμ(x)
) p
2
. (8.1)
Using the invariance of μ and the Lp-contractivity of P we obtain
∫
E
K(x)dμ(x) = −
∞∫
0
∫
E
(∂t +L)u(t, x)p dμ(x)dt
= −
∞∫
0
∫
E
∂tu(t, x)
p dμ(x)dt
= −
∞∫
0
∂t
∫
E
u(t, x)p dμ(x)dt
 lim sup
t→∞
(‖f ‖pp − ∥∥u(t, ·)∥∥pp)
 ‖f ‖pp, (8.2)
where the use of Fubini’s theorem is justified by the non-negativity of the integrand K , and the
interchange of differentiation and integration by the fact that f ∈FC∞b (E;D(A)).
Combining (8.1), (8.2) and Proposition 8.5 we conclude that
‖H f ‖pp  ‖u‖
(2−p)p
2
p ‖f ‖
p2
2
p  ‖f ‖pp. 
Proof of Theorem 8.2, 1 < p 2. First we show that Dp(L) is contained in Dp(DV ). Once we
know this, Lemmas 4.8 and 5.5 imply that Dp(L) is even a core for Dp(DV ).
Fix a function f ∈FC∞b (E;D(A)). From Theorem 5.6 it follows that s → e−sDV P (s)f =
e−sP (s)DV f is Bochner integrable in Lp and
∞∫
0
e−sDV P (s)f ds = (I +L)−1DV f.
Since s → e−sP (s)f is Bochner integrable in Lp , the closedness of DV implies that
(I +L)−1f = ∫∞0 e−sP (s)f ds ∈ Dp(DV ) and
DV (I +L)−1f = DV
∞∫
0
e−sP (s)f ds =
∞∫
0
e−sDV P (s)f ds.
Moreover, by the Cauchy–Schwarz inequality,
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∥∥∥∥∥
∞∫
0
e−s
∥∥DVP(s)f ∥∥ds
∥∥∥∥∥
p
 1√
2
∥∥∥∥∥
( ∞∫
0
∥∥DVP(s)f ∥∥2 ds
)1/2∥∥∥∥∥
p
= 1√
2
‖H f ‖p  ‖f ‖p.
It follows that DV (I + L)−1 extends to a bounded operator from Lp to Lp . In view of the
closedness of DV and Lemma 4.8, the desired inclusion follows from this. This concludes the
proof that Dp(L) is a core for Dp(DV ).
The R-boundedness assertions follow from Proposition 7.5 and Remark 7.6. 
8.2. The case 2 <p < ∞
In case that P is symmetric it is possible to use a variant of a duality argument of Stein [51] to
prove the boundedness of H . This approach has been taken in [12], but the proof breaks down
if L is non-symmetric and we have to proceed in a different way.
First we derive an explicit formula for the semigroup P which allows us to prove suitable
gradient bounds. Having obtained those gradient bounds we give a general argument involv-
ing a maximal inequality for P ∗ to prove the R-boundedness of the collection {√tDV P (t):
t > 0}. Since L has a bounded H∞-calculus, we obtain the boundedness of H by an appeal to
Proposition 7.5.
We begin with some preliminary observations. For 0 < t < ∞ we define the operators Qt ∈
L (E∗,E) by
Qtx
∗ := ii∗x∗ − iS∗(t)S(t)i∗x∗,
where i : H ↪→ E is the inclusion operator. The operators Qt are positive and symmetric, i.e., for
all x∗, y∗ ∈ E∗ we have 〈Qtx∗, x∗〉 0 and 〈Qtx∗, y∗〉 = 〈Qty∗, x∗〉. Let Ht be the reproducing
kernel Hilbert space associated with Qt and let it : Ht ↪→ E be the inclusion mapping. Then,
it i
∗
t = Qt.
Since 〈Qtx∗, x∗〉  〈ii∗x∗, x∗〉 for all x∗ ∈ E∗, the operators Qt are covariances of centred
Gaussian measures μt on E; see, e.g., [20]. This estimate also implies that we have a continuous
inclusion Ht ↪→ H and that the mapping
Vt : i∗x∗ → i∗t x∗, x∗ ∈ E∗,
is well defined and extends to a contraction from H into Ht . It is easy to check that the adjoint
operator V ∗t is the inclusion from Ht into H .
Let us also note that for s  t and x∗ ∈ E∗ we have
〈Qsx∗, x∗〉 = ‖i∗x‖2 −
∥∥S(s)i∗x∗∥∥2  ‖i∗x‖2 − ∥∥S(t)i∗x∗∥∥2 = 〈Qtx∗, x∗〉
by the contractivity of S.
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unique; see Section 2) μt -measurable linear extension of the function φμth (itg) := [g,h]Ht .
Proposition 8.8. For all f = ϕ(φh1 , . . . , φhn) ⊗ h ∈FCb(E) ⊗H , where H is some Hilbert
space, the following identity holds for μ-almost all x ∈ E:
(
P(t)⊗ I)f (x) = ∫
E
ϕ
(
φS(t)h1(x)+ φμtVth1(y), . . . , φS(t)hn(x)+ φ
μt
Vthn
(y)
)
hdμt (y).
Proof. Defining ψ : E × Rn →H by
ψ(x, ξ) := ϕ(φS(t)h1(x)+ ξ1, . . . , φS(t)hn(x)+ ξn)h,
we have ∫
E
ϕ
(
φS(t)h1(x)+ φμtVth1(y), . . . , φS(t)hn(x)+ φ
μt
Vthn
(y)
)
hdμt (y)
=
∫
E
ψ
(
x,
(
φ
μt
Vth1
(y), . . . , φ
μt
Vt hn
(y)
))
dμt (y)
=
∫
Rn
ψ(x, ξ) dγt (ξ),
where γt is the centred Gaussian measure on Rn whose covariance matrix equals
([Vthi,Vthj ])ni,j=1.
On the other hand, writing R(t) = √I − S∗(t)S(t), by Mehler’s formula (3.3) we have
(
P(t)⊗ I)f (x) = ∫
E
ϕ
(
φS(t)h1(x)+ φR(t)h1(y), . . . , φS(t)hn(x)+ φR(t)hn(y)
)
hdμ(y)
=
∫
E
ψ
(
x,
(
φR(t)h1(y), . . . , φR(t)hn(y)
))
dμ(y)
=
∫
Rn
ψ(x, ξ) dγ˜t (ξ),
where γ˜t is the centred Gaussian measure on Rn whose covariance matrix equals
([R(t)hi,R(t)hj ])ni,j=1.
The result follows from the observation that
[Vthi,Vthj ] = [hi, hj ] −
[
S(t)hi, S(t)hj
]= [R(t)hi,R(t)hj ]. 
J. Maas, J. van Neerven / Journal of Functional Analysis 257 (2009) 2410–2475 2449Lemma 8.9. For all u ∈ H and t > 0 we have S∗(t)u ∈ D(V ∗), V ∗S∗(t)u ∈ Ht , and
∥∥V ∗S∗(t)u∥∥
Ht
 1√
t
‖u‖.
Proof. First we observe that S(s) maps H into D(A) ⊆ D(V ) for s > 0. For t > 0 we claim that
Jt : Vth → V S(·)h
extends to a bounded operator from Ht into L2(0, t;H) of norm  1√2k .
Indeed, by the coercivity of B and the definition of Ht , we obtain for h ∈ H ,
t∫
0
∥∥V S(s)h∥∥2 ds  1
k
t∫
0
[
BV S(s)h,V S(s)h
]
ds
= − 1
2k
t∫
0
d
ds
∥∥S(s)h∥∥2 ds
= 1
2k
(‖h‖2 − ∥∥S(t)h∥∥2)
= 1
2k
‖Vth‖2Ht .
Recall that V ∗t is the inclusion mapping Ht ↪→ H . Noting that S∗(t) maps H into D(A∗) ⊆
D(V ∗) and using Lemma 5.3, the adjoint mapping J ∗t : L2(0, t;H) → Ht is given by
V ∗t J ∗t f =
t∫
0
V ∗S∗(s)f (s) ds, f ∈ L2(0, t;H).
The resulting identity V ∗S∗(t)u = 1
t
V ∗t J ∗t (S∗(t − ·)u) shows that V ∗S∗(t)u can be identified
with the element 1
t
J ∗t (S∗(t − ·)u) of Ht and we obtain
∥∥V ∗S∗(t)u∥∥
Ht
= 1
t
∥∥J ∗t (S∗(t − ·)u)∥∥Ht
 1
t
√
2k
∥∥S∗(t − ·)u∥∥
L2(0,t;H)
 1√
2kt
sup
s0
∥∥S∗(s)∥∥L (H)‖u‖. 
The following pointwise gradient bound is included for reasons of completeness. We shall
only need the special case corresponding to r = 2, for which a simpler proof can be given; see
Remark 8.11.
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have, for μ-almost all x ∈ E,
√
t
∥∥DVP(t)f (x)∥∥ (P(t)|f |r (x))1/r .
Proof. For notational simplicity we take f of the form f = ϕ(φh) with ϕ ∈ Cb(R) and h ∈ H . It
is immediate to check that the argument carries over to general cylindrical functions in FCb(E).
By Lemma 8.9 we have S∗(t)V ∗u ∈ Ht for u ∈ D(V ∗) and therefore, for all h ∈ H ,
φS(t)h(iV
∗u) = [S(t)h,V ∗u]= [h,S∗(t)V ∗u]= φμtVth(iS∗(t)V ∗u).
By Proposition 8.8 (with H = R) we find that for all g ∈ H ,
P(t)f (x + iV ∗u) =
∫
E
ϕ
(
φS(t)h(x + iV ∗u)+ φμtVth(y)
)
dμt(y)
=
∫
E
ϕ
(
φS(t)h(x)+ φμtVth
(
y + iS∗(t)V ∗u))dμt (y).
Recalling that D denotes the Malliavin derivative we have, for all u ∈ D(V ∗),[
DVP(t)f (x),u
]= [DP(t)f (x),V ∗u]
= lim
ε↓0
1
ε
(
P(t)f (x + εiV ∗u)− P(t)f (x))
= lim
ε↓0
1
ε
∫
E
ϕ
(
φS(t)h(x)+ φμtVth
(
y + εiS∗(t)V ∗u))
− ϕ(φS(t)h(x)+ φμtVth(y))dμt(y).
Using Lemma 8.9 and the Cameron–Martin formula [7, Corollary 2.4.3] we obtain
[
DVP(t)f (x),u
]= lim
ε↓0
1
ε
∫
E
(
E
μt
εS∗(t)V ∗u(y)− 1
)
ϕ
(
φS(t)h(x)+ φμtVth(y)
)
dμt (y),
where Eμth (y) = exp(φμth (y) − 12‖h‖2Ht ). It is easy to see that for each h ∈ Ht the family
( 1
ε
(E
μt
εh − 1))0<ε<1 is uniformly bounded in L2(E,μt ), and therefore uniformly integrable in
L1(E,μt ). Passage to the limit ε ↓ 0 now gives
[
DVP(t)f (x),u
]= ∫
E
φ
μt
S∗(t)V ∗u(y)ϕ
(
φS(t)h(x)+ φμtVth(y)
)
dμt (y).
By Hölder’s inequality with 1
q
+ 1
r
= 1, using the Gaussianity of φμt
S∗(t)V ∗u on (E,μt ) and the
Kahane–Khintchine inequality, Proposition 8.8, and Lemma 8.9 we find that
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
( ∫
E
∣∣φμtS∗(t)V ∗u(y)∣∣q dμt (y))1/q( ∫
E
∣∣ϕ(φS(t)h(x)+ φμtVth(y))∣∣r dμt (y))1/r

( ∫
E
∣∣φμtS∗(t)V ∗u(y)∣∣2 dμt(y))1/2(P(t)|f |r (x)) 1r
= ∥∥S∗(t)V ∗u∥∥
Ht
(
P(t)|f |r (x)) 1r
 1√
t
‖u‖(P(t)|f |r (x)) 1r .
The desired estimate is obtained by taking the supremum over all u ∈ D(V ∗) with ‖u‖ 1. 
Remark 8.11. There is a well-known elementary trick which we learned from [34, p. 328]) which
can be used to prove Theorem 8.10 for r = 2. Using the product rule from Lemma 4.8, the fact
that ‖Bu‖ k‖u‖ for u ∈ R(V ), and the positivity of P(s), we obtain
P(t)f 2 − (P(t)f )2 = t∫
0
∂s
(
P(s)
(∣∣P(t − s)f ∣∣2))ds
= −
t∫
0
P(s)
(
L
(
P(t − s)f )2 − 2P(t − s)f ·LP(t − s)f )ds
= 2
t∫
0
P(s)
(∥∥BDV P (t − s)f ∥∥2)ds
 2k
t∫
0
P(s)
(∥∥DVP(t − s)f ∥∥2)ds.
Next we estimate, for μ-almost all x ∈ E,
M2P(r)
(‖DV f ‖2)(x)  P(r)(∥∥S(r)DV f ∥∥2)(x)
(∗)

∥∥(P(r)⊗ I)(S(r)DV f )∥∥2(x)
= ∥∥P(r)DV f (x)∥∥2
= ∥∥DVP(r)f (x)∥∥2,
where M := supt0 ‖S(t)‖ and (∗) follows from Proposition 8.8 (with H = H ) and Jensen’s
inequality. The case r = 2 of Theorem 8.10 follows from these two estimates.
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with the dual version of the non-commutative Doob inequality of [25].
Proposition 8.12. Let (M,μ) be a σ -finite measure space, 1  p < ∞, and let (T (t))t>0 be
a family of positive operators on Lp := Lp(M,μ). Suppose that the maximal function T ∗ f :=
supt>0 |T ∗(t)f | is measurable and Lq -bounded, where 1p + 1q = 1. Then, for all f1, . . . , fn ∈ Lp
and all t1, . . . , tn > 0,
∥∥∥∥∥
n∑
k=1
T (tk)|fk|
∥∥∥∥∥
p

∥∥∥∥∥
n∑
k=1
|fk|
∥∥∥∥∥
p
.
Proof. Taking the supremum over all g = (gk)nk=1 ∈ Lq(∞n ) of norm one we obtain
∥∥∥∥∥
n∑
k=1
T (tk)|fk|
∥∥∥∥∥
p
= ∥∥(T (t(·))|f(·)|)∥∥Lp(1n)
= sup
g
∫
E
n∑
k=1
T (tk)|fk| · gk dμ
= sup
g
∫
E
n∑
k=1
|fk| · T ∗(tk)gk dμ

∥∥(|f(·)|)∥∥Lp(1n) supg ∥∥(T ∗(t(·))g(·))∥∥Lq(∞n ).
Using the positivity of T ∗ on Lq to obtain sup1kn T ∗ |gk| T ∗ (sup1kn |gk|) we estimate
∥∥(T ∗(t(·))g(·))∥∥Lq(∞n ) = ∥∥∥ sup1kn∣∣T ∗(tk)gk∣∣
∥∥∥
Lq

∥∥∥ sup
1kn
T ∗ |gk|
∥∥∥
Lq

∥∥∥T ∗ ( sup
1kn
|gk|
)∥∥∥
Lq

∥∥∥ sup
1kn
|gk|
∥∥∥
Lq
= ∥∥(gk)∥∥Lq(∞n ).
This completes the proof. 
The previous two results are now combined to prove:
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p
+ 1
q
= 1. Proposition 8.5 implies that the maxi-
mal function
P ∗ f := sup
t>0
∣∣P ∗(t)f ∣∣
is bounded on Lq . Using Theorem 8.10 (for r = 2) and Proposition 8.12 we obtain, for all
f1, . . . , fn ∈FCb(E),∥∥∥∥∥
(
n∑
k=1
∥∥√tkDV P (tk)fk∥∥2
)1/2∥∥∥∥∥
p

∥∥∥∥∥
(
n∑
k=1
P(tk)|fk|2
)1/2∥∥∥∥∥
p
=
∥∥∥∥∥
n∑
k=1
P(tk)|fk|2
∥∥∥∥∥
1/2
p/2

∥∥∥∥∥
n∑
k=1
|fk|2
∥∥∥∥∥
1/2
p/2
=
∥∥∥∥∥
(
n∑
k=1
|fk|2
)1/2∥∥∥∥∥
p
.
By an approximation argument this estimate extends to arbitrary f1, . . . , fn ∈ Lp . Now Proposi-
tion 6.6 implies the R-boundedness of {√tDV P (t): t > 0}.
Taking Laplace transforms and using Proposition 6.1, it follows that Dp(L) ⊆ Dp(DV ) and
that the collection {tDV (I + t2L)−1: t > 0} is R-bounded from Lp into Lp . As in the case
1 <p  2, Lemmas 4.8 and 5.5 imply that Dp(L) is even a core for Dp(DV ). 
Proof of the first part of Theorem 8.3 (for 2 < p <∞). By Lemma 8.4, L has a bounded
H∞-calculus of angle < 12π , and the result follows from Proposition 7.5. 
8.3. Completion of the proof of Theorem 8.3
It remains to prove, for 1 < p < ∞, the left-hand side inequality of Theorem 8.3. We adapt
a standard duality argument (see, e.g., [3, Section 7, Step 8]).
It is enough to prove the estimate for f ∈ Rp(L); for such f we have f −PNp(L)f = f . First
let f = Lg with g ∈ Dp(L2). Then by [31, Lemma 9.13],
lim
t→∞P(t)Lg −Lg = − limt→∞
t∫
0
P(s)L2g ds = − lim
t→∞
t∫
0
ψ(sL)Lg
ds
s
= −Lg,
where ψ(z) = ze−z. Hence, limt→∞ P(t)Lg = 0. By a density argument, this implies
lim P(t)f = 0, f ∈ R(L).
t→∞
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−∂t
∫
E
(
P(t)f
)
g dμ =
∫
E
L
(
P(t)f
)
g dμ
=
∫
E
L
(
P
(
1
2
t
)
f
)
P ∗
(
1
2
t
)
g dμ
=
∫
E
[
BDV P
(
1
2
t
)
f,DV P
∗
(
1
2
t
)
g
]
dμ.
Since
∫
E
f dμ = 0 we obtain, using Theorem 8.3 applied to the adjoint semigroup P ∗ (which is
generated by −L∗ = −D∗V B∗DV ) in Lq ,∫
E
fg dμ =
∫
E
fg dμ−
∫
E
f dμ
∫
E
g dμ
= lim
ε↓0
∫
E
(
P(ε)f
)
g dμ− lim
t→∞
∫
E
(
P(t)f
)
g dμ
= −
∞∫
0
∂t
∫
E
(
P(t)f
)
g dμdt
=
∞∫
0
∫
E
[
BDV P
(
1
2
t
)
f,DV P
∗
(
1
2
t
)
g
]
dμdt
 ‖B‖
∥∥∥∥∥
( ∞∫
0
∥∥∥∥√tDV P(12 t
)
f
∥∥∥∥2 dtt
)1/2∥∥∥∥∥
p
∥∥∥∥∥
( ∞∫
0
∥∥∥∥√tDV P ∗(12 t
)
g
∥∥∥∥2 dtt
)1/2∥∥∥∥∥
q

∥∥∥∥∥
( ∞∫
0
∥∥√tDV P (t)f ∥∥2 dt
t
)1/2∥∥∥∥∥
p
‖g‖q .
This implies that
‖f ‖p 
∥∥∥∥∥
( ∞∫
0
∥∥√tDV P (t)f ∥∥2 dt
t
)1/2∥∥∥∥∥
p
.
So far we have assumed that f ∈ L2 ∩ Rp(L). The extension to general f ∈ Rp(L) follows by
a density argument (using the first part of the theorem to see that the right-hand side can be
approximated as well).
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In this section we study some Lp-properties of the operators DV and D∗V B and provide a
rigorous interpretation of the identities L = D∗V BDV and L = DVD∗V B in Lp and Rp(DV ).
From these operators we build operator matrices which will play an important role in the proofs
of Theorems 2.1, 2.5, and 2.6.
Throughout this section we fix 1 < p < ∞. The operator D∗V B is closed and densely defined
as an operator from Lp to Lp with domain
Dp
(
D∗V B
)= {F ∈ Lp: BF ∈ Dp(D∗V )}.
Moreover, since ‖BF‖p  ‖F‖p for F ∈ Rp(DV ),
D∗V B = (B∗DV )∗,
where B∗DV is interpreted as a operator from Lq to Lq , 1p + 1q = 1.
For the next result we recall that C :=FC∞b (E;D(A)) is a P -invariant core for Dp(L). We
set C ∗ :=FC∞b (E;D(A∗)); this is a P ∗-invariant core for Dp(L∗).
Proposition 9.1. In Lp we have L = (D∗V B)DV . More precisely, f ∈ Dp(L) if and only if f ∈
Dp(DV ) and DV f ∈ Dp(D∗V B), in which case we have Lf = (D∗V B)DV f .
Proof. First note that for all f,g ∈ C we have 〈Lf,g〉 = 〈DV f,B∗DV g〉. Since C is a core for
Dp(L), and Dp(L) is core for Dp(DV ) by the first part of Theorem 8.2, this identity extends to all
f ∈ Dp(L) and g ∈ Dp(DV ). This implies that DV f ∈ Dp((B∗DV )∗) and (B∗DV )∗DV f = Lf .
Since (B∗DV )∗ = D∗V B , we find that L ⊆ (D∗V B)DV .
To prove the other inclusion we take f ∈ Dp(DV ) such that DV f ∈ Dp(D∗V B). We have〈f,L∗g〉 = 〈DV f,B∗DV g〉 = 〈(D∗V B)DV f,g〉 for all g ∈ C ∗, where the second identity follows
from DV f ∈ Dp(D∗V B) = Dp((B∗DV )∗). Since C ∗ is a core for Dq(L∗) this implies that f ∈
Dp(L) and Lf = (D∗V B)DV f . 
We shall be interested in the restriction D∗V B|Rp(DV ) of D∗V B to Rp(DV ). As its domain we
take
Dp
(
D∗V B|Rp(DV )
) := {F ∈ Rp(DV ): BF ∈ Dp(D∗V )}= Dp(D∗V B)∩ Rp(DV ).
In the middle expression, as before we consider D∗V as a densely defined operator from Lp
to Lp .
Corollary 9.2. The restriction D∗V B|Rp(DV ) is closed and densely defined.
Proof. Let f ∈ Dp(DV ). By the first part of Theorem 8.2 there exist functions fn ∈ Dp(L) such
that fn → f in Dp(DV ). Proposition 9.1 implies that DV fn ∈ Dp(D∗V B|Rp(DV )). This shows that
D∗V B|Rp(DV ) is densely defined on Rp(DV ). Closedness is clear. 
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t > 0 the operators (I + t2L)−1D∗V B|Rp(DV ) and P(t)D∗V B|Rp(DV ) (initially defined on
Dp(D∗V B|Rp(DV ))) extend uniquely to bounded operators from Rp(DV ) to Lp , and for all
F ∈ Rp(DV ) we have (
I + t2L)−1D∗V BF = D∗V B(I + t2L)−1F
and
P(t)D∗V BF = D∗V BP (t)F.
Proof. We split the proof into four steps.
Step 1. By Proposition 9.1, for all f ∈ Dp(L) we have f ∈ Dp(DV ) and DV f ∈
Dp(D∗V B|Rp(DV )), and for all t > 0 we have
P(t)
(
D∗V B
)
DV f = P(t)Lf = LP(t)f =
(
D∗V B
)
DVP(t)f = D∗V BP (t)DV f.
By taking Laplace transforms and using the closedness of D∗V B , this gives (I + t2L)−1DV f ∈
Dp(D∗V B|R(DV )) and (
I + t2L)−1(D∗V B)DV f = D∗V B(I + t2L)−1DV f. (9.1)
Step 2. By Theorem 8.2, for all t > 0 the operator T (t) := B∗DV (I + t2L∗)−1 is bounded
from Lq into Lq , 1
p
+ 1
q
= 1. For all F ∈ Dp(D∗V B|Rp(DV )) and g ∈ Lq we have〈
F,T (t)g
〉= 〈F,B∗DV (I + t2L∗)−1g〉= 〈(I + t2L)−1D∗V BF,g〉. (9.2)
Now let F ∈ Rp(DV ) be arbitrary and take a sequence (Fn)n1 ⊆ Dp(D∗V B|Rp(DV )) converging
to F in Rp(DV ). By Proposition 9.1 and the fact that Dp(L) is a core for Dp(DV ) we may take
the Fn of the form DV fn with fn ∈ Dp(L). Then (I + t2L)−1Fn → (I + t2L)−1F , and from
(9.1) we obtain
D∗V B
(
I + t2L)−1Fn = (I + t2L)−1D∗V BFn = T ∗(t)Fn → T ∗(t)F.
The closedness of D∗V B implies that (I + t2L)−1F ∈ Dp(D∗V B|Rp(DV )). This proves the domain
inclusion Dp(L) ⊆ Dp(D∗V B|Rp(DV )), along with the identity
D∗V B
(
I + t2L)−1F = T ∗(t)F, F ∈ Rp(DV ).
Note that for F ∈ Dp(D∗V B), from (9.2) we also obtain
D∗ B
(
I + t2L)−1F = T ∗(t)F = (I + t2L)−1D∗ BF. (9.3)V V
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by (9.1), the operator (I + t2L)−1D∗V B (initially defined on the dense domain Dp(D∗V B|Rp(DV )))
uniquely extends to a bounded operator from Rp(DV ) to Lp , and for this extension we obtain
the identity
(
I + t2L)−1D∗V B = D∗V B(I + t2L)−1.
On Dp(D∗V B|Rp(DV )), the identity D∗V BP (t) = P(t)D∗V B follows from (9.3) by real Laplace in-
version (cf. the proof of Lemma 5.3). The existence of a unique bounded extension of P(t)D∗V B
is proved in the same way as before.
Step 4. It remains to prove that Dp(L) is a core for Dp(D∗V B|Rp(DV )). Take
F ∈ Dp(D∗V B|Rp(DV )). Then limt→0(I + t2L)−1F = F in Rp(DV ) and, by (9.3)
limt→0 D∗V B(I + t2L)−1F = limt→0(I + t2L)−1D∗V BF = D∗V BF in Lp . This gives the re-
sult. 
Proposition 9.4. For all F ∈ Dp(L) we have F ∈ Dp(D∗V B), D∗V BF ∈ Dp(DV ), and
DV (D
∗
V B)F = LF .
Proof. Since Dp(L) is a core for Dp(DV ), the set P := {DV (I + L)−1g: g ∈ Dp(DV )} is a
P -invariant dense subspace of Rp(DV ). To see that P is contained in Dp(L), note that if g ∈
Dp(DV ), then f := (I +L)−1g ∈ Dp(L) and DV f = DV (1+L)−1g = (1+L)−1DV g ∈ Dp(L)
as claimed. It follows that P is a core for Dp(L), and hence a core for Dp(D∗V B|Rp(DV )) by
Proposition 9.3. Moreover, (1+L)DV f = DV g = DV (I +L)f , and therefore LDV f = DVLf .
For F ∈P , say F = DV f with f = (I +L)−1g for some g ∈ Dp(DV ), we then have
LF = LDV f = DVLf = DV
((
D∗V B
)
DV
)
f = (DV (D∗V B))DV f = DV (D∗V B)F.
To see that this above identity extends to arbitrary F ∈ Dp(L), let Fn → F in Dp(L) with
all Fn in P . It follows from Proposition 9.3 that Fn → F in Dp(D∗V B). In particular,
D∗V BFn → D∗V BF in Lp . Since DV (D∗V B)Fn = LFn → LF in Rp(DV ), the closedness of DV
then implies that D∗V BF ∈ Dp(DV ) and DV (D∗V B)F = LF . 
In the remainder of this section we consider D∗V B as a closed and densely defined operator
from Rp(DV ) to Lp and write D∗V B instead of using the more precise notation D∗V B|Rp(DV ).
For the proof of Proposition 9.5 we need the first part of Theorem 2.6. Its proof uses the
Hodge–Dirac formalism, introduced by Axelsson, Keith, and McIntosh [6] in their study of the
Kato square root problem. It was by using this formalism that the main results of this paper
suggested themselves naturally.
On the Hilbertian direct sum H ⊕ R(V ) we consider the closed and densely defined operator
T :=
[
0 V ∗B
V 0
]
. (9.4)
By [5, Theorem 8.3] T is bisectorial on H ⊕ R(V ).
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Π :=
[
0 D∗V B
DV 0
]
.
Proof of Theorem 2.6, first part. By Theorems 4.5 and 5.6, L and L are sectorial on Lp and
Rp(DV ), respectively. From this it is easy to see that on Lp ⊕ Rp(DV ) we have that iR \ {0} is
contained in the resolvent set of Π and
(I − itΠ)−1 =
[
(1 + t2L)−1 it (I + t2L)−1D∗V B
itDV (I + t2L)−1 (I + t2L)−1
]
, t ∈ R \ {0};
the rigorous interpretation of this identity is provided by the above propositions. Note that the
off-diagonal entries are well defined and bounded by Theorem 8.2 and Proposition 9.3; the proof
of the latter result also shows that (I + t2L)−1D∗V B is the adjoint of B∗DV (I + t2L∗)−1.
We check the R-boundedness of the entries of the right-hand side matrix for t ∈ R \ {0}. For
the upper left and the lower right entry this follows from the R-sectoriality of L and L on Lp
and Rp(DV ) respectively. Theorem 8.2 ensures the R-boundedness of the lower left entry, and
the R-boundedness of the upper right entry follows from Proposition 6.3 (applied with B and L
replaced by B∗ and L∗). 
As a consequence of the bisectoriality of Π , the operator Π2 is sectorial. Moreover,
Π2 =
[
(D∗V B)DV 0
0 DV (D∗V B)
]
=
[
L 0
0 L
]
.
To justify the latter identity, we appeal to Propositions 9.1 and 9.4 to obtain the inclusion[L 0
0 L
]⊆ Π2. Since both operators are sectorial of angle < 12π , they are in fact equal.
Proposition 9.5. On Lp and Rp(DV ) the following identities hold:
Rp(L) = Rp
(
D∗V B
)
, Np(L) = Np(DV ),
Rp(L) = Rp(DV ), Np(L) = Np
(
D∗V B
)= {0}.
Moreover, Lp = Rp(D∗V B)⊕ Np(DV ).
We recall that D∗V B is interpreted as a densely defined closed operator from Rp(DV ) to Lp . In
the final section we will show that under the assumptions of Theorem 2.1 we have Rp(D∗V B) =
Rp(D∗V ) and that in this situation the space Rp(D∗V B) does not change if we consider D∗V B as
an unbounded operator from Lp to Lp .
Proof. The bisectoriality of Π on Lp ⊕ Rp(DV ) implies that
Rp
(
Π2
)= Rp(Π) and Np(Π2)= Np(Π).
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Np(D∗V B) = {0} follows from the bisectorial decomposition Lp ⊕ Rp(DV ) = Rp(Π)⊕ Np(Π)
and considering the second coordinate. The final identity follows by inspecting the first coordi-
nate of the same decomposition. 
10. Proof of Theorem 2.1
The main effort in this section is directed towards proving the following comprehensive ver-
sion of Theorem 2.1.
Theorem 10.1. Assume (A1), (A2), (A3), and let 1 <p < ∞.
(a) The following assertions are equivalent:
(a1) Dp(
√
L) ⊆ Dp(DV ) with ‖DV f ‖p  ‖
√
Lf ‖p;
(a2) L satisfies a square function estimate on Rp(DV ):
‖F‖p 
∥∥∥∥∥
( ∞∫
0
∥∥tLP (t)F∥∥2 dt
t
)1/2∥∥∥∥∥
p
;
(a3) D(√A) ⊆ D(V ) with ‖V h‖ ‖√Ah‖;
(a4) A satisfies a square function estimate on R(V ):
‖u‖
( ∞∫
0
∥∥tAS(t)u∥∥2 dt
t
)1/2
.
(b) The same result holds with ‘’ and ‘⊆’ replaced by ‘’ and ‘⊇’.
(c) The following assertions are equivalent:
(c1) Dp(
√
L) = Dp(DV ) with ‖DV f ‖p  ‖
√
Lf ‖p;
(c2) L admits a bounded H∞-functional calculus on Rp(DV );
(c3) D(√A) = D(V ) with ‖V h‖  ‖√Ah‖;
(c4) A admits a bounded H∞-functional calculus on R(V ).
The plan of the proof is as follows. First we consider (a). The equivalence of (a3) and (a4)
will be proved in Lemma 10.2, while the implications (a1) ⇒ (a3) and (a2) ⇒ (a4) follow by
considering functions of the form f = φh and F = 1 ⊗ u respectively, and using the equivalence
of Lp-norms on the first Wiener–Itô chaos. In Proposition 9.5 we have shown that L is injective
on Rp(D), and then Proposition 7.3 asserts that (a4) implies (a2), so that it remains to show that
(a2) implies (a1).
Next we turn to part (b). The equivalence of (b3) and (b4) follows from Lemma 10.2, and the
implications (b1) ⇒ (b3) and (b2) ⇒ (b4) follow as in part (a). Proposition 7.3 asserts that (b4)
implies (b2), so that it suffices to show that (b4) implies (b1).
Finally, part (c) follows by putting together the estimates obtained in (a) and (b) and appealing
to Proposition 7.2.
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showing us the argument below. Keeping in mind that B satisfies (A3) if and only if B∗ satisfies
(A3), we write A∗ := VV ∗B∗ and we denote the semigroup generated by −A∗ by S∗.
Lemma 10.2. Assume (A2) and (A3). For h ∈ D(A) we have( ∞∫
0
∥∥tAS(t)V h∥∥2 dt
t
)1/2
 ‖√Ah‖. (10.1)
As a first consequence, the following assertions are equivalent:
(1) D(√A) ⊆ D(V ) with ‖√Ah‖ ‖V h‖, h ∈ D(√A);
(2) A satisfies a square function estimate on R(V ):( ∞∫
0
∥∥tAS(t)u∥∥2 dt
t
)1/2
 ‖u‖;
(3) D(√A∗) ⊇ D(V ) with ‖√A∗h‖ ‖V h‖, h ∈ D(V );
(4) A∗ satisfies a square function estimate on R(V ):( ∞∫
0
∥∥tA∗S∗(t)u∥∥2 dt
t
)1/2
 ‖u‖.
As a second consequence, the following assertions are equivalent:
(1′) D(√A) = D(V ) with equivalence of norms ‖√Ah‖  ‖V h‖;
(2′) A admits a bounded H∞-functional calculus on R(V );
(3′) D(√A∗) = D(V ) with ‖√A∗h‖  ‖V h‖;
(4′) A∗ admits a bounded H∞-functional calculus on R(V ).
Proof. To prove (10.1), let ω ∈ (ω(T ), 12π), where T is defined by (9.4). By [5, Proposition 8.1]
we have for all ψ ∈ H∞0 (Σω) and ψ˜ ∈ H∞0 (Σ+2ω),
∞∫
0
∥∥ψ(tT )u∥∥2 dt
t

∞∫
0
∥∥ψ˜(tT 2)u∥∥2 dt
t
, u ∈ R(T ).
Using this, the fact that A has a bounded H∞-calculus, and the fact that ϕ := sgn ·ψ ∈ H∞0 (Σω),
for h ∈ D(A) we obtain
‖√Ah‖2 
∞∫
0
∥∥ψ˜(tA)√Ah∥∥2 dt
t
=
∞∫ ∥∥∥∥ψ˜(tT 2)√T 2 [h0
]∥∥∥∥2 dtt
0
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∞∫
0
∥∥∥∥ψ(tT )√T 2 [h0
]∥∥∥∥2 dtt
=
∞∫
0
∥∥∥∥ϕ(tT )T [h0
]∥∥∥∥2 dtt
=
∞∫
0
∥∥∥∥ϕ(tT )[ 0V h
]∥∥∥∥2 dtt

∞∫
0
∥∥∥∥ψ˜(tT 2)[ 0V h
]∥∥∥∥2 dtt

∞∫
0
∥∥ψ˜(tA)V h∥∥2 dt
t
.
The equivalence of (1) and (2) follows immediately by taking ψ˜(z) = ze−z. Replacing B by B∗
we obtain the equivalence of (3) and (4). Finally, the equivalence of (1) and (3) is a well-known
consequence of the duality theory of forms [29,35] (see also [5, Theorem 10.1]).
The equivalence of the primed statements follows in the same way (or can alternatively be
deduced from the equivalence of the un-primed statements). 
Proof of Theorem 10.1. Fix 1 <p < ∞ and let 1
p
+ 1
q
= 1.
Part (a): It remains to prove that (a2) implies (a1). Perhaps the shortest proof of this implica-
tion is based on a lower bound for the square function associated with the semigroup Q generated
by −√L. Alternatively, one could adapt the argument in Lemma 10.2 to the Lp-setting.
Consider the functions ϕ(z) = ze−z and ψ(z) = √ze−√z. These functions belong to
H∞0 (Σ
+
θ ) for θ <
1
2π . Substituting t = s2 we obtain, from Proposition 7.2,∥∥∥∥∥
( ∞∫
0
∥∥ψ(tL)F∥∥2 dt
t
)1/2∥∥∥∥∥
p
= √2
∥∥∥∥∥
( ∞∫
0
∥∥s√LQ(s)F∥∥2 ds
s
)1/2∥∥∥∥∥
p
.
Using (a2) and the first part of Proposition 7.2, the identity of Theorem 5.6 (which extends to
the semigroup Q generated by −√L), and Lemma 8.1 and Theorem 8.3, for all f ∈ Dp(L) we
obtain
‖DV f ‖p 
∥∥∥∥∥
( ∞∫
0
∥∥tLP (t)DV f ∥∥2 dt
t
)1/2∥∥∥∥∥
p

∥∥∥∥∥
( ∞∫
0
∥∥s√LQ(s)DV f ∥∥2 ds
s
)1/2∥∥∥∥∥
p
= ∥∥G (√Lf )∥∥
p
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∥∥H (√Lf )∥∥
p
 ‖√Lf ‖p.
Since Dp(L) is a core for both Dp(
√
L) and Dp(DV ), the desired domain inclusion follows and
the norm estimate holds for all f ∈ Dp(
√
L).
Part (b): It remains to show that (b4) implies (b1).
By Lemma 10.2 (applied with the roles of B and B∗ reversed), (b4) implies the estimate( ∞∫
0
∥∥tAB∗SB∗(t)u∥∥2 dt
t
)1/2
 ‖u‖, u ∈ R(V ).
It follows from Part (a) (with B replaced by B∗) that Dq(
√
L∗) ⊆ Dq(DV ) and, for f ∈
Dq(
√
L∗),
‖DV f ‖q  ‖
√
L∗f ‖q, 1 < q < ∞.
We will use next a standard duality argument to prove the estimate ‖√Lg‖p  ‖DV g‖p where
1
p
+ 1
q
= 1. For g ∈FC∞b (E;D(A)) we have
‖√Lg‖p = sup
‖f˜ ‖q1
∣∣〈√Lg, f˜ 〉∣∣.
The sectoriality of
√
L∗ allows us to use the decomposition f˜ = f˜0 + f˜1 ∈ N(
√
L∗)⊕R(√L∗) =
Lq , and since FC∞b (E;D(A∗)) is a core for Dq(
√
L∗), it suffices to consider f˜ of the form f˜ =
f˜0 +
√
L∗f , with f ∈ FC∞b (E;D(A∗)) and ‖f˜ ‖q  1. Since f˜0 ∈ N(
√
L∗) and ‖√L∗f ‖p 
‖P
R(
√
L∗)‖p‖f˜ ‖p , we obtain
‖√Lg‖p = sup
‖f˜0+
√
L∗f ‖q1
∣∣〈√Lg, f˜0 +√L∗f 〉∣∣
 sup
‖√L∗f ‖q1
∣∣〈√Lg,√L∗f 〉∣∣
= sup
‖√L∗f ‖q1
∣∣〈Lg,f 〉∣∣
 sup
‖DV f ‖q1
∣∣〈Lg,f 〉∣∣
= sup
‖DV f ‖q1
∣∣〈BDV g,DV f 〉∣∣
 sup
‖DV f ‖q1
‖B‖‖DV g‖p‖DV f ‖q
= ‖B‖‖DV g‖p.
Since FC∞(E;D(A)) is a core for Dp(L), the result of Step 2 follows.b
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tion 7.2. 
We finish this section by pointing out two further equivalences to the ones of Theorem 2.1
and their one-sided extensions in Theorem 10.1.
The conditions (1)–(4) of Theorem 2.1 are equivalent to
(5) Dp(
√
L) = Dp(D∗V B) with ‖
√
LF‖p  ‖D∗V BF‖p for F ∈ Dp(
√
L);
(6) D(√A) = D(V ∗B) with ‖√Au‖p  ‖V ∗Bu‖p for u ∈ D(√A).
Here, in the spirit of Theorem 2.1, we interpret A as an operator in R(V ). This is immate-
rial, however, in view of the definition A = VV ∗B and the (not necessarily orthogonal) Hodge
decomposition H = R(V ) ⊕ N(V ∗B) (see (2.1)) by virtue of which (6) also holds on the full
space H .
To see that (1) implies (5), note that for f ∈ Dp(L) we have∥∥(D∗V B)DV f ∥∥p = ‖Lf ‖p  ‖DV √Lf ‖p = ‖√LDV f ‖p.
Since DV (Dp(L)) is a core for both Dp(D∗V B) and Dp(
√
L), (5) follows. The converse implica-
tion that (5) implies (1) is proved similarly. The equivalence (3)⇔(6) is proved in the same way.
It is clear from the proofs that the one-sided versions of these implications hold as well.
11. Proof of Theorem 2.2
We continue with the proof of Theorem 2.2. It will be a standing assumption that the equiva-
lent conditions of Theorem 2.1 are satisfied. As we have already observed (in Lemma 10.2, see
also the discussion below Theorem 2.1), the corresponding equivalences obtained by replacing
B with B∗ then also hold.
Below, for k = 1,2 we will use the bounded analytic C0-semigroups
P (k)(t) := P(t)⊗ S⊗k(t),
which are defined on the spaces
L
p
(k) := Lp
(
E,μ;H⊗k).
Note that Lp(1) = Lp and P (1) coincides with P on the closed subspace Rp(DV ). The generators
of P (k) will be denoted by −L(k). The semigroups generated by −
√
I +L(k) will be denoted
by Q(k).
We also consider the operator DV ⊗ I , initially defined on the algebraic tensor product
Dp(DV ) ⊗ H , which is viewed as a dense subspace of Lp(1). Using that DV is a closed oper-
ator from Lp into Lp , it is straightforward to check that DV ⊗ I extends to a closed operator
DV : Dp(DV ) ⊆ Lp(1) → Lp(2).
On the algebraic tensor product Lp ⊗H , for t > 0 we define the operators
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(
DVP(t)
)⊗ S(t),
DV P
∗
(1)(t) =
(
DVP
∗(t)
)⊗ S∗(t).
By Theorem 8.2 these operators extend uniquely to bounded operators from Lp(1) to L
p
(2).
Proposition 11.1. Let 1 <p < ∞.
(i) The collections {√tDV P (1)(t): t > 0} and {
√
tDV P
∗
(1)(t): t > 0} are R-bounded in
L (L
p
(1),L
p
(2)).
(ii) The following square function estimates hold for F ∈ Lp(1):
∥∥∥∥∥
( ∞∫
0
∥∥√tDV P (1)(t)F∥∥2 dt
t
)1/2∥∥∥∥∥
p
 ‖F‖p,
∥∥∥∥∥
( ∞∫
0
∥∥√tDV P ∗(1)(t)F∥∥2 dtt
)1/2∥∥∥∥∥
p
 ‖F‖p.
(iii) The domain inclusions Dp(
√
L(1)) ⊆ Dp(DV ) and Dp(
√
L∗(1)) ⊆ Dp(DV ) hold with norm
estimates
‖DVF‖p  ‖F‖p + ‖
√
L(1)F‖p and
‖DVF‖p  ‖F‖p +
∥∥√L∗
(1)F
∥∥
p
.
Proof. (i): The R-boundedness is a consequence from (an easy Hilbert space-valued extension
of) Proposition 6.2 combined with (11.1) and Theorem 8.2.
(ii): Since A has a bounded H∞-calculus on H of angle < 12π , the same holds for A∗. Propo-
sition 7.3 implies that L(1) and L∗(1) have bounded H∞-functional calculi on L
p
(1) of angle <
1
2π .
The domain inclusions Dp(L(1)) ⊆ Dp(DV ) and Dp(L∗(1)) ⊆ Dp(DV ) follow from (i) by taking
Laplace transforms. By combining (i) and Proposition 7.5 we obtain the desired result.
(iii): Combining the fact that √I +L(2) has a bounded H∞-calculus of angle < 12π with
Proposition 7.2, the commutation relation DVP (1)(t) = P (2)(t)DV , the H -valued analogue of
Lemma 8.1, and the first estimate of (ii), for all F ∈ Dp(L(1)) we obtain
‖DVF‖p 
∥∥∥∥∥
( ∞∫
0
∥∥t√I +L(2)Q(2)(t)DV F∥∥2 dt
t
)1/2∥∥∥∥∥
p
=
∥∥∥∥∥
( ∞∫ ∥∥tDVQ(1)(t)√I +L(1)F∥∥2 dt
t
)1/2∥∥∥∥∥
p0
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∥∥∥∥∥
( ∞∫
0
∥∥√tDV e−tP (1)(t)√I +L(1)F∥∥2 dt
t
)1/2∥∥∥∥∥
p

∥∥∥∥∥
( ∞∫
0
∥∥√tDV P (1)(t)√I +L(1)F∥∥2 dt
t
)1/2∥∥∥∥∥
p
 ‖√I +L(1)F‖p
 ‖F‖p + ‖
√
L(1)F‖p.
This gives the first estimate. Since Dp(L(1)) is a core for Dp(
√
L(1)), the domain inclusion fol-
lows as well.
To prove the second estimate we put T := P ∗ ⊗ S∗ ⊗ S∗, where S∗ is the bounded analytic
semigroup generated by −VV ∗B∗; this notation is as in Section 10. Note that the negative gen-
erator C of T has a bounded H∞-calculus of angle < 12π ; this follows from the fact that if
Theorem 2.1 holds for B , then it also holds for B∗ (see Lemma 10.2) and therefore the negative
generators of S∗ and S∗ both have bounded H∞-calculi of angle < 12π . Let R be the semigroup
generated by −√I +C. Using the identity
DVP
∗
(1)(t)F = T (t)DV F,
and arguing as above, for all F ∈ Dp(L∗(1)) we obtain
‖DVF‖p 
∥∥∥∥∥
( ∞∫
0
∥∥t√I +CR(t)DV F∥∥2 dt
t
)1/2∥∥∥∥∥
p
=
∥∥∥∥∥
( ∞∫
0
∥∥tDVQ∗(1)(t)√I +L∗(1)F∥∥2 dtt
)1/2∥∥∥∥∥
p

∥∥∥∥∥
( ∞∫
0
∥∥√tDV e−tP ∗(1)(t)√I +L∗(1)F∥∥2 dtt
)1/2∥∥∥∥∥
p

∥∥∥∥∥
( ∞∫
0
∥∥√tDV P ∗(1)(t)√I +L∗(1)F∥∥2 dtt
)1/2∥∥∥∥∥
p

∥∥√I +L∗(1)F∥∥p
 ‖F‖p +
∥∥√L∗(1)F∥∥p.
The second domain inclusion now follows from the fact that Dp(L∗(1)) is a core for Dp(
√
L∗(1)). 
In the following theorem we give a characterisation of Dp(
√
L(1)). Since
√
L = √L(1) on
Rp(DV ), this gives a further equivalence of norms for
√
L on Rp(DV ), different from the one
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of L.
First we need a simple lemma.
Lemma 11.2. Let 1 < p < ∞. The semigroup Q(1) restricts to C0-semigroups on the space
Dp(DV )∩ Dp(
√
I ⊗A).
Proof. It suffices to prove the result with Q(1) replaced by P (1); the latter is readily seen to
restrict to a C0-semigroup on Dp(DV )∩ Dp(
√
I ⊗A) by the identities DVP(1)(t) = P (2)(t)DV
and
√
I ⊗AP (1)(t) = P (1)(t)
√
I ⊗A. 
Theorem 11.3. Let 1 <p < ∞. We have equality of domains
Dp(
√
L(1)) = Dp(DV )∩ Dp(
√
I ⊗A),
with equivalence of norms
‖F‖p + ‖
√
L(1)F‖p  ‖F‖p + ‖DVF‖p + ‖
√
I ⊗AF‖p,
Proof. By a result of Kalton and Weis [28, Theorem 6.3], applied to the sums L(1) = L ⊗ I +
I ⊗A and L∗(1) = L∗ ⊗ I + I ⊗A∗, we have the estimates∥∥(I ⊗A)F∥∥
p
 ‖F‖p + ‖L(1)F‖p, F ∈ Dp(L(1))∥∥(I ⊗A∗)F∥∥
p
 ‖F‖p +
∥∥L∗(1)F∥∥p, F ∈ Dp(L∗(1)).
Since the square root domains equal the complex interpolation spaces at exponent 12 for sectorial
operators with bounded imaginary powers [23, Theorem 6.6.9], by interpolating the inclusions
Dp(L(1)) ↪→ Dp(I ⊗A), Dp(L∗(1)) ↪→ Dp(I ⊗A∗),
with the identity operator, we obtain the estimates
‖√I ⊗AF‖p  ‖F‖p + ‖√L(1)F‖p, F ∈ Dp(L(1)),
‖√I ⊗A∗F‖p  ‖F‖p + ∥∥√L∗(1)F∥∥p, F ∈ Dp(L∗(1)). (11.1)
Combining these estimates with Proposition 11.1 we obtain
‖F‖p + ‖DVF‖p + ‖
√
I ⊗AF‖p  ‖F‖p + ‖
√
L(1)F‖p, F ∈ Dp(L(1)),
‖F‖p + ‖DVF‖p + ‖
√
I ⊗A∗F‖p  ‖F‖p +
∥∥√L∗(1)F∥∥p, F ∈ Dp(L∗(1)).
Next we prove the reverse estimates. For F ∈ Dp(L) ⊗ Dp(A) and G ∈ Dq(L∗) ⊗ Dp(A∗)
( 1 + 1 = 1) we have F ∈ Dp(L(1)), G ∈ Dq(L∗ ), andp q (1)
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I +L(1)F,G
〉= 〈(I +L(1))F,1/√L∗(1) + IG〉
= 〈F,1/√I +L∗(1)G〉+ 〈(L⊗ I )F,1/√I +L∗(1)G〉
+ 〈(I ⊗A)F,1/√I +L∗(1)G〉
= 〈F,1/√I +L∗
(1)G
〉+ 〈BDV F,DV /√I +L∗(1)G〉
+ 〈√I ⊗AF,√I ⊗A∗/√I +L∗(1)G〉.
Using the boundedness of the three operators 1/
√
I +L∗(1), DV /
√
I +L∗(1) (by Proposi-
tion 11.1(iii)), and √I ⊗A∗/√I +L∗
(1) (by the second estimate in (11.1)), we find
‖√I +L(1)F‖p = sup
‖G‖q1
∣∣〈√I +L(1)F,G〉∣∣
 sup
‖G‖q1
‖F‖p
∥∥1/√I +L∗(1)G∥∥q
+ ‖B‖‖DVF‖p
∥∥DV /√I +L∗(1)G∥∥q
+ ‖√I ⊗AF‖p∥∥√I ⊗A∗/√I +L∗(1)G∥∥q
 ‖F‖p + ‖DVF‖p + ‖
√
I ⊗AF‖p.
The estimate ∥∥√I +L∗(1)F∥∥p  ‖F‖p + ‖DVF‖p + ‖√I ⊗A∗F‖p
is proved similarly and will not be needed.
It remains to prove the equality of domains. Since Dp(L) ⊗ D(A) is a core for Dp(L(1)),
it is also a core for Dp(
√
L(1)). Using this, the domain inclusion Dp(
√
L(1)) ⊆ Dp(DV ) ∩
Dp(
√
I ⊗A) follows, and the equivalence of norms extends to all F ∈ Dp(
√
L(1)).
Again by the equivalence of norms, Dp(
√
L(1)) is closed in Dp(DV ) ∩ Dp(
√
I ⊗A). It re-
mains to prove that the inclusion is dense. This follows from Lemma 11.2, since for F ∈
Dp(DV ) ∩ Dp(
√
I ⊗A) and t > 0 we have Q(1)(t)F ∈ Dp(
√
L(1)) and Q(1)(t)F → F in the
norm of Dp(DV )∩ Dp(
√
I ⊗A) as t ↓ 0. 
Recall that D denotes the Malliavin derivative. Since A is a closed operator, it follows from
the results in [19] that the operator AD, initially defined on FC1b(E;D(A)), is closable as an
operator from Lp into Lp(E,μ;H) for 1 <p < ∞. We denote its closure by DA.
We also consider the operator D2V defined by
Dp
(
D2V
) := {f ∈ Dp(DV ): DV f ∈ Dp(DV )}, D2V := DVDV .
It is easy to check that this operator is closed from Dp(DV ) into Lp(E,μ;H⊗2).
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Dp(D2V )∩ Dp(DA).
Proof. An easy argument based on Theorem 5.6 shows that P(t)Dp(D2V ) ⊆ Dp(D2V ) and
D2V P (t)f := P (2)(t)D2V f, f ∈ Dp
(
D2V
)
.
Similarly, we have P(t)Dp(DA) ⊆ Dp(DA) and
DAP(t)f =
(
P(t)⊗ S(t))DAf, f ∈ Dp(DA).
These identities easily imply the result. 
Proof of Theorem 2.2. Using the fact that Dp(L) ⊆ Dp(DV ), Proposition 9.1, the domain equal-
ity Dp(
√
L) = Dp(D∗V B) (see (5) at the end of Section 10), Theorem 11.3, the domain equality
D(
√
A) = D(V ∗B) on R(V ) (see (6) at the end of Section 10), and the definition of DA, for
f ∈ Dp(L) we obtain
‖f ‖p + ‖Lf ‖p  ‖f ‖p + ‖DV f ‖p + ‖Lf ‖p
= ‖f ‖p + ‖DV f ‖p +
∥∥(D∗V B)DV f ∥∥p
 ‖f ‖p + ‖DV f ‖p + ‖
√
LDV f ‖p
 ‖f ‖p + ‖DV f ‖p +
∥∥D2V f ∥∥p + ‖√ADV f ‖p
 ‖f ‖p + ‖DV f ‖p +
∥∥D2V f ∥∥p + ∥∥(V ∗B)DV f ∥∥p
 ‖f ‖p + ‖DV f ‖p +
∥∥D2V f ∥∥p + ‖DAf ‖p.
This proves the equivalence of norms and the domain inclusion Dp(L) ⊆ Dp(D2V ) ∩ Dp(DA).
To obtain equality of domains it remains to show that this inclusion is both closed and dense.
Closedness follows easily from the norm estimate and density follows from Lemma 11.4 in the
same way as in Theorem 11.3. 
Note that Theorem 2.2 is natural in view of the expression
Lf (x) = D∗V BDV f (x)
= −
n∑
j,k=1
[BV hj ,V hk]∂j ∂kϕ(φh1 , . . . , φhn)+
n∑
j=1
∂jϕ(φh1 , . . . , φhn) · φAhj ,
which holds for all f ∈FC∞(E;D(A)) of the form f = ϕ(φh , . . . , φhn).b 1
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The first part of Theorem 2.5 has already been proved in Proposition 9.5. We begin with some
preparations for the proof of the second part.
Let us denote by FP(E;D(V )) the vector space of all functions of the form p =
ϕ(φh1 , . . . , φhn) with hj ∈ D(V ) for j = 1, . . . , n and ϕ : Rn → R a polynomial in n variables.
In the proof of the next proposition we need the following auxiliary result.
Lemma 12.1. For 1 p < ∞, FP(E;D(V )) is a core for Dp(DV ).
Proof. A simple approximation argument shows that FP(E;D(V )) ⊆ Dp(DV ). Thus it suf-
fices to approximate elements of FC1b(E;D(V )) in the graph norm of Dp(DV ) with elements
of FP(E;D(V )). Let f ∈FC1b(E;D(V )) be of the form f = ϕ(φh1 , . . . , φhn) with hj ∈ D(V )
for j = 1, . . . , n and ϕ ∈ C1b(Rn). By a Gram-Schmidt argument we may assume that the el-
ements h1, . . . , hn are orthonormal in H . The image measure of μ under the transformation
x → (φh1(x), . . . .φhn(x)) is the standard Gaussian measure γn on Rn.
This reduces the problem to finding polynomials pk in n variables such that pk → ϕ in
Lp(Rn, γn) and ∇pk → ∇ϕ in Lp(Rn, γn;Rn). It is a classical fact that such polynomials ex-
ist. 
In the remainder of this section we interpret D∗V B as a closed densely defined operator from
Lp to Lp .
Proof of Theorem 2.5, second part. We shall prove separately that
Rp(DV )+ Np
(
D∗V B
)= Lp, (12.1)
Rp(DV )∩ Np
(
D∗V B
)= {0}. (12.2)
The proof of (12.1) is more or less standard. The idea behind the proof of (12.2) is to note that
for p = 2 the Hodge decomposition is obtained as a special case of the Hodge decomposition
theorem of Axelsson, Keith, and McIntosh [6], and to use this fact together with the fact that the
Lp-norm and L2-norm are equivalent on each summand in the Wiener–Itô decomposition.
We begin with the proof of (12.1). By Theorem 2.1(1) the operator R := DV /
√
L is well
defined on Rp(
√
L) and bounded. In view of the decomposition Lp = Rp(
√
L) ⊕ Np(
√
L) we
may extend R to Lp by putting R|Np(√L) := 0. A similar remark applies to the operator R∗ :=
DV /
√
L∗.
For F ∈ Lp we claim that RR∗∗F ∈ Rp(DV ), where R∗∗ := (R∗)∗. Indeed, there exists f ∈
Np(
√
L) and a sequence fn ∈ Dp(
√
L) such that f +√Lfn → R∗∗F in Lp . Therefore RR∗∗F =
limn→∞ DV fn ∈ Rp(DV ).
Now, for functions ψ ∈ Dp(
√
L) and φ ∈ Dq(
√
L∗),
〈DVψ,B∗DV φ〉 = 〈Lψ,φ〉 = 〈
√
Lψ,
√
L∗φ〉.
Furthermore, approximating a function f ∈ Lp by a sequence (f0 +
√
Lfn)n1 with f0 ∈
Np(
√
L) and fn ∈ Dp(
√
L) we obtain
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n→∞〈DV fn,B
∗DV φ〉
= lim
n→∞〈
√
Lfn,
√
L∗φ〉
= 〈f − f0,
√
L∗φ〉
= 〈f,√L∗φ〉.
Hence for the duality between Lp and Lq we obtain〈
F −RR∗∗BF,B∗DV φ
〉= 〈F,B∗DV φ〉 − 〈F,B∗R∗√L∗φ〉 = 0.
This shows that F −RR∗∗BF ∈ Np(D∗V B). This completes the proof of (12.1).
We continue with the proof of (12.2). Assume that G ∈ Dp(D∗V B) satisfies D∗V BG = 0. Then
for all f ∈ Dq(DV ) we have 〈B∗DV f,G〉 = 0, where the duality is between Lq and Lp .
Let Ip,m and Iq,m denote the projections in Lp and Lq onto the m-th Wiener–Itô chaoses. The
ranges of Ip,m and Iq,m are isomorphic by the equivalence of norms on the Wiener–Itô chaoses.
Note that I ∗p,m = Iq,m. Then Ip,m ⊗ I and Iq,m ⊗ I are bounded projections in Lp and Lq . Let
jp,m denote the induced isomorphism of the range of Ip,m ⊗ I onto the range of I2,m ⊗ I .
For cylindrical polynomials f ∈ FP(E;D(V )) ∩ H(m) (where H(m) is as in Section 3) we
have the identity B∗DV f = (Iq,m−1 ⊗ I )B∗DV f and[
jp,m−1(Ip,m−1 ⊗ I )G,B∗DV f
]= 〈(Ip,m−1 ⊗ I )G,B∗DV f 〉
= 〈G,(Iq,m−1 ⊗ I )B∗DV f 〉
= 〈G,B∗DV f 〉
= 0. (12.3)
In the first term, the duality is the inner product of L2.
On the other hand, if f ∈ FP(E;D(V )) ∩ H(n) for some n = m, then j∗p,m−1 = jq,m−1
implies[
jp,m−1(Ip,m−1 ⊗ I )G,B∗DV f
]= 〈(Ip,m−1 ⊗ I )G,B∗DV f 〉
= 〈(Ip,m−1 ⊗ I )G, (Iq,n−1 ⊗ I )B∗DV f 〉
= [jp,n−1(Ip,n−1 ⊗ I )(Ip,m−1 ⊗ I )G,B∗DV f ]
= 0, (12.4)
since DV f is in the (n−1)-th chaos; in the last step we used the L2-orthogonality of the chaoses.
Since the cylindrical polynomials form a core for D(DV ) by Lemma 12.1 and B is bounded
on H , we conclude from (12.3) and (12.4) that jp,m−1(Im−1 ⊗ I )G annihilates R(B∗DV ) and
therefore it belongs to N(D∗V B).
Next we claim that if G ∈ Rp(DV ), then jp,m−1(Ip,m−1 ⊗ I )G ∈ R(DV ). Indeed, from G =
limk→∞ DV gk in Lp it follows that
jp,m−1(Ip,m−1 ⊗ I )G = lim DV jp,m(Ip,m ⊗ I )gk ∈ R(DV ).
k→∞
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jp,m−1(Ip,m−1 ⊗ I )G ∈ R(DV ) ∩ N(D∗V B). Hence, jp,m−1(Ip,m−1 ⊗ I )G = 0 by the Hodge
decomposition of L2 [6]. It follows that (Ip,m−1 ⊗ I )G = 0 for all m 1, and therefore G = 0.
This concludes the proof of (12.2). 
The next application is included for reasons of completeness.
Corollary 12.2. If the equivalent conditions of Theorem 2.1 hold, then
Rp
(
D∗V B
)= Rp(D∗V ).
Note that by the second part of Theorem 2.5 it is immaterial whether we view D∗V B as an
unbounded operator from Lp to Lp or from Rp(D∗V B) to Lp .
Proof. By the first part of Theorem 2.5 (first applied to B and then to I ) we have the decompo-
sitions
Lp = Np(DV )⊕ Rp
(
D∗V B
)= Np(DV )⊕ Rp(D∗V ),
where both D∗V B and D∗V are viewed as closed densely defined operators from Rp(DV ) to Lp .
The corollary will follow if we check that Rp(D∗V B) ⊆ Rp(D∗V ). This inclusion is trivial if we
may interpret D∗V B and D∗V as unbounded operators from Lp to Lp . By the preceding remark,
we may indeed do so for D∗V B . The proof will be finished by checking that the conditions of
Theorem 2.1 also hold with B replaced by I , since then we may do the same for D∗V . But this
follows from the fact that VV ∗, being self-adjoint on R(V ), admits a bounded H∞-calculus
on R(V ). 
We proceed with the proof of the second part of Theorem 2.6. The first part has been proved
in Section 10.
Proof of Theorem 2.6, second part. We use the notation
X1 := Lp ⊕ Rp(DV ) and X2 := Np
(
D∗V B
)
.
Fix t ∈ R \ {0}. First we show that it − Π is injective on Lp ⊕Lp . Theorem 2.5 implies the
decomposition
Lp ⊕Lp = X1 ⊕X2. (12.5)
Take x = x(1) + x(2) ∈ X1 ⊕ X2, and suppose that (it − Π)x = 0. Then (it − Π)x(1) = 0 and
itx(2) = 0. Thus x(1) = x(2) = 0, since Π |X1 in X1 is bisectorial.
Next we show that it−Π is surjective on Lp ⊕Lp . Let y(1) ∈ X1 and y(2) ∈ X2. The equation
(it −Π)(x(1) + x(2)) = y(1) + y(2) is solved by
x(1) = (it −Π |X1)−1y(1) and x(2) = (it)−1y(2).
This implies that it −Π is surjective.
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 t−1
(∥∥y(1)∥∥+ ∥∥y(2)∥∥)
 t−1
∥∥y(1) + y(2)∥∥,
which is the desired resolvent estimate that shows that Π is bisectorial on X1 ⊕X2.
To show R-bisectoriality of Π on Lp ⊕Lp we take yj = y(1)j + y(2)j ∈ X1 ⊕X2. Let (rj )j1
be a Rademacher sequence. Using the R-bisectoriality of Π |X1 we obtain
E
∥∥∥∥∥
k∑
j=1
rj tj (itj −Π)−1yj
∥∥∥∥∥
p
 E
∥∥∥∥∥
k∑
j=1
rj tj (itj −Π |X1)−1y(1)j
∥∥∥∥∥
p
+ E
∥∥∥∥∥
k∑
j=1
rj tj (itj −Π |X2)−1y(2)j
∥∥∥∥∥
p
 E
∥∥∥∥∥
N∑
j=1
rj y
(1)
j
∥∥∥∥∥
p
+ E
∥∥∥∥∥
k∑
j=1
rj tj
(
t−1j y
(2)
j
)∥∥∥∥∥
p
 E
∥∥∥∥∥
k∑
j=1
rj yj
∥∥∥∥∥
p
.
By an application of the Kahane–Khintchine inequalities we conclude that {t (it − Π)−1:
t ∈ R \ {0}} is R-bounded on Lp ⊕Lp . This completes the proof. 
We finish by showing how the first part of Theorem 2.6 can be used to prove the implica-
tion (2) ⇒ (1) of Theorem 2.1. We need the following lemma, which is an extension of the
corresponding Hilbert space result, cf. [4, Section (H)].
Proposition 12.3. Let 1 < p < ∞ and suppose A is an R-bisectorial operator on a closed
subspace U of Lp . Then A 2 is R-sectorial and for each ω ∈ (0, 12π) the following assertions
are equivalent:
(1) A admits a bounded H∞(Σω)-functional calculus;
(2) A 2 admits a bounded H∞(Σ+2ω)-functional calculus.
Proof. We prove the implication (2) ⇒ (1), the other assertions being well known. Let ψ˜ ∈
H∞0 (Σ
+
2ω) and define ψ ∈ H∞0 (Σω) by ψ(z) := ψ˜(z2).
Since A 2 has a bounded H∞(Σ+2ω)-functional calculus, by Proposition 7.2 A 2 satisfies a
square function estimate
c‖f − PN(A 2)f ‖p 
∥∥∥∥∥
( ∞∫
0
∥∥ψ˜(tA 2)f ∥∥2 dt
t
)1/2∥∥∥∥∥
p
 C‖f ‖p,
where PN(A 2) denotes the projection on N(A ) = N(A 2) with range R(A ) = R(A 2).
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equivalent to
c√
2
‖f − PN(A )f ‖p 
∥∥∥∥∥
( ∞∫
0
∥∥ψ(sA )f ∥∥2 ds
s
)1/2∥∥∥∥∥
p
 C√
2
‖f ‖p.
By the bisectorial version of Proposition 7.2, this estimate implies that A has a bounded
H∞(Σω)-functional calculus. 
Alternative proof of Theorem 2.1 (2)⇒ (1). We adapt an argument of [6], where more details
can be found.
Consider the function sgn ∈ H∞(Σω) given by sgn(z) = 1Σ+ω (z) − 1Σ−ω (z) = z/
√
z2. Since
Π has a bounded H∞-calculus on Lp ⊕ Rp(DV ) by Proposition 12.3, the operator sgn(Π) is
bounded. By the results already proved, this implies that Dp(Π) = Dp(
√
Π2) with
‖Πx‖p 
∥∥√Π2x∥∥
p
, x ∈ Dp(Π) = Dp
(√
Π2
)
.
Clearly, on Lp ⊕ Rp(DV ) we have √
Π2 =
[√
L 0
0
√
L
]
,
and by restricting to elements of the form x = (f,0) with f ∈ Dp(DV ) we obtain the desired
result. 
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