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Efficient Region-Based Image Querying
S. Sadek, A. Al-Hamadi, B. Michaelis, U. Sayed
Abstract—Retrieving images from large and varied repositories using visual contents has been one of major research items, but
a challenging task in the image management community. In this paper we present an efficient approach for region-based image
classification and retrieval using a fast multi-level neural network model. The advantages of this neural model in image classification
and retrieval domain will be highlighted. The proposed approach accomplishes its goal in three main steps. First, with the help of a
mean-shift based segmentation algorithm, significant regions of the image are isolated. Secondly, color and texture features of each
region are extracted by using color moments and 2D wavelets decomposition technique. Thirdly the multi-level neural classifier is
trained in order to classify each region in a given image into one of five predefined categories, i.e., ”Sky”, ”Building”, ”Sand\Rock”,
”Grass” and ”Water”. Simulation results show that the proposed method is promising in terms of classification and retrieval accuracy
results. These results compare favorably with the best published results obtained by other state-of-the-art image retrieval techniques.
Index Terms—Multi-level neural networks, content-based image retrieval, feature extraction, wavelets decomposition.
F
1 INTRODUCTION
W Ith the advent of high powerful digital imaginghardware and software along with the accessibil-
ity of the internet, databases of billions of images are
now available and constitute a dense sampling of the
visual world. As a result, efficient approaches to manage,
index, and query such databases are highly required.
Classifying and querying image database are frequently
based on low-level image features such as color, texture,
and simple shape features. One simple way to query in
an image database is to create a textual description of all
images in the database and then employ the text-based
information retrieval methods to query these databases
based on the textual descriptions. Unfortunately, this
way is not feasible for two reasons. For one, annotating
all images has to be manually done and it is a very time-
consuming task particularly with large-scale databases.
Secondly, it is very hard to find enough words conveying
all contents of the images in the database. Generally
speaking, due to the subjectivity of human perception
and the rich content of images, no textual description can
be fully complete. Furthermore, The similarity of images
usually depends on the user and the context of the
query. For example, in querying a general-purpose im-
age database, a radiographic image might be sufficiently
labeled as ”radiograph”, while on the contrary this does
not suffice within a medical database comprising many
varieties of radiographs [1].
Potential problems associated with conventional meth-
ods of image indexing and querying have spurred a
rapid rise in demand for techniques for querying image
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databases on the basis of automatically-derived features
such as color, texture and shape; a technology now
generally referred to as Content-Based Image Retrieval
(CBIR). Following almost ten years of intensive research,
CBIR technology is now moving out of the laboratory
and away from the closed experimental model into more
realistic settings, in the form of commercial products like
Virage [2] and QBIC [3]. However, the technology is still
immature, and lacks important usability requirements
that hinders its applicability. Additionally, opinion will
remain sharply divided over the usefulness of CBIR in
handling real-life queries in large and diverse image
collections in the absence of hard evidence on the ef-
fectiveness CBIR techniques in practice [4].
In this paper, a novel neural system for image retrieval
is presented. The system is based on an adaptive neural
network model called multi-level neural network. This
model could determine nonlinear relationship between
different features in images. Results of the proposed
system show that it is more effective and efficient to
retrieve visual-similar images for a set of images with
same conception can be retrieved.
The remainder of the paper is organized as follows. A
brief review of previous studies regarding our work is
given in Section 2. Section 3 highlights multi-level acti-
vation functions used by the multi-level neural model. In
section 4, a fast segmentation technique based on a mean
shift algorithm is presented. Color moments and multi-
level wavelet decomposition are discussed in section
5. In section 6, the proposed image classification and
retrieval approach is introduced. Section 7 presents the
simulation results of the proposed approach and Section
8 closes the paper with some concluding remarks.
2 RELATED WORK
Over the course of the past two decade, a great deal
of work has been done to investigate and develop
c© 2010 Journal of Computing http://sites.google.com/site/journalofcomputing/
ar
X
iv
:1
00
6.
45
88
v1
  [
cs
.C
V]
  2
3 J
un
 20
10
JOURNAL OF COMPUTING, VOLUME 2, ISSUE 6, JUNE 2010, ISSN 2151-9617 2
10 8 6 4 2 0 2 4 6 8 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0
20 16 12 8 4 0 4 8 12 16 20
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
50 40 30 20 10 0 10 20 30 40 50
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(a) (b) (c)
Fig. 1. Standard sigmoidal activation function and its multi-level versions for n = 3 and n = 5.
techniques for classification and retrieval of large im-
age databases [5], [6], [7]. While the work of many
researchers within image classification and retrieval [8],
[9], [10] has focused on more general, consumer-level,
semantic classes such as indoor/outdoor, people/non-
people, city, landscape, sunset, forest, etc , there is an-
other work done by other researchers that is centered on
the separation of computer-generated graphic images,
such as presentation slides, from photographic images
[11], [12], [13]. In [14] authors use the histogram tech-
nique and refine the histogram to include the absolute
location of the pixel, or some kind of homogeneity
information into the histogram. These techniques can
work automatically as no preprocessing, like a seg-
mentation, is required. In [15] Sadek et al. propose a
supervised method for classifying image contents into
four predefined categories. The classification process is
done without any pre-segmentation process. Further-
more, in [16], a system for content based image retrieval
is proposed. This system uses a neural model, called
cubic spline neural network. By using the spline neural
model, the gap between the low-level visual features and
the high-level concepts has been minimized. However
image classification and retrieval techniques are still far
from achieving the goal of being a complete, requiring
additional research to improve their effectiveness.
Machine learning in particular artificial neural net-
works is increasingly employed to deal with many tasks
of image processing, e.g., image classification and re-
trieval. Amount many classifiers, the neural classifier
has the advantages of being effortlessly trainable, highly
rapid, and capable to create arbitrary partitions of feature
space [17]. However a neural model, in the standard
form, is incompetent to correctly classify images into
more than two categories [18]. This might be due to the
fact that each single processing element in this model, i.e.
neuron, employs standard bi-level activation function.
As the bi-level activation function only produces binary
responses, the neurons can generate only binary outputs.
Therefore, in order to produce multiple responses either
an architectural or a functional extension to the existing
neural model is needed.
3 MULTI-LEVEL NEURAL NETWORKS
The pioneering work performed by McCulloch and Pitts
[19] in the area of Artificial Neural Networks (ANNs)
has initiated in 1943. Since then, there is an explosive
growth research in this field that has attracted and still
attracts many investigators in many disciplines such
as academician, physicians, psychologist, neurobiologist,
etc. An approach to the pattern recognition problem was
introduced by Rosenblatt [20] in his work on the percep-
tron. Based on the literature, there are many successful
projects and on-going projects that are investigating the
ability of neural networks in their applications. Theo-
retically, the applications of neural networks are almost
limitless but they can be classified into several main
categories such as classification, modeling, forecasting
and novelty detection. Some instances of successful
applications might include fault detection, credit card,
pattern recognition, handwritten character recognition,
color recognition, and share price prediction system, etc.
Many researchers have investigated the generalization
capabilities of the Artificial Neural Networks (ANNs)
compared to the traditional statistical methods such
as Logistic Regression (LR) models. The findings have
revealed that neural networks have a significantly better
generalization capabilities than those of other statistical
methods such as regression techniques [21].
As stated previously, a standard neural model em-
ploys bi-level activation functions that produce only
binary responses. Instead, a multi-level neural model
utilizes an activation function, named a Multi-level Acti-
vation Function (MLAF). The multi-level activation func-
tion originally is a functional extension of the standard
activation function. Several multi-level forms belonging
to several standard activation functions can be defined.
We will show how to obtain the multi-level form for
an activation function from its standard form. Let the
standard sigmoidal activation function is given by
f(x) =
1
1 + e−βx
(1)
where, β is the steepness factor of the function. Thus the
multi-level form of the sigmoidal function can be derived
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from the previous standard form as follows:
ϕ(x)← f(x) + (λ− 1)f(c) (2)
where (λ − 1)c ≤ x ≤ λc and 1 ≤ λ ≤ n. In Eq.
(2), λ represents the color index, n is the number of
categories, and c represents the color scale contribution.
Fig. 1 shows the standard sigmoidal activation function
and its corresponding multi-level action functions for
n = 3 and n = 5. Note that the learning method of
the MSNN model does not considerably differ from the
other learning methods used in training artificial neural
networks. It is employing some form of gradient descent.
This is done by taking the derivative of the cost function
with respect to the network parameters and then altering
those parameters in a gradient-related direction [22].
4 IMAGE SEGMENTATION
In this section, a fast segmentation technique based on a
mean shift algorithm; a simple nonparametric procedure
for estimating density gradients is used to recover sig-
nificant image features (for more details see [23], [24]).
Mean shift algorithm is really a tool required for feature
space analysis. We randomly choose an initial location of
the search window to allow the unimodality condition
to be settled down. The algorithm then converges to the
closest high density region. The steps of the color image
segmentation method are outlined as follows
1) Initially, define the segmentation parameters (e.g.
radius of the search window, smallest number
of elements required for a significant color, and
smallest number of contiguous pixels required for
significant image regions).
2) Map the image domain into the feature space.
3) Define an appropriate number of search windows
at random locations in the feature space.
4) Apply the mean shift algorithm to each window to
find the high density regions centers.
5) Verify the centers with image domain constraints
to get the feature palette.
6) Assign all the feature vectors to the feature palette
using the information of image domain.
7) Finally, remove small connected components of
size less than a predefined threshold.
It should be noticed that the preceding procedure is
universal and valid for applying with any feature space.
Furthermore, all feature space computations mentioned
above are performed in HSV space. An example of
image segmentation by the previous mean shift based
algorithm is shown in Fig. 2.
5 FEATURE EXTRACTION
Image classification and retrieval are regularly using
some image features that characterize the image. In the
existing content-based image classification and retrieval
systems the most common features are color, shape, and
texture. Color histograms are commonly used in image
Fig. 2. Example of image segmentation based on the
mean-shift algorithm.
classification and retrieval. In this paper, we use both
color moments and approximation coefficients of multi-
level wavelet decomposition to extract features from
each image region.
5.1 Wavelet Decomposition
Discrete Wavelet Transform (DWT) captures image fea-
tures and localizes them in both time and frequency
content accurately. DWT employs two sets of functions
called scaling functions and wavelet functions, which are
related to low-pass and high-pass filters, respectively.
The decomposition of the signal into the different fre-
quency bands is merely obtained by consecutive high-
pass and low-pass filtering of the time domain signal.
The procedure of multi-resolution decomposition of a
signal x[n] is schematically. Each stage of this scheme
consists of two digital filters and two down-samplers
by 2. The first filter H0 is the discrete mother wavelet;
high pass in nature, and the second, H1 is its mirror
version, low-pass in nature. The down-sampled outputs
of first high-pass and low-pass filters provide the detail,
D1 and the approximation, A1, respectively. The first ap-
proximation, A1 is further decomposed and this process
is continued as shown in Fig. 3.
H0
H1
2
2 H0
H1
2
2
H0
H1
2
2
D3
D1
D2
A1
A2 A3 ....
x[n]
Fig. 3. Multi-level wavelets decomposition.
5.2 Color Moments
The basis of color moments lays in the assumption that
the distribution of color in an image can be interpreted as
a probability distribution [25]. Probability distributions
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Fig. 4. Block diagram of the proposed region-based image querying technique.
are characterized by a number of unique moments (e.g.
normal distributions are differentiated by their mean and
variance). It therefore follows that if the color in an image
follows a certain probability distribution, the moments of
that distribution can then be used as features to identify
that image based on color. The three central moments
(Mean, Standard deviation, and Skewness) of an image’s
color distribution can be defined as
µk =
1
n
n∑
i=1
pki (3)
σk =
√√√√ 1
n
n∑
i=1
(pki − µk)2 (4)
sk =
3
√√√√ 1
n
n∑
i=1
(pki − µk)3 (5)
where pki is the value of the k’th color channel for the
i’th pixel, and n is the size of the image.
6 PROPOSED APPROACH
The prime difficulty with any image retrieval process is
that the unit of information in image is the pixel and
each pixel has properties of position and color value;
however, by itself, the knowledge of the position and
value of a particular pixel should generally convey all
information related to the image contents [26], [27]. To
surmount this difficulty, features are extracted using
two-way. The extracted features consist of two folds:
color moments and approximate coefficients of multi-
level wavelet decomposition. This allows us to extract
from an image a set of numerical features, expressed as
coded characteristics of the selected object, and used to
differentiate one class of objects from another. The main
steps of the proposed approach are depicted in Fig. 4. In
the following subsections, the main steps of the proposed
approach depicted in Fig. 3 are described.
6.1 Preprocessing
In image processing, preprocessing mainly purpose to
enhance the image in ways that raise the opportunity
for success of the other succeeding processes (i.e. seg-
mentation, features extraction, classification, etc). Pre-
processing characteristically deals with techniques for
enhancing contrast, segregating regions, and eliminating
or suppressing noise. Preprocessing herein includes nor-
malizing the images by bringing them to a common reso-
lution, performing histogram equalization and applying
the Gaussian filter to remove small distortions without
reducing the sharpness of the image.
6.2 Segmentation
In this step the fast mean shift based segmentation
technique described above in section 2 is used to seg-
ment the image into distinct regions. To get rid of the
segmentation errors, regions of small area (i.e., less than
a predefined threshold, e.g., t = 0.05) are discarded. The
significant regions (i.e. regions of areas greater than or
equal 0.05 of the image area) are the candidates where
the feature vectors are extracted from.
6.3 Feature Extraction
In this step, we utilize 2D multi-level wavelets transform
to decompose image regions. Each level of decomposi-
tion gives two categories of coefficients, i.e., approximate
coefficients and details coefficients. Both approximate
coefficients and color moments are considered as the
features for our retrieval problem.
6.4 Feature Normalization
To prevent singular features from dominating the others
and to obtain comparable value ranges, we do feature
normalization by transforming the feature component, x
to a random variable with zero mean and one variance
as follows
x¯ =
x− µ
σ
(6)
where µ and σ are the mean and the standard deviation
of the sample respectively. Suppose that each feature is
normally distributed, then the probability of x¯ belonging
in the [-1,1] range is 0.68. A further shift and rescaling
such as
x¯ =
x−µ
3σ + 1
2
(7)
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would ensure that 0.99 of x¯ values laying in [0,1].
6.5 Classification of Image Regions
As a matter of fact, it should be stated that the neural
classifier can accomplish better classification if each re-
gion belongs to only one of the predefined categories.
Therefore, it is hard to build up a full trustworthy
classifier due to the truth that different categories may
have similar visual features (such as Water and Sky
categories). Before doing any classification process, cat-
egories that reflect the semantics in the image regions
are first defined. Then multi-level neural classifier has to
learn the semantics of each category via the ”training”
process. So it is possible now to classify a specific region
into one of the predefined semantic categories which
humans easily understand. To do so, extracted features
of the region are fed into the trained multi-level classifier
and then it directly predicts the category of that region.
7 EXPERIMENTAL RESULTS
In this section classification and retrieval results of the
proposed approach are presented. First, to train the
multi-level classifier, we have manually prepared a train-
ing set comprising of 200 regions; on the average, 40
training samples per category. o verify the ability of the
proposed approach in image classification and retrieval,
we have used a test set containing about 500 regions
covering 5 categories, ”Sky”, ”Building”, ”Sand \Rock”,
”Grass” and ”Water. Table 1 tabulates the classification
results done by the proposed approach.
TABLE 1
Region classification results over the dataset collections
Category Precision
Sky 96%
Building 91%
Sand\Rock 89%
Water 98%
Grass 95%
Average 93.8%
It should be noted that the raw figures tabulated in
table 1 are considered as a quite quantitative measure for
the performance of the proposed approach, indicating
to the high performance of the proposed approach com-
pared with other classification approaches, specifically
that has been proposed in [28].
Once the semantic classification of image regions is
successfully done, in this case, an image can be rep-
resented by the categories in which the image regions
are classified. That is, each image can be characterized
by a set of keywords (i.e., categories’ indices) which
allows for things such as a highly intuitive query to
be possible. Therefore, by using one or more keywords,
image databases can easily be searched. In a query of
such type, all images in the database that contain the
selected keywords will be retrieved. For instance, if the
keyword ”Sky” is selected. The purpose of this query is
to retrieve all images that include a region of sky. The
retrieval results of such query are shown in Fig. 5.
Fig. 5. Result of retrieval for the query: keyword =”sky”.
8 CONCLUSION AND FUTURE WORK
In this paper, an efficient method for region-based image
classification and querying has been introduced. The
method employs a new classifier model, called multi-
level neural network. The low computational complex-
ity as well as the easiness of implementation are the
key advantages of this classifier model. The simulation
results on image classification and retrieval reveal that
the multi-level neural classifier is very effective in terms
of learning capabilities and retrieval accuracies. This
allowed the method to give promising retrieval results
that compare favorably with those obtained by other
state-of-the-art image retrieval methods. Although the
current implementation of the method is tested on a
simple still image dataset, it can be easily extended
and applied on realistic video datasets. Such an issue is
important and will be in the scope of our future work.
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