We study a special class of diamond channels which was introduced by Schein in 2001. In this special class, each diamond channel consists of a transmitter, a noisy relay, a noiseless relay and a receiver. We prove the capacity of this class of diamond channels by providing an achievability scheme and a converse. The capacity we show is strictly smaller than the cut-set bound. We note that there exists a duality between this diamond channel coding problem and the Kaspi-Berger source coding problem.
T HE diamond channel was first introduced by Schein in 2001 [1] . The diamond channel consists of one transmitter, two relays and a receiver, where the transmitter and the two relays form a broadcast channel as the first stage and the two relays and the receiver form a multiple access channel as the second stage. The diamond channel is a special case of the multiple relay channel [2] with no direct link between the transmitter and the receiver. The capacity of the diamond channel in its most general form is open. Schein explored several special cases of the diamond channel, one of which [1, Sect. 3 .5] is specified as follows (see Fig. 1 ). The multiple access channel consists of two orthogonal links with rate constraints and , respectively. The broadcast channel contains a noisy branch and a noiseless branch, i.e., with input and two outputs and . We refer to the relay node receiving as the noisy relay and the relay node receiving as the noiseless relay. Schein provided two achievability schemes for this class of diamond channels. In this paper, we will prove the capacity of this special class of diamond channels.
The formal definition of the problem is as follows. Consider a discrete channel with finite input alphabet and finite output alphabet , which is characterized by the transition probability . Assume an -length block code consisting of where (1)
Here denotes the encoding function at the transmitter, and denote the processing functions at the noisy and noiseless relays, respectively, and denotes the decoding function at the receiver.
The encoder sends into the channel, where . The decoder reconstructs . The average probability of error is defined as (5) The rate triple is achievable if for every and every sufficiently large , there exists an -length block code , such that and (6)
The following theorem characterizes the capacity of the class of diamond channels considered in this paper. The above theorem can be restated in the following form:
where the joint distribution satisfies (13) and cardinalities of alphabets satisfy (14) and (15).
II. THE ACHIEVABILITY
Assume a given joint distribution (17) and consider that the information theoretic quantities on the right-hand side (RHS) of (9), (10), (11), and (12) are evaluated with this fixed joint probability distribution.
Consider a message with rate . If , reliable transmission can be achieved by letting be a constant and , i.e., by sending the message through the noiseless relay, because . Thus, we will only consider the case where (18)
We will show that the message can be reliably transmitted with a pair of functions such that lies in the inverse pentagon 1 with corners and in Fig. 2 . However, we instead prove the reliable transmission with lying in the inverse pentagon with corners and , which contains the inverse pentagon with corners and and thus imposes a stronger condition to prove. By enlarging the achievable rate region for a given distribution, we simplify the proof of the achievability, which can be found in the sequel. However, it does not imply that we can achieve any rate larger than the capacity given in Theorem 1. Any achievable rate region, say the union of the inverse pentagon with corners and over all distributions, is outer bounded by the converse region, which is the union of the inverse pentagon with corners and over all distributions. Thus, we conclude that even though for a given distribution the inverse pentagon with corners and seems to be larger than the inverse pentagon with corners and , after the union over all distributions, the two regions coincide.
It is straightforward to have reliable transmission with the rate pair at point by letting be a constant and . Thus, it remains to prove that reliable transmission is possible with the rate pair at point , i.e. 
where (42), (43), (44), and (45) are the same as (9), (10), (11), and (12), concluding the proof. Finally, we note that the bounds on the cardinalities of the alphabets in (14) and (15) can be proven in a way similar to [4, Appendix D] .
IV. REMARKS
We have two remarks regarding this result as follows. First, the capacity is strictly smaller than the cut-set bound [5] . Consider the following example. Let and be binary and
where the sum is a modulo-2 sum and has a Bernoulli distribution with entropy 0.5 bits. We assume bits. The cut-set bound in this example is 1 bit, which is not achievable. The reason is as follows. If we assume that the cut-set bound is achievable, i.e., , then we have
This means that has to be independent of and . Also, we have
This means that has to be independent of and if is independent of and . However, if and are independent of and , we arrive at the following contradiction:
(49) which means that the cut-set bound is not achievable in this example. We note that, even in this binary example where , the cardinalities of the auxiliary random variables and are and . These large cardinality bounds make it practically impossible to evaluate the capacity of this diamond channel. However, we note that, even though we were not able to compute the exact value of the capacity in this example, we were able to conclude that the capacity is strictly less than the cut-set bound, which is 1 bit. We note that the RHS of (50), (51), (52), and (53) in addition to the distribution constraint in (54) are the same as the rate region of the rate-distortion problem studied by Kaspi and Berger as shown in Fig. 3 [4 This duality between our diamond channel coding problem and the Kaspi-Berger source coding problem is similar to the duality between the single-user channel coding problem and the Slepian-Wolf source coding problem [6, Sect. 3.1] by viewing the codebook information in the channel coding problem as the information sent to all the terminals in the source coding problem, e.g., the information with rate in Fig. 3 . Thus, the achievability of our diamond channel coding problem can be obtained from the achievability of Kaspi-Berger source coding problem, in the same way that the achievability of the multiple access channel coding problem can be obtained from the achievability of fork network coding problem [6, Sect. 3.2] .
