Abstract-A batch training algorithm for feed-forward networks is proposed which uses Newton's method to estimate a vector of optimal scaling factors for output errors in the network. Using this vector, backpropagation is used to modify weights feeding into the hidden units. Linear equations are then solved for the network's output weights. Elements of the new method's Gauss-Newton Hessian matrix are shown to be weighted sums of elements from the total network's Hessian. The effect of output transformation on training a feed-forward network is reviewed and explained, using the concept of equivalent networks. In several examples, the new method performs better than backpropagation and conjugate gradient, with similar numbers of required multiplies. The method performs almost as well as Levenberg-Marquardt, with several orders of magnitude fewer multiplies due to the small size of the new method's Hessian.
I. INTRODUCTION
The multilayer perceptron (MLP) is a popular non-linear network which can be trained using gradient approaches such as back propagation (BP) [1] and Levenburg-Marquardt (LM) [2] . The MLP has been shown to approximate the Bayes classifier [3] or the minimum mean square error (mmse) estimator [4] . It has found use in many applications including speech recognition [5] , power load forecasting [6] , prognostics [7] , and data mining [8] .
Unfortunately, MLP training is sensitive to any linear dependencies of its inputs [9] and outputs. In previous work, transforms for inputs have been proposed to mitigate effects of input collinearity [10] . In this paper, a fast, convergent training algorithm is developed which attempts to compensate for output linear dependencies.
In section II, basic MLP notation is introduced, the output weight optimization-backpropagation (OWO-BP) algorithm is presented and transforms of the network output vectors are analyzed. The Optimal Output Gain (OOG) algorithm which utilizes Newton's method is described in section III and analyzed in section IV. A combination of the optimal output gains and optimal learning factor (OLF) are then found, using Newton's method. In section V numerical results for OOG and other training algorithms are presented for comparison. Conclusions are shown in section VI. M. Manry is with the Electrical Engineering Department, University of Texas at Arlington, TX 76010, USA (e-mail: manry@uta.edu).
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II. MULTILAYER PERCEPTRON

A. MLP Notation
A fully connected MLP with a single hidden layer is shown in Fig. 1 . The training data initially consists of Ndimensional input vectors x p and M-dimensional desired output vectors, t p . Here p is the pattern number, 1 ≤ p ≤ N v and N v represents the total number of training vectors. The p th input vector x p is augmented as [x p T , 1] T for 1 ≤ p ≤ N v , where the extra input 1 handles any bias or threshold in the hidden and output layers. The input weights w(k,n) connect the n th input to the k th hidden unit. Output weights w oh (m,k) connect the k th hidden unit's activation o p (k) to the m th output y p (m), which has a linear activation. The bypass weight w oi (m,n) connects the n th input directly to the m th output. Also W is N h by (N+1) throughout this paper. Let N h denote the number of hidden units in the network. The vector of hidden layer net functions, n p and the actual network output vector y p can be written as ,
where o p is the k th element of the hidden unit activation vector and is calculated as o p (k)= f(n p (k)) where f(.) denotes the hidden layer activation function. To train the MLP, the mean squared error between the network outputs y p and the desired outputs t p is minimized. 
Equation (5) can be solved using orthogonal least squares [13] (OLS). In the BP step of an OWO-BP iteration, the input weight matrix W is updated as z· ← + W W G (7) where G is the direction matrix that contains information about the direction of learning and z, the learning factor denotes the step size in the learning direction. For backpropagation [1] , the direction matrix is the negative input weight gradient matrix which is computed as
T is the N h by 1 column vector of hidden unit delta functions [1] .
The steps in the OWO-BP algorithm are: i. Randomly initialize the input weights ii. Perform repeated iterations in which we: a. Solve the system of linear equations in (5) for the output weights W o using OLS b. Update the input weights matrix W using the update equation in (7) This method is attractive for several reasons. First, the training is faster than ordinary BP since weights connected to the outputs are found by solving linear equations. Second, it helps us avoid some local minima. Third, the method's G matrix and learning factors can be changed without damaging the performance unlike conjugate gradient (CG) [14] .
C. Optimal Learning Factor
Using a constant learning factor z in (7) results in slow convergence. Later methods have used heuristics to modify the learning factor and speed up convergence. However, a non-heuristic optimal learning factor (OLF) for OWO-BP can be derived as [15] ,
The Gauss-Newton approximate second derivative of the error E with respect to the OLF z is found starting from (3) as,
where column vector g k contains elements g(k,n) of G, for all values of n. H R is the reduced size input weight Hessian with N iw rows and columns, where N iw =( N + 1)⋅ N h is the number of input weights. h R (k, j) contains elements of H R for all input weights connected to the j th and k th hidden units and has size (N+1) by (N+1). The elements of H R are computed using Gauss-Newton [16] updates as
where, Here o′ p (k) indicates the first partial derivative of o p (k) with respect to its net function. H R is positive semi-definite. Equation (10) shows that (i) the OLF can be obtained from elements of the Hessian H R , (ii) H R contains useful information even when it is singular, and (iii) a smaller nonsingular Hessian ∂ 2 E/∂ z 2 can be constructed using H R [15] .
D. Effects of Output Transformations
In this section we use the concept of equivalent networks to analyze the effects of transforming the desired output vectors t p during training. Specifically, we want to find that equivalent network, in each iteration, which trains best.
Definition: Two networks, one trained on {x p , t p } and the other on data with linearly transformed desired outputs {x p , t p ′}, t p ′ = A · t p , are strongly equivalent if the outputs y p and y p ′ of the two networks satisfy y p ′ = A · y p .
Given a network MLP 1 and its weights, W, W oi , and W oh , we train the network by minimizing the error function E(W, W oi , W oh ), which may be the standard MSE. Training data for this first network is {x p , t p } for 1 ≤ p ≤ N v . MLP 1 is trained using the original data and has parameters x p , t p , y p , R, W o , C, and po δ .
Consider a second network denoted as MLP 2, trained using data {x p , t′ p } where t′ p = A · t p where A is an M′ by M rectangular transformation matrix, M′ may be unequal to M. In order to guarantee that MLP 2 is strongly equivalent to MLP 1, we make the input weight matrix W′ equal to W in MLP 1 and make the matrix A nonsingular. The 
For MLP 1 the delta function for the k th hidden unit is given by
which can be expressed in matrix vector form as
( (1)
The hidden layer delta vector for MLP 2 can similarly be written as ( )
which leads to , ( )
The negative gradient matrix for training input weights in MLP-1 is given in (8) . The negative gradient matrix for training input weights in MLP-2 is then
Lemma 1: A square matrix A has no effect on training, if it is orthogonal. This follows from (17).
Lemma 2: If A is a M′ by M rectangular transformation matrix, for some M′ > M (The extra rows are not zero-valued rows) then ≠ R I This implies that δ′ p ≠ δ p and G′ ≠ G. Hence there is an effect on MLP training. From Lemma 2 it is clear that A should be a non-orthogonal matrix [17] .
Lemma 3: Given R, the number of A matrices is uncountably infinite.
From (17) we see that for a given matrix R, we can find infinitely many matrices A. Therefore we look for R rather than A since R may be unique.
III. OPTIMAL OUTPUT GAIN ALGORITHM
In this section, we discuss the OOG derivation, the utility of non-singular, non-orthogonal A matrices and steps for the algorithm. We also discuss the OOG-HWO algorithm which is an improvement to the OOG algorithm.
A. OOG Derivation
The matrix notation for the mean-squared error for MLP-2 is given by
Let R be a diagonal matrix with diagonal elements ( ) r i , then 
Using equation (21), the above equation can be expressed as, 
Now, the negative gradient of E′ is
where ( , ) g k n = '( , ) g k n for r(i) =1. The matrix of negative partial derivatives can be written as
Since ′ G is used to change hidden units identical to those in the original network, we get
where z is the learning factor. The error function being minimized with respect to the r(i)s is now 
The first partial of E with respect to r is a vector g which is defined as
Therefore the elements of g can be found as,
The second partials comprising the M by M Hessian matrix are 
( , ) '( ( )) ( ) ( , ) ( , ) '( ( )) ( ) ( , )
The vector r is found as the solution to the equation,
The above equation is solved using OLS. Note that elements of r can be positive or negative.
B. OOG Steps
In each iteration of the training algorithm the following steps are followed. we read back the weights from the previous iteration, calculate the optimal learning factor and update the input weights using the OLF of equation (29). The OLF can be calculated from equations (9) and (10).
Calculate ( , )
i g k n using equation (27) 6. Calculate the vector g using the equation (33) 
10. Go back to step 1 until all iterations are complete.
C. OOG-HWO Algorithm
In this section, we introduce the hidden weight optimization technique.
Output weight optimization-hidden weight optimization (OWO-HWO) training is very similar to OWO-BP. The weights connected to the outputs are adapted using OWO mentioned in II-B. However, unlike BP, HWO minimizes the objective function [18] 
In matrix notation,
where R is the input auto-correlation matrix and G hwo is the HWO weight change matrix. In other words, G hwo replaces the matrix G in (32), (35). The linear equations in (43) can be solved for G hwo using OLS or matrix inversion using the singular value decomposition (SVD). It can be shown that HWO is equivalent to applying a whitening transform [19] to the training data and then performing BP.
IV. ANALYSES
In this section we will discuss the relationship between OOG and OLF, the effects of linearly dependent outputs on gradient G and Hessian H
A. Relationship of OOG to OWO-BP with OLF
The optimal learning factor can be calculated from the gradient vector and Hessian matrix from the OOG algorithm. This is clearly explained in this section.
In order to calculate the OLF, we need the first derivative ∂E/∂z and also the second derivative ∂ 2 E/∂z 2 . The first derivative can be calculated as,
where, 
We can clearly see that the new Hessian is the sum of the previous Hessian and additional noise/distortion terms.
V. NUMERICAL RESULTS
Here we compare the performance of OOG and OOG-HWO to those of BP-OLF, LM, and conjugate gradient (CG), where the OLF was used in the latter three algorithms. In CG and LM, all weights are trained in each iteration. In OOG, OOG-HWO, we first solve linear equations for the output weights and subsequently update the input weights.
For a given network, we obtain the training error and the number of multiplies required for each training iteration. We also obtain the validation error for a fully trained network. This information is used to subsequently generate the plots and compare performances. Table I lists the data sets used for comparison and generating the plots. We use the k-fold validation procedure to obtain the average training and validation errors. Given a data set, we split the set into k non-overlapping parts of equal size, and use (k − 1) parts for training and the remaining one part for validation. The procedure is repeated till we have exhausted all k combinations (k = 10 for our simulations). In all our simulations we have 4000 iterations for the first order algorithms BP-OLF and CG, 4000 iterations for OOG and OOG-HWO algorithms and for LM we have 300 iterations. All the data sets used for simulation are publicly available on the Image Processing and Neural Networks Lab repository [20] . In all data sets, the inputs have been normalized to be zero-mean and unit variance.
For each data set, we choose the number of hidden units that minimizes the validation error.
A. Twod.tra Data Set
This data file is available on the Image Processing and Neural Networks Lab repository [20] . The Twod.tra training data file contains 1768 patterns. The inputs consist of eight theoretical values of back scattering coefficient parameters at V and H polarization and four incident angles. The outputs were the corresponding values of permittivity, upper surface height, lower surface height, normalized upper surface correlation length, normalized lower surface correlation length, optical depth and single scattering albedo which had a joint uniform pdf [11] . For this data file, we trained an MLP having 30 hidden units. In Fig. 2 , the average mean square error (MSE) for training from 10-fold validation is plotted versus the number of iterations for each. In Fig. 3 , the average training MSE from 10-fold validation is plotted versus the required number of multiplies (shown on a log10 scale).
B. Single2.tra Data Set
The Single2.tra training data file consists of 16 inputs and 3 outputs and represents the training set for inversion of surface permittivity, the normalized surface rms roughness, and the surface correlation length found in back scattering models from randomly rough dielectric surfaces [21] . The first 16 inputs represent the simulated back scattering coefficient measured at 10, 30, 50 and 70 degrees at both vertical and horizontal polarization. The remaining 8 are various combinations of ratios of the original eight values. These ratios correspond to those used in several empirical retrieval algorithms.
For this data file, we trained an MLP having 20 hidden units. From Fig. 4 , the average training MSE from 10-fold validation for both OOG and OOG-HWO are better than all other algorithms being compared except for LM. Fig. 5 shows the computational cost of achieving this performance. The proposed algorithms consume slightly more computation compared to BP-OLF and CG. However, all algorithms utilize about two orders of magnitude fewer computations than LM.
C. OH7.tra Data Set
The OH7.tra data set is given in [22] . The training set contains VV and HH polarization at L 30, 40 deg, C 10, 30, 40, 50, 60 deg, and X 30, 40, 50 deg along with the corresponding unknowns rms surface height, surface correlation length, and volumetric soil moisture content in grams per cubic centimeter.
For this data file, we trained an MLP having 15 hidden units. From Figs. 6 and 7, we see a similar trend. The proposed OOG-HWO, performs better than all other algorithms considered for comparison except for LM. The required multiplies for the OOG and OOG-HWO are not significantly more compared with CG, BP-OLF. Again, OOG and OOG-HWO perform better. Table II compares the average training and validation errors of the proposed OOG algorithms with CG, BP-OLF and LM on different data sets. For each data set, the training and validation errors again come from 10-fold validation.
From the plots and the table, we see that the OOG and OOG-HWO algorithms effectively reduce the training and validation errors as compared to BP-OLF, CG and OWO-BP (which is not shown). OOG-HWO seems to show consistently better performance than OOG.
VI. CONCLUSIONS
We have derived second order methods for simultaneously optimizing output gains and the learning factor. These methods have been successfully demonstrated on three data sets. Results show that these algorithms perform much better than two common first order algorithms with comparable complexity, namely CG and BP-OLF, and converge much faster per multiply. They come close to LM in terms of the training error, but with orders of magnitude less computation. Although LM works very well in practice, it has a high computational burden and is sub-optimal in the way it handles the 'scaling' factor. OOG and OOG-HWO on the other hand use a Newton type update combined with the optimal learning factor, leaving little room for heuristics. In future work we will combine OOG with the previously derived optimal input gain [10] algorithm. We will also extend these techniques to RBF networks.
