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GOAL-ORIENTED EDGE DETECTION
SUMMARY
The aim of edge detection is to provide a meaningful description of object boundaries in
a scene from intensity surface. These boundaries are due to discontinuities manifesting
themselves as sharp variations in image intensities. There are different sources for sharp
changes in images which are created by structure (e.g. texture, occlusion) or illumination
(e.g. shadows, highlights). Extracting edges from a still image is certainly the most
significant stage of any computer vision algorithm requiring high accuracy of location
in the presence of noise. In many contour-based vision algorithms, such as shape-based
query, curved-based stereo vision, contour-based image compression and edge-based target
recognition, edge-based face detection their performance is highly dependent on the quality
of the detected edges. Therefore, edge detection is an important area of research in
computer vision. Despite considerable work and progress made on this subject, edge
detection is still a challenging research problem due to the lack of a robust and efficient
general purpose algorithm.
Any edge detector should tackle with the tradeoff between good localization property
forcing the location of the detected edges to be close as much as possible to the real edges
and good noise rejection property forcing the intensity surface to be smooth. Without a
priori assumption, one can not select the best tradeoff. In fact, deciding whether a pixel
belongs to a contour is an ill-posed problem. The detection of sharp changes in image
intensity requires the computation of derivatives of the noisy image at different orders. As
known, the numerical computation of derivatives of the noisy data is an unstable process
since it amplifies the noise. To overcome the noise problem, edge detection algorithms
first employ a noise suppression process prior to the differentiation operation. This can
be performed by smoothing the noisy image by a low-pass filter. Most of the efforts in
edge detection have been devoted to the development of an optimum edge detector which
can resolve the tradeoff. Furthermore, extracting edges at different scales and combining
these edges have attracted a substantial amount of interest. In the course of developing
optimum edge detectors that can resolve the tradeoff between localization and detection
performances, several different approaches have resulted in either a Gaussian filter or
a filter whose shape is very similar to a Gaussian. Furthermore, these filters are very
suitable for obtaining scale space edge detection since the scale of the filter can be easily
controlled by means of a single parameter. Although these filters are used very widely, it
is very difficult to claim that they can provide the desired output for any specific problem.
For instance, there are some cases where the improved localization performance is the
primary requirement. In these cases, a sub-optimum filter which promotes the localization
performance becomes more appropriate.
In this thesis, we extent powerful smoothing and edge filters (R− and G−filters) known as
λτ−space representation to two dimensional space. G−filter is called Generalized Edge
Detector which is capable of producing most of the existing edge detectors. It has been
shown that the first order R-filter can deliver improved results on checkerboard and bar
images as well as some real images for moderate values of signal-to-noise ratio (SNR).
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The original problem was formulated on two dimensional hybrid model comprised of the
linear combination of membrane and thin-plate functionals:
Em (f) =
x
(f (x, y)− d (x, y))2 + λ (f 2x (x, y) + f 2y (x, y)) dΩ
Ep (f) =
x
(f (x, y)− d (x, y))2 + λ (f 2xx (x, y) + 2f 2xy (x, y) + f 2yy (x, y)) dΩ
where Em (f) is the energy functional associated with membrane and Ep (f) is the energy
functional associated with thin plate. Hybrid energy functional is defined as
Eh (f) =
x
(f (x, y)− d (x, y))2+λ
[
(1− τ) (f 2x (x, y) + f 2y (x, y))+
τ
(
f 2xx (x, y) + 2f
2
xy (x, y) + f
2
yy (x, y)
) ] dΩ
where λ is the real-valued regularization parameter and τ ∈ [0, 1] is the real-valued
continuity control parameter. Here, the hybrid functional is used to obtain a smooth
transition from the membrane model to the plate model. In these functionals, the first
term on the right hand side is a measure of closeness of the solution f(x, y) to the data
d(x, y), and the second term, called stabilizer, is a measure of the smoothness. The
compromise between these two terms is controlled by the regularization parameter λ.
Smoothing problem then reduced to the solution of two dimensional partial differential
equation (PDE):
f (x, y)− B (fxx (x, y) + fyy (x, y))+
A (fxxxx (x, y) + 2fxxyy (x, y) + fyyyy (x, y)) = d (x, y) .
For any given d(x, y), the solution f(x, y) can be easily determined by taking the
convolution as follows
f (x, y) = d (x, y) ∗R (x, y) .
In the original study, the filters were obtained for one dimensional case assuming a
separable solution. Nevertheless the proposed solution does not satisfy the 2D PDE. We
have developed a solution to the 2D PDE. Two dimensional extension of the representation
is important because of that the behaviour of images and edges in the space is best modeled
by two dimensional smoothing and edge detector filters. Also since GED filters encompass
most of the well-known edge detectors, two dimensional version of these filters could be
obtained. The derived filters are more robust to noise when compared to the previous
one dimensional filtering scheme in the sense of FoM (Figure of Merit) and false alarm
characteristics. There are several parameters to tune when dealing with edge detectors.
Usually there is no easy way to find the optimal edge detector parameters for an image.
In fact, one set of optimal parameters may no longer be optimal for another image. In
this thesis, we find optimal GED parameters using receiver operator characteristics (ROC)
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for an image when its ideal edges are available using exhaustive search to see how best it
achieves.
Unfortunately, computation time in serial implementation depends on scale parameters
(λ and τ ). Since filter size increases with increasing λ, convolution requires more
multiplication per pixel. We have implemented recursive filtering approach to convolution
with two dimensional R− and G−Filters. Filtering is performed in constant time now
with this recursive implementation. In this study, we also interpreted the recursive
implementation and revealed its relation with the forth-order isotropic diffusion equation.
Image representation aims at producing images with different details. This is one
of the most challenging issue in computer vision and image processing due to lack
of a robust representation. In general, representations can be classified as linear and
nonlinear. Linear representations are constructed by convolving the image by linear
filters (kernels) with varying scales. For instance, in classical scale-space the kernel is
a Gaussian and the scale-space representation is obtained either by convolving the image
by a Gaussian with increasing standard deviation or equivalently by solving the linear
heat equation in time. This representation is causal, since the isotropic heat equation
satisfies a maximum principle. However, the Gaussian scale-space suffers from serious
drawbacks such as over-smoothing and location uncertainty along edges at large scales
due to interactions between nearby edges and displacements. Smoothing is done in a
homogeneous fashion at the same rate in all directions. This results in blurring of edges
at the same rate as smoothing of object interiors. Such a filter results in poor edge
localization. Although λτ -space presents richer representation, it suffers from the same
problem. Space parameters are constant throughout the image space causing the edges to
be blurred while noise is removed elsewhere. This problem is due to the linear nature
of the representation. To overcome this problem, we present an anisotropic λτ -space
image and edge representation allowing the smoothing parameter λ to vary through the
image respecting the feature directions. We have showed experimentally that our proposed
scheme is capable of locating the feature direction robustly when both terms in the hybrid
diffusion are used as contrary to the Perona-Malik equation. Using this approach one may
obtain surfaces having different characteristics for the choice of different τ .
Shape representation and description have been playing important roles in many areas
of computer vision, pattern recognition, and robotics including character recognition,
fingerprint matching and industrial inspection. The thesis presents two affine-invariant
shape descriptors which could be applied to both binary and grayscale images. Our
purpose is to close the gap between signature-based descriptors and shape matching
using gradient-based local description by increasing the recognition performance of
the signature-based approaches. The local descriptors are increasingly used in image
recognition due to their robustness to occlusions and geometrical deformations. The
proposed algorithm utilizes gradient based features which are extracted along the object
boundaries. We use two-dimensional steerable G−Filters to obtain gradient information at
different orientations and scales, and then aggregate the gradients into a shape signature:
F (Γ) =

Dθ0(λ,τ) (x0, y0) ∙ ∙ ∙ DθM−1(λ,τ) (x0, y0)
Dθ0(λ,τ) (x1, y1) ∙ ∙ ∙ DθM−1(λ,τ) (x1, y1)
.
.
.
.
.
.
.
.
.
Dθ0(λ,τ) (xN−1, yN−1) ∙ ∙ ∙ DθM−1(λ,τ) (xN−1, yN−1)

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where Dθm(λ,τ) (xk, yk) =
(
I ∗Gθm(λ,τ)
)
(xk, yk) and assuming that we use M number of
steerable filters whose directions are multiple of π/M such that θm = mπ/M . Another
alternative to the previous gradient-based signature definition is to treat the gradients in
the perpendicular directions as a complex number rather than treating them as independent
data. In this case, the response matrix takes the following form
H (Γ) =

(
Dθ0 + jDθ0+
π
2
)
(x0, y0) ∙ ∙ ∙
(
DθM−1 + jDθM−1+
π
2
)
(x0, y0)(
Dθ0 + jDθ0+
π
2
)
(x1, y1) ∙ ∙ ∙
(
DθM−1 + jDθM−1+
π
2
)
(x1, y1)
.
.
.
.
.
.
.
.
.(
Dθ0 + jDθ0+
π
2
)
(xN−1, yN−1) ∙ ∙ ∙
(
DθM−1 + jDθM−1+
π
2
)
(xN−1, yN−1)

where θm = mπ2M . The signature derived from the rotated object is circularly shifted
version of the signature derived from the original object. This property is called the
circular-shifting rule. In the first formulation, F (Γ) is a N by M matrix of while in the
second formulation H(Γ) is a N by M/2 matrix. On the other hand, F (Γ) is a real valued
matrix while H(Γ) is a complex valued matrix. Note that both matrices F (Γ) and H(Γ)
satisfy the perfect shifting rule under the rotations when θ is exact multiple of π
M
.
The shape descriptors are defined as the Fourier transform of the signatures:
f˜k,m =
1
N
N−1∑
n=0
fn,m exp(
−j2πkn
N
)
h˜k,m =
1
N
N−1∑
n=0
hn,m exp(
−j2πkn
N
)
We also provide a distance measure between two descriptors, p˜k,m and q˜k,m by taking the
circular-shifting rule into account:
SD (p˜, q˜) = min
r∈{0,∙∙∙ ,M−1}
∥∥p˜k,(m+r) modM − q˜k,m∥∥2 .
The performance of the proposed descriptor is evaluated over two databases; one
containing digits taken from vehicle license plates and the other containing MPEG-7 Core
Experiment shape data set. The experiments show that the devised method outperforms
other well-known Fourier-based shape descriptors such as centroid distance and boundary
curvature. Another advantage of the proposed descriptors is that one can use them on
both grayscale and binary images whereas other shape descriptors can only be applied
to binary objects. The proposed algorithm takes the advantage of local distribution
information found in the gradient cue to achieve this high performance. Even though the
performance of the proposed descriptors (F˜ and H˜) are comparable, the compactness and
the computational efficiency of the descriptor H˜ make this descriptor very attractive for
content-based image retrieval systems.
In many vision applications encountered above, there is a great demand for an edge
detector which can produce edge maps with very different characteristics in nature, so that
one of these edge maps may meet the requirements of the problem under consideration.
Unfortunately it is not evident how to choose the desired or the optimum edge maps
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from these solutions that the edge detector offers. The proposed solutions are usually
too general that cannot be easily adapted to the application needs by tuning edge detection
parameters. One edge detector that we have studied in this dissertation is Generalized Edge
Detector (GED) which is capable of producing edges with very different characteristics as
we change the space parameters known as λ and τ . Although the edge maps based on this
representation are reasonable, no one set of scale parameters alone yields a solution close
to the desired edges. In this thesis, our aim is to find out powerful edge operators and use
them under a goal-based edge detection framework. Proposed framework is a two-stage
process. First, user marks some pixels in the database as edge and non-edge pixels. Then
feature vectors comprised of filter responses to G-Filters at different scales are extracted
at these marked pixels. Edge detection problem is imposed as two-class classification
problem. Support vector machine (SVM) is used in the experiments. Classifier itself is not
adequate to extract desired edges for the application under consideration. In the second
stage continuous edges are treated as one contour. Then contours are matched with the
contours in the training set. Only matched contours are kept and the other contours are
eliminated.
The purpose of the first stage is to keep only prominent edges and remove irrelevant edges
with respect to the application. The classifier decides which discontinuity is prominent or
irrelevant. So how the training set is constructed is very important for the performance
of the detector. Training set should contain almost equal number of edge and non-edge
examples.
In summary, this dissertation proposes a new, effective and efficient framework for edge
detection. The use of goal-oriented approach will find its applications in robust, accurate,
efficient edge and contour extraction. Consequently, the approach developed here leads
to powerful edge/contour-based systems especially for the applications involving face
recognition and license plate detection.
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AMACA YÖNEL˙IK AYRIT SAPTAMA
ÖZET
Ayrıt saptamada amaç yog˘unluk yüzeylerinden nesnelerin sınırlarına kars¸ı düs¸en ayrıtların
üretilmesidir. Üretilen bu ayrıtlar görüntü yüzeyindeki keskin deg˘is¸imlerin neden oldug˘u
süreksizlikler olarak ortaya çıkar. Görüntü yüzeyindeki bu ani deg˘is¸imin kaynag˘ı ya
nesnenin dıs¸ yüzeyinin yapısal özellikleri (örneg˘in örüntü, örtme) ya da aydınlatma
özellikleri (örneg˘in gölgeler, parlaklık) olabilir. Kaynag˘ı ne olursa olsun, durag˘an bir
görüntüdeki ayıtların saptanması, yüksek dog˘ruluk gerektiren ayrıt temelli herhangi bir
bilgisayar görü algoritmasının önemli bir as¸amasını olus¸turur. Bir çok çevrit temelli
bilgisayar görü uygulamasında (örneg˘in s¸ekil-tabanlı sorgulama, çevrit-temelli görüntü
çifti, çevrit-temelli görüntü sıkıs¸tırma, ayrıt-temelli yüz tanıma ve ayrıt-temelli hedef
tanıma) bas¸arım büyük oranda saptanan ayrıtların dog˘rulug˘una bag˘lıdır. Bu nedenle ayrıt
saptama, bilgisayar görüde önemli aras¸tırma konularından birini olus¸turmaktadır.
Herhangi bir ayrıt saptayıcı, yüksek dog˘ruluk ile gürültüyü bastırma özellikleri arasındaki
ödünles¸imi çözmelidir. Ne var ki, bir ön bilgi olmaksızın en iyi ödünles¸imi belirlemek
mümkün deg˘ildir. Gerçekten, bir beneg˘in ayrıt üzerinde bulunup bulunmadıg˘ına karar
verme problemi kötü konumlandırılmıs¸ bir problemdir. Karar verme süreci yog˘unluk
yüzeyinin çes¸itli derecelerden türevinin hesabını gerektirmektedir. Bilindig˘i gibi, türev
alma is¸levi gürültüyü kuvvetlendirmektedir. Bu problemin önüne geçmek için türev
is¸levinden önce düzles¸tirme is¸lemi uygulanır. Bu görüntüye alçak geçiren bir süzgeç
uygulanması ile sag˘lanır. Mevcut ayrıt saptayıcıların çog˘unlug˘u bu ödünles¸imin en iyi
çözümünü hedeflemis¸lerdir. Ancak en iyi çözümün tek bir ölçekte saptanan ayrıtlardan
elde edilemeyeceg˘i gösterilmis¸ ve farklı ölçeklerdeki ayrıtların saptanarak tümles¸tirilmesi
çözümü önerilmis¸tir. Bu çalıs¸maların çog˘u ya Gauss süzgeci ya da s¸ekli Gauss süzgecine
çok benzeyen süzgeçlerle sonuçlanmıs¸tır. Ayrıca bu süzgeçler, tek bir ölçek parametresi ile
yönlendirilebildiklerinden, ayrıtların ve yüzeylerin ölçek uzayının gösteriminin eldesinde
kullanılmak için son derece uygundurlar. Bu süzgeçlerin genis¸ bir kullanıma sahip
olmalarına rag˘men belirli bir problem için istenilen sonucu sag˘ladıklarını söylemek
mümkün deg˘ildir. Örneg˘in, ayrıtın yerinin dog˘ru olarak saptanmasının daha önemli oldug˘u
durumu ele alalım. Bu durumda, yer bilgisini daha dog˘ru veren eniyi-altı bir süzgeç
kullanmak daha uygun olacaktır. Mevcut çözümlerin amaca yönelik ayrıtlar üretmekten
uzak olmaları, aras¸tırmacıları genel amaçlı bir ayrıt saptayıcı tasarımına yöneltmis¸tir.
Bu tez çalıs¸masında, λτ−uzayı gösterilimi olarak bilinen düzles¸tirme ve ayrıt saptama
süzgeçleri (R− and G−süzgeçleri) iki boyutlu uzaya genis¸letilmektedir. G−süzgeci
Genelles¸tirilmis¸ Ayrıt saptayıcı olarak adlandırılmaktadır ve bir çok mevcut ayrıt
saptayıcıyı üretebilmektedir. R−süzgecinin orta seviyede ˙Is¸aret Gürültü Oranına (˙IGO)
sahip tavla ve bar gibi yapay imgeler ile bazı gerçek imgeler üzerinde yapılan deneysel
çalıs¸malarla iyi sonuçlar verdig˘i daha önce gösterilmis¸tir. Buna göre karma model zar ve
levha modellerinin dog˘rusal biles¸iminden olus¸maktadır:
Em (f) =
x
(f (x, y)− d (x, y))2 + λ (f 2x (x, y) + f 2y (x, y)) dΩ
xx
Ep (f) =
x
(f (x, y)− d (x, y))2 + λ (f 2xx (x, y) + 2f 2xy (x, y) + f 2yy (x, y)) dΩ
Burada Em (f) zar modeline kars¸ı düs¸en enerji fonksiyonelini ve Ep (f) ise zar modeline
kars¸ı düs¸en enerji fonksiyonelini göstermektedir. Karma enerji fonksiyoneli ise
Eh (f) =
x
(f (x, y)− d (x, y))2+λ
[
(1− τ) (f 2x (x, y) + f 2y (x, y))+
τ
(
f 2xx (x, y) + 2f
2
xy (x, y) + f
2
yy (x, y)
) ] dΩ
biçiminde tanımlanmaktadır. Burada λ reel deg˘erli düzenliles¸tirme parametresi ve
τ ∈ [0, 1] ise yine reel deg˘erli süreklilik denetim parametresi olarak adlandırılmaktadır.
Karma model zar modelinden levha modeline geçis¸teki ara modelleri içermektedir.
Bu fonksiyonellerde, ilk terim çözümün f(x, y) giris¸ verisine d(x, y) uzaklıg˘ını
tanımlamaktadır. ˙Ikinci terim düzenliles¸tirme terimi olarak adlandırılmaktadır ve
çözümdeki deg˘is¸imin miktarını denetlemektedir. Bu iki terim arasındaki ödünles¸im
düzenliles¸tirme katsayısı λ ile ayarlanmaktadır. Düzles¸tirme problemi daha sonra iki
boyutlu kısmi diferansiyel denklemin (KDE) çözümüne indirgenmektedir:
f (x, y)− B (fxx (x, y) + fyy (x, y))+
A (fxxxx (x, y) + 2fxxyy (x, y) + fyyyy (x, y)) = d (x, y) .
Verilen bir veri d(x, y) için, çözüm f(x, y) evris¸im integrali hesabı ile elde
edilebilmektedir:
f (x, y) = d (x, y) ∗R (x, y) .
Görüldüg˘ü gibi esas problem iki boyutlu uzayda tanımlanmıs¸tır. Daha önceki özgün
çalıs¸mada, süzgeçler tek boyutlu uzayda çözümün ayrıs¸tırılabilir oldug˘u varsayımı
altında elde edilmis¸tir. ˙Iki boyutlu uzaydaki çözümün elde edilmis¸ olması özellikle iki
açıdan önemlidir. Birincisi, ayrıtların ve yüzeylerin λτ -uzayı gösterimi ve bu uzaydaki
davranıs¸ları en iyi iki boyutlu uzaydaki çözümle modellenebilir. ˙Ikincisi, GAS bilinen
bir çok ayrıt saptayıcıyı içerdig˘inden, bu ayrıt saptayıcılarının iki boyutlu formları
elde edilebilinir. Deneysel çalıs¸malarda, iki boyutlu uzayda türetilen süzgeçlerin bir
boyutlu uzayda türetilen süzgeçlere göre gürültüye kars¸ı daha gürbüz oldukları hesaplanan
FoM (Figure of Merit) ve yanlıs¸ kabul hatası karakteristikleri üzerinden gösterilmis¸tir.
Ayrıt saptayıcılar ile çalıs¸ırken ayarlanması gereken çok sayıda parametre ile ug˘ras¸mak
gerekmektedir. Verilen bir imge için en iyi parametre kümesini bulmanın genel geçer
bir yöntemi bulunmaktadır. Gerçektende, bir imge için en iyilenen bir ayrıt saptayıcının
parametre kümesi bas¸ka bir imge için en iyi olmayacaktır. Bu tez çalıs¸masında, en iyi
GAS parametrelerini verilen bir imge için hesaplanan alıcı is¸letim eg˘risi (A˙IE) üzerinden
hesaplanmıs¸tır. Bunun için özgün ayrıtların verilmis¸ olması gerekir. Burada amaç GAS’ın
bas¸arımının sınırlarını göstermektir. A˙IE tam kapsamlı arama ile elde edilmis¸tir.
Ne yazık ki, süzgeçlemenin dizisel uygulanması durumunda is¸lem süresi ölçek
parametlerine (λ ve τ ) bag˘lı olmaktadır. Süzgeç boyutu artan λ ile arttıg˘ından, evris¸im
toplamı her benek için daha fazla çarpma is¸lemi gerektirecektir. Bu çalıs¸mada iki
boyutlu R− ve G−süzgeçleri özyinelemeli süzgeçleme yaklas¸ımı ile gerçeklenmis¸tir.
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Böylelikle süzgeçlemenin ölçek uzayı parametrelerinden bag˘ımsız olarak sabit sayıda
çarpma yaparak gerçekles¸tirilmesi sag˘lanmıs¸tır. Bu çalıs¸mada ayrıca, özyinelemeli
süzgeçleme ile dördüncü dereceden yönbag˘ımsız yayınım denklemi arasındaki ilis¸ki ortaya
konmus¸tur.
˙Imge gösteriminde amaç imgeyi farklı detay seviyelerinde ifade edebilmektir. Bu
gürbüz bir gösterimin eksiklig˘inden dolayı bilgisayar görü ve görüntü is¸lemenin önemli
problemlerinden biridir. Genel olarak, gösterilimler dog˘rusal ve dog˘rusal olmayan olmak
üzere ikiye ayrılabilir. Dog˘rusal gösterilimler imgenin deg˘is¸ik ölçeklerdeki dog˘rusal bir
süzgeç (çekirdek fonksiyonu) ile evris¸tirilmesi ile elde edilirler. Örneg˘in, klasik ölçek
uzayı gösteriliminde çekirdek fonksiyonu Gauss süzgecidir ve ölçek uzayı gösterilimi
imgenin artan standard sapmalı Gauss ile evris¸tirilmesi ile elde edilir. Benzer gösterim
dog˘rusal yayınım denkleminin zamanda çözülmesi ile de elde edilebilir. Yöndeg˘is¸imsiz
yayınım denklemi maksimum prensibini sag˘laması nedeni ile bu gösterim aynı zamanda
nedensel olarak adlandırılır. Ancak Gauss ile elde edilen ölçek-uzayı gösteriminin
birbirine yakın ayrıtlar arasındaki etkiles¸imden kaynaklanan as¸ırı bulanıklas¸tırma ve
ayrıtlardaki konumlandırma hataları nedeni ile önemli yitimleri vardır. Düzles¸tirme
tüm dog˘rultularda aynı oranda türdes¸ olarak uygulanmaktadır. Bu ise nesne yüzeyleri
ile sınır bölgelerinin aynı oranda bulanıklas¸masına neden olmaktadır. λτ -uzayı
gösterimi daha zengin bir gösterim sunsa da, dog˘rusal gösterimlerdeki aynı sorunu
tas¸ımaktadır. Uzay parametrelerinin imgenin her noktasında aynı deg˘ere sahip olması
gürültü süzülürken ayrıtların da aynı oranda bulanıklas¸masına neden olmaktadır. Bu
davranıs¸ gösterilimin dog˘rusal dog˘asından kaynaklanmaktadır. Bu problemi çözmek için,
düzles¸tirme parametresi λ’yı imge boyunca yerel öznitelikleri ve dog˘rultuları dikkate
alınarak deg˘is¸tirildig˘i bir yönbag˘ımlı λτ -uzayı gösterimi gelis¸tirilmis¸tir. Deneysel olarak,
önerilen yöntemdeki karma yayınım denkleminde, her iki terimin de kullanıldıg˘ı durumda
elde edilen sonuçların Perona-Malik’in yönbag˘ımlı yayınım denklemi ile elde edilen
sonuçlara göre daha bas¸arılı oldug˘u gösterilmis¸tir. Önerilen yaklas¸ımda τ ’nun seçimine
göre farklı karakteristikte yüzeyler elde edilebilmektedir.
S¸ekil betimleyiciler karakter tanıma, parmakizi es¸leme, endüstriyel denetim gibi bilgisayar
görünün ve örüntü tanımanın bir çok uygulamasında yog˘un olarak kullanılmaktadır. Bu tez
çalıs¸masında iki tane ilgin deg˘is¸mez s¸ekil betimleyicisi gelis¸tirilmis¸tir. Bu betimleyiciler
daha önceki çalıs¸maların aksine hem ikili hem de gri-seviyeli imgelere uygulanabilir
niteliktedir. Amacımız imza temelli betimleyiciler ile s¸ekil es¸leme yöntemleri arasındaki
uçurumu imza temelli betimleyicilerin tanıma bas¸arımını artırarak, gradyan temelli yerel
betimleyiciler ile kapatmaktır.
Yerel betimleyiciler, örtme ve geometrik bozulmalara kars¸ı gürbüzdür ve bu nedenle
imge tanımada yog˘un olarak kullanılmaktadır. Bu çalıs¸mada, nesne sınırı boyunca
hesaplanan bir dizi yönlendirilebilir süzgeç cevabının kullanıldıg˘ı çevrit temelli global
s¸ekil betimleyicisi gelis¸tirilmis¸tir. Bu çalıs¸mada, farklı ölçek ve dog˘rultularda gradyan
vektörünün saptanmasında, yönlendirilebilir G süzgeçleri kullanılmıs¸tır. Daha sonra bu
gradyanlardan yararlanarak s¸ekil imzası tanımlanmıs¸tır:
F (Γ) =

Dθ0(λ,τ) (x0, y0) ∙ ∙ ∙ DθM−1(λ,τ) (x0, y0)
Dθ0(λ,τ) (x1, y1) ∙ ∙ ∙ DθM−1(λ,τ) (x1, y1)
.
.
.
.
.
.
.
.
.
Dθ0(λ,τ) (xN−1, yN−1) ∙ ∙ ∙ DθM−1(λ,τ) (xN−1, yN−1)
 .
xxii
Burada Dθm(λ,τ) (xk, yk) =
(
I ∗Gθm(λ,τ)
)
(xk, yk) olarak tanımlıdır ve M adet
yönlendirilebilir süzgeç cevabı kullanılmıs¸tır. Bu süzgeçlerin dog˘rultuları θm = mπ/M
olacak s¸ekilde π/M ’nin tam katıdır. Bir önceki gradyan tabanlı s¸ekil imzasında, birbirine
dik dog˘rultulardaki cevaplar bir karmas¸ık sayı olarak deg˘erlendirilerek, ikinci bir s¸ekil
imzası elde edilmis¸tir. Bu durumda cevap matrisi as¸ag˘ıdaki gibi tanımlı olacaktır:
H (Γ) =

(
Dθ0 + jDθ0+
π
2
)
(x0, y0) ∙ ∙ ∙
(
DθM−1 + jDθM−1+
π
2
)
(x0, y0)(
Dθ0 + jDθ0+
π
2
)
(x1, y1) ∙ ∙ ∙
(
DθM−1 + jDθM−1+
π
2
)
(x1, y1)
.
.
.
.
.
.
.
.
.(
Dθ0 + jDθ0+
π
2
)
(xN−1, yN−1) ∙ ∙ ∙
(
DθM−1 + jDθM−1+
π
2
)
(xN−1, yN−1)
 .
Burada θm = mπ2M olarak tanımlıdır. özgün nesne için elde edilen imza ile nesnenin
döndürülmüs¸ sürümü için elde edilen imza arasında mükemmel çevresel öteleme adı verilen
bir ilis¸ki vardır. Birinci formülasyonda, F (Γ) N ’ye M boyutlarında bir matris, ikinci
formülasyonda H(Γ) ise N ’ye M/2 boyutlarında bir matristir. Dig˘er taraftan, F (Γ)
reel biles¸enli, H(Γ) ise karmas¸ık sayı biles¸enli bir matristir. Hem F (Γ) hem de H(Γ),
θ’nın π
M
’nin tam katı olması durumunda, mükemmel çevresel öteleme adı verilen özellig˘i
sag˘lamaktadır.
S¸ekil betimleyiciler, imzaların Fourier dönüs¸üg˘ü olarak tanımlanmıs¸lardır:
f˜k,m =
1
N
N−1∑
n=0
fn,m exp(
−j2πkn
N
)
h˜k,m =
1
N
N−1∑
n=0
hn,m exp(
−j2πkn
N
)
Ayrıca, bu tez çalıs¸masında, f˜k,m ve p˜k,m gibi iki betimleyici arasındaki benzerlik oranı
için çevresel öteleme özellig˘ini de dikkate alan bir uzaklık ölçütü tanımlanmıs¸tır:
SD
(
f˜ , p˜
)
= min
r∈{0,∙∙∙ ,M−1}
∥∥∥f˜k,(m+r) modM − p˜k,m∥∥∥
2
.
Yeni s¸ekil betimleyicinin tanıma bas¸arısı iki veri tabanı üzerinde test edilmis¸tir; gri seviyeli
araç plaka görüntülerinden elde edilen rakam veritabanı ve MPEG-7 Core Experiment
s¸ekil veri tabanı. Deneysel sonuçlar, gelis¸tirilen yöntemin dig˘er çok bilinen sınır tabanlı
betimleyicilere (merkez uzaklıg˘ı, sınır eg˘rilig˘i gibi) göre çok üstün oldug˘u gösterilmis¸tir.
Tanıtılan yöntemin dig˘er bir kazanımı, dig˘er yöntemlerin aksine, hem ikili hem de gri
seviyeli görüntülere uygulanabiliyor olmasıdır. önerilen yöntem bu bas¸arımı gradyan
is¸aretindeki yerel dag˘ılım bilgisine borçludur. Her ne kadar, önerilen betimleyicilerin (F˜ ve
H˜) bas¸arımı birbirine yakın olsa da, tıkızlık ve is¸lem maliyeti açısından kars¸ılas¸tırıldıg˘ında,
H˜ betimleyicisi içerik tabanlı imge sorgulama sistemleri için daha uygun bir çözümdür.
Yukarıda sayılan birçok bilgisayar görü uygulamasında, farklı özelliklerde ayrıt
haritası üretebilen ayrıt saptayıcılara oldukça fazla ihtiyaç duyulmaktadır. Bu farklı
karakteristiklerdeki ayrıt haritalarından birinin eldeki uygulamanın ihtiyaç duydug˘u
ayrıtları üreteceg˘i umulmaktadır. Ancak ayrıt saptayıcının önerdig˘i çözümlerden
uygulamanın ihtiyaç duydug˘u en iyi ayrıtların seçimi ile ilgili genel geçer bir çözüm yoktur.
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Ayrıt saptama için önerilen yöntemler çog˘unlukla uygulamanın ihtiyaç duydug˘u ayrıtları
üretecek s¸ekilde kolaylıkla uyarlanabilir olmaktan uzaktır. Bu tez çalıs¸masında üzerinde
çalıs¸ılan ve kullanılan Genelles¸tirilmis¸ Ayrıt Saptayıcısının (GAS) ölçek parametreleri olan
λ ve τ ’nun deg˘is¸tirilmesiyle farklı özelliklerde ayrıtlar üretilebilmesi sag˘lanmıs¸tır. Üretilen
ayrıt haritalarının bas¸arılı olmasına kars¸ın tek bir ölçekte amaca uygun ayrıtlar üretmek
mümkün deg˘ildir. Tez çalıs¸masında amacımız, güçlü ayrıt saptayıcıları gelis¸tirmek ve
bu saptayıcıları amaca yönelik ayrıt saptama çatısı altında kullanmaktır. Önerilen çatı
iki as¸amalı bir süreçten olus¸maktadır. ˙Ilk olarak kullanıcı, veritabanındaki imgelerdeki
beneklerin bir kısmını ayrıt benekleri ve ayrıt olmayan benekler olarak etiketlemektedir.
Daha sonra is¸aretlenen bu benekler üzerinde hesaplanan çes¸itli ölçek ve dog˘rultulardaki
G−süzgeç cevapları birles¸tirilerek öznitelik vektörleri elde edilir.
Böylelikle, ayrıt saptama problemi iki sınıflı sınıflandırma problemine dönüs¸türülmüs¸ olur.
Bu çalıs¸mada sınıflandırıcı olarak Destek Karar Makinalarından (DKM) yararlanılmıs¸tır.
Sınıflandırıcı tek bas¸ına uygulama için istenilen ayrıtları üretmek için yeterli deg˘ildir.
˙Ikinci as¸amada sürekli ayrıtlar birer çevit olarak deg˘erlendirilir ve ardından bu çevritler
eg˘itim kümesindeki çevritler ile es¸lenir. Es¸lemede, bu tez çalıs¸masında gelis¸tirilen gradyan
temelli ilgin deg˘is¸imsiz s¸ekil betimleyicileri kullanılmıs¸tır. Sadece bu es¸lemeyi geçen
çevritler çevrit olarak kabul edilir.
Birinci as¸amanın amacı sadece uygulama için anlamlı olabilecek ayrıtları tutmak ve dig˘er
ilgisiz ayrıtları elemektir. Sınıflandırıcı hangi deg˘is¸imin önemli hangisinin ise ilgisiz
oldug˘una karar vermektedir. Bu nedenle eg˘itim kümesinin nasıl olus¸turuldug˘u son derece
önemlidir. Eg˘itim kümesinde yaklas¸ık olarak es¸it sayıda ayrıt ve ayrıt olmayan benek
örneg˘i bulunmalıdır. Bu sınıflandırıcının ve birinci as¸amanın bas¸arımı için önemlidir.
Özet olarak, bu tez çalıs¸masında yeni, etkin ve verimli ayrıt saptama çatısı gelis¸tirilmis¸tir.
Önerilen yaklas¸ım, gürbüz, kesin ve etkin ayrıt ve çevrit saptamaya ihtiyaç duyulan
bir çok uygulamada yerini bulacag˘ına inanıyoruz. Sonuç olarak, gelis¸tirilen yöntem
güçlü ayrıt/çevrit-temelli yüz tanıma ve plaka tanıma gibi bilgisayar görü uygulamalarının
gelis¸tirilmesine olanak sag˘layacaktır.
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1. INTRODUCTION
This dissertation presents a new approach to edge detection. Edge detection is one of
the most studied yet remained unsolved problem of image processing and computer vision
fields. It has become increasingly popular in recent years in a variety of pattern recognition
applications such as face recognition and vehicle license plate recognition systems. The
purpose of this chapter is to: 1) introduce the problem addressed in this dissertation; 2)
summarize the current state of edge detection, and within this context discuss the needs for
new edge detection techniques; 3) provide a concise description of the approach taken in
this work by pointing out the main contributions and an outline of the dissertation.
1.1 Goal of the Thesis
The aim of edge detection is to provide a meaningful description of object boundaries in
a scene from intensity surface. These boundaries are due to discontinuities manifesting
themselves as sharp variations in image intensities. There are different sources for sharp
changes in images which are created by structure (e.g. texture, occlusion) or illumination
(e.g. shadows, highlights). Extracting edges from a still image is certainly the most
significant stage of any computer vision algorithm requiring high accuracy of location in
the presence of noise. In many contour-based vision algorithms, such as shape-based query
[2], curve-based stereo vision [3], contour-based image compression [4] and edge-based
target recognition [5], edge-based face detection [6] their performance is highly dependent
on the quality of the detected edges. Therefore, edge detection is an important area of
research in computer vision. Despite considerable work and progress made on this subject,
edge detection is still a challenging research problem due to the lack of a robust and
efficient general purpose algorithm.
Any edge detector has to tackle with the tradeoff between good localization property
forcing the location of the detected edges to be as close as possible to the real edges
and good noise rejection property forcing the intensity surface to be smooth. Without a
priori assumptions, one can not select the best tradeoff. In fact, deciding whether a pixel
belongs to a contour is an ill-posed problem. The detection of sharp changes in image
intensity requires computation of derivatives of the noisy image at different orders. As
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known, numerical computation of derivatives of noisy data is an unstable process since it
amplifies the noise. To overcome this problem, edge detection algorithms first employ a
noise suppression process prior to the differentiation operation which can be performed by
smoothing the noisy image by a low-pass filter.
Most of the efforts in edge detection have been devoted to the development of an optimum
edge detector which can resolve the tradeoff [7, 8, 9, 10]. Extracting edges at different
scales [7, 8, 11] and combining these edges [8, 12] have attracted a substantial amount
of interest. In the course of developing optimum edge detectors that can resolve the
tradeoff between localization and detection performances, several different approaches
have resulted in either a Gaussian filter or a filter whose shape is very similar to a
Gaussian [7, 8, 13]. Furthermore, these filters are very suitable for obtaining scale space
edge detection since the scale of the filter can be easily controlled by means of a single
parameter. Although these filters are used very widely, it is difficult to claim that they
can provide the desired output for any specific problem. For instance, there are some
cases where the improved localization performance is the primary requirement. In these
cases, a sub-optimum filter which promotes the localization performance becomes more
appropriate. It has been shown that the first order R-filter can deliver improved results on
checkerboard and bar images as well as on real images with moderate signal-to-noise ratio
(SNR) [12].
In many vision applications encountered above, there is a great demand for an edge
detector which can produce edge maps with very different characteristics in nature, so that
one of these edge maps may meet the requirements of the problem under consideration.
Unfortunately it is not evident how to choose the desired or the optimum edge maps from
these solutions that the edge detector offers. The proposed solutions are usually too general
and cannot be easily adapted to the application needs by tuning edge detection parameters.
In order to illustrate the problem, we consider two prominent computer vision applications:
human face recognition and traffic license plate recognition. We take two sample images
from the application domains as shown in Fig. 1.1. One edge detector that we will study
in this dissertation is Generalized Edge Detector (GED) which is capable of producing
edges with very different characteristics as we change the space parameters known as λ
and τ . The edge maps produced by the detector are given in Fig. 1.2 for the face image
and in Fig. 1.3 for the license plate image. Although the edge representation contains
reasonable edge maps, none of the scale parameters yield a solution close to the ideal
edges given in Fig. 1.1b. In the thesis, our aim is to find out powerful edge operators and
use them under a goal-based edge detection framework. Proposed framework is a two-stage
process. First, user marks some pixels in the database as edge and non-edge pixels. Then
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(a)
(b)
Figure 1.1: (a) Two sample images from two prominent computer vision applications and
(b) their “ideal” edges.
feature vectors comprised of filter responses to G-Filters at different scales are extracted
at these marked pixels. Edge detection problem is imposed as a two-class classification
problem. Support vector machine (SVM) is used to obtain a classifier. Classifier itself is
not adequate to extract desired edges for the application under consideration. In the second
stage continuous edges are treated as one contour. Then contours are matched with the
contours in the training set. Only matched contours are kept and the other contours are
eliminated. The purpose of the first stage is to keep only prominent edges and remove
irrelevant edges with respect to the application. The classifier decides which discontinuity
is prominent or irrelevant. So how the training set is constructed is very important for the
performance of the detector. Training set should contain almost equal number of edge and
non-edge examples. Target applications that we studied in this thesis are face recognition
and license plate detection.
1.2 Survey of Edge Detectors
Any edge detector can be considered as a point in a 3D space whose dimensions are edge
operator, kernel and decision in this classification (see Fig. 1.4). The earliest works use
small smoothing kernels to enhance the input signal. The edge operators are usually
either the first derivative or the second derivative of an image. Examples are Roberts
filter, Sobel filter, Prewitt filter, and Laplacian filter [14]. The Robert’s filter is a simple
3
Figure 1.2: λτ -space representation of edges (λ = 1.0, 2.5, 5.0, 10.0, 15.0, 20.0, 25.0, 50.0,
75.0, τ = 0.0, 0.25, 0.5, 0.75)
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Figure 1.3: λτ -space representation of edges (λ = 1.0, 2.5, 5.0, 10.0, 15.0, 20.0, 25.0, 50.0,
75.0, τ = 0.0, 0.25, 0.5, 0.75)
5
Figure 1.4: Edge detector space.
(a) (b)
Figure 1.5: Sobel edge operators: (a) Gx, (b) Gy.
gradient operator based on a 2 × 2 gradient operator. This operator provides the simplest
approximation of the gradient magnitude given as
G(f(i, j)) = [f(i, j)− f(i+ 1, j + 1)] + [f(i+ 1, j)− f(i, j + 1)]
Since the kernel is only a 2× 2 mask, it is quite sensitive to noise. Sobel filter is a gradient
operator defined over 3 × 3 neighborhood system. The convolution filters for the Sobel
operator are defined by the two kernels shown in Fig. 1.5. The kernels are used to extract
the vertical and the horizontal components of the gradient as
Gx(f(i, j)) = [f(i− 1, j − 1) + 2f(i− 1, j) + f(i− 1, j + 1)]
−[f(i+ 1, j − 1) + 2f(i+ 1, j) + f(i+ 1, j + 1)]
and
Gy(f(i, j)) = [f(i− 1, j − 1) + 2f(i, j − 1) + f(i+ 1, j − 1)]
−[f(i− 1, j + 1) + 2f(i, j + 1) + f(i+ 1, j + 1)].
The magnitude of the gradient vector is usually computed as
G(f(x, y)) =
√
G2x +G
2
y.
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(a) (b)
(c) (d)
Figure 1.6: Prewitt edge operators at various directions.
Figure 1.7: Laplacian edge operator for a 4-neighborhood system.
The Prewitt operator is defined by a set of eight kernels, four of which are shown in Fig. 1.6.
Other four kernels are generated by rotating these kernels by 90◦. The mask that produces
maximal response yields the direction of the gradient.
The gradient operators are all anisotropic, which means that they are not rotation invariant.
Operators that use odd order derivatives are all anisotropic. On the other hand, operators
that uses even order derivatives are all isotropic. If we apply the isotropic operators to
an image and then rotate the resultant image, it will yield the same results as rotating the
image first and then applying the operator. An example of isotropic operator is Laplacian
operator. It is defined in terms of second-order derivatives as
Gxx(f(i, j)) = f(i, j + 1)− 2f(i, j) + f(i, j − 1)
Gyy(f(i, j)) = f(i+ 1, j)− 2f(i, j) + f(i− 1, j)
The corresponding kernel which is a combination of responses along x and y directions for
a 4-neighborhood system is shown in Fig. 1.7. Since Laplacian operator contains second
order derivatives of the input signal, it is more susceptible to noise than the operators that
make use of the first-order derivatives.
In decision phase simple or hysteresis thresholding is applied to the output of these filters
to identify the edge points. Although the earliest edge detectors are easy to implement
7
0
10
20
30
40
0
10
20
30
40
-0.5
0
0.5
1
x
LoG
y 0 5 10 15 20 25 30 35-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
x
Cross-section of LoG
(a) (b)
Figure 1.8: Laplacian of Gaussian: (a) 3D view (b) Cross-section of (a) at y = 0.
and faster, they provide no means to control the tradeoff between edge localization and
smoothing. Therefore, these filters are very noise-sensitive.
Marr and Hildreth [7] have proposed an edge detector where the edge operator is
zero-crossings and the kernel is the Laplacian of Gaussian (LoG). LoG performs first
the Gaussian smoothing, then the Laplacian operation. Laplacian operator in continuous
domain is defined as
Δf(x, y) = ∇2f(x, y) = fxx(x, y) + fyy(x, y)
and one of its discretized version is given in Fig. 1.7. Laplacian operator is susceptible
to noise. Applying the convolution with Gaussian reduces the noise and the combined
mask minimizes the probability of detecting false edges. The LoG operator is defined in
continuous domain as
LoG(x, y) =
1
πσ4
(1− x
2 + y2
2σ2
)e−
x2+y2
2σ2 (1.1)
The 3D plot of the LoG(x, y) function looks like a Mexican hat (Fig. 1.8a). As σ increases,
we have a wider convolution mask. The first zero-crossing of the LOG function takes place
at
√
2σ and the two dimensional cross section of the zero-crossing of the Mexican hat is
shown in Fig. 1.8b. A step edge corresponds to a sudden change in the image, so the
first derivative of the image should have a maximum at the edge point, and so the second
derivative should be zero at the same pixel. Usually it is easier to find a zero-crossing
than a local maximum in a 2D signal. On the other hand, the higher-order derivatives are
also known to be more sensitive to noise. In order to reduce noise, the image has to be
smoothed. When choosing a smoothing filter, two criteria should be fulfilled [7]. First,
the filter should be smooth and roughly band-limited in the frequency domain to reduce
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the number of frequencies at which image function changes can take place. Second, the
constraint of spatial localization requires the response of a filter to be from nearby points
in the image. These two criteria are conflicting, and the Gaussian filter (e−
x2+y2
2σ2 ) is an
compromise between spatial and frequency criteria.
Poggio et al. [13] introduced a cubic spline filter. The image is smoothed by a cubic spline
filter before differentiation. It was shown that the results of the cubic spline filter are very
similar to Gaussian smoothing. Canny described a widely used edge detection algorithm
[8] which is optimal to step edges corrupted by noise. Three criteria were defined for the
optimality of edge detection:
• Good Detection: The detector must minimize the probability of false edges caused
by noise, as well as missing real edges.
• Good Localization: The edges detected must be as close as possible to the true
edges.
• Single Response: The detector must return one point only for each true edge point.
First two criteria are then developed quantitatively into a set of functions with minimal and
maximal constraints. A closed form solution was found using variational calculus. Without
the third criterion, the optimal detector for a step edge
G(x) =
 0 x < 0A x ≥ 0
is f(x) = −G(x) in [−W,W ], assuming the filter width is 2W . Therefore, the optimal,
one-dimensional step edge detector is a truncated step. Unfortunately, this filter contains
a very high bandwidth and tends to produce many maxima with noisy step edges. If the
third criterion is added, the optimal solution may be found by numerical method. The
result filter can be approximated with error less than 20% by the first derivative of a
Gaussian smoothing filter. This is similar to Marr-Hildreth edge detector [7] which is
based on the Laplacian of a Gaussian. The detector is then generalized to two-dimensions.
Non-maximum suppression is then applied on the results of the filter to thin wide edges in
order to produce 1-pixel wide edges. It is done by finding local maxima in the direction
perpendicular to the edges. Finally, weak edges are removed using thresholding. The
thresholding is applied with hysteresis. Edges contours are processed as units, and two
threshold values are defined; each contour must have at least one point with gradient
magnitude above the higher threshold, while all points in the contours must not go below
the lower threshold. Canny also proposed feature synthesis which is a multiple-scale
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approach where the standard deviation of the Gaussian are used as the scaling factor. All
significant edges from the operator with the smallest scale are marked first, and the edges
for larger scale are synthesized from these marked edges and then compared to the actual
detector output. Additional edges are marked only if they have a significantly stronger
response than that predicted by the synthetic response. Many researchers were inspired by
Canny’s work. For example, Deriche [9] extended Canny’s initial filter to two-dimensions
and implemented it using recursive filtering. Petrou and Kittler [15] derived another
optimal detector for a blurred step edge model using criteria similar to those by Canny.
Canny’s feature synthesis is not the first attempt to detect edges using different scale
parameters. Marr and Hildreth [7] has suggested to obtain a description of an image at
different scales by applying a feature detector at different scales and combining the edge
information. Another alternative to Gaussian filtering is to solve the linear heat equation in
time
∂f(x, y, t)
∂t
= K∇2f(x, y) = K(∂
2f
∂2x
+
∂2f
∂2y
) (1.2)
where f(x, y, 0) = f0(x, y) is the original noisy image and the constant K is called the
diffusion rate. f(x, y, t) represents a solution of the equation (1.2) at the time instance t.
It is equivalent to convolving the initial image with the Gaussian filter with the variance σ.
The relationship between σ, K and t is given by [16, 17]
σ2 = 4πKt (1.3)
One disadvantage of linear isotropic diffusion is that the diffusion would blur features as
well as smooth noise. An isotropic diffusion method was introduced by Perona and Malik
[18] where the diffusion rate is controlled by the function c(x, y, t):
∂f(x,y,t)
∂t
= ∇(c(x, y, t)∇f(x, y, t))
= ∇c∇f + c∇2f
(1.4)
c(x, y, t) is chosen as c(x, y, t) = g(∇f(x, y, t)) and g is a nonnegative monotonically
decreasing function with g(0) = 1. A different function g would generate different
scale-spaces, though they turn out to be perceptually similar. This way, the points with
strong features, i.e., with high |∇f | values, would have less diffusion effect than other
points, thus retain most of the features in the image. To make the diffusion anisotropic,
the function c(x, y, t) should be directional and is perpendicular to the orientation of the
gradient of the image. The nonlinear diffusion methods process an image with different
smoothing parameters such that it could blur noise and at the same time keep the edges
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sharp. Another approach of edge detection is parametric fitting. This involves fitting the
image with an edge model with parameters, then finding the parameters that minimize
the fitting error. The Hueckel edge detection [19] is an example of the parametric fitting
method. A two-dimensional step edge model in a circular window is fitted to each image
pixel. The parameters of the edge model are the gray scale values, the edge orientation,
and the distance from the center of the window to the edge. An edge is detected if the fit is
accurate enough. Accuracy of edge fitting is measured in terms of the mean square error.
Hueckel introduced a polar Fourier expansion and used the first eight Fourier coefficients
in the fitting process in order to reduce the computation. Experimental results indicated
that Hueckel operator performs well in noisy and highly textured environments, though no
analysis of the operator in presence of noise is documented.
Some other detectors that can be placed in the parametric fitting category are proposed by
O’Gorman [20], Hummel [17], Hartley [21], Nalwa and Binford [22], and Lyvers et al.
[23]. Moreover, this approach is also used to detect other features. Hueckel [19] used the
same model to detect line edges, and Rohr [24] and Parida et al. [25] used it to detect
corners. Since this approach uses a rich description of the image structure, edge detectors
using this approach could provide edge attributes such as position with subpixel accuracy,
contrast, blur, and width. In other words, this approach could provide more thorough
description of the edges. One problem of this approach is that it is not easy to provide a
two dimensional edge model with an arbitrary-shaped curve. Most edge detectors use a
straight edge model. For some complex features such as a corner, or more than one edges
within the window, the detectors can still pick the accurate parameter set that minimizes
the edge fitting error. Therefore the value of the edge fitting error will be increased, and
the edge might be rejected once the error exceeds the default threshold.
Edge detection is an ill-posed problem. One solution is to convert the edge detecting
problem into energy functionals imposing some constraint over the intensity surface
usually in the form of its derivatives. Then the solution is obtained by minimizing the
energy functions. We selected two examples in this class of techniques. These are
deformable contours [26], and the Mumford- Shah theory [29].
The deformable contour technique employs energy minimization to shift an initial line
segment, which is called the deformable contour, the active contour, or the snake, into a
curve that would adhere to an edge of the given image. For edge detecting purposes, two
forms of energy are involved: an internal energy that generates a force keeping the curve
continuous and smooth, and an image energy that move the curve towards edge points
on the image. The Euler equation is used to minimize the energy function. When the
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energy is minimized, the two forms of energy are at balance. Therefore, the deformable
contour is attached to an edge, and is smoothed so it is not zigzag due to digitization or
noise. Deformable contours are usually used in motion analysis, and stereopsis, not in
single stationary image. The reason is the technique requires a proper initial line segment
or closed curve to begin with. Without some external input, this technique does not work
for a single image. However, in a motion picture, or in an image pair, outlines of objects
can usually be detected by finding the difference of two images. Those outlines can be
used as the initial line segments for deformable contours. There are different extensions of
this model [27, 28].
Mumford and Shah [29] proposed another form of energy minimizing to detect boundary
of noisy images. For a given image g : R→ R, the energy functional E for a boundary B
and smoothed image f is given by
E(f,B) = μ2
∫
R
(f − g)2 +
∫
R−B
‖∇f‖2︸ ︷︷ ︸
SmoothnessConstraint
+ ν|B|︸︷︷︸
EdgePenalty
(1.5)
where R is the region of the image, f : R → R is the smoothed ideal image, B : R →
{0, 1} is the binary edge process, μ and ν are scalar parameters. |B| is the volume of B.
For two-dimensional images, |B| is the length of the edges and R − B denotes the region
R excluding the edges.
The Mumford-Shah energy E(f,B) formalizes a tradeoff between noise removal and edge
detection. However, this functional lacks a practical means to find the smoothed image f ,
and the binary edge process B that minimize the energy function E(f,B). Many methods
have been proposed to simplify the minimization of the functional. In one of them, [30],
the binary edge process, B, of the energy function (1.5) is replaced by a continuous edge
field. The energy functional would become
E(f, v) =
∫
R
μ (f − g)2︸ ︷︷ ︸
Data Fidelity
+α(1− ν)2‖∇f‖2}︸ ︷︷ ︸
Smoothness Constraint
+
β
2
‖∇ν‖2 + ν
2
2β︸ ︷︷ ︸
Edge Penalty
(1.6)
which is called the Ambrosio-Tortorelli functional. The g : R → R denotes the given
image, f : R → R the piecewise smoothed image, v :→ [0, 1] the corresponding
continuous edge strength of the image, R the image domain, α, β and μ are scalar
parameters. This functional could be minimized using the Euler equation.
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1.3 Contributions of the Thesis
The first major contribution of this dissertation is the formulation of edge detection within
a goal-based, regularized, shape-aware framework. This framework provides mechanisms
for edge detection without requiring any thresholding or parameter tuning. It also takes the
contour geometry into account.
The second contribution consists of two gradient-based affine-invariant shape descriptors
denoted as F˜ and H˜ which could be applied to both binary and grayscale images.
We use two-dimensional steerable G−Filters to obtain gradient information at different
orientations and scales, and then aggregate the gradients into a shape signature. The
signature derived from the rotated object is circularly shifted version of the signature
derived from the original object. This property is called the circular-shifting rule. The
shape descriptor is defined as the Fourier transform of the signature. We also provided
a distance measure for the proposed descriptor by taking the circular-shifting rule into
account.
The third contribution of this dissertation is the extension of Generalized Edge Detector
(GED) to two dimensional space. Two dimensional extension of the representation is
important because of that the behaviour of images in the space is best modeled by two
dimensional smoothing and edge detector filters. Also since GED filters encompass most of
the well-known edge detectors, two dimensional version of these filters could be obtained.
The derived filters are more robust to noise when compared to the previous one dimensional
filtering scheme in the sense of FoM (Figure of Merit) and false alarm characteristics.
The final contribution of this dissertation is a practical one. We have implemented recursive
filtering framework to include two dimensional R− and G−Filters. Filtering is possible
now in constant time with this recursive implementation.
Overall, this dissertation proposes a new, effective and efficient framework for edge
detection. The use of goal-based approach results in edges which lend themselves to robust,
accurate, efficient edge and contour extraction. Consequently, the approach developed here
leads to powerful edge/contour-based systems especially for applications involving face
recognition and license plate detection.
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1.4 Software and Data Availability
The software that is to achieve the results in this thesis, the experimental data, as
well as the various tools developed to visualize and analyze them, are available on the
web at http://www3.itu.edu.tr/~bkurt/dissertation as MATLAB file and MS Visual C++
project. These files and projects are tested on MATLAB R2007a and MS Visual Studio
6. Electronic copy of the thesis in PDF format is available at the following URL:
http://www3.itu.edu.tr/~bkurt/dissertation/thesis.pdf.
1.5 Organization of the Thesis
This thesis is organized as six chapters. We propose two dimensional generalized edge
detectors (2D-GED) in Chapter 2. Classical implementation of 2D-GED has iterative
nature. The main drawback of iterative approach is that the computational cost is
highly dependent on the scale parameters (λ and τ ). We also investigated a recursive
implementation where computational cost is constant. Recursive implementation is
presented also in Chapter 2. Surface and edge representation presented in Chapter 2 has
a linear nature which means that the space parameters (λ,τ ) are constant throughout the
image. We let the space parameter λ to vary through the image respecting the feature
directions. Also we apply iterative smoothing scheme in which an image is smoothed at
each iteration by controlling the space parameters also in time. The adaptive approach
is introduced in Chapter 3. Chapter 4 presents two affine-invariant shape descriptors
which could be applied to both binary and grayscale images. The proposed algorithm
utilizes gradient based features which are extracted along the object boundaries. We used
two-dimensional steerable G−Filters explained in Chapter 2 to obtain gradient information
at different orientations and scales, and then aggregate the gradients into a shape signature.
Chapter 5 presents a new edge detection formulation of edge detection within a goal-based,
regularized, shape-aware framework. This framework provides mechanisms for achieving
detection without requiring any thresholding or parameter tuning, also taking the contour
geometry into account. Finally, Chapter 6 provides a summary and conclusion.
14
2. REGULARIZED LINEAR SOLUTION: λτ -SPACE
In the course of developing the generalized edge detector, the authors in [1] explored the
relationship between regularization theory and convolution with filters. Regularization
theory is a general framework used to convert an ill-posed problem to well-posed by
restricting the class of admissible solutions using the constraints such as smoothness
[31, 32]. A problem is said to be well-posed if its solution exits, is unique and continuously
depends on the data. Since edge detection violates the continuity requirement of the
well-posed problems, the regularization theory could be used to transform it to well-posed
problem. This is achieved by imposing constraints on the solution in the variational form
such as minimizing a cost functional. Smoothness is used widely as a physical constraint
because the coherence of matter tends to give rise to smoothly varying intensity values.
In regularization theory, the smoothness can be imposed on the solution by minimizing
an energy functional containing derivatives of the solution. Given noisy data d(x, y), the
regularized solution f(x, y) can be found by minimizing
Em (f) =
x
(f (x, y)− d (x, y))2 + λ (f 2x (x, y) + f 2y (x, y)) dΩ (2.1)
where Em (f) is the energy functional associated with membrane. Another energy
functional used to obtain a regularized solution contains the second derivatives of the
solution. In this case, a problem is posed finding an f that minimizes
Ep (f) =
x
(f (x, y)− d (x, y))2+λ (f 2xx (x, y) + 2f 2xy (x, y) + f 2yy (x, y)) dΩ (2.2)
where Ep (f) is the energy functional associated with thin plate. In these functionals,
the first term on the right hand side is a measure of closeness of the solution f(x, y) to
the data d(x, y), and the second term, called stabilizer, is a measure of the smoothness.
The compromise between these two terms is controlled by the regularization parameter λ.
It was shown that [12, 33, 34] a multi-scale representation can be obtained by carrying
out the smoothing process using regularization instead of filtering with a Gaussian. Each
level of resolution is obtained by minimizing, for example, the functional (2.1). The
scale parameter, in this case, is the regularization parameter λ, so that the coarse levels
of representation are obtained by minimizing the membrane functional with a large λ,
while fine levels are obtained by using a small λ. A multi-scale edge representation can be
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obtained by locating the local maxima in the magnitude of the gradient of these regularized
solutions. The relationship between the regularization and filtering process is established
by solving the Euler-Lagrange equation associated with the functional. Let us consider the
membrane functional. The associated Euler-Lagrange equation will be as follows
f − λ
(
∂2f
∂x2
+
∂2f
∂y2
)
= d (2.3)
with the boundary conditions lim
x,y→±∞
f (x, y) = 0. Suppose that the solution of the PDE
given above is denoted by the function R(x, y) when d(x, y) = δ(x, y). For given any
d(x, y), the solution f(x, y) can be easily determined by taking the convolution as follows
f (x, y) = d (x, y) ∗R (x, y) (2.4)
The properties of R-filters for membrane and thin plate functionals will be studied later in
detail. The goal of the hybrid model is to provide the smooth transitions between these two
groups of filters. For this purpose, linear combination of the membrane and the thin plate
functionals is obtained as follows
Eh (f) =
x
(f (x, y)− d (x, y))2+λ
 (1− τ) (f 2x (x, y) + f 2y (x, y))+
τ
(
f 2xx (x, y) + 2f
2
xy (x, y) + f
2
yy (x, y)
)
 dΩ
(2.5)
where λ is the real-valued regularization parameter and τ ∈ [0, 1] is the real-valued
continuity control parameter. Here, the hybrid functional is used to obtain a smooth
transition from membrane model to the plate model. Note that, for τ = 0, the functional
reduces to the membrane model, for τ = 1 it reduces to the plate model, and for
intermediate values of this parameter we obtain hybrid surfaces. In order to find a smooth
transition between two filter groups, we need the solution of the Euler-Lagrange equation
associated to the hybrid functional. In the next section, the R-filter corresponding to the
hybrid functional will be derived and analyzed.
2.1 Derivation of Two Dimensional R- and G-Filter
We now consider the hybrid energy functional and try to find out a function f(x, y)
minimizing the functional. As a first step, we obtain the Euler-Lagrange equation
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associated with the hybrid functional
f (x, y)− B (fxx (x, y) + fyy (x, y))+
A (fxxxx (x, y) + 2fxxyy (x, y) + fyyyy (x, y)) = d (x, y)
(2.6)
on Ω = {(x, y) |x ≥ 0, x ≥ 0} where A = λτ and B = λ(1− τ) with the mixed boundary
conditions
lim
x,y→∞
f (x, y) = 0,
lim
x,y→∞
∂f(x,y)
∂x
= 0, lim
x,y→∞
∂f(x,y)
∂y
= 0,
lim
x,y→0
∂f(x,y)
∂x
= 0, lim
x,y→0
∂f(x,y)
∂y
= 0,
(2.7)
and
s
Ω
f(x, y)dxdy = 1
4
,
f(x, y) = f(y, x).
(2.8)
The partial differential equation (2.6) can be written in terms of differential operators as
Lf = d,
L = A (Dxxxx + 2Dxxyy +Dyyyy)− B (Dxx +Dyy) + 1
(2.9)
where Dxx = ∂
2
∂x2
, Dyy =
∂2
∂y2
, Dxxxx =
∂4
∂x4
, Dxxyy =
∂4
∂x2∂y2
, and Dyyyy = ∂
4
∂y4
. Note that
Dxxxx + 2Dxxyy +Dyyyy = (Dxx +Dyy) (Dxx +Dyy) = (Dxx +Dyy)
2
. The differential
operator, L, becomes
L = A (Dxx +Dyy)2 − B (Dxx +Dyy) + 1 (2.10)
We may express (2.10) as
L = AL1L2 = A (Dxx +Dyy − η) (Dxx +Dyy − ξ)
L1 = (Dxx +Dyy − η)
L2 = (Dxx +Dyy − ξ)
(2.11)
where η and ξ are the roots of the polynomial, As2 − Bs + 1. Here, the operators L1 and
L2 are known as the two-dimensional diffusion equation. Five cases arise with respect to
A = 0, B = 0, and the sign of Δ = B2−4A. The values of η and ξ are given in Table.1 for
these cases. The solutions (R-filter) corresponding to each case are summarized in Table.2.
The detail of the derivations is given in the following subchapters.
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2.1.1 Case I: Δ > 0
The characteristic polynomial is given by As2 − Bs + 1 according to (2.10). The roots of
the polynomial are both real: s1,2 = B∓
√
Δ
2A
. The corresponding differential operators for
these roots are given as follows
L = AL1L2 = A
(
Dxx +Dyy − B +
√
Δ
2A
)(
Dxx +Dyy − B −
√
Δ
2A
)
(2.12)
L1 =
(
Dxx +Dyy − B+
√
Δ
2A
)
L2 =
(
Dxx +Dyy − B−
√
Δ
2A
) (2.13)
The equation (2.12) has a solution of the form
R (x, y) = P (x)Q (y) + S (x)T (y) (2.14)
where
a = B+
√
Δ
2A
,
b = B−
√
Δ
2A
.
(2.15)
Note that a and b are both positive constants since B >
√
B2 − 4A. Plugging the equation
(2.15) into (2.14) and dividing the both sides to P (x)Q(y) yields
1
P
d2P
dx2
+ 1
Q
d2Q
dy2
= a2,
1
S
d2S
dx2
+ 1
T
d2T
dy2
= b2.
(2.16)
The left hand equation depends only on x and right hand side depends only on y. Since x
and y are independent variables, two ratios must equal to some constants
1
P
d2P
dx2︸ ︷︷ ︸
constant
= a2 − 1
Q
d2Q
dy2︸ ︷︷ ︸
constant
,
1
P
d2P
dx2
= ±α2,
1
Q
d2Q
dy2
= ±β2,
±α2 ∓ β2 = a2.
(2.17)
We now see that the original problem has been reduced to the solving of two ordinary
differential equations. In order to determine the non-trivial solution of R(x, y), we need to
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find the values of α and β for which the mixed boundary value problem (2.12)-(2.15) has
a non-trivial solution. We consider three cases.
• Case 1: α2 − β2 = a2
Here the roots of the auxiliary equations are ±α,±βi. So a general solution is of
the following form: (C1e−αx + C2eαx) (D1 cos (βy) +D2 sin (βy)). The boundary
condition (2.7) enforces the solution to be zero at infinity lim
x,y→∞
R (x, y) = 0. This is
true only when C2 = D1 = D2 = 0. So there is no non-trivial solution for this case.
• Case 2: −α2 + β2 = a2
The conclusion from the Case 1 also applies to this case.
• Case 3: α2 + β2 = a2
The roots of the auxiliary equations are ±α,±β. A general solution is of the
following form: (C1e−αx + C2eαx)
(
D1e
−βy +D2eβy
)
. The boundary conditions
(2.7) give C2 = D2 = 0. Therefore the non-trivial solutions (eigenfunctions)
corresponding to the eigenvalues are given by
P (x)Q (y) = e−(αx+βy),
S (x)T (y) = e−(μx+υy).
(2.18)
Combining the equation (2.18) with the equation (2.14) we obtain the functions
R (x, y) = K1e
−(αx+βy) +K2e−(μx+υy) (2.19)
which are solutions of the fundamental partial differential equation (2.12). The
solution must satisfy the following boundary condition
lim
x,y→0
∂f(x,y)
∂x
= 0, lim
x,y→0
∂f(x,y)
∂y
= 0,
αK1 + μK2 = 0,
βK1 + υK2 = 0.
(2.20)
The general solution now becomes
R (x, y) = K
(
μυe−(αx+βy) − αβe−(μx+υy)) ,
α2 + β2 = a2,
μ2 + υ2 = b2.
(2.21)
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Since we are looking for a solution such that R(x, y) = R(y, x), then α = β = a√
2
and μ = υ = b√
2
. Finally the solution becomes
R (x, y) =
K√
2
(
be
−a(x+y)√
2 − ae− b(x+y)√2
)
. (2.22)
K can be determined from the following integral
s
f(x, y) = 1,
K√
2
∞∫
0
∞∫
0
be
−a(x+y)√
2 − ae− b(x+y)√2 = 1,
K = ab
b2−a2 .
(2.23)
The only non-trivial solution for the Case I is
R (x, y) = 1√
2
ab
b2−a2
(
be
−a(x+y)√
2 − ae− b(x+y)√2
)
R (x, y) = 1 1a
/
√
2
2−
 1
b
/
√
2

2
(
1
a/
√
2
e
− a√
2
(x+y) − 1
b/
√
2
e
− b√
2
(x+y)
)
(2.24)
2.1.2 Case II: Δ = 0
The characteristic polynomial is given by As2 − Bs + 1 according to (2.10). The roots of
the polynomial are both real: s1 = s2 = B2A . The corresponding differential operators for
these roots are given as follows
L = A
(
Dxx +Dyy − B
2A
)2
(2.25)
The equation (2.25) has a solution of the form
R (x, y) = (M1x+M0)P (x) (N1y +N0)Q (y) (2.26)
Plugging the equation (2.26) into (2.25) and dividing the both sides to P (x)Q(y) yields
1
P
d2P
dx2
+
1
Q
d2Q
dy2
= a2 (2.27)
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where a =
√
B
2A
. The left hand equation depends only on x and right hand side depends
only on y. Since x and y are independent variables, two ratios must equal some constants.
1
P
d2P
dx2︸ ︷︷ ︸
constant
= a2 − 1
Q
d2Q
dy2︸ ︷︷ ︸
constant
,
1
P
d2P
dx2
= ±α2,
1
Q
d2Q
dy2
= ±β2,
±α2 ∓ β2 = a2.
(2.28)
We now see that the original problem has been reduced to the solving of two ordinary
differential equations. In order to determine the non-trivial solution of R(x, y), we need to
find the values of α and β for which the mixed boundary value problem (2.12)-(2.15) has
a non-trivial solution. We consider three cases.
• Case 1: α2 − β2 = a2
The roots of the auxiliary equations are ±α,±βi. So a general solution is of
the following form: (C1e−αx + C2eαx) (D1 cos (βy) +D2 sin (βy)). The boundary
condition (2.7) enforces the solution to be zero at infinity lim
x,y→∞
R (x, y) = 0. This is
true only when C2 = D1 = D2 = 0. So there is no non-trivial solution for this case.
• Case 2: −α2 + β2 = a2
The conclusion from the Case 1 also applies to this case.
• Case 3: α2 + β2 = a2
The roots of the auxiliary equations are ±α,±β. A general solution is of the
following form: (C1e−αx + C2eαx)
(
D1e
−βy +D2eβy
)
. The boundary conditions
(2.7) give C2 = D2 = 0. Therefore the non-trivial solutions (eigenfunctions)
corresponding to the eigenvalues are given by
P (x)Q (y) = e−(αx+βy) (2.29)
Since we are looking for a solution such that R(x, y) = R(y, x), then α = β = a√
2
,
and M1 = N1,M0 = N0. The solution must also satisfy the following boundary
condition
lim
x,y→0
∂f (x, y)
∂x
= 0, lim
x,y→0
∂f (x, y)
∂y
= 0 (2.30)
21
lim
x,y→0
∂f(x,y)
∂x
= lim
x,y→0
((
M1 (M1y +M0)− a√2 (M1x+M0) (M1y +M0)
)
e
− a√
2
(x+y)
)
=M1M0 − a√2M20 = 0
M1 =
a√
2
M0
(2.31)
Finally the solution becomes
R (x, y) =M20
(
a√
2
x+ 1
)(
a√
2
y + 1
)
e
− a√
2
(x+y) (2.32)
M20 can be determined from the following integral equation
∞∫
0
∞∫
0
R(x, y)dxdy = 1,
M20
∞∫
0
∞∫
0
(
a√
2
x+ 1
)(
a√
2
y + 1
)
e
− a√
2
(x+y)
= 1,
M20
(
a+
√
2
a
)2
= 1.
(2.33)
The only non-trivial solution for the Case II is
R (x, y) =
a√
2
a√
2
+ 1
(
a√
2
‖x‖+ 1
)(
a√
2
‖y‖+ 1
)
e
− a√
2
(‖x‖+‖y‖) (2.34)
2.1.3 Case III: Δ < 0
The characteristic polynomial is given by As2 − Bs + 1 according to (2.10). The roots of
the polynomial are both real: s1,2 =
B∓i
√
|Δ|
2A
. The corresponding differential operators for
these roots are given as follows
L = AL1L2 = A
(
Dxx +Dyy − B+i
√
|Δ|
2A
)(
Dxx +Dyy − B−i
√
|Δ|
2A
)
,
L1 =
(
Dxx +Dyy − B+i
√
|Δ|
2A
)
,
L2 =
(
Dxx +Dyy − B−i
√
|Δ|
2A
)
.
(2.35)
The equation (2.12) has a solution of the form
R (x, y) = P (x)Q (y) + S (x)T (y) (2.36)
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where
a2 =
B+i
√
|Δ|
2A
,
b2 =
B−i
√
|Δ|
2A
.
(2.37)
Plugging the equation (2.36) into (2.35) and dividing the both sides to yields
1
P
d2P
dx2
+ 1
Q
d2Q
dy2
= a2,
1
S
d2S
dx2
+ 1
T
d2T
dy2
= b2.
(2.38)
The left hand equation depends only on x and right hand side depends only on y. Since x
and y are independent variables, two ratios must be equal to some constants.
1
P
d2P
dx2︸ ︷︷ ︸
constant
= a2 − 1
Q
d2Q
dy2︸ ︷︷ ︸
constant
,
1
P
d2P
dx2
= α2,
1
Q
d2Q
dy2
= β2,
α2 + β2 = a2.
(2.39)
We now see that the original problem has been reduced to the solving of two ordinary
differential equations. In order to determine the non-trivial solution of R(x, y), we need to
find the values of α and β for which the mixed boundary value problem (2.10)-(2.8) has a
non-trivial solution. Since a is a complex number, the roots of the auxiliary equations, α
and β, are both complex numbers. So the general solution is of the following form
P (x)Q(y) = C1e−‖α‖ cos(ϕ)x (M1 cos (sin (ϕ) ‖α‖x)− iM2 sin (sin (ϕ) ‖α‖x))+
C2e
‖α‖ cos(ϕ)x (V1 cos (sin (ϕ) ‖α‖x) + iV2 sin (sin (ϕ) ‖α‖x))
 D1e−‖β‖ cos(φ)y (N1 cos (sin (φ) ‖β‖ y)− iN2 sin (sin (φ) ‖β‖ y))+
D2e
‖β‖ cos(φ)y (W1 cos (sin (φ) ‖β‖ y) + iW2 sin (sin (φ) ‖β‖ y))

(2.40)
where (‖α‖ , ϕ) and (‖β‖ , φ) are the polar coordinate representation of α and β. The
boundary condition (2.7) enforces the solution to be zero at infinity, lim
x,y→∞
R (x, y) = 0.
This is true only when C2 = D2 = 0. Therefore the non-trivial solutions (eigenfunctions)
corresponding to the eigenvalues are given by
P (x)Q(y) = Ke−(‖α‖ cos(ϕ)x+‖β‖ cos(φ)y)
× (M1 cos (sin (ϕ) ‖α‖x)− iM2 sin (sin (ϕ) ‖α‖x))
× (N1 cos (sin (φ) ‖β‖ y)− iN2 sin (sin (φ) ‖β‖ y))
(2.41)
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Since we are looking for a solution such that f(x, y) = f(y, x), then (‖α‖ , φ) = (‖β‖ , ϕ),
‖α‖ = ‖β‖ = 1
2
4
√
B2+|Δ|
A2
, φ = ϕ = 1
2
arctan
(√
Δ
B
)
,M1 = N1,M2 = N2.
P (x)Q(y) = Ke−‖α‖ cos(ϕ)(x+y) (cos (sin (φ) ‖α‖x) cos (sin (φ) ‖α‖y)−
(sin (sin (φ) ‖α‖x) sin (sin (φ) ‖α‖y ))
 (2.42)
Then R(x, y) becomes
R(x, y) = K1e
−‖α‖ cos(ϕ)(x+y) cos (sin (φ) ‖α‖ (x+ y)) (2.43)
We find S(x)T (y) following similar steps given above as
S(x)T (y) = K2e
−‖α‖ cos(ϕ)(x+y) sin (sin (φ) ‖α‖ (x+ y)) (2.44)
The solution must satisfy the following boundary condition
lim
x,y→0
∂R(x,y)
∂x
= 0, lim
x,y→0
∂R(x,y)
∂y
= 0
(2.45)
Combining the equation (2.41) with the equation (2.36) we obtain the functions
R (x, y) = Ke−‖α‖ cos(ϕ)(x+y) (cos (sin (φ) ‖α‖ (x+ y) + sin (sin (φ) ‖α‖ (x+ y)))
(2.46)
which are solutions of the fundamental partial differential equation (2.35). K can be
determined from the following integral
∞∫
0
∞∫
0
R(x, y)dxdy = 0.25, (2.47)
The only non-trivial solution for the Case III is
R (x, y) = K exp
(
− cos(θ)(|x|+|y|)4√4A
)
(cos (θ) cos (ϕ (|x|+ |y|) + sin (θ) sin (ϕ (|x|+ |y|))) .
(2.48)
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where
K = 4√
A cos3(θ) sin2(2θ)
,
2θ = arctan
√
|Δ|
B
,
ϕ = 14√4A sin (θ).
(2.49)
2.1.4 Case IV: A = 0
The characteristic polynomial is given by 1 − Bs according to (2.10). The root of the
polynomial is s = 1
B
. The corresponding differential operators for these roots are given as
follows
L = (−B (Dxx +Dyy) + 1) (2.50)
The equation (2.50) has a solution of the form
R (x, y) = P (x)Q (y) (2.51)
Plugging the equation (2.51) into (2.50) and dividing the both sides to P (x)Q(y) yields
1
P
d2P
dx2
+
1
Q
d2Q
dy2
= a2 (2.52)
where a =
√
1
B
. The left hand equation depends only on x and right hand side depends
only on y. Since x and y are independent variables, two ratios must equal some constants.
1
P
d2P
dx2︸ ︷︷ ︸
constant
= a2 − 1
Q
d2Q
dy2︸ ︷︷ ︸
constant
,
1
P
d2P
dx2
= ±α2,
1
Q
d2Q
dy2
= ±β2,
±α2 ∓ β2 = a2.
(2.53)
We now see that the original problem has been reduced to the solving of two ordinary
differential equations. In order to determine the non-trivial solution of R(x, y), we need to
find the values of α and β for which the mixed boundary value problem (2.12)-(2.15) has
a non-trivial solution. We consider three cases.
• Case 1: α2 − β2 = a2
The roots of the auxiliary equations are ±α,±βi. So a general solution is of
the following form: (C1e−αx + C2eαx) (D1 cos (βy) +D2 sin (βy)). The boundary
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condition (2.7) enforces the solution to be zero at infinity lim
x,y→∞
R (x, y) = 0. This is
true only when C2 = D1 = D2 = 0. So there is no non-trivial solution for this case.
• Case 2: −α2 + β2 = a2
The conclusion from the Case 1 also applies to this case.
• Case 3: α2 + β2 = a2
The roots of the auxiliary equations are ±α,±β. A general solution is of the
following form: (C1e−αx + C2eαx)
(
D1e
−βy +D2eβy
)
. The boundary conditions
(2.7) give C2 = D2 = 0. Therefore the non-trivial solutions (eigenfunctions)
corresponding to the eigenvalues are given by
P (x)Q (y) = Ke−(αx+βy) (2.54)
Since we are looking for a solution such that R(x, y) = R(y, x), then α = β = a√
2
.
The solution must also satisfy the following integral equation
s
f(x, y) = 1,
K
∞∫
0
∞∫
0
e
− a√
2
(x+y)
= 1,
K = 2
a2
.
(2.55)
Finally the solution becomes
R (x, y) =M20
(
a√
2
x+ 1
)(
a√
2
y + 1
)
e
− a√
2
(x+y) (2.56)
The only non-trivial solution for the Case IV is
R (x, y) = 2B exp (−
√
1
2B
(|x|+ |y|)) (2.57)
2.1.5 Case V: B = 0
Case V is a special case of Case III where θ = π
2
. The solution is simply written as
R (x, y) = K exp
(
− (|x|+|y|)
2 4
√
A
)
(cos (ϕ (|x|+ |y|)) + sin (ϕ (|x|+ |y|))) .
(2.58)
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Table 2.1: Two Dimensional R(x, y;λ, τ)-filters.
Case R(x, y)
2A√
Δ
[a exp (−b(|x|+ |y|))− b exp (−a(|x|+ |y|))],
I Δ > 0 a =
√
B+
√
Δ
4A
,
b =
√
B−√Δ
4A
K exp (− 14√4A cos (θ)(|x|+ |y|))×
(cos (θ) cos (ϕ(|x|+ |y|)) + sin (θ) sin (ϕ(|x|+ |y|)))
II Δ < 0 K = 4√
A cos3(θ) sin2(2θ)
,
2θ = arctan
√
|Δ|
B
,
ϕ = 14√4A sin (θ)
III Δ = 0 1
4B
( 1√
B
|x|+ 1)( 1√
B
|y|+ 1) exp (−
√
1
B
(|x|+ |y|))
IV A = 0 2B exp (−
√
1
2B
(|x|+ |y|))
V B = 0 8√
A
2
exp
(
− (|x|+|y|)
2 4
√
A
)
(cos (ϕ (|x|+ |y|)) + sin (ϕ (|x|+ |y|)))
ϕ = 1
2 4
√
A
where
K = 8√
A
,
ϕ = 1
2 4
√
A
.
(2.59)
2.2 Smoothing Filter: R−Filter
In the previous section we derived two dimensional smoothing filters by solving several
partial differential equations of different types. These filters are summarized in Table 2.1.
R−filters are not circular symmetric on contrary to the Gaussian filter. The level set
geometry of the filters is given in the Fig. 2.1. This causes the response to the R−filter
at the local features such as edge primitive, line or corner varies with the orientation.
Fig. 2.4 shows the R−filter (R(x, y;λ, τ)) for the specified values of λ and τ including
all five cases. The parameter values and the corresponding cases are shown in Table 2.4.
Although only nine discrete values of the parameters are used, the above formulation
allows us to obtain the R(x, y;λ, τ) filters as λ and τ values vary continuously in the
range λ > 0 and 0 ≤ τ ≤ 1. Fig. 2.3 shows a sketch of the λτ−space, where the curves
specified by λτ/(1 − τ)2 = k are shown for various values of k. The thick curve with
λτ/(1 − τ)2 = 4 derived from Δ = 0 divides the space, limited by τ = 0 (the membrane
model) and τ = 0 (the plate model) lines, into two regions, say Regions I and II. The
analysis of this space reveals that the shape of the filter does not change as we move along
any λτ/(1 − τ)2 = constant curve. On the other hand, moving across these curves will
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Table 2.2: Two Dimensional Discrete R(m,n)-filters.
Case R(m,n)
H(a exp (−b(|m|+ |n|))− b exp (−a(|m|+ |n|))),
I Δ > 0 H = a(1−e
−a)
2
(1+e−b)
2−b(1+e−a)2(1−e−b)2
(1−e−a)2(1−e−b)2
a =
√
B+
√
Δ
4A
,
b =
√
B−√Δ
4A
H (cos (θ) cos (ϕ (|m|+ |n|)) + sin (θ) sin (ϕ (|m|+ |n|)))
II Δ < 0 × exp−( cos(θ)(|m|+|n|)4√4A )
H = 4√
A cos3(θ) sin2(2θ)
,
2θ = arctan
(√
|Δ|
B
)
,ϕ = 14√4A sin (θ)
III Δ = 0 H( 1√
B
|m|+ 1)( 1√
B
|n|+ 1)e− 1√B (|m|+|n|)
H =
(
1−e−
1√
B
)4
(
1+ 2√
B
e
− 1√
B −e−
2√
B
)2
IV A = 0
(
1−exp (− 1√
2B
)
1+exp (− 1√
2B
)
)2
exp (−
(
(|m|+|n|)√
2B
)
)
V B = 0 8√
A
exp
(
− (|m|+|n|)
2 4
√
A
)
(cos (ϕ (|m|+ |n|)) + sin (ϕ (|m|+ |n|)))
ϕ = 1
2 4
√
A
Table 2.3: Values of s1 and s2 for five cases.
Case s1 s2
I Δ > 0 B+
√
Δ
2A
B−√Δ
2A
II Δ < 0 B+i
√
|Δ|
2A
B−i
√
|Δ|
2A
III Δ = 0 B
2A
B
2A
IV A = 0 1
B
-
V B = 0 i
√
A
2
−i
√
A
2
considerably change the shape of the corresponding filter. One of the important differences
between filters in Region I and in Region II is that the R-filter does not have negative values
for any λ and τ in Region I, where as it will have two negative lobes at both sides of the
central positive lobe for λ and τ in Region II. These negative values are the primary reasons
for the overshoots around discontinuities at the filtered images. Thus one can observe that
in Region I, the first order R-filter is gradually transformed to a Gaussian like filter as
τ increases while in region II, the Gaussian-like filter is transformed to the second order
R-filter as τ increases.
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Table 2.4: Filter types associated with the selected parameter values.
τ
λ 0.0 0.5 1.0
1 IV II I
8 IV III I
16 IV I I
Figure 2.1: The geometry of level set for R−filters
(a) λ = 1.0, τ = 0.0, 0.5, 1.0
(b) λ = 8.0, τ = 0.0, 0.5, 1.0
(c) λ = 16.0, τ = 0.0, 0.5, 1.0
Figure 2.2: R-filters (τ takes the values 0.0, 0.5, and 1.0 from left to right).
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Figure 2.3: λτ/(1− τ)2 = constant curves in λτ -space.
Table 2.5: Two Dimensional G-filter along x direction : G(x)(x, y;λ, τ).
Case G(x)(x, y)
2A√
Δ
sgn(x) a b [exp (−a(|x|+ |y|))− exp (−b(|x|+ |y|))],
I Δ > 0 a =
√
B+
√
Δ
4A
,
b =
√
B−√Δ
4A
.
−K 14√4A sgn(x) exp (− 14√4A cos (θ)(|x|+ |y|))×
[cos (2θ) cos (ϕ(|x|+ |y|)) + sin (2θ) sin (ϕ(|x|+ |y|))],
II Δ < 0 K = 4√
A cos3(θ) sin2(2θ)
,
2θ = arctan
√
|Δ|
B
,
ϕ = 14√4A sin (θ).
III Δ = 0 −1
4B2
|x| sgn(x) ( 1√
B
|y|+ 1) exp (−
√
1
B
(|x|+ |y|))
IV A = 0 −√2B sgn(x) exp (−
√
1
2B
(|x|+ |y|))
V B = 0 8√
A
2
exp
(
− (|x|+|y|)
2 4
√
A
)
(cos (ϕ (|x|+ |y|)) + sin (ϕ (|x|+ |y|)))
ϕ = 1
2 4
√
A
.
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2.3 Edge Detection Filter: G-Filter
The G-filter is obtained by taking the derivative of R-filter with respect to x and y. G-filter
along x direction denoted by Gx (x, y) is given in Table 2.4. Note that the R-filters
are symmetric while the G-filters are anti-symmetric. Both filters do not have circular
symmetry. In order to implement the scale-space filtering, we discretized the G(x, y)
filters in such a way that the discretized form still satisfy that
∑
m
∑
n ‖G(m,n)‖ = 1
and
∑
m
∑
nG(m,n) = 0. The discretized version is given in Table. 2.5. Fig. 2.2 shows
the G−filter (G(m,n;λ, τ)) for the specified values of λ and τ . The parameter values and
the corresponding cases are shown in Table 2.4. Although only nine discrete values of the
parameters are used, the above formulation allows us to obtain the Gx(m,n;λ, τ) filters as
λ and τ values vary continuously in the range λ > 0 and 0 ≤ τ ≤ 1.
Table 2.6: Two Dimensional Discrete G-filter along x direction : G(x)(m,n;λ, τ).
Case G(x)(m,n)
2A√
Δ
sgn(m) a b [exp (−a(|m|+ |n|))− exp (−b(|m|+ |n|))],
I Δ > 0 a =
√
B+
√
Δ
4A
,
b =
√
B−√Δ
4A
.
−K 14√4A sgn(m) exp (− 14√4A cos (θ)(|m|+ |n|))×
[cos (2θ) cos (ϕ(|m|+ |n|)) + sin (2θ) sin (ϕ(|m|+ |n|))],
II Δ < 0 K = 4√
A cos3(θ) sin2(2θ)
,
2θ = arctan
√
|Δ|
B
,
ϕ = 14√4A sin (θ).
III Δ = 0 −1
4B2
|x| sgn(m) ( 1√
B
|n|+ 1) exp (−
√
1
B
(|m|+ |n|))
IV A = 0 −√2B sgn(m) exp (−
√
1
2B
(|m|+ |n|))
V B = 0 8√
A
2
exp
(
− (|m|+|n|)
2 4
√
A
)
sgn(m) (cos (ϕ (|m|+ |n|)) + sin (ϕ (|m|+ |n|)))
ϕ = 1
2 4
√
A
.
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(a) λ = 1.0
(b) λ = 8.0
(c) λ = 16.0
Figure 2.4: G-filters (τ takes the values 0.0, 0.5, and 1.0 from left to right).
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Table 2.7: The normalized mean square error (NMSE) between the reconstructed images
and the original image.
SNR=12dB SNR=8.5dB SNR=5.5dB
τ ⇒ 0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0
1.0 31.0 26.8 29.5 31.8 28.7 31.5 32.7 30.9 33.6
Checkerboard λ 8.0 54.5 48.5 35.9 54.8 48.6 36.3 54.9 48.8 36.9
16.0 64.2 54.5 39.5 65.3 54.5 39.9 75.6 54.7 40.2
1.0 47.5 35.7 38.7 48.0 37.2 39.8 48.6 38.9 41.5
Bars λ 8.0 77.2 74.8 54.6 77.3 74.8 55.0 77.3 74.8 55.5
16.0 84.2 77.7 60.3 84.2 77.7 60.5 84.2 77.8 60.9
2.4 Serial Implementation
In order to obtain a scale space representation and edge detection, one should first
discretized the R- and G-Filters. After discretization such that R-filter coefficients sum to
unit and G-filter coefficients sum to zero. Does the hybrid model provide any improved
results as compared to the membrane and plate functionals? To answer this question
we consider a checkerboard image (Fig. 2.5) and then analyze the reconstructed images
obtained with τ = 0, 0.5, and 1, which are shown in Fig. 2.6. We see that each model
has its own difficulty in reconstructing the original image. On the other hand, the hybrid
solution obtained with τ = 0.5 does not suffer from over smoothed discontinuities of the
membrane solution or the overshoots of the plate solution. As compared to these two
standard models, the hybrid model provides a better replica of the original surface. In
order to evaluate the reconstructed surfaces quantitatively, we calculate the mean square
error (nmse) between the original image and the reconstructed image, shown in Table 2.7.
The hybrid model results in a smaller nmse as compared to the membrane and plate model
for the moderate λ values, while the nmse value is the smallest for the membrane model for
large λ values in which case none of the results are satisfactory. Besides these quantitative
results, the plate model causes overshoots around discontinuities on these surfaces are the
major drawbacks of this model. For example, when the reconstructed surfaces are used in
classifying the surfaces based on the curvature, these overshoots will create misclassified
surface patches around discontinuities.
Figure 2.5: The noisy bars and checkerboard images (SNR=12dB)
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(a) λ = 1.0
(b) λ = 8.0
(c) λ = 16.0
Figure 2.6: λτ -space Representation of noisy checkerboard image (τ takes the values
0.0, 0.5, and 1.0 from left to right).
Similarly, when a Laplacian-based edge detection algorithm is used, these overshoots will
give rise to spurious edges due to the sign change at these points. The solution provided by
the hybrid model can be considered as the best choice for these problems. The quantitative
and qualitative results show experimentally that improved results may be obtained by
means of the hybrid model with 0 < τ < 1 and it justifies sweeping of τ values between 0
and 1 as well as sweeping λ in continuum to obtain the so called λτ -space representation
of images. In order to expose the properties of the generalized edge detection algorithm
and the advantages of using such a filter for different purposes, we have considered two
different set of images. The first set of images shown in Fig. 2.5 consists of noisy
checkerboard and bar images. These synthetic images are useful to determine how well
the detector can handle the tradeoff between the detection and localization performances
and to evaluate the results quantitatively as well. The λτ -space edge representations for
checkerboard and bar images are shown in Fig. 2.6. To quantitatively evaluate the results,
we calculated the conditional probability of a detected edge pixel given an ideal edge pixel,
Pr(DE/IE), the conditional probability of an ideal edge pixel given a detected edge pixel,
Pr(IE/DE), the Pratt’s Figure of Merit (FoM), and the mean square distance (MSD)
between ideal and detected edge pixels [12]. The mean square distance and the figure of
merit are defined as
MSD =
1
nd
nd∑
i=1
d2i (2.60)
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(a) λ = 1.0
(b) λ = 8.0
(c) λ = 16.0
Figure 2.7: λτ -space representation of edges (τ takes the values 0.0, 0.5, and 1.0 from
left to right).
and
FOM =
1
max{nd, nt}
nd∑
i=1
1
1 + 0.9d2i
, (2.61)
where nd and nt are the number of detected and ideal edge points, respectively, and di is
the edge deviation for the ith detected edge pixel. Edge detectors should maximize the
probability measures Pr(DE/IE) and Pr(IE/DE) as well as FoM while minimizing
the error distance. The quantitative results are shown in Table 2.8. As another test image,
we have considered the noisy house image in Fig. 2.8 where the standard deviation of
the additive Gaussian noise is 80. The λτ -space edge representation obtained with the
generalized edge detector is shown in Fig. 2.9. In this case, the first-order R-filter results
in noisy edge fragments as shown in the left column. Note that even with a large value
of the smoothing parameter λ, these noisy and disconnected edges can not be eliminated.
For this image, the edges obtained with τ = 0.5 are better. These two examples show
that different problems require different edge detectors and the generalized edge detector
is capable of producing these different results as samples of the scale-continuity (λτ ) space
representation.
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Table 2.8: Quantitative evaluation of edges from the checkerboard image.
SNR=12dB SNR=8.5dB SNR=5dB
λ τ = 0 0.5 1 0 0.5 1 0 0.5 1
P(DE/IE) 0.58 0.51 0.52 0.56 0.48 0.47 0.52 0.46 0.46
P(IE/DE) 0.59 0.50 0.52 0.57 0.49 0.48 0.58 0.52 0.48
1.0 MSD 0.64 0.77 0.75 0.66 0.77 0.77 0.64 0.69 0.75
FOM 0.60 0.52 0.53 0.58 0.51 0.50 0.53 0.48 0.48
P(DE/IE) 0.79 0.73 0.46 0.73 0.57 0.46 0.62 0.57 0.45
P(IE/DE) 0.81 0.79 0.47 0.75 0.64 0.47 0.63 0.62 0.45
8.0 MSD 0.45 0.49 0.82 0.53 0.72 0.86 0.70 0.82 0.88
FOM 0.80 0.74 0.49 0.74 0.58 0.49 0.63 0.58 0.47
P(DE/IE) 0.79 0.45 0.44 0.79 0.47 0.44 0.73 0.44 0.42
P(IE/DE) 0.90 0.50 0.48 0.88 0.50 0.46 0.83 0.45 0.45
16.0 MSD 0.36 0.71 0.83 0.34 0.77 0.89 0.57 0.89 0.88
FOM 0.79 0.47 0.46 0.79 0.49 0.46 0.74 0.47 0.44
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Figure 2.8: The original and noisy (SNR=2.4dB) house images
(a) λ = 1.0
(b) λ = 8.0
(c) λ = 16.0
Figure 2.9: λτ -space Representation of edges for the noisy house image (τ takes the
values 0.0, 0.5, and 1.0 from left to right).
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2.5 Recursive Implementation
Serial implementation (Fig. 2.10) explained above has one major drawback: filtering with
R−filter requires O(L2) multiplications where
L = max
(
1
e1
,
1
e2
)
× ln
(
1
ε
)
and
e1 =
√
b+
√
Δ
4a
, e2 =
√
b−√Δ
4a
.
Computational complexity increases as λ increases. One solution to keep the complexity
constant is to use recursive implementation where two dimensional space is partitioned
into four regions in such a way that the final system is causal and the filter is rewritten as
the sum of continuous functions which are partially defined over these regions:
R(m,n) =

RI(m,n) ;m,n ≥ 0
RII(m,n) ;m < 0, n > 0
RIII(m,n) ;m,n ≤ 0
RIV (m,n) ;m > 0, n < 0
(2.62)
The boundaries of these four regions are shown in Fig. 2.11. The Z transform is applied to
R(m,n) in each region such that
Hi(z
−1
1 , z
−1
2 ) = Z{Ri(m,n)}; i = I, II, III, IV } (2.63)
and
H(z−11 , z
−1
2 ) = HI(z
−1
1 , z
−1
2 ) +HII(z1, z
−1
2 ) +HIII(z1, z2) +HIV (z
−1
1 , z2). (2.64)
H(z−11 , z
−1
2 ) is called transfer function. The transfer function has the following general
form
H(zp1 , z
q
2) = H00
∑2
m=0
∑2
n=0 cmnz
mp
1 z
nq
2∑2
m=0
∑2
n=0 dmnz
mp
1 z
nq
2
(2.65)
where p, q = ±1. The coefficients in the equation (2.65) are calculated for each R(m,n)
filters of five cases and are summarized in Table.2.9. The architecture of recursive
implementation is given in Fig. 2.12. The relationship between input (i.e. x(m,n)) and
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Figure 2.10: Architecture of serial implementation.
Figure 2.11: Four regions used to partition the space.
output (i.e. y(m,n)) is given by the following equation
y(m,n) = H00

c00x (m,n) + c10x (m− p, n) + c01x (m,n− q)
+c11x (m− p, n− q) + c20x (m− 2p, n) + c02x (m,n− 2q)
+c21x (m− 2p, n− q) + c12x (m− p, n− 2q)
+c22x (m− 2p, n− 2q))

− d10y (m− p, n)− d01y (m,n− q)− d11y (m− p, n− q)
− d20y (m− 2p, n)− d02y (m,n− 2q)−
− d21y (m− 2p, n− q)− d12y (m− p, n− 2q)− d22y (m− 2p, n− 2q)
(2.66)
Since the transfer function has four terms (HI ,HII ,HIII , and HIV ), the output y(m,n) is a
sum of four respective outputs (yI ,yII ,yIII , and yIV ) such that
y(m,n) = yI(m,n) + yII(m,n) + yIII(m,n) + yIV (m,n). (2.67)
Scan order is important in applying the transfer functions given in Table.2.9 the output
at each region. The scan orders are collectively given in Fig. 2.13. Please note that the
recursive architecture (Fig. 2.12) requires constant number of multiplications to compute
y(m,n) when x(m,n) is given. Whatever scale parameters (λ and τ ) are chosen, recursive
implementation needs 52 multiplications for the cases Δ > 0, Δ < 0, and Δ = 0, and 20
multiplications for the case A = 0.
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Table 2.9: Transfer function H(z1, z2) coefficients.
Case R(m,n)
d00 = 1, d10 = d01 = −(e−a + e−b)
Δ > 0 d11 = (e
−a + e−b)2, d20 = d02 = e−(a+b)
d21 = d12 = −e−(a+b)(e−a + e−b), d22 = e−2(a+b)
I c00 = (b− a) , c10 = c01 = be−b − ae−a
c11 = ae
−2a − be−2b
II c10 =
(
ae−b − be−a) , c11 = c20 = e−(a+b) (b− a)
c21 =
(
ae−a + be−b
)
e−(a+b)
III c01 =
(
ae−b − be−a) , c11 = c02 = e−(a+b) (b− a)
c12 =
(
ae−a + be−b
)
e−(a+b)
IV c11 =
(
ae−2b − be−2a) , c21 = c12 = (be−2a − ae−2b)
c22 = (a− b) e−2(a+b)
d00 = 1, d10 = d01 = −2e−
1√
B , d11 = 4e
− 2√
B
Δ = 0 d20 = d02 = e
− 2√
B , d21 = d12 = −2e−
3√
B , d22 = e
− 4√
B
I c00 = 1, c10 = c01 =
(
1√
B
− 1
)
e
− 1√
B , c11 = e
− 2√
B
(
1√
B
− 1
)2
II c10 =
(
1√
B
+ 1
)
e
− 1√
B , c11 = e
− 2√
B
(
1
B
− 1)
c20 = −e−
2√
B , c21 = −e−
3√
B
(
1√
B
− 1
)
III c01 =
(
1√
B
+ 1
)
e
− 1√
B , c11 = e
− 2√
B
(
1
B
− 1)
c02 = −e−
2√
B , c12 = −e−
3√
B
(
1√
B
− 1
)
IV c11 =
(
1√
B
+ 1
)2
e
− 2√
B , c21 = c12 = −
(
1√
B
+ 1
)
e
− 3√
B
c22 = e
− 4√
B
d00 = 1, d10 = d01 = −2 cos (w) , d11 = 4 cos2 (w)
Δ < 0 d20 = d02 = e
−2α, d21 = d12 = −2e−2α cos (w) , d22 = e−4α
I c00 = cos (θ) , c10 = c01 = e−α cos (w − θ)
c11 = e
−2α cos (2w − θ)
II c00 = cos (θ) , c10 = −e−α cos (w − θ)
c01 = −e−α cos (w + θ) , c11 = e−2α cos (θ)
III c00 = cos (θ) , c10 = −e−α cos (w − θ)
c01 = −e−α cos (w + θ) , c11 = e−2α cos (θ)
IV c00 = cos (θ) , c10 = c01 = e−α cos (w − θ)
c11 = e
−2α cos (2w − θ)
A = 0 d00 = 1, d10 = d01 = −e−
1√
2B , d11 = e
− 2√
2B
I c00 = 1
II c10 = e−
1√
2B
III c01 = e−
1√
2B
IV c11 = e−
1√
2B
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Figure 2.12: Architecture of recursive implementation.
(a) (b)
(c) (d)
Figure 2.13: Scan order of transfer functions in recursive implementation for Region I (a),
Region II (b), Region III (c), and Region IV (d).
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2.6 Isotropic Diffusion and Recursive Implementation
In this study, we also interpreted the recursive implementation and revealed its relation with
the forth-order isotropic diffusion equation. Forth-order diffusion equation is the minimizer
of the following energy functional
E(f) =
∫ ∫
Ω
λ(1− τ)‖∇f‖2 + λτ ‖Hf‖2dΩ. (2.68)
The corresponding partial differential equation is easily obtained by the Euler-Lagrange
equation follows
∂f
∂t
= (1− τ)λ
(
∂2f
∂x2
+
∂2f
∂y2
)
+ τλ
(
∂4f
∂x4
+ 2
∂4f
∂x2∂y2
+
∂4f
∂y4
)
(2.69)
If the above partial differential equation is discretized using the forward and backward
differences by replacing the Laplacian and the Hessian operators with their discrete
equivalents(
∂2f
∂x2
+
∂2f
∂y2
)
≈ fk+1m+1,n + fk+1m,n+1 + fk+1m−1,n + fk+1m,n−1 − 4fk+1m,n (2.70)
(
∂4f
∂x4
+ 2 ∂
4f
∂x2∂y2
+ ∂
4f
∂y4
)
≈ fk+1m+2,n + fk+1m,n+2 + fk+1m−2,n + fk+1m,n−2−
8
(
fk+1m+1,n + f
k+1
m,n+1 + f
k+1
m−1,n + f
k+1
m,n−1
)
+
2
(
fk+1m+1,n+1 + f
k+1
m−1,n+1 + f
k+1
m+1,n−1 + f
k+1
m−1,n−1
)
+ 20fk+1m,n
(2.71)
then the partial differential equation becomes
fk+1m,n − fkm,n = (1− τ)λr
(
fk+1m+1,n + f
k+1
m,n+1 + f
k+1
m−1,n + f
k+1
m,n−1 − 4fk+1m,n
)
+
τλs

fk+1m+2,n + f
k+1
m,n+2 + f
k+1
m−2,n + f
k+1
m,n−2−
8
(
fk+1m+1,n + f
k+1
m,n+1 + f
k+1
m−1,n + f
k+1
m,n−1
)
+
2
(
fk+1m+1,n+1 + f
k+1
m−1,n+1 + f
k+1
m+1,n−1 + f
k+1
m−1,n−1
)
+ 20fk+1m,n
 . (2.72)
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The transfer function of the system whose input-output relation is governed by the equation
(2.72) is given by
Hˆ (z1, z2;λ, τ) =
1
(1 + 4 (1− τ)λ− 20τλ)−
((1− τ)λ+ 8τλ) (z1 + z2 + z−11 + z−12 )−
τλ
 z21 + z−21 + z22 + z−22 +
2
(
z1z2 + z
−1
1 z2 + z1z
−1
2 + z
−1
1 z
−1
2
)


(2.73)
The transfer function given by the equation (2.65) is a special case of the transfer function
given by the equation (2.72). So recursive implementation is equivalent to the forth-order
isotropic diffusion.
2.7 Evaluation Based on Empirical ROC Curves
There are several parameters to tune when dealing with edge detectors. Usually there is
no easy way to find the optimal edge detector parameters for an image. In fact, one set
of optimal parameters may not be optimal for another image. In this section we will find
optimal edge detection parameters using receiver operator characteristics (ROC) for an
image when its ideal edges are available using exhaustive search. For smoothing filter we
have 2-dimensional search space where the dimensions are λ and τ . For Generalized Edge
Detector (GED) we have 4-dimensional search space where the dimensions are λ, τ , Tlow,
and Thigh. The search space is given in Fig. 2.14.
First the optimum scale parameters (λ∗, τ ∗) in smoothing with R(x, y)−filters are searched
where the noisy and the original images are available. Checkerboard and bar images are
used in searching. Image pairs and the optimum scale parameters are listed in Table 2.10.
Search trajectories for the images given in Table 2.10 are plotted in Fig. 2.15 and Fig. 2.16.
MSE surfaces for the same images are given in Fig. 2.17 and Fig. 2.18. These experiments
verify the previous conclusion that the hybrid solution obtained with τ around 0.5 does not
suffer from over smoothed discontinuities of the membrane solution or the overshoots of
the plate solution. As compared to these two standard models, the hybrid model provides
a better replica of the original surface.
Then the optimum edge detection parameters (λ∗, τ ∗, T ∗low, T ∗high) in edge detection with
G(x, y)−filters are searched where the ideal edges are available. Florida database ([43]) is
used in the experiments. There are 50 natural images and 10 aerial images in the database.
The ground-truth edges are obtained by averaging edges marked by users. Pixels are
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Figure 2.14: Search space for the Generalized Edge Detector.
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Figure 2.15: Search trajectories for the bars images with various SNR values.
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Figure 2.16: Search trajectories for the checkerboard images.
Table 2.10: Optimum scale parameters with respect to mean square error (mse) between
the smoothed image and the original image.
Image dB λ∗ τ ∗ mse
Checkerboard 10 0.75 0.38 237028
20 2.75 0.56 393060
Bars 10 0.75 0.55 90234
15 1.0 0.59 111856
20 1.5 0.62 135814
25 2.0 0.59 159999
30 2.75 0.65 181256
40 2.25 0.28 210896
classified into three classes as edges represented by 0, non-edges represented by 1, and
don’t care pixels represented by 255. Images and their ground truth edges in the data set
are given in Fig. 2.19. An edge detector can report an edge where none exists; this can
be due to noise, or simply poor design or thresholding, and is called a false positive. In
addition, an edge detector could fail to report an edge pixel that does exist. This is called a
false negative or unmatched ground truth. Correct edges are called true positives. Fig. 2.20
presents edges detected with the optimum edge detector parameters (λ∗, τ ∗, T ∗low, T ∗high) for
the images in Florida data set with respect to maximum true positives. The optimum edge
detector parameters (λ∗, τ ∗, T ∗low, T ∗high) are given in Table 2.11. True positive values (tp)
are around 0.99 for almost all images in the data set. It shows that G−filters (GED) can
detect edges successfully when the optimum parameters are available. But this is not the
case in practical applications. Finally, we provide ROC curves used to find the optimum
detector parameters. The curves are given in Fig. 2.21. We may conclude that each image
has different ROC’s and finding optimum detector parameters for a given image almost
impossible.
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Figure 2.17: nmse surfaces for the bars images with various SNR values.
Figure 2.18: nmse surfaces for the checkerboard images.
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Table 2.11: Optimum detector parameters (λ∗, τ ∗, T ∗low, T ∗high) with respect to true
positives (tp) computed between the detected edges and the ground truth edges. fp denotes
false positives and ugt denotes unmatched ground truth.
Image tp fp ugt λ∗ τ ∗ T ∗low T ∗high
101 0.97 0.02 0.09 0.2 0.1 0.02 0.1
103 0.97 0.02 0.09 0.1 0.9 0.01 0.1
104 0.99 0.007 0.17 0.3 0.5 0.01 0.2
105 0.99 0.007 0.02 0.1 0.1 0.02 0.15
106 0.98 0.013 0.02 0.1 0.1 0.02 0.1
108 0.99 0.003 0.02 0.1 0.1 0.05 0.15
109 0.98 0.014 0.10 0.1 0.9 0.03 0.1
110 0.99 0.004 0.04 0.1 0.9 0.01 0.2
111 0.99 0.009 0.04 0.3 0.0 0.05 0.2
125 0.98 0.010 0.013 0.1 0.4 0.03 0.1
126 0.98 0.012 0.0 0.1 0.3 0.04 0.1
130 0.99 0.006 0.01 0.1 0.9 0.01 0.1
131 0.98 0.020 0.03 0.2 0.8 0.01 0.1
132 0.98 0.016 0.00 0.2 1.0 0.01 0.1
133 0.98 0.021 0.30 0.4 0.1 0.03 0.2
134 0.99 0.011 0.00 0.1 0.3 0.03 0.15
137 0.99 0.008 0.00 0.1 0.3 0.02 0.1
138 0.99 0.013 0.01 0.3 0.3 0.03 0.15
143 0.98 0.015 0.03 0.1 0.4 0.03 0.1
144 0.98 0.023 0.03 0.1 0.2 0.02 0.1
146 0.98 0.017 0.01 0.2 0.9 0.02 0.1
202 0.99 0.004 0.01 0.3 0.6 0.04 0.2
203 0.99 0.002 0.00 0.1 0.3 0.01 0.15
204 0.99 0.003 0.01 0.2 0.4 0.01 0.1
207 0.99 0.014 0.00 0.1 0.2 0.05 0.1
214 0.98 0.019 0.05 0.1 0.9 0.02 0.1
215 0.99 0.011 0.01 0.1 0.2 0.03 0.1
217 0.99 0.010 0.16 0.2 0.3 0.03 0.2
2.8 Conclusion
We have presented two dimensional edge detector by using the hybrid model derived
from the membrane and plate models. Compared to the scale space representation, this
representation can decompose the image/surface into a larger number of descriptions, each
of which exhibits different characteristics of the image or surface.
After finding the relationship between the minimization of the hybrid functional and
convolution of an image with a filter, we can regard this representation as an extended
scale space representation where the shape characteristic of the filter as well as its scale
change. The hybrid model and the edge detection have been examined on various types of
data obtained from different cues. We have experimentally shown that the hybrid model
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Figure 2.19: Florida data set and its ground truth edges [43].
48
Figure 2.20: Edges detected with optimum parameters (λ∗, τ ∗, T ∗low, T ∗high) for the images
in Florida data set.
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provides additional information compared to the two extreme constituent models, i.e., the
membrane and plate models. We believe that the proposed representation will be applicable
to a wide variety of problems.
We have derived a general-purpose edge detector from the hybrid model, which
encompasses most of the well-known edge detectors under a unified framework. The edge
representation generated by this operator contains very different edge descriptions, so the
desired edge description required for a given problem can be found in this representation.
We believe that this generalization and flexibility is very suitable for developing successful
vision systems and that the generalized edge detector will find many applications.
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Figure 2.21: (a) True positives (tp), (b) False positives (fp) and (c) Unmatched ground
truth (ugt) plots obtained for various images in Florida data set. In the plots, the x−axis is
λ ∈ [0.1..1.0] and the y−axis is τ ∈ [0.0..1.0].
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3. REGULARIZED NON-LINEAR SOLUTION: ANISOTROPIC λτ -SPACE
In this section, we propose an adaptive scheme for the representation of images and edges
in λτ -space explained in the previous chapter. The space is comprised of two dimensions:
the scale dimension and the continuity dimension, controlling the smoothness and the
continuity of the surface, respectively. The representation is obtained simply by filtering
the image with the filter denoted as R(x, y;λ, τ). We have shown that the representation
is richer than the classical scale-space representation. In our proposed scheme, we let the
space parameters, λ and τ , to vary through the image respecting the feature directions. Also
we apply iterative smoothing scheme in which an image is smoothed at each iteration by
controlling the space parameters also in time. The first aspect of the algorithm is connected
with the robustness to noise. The second aspect of the algorithm concerns the way it treats
the direction of the edges. The relation between the proposed algorithm and the anisotropic
diffusion is also established in this study.
3.1 Introduction
Our purpose in this study is to introduce an adaptive scheme for λτ -space representation
using regularization and partial differential equation framework. Nonlinear partial
differential equations have attracted great interest in solving many low-level image
processing and computer vision problems including image restoration [44, 45], edge
detection [46, 47], stereo [48] and curve evaluation [49, 50]. This is due to their ability
of modeling the image in continuous domain and high accuracy and stability properties
when discretized.
Partial differential equations mostly arise from regularization stemming from the
formulation of image processing problems as energy functionals. Regularization is a
general framework used to convert an ill-posed problem to well-posed by restricting the
class of admissible solutions using constraints such as smoothness. Smoothness could be
imposed in the form of derivatives of the solution. Gökmen and Jain [1] presented a method
based on regularization with filters in which regularization term consists of first and second
order partial derivatives of the solution. First order derivatives correspond to membrane
model and second order derivatives correspond to thin plate model. The smoothing
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filter, R(x, y), associated to the functional is obtained by solving Euler-Lagrange equation
resulting in forth-order partial differential equation. These filters and their properties are
investigated in [4]. λτ -space representation of images and edges are formed by convolving
the image with the filters denoted as R(x, y).
One major drawback of the algorithm is that space parameters are constant throughout
the image space causing the edges to be blurred while noise is removed elsewhere. This
problem is due to the linear nature of the representation. To overcome this problem,
we present an anisotropic λτ -space image and edge representation allowing the space
parameters, λ and τ , to vary through the image respecting the feature directions.
3.2 Overview
Image representation aims at producing images with different details. This is one of
the most challenging issue in computer vision and image processing due to lack of a
robust representation. In general, representations can be classified as linear and nonlinear.
Linear representations are constructed by convolving the image by linear filters (kernels)
with varying scales. For instance, in classical scale-space the kernel is a Gaussian and
the scale-space representation is obtained either by convolving the image by a Gaussian
with increasing standard deviation or equivalently by solving the linear heat equation in
time. This representation is causal, since the isotropic heat equation satisfies a maximum
principle. However, the Gaussian scale-space suffers from serious drawbacks such as
over-smoothing and location uncertainty along edges at large scales due to interactions
between nearby edges and displacements. Smoothing is done in a homogeneous fashion
at the same rate in all directions. This results in blurring of edges at the same rate
as smoothing of object interiors. Such a filter results in poor edge localization. A
representation, which is known to be richer than the Gaussian scale-space, is λτ -space
representation in which the kernel is derived from the hybrid functional
E(u) =
∫ ∫
Ω
(u− d)2 + λ[(1− τ)(u2x + u2y) + τ(u2xx + 2u2xy + u2yy)]dΩ (3.1)
where d(x, y) is the given image, λ is the real-valued regularization parameter and τ ∈
[0, 1] is the real-valued continuity control parameter. Here, the hybrid functional is used to
obtain a smooth transition from membrane model to the plate model. Note that, for τ = 0,
the functional reduces to the membrane model, for τ = 1 it reduces to the plate model,
and for the intermediate values of this parameter we obtain hybrid surfaces. In order to
obtain these hybrid surfaces, the solution of the Euler-Lagrange equation associated the
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hybrid functional is needed. The derivation of these solutions and their analysis are given
in Chapter 2.
The λτ -space representation is capable of producing images each of which have different
details. However, the use of constant scale parameters throughout the image causes the
edges to get blurred for large values regardless of the dimension. Next section deals with
this problem, introducing anisotropic λτ -space representation.
3.3 Adaptive Scheme
Recall that the hybrid functional is comprised of two terms containing first- and
second-order derivatives of the solution along x and y directions. We denote these terms as
E1(u) =
∫ ∫
Ω
‖∇u‖2 dΩ (3.2)
E2(u) =
∫ ∫
Ω
‖Hu‖2dΩ (3.3)
where H designates the Hessian operator. The hybrid functional is defined as a linear
combination of these two terms
E(u) = (1− τ)E1(u) + τE2(u) (3.4)
Minimization of the functionals (3.2) and (3.3) separately yields the following partial
differential equations
∂u
∂t
= ∇(λ(‖∇(u)‖))∇T (u)) (3.5)
∂u
∂t
= ∇∇T (λ(‖∇(u)‖)∇∇T (u))) (3.6)
where ∇ is the gradient operator defined as follows
∇ = [ ∂
∂x
,
∂
∂y
] (3.7)
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such that
∇(g) = [∂g
∂x
,
∂g
∂y
]=ˆ∇g, (∇(g))T = ∇T(g) (3.8)
∇(
 f
g
) = ∂f
∂x
+
∂g
∂y
(3.9)
Δ = ∇∇T (3.10)
H = ∇T∇ (3.11)
and u(x, y; 0) = d(x, y).
The quasi-linear partial differential equation given in the equation (3.5) is the anisotropic
(inhomogeneous) diffusion proposed by Perona and Malik [5]. λ is called the diffusion
coefficient which is a function of the gradient of the solution, f(x, y; t), and is chosen to be
a decreasing function of the gradient, ‖∇f‖ , in such a way that a higher rate of diffusion
occurs for low values of ‖∇f‖ and vice-versa. This encourages smoothing within a region
in preference to smoothing across edges, thereby also performing image enhancement.
The minimization of the hybrid functional (3.4) can be easily derived from the partial
differential equations (3.5) and (3.6) as
∂u
∂t
= (1− τ)∇(λm(‖∇u‖)∇T(u))+
τ∇∇T (λp(‖Λu‖)∇∇T (u))
(3.12)
Equation (3.12) consists of the linear combination two diffusion processes whose fluxes are
controlled by the λm and λp which are functions of gradient. When the image is corrupted
by noise of high variance, higher gradient terms are required to robust estimation of the
local image features such as edges and corners. In order to control the direction of diffusion
allowing minimal smoothing in the direction across to the image features, and maximal
smoothing in the direction normal to the image features, we express the hybrid diffusion in
ηξ-form such that new directional operators, ∇η and ∇ξ, are defined as
∇η=ˆη∇
55
∇ξ=ˆξ∇
where
η(u) =
[ux, uy]√
u2x + u
2
y
, ξ(u) =
[−uy, ux]√
u2x + u
2
y
(3.13)
Also note that
∇(u) = ∇η(u)η +∇ξ(u)ξ (3.14)
∇(∇T(u)) = ∇η(∇η(u)) +∇ξ(∇ξ(u)) (3.15)
Rewriting the hybrid diffusion given in the equation (3.12) in terms of the directional
operators yields
∂u
∂t
= (1− τ){[λm + ‖∇u‖λ′m]∇η(∇Tη (u))+
λ′mΛξ(Λ
T
ξ (u))}+
τ{∇∇T (λp(‖Λu‖))∇∇T (u)+
λp(‖∇u‖)∇∇T (∇∇T (u))}
(3.16)
or in a simpler form
∂u
∂t
= (1− τ){[λm + ‖Λu‖λ′m]uηη + λmuξξ)}+
τ{[λp + ‖Λu‖2Δλp]uηηηη + λpuξξξξ}
(3.17)
where
uηη =
u2xuxx+2uxuyuxy+u
2
yuyy
(u2x+u
2
y)
uξξ =
u2yuxx−2uxuyuxy+u2xuyy
(u2x+u
2
y)
(3.18)
uηηηη =
u2xuxxxx+2uxuyuxxxy+(u
2
x+u
2
y)uxxyy+2uxuyuxyyy+u
2
yuyyyy
(u2x+u
2
y)
uξξξξ =
u2yuxxxx−2uxuyuxxxy+(u2x+u2y)uxxyy−2uxuyuxyyy+u2xuyyyy
(u2x+u
2
y)
(3.19)
The functions λm and λp control the amount and the direction of smoothness such that
for large values of the gradient (‖∇f‖) we allow less diffusion and vice-versa, and in the
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gradient direction (i.e. η) we have always smaller amount of diffusion due to the additive
term inversely proportional to the gradient. Note that for τ = 0, the diffusion reduces
to the Perona-Malik equation, for τ = 1 it reduces to the second-order diffusion, and for
intermediate values of this parameter we obtain the surfaces corresponding to the hybrid
diffusion.
Next section first deals with the discretization issues of the hybrid diffusion, and then
presents computational results.
3.4 Implementation and Results
In this section, we briefly mention on the discretization of the partial differential equation
given in (3.17) by using finite differences. At each instance of time, the function u(x, y; t+
1) is evaluated through the forth-order procedure:
∂u(x, y; t)
∂t
= V (t)(u(x, y; t))(k)− V (t)(u(x, y; t))(k − 1) (3.20)
∂2u
∂x2
= ∂
∂x
(V (u)(i, j)− V (u)(i− 1, j))
= V (∂u
∂x
)(i, j)− V (∂u
∂x
)(i− 1, j)
(3.21)
∂4u
∂x4
= ∂
2
∂x2
(V (u)(i+ 1, j) + V (u)(i− 1, j)− 2V (u)(i, j))
= V (∂
2u
∂x2
)(i+ 1, j) + V (∂
2u
∂x2
)(i− 1, j)− 2V (∂u
∂x
)(i, j)
(3.22)
where T (.)(k) denotes the value of the function of t at k and V (.)(i, j) denotes the value
of the function of (x, y) at (i, j). The functions λm and λp are chosen as
λm(‖∇(u)‖ ; t) = 1
1 +
(
‖∇(u)‖
K(t)
)2 (3.23)
or
λp(‖∇(u)‖ ; t) = exp(−
(‖∇(u)‖
K(t)
)2
) (3.24)
where the function K(t) is a decreasing function of time. The effect of K(t) on the solution
is studied in [51]. We have used a linear function, K(t) = Kmax − αt, in our experiments
where α = (Kmax −Kmin)/T and T is called the diffusion time.
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Table 3.1: Quantitative results for noisy checkerboard images.
MSE 41.06 30.47 25.43
τ 0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0
Pr(IE|DE) 0.94 0.97 0.95 0.974 0.97 0.99 0.99 0.99 0.99
Pr(IE|DE) 0.95 0.98 0.97 0.985 0.99 0.99 0.99 0.99 0.99
MSD 0.22 0.13 0.17 0.13 0.11 0.06 0.08 0.06 0.06
FOM 0.94 0.98 0.95 0.97 0.97 0.99 0.99 0.99 0.99
Table 3.2: Quantitative results for reconstructed noisy checkerboard images.
MSE 41.06 30.47 25.43
τ 0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0
MSE 14.4 13.0 13.6 8.7 9.4 7.6 5.8 4.4 4.2
NMSE 0.31 0.28 0.30 0.195 0.20 0.16 0.12 0.09 0.09
The algorithm was first tested on 8−bit gray level images. We now present these results on
synthetic and real images. In order to evaluate detection and localization performance, we
used noisy checkerboard image with nmse = 41.06. The original and noisy checkerboard
images are shown in Fig. 3.1. Surfaces and detected edges for three τ values 0.0, 0.5, and
1.0 are shown in Fig. 3.2. The conditional probability of a detected edge pixel given an
ideal edge pixel, Pr{DE|IE}, the conditional probability of an ideal edge pixel given a
detected edge pixel, Pr{IE|DE}, the mean square distance (MSD) between ideal and
detected edge pixels and the Pratt’s Of Merit (FOM ). These performance indices for
checkerboard images degraded at different amounts are given in Table 3.1. For highly noisy
images the detected edges for τ = 0.5 are always better in the sense of the performance
indices introduced above while in other cases the results for τ = 1.0 are better.
Table 3.2 contains mean square error (MSE) and normalized mean square error (NMSE)
between the reconstructed and the original surfaces. The reconstructed surfaces obtained
for τ = 0.5 result in smaller MSE for highly noisy images. As compared to the
Perona-Malik‘s diffusion [46], hybrid diffusion always results in better replica of the
original image.
Finally, we present a comparison of the proposed scheme and linear λτ -space
representation and generalized edge detector (GED). We see that for the case of no noise
(Fig.3.4 and Fig.3.6), the proposed algorithm performs as well as GED and in the presence
Figure 3.1: The original and noisy checkerboard images.
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(a) τ = 0.0
(b) τ = 0.5
Figure 3.2: Restored checkerboard images and their edges.
(a)
(b)
Figure 3.3: (a) Original Airfield and bridge images (b) Degraded Airfield and Bridge
images with Gaussian noise σ2 = 451.36 and σ2 = 375.73.
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(a)
(b)
Figure 3.4: Reconstruction and edge detection results for the original Airfield image
(a) linear R− and G−filter results (b) Results obtained by the proposed adaptive
representation..
of high noise (Fig.3.5 and Fig.3.7), it outperforms GED. The original and noisy Airfield
and Bridge images are given in Fig.3.3.
The algorithm is also tested on various real 24−bit color images. We now present
these results. We compare the success of the adaptive representation over the linear
representation on clear and noisy images. Fig.3.10 contains the linear λτ -space
representation of clear Parrot image for λ = 1, 4, 16 and τ = 0.0, 0.5, 1.0. The SNR values
corresponding to these images are also given in Table 3.3. The linear algorithm always
degrades the image structure the least for τ = 0.5. Adaptive representation of the same
image for τ = 0.0, 0.5, 1.0 is given in Fig. 3.9. The SNR values for the adaptive scheme
are given in Table 3.4. On contrary to the linear space, the image structure is much better
preserved, corresponding to the larger SNR values, when τ is close to 1. Fig. 3.10 presents
the adaptive smoothing performance for three clear natural images. Fig. 3.12 shows the
performance in the case of noise for Lenna image (Fig. 3.11). The best representation is
achieved when τ is closer to 1.0.
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(a)
(b)
Figure 3.5: Reconstruction and edge detection results for the noisy Airfield image
(a) linear R− and G−filter results (b) Results obtained by the proposed adaptive
representation.
(a)
(b)
Figure 3.6: Reconstruction and edge detection results for the original Bridge image
(a) linear R− and G−filter results (b) Results obtained by the proposed adaptive
representation.
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(a)
(b)
Figure 3.7: Reconstruction and edge detection results for the noisy Bridge image (a) linear
R− and G−filter results (b) Results obtained by the proposed adaptive representation.
Table 3.3: SNR values for the reconstructed Parrot image.
λ/τ 0.0 0.5 1.0
1 12.92 15.43 14.52
4 11.06 13.63 13.27
16 8.20 9.62 12.12
Proposed 18.10 18.53 19.03
Table 3.4: SNR values for the reconstructed images.
Image/τ 0.0 0.5 1.0
Hats 17.62 18.10 18.76
House 19.24 19.57 19.87
Mandril 15.30 16.20 17.46
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(a) λ = 1.0, τ = 0.0, 0.5, 1.0
(b) λ = 8.0, τ = 0.0, 0.5, 1.0
(c) λ = 16.0, τ = 0.0, 0.5, 1.0
Figure 3.8: Linear λτ -space representation of Parrot image.
3.5 Summary and Conclusions
We have presented nonlinear image and edge representation derived from the λτ -space
representation in which the space parameters are adaptively determined controlling the
amount and the direction of smoothness. We have showed experimentally that our proposed
scheme is capable of locating the feature direction robustly when the both terms in the
hybrid diffusion are used contrary to the Perona-Malik equation. Using this approach one
may obtain surfaces having different characteristics for the choice of different τ .
τ = 0.0 τ = 0.5 τ = 1.0
Figure 3.9: Adaptive smoothing of Parrot image.
63
τ = 0.0 τ = 0.5 τ = 1.0
(a)
τ = 0.0 τ = 0.5 τ = 1.0
(b)
τ = 0.0 τ = 0.5 τ = 1.0
(c)
Figure 3.10: Adaptive smoothing of real images (a) Hat image (b) House image (c)
Mandril image.
Figure 3.11: The original and noisy Lenna image.
64
τ = 0.0 τ = 0.5 τ = 1.0
Figure 3.12: Adaptive smoothing of noisy Lenna image.
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4. GRADIENT-BASED SHAPE DESCRIPTOR
Shape representation and description have been playing important roles in many areas
of computer vision, pattern recognition, and robotics including character recognition,
fingerprint matching and industrial inspection [52]. There are two recent tutorials on the
shape description and matching techniques. Veltkamp and Hagedoorn [53] investigated
the shape matching methods in four parts: global image transformations, global object
methods, voting schemes and computational geometry. They also worked on shape
dissimilarity measures. Another review on shape representation methods is accomplished
by Zhang and Lu [54]. They first classified the solutions into two categories: contour-based
and region-based methods, also referred to as external and internal techniques, respectively.
The classification is based on whether shape features are extracted only from the contour
or they are extracted from the whole shape region. Under each class, the different methods
are further divided as structural approaches and global approaches. This sub-classification
is based on whether the shape is represented as a whole or by segments/sections called
primitives.
Our study falls into global contour-based shape description class utilizing only object
boundaries. Two approaches most related to this study are shape signatures and shape
matching. A shape signature represents a shape by a function extracted from object
boundary points. Examples of shape signatures include complex coordinates, centroid
distance and curvature. Shape signatures are usually needed to be normalized to satisfy
scale and translation invariancy. Mostly shift matching is required to compensate the
rotation variations between two shapes. Shape signatures are also sensitive to noise,
local shape deformations and occlusion. In order to decrease the sensitivity to noise
and local shape deformations, spectral transformations such as Fourier Transform and
Wavelet Transform are applied to the signatures, and Fourier descriptors and Wavelet
Descriptors are extracted. Matching is done in transform space in this case. For shape
description, there is always a compromise between accuracy and efficiency. For efficiency
the descriptor should be as much compact as possible to have fast retrieval and indexing.
This leads to inaccurate shape descriptors. On the other hand, shape descriptors are
expected to be precise to have high hit ratios in shape retrieval.
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In contrast to the previous approach, shape matching works in the spatial domain
and measures the point-to-point similarity between two shapes. Classical example of
shape matching is Hausdorff distance [54]. One advantage of the Hausdorff distance
is that it could make partial match. On the other hand, it is not translation, scale, and
rotation invariant. Belongie et. al. [55] proposed a shape matching approach attaching a
feature called shape context to each point on the boundary. Then they solved one-to-one
correspondence problem assuming that corresponding points have the similar shape
context. Tu and Yuille [56] presented an algorithm for shape matching based on generative
model for how one shape can be generated by the other. The matching process is
formulated by the expectation maximization. Although shape matching algorithms yield
precise retrieval results, their computational cost due to matching is unacceptable for
online shape retrieval systems.
In this study, our purpose is to close the gap between signature-based descriptors and
shape matching using gradient-based local description by increasing the recognition
performance of the signature-based approaches. The local descriptors are increasingly used
in image recognition due to their robustness to occlusions and geometrical deformations.
Yokono and Poggio [57] investigated the performance of local descriptors using various
combinations of Gaussian derivatives with different orientations and scales for an object
recognition task. They compared the performances in terms of selectivity and invariance
to several affine transformations such as rotation, scale changes, brightness changes, and
viewpoint changes. They reported that the Gaussian derivative descriptor outperformed
other Gauss-like filter descriptors.
In this work, we propose two contour-based global shape description schemes using
responses to a set of steerable filters along the object boundary. On contrary to Yokono
and Poggio’s study [57] we use the gradient information to describe object shape instead
of object texture.
In the proposed schemes, in order to capture the shape information, we extract local image
gradient on the boundary while we trace it. The gradient feature is a two-dimensional
vector which may have various orientation and magnitude depending on the local intensity
distribution. Magnitude and orientation are of high importance when they are used as
shape clues. The gradients are arranged into a shape clue matrix. This shape clue satisfies
a rule called shifting property. The rule implies that when an object rotates around its
center, the columns of the matrix rotate with respect to both the amount and the direction
of rotation. Such discovery leads us to rotation-invariant shape signatures. The proposed
affine-invariant shape signatures are explained in Section 2. The steerable G-filter kernels
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are employed to obtain the local image gradient data in this study. Steerable filters are
frequently used to detect local shape features in many region-based texture and shape
description techniques. They can provide orientation information, which are sensitive to
the presence of edges, bars and other simple image structures [59, 60, 61]. It has been
shown that the generalized edge detector based on G-filter can deliver improved results
when compared to first order Gaussian derivative [1]. In addition, G-filter is capable
of producing different edge detectors including the first order Gaussian derivative as we
change its two parameters (i.e. λ and τ ). We are interested in the filter responses only
along object boundaries and these responses are aggregated into a one-dimensional shape
signature. Fourier Transform is then applied to the proposed shape signature in order to
provide a representation invariant to starting point and to have compact description. Fourier
Descriptor (FD) is one of the most widely used shape descriptor due to its low computation
complexity, clarity and coarse to fine description capability [62, 63, 64, 65].
Different image signatures are reported in the literature based on “color", “texture"
or “shape". Since we are only interested in shape based signatures, we consider the
well-known “shape" signatures in our investigation such as complex coordinates, centroid
distance, curve bending angles and curvature signature. Although boundary-based shape
signatures described above provide a means by which the shape of the object is described,
they have limited selectivity feature especially used with the content-based image retrieval
systems. In order to solve this problem, we suggest an approach where we can manage
the selectivity by scale and direction. Another advantage of the proposed method is that it
can be applied to both grayscale and binary images. This is especially important when it
has been used in content-based image retrieval systems due to the fact that the database are
mostly comprised of color images.
The rest of the chapter is structured as follows: Chapter 4.1 introduces the directional
gradient extraction methodology. Chapter 4.2 is for the proposed gradient based shape
descriptors. The experimental results and conclusions are presented in Chapter 4.3 and
4.4, respectively.
4.1 Directional Gradient Extraction Using Steerable Filters
In this study, we are only interested in boundary based shape descriptors and assume that
objects always have closed boundaries. Many shape descriptors exist in the literature and
most of these descriptors are not able to address varieties of shape variations in nature such
as rotation, scale, skew, stretch, and noise. We propose an affine invariant shape descriptor
in this study, which handles rotation, scale and skew transformations. The basic idea of
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the proposed approach is to use gradient information at the boundaries rather than using
the boundary locations alone. We used 2D Generalized Edge Detector [1] to obtain object
boundary, but other well-known edge operators like Canny’s edge detector [66] can also be
used. We then trace the detected boundary pixels along the clockwise direction to attain the
locations of the neighboring boundary pixels denoted as (xi, yi). So the object boundary is
easily obtained in the form of a matrix Γ of size n-by-2
Γ = {[xi, yi]T ; i = 1, 2, ..., n}, (4.1)
where n is the length of the contour, i.e. n = |Γ|. Since we are interested in the directed
gradients at these boundary locations, we utilize steerable G-Filters to obtain the gradient
at certain directions and scales as
Dθ(λ,τ) (I, xi, yi) =
(
I ∗Gθ(λ,τ)
)
(xi, yi) , (4.2)
where I is the image intensity. Steerable Gθ(λ,τ) filter is defined in terms of Gθ=0(λ,τ) as
Gθ(λ,τ) (x
′, y′) = Gθ=0(λ,τ) (x, y)
[x′, y′]T = R(θ) [x, y]T ,
(4.3)
where R(θ) is the rotation matrix, i.e.
R(θ) =
 cos (θ) − sin (θ)
sin (θ) cos (θ)
 . (4.4)
Detailed analysis of these filters (Gθ=0(λ,τ)) is given in [1]. In case G is not available, one
can use the first derivative of Gaussian as G filter. Let us denote the response matrix as
F (Γ) = [fk,m] where fk,m is equal to Dθm(λ,τ) (xk, yk) =
(
I ∗Gθm(λ,τ)
)
(xk, yk) as
F (Γ) =

Dθ0(λ,τ) (x0, y0) ∙ ∙ ∙ DθM−1(λ,τ) (x0, y0)
Dθ0(λ,τ) (x1, y1) ∙ ∙ ∙ DθM−1(λ,τ) (x1, y1)
.
.
.
.
.
.
.
.
.
Dθ0(λ,τ) (xN−1, yN−1) ∙ ∙ ∙ DθM−1(λ,τ) (xN−1, yN−1)
 (4.5)
assuming that we use M number of steerable filters whose directions are multiple of π/M
such that θm = mπ/M . In this case, the size of F is M |Γ|. As we increase the number of
filters M , hence decrease the angles between directions, the local shape is better described
by the filter responses.
69
Another alternative to the previous gradient-based signature definition is to treat the
gradients in the perpendicular directions as a complex number rather than treating them
as independent data. In this case, the response matrix takes the following form
H (Γ) =

(
Dθ0 + jDθ0+
π
2
)
(x0, y0) ∙ ∙ ∙
(
DθM−1 + jDθM−1+
π
2
)
(x0, y0)(
Dθ0 + jDθ0+
π
2
)
(x1, y1) ∙ ∙ ∙
(
DθM−1 + jDθM−1+
π
2
)
(x1, y1)
.
.
.
.
.
.
.
.
.(
Dθ0 + jDθ0+
π
2
)
(xN−1, yN−1) ∙ ∙ ∙
(
DθM−1 + jDθM−1+
π
2
)
(xN−1, yN−1)

(4.6)
where θm = mπ2M .
When the object is rotated α degrees around the center of gravity, the columns of the matrix
F is circularly shifted to left or right depending on whether the objects rotate clockwise
or counterclockwise direction. The relationship between the rotation angle and amount of
shifting can be stated as follows assuming that the rotation angle is multiple of π
M
,
F (Γα) =
[
f ′k,m
]
, α = s π
M
,
f ′k,(m+s) modM = fk,m.
(4.7)
where Γα = {R (α) [xi, yi]T}. This property is called as perfect circular-shifting rule.
In the first formulation, F (Γ) is a matrix of N -rows and M -columns while in the second
formulation H(Γ) is a matrix of N -rows and M/2-columns. On the other hand, F (Γ) is a
real valued matrix while H(Γ) is a complex valued matrix. Note that both matrices F (Γ)
and H(Γ) satisfy the perfect shifting rule under the rotations when θ is exact multiple of
π
M
.
In order to demonstrate the circular-shifting rule, we obtain the filter response matrix (F )
at different steering angles both for the object (the digit “5") and its rotated version. We
first apply the filter at each pixel on the boundary of the sample object given in Fig. 4.1a
and then apply it on the boundary of its 90◦ rotated version given in Fig 4.1d. The steering
angle is changed from 0◦ to 180◦ with 1◦ increments. The response matrices are plotted in
Fig. 4.1b and in Fig. 4.1e for 0◦ and 90◦ respectively. Fig. 4.1c shows how the steerable
filter response changes with the rotation angle at one pixel on the boundary. In other words,
Fig. 4.1c is obtained by taking the vertical cross-section of Fig. 4.1b. The cross-section of
F for the rotated object on the same pixel is shown in Fig. 4.1f. It can be easily verified
from the figures Fig. 4.1c and Fig. 4.1f that they satisfy the equation (4.7) where s = 90
and M = 180. The experimental results are consistent with the circular-shifting rule.
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Figure 4.1: (a) Sample digit “5", (b) Filter responses on object boundary pixels for each
direction, (c) Steerable filter response at one pixel on the curve with respect to steering
angle, which corresponds to a vertical cross section of (b). (d) 90 degrees rotated digit (e)
Filter responses on object boundary pixels for each angle, (f) Steerable filter response at the
same pixel on the curve with respect to rotation angle, which corresponds to a horizontal
cross section of (e).
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We also analyze how the circular-shifting rule is affected when the rotation angle is not
exact multiple of π
M
. Let us assume that rotation angle is s π
M
+ φ where 0 ≤ φ < π
M
and
we have M steerable filters
{
Gθk ; k = 0, 1, . . . ,M − 1}. Any steerable filter response in
one direction can be expressed as a linear combination of M different Gθk filter responses
as [57]
Gϕ =
M−1∑
k=0
ck (ϕ)G
θk ,
ck (ϕ) = cos
(
ϕ− kπ
M
)
= cos (ϕ− θk) .
(4.8)
The difference between the signatures obtained for the same object, one is rotated α = s π
M
degrees and the other is rotated α + φ = s π
M
+ φ degrees can be found as
‖fk,m‖2 = ‖Iα ∗Gθm‖2
‖fˆk,m‖2 = ‖Iα+φ ∗Gθm‖2 = ‖Iα ∗Gθm+φ‖2
‖fk,m − fˆk,m‖2 = ‖Iα ∗Gθm − Iα ∗Gθm+φ‖2
‖fk,m − fˆk,m‖2 = ‖Iα ∗
(
Gθm −Gθm+φ) ‖2
‖fk,m − fˆk,m‖2 ≤ ‖Iα‖2‖Gθm −Gθm+φ‖2.
(4.9)
Now the equation (4.8) could be used to compute the difference between the responses
obtained for θm and θm + φ degrees rotated filter kernels as
‖Gθm −Gθm+φ‖2 = ‖Gθm −
M−1∑
k=0
cos (θm + φ− θk)Gθk‖2. (4.10)
This formulation helps us to decide how many directions we should use, hence to determine
the size of the descriptor. Our aim is to keep the difference ( = ‖fk,m − fˆk,m‖) as small
as possible. For a given , one can easily obtain M using the above equation.  can
be considered as desired description level. Shape is better described as we decrease .
There is a tradeoff between description level and computational cost. The computation
cost increases as the descriptor size increases. Experimental results reveal that we don’t
need to use large numbers of filters for F (Γ), and even M = 2 is sufficient when H(Γ) is
used as signature. Next section will discuss how to use Fourier Descriptor applied to the
gradient signature that we discussed above and how to define a distance function between
two descriptors.
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4.2 Affine Invariant Shape Descriptor
Fourier Descriptors (FDs) are mostly employed for boundary shape description. Zhang
and Lu [65] compared shape retrieval using FDs derived from different shape signatures
and from different Fourier invariants in terms of computational complexity, robustness,
convergence speed, and retrieval performance. They reported that the centroid distance
shape signature outperforms other signature methods in terms of above criteria. Selecting
the shape signature is the most critical step for FDs. Various signature models were
proposed in the literature such as complex boundary coordinates, centroid distance and
boundary curvatures. These signatures are summarized below.
Complex Coordinate Signature: The boundary curve (Γ) of the form (x(t), y(t)) is
combined into a complex function as
z(t) = (x(t)− xc) + j (y(t)− yc) (4.11)
where (xc, yc) is the centroid of the shape, defined as
xc =
1
N
N−1∑
i=0
x (i), yc =
1
N
∑
i=0
N−1
y (i). (4.12)
Here the boundary curve is assumed to be periodic
z(t) = z(t+ np), p = |Γ| , n ∈ Z (4.13)
Centroid Distance Signature: Centroid distance function is defined by the distance of the
contour points to the centroid of the object
r (t) =
[
(x (t)− xc (t))2 + (y (t)− yc (t))2
]1/2 (4.14)
Curvature Signature: Curvature of a contour at a point is represented in terms of the first
and the second derivatives of coordinate functions as
κ (t) =
x′ (t) y′′ (t)− y′ (t) x′′ (t)
(x′ (t) + y′ (t))3/2
(4.15)
where x′ (t) , y′ (t) and x′′ (t) , y′′ (t) are the first and second derivatives of coordinate
functions. In order to use the curvature signature for shape representation, a smoothing
process should be applied first. We utilized a Gaussian smoothing kernel on coordinate
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functions as
xs (t) = x (t) ∗G (μ, σ) , ys (t) = y (t) ∗G (μ, σ) (4.16)
where xs(t) and ys(t) are smoothed coordinate functions and G(μ, σ) is the Gaussian
kernel.
The Proposed Shape Descriptors: We apply Fourier transform to the gradient based
shape signatures described in the previous section in order to obtain a compact descriptor.
We denote the descriptors as F˜ =
[∥∥∥f˜k,m∥∥∥] and H˜ = [∥∥∥h˜k,m∥∥∥] where the coefficients are
computed as follows
f˜k,m =
1
N
N−1∑
n=0
fn,m exp(
−j2πkn
N
)
h˜k,m =
1
N
N−1∑
n=0
hn,m exp(
−j2πkn
N
)
(4.17)
where N is the length of the curve (Γ) and k ∈ [1..L]. We take the magnitude of the Fourier
coefficients to keep the descriptor invariant to starting point on the boundary ([68]). Note
also that both F˜ and H˜ still satisfy the circular-shifting rule when we rotate the object as
F˜ (Γ) =
[
f˜k,m
]
F˜ (Γα) =
[
f˜ ′k,m
]
, α = s π
M
f˜ ′k,m = f˜k,(m+s) modM ,
(4.18)
which also applies to H˜ and h˜k,m. The proof is given in the Appendix A.
Scale invariance of the descriptor is achieved by dividing the magnitudes by the DC
component, i.e., f˜0,m ([68]). Finally we present a distance function to compare two
descriptors. Assume that we are given two descriptors such as f˜k,m and p˜k,m . Then we
define the distance between two descriptors considering the shifting-property as
SD
(
f˜ , p˜
)
= min
r∈{0,∙∙∙ ,M−1}
∥∥∥f˜k,(m+r) modM − p˜k,m∥∥∥
2
. (4.19)
The distance between two descriptors (e.g. f˜k,m and f˜ ′k,m ) that belong to one object and
its s-rotated form (corresponding to the angle s π
M
) is given by
SD
(
f˜ , f˜ ′
)
= min
r∈{0,∙∙∙ ,M−1}
∥∥∥f˜k,(m+r) modM − f˜ ′k,m∥∥∥
2
= 0 . (4.20)
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Table 4.1: Rotation angle estimation error Θ() for various M .
M Estimation Error – Θ()
2 15.18◦
4 11.45◦
6 7.61◦
8 5.76◦
10 4.69◦
12 3.95◦
14 3.50◦
16 3.05◦
where f˜ ′k,m = f˜k,(m+s) modM due to circular-shifting rule. In addition, an estimate of
rotation can be computed as
Θ
(
f˜ , p˜
)
=
(
arg min
r∈{0,∙∙∙ ,M−1}
∥∥∥f˜k,(m+r) modM − p˜k,m∥∥∥
2
)
π
M
(4.21)
assuming that f˜ and p˜ are in the same object class. The estimation error is upper bounded
by π
2M
. Several experiments are performed again on the same digit “5" to study the actual
estimation error for various M values (2, 4, 6, 8, 10, 12, 14, 16). The results are given in
Table.4.1. It shows that the actual error is much smaller than the theoretical upper-bound.
The computational complexity of the equation (4.19) is M × (M × L) where M is the
number of filter kernels used and L is the number of Fourier coefficients used.
4.3 Experimental Results
The performance of the proposed descriptors is evaluated over two databases; one
containing digits taken from vehicle license plates and the other containing MPEG-7 Core
Experiment shape data set. First we demonstrate the performance of our algorithm on the
license plate characters. Fig. 4.2 shows typical segmented license plate characters selected
from the database which contains 8321 grayscale digit characters segmented from the real
vehicle license plates. About the half of the characters in the database, namely 4121 digits,
is used in training, and the remaining 4200 digits are kept for testing. In practice, although
there are 10 digits appear on the license plate images, we only labeled 9 classes because
one can not distinguish between 6 and 9 under rotation assuming that no prior information
is available.
In the first group of experiments, we explored how the recognition rate changes with the
size of descriptor. The descriptors have two dimensions: number of kernel filters denoted
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Figure 4.2: Typical segmented license plate characters selected from the database.
as M and the number of Fourier coefficients denoted as L. The results are summarized in
Table 4.2. The proposed descriptor F˜ results in 99% recognition rate for M > 6 and L > 3.
So the optimum value of L can be selected as 4. When compared to centroid distance with
a performance of at most 90% for L = 15, this is a big improvement. Another observation
is that the performance of centroid distance drops dramatically when L gets smaller. For
example, the recognition performance is 60% for L = 3 whereas the performance of the
proposed descriptor which is 95% is much higher, for M = 8 and L = 3. In Fig. 4.3, we
plot the recognition rates, as a function of L for four methods, i.e. the proposed descriptors
(F˜ (M = 8), H˜(M = 2)), centroid distance, boundary curvature, and complex coordinates.
It shows a considerable improvement achieved by the proposed methods. We presented
only one result for the descriptor H˜ (M = 2) in Table 4.2 since the recognition rate
performance obtained for M > 2 is very close to the performance obtained for M = 2 as
shown in Table 4.4.
The fact that the performance of the descriptor H˜ does not change considerable as M
increases is very important in several aspects. First of all, for M = 2 the descriptor H˜
has only one column. In this special case, the corresponding signature vector can be easily
computed by using horizontal and vertical components of gradient operator. Secondly
the distance measure in (4.19) reduces to Euclidean distance since shifting and minimum
operations are not required in this case. Another advantage is that the distance measure is
a metric now.
The recognition performance of the descriptor F˜ is more sensitive to M and almost
constant along the dimension L. On the other hand, the descriptor H˜ is sensitive to L
and almost constant along the dimension M . Since the computational complexity is given
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Table 4.2: Recognition rate with respect to descriptor size (M,L).
Number of coefficients
Method 15 10 7 5 3 2
Centroid distance 90.21 90.14 84.54 76.11 59.90 52.95
Curvature 89.5 88.88 88.45 85.45 67.54 55.28
Complex coordinates 93.66 89.28 91.54 73.19 50.42 35.9
F˜ (M = 2) 57.40 54.04 47.59 44.97 32.54 24.02
F˜ (M = 3) 82.69 81.40 76.83 73.40 59.26 42.61
F˜ (M = 4) 91.71 89.52 86.11 82.19 67.71 54.38
F˜ (M = 5) 96.14 95.64 93.57 90.35 81.81 71.45
F˜ (M = 6) 97.66 97.69 96.02 95.21 88.88 79.42
F˜ (M = 8) 99.28 99.47 99.14 98.73 95.73 88
F˜ (M = 12) 99.04 99.09 99.19 99.23 98 94.97
F˜ (M = 16) 99.16 99.42 99.33 99.11 98 96
Complex gradient (H˜) 98.54 93.54 80.73 55.0 35.34 28.57
by M2L, the descriptor H˜ manages the tradeoff between the descriptor size (ML) and the
computational cost better.
We now consider the case that the edges are detected somewhat far away from their ideal
locations. We demonstrate the recognition results over the same data set, but this time we
use poorly detected edges that are obtained at the early stages of a fast marching algorithm
[67] without using global shape information (Fig. 4.4). The recognition results are given in
Table 4.3. With regard to the results shown for the ideal edges and poorly detected edges
in Table 4.2 and Table 4.3, the superiority of the proposed descriptor over the centroid
distance and curvature is now much more evident than the case with the ideal edges. The
results show that the proposed method is more robust to the errors introduced during the
contour detection stage as compared to other methods.
In the second group of experiments, we explored how the recognition rate changes with
the scale parameters, i.e. (λ, τ), of the filter kernel. We change the filter size from 7 to
15, hence the scale, λ, from 1.5 to 3.0. The results are summarized in Table.4.5. In this
experiment, the highest recognition rate is achieved for λ = 2.5.
In the last group of experiments over the license plate characters, we explored how M and
φ effect the shifting property of the descriptor. We rotate the same object by 1◦ angles
and compute the distance between the original object and its rotated versions by using
Equation 4.19. For the sake of brevity only the average distances are presented in Table 4.6.
We apply the same method to both gray level and binary objects. The first row of the
Table 4.6 holds the average distances for 9 different kernel sets applied to binary objects.
As M increases we describe the shape much better as indicated by (4.10). Results from
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Figure 4.3: Recognition rates for four methods, the proposed descriptor (M = 8), centroid
distance, boundary curvature, complex coordinates with respect to LwhereL is the number
of Fourier coefficients used.
Figure 4.4: Poorly segmented license plate characters that are selected from the database.
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Table 4.3: Recognition rate with respect to descriptor size (M,L) obtained for the license
plate digits where poorly detected edges are used.
Number of coefficients
Method 15 10 7 5 3 2
Centroid distance 88.66 87.74 85 76.72 61.13 48.12
Curvature (5) 86.3 85.28 83.6 79.31 69.25 57.23
Complex coordinates 88.61 68.88 49.09 33.31 24.12 20.91
F˜ (M = 2) 93.77 93.2 91.61 88.72 72.49 55.74
F˜ (M = 3) 96.07 95.68 94.88 92.63 83.39 71.22
F˜ (M = 4) 96.81 96.7 96.38 95.45 89.53 80.73
F˜ (M = 5) 97.15 96.94 96.62 96.13 93.18 87.81
F˜ (M = 6) 97.47 97.3 97.09 96.7 95 91.31
F˜ (M = 8) 97.32 97.33 96.98 96.58 94.64 91.54
F˜ (M = 12) 97.40 97.53 96.87 96.38 94.41 91.52
F˜ (M = 16) 97.17 96.98 96.83 96.36 94.41 91.29
Complex gradient (H˜) 90.88 81.6 59.8 47.63 30.15 23.84
gray-level objects are given in the second row of this table. The results are collectively
plotted in Fig. 4.5 for different values of M {2, 4, 5, 6, 8, 10, 12, 14, 16}. As M increases,
the rotation invariancy property of the defined distance measure becomes more evident.
We have tested our algorithm on a subset of MPEG-7 Core Experiments Shape-1 Part B
which contains 20 images for each 42 binary objects. Table 4.3 summarizes the recognition
rates with respect to the both rank and descriptor size for the proposed descriptors and
the well-known Fourier-based shape descriptors including centroid distance and boundary
curvature. As seen, the proposed method with M ≥ 4 outperforms the other methods
for all rank values. In the experiments, we keep 10 images for training and 10 images
for testing. We have also performed another series of experiments to asses the effect of
training size on the recognition rate. The results are given in Table 4.5 for F˜ (M = 7). We
present the rank 10 query results in Fig. B.1 where the first image is the query image and
the remaining images are the first 10 images retrieved from the database. We used the same
descriptor F˜ (M = 7) again in this experiment. It is seen that the recognition rate increases
as the training size increases for this data set.
In addition to these data sets, we evaluate the performance of the proposed descriptors
on the Kimia data set [69] containing 99 binary images of 9 objects. The numbers of
correctly retrieved objects are given in Table.B.2 for the proposed descriptors (F˜ and H˜)
and the other contour-based methods. As seen, the proposed descriptors outperform the
other contour-based methods on this database as well.
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Table 4.4: Recognition rate obtained for the descriptor H˜ .
Number of coefficients
Method 15 10 7 5 3 2
Centroid distance 88.66 87.74 85 76.72 61.13 48.12
Curvature(5) 86.3 85.28 83.6 79.31 69.25 57.23
Complex coordinates 88.61 68.88 49.09 33.31 24.12 20.91
H˜(M = 2) 98.54 96.76 93.4 68.61 34.64 20.23
H˜(M = 4) 98.61 96.59 93.23 68.26 34.71 19.76
H˜(M = 6) 98.64 96.45 93.73 68.02 34.4 20.69
H˜(M = 8) 98.59 96.35 93.09 68.42 33.8 19
H˜(M = 12) 98.67 96.54 93.66 68.04 34.23 20.9
H˜(M = 16) 98.54 96.42 93.23 68.57 34.88 20.8
Table 4.5: Recognition rate with respect to filter scale.
(Filter Size,λ,τ )
(7, 1.5, 0.225) (9, 2, 0.268) (11, 2.5, 0.3) (13, 3, 0.33)
The proposed descriptor
(M = 8, L = 5) 97.19 98.73 99.59 99.54
Table 4.6: Average distances between the object and its 1◦ rotated versions (Binary object
results are given in the first row, and Grayscale object results are given in the second row).
M = 2 M = 4 M = 5 M = 6 M = 8 M = 10 M = 12 M = 14 M = 16
0.018 0.013 0.013 0.013 0.013 0.012 0.012 0.012 0.012
0.012 0.007 0.007 0.006 0.006 0.005 0.005 0.004 0.004
Figure 4.5: Distance error between the object and its rotated versions for M =
2, 4, 5, 6, 8, 10, 12, 14, 16.
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Table 4.7: Recognition rates for the MPEG-7 Core Experiments Shape data set with
respect to rank and descriptor size.
Rank
Method 1 2 3 4 5 6 7 8 9 10
F˜ (M = 2) 77.8 82.81 84.96 86.39 87.35 89.22 90.21 90.69 90.93 92.36
F˜ (M = 3) 84.96 89.26 90.69 92.84 93.07 93.79 94.27 94.99 95.22 95.22
F˜ (M = 4) 88.06 93.55 94.74 95.7 95.94 96.18 96.18 96.42 97.13 97.13
F˜ (M = 5) 88.3 93.31 94.03 95.22 95.94 96.42 96.89 97.37 97.85 97.85
F˜ (M = 6) 89.26 93.07 95.22 97.61 97.61 97.85 98.09 98.32 98.32 98.32
F˜ (M = 7) 90.93 95.22 96.65 97.61 98.09 98.32 98.32 98.32 98.56 98.56
F˜ (M = 8) 89.73 93.79 95.94 96.65 96.89 97.61 97.61 98.09 98.32 98.32
F˜ (M = 9) 90.69 95.22 96.42 97.13 97.37 98.09 98.56 98.8 98.8 98.8
F˜ (M = 10) 89.02 94.98 96.65 97.85 98.09 98.32 98.32 98.32 98.32 98.32
F˜ (M = 11) 90.93 94.98 97.13 97.61 98.09 98.09 98.32 98.32 98.32 98.32
F˜ (M = 12) 89.97 94.27 96.89 97.61 97.85 97.85 98.09 98.32 98.32 98.56
F˜ (M = 13) 90.45 94.03 96.42 97.61 97.85 97.85 98.09 98.56 98.56 98.56
F˜ (M = 14) 88.78 93.31 95.22 96.89 97.37 97.61 97.85 97.85 98.32 98.32
F˜ (M = 15) 89.73 94.03 95.7 97.13 97.61 97.85 97.85 97.85 98.09 98.09
F˜ (M = 16) 89.26 94.27 96.65 97.61 98.32 98.32 98.32 98.32 98.32 98.32
H˜ 89.97 94.03 95.22 95.7 95.94 85.94 96.18 96.65 96.89 97.13
curvature 67.78 72.31 74.94 77.56 79.71 81.62 82.81 84 85.91 87.81
centroid 83.77 87.58 90.69 92.36 93.31 93.79 94.27 94.51 94.74 95.46
complex cord. 84.48 89.26 91.88 92.12 93.31 93.55 95.94 96.18 96.42 96.55
Finally we demonstrate the ability of our algorithm to deal with occlusion on a database
comprised of synthetically occluded objects. The objects are selected from MPEG-7 Shape
data set that we used in the previous experiments and the occluded version of an object
is obtained by erasing the boundary at various rates (e.g. 1%-20%). The recognition
performance for the synthetically generated objects is given in Table B.3. The proposed
descriptor can tolerate occlusion at most 5% where the recognition rate is still greater than
80%. On the other hand, the other methods can tolerate occlusion at most 2%. It is known
that boundary-based shape descriptors have limited performance under occlusion. When
this is considered, it is a significant improvement. We also present the rank 10 query
results in Fig. B.2, where the first image is the synthetically produced query image and the
remaining images are the first 10 images retrieved from the database. In the experiments,
the query objects have occlusion rates of 6% on the average.
These experiments demonstrate that the proposed descriptors have the best performances
on these binary and grayscale databases. Even though shape matching approaches can
achieve higher performance on the Kimia database as reported by [56], with the expense
of high matching cost, a cost-efficient invariant descriptors, such as given here, with a high
recognition rate will probably be more preferable for most of the content-based retrieval
systems.
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4.4 Conclusion
In this study, we present new affine invariant object shape descriptors, employing steerable
gradient filters and Fourier Descriptors. The proposed system utilizes not only the
boundary point coordinates of the objects, but also the filter responses along the boundaries.
We compare the recognition performance of new shape descriptors with well-known
boundary based shape descriptors on the databases including grayscale license plate
characters and binary objects. The experimental results show that the proposed descriptors
drastically outperforms other shape descriptors. Another advantage of the proposed
descriptors is that one can use them on both grayscale and binary images whereas other
shape descriptors can only be applied to binary objects. The proposed algorithm takes the
advantage of local distribution information found in the gradient cue to achieve this high
performance. Even though the performance of the proposed descriptors (F˜ and H˜) are
comparable, the compactness and the computational efficiency of the descriptor H˜ make
this descriptor very attractive for content-based image retrieval systems.
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5. GOAL-ORIENTED EDGE DETECTION
In many vision applications , there is a great demand for an edge detector which can
produce edge maps with very different characteristics in nature, so that one of these edge
maps may meet the requirements of the problem under consideration. Unfortunately it is
not evident how to choose the desired or the optimum edge maps from these solutions that
the edge detectors offer. The proposed solutions are usually too general that cannot be
easily adapted to the application needs by tuning edge detection parameters. One edge
detector that we have studied in this dissertation is Generalized Edge Detector (GED)
which is capable of producing edges with very different characteristics as we change the
space parameters known as λ and τ . Although the edge maps based on this representation
are reasonable, no one set of scale parameters alone yields a solution close to the desired
edges. In this thesis, our aim is to find out powerful edge operators and use them under a
goal-oriented edge detection framework.
Proposed framework is a two-stage process. First, user marks some pixels in the database
as edge and non-edge pixels. Then feature vectors comprised of filter responses to
G−Filters at different scales are extracted at these marked pixels. Edge detection problem
is imposed as two-class classification problem. Support vector machine (SVM) is used
as a classifier. Classifier itself is not adequate to extract desired edges for the application
under consideration. In the second stage continuous edges are treated as one contour. Then
contours are matched with the contours in the training set. Only matched contours are kept
and the other contours are rejected.
The purpose of the first stage is to keep only prominent edges and remove irrelevant edges
with respect to the applications requirements. The classifier decides which discontinuity
is prominent or irrelevant. So how the training set is constructed is very important for the
performance of the detector. Training set should contain almost equal number of edge and
non-edge examples.
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5.1 Stage I: Extracting Feature Vector
One of the key element in the framework is feature extraction. A user guides the algorithm
by labeling the pixels as edge pixels and non-edge pixels. Since edges are discontinuity
points, user should be careful in marking these edge pixels. Non-edge points usually
belong to regions where intensity values are homogeneously distributed. When compared
to An example is given in Fig. 5.1. Labeling is performed over noisy checkerboard image
(Fig. 5.1b). Edge pixels are colored as black and non-edge pixels are colored as gray
(Fig. 5.1c) and Fig. 5.1d). Non-edge points are labeled as blobs rather than labeling as
pixel. Totally 502 edge pixels and 614 non-edge pixels are marked in Fig. 5.1c and 502
edge pixels and 1257 non-edge pixels are marked in Fig. 5.1d.
We first discretized λτ − space by taking samples at regular intervals (λi, τi) as shown in
Fig. 5.2 where λi = λ0 + i ∗Δλ and τj = τ0 + j ∗Δτ ,i = 0, 1, . . . , I , and j = 0, 1, . . . , J .
The corresponding edge detection filters are given by Gx(λi, τj) and Gy(λi, τj). These
filters are applied to the training images denoted by fk(m,n) only at labeled edge pixels
(edgefk(r) : R2 × N → N2) and non-edge pixels (nonefk(r) : R2 × N → N2). Filter
responses are then aggregated into two feature vectors denoted by u and v; one for edge
samples and one for non-edge samples. Formal definitions of the feature vectors are given
as follows
ui,j,r (fk) = (‖[Gx (λi, τj) ∗ fk] (edgefk (r))‖) ,
vi,j,s (fk) = (‖[Gy (λi, τj) ∗ fk] (edgefk (s))‖)
(5.1)
In order to study how sampling the λτ−space effects the feature vector distribution in the
feature space, we set I to 2 and J to 1. In this case, the feature space is two dimensional
where the feature vectors are reduced to the following form
ur(fk) = (u1,1,r, u2,1,r),
vs(fk) = (v1,1,s, v2,1,s).
(5.2)
We have used six different sampling and two labeling schemes in our experiments for
the two dimensional feature space. The corresponding λ and τ parameters used in
the experiments and the feature space distributions are given in Fig. 5.3 and Fig. 5.4.
Although noisy checkerboard image (Fig. 5.1b) is used in feature vector extraction, the
vector distribution is very appropriate for classification for all sampling and marking
schemes. Please note that the original checkerboard image (Fig. 5.1a) contains only step
transitions and there are several topological structures in the intensity surface such as
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(a) (b)
(c) (d)
Figure 5.1: Labeling pixels as edge and non-edge pixels (a) Original checkerboard image,
(b) Noisy checkerboard image (c) Marked pixels (black pixels are edge points, gray pixels
are non-edge points (d) Another marking used in training.
corners and crossings. Since the marking in the Fig. 5.1d contains non-edge labels near
these topological structures, we may expect that the edge detector trained with this labels
yields better results compared to the edge detector trained with the other one. Let us call
the edge detector trained with the labels in Fig. 5.1c as Detector-1 and the edge detector
trained with the labels in Fig. 5.1d as Detector-2.
The noisy checkerboard image shown in Fig. 5.1b is used in training, whereas the noisy
checkerboard image with smaller SNR value (18dB) shown in Fig. 5.1c is used in testing.
Edge detection results are shown in Fig. Appendix C and Fig. C.4. Experimental results
verify that marking process is the heart of the algorithm. Whereas Detector-1 fails
in detecting edges in the noisy checkerboard image with SNR = 18dB, Detector-2
successfully captures the step transitions. On the other hand, Detector-1 can detect edges
in noisy bars images given in Fig. C.2 whereas Detector-2 fails at detecting edges. The
edge detection results for Detector-1 and Detector-2 are given in Fig. C.5 and Fig. C.6.
Another issue related to the proposed approach is the sampling scale space parameters (λ
and τ ). In two dimensional feature space case, detectors obtained with distant and large
scale parameters such as (λ1 = 32.0, τ1 = 0.5), (λ2 = 64.0, τ1 = 0.5) and (λ1 = 8.0, τ1 =
0.5), (λ2 = 16.0, τ1 = 0.5) have poor detection performance.
We then set I to 3 and J to 1 and repeat the similar experiments with the case I = 3, J = 1.
The feature space is three dimensional now and the feature vectors reduce to the following
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Figure 5.2: λτ−space sampling scheme.
form
ur(fk) = (u1,1,r, u2,1,r, u3,1,r),
vs(fk) = (v1,1,s, v2,1,s, v3,1,s).
(5.3)
Here we have used two different sampling and two labeling schemes in our experiments for
the this case. The corresponding λ and τ parameters used in the experiments and the feature
space distributions are given in Fig. C.7 and Fig. C.8. Edge detection results are shown in
Fig. C.11. Three dimensional vector space performs better than the two dimensional space.
Note that no post processing such as thinning or hysteresis thresholding is applied to the
edge detection results. Let us call the edge detector trained with the labels in Fig. 5.1c as
Detector-3 and the edge detector trained with the labels in Fig. 5.1d as Detector-4.
Detector-3 can detect edges in noisy bars images given in Fig. C.2 whereas Detector-4 fails
at detecting edges. The edge detection results for Detector-3 and Detector-4 are given in
Fig. C.9 and Fig. C.10.
5.2 Stage II: Contour Matching
Proposed framework has two steps. In the first, user marks some pixels in the database as
edge and non-edge pixels. Then feature vectors comprised of filter responses to G−Filters
at different scales are extracted at these labeled pixels. Edge detection problem is imposed
as two-class classification problem. Classifier itself is not adequate to extract desired edges
for the application under consideration. In the second step continuous edges are treated as
one contour. Then contours are matched with the contours in the training set. Only matched
contours are kept and the other contours are rejected. In contour matching we have used
the algorithm developed in this study. The algorithm is explained in Chapter 4.
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Figure 5.3: Feature vector scatter diagrams with respect to different λτ−space sampling
schemes when the labels given in Fig. 5.1(c) is used. (a) (λ1 = 1.0, τ1 = 0.5), (λ2 =
8.0, τ1 = 0.5), (b) (λ1 = 1.0, τ1 = 0.5), (λ2 = 16.0, τ1 = 0.5), (c) (λ1 = 8.0, τ1 =
0.5), (λ2 = 16.0, τ1 = 0.5), (d) (λ1 = 8.0, τ1 = 0.5), (λ2 = 32.0, τ1 = 0.5), (e) (λ1 =
1.0, τ1 = 0.5), (λ2 = 32.0, τ1 = 0.5), (f) (λ1 = 32.0, τ1 = 0.5), (λ2 = 64.0, τ1 = 0.5).
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Figure 5.4: Feature vector scatter diagrams with respect to different λτ−space sampling
schemes when the labels given in Fig. 5.1(d) is used. (a) (λ1 = 1.0, τ1 = 0.5), (λ2 =
8.0, τ1 = 0.5), (b) (λ1 = 1.0, τ1 = 0.5), (λ2 = 16.0, τ1 = 0.5), (c) (λ1 = 8.0, τ1 =
0.5), (λ2 = 16.0, τ1 = 0.5), (d) (λ1 = 8.0, τ1 = 0.5), (λ2 = 32.0, τ1 = 0.5), (e) (λ1 =
1.0, τ1 = 0.5), (λ2 = 32.0, τ1 = 0.5), (f) (λ1 = 32.0, τ1 = 0.5), (λ2 = 64.0, τ1 = 0.5).
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Contour matching stage will be explained using license plate recognition system.
Applications such as traffic measurement and management, traffic surveillance, car park
automation require successful license plate recognition (LPR) system. A typical LPR
system is comprised of two parts: license plate detection (LPD) and license plate
localization (LPL), each targets different aims. LPD aims at detecting the presence of
plate in an image, while LPL aims at extracting the actual boundary and segmenting the
plate characters which are ready for the optical character recognition.
Fig. D.1 shows typical segmented license plate characters selected from the database
which contains 8321 grayscale digit characters segmented from the real vehicle license
plates. Fig. D.2 shows the boundaries of the segmented license plate digits. Edge detector
explained in the previous section is trained with the digit characters and their boundaries
in the database. Fig. 5.2a contains a vehicle image. After the first stage the edges given in
Fig. 5.2b are detected. Contour matching is applied to the detected contour. Since non-digit
contours are not matched, they are eliminated. After the contour elimination, the contours
given in Fig. 5.2c are obtained.
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(a)
(b)
(c)
Figure 5.5: Edge detection results (a) Vehicle image (b) Detected edges (c) Detected
contours.
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6. SUMMARY AND CONCLUSION
This dissertation presents a new approach to edge detection. We presented a new
edge detection formulation within a goal-based, regularized, shape-aware framework.
This framework provides mechanisms for achieving detection without requiring any
thresholding or parameter tuning, also taking the contour geometry into account. We
proposed a two-stage framework. In the first stage, a user marks some pixels in the database
as edge and non-edge pixels as the underlying application requires. Then feature vectors
comprised of filter responses to G-Filters at different scales are extracted at these marked
pixels. Edge detection problem is imposed to two-class classification problem. Classifier
itself is not adequate to extract desired edges for the application under consideration. In the
second stage continuous edges are treated as one contour. Then contours are matched with
the contours in the training set. Only matched contours are kept and the other contours are
eliminated.
The purpose of the first stage is to keep only prominent edges and remove irrelevant edges
with respect to the application. The classifier decides which discontinuity is prominent or
irrelevant. So how the training set is constructed is very important for the performance
of the detector. Training set should contain almost equal number of edge and non-edge
examples.
In the thesis, we also extended powerful smoothing filter and edge filters (R− and
G−filters) known as λτ−space representation to two dimensional space. G−filter is
called Generalized Edge Detector which is capable of producing most of the existing
edge detectors. Two dimensional extension of the representation is important because of
that the behaviour of images and edges in the space is best modeled by two dimensional
smoothing and edge detector filters. Also since GED filters encompass most of the
well-known edge detectors, two dimensional version of these filters could be obtained.
We have experimentally showed that the derived filters are more robust to noise when
compared to the previous one dimensional filtering scheme in the sense of FOM (Figure
Of Merit) and false alarm characteristics. We speed up the filtering by implementing
recursive approach. Unfortunately computation time in serial implementation depends
on scale parameters (λ and τ ). Since filter size increases with increasing λ, convolution
requires more multiplication per pixel. We have implemented recursive filtering approach
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to convolution with two dimensional R− and G−Filters. Filtering is performed in constant
time now with this recursive implementation. In this study, we also interpreted the recursive
implementation and revealed its relation with the forth-order isotropic diffusion equation.
Although λτ -space presents richer representation, it suffers from the same problem. Space
parameters are constant throughout the image space causing the edges to be blurred
while noise is removed elsewhere. This problem is due to the linear nature of the
representation. To overcome this problem, we present an anisotropic λτ -space image
and edge representation allowing the smoothing parameter λ to vary through the image
respecting the feature directions. We have showed experimentally that our proposed
scheme is capable of locating the feature direction robustly when the both terms in the
hybrid diffusion are used as contrary to the Perona-Malik equation. Using this approach
one may obtain surfaces having different characteristics for the choice of different τ .
The second contribution of this dissertation is two gradient-based affine-invariant shape
descriptors denoted as F˜ and H˜ which could be applied to both binary and grayscale
images. We use two-dimensional steerable G−Filters to obtain gradient information at
different orientations and scales, and then aggregate the gradients into a shape signature.
The signature derived from the rotated object is circularly shifted version of the signature
derived from the original object. This property is called the circular-shifting rule. The
shape descriptor is defined as the Fourier transform of the signature. We also provided
a distance measure for the proposed descriptor by taking the circular-shifting rule into
account. We compared the recognition performance of new shape descriptors with
well-known boundary based shape descriptors on the databases including grayscale license
plate characters and binary objects. The experimental results show that the proposed
descriptors drastically outperforms other shape descriptors. Another advantage of the
proposed descriptors is that one can use them on both grayscale and binary images whereas
other shape descriptors can only be applied to binary objects. The proposed algorithm
takes the advantage of local distribution information found in the gradient cue to achieve
this high performance. Even though the performance of the proposed descriptors (F˜ and
H˜) are comparable, the compactness and the computational efficiency of the descriptor H˜
make this descriptor very attractive for content-based image retrieval systems.
Overall, this dissertation proposes a new, effective and efficient framework for edge
detection. The use of goal-oriented approach will find its applications in robust, accurate,
efficient edge and contour extraction. We believe that the approach developed here
leads to powerful edge/contour-based systems especially for applications involving face
recognition and license plate detection.
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Appendix A . PROOF OF CIRCULAR-SHIFTING PROPERTY IN FOURIER
DOMAIN
Assume that the descriptor obtained for an object is denoted as fk,m and the descriptor
obtained for the α degrees rotated form is denoted as f ′k,m. By the definition of
circular-shifting property the descriptors are related to each other as
f ′k,(m+s) modM = fk,m (A.1)
assuming that the rotation angle is exact multiple of π
M
, namely α = s π
M
. Taking the
Fourier transform of the descriptors (fk,m and f ′k,m) yields
f˜k,m =
1
N
N−1∑
n=0
fn,m exp(
−j2πkn
N
) (A.2)
f˜ ′k,m =
1
N
N−1∑
n=0
f ′n,m exp(
−j2πkn
N
). (A.3)
Substituting (A.1) into (A.2) results in
f˜k,m =
1
N
N−1∑
n=0
f ′n,(m+s) modM exp(
−j2πkn
N
)
f˜k,m = f˜
′
k,(m+s) modM
which means that circular-shifting applies also to f˜k,m as well as to fk,m ¤
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Appendix B. RECOGNITION RESULTS FOR GRADIENT BASED
DESCRIPTORS
Figure B.1: Content-based image retrieval performance of the proposed method. Each line
contains a query where the first image is the query image and the remaining images are the
query results.
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Figure B.2: CBIR performance of the proposed method under occlusion. Each line
contains a query where the first image is the occluded query image and the remaining
images are the query results.
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Table B.1: The effect of training size on recognition rates for the MPEG-7 shape data set.
Rank
Training
size 1 2 3 4 5 6 7 8 9 10
1 74.15 80.92 84.81 87.57 89.83 91.96 93.47 94.1 94.1 94.47
3 80.36 86.53 90.32 92 92.84 94.24 94.95 95.09 95.51 95.93
5 85.53 91.41 93.64 94.75 95.86 96.5 96.82 96.82 96.97 96.97
7 88.44 92.66 94.31 95.96 96.33 96.88 97.43 97.61 97.61 97.61
9 90.02 95.01 96.52 97.18 98.04 98.04 98.04 98.48 98.69 98.69
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Table B.2: Recognition performance for the Kimia Data Set with respect to rank and
descriptor size. Results are given in terms of the number of correctly retrieved shapes.
Rank
Method 1 2 3 4 5 6 7 8 9 10
F˜ (M = 2) 70 79 83 84 86 91 91 92 94 95
F˜ (M = 3) 78 84 87 90 92 92 92 92 93 93
F˜ (M = 4) 82 89 92 94 97 98 98 98 98 98
F˜ (M = 5) 86 90 93 96 98 98 99 99 99 99
F˜ (M = 6) 84 94 95 97 98 98 98 98 98 98
F˜ (M = 7) 89 95 97 97 99 99 99 99 99 99
F˜ (M = 8) 87 93 94 95 97 97 97 98 98 99
F˜ (M = 9) 89 93 93 94 96 98 98 98 98 99
F˜ (M = 10) 89 94 94 96 98 98 98 99 99 99
F˜ (M = 11) 89 94 94 94 96 97 98 99 99 99
F˜ (M = 12) 88 93 96 96 98 98 98 99 99 99
F˜ (M = 13) 88 94 95 98 98 98 98 99 99 99
F˜ (M = 14) 88 92 94 97 97 97 98 99 99 99
F˜ (M = 15) 90 93 95 96 98 98 98 99 99 99
F˜ (M = 16) 87 91 95 97 98 98 99 99 99 99
H˜(M = 2) 90 93 95 96 97 97 97 97 97 97
Centroid 84 92 94 94 95 96 96 97 97 98
Curvature 52 62 65 70 75 77 77 79 82 87
Comp. Coord. 89 90 93 93 93 93 93 94 96 98
Table B.3: Recognition rates for the occluded objects that are synthetically produced from
the MPEG-7 Core Experiments shape data set at various occlusion rates.
Occlusion rate (%)
Method 0 1 2 5 8 10 15 20
F˜ (M = 7) 90.93 90.69 91.4 82.34 62.52 55.88 34.41 20.76
F˜ (M = 8) 89.73 89.74 89.49 82.33 59.9 51.79 32.69 19.57
H˜(M = 2) 89.97 90.69 90.69 79.71 63.48 51.07 22.43 11.93
curvature 67.78 67.54 63 48.44 31.74 26.97 13.84 6.66
centroid distance 83.77 83.53 82.33 68.97 53.69 43.67 21.47 13.84
complex cord. 84.48 84.48 83.77 73.5 63.48 57.27 33.17 20.28
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Appendix C. GOAL-ORIENTED EDGE DETECTION EXPERIMENTAL
RESULTS
(a) (b) (c)
Figure C.1: Checkerboard images (a) Original checkerboard image, (b) Noisy
checkerboard image (25dB) used in training (c) Noisy checkerboard image (18dB) used
in testing.
(a)
(b) (c) (d)
(e) (f) (g)
Figure C.2: Bars images (a) Original Bars image, Noisy bars images (b) 25dB, (c) 22dB,
(d) 20dB, (e) 17dB, (f) 14dB, (g) 11dB.
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(a) (b) (c)
(d) (e) (f)
Figure C.3: Edge detection test results for the noisy checkerboard image (18dB). The
labels given in Fig. 5.1(c) is used. The following λτ−space sampling schemes are used: (a)
(λ1 = 1.0, τ1 = 0.5), (λ2 = 8.0, τ1 = 0.5), (b) (λ1 = 1.0, τ1 = 0.5), (λ2 = 16.0, τ1 = 0.5),
(c) (λ1 = 8.0, τ1 = 0.5), (λ2 = 16.0, τ1 = 0.5), (d) (λ1 = 8.0, τ1 = 0.5), (λ2 = 32.0, τ1 =
0.5), (e) (λ1 = 1.0, τ1 = 0.5), (λ2 = 32.0, τ1 = 0.5), (f) (λ1 = 32.0, τ1 = 0.5), (λ2 =
64.0, τ1 = 0.5).
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(a) (b) (c)
(d) (e) (f)
Figure C.4: Edge detection test results for the noisy checkerboard image (18dB). The
labels given in Fig. 5.1(d) is used. The following λτ−space sampling schemes are used: (a)
(λ1 = 1.0, τ1 = 0.5), (λ2 = 8.0, τ1 = 0.5), (b) (λ1 = 1.0, τ1 = 0.5), (λ2 = 16.0, τ1 = 0.5),
(c) (λ1 = 8.0, τ1 = 0.5), (λ2 = 16.0, τ1 = 0.5), (d) (λ1 = 8.0, τ1 = 0.5), (λ2 = 32.0, τ1 =
0.5), (e) (λ1 = 1.0, τ1 = 0.5), (λ2 = 32.0, τ1 = 0.5), (f) (λ1 = 32.0, τ1 = 0.5), (λ2 =
64.0, τ1 = 0.5).
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(a)
(b)
(c)
(d)
(e)
(f)
Figure C.5: Edge detection test results for the noisy bars images. The labels given in
Fig. 5.1(c) is used.
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(a)
(b)
(c)
(d)
(e)
(f)
Figure C.6: Edge detection test results for the noisy bars images. The labels given in
Fig. 5.1(d) is used.
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Figure C.7: Feature vector scatter diagrams with respect to different λτ−space sampling
schemes when the labels given in Fig. 5.1(c) is used. (a) (λ1 = 1.0, τ1 = 0.5), (λ2 =
2.0, τ1 = 0.5), (λ3 = 4.0, τ1 = 0.5), (b) (λ1 = 1.0, τ1 = 0.5), (λ2 = 4.0, τ1 = 0.5),
(λ3 = 8.0, τ1 = 0.5).
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Figure C.8: Feature vector scatter diagrams with respect to different λτ−space sampling
schemes when the labels given in Fig. 5.1(d) is used. (a) (λ1 = 1.0, τ1 = 0.5), (λ2 =
2.0, τ1 = 0.5), (λ3 = 4.0, τ1 = 0.5), (b) (λ1 = 1.0, τ1 = 0.5), (λ2 = 4.0, τ1 = 0.5),(λ3 =
8.0, τ1 = 0.5).
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(a)
(b)
(c)
(d)
(e)
(f)
Figure C.9: Edge detection test results for the noisy bars images. Feature space is three
dimensional. The labels given in Fig. 5.1(c) is used.
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(a)
(b)
(c)
(d)
(e)
(f)
Figure C.10: Edge detection test results for the noisy bars images. Feature space is three
dimensional. The labels given in Fig. 5.1(d) is used.
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(a) (b)
(c) (d)
Figure C.11: Edge detection test results for the noisy checkerboard image (18dB). The
labels given in Fig. 5.1(c) is used in (a) and (b). The labels given in Fig. 5.1(d) is used in
(c) and (d). The following λτ−space sampling schemes are used: (a),(c) (λ1 = 1.0, τ1 =
0.5), (λ2 = 2.0, τ1 = 0.5), (λ3 = 4.0, τ1 = 0.5), (b),(d) (λ1 = 1.0, τ1 = 0.5), (λ2 =
4.0, τ1 = 0.5), (λ3 = 8.0, τ1 = 0.5).
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Appendix D. LICENSE-PLATE DIGIT DATABASE
Figure D.1: License plate digits selected from the database.
112
Figure D.2: Labeled contours that belong to the license plate digits selected from the
database.
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