Abstract. We are concerned with the global weak rigidity of the Gauss-Codazzi-Ricci (GCR) equations on Riemannian manifolds and the corresponding isometric immersions of Riemannian manifolds into the Euclidean spaces. We develop a unified intrinsic approach to establish the global weak rigidity of both the GCR equations and isometric immersions of the Riemannian manifolds, independent of the local coordinates, and provide further insights of the previous local results and arguments. The critical case has also been analyzed. To achieve this, we first reformulate the GCR equations with div-curl structure intrinsically on Riemannian manifolds and develop a global, intrinsic version of the div-curl lemma and other nonlinear techniques to tackle the global weak rigidity on manifolds. In particular, a general functional-analytic compensated compactness theorem on Banach spaces has been established, which includes the intrinsic div-curl lemma on Riemannian manifolds as a special case. The equivalence of global isometric immersions, the Cartan formalism, and the GCR equations on the Riemannian manifolds with lower regularity is established. We also prove a new weak rigidity result along the way, pertaining to the Cartan formalism, for Riemannian manifolds with lower regularity, and extend the weak rigidity results for Riemannian manifolds with corresponding different metrics.
Introduction
We are concerned with the global weak rigidity of the Gauss-Codazzi-Ricci (GCR) equations on Riemannian manifolds and the corresponding global weak rigidity of isometric immersions of the Riemannian manifolds into the Euclidean spaces. The problem of isometric immersions of Riemannian manifolds into the Euclidean spaces has been of considerable interest in the development of differential geometry, which has also led to important developments of new ideas and methods in nonlinear analysis and partial differential equations (PDEs) (cf. [24, 37, 38, 39, 50] ). On the other hand, the GCR equations are a fundamental system of nonlinear PDEs in differential geometry (cf. [4, 5, 17, 21, 22, 36, 43] ). In particular, the GCR equations serve as the compatibility conditions to ensure the existence of isometric immersions. Therefore, it is important to understand the global, intrinsic behavior of this nonlinear system on Riemannian manifolds for solving the isometric immersion problems and other important geometric problems, including the global weak rigidity of the GCR equations and isometric immersions. In general, the Gauss-Codazzi-Ricci system has no type, neither purely hyperbolic nor purely elliptic.
The weak rigidity problem for isometric immersions is to decide, for a given sequence of isometric immersions of an n-dimensional manifold with a W 1,p metric whose second fundamental
The local weak rigidity of the GCR equations with lower regularity has been analyzed in Chen-Slemrod-Wang [7, 8] , in which the div-curl structure of the GCR equations in local coordinates has first been observed so that compensated compactness ideas, especially the divcurl lemma (cf. Murat [34] and Tartar [45] ), can be employed in the local coordinates. One of the advantages of these techniques is their independence of the type of PDEs -hence independent of the sign of curvatures in the setting of isometric immersions of the Riemannian manifolds. The key results in [7, 8] are the weak rigidity of solutions to the GCR equations, which is known to be equivalent to the existence of local isometric immersions in the C ∞ category as a classical result (cf. [24, 47] ). However, such an equivalence for Riemannian manifolds with lower regularity (i.e., W 1,p loc metric) is not a direct consequence of the aforementioned classical results. This problem has been treated recently in [9, 30, 31, 32] from the point of view of nonlinear elasticity.
In this paper, we analyze the global weak rigidity of both the GCR equations and isometric immersions -via a new approach, independent of local coordinates. Instead of writing the GCR equations in the local coordinates, we formulate the GCR equations intrinsically on Riemannian manifolds and develop a global, intrinsic version of compensated compactness and other nonlinear techniques to tackle the global weak rigidity on manifolds. Our aim is to develop a unified intrinsic approach to establish the global weak rigidity of the GCR equations and isometric immersions, and provide further insights of the results and arguments in [8, 30, 31, 32, 44] and the references cited therein. We also establish a new weak rigidity result along the way, pertaining to the Cartan formalism, for Riemannian manifolds with lower regularity, and extend the weak rigidity results for Riemannian manifolds with corresponding different (unfixed) metrics. This paper is organized as follows: In §2, we start with some geometric notations and present some basic facts about isometric immersions and the GCR equations on Riemannian manifolds for subsequent developments. In §3, we first formulate and prove a general abstract compensated compactness theorem on Banach spaces in the framework of functional analysis. As a direct corollary, we obtain a global, intrinsic version of the div-curl lemma, which has been also further extended to a more general version. These serve as a basic tool for subsequent sections. In §4, we give a geometric proof for the global weak rigidity of the GCR equations on Riemannian manifolds. The formulation and proof in this section are independent of the local coordinates of the manifolds, and are based on the geometric div-curl structure of the GCR equations. In §5, the equivalence of global isometric immersions, the Cartan formalism, and the GCR equations for simply-connected n-dimensional manifolds with W 1,p loc metric, p > n, is established. Then, in §6, we analyze the weak rigidity for the critical case n = 2 and p = 2. In particular, we show the weak rigidity of the GCR equations when the co-dimension is 1. Finally, in §7, we first provide a proof of the weak rigidity of the Cartan formalism, which gives an alternative intrinsic proof of the main result in §4, and then extend the weak rigidity results to the more general case such that the underlying metrics of manifolds are allowed to be a strongly convergent sequence in W 1,p , p > n. To keep the paper self-contained, in the appendix, we provide a proof for a general version of the intrinsic div-curl lemma, Theorem 3.4, on Riemannian manifolds.
Geometric Notations, Isometric Immersions and the GCR Equations
In this section, we start with some geometric notations about manifolds and vector bundles for self-containedness, and then present some basic facts about isometric immersions and the GCR equations on Riemannian manifolds for subsequent developments.
2.1. Notations: Manifolds and Vector Bundles. Throughout this paper, we denote (M, g) as an n-dimensional Riemannian manifold. By definition, M is a second-countable, Hausdorff topological space with an atlas of local charts A = {(U α , φ α ) : α ∈ I} such that each U α ⊂ M is an open subset, φ α : U α → φ α (U α ) ⊂ R n is a homeomorphism, and the transition functions φ α • φ −1 β between the overlapping charts U α and U β have required regularity. If each φ α • φ −1 β can be chosen to have positive definite Jacobian determinant almost everywhere, then M is said to be orientable. Moreover, M is simply-connected if its fundamental group is trivial, i.e., each loop on M can be continuously deformed to a point. The Riemannian metric g on M is given by a field of inner products. That is, at each point P ∈ M , g(P ) : Γ(T M ) × Γ(T M ) → R is an inner product denoted by On the space of differential forms, we recall four important operations. The first is the exterior derivative d : Ω q (M ) → Ω q+1 (M ), which is linear and satisfies d 2 = 0. The second is the Hodge star * : q T * M → n−q T * M , which can also be regarded as * : Ω q (M ) → Ω n−q (M ). It is an isomorphism of vector bundles, which satisfies * * = (−1) q(n−q) whenever M is orientable. The third is a natural product on differential forms: For α ∈ Ω q (M ) and β ∈ Ω r (M ), we can define the wedge product α ∧ β ∈ Ω q+r (M ). The fourth is the covariant derivative ∇ : Ω q (M ) → Ω q+1 (M ): For α ∈ Ω q (M ), define ∇α ∈ Ω q+1 (M ) via the Leibniz rule: 
. , Y q ∈ Γ(T M ).
There is a natural isomorphism between T M and T * M , by identifying canonically each fibre of T M with its dual. It induces a canonical isomorphism ♯ : Ω 1 (M ) → Γ(T M ), for which we write ♯ −1 =: ♭. Note that, if a vector field and its corresponding 1-form in local coordinates are written by the Einstein summation convention, ♯ (or ♭) amounts to raising (or lowering) the indices of the coefficients. Clearly, they extend to the isomorphisms between T * M ⊗ · · · ⊗ T * M (i.e., covariant tensors) and T M ⊗ · · · ⊗ T M (i.e., contravariant tensors).
For instance, consider the covariant derivative ∇ : Ω q (M ) → Ω q+1 (M ) defined above. For q = 1 and α ∈ Ω 1 (M ), we set X := α ♯ ∈ Γ(T M ). Since ∇ Y X ∈ Γ(T M ) for any Y ∈ Γ(T M ), we can view ∇X = ∇α ♯ ∈ Γ(T M ⊗ T M ), i.e., (∇α ♯ ) ♭ ∈ Ω 2 (M ). This example shows that, via the identifications ♯ and ♭, the covariant derivative ∇ on Ω q (M ) generalizes the definition of the Levi-Civita connection. Now let us briefly review how differential n-forms can be integrated on n-dimensional manifolds. On any orientable n-dimensional Riemannian manifold (M, g), there is a natural n-form dV g ∈ Ω n (M ), called the volume form, which satisfies * 1 = dV g and * dV g = 1. Let A = {(U α , φ α ) : α ∈ I} be an atlas for M as before. By the basic manifold theory, there exists a locally finite C ∞ -partition {ρ α : α ∈ I} of unity subordinate to A, i.e., α∈I ρ α = 1, 0 ≤ ρ α ≤ 1, and supp(ρ α ) ⋐ U α . We define the integration of ω ∈ Ω n (M ) over M by
where φ * denotes the pullback of a tensor under φ with required regularity on M , and |g| := det(g ij ). The integration of function φ on M is defined as the integration of its Hodge dual, i.e.,
which is an equality of n-forms on M . Then, for alternating contravariant q-tensor fields T and S, set T, S := T ♭ , S ♭ , which is consistent with the previous notations. Next, the
We denote by W k,p (M ; q T * M ) the completion of the space of compactly supported q-forms with respect to · W k,p . Notice that, for any contravariant tensor field X, the following holds:
In fact, W k,p (M ; E) can be defined for an arbitrary bundle E. Furthermore, we can define the W k,p connection ∇ E on bundle E. This can be done since the moduli space of connections is an affine space modelled over the tensor algebra
We refer the reader to Jost [26] for the detailed construction. A key feature for this definition lies in its intrinsic nature, since the local coordinates on M are not needed to define W k,p (M ; q T * M ). In particular, when
2.2. Isometric Immersions. We are concerned with the isometric immersions of an n-dimensional manifold (M, g) into the Euclidean spaces. A map f : (M, g) ֒→ (R n+k , g 0 ) is an isometric immersion if the differential df : T M → T R n+k is everywhere injective, and
for every P ∈ M and X, Y ∈ Γ(T M ). Since g 0 is the Euclidean dot product, Eq. (2.6) reads
Then it is natural to ask whether, for any given (M, g), there is an isometric immersion f (or embedding, i.e., in addition, f is injective everywhere) into the Euclidean space R n+k . The existence of smooth isometric embeddings was established in Nash [38] in the large when the dimension of the target Euclidean space is high enough: For any (M, g), there exist a large enough k and a corresponding smooth isometric embedding f : (M, g) ֒→ (R n+k , g 0 ) (also see [23] ). To achieve this, the problem was approached directly from Eq. (2.7), which is a first-order system of fully nonlinear PDEs, generically under-determined when k is large.
On the other hand, some progress has been made on the existence and regularity of immersions/embeddings of two-dimensional Riemannian manifolds M 2 into R 3 , with the minimal target dimension 3, the Janet dimension. In this setting, the problem can be reduced to a fully nonlinear Monge-Ampère equation, whose type is determined by the Gauss curvature K of M . For K > 0, K = 0, and K < 0, the corresponding equation is elliptic, parabolic, and hyperbolic, respectively. The case of K > 0 has a solution in the large due to Nirenberg [39] , while the other two cases are more delicate, and are still widely open in the general setting; see Han-Hong [24] .
2.3.
The Gauss-Codazzi-Ricci Equations. The isometric immersion problem can also be approached via the GCR equations as the compatibility conditions, instead of directly tackling Eq. (2.7) (cf. do Carmo [13] ).
The GCR equations are derived from the orthogonal splitting of the tangent spaces along the isometric immersion f : (M, g) ֒→ (R n+k , g 0 ). Indeed, the tangent spaces satisfy T P R n+k ∼ = R n+k ∼ = T P M T P M ⊥ for each P ∈ M , where T P M ⊥ is the fibre of the normal bundle T M ⊥ at point P , and T M ⊥ is defined as the quotient vector bundle T R n+k /T M . Here and hereafter, we obey the widely adopted convention to identify T M with T (f M ), that is, we view f as the inclusion map.
From now on, we will always use Latin letters X, Y, Z, . . . to denote tangential vector fields, i.e., elements in Γ(T M ), and Greek letters ξ, η, ζ, . . . to denote normal vector fields, i.e., elements in Γ(T M ⊥ ).
The Levi-Civita connection∇ on R n+k is the trivial flat connection given bȳ
where we have used the Einstein summation convention. In other words, the covariant derivative corresponding to∇ is just the usual derivative in Euclidean spaces. It is crucial for the study of isometric immersions that the projection of∇ onto T M coincides with the Levi-Civita connection on M which is denoted by ∇ in the sequel, and its projection onto T M ⊥ defines an affine connection on the normal bundle which is written as ∇ ⊥ ; see §6 in [13] . Throughout this paper, we use notation∇ V W instead of V W to emphasize that {∇, ∇ ⊥ } both come from the orthogonal splitting of∇. We also adopt the convention that the geometric quantities with an overhead bar are associated with the total space R n+k (as introduced in §1), while the quantities with superscript ⊥ are associated with the normal bundle T M ⊥ . Also, for any X, Y ∈ Γ(T M ), the vector field∇ X Y ∈ T R n+k is well-defined. Thus, we can define a symmetric bilinear form
, known as the second fundamental form, by
By a slightly abusive notation, we may view B :
, the shape operator (sometimes also called the second fundamental form), by
Equivalently, it can be defined by contracting B:
In addition, the Riemann curvature tensor on M is a rank-4 tensor R :
(2.12)
Notice that the last two coordinates (Z, W ) do not enter the definition of R in an essential way. In fact, for any vector bundle E over M with affine connection ∇ E , we can define the Riemann curvature on E as
for X, Y ∈ Γ(T M ) and s 1 , s 2 ∈ Γ(E). For our purpose, we consider three bundles over M :
, and (T R n+k ,∇). We denote their Riemann curvatures by R, R ⊥ , andR, respectively.
With the geometric notations above, we are now at the stage of introducing the GCR equations. The GCR equations express the flatness of the Euclidean space (R n+k , g 0 ), i.e., R = 0. We take any X, Y ∈ Γ(T M ) and sections
(2.14)
Owing to the split: T R n+k ≃ T M T M ⊥ (at least locally), we can take (s 1 , s 2 ) to be one of the three combinations: (tangential, tangential), (tangential, normal), and (normal, normal). The resulting equations are named after Gauss, Codazzi, and Ricci, respectively.
Theorem 2.1 (GCR Equations). Assume that f : (M, g) ֒→ (R n+k , g 0 ) is an isometric immersion. Then the following Gauss-Codazzi-Ricci equations are satisfied:
In Theorem 2.1, we have expressed the GCR equations in the most compact form. Nevertheless, to analyze the weak rigidity, it is helpful to rewrite the Codazzi and Ricci equations in a less concise manner. Theorem 2.2. The following equations are equivalent to the GCR system: 
as well as the analogous expression for∇ Y B(X, Z, η):
Equating these two expressions by Eq. (2.16) and noticing that 
by the definition of R ⊥ and the Leibniz rule. Moreover, the left-hand side of Eq. (2.17) equals
thanks to the definition of S; Similarly,
Thus, we obtain Eq. (2.20) . This completes the proof.
In the GCR equations in the form of either Theorem 2.1 or Theorem 2.2, we view (B, ∇ ⊥ ) as unknowns and g (hence R) as given. The GCR equations constitute a necessary condition for the existence of isometric immersions. Tenenblat [47] proved that, if everything is smooth, this is also sufficient for the local existence of isometric immersions. 
Intrinsic Compensated Compactness Theorems on Riemannian Manifolds
In this section, we first formulate and prove a general abstract compensated compactness theorem in the framework of functional analysis (in §3.1). As a special case, it implies a global intrinsic version of the div-curl lemma on Riemannian manifolds, which generalizes the wellknown classical versions in R n , first by Murat [34] and Tartar [45] . Such a geometric div-curl lemma, which is presented in §3.2, will serve as a basic tool in the subsequent development.
3.1. General Compensated Compactness Theorem on Banach Spaces. Throughout this section, for a normed vector space X with dual space X * , we use ·, · X to denote the duality pairing of (X, X * ). Let H be a Hilbert space over field K = R or C such that H = H * . Let Y and Z be two Banach spaces over K with their dual spaces Y * and Z * , respectively. In what follows, we consider two bounded linear operators S : H → Y , T : H → Z, and their adjoint operators S † : Y * → H and T † : Z * → H, respectively. Furthermore, the following conventional notations are adopted: For any normed vector spaces X, X 1 , and X 2 , we write {s ǫ } ⊂ X for a sequence {s ǫ } in X as a subset, and X 1 ⋐ X 2 for a compact embedding between the normed vector spaces. We use · X to denote the norm in X. Also, we use → to denote the strong convergence of sequences and ⇀ for the weak convergence. Furthermore, we denote the closed unit ball of space X byB X := {x ∈ X : x ≤ 1}, the open unit ball by B X := {x ∈ X : x < 1}. Moreover, for a linear operator L : X 1 → X 2 , its kernel is written as ker(L) ⊂ X 1 , and its range is denoted by ran(L) ⊂ X 2 . Finally, for X 1 ⊂ X as a vector subspace, its annihilator is defined as X ⊥ 1 := {f ∈ X * : f (x) = 0 for all x ∈ X 1 }. To formulate the compensated compactness theorem in the general functional-analytic framework, we first introduce the following two bounded linear operators: Define
Here and throughout, the Banach space Y Z is endowed with norm (y, z) Y Z := y Y + z Z . Notice that, for any a ∈ Y * , b ∈ Z * , and h ∈ H,
In the setting above, we are concerned with the following question:
Question. Let {u ǫ }, {v ǫ } ⋐ H be two sequences so that there existū,v ∈ H such that u ǫ ⇀ū and v ǫ ⇀v in H as ǫ → 0. Under which conditions does the following hold:
The goal of this subsection is to provide a sufficient condition for the convergence u ǫ , v ǫ H → ū,v H as ǫ → 0. Roughly speaking, it requires the existence of a "nice" pair of bounded linear operators S : H → Y and T : H → Z such that S and T are orthogonal to each other, and S ⊕ T gains certain compactness/regularity. More precisely, we prove 
Assume that two sequences {u ǫ }, {v ǫ } ⊂ H satisfy the following conditions:
(Seq 1) u ǫ ⇀ū and v ǫ ⇀v in H as ǫ → 0; (Seq 2) {Su ǫ } is pre-compact in Y , and {T v ǫ } is pre-compact in Z.
Proof. We divide the proof into eight steps.
1. In order to show that S ⊕ T : H → Y Z has a finite-dimensional kernel, we consider the following subset of H:
is a compact embedding between the Hilbert spaces.
Suppose that j(E) ⊂ H ‹ is compact. First notice that j(E) is the closed unit ball of j[ker(S ⊕ T )], which is a Banach space, due to the closedness of the kernel. It then follows from the classical Riesz lemma that j[ker(S ⊕ T )] is finite-dimensional. Since j is an embedding, we can conclude that dim ker(
To prove the compactness of j(E), take any h ∈ E and consider the following estimate deduced from condition (Op 2):
Hence, the boundedness of E in H and the compactness of j : H → H ‹ imply that j(E) is compact. Thus, the first step is complete.
2.
We now show that S ⊕ T is a closed-ranged operator, i.e., ran(S ⊕ T ) ⊂ Y Z is a closed subspace. To this end, we first prove the existence of a constant ǫ 0 > 0 such that, for all
In fact, if the inequality were false, then, for any µ ∈ (0, 1), we could find
for someǫ 0 > 0. Such a choice of {h µ } is possible, owing to the finite-dimensionality of S ⊕ T . Now, plugging {h µ } into condition (Op 2), we have
It follows from the compactness of
However, this contradicts the fact that {h µ } were chosen to have a distance at leastǫ 0 from ker(S ⊕ T ). Therefore, we have established estimate (3.4).
To proceed, consider a sequence {h µ } ⊂ H such that (S ⊕ T )h µ → w for some w ∈ Y Z. Our goal is to show that w ∈ ran(S ⊕ T ). Indeed, by the projection theorem for Hilbert spaces, we can decompose h µ = k µ + r µ with k µ ∈ ker(S ⊕ T ) and r µ = [ker(S ⊕ T )] ⊥ (which is a closed subspace of H). Then estimate (3.4) gives
As a consequence, {j(r µ )} is a Cauchy sequence in j(H), which implies that there exists j(r) ∈ j(H) such that j(r µ ) → j(r) in j(H) as µ → 0. Since j is an embedding, it follows that r µ → r in H. Therefore, by the closed graph theorem of Banach spaces, (S ⊕T )h µ = (S ⊕T )r µ → (S ⊕T )r. It now follows that w = (S ⊕ T )r so that the range of S ⊕ T is closed.
3.
As an immediate corollary, we can obtain the following decomposition of H:
Here, denotes the topological direct sum of Banach spaces, and the direct summands are orthogonal as Hilbert spaces.
Indeed, by the projection theorem, H = ker(S ⊕ T ) [ker(S ⊕ T )] ⊥ . On the other hand,
We recall the closed range theorem in Banach spaces, which states that a bounded linear operator is closed-ranged if and only if its adjoint operator is closed-ranged (cf. [20] ). Hence, we may deduce from the preceding equalities that
The decomposition in Eq. (3.6) now follows immediately.
With this decomposition, it now suffices to prove Theorem 3.1 for surjective operators S and T . Indeed, all the conditions in (Op 1)-(Op 2) and (Seq 1)-(Seq 2) continue to hold when Y Z is replaced by ran(S ⊕ T ), which has been proved to be a closed subspace of Y Z. Here we have used the fact that closed subspaces of reflexive Banach spaces are still reflexive. Therefore, in the sequel, we always assume ran(S ⊕ T ) = Y Z without loss of generality.
Now, we introduce the following operator
For this generalized Laplacian, we also prove that it has a finite-dimensional kernel, and its range is closed (in fact, surjective, in view of the reduction at the end of Step 3).
Indeed, we can find the range of / ∆ as follows:
where the decomposition in Eq. (3.6) has been used in the second equality.
On the other hand, notice that
In this expression, the first direct summand equals ker(S ⊕ T ), by a similar argument as in Eq. (3.8). For the second summand, a standard result in functional analysis gives ker(S † ∨ T † ) = [ran(S⊕T )] ⊥ , which is assumed to be {0} at the end of Step 3. It follows that ker( / ∆) = ker(S⊕T ), which is finite-dimensional, by Step 1.
To summarize, / ∆ is a closed-ranged operator with a finite dimensional kernel; without loss of generality, we may assume / ∆ to be surjective.
5.
We now show a crucial result concerning / ∆:
First, applying the open mapping theorem in Banach spaces to operator
From this inclusion, we can prove
In fact, for any v 0 ∈ δB Y Z , we can write v 0 as a convex combination of elements in
Thus, (3.10) now follows.
As a consequence, given any w ∈ ran(
Now, the proof for (♣) is completed by choosing M = δ −1 .
6. Now, we employ (3.6) to decompose sequences {u ǫ } and {v ǫ }, and the weak limitsū andv. In the sequel, we denote the canonical projection of H onto the first factor by
Employing such a decomposition, we can write
for some a,ã, a ǫ ,ã ǫ ∈ Y * and b,b, b ǫ ,b ǫ ∈ Z * . Moreover, applying the orthogonality condition (Op 1), we have
Since {u ǫ } and {v ǫ } are weakly convergent by assumption (Seq 1), and π 1 is a compact operator, we obtain that π 1 u ǫ , π 1 v ǫ → π 1ū , π 1v . It thus remains to establish
In the next two steps, we prove (3.12).
7.
The starting point is to observe that the left-hand side of (3.12) can be rewritten as follows:
On the other hand, let us apply S to u ǫ and T to v ǫ in (3.11) . Using the definition of π 1 and the orthogonality condition (Op 1), we immediately find that
, it suffices to show the boundedness of {(ã ǫ , b ǫ )} ⊂ Y * Z * to conclude (3.12) . To see this point, assuming the boundedness, one can deduce that
we can use the pre-compactness of {Su ǫ } ⊂ Y and
For II ǫ , we need to invoke the reflexivity of Y and Z. As a Banach space is reflexive if and only if its dual space is reflexive, we know that Y * Z * is reflexive. Then the bounded sequence {(ã ǫ , b ǫ )} is weakly pre-compact, by Theorem 3.31 in [20] . Moreover, Theorem 4.47 (Eberlein-Smulian theorem) in [20] implies the weak convergence of
8. From the above arguments, it remains to prove the boundedness of {(ã ǫ , b ǫ )} ⊂ Y * Z * . We further remark that (ã ǫ , b ǫ ) can be chosen modulo ker( / ∆). More precisely, it is enough to exhibit one particular representative
where C < ∞ is independent of ǫ. To see this, notice that
analogous to Eqs. (3.13)-(3.14). Therefore, we have the freedom to choose a representative (ã ǫ , b ǫ ) in the co-set (Sv ǫ , T u ǫ ) + ker( / ∆), without changing the expression on the left-hand side of (3.12).
For this purpose, let us invoke the key estimate (♣) proved in Step 5 to find a constant
Then it suffices to prove the uniform boundedness of
Indeed, as u ǫ ⇀ū and v ǫ ⇀v according to assumption (Seq 1), we know that {u ǫ } and {v ǫ } are bounded in H, by using the weak lower semi-continuity of · H . By the reflexivity of Hilbert spaces (due to the Riesz representation theorem), {u ǫ } and {v ǫ } are weakly precompact in H. Next, by standard results in functional analysis, the continuous linear operator S ⊕ T : H → Y Z with respect to the strong topologies is also continuous when both H and Y Z are endowed with the weak topologies (see [20] for details). As continuous mappings take pre-compact sets to pre-compact sets, {(Sv ǫ , T u ǫ )} is weakly pre-compact in Y Z; equivalently, we have established the uniform boundedness of {(Sv ǫ , T u ǫ )} in the strong topology of Y Z, because the Banach spaces Y and Z are reflexive. Therefore, we have proved that
from which the convergence in (3.12) follows. This completes the proof.
Let us close this subsection with two remarks on Theorem 3.1. First, in terms of the applications, Y and Z are usually Hilbert spaces H s = W s,2 for s ∈ Z, or S and T are known to be Fredholm operators. In such cases, our arguments can be essentially simplified. Second, the reflexivity of Y and Z is necessary for Theorem 3.1 to hold. 20] ) so that the closed-rangedness of / ∆ and the crucial estimate (♣) are automatically verified. As a consequence, after establishing the finite-dimensionality of ker( / ∆) as in the first half of Step 1, we can proceed to Step 5 in the proof of Theorem 3.1. On the other hand, if S and T are given a priori to have finite-dimensional kernels and co-kernels, then S ⊕ T is a Fredholm operator (whose range is automatically closed). Again, we can directly proceed to
Step 5. 
On the other hand, for any test function ψ ∈ W 1,∞ 0
(Ω) and any test vector field
and similarly
The failure of the weak continuity is related to the phenomenon of "concentration" in fluid mechanics, nonlinear elasticity, and calculus of variations; see §6 for further discussions.
3.2.
Intrinsic Div-Curl Lemma on Riemannian Manifolds. Now we adapt the general functional-analytic theorem, Theorem 3.1, to the geometric settings. Our aim is to obtain a global intrinsic div-curl lemma on Riemannian manifolds (Theorem 3.3), independent of local coordinates, which will be applied to analyze the global weak rigidity of isometric immersions of Riemannian manifolds in the subsequent development. Let us begin with the notions of several geometric quantities.
First of all, it is well-known that the divergence of a vector field is globally defined for an arbitrary dimensional orientable manifold M :
where * is the Hodge star, L is the Lie derivative, and dV g is the volume form with respect to metric g. Geometrically, divX measures the change of volume in the direction of X. The gradient can also be defined in higher dimensions:
The notion of curl is more subtle. Our ordinary definition for curl, if we require to be intrinsic, is only well-defined on three-dimensional manifolds. This is because one needs to identify canonically Ω 2 (M ) with Γ(T M ), which is only valid in three dimensions via the Hodge duality. Physically, curl(X) measures the rotation of the flow generated by X pointing to the rotation axis, where the direction of the rotation axis is unambiguous in three dimensions. For 20) where ♯• * identifies the 2-form dX ♭ with the vector field. On an arbitrarily dimensional manifold M , we can define the generalized curl just as the 2-form, without pulling back to vector fields:
Remark 3.3. The underlying reason for introducing the generalized curl is the algebra isomorphism 2 (T * M ) ∼ = so(n), which is the Lie algebra of the special orthogonal group. Our curl(X)
is just a field of anti-symmetric matrices which can be naturally interpreted as rotations, thanks to the structure of so(n).
Next, we define δ : Ω q (M ) → Ω q−1 (M ) to be the (formal) adjoint operator of d in the following sense:
To emphasize the dependence on metric g, it can also be expressed as
Equivalently, we can define δ := (−1) n(q+1)+1 * d * , where * is the Hodge star. Hence, in the definition of divergence (3.18), divX is simply δX ♭ modulo a sign. Therefore, we always regard δ as the divergence and d as the curl.
Moreover, the Laplace-Beltrami operator ∆ : One fundamental result concerning the Laplace-Beltrami operator is the Hodge decomposition theorem (cf. Warner [48] ): Theorem 3.2 (Hodge Decomposition). Let M be a closed, orientable Riemannian manifold. For each integer q with 0 ≤ q ≤ n, the following orthogonal decomposition holds: 25) where the orthogonality is taken with respect to the L 2 inner product on
In view of Theorem 3.2, we can define the solution operator (i.e., the Green operator) to the Laplace-Beltrami on closed manifolds. Let π H : Ω q (M ) → Har q (M ) stand for the canonical projection. Then, for α ∈ Ω q (M ), we set
It can be shown that, if T is a linear operator commuting with ∆, then it also commutes with G. In particular, d, δ, ∆, and * commute with G. Moreover, ∆ and G are bounded linear operators on the Sobolev spaces. To be explicit, ∆ :
and 0 ≤ q ≤ n.
be two families of differential q-forms, for 0 ≤ q ≤ n, such that
(ii) there are compact subsets of the corresponding Sobolev spaces, K d and K δ , such that
Then ω ǫ , τ ǫ converges to ω, τ in the sense of distributions:
Proof. First of all, we can reduce the statement of the theorem only for compact manifolds. Indeed, for any test function ψ ∈ C ∞ c (M ), it suffices to assume that ψ ≥ 0. Otherwise, we may decompose it as ψ = ψ + − ψ − and approximate ψ ± by C ∞ nonnegative functions respectively. Then, without loss of generality, we can always replace (ω ǫ , τ ǫ ) by ( √ ψω ǫ , √ ψτ ǫ ), and replace M by any compact submanifold of M containing the support of ψ. Thus we may drop the test function ψ and the subscripts "loc" in the function spaces: More precisely, it suffices to take M as a closed Riemannian manifold and establish the convergence:
and
Now we are in the position of applying Theorem 3.1. For this purpose, we take Thus, we are left with checking the estimate in (Op 2), i.e., for any α ∈ L 2 (M ;
there exits a constant C > 0 such that
To this end, we rely crucially on the Hodge decomposition theorem, Theorem 3.2, as well as the standard elliptic estimate for the Laplace-Beltrami operator in the following form:
Now let us prove (3.27). Given α ∈ L 2 (M ; q T * M ), we define β := Gα, which is equivalent to the decomposition: α = π H α + ∆β. Applying the elliptic estimate (3.28) to ω := π H α, we have
where C > 0 is a constant, independent of α. As H −2 (M ; q T * M ) is a Hilbert space and π H is a projection, the Pythagorean law gives that
Thus, in view of the compact embedding:
Finally, we can bound ∆β in L 2 . The bound follows from the following estimates:
where we have used the commutativity of G and ∆ in the third line, the elliptic estimate in the fourth line with ω = Gα in (3.28), the definition of ∆ and G in the fifth line, the Pythagorean theorem in the Hilbert space H −2 (M ; q T * M ) in the sixth line, and the Rellich lemma in the final line. Therefore, the estimate in (3.27) has been obtained, and the proof is now complete.
To conclude this section, we point out that some connections between the Hodge decomposition theorem and compensated compactness have been observed by Robbin-Rogers-Temple in [40] (also cf. Tartar [45] ), and some generalized versions of the div-curl lemma have been obtained by - [28] , among others. Our general functional-analytic compensated compactness theorem, Theorem 3.1, further provides such a connection in the abstract form. In particular, our proof is essentially based upon the analysis of operator / ∆ : Y * Z * → Y Z, which is an analogue of the Laplace-Beltrami operator ∆.
In
To make this paper self-contained, we will present its proof in the appendix.
Global Weak Rigidity of the Gauss-Codazzi-Ricci Equations on Riemannian Manifolds
In this section, we establish the global weak rigidity of the GCR equations on Riemannian manifolds, independent of the local coordinates.
4.1. Global Weak Rigidity Theorem. Our main result in this section is the following: Theorem 4.1 (Global Weak Rigidity of the GCR Equations). Let (M, g) be an n-dimensional manifold with W 1,p metric for p > 2. Let a sequence of operators {(B ǫ , ∇ ⊥,ǫ )} satisfy
for a constant C K on any K ⋐ M compact subsets, independent of ǫ; (ii) (B ǫ , ∇ ⊥,ǫ ) are solutions of the GCR equations in the distributional sense: For any X, Y, Z, W ∈ Γ(T M ) and η, ξ ∈ Γ(T M ⊥ ),
3)
in the distributional sense, where S ǫ is the shape operator corresponding to B ǫ (Note that ∇ ⊥,ǫ is implicit in the above equations).
Then, after passing to a subsequence, {(B ǫ , ∇ ⊥,ǫ )} converges weakly in L p to a pair (B, ∇ ⊥ ) that is still a weak solution of the GCR equations (2.15)-(2.17).
This result can be regarded as a global version on Riemannian manifolds of Theorem 3.3 in Chen-Slemrod-Wang [8] . In this paper, both the statement and the proof for this weak rigidity theorem are global, intrinsic, independent of the local coordinates of the Riemannian manifolds, which offers further geometric insights into the GCR equations.
Remark 4.1. Theorem 4.1 for the exact solutions can be extended to the weak rigidity of approximate solutions (B ǫ , ∇ ⊥,ǫ ) of the GCR equations. More precisely, instead of (4.2)-(4.4) in (ii), let (B ǫ , ∇ ⊥,ǫ ) solve the following approximate GCR equations in the distributional sense: For any X, Y, Z, W ∈ Γ(T M ) and η, ξ ∈ Γ(T M ⊥ ),
for some r > 1. Then, after passing to a subsequence, {(B ǫ , ∇ ⊥,ǫ )} converges weakly in L p to a pair (B, ∇ ⊥ ) that is a weak solution of the GCR equations (2.15)-(2.17).
First Formulation: Identification of the Tensor Fields with Special Div-Curl
Structure on Riemannian Manifolds. Now we begin the proof of Theorem 4.1. First we seek tensor fields with special div-curl structure for the GCR equations on manifolds.
Recall our previous convention: X, Y, Z, · · · ∈ Γ(T M ) and ξ, η, β, · · · ∈ Γ(T M ⊥ ). For each fixed (Z, η, ξ), define the tensor fields V (B)
To avoid further notations, we denote the vector fields canonically isomorphic to Ω
Z,η and Ω
(via ♯ and ♭) by the same symbols.
Our geometric picture is as follows: The V -tensors take two tangential vector fields (X, Y ) to a vector field spanned by X and Y , which are anti-symmetric in (X, Y ). Thus, V 
Proof. To show the first two identities, we use Eq. (3.18) to express the divergence in terms of the Lie derivative, which is further computed from Cartan's formula:
where ι is the interior multiplication. Indeed, in local coordinates, we write
where " · · · denotes the omission of the corresponding term. As a result, *
as ∂ i X i = div X and * dV g = 1. On the other hand, for any f : M → R, we have
where the vector fields X, Y are identified with the directional derivatives. Therefore, we conclude
We use Cartan's formula For the generalised curl (i.e., d), recall the identity from §2.2.1:
Applying the above to α = Ω
Z,η , we have
which is Eq. (4.14). The proof of Eq. (4.15) is analogous. This completes the proof.
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As a remark, it is crucial to recognize that δ 
Second Formulation:
The Div-Curl Structure of the GCR Equations. We now express the GCR equations in another form, which is suitable for applying the intrinsic div-curl lemma, i.e., Theorem 3.3. To achieve this, we employ the geometric quantities V (B) , Ω (B) , V (∇ ⊥ ) , and Ω (∇ ⊥ ) , in the reduced GCR equations (2.18)-(2.20) in Theorem 2.2 to obtain Lemma 4.2 (Second Formulation). The Gauss, Codazzi, and Ricci equations are equivalent to the following equations, respectively: Proof. We divide the proof into four steps.
1.
We start with Eq. (4.19). Now consider the following spanning set of normal vector fields:
where n + k is the dimension of the target space of the isometric immersion.
Since metric g is in W 1,p on M , and the second fundamental form and the normal connection are well-defined in L p , then S 1 exists a.e. on M . In view of the remark above, we can make the following computation in the distributional sense: 
By Eq. (4.10) in the first formulation, we can transform the above equation to the following: 
In light of Eq. (4.15) in the first formulation, we have
The last two terms on the left-hand side can be expressed as 27) by using the definition of V (∇ ⊥ ) and Ω (∇ ⊥ ) in Eqs. (4.9) and (4.11).
To deal with the right-hand side of Eq. (4.26), we temporarily assume the existence of the tangential spanning set of unit vector fields:
(4.28)
In this case, one can compute the right-hand side of equation (4.26):
(4.29)
Indeed, to obtain the last equality, recall that B is symmetric in the first two arguments. Then, using Eqs. (2.10)-(2.11), we have
where S is the shape operator. The other term follows similarly.
On the other hand, by Eqs. 4. Unfortunately, we cannot take the existence of S 2 for granted. For example, on M = S 2m , the Hairy Ball theorem shows that any Z ∈ Γ(T M ) must vanish at some point. To overcome this difficulty, we may resort to a partition of unity argument. Let A = {U α : α ∈ I} be an atlas for M , and let {ρ α : α ∈ I} be a smooth partition of unity subordinate to A (cf. §2). On each U α , the spanning set in the form of S 2 exists, since U α is diffeomorphic to R n . We write
Then we can take S 2 in place of S 2 so that all the preceding arguments for the Ricci equation pass through. This completes the proof.
4.4.
Proof of Theorem 4.1. We can now prove the global weak rigidity theorem, Theorem 4.1, for the GCR equations on Riemannian manifolds. In fact, the main ingredients of the proof have been provided in the previous two formulations, which express the GCR equations in the form suitable for employing Theorem 3.3.
Proof of Theorem 4.1. The proof consists of three steps. For the four terms in (4.32), by the hypotheses of Theorem 4.1, we find that
are uniformly bounded in L and Ω
Furthermore, Eqs. (4.12)-(4.15) of the first formulation lead to the following identities: 
3. Since (B ǫ , ∇ ⊥,ǫ ) are uniformly bounded in L p loc , p > 2, after passing to subsequences, they converge to some (B, ∇ ⊥ ) weakly in L p loc . Combining the arguments in Step 2 with Theorem 3.3, we obtain the following convergence in the distributional sense:
Therefore, in Eqs. (4.19)-(4.21) in the second formulation, we can pass the limits as ǫ → 0. This guarantees that the weak limit (B, ∇ ⊥ ) is still a weak solution of the GCR system. This completes the proof.
To conclude this section, we remark that Eqs. (2.1)-(2.3) in [8] , which are the Gauss, Codazzi, and Ricci equations in local coordinates, can be seen directly from our global formulations in Theorems 2.1-2.2.
Indeed, write {∂ i : 1 ≤ i ≤ n} as a local coordinate system on the tangent bundle T M , and {∂ α : n + 1 ≤ α ≤ n + k} for a local coordinate system on the normal bundle T M ⊥ . To write the GCR equations in the local coordinates, we define 33) and substitute the unit vector fields ∂ i (or ∂ α ) in place of X (or ξ, respectively), in the GCR equations in Theorems 2.1-2.2. We solve for {h α ij , κ α iβ }, namely the second fundamental form and the normal affine connection written coordinate-wise. In this way, we recover Eqs. (2.1)-(2.3) in [8] : where
, and the Christoffel symbols are defined as usual by
Therefore, Theorem 4.1 for the weak rigidity of the GCR equations is a global, intrinsic version of the local weak rigidity result of Theorem 3.3 in [8] .
Isometric Immersions, the Cartan Formalism, and the GCR Equations on Manifolds with Lower Regularities
In §4, we have proved the global weak rigidity of the GCR equations on Riemannian manifolds with lower regularity. Then the next natural question is about its geometric implications. We address this question with two interrelated goals:
(i) Global isometric immersions for simply-connected manifolds with lower regularity are constructed from the GCR equations. As remarked in the introduction, this is related to the realization problem in elasticity. (ii) The global weak rigidity of isometric immersions in turn provides crucial insights to the global weak rigidity of the GCR equations. This observation will lead to an alternative proof of Theorem 4.1; cf. §7.1.
5.1.
From PDEs to Geometry: An Equivalence Theorem. We now address the central question raised above. First, it should be noticed that the results in §4 are essentially PDEtheoretic. Despite the geometric -global and intrinsic -nature of the formulation and proof of Theorem 4.1, we have only analyzed the GCR equations per se, but have not referred to their geometric origin, i.e., the isometric immersion problem. One would expect that, providing that our formulation is natural, the weak rigidity of isometric immersions and the weak rigidity of the GCR equations should be essentially the same problem. We now formalize this observation and prove it in mathematical rigor.
We point out that the realization problem, i.e., the construction of isometric immersions from the GCR equations, has been investigated in the recent years; see Ciarlet-Gratie-Mardare [9] , Mardare [30] - [32] , Szopos [44] , and the references cited therein. These previous results, which solve the realization problem locally, can be summarized in the following theorem.
Theorem 5.1. Let U ⊂ R n be a simply-connected open set. Suppose that the symmetric matrix fields
, and the antisymmetric matrix field {κ ij = (κ α ij )} n+1≤α≤n+k ⊂ L p loc (U ; so(n)) prescribed on U satisfy the GCR equations (4.34)-(4.36) in local coordinates in the distributional sense. Then there exists a W 2,p loc isometric immersion f : U ֒→ R n+k such that g ij , h ij , and κ ij are its metric, second fundamental form, and normal connection in local coordinates, respectively.
Here and in the sequel, we write gl(q; R) for the space of q × q matrices with real entries, O(q) ⊂ gl(q; R) for the space of symmetric q × q matrices, and so(q) ⊂ gl(q; R) the space of q × q anti-symmetric matrices.
Remark 5.1. The codimension k of the isometric immersion in Theorem 5.1 above is required to be larger than or equal to the minimal Janet dimension J(n) := n(n+1) 2
. For more details, we refer to Janet [25] and the exposition by Han-Hong [24] .
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The strategy for the proof in [30] - [32] and [44] can be briefly sketched as follows: First, the GCR equations can be transformed into two types of first-order matrix-valued PDE systems with W 2,p coefficients, known as the Pfaff and Poincaré systems; then, applying various analytic results established in [30] - [32] , one can construct explicitly the local isometric immersions by solving the Pfaff and Poincaré systems with the rough coefficients. Nevertheless, despite the successful solution to the realization problem (at least locally), the transformations from the GCR equations to the Pfaff and Poincaré systems in [30] - [32] and [44] appear quite delicate, which involve many different types of geometric quantities in local coordinates (e.g., metrics, connections, and curvatures) as the entries of the same matrix of enormous size.
In this section, we give an alternative global geometric proof of Theorem 5.1. In addition, we solve the problems listed in goals (i) and (ii) at one stroke. Our perspective is essentially different from those in [30] - [32] and [44] : We aim at establishing the equivalence of the GCR equations and the existence of isometric immersions on Riemannian manifolds with W 1,p loc metric, p > n, via the Cartan formalism for exterior differential calculus (see [43] ).
We first state the main theorem of this section, which concerns the equivalence of three formulations of the GCR equations in disguise. Roughly speaking, we view the Cartan formalism as the bridge between the GCR equations and isometric immersions.
Theorem 5.2. Let (M, g) be an n-dimensional, simply-connected Riemannian manifold with metric g ∈ W 1,p loc , p > n, and let (E, M, R k ) be a vector bundle over M . Assume that E has a W 1,p loc metric g E and an L p loc connection ∇ E such that ∇ E is compatible with metric g E . Moreover, suppose that there exists an L p loc tensor field S :
Then the following are equivalent:
(i) The GCR equations as in Theorem 2.1 with R ⊥ replaced by R E , the Riemann curvature operator on the bundle; (ii) The Cartan formalism (5.1)-(5.5); (iii) The existence of a global isometric immersion f ∈ W 2,p loc (M ; R n+k ) such that the induced normal bundle T (f M ) ⊥ , normal connection ∇ ⊥ , and second fundamental form can be identified with E, ∇ E , and B, respectively.
In (i)-(ii), the equalities are taken in the distributional sense and, in (iii), the isometric immersion f ∈ W 2,p loc is unique a.e., modulo the group of Euclidean motions G = R n+k ⋊ O(n + k).
In Theorem 5.2, we require p > n (instead of p > 2 for the weak rigidity of the GCR equations, as in §4) to guarantee that the immersion is C 1 , which agrees with the classical notions from differential geometry. In §5.2 below, the Cartan formalism is introduced. This clarifies the precise meaning for the second item in the above theorem. Then, in §5.3- §5.4, we give a proof of Theorem 5.2.
Finally, the implication: (i) ⇒ (iii) leads to the following global realization theorem on Riemannian manifolds, independent of the local coordinates:
Corollary 5.1. Let (M, g) be an n-dimensional, simply-connected Riemannian manifold with metric g ∈ W 1,p loc , p > n, and let (E, M, R k ) be a vector bundle over M . Assume that E has a W 1,p loc metric g E and an L p loc connection ∇ E such that ∇ E is compatible with metric g E . Moreover, suppose that there exists an L p loc tensor field S :
Assume that the GCR equations (as in Theorem 2.1, with R ⊥ replaced by R E ) are satisfied in the distributional sense. Then there exists a global isometric immersion f ∈ W 2,p loc (M ; R n+k ) such that T M ⊥ is identified with E (together with the metric and connection), and B and S coincide with the second fundamental form and the shape operator associated with f .
Cartan Formalism.
We now introduce a useful tool, the Cartan formalism, for isometric immersions. We sketch some results directly pertaining to isometric immersions. For an local isometric immersion f : U ⊂ M n ֒→ R n+k , we adopt the index convention as in [47] :
In the sequel, our setting is always the same as in Theorem 5.2.
On a local chart U ⊂ M where the vector bundle E is trivialized (i.e., E| U is diffeomorphic to U × R k ), let {ω i } ⊂ Ω 1 (U ) be an orthonormal co-frame dual to the orthonormal frame {∂ i } ⊂ Γ(T U ). The latter is called a moving frame adapted to U . The Cartan formalism is thus also known as the method of moving frames.
It is well-known that the GCR equations are equivalent to the following two systems:
where (5.1)-(5.2) are known as the first and second structural equations (cf. [10, 43] ). The 1-forms {ω a b } are defined as follows: Let {η n+1 , . . . , η n+k } ⊂ Γ(E) be an orthonormal basis for fibre R k of bundle E over the trivialized chart U . Then set
The structural equations ( It is both convenient and conceptually important to introduce the following short-hand notations: Write 6) which is a field of 1-form-valued anti-symmetric matrices (or equivalently, the field of antisymmetric matrix-valued 1-forms). Heuristically, W packages together the second fundamental form and normal connection. We also write
As a result, the structural equations can be written as 8) where operator ∧ between two matrix-valued differential forms denotes the wedge product of differential forms together with matrix multiplication. In the sequel, we always adhere to the practice of writing (matrix) Lie group-valued PDEs in short-handed forms as in (5.8).
We remark that the structure equations, as well as various other Lie group-valued equations we will introduce below, are intrinsic. That is, these equations are independent of the moving frames, hence are natural in coordinate-free notations. This ensures the global and intrinsic nature of the proof of Theorem 5.2, which is the content in §5.3 below. For more details on the Cartan formalism, see [43] .
5.3. Proof of Theorem 5.2. With the Cartan formalism introduced, we are now in the position to prove the main result of this section, i.e., Theorem 5.2. Our proof is intrinsic and global in nature, i.e., covariant with respect to the change of local frames. We divide the proof in seven steps.
1. We first notice the equivalence between the GCR equations and the Cartan formalism (cf. [43] ). Also, it is well-known that the existence of a local isometric immersion implies the GCR equations (cf. [13] ). Although the above classical results are established in the C ∞ category in [13, 43] , it is easy to check that the proofs remain unaltered for the lower regularity case, since g ∈ W 1,p loc ensures that all the calculations involved make sense in the distributional sense. Thus, it remains to prove (ii) ⇒ (iii), i.e., the Cartan formalism implies the existence of an isometric immersion.
We follow closely the arguments in Tenenblat [47] for the C ∞ case. We first prove the local version of the theorem and then extend to the global version on simply-connected manifolds via topological arguments.
2.
Recall that W = {ω a b } ∈ Ω 1 (U ; so(n+k)) and w = (ω 1 , . . . , ω n , 0, . . . , 0) ∈ Ω 1 (U ; R n+k ). In order to find an isometric immersion based upon the structural equations (5.1)-(5.2), we first solve for an affine map A (taking ∂ j to η α ), which essentially consists of the components of the normal affine connection, and then the isometric immersion f is constructed from A.
We first carry out such constructions locally. More precisely, given P 0 ∈ U , we find an open set V with P 0 ∈ V ⊂ U and a field of symmetric matrices A = {A a b } : V → O(n + k), satisfying the first-order PDE system: 9) where A ⊤ is the transpose of matrix A. This equation means that
where the dot is the matrix multiplication.
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Now, under the assumption that Eq. (5.9) is satisfied, we next solve for function f : V → R n+k such that
i.e., df P (X| P ) = w(X| P ) · A(P ) for P ∈ V and X ∈ Γ(T V ). Following [31, 32] , we call (5.9) the Pfaff system, and call (5.10) the Poincaré system. The names come from the theory of integrable systems and the Poincaré lemma in cohomology theory, respectively.
3. In the C ∞ category, to establish the solvability of PDEs in form (5.9)-(5.10), which can be viewed as complete integrability conditions, we only need to check the involutiveness, in view of the Frobenius theorem. This constitutes the arguments in [47] . In the lower regularity case, we seek for the correct analogue to the Frobenius theorem. The following lemma can serve for this purpose:
Lemma 5.1 (Mardare [32] ). The following solubility criteria hold for two types of first-order matrix Lie group-valued PDE systems:
(i) The Pfaff system, Theorem 7 of [31] : Let U ⊂ R n be a simply-connected open set, x 0 ∈ U , and M 0 ∈ gl(n; R), the space of n × n real matrices. Then the following system: 11) with the matrix fields Q i ∈ L p loc (U ; gl(n; R)) for i = 1, 2, . . . , n, and p > n, has a unique solution M ∈ W 1,p loc (U ; gl(n; R)) if and only if the following compatibility condition holds:
(ii) The Poincaré system, Theorem 6.5 of [32] : Let U ⊂ R n be a simply-connected open set, x 0 ∈ U , and ψ 0 ∈ R. Then the following system:
with φ i ∈ L p loc (U ) for i = 1, 2, . . . , n, and 1 ≤ p ≤ ∞, has a unique solution ψ ∈ W 1,p loc (U ) if and only if the following compatibility condition holds:
We also remark that the uniqueness in (ii) is proved by Schwartz [42] . Thanks to Lemma 5.1, solving for systems (5.9) and (5.10) can be reduced to checking the compatibility conditions in the form of Eqs. (5.12) and (5.14), provided that the regularity assumptions are satisfied.
4.
Let us first solve for the Pfaff system (5.9). Performing contraction with the moving frame {∂ a }, one has 15) which is a Pfaff system on gl(n + k; R). By assumption, g, g E ∈ W
1,p loc , and B, ∇ E ∈ L p loc , so that W ∈ L p loc with p > n. This verifies the regularity hypotheses in Lemma 5.1(i). The compatibility criterion (5.12) can be written in local coordinates as
(5.16)
Recall formula (2.1) in §2: As a special case, for any 1-form α and vector fields (X, Y ),
Thus, taking α = ω c d , X = ∂ b , and Y = ∂ a , we have Combining these two observations, the compatibility criterion for the Pfaff system (5.9) is equivalent to dω
This is precisely the second structural equation (5.2). Thus, by Lemma 5.1(i), we can find A ∈ W 1,p loc (V ; gl(n + k; R)) satisfying Eq. (5.9). Using equation W = dA · A ⊤ and the fact that W ∈ so(n + k), we deduce that A maps into O(n + k).
5.
Next, we solve for immersion f from the Poincaré system (5.10). Since w · A ∈ W 1,p loc with p > n, the regularity assumption in Lemma 5.1(ii) is satisfied, both for w · A and its first derivatives. Thus, if we verify the compatibility condition in the form of Eq. (5.14), we can establish the existence of f ∈ W 2,p loc , thanks to Lemma 5.1. Now, observe that the compatibility condition for the Poincaré system (5.10) is equivalent to
for each index 1 ≤ a, b ≤ n + k. Invoking identity (5.17) once more, we can express
Therefore, it suffices to show that
Indeed, using the Pfaff system (5.9) solved above, we have
However, the first structural equation (5.1) can be expressed as
since w β = 0 for any n + 1 ≤ β ≤ n + k by construction. Then 6. With the solution to the Pfaff system (5.9) and the Poincaré system (5.10) associated with our isometric immersions problem, it remains to check that f is indeed the immersion for 30 which we are seeking. To this end, we can define a new local moving frame {e 1 , . . . , e n+k } by
Then, following precisely the same arguments as those in pages 32-35 in [47] , we can show that such a construction gives the correct normal bundle metric, normal affine connection, and second fundamental form.
Moreover, observe that df = w · A from Eq. (5.10), A ∈ O(n + k) is a field of nonsingular matrices, and {ω 1 , . . . , ω n } are linearly independent, so that df = 0 in W 1,p loc . Since p > n, the Sobolev embedding yields that df = 0 almost everywhere, which verifies that f is indeed an immersion. The almost everywhere uniqueness of f follows from Lemma 5.1 and the R n+k ⋊ O(n + k)-symmetry of the Euclidean space.
7. It remains to globalize our arguments for simply-connected manifolds. This follows from a standard argument in topology.
Given any two points x = y ∈ M , we connect them by a continuous curve (again since g ∈ W Thus, it suffices to verify that the extension of f is independent of the choice of γ. Indeed, if η : [0, 1] → M is another continuous curve connecting x and y, by concatenating γ with η, we can obtain a loop L ⊂ M . As M is simply-connected, the restriction f | L is homotopic to a constant map so that (f • γ)(1) = (f • η) (1) . In this way, we have verified that f can be extended to a global isometric immersion of M into R n+k , provided that M is simply-connected.
This completes the proof of Theorem 5.2.
As a corollary of Theorems 4.1 and 5.2, we can deduce the weak rigidity of isometric immersions.
Corollary 5.2 (Weak rigidity of isometric immersions).
Let M be an n-dimensional simplyconnected Riemannian manifold with metric g ∈ W 1,p loc for p > n. Suppose that {f ǫ } is a family of isometric immersions of M into R n+k , uniformly bounded in W 2,p loc (M ; R n+k ), whose second fundamental forms and normal connections are {B ǫ } and {∇ ⊥,ǫ } respectively. Then, after passing to subsequences, {f ǫ } converges tof weakly in W 2,p loc which is still an isometric immersionf : (M, g) ֒→ R n+k . Moreover, the corresponding second fundamental formB is a limit point of {B ǫ }, and the corresponding normal connection ∇ ⊥ is a limit point of {∇ ⊥,ǫ }, both taken in the L p loc topology.
Proof. For a sequence {f ǫ } of isometric immersions, uniformly bounded in W 2,p loc (M ; R n+k ), we can define the corresponding second fundamental forms and normal affine connections, denoted by (B ǫ , ∇ ⊥,ǫ ).
By Theorem 5.2, (B ǫ , ∇ ⊥,ǫ ) satisfy the GCR equations in the distributional sense and are uniformly bounded in the L p norm. Let (B, ∇ ⊥ ) be a weak limit of this family. Now, in view of Theorem 4.1 on the weak rigidity of the GCR equations, (B, ∇ ⊥ ) is still a solution to the GCR equations in the distributional sense. Thus, invoking Theorem 5.2 again, we can find a W 2,p loc isometric immersion f , for which B and ∇ ⊥ are its second fundamental form and normal connection respectively. By the uniqueness of distributional limits, f must coincide with the weak limit of {f ǫ }.
Therefore, we have verified that the weak limit of a sequence of isometric immersions of manifold M is still an isometric immersion of M , with corresponding second fundamental form and normal connection. This completes the proof.
One natural question arises at this stage is about the criteria for the existence of global isometric immersions for a non-simply-connected manifold M with W 1,p loc metrics, especially for the case of the minimal target dimension (i.e., the Janet dimension). However, as far as we have known, it is still open, primarily owing to some topological obstructions to the GCR equations. Suppose that there is a loop γ generating non-trivial homotopy on M , it is far from being clear if one can find a well-defined immersion along the entire loop. The problems on global isometric immersions/embeddings for general manifolds remain vastly open in the large. See Schoen-Yau [41] and Bryant-Griffith-Yang [4] for further discussions.
Therefore, the best we may say for non-simply-connected manifolds are the local versions of Theorem 5.2 and Corollaries 5.1 and 5.2.
6. The Critical Case: n = p = 2
Our main geometric result established in §5, i.e., Theorem 5.2, deals with the Riemannian manifolds with W 1,p loc metrics for p > n. Even for the weak rigidity of the GCR equations, we still require p > 2, as in §4. Therefore, n = p = 2 becomes a critical case, from both the geometric perspectives and the PDE point of view. This is what we investigate in this section. We focus on a 2-dimensional manifold M with some Riemannian metric g ∈ H 1 loc . The difficulty lies in the insufficiency of regularity for certain Sobolev embeddings. Notice that, for n = p = 2, the second fundamental forms and normal connections (B ǫ , ∇ ⊥,ǫ ) are only uniformly bounded in L 2 loc , so the quadratic nonlinearities in the GCR equations are at most bounded in L 1 loc . However, L 1 loc cannot be embedded into H
−1
loc . This can be seen via the dual spaces, since H 1 (R 2 ) is only continuously, but not compactly, embedded into BM O(R 2 ), which is the space of functions of bounded mean oscillations; moreover,
However, if the codimension of the immersion is 1, i.e., the surface M is immersed into R 3 , we can still obtain the weak rigidity. For this purpose, we need the corresponding critical case of Theorem 3.3, in which {dω ǫ } and {δτ ǫ } are contained in compact subsets of W −1,1 loc spaces. This has been treated in Conti-Dolzmann-Müller in [12] .
We now state and prove a slight variant of the critical case result in [12] , formulated for global differential forms on the Riemannian manifolds. This can be achieved by combining the global arguments on the manifolds developed above with the arguments in [12] ; thus, its proof will be only sketched briefly.
loc (M ; q T * M ) be two families of differential q-forms, for 0 ≤ q ≤ n. Suppose that (i) ω ǫ ⇀ ω weakly in L 2 , and τ ǫ ⇀ τ weakly in L 2 ;
i.e., the set of quadratic nonlinearities { B ǫ (Y, W ), B ǫ (X, Z) − B ǫ (X, W ), B ǫ (Y, Z) } is equiintegrable. Here it is crucial that R is a locally integrable function, not just a Radon measure. Since {B ǫ } is uniformly bounded in L 2 loc , we can deduce from the equations in (6.3) that {δV (B ǫ ) } and {dΩ (B ǫ ) } are relatively compact in W −1,1 loc . Now we can employ the critical case of our intrinsic div-curl lemma, Theorem 6.2, to conclude that in the distributional sense, where B is the L 2 loc weak limit of {B ǫ } up to subsequences. From here, we conclude the weak rigidity of the Gauss equation. Therefore, the proof is complete.
Further Results and Remarks
In this section, we first provide a proof of the weak rigidity of the Cartan formalism. Then we extend the weak rigidity theory to allow manifolds (M, g ǫ ) with metrics {g ǫ } converging to g in W 1,p loc , p > n, instead of the fixed manifold (M, g) with fixed metric g.
7.
1. Weak Rigidity of the GCR Equations and Isometric Immersions Revisited. We now provide a proof of the weak rigidity of the Cartan formalism, which leads to the weak rigidity of the GCR equations and isometric immersions, in view of the equivalence between the Cartan formalism, the GCR equations, and isometric immersions established in §5. Therefore, we also provide an alternative proof of Theorem 4.1 and Corollary 5. Thus it suffices to establish the weak rigidity of (7.1).
Indeed, consider the family of connection forms {W ǫ } associated with {(B ǫ , ∇ ⊥,ǫ )} in the Cartan formalism for isometric immersions; see §5. As {(B ǫ , ∇ ⊥,ǫ )} is uniformly bounded in L p loc , the same holds for {W ǫ }. Also, recall that W ǫ is a Lie algebra-valued 1-form, i.e., it is an element of Ω 1 (so(n + k)) ∼ = so(n + k) Ω 1 (M ). Throughout this proof, the Hodge star * is always understood as taken with respect to the Ω q (M ) factor of so(n + k) Ω q (M ). We see from the definition of Sobolev spaces of tensor fields in §2 that * is an isometry between W k,p (M ; q T * M ) and W k,p (M ; n−q T * M ) for any k, p, and q.
Next, we take an arbitrary test differential form η ∈ C ∞ c (M ; n−2 T * M ), which is independent of ǫ and has a trivial so(n + k)-component. Eq. (7.1) can then be recast as
Define V ǫ := * (W ǫ ∧ η) ∈ Ω 1 (so(n + k)). Using δ = ± * d * , * * = ±id, and α, β = α ∧ * β for differential forms α and β of the same order (cf. §2), we obtain the next two equalities:
For our purpose, we bound only for relevant geometric quantities in some W k,p loc so that there is no need to keep track of the specific signs: Instead, we just write ± in suitable places.
With these, we now analyze the weak rigidity of Eq. (7.1). As η ∈ C ∞ c , and the Hodge star * is isometric, the Cauchy-Schwarz inequality gives that { W ǫ , V ǫ } and {( * W ǫ ) ∧ V ǫ } are uniformly bounded in L p/2 loc for p > 2. Also, {W ǫ ∧ dη} is uniformly bounded in L Then, by the arbitrariness of η ∈ C ∞ c (M ; n−2 T * M ), we conclude the weak rigidity of the second structural equation (7.1).
Therefore, in view of the equivalence of the Cartan formalism, the GCR equations, and the isometric immersions of Riemannian manifolds (cf. Theorem 5.2, Theorem 4.1, and Corollary 5.2), the proof is now complete.
We remark that the above proof lies in the same spirit as in Chen-Slemrod-Wang [8] for the GCR equations. Related arguments are also present in [1, 11, 18, 19, 33, 34, 35, 45, 46] and the references cited therein. More precisely, we establish the following theorem. loc for p > n. Suppose that there exists a family of corresponding isometric immersions of (M, g ǫ ) converging weakly in W 2,p loc (M ; R n+k ), denoted by {f ǫ }, with second fundamental forms {B ǫ } and normal connections {∇ ⊥,ǫ }. Then, after passing to subsequences, {f ǫ } converges weakly to an isometric immersionf of (M, g) in W 2,p loc , where g is the W 1,p loc limit of {g ǫ }. Moreover, the second fundamental form B and normal connection ∇ ⊥ of immersionf coincide with the corresponding subsequential weak L p loc -limits of {B ǫ } and {∇ ⊥,ǫ }.
Proof. In this proof, we write the inner product of X and Y induced by g ǫ by g ǫ (X, Y ), and the previous notation ·, · is reserved for the paring of (T M, T * M ). Moreover, g 0 always denotes the Euclidean inner product in R n+k . We also write ∇ ǫ and R ǫ for the Levi-Civita connection and Riemann curvature tensor, respectively, associated with g ǫ . We divide the proof into four steps. 
