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I. INTRODUCTION
Many of the most important features observed in free shear flows are governed by the dynamics of the flow across a very thin and strongly convoluted layer separating the turbulent from the irrotational flow regions: the turbulent/nonturbulent (T/NT) interface. The spreading of free shear flows, the diffusion and mixing of scalars in mixing layers, and the reaction rate in jet diffusion flames are examples of processes that are largely determined by the characteristics of this interface.
a) E-mail: Carlos.Silva@ist.utl.pt. 12 The conditional mean profiles in relation to the distance from the T/NT interface show that many turbulent quantities display sharp jumps at the T/NT interface, e.g., the velocity, vorticity, scalar concentration, and the Reynolds stresses, 6, 9 which helps to shed new light on the mechanisms governing the entrainment. By performing a control volume analysis in the interface region Westerweel et al. 6 observed a jump in the mean velocity U at the T/NT interface, which is moving at a given velocity E b , verifying the condition E b U ∼ = τ , where τ is the jump in the Reynolds stresses conditional profile. Extending this control volume analysis to the scalar field Westerweel et al. 6 derived a relation between the scalar flux F c and the scalar jump C in the scalar conditional profile: E b C ∼ = − F c . They observed the jump in the scalar to be bigger than in the velocity, because typically the eddy diffusivity D e is twice as great as the eddy viscosity ν e (Townsend 3 ) and from the control volume analysis
(U s and C s is the magnitude of the change in the velocity and scalar inside the shear layer, respectively). Furthermore by integrating the kinetic energy transport equation across the T/NT interface Westerweel et al. 6 showed that the nibbling process depends on eddies generated by the shear layer, plus eddy transport, i.e., E b ∼ = −α sh U − α turb v 2 1/2 I , where α sh and α turb are non-dimensional coefficients, confirming that the outward boundary entrainment velocity is roughly given by E b = −2 V I , where V I is the mean inward velocity at the jet interface, in agreement with Turner. 13 The geometry and dynamics of the coherent vortices has been analysed recently in the context of the turbulent entrainment: [14] [15] [16] the thickness δ ω of the T/NT interface is imposed by the radius of the biggest vortices at that location, i.e., the mean radius of these vortices R is of the order of the mean thickness of the T/NT interface δ ω ≈ R and this explains the scaling, i.e., δ ω ∼ λ (with mean shear) and δ ω ∼ η (without mean shear) observed so far in numerous numerical and experimental works (da Silva and Taveira 14 ) . Furthermore, the geometry of the large-scale vortices near the edge of the jet explains some curious observations made near the T/NT interface. In a T/NT interface generated by an oscillating grid, Holzner et al. 17 observed that the net effect of viscosity is to promote an increase in the enstrophy levels. Subsequently, da Silva and Pereira 18 and Holzner et al. 19 observed that this enstrophy increase is caused by viscous diffusion of enstrophy, while viscous dissipation of enstrophy remains negative throughout the whole turbulent jet. Moreover, da Silva and Reis 15 observed that the presence of large vorticity structures near the T/NT interface is responsible for the existence of a region of non-negligible irrotational kinetic energy dissipation and a positive enstrophy diffusion along the thin layer bounding turbulent and non-turbulent regions, linking the results of Holzner et al. 17, 19 to the large vorticity structures in the flow. Finally, da Silva et al. 16 analysed the dynamics of the small scale intense vorticity structures ("worms") associated with the entrainment at the T/NT interface and concluded that they are well described by slowly decaying Burgers vortices, which suggests that "nibbling" eddy motions are linked with the diffusion of vorticity from small and intense vortices at the interface between turbulent and irrotational flow.
Arguably, the most distinct feature differencing the two regions bounded by the T/NT interface is the existence (or absence) of vorticity. For this reason, the mechanisms promoting the growth of vorticity across the T/NT interface were studied in some detail: the enstrophy and strain transport equations were analysed near the T/NT interface in the turbulent front generated by an oscillating grid (Holzner et al. 17, 19, 20 ) . The viscous diffusion is the dominating mechanism for the enstrophy generation at the T/NT interface, while the strain grows mainly by strain product and pressure-strain interactions. Corrsin and Kistler 7 postulated the existence of a viscous superlayer near the T/NT interface, where molecular viscosity drives the growth of vorticity from the turbulent core of the shear layer into the irrotational flow region. However, until now direct observation of this viscous superlayer has been elusive (Westerweel et al. 6 and Holzner and Luthi 21 ). Analytical theories of turbulence have been used for a long time to study the statistics of the flow in the region near the T/NT interface, e.g., Phillips 22 derived decay laws for the Reynolds stresses in the irrotational region, while Carruthers and Hunt, 23 and recently Teixeira and da Silva 24 used rapid distortion theory (RDT) to derive mean profiles of the turbulence quantities near the T/NT interface.
Finally, the consequences for turbulence modelling of the results obtained in these recent studies have been assessed due to the relevance of turbulent entrainment in engineering and natural flows. Westerweel et al. 5 showed that the eddy viscosity in one point closures decreases to a finite constant value outside the shear layer, in agreement with Prandtl's hypothesis, 25 and da Silva 26 showed that the region near the T/NT interface poses formidable challenges for classical subgrid-scale models since (i) the subgrid-scales are very far from equilibrium, i.e., there is no mean balance between the production and dissipation of subgrid-scale kinetic energy, unlike what happens to interior of the jet shear layer, and (ii) near the T/NT interface the subgrid-scales contain a substantial fraction of the total kinetic energy, a situation which is at variance with the classical assumptions used in the development of subgrid-scale models.
Despite the recent progress described above many important issues regarding the kinetic energy dynamics near the T/NT interface remain largely unexplored. Presently, a comprehensive description of both the turbulent and the total kinetic energy exchanges across a T/NT interface and its implications to turbulent entrainment is lacking. In particular, a kinetic energy budget across the T/NT interface using conditional statistics is still unavailable in the literature since no experimental or numerical work reported such budgets. This information is important in order to understand the physics of the nibbling eddy motions that promote the entrainment and also to develop future modelling strategies able to cope with the challenges posed by the particular physics of the flow near T/NT interfaces.
The goal of the present work is to understand the physics and dynamics of the total and turbulent kinetic energy across the T/NT interface in order to shed light on the dynamics of the turbulent entrainment mechanism, and by providing further evidences of the dominant mechanisms acting along the turbulent front in free shear flows. Moreover, one intends to determine role of the large-vorticity structures in the dynamics of the kinetic energy near the T/NT interface. For this purpose, three DNS of temporally evolving planar jets were used, with different initial conditions and different Reynolds numbers. Turbulent jets share many common features with other free shear flows, e.g., mixing layers and wakes, and therefore it is expected that some of the results observed in jets are also of interest for other flows.
This paper is organised as follows. In Sec. II, we describe the temporal turbulent planar jets DNS used in the present work, along with the procedure employed to compute the conditional statistics. Section III analyses the main flow features near the T/NT interface and Sec. IV presents the budgets of total (mean and fluctuating) and fluctuating (turbulent) kinetic energy at the edge of the planar jet. The work ends with an overview of the main results and a summary of the main conclusions (Sec. V). TABLE I. Turbulent planar jet simulations analysed in the present study. The initial conditions consist either in a classical hyperbolic tangent velocity profile superimposed with spectral synthetic noise ("Sint. noise"), as in Ref. 29 , or in an instantaneous velocity field from a channel flow DNS, ("DNS channel"), as used in Ref. 14. The initial ratio between the inlet slot width of the jet and the initial momentum thickness is H/θ , and initial Reynolds number is Re H . N x × N y × N z is the number of collocation points along the streamwise (x), normal (y) and spanwise (z) directions and L x × L y × L z is the size of the computational domain. Re λ is the Reynolds number based on the Taylor micro-scale in the self-similar (far field) regime used in the present study.
Simulation
Initial cond. Table I describes the physical and computational parameters for the three simulations. The simulations differ mainly on the Reynolds number and on the type of the initial conditions, which impacts on the resolution (in terms of number of grid points) and on the size of the computational domain. Similar planar jet simulations were used extensively by the authors, e.g., simulation PJET K.H. is described in detail in Refs. 16 and 27, and therefore only a short description will be given here.
The simulations rely on a Navier-Stokes solver employing pseudo-spectral methods for spatial discretization and a 3rd order, 3 step Runge-Kutta scheme for temporal advancement. Two different initial conditions were used. In PJET K.H. and PJET K.H.2 , the initial condition consists of a hyperbolic-tangent velocity profile to which a three-component velocity fluctuating "spectral noise" was superimposed and the initial Reynolds number is equal to Re H = U 1 H/ν = 3200, and Re H = U 1 H/ν = 8000, respectively, where U 1 is the maximum initial velocity and H is the inlet slotwidth. In PJET chan. , the initial velocity field comes from a DNS of a turbulent channel flow 28 and the initial Reynolds number is Re H = 6400. The simulations were halted before the effect of the boundary conditions could be observed in the jet statistics, e.g., the Reynolds stresses. For each simulation, the computational domain size along the streamwise (x), normal (y), and spanwise (z) jet directions (L x , L y , L z ), as well as the number of grid points (N x × N y × N z ), are listed in Table I . The simulations were fully dealiased using the 3/2 rule.
Extensive validation tests were undertaken for these simulations and the results showed that the present DNSs are accurate at the large and small scales of motion, and representative of fully developed turbulent plane jets, see, e.g., Ref. 27 . The mean streamwise velocity profile and Reynolds stresses profiles from the present DNSs agree well with the data available and it was shown that the computational box is big enough and does not constrain the jets in their development. The self-similar regime is obtained at around T/T ref ≈ 20 for the three simulations, where T ref = H/(2U 1 ) and at this stage the Reynolds number across the jet shear layer, based on the Taylor micro-scale λ, and on the root-mean-square of the streamwise velocity u is equal to Re λ = u λ/ν ≈ 120, ≈140, and ≈160 for PJET K.H. , PJET chan. , and for PJET K.H.2 , respectively.
The flow coherent structures from the present DNSs are qualitatively similar to many previous direct numerical simulations of turbulent plane jets, e.g., Ref. 30 . Figures 1(a) and 1(b) show isosurfaces of vorticity norm | ω|, and pressure, at the far field (self-similar) regime for PJET K.H. , while Figs. 2(a) and 2(b) are for PJET chan. . For PJET K.H. , the low pressure iso-surfaces highlight the big rollers which are remnants of the Kelvin-Helmholtz vortices generated during the transition to turbulence, while the iso-surfaces of | ω| show the smaller, more intense vorticity structures, with smaller preferential spatial orientation except for the streamwise vortices near the jet edges. The pressure iso-surfaces for PJET chan. display also some large scale azimuthal rollers although more fragmented than in PJET K.H. . In the second simulation, there are clearly more small scale structures due to the higher Reynolds number. The minimum resolution in terms of Kolmogorov micro-scale across the shear layer at the far field self-similar regime is about x/η ≈ 3.0, x/η ≈ 1.5, and x/η ≈ 1.1 for PJET K.H. , PJET K.H.2 , and PJET chan. , respectively. 
A. Conditional statistics in relation to the distance from the T/NT interface
An important ingredient of the present work consists in the use of conditional statistics in relation to the distance from the T/NT interface, but before describing this procedure it is interesting to see a glimpse of this interface. Following several previous works, 5, 9, 27 the T/NT interface is defined by the iso-surface corresponding to a certain threshold of vorticity norm = ( i i ) 1/2 , where i is the vorticity field, e.g., for simulation PJET K.H. the detection threshold was = 0.7U 1 /H. Figure 3 (a) shows a top view of the T/NT interface for simulation PJET chan. displaying strong convolutions with a large range of length scales. Some of the convolutions can be linked to the presence of large and small scale eddies lying just below the T/NT interface. In the present case, the largest corrugations have length scales of the order of the Taylor micro-scale, which is roughly constant inside the turbulent region as will be described below. A closer appreciation of the complexity of the T/NT interface can be gained by looking into the interface envelope lines defining the upper and lower interfaces ( Fig. 3(b) ). The fractal nature of these interfaces has been extensively studied in the past, e.g., Sreenivasan.
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The procedure used to obtain the conditional statistics in relation to the distance from the T/NT interface is briefly outlined here since it was already described in detail in Ref. 27 . The sketch in Fig. 4 shows the T/NT interface separating the turbulent and the irrotational flow regions at the upper shear layer of the plane jet, with the coordinate system (x, y) used in the numerical simulation of the turbulent plane jet. As described before the T/NT interface was defined using the vorticity norm as in Bisset et al. 9 The detection threshold was = 0.7U 1 /H which is the same used by Bisset et al. 9 and Mathew and Basu. 4 In Fig. 4 , the vorticity surface defined by the selected threshold is indicated by a solid line while the T/NT interface envelope is represented by grey dashed lines.
Since the plane jet is homogeneous in the streamwise (x) and spanwise (z) directions, each (x, y) plane is treated independently. The procedure starts with the determination of the T/NT interface envelope location Y I (x), using a linear interpolation along the y direction, for each one of the N x grid points in the original coordinate system. A new local coordinate system (y I ) is defined at the interface location and the conditional statistics are made in this local coordinate system. The T/NT interface is at y I = 0, while the irrotational and turbulent regions are defined by y I < 0 and y I > 0, respectively. "Holes" of "ambient fluid" that appear inside the jet are removed from the statistical sample. This procedure is used also for the lower shear layer and for each one of the existing (x, y) planes and the final result is averaged over all these N z planes. Finally, With this procedure conditional statistics of any flow quantity can be made in relation to the distance from the T/NT interface. We denote these conditional statistics by I whereas y denotes the classical statistics computed using spatial averaging over the (x, z) planes, e.g., for a given quantity φ, we define y, z, t) . The symbol represents an unspecified ensemble average, to be defined later in its specific context, e.g., the turbulent kinetic energy (per unit mass) is defined as 1 2 u i u i which can later on be defined as a conditional kinetic energy 1 2 u i u i I or a classical kinetic energy 1 2 u i u i y . Statistics of the local coordinate position of the T/NT interface Y I were computed for the simulation PJET K.H. and are described in da Silva et al., 27 e.g., the mean, variance, skewness, and flatness Figure 5 shows conditional mean profiles of | x | I , | y | I , | z | I , and z I in relation to the distance from the T/NT interface non-dimensionalized by the maximum initial velocity U 1 and by the inlet slot-width of the jet H, using the procedure described above. In agreement with other numerical and experimental works, e.g., Refs. 6, 9, and 14 all vorticity components display a sharp jump at the T/NT interface and become roughly constant inside the turbulent region. There is also a characteristic bump at the start of the turbulent region that is more clearly apparent for the | z | I component.
For reasons that will become apparent later, it is interesting to analyse the conditional mean profiles scaled with the Taylor and Kolmogorov micro-scales in the jet. The conditional mean profiles of the Kolmogorov micro-scale η = (ν/ε) 1/4 , where ε is the dissipation rate, for the simulation PJET K.H. , are shown in Fig. 6 . The Kolmogorov micro-scale is roughly constant inside the turbulent region where it has almost the same profile for each one of the N T = 11 instantaneous fields used in the averaging process, e.g., at y I /H = 1.0, the minimum and maximum values for this simulation Similarly, conditional mean profiles of each one of the Taylor micro-scale "components" were obtained for each simulation. For instance, for the component λ x the following definition was used:
and the conditional mean profiles are shown in Fig. 7 . Again, inside the turbulence region and sufficiently away from the T/NT interface, the conditional profiles for each one of instantaneous fields are very similar, e.g., λ x I /H at y I /H = 1.0 varies between λ x I /H = 0.179 and λ x I /H = 0.174, and therefore it makes sense to define turbulent or reference values for these quantities. Moreover, since the degree of anisotropy observed for the Taylor micro-scale is small, we define a reference Taylor micro-scale λ = (λ x + λ y + λ z )/3, where λ x is the turbulent or reference value for λ x I . For simulation PJET K.H. this reference value is λ = 0.17H. Similar trends are observed for the other simulations.
As demonstrated by da Silva and Taveira, 14 the mean thickness of the vorticity jump in jets is of the order of the Taylor micro-scale. For this reason, this scale will be used to normalise the distance from the T/NT interface in most of the conditional profiles analysed in this paper. 1/3 is used to normalise the vorticity instead of the initial velocity U 1 . In agreement with other numerical and experimental works, 6, 9, 14 all the vorticity components display a sharp jump at the T/NT interface and the thickness of this jump is roughly equal to the Taylor micro-scale.
It is interesting to study the behaviour of the jet statistics from the self-similar regime when non-dimensionalized by the several characteristic velocity and length scales from the jet. For this purpose, Figs. 9(a)-9(d) show profiles of | z | non-dimensionalized by the initial velocity U 1 and inlet slot-width H ( Fig. 9(a) ), the jet centerline velocity U c and jet half-width δ 0.5 ( Fig. 9(b) ), the Kolmogorov length η and velocity U η scales ( Fig. 9(c) ), and the Taylor micro-scale λ and a velocity scale based on the Taylor scale and assuming self-similarity of the energy cascade U λ = (ελ) 1/3 ( Fig. 9(d) ). Comparing the several profiles with the resulting mean profile for each normalisation the results show that the best fits are obtained with the Taylor and Kolmogorov velocity and length scales, particularly near the T/NT interface.
III. TURBULENCE CHARACTERISTICS NEAR THE T/NT INTERFACE
Before analysing the kinetic energy budgets near the T/NT interface, we focus on the conditional statistics of several quantities for the jet such as the mean velocity, Reynolds stresses and integral scales. For brevity, we present these quantities for only one of the simulations -PJET K.H. . The other simulations exhibit similar results. Classical mean statistical profiles of some of these quantities were already described in Ref. 27 and show a good agreement with the available experimental and numerical data.
A. Conditional mean velocity and Reynolds stresses
The conditional mean streamwise u I and normal v I velocity profiles are displayed in Fig. 10 . The conditional streamwise velocity is quite different from the classical streamwise velocity in a jet u y which grows continually from the outer to the inner jet region. In contrast, u I is roughly constant in the irrotational region y I /λ < 0 and increases sharply near the T/NT interface y I /λ = 0. The velocity gradient ∂ u I /∂y I has two distinct values inside the turbulent region: a stronger velocity gradient ∂ u I /∂y I in the region 0 < y I /λ < 1.5 is followed by a weaker gradient for y I /λ > 1.5. A similar evolution can be observed in the conditional mean streamwise velocity from an experimental round jet and is explained by the existence of a velocity jump occurring near the T/NT interface (e.g., Westerweel et al. 5, 6 ). The conditional normal jet velocity v I is negative in the irrotational flow and is positive in the turbulent region. In the present case, v I < 0 for y I /λ < 0 implies a transport of irrotational fluid into the turbulent region and v I > 0 for y I /λ > 0 underlines the shear layer expansion due to momentum diffusion inside the turbulent region. The same change of sign exists in the classical mean normal velocity v y but here this change is more abrupt and takes place very close to the FIG. 9 . Conditional profiles of | z | for several stations of the jet from the self-similar regime, using several velocity and length scales for simulation
represents an instantaneous conditional profile using only one of the N T = 11 instantaneous fields, while the thicker (red) line represents the final average using all the N T = 11 instantaneous fields. T/NT interface at y I /λ ≈ 0.8. This is similar to the situation found in a plane wake by Bisset et al. 9 and in a round jet by Westerweel et al. 5 Right at the T/NT interface y I /λ = 0 we have v I < 0 which means that the velocity of the entrainment wind is bigger than the velocity of expansion of the turbulent front in agreement with Corrsin and Kistler. 7 The shape and magnitude of this profile is in excellent agreement with Westerweel et al. 5, 6 Figures 11(a) and 11(b) show the conditional normal Reynolds stresses obtained using two similar but different procedures, as described in Refs. 5 and 9. Figure 11 (a) shows the conditional Reynolds stresses computed from the velocity fluctuations defined with respect to the classical mean velocity, e.g.,
and Figure 11 (b) shows the velocity fluctuations defined with respect to the conditional mean velocity, e.g.,
As stated above, an interesting feature of the flow dynamics near the T/NT interface is the existence of high levels of Reynolds stresses in the irrotational region near the T/NT interface. This was observed already in an experimental mixing layer (Wygnansky and Fiedler 10 ) and in a planar turbulent jet (Gutmark and Wygnansky 11 ) using statistics conditioned by the intermittency function. Corrsin and Kistler 7 remarked that there is a priori no reason to prevent the existence of Reynolds stresses at this region, since the kinetic energy production P = u i u j I ∂ u i I /∂ x j is an inviscid effect and the Reynolds stresses are produced whenever a mean flow gradient is correlated with existing residual Reynolds stresses. However, as we shall see below the production term is inactive in the irrotational flow region and the amplification of the normal Reynolds stresses (and the turbulent kinetic energy) in this region is achieved by diffusion due to pressure-velocity interactions and later on due to turbulent diffusion, i.e., the production term plays no role on the amplification of Reynolds stresses in the irrotational region near the T/NT interface.
Except for the cross stresses the two definitions -Eqs. (2) and (3) -yield similar results. However, as discussed in Bisset et al. 9 and Westerweel et al. 5 the first method leads to an unphysical "bump" in u 2 I . This "bump" can be observed in Fig. 11 (a) at y I /λ ≈ 0. Therefore, the second definition (Eq. (3)) was used in all the subsequent statistics in the present work. Using either method, however, the Reynolds stresses confirm the existence of important irrotational fluctuations near the T/NT interface attaining a maximum of, e.g., u I /U c compared with the other two components. The magnitudes and shapes of the stresses are similar to the ones obtained by Westerweel et al. 5 in a round jet. Conditional mean profiles of the total K I , mean K I , and turbulent (fluctuating) k I kinetic energy were computed using the following definitions:
The three conditional mean profiles for simulation PJET K.H. are shown in Fig. 12 . Inside the turbulent region for y I /λ > 2 the total kinetic energy is dominated by the contribution of the mean kinetic energy K I > k I , however, in the turbulent region near the T/NT interface 0 < y I /λ < 2 the opposite occurs K I < k I . In particular, we notice the existence of important velocity fluctuations outside the turbulent region in −2 < y I /λ < 0. The existence of these irrotational velocity fluctuations near the T/NT interface is well known, e.g., Phillips. 22 Inside the turbulent region for y I /λ > 1 the turbulent kinetic energy is roughly constant. Finally, as expected the total and mean kinetic energy K I and K I display the two growth rate regions observed for the mean streamwise velocity described before.
The irrotational region near the interface bounding turbulent and nonturbulent regions has been studied in detail by, e.g., Phillips, 22 Gartshore et al., 32 and Carruthers and Hunt. 23 Phillips 22 derived power laws for several turbulence statistics for distances from the T/NT interface greater than the turbulent integral scale y > L 11 . In particular, he predicted that far away from the T/NT interface the normal Reynolds stresses exhibit the following power laws:
These power laws have been recovered in several previous studies, e.g., Carruthers and Hunt, 23 Wygnansky and Fiedler, 10 and very recently using direct numerical simulations of a shear free turbulent interface (Teixeira and da Silva 24 ), and it is interesting to assess these power laws in the (not shown) is qualitatively similar. As can be seen, the power laws predicted by Phillips 22 are well recovered in the present simulation.
B. Conditional mean pressure and pressure variance
It is well known that the mean pressure in free jets is mainly imposed by the ambient pressure, however, the fluctuating pressure field, e.g., the pressure variance has a very important role in the jet dynamics. Specifically, the mechanism of turbulent entrainment is thought to be imposed by small scale pressure fluctuations near the edge of the jet, driving irrotational flow towards the jet core (Tennekes and Lumley 33 ), but few information exists today concerning the role of pressure fluctuations near the T/NT interface in jets. The conditional profiles of mean pressure p I and pressure variance p 2 I for simulation PJET K.H. are shown in Fig. 14 . The mean pressure in the irrotational region as inside the turbulent region is roughly constant. These two regions are connected by a sharp gradient with a mean thickness close to one Taylor scale, where the mean pressure inside the turbulent plane jet is considerably smaller than the surrounding pressure. This can be explained by the presence of large vorticity structures inside the shear layer 14 which are characterised by a local minima of the pressure field, e.g., in isotropic turbulence the presence of intense vorticity structures is responsible for the negatively skewed shape of the pressure probability density function. 34 The conditional mean pressure for simulation PJET K.H. -and the other simulations -is very similar to the conditional mean pressure obtained from DNS of a shear free turbulence interface, and is also well predicted by RDT as described in Ref. 24 : the jump in the conditional mean pressure has a thickness of order of 1.5 times the T/NT interface thickness.
As shown in Teixeira and da Silva 24 it is possible to obtain analytical relations for the mean pressure as a function of the distance from the T/NT interface using the turbulent kinetic energy of the flow k I . Inside the turbulent region and far away from the T/NT interface (y I /λ → ∞), the Bernoulli equation is not valid but RDT yields the following analytical estimate:
while in the irrotational region Bernoulli equation is valid and yields where p is the pressure difference associated with the variation of turbulent kinetic energy equal to k. These estimates were seen to be in excellent agreement with results from DNS of shear free turbulence 24 and it is important to see whether the same analytical results are valid in the present jet flows.
We start with the mean pressure inside the turbulent region where Fig. 14 shows that far away from the T/NT interface, e.g., at y I /λ ≈ +4. The conditional pressure variance p 2 I displays a maximum inside the turbulent region between one and two Taylor scales away from the T/NT interface. Again, the shape of the pressure variance for simulation PJET K.H. is very similar to the DNS of a shear free turbulence interface, and is well predicted by RDT. 24 The pressure variance grows quite rapidly inside the irrotational regions as one approaches the T/NT interface, however, it decreases more slowly as the jet centre is approached. This can be explained by the fact that close to the interface significant velocity (therefore also pressure fluctuations) are induced by the large vorticity structures lying around the T/NT interface, whereas pressure fluctuations decrease as the degree of isotropy increases towards the centre of the jet. It is however important to notice that there exists a substantial growth in pressure fluctuations inside the irrotational regions, suggesting that these fluctuations are part of an important mechanism of the interface dynamics. This can be explained by an inviscid pressure-velocity coupling that governs the growth of the Reynolds stresses at the beginning of the turbulent entrainment mechanism as will be shown below.
IV. THE DYNAMICS OF THE KINETIC ENERGY NEAR THE T/NT INTERFACE

A. The total kinetic energy transport equation
Many aspects of turbulence dynamics can be understood through the examination of the transport equations governing the total, mean, and fluctuating (turbulent) kinetic energy. The transport equation for the total kinetic energy, per unit mass, K = 
∂ K ∂t
where
is the total rate-of-strain tensor. The term on the left hand side represents the temporal variation of the kinetic energy at a given flow point, while the terms on the right hand side represent physical processes associated with the variation of the total kinetic energy in the flow. The first term on the right hand side (advection) represents convective transport, while the two next terms (pressure strain and viscous diffusion) represent diffusion of total kinetic energy due to pressure-velocity interactions and due to molecular viscosity, respectively. The last term (viscous dissipation) represents a sink in the equation associated with the final dissipation of kinetic energy caused by the molecular viscosity.
Classical and conditional budgets
It is instructive to compare the classical and conditional total kinetic energy budgets from the far field (self-similar) regime of the turbulent planar jet. Figures 15(a) and 15(b) display the averaged terms from the total kinetic energy transport equation (12) for simulation PJET K.H. normalised by the initial velocity U 1 and inlet slot-width H. The degree of convergence of the curves is not perfect but is enough to allow us to draw some conclusions (the level of convergence of the conditional profiles is discussed below). In both budgets, we show the lateral distance using Taylor scale units to allow a comparison of both statistics, and in the classical budget ( Fig. 15(a) ) the origin of the horizontal axis is shifted, so that the location of the T/NT interface in relation to the terms can be appreciated (the turbulent region is at (Y I − y)/H > 0 in Fig. 15(a) and y I /H > 0 in Fig. 15(b) ). The temporal jet is a decaying flow and therefore the temporal variation of the total kinetic energy is not equal to zero, but this poses no problems to understand the generation of kinetic energy across the T/NT interface. Classical (turbulent) kinetic energy budgets for a temporal mixing layer were analysed by Rogers and Moser. The classical (total) kinetic energy budget ( Fig. 15(a) ) exhibits several trends which are similar to the well-known trends that can be found in energy budgets in several free shear flows: the maxima and minima of the diffusion terms, e.g., the pressure strain and advection terms, are not located at the centre (Y I − y)/H ≈ 8, or the edge of the shear layer (Y I − y)/H ≈ −4, but roughly halfway between these two locations. The fact that the advection term is negative at the jet centre and positive near the edge shows that this term removes (total) kinetic energy from the centre of the jet and transports it into the jet edge thus transferring (total) kinetic energy into the surrounding irrotational fluid. The pressure strain term has the opposite behaviour. On the other hand, the viscous dissipation is higher in the central region of the jet than near its boundaries ((Y I − y)/H ≈ −4) and removes kinetic energy everywhere in the flow, while the viscous diffusion is very small and negligible for the dynamics of the (total) kinetic energy. Finally, the local variation term is negative inside the centre of the jet and positive at the edges. A similar trend was observed in the temporal evolving mixing layer analysed by Rogers and Moser. 35 In contrast, the conditional (total) kinetic energy budget (Fig. 15(b) ) tells a different story in its details. All the four mechanisms driving the evolution of the kinetic energy are concentrated in a small region in the vicinity of the T/NT interface. Whereas in the classical budget ( Fig. 15(a) ), the region of interest for the terms spans roughly 12λ, from (Y I − y)/λ = −4 to (Y I − y)/λ = +8, the conditional energy budget shows that the mechanisms governing the total kinetic energy are concentrated in a small region with a size of roughly 3λ from the location of the T/NT interface, suggesting that the dynamics of the (total) energy is commanded by mechanisms that take place very close to the T/NT interface. It is also very clear that all gradients are steeper, giving origin to more extreme peaks. Moreover, all peaks seem clearly displaced towards the interface.
Before continuing with a deeper analysis of the conditional budgets and the mechanism of kinetic energy generation across the T/NT interface, it is important to analyse what are the appropriate velocity and length scales that should be used to normalise these budgets. Notice that the conditional energy budgets are perfectly converged for y I /λ 2. Indeed, we observed that the conditional profiles/terms are almost unchanged if one uses roughly half the total number of samples used for their computation (not shown). At least for the classical turbulent kinetic energy budgets, the governing terms are usually normalised using the centreline velocity U C and the jet half-width δ 0.5 . Figure 16 shows the conditional budgets for simulations PJET chan. and PJET K.H.2 using this normalisation. Recall that the main difference between PJET chan. and PJET K.H.2 concerns the initial conditions and the Reynolds number (both are for the self-similar jet regime). Comparing, for instance, the magnitude of the maximum advection we have T I I ∼ 0.11(U and also for simulation PJET K.H. . In contrast, by normalising the terms for the three simulations with the Taylor micro-scale λ, and a velocity scale associated with the Taylor scale U λ = (ελ) 1/3 the three budgets display similar magnitudes. This fact can be attested in Figs. 17(a)-17(c) showing the conditional budgets for the three simulations using this normalisation, e.g., the magnitude of the maximum advection term is T I I ∼ 6(U 3 λ /λ) for either PJET K.H. , PJET chan. or PJET K.H.2 . It is noteworthy that a similarly good normalisation is observed using the Kolmogorov micro-scale and Kolmogorov velocity scale (not shown).
Figure 17(d) shows the evolution of the peaks in the conditional profiles/terms normalised by λ and U λ to see whether there is any Reynolds number dependance on the scaling of these conditional profiles. No clear Reynolds number dependance can be observed for the relatively small range of Reynolds numbers considered in this study, since the peaks retain similar values (or the same orders of magnitude) for different Reynolds numbers. The same can be said for the peaks locations (not shown).
This suggests that the dynamics of the T/NT interface is governed by the intermediate and the smallest scales of motion, i.e., λ and η and not by the largest scales of the jet, for which arguably δ 0.5 is the appropriate length scale. The observed scaling makes sense if one sees the T/NT interface as being simply "passive" to the jet dynamics. Arguably, the entrainment rate is dictated by the largest scales of the jet but the entrainment mechanism ultimately "acts" in a relatively narrow region where the entire jet dynamics is not felt. The T/NT interface simply "processes" the final stages of the communication of velocity and vorticity fluctuations from the turbulent jet into its surrounding. It is possible, therefore, that the interaction between the core of the jet and the T/NT interface region is similar to the interplay between the large and small scales of motion inside a fully developed turbulent flow, in that the latter does not "see" the former but only reacts according to their energy/momentum input. If this is the case, then possibly the T/NT interface dynamicsat least for some (small) scales -may be universal in some respect, i.e., perhaps the detailed T/NT interface energy dynamics and associated velocity and length scales described in the present work is similar in several free shear flows, e.g., jets and wakes. This problematic should be assessed in a future study.
Role of advection and pressure strain terms
Resuming the analysis of the conditional total kinetic energy budgets for simulation, e.g., PJET K.H. (Fig. 17(a) ), we see that when moving from the irrotational (y I /λ < 0) into the turbulent region (y I /λ > 0) the pressure strain is the first term driving the growth of the total kinetic energy in the flow. Indeed until y I /λ ≈ 0 the lines of the conditional mean local variation and pressure strain are almost equal. This is true also of simulation PJET chan. (Fig. 17(b) ) but less so of simulation PJET K.H.2 ( Fig. 17(c) ), even if also in this case the pressure strain is clearly the term that is driving the increase of total kinetic energy. In all simulations, the pressure strain term exhibits a positive maximum very close to the T/NT interface (y I /λ ≈ 0) before decreasing sharply reaching a negative minimum at roughly y I /λ ≈ 0.8 for all simulations. The diffusive nature of these terms implies that the pressure strain term drives energy from the turbulent region near the T/NT interface transferring it into the irrotational region. The pressure strain term is negative inside most of the turbulent region (for y I /λ > 5) and (with the viscous dissipation term) drives the decay of total kinetic energy inside the jet, as in the classical budget.
Once the T/NT interface is crossed into the turbulent region the advection term, that until then is relatively small (unless for simulation PJET K.H.2 where it is negative), raises becoming the dominating mechanism driving the growth of total kinetic energy. The positive maximum of the advection is located at roughly y I /λ ≈ 1 for all three simulations. Interestingly, the local variation and advection roughly collapse for the three simulations in the small distance between y I /λ ≈ 0 and y I /λ ≈ 1. The advection term falls sharply afterwards tending to zero in the interior of the turbulent region. The small rise observed in PJET K.H.2 for y I /λ > 5 is not observed in the other simulations and must come from poor convergence of this term. Notice that the advection term is the term with the highest activity (variance) and thus harder to converge particularly for high Reynolds numbers (as stated before the conditional profiles/terms are perfectly converged for y I /λ < 2).
To support the above findings, we analyse joint probability density functions (JPDFs) between the local variation and the advection, and between the local variation and the pressure strain, at several distances from the T/NT interface for simulation PJET chan. in Figs. 18(a)-18(f) . Similar joint PDFs are observed for the other simulations. The JPDFs between local variation (TI) and the pressure strain (TIII) show the existence of a correlation everywhere in the flow, even in the irrotational region relatively far away from the T/NT interface, e.g., at y I /λ = −3 (not shown). Figures 18(a)-18(c) show only the JPDFs for y I /λ = −0.4, y I /λ = 0, and y I /λ = +0.4, respectively, where this correlation is clearly visible. In contrast, the JPDFs between local variation (TI) and advection (TII) in the irrotational region (y I /λ < 0) do not show any evidence of correlation between the two mechanisms ( Fig. 18(d) ). However, at the T/NT interface as well as inside the turbulent region the two terms are indeed clearly correlated (Figs. 18(e) and 18(f) ).
To complement the analysis and role of the advection and pressure strain terms, the JPDF between the two quantities was analysed. Figure 19 shows the JPDF for simulation PJET K.H. at y I /λ = 1 indicating that, they are strongly (anti) correlated, showing that it is the interaction between these two terms at this location that drives the growth of energy, e.g., the "mean" interaction between the advection and pressure strain has also a local and instantaneous character. It is interesting to visualise the shape and magnitudes of these terms in relation to the position of the T/NT interface and the flow vortices. For this purpose, Figures 20(a) and 20(b) show contours of the advection (Fig. 20(a) ) and pressure strain (Fig. 20(b) ) terms in a (x, y) plane from simulation PJET K.H. . The white line defines the T/NT interface in that plane and the large scale vortices are visualised through black lines (resulting from the intersection of low pressure iso-surfaces with the (x, y) plane). Positive values of the advection term (red) tend to be concentrated at the start of the turbulent region near the T/NT interface and to be followed to the interior by regions of negative advection (blue). The contrary is true of the pressure strain term, with negative values (blue) to appear FIG. 19 . Joint probability density function of advection (TII) and pressure strain (TIII) for simulation PJET K.H. at y I /λ ≈ 1. 
Role of viscous terms
At this stage in the analysis it is interesting to discuss the role of the viscous terms -diffusion (TIV) and dissipation (TV) -for the evolution of the total kinetic energy across the T/NT interface. Returning back to the conditional budgets of Figs. 17(a)-17(d) , one can see that the dissipation is roughly constant inside the shear layer while the diffusion is negligible, but the viscous diffusion becomes suddenly more important near the T/NT interface than deep inside the shear layer (the term removes energy from the jet interior and transports it into the irrotational region). Indeed, there is a visible positive peak at y I /λ ≈ 0.2, followed by a negative peak over the turbulent regions at y I /λ ≈ 0.8 showing the existence of small scale viscous mechanism in the overall communication of turbulent kinetic energy to the irrotational region. However, even at this location the viscous diffusion is always much smaller than the other terms and thus has no major role in the generation of total kinetic energy. The situation is different from the one governing the amplification of enstrophy across the T/NT interface, where, as discussed in Holzner et al. 17 and da Silva and Reis, 15 the viscous enstrophy diffusion is one of the key mechanisms associated with the dynamics of the enstrophy. In contrast with those studies, the present analysis shows that the amplification of the total kinetic energy is an almost purely inviscid process, starting with the pressure strain term causing a growth of the energy while still in the irrotational region near the T/NT interface, and that continues with the advection term that takes over this growth once the T/NT interface is crossed into the turbulent region. The JPDFs between the local variation and either one of the viscous terms show no visible correlation between the terms (not shown).
An interesting aspect of the viscous terms has to do with their behaviour in the irrotational region. Taking the momentum equation written in rotational form,
where ε ijk is the permutation tensor, the viscous effect is associated with the vorticity vector k suggesting that no viscous effects can take place in an irrotational flow, where the last term vanishes. This seems to contradict several recent works, e.g., da Silva and Pereira 27 and Holzner et al., 17 as well as the present simulations, where important (non-negligible) levels of viscous dissipation are observed in the irrotational region near the T/NT interface.
These two apparently contradictory results can be easily explained by a closer look of Eq. (13). By multiplying this equation by the velocity vector u i , we arrive at the equivalent to Eq. (12) written in rotational form,
where the sum of the viscous effects -diffusion and dissipation -appear in the last term of Eq. (14) . What this equation shows is that each one of these two viscous mechanisms can be non-zero in an irrotational flow, provided they add up to zero. A closer look into the conditional total kinetic energy budgets in Figs , this cancelation is not perfect and this has to be explained by the relatively poor resolution of this simulation compared to the other two. Interestingly, as if to achieve the local cancelation between diffusion and dissipation due to viscous effects, these terms are strongly (anti) correlated. This can be observed in their JPDF at the T/NT interface ( Fig. 21(a) ) and in the conditional profile of their joint correlation (Fig. 21(b) ), showing a marked increase as the T/NT interface is approached. Notice that this strong (anti) correlation disappears almost entirely inside the turbulent region. The discussion on the viscous terms underlines the fact that these mechanisms do not play any significant role in the generation of total kinetic energy across the T/NT interface, which is by and large an inviscid process.
Estimates for magnitudes of individual terms
The magnitudes of the terms governing the total kinetic energy can be estimated by using simple turbulence phenomenology. Consider, for instance, the viscous dissipation term. The dissipation inside the turbulent region can be estimated as ε I ≈ 2ν S i j S i j I ≈ 15ν S Fig. 17(a) . As we have seen the viscous diffusion term is negligible but the maximum (peak) value can be estimated again using the same information used to estimate the viscous dissipation rate. Near the T/NT interface ν∂ Figure 12 shows that for the mean extent of the T/NT interface jump δ ω ≈ λ the observed variation of the total kinetic energy is δ K I ≈ 0.05U
λ /λ, which is near the value displayed for this term for PJET K.H. , e.g., ν∂ Fig. 17(a) . For the other simulations, the value seems to be somehow higher near 0.5U 3 λ /λ, and this may be caused PJET K.H. having insufficient resolution to capture this small scale quantity.
As we have seen above the most important terms are the advection and pressure strain terms and it is important to estimate their peaks near the T/NT interface as this might be of interest to modellers. The peak of the advection can be estimated using the variation of the normal velocity δv I / ≈ 0.05U 1 (Fig. 10) and of the total kinetic energy δ K I ≈ 0.05U Fig. 17(a) . Finally, the peak in the pressure strain term is estimated as ∂( Figure 14 shows that the pressure drop across the T/NT interface is equal to δ( p/ρ 0 ) I ≈ 0.06U 2 1 . Therefore, we can estimate the pressure strain term as 3 v I (δp/ρ 0 ) /λ I ≈ −4.74U 3 λ /λ, which is of similar magnitude to the values observed in Fig. 17 , e.g., ∂( Fig. 17(a) .
B. The turbulent kinetic energy transport equation
The turbulent kinetic energy k = 
where s i j = (∂u i /∂ x j + ∂u j /∂ x i )/2 is the fluctuating rate-of-strain tensor. The first term represents temporal (local) variation of turbulent kinetic energy in the flow, while the second term (advection) represents convective transport. The next three terms represent the diffusion of turbulent kinetic energy due to pressure-velocity interactions (pressure diffusion), turbulent motion, and molecular viscosity, respectively. The last two terms represent the viscous dissipation of turbulent kinetic energy and the production caused by the interaction between the mean and fluctuating fields.
Classical and conditional budgets
The classical and conditional turbulent kinetic energy budgets of the turbulent kinetic energy are shown in Figures 22(a) and 22(b) , respectively. Again both budgets display the lateral distance using Taylor scale units to allow a comparison of both statistics, and in the classical budget ( Fig. 22(a) ) the origin of the horizontal axis is shifted, so that the location of the T/NT interface in relation to the terms can be appreciated (the turbulent region is at (Y I − y)/H > 0 in Fig. 22(a) and y I > 0 in Fig. 22(b) ). Moreover, since the temporal jet is a decaying flow the temporal variation term is not zero. However, as discussed before this poses no problems for the analysis.
The classical budget ( Fig. 22(a) ) resembles the similar budget for the experimental planar jet by Gutmark and Wygnansky: 11 the production term is zero at the jet centreline and peaks roughly at one third of the total extent of the turbulent region (at (Y I − y)/λ ≈ 4), while the dissipation term is maximum at the centre of the jet and decreases at the jet edge. The ratio between the peak production and dissipation is P/ε ≈ 1.43 which is close to the value observed by Gutmark and Wygnansky 11 where P/ε ≈ 1.5. The turbulent diffusion is seen to transfer kinetic energy from the peak of the production into the rest of the jet, both to the centreline and to the jet edge, i.e., to the T/NT interface, while the pressure diffusion appears to somehow compensate this effect. As in Rogers and Moser 35 the local variation term is negative inside the centre of the shear layer and positive at its boundaries.
As with the total kinetic energy, the conditional turbulent kinetic energy budget ( Fig. 22(b) ) shows a different picture in its details, since the effects of large-scale intermittency at the jet edge are absent from these statistics, allowing the detailed observation of the build up of energy across the T/NT interface inside the jet. Once more, by comparing the classical and conditional budgets we see that the most intense mechanisms/terms are active in a very small space, in terms of the lateral extent of the jet. Indeed, the most intense gradients and values for the terms are located in a region It is important to stress that the present conditional budgets have a different nature than the conditional budgets conditioned with the intermittency function described in, e.g., Gutmark and Wygnansky. 11 In the latter, the shape and spatial extent of the several terms in the turbulent zone is similar in the classical and conditional budget, while using the present conditional budgets this is not the case.
Several velocity and length scales were tested to normalise the turbulent kinetic energy budgets. Figures 23(a) and 23(b) show the conditional budgets for simulations PJET chan. and PJET K.H.2 using the classical normalisation using centreline velocity U C and the jet half-width δ 0.5 . As with the total kinetic energy budgets the observed differences (e.g., in terms of magnitudes of the extremes) is substantial, suggesting that these are not the correct scaling quantities that should be used to normalise these budgets. Comparing, for instance, the magnitude of the peak production we have TVII ∼ 0.04(U Figures 24(a)-24(d) show the budgets for the three simulations normalised using the Taylor microscale λ, and a velocity scale associated with the Taylor scale U λ = (ελ) 1/3 . This normalisation certainly works better than the one using U C and the jet half-width δ 0.5 , e.g., the magnitude of the peak production is of the order of TVII ∼ 2(U 3 λ /λ) for the three simulations. Normalisation using the Kolmogorov micro-scale and Kolmogorov velocity scale (not shown) gives similar results. The slightly smaller value observed for this term in PJET K.H. is probably caused by the smaller resolution used in this simulation compared to the other two. The bigger difference from the three budgets is in the turbulent diffusion term. Again we stress that this quantity is very hard to converge due to its high intermittency but probably some of the observed differences have more to do with the different initial conditions than with the different Reynolds numbers. Even if the scaling with the Taylor (and Kolmogorov) scale, and with the Taylor (and Kolmogorov) velocity scale is not perfect since the collapse using this scaling in the three simulations is not perfect, we can see that it is certainly better than using U C and the jet half-width δ 0.5 . Figure 24(d) shows the evolution of the peaks in the conditional profiles/terms normalised by λ and U λ for the Reynolds numbers considered in this study. As with the total kinetic energy budgets it is difficult to see a clear Reynolds number dependance, apart from a slight increase of the maximum turbulent diffusion and production, and the decrease of the minimum viscous diffusion, and even these changes are relatively small (the values keep the same order of magnitude). The variation of the turbulent diffusion and production peaks with the Reynolds number is difficult to judge since the PJET K.H. has a smaller resolution than PJET chan. and PJET K.H.2 and therefore maybe somehow underestimating these peaks, but even with this increase the terms remain of the same order of magnitude (for the different Reynolds numbers). Certainly, these variations are much smaller than using the "classical" scaling quantities, i.e., U C and δ 0.5 .
Role of the pressure diffusion and turbulent diffusion terms
The physical processes governing the evolution of turbulent kinetic energy across the T/NT interface can be analysed in detail in Fig. 24(a) . Moving from the irrotational (y I /λ < 0) into the turbulent (y I /λ > 0) region, the first mechanism driving the growth of energy is the pressure diffusion term. This term exhibits a large positive peak right at the T/NT interface (y I /λ ≈ 0) and is positive inside the irrotational region near the T/NT interface (y I /λ < 0), before sinking quickly into negative values inside the turbulent region (y I /λ > 0). The pressure diffusion minimum is at y I /λ ≈ 0.5. The pressure diffusion (or pressure-velocity interactions) term therefore removes energy from the turbulent region and injects it into the irrotational zone bounding the T/NT interface. The advection term, although displaying smaller values than the pressure diffusion, exhibits a very similar behaviour. Pressure diffusion and advection are therefore the two mechanisms which are responsible for the build up of kinetic energy outside the turbulent region. This is very similar to what was observed before when analysing the total kinetic energy. The fact that the energy starts to grow in the irrotational region due to pressure velocity interactions is not surprising, since this mechanism is able to "act" at a distance and is therefore the only possibility for transmitting energy from inside the turbulent shear layer into the irrotational flow region. The dominating role of these terms at the jet edge is also observed in conditional statistics using the intermittency function by Gutmark and Wygnansky. 11 Inside the turbulent region (y I /λ > 0) the turbulent diffusion becomes the dominating mechanism driving the kinetic energy growth, since this term dominates the conditional turbulent kinetic energy budget between 0 < y I /λ < 1. Notice, however, that already by y I /λ ≈ −1 this term becomes quite important overtaking the advection term at around y I /λ ≈ 0. Figure 25 shows in the same graph the conditional mean profile of the pressure diffusion, turbulent diffusion, and their sum. The resulting total diffusion term has a similar shape (with similar extrema) in each one of the individual terms, indicating that it makes sense to model these terms into a single diffusion term, as is done in Westerweel et al. (Figs. 24(a) and 24(b) ). This is followed by a sort of plateau of about 0.8U 3 λ /λ extending from y I /λ ≈ 1.5 until y I /λ ≈ 3.5 for PJET K.H. , and from y I /λ ≈ 1.5 until y I /λ ≈ 8.0 for PJET chan. . The production term is important only inside the turbulent region (y I /λ > 0) and the effect of the increase in the Reynolds number seems to be to increase the production peak (in both simulations present at y I /λ ≈ 1), and the lateral size of the production plateau. As with the other terms, the conditional budget presents a very different picture than in the classical kinetic energy budget in that the relevant mechanisms are concentrated in a very thin zone near the T/NT interface. This situation is different from the one observed in conditional FIG. 26 . Comparison between exact and approximate (Westerweel et al. 6 ) conditional production of turbulent kinetic energy for simulation PJET K.H. . budgets using the intermittency function, where magnitude and shape of the production term is very similar to the classical turbulent kinetic energy budget (Gutmark and Wygnansky 11 ). In Westerweel et al., 6 the production term is approximated by Figure 26 displays the "exact" and "approximated" production using the equation above for simulation PJET K.H. . As can be seen Eq. (16) indeed consists in a good approximation for this term.
The role of the viscous terms
As a final remark from the previous discussion we notice that again, like in the conditional total kinetic energy budget, the viscous terms are not important for the build up of turbulent energy across the T/NT interface, i.e., this is largely an inviscid mechanism. The viscous diffusion term again exhibits its characteristic double peak structure (positive/negative in the irrotational/turbulent) region, however, the term is completely "submerged" by the relative importance of the other terms throughout the flow.
V. CONCLUSIONS
Direct numerical simulations of planar turbulent jets were carried out to analyse the total and turbulent kinetic energy budgets in the far field, self-similar regime. In the simulations, the Reynolds number based on the Taylor micro-scale ranges from Re λ ≈ 120 to 160 and different initial conditions were used (starting from a hyperbolic tangent velocity profile or from a channel flow DNS).
As in several recent works (e.g., Bisset et al. 9 ) conditional profiles in relation to the distance from the T/NT interface were used to assess the characteristics of the jet. These conditional statistics are different from the conditional profiles using the intermittency function described in, e.g., Wygnansky and Fiedler 10 and Gutmark and Wygnansky. 11 The Taylor and the Kolmogorov micro-scales are approximately constant inside the turbulent region and conditional vorticity profiles taken from several stations of the jet appear to collapse better using Taylor or Kolmogorov scales than using classical jet large scale quantities, e.g., the jet half-width or the centreline jet velocity. Important levels of (irrotational) velocity fluctuations are found in the irrotational region near the T/NT interface and their decay laws agree with the theoretical predictions from Phillips. 22 The conditional mean pressure is consistent with the Bernoulli equation in the irrotational region and with recent results from rapid distortion theory inside the turbulent region, in agreement with Teixeira and da Silva.
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The dynamics of the total kinetic energy was analysed in respect to the location of the T/NT interface by assessing conditional profiles of each one of the terms governing this quantity. Compared to the classical budgets and in contrast with the budgets using the intermittency function 11 most of the terms exhibit maxima and minima very close to the T/NT interface, i.e., near y I /λ ≈ 1. The most important mechanisms driving the growth of total kinetic energy near the T/NT interface are the advection and pressure strain terms which display important peaks at this region. The total kinetic energy increases initially while still in the irrotational region (y I /λ < 0) and close to the T/NT interface due to the pressure strain term, while the advection term is still inactive. This term then takes over this role near the T/NT interface at the very beginning of the turbulent region (y I /λ > 0). During this process these two terms are (anti) correlated and the visualisations show that these mechanisms are particularly intense in the regions neighbouring the largest coherent vortices which are present near the T/NT interface. Specifically, the pressure strain and the advective terms tend to have their maxima at the edge of the large-scale vortices defining the T/NT interface convolution. Simple analytical estimates are used to estimate these peaks near the T/NT interface. Finally, the viscous terms (diffusion and dissipation) are much smaller than the other terms and therefore play no role in the generation of total kinetic energy across the T/NT interface. Interestingly, the viscous terms are not zero in the irrotational flow region but are strongly (anti) correlated so that their average value is zero, i.e., the resulting viscous effects in the irrotational region is zero, but viscous dissipation of kinetic energy is non-negligible in this flow region, in agreement with previous works (da Silva and Pereira 27 ). Like the total kinetic energy budget, the conditional turbulent kinetic energy budget made in relation to the distance from the T/NT interface shows a very different picture than the classical budget. Again, apart from the viscous dissipation term that is approximately constant inside the turbulent region, the most intense values of all the terms governing the turbulent kinetic energy are located in a thin layer close to the T/NT interface with size ≈ 2λ. The conditional budget allows one to observe the build up of turbulent kinetic energy as one moves from the irrotational into the turbulent region in the jet. The growth of kinetic energy starts initially in the irrotational region (y I /λ < 0) caused by pressure diffusion -an inviscid mechanism that can act at a distance -as well as by convection. This is followed by a region (−0.5 < y I /λ < +0.5) where the growth of energy is achieved mainly through turbulent diffusion. After this, the production term finally sets in and dominates the growth of energy until about y I /λ ≈ 2-4. The peak production is located at y I /λ ≈ 1. In the jet interior, e.g., y I /λ > 8 the flow is dominated by molecular dissipation decreasing the turbulent kinetic energy in the flow. Finally, the approximations for the production and diffusion terms used in Westerweel et al. 6 are in good agreement with the present results. The present work describes in detail the mechanisms driving the growth of total and turbulent kinetic energy across the T/NT interface in turbulent planar jets showing the different behaviour of the several mechanisms involved in the irrotational and turbulent region. The range of Reynolds numbers used here is still limited, as usual in DNS studies, however, similar results are consistently observed in all the simulations. The fact that all the mechanisms exhibit peaks in a very thin region distancing about 2λ from the T/NT interface sheds a new light on the jet dynamics and underscores the importance of the region near the T/NT interface for the entire jet development.
