This paper is about the technique of shadow variables that was used in the theory of monotone operators. In this paper, we use it to show that certain results that were originally proved for lower semicontinuous convex functions are in fact true for marginable convex functions.
Introduction
This paper is about a technique that was used in [7] to establish a result about partial inf-convolutions that has found applications in the theory of monotone operators. The basic idea is to introduce an additional variable (a shadow variable) and then show that a certain finiteness condition forces this variable to be irrelevant. We will always use the symbols S and T to denote the spaces of shadow variables. In this paper, we show that this technique can be used to extend some results that had previously been proved for proper convex lower semicontinuous functions to a larger class of proper convex functions that we shall describe as marginable (see Definition 2.1). We start Section 3 with Lemma 3.1, which goes back at least to [3] . In Theorem 3.2, in which we introduce two shadow variables, we show that Lemma 3.1 is, in fact, true for marginable functions. The main result in this section for later applications is Theorem 3.4, which is deduced from Theorem 3.2. Section 4 is about generalized partial inf-convolutions. The main result in this section is Theorem 4.1, in which we generalize to marginable functions a result that was previously known for lower semicontinuous functions. The original result on partial infconvolutions appears here as Corollary 4.2. Finally, in Theorem 4.4, we show that another result known for lower semicontinuous functions can be generalized to marginable functions.
Fenchel duality
We take as our starting point the following result, which appeared in [3, Theorem 6, p [8] and [9] and Borwein in [2] .
In Theorem 3.2 below, we use the technique of shadow variables to bootstap Lemma 3.1 by extending it from lower semicontinuous to marginable functions.
, thus we can and will assume that (f + g • C)
It is this assumption that will enable us to use the shadow variable technique as described in the introduction. Now f ∈ PCM(X 0 ) and g ∈ PCM(Y 0 ), consequently there exist S, T , ϕ ∈ PCLSC(X 0 × S) and ψ ∈ PCLSC(Y 0 × T ) such that f = ϕ S and g = ψ T , i.e., for all ξ ∈ X 0 and η ∈ Y 0 , f (ξ) = inf ϕ(ξ, S) and g(η) = inf ψ(η, T ). Let
This establishes "⊃" in (3.2), and (3.2) now follows since the inclusion "⊂" is obvious. Thus λ>0 λ A(dom f )−dom g is a closed linear subspace of Y . From Lemma 3.1, there exists y
and
Thus s * = 0, t * = 0 and ϕ
, and the result follows.
We will use the following computational rules:
Despite the fact that there are many similarities between the proofs of Theorem 3.2 and Theorem 3.4, we would not describe u and v below as shadow variables since they are present in the initial statement of Theorem 3.4.
Theorem 3.4 (An existence result using two functions and four spaces). Let
and, for all x ∈ X,
Since 0 ∈ Λ, it is easily seen that H ∈ PC(X). Then
. Taking the supremum of the right-hand side over (x, y, v),
, and so we only have to prove that there exists u * ∈ U * such that
. So we can and will assume that H
To this end, let (u, y, v) ∈ Λ × Y × V . Then there exist λ > 0, (x 1 , y 1 ) ∈ dom F and (u 1 , v 1 ) ∈ dom G such that u = λ(Ax 1 − u 1 ). Thus, writing µ := 1/λ,
This establishes "⊃" in (3.5), and (3.5) now follows since the inclusion "⊂" is obvious. Thus λ>0 λ C(dom f ) − dom g is a closed linear subspace of Y 0 . From Theorem 3.2, there exists η
Thus v * = 0, y * = 0 and
If specialize Theorem 3.4 by assuming that U = X and A is the identity map, we obtain Corollary 3.5 below, which has a much "cleaner" statement. While it is possible to deduce Theorem 4.1 from Corollary 3.5, the proof is much more technical that the method given here. Corollary 3.5 should be compared with [7, Theorem 4.2, pp. 9-10] Corollary 3.5 (An existence result using two functions and three spaces). Let F ∈ PCM(X × Y ), G ∈ PCM(X × V ), λ>0 λ π 1 dom F − π 1 dom G be a closed linear subspace of X, and, for all x ∈ X,
Then H ∈ PC(X) and
4 Generalized partial inf-convolutions The following chart should help the reader keep track of the various spaces and maps in Theorem 4.1.
Suppose that
It follow easily from this that
Thus if h * (x * , y * ) = ∞ then (4.1) follows. So we can and will assume that h * (x * , y * ) ∈ R. Define F ∈ PC(X × Y ) and G ∈ PC(U × V ) by F := f − (x * , y * ) and G := g − (0, B T y * ). From Lemma 3.3(b), F ∈ PCM(X × Y ) and G ∈ PCM(U × V ). Now (in the notation of Theorem 3.4)
where the fourth equality above follows by replacing t − Bv by y for each fixed x and v. Thus (3.4) is satisfied. Since dom F = dom f and dom G = dom g, (3.3) is also satisfied, and so Theorem 3.4 implies that h
, thus (4.1) follows in this case also.
Corollary 4.2 below, which first appeared in Simons-Zȃlinescu [7, Section 4, pp. [8] [9] [10] , is an immediate consequence of Theorem 4.1 (take U = X, V = Y and A and B identity maps, and specialize to lower semicontinuous functions). Corollary 4.2 was first developed with applications to the theory of monotone operators in mind.
Suppose that λ>0 λ π 1 dom f − dom g is a closed linear subspace of X. Then, for all (x * , y * ) ∈ X * × Y * , h * (x * , y * ) = min u * ∈U * ψ * (x * − A T u * , y * , u * , C T y * ).
three results are true with PCM(·) replaced by PliC(·). We do not discuss these issues in this paper because of the technical considerations involved.
