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Remarques sur une somme
lie´e a` la fonction de Mo¨bius
Re´gis de la Brete`che, Franc¸ois Dress & Ge´rald Tenenbaum
Abstract. For integer n > 1 and real z > 1, define M(n, z) :=
∑
d|n, d6z µ(d) where µ denotes
the Mo¨bius function. Put L(y) := exp
{
(log y)3/5/(log
2
y)1/5
}
(y > 3). We show that, for a
suitable, explicit constant L > 0 and some constant c > 0, we have S(x, z) = Lx+O (x/L(3ξ)c)
uniformly for x > 1, ξ 6 z 6 x/ξ.
Keywords : Mo¨bius function, average order, Selberg’s sieve, Bombieri-Vinogradov theorem.
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1. Introduction
Pour ∈ N∗, x, z ∈ R+, posons
M (n, z) :=
∑
d|n, d6z
µ(d), S(x, z) :=
∑
n6x
M (n, z)2, S(z) :=
∑
m,n6z
µ(m)µ(n)
[m,n]
·
La somme S(x, z) intervient dans divers proble`mes arithme´tiques, notamment le crible de
Selberg [3], la me´thode de Vaughan pour prouver le the´ore`me de Bombieri–Vinogradov [9], et
le proble`me de Goldbach ternaire — cf. [4], formule (5.6). La question des tailles normale ou
maximale de |M (n, z)| est e´galement inte´ressante — voir en particulier [5], [6].
Nous avons trivialement
(1·1) S(x, z) = xS(z) +O(z2) (x > 1, z > 1).
Pour s = σ + iτ ∈ C, de´finissons une fonction fortement multiplicative par la formule
f(n; s) :=
∏
p|n |1− p−s|2. Il a e´te´ montre´ dans [2] que
(1·2) S(z) = L+ o(1) (z →∞),
avec
L =
1
2pi
∫
R
∏
p
(
1− 1
p
)(
1 +
f(p; iτ)− 1
p
)dτ
τ2
·
D’apre`s [1], nous avons e´galement, pour une constante c > 0 convenable,
(1·3) S(z) = L+ O(L(z)−c) (z > 16)
avec L(z) := exp
{
(log z)3/5/(log2 z)
1/5
}
. Cette estimation ne sera pas utilise´e dans la suite.
Il re´sulte en particulier de (1·1) et de (1·2) sous la forme faible S(z)≪ 1 que
(1·4) S(x, z)≪ x+ z2 (x > 1, z > 1).
La premie`re motivation du pre´sent travail consiste a` pre´ciser la majoration (1·4) lorsque
z2 ≫ x. Nous montrons notamment que
(1·5) S(x, z)≪ x (x > 1, z > 1).
Nous pouvons e´tablir le re´sultat suivant.
The´ore`me 1.1. Il existe une constante absolue c > 0 telle que, pour tous ξ > 1, ξ 6 z 6 x/ξ,
nous ayons
(1·6) S(x, z) = Lx+O
(
x
L(3ξ)c
)
.
Remarque. On de´duit (1·3) de (1·2) et (1·6) en choisissant par exemple x = z3.
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2. De´monstration
De´signons par k(n) le noyau sans facteur carre´ d’un entier n, par ϕ(n) la valeur en n de
l’indicatrice d’Euler, et posons
L(m) :=
ϕ(m)2
2pim2k(m)
∫
R
f(m; iτ)
∏
p ∤m
(
1− 1
p
)2(
1 +
f(p; iτ)
p
)dτ
τ2
(m > 1).
Cette quantite´ est bien de´finie puisque l’inte´grande est, pour chaque valeur dem, classiquement
comparable a` 1/|ζ(1 + iτ)|2. Un calcul de routine permet de ve´rifier que
∑
m>1
L(m)
m
= L.
Posons
ψ(n) :=
∏
p|n
(p+ 1), r(n) :=
∏
p|n
(
1 +
2√
p
)
(n > 1).
Le lemme suivant, adapte´ de l’une des approches de´veloppe´es dans [2], constitue l’ingre´dient
essentiel de la preuve. Nous utiliserons a` plusieurs reprises la formule
(2·1)
∑
k6y
µ(hk)2 =
6yh
pi2ψ(h)
+O
(
r(h)
√
y
)
(h > 1, µ(h)2 = 1, y > 1)
e´tablie dans [7] — formule (10.1).
Lemme 2.1. Nous avons, uniforme´ment pour m > 1, y > 1,
(2·2) T (y;m) := 6
pi2
∑
d,t6y
µ(d)µ(t)
ψ([d, t,m])
= L(m) +O
(
1
L(y)c
√
ψ(m)
)
,
ou` c est une constante positive convenable.
De´monstration. Il est aise´ de constater que, pour chaque valeur de m, l’expression T (y;m)
tend vers une limite lorsque y →∞. En effet, notant ψm(n) :=
∏
p|n, p ∤m(p+ 1), nous avons
(2·3)
T (y;m) =
6
pi2ψ(m)
∑
d,t6y
µ(d)µ(t)
ψm(d)ψm(t)
∑
δ|(d,t)
(δ,m)=1
δ
=
6
pi2ψ(m)
∑
δ6y
(δ,m)=1
δ
ψ(δ)2
( ∑
d6y/δ
µ(dδ)
ψm(d)
)2
.
Un argument standard d’inte´gration complexe implique que la somme inte´rieure en d est, par
exemple, ≪ ψ(m)1/4r(δ)L(2y/δ)−c. En scindant la sommation exte´rieure selon les valeurs de
⌊y/δ⌋, on obtient alors, paralle`lement au raisonnement tenu dans [2], la convergence souhaite´e
et la majoration
(2·4) T (y;m)− lim
y→∞
T (y;m)≪ 1
L(y)c
√
ψ(m)
.
Pour la commodite´ du lecteur, indiquons quelques e´tapes de la preuve de cette estimation.
Nous pouvons e´crire
(2·5) T (y;m) = 6
pi2ψ(m)
∑
j6y1/4
am(j, y) +O
(
R(y;m)
)
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avec
am(j, y) :=
∑
y/(j+1)<δ6y/j
(δ,m)=1
δµ(δ)2
ψ(δ)2
(∑
d6j
µ(dδ)
ψm(d)
)2
≪
√
ψ(m)
jL(2j)2c
(j 6 y1/4),
R(y;m) :=
1
ψ(m)
∑
δ6y3/4
(δ,m)=1
δ
ψ(δ)2
( ∑
d6y/δ
µ(dδ)
ψm(d)
)2
≪ 1√
ψ(m)L(y)c
·
Pour e´valuer le terme principal de (2·5), nous de´veloppons le carre´ et intervertissons les
sommations dans l’expression de am(j, y). Il vient
am(j, y) =
∑
d,t6j
µ(d)µ(t)
ψm(d)ψm(t)
∑
y/(j+1)<δ6y/j
(δ,dtm)=1
δµ(δ)2
ψ(δ)2
·
La somme inte´rieure en δ peut eˆtre e´value´e par la me´thode usuelle d’inte´gration complexe en
utilisant la majoration classique ζ(12 + iτ)≪ε 1 + |τ |1/6+ε. Nous obtenons
∑
y/(j+1)<δ6y/j
(δ,dtm)=1
δµ(δ)2
ψ(δ)2
= B log
(
1 +
1
j
)
α(dtm) +O
(
r(dtm)j3/8
y3/8
)
(j 6 y1/4),
ou` l’on a pose´
B :=
∏
p
(
1− 3p+ 1
p(p+ 1)2
)
, α(n) :=
∏
p|n
(
1− p
p2 + 3p+ 1
)
(n > 1).
L’estimation (2·4) en de´coule ainsi que la majoration
lim
y→∞
T (y;m) =
6B
pi2ψ(m)
∑
j>1
log
(
1 +
1
j
) ∑
d,t6j
α(dtm)µ(d)µ(t)
ψm(d)ψm(t)
≪ 1√
ψ(m)
.
Il reste a` identifier la limite apparaissant dans (2·4). A` cette fin, nous observons que
l’e´valuation
(2·6)
∑
n6x
n≡0 (mod h)
µ(n)2M (n, z)2 = xµ(h)2T (z;h) + O
(
z
√
x
)
,
qui de´coule de (2·1), implique, via la formule de Plancherel
∫ ∞
0
M (n, eu)2e−2σu du =
1
2pi
∫
R
f(n; s)
dτ
|s|2 (σ > 0),
que, pour σ > 1/2, µ(h)2 = 1,
x
∫ ∞
0
T (eu;h)e−2σu du+O
( √x
σ − 1/2
)
=
1
2pi
∫
R
∑
n6x
n≡0 (mod h)
µ(n)2f(n; s)
dτ
|s|2 ∼ xλ(h),
avec
λ(h) :=
ϕ(h)
2pih2
∫
R
f(h; s)
∏
p ∤ h
(
1− 1
p
)(
1 +
f(p; s)
p
) dτ
|s|2 ·
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En faisant tendre x vers l’infini, nous obtenons, toujours pour σ > 1/2, µ(h)2 = 1,∫ ∞
0
T (eu;h)e−2σu du =
ϕ(h)
2pih2
∫
R
f(h; s)
∏
p ∤ h
(
1− 1
p
)(
1 +
f(p; s)
p
) dτ
|s|2 ·
En notant que les deux membres sont prolongeables en fonctions analytiques de σ dans le
demi-plan ℜe σ > 0 et en multipliant, comme dans [2], cette e´galite´ par 1/ζ(1 + 2σ), nous
obtenons
σ
∫ ∞
0
T (eu;m)e−σu du = L(m) + o(1) (σ → 0+),
apre`s spe´cialisation h = k(m). Compte tenu de (2·4), cela e´tablit bien (2·2). ⊓⊔
Nous sommes a` pre´sent en mesure de prouver le The´ore`me 1.1.
Lorsque ξ 6 z 6
√
x/L(x)2c, en notant que l’on a identiquement M (m, z) = M (k(m), z),
nous pouvons e´crire, graˆce a` (2·1),
S(x, z) = 1 +
∑
m6x
∑
1<k6x/m
k(m)|k
µ(k)2M (k, z)2 = x
∑
m6x
T (z;m)
m
+ O
(
x
L(x)c
)
,
ou` le terme d’erreur peut eˆtre par exemple obtenu a` l’aide d’une majoration de type Rankin.
Il suffit alors d’appliquer (2·2) pour conclure dans ce cas compte tenu de la majoration triviale
L(m)≪ 1/
√
k(m).
Conside´rons ensuite le cas
√
xL(x)2c < z 6 x/ξ. Nous exploitons alors la syme´trie des
diviseurs d’un entier n autour de
√
n.
Notant M∗(n, z) :=
∑
d|n, d<z µ(d), nous avons
(2·7)
S(x, z)− 1 =
∑
m6x
∑
z<k6x/m
k(m)|k
µ(k)2M∗(k, k/z)2
=
∑
m6x/z
∑
d,t6x/mz
µ(d)µ(t)
∑
zmax(d,t)/H<k6x/mH
µ(Hk)2,
ou` l’on a pose´ H := [k(m), d, t], de sorte que µ(H)2 = 1.
Appliquons (2·1) avec h = H pour e´valuer la somme inte´rieure. La contribution du terme
d’erreur de (2·1) au membre de droite de (2·7) est
(2·8) ≪
∑
m6x/z
∑
d,t6x/mz
r(H)µ(d)2µ(t)2
√
x
mH
≪ x
3/2
z
·
Ainsi
(2·9)
S(x, z) =
6z
pi2
∑
m6x/z
∑
d,t6x/mz
µ(d)µ(t)
ψ(H)
∫ x/zm
max(d,t)
dy +O
(
x3/2
z
)
= z
∑
m6x/z
∫ x/mz
1
T (y;m) dy + O
(
x3/2
z
)
.
La relation (2·2) permet a` nouveau de conclure.
Il reste a` examiner le cas
√
x/L(x)2c < z 6
√
xL(x)2c. Nous pouvons supposer la constante
c arbitrairement petite, et en particulier que, pour tout T > 16, la fonction zeˆta de Riemann
n’a pas de ze´ro dans le rectangle {s = σ + iτ : 1 − 2β(T ) 6 σ 6 1, |τ | 6 T}, ou` l’on a pose´
β(T ) := c/{(logT )2/3(log2 T )1/3}. Il re´sulte alors de cette hypothe`se que
(2·10)
∑
d6y
µ(dδ)
ds
≪ r(δ)
L(y)c
(
δ > 1, σ > 1− β(T ), |τ | 6 T := L(y)5c
)
.
Cette majoration est e´tablie par la me´thode standard d’inte´gration complexe. Nous omettons
les de´tails.
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Graˆce a` la formule de Perron effective (cf., par exemple, [8], th. II.2.3), nous pouvons alors
e´crire, avec κ := 1 + 1/ logx, T = L(x)2c, λ(δ; s) = µ(δ)2
∏
p|δ(1− p−s),
S(x, z) =
∑
d,t6z
µ(d)µ(t)
⌊
x
[d, t]
⌋
=
1
2pii
∫ κ+iT
κ−iT
∑
δ6z
λ(δ; s)
δs
( ∑
d6z/δ
µ(δd)
ds
)2
ζ(s)
xs
s
ds+ O
(
x(log x)4
T
)
.
De´plac¸ons alors le segment d’inte´gration jusque σ = 1 − β(T ), utilisons la majoration (2·10)
pour estimer la contribution des δ 6 x1/4 (ce qui garantit que L(x)2c 6 L(z/δ)5c), et
employons la majoration
∑
x1/4<δ6z
λ(δ; s)
δs
( ∑
d6z/δ
µ(δd)
ds
)2
ζ(s)
xs
s
≪
∑
δ>x1/4
λ(δ; 1/2)z2β(T )x1−β(T ) log T
β(T )2δ1+β(T )(1 + |τ |)
≪ z
2β(T )x1−5β(T )/4 log T
β(T )3(1 + |τ |) ≪
x1−β(T )/5
1 + |τ |
pour estimer la contribution des δ > x1/4. Le calcul du re´sidu en s = 1 de´coulant d’une simple
interversion de sommations, nous obtenons, si la constante c est assez petite,
S(x, z) = xS(z) +O
(
x/L(x)c
)
,
Cela ache`ve la de´monstration.
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