Corollary 1: Consider the system given by (2), (4), (26), and (27) were Y , , is defined by (25), A = A I where A > 0 is a constant, and r is assumed to be constant, symmetric, and positive definite.
I. INTRODUCTION
There has been a great amount of literature over the past 30 years discussing delay independent stability conditions for functional differential equations (FDE's) [ 1)- [14] . Much of this literature focuses on linear time invariant point delay systems [ 1]- [8] . There are several different approaches to developing stability conditions of such types of systems. Two of the most common techniques are to either use Lyapunov functions [ 1]- [4] or to analyze the FDE from a completely algebraic point of view [4] - [5] . While both techniques provide a powerful theoretical framework for stability analysis, there are several associated disadvantages: 1) the results are generally valid for linear time invariant (LTI) point delay systems only and/or 2) the results are often difficult to verify.
Manuscript received February I X, 1993; revised September 15, 1993 Recently, [6] , [7] derived delay independent stability conditions for LTI point delay systems in terms of a matrix measure (logarithmic norm). Furthermore, [8] The results of this paper provide: 1) sufficient delay independent stability conditions for general classes of nonlinear time varying systems which are computationally simple to verify and 2) estimates on the decay rate of stable solutions of such systems. It is, in fact, these estimates which turn out to be the most difficult to prove. Section I1 discusses the mathematical preliminaries necessary to present the main results of this work, which are found in Section 111.
Section 111 also provides examples which demonstrate the theory, and Section IV summarizes the results.
PRELIMINARIES AND PROBLEM FORMULATION
This paper considers the stability properties of functional differential equations in the form
. is continuous in time, and ' denotes the right-hand derivative. It will always be assumed that 0 5 g t ( t ) 5 I' for f _> t o , i = 1. ... . t n and some 0 5 r < x. Assume that the continuous initial condition of (2.1) takes the form x ( f j = ~, ( t )
( f + (T ) for -r 5 (T 5 The norm of a real vector .r will be denoted by Il.rlln-, and the corresponding induced matrix norm is given as ~~A 4~~~.
The matrix measure, sometimes referred to as the logarithmic norm, is defined (2. 3)
The matrix measure has the property that it can have both negative and positive values. Further, it is specifically induced by the corresponding norm 11 . I l k . We have
STABILITY AND TRANSIENT DECAY
It is the purpose of this section to determine conditions in which the trivial solution of (2.2) 
In addition, the results of this section generalize and improve the works of [lo] -[ 121, [ 171 by giving solution decay rates and by taking into consideration the special property that a time varying system can decay faster than ke-A'fp'o) (where constants k 2 1, X > 0).
In the course of stability analysis of (2.2), it will be necessary to use the following lemma, which is a generalization of [IO, pp. 3891 , [ I l 
where b is some positive constant satisfying 0 < b < f ( t ) on (-J(:
Suppose there exists some t z > t o such that ~( t )
for some T > 0. Then it must be that 7 " ( f Z ) > u j ' ( t 2 ) .
-f ( t~)~( t~) + b l l v~, I I , .
Furthermore, it has been assumedthatv(tZ) = u t ( t z ) , a n d t h a t v ( t ) 5 w ( t ) o n f~'~r 5 t 5 t 2 . Therefore By (3.l)o'(tz) t J ' ( t z ) I -f ( t z ) u l ( t 2 ) + bl171~t211r.
~' ( t p )

-f ( t z ) w ( t g ) + b l l ' ( t 2 -r ) .
i u ' ( t 2 ) = w ( t z ) [ -f ( t 2 ) + ~r ' ( f~) v~.
(3.5)
Since w ( t ) is monotone decreasing, we have (3.6)
Taking the derivative of the definition of u ' ( t ) , it is easy to show that (3.7)
By assumption, d ( t 2 ) > w ' ( t 2 ) . Using (3.6) and (3.7), this implies that u : ( t 2 ) P ' ( t 2 ) r < u l ( t 2 -r ( I ) ) , since it has been assumed that for t 2 t o , 0 < 31 < -p~ ( . l ( t ) ) .
This proves ii) of the theorem which, in turn, immediately implies i).
Q.E.D.
Remark I :
The above theorem provides stability conditions which are similar to the results of [17] . The strength of the theorem, however, is that it provides an estimate on the exponential decay of solutions to (2.2) 
is not nonincreasing (as in the theorem).
Then i) the trivial solution of (2.2) is uniformly asymptotically stable independent of 1', and ii) if vi E C ( [ -r , 01: ( I ) , then an estimate of the transient response is given by where 0 < -r < I p k ( d ( t ) ) l for all t 2 t o and 7 is the constant solution to Il.r(t)llz (solid curve) and its upper bound (dashed curve) versus the term in the square brackets, system (3.21) is in the form such that the conditions of the theorem may be applied for some sufficiently small neighborhood of the origin where the above linearization is valid.
Example: Consider (2.1) with .r(t) = [ n i t ) . .rz(t)]
Let sl(t) = c c o s t on t E [-a. 01, where r = constant, and let x z ( 0 ) = 0. Using the notation of the theorem, define (2 C R'z as
[ ( t ) , ( ( t -s i n ( t ) -l ) ) .
Since 0 < sin ( t ) + 1 5 2, we can define the constant I' to be 2.
Using (2.4) we have j L , ( -4 ( t ) ) =~, , ( ; l ( f ) ) = -t -3 + e t p 2 ( . 4 ( t ) ) = --t -3. (3.23) For sufficiently large t , j i 1 = p x are positive functions, and therefore to apply the theorem, we must use j t 2 ( A ( t ) ) which is a nonincreasing function. Using 1) . 112, the condition of the theorem that IIF(t, <)I12 < 211(<1(2,, for all < E II is satisfied for 31 = 1.
Since (3.1 1) is satisfied for all t > 0, i.e., -t -3 < -1 < 0 . (3.24) the trivial solution of this system is uniformly asymptotically stable independent of delay.
t > O
Furthermore, in (3.12), ~~L~~~~~ = SUP^^<,<^, 1) [ccoso. 0IT112 = c. Hence, if c < 1, then an estimate of the transient decay is given by where 0 < ? 2 ( t ) < t + 3 and ? 2 ( t ) is the solution to (2) of (I) .
The computation of the positive definite solution P to (2) is of some difficulty especially when the dimension tl of the matrices is high. The closer the initial estimate is to the actual solution, the less computer time is expected to be used in the solution algorithm. Therefore, it is important to obtain an accurate estimate of the solution. Only one matrix estimate of P , a lower bound [8] , has been presented. The usual estimate is given by bounds on functions of the eigenvalues of P , such as summations that include tr (Pj, the trace of P , and products that include IPI, the determinant of P [5]-[Ill.
In this note we exploit Loewner's ordering for matrix-monotone and matrix-convex functions [2] , [3] to i) derive upper and lower matrix bounds for P of (2) which are new or are tighter than the one in the literature 181, and ii) develop from these results convergent computational algorithms to obtain the positive definite solution matrix P to (2).
PREL[MINARIES
The following notation and theorems shall be used, Let X , ( X ) denote the ith eigenvalue of a matrix S, i = 1, 2 , . . . , n . All A, (S j are ordered such that their real parts are nonincreasing R e X , ( S ) 2 R e A 2 ( S ) 2 ... 2 ReX,,(.X-).
We shall use the following results from the Loewner ordering for matrix valued functions of symmetric matrices S, I-E R n X 7 ' 12, pp. 462466, 4744751, [3, pp. 4694711 
