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DYADIC STEENROD ALGEBRA AND ITS APPLICATIONS
A. S. JANFADA AND GH. SOLEYMANPOUR
ABSTRACT. First, by inspiration of the results of Wood [25, 26], but
with the methods of non-commutative geometry and different approach,
we extend the coefficients of the Steenrod squaring operations from the
filed F2 to the dyadic integers Z2 and call the resulted operations the
dyadic Steenrod squares, denoted by Jqk. The derivation-like operations
Jqk generate a graded algebra, called the dyadic Steenrod algebra, de-
noted by J2 acting on the polynomialsZ2[ξ1, . . . ,ξn]. Being J2 an Ore
domain, enable us to localize J2 which leads to the appearance of the
integration-like operations Jq−k satisfying the Jq−kJqk = 1 = JqkJq−k.
These operations are enough to exhibit a kind of differential equation,
the dyadic Steenrod ordinary differential equation. Then we prove that
the completion of Z2[ξ1, . . . ,ξn] in the linear transformation norm co-
incides with a certain Tate algebra. Therefore, the rigid analytic ge-
ometry is closely related to the dyadic Steenrod algebra. Finally, we
define the Adem norm ‖ ‖A in which the completion of Z2[ξ1, . . . ,ξn]
is Z2Jξ1, . . . ,ξnK, the n-variable formal power series. We surprisingly
prove that an element f ∈ Z2Jξ1, . . . ,ξnK is hit if and only if ‖ f‖A < 1.
This suggests new techniques for the traditional Peterson hit problem in
finding the bases for the cohit modules.
CONTENTS
1. Introduction 2
2. Generalization of the Steenrod operations 4
3. Dyadic Steenrod algebra 10
4. Division ring of fractions of J2 18
5. Linear transformation norm 24
6. Adem norm and the hit problem 29
7. Closing comments 33
References 35
2010Mathematics Subject Classification. primary: 55S10, 13B35; secondary: 14G22,
32P05, 13B30.
Key words and phrases. Steenrod algebra, hit problem, localization of rings, comple-
tion of algebras, Tate algebras.
1
2 A. S. JANFADA AND GH. SOLEYMANPOUR
1. INTRODUCTION
The structure of this article is entirely algebraic but its idea comes from
topology. Unlike its name, the Steenrod algebra is born of topology and
has arisen from the heart of cohomology. This algebra was presented for
the first time in the studies of Norman Earl Steenrod of mod 2 cohomol-
ogy operations [21] and extended by himself and others [3, 13, 18, 19, 26].
On the power and ability of the Steenrod algebra, it is enough to say that
this algebra behaves like the integers. Just as each abelian group is a mod-
ule over the integers, the cohomology ring of each topological space is a
module over the Steenrod algebra [15]. This strength of the Steenrod alge-
bra caused the algebraist to define clear definitions without any complexity
like Eilenberg-MacLane complexes, acyclic carriers, cup-i products and etc.
Some comprehensive references of such attempts are [11, 15, 20].
The squaring operations Sqk, the generators of the Steenrod algebra, treat,
somehow, like the derivation operator. The problem in abusing the deriva-
tion property is that, since these operations involve the misbehavior field
F2 = {0,1}, the power of maneuver gets out of hand. Even the Peterson
hit problem, which could be solved by a system of linear equations, turns
to a complicated open problem because of misbehaving of F2. In [25], by
derivation-like essence of the squaring operations, the coefficients extend
to Z but, this generalization was not comprehensive. Even extending the
coefficients to the finite field Fq,q= 2ν , ν ≥ 2 in [20] could not progressed
more.
This paper pursues two aims. First, the paper aims to consider the derivation-
like property of the squaring operations in analytic point of view which ap-
pears in rigid analytic geometry, a field of mathematics that is the fourth
gate to start and pass through the algebraic geometry, after the algebraic,
analytic, and categorical gates.
The second aim is to exhibit new techniques for the traditional Peterson
hit problem [5,9,16,17,23] so that to find a basis for the cohit modules, we
are not compelled to examine each monomial individually.
To reach both aims, there is a need for the Steenrod squaring operations
Sqk to be escaped from the restriction of the misbehavior field F2 to have
more freedom provided that the nature of the Sqk is not deranged. To this
end, by inspiration of the the results of Wood [25,26], but with the methods
of non-commutative geometry and different approach, the mod 2 Steenrod
algebra is generalized to any ring R with identity for which there exists a
nonzero homomorphism φ : R→ F2. The especial case R = Z is the one
that Wood called the integral Steenrod algebra. It can be identified with the
Landweber-Novikov algebra of cobordism theory [2, 12]. Passing from Z
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into Z2, we answer to Problems 2.22 and 2.23 posed in [26] in the literature
of the dyadic Steenrod algebra.
Everything starts when we take R= Z2, the dyadic integers, and a homo-
morphism φ : Z2 → F2 and then induce it to the homomorphism
φ : Z2[ξ1, . . . ,ξn]→ F2[ξ1, . . . ,ξn].
This motivates us to define the dyadic Steenrod operations
Jqk : Z2[ξ1, . . . ,ξn]d → Z2[ξ1, . . . ,ξn]d+k,
for k ≥ 0 and d ≥ 0, such that the following diagram commutes.
Z2[ξ1, . . . ,ξn]d
Jqk
−−−→ Z2[ξ1, . . . ,ξn]d+k
φ
y yφ
F2[ξ1, . . . ,ξn]d
Sqk
−−−→ F2[ξ1, . . . ,ξn]d+k
The base of our work originates from this definition in Section 2. In this
section we study some properties of the Jqk. In particular, the Jqk satisfy
the dyadic version of Cartan formula. Then we show that the Jqk, as linear
transformations on Z2[ξ1, . . . ,ξn], are bounded. In a future paper we will
extend the coefficients to any ring R with identity.
In Section 3, we present the dyadic Steenrod algebra J2 as a graded
(non-commutative) algebra generated by the dyadic squaring operations Jqk
subject to Jq0= 1 and the dyadic Adem expansions, which will be establish.
We show that the Z2-algebra J2 is generated by {Jq2
n
}n≥0. We even more
extend the coefficients ring of J2 to Q2 and prove that {Jq1,Jq2} is the
minimal generating set for J2 as aQ2-algebra. The Hopf algebra structure
of J2 and the canonical conjugation in J2 are considered in this section.
In Section 4, we prove that J2 is an Ore domain and hence the left
classical ring of fractions of J2 exists. Then the operations Jq
−k are ap-
peared from the localization of the ring J2. The operations Jq
k and Jq−k
play roles of, respectively, the derivation and the integration operators in the
usual calculus. They satisfy the JqkJq−k = 1= Jq−kJqk, the former equa-
tion is interpreted as if the derivation of the integration of a function is the
function itself. It should be noted that, unlike the usual calculus, here the
derivation-like operation Jqk increases the degree and the integration-like
operation Jq−k decreases it. These studies led to the appearance of a kind
of differential equation, the dyadic Steenrod ordinary differential equation
which we denote by ΣODE. The next task is localizing the polynomials, as a
module overJ2, which we will show the elements of the resulted localized
algebra is in one-to-one correspondence with the solutions of the ΣODE’s
with constant coefficients.
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In Section 5, inspiring by the linearity of the Jqk, we define the linear
transformation norm ‖ ‖L and get the interesting result BL(0,1) = ker(φ :
J2→A2), where BL(0,1) is the unit ball in this norm. As a consequence of
this fact, we show that the topology induced by the norm ‖ ‖L on J2 is the
ker(φ)-adic topology, and exhibit a completion (Ĵ2)L of J2 and study the
nature of its elements. Then we show that the completion of the polynomial
algebra Z2[ξ1, . . . ,ξn], as a (J2,‖ ‖L)-module, is nothing but Tn(Z2), the
Tate algebra overZ2. With all these in mind, a rigid analytic geometry starts
with polynomials and the dyadic Steenrod algebra. Therefor, we reveal
that the rigid analytic geometry is closely related to the dyadic Steenrod
algebra. In fact, the Tate algebras are, in one hand, the base of the rigid
analytic geometry and, on the other hand, the completion of polynomials as
a module over the dyadic Steenrod algebra (J2,‖ ‖L).
In Section 6, we define the multiplicative Adem norm ‖ ‖A and construct
another completion (Ĵ2)A of J2. We study the elements of (Ĵ2)A and
show that among them there is a generalization of the dyadic Steenrod total
operation Jq and the elements satisfy the generalized Cartan formula. We
also construct another completion of the polynomial algebra Z2[ξ1, . . . ,ξn]
as a module over (J2,‖ ‖A). This completion is Z2Jξ1, . . . ,ξnK, the n-
variable formal power series whose elements are, surprisingly, concerned
with the hit problem: The element f ∈ Z2Jξ1, . . . ,ξnK is hit if and only if
‖ f‖A < 1. In other words the set of hit elements is
H(n) = BA(0,1)Z2Jξ1, . . . ,ξnK,
where BA(0,1) is the unit ball in the Adem norm. Therefor, efficient tech-
niques are obtained to find the generators of Q(n), instead of examining the
elements individually. We determine the elements of Q(1) over Z2Jξ K.
The final section is allotted to some comments (with hints) on the future
of the problem and state some open problems.
2. GENERALIZATION OF THE STEENROD OPERATIONS
Cohomology operations are algebraic operations on the cohomology groups
of spaces which commute with the homomorphisms induced by continuous
mappings. They are used to decide questions about the existence of contin-
uous mappings which cannot be settled by examining cohomology groups
alone [21].
Let p and q be fixed positive integers and G and G′ fixed R-modules,
where R is any ring. A cohomology operation θ of type (p,G;q,G′) is a
natural transformation from the cohomology functor H p(−;G) with coef-
ficients in G to the cohomology functor Hq(−;G′) with coefficients in G′.
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Thus θ assigns to a topological space X a function
θX : H
p(X ;G)→ Hq(X ;G′),
such that if f : X → Y is a continuous map, there is a commutative square
H p(Y ;G)
θY−−−→ Hq(Y ;G′)
f ∗
y y f ∗
H p(X ;G)
θX−−−→ Hq(X ;G′)
Hinging on this, we generalize the mod 2 Steenrod algebra A2. Let R
be a ring with identity and consider the graded R-algebra R[ξ1, . . . ,ξn] of
all polynomials in n variables ξ1, . . . ,ξn with coefficients in R graded by
deg(ξi) = 1 for 1≤ i≤ n. Then
R[ξ1, . . . ,ξn] = ∑
d≥0
R[ξ1, . . . ,ξn]
d,
where R[ξ1, . . . ,ξn]
d is the (left) R-module of polynomials of degree d in
R[ξ1, . . . ,ξn]. We identify both cases n = 0 and d = 0 with R. The algebra
R[ξ1, . . . ,ξn] is commutative only if R is so.
The algebra R[ξ1, . . . ,ξn] is freely generated by the ξi, as well as the
monomials ξ d11 ξ
d2
2 . . .ξ
dn
n with d1+d2+ · · ·+dn= d and di≥ 0 for 1≤ i≤ n,
form a basis for R[ξ1, . . . ,ξn]
d . If all exponents di = 0 this is the identity of
R[ξ1, . . . ,ξn]
0 = R.
We start our generalizing with a ring R with identity for which a nonzero
ring homomorphism φ : R → F2 exists. This homomorphism induces a
homomorphism
φ : R[ξ1, . . . ,ξn]→ F2[ξ1, . . . ,ξn].
Now assume Y is a space that H∗(Y ;R) = R[ξ1, . . . ,ξn]. Then we have the
following diagram for any k ≥ 0 and d ≥ 0:
R[ξ1, . . . ,ξn]
d ?−−−→ R[ξ1, . . . ,ξn]
d+k
φ
y yφ
F2[ξ1, . . . ,ξn]d
Sqk
−−−→ F2[ξ1, . . . ,ξn]d+k
Remark 2.1. The existence of the spaces Y above does not affect our work.
In non-commutative geometry, also, we face the same problem where, we
talk of manifolds whose ring of differentiable functions is non-commutative
while such manifolds do not exist.
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We need an R-operation SqkR: R[ξ1, . . . ,ξn]
d → R[ξ1, . . . ,ξn]
d+k for which
the above diagram commutes. That is, for any polynomial f ∈R[ξ1, . . . ,ξn]
d ,
φ(SqkR( f )) = Sq
k(φ( f )).
Example 2.2. Let R = F4 = {0,1,α,α +1}, where α is a primitive cubic
root of unity. Define the homomorphism φ : F4 → F2 by
(1) φ(0) = 0,φ(1) = 1,φ(α) = 1,φ(α +1) = 0.
Wewant to determine Sq1F4: F4[ξ ]
1→F4[ξ ]2 such that φ(Sq1F4( f ))= Sq
1(φ( f ))
for any f ∈ F4[ξ ]1. Here, φ : F4[ξ ]→ F2[ξ ]. By a straightforward calcula-
tion using (1) we get
φ(Sq1F4(1+αξ +(α +1)ξ
2)) = ξ 2.
So, Sq1F4(1+αξ +(α +1)ξ
2) ∈ φ−1(ξ 2) for which there are many choices
like:
ξ 2,αξ 2,α +1+ξ 2,α +1+αξ 2, . . . .
As seen in Example 2.2, the R-operations SqkR are not well-defined. To
improve this, we strengthen our main definition.
Definition 2.3. The total Steenrod R-square
SqR : R[ξ1, . . . ,ξn]→ R[ξ1, . . . ,ξn]
is defined as an R-algebra homomorphism by
SqR(1) = 1, SqR(ξi) = ξi+ξ
2
i , for 1≤ i≤ n.
The Steenrod R-square
SqkR : R[ξ1, . . . ,ξn]
d → R[ξ1, . . . ,ξn]
d+k,
for k ≥ 0 and d ≥ 0, is the R-module homomorphism defined by restricting
SqR to R[ξ1, . . . ,ξn]
d and projecting on R[ξ1, . . . ,ξn]
d+k. Thus,
SqR = ∑
k≥0
SqkR,
the formal sum of its graded parts. The Steenrod R-squares SqkR satisfy the
commutative property
(2) φ(SqkR( f )) = Sq
k(φ( f )).
Example 2.4. In Example 2.2, for f = 1+αξ +(α +1)ξ 2, we have
SqF4(1) = 1,
SqF4(αξ ) = αξ +αξ
2,
SqF4((α +1)ξ
2) = (α +1)ξ 2+2(α +1)ξ 3+(α +1)ξ 4.
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It follows that
Sq0F4( f ) = f ,
Sq1F4( f ) = αξ
2+2(α +1)ξ 3 = αξ 2,
Sq2F4( f ) = (α +1)ξ
4,
SqkF4( f ) = 0 for k ≥ 3.
Some special cases of the Steenrod R-squares SqkR are well known. In the
case R=F2 the SqkR are the so-called mod 2 Steenrod squares Sq
k. If we take
R = Z we get the integral Steenrod squares SQk [25]. For R = Fq,q = 2ν ,
ν ≥ 2, we have the Steenrod reduced power operations Pk [20].
We are interested in the case R = Z2, the dyadic integer numbers. For
simplicity, we shall adopt the following notations:
(3) Jq := SqZ2 and for k ≥ 0, Jq
k := SqkZ2,
and call Jqk (resp. Jq) as dyadic (resp. total) Steenrod square.
Proposition 2.5. For k ≥ 0, the dyadic Steenrod square Jqk is Z2-linear.
Proof. The result is clear by the linearity of Jq. 
With the notations in (3) we rewrite Definition 2.3.
Definition 2.6. The dyadic total Steenrod square
Jq : Z2[ξ1, . . . ,ξn]→ Z2[ξ1, . . . ,ξn]
is a Z2-algebra homomorphism defined by
Jq(1) = 1, Jq(ξi) = ξi+ξ
2
i , for 1≤ i≤ n.
For k ≥ 0 and d ≥ 0, the dyadic Steenrod square
Jqk : Z2[ξ1, . . . ,ξn]d → Z2[ξ1, . . . ,ξn]d+k,
is the restriction of Jq to Z2[ξ1, . . . ,ξn]d . The formal sum
Jq= ∑
k≥0
Jqk
is now clear.
Finally, by a dyadic Steenrod operation we mean a linear transformation
θ : Z2[ξ1, . . . ,ξn]→ Z2[ξ1, . . . ,ξn]
obtained by the addition and multiplication of the Jqk.
The next result follows immediately.
Proposition 2.7. Jqk(a) = 0 for all k > 0 and all a ∈ Z2.
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The multiplication property of Jq gives the dyadic version of Cartan for-
mula.
Proposition 2.8 (Cartan formula). For polynomials f ,g ∈ Z2[ξ1, . . . ,ξn]
and k ≥ 0,
Jqk( f g) = ∑
i+ j=k
Jqi( f )Jq j(g).
We give some further properties of the dyadic Steenrod squares in the
next four results. The proofs are clear from Definition 2.6. Evaluation in
single variables is considered in the next result.
Proposition 2.9. For all 1≤ i≤ n,
Jqk(ξ di ) =
(
d
k
)
ξ d+ki ,
where the binomial coefficients are taken in Z2.
The next result shows how to evaluate a dyadic Steenrod square on a
monomial.
Proposition 2.10. Let f = ξ d11 ξ
d1
2 · · ·ξ
dn
n be a monomial in Z2[ξ1, . . . ,ξn].
Then, for all k > 0,
Jqk( f ) = ∑
k1+k2+···kn=k
Jqk1(ξ d11 )Jq
k2(ξ d22 ) · · ·Jq
kn(ξ dnn ).
As the reason of naming the Steenrod squaring operation, the next result
shows why Jqk is called squaring operation.
Proposition 2.11. For any monic monomial f ∈ Z2[ξ1, . . . ,ξn]d ,
Jqk( f ) =
{
f 2, if k = d
0, if k > d.
The dyadic Steenrod squares does not exceed the variables.
Proposition 2.12. For all polynomials f ∈ Z2[ξ1, . . . ,ξn] and all k ≥ 0, ev-
ery monomial in Jqk( f ) involves exactly the same variables as f does.
The ring of coefficients of the Jqk may also been extended toQ2, the field
of dyadic numbers.
Theorem 2.13. The operations Jqk, for k ≥ 0, are Q2-linear.
Proof. It suffices to prove Jqk(q f )= qJqk( f ) for all q∈Q2 and f ∈Z2[ξ1, . . . ,ξn].
Each member of Q2 is of the form
q=
∞
∑
m=m0
am2
m, m0 ∈ Z, am = 0,1.
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We claim that Jq1(q) = 0. To prove the claim, let first m be a positive
integer. Then, 2m ∈ Z2 and Jq1(2m) = 0. On the other hand, by Cartan
formula, we have
0= Jq1(1) = Jq1(2m
1
2m
) = 2mJq1(
1
2m
)+ Jq1(2m)
1
2m
= 2mJq1(
1
2m
).
Hence Jq1( 1
2m
) = 0. We showed that Jq1(2m) = 0 for allm∈Z. This proves
the claim. Now, by induction and using Cartan formula, we get Jqk(q) = 0,
for all k > 0, completing the proof. 
In the studies of polynomial algebras over R[ξ1, . . . ,ξn], with R a non-
Archimedean ring, the non-Archimedean norm is defined to be the maxi-
mum coefficient over the coefficients ring. For more details see [1]. Take
any finite subsetN ofZn+. For simplicity, for any multi-index J=( j1, j2, . . . , jn)∈
N, we shall adopt the following notations.
(4) aJ := a j1 j2... jn, ξ
J := ξ
j1
1 ξ
j2
2 · · ·ξ
jn
n .
Definition 2.14. For the element
f = ∑
J∈N
aJξ
J ∈Q2[ξ1, . . . ,ξn],
the non-Archimedean norm of f is defined by
‖ f‖2 =max
J∈N
{|aJ|2},
where | |2 stands for the dyadic absolute value on Q2.
The next result provides the boundedness property of the Jqk in the non-
Archimedean norm.
Theorem 2.15. For any element f = ∑J∈N aJξ
J ∈ Q2[ξ1, . . . ,ξn] and any
k > 0 we have ‖Jqk( f )‖2 ≤ ‖ f‖2.
Proof. We first prove the result for monomials. For k > 0, Jqk acts on the
monomial ξ J = ξ j11 ξ
j2
2 · · ·ξ
jn
n as follows.
Jqk(ξ J) = ξ j11 Jq
k(ξ j22 · · ·ξ
jn
n )
+
(
j1
1
)
ξ
j1+1
1 Jq
k−1(ξ
j2
2 · · ·ξ
jn
n )
+ . . .
+
(
j1
k
)
ξ
j1+k
1 ξ
j2
2 · · ·ξ
jn
n .
All coefficients in the right hand side are integers with dyadic absolute
value ≤ 1. Therefore,
(5) ‖Jqk(ξ J)‖2 ≤ 1= ‖ξ
J‖2.
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Now we take the general element f = ∑J∈N aJξ
J ∈ Q2[ξ1, . . . ,ξn]. Then,
using the equation (5) we have
‖Jqk( f )‖2 = ‖ ∑
J∈N
aJJq
k(ξ J)‖2
≤max
J∈N
{|aJ|2}
= ‖ f‖2.

The following corollary is now clear.
Corollary 2.16. The operations Jqk,k≥ 0 are bounded in the non-Archimedean
norm.
Definition 2.17. The linear transformation norm ‖ ‖L for θ ∈J2 is defined
by
‖θ‖L = inf{c≥ 0 | ∀ f ∈Q2[ξ1, . . . ,ξn],‖θ( f )‖2 ≤ c‖ f‖2}.
We shall study the linear transformation norm in details in Section 5. The
following corollary is immediately follows from Theorem 2.15 and the fact
that Jqk(ξ k) = ξ 2k for any single variable ξ .
Corollary 2.18. For any k ≥ 0, ‖Jqk‖L = 1.
3. DYADIC STEENROD ALGEBRA
The dyadic Steenrod algebra, denoted by J2, is defined as the non-
commutative Z2-algebra generated by the Jqk,k ≥ 0, subject to the relation
Jq0 = 1, the identity element of J2. That is,
J2 = Z2〈Jqk|k ≥ 0〉.
The homomorphism φ : Z2 → F2 together with the commutative property
(2) in Definition 2.3 induces the ring homomorphism φ : J2 → A2 given
by φ(Jqk) = Sqk. Boundedness of the operations Jqk enable us to think J2
as a normed algebra. However, J2 is not a Banach algebra since the series
∑∞k=0 2
k(Jq1)k is Cauchy but not convergent. In fact, for any single variable
ξ ,
∞
∑
k=0
2k(Jq1)k(ξ ) =
∞
∑
k=0
2kk!ξ k+1 /∈ Z2[ξ1, . . . ,ξn].
We shall exhibit a completion of J2 in the linear transformation norm in
Section 5 .
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Now we settle the dyadic version of Adem relations. For a ≤ 2b, the
Adem relations
(6) R(a,b) = SqaSqb−
[a/2]
∑
j=0
(
b− j−1
a−2 j
)
Sqa+b− jSq j,
where [a/2] denotes the greatest integer ≤ a/2, are the most important and
basic relations in the Steenrod algebra A2. Using the Adem relations (6),
all members of A2 can be represented in terms of admissible monomials.
This is the Adem relations (6) that enable us to define deg(Sqk) = k and
introduce A2 as a graded algebra. For more details see [21].
Unfortunately, the same relations as (6) does not exist in the dyadic
Steenrod algebra J2. However, in the sequel we show that there are com-
binations of the elements in each homogeneous degree with coefficients not
so convenient. This is enough to give Jqk degree k, for k> 0, and make J2
be a graded algebra. Thus, the nonzero monomial JqK with exponent vector
K = (k1,k2, . . . ,ks) has degree |K|= k1+ k2+ · · ·+ ks.
For k ≥ 0, we denote by J k2 the (left) submodule over Z2 spanned by
the set of monomials JqK of degree k. We write deg(θ) = k if θ ∈ J k2 .
Therefor J2 = ∑k≥0J
k
2 . We also denote by J
+
2 = ∑k>0J
k
2 , the two-
sided ideal of J2 generated by {Jq
k}k>0.
Our next aim is to study the combinations which leads to the dyadic
Adem expansions.
Degree one is straightforward. There is only one operation Jq1 and
rank(J 12 ) = 1. In degree two we have Jq
2,Jq1Jq1 which are independent.
For, if aJq2+bJq1Jq1 = 0 for some a,b ∈ Z2, then effecting both sides to
any single variable ξ we have
0= aJq2(ξ )+bJq1Jq1(ξ ) = bJq1(ξ 2) = 2bξ 3.
Then b= 0 and hence a= 0. Therefor, rank(J 22 ) = 2.
In degree three we concern with the operations
Jq3, Jq1Jq2, Jq2Jq1, Jq1Jq1Jq1.
By a straightforward calculations we see that Jq1Jq2, Jq2Jq1, Jq1Jq1Jq1
are independent. However, there is a nontrivial combination of Jq3 in terms
of Jq1Jq2, Jq2Jq1, Jq1Jq1Jq1.
Proposition 3.1. There exists a,b,c,d ∈ Z2, not all zero, which
A3 = aJq
3+bJq2Jq1+ cJq1Jq2+dJq1Jq1Jq1 = 0.
Proof. For any m> 0, effecting the above equation to the m-th power ξm of
any single variable ξ gives the following polynomial of degree 3 in m.
(3a+3b+3c+6d)m3+(−3a+3b+3c+18d)m2+(2a−6c+12d)m= 0.
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Since m is arbitrary, the coefficients must be zero. Solving the resulted
system of three linear equations of four unknowns we get
(7) A3 = 3Jq
3−6Jq2Jq1+3Jq1Jq2+ Jq1Jq1Jq1 = 0,
with A3(ξ
m) = 0.
By linearity, for any element ζ = ∑ni=0 aiξ
i, in Z2[ξ ] we have A3(ζ ) =
0. Now for any pair of one variable polynomials η = ∑ni=0aiξ
i
u and γ =
∑li=0biξ
i
v, in terms of distinct variables ξu,ξv ∈ {ξ1, . . . ,ξn}, we obtain
A3(ηγ) = 0. Here, ηγ ∈Z2[ξu,ξv]. It follows, by induction, that A3(δ ) = 0,
for all δ ∈ Z2[ξ1, . . . ,ξn] and the proof is completed. 
Compare the relation (7) with Example 2.12 of [26].
Proposition 3.1 shows that rank(J 32 ) = 3. We call A3 the dyadic Adem
expansion of Jq3 and extend it for higher degrees.
Theorem 3.2 (Dyadic Adem expansion). For any k ≥ 4, there are integers
a1, a2, . . . ,ak, not all zero, such that
(8) Ak = akJq
k+ak−1Jq
k−1Jq1+ · · ·+a1Jq
1Jqk−1 = 0.
Proof. For anym> 0, effecting both sides of the equation (8) to ξm, for any
single variable ξ , gives a polynomial of degree k in m.
Ak(ξ
m) =
k−1
∑
i=0
ak−iJq
k−iJqi(ξm)
=
k−1
∑
i=0
ak−i
(
m
i
)(
m+ i
k− i
)
= m(m−1)(bk−2m
k−2+bk−3m
k−3+ · · ·+b0),
where each of the k−1 coefficients b j,0≤ j ≤ k−2, is a linear combina-
tions of the k unknowns a1,a2, . . . ,ak.
Now, equating the coefficients b j to zero, gives a system of at most k−1
equation in k unknowns which has always nontrivial solutions. By a similar
argument as in the last part of the proof of Proposition 3.1 the result follows.

Theorem 3.2 answers to Problem 2.23 in [26] in the language of the
dyadic Steenrod algebra.
Through this article, all partitions of an integer assumed to be ordered.
Definition 3.3. The expansion
Ak = akJq
k+ak−1Jq
k−1Jq1+ · · ·+a1Jq
1Jqk−1,
which involves the 2-partitions of k, is called the dyadic Adem expansions
of Jqk.
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In Theorem 3.2 and its proof we concern with 2-partitions. There are
also other expansions for Jqk in terms of t-partitions, 2 ≤ t ≤ k− 1. The
only strict k-partition has k copies of 1 and can not expand Jqk. Note that
by a t-partition expansion we mean an expansion captured by t-partitions.
Nevertheless, a few other partitions may be occurred. For example the fol-
lowing is a 3-partition expansion of Jq4.
24Jq4−12Jq1Jq1Jq2+12Jq1Jq2Jq1−12Jq2Jq1Jq1+ Jq1Jq1Jq1Jq1 = 0.
The above discussion says that, for k≥ 4, we have many options in choosing
the coefficients in the expansions by various partitions.
Example 3.4. In the following we give the dyadic Adem expansions of Ak
for k = 4,5,6.
A4 = 2Jq
4−3Jq3Jq1+ Jq2Jq2+ Jq1Jq3 = 0,
A5 = 5Jq
5−5Jq4Jq1+ Jq2Jq3−2Jq1Jq4 = 0,
A6 = 9Jq
6−7Jq5Jq1+ Jq2Jq4+3Jq1Jq5 = 0.
As seen in the proof of Theorem 3.2, for k ≥ 4, the factor m(m− 1)
appears in all terms of the polynomial
Ak(ξ
m) =
k−1
∑
i=0
ak−i
(
m
i
)(
m+ i
k− i
)
, ai ∈ Z2.
For numerical reasons, for k = 3t+ i, t ≥ 2, i = 1,2,3, the factor m(m−
1) · · ·(m− t) appears in all terms of Ak(ξ
m). Thus, from the expansions
of A3t+1,A3t+2,A3t+3 we obtain a systems of k− t linear equations in k
unknowns. Hence, all but t unknowns are found in terms of t independent
ones.
Remark 3.5. The above argument, for k ≥ 7, says that we have infinitely
many options to choose the coefficients for almost any purpose. These
options are in addition to those quoted before Example 3.4 for k ≥ 4. In
particular, always, we may take ak 6= 0.
Example 3.6. Write A7(a,b) for the dyadic Adem expansion A7 corre-
sponding to the independent unknowns a,b ∈ Z2. By calculation,
A7(a,b) =
(−14
3
a+
14
3
b
)
Jq7+
(29
3
a−
14
3
b
)
Jq6Jq1(9)
+
(−28
3
a+
7
3
b
)
Jq5Jq2+
(28
15
a−
7
15
b
)
Jq4Jq3
+
(4
3
a−
1
3
b
)
Jq3Jq4+aJq2Jq5+bJq1Jq6 = 0.
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For example, for a= 0,
A7(0,1) =
14
3
Jq7−
14
3
Jq6Jq1+
7
3
Jq5Jq2
−
7
15
Jq4Jq3−
1
3
Jq3Jq4+ Jq1Jq6 = 0.
As an interesting fact, only two elements span the Q2-algebra J2.
Theorem 3.7. As a Q2-algebra, J2 is generated by Jq1 and Jq2, that is,
J2⊗Z2Q2 =Q2〈Jq
1,Jq2〉.
Proof. Clearly Jq1,Jq2 are linearly independent and we have already seen
that aJq2+bJq1Jq1 = 0, for a,b∈Z2, if and only if a= b= 0. On the other
hand, the relation (7) in the proof of Proposition 3.1 shows that
(10) Jq3 = 2Jq1Jq2− Jq2Jq1−
1
3
Jq1Jq1Jq1.
Note that 1
3
∈ Z2 ⊂Q2. For k ≥ 4 we consider the Adem expansion
Ak = akJq
k+ak−1Jq
k−1Jq1+ · · ·+a1Jq
1Jqk−1 = 0.
By Remark 3.5, we may take ak 6= 0. By an induction now the result follows.

Compare Theorem 3.7 with Theorem 3.20 of [25].
Example 3.8. Combining the Adem expansion of A4 in Example 3.4 with
the relation (10) we have
Jq4 = 3Jq1Jq2Jq1−
3
2
Jq2Jq1Jq1− Jq1Jq1Jq2
+
1
2
Jq1Jq2Jq1−
1
2
Jq2Jq2−
1
3
Jq1Jq1Jq1Jq1.
This shows that Jq4 is not Z2-generated by Jq1 and Jq2 since not all coeffi-
cients are in Z2.
In Z2 we have two types of elements: even and non-even. Even numbers
are not invertible in Z2 since the dyadic absolute values of them are at most
1
2
. In fact, the inverse of an even number is inQ2 \Z2. By a non-even num-
ber we mean a number with dyadic absolute value 1 which are invertible in
Z2. Odd numbers, of course, belong to this type but do not cover them. For
example 1
3
, 5
21
are also non-even.
In the expansion of A7 in Example 3.6 it seems that Jq
7 is also not Z2-
indecomposable. However, as the next result shows, the onlyZ2-indecomposables
are Jq2
n
, n≥ 0.
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Theorem 3.9. The Z2-algebra J2 is generated by {Jq2
n
}n≥0.
Proof. We first show that for any n≥ 0, Jq2
n
is indecomposable in J2, as
Z2-algebra. Let
A2n =
2n−1
∑
i=0
a2n−iJq
2n−iJqi
= a2nJq
2n +
2n−1
∑
i=1
a2n−iJq
2n−iJqi = 0(11)
be the dyadic Adem expansion of Jq2
n
. Repeatedly dividing the coefficients
in the equation (11) by 2, if necessary, we see that at least one of the co-
efficients must be non-even. If a2n is even then since we have non-even
coefficients in dyadic Adem expansion of Jq2
n
, there are terms with coef-
ficients not in Z2. This shows that Jq2
n
is Z2-indecomposable. We show
that a2n can not be non-even. Otherwise, we claim that all coefficients ai
with 1≤ i < 2n must be even. To prove the claim, let a j1 ,a j2, . . . ,a jl , with
1 ≤ ji < 2
n for 1 ≤ i ≤ l, are non-even. Then, using the homomorphism
φ : J2 →A2, we get
0= φ(0) = φ(A2n) = Sq
2n +
l
∑
i=1
Sq jiSqk− ji ,
which is impossible since Sq2
n
is indecomposable in A2. This proves the
claim. Now effecting A2n to ξ
2n , for any single variable ξ , and canceling
ξ 2
n+1
, we get
a2n +
2n−1
∑
i=1
a2n−i
(
2n
i
)(
2n+ i
2n− i
)
= 0,
which is true only if a2n is even, contradicts the selection of a2n . Similarly,
the coefficient of Jq2
n
in each expansion involving a t-partition, 3≤ t < 2n,
must be even. Therefor, Jq2
n
are indecomposable.
Now we show that if k is not a power of 2, then Jqk is decomposable in
terms of some Jq2
i
with 2i < k. Let BPart(k) be the set of binary partitions
of k. Then by a similar method as used for the dyadic Adem expansion
involving 2-partitions, for k ≥ 3, there is a nontrivial equation
akJq
k+ ∑
I∈BPart(k)
aIJq
I = 0.
Wemay take ak 6= 0. Furthermore, we can rearrange the coefficients in such
a way that ak is non-even. This can always be done. For, the decomposition
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of the form
Sqk = ∑
J∈BPart(k)
SqJ,
exists since {Sq2
n
} is a basis for A2. Hence for some (any) non-even num-
bers α,β ∈ Z2,
αJqk−β ∑
J∈BPart(k)
JqJ ∈ ker(φ).
Thus, for some θ ∈J k2 with φ(θ) = 0 we have
αJqk−β ∑
J∈BPart(k)
JqJ+θ = 0.
Now the result follows by induction on degree of θ . 
Theorem 3.9 answers to Problem 2.22 of [26] in dyadic Steenrod algebra
point of view.
Example 3.10. For k = 7 we have
210Jq7+
280
3
Jq4Jq1Jq2+60Jq1Jq2Jq4−
700
9
Jq1Jq4Jq2
−15Jq2Jq1Jq4+125Jq2Jq4Jq1+14Jq4Jq1Jq1Jq1 = 0.
We also have the following expansion in which the coefficient of Jq7 is
non-even.
15Jq7+6Jq4Jq2Jq1+
31
3
Jq4Jq1Jq2+
65
7
Jq1Jq2Jq4−
145
9
Jq1Jq4Jq2
−
60
7
Jq2Jq1Jq4+
170
21
Jq2Jq4Jq1+ Jq4Jq1Jq1Jq1 = 0.
We now study the Hopf algebra structure of J2. As the Steenrod algebra
A2, the diagonal map ψ : J2 →J2⊗J2 defined by
ψ(Jqk) = ∑
i+ j=k
Jqi⊗ Jq j
as well as the augmented homomorphism ε : J2 → Z2 given by
ε(Jqk) =
{
1, if k = 0
0, if k 6= 0
make the dyadic Steenrod algebra J2 to be a Hopf algebra.
Each Hopf algebra has a canonical conjugation χ defined as follows.
Given a Hopf algebra H, for any f ,g :H→H the convolution product f ∗g
is the composition
H
ψ
−→ H⊗H
f⊗g
−−→ H⊗H
µ
−→ H,
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where µ is the algebra multiplication. This composition makes Hom(H,H)
to be a group. The inverse of id :H →H in this product is called the conju-
gation map χ , that is, id∗χ = χ ∗ id= 1. For more details see [13].
The next result explains the conjugation in J2.
Proposition 3.11 (Thom formula). The (canonical) conjugation χ : J2 →
J2 is given by the following recursive formulas.
χ(Jq0) = 1 and for k > 0, ∑
i+ j=k
Jqiχ(Jq j) = 0.
For example, χ(Jq1) = −Jq1, χ(Jq2) = Jq1Jq1− Jq2. It is clear that
φ(χ(Jqk)) = χ(Sqk). In the next result we exhibit an explicit formula for
handling with χ(Jqk). Following [14], for k > 0, we denote by Part(k) the
(ordered) partitions of k.
Theorem 3.12. If χ : J2 → J2 is the canonical conjugation then, for
k > 0,
χ(Jqk) = ∑
α∈Part(k)
(−1)len(α)Jqα ,
where len(α) is the length of α .
Proof. The proof is by induction on k. For k = 1 the result is clear as
χ(Jq1) = −Jq1. Assume the result for the values less than k. Then we
have
χ(Jqk)+ Jq1χ(Jqk−1)+ Jq2χ(Jqk−2)+ · · ·+ Jqk = 0.
By the hypothesis of induction we have
χ(Jqk) =−Jq1 ∑
α∈Part(k−1)
(−1)len(α)Jqα
− Jq2 ∑
α∈Part(k−2)
(−1)len(α)Jqα −·· ·− Jqk.
The result now follows by the fact that Part(k) = {(k)}
⋃
α∈Part(k−i){(i,α)}.

As a consequence in the usual Steenrod algebra, we have the following
corollary using φ : J2 →A2.
Corollary 3.13. For any k > 0 we have χ(Sqk) = ∑α∈Part(k) Sq
α .
For simplicity, put Cqk = χ(Jqk). The total conjugate homomorphism is
defined by Cq = ∑k≥0Cq
k. The reason that Cq is called a homomorphism
is the following result.
Proposition 3.14. The map Cq : Z2[ξ1, . . . ,ξn]→ Z2[ξ1, . . . ,ξn] is the in-
verse of the homomorphism Jq : Z2[ξ1, . . . ,ξn]→ Z2[ξ1, . . . ,ξn].
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Proof. An straightforward calculations shows that
Jq◦Cq=
∞
∑
i=0
Jq(Cqi) =
∞
∑
i=0
∞
∑
j=0
Jq jCqi = 1.
Since χ ∗ id= id∗χ = 1, then by a similar way Cq◦ Jq= 1. Now,Cq is an
algebraic homomorphism since its inverse, Jq, is so. 
The following result is immediately concluded .
Corollary 3.15 (Cartan formula for the Cq). For any f ,g ∈ Z2[ξ1, . . . ,ξn]
we have Cq( f g) = ∑i+ j=kCq
i( f )Cq j(g).
4. DIVISION RING OF FRACTIONS OF J2
We first recall the Ore condition which is a condition introduced by Oys-
tein Ore, in connection with the question of extending the construction of
a field of fractions beyond commutative rings, or more generally localiza-
tion of rings. Let R be a ring, not necessary commutative and let C be a
nonempty subset of R excluding 0. Then R is said to satisfy the right Ore
condition with respect to C if, given a ∈ R and c ∈C, there exist b ∈ R and
d ∈C such that ad = cb.
It is well known that R has a classical right ring of fractions if and only
if R satisfies the right Ore condition with respect to C when C is the set of
regular elements of R (an element of R is called a regular element if it is not
a zero-divisor). It is also well known that not every ring has a classical right
ring of fractions.
In the case C = R\0 we simply say that R satisfies the Ore condition. In
this case, R has a classical right ring of fractions if and only if R has no zero
divisor, that is, R is a domain, called Ore domain. The left Ore condition
is defined similarly. Clearly, the ring J2 is a non-commutative domain.
So, the natural question is that if the ring of fractions of J2 exists. For an
affirmative answer, J2 should be an Ore domain.
Proposition 4.1. The ring J2 is an Ore domain.
Proof. Being a domain, we show that J2 satisfies the Ore condition. For
any θ ,η ∈J2 with deg(θ) = p,deg(η) = q the equation
θ ∑
|I|=p+q
aIJq
I = η ∑
|J|=2p
aJJq
J
has always solutions since effecting both sides to ξm, for any m > 0 and
single variable ξ , gives a system of 2p+ q linear equations in 2p+q−1 +
22p−1 unknowns which has always solutions. 
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In practice, we do not need this large number of unknowns and we may
solve the system of equations with less unknowns. We apply the details of
the proof in the following example.
Example 4.2. Let θ = Jq1,η = Jq2. Then we have p = 1,q = 2. We find
the unknowns a,b,c,d,x,y such that the equation
Jq1(aJq3+bJq2Jq1+ cJq1Jq2+dJq1Jq1Jq1) = Jq2(xJq2+ yJq1Jq1)
has solutions. Solving the resulted system of four linear equations in six
unknowns, we get
Jq1
(
(x+
32
8
y)Jq3+(x−
29
8
y)Jq2Jq1+
7
4
yJq1Jq2
+(−
1
6
x+
23
24
y)Jq1Jq1Jq1
)
= Jq2(xJq2+ yJq1Jq1).
For example if y= 0,x 6= 0 we have
(12) Jq1(Jq3+ Jq2Jq1−
1
6
Jq1Jq1Jq1) = Jq2Jq2.
Let a,b,c,d be any elements of an Ore domain R with identity, such that
b 6= 0 and d 6= 0. We recall the addition and multiplication of the quotients
ab−1 and cd−1. The addition is given by
ab−1+ cd−1 = (ad1+ cb1)(bd1)
−1,
where bd1 = db1 for some b1,d1 ∈ R with d1 6= 0. The multiplication is
given by
(ab−1)(cd−1) = (ac1)(db1)
−1,
where bc1 = cb1 for some b1,c1 ∈ R with c1 6= 0. Also we have−(ab
−1) =
(−a)b−1. We give an example of addition.
Example 4.3. Using the relation (12) in Example 4.2 we may write
(Jq1)−1+(Jq2)−1 = (Jq3+ Jq2Jq1−
1
6
Jq1Jq1Jq1+ Jq2)(Jq2Jq2)−1.
Of course, (Jq0)−1 = Jq0. Also for all k > 0 we have
Jqk(Jqk)−1 = (Jqk)−1Jqk = 1.
We write Jq−k for (Jqk)−1. Note that, for
Jqi,Jq j,Jqi1,Jq j1 ∈J2, with Jq
j 6= 0 6= Jq j1,
from JqiJq j1 = Jq jJqi1 we conclude Jq− jJqi = Jqi1Jq− j1 .
Following [22], we denote by Qrcl(J2) and Q
l
cl(J2) the division rings
of right and left classical rings of fractions of J2, respectively. Note that
the rings Qrcl(J2) and Q
l
cl(J2) are isomorphic.
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To proceed out the study, we extend the operations Jqk on the quo-
tient field Q2(ξ1, . . . ,ξn) using the homomorphism Jq : Q2[ξ1, . . . ,ξn] →
Q2[ξ1, . . . ,ξn]. We start with the total operation Jq, which is extended on
Q2(ξ1, . . . ,ξn) by
Jq( f/g) = Jq( f )/Jq(g),
for any f ,g ∈Q2[ξ1, . . . ,ξn] with g 6= 0. Now the operations Jqk, for k ≥ 0,
are extended naturally subject to the equation Jq= ∑k≥0 Jq
k. For example,
since for any single variable ξ , Jq(ξ ) = ξ +ξ 2, we have
1= Jq(1) = Jq(ξ
1
ξ
) = Jq(ξ )Jq(
1
ξ
) = (ξ +ξ 2)Jq(
1
ξ
).
Therefor,
Jq(
1
ξ
) =
1
ξ +ξ 2
=
∞
∑
k=0
(−1)kξ k−1.
To summarize,
Proposition 4.4. For k ≥ 0 and any single variable ξ we have Jqk( 1
ξ
) =
(−1)kξ k−1.
The Cartan formula can also be applied obviously. For example
Jq1(
1
ξ 2
) = Jq1(
1
ξ
1
ξ
) =
1
ξ
Jq1(
1
ξ
)+
1
ξ
Jq1(
1
ξ
) =−
2
ξ
.
Note that in Qrcl(J2) there are elements of the form
1
a
Jq−k = (aJqk)−1,
where a ∈ Z2. Therefor Qrcl(J2) is a Q2-algebra.
From the localization theory of rings we know that the right J2-module
Q2[ξ1, . . . ,ξn] can also been localized to a Qlcl(J2)-module. The resulted
Qlcl(J2)-module is
Qlcl(J2)⊗J2Q2[ξ1, . . . ,ξn]
containing the ring of polynomialsQ2[ξ1, . . . ,ξn]. We study the structure of
thisQlcl(J2)-module. For k≥ 0, Jq
−k acts onQ2[ξ1, . . . ,ξn] via Jqk subject
to JqkJq−k = Jq−kJqk = 1.
Note that, for 1-variable polynomials f and g, Jqk( f ) = Jqk(g) if and
only if f − g = a0+ a1ξ + · · ·+ ak−1ξ
k−1. Now assuming Jq−k( f + g) =
h,Jq−k( f )+ Jq−k(g) = h′ and effecting Jqk to both relations we see that
Jqk(h) = Jqk(h′). Thus
Jq−k( f +g) = Jq−k( f )+ Jq−k(g)+
constant term︷ ︸︸ ︷
a0+a1ξ + · · ·+ak−1ξ
k−1 .
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Similarly, for q ∈Q2,
Jq−k(q f ) = qJq−k( f )+
constant term︷ ︸︸ ︷
b0+b1ξ + · · ·+bk−1ξ
k−1 .
One sees that the linearity of the Jq−k is analogous to the linearity of the
integration operator in the usual calculus and, like there, we also assume the
Jq−k linear and avoid writing the constant terms. The next result evaluate
the Jq−k in single variables.
Proposition 4.5. For any m> k and any single variable ξ we have
(13) Jq−k(ξm) =
1(
m−k
k
)ξm−k.
Proof. Since Jqk(ξm) =
(
m
k
)
ξm+k, we have
ξm = Jq−kJqk(ξm) = Jq−k
((m
k
)
ξm+k
)
=
(
m
k
)
Jq−k(ξm+k).
The result now comes by the linearity of Jq−k. 
Remark 4.6. As a matter of fact, a constant term should have been written in
the right hand side of (13). But, as the usual calculus, we omitted the con-
stant terms here. Nevertheless, we will write the constant term, whenever
needed.
The relation JqkJq−k = Jq−kJqk = 1 may confuse that Jq−k is the inverse
of the operation Jqk on Q2[ξ1, . . . ,ξn] whereas this is not true since Jqk is
not injective to have any inverse. The operation Jq−k has been obtained
by the localization of the ring J2. What is true to be said is that the roles
of Jqk and Jq−k are the same as those of the derivation and the integration
operators in the usual calculus. The relation JqkJq−k = 1 is interpreted as if
the derivation of the integration of a function is the function itself. It should
be noted that, unlike the usual calculus, here the derivation-like operation
Jqk increases the degree and the integration-like operation Jq−k decreases
it.
We turn to determine the structure of the Qlcl(J2)-module
Qlcl(J2)⊗J2Q2[ξ ].
By Proposition 4.4 we know that, for any single variable ξ , Jq1
(
1
ξ
)
=
−1 which implies Jq−1(1) = − 1
ξ
. In general, for any q ∈ Q2 we have
Jq−1(q) = − q
ξ
. Thus 1
ξ
∈ Qlcl(J2)⊗J2 Q2[ξ ]. By Cartan formula it is
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seen that Jq−1
(
1
ξm
)
= −m
ξm−1
. In other words, for any m≥ 1,
1
ξm
∈ Qlcl(J2)⊗J2Q2[ξ ].
Therefor Qlcl(J2)⊗J2Q2[ξ ] contains the field of fractions of Q2[ξ ]. This
is not all the story. In Section 5 we shall see that, in the linear transformation
norm (Definition 2.17) we have
‖(Jq1)k‖L =

(
1
2
) k
2 , if k is even(
1
2
) k−1
2 , if k is odd
Thus the series ∑∞k=0(Jq
1)k is convergent and its value is (1−Jq1)−1. There-
for, we have
(1− Jq1)−1(ξ ) =
( ∞
∑
k=0
(Jq1)k
)
(ξ ) =
∞
∑
k=0
(Jq1)k(ξ ) =
∞
∑
k=0
k!ξ k+1,
which is an infinite power series. In the second equality we used the conti-
nuity of the Jqk. In general, the range of (1− Jq1)−1 consists of the power
series of the form ∑∞n=0 anξ
n, where an is eventually n!. This power series
is convergent for any ξ ∈Q2, with |ξ |2 < 1. On the other hand, the rang of
(1− Jq2)−1 also consists of the power series of the form
∞
∑
n=2
(n−2)!
n2n−2
ξ n
which is convergent only for ξ = 0.
The following result follows easily by an induction.
Proposition 4.7. For any k ≥ 1 and any n≥ k,
Jqk((ξ −ξ0)
n) =
(
n
k
)
ξ 2k(ξ −ξ0)
n−k.
Proposition 4.5 determines Jq−k(ξm) in the case m> k. The next result
tackles the case m= k. The proof is by effecting Jq1 to both sides.
Proposition 4.8. For any single variable ξ we have
Jq−1(ξ ) =
∞
∑
n=1
(−1)n
n
(ξ −1)n
However, ∑∞n=1
(−1)n
n
(ξ − 1)n is not a power series at zero. An interest-
ing fact is that this series is the solution of a kind of differential equation
Jqk(ζ ) = ξ k.
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Definition 4.9. A dyadic Steenrod (ordinary) differential equation, or sim-
ply a ΣODE, is an equation of the form
akθk(ζ )+ · · ·+a1θ1(ζ )+a0ζ = b(ξ ),
where for 0 ≤ i ≤ k, ai = ai(ξ ) and b(ξ ) are polynomials in Q2[ξ ] and
θ1, . . . ,θk ∈J2. Following the methods of differential algebraic geometry,
we call the variable ζ , a differential indeterminate.
The next straightforward result gives a sample dyadic Steenrod differen-
tial equation.
Theorem 4.10. For any k ≥ 1, the dyadic Steenrod differential equation
Jqk(ζ ) = ξ k has the following solution.
ζ (ξ ) =
∞
∑
n=0
(−1)n
n
(ξ −1)n.
The next result establishes a close relationship between the elements of
Qlcl(J2)⊗J2 Q2[ξ ] and the solutions of the ΣODE with constant coeffi-
cients.
Theorem 4.11. Each ΣODE with constant coefficients has a solution in
Qlcl(J2)⊗J2Q2[ξ ] and, conversely, each element in Q
l
cl(J2)⊗J2Q2[ξ ]
satisfies in a ΣODE with constant coefficients.
Proof. Let
(14) akθk(ζ )+ · · ·+a1θ1(ζ )+a0ζ = b(ξ )
be a ΣODE, where each ai is an element of Q2 and b(ξ ) is a polynomial
with coefficients in Q2. We may write (14) as
(akθk+ · · ·+a1θk+a0Jq
0)(ζ ) = b(ξ ).
Assuming θ = akθk+· · ·+a1θ1+a0 we have θ(ζ )= b(ξ ) or, ζ = θ
−1(b(ξ )).
Since b(ξ ) ∈Q2[ξ ], so ζ ∈ Qlcl(J2)⊗J2Q2[ξ ].
Conversely, any element ζ ∈ Qlcl(J2)⊗J2Q2[ξ ] is of the form
δ1( f1)+δ2( f2)+ · · ·+δn( fn) = ζ ,
where for 1≤ i ≤ n, fi ∈ Q2[ξ ] and δi ∈ Qlcl(J2). Multiplying both sides
by common denominators, we obtain a ΣODE with constant coefficients
with ζ as a solution. 
Example 4.12. Each of the series
∞
∑
m=0
m!ξm+1 and
∞
∑
n=2
(n−2)!
n2n−2
are, respectively, the solutions of the ΣODE’s
−Jq1(ζ )+ζ = ξ and − Jq2(ζ )+ζ = ξ .
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In solving the ΣODE’s, as in differential algebraic geometry, the conver-
gence of the series is not of worthwhile in itself. What is worthwhile is the
infinite formal series themselves. For example, attending the convergence,
one of the solutions of the ΣOED Jq1(ζ )− ζ = 0 is the series ∑∞n=0
1
n!ξ n
which is convergent for ξ ∈ C2, the dyadic complex numbers, provided
that |ξ |2 > 1 but, this solution is not in Q
l
cl(J2)⊗J2 Q2[ξ ] since the op-
eration Jq−k increases the degree. On the other hand, solving the ζ (ξ ) =
∑∞n=0 an(ξ − ξ0)
n, by techniques of the usual differential equations, it is
seen that the solutions of this ΣODE are elements of Qlcl(J2)⊗J2 Q2[ξ ]
of the form ∑∞m=0 an(ξ −ξ0)
n in which the common term an is given by the
recursive relations
a1 =
a0
ξ 20
, a2 =
−(2ξ0−1)
2ξ 40
,
and for n≥ 2, (n−1)an−1+(2nξ0−1)an+ξ
2
0 (n+1)an+1 = 0.
An immediate consequence is that ξ0 6= 0, showing that this ΣODE has no
solution at ξ0 = 0. As seen, for any 0 6= ξ0 ∈ Q2, there is a solution for
this ΣODE, which shows that the ΣODE Jq1(ζ ) = ζ has infinitely many
solutions. We do not know more about the independence of these solutions.
5. LINEAR TRANSFORMATION NORM
Clearly, each θ ∈J2 is a linear operator onQ2[ξ1, . . . ,ξn] (orZ2[ξ1, . . . ,ξn]).
Recall the definition 2.17 of linear transformation norm for θ ∈J2:
‖θ‖L = inf{c≥ 0 | ∀ f ∈Q2[ξ1, . . . ,ξn],‖θ( f )‖2 ≤ c‖ f‖2}.
Example 5.1. As seen in Corollary 2.18, for k ≥ 0, we have ‖Jqk‖L = 1.
Moreover, since
Jq1(ξ
j1
1 ξ
j2
2 · · ·ξ
jn
n ) =
n
∑
k=1
jkξ
j1
1 · · ·ξ
jk+1
k · · ·ξ
jn
n ,
then we have
Jq1Jq1(ξ
j1
1 ξ
j2
2 · · ·ξ
jn
n ) =
n
∑
k=1
jk( jk+1)ξ
j1
1 · · ·ξ
jk+2
k · · ·ξ
jn
n ,
from which we conclude
‖Jq1Jq1(ξ
j1
1 ξ
j2
2 · · ·ξ
jn
n )‖2 = max
1≤k≤n
{| jk( jk+1)|2 ‖ξ
j1
1 · · ·ξ
jk+1
k · · ·ξ
jn
n ‖2}.
Since jk( jk+1) is always even, we have ‖Jq
1Jq1‖L =
1
2
.
Some of the properties of the norm ‖ ‖L are as follows.
Proposition 5.2. i) For any a ∈Q2 we have ‖a‖L = |a|2;
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ii) For any θ1,θ2 ∈ J2 we have ‖θ1θ2‖L ≤ ‖θ1‖L‖θ2‖L. In general,
the equality is not hold as ‖Jq1Jq1‖L =
1
2
6= 1= ‖Jq1‖L‖Jq
1‖L;
iii) The norm ‖ ‖L is a non-Archimedean norm. In other words,
‖θ1+θ2‖L ≤max{‖θ1‖L ,‖θ2‖L}.
Proof. The first two parts are clear from the definition of ‖ ‖L. For the
last part, since ‖ ‖2 is non-Archimedean on Q2[ξ1, . . . ,ξn] then, for any
f ∈Q2[ξ1, . . . ,ξn] we have
‖(θ1+θ2)( f )‖2 = ‖θ1( f )+θ2( f )‖2 ≤max{‖θ1( f )‖2 ,‖θ2( f )‖2}.
On the other hand, for i= 1,2, ‖θi( f )‖2 ≤ ‖θi‖L ‖ f‖2 which implies
‖(θ1+θ2)( f )‖2 ≤max{‖θ1‖L ,‖θ2‖L}‖ f‖2.
The result is now hold since f is arbitrary. 
The next interesting result assimilate the ker(φ) to the unit ball in the
linear transformation norm.
Theorem 5.3. Let BL(0,1) = {θ ∈ J2 | ‖θ‖L < 1} be the unit ball in the
norm ‖ ‖L. Then BL(0,1) = ker(φ : J2 →A2).
Proof. If θ ∈ BL(0,1), then ‖θ‖L < 1 or, precisely, ‖θ‖L ≤
1
2
. For any
f ∈ Z2[ξ1, . . . ,ξn] we have
‖θ( f )‖2 ≤ ‖θ‖L‖ f‖2 ≤
1
2
‖ f‖2 = ‖2 f‖2
This means that all coefficients of the polynomial θ( f ) are even. It fol-
lows that θ ∈ ker(φ). We proved BL(0,1) ⊂ ker(φ). The direction of the
demonstration is recursive. 
Theorem 5.3 says that ‖θ‖L < 1 (precisely, ‖θ‖L ≤
1
2
) if and only if
θ ∈ ker(φ) or, equivalently, ‖θ‖L = 1 if and only if θ /∈ ker(φ). Therefor
we have the following corollary. By an admissible mononial we mean a
monomial θ = JqA with the exponent vector A = (a1,a2, . . .), where ai ≥
2ai+1, for i≥ 1. We call θ reversed admissible if ai ≤ 2ai+1, for i≥ 1.
Corollary 5.4. i) For any k ≥ 0 we have ‖Jqk‖L = 1; (compare with
Corollary 2.18)
ii) If θ ∈J2 is admissible or reversed admissible, then ‖θ‖L = 1;
iii) If for a≤ 2b we put
R(a,b) = JqaJqb−
[a/2]
∑
j=0
(
b− j−1
a−2 j
)
Jqa+b− jJq j,
then ‖R(a,b)‖L ≤
1
2
;
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iv) For any k ≥ 1 there is a positive integer m(k) such that
‖(Jqk)m(k)‖L ≤
1
2
.
In fact, m(k) is the nilpotency degree of Sqk.
The next corollary analyzes the topology induced by the norm ‖ ‖L.
Corollary 5.5. The topology induced by the norm ‖ ‖L onJ2 is the ker(φ)-
adic topology.
Using Corollary 5.5 we can do some calculations. In Example 5.1 we
saw that ‖(Jq1)2‖L =
1
2
. That is, (Jq1)2 ∈ ker(φ). Also, ‖(Jq1)3‖L =
1
2
since
(Jq1)3 ∈ ker(φ)\ (ker(φ))2.
But,
(Jq1)4 ∈ (ker(φ))2 \ (ker(φ))3.
Thus ‖(Jq1)4‖L =
1
22
= 1
4
. Continuing this process, we see by induction that
‖(Jq1)k‖L =

(
1
2
) k
2 , if k is even(
1
2
) k−1
2 , if k is odd
As a matter of fact, for other operations Jqk, k ≥ 2, decreasing the norm
depends on the nilpotency degree of Sqk. For example
‖Jq2‖L = ‖(Jq
2)2‖L = ‖(Jq
2)3‖L = 1,
while
‖(Jq2)4‖L = ‖(Jq
2)5‖L = ‖(Jq
2)6‖L = ‖(Jq
2)7‖L =
1
2
,
as (Sq2)4 = 0.
In non-Archimedean norms, the so-called strong triangle inequality ‖θ1+
θ2‖L ≤max{‖θ1‖L ,‖θ2‖L} turns to equality if ‖θ1‖L 6= ‖θ2‖L. For exam-
ple, for any k ≥ 0 we have ‖Jq1− Jq1Jq2k+1‖L = 1 since ‖Jq
1‖L = 1 >
‖Jq1Jq2k+1‖L. However, the case ‖θ1‖L = ‖θ2‖L may give the equality
in the strong triangle inequality or may not. For example, for any k > 0,
‖1− Jqk‖L = 1 (since 1− Jq
k /∈ ker(φ)) meanwhile ‖1‖L = ‖Jq
k‖L = 1.
On the other hand ‖Jq3‖L = ‖Jq
1Jq2‖L = 1 while,
‖Jq3− Jq1Jq2‖L = ‖R(1,2)‖L ≤
1
2
<max{‖Jq3‖L,‖Jq
1Jq2‖L}.
Remark 5.6. The linear transformation norm on A2 is trivial: ‖0‖L = 0 and
‖θ‖L = 1, for any θ 6= 0 in A2. Thus, the topology induced by this norm is
the discrete topology, the finest topology under which the homomorphism
φ : (J2,‖ ‖L)→A2 is continuous.
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Now that the topology induced by the norm ‖ ‖L onJ2 is the ker(φ)-adic
topology, we can easily exhibit a completion (Ĵ2)L of J2 as the inverse
limit of the system
· · · →J2/BL(0,
1
4
)→J2/BL(0,
1
2
)→J2/BL(0,1) = A2,
where for i ≥ 0, the homomorphism J2/BL(0,
1
2i+1
) → J2/BL(0,
1
2i
) is
natural. In other words,
(Ĵ2)L = lim←−
k
J2/BL(0,
1
2k
)
is the set of infinite sequences (θ0,θ1,θ2, . . .), where for any k ≥ 0,θk ∈
BL(0,
1
2k
). We shall use the standard notation ∑∞k=0 θk for the elements of
(Ĵ2)L. We study the nature of the elements of (Ĵ2)L. Of course J2 ⊂
(Ĵ2)L. There are other elements in this algebra. To recognize them, we
need a result from non-Archimedean analysis [1].
Proposition 5.7. In a complete non-Archimedean space, the series ∑∞n=0 an
is convergent if and only if limn→∞ an = 0.
As an example, for any k ≥ 1, since limn→∞(Jq
k)n = 0 then, the se-
ries ∑∞n=0(Jq
k)n is convergent and hence is an element of (Ĵ2)L. With
an straightforward calculations it is seen that
∞
∑
n=0
(Jqk)n = (1− Jqk)−1.
Therefore, the operation 1− Jqk is invertible in (Ĵ2)L. On the invertibility
of the elements of (Ĵ2)L we have the next result.
Theorem 5.8. Let K be the kernel of the homomorphism
(Ĵ2)L →J2/BL(0,1) = A2.
Then any element in (Ĵ2)L of the form 1+θ for some θ ∈ K is invertible
in (Ĵ2)L. Moreover, there is a one-to-one correspondence between the set
of maximal ideals of (Ĵ2)L and the set of ideals of A2.
28 A. S. JANFADA AND GH. SOLEYMANPOUR
Nowwe give a completion of theJ2-moduleZ2[ξ1, . . . ,ξn] as the inverse
limit of the system
· · · → Z2[ξ1, . . . ,ξn]/BL(0,
1
4
)Z2[ξ1, . . . ,ξn]
→ Z2[ξ1, . . . ,ξn]/BL(0,
1
2
)Z2[ξ1, . . . ,ξn]
→ Z2[ξ1, . . . ,ξn]/BL(0,1)Z2[ξ1, . . . ,ξn]
of abelian groups. We consider the elements of this inverse limit which are
power series of the form
∞
∑
n=0
an, an ∈ BL(0,
1
2n
)Z2[ξ1, . . . ,ξn].
First of all note that, for any 1≤ i≤ n and any ki ≥ 0, ‖ξ
ki
i ‖L = 1 since ξ
ki
i
is in the range of no element of ker(φ). Of course whenever ki is even we
have ξ kii = Jq
ki/2(ξ
ki/2
i ). With these all, still Jq
ki/2 /∈ ker(φ). Now we find
the value of the norm of aξ i, where a ∈ Z2. Let first see an example.
Example 5.9. Suppose that we want to calculate the value of ‖4!ξ 5‖L. We
have
4!ξ 5 = Jq1(3!ξ 4)
= Jq1Jq1(2ξ 3) (then 4!ξ 5 ∈ (ker(φ))Z2[ξ ])
= Jq1Jq1Jq1Jq1(ξ ) (then 4!ξ 5 ∈ (ker(φ))2Z2[ξ ])).
From the above calculations we conclude that ‖4!ξ 5‖L ≤
(
1
2
)2
. This value
may be reduced more. Note that a= aJq0 ∈ ker(φ) if and only if |a|2 < 1.
Hence we have also 4!ξ 5 = 4!Jq0(ξ 5). Then 4!ξ 5 ∈ (ker(φ))3Z2[ξ ].
Therefor, as explained in Example 5.9, we have ‖aξ k‖L = |a|2 and it is
seen that in the series ∑∞n=0 anξ
n ∈ Ẑ2[ξ ]L we have limn→∞ an = 0 since
the elements of Ẑ2[ξ ]L are the sequences of the form ( f0, f1, f2, . . .), where
fi ∈ (ker(φ))
iZ2[ξ ]. Thus we have the following result.
Theorem 5.10. Ẑ2[ξ ]L = T1(Z2), where T1(Z2) is the Tate algebra over Z2.
The above discussion is, of course, hold for higher variables. That is, for
n≥ 1,
̂Z2[ξ1, . . . ,ξn]L = Tn(Z2).
Recall that in rigid analytic geometry (see [1]), the studies starts with the
algebras
Tn = Tn(R) =
{
∑aJξ J
∣∣∣ |aJ| → 0 as |J| → ∞}
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called the Tate algebras, where R is a nontrivial complete non-Archimedean
ring, |aJ| means the non-Archimedean norm of aJ in R (here, |aJ|2 in Z2)
and |J|= j1+ · · ·+ jn. Here we used the notation (4) before Definition 2.14.
An element f =∑aJξ
J ∈ Tn(K), whereK is a complete non-Archimedean
field, is a function on
Bn(Kalg) =
{
(x1, . . . ,xn) ∈ (K
alg)n
∣∣∣ |xi| ≤ 1 for any i= 1, . . . ,n} ,
where Kalg stands for the algebraic closure of K. Note from Theorem 5.7
that f converges not only for any ξ ∈ Bn(K), but also for ξ ∈ Bn(L), where
L is any extension of K. This is why the elements of Tn(R) are called strictly
convergent power series. Any maximal ideal m⊂ Tn(R) is of the form
m=m(x1,...,xn) = { f ∈ Tn(K)| f (x1, . . . ,xn) = 0}
for an appropriate x= (x1, . . . ,xn)∈B
n(Kalg) [1, Chapter 5]. The mapmx 7→
x is in general a surjection, however, it turns to an injection only if K is
algebraically closed.
Affinoid algebras and their collections of maximal ideals, known as affi-
noid spaces, are essential tools in the studying the rigid analytic geometry.
Recall from [1] that any quotient ring A= Tn/I of a Tate algebra Tn is said
to be an affinoid algebra and the collection MaxA of its maximal ideals,
denoted by Sp(A), is the corresponding affinoid space.
By effecting the elements of (̂J2)L to an ideal of Tn, the action of Jq
k,
k≥ 0, may be extended to affinoid spaces. For example, Sp
(
T2(Q2)/(2ξ2−
ξ 21 )
)
is an affinoid space, called closed ball of radius 2−1/2. We know
Jq1(2ξ2−ξ
2
1 ) = 2ξ
2
2 −2ξ
3
1 . Thus Jq
1 maps this closed ball to an affinoid
space corresponding to an elliptic curve.
6. ADEM NORM AND THE HIT PROBLEM
The two-sided idealJ +2 = 〈Jq
1,Jq2〉 of theQ2-algebraJ2 is a maximal
ideal and the J +2 -adic norm can be defined on J2 which we rename it the
Adem norm.
Definition 6.1. The Adem norm ‖ ‖A is defined on the Q2-algebra J2, as
follows.
‖Jq1‖A = ‖Jq
2‖A =
1
2
and for any q ∈Q2, ‖q‖A = 1.
The proof of the next result shows the reason of this naming.
Theorem 6.2. For any k ≥ 2, ‖Jqk‖A =
(
1
2
)k−1
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Proof. We should find a maximal power of J +2 containing Jq
k. Of course
Jqk ∈J +2 . For k= 2, by definition we have ‖Jq
2‖A =
1
2
. Also for k= 3 by
the Adem expansion of A3 we see that Jq
3 ∈ (J +2 )
2\ (J +2 )
3 which shows
‖Jq3‖A =
(
1
2
)2
.
On the other hand, using the dyadic Adem expansion, Theorem 3.2, for
k ≥ 4, there are coefficients a1,a2, . . . ,ak, not all zero, such that
akJq
k+
k−1
∑
i=1
aiJq
iJqk−i = 0.
This shows that Jqk ∈ (J +2 )
2. We are looking for the greatest j for which
Jqk ∈ (J +2 )
j. Consider the equation
aJqk+b(Jq1)k+∑aIJqI = 0,
where I runs over the (k−1)-partitions of k. Effecting both sides to ξm, for
any m > 0 and any single variable ξ , gives a polynomial of degree k− 1.
This leads to a system of k linear equations in k+ 1 unknowns which has
always nonzero solutions. Thus Jqk ∈ (J +2 )
k−1. On the other hand, the
strict k-partition b(Jq1)k can not expand Jqk, showing that Jqk /∈ (J +2 )
k.
Hence ‖Jqk‖A =
(
1
2
)k−1
, as required. 
Since J2 has no zero divisors, we conclude,
Corollary 6.3. The Adem norm ‖ ‖A is a multiplicative norm. More pre-
cisely, for any θ1,θ2 ∈J2, we have ‖θ1θ2‖A = ‖θ1‖A‖θ2‖A.
With the Adem norm ‖ ‖A, J2 is not complete since the series ∑
∞
k=0 Jq
k
is a non-convergent Cauchy series. The completion of this ring is the inverse
limit of the system
· · · →J2/(J
+
2 )
3 →J2/(J
+
2 )
2 →J2/J
+
2
∼=Q2
which is denoted by (Ĵ2)A. The elements of (Ĵ2)A are the infinite series
∞
∑
k=0
akθk, ak ∈Q2, θk ∈ (J +2 )
k.
In (Ĵ2)A there are elements of the form ∑
∞
k=0 akJq
k which coincide with
the total operation Jq whenever ak = 1 for all k ≥ 0. In general,
∞
∑
k=0
akJq
k :Q2[ξ1, . . . ,ξn]→Q2[ξ1, . . . ,ξn]
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is a linear operator but is not always a ring homomorphism. In fact, the
necessary and sufficient condition for the equation
∞
∑
k=0
akJq
k( f g) =
( ∞
∑
k=0
akJq
k( f )
)( ∞
∑
k=0
akJq
k(g)
)
to be true for all f ,g ∈Q2[ξ1, . . . ,ξn] is that, for all k ≥ 0, we have
(15) akJq
k( f g) = ∑
i+ j=k
aia jJq
i( f )Jq j(g),
which is a generalization of Cartan formula. One of the solutions of (15) is
ak = a
k
1 for k ≥ 0 (in particular, a0 = a
0
1 = 1). Thus, the elements
ψq =
∞
∑
k=0
qkJqk, q ∈Q2
of (Ĵ2)A are homomorphisms on Q2[ξ ] with inverses
ψ−1q =
∞
∑
k=0
qkχ(Jqk).
In other words, the elements ψq are automorphisms of Q2[ξ1, . . . ,ξn].
Given a graded module M, there is a degree norm ‖x‖ρ = ρ
degx, for any
x ∈M and 0< ρ < 1. Applying this norm on J2, we get the norm ‖θ‖ρ =
ρdegθ for θ ∈J2. Putting ρ =
1
2
, it is easily seen that 1
2
‖ ‖ρ ≤ ‖ ‖A ≤‖ ‖ρ .
Thus we have
Proposition 6.4. The Adem norm and the degree norm induce the same
topology on J2.
Therefor, we can say that the expansions by (k−1)-partitions are, some-
how, the maximal relations overJ2 and the Adem norm is the most natural
norm defining on J2.
Remark 6.5. Regarding the homomorphism φ :J2→A2 for which ker(φ)
annihilated in J2/ker(φ), it is seen that the Adem norm ‖ ‖A may also
be defined on A2 and the induced topology is also the A
+
2 -adic topology.
However, unlike J2, the Adem norm in A2 is not multiplicative. For ex-
ample ‖Sq1Sq1‖A = 0, while ‖Sq
1‖A =
1
2
.
We now restrict our attention to the Z2-module J2 and, by a simi-
lar way as in the linear transformation norm, complete the J2-module
32 A. S. JANFADA AND GH. SOLEYMANPOUR
Z2[ξ1, . . . ,ξn]. Via
· · · → Z2[ξ1, . . . ,ξn]/BA(0,
1
4
)Z2[ξ1, . . . ,ξn]
→ Z2[ξ1, . . . ,ξn]/BA(0,
1
2
)Z2[ξ1, . . . ,ξn]
→ Z2[ξ1, . . . ,ξn]/BA(0,1)Z2[ξ1, . . . ,ξn]
it is easily seen that completion of Z2[ξ1, . . . ,ξn], in the Adem norm, is
Z2Jξ1, . . . ,ξnK, the n-variable formal power series. Surprisingly, given f ∈
Z2Jξ1, . . . ,ξnK the value of ‖ f‖A is concerned with the hit problem. For
more details on the hit problem see [5, 9, 16, 17, 23].
Definition 6.6. An element f ∈ Z2Jξ1, . . . ,ξnK is said to be hit if there is a
finite sum
f = ∑
i>0
Jqi( fi),
with fi ∈ Z2Jξ1, . . . ,ξnK in positive degree.
The next result, which is clear from the above discussion, gives a criterion
for an elements of Z2Jξ1, . . . ,ξnK to be hit.
Theorem 6.7. The element f ∈Z2Jξ1, . . . ,ξnK is hit if and only if ‖ f‖A < 1.
In other words the set of hit elements is
H(n) = BA(0,1)Z2Jξ1, . . . ,ξnK.
Theorem 6.7 says that to find the generators of the cohit Z2-moduleQ(n)
we are not compelled to examine the elements individually.
We determine the elements of Q(1) over Z2[ξ ]. Degree one is straight-
forward. For any a ∈ Z2, the polynomial aξ can not be hit. On the other
hand, in degree two, ξ 2 and in general aξ 2 for any a ∈ Z2 is hit. In degree
three we have 2ξ 3 = Jq1(ξ 2) is hit while ξ 3 is not.
The non-hit elements in degree 7 are ξ 7, 2ξ 7, 3ξ 7, while 4ξ 7 = Jq3(ξ 4)
is hit. In general,
Proposition 6.8. For any n≥ 0, 2nξ 2
n+1−1 = Jq2
n−1(ξ 2
n
). Hence, we have
Q(1) =
⊕
d=2n−1
Qd(1),
where Qd(1)∼=Cn, the cyclic group of order n, and Q
1(1) = Z2.
Note that on Q(n) we can define the quotient norm
‖ f +H(n)‖= inf
h∈H(n)
‖ f −h‖,
which makes Q(n) to be normed but, unfortunately, with trivial norm. We
cite [24] for the applications of Qd(n) in the representation theory.
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7. CLOSING COMMENTS
In this section we take the reader to the future of the subject by stating
some comments, hints, and open problems. Because of the novelty of the
subject, there are more problems than ones stated here. The hints are just
our experience as well as understanding of the concepts.
Problem 7.1. Generalize the mod p Steenrod algebra for p odd by a similar
methods.
The main problem is to generalize Bockstein homomorphism in an ap-
propriate manner. One way to do this, is using the diagram
0 −−−→ Zp −−−→ Zp2 −−−→ Zp −−−→ 0x x x
0 −−−→ Fp −−−→ Fp2 −−−→ Fp −−−→ 0
where Zp2 is the set of p
2-adic integers. For an introduction to g-adic num-
bers, where g is not necessarily a prime, see [10].
In Section 3 we saw that, by chance, rank(J i2) = i for i = 1,2,3. A
natural question posed is that what the rank(J i2) is for i > 3. As a matter
of fact, rank(J i2)≤ 2
i−1, the number of partitions of i.
Problem 7.2. Find the best upper bound for the rank(J i2) as a function of
i.
This problem is an exhausted challenge. It seems that the efficient tool
is expanding the Jqk by partitions. The difficulty is that even in lower de-
grees the partitions are not so well-behaved. For instance, in degree six, the
expansion
3Jq3Jq1Jq2−4Jq2Jq3Jq1−2Jq2Jq1Jq3+3Jq1Jq2Jq3 = 0
does not contains the terms Jq1Jq3Jq2 and Jq3Jq2Jq1.
Studying the dual of dyadic Steenrod is of more importance. The homo-
morphism φ : J2 → A2 induced the homomorphism φ
∗ : J ∗2 → A
∗
2 on
duals. As well known, the dual J ∗2 is a polynomial algebra [13].
Problem 7.3. What is the nature of the dual J ∗2 ?
From Cartan formula Jq1( f g) = f Jq1(g)+ Jq1( f )g, we have
(16) f g= Jq−1( f Jq1(g))+ Jq−1(Jq1( f )g).
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We call (16) the dyadic Steenrod integration by parts. By iterated use of
(16) we get
(17)
∞
∑
k=0
(−1)k(Jq1)k( f )(Jq−1)k+1(g).
Taking (17) as F , we have
Jq1(F) =− f g+ lim
N→∞
(−1)N(Jq1)N+1( f )(Jq−1)N+1(g).
Thus for all f ,g ∈ Z2[ξ ],
(18) Jq−1( f g) =
∞
∑
k=0
(−1)k(Jq1)k( f )(Jq−1)k+1(g)
is true if and only if
lim
N→∞
(−1)N(Jq1)N+1( f )(Jq−1)N+1(g) = 0.
Unfortunately, neither ‖ ‖A nor ‖ ‖L makes this limit zero.
Problem 7.4. Define a new norm on Qrcl(J2) to settle (18).
We may think of (18) as a Cartan formula for Jq−1.
Problem 7.5. Find Cartan formula for the Jq−k.
Using Hopf algebra methods, it seems that to establish the Cartan formu-
las for Jq−k, there is a need to extend the diagonal map ψ :J2→J2⊗J2
over Qrcl(J2).
As mentioned in the last part of Section 5, in the image of the affinoid
space closed ball, under Jq1, is an elliptic curve.
Problem 7.6. How the properties of closed balls and Jq1 treat in elliptic
curves and, conversely, which properties of elliptic curves concern to closed
balls?
As if the derivation of a closed ball is an elliptic curve or, the integra-
tion of an elliptic curve is a closed ball, a theory in which the objects of a
category can be integrated or differentiated.
The homomorphisms ψq introduced in Section 6, have an interesting
property. Let Ψ be the group generated by {ψq}q∈Q2 . Then we have
Ψ = {θ ∈ (̂J2)A|θ χ(θ) = χ(θ)θ = 1}$ {θ ∈ (̂J2)A| ‖θ‖A = 1}.
Compare Ψ to the subgroup S1 = {z ∈ C|zz¯ = 1} of C×. Here, any triple
{1,ψq,χ(ψq)} generates a plane, thereafter, a geometry. Note that Eu-
clidean and hyperbolic geometries have a projective completion. For de-
tails, see [4].
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Now, define Ψ to be the unit circle of Q2[Ψ].
Problem 7.7. Construct other conic sections over Q2[Ψ].
The best way to do this, is utilizing concept of polar and polarity [4].
The hit problem in Section 6 is originated from the ideal J +2 , in which
we defined the Adem norm and then the traditional hit problem posed of the
J +2 -adic topology on J2. The same case may happens for the symmetric
hit problem [6–8].
Problem 7.8. Is there any ideal I of J2 for which the I -adic topology
on J2 concerns with the symmetric hit problem?
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