Automatic and accurate segmentation of the prostate is still a challenging task due to intensity inhomogeneity and complicated deformation of MR images. To tackle these problems with multi-atlas segmentation, in this paper, we propose a new metric for image registration and new descriptor for label fusion. First, to reduce the amount of edges in entropic graph, a modified α-mutual information (α-MI) based on fast minimal spanning tree (MST) is implemented for deformable registration. Second, localized α-MI allowing for the spatial information is proposed with the stochastic gradient optimization, and the feature space is encoded by a sparse auto-encoder. Finally, a multi-scale descriptor utilizing local self-similarity is integrated into the patch-based label fusion to obtain final segmentation. Experiments were performed on two subsets of totally 46 T2-weighted prostate MR images from 46 patients. Compared to α-MI based on k-nearest neighbor graph, the registration time of α-MI based on fast MST can be reduced by almost half. The median Dice overlap of registration using localized α-MI on one subset is shown to improve significantly from 0.725 to 0.764 (p = 1.14 × 10 −5 ), compared to using α-MI without the spatial information. The median Dice overlap of prostate segmentation using the proposed method on 20 testing images of another subset is 0.871, and the median Hausdorff distance is 8.013 mm, which demonstrate a comparable accuracy to state-of-the-art methods.
I. INTRODUCTION
Magnetic Resonance (MR) imaging is increasingly used for the clinical workup of prostate cancer due to its better soft tissue contrast [1] . Segmentation of the prostate gland can aid various tasks. To predict the pathological stage of prostate cancer, one may achieve volume estimation by accurate prostate boundaries. The prognosis of disease and treatment response may also benefit from this estimation [2] . The information of prostate relative to adjacent organs is an important The associate editor coordinating the review of this manuscript and approving it for publication was Bora Onat. part of treatment planning in radiotherapy [3] . For computeraided detection of prostate cancer, the region of interest needs to be obtained on the preprocessing stage [4] .
To avoid intra-or inter-observer variations of manual delineation, some semi-automatic or automatic approaches have been developed for prostate MR segmentation [5] . However, some limiting factors make it difficult to accurately locate prostate boundaries. As shown in Fig. 1(a) , the profile of surrounding tissues with similar intensities often results in ambiguous prostate boundaries. The shape and size of prostate vary a lot across patients. Moreover, highly variable intensity distributions across different subjects resulting from VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ image artifacts and inhomogeneities of the magnetic field can be found in Fig. 1(b) , which are prone to failure of reliable registration and segmentation. Multi-atlas segmentation (MAS) makes use of prior knowledge and anatomical variability learned from a number of atlases, to automatically perform the voxel classification on target images. It has been demonstrated to improve segmentation accuracy [6] , with the benefit of image registration and label fusion. To overcome the aforementioned difficulties in registration, some metrics based on mutual information (MI) have been presented. Klein et al. used localized MI to fulfill atlas-to-target image registration [7] . Loeckx et al. proposed conditional MI that takes the spatial distribution into account for deformable registration [8] . Zhuang et al. provided a hierarchical weighting scheme for the spatially encoded MI [9] . Multi-feature mutual information (α-MI) was used to register cervical MR images, which reduces registration error compared to MI only method [10] .
In general for α-MI, two entropic graphs including minimal spanning tree (MST) and k-nearest neighbor (kNN) graph might be feasible for the similarity estimation of multiple features [11] . Since the higher complexity of constructing MST, kNN graph is more likely to be chosen as entropic graph estimator for registration [12] . On the contrary, Sabuncu and Ramadge [13] argued that using MST in rigid registration has the following advantages: no need of density estimation, less edges computation, and consistent measurement. In addition, Staring et al. [10] pointed out that the most part of registration time is spent on the derivative calculation over all edges, instead of the construction of kNN graph. Although they proved in kNN, it may be also true for MST. In summary, under the condition of fast graph construction, MST is possible to be more attractive for deformable registration than the kNN graph.
Label fusion is another important component in multiatlas segmentation to determine the label at a voxel in the target image by combining the labels of the corresponding voxels from each atlas. A generative probabilistic model of label fusion was firstly introduced in [14] , which unifies most of popular algorithms such as majority voting, global weighted voting, and local weighted voting. Considering the impact of image registration error, Bai et al. [15] formulated a patch-based label fusion model in a Bayesian framework. Later, an augmented feature vector including the intensity, gradient and contextual information was incorporated into patch-based label fusion for cardiac MR segmentation [16] . Guo et al. adopted the deep learning features to infer a likelihood map from multiple atlases to the target image [17] . Yang et al. developed a deep fusion net that integrates feature extraction and patch-based label fusion [18] . In all these cases, the feature representation that can identify correspondences between target and atlas images is crucial for fusion capability.
To address the challenges of prostate MR segmentation, we improve the performance of MAS framework from several aspects of image registration and label fusion. The fast MST is utilized for the implementation of α-MI on multiple features, which speeds up deformable registration compared to kNN graph. After the analytical derivative of α-MI is deduced, localized α-MI allowing for the spatial information can be realized by random selection of a subregion during iterative optimization. Furthermore, the feature space for α-MI is compressed by means of a sparse auto-encoder, which also decreases the registration time. Depending on registration results, a multi-scale descriptor formed with local self-similarity is integrated in a patch-based label fusion framework to identify inter-patch correspondence. 
II. METHODS
The proposed prostate segmentation workflow is outlined in Fig. 2 . During image registration step, the atlas intensity images are registered to the target image space. This process can be fulfilled iteratively with the aid of optimizer, transform, and interpolator components. After producing the deformation fields, both of atlas intensity and label images are warped to the target image space. For label fusion step, a subset of all available atlases is selected. To detect the prostate region, the weighted voting strategy based on the similarity between the target and atlas image is utilized.
The organization of this section is as follows. In section II-A, we first introduce α-MI based on fast MST and its localized version. Afterwards, we deduce the analytical derivative of this novel metric for optimization in section II-B, and encode the registration features by the sparse auto-encoder in section II-C, respectively. In section II-D, we develop a new descriptor integrated local selfsimilarity feature into patch-based label fusion for prostate segmentation.
A. LOCALIZED α-MI BASED ON FAST MST
Assuming that f (x 1 ) and f (x 2 ) are the probability densities of two multi-dimensional random variables x 1 and x 2 , α-MI can be written as follows [19] :
Meanwhile, Renyi α-entropy [20] of density function f (x) can be expressed by:
As the fact that the density or entropy of multi-dimensional distribution can be estimated by the length of a minimal graph is the key of entropic graph estimation, kNN graph has been successfully applied to the entropic estimation for registration [10] - [12] . If we define the length of MST with n points as follows:
where e ij denotes the Euclidean distance between point i and j in a d-dimensional feature space R d , γ ∈ (0, d) is the power weighting, and T is a whole graph set including all vertexes.
The relationship between f (x) and L(X n ) can be specified as [21] :
where α = (d − γ )/d and c is constant. H α (X ) can be reformulated as:
When the voxels in two images F and M containing multiple features are viewed as x 1 and x 2 in Eq. (1), VOLUME 7, 2019 Renyi marginal and joint entropies H α (F), H α (M ), and H α (F, M ) can be directly estimated on the MST length L f , L m , and L fm , respectively. Without the need of density function, α-MI for registration between images F and M can be defined as:
In the basic graph theory, there are two classic implementations of MST: Kruskal's algorithm and Prim's algorithm [22] . We choose the Prim's algorithm which is suitable for sparse nodes. With n samples, a fully connected initial graph of MST has n 2 edges. Accordingly, the time complexity and memory requirement of computing MST are O(n 2 ) and O(n 2 log n). To accelerate this kind of MST implementation, one is directly to prune the edges of initial graph by kNN search, for that MST is a subset of kNN graph [13] . The formation of MST is reduced to construct an initial graph with each sample only connecting to its k nearest neighbors. The time complexity of such fast MST is O(kn) rather than O(n 2 ). In the remainder of this paper, this method is called the α-MI based on fast MST (aMI-FMST) algorithm.
To tackle with magnetic field inhomogeneities, the spatial information has been incorporated into the similarity metrics for MR image registration [7] - [9] . Hence, it may be effective to evaluate α-MI on multiple subregions (called LaMI-FMST):
where N i ⊆ are the spatial neighborhoods from the image domain , and N F is the number of these neighborhoods. The choice of the neighborhood size should be determined that it is large enough for reliable estimation of α-MI, and small enough to alleviate the influence of the inhomogeneities. To keep equal computational costs with α-MI, we randomly select one neighborhood (N F = 1) at each iteration for LaMI-FMST. For the prostate segmentation, both of aMI-FMST and LaMI-FMST can be used as registration metric.
B. DERIVATIVE OF THE PROPOSED METRIC
For deformable registration case, free-form deformation (FFD) model based on B-spline [23] and the stochastic gradient descent (SGD) strategy [24] are employed. This procedure can be formulated as an optimization problem:
Because of faster speed and better convergence, the analytical derivative of α-MI with respect to the model parameter µ is required on the graph topology preservation. Let z(x i ) = [z 1 (x i ), · · · , z d (x i )] be a d-dimensional vector containing all feature values at point x i . Let z f (x i ) be the feature vector of the target image at point x i , and z m (T µ (x i )) be that of the atlas image at the transformed point T µ (x i ). Let z fm (x i , T µ (x i )) be the concatenation of the two feature vectors:
. Three MST graphs with n samples can be constructed on the three vectors, where the total length of MST in Eq. (6) is given by:
where · is the Euclidean distance, and γ = (1 − α)d.
For compact notation, we define
and similarly for zd m ij . Then the derivative of α-MI equals ∂ ∂µ αMI (µ; F, M )
The derivative of L fm (µ) is written as:
T , we only need to calculate the derivative of the atlas image features. The ∂ ∂µ L fm (µ) can be expanded from Eq. (11)
where ∂z m ∂x i is the spatial derivative of the atlas feature images, and ∂T µ ∂µ is the Jacobian of the transformation parameterized by µ. In the same way, the derivative of L m (µ) can also be deduced. The computation routine is summarized in Algorithm 1 for registration optimization.
C. IMAGE FEATURE ENCODING
To align inter-subject MR images, only counting on image intensity is not sufficient for better performance. In this work, we proposed to embed a set of Cartesian features describing local structure of images [10] into multi-feature mutual information framework. Assuming that denotes the intensity function, g denotes the gradient vector, and ζ denotes the 
Algorithm 1 Derivative Computation of the Proposed Metric
Input Images F and M with multiple features, FFD Model T µ 1: Randomly sample the image F to get n samples 2: Obtain z f (x i ), z m (T µ (x i )), and z fm (x i , T µ (x i )), i = 1, · · · , n 3: Construct three MST graphs whose lengths L f , L m , and L fm are calculated via Equation (8) 
where 0 denotes Gaussian blur operator and tr(·) denotes the matrix trace. All features in this set are computed using Gaussian smoothing and derivatives at certain scale. In total we use 15 features: the original intensity value, 14 items from the Cartesian feature set at scale σ = 1 and 2.
From Eq. (6) and (10), it is easy to find that a subset selection of total feature set (d = 15) may speed up the registration. In this section, we introduce sparse auto-encoder (SAE) [25] to nonlinearly transform the high-dimensional data into a low-dimensional code. SAE is a neural network architecture, which consists of input layer, hidden layer, and output layer. In the encoding step, the input vector z = {z i , i = 1, · · · , d} is encoded into a concise representation
are the network parameters, through connections between input and hidden layer. In the decoding step, SAE tries to reconstruct the input vector z i = W h i + b where W , b are the network parameters, from the encoded feature representation in the hidden layer.
To avoid the problem of trivial solutions, a weighting coefficient β is used to balance the responses of hidden nodes and sparsity regularization. Before performing SAE, all 15 features are normalized to have zero mean and unit variance. The feature representation h = {h i , i = 1, · · · , d, d ≤ 15} is then selected for registration. Fig. 3 gives some examples of the encoded image features.
D. PATCH-BASED LABEL FUSION WITH LOCAL SELF-SIMILARITY
We assume that {(A u , L u )|u = 1, · · · , N } is the atlas set where A u and L u denote the intensity image and corresponding label image of the uth atlas, respectively. With atlasto-target registrations [26] , [27] , MAS derives the warped atlas set (A u , L u )|u = 1, · · · , N , where A u is the warped atlas intensity image and L u is the corresponding atlas label image. For the sake of computational efficiency [28] , a subset N (N ≤ N ) warped atlas images is generally selected to carry out label fusion. As shown in the lower part of Fig. 2 , the segmentation of target image is generated by combing N warped label images.
For each voxel x, the current label L is determined by aggregating the votes of K patches from each subset N atlases:
where ω uv (x) is the weighting function of the v-th patch in the u-th atlas, and δ(·, ·) is the Kronecker delta function. The weighting function often stems from the similarity comparison of intensity, such as the mean squared difference (MSD) [15] , between the target patch and warped atlas patch:
where DIST is the squared magnitude of the shift vector between the two patches, σ s and σ d are the standard deviations of the Gaussian distributions. At each voxel, the more similar between the warped atlas patch and the target patch, the larger weight is taken [29] . In some cases, however, patch intensities may be weakly discriminative for prostate MR image segmentation. To get better feature representation of patches, we extend MIND (modality independent neighbourhood descriptor) that is based on the concept of image selfsimilarity in a local neighbourhood [30] for the computation of weighting function.
In principle, local self-similarity (LSS) can be calculated between one small patch centred on current voxel and some other patches whose center voxels surround current voxel with a radius r. As a result, there is a local internal ''correlation surface'' for voxel x of image I :
where D p is the sum of squared difference (SSD) of two patches, V is an estimation of the local variance, and N c is a normalization constant. If there are two patches of size (2p + 1) d (with patch radius p, image dimension d), it would require 3(2p + 1) d operations per voxel to directly compute SSD value. In this case, an alternative solution using a convolution filter C can reduce the computational complexity to d(2p + 1):
where I (r) denotes a duplication of image I translated r.
As for the parameter V , it can be estimated using the mean of all patch-distances D p within whole search region. As a densely sampled descriptor, MIND achieves a higher accuracy in a six-neighbourhood search pattern for multimodal registration [31] , [32] . To extract more discriminative features and make it applicable for the weighting function in label fusion, we expand the search region and project the correlation surface into a 2D histogram with 16 bins. The axes of the histogram are the radial distance from the center voxel, rd, and the correlation value, sv (see Fig. 4 ). This extended local self-similarity (called ELSS) descriptor is implemented as a ''soft histogram'' like the spin image [33] , where each correlation value within the search region contributes to all bins.
In scale-space theory, different scales provide different information about the image structures [34] . Using the Gaussian kernel function with the scale parameter, we develop multi-scale feature representation for the distinctive structure of image. Multi-scale images are first generated from convolving the original image with σ 1 = 0, σ 2 = 1, σ 3 = 2 where σ 1 = 0 means no Gaussian convolution happens. The descriptor containing more global information needs to be sampled from the larger image spaces with the higher level scales. We sparsely sample the search region of ELSS by setting the spacings from level-1 to level-3 scale spaces as v 1 = 1, v 2 = 2, v 3 = 3. For each scale, the number of the correlation values standing for self-similarity features is identical. Finally, the Earth Mover's Distance (EMD) [35] between single-scale or multi-scale ELSS descriptors of two voxels is used to substitute the MSD term in Eq. (14) , which achieve label fusion of multi-atlas segmentation robustly.
III. EXPERIMENTS
In this section, four experiments were designed to evaluate the performance of the proposed method. In the first experiment, registration using aMI-FMST was compared with using localized MI (LMI) [7] and using α-MI based on kNN graph (aMI-KNNG) [10] , which was used for the parameter selection of LaMI-FMST. In the second experiment, registration using LaMI-FMST was compared to using aMI-FMST for the parameter selection of MAS in the following experiment. In the third experiment, we compared the patch-based label fusion methods using intensity features (PB+Intensity) [15] , using ELSS descriptor (PB+ELSS), and using multi-scale ELSS descriptor (PB+MELSS) for prostate segmentation. In the fourth experiment, our method was compared with other segmentation methods. Before all deformable registrations, an affine registration based on traditional MI was performed in order to get a rough alignment.
The multi-feature mutual information based on fast MST was implemented in the registration package elastix [36] . Using the MATLAB software, we encoded the registration features via sparse auto-encoder and created the ELSS descriptor. For prostate segmentation, the patch-based label fusion was implemented based on the Insight Toolkit (ITK) [37] . All programs were run on a Windows system with an Intel 4-Core 3.40 GHz CPU and 32.0 GB memory.
A. DATA AND EVALUATION CRITERIA
The proposed method was evaluated on two datasets, including totally 46 T2-weighted MR images from 46 patients. Eleven images from the first dataset were provided by the University College London in the United Kingdom [5] . The image dimension is 320 × 320 × 20 ∼ 28 with voxel size of 0.625 × 0.625 × 3.6 mm. The remaining 35 images in the second dataset were from a public database [38] , provided by the Brigham and Women's Hospital. The image dimension varies from 256 × 256 × 22 to 256 × 256 × 35 voxels. The image spacing varies from 0.469 × 0.469 × 3 to 0.703 × 0.703 × 5 mm. The manual delineation of the prostate in each image is regarded as a ground truth for quantitative evaluation.
For registration evaluation, the atlas label image was warped to the target image domain by the deformation field. The Dice Similarity Coefficient (DSC) [39] was calculated between the warped atlas label image V wal and the ground truth of target image V ref : 
In addition, the Hausdorff distance between the surface of automatic segmentation S seg and the surface of ground truth S ref was also used:
where d(S seg , S ref ) is the Euclidean distance of the set of points on S seg to the nearest point on S ref .
B. EXPERIMENT 1: REGISTRATION EVALUATION OF USING AMI-FMST 1) EXPERIMENTAL SETUP
Three aspects of aMI-FMST were investigated on the first dataset. In a first aspect, we compared the registration accuracy of aMI-KNNG and aMI-FMST with all 15 features (section II-C), where LMI was the baseline in both cases.
The leave-one-out cross validation, which comprised 11 × 10 registrations, was performed. The influence of the important parameters on registration time was examined in the second and third aspects. The image pairs in the first 20 of 11 × 10 registrations were used for these scenarios.
During deformable registration, we employed multiresolution scheme using Gaussian smoothing, with σ = 4.0, 2.0, and 1.0 voxels in the x and y directions. For the z direction, σ = 2.0, 1.0, and 0.5 voxel was used. A multigrid with spacing of 32, 16, and 8 mm between the B-spline control points was applied to the registrations in the first and second aspects. For LMI, we found that 2000 random sample points within 50 3 mm neighborhood per iteration give the best results. The step size of optimizer with 2000 iterations was determined by A = 200, τ = 0.6, and a = 2000. For aMI-KNNG and aMI-FMST, the kD trees, a standard splitting rule, a bucket size of 50, an errorbound value of 10.0, and α = 0.99 were set. About the parameters of optimizer, 600 iterations were performed by A = 50, τ = 0.602, and a = 2000. The number of random samples was set to 5000 for each iteration.
2) RESULTS
In a first aspect, Fig. 5 shows the DSC values for different number of the nearest neighbors k of aMI-KNNG and aMI-FMST. Compared to LMI, the DSC results of both aMI-KNNG and aMI-FMST significantly increase for each k. There is no significant difference between this two methods for k = 20, although the median overlap of aMI-FMST is higher than that of aMI-KNNG (from 0.714 to 0.726, p = 3.10 × 10 −1 ).
The running time of aMI-KNNG and aMI-FMST were compared in a second aspect. With the 15 features, the left part of Table 1 shows the registration time of two methods with different nearest neighbors k. The registration time of aMI-KNNG depends heavily on k while the registration time of aMI-FMST is not, due to the fact that α-MI is computed as a sum over n−1 (n is the number of sample points) edges. For k = 20, the registration time of two methods with different number of features are shown in the right part of Table 1 . It can be found that aMI-FMST spends almost half time as aMI-KNNG on each d.
In a third aspect, for d = 15 and k = 20, the running time per iteration of aMI-KNNG and aMI-FMST with different number of B-spline control points was compared. As we can see from Fig. 6 , the time cost of aMI-KNNG at each iteration rapidly increases with the growth of number of control points. The execution time of each iteration for aMI-FMST was about 2s when using different number of control points. The reason is probable that a large number of edges make the derivative computation of aMI-KNNG with respect to enormous parameters of B-spline slower, while aMI-FMST has fewer edges. 
C. EXPERIMENT 2: REGISTRATION EVALUATION OF USING LAMI-FMST 1) EXPERIMENTAL SETUP
At first, we performed a leave-one-out cross validation on the first dataset (11 × 10 registrations) using LaMI-FMST with 15 features, in order to compare the registration accuracy (for k = 5) of aMI-FMST and LaMI-FMST. According to Eq. (7), the neighborhood size need to be chosen for LaMI-FMST, on the basis of parameter settings for aMI-FMST in the first experiment. To get the best results, we empirically selected 2000 sample points within 50 3 mm neighborhood per iteration. In addition, the step size of optimizer with 2000 iterations was calculated by A = 200, τ = 0.6 and a = 2000.
Then the impact of the use of SAE in LaMI-FMST was investigated on the second dataset. The leave-one-out cross validation strategy was adopted, with randomly selecting 15 images, totally comprising 15 × 14 registrations. About the parameters of SAE, the sparsity weighting β was 1.0, the sparsity proportion was 0.05, and the maximum number of training epochs was 1500. The size of hidden layer was equal to the number of features d through feature selection, while d = 15 means no use of SAE.
2) RESULTS
The boxplot of DSC scores using aMI-FMST and LaMI-FMST is shown in Fig. 7 . The registration results of aMI-FMST are from Fig. 5 in the first experiment. Compared to aMI-FMST, the median overlap of LaMI-FMST increases significantly from 0.725 to 0.764 (p = 1.14 × 10 −5 ). In Fig. 8 , a typical example of registration results is displayed. Although the prostate is not perfectly aligned, LaMI-FMST performs much better than aMI-FMST for this large deformation. An reasonable explanation is that LaMI-FMST is more robust than aMI-FMST against magnetic field inhomogeneities. The DSC of different number of features d using LaMI-FMST on the second dataset is given in Fig. 9 . When d ≥ 6, the improvement of registration accuracy is not significant. To keep a balance between computation time and registration accuracy, the use of SAE with d = 6 was chosen for the following experiments. With this setting the runtime of LaMI-FMST was about 20 minutes.
D. EXPERIMENT 3: PROSTATE SEGMENTATION OF USING PATCH-BASED LABEL FUSION 1) EXPERIMENTAL SETUP
We performed multi-atlas segmentation for the 20 images (except the 15 images used in the second experiment from the second dataset), using a combination of LaMI-FMST (k = 5, d = 6) registration and patch-based label fusion strategies. For each target image to be segmented, the other 45 images from two datasets were considered as the atlas images. For deformable registration, 20 most similar atlas images to the target image in terms of normalized mutual information (NMI) were selected from 45 atlas images after pair-wise affine registration. In 20×20 registrations, 18 failed to evaluate α-MI because the neighborhood size of 50 3 mm is too small to obtain the enough samples. Instead of increasing the neighborhood size, we replaced LaMI-FMST with aMI-FMST for these 18 registrations.
In the patch-based label fusion, we compared PB+ Intensity, PB+ELSS, and PB+MELSS methods. First, we tuned the parameters of patch size and number, and found that PB+Intensity with MSD worked well using a patch size of 3 × 3 × 1 voxels and K = 5 × 5 × 1 (σ d = 1.5mm). The reason is that the slice thickness is much larger than the in-slice resolution. The parameter σ s was set equal to the mean similarity between the target patch and all atlas patches. And then, the same patch number was used for the proposed PB+ELSS and PB+MELSS methods. For the ELSS descriptor, we tested three different search region sizes of r = 3, 5, and 7 (image dimension d = 2, patch radius p = 1), and found that the size of r = 7 gives the best results.
2) RESULTS
Before performing label fusion, the median overlap of overall 20 × 20 registrations is 0.803. Table 2 lists the quantitative results (DSC, Precision, Recall, and HD) for 20 prostate segmentations using three methods. Compared to PB+Intensity, the median overlap of PB+ELSS increases significantly from 0.856 to 0.866 (p = 7.20 × 10 −3 ). Compared to PB+ELSS, the median overlap of PB+MELSS increases significantly from 0.866 to 0.871 (p = 1.02 × 10 −2 ). The same trend is found in the improvement of the other metrics. The median HD of PB+MELSS is as low as 8.013 mm. Fig. 10 displays some segmentation results produced by using three methods. Analogously, PB+MELSS method achieves the best segmentation, especially on the anterior and posterior parts of the prostate. 
E. EXPERIMENT 4: COMPARISON WITH VARIOUS SEGMENTATION METHODS
It is difficult to compare segmentation performance of prostate MR among different methods, since different datasets and qualities of ground truths were used. Table 3 provides the quantitative comparison of the proposed method with eight automatic segmentation methods. We reimplemented U-Net [41] architecture using Keras with Tensorflow backend. The 20 target images used in section III-D for prostate segmentation were tested, while the remaining 26 images were served as the training set of U-Net. We augmented the training data by rotations, flips, and elastic deformations of each 2D-slice. The U-Net model was trained on a Nvidia RTX 2080 Ti with 11 GB memory, where Adam optimizer with learning rate 1.0 × 10 −6 and 10 epochs with batch size of 16 were set. Because the experimental details of other seven approaches were not available, we took the results directly from the references rather than reproducing them in our test.
It can be seen in Table 3 that the Deformable AAM method [5] has an inferior segmentation accuracy. Our method performed much better than the Probabilistic ASM method [5] and RF+Graph Cut method [42] . The reason why our method achieved a better accuracy is that our method using LaMI-FMST metric while the MAS (SIMPLE) method [5] only using LMI metric. Our method obtained a comparable accuracy in DSC and much smaller HD than the MAS (PB+Handcraft) method [17] which used handcrafted features for label fusion. CNN-ASM method [43] incorporating deep feature learning into ASM achieved a superior segmentation compared to the traditional ASM. For the same dataset, our method was superior to the U-Net method in both DSC and HD. V-Net method [44] showed a slightly better performance than our method as they used the higher resolution images for training and Dice loss layer as a cost function.
IV. DISCUSSION AND CONCLUSION
In this paper, we addressed the modification of deformable registration and label fusion to improve the segmentation of prostate MR. First, the graph-based α-MI measure was implemented by the construction of fast MST. The registration time is reduced in comparison with α-MI based on kNN graph. Second, the use of localized α-MI makes it possible to take into account the spatial information. The analytical derivative of registration cost function utilizing encoded image features was derived for the stochastic gradient descent optimization. Finally, a multi-scale descriptor that is based on local selfsimilarity was incorporated into the patch-based label fusion, which leads to a higher segmentation accuracy.
From Eq. (6) and (10), it is clear that registration time is mainly determined by the construction of MST and the calculation of analytical derivative. We can notice in Table 1 that aMI-FMST is faster than aMI-KNNG. One reason is that fast MST does not use fully connected initial graph. Another one is aMI-KNNG takes more time to calculate analytical derivative than aMI-FMST. For n = 5000 samples, aMI-FMST is computed as a sum over 4999 edges while aMI-KNNG is computed as a sum over 25000 edges with k = 5. It is worth noting that the generation of minimal spanning tree will be hard to be guaranteed if k < 5. As a result, the stability of α-mutual information will be affected.
In Fig. 7 it can be seen that there is a statistically significant improvement of LaMI-FMST over aMI-FMST. Borrowing from LMI, we empirically chose the neighborhood size for LaMI-FMST. However it is in a dilemma to keep the identical neighborhood size for large data space, in particular across multiple datasets. An intuitive explanation for registration failure in section III-D is that the neighborhood size of 50 3 mm is insufficient to support the α-MI estimation of those image pairs. An adaptive selection of the neighborhood size might be requested for the masses of LaMI-FMST registrations. To further accelerate registration in the clinic, GPU implementations of aMI-FMST and LaMI-FMST can be a direction of future work.
For segmentation results of Table 2 , multi-scale ELSS descriptor has a great impact on the improvement. This is possibly due to the fact that local self-similarity feature may have a stronger discriminative power than the patch intensity feature. We have noticed that the deep learning features and sparse representation were applied to multi-atlas segmentation of prostate [17] . The growth degree of our method using 2D patch is close to unsupervised deep features proposed by Guo et al. Moreover, the preprocessing of the dataset, such as the bias field correction [45] and histogram matching, was not needed before our registration experiments. In the future, the use of more sophisticated label fusion models [46] , [47] with local self-similarity feature in 3D manner will be investigated.
In conclusion, compared with several standard approaches, the proposed method demonstrates the superior performance of registration and segmentation on prostate MR images.
