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Abstract
Social behaviour is a wide research area, it has been used in so many applications
and researches to help get a better understanding of human behaviour and their
habits and use this information to improve the qualities of human’s life and provide
a better, safer and easier life for the whole world.
This aspect of science along with location tracing has been subject of wide variety
of researches, including learning people’s routine and also detecting all kind of
anomalous or irregular behaviours, for both societies and individuals.
In this paper we try to use the advances in three area of social behaviour, location
tracking and data mining to detect anomalies in public areas. Regarding the
privacy problem of already existing technique of tracking, we investigated the
tracking techniques which can be privacy preserving and also suitable for group
tracking. Moreover we studied some of data mining technique and used data
mining classification method to detect anomalies in public areas. We defined two
case of anomaly for a metro station and our model is capable of detecting these
anomalies with high accuracy.
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Chapter 1
Introduction
The advances in WSN, WLAN and IT technologies have made an ideal and proper
foundation for better communication of human and machines. These technologies
are capable of gaining inclusive knowledge about their surrounding environment
and also they can notice and track activities around them. These information can
be used to learn people’s behaviour and communicate with them to bring them
safety and comfort. This field of study is rapidly growing. Already sensors, GPS,
Bluetooth, Wi-Fi and many other similar technologies have been used for this
purpose, pointing both individuals and groups.
Wireless signals was primarily used for transferring users information like emails,
voices, pictures and so on, but wireless signals carry lots of other information
about the environment they are passing by. Any change in the environment makes
changes to the wireless signals existing in the environment. Motions, proximity,
human activities and position of people and objects can be retrieved from these sig-
nals, thus they are ideal selection for localization and behaviour detection. By get-
ting these data both individuals and societies routines can be retrieved as normal
behaviours and any different pattern can indicate the occurrence of an anomaly.
These signals can be used to monitor the activity of both individuals and groups
and then with the use of social behaviour, normal and abnormal behaviours can
be specified for a desired environment.
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Wi-Fi Positioning uses Wi-Fi access points (APs) for localization. Over the past
several years tens of millions of APs using the 802.11 standard have been deployed
in houses, academic institutions, stores, public buildings and work offices, etc.
These APs send signals continuously, which announce their existence to the area
around them. The signals travel several hundred meters in all directions, therefore
in urban areas the signals often overlap due to high density of APs, which creates
an ideal condition for localization.
Wi-Fi can be used for non-invasive group tracking. Wi-Fi already exist in most of
the environments and it can travel through walls. Different technologies has been
proposed to use wireless networks for tracking and movement detection, like Wi-Vi,
Wi-Track, Radio tomographic, etc. Adib and Katabi (2013),Gu et al. (2009),Bocca
et al. (2013), Nannuru et al. (2011), Wilson and Patwari (2010) These techniques
are device-free and use Wi-Fi and sensors to detect movement and track people.
Although the techniques are device-free and privacy preserving, they have some
limitation. As an instance, the number of people they can detect and track is
limited to few persons maybe three or four at maximum. For example Wi-Track
can only track one person, Wi-Vi and Radio tomographic can track up to three
persons. Therefore these methods alone, are not suitable for our case as we are
interested in tracking groups of people and not individuals and in case of existence
of more than three people these methods are not useful alone for group tracking
and they should be combined with other techniques to track a group of more than
three people. However these methods has the advantage of being non-invasive as
users do not need to carry any device therefore the identity of people being tracked
is not specified and we just know there are some people in the place.
ArrayTrack is another technique which needs the user to connect to the network
and then the information retrieved from packets transmitted over network will be
used to track the target. These methods are suitable for group tracking but they
are not privacy preserving as the packets users send over network are used for
tracking. Xiong and Jamieson (2013)
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There are other types of technologies for human tracking base on RSS which make
use of statistical probability models to make the accuracy of localization methods
better. Ekaha is one of these techniques, which is a commercial wireless location-
sensing system that combines stochastic complexity, Bayesian networks and online
competitive learning, to provide positioning information through a central location
server.Liu et al. (2007)
1.1 Motivation
The wide variety of technologies has been used to track people and learning their
routine and behaviours including video, GPS, Bluetooth, proximity sensors and
also Wi-Fi. Among them GPS and video surveillance has been used mostly. How-
ever GPS doesn’t work properly in indoor environments and Video is not usable
at night and in darkness, also the privacy of users is another problem when using
video. Another applied wireless technology for tracking is Bluetooth which is not
that popular compared to Wi-Fi and GPS. Wi-Fi is the technology which has been
used widely nowadays in almost every environment including indoor and outdoor.
Although GPS is the most used technology for outdoors but it won’t work in in-
door cases. Wi-Fi instead can be used for both types of environments. Usually
the localization methods, find the position of people using their cell phones, worn
tags, etc. But privacy of people being tracked is one of the concerns of these track-
ing applications. Therefore getting information about location of users without
digging into their privacy and tracking them as a unique entity could be a chal-
lenge which in case of possibility, will provide us the ability of learning social and
group behaviour without worrying about people’s privacy. Wireless technologies
is one of the possible methods for this purpose, as signals will be influenced by
motion and movement when they are passing by an environment. In this work
we aim to investigate the possible tracking techniques which do not use people’s
private data to track them, also called device-free location tracking methods. Plus
we are interested in group tracking and not individual localization because indi-
vidual localization has been subject of many studies and has already improved
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a lot. Group tracking, in contrast has been less noticed. Therefore we aim to
analyse the tracked data from a group of people and use the main parameter of
a group, density, to build a model to catch some of abnormal behaviour in the
desired environment. The idea is quite new as tracking technologies mainly focus
on individuals and to best of our knowledge Wi-Fi location tracking has not been
used for detecting abnormal group behaviour so far.
1.2 Contribution
Localization addresses two categories, individuals and groups. Individual local-
ization has the application in smart houses, health care, security, etc. Learning
users’ behaviour in indoor environment has been main focus of many applications
lately. The existence of different types of sensors in houses and work environ-
ments provides the desired groundwork to detect and learn inhabitants bearings
and habits. Some of the studies in this field focused on tracking individuals spe-
cially low-entropy people using sensor networks. Kalra et al. (2013), Muhammad
Awais Azamy, Suryadevara et al. (2011) We have regard for all groups of people
as a group in public area include all type of people.
Kalra et al. (2013), deals with learning user’s daily behaviour using markov model;
it applies markov model in two level to first learn user’s habits and then correct
any misclassification of activities base on inter-activity transitions from the data.
The application is restricted to the presence of only one person in the background
as it uses non-intrusive sensors. Device free technologies which does not need users
to carry or wear any transmitter has the advantage of being user friendly and dis-
advantage of being dependant to the number of users present in the environment.
Therefore in this article has mentioned that for detecting more than one person
user should have a transmitter. Our work is different from these studies, for the
reason that our goal is to track and analyse a group of people and not individuals.
Video monitoring is the most used technology to track and detect abnormal be-
haviour in both indoor and outdoor environments, also for both individuals and
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groups and it has already applied in many application and has improved a lot
lately. (Brax et al., 2008, Khoudour et al., 2010, Li et al., 2014, Pellegrini et al.,
2009) are some of the studies and researches in this area. But people don’t like to
be watched and the privacy of those being tracked creates is an important concern.
Another group of localization techniques make use of mobile sensor data to detect
and learn long-term behaviour and dynamics of individuals and groups. In Farrahi
and Gatica-Perez (2008), Muhammad Awais Azamy, real-life data collected with
mobile phones is used to classify people’s daily routines including Social context
(given by person proximity information derived from Bluetooth), and physical
location information (derived from cell tower connectivity).
Cell towers are the other good resource for tracking as mobile phones can be
interpreted as sensors of human behaviour because they typically are owned by
one individual that carries them at almost all times and are used widely nowadays.
Neumann et al. (2013), uses urban sensors in order to detect and classify unusual
behaviour in the city using two sources, shared bicycling and cell tower activity.
They have successfully used bicycling station usage data to infer cultural and
geographic aspects of the city and predict future station usage behaviour, which
corresponds to human movement in the city.
0006 et al. (2012) also uses cell phones for localization, in this study the position
of a moving person carrying a smart phone is estimated, using both Wi-Fi finger-
printing and dead reckoning. Distance information calculated from the RSSI is
used for localization, plus Monte Carlo Markov Chain (MCMC) technique has been
applied to merge the Wi-Fi RSSI information and the DR measurements, since
the Wi-Fi RSSI, above a threshold, is not a proper method to get the distance.
Clayirci and Akyildiz (2002), presents a user mobility pattern protocol which pro-
vides a design for paging and location update in wireless systems. In addition
to the proposed protocol the paper studies the behaviour of mobile users to find
some pattern of their behaviour, for example, the regularity parameter which is
studied in this paper shows the pattern of different group of people including office
workers, housewives and sales people.The paper studies how regular each one of
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these groups are. Our work is related their work as we use wireless technology for
tracking and also we try to learn people’s behaviour.
1.3 Organization
The paper is organised as follows: In chapter 2, the background information about
location tracking and data mining is presented. In part 2.1, we explain the existing
location tracking techniques and a summary of their features and upsides and
downsides. Part 2.2, will provide a background about data mining techniques.
Chapter 4 explains the applied tools for modelling. In chapter 3 we describe the
structure of our application. Results and evaluation is discussed in chapter 5 and
finally, we conclude our work in chapter 6.
Chapter 2
Background
2.1 Wi-Fi
Tracking information measured by localization techniques provides us a good
source for group behaviour studying. Therefore we want to investigate some the
tracking methods which can be useful in this work. Location tracking technolo-
gies has developed a lot lately. So many technologies have already used for this
purpose including Wi-Fi, sensors, Bluetooth, GPS, video surveillance and so on.
But the privacy of people being watched has always been a considerable concern.
So we want to study the methods which are device free and make use of different
techniques like TOF (Time of Flight), LQI (Link Quality Indicator), RSSI (Re-
ceived Signal Strength Indicator), etc., to detect people presence in an area and
can track them without knowing any personal information about them. We focus
on studies which have used wireless technologies for tracking as wireless technolo-
gies, especially Wi-Fi, are used widely in almost every house and every indoor
environment these days and the tracking techniques using wireless technology is
rapidly growing.
7
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Figure 2.1
2.1.1 Passive device free
Passive device free Wi-Fi location tracking techniques focus on tracking moving
people, without requirement of people carrying a transmitter. One of investigation
in this field is the technique called Wi-Vi, which uses Wi-Fi for detecting people’s
gesture. The technique makes use of recent advances in MIMO communications
to remove the reﬄection from static items in the environment and make the re-
civerto focus only on the moving person. Also it uses ISAR technique, inverse
synthetic aperture radar, which tries to copy the behaviour of an antenna array
using movement of a person. In antenna array technique, the movement of a target
is measured by spatially spaced antennas as can be seen in figure 2.1, and then
these information will be used to find the position of the moving target. In ISAR,
only one reciver antenna is used to measure direction of movement but capturing
these measurement during time emulates the behaviuor of antenna array. Wi-Vi
is capable of detecting presense of people in an indoor place and can specify their
relative position.
Wi-Vi can detect up to three moving objects behind walls. The technique is device
free and doesn’t need the user to carry any transmitter. Therefore, this technique
can detect moving persons without any mobile phone or any transmitter so the
privacy of people being tracked is protected. It can distinguish 0, 1, 2, and 3
moving humans, and based on the trace of signals it can show whether users are
moving towards Wi-Vi or moving away from it. As paper’s result shows and can
Background 9
also be seen in table 2.1, with the accuracy of 100 percent, Wi-Vi can identify
whether there is 0 or 1 person in a room, and it can distinguish between 2 and 3
humans in 85 percent of the cases, but, in 15 percent of the trials, Wi-Vi confused
2 humans with 3 humans.Adib and Katabi (2013)
Detected
Actual
0 1 2 3
0 100% 0% 0% 0%
1 0% 100% 0% 0%
2 0% 0% 85% 15%
3 0% 0% 10% 90%
Table 2.1: Accuracy of moving humans detection using Wi-Vi.
Applying this method need special device (Wi-Vi device) as standard access points
can’t do the same job, plus technologies like Wi-Vi are contemporary and maybe
not available. On the other hand the method only detects up to three moving
persons and if the number of moving people increases then movements of these
people plus movement of part of their body(hands, feet, etc.) makes fuzzier signal
pattern which makes detection process harder. As we are interested in tracking
groups and not individuals therefore Wi-Vi or similar technologies alone, is not
sufficient and some other techniques should be combined to get desired result.
2.1.2 ArrayTrack
ArrayTrack is the new technology which utilizes MIMO and AOA techniques to
localize users in indoor environments. It utilize the ever-increasing number of
antennas at indoor APs to localize mobile users inside buildings. When a frame
is sent over network many ArrayTrack APs listen to the frame and the angle
of arrival data retrieved from the frame will be used to estimate user’s location
at a backend central server. Xiong and Jamieson (2013) states that ArrayTrack
is working accurately with different conditions like low SNR, collisions, different
client height and orientation. System’s accuracy is high as it can specify users’
location by median 57 cm and mean one meter precision when there are three
APs in the environment, and median 23 cm and mean 31 cm accuracy when using
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six APs. Based on evaluation of ArrayTrack in Xiong and Jamieson (2013), the
system can localize 95 percent of users by 90 cm. In terms of latency, the system is
fast as it takes 100 milliseconds to estimate user’s location. ArrayTrack is not non-
invasive as it needs to process client’s frames to make estimation of their location.
But it’s a proper choice for group tracking, like in the experiment they have used
41 clients to evaluate system and with 41 clients and precision of 95 percent within
90 cm, the system is a good choice for group tracking. However, the technique is
new and the system is not commercially available.
2.1.3 Multi target tracking using RF Sensor Networks
Radio Tomographic Imaging is the method to place movements inside a building,
it resembles the X-ray computed tomography which shows what is inside an object
without cutting into it. Therefore instead of x-ray this method applies radio waves
to understand what is going on inside a building. The changes in the measured
RSS of sensor networks, shows the presence of moving people or objects in the
environment. in other worlds RF tomography works based on the fact that moving
people or objects increase the variation and attenuation of wireless transmissions.
Wilson and Patwari (2010)
As a result, any change in RSS of any of n2 links between n nodes in the sensor
network will infer to a person crossing that link meaning someone is moving in the
environment.
Due to wide wavelength of radio waves, these signals can travel through walls,
providing them the ability to see movements inside a building. Therefore this
technique is a good method for device free tracking of people in indoor tracking
scenarios. This technique first applied to track only one person in Wilson and
Patwari (2010), and the most recent works using Radio tomographic has the ability
to track 3 or even 4 moving target in the area of one apartment or office. Bocca
et al. (2013) summarizes the features and improvements of current systems in this
field. RTI is a good choice for non-invasive scenarios where the privacy of people
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being tracked is an important concern however most of the systems have some
limitation like in some of them users should be separated with specific distances,
the environment should be uncluttered and number of people in the system should
be known. Bocca et al. (2013)
Therefore RTI’s application is limited to some cases like emergency, security and
some home automation purposes.
Based on the paper, the most recent systems has been able to localize up to four
mobile users with the accuracy of approximate 55 cm in an uncluttered indoor
area and they need quite high number of sensors in the area, as 30 sensors was
used in an area of 70 m2 and 24 nodes in an outdoor area of 50 m2 in Bocca et al.
(2013) and Nannuru et al. (2011) respectively.
2.1.4 WiTrack
Another device free tracking technique makes use of reflection of radio signals from
a human’s body. The tracking device has one antenna for receiving and three
antennas for sending. WiTrack knows the position of the receivers; therefore by
sending a radio signal and measuring the time it takes for signal to go to the object,
reflect and get back to each one of receivers it can estimate the three-dimensional
position of a moving object. The technique is categorized as fine-grained tracking
techniques as it can localize a moving user by median accuracy of 10 and 13 m for
line-of-sight and through-wall cases, respectively.
Furthermore, as a fine-grained technique which is able to estimate a 3D position
of a person, WiTrack can detect falling by detecting fast change in the height of
a person. Moreover, it can provide the coarse tracking of body parts, and can
specify the direction of a pointing hand by median error of 11.2 degree. Witrack
is capable of estimating the position of a user by accuracy of median 10 to 13 cm
for the x and y dimensions and 21 cm for the z dimension.
However, WiTrack has some limitations, it can only detect one moving person
at any time and if there are other people around, they should be out of device’s
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field of view or if they can be seen by device, they should be static. Also, for
detecting presence of a user, the person should be moving, because WiTrack cannot
differentiate between a static human and other static objects in the environment.
2.1.5 Localization using RSS
Measurement of RSS is one of the localization methods. The power present in a
received radio signal is measured as Received Signal Strength. Signalprint of a
transmitter consist of tuple of RSS values at different receivers. When a transmit-
ter moves, the received signal strength will changes, which results to a different
signalprint. Existence of multiple receivers increases the robustness of RSS based
techniques.
There are two ways to gather RSS data: Practical Data Collection and Theoretical
Data Generation Using Channel Models. War-walking or war-driving is used for
collecting data in practical method. In this way, the RSS data from the detectable
AP’s over the area is calculated and the tagged information is saved as RSS,
Location. In the latter method, channel models are used to calculate data. In this
way, the locations of the APs must be known to calculate a transmitter distance
from the receiver. Roberts and Pahlavan (2009)
tables in Gu et al. (2009) summarises different positioning techniques using wireless
personal networks.
One of the commercially available systems in this area is Ekahau. This positioning
system monitors the motion of Wi-Fi enabled devices and tags, using existing
indoor WLAN infrastructures. It can detect and position any Wi-Fi enabled device
using the triangulation positioning technique. To find the position of a target, it
makes use of the received signal strength indication values of the transmitted RF
signals recorded at different APs.
The technique is not expensive and it makes use of current network infrastructure.
The system is about 1m accurate, conditioning on existence of three or more
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overlapping APs. It consists of three parts. The first part is called site survey
which provides site calibration and shows the overlapping of the WLAN network
in users, SNR, data rate, the network coverage area. The other part is Wi-Fi
location tag, These tags can be attached to a target which is needed to be tracked
and then the RSS of RF signals is send to the third part of Ekahau system. This
part is positioning software which calculates the position of tags or any wireless
enabled devices. Gu et al. (2009)
Gu et al. (2009), Liu et al. (2007) provide a comparative study on the wireless
Indoor Positioning techniques and systems. The papers have issued in 2007 and
2009, respectively. They provide the description about different localization tech-
nique and also compare the features, advantages and disadvantages of systems
already studied. None of the techniques studied in this surveys are non-invasive
as non-invasive or device-free systems are new.
Therefore we tried to provide an addition study on the wireless Indoor Positioning
techniques, focusing on the device-free localization techniques. The tables 2.2 and
2.3 summarizes already studied systems and methods in the field of device-free
location tracking.
Moreover, we have studied some other methods, like ArrayTrack, which is not
device-free but it is a new technique and is capable of group tracking. As can be
seen in tables 2.2 and 2.3, the non-invasive methods are not suitable for group
tracking because at the best case, they can only detect or track three or four
persons.
Therefore, we conclude that to the best of our knowledge, the already existing
studies and systems in the field of device-free location tracking cannot support
tracking a group of more than three people and therefore, they are not suitable for
group tracking, unless they are used with some other techniques. In addition, none
the studied system which we mentioned in this work are commercially available.
Having said all, for the purpose of group localization, based on the survey, Liu
et al. (2007), one of the good option which has a good accuracy and is commercially
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available is Ekahau. Based on the Gu et al. (2009), Liu et al. (2007), Ekahau is
capable of tracking people with tag and also an Wi-Fi enabled devices. It should
also be noticed that each localization technique has its own upsides and downsides
and based on the environment and application, different method may be more
convenient.
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2.2 Data Mining
Advances in the computer technology and mass digital storage has led us to the
ability to store huge amount of data even the most tremendous ones like satel-
lite pictures, scientific data, text report and so on. With the help of structured
databases and database management systems (DBMS), it is possible to manage
large collection of data, manipulate them and retrieve the necessary information
whenever is needed.
However with ever growing size of data even the most efficient DBMS are not
sufficient for making efficient decisions. Nowadays we are dealing with all types
of information in tremendous dimensions, making it impossible for us to get any
useful knowledge from these raw data, therefore there is an essential need to have
some efficient methods for analysing and finding interesting patterns in our raw
data.
Data mining is part of knowledge discovery in databases (KDD) and although
these two usually known as the same thing, data mining is the main part of KDD
process.
KDD consist of different processes which will be executed on the basic data to
infer these data to some potentially worthwhile information. Figure 2.5 shows
these processes and as can be seen in figure 2.5, data mining is the main part
of KDD process. Data cleaning or cleansing is done on the data to eliminate
noises and not interesting information. Data integration and selection would be
responsible to unify different data sets and choose which data is most related to
the analyses we are doing and then if it’s needed some kind of transformation will
be done on the data to make them suitable for our desired mining method and the
main step includes data mining techniques which will be executed on information
to get interesting pattern. The result of this step is the model which is used to
analyse and predict future data.
Each one of these steps can be performed if there are needed, for example as
pre-processing part of data mining, data integration and cleansing can be done
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to create a data warehouse. First time that KDD process is done on one dataset
it can be repeated many times to improve evaluation and more selection and
transformation can be done, and also more resources can be combined to enhance
the result of model. Za¨ıane (1999)
2.2.1 Variety of data types
Theoretically data mining should be applicable to any kind of information store-
house, However based on type of data, the algorithms and approaches may be
different considering the fact that each algorithm provide better accuracy for some
type of information compared to the other types. Data mining is applied to differ-
ent kinds of databases, including object-relational and object-oriented databases,
relational databases, data warehouses, unstructured and semi-structured reposi-
tories such as the World Wide Web, transactional databases, and also advanced
databases such as multimedia databases, time-series databases, spatial databases,
textual databases, plus flat files. Some more details about some of these data
types:
• Flat files: The most common data source for data mining algorithms are
simple data files in text or binary format, like time-series data, transactions
or scientific measurements.
• Relational Databases: these types of databases provide more functionality
for the data mining algorithms using them. Relational databases are a set of
tables containing either objects or the relationship between objects. Tables’
columns correspond to the attributes of instances and rows will hold the
instances. SQL is the most commonly used query language for relational
databases which is able to retrieve and manipulate the data, plus doing some
calculation like finding average, sum, min, max, etc. Therefore, relational
databases provide extra functionality including, a structure of data and the
SQL query language for data mining techniques which can be used for data
selection, transformation and consolidation.
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• Data Warehouses: A data warehouse is a collection of data gathered from
multiple data sources, often with different types, which its aim is to have a
unified structure that allows interactive analysis. The data from the different
data sources with different types would be loaded, cleaned, transformed and
integrated together to provide a homogeneous structure. Therefore, A data
warehouse gives the option to analyse data from different sources in one
unique centre. Data warehouses are usually modelled by a multi-dimensional
data structure, to make decision-making process easier and provide multi-
dimensional views.
• Transaction Databases: A transaction database is a collection logs as trans-
actions, where each log has a time stamp, an identifier and a set of items.
For the reason that nested tables are not allowed in relational databases,
transactions are usually stored in flat files or two normalized transaction ta-
bles, one for the transactions and one for the transaction items, will be used
to store them. One of the data mining analyses which can be done on this
kind of data can be association rules to study associations between items
occurring together or in sequence are studied.
• Multimedia Databases: Through the high dimensionality of multimedia,
data mining of this kind of information is even more difficult. Different
techniques like computer vision, computer graphics, image interpretation,
and natural language processing methodologies may be needed to analyse
this information.
• Spatial Databases: Geographical information like maps and global or re-
gional positioning are stored in this type of repository. Due to the type of
Spatial Databases’ information, data mining of their content is a challenging
job.
• Time-Series Databases: Time related information like stock market data
or logged activities are stored in Time-Series repositories. These kinds of
databases usually need real time analysis since a continuous flow of new
data coming in. Therefore there is a need to study how variables change
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over time and correlation between these changes, as well as the prediction of
tendencies and movements of these variables over time.
• World Wide Web: The WWW consist of the wide variety of information; lots
of people every day publish information on the net; these information can
be video, text, audio or raw data; data mining in this field, also called web
mining, is comprised of content mining, pointing the content of the web, web
structure mining, covering relationship between information and web usage
mining, which focuses on when and how web information are accessed.
2.2.2 Data Mining Tasks
Generally there are two kinds of data mining tasks, descriptive data mining and
predictive data mining; the former describe the general properties of the existing
data and the latter attempt to do predictions using existing information.
Here is a summary of different data mining’s algorithms and the variety of knowl-
edge they can discover:
• Classification: Given a set of class labels classification analysis orders the
data into different classes. It is also called supervised classification, which
refers to the use of a training set where all objects are already associated
with known class labels and the classification uses these given class labels
to order the information and build a model. The produced model is used to
label future data.
• Association analysis: Association analysis constructs association rules. To
identify association rules two thresholds are used, support and confidence.
The support threshold is used to study the frequency of items occurring
together in transactional databases, and confidence is the conditional prob-
ability than an item appears in a transaction when another item appears.
This type of analysis is popular for market basket analysis.
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• Prediction: Two main types of prediction consist of either the prediction of
some unavailable data values or undetermined trends or the prediction of a
class label for some information. However, prediction more aims to forecast
the missing numerical values, or predict if an increase or a decrease is going
to happen in time related data. The major idea is to predict the future
values based on a large number of past values.
• Clustering: Clustering is also called unsupervised classification; it is like
classification as it orders data in classes. However it differs from classifi-
cation because unlike classification, in clustering, class labels are unknown
and clustering algorithm is responsible to find acceptable classes. The main
principle of clustering is to minimize the similarity between objects of dif-
ferent classes, also called inter-class similarity, and maximize the similarity
between objects in a same class which is called intra-class similarity.
• Outlier analysis: Outliers are the data which does not belong to any of given
class or cluster. Outliers in some applications may treated as noise and
discarded but identifying outliers is so important as they can show some
important knowledge in other applications, and in some domains analysing
these information is very significant.
• Evolution and deviation analysis: Evolution and deviation analysis tries to
research time related data that alter over time. Evolution analysis, models
the gradual change of data in time and deviation analysis studies the differ-
ences between measured values and expected values, and seeks to find the
cause of the deviations from the awaited values.
There are wide varieties of information around us, about us; our personal informa-
tion, our medical data and our job life all are recorded by government, hospitals
and doctors and the company we work. Where we go, what we do and what we
like is all recorded by our smartphones and social networks. Data mining make use
of different statistic and machine learning techniques to find relationship between
data in large datasets. When it comes to big data in addition to requirement
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Figure 2.4: Different type of information
Figure 2.5: data mining as part of knowledge discovery process
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for storing and managing data, finding the relationship between those data and
getting some useful pattern is also essential. These patterns are useful to predict
the future outcome of a desired system and also to analyse the data to infer them
to some meaningful information.
One of the data mining techniques is classification; In this technique a labelled
train data set is fed to classification algorithm and then the outcome model will
be used to predict the future output of system.
2.2.3 Supervised Learning
Supervised learning makes use of labelled dataset to find a relationship between
known input and known output to train the behaviour of system. Then based on
the created model, the output of system for new data can be predicted. In this
type of learning a classifier is created based on labelled instances and this classifier
is actually a set of if-then rules which shapes a tree connecting each instance to
its corresponding class label.
Wu et al. (2008) studies the most applied algorithms in data mining including
Naive Bayes, C4.5, kNN, k-Means, SVM, etc. These algorithms involve the most
noticed data mining techniques like clustering, classification, link mining, statisti-
cal learning and association analysis.
2.2.4 C4.5
C4.5 is grouped in classification techniques. In this algorithm a collection of in-
stances will be fed to the algorithm, each instance has some attribute and a class
label, the classifier which is build based on instances will be used to predict the
class label for new instances. C4.5 is a descendant of IDE and CLS, Wu et al.
(2008). Classifiers are generated in form of decision trees, but compared to its
ancestor, C4.5 represents it’s classifiers in a more understandable trees.
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Decision Tree: The main purpose of decision tree is to find the structure of data
in data sets. Here is the pseudocode for constructing trees.
C4.5 creates a primary tree and expands it applying divide-and-conquer algorithm
in this way:
• Assuming S as a set of Instances, if all the instances belong to the same class
or we have few instances then the most common value in S will be chosen as
the only leaf of classifier.
• Else, one of the attributes which has different class labels will be selected as
the root of tree with one branch for each of its different class labels as leaf
of the tree, then the same process will be executed for each child of the root.
Attributes can be nominal or numeric. In case of numeric, a threshold is specified
for the numeric attribute. This threshold is chosen by sorting our samples based on
the value of our numeric attribute and finding the point that splitting the set S will
result to the highest information gain. After creating initial tree, the algorithm
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will do pruning on the tree. Pruning will be done from children to the parent.
An estimated error is calculated for each one of leaves and then C4.5 uses these
estimated errors to decide which of its subtree should be pruned. for example for
a subtree, the algorithm sums up the estimated error of subtree branches and also
for the case that the subtree was a leaf, then if the estimated error of the branch
is higher than leaf, the subtree will be replaced by the leaf. Also if replacement of
subtree with one of its branches improves the performance the tree will be pruned.
2.2.5 Naive Bayes
One of the frequently used methods for supervised classification is Naive Bayes.
It is nontrivial as it does not need complicated iterative parameter estimation
schemes and It is easy to create and also It is easy to understand how it works.
Generally it works well for most of the application and provides robust classi-
fication. Naive Bayes is the mostly applied method for spam filtering and text
classification. These type of classification aims to identify an object’s class with
the use of a train dataset which includes a set of objects which class of every
object and variable vector of each object is known. So with the created rule and
knowing the vector variable of an new object, the class of object can be forecasted.
Therefore It’s one the popular methods for data mining.
Based on Bayes’s rule the probability of event H given evidence E is defined as:
P [H|E] = P [E|H]× P [H]
P [E]
(2.1)
Which P[H] is defined as priori probability of H which is the probability that event
H is seen before evidence E, and P [H|E] is a posteriori probability of event H,
states the probability of the event is seen after the evidence. Witten et al. (2011)
Then given E={e1, e2, ..., en} as an instance which components ei represent values
made on a set of n attributes and H as a class value, the probability of E belonging
to class H is:
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Figure 2.6: The process of Supevised Learning
P [H|E] = P [E1|H]× P [E2|H]× · · · × P [En|H]× P [H]
P [E]
(2.2)
The class value which has the highest posteriori probability, conditioned on E, will
be predicted by classifier as the sample’s class. As long as maximum probability
is assigned to the correct class, naive bayes classification doesn’t need accurate
probability estimates and therefore will work surprisingly well even when the in-
dependence requirement is disregarded.
Chapter 3
Modeling Tools
3.1 Weka
WEKA stands for the Waikato Environment for Knowledge Analysis. The main
goal of Weka was to provide researchers a unic workplace for accessing the most
contemporary and advanced machine learning techniques. In 1992 when the
project first initiated, there were so many algorithms in diffrent languages and
for different platforms, therefore the process of collecting all of them togethjer was
an overwhelming task. In addtion to providing algorithms Weka also presents a
framework for researchers to perform their own algorithms, whithout the need to
know anything about what infrastructure is required for scheme evaluation and
data manipulation. Being open source has helpped Weka a lot to develop to a
popular toolbox for machine learning and data mining, today it is one the most
accepted tools for both academic and bussiness data mining tasks. The workplace
supports algorithms for clustering, regression, attribute selection, classification
and association rule mining. The toolkit is easy to use beacause of its simple API
and It bring the users comfort of quickly try out and compare different machine
learning techniques on new provided data.
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3.1.1 History of Weka
In 1993 the WEKA project was funded by the New Zealand government. The goal
of project was mentioned as:
“The programme aims to build a state-of-the-art facility for developing techniques
of machine learning and investigating their application in key areas of the New
Zealand economy. Specifically we will create a workbench for machine learning,
determine the factors that contribute towards its successful application in the
agricultural industries, and develop new methods of machine learning and ways of
assessing their effectiveness.”
At first it was written in C including some evaluation routines written in Prolog,
and TCL/TK was used for user interface part. The abbreviation WEKA was cho-
sen in this period and the Attribute Relation File Format (ARFF) was developped
as data format for WEKA. An ARFF file describes a list of instances sharing a
set of attributes in ASCII format. The ARFF Format was created by the Machine
Learning Project at the Department of Computer Science of The University of
Waikato. The software first released publicly in 1996. The difficulty of software’s
maintanace brought WEKA’s developers to decision of rewriting the whole sys-
tem including implementations of the learning algorithms in Java. Therefor at the
middle of 1999,the java release of WEKA (WEKA 3.0) was published. Right now
WEKA 3.6 (released in December 2008) is the latest version of WEKA which is a
feature-stable version.
3.1.2 Explorer GUI
Several graphical user interfaces are provided by Weka toolkit which the main one
is the Explorer. The GUI has different tabs one for each type of data mining
techniques. It has a preprocessing tab which is used to load and filter the data.
Different way are supported in Weka to load data consisting of using diffrent
file formats like WEKA’s own ARFF format, CSV, C4.5’s format and LibSVM’s
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Figure 3.1: WEKA GUI
format. Also Open DB button can be used in case of using a database to extract
data.
3.1.3 Preprocessing
• Add classification: can be used to add the forcasts of a classifier to a new
collection of data.
• Add ID: to keep track of each data input an ID can added to attributes.
• Add values: in case of missing value this filter gives lables from a given list.
• Numeric to nominal: changes numeric attributes to nomail, gets all numeric
values and adds them to the list of nominal values of that attribute.
• Numeric cleaner: raplaces the value of a numeric attribute if it is too close
to specific value or if exceeds a predefined value.
• Interquartile range: based on interquartile ranges tags casees which contain
extreme values and outliers.
• Attribute reorder: alters the attributes order in a data set.
• Random subset: chooses a random subset of attributes.
• Partitioned multi-filter: excutes a provided set of filters to a corresponding
set of attribute ranges and combines them to a new data set.
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Figure 3.2: WEKA user interfaces
3.1.4 Experiment GUI
The other graphical user interface is “Experimenter”. The GUI makes the com-
parison of the predictive performance of different algorithms easier. Trials may
include many algorithms which are run over multiple collection of data. They
can also be spread over different compute nodes in a network to reduce the com-
putational load for each one of the nodes. After a trial has been set up, it can
be saved in binary form or XML, so in case that it is needed it can be revisited.
Command-line can also be used to run experiments are configured and saved. The
Experiment user inteface is perhaps used less frequently by data mining practi-
tioners,but it is often much easier to identify a suitable algorithm for a particular
dataset, or a set of datasets, using this GUI.
Chapter 4
Application
The tracked information generally has the attributes of Timestamp and the tagged
location. Based on what type of technique is used for positioning, the attribute
of the tagged place will be different, for example in case that users wearing a
tag, the format of the tracked information can be (Timestamp, Position, Tag Id),
which the location will be a positioned coordinate, based on a floor map. Another
scenario could be the case that the indoor environment is supplied with sensors
which movements of people will activate these sensors and therefore the way people
move in the place can be tracked. In this way the format of tracked data could
be a sequence of activated sensors as a user move from one side of a building to
another.
In this work we try to find parameters which are specific to a group of moving
people to understand how the movement of people will change the behaviour of
system and what kind of information we can get by group tracking. So we study
to see what kind of parameter group tracking can have and then we use this
information to make a labelled data set which will be given to Weka data mining
tool to classify the train data and build a model which can be used to predict the
future data. Therefore we try to understand the normal behaviour of our system
and then we try to teach this to our system that what is normal and whit is an
unusual pattern.
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Figure 4.1: The simple sample of tracked information
Density is one of the main parameters, when studying a group. By density we mean
how big the studying group is, also we want to know how group’s size change over
time and how these changes is related to daily routine of people. Then we can use
this information to label our data set specifying what are the routines and what
are the irregular behaviours.
As mentioned in chapter 2, different location tracking techniques can be used to
track people in both public and private environments. There are so many methods
for tracking people as we discussed some of them in chapter 2 and because we are
interested in tracking a group of people and not individuals, in each environment
one or a combination of tracking technologies may be used to have an efficient
tracking system capable of tracking a group of people. there are many techniques
which can be used to count the number of people in the environment, for example if
the tracking method make use of tags or cell phone’s MAC address for positioning,
then the tag Id’s or the phone’s MAC addresses can be used to calculate the density
in different time intervals or in different places in the environment. Plus we can
have the density information at different cells in the desired building or place. To
get the density, many technologies can be used like sensor Id, tag Id, Bluetooth
proximity, call logs and so on.
Figure 4.1 shows a sample of a tracking data set. Analysing the instances, give us
some information like density at any specific time and density at different places,
etc. In a building that each person has worn tag, the movements of these people
will be saved in the format of time and location. Each one these recorded location
detection correspond to one person.
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Figure 4.2: Density at a specific time
Figure 4.3: Density at different places
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Figure 4.4: Density at different places at each specific time
Figure 4.5: Density during day
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Figure 4.6: Change of density for a period of 20 days
Another attribute to check is that, how the density of group changes over time.
for example if we assume that the monitored area is a metro station, then in
time intervals which people go to work or school and when they get back home,
the density usually stays the same, because during these times less density change
happens. Also during midnight, people won’t use metro transportation that much,
so the density in an hour can be less than 10 persons. Then during these time
intervals, the population shows less change compared to normal hours.
For our application we tried to sample a dataset for a metro station, we have
sampled data based on some known patterns, for example we know that some
hour during the day, the metro transportation will be used more, like during the
time when people go to work, usually from 6 to 8, and when they get back from
work, sometime between 15 to 17. Also we assume that metro leaves every half
an hour during the day and every hour during night.
Figure 4.5 shows the sampled data set for one day, as can be seen in the figure,
the chart has two picks which corresponds to the period of time which density
is high as people most use metro during those times. The first quarter of graph
is more distributed compared to the rest of graph, and it represents the density
change during midnight which metro leaves every one hour and not half hour.
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Figure 4.7: The first trial result
The sampled data set is for a period of 20 days. Figure 4.6 shows how the density
changes over time in a period of 20 days.
To understand what this density values mean, we specify three nominal values,
low, medium and high. Based on the time in the day, these nominal values will
correspond to different values. As an instance, the low value could be a range
between 0 and 5 people, for one hour during night. But for crowded times, even
20 people in the station is labelled with low, because during these hour people
most use the metro so less than 20 people in the station in these hours, means
that the station is quite empty.
Therefore we label the data set with these nominal values and then we use classi-
fying methods to build a model to label future density data. We use Weka data
mining tool, chapter 3, for classification. We load the labelled data set to Weka
and we try to build our model using j48 technique.
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Figure 4.8: The accuracy of built model
Figure 4.9: The accuracy of the built model including the hour attribute
A
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Figure 4.10: The constructed decision tree
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At first we remove our time fields to see how Weka classifies the train data set in
general. Figure 4.7 shows the result of the constructed model as a j48 pruned tree,
as the tree shows the classifier has grouped the population of less than 10 people
as low density, the population of 9 to 29 as medium, and the population of more
than 49 people as high density, which is correct about how generally we categorized
data. However, for the range of 29 to 49 persons, the model has predicted different
labels, means that the model will predict population of 29 to 43 as high and 43
to 49 as medium. The reason of this misclassification is that the given label to
instances is based on the time during the day, because each label has different
range for different times during a day. Therefore for more accurate prediction, the
hour attribute is needed.
Figure 4.10 shows the built j48 tree for the second experiment when the hour
attribute is also used to build model. As can be seen in both figures 4.10 and ??,
the constructed tree is much bigger than the previous one, but the accuracy is
higher as it less misclassifies the instances. Figures 4.8 and 4.9 show the accuracy
result of both models and it can be seen that accuracy has increased from 85% to
91%.
The chart 4.12 shows predicted density for different population, in the charts the
vertical axis corresponds to the predicted nominal value and the horizontal axis
represents the population in the station. As the chart shows we have both medium
and high for the population of around 30 to 50, and the reason is that the given
label differs based on the time. therefore in this shared area, the green points,
high label, corresponds to the hours which the station is not that crowded and
the red points, medium labels, represents the crowded times. The same for the
shared area of blue and red points, low and medium, which the blue points in this
shared area represent the crowded times and red points shows the times when the
station is quite empty. As an example, for the population of about 10 to 20, we
have both labels of low and medium, because if in a day during the times that is
usually crowded, less than 20 people are in the station, then it means that the
station is not that crowded and will be labelled as low, but during night, having
20 persons in the station is normal and even close to high.
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Figure 4.11: The constructed decision tree
A rectangle in the charts shows an incorrect classified instance. When comparing
the two charts, we can see that many medium values have incorrectly classified as
high, red rectangles, which is including the time attribute in the classification will
decrease these misclassification and will increase the accuracy. The charts 4.13
displays how correctly the two experiments classify the instances.
In this work we want to learn the behaviour of a system and understand how a
group behave using the tracking information. We do some experiments to under-
stand what parameters a group has and how these parameters change over time
and what these attributes tell us about the environment. The main attribute re-
lating to a group is population and density. Therefore we try to analyse our data
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Figure 4.12: Density(numeric) versus Predicted Density, without hour at-
tribute(left one), including hour attribute(right one)
Figure 4.13: Density(nominal) versus Predicted Density, without hour at-
tribute(left one), including hour attribute(right one)
and use classification to see what this tracking information can tell us about the
environment.
We assume our application to be train or metro station and we want to simulate
this train station using data mining classification technique and a sampled data
set based on some known pattern.
As one of the anomaly cases we want to examine if it is possible to detect if the
metro is late using the trend in the population. In this experiment we try to use
classifier to detect late train anomaly during day. During the day, train leaves
every 30 minutes, during this half an hour, the population decreases when the
train leaves and again increases when it is close to time when train comes.
Considering this trend, one of the possible cases to detect, is when the density in
station is high and people are waiting for train, if the train is on time, the density
will decrease to medium or low. Otherwise, if the train’s latency is more than five
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minutes, the recorded density at next time interval will stay high. So in this case,
the change of density relating to time is different from its normal pattern which
is one of the cases that can tell us about an unusual event in the environment.
And one of the reason of this unusual pattern can be the train’s latency. If the
expected arrival time passes, and the density is still high, then it means the train
is late.
It is important to notice that we haven’t considered the holidays and other factors
that can be the reason of this unusual pattern. For example one of the other
reasons can be the scenarios when the density in the station is so high or when the
train is already full, so even after it leaves the station the density will stay high.
Moreover, we assume that train has maximum one or two minutes delay.
However, this different patterns can be the result of a special event like for example
if there is an exhibition once each month near the station then the pattern in those
days will be different from its normal cases, which it can be taught to the model
that in those dates this patterns are also normal. In our experiment we consider
time intervals during each day that the station is too crowded, therefore, usually
it is expected to have delay and it is normal to have high density even after train’s
departure.
Another different pattern or anomaly which can be detected using the tracked
information is to detect the existence of one person or a group of people during
the times when we don’t expect anyone in the station.
In our case, we assumed that the train works during the night and departures
every one hour and a density of low or even medium during night is normal but we
don’t expect high density at night, therefore any instance with the density of high
at night, will be labelled as anomaly. In a more real case, the are no train during
night and thus, the normal pattern will always be low density, and both medium
and high population will be recognised as anomaly.
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Figure 4.14
Figure 4.15
For our application we have built models using Weka, and then we loaded the
models to our java application, which uses these models to predict future instances
and detect anomalies. The source for the java examples is wek.
Figure 4.14 shows the sample code to get instances from an ARFF file. It is also
possible to read data instances from other sources like csv or from databases. By
default the last attribute is used by classifier for classification, so it should be spec-
ified in code that which attribute should be used for classification for example in
the code 4.16, testData.setClassIndex(testData.numAttributes()− classIndex)
sets the corresponding attribute’s index for classification.
The package weka.classifiers is used for classification. Based on which method
is planned to used, the command buildClassifier(trainInstances) can be used to
build the desired model. When building model, it is possible to set some options
for example to specify if the constructed decision tree should be an unpruned tree,
option −U can be used.
We can build classifier from a train dataset or load the already constructed models
and use them to predict future data. We have already constructed our models in
Weka, so we just load them to our java code to classify new instances.
So using the loadClassifier function, we load our model and then the classifyData
function is used to label the new data instances based on the model. The classi-
fyData function gets two parameters, the test instances that we want to predict
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Figure 4.16
Figure 4.17
and class index, which specifies which attribute should be used for classification.
The predict function, first labels the test instances using LateTrainAnomal model
and the applies the NightAnomaly model on this instances to predict the class
value for late night anomaly detection.
Using Weka it is also possible to access the if-then rules of the built classifier; the
constructed tree can be modified to provide some desired results. To get access to
the source code of the constructed models, through moreoption feature in Weka
Explorer,showed in figure 4.18, the outputsourcecode should be selected and then
after running the classification, the source code including if-then rules will be
accessible.
Application 45
Figure 4.18: accessing the classifier source code
Chapter 5
Experiments and Results
One of the experiments we aim to simulate is to see what knowledge the tracking
data can provide us about if the train is on time or not. In this experiment
we assume that the train is only one or two minutes late and not five minutes.
Therefore we have sampled some of our data with high density after the expected
arrival time and labelled this data with anomaly yes, and then we modelled the
system.
As can be seen in result, figure 5.2, the constructed model classifies correctly. Also
we see that during the peak hours which station is usually too crowded, the model
predicts the anomaly attribute as yes, most of the time. It makes sense since when
it is peak hours usually the train will be late; therefore most of the cases during
these hours have been labelled with anomaly of yes.
An improvement in this experiment can be to teach the model that for example
during crowded times, usually it is expected to have delays therefore it is normal
to have high density even after expected arrival time. So, we trained the model
again this time with new dataset which had no anomaly during crowded hours.
The decision tree 5.5, shows the improved late train decision tree which checks if
the time is between 15:00 and 17:00 then the high density is not anomaly.
Figure 5.1 shows the constructed decision tree. The accuracy of system can be
seen in figure 5.3 and in graph 5.4.
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Figure 5.1: The decision tree for late train detection
Figure 5.2: The visualization of the decision tree for late train detection
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Figure 5.3: The accuracy of the model
Figure 5.4: The visulization of correctly and incorrectly classified instances
Another case of anomaly could be the detection of unexpected number of people in
a place, for example in our application, at midnight we don’t expect a population
of 50 persons in the train station therefore the classifier can be trained to detect
this kind of anomalies. So we assume that a recorded density of high between 1:00
and 5:00 during midnight is an anomaly and we label the instances during this
time interval with density of high, as anomaly. Figure 5.6, shows the constructed
decision tree and as can be seen in the figure, the density of high during night
hours has been labelled with yes anomaly. The accuracy of the built model can be
seen in figure 5.7. The figure shows that 97 percent of instances has been classified
correctly.
Figure 5.8 shows the ARFF file containing the test data which we gave to our
java code to test how the program classifies the new instances. As can be seen in
the result, figure 5.9, the models predict instances correctly based on the expected
pattern. Some anomaly cases were detected, one for late night high density and
three cases for late train anomalies.
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Figure 5.5: The Decision Tree which classifies instances during crowded hours
as normal and not anomaly
Results 50
Figure 5.6: The Decision Tree
Figure 5.7: The accuracy of the model
Figure 5.8: The ARFF file containing test instances
Results 51
Figure 5.9: The prediction result of the two anomaly detection models
Chapter 6
Conclusion and Discussion
Monitoring and learning people’s behaviour is one of the crucial requirements at
the present time. Educating these behaviours helps to distinguish the important
properties in each environment and then based on how these properties change
over time and the values they can take, it will be possible to translate the changes
in the environment to normal and abnormal events.
Educating people’s actions, helps to know if a recorded pattern is a routine or
actually an anomaly and these patterns can be applied in many applications to
bring society a better, safer and easier life.
On the other hand the advances in tracking technologies, provides us a good source
about how people behave and how they usually act.
Therefore these two fields of study can get together to research what are the normal
routines in a desired environment and from that to detect abnormal behaviours in
the system.
In this paper we have studied the behaviour of people in a public place, using the
data provided by tracking technologies and investigated what information, these
tracking data can tell us about the monitored environment. Considering the fact
that so many information is recorded every day by localization techniques, we have
52
Conclusion and Discussion 53
a huge amount of data and we need data mining techniques to help us get some
useful and meaningful knowledge from the raw tracked data.
Therefore we made use of data mining techniques to process the tracked data and
to detect anomalies. In this work we used one of the main characters of a group
which is density, to detect anomaly in a metro station. We aim to detect some
anomalies like late train and the unexpected number of people in the station.
Furthermore, we have investigated the existing technologies and studies for group
tracking, also we have studied the current applied methods to find techniques
which are device-free. Based on what we studied, the current non-invasive tracking
technologies cannot track more than three people at any time and therefore we
concluded that existing device-free location tracking techniques should be used
with some other location tracking techniques to be suitable for group tracking.
6.0.5 Future Work
In this work we used density to study behaviour of a group. There are other
parameters relating to group which can provide us useul information about be-
haviour of a group, like regularity, speed, direction, etc. Future work related to
this thesis could be to work on these parameters to detect behaviour which are
different from normal patterns. Also we mainly focused on using classification for
anomaluy detection, other data mining methods can be used to study both normal
and abnormal patterns related to group tracking.
Appendix A
The source code for late night anomaly detection. By using this java code, it is
possible to access the built decision tree and modify the if then rules.
package weka.classifiers;
import weka.core.Attribute;
import weka.core.Capabilities;
import weka.core.Capabilities.Capability;
import weka.core.Instance;
import weka.core.Instances;
import weka.core.RevisionUtils;
import weka.classifiers.Classifier;
public class WekaWrapper
extends Classifier {
/**
* Returns only the toString() method.
*
* @return a string describing the classifier
*/
public String globalInfo() {
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return toString();
}
/**
* Returns the capabilities of this classifier.
*
* @return the capabilities
*/
public Capabilities getCapabilities() {
weka.core.Capabilities result = new weka.core.Capabilities(this);
result.enable(weka.core.Capabilities.Capability.NOMINAL_ATTRIBUTES);
result.enable(weka.core.Capabilities.Capability.NUMERIC_ATTRIBUTES);
result.enable(weka.core.Capabilities.Capability.DATE_ATTRIBUTES);
result.enable(weka.core.Capabilities.Capability.MISSING_VALUES);
result.enable(weka.core.Capabilities.Capability.NOMINAL_CLASS);
result.enable(weka.core.Capabilities.Capability.MISSING_CLASS_VALUES);
result.setMinimumNumberInstances(0);
return result;
}
/**
* only checks the data against its capabilities.
*
* @param i the training data
*/
public void buildClassifier(Instances i) throws Exception {
// can classifier handle the data?
getCapabilities().testWithFail(i);
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}
/**
* Classifies the given instance.
*
* @param i the instance to classify
* @return the classification result
*/
public double classifyInstance(Instance i) throws Exception {
Object[] s = new Object[i.numAttributes()];
for (int j = 0; j < s.length; j++) {
if (!i.isMissing(j)) {
if (i.attribute(j).isNominal())
s[j] = new String(i.stringValue(j));
else if (i.attribute(j).isNumeric())
s[j] = new Double(i.value(j));
}
}
// set class value to missing
s[i.classIndex()] = null;
return WekaClassifier.classify(s);
}
/**
* Returns the revision string.
*
* @return the revision
*/
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public String getRevision() {
return RevisionUtils.extract("1.0");
}
/**
* Returns only the classnames and what classifier it is based on.
*
* @return a short description
*/
public String toString() {
return "Auto-generated classifier wrapper,
based on weka.classifiers.trees.J48 (generated with Weka 3.6.11).\n" +
this.getClass().getName() + "/WekaClassifier";
}
/**
* Runs the classfier from commandline.
*
* @param args the commandline arguments
*/
public static void main(String args[]) {
runClassifier(new WekaWrapper(), args);
}
}
class WekaClassifier {
public static double classify(Object[] i)
throws Exception {
double p = Double.NaN;
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p = WekaClassifier.N15e1b180(i);
return p;
}
static double N15e1b180(Object []i) {
double p = Double.NaN;
if (i[0] == null) {
p = 1;
} else if (((Double) i[0]).doubleValue() <= 5.0) {
p = WekaClassifier.N144ce971(i);
} else if (((Double) i[0]).doubleValue() > 5.0) {
p = 1;
}
return p;
}
static double N144ce971(Object []i) {
double p = Double.NaN;
if (i[2] == null) {
p = 0;
} else if (i[2].equals("high")) {
p = 0;
} else if (i[2].equals("medium")) {
p = 1;
} else if (i[2].equals("low")) {
p = 1;
}
return p;
}
}
The source code for late train anomaly detection. The if then rules can be accessed
through this code.
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package weka.classifiers;
import weka.core.Attribute;
import weka.core.Capabilities;
import weka.core.Capabilities.Capability;
import weka.core.Instance;
import weka.core.Instances;
import weka.core.RevisionUtils;
import weka.classifiers.Classifier;
public class WekaWrapper
extends Classifier {
/**
* Returns only the toString() method.
*
* @return a string describing the classifier
*/
public String globalInfo() {
return toString();
}
/**
* Returns the capabilities of this classifier.
*
* @return the capabilities
*/
public Capabilities getCapabilities() {
weka.core.Capabilities result = new weka.core.Capabilities(this);
result.enable(weka.core.Capabilities.Capability.NOMINAL_ATTRIBUTES);
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result.enable(weka.core.Capabilities.Capability.NUMERIC_ATTRIBUTES);
result.enable(weka.core.Capabilities.Capability.DATE_ATTRIBUTES);
result.enable(weka.core.Capabilities.Capability.MISSING_VALUES);
result.enable(weka.core.Capabilities.Capability.NOMINAL_CLASS);
result.enable(weka.core.Capabilities.Capability.MISSING_CLASS_VALUES);
result.setMinimumNumberInstances(0);
return result;
}
/**
* only checks the data against its capabilities.
*
* @param i the training data
*/
public void buildClassifier(Instances i) throws Exception {
// can classifier handle the data?
getCapabilities().testWithFail(i);
}
/**
* Classifies the given instance.
*
* @param i the instance to classify
* @return the classification result
*/
public double classifyInstance(Instance i) throws Exception {
Object[] s = new Object[i.numAttributes()];
for (int j = 0; j < s.length; j++) {
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if (!i.isMissing(j)) {
if (i.attribute(j).isNominal())
s[j] = new String(i.stringValue(j));
else if (i.attribute(j).isNumeric())
s[j] = new Double(i.value(j));
}
}
// set class value to missing
s[i.classIndex()] = null;
return WekaClassifier.classify(s);
}
/**
* Returns the revision string.
*
* @return the revision
*/
public String getRevision() {
return RevisionUtils.extract("1.0");
}
/**
* Returns only the classnames and what classifier it is based on.
*
* @return a short description
*/
public String toString() {
return "Auto-generated classifier wrapper,
based on weka.classifiers.trees.J48 (generated with Weka 3.6.11).\n" +
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this.getClass().getName() + "/WekaClassifier";
}
/**
* Runs the classfier from commandline.
*
* @param args the commandline arguments
*/
public static void main(String args[]) {
runClassifier(new WekaWrapper(), args);
}
}
class WekaClassifier {
public static double classify(Object[] i)
throws Exception {
double p = Double.NaN;
p = WekaClassifier.N1ab43cb2(i);
return p;
}
static double N1ab43cb2(Object []i) {
double p = Double.NaN;
if (i[2] == null) {
p = 1;
} else if (i[2].equals("high")) {
p = WekaClassifier.Nefec433(i);
} else if (i[2].equals("medium")) {
p = 1;
} else if (i[2].equals("low")) {
Appendix A. Appendix Title Here 63
p = 1;
}
return p;
}
static double Nefec433(Object []i) {
double p = Double.NaN;
if (i[1] == null) {
p = 1;
} else if (((Double) i[1]).doubleValue() <= 0.0) {
p = 1;
} else if (((Double) i[1]).doubleValue() > 0.0) {
p = WekaClassifier.N18036ad4(i);
}
return p;
}
static double N18036ad4(Object []i) {
double p = Double.NaN;
if (i[1] == null) {
p = 0;
} else if (((Double) i[1]).doubleValue() <= 5.0) {
p = 0;
} else if (((Double) i[1]).doubleValue() > 5.0) {
p = WekaClassifier.N85c1a85(i);
}
return p;
}
static double N85c1a85(Object []i) {
double p = Double.NaN;
if (i[1] == null) {
p = 1;
} else if (((Double) i[1]).doubleValue() <= 30.0) {
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p = 1;
} else if (((Double) i[1]).doubleValue() > 30.0) {
p = WekaClassifier.N16d19956(i);
}
return p;
}
static double N16d19956(Object []i) {
double p = Double.NaN;
if (i[1] == null) {
p = 0;
} else if (((Double) i[1]).doubleValue() <= 35.0) {
p = 0;
} else if (((Double) i[1]).doubleValue() > 35.0) {
p = 1;
}
return p;
}
}
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