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a b s t r a c t
In this paper we develop an efficient analytical expansion of the cumulative distribution
function (cdf) XBXt where X = (X1, . . . , Xn+1) with n ≥ 2, follows a multivariate power
exponential distribution (MPE). Our approach provides a sharp estimate of the cumulative
distribution function of a quadratic form of MPE, together with explicit error estimates.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The estimation of the cumulative distribution function of a nonlinear function of a continuous random vector X =
(X1, . . . , Xn+1) needs the computation of a multiple integral over a manifold of Rn+1. Computing integrals is a basic need in
many areas of mathematics and applied sciences. It is a common experience that some integrals can be calculated by hand,
obtaining a closed formula, while others cannot be reduced to a simple expression. This fact is at the origin of numerous
approximation techniques for integrals, such as quadratures, series expansions, Monte Carlo methods etc. The motivation
for this study comes mainly from applications in economics (see [1,2]), statistics, probability theory and wherever such
integrals arise.
As mentioned in Jaschke, Klüppelberg, Lindner [3], the quadratic forms Q (X) = XBXt + K , where K is a constant,
X is a random vector, B is a (n + 1) × (n + 1)-dimensional symmetric matrix and Xt denotes the transpose of X of a
Gaussian vector, play an important role in many areas of probability theory and statistics. These quadratic forms appear
in (central and noncentral) χ2-statistics, likelihood ratios, risk management and power spectra, which are used in many
different applications and models throughout statistics. Traditional applications include the study of bone lengths in vivo
using X-ray stereography [4] as well as numerous applications in communication theory cited by [5,6]. This classical topic
in probability theory is also discussed in Ruben [7] and Kotz, Johnson and Boyd [8], Stein [9], Wong [10] and Fang et al. [11].
Generally, based on the Gaussian distribution assumption of X several approaches to the approximation of the quantiles
of the distribution ofQ (X) have appeared and the literature includes series expansions (Mathai and Provost [12]), numerical
Fourier inversion (Imhof [13], Rice [14]) and moment matching (see [15] for references). The two approaches currently
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used in practice, and which in principle can achieve any desired accuracy, are numerical Fourier inversion and Monte
Carlo simulation. The Fourier inversion method starts with the characteristic function associated with the quadratic form
and its inversion is investigated theoretically as well as numerically in [16]. A modified approach using Fourier inversion
is presented in [15]. Our main focus in this paper is to develop asymptotic expansions of the cumulative distribution of
the random variable Z = Q (X) and X ∼ MPEn+1(0,V, β) using tools more akin to those explored in [17] and Sadefo
Kamdem et al. [18–20]. In fact our work can be seen as an expansion, in particular to the case where the vector X follows
the multivariate power exponential distribution (MPE). This paper is concerned with the efficient sharp bounds estimates
of the cumulative distribution function (cdf) XBXt where X = (X1, . . . , Xn+1) follows a multivariate power exponential
distribution or (MPE) introduced by Go´mez et al. [21]. The MPE has proved useful to model random phenomena whose
distributions have tails that are thicker or thinner than those to the normal distribution, and so to supply robust alternatives
to many statistical procedures. The philosophy is the same as in Brummelhuis et al. [17], where such an asymptotic formula
was derived in the case of normal distribution.
Why would one want to derive explicit analytic approximations to a quadratic form of random vector (QFRV), when
simple Monte Carlo will in principle compute this with any given precision? There are in fact a number of good reasons
for wanting to do so. First of all, Monte Carlo, even when combined with various variance reduction and/or importance
sampling techniques, can be notoriously slow for large value of V. By contrast, explicit analytical expressions can in general
be computed almost instantaneously, and would allow for real-time evaluation of QFRV. Another drawback of Monte Carlo
is that it the answers it provides lack transparency as regards their dependence on the various model parameters, whether
these are statistical parameters underlying the QFRV model. As a consequence, it becomes doubtful even whether a very
precise Monte Carlo computation for a given set of parameters is meaningful, and a priori more useful and reliable than an
approximate analytic answer. Doing this by Monte Carlo would involve massive computations, and therefore likely to be
unfeasible in practice. On the other hand, explicit analytical expressions, even if approximate or providing bounds only, will
easily permit such an analysis.
An alternative rigorous analytical approach to CDF of QFRV for estimating Value-at-Risk (VaR) was proposed by
[22,23]. They observed that, assuming Gaussian risk factors, the characteristic function can be explicitly computed.
Numerical Fourier-inversion will then yield the cdf and, consequently, its quantiles or VaR. This method was extended
to jump–diffusions in [24]. Note that it is only semi-explicit, in that it still requires the numerically non-trivial step of
Fourier inversion (although good algorithms are available for this). This would be a disadvantage for analyzing parameter-
dependence.Moreover, explicit computation of the characteristic function is only possiblewhenXt is normally distributed1,
and the method does not generalize to the non-Gaussian risk-factors we are considering here. See also [20].
Suppose that we dispose of some probabilistic model for X, and that we need to know the cumulative distribution
function:
FB(V ) = P
(
XBXt + K ≤ V ) , (1)
=
∫
{xBxt≤V−K}
fX(x)dx (2)
P standing for the objective probability, B is a (n+ 1)× (n+ 1) non-singular matrix and the real V is large. Here, and below,
we will use the following notational conventions for vectors and matrices: x = (x1, . . . , xn+1) and X = (X1, . . . , Xn+1)will
designate row vectors, and their transposes xt ,Xt will therefore be column vectors, on which matrices like B = (bij)i,j act by
left multiplication
As of now we assume that Xt has a centered multi-variate power exponential distribution or MPE, with parameter β . That
is, Xt has probability density of the form:
fX(x) = Cβ,n+1√
det(V)
exp
(−cβ,n+1(xV−1xt)β/2) , (3)
where β > 0 and where V is a positive definite matrix; V will precisely be X’s variance–covariance matrix, provided we
choose the normalization constants Cβ,n+1 and cβ,n+1 as
cβ,n+1 =
 Γ
(
n+3
β
)
(n+ 1)Γ
(
n+1
β
)
β/2 , (4)
and
Cβ,n+1 = β2pi (n+1)/2
 Γ
(
n+3
β
)
(n+ 1)Γ
(
n+1
β
)
(n+1)/2 Γ ( n+12 )
Γ
(
n+1
β
) , (5)
1 To include jumps, [24] first condition on the number of jumps.
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cf. Appendix. Multivariate power distributions with β < 2 should be seen as an alternative to multi-variate t-distributions,
possessing like these heavier-than-Gaussian tails.
Our main task will then be to compute FB(V ). This is still a non-trivial problem if we are looking for an analytic solution
(which we are, for though Monte Carlo works faster high-dimensional integrals). Our strategy will be to approximate FB(V )
for large values of V by an explicit analytic expression, with explicit error bounds.
To state our main result, we need to introduce a certain amount of notation. Write the variance–covariance V as
V = HHt ,
where we can for example take H upper- or lower-triangular, in which case this is the Cholesky decomposition (another
possibility would of course be to take the spectral square-root, V1/2, and one chooses whichever can be computed fastest).
Next introduce the sensitivity-adjusted variance–covariance matrix, HBHt , which we diagonalize:
HBHt = OAOt , (6)
with O orthogonal, and A diagonal. It is also important to observe that HBHt is not necessarily definite, except if B is. We
can write A as
A =
(−D−n− 0
0 D+n+
)
,
where n− + n+ = n+ 1 and
Dn =
a

1 . . . 0
0
. . . 0
0 . . . an
 ,  = ±,
with a+j , a
−
j ≥ 0 for all j. We will from now on suppose that HBH is non-singular, with strictly negative lowest eigenvalue
of multiplicity 1:
− a−1 < −a−2 ≤ · · · ≤ −a−n− < 0 < a+1 ≤ · · · ≤ a+n+ . (7)
Using these data we define a constant Apc by
Apc := 2β− n2−1(2pi)n/2c−
n+1
β
β,n+1Cβ,n+1
(a−1 )
n
2√
n−∏
2
(a−1 − a−j )
n+∏
1
(a−1 + a+j )
. (8)
Definition 1.1. The principal component approximation FB,pc(V ) to FB(V ) is defined to be:
FB,pc(R) = ApcΓ
n+ 1
β
− n
2
,
 R√
a−1
β , (9)
where V and R are related by R2 = c2/βn+1,β(−V + K).
As we will presently see,
FB(V ) ' FB,pc(V ), V = K − c−2/βn,β R2 →∞.
Amajor pre-occupation of this paper will be to obtain as precise an estimate as possible for the error. To this effect we next
introduce
λmin(Q ) := β
(a−1 )
β
2
min
(
a−1
a−2
− 1, a
−
1
a+n+
+ 1
)
; (10)
as the notation already indicates, λmin(Q ) is the smallest eigenvalue of a certain auxiliary matrix which will be introduced
in the proof of the main theorem below. Furthermore, given a γ such that 0 < γ < 1, we let
R2γ := min
(
1
(a−1 )
β
2
4β(1− γ )
|2− β| ,
λmin(Q )
2
)
. (11)
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Using these we now introduce three further constants K±1 , K
±
2 and K
0, whichwill turn up in the estimate for the error term.2
These will involve a further choice of a parameters ε and λ0, and of a C1 cut-off function g : R≥0 → R such that 0 ≤ g ≤ 1,
supp g ⊆ [0, 1] and g(s) = 1 on a neighborhood of 0. Let
K±1 := n(a−1 )−
β
2 ·
( √
2
λmin(Q )
·
(
1+ ‖g
′‖∞
R2γ
)
+ ‖g
′‖∞
R2γ
)
. (12)
and
K±2 :=
√
2n(n+ 2)(a−1 )−
β
2
(
2− β
8β
)
γ−
n
2−2. (13)
For any explicit computations we will take for g a member of the family of functions ga (0 < a < 1), defined by
ga(x) =

1 si x ≤ a
1− 1
2
(
2
1− a
)2
(x− a)2 si a ≤ x ≤ a+ 1
2
1
2
(
2
1− a
)2
(x− 1)2 si a+ 1
2
≤ x ≤ 1
1 si x ≥ 1;
(14)
a is left as a further free parameter. Note that ga = 1 on [0, a], and that ‖g ′a‖∞ = 21−a , which is the only information we
really need.
To define our third and final constant, K 0 = K 0(ε, λ0), let 0 < ε < 1 and λ0 > 0, and introduce
nε := (1− ε)
(
(a−1 )
−1 + β−1a(a−1 )
β
2 −1R2γ
) β
2 + ε(a−1 )β/2. (15)
Then:
K 0 := β−1pi n+12 (cβ,n+1nε)−
n+1
β Cβ,n+1
eελ0(a
−
1 )
−β/2
(ελ0)n/β
×
2‖|A|−1‖1/2Γ
(
n+β
β
)
Γ
( n+1
2
) + 2|n− − n+| + 10
β(ελ0)1/β
Γ
(
n+1
β
)
Γ
( n+1
2
)
 . (16)
The matrix norm is of course simply ‖|A|−1‖ = max
(
1/a−n− , 1/a
+
1
)
.
The origin of all these constants will become clear from the proof. For practical purposes, what is important is that,
although complicated in appearance, they can straightforwardly be computed from A, for any choice of γ , ε, λ0 and a
(limiting ourselves to g ’s given by (14)).
We now state the main result of this paper. Recall the definition of the incomplete Γ -function:
Γ (z, w) =
∫ ∞
w
e−ssz−1ds. (17)
Then:
Theorem 1.2. Suppose that β ≤ 2. Given V < K , let
R2 := c2/βn+1,β(−V + K). (18)
Then
FB,pc(R)− EL(R) ≤ FB(V ) ≤ FB,pc(R)+ EU(R), (19)
with
EL(R) = Apc ·
K±1 Γ
n+ 1
β
− n
2
− 1,
 R√
a−1
β+ (a−1 ) βn4 Γ ( n2 , R)
Γ
( n
2
) Γ
n+ 1
β
,
 R√
a−1
β , (20)
2 The choice of the sub- and superscripts was made to facilitate keeping track of the constants in the various proofs below, as will become clear in
Sections 2, 4 and 5.
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for all R > 0. Moreover, if Rβ ≥ λ0, we can take
EU(R) = Apc ·
K±1 Γ
n+ 1
β
− n
2
− 1,
 R√
a−1
β+ K±2 Γ
n+ 1
β
− n
2
− 2,
 R√
a−1
β
+ K 0Γ
(
n+ 1
β
, nεRβ
)
. (21)
Remark 1.3. Although this is perhaps not clear at first sight, (19) is a one-term asymptotic expansionwith remainder, in the
sense that themain termwill dominate the error terms for sufficiently large R. For sinceΓ (z, w) = wz−1e−w+O(wz−2e−w)
asw→∞, it follows that
Γ (z − k, w)
Γ (z, w)
' w−k → 0, w→∞,
which shows that the terms involving K±1 and K
±
2 have a relative decay, with respect to the principal term, of (R/
√
a−1 )−1
and (R/
√
a−1 )−2, respectively. The second term on the right hand side of (20) has a relative exponential decay, due to the
Γ (n/2, R) in front. The same is true for the final term of (21), since for any k, η > 0,
Γ (z, (1+ η)w)
Γ (z − k, w) ' w
ke−ηw, w→∞.
It then suffices to apply this with z = (n+ 1)/β , k = n/2 and η = nε − (a−1 )−β/2 > 0.
Remark 1.4. If we expand the incomplete Γ -function of the main term in (19), we find that, asymptotically as R =
c1/ββ,n+1
√
(−V + K)→∞,
FB(V ) ' ApcΓ
n+ 1
β
− n
2
,
 R√
a−1
β
' Apc
 R√
a−1
n+1−
nβ
2 −β
e−(R/
√
a−1 )β .
If β = 2, then
Apc,β=2 = 1√
pi
(a−1 )n/2√
∆(A)
,
where we have put
∆(A) :=
n−∏
2
(a−1 − a−j )
n+∏
1
(a−1 + a+1 ),
and therefore, in the case of normally distributed risk factors,
FB(V ) ' 1√
pi
(a−1 )n√
∆(A)
Γ
(
1
2
,
R2
a−1
)
' 1√
pi
(a−1 )(n+1)/2√
∆(A)
e−R2/a
−
1
R
, R = √−V + K .
This is essentially theorem 4.2 of [17] (with n replaced by n + 1), except for two errors in the statement of that theorem,
which we take the opportunity to correct here: the numerical factor in the constant C0 of that theorem should have been
pi−1/2 instead of 2(2pi)(n−1)/2, and the exponent should have read exp(−R2/a−1 ) instead of exp(−R2/2a−1 ).
Keeping the incomplete Γ -functions, instead of expanding them using their own asymptotic expansions, a priori leads
to a more accurate approximation, even when β = 2.
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Remark 1.5. Once we have fixed λ0, we can look for a ε ∈ (0, 1) which minimizes K 0(ε, λ0). An alternative approximate
analytic procedure, which works when RL(p)β > n(a−1 )β/2/β , would be to choose
ελ0 = (a−1 )β/2
n
β
, (22)
which minimizes part of K 0. This is allowed as long as 1 > ε = n(a−1 )β/2/βλ0 = n(a−1 )β/2/βRL(p)β , hence the condition
above. With this choice of ελ0, K 0 then becomes, very explicitly,
K 0 = β−1pi n+12 (cβ,n+1nε)− n+1β Cβ,n+1(a−1 )− n2 (βn
) n
β
e
n
β
×
2‖|A|−1‖Γ
(
n+β
β
)
Γ
( n+1
2
) + 2|n− − n+| + 10
β
(a−1 )
−1/2
(
β
n
)1/β Γ ( n+1
β
)
Γ
( n+1
2
)
 ,
an expression which, due to the nn/β in the denominator, will tend to 0 as the dimension n tends to infinity. This suggests
that for large nwe can sometimes simply leave out the term involving K 0 from EU(R).
There is further scope for minimization of the error terms over the other two parameters, γ and a, both restricted to
(0, 1).
2. Probability distribution of a quadratic form of X
If X as a multi-variate MPE distribution, then
FB(V ) = C
∫
{K+xBxt≤V }
e−c(xV
−1xt )β/2 dx√
det(V)
(23)
where C = Cβ,n+1 and c = cβ,n+1 are the two normalization constants (4) and (5). We decompose V as V = HHt , and let
HBHt = OAOt with O orthogonal, and A diagonal, cf. (6). After some elementary changes of variables, (23) becomes
C
∫
{(|x+|2−|x−|2)≤−(−V+K)}
e−c(x|A|
−1xt )β/2 dx√
det(A)
(24)
(note that detA = det(HBHt) = det(B) det(V)). Here x = (x+, x−) is the decomposition of Rn+1 into the positive,
respectively negative subspace of HBHt using its eigenbasis. After a further change of variables x → c−1/βx in (24) we
arrive at the following expression for FB,which will be the starting point of our analysis:
FB(V ) = C ′
∫
{|x−|2−|x+|2≥R2}
e−(x|A|
−1xt )β/2dx, (25)
with
C ′ = c− n+1β · C√
det(A)
(26)
and
R2 := c2/β(−V + K), (27)
and where will assume from now on that−V + K ≥ 0.
The next step will be to rewrite (25) as an integral of surface integrals over the level sets of the function η(x), defined on
{x : |x+| < |x−|} by
η(x) =
√
|x−|2 − |x+|2.
Observe that the region of integration of (25) is included in the domain of η. Recall that a Liouville form of η is, by definition,
any n-form Lη satisfying
dη ∧ Lη = dx1 ∧ · · · ∧ dxn+1.
Although a Liouville form is not unique, its restriction to any level set {x : η(x) = r} of η is.3 A classical choice for Lη is:
Lη = 1|∇η|2
n+1∑
j=1
(−1)j−1 ∂η
∂xj
dx1 ∧ · · · ∧ [j] ∧ · · · ∧ dxn+1, (28)
3 The restriction of a Liouville form should be carefully distinguished from the induced (Euclidean) surface measure on the level set, which is obtained
by dividing Lη by the length of the gradient of η.
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|∇η| being the Euclidean norm of the gradient of η, and the symbol [j] meaning that the term dxj is deleted. Another possible
choice, valid there where ∂η/∂x1 6= 0, is
Lη =
(
∂η
∂x1
)−1
dx2 ∧ · · · ∧ dxn+1. (29)
Both formulas will be used in this paper. As mentioned, although different as forms onRn+1, the restrictions of (28) and (29)
on any level-set of η coincide.
We now have, for any integrable function g = g(x), that∫
{η(x)≥R}
g(x)dx =
∫ ∞
R
(∫
{η=r}
g(x)Lη(x)
)
dr.
Applying this to (25), and using that Lη is homogeneous of order nwith respect to multiplication by r (that is, φ∗r (Lη) = rnLη ,
where φr(x) = r · x and where the ∗ indicates pull-back: this follows from η being homogeneous of degree 1), we see that
the integral (25) can be written as
FB(V ) = C ′
∫ ∞
R
rn
(∫
{η(x)=1}
e−r
β (x|A|−1xt )β/2Lη(x)
)
dr. (30)
Letting
Σ := {x : η(x) = 1}, (31)
our strategy will be to first derive an asymptotic formula with explicit error estimate for
I(λ) :=
∫
Σ
e−λ(x|A|
−1xt )β/2Lη(x), (32)
as λ→∞. From this an asymptotic formula for (30) will follow, simply by taking λ = rβ , and integrating from R to∞.
Recall our hypothesis (7) on the eigenvalues of A, and in particular our assumption that −a−1 , the lowest eigenvalue of
A, is of multiplicity 1. By classical theory, the main contribution to the integral (32) as λ→∞will come from those points
on the surface Σ where the function x|A|−1xt has an absolute minimum. Stationary points of a function on Σ = {η = 1}
are simply points ofΣ where the gradient of the function is proportional to the gradient of η(x), and one easily verifies that
x|A|−1xt attains its absolute minimum on Σ in the two points (±e−1 , 0) ∈ Rn− × Rn+ , where e−1 := (1, 0, . . . , 0) ∈ Rn− .
We next write (32) as a sum three integrals, using a C2 partition of unity χ+ + χ0 + χ− = 1 onΣ , where 0 ≤ χ±, χ0 ≤ 1,
and where χ± = 1 near (±e1, 0) (implying that (±e−1 , 0) 6∈ supp(χ0)):
I(λ) = I−(λ)+ I0(λ)+ I+(λ) (33)
with
Iν(λ) =
∫
Σ
χν(x)e−λ(x|A|
−1xt )β/2Lη(x), ν = ±, 0. (34)
The supports of the χν will be chosen in a special way related to the local geometry of the phase function near the two
critical points. The main step in our analysis will be to determine the contribution of the two absolute minima in (±e−1 , 0).
By symmetry, it suffices to concentrate on one of these, say (e−1 , 0) (provided we of course also choose χ± symmetrical).
Using x′ = (x′−, x+) := (x2,−, . . . , xn−,−, x1,+, . . . , xn+,+) as local coordinates onΣ near (e−1 , 0), with
x1,− =
√
1− x22,− − · · · − x2n−,− + x21,+ + · · · + x2n+,+,
and observing that in these coordinates Lη restricted toΣ is given by
Lη(x) =
(
∂η
∂x1,−
)−1
dx2,− ∧ · · · ∧ dxn−,− ∧ dx1,+ ∧ · · · ∧ dxn+,+
= x−11,−dx′,
(where we used that η = 1 onΣ) we see that
I+(λ) =
∫
Rn
χ˜+(x′)e−λ(c1+q(x
′))β/2 (1− |x′−|2 + |x+|2)−1/2 dx′, (35)
where we put
c1 := 1a−1
, (36)
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and
q(x′) =
(
1
a−2
− 1
a−1
)
x22,− + · · · +
(
1
a−n−
− 1
a−1
)
x2n−,− +
(
1
a+1
+ 1
a−1
)
x21,+ + · · · +
(
1
a+n+
+ 1
a−1
)
x2n+,+, (37)
and with χ˜+(x′) := χ+(
√
1− |x′−|2 + |x+|2, x′−, x+). In the next section we will make a careful study of the asymptotic
behavior, for big λ, of integrals like (35).
3. Sharp estimates for Laplace integrals
In this section we derive precise estimates for a general n-dimensional Laplace-type integral:
J(λ) =
∫
Rn
a(x)e−λψ(x)dx, (38)
with C2 amplitude a and C4 phase function ψ satisfying the following hypotheses:
• (i) ψ(x) ≥ 0, and ψ has a unique minimum in on supp(a) in x = 0, with ψ(0) = 0.
• (ii) The hessian Q =
(
∂2ψ
∂xi∂xj
(0)
)
i,j=1,...,n
is non-degenerate (and therefore strictly positive).
• (iii) ψ(x) = 12xQxt + R(x)with R(x) = O(|x|4).• (iv) ∇a(0) = 0.
Hypothesis (iv) is made for convenience rather than necessity, since it will anyhow be satisfied by the amplitude of (35),
and simplifies some of the estimates below. A further hypothesis on awill be introduced in the next paragraph: cf. (v) below.
The philosophy behind our estimates for (38) is to express all constants in terms of Q and its geometry, by means the
associated distance, dQ (x) =
√
xQxt . A first example will be given by the final hypothesis, on supp (a), which we will state
now. Let ψ(x) = 12xQxt + R(x), as above, and let R−(x) = max(−R(x), 0), the negative part of the 4th-order remainder. If
0 < γ < 1 is a constant, to be chosen arbitrarily, then clearly 12xQx
t − R−(x)will dominate 12γ xQxt on some neighborhood
of 0. We give a more precise quantitative form to this observation by introducing
rγ := sup
{
r : 1
2
xQxt − R−(x) ≥ γ2 xQx
t , x ∈ BQ (0, r)
}
, (39)
where BQ (0, r) = {x : xQxt ≤ r2}, the Q -ball of radius r . We then add as our final hypothesis that
• (v) supp (a) ⊆ BQ (0, rγ ).
To simplify notations, we will often write Q (x) for xQxt .We next define two constants ‖R/Q 2‖∞,rγ and ‖a/Q‖∞,rγ by
‖R/Q 2‖∞,rγ := maxBQ (0,rγ )
(
R(x)
Q (x)2
)
, (40)
and, letting ρ2(x) := a(x)− a(0)−∇a(0)xt = a(x)− a(0) (in view of condition (iv)), the remainder term in the first order
Taylor expansion of a,
‖ρ2/Q‖∞,rγ := maxBQ (0,r)
(∣∣∣∣ρ2(x)Q (x)
∣∣∣∣) . (41)
Observe that both quantities are finite, since R(x) = O(|x|4) and ρ2(x) = O(|x|2), and since Q (x) is positive definite. We can
now formulate the main theorem of this section:
Theorem 3.1. For a given γ , 0 < γ < 1, and under the assumptions (i)–(v), we have that
J(λ) = a(0)√
det(Q )
(
2pi
λ
)n/2
+ E(λ),
with the following estimate for the error term:
|E(λ)| ≤ 1√
det(Q )
(
2pi
λ
)n/2n‖ρ2/Q‖∞,rγ
λ
+ n(n+ 2)‖a‖∞‖R/Q
2‖∞,rγ
λ2γ n/2+2
+ |a(0)|Γ (
n
2 ,
λr2γ
2 )
Γ ( n2 )
 ,
where Γ (z, w) is the incomplete Γ -function defined by (17).
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Proof. We split J(λ) as
J(λ) =
∫
Rn
a(x)e−λQ (x)/2dx+
∫
Rn
a(x)(e−λR(x) − 1)e−λQ (x)/2dx
=: J1 + J2, (42)
and estimate J1 and J2 separately.
Estimation of J1. Do a 2nd order Taylor expansion of a(x) around 0:
a(x) = a(0)+∇a(0)xt + ρ2(x),
with |ρ2(x)| ≤ C |x|2 in supp (a) (we do not use yet that∇a(0) = 0 at this stage). Inserting this in the integral and observing
that odd powers of x integrate to 0, we easily find that
J1(λ) = a(0)√
det(Q )
(
2pi
λ
)n/2
+
∫
BQ (0,rγ )
ρ2(x)e−λQ (x)/2dx+
∫
Rn\BQ (0,rγ )
ρ2(x)e−λQ (x)/2dx, (43)
where we used the standard change of variables x → λ−1/2Q−1/2x to obtain the first term. But if ∇a(0) = 0, then
ρ2(x) = −a(0) on the complement of the support of a, and since supp (a) ⊆ BQ (0, rγ ) by hypothesis, we see that the
final term in (43) equals
−a(0)
∫
{xQxt≥r2γ }
e−λQ (x)/2dx = − a(0)√
det(Q )
∫
{|x|2≥r2γ }
e−λ|x|
2/2dx
= −a(0)|Sn−1|√
det(Q )
∫ ∞
rγ
rn−1e−λr
2/2dr,
where we introduced polar coordinates, and where |Sn−1| = 2pin/2/Γ (n/2) is the surface measure of the unit sphere in Rn.
The integral can be transformed into an incompleteΓ -function, and it will be useful, here and for later, to note the following
easily proved general identity:∫ ∞
R
rae−br
β
dr = β−1b−(a+1)β−1Γ (β−1(a+ 1), bRβ) . (44)
We then find that the last term in (43) equals
− a(0)√
det(Q )
(
2pi
λ
)n/2
· Γ (n/2, λr
2
γ /2)
Γ (n/2)
. (45)
Observe that for big λ this decays exponentially as' Cλ−1e−λr2γ /2, by the asymptotic of the incomplete Γ function.
As for the second term in (43), we can estimate its absolute value by
max
BQ (0,r)
(∣∣∣∣ρ2(x)Q (x)
∣∣∣∣) · ∫
Rn
Q (x)e−λQ (x)/2dx = n‖ρ2/Q‖∞,rγ
λ
√
det(Q )
(
2pi
λ
)n/2
,
by the change of variables x→ λ−1/2Q−1/2x. Summarizing, we found that
J1(λ) = a(0)√
det(Q )
(
2pi
λ
)n/2
+ E1(λ), (46)
where
|E1(λ)| ≤ 1√
det(Q )
(
2pi
λ
)n/2n‖ρ2/Q 2‖∞,rγ
λ
+ |a(0)|Γ (
n
2 ,
λr2γ
2 )
Γ ( n2 )
 . (47)
Estimation of J2. Using the elementary inequality |ey − 1| ≤ |y|max(ey, 1) (y ∈ R) with y = −λR(x), we see that
|J2| ≤ λ
∫
BQ (0,rγ )
|a(x)||R(x)|e−λ(Q (x)/2−R−(x))dx
≤ λ‖a‖∞
∫
BQ (0,rγ )
|R(x)|e−λγQ (x)/2dx,
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since supp(a) ⊆ BQ (0, rγ ) and 12Q (x)− R−(x) ≥ γ2 Q (x) on BQ (0, rγ ). Multiplying and dividing by Q (x)2, we find:
|J2| ≤ ‖a‖∞‖R/Q 2‖∞,rγ
∫
Rn
Q (x)2e−λγQ (x)/2dx
=
(
2pi
λ
)n/2 n(n+ 2)‖a‖∞‖R/Q 2‖∞,rγ
λ2γ n/2+2
√
det(Q )
,
where we used that∫
Rn
|x|4e−|x|2/2dx = (2pi)n/2(n2 + 2n).
Adding this to (46), we have proved Theorem 3.1. 
A closer examination of the proof of Theorem 3.1 reveals that we can obtain sharper asymmetrical upper and lower
bounds for J(λ), if we have information about the signs of a(0) and of R(x). Specifically, if a(0) > 0, then (45) will be
negative, and can be discarded if we are looking for an upper bound of J(λ). Similarly, if a(x) ≥ 0 and R(x) ≤ 0 (as will be
the case in our application to I(λ)), then exp(−λR(x))− 1 will clearly be positive, and J2(λ) can be left out of a lower bound.
We therefore have the
Corollary 3.2 (Of the Proof of Theorem 3.1). Under the conditions of Theorem 3.1 and if, moreover, a(x) ≥ 0 and R(x) ≤ 0 on
B(0, rγ ), then
−EL(λ) ≤ J(λ)− a(0)√
det(Q )
(
2pi
λ
)n/2
≤ EU(λ),
with upper and lower errors
EU(λ) = 1√
det(Q )
(
2pi
λ
)n/2 (n‖ρ2/Q‖∞,rγ
λ
+ n(n+ 2)‖a‖∞‖R/Q
2‖∞,rγ
γ n/2+2λ2
)
,
and
EL(λ) = 1√
det(Q )
(
2pi
λ
)n/2n‖ρ2/Q‖∞,rγ
λ
+ a(0)Γ (
n
2 ,
λr2γ
2 )
Γ ( n2 )
 .
As a final observation we note that both Theorem 3.1 and Corollary 3.2 will continue to hold if we replace rγ by some
smaller number Rγ < rγ (provided we do the same in condition (v)), as is clear from the proofs.
4. Estimation of I(λ)
4.1. Asymptotics of I±(λ)
We first apply the results of the previous section to I±(λ). To simplify notations, we will, in this subsection only, drop the
accents, and write x = (x−, x+) for x′ = (x′−, x+) (so that xwill now be in Rn instead of Rn+1).
We see from Eqs. (35)–(37) that exp cβ/21 I+(λ) is of the form (38), with phase function
ψ(x) = (c1 + q(x))β/2 − cβ/21 ,
and amplitude
a(x) = χ˜+(x)(1− |x−|2 + |x+|2)−1/2.
Here c1 := (a−1 )−1 > 0 and q(x) is the positive definite quadratic form given by (37). If we let f (y) = (c1 + y)β/2, then
f (y) = cβ/21 +
β
2
c
β
2 −1
1 y+
β
4
(
β
2
− 1
)
(c1 + θyy) β2 −2y2
with 0 < θy < 1. Hence,
ψ(x) = β
2
c
β
2 −1
1 q(x)+ R(x) =
1
2
Q (x)+ R(x)
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with Q (x) = βc
β
2 −1
1 q(x) and, if β ≤ 4,
|R(x)| ≤ |β(β − 2)|
8
c
β
2 −2
1 q(x)
2 = |β − 2|
8β
c−β/21 Q (x)
2.
Observe that R(x) ≤ 0, and R = −R−, if β ≤ 2. It follows that 12Q − R− ≥ γ2 Q is the true whenever
|β − 2|
8β
c−β/21 Q (x) ≤
1− γ
2
,
which, recalling (39), implies that
r2γ =
4β(1− γ )
|β − 2| · c
β
2
1 . (48)
These estimates also show that
‖R/Q 2‖∞ ≤ |β − 2|8β c
−β/2
1 =
|β − 2|
8β
(a−1 )
β/2,
on all of Rn.
We next turn to the amplitude. We will choose our cut-off function χ˜+ of the form
χ˜+(x) = g
(
Q (x)
R2γ
)
,
with suitably chosen Rγ ≤ rγ , and with g : R≥0 → [0, 1] a C1 cut-off function supported in [0, 1] and equal to 1
on a neighborhood of 0. For any explicit computations below we will take g equal to ga defined by (14), in which case
‖g ′a‖∞ = 21−a . Letting h(y) := (1−y)−1/2, we can write a(x) = g(Q (x)/r2γ )h(|x−|2−|x+|2), and since∇a(0) = 0, we obtain
from the 0th order Taylor expansions with remainder of ga and h that:
ρ2(x) = a(x)− 1
= −1
2
|x−|2 − |x+|2
(1− θ(|x−|2 − |x+|2))3/2 +
Q (x)
r2γ
g ′
(
θ ′
Q (x)
r2γ
)
− 1
2
|x−|2 − |x+|2
(1− θ(|x−|2 − |x+|2))3/2 ·
Q (x)
r2γ
g ′
(
θ ′
Q (x)
r2γ
)
,
for suitable θ = θx, θ ′ = θ ′x ∈ (0, 1).We now pick Rγ such that Rγ < rγ and such that
∣∣|x−|2 − |x+|2∣∣ ≤ 1/2 on B(0, Rγ ).
To do this explicitly, simply observe that∣∣|x−|2 − |x+|2∣∣ ≤ |x|2 ≤ λmin(Q )−1Q (x),
where λmin(Q ) is the smallest eigenvalue of Q . Hence it suffices to choose
R2γ = min
(
r2γ ,
1
2
λmin(Q )
)
. (49)
Straightforward estimates then show that∥∥∥∥ρ2(x)Q (x)
∥∥∥∥∞ ≤
√
2
λmin(Q )
(
1+ ‖g
′‖∞
R2γ
)
+ ‖g
′‖∞
R2γ
. (50)
With this choice of Rγ also have that
‖a‖∞ ≤ sup
B(0,Rγ )
(1− |x−|2 + |x+|2)−1/2 ≤
√
2.
Let us define constants K̂±1 , K̂
±
2 by:
K̂±1 := n ·
{ √
2
λmin(Q )
(
1+ ‖g
′‖∞
R2γ
)
+ ‖g
′‖∞
R2γ
}
, (51)
and
K̂±2 :=
√
2
n(n+ 2)
γ
n
2+2
|β − 2|
8β
(a−1 )
β/2. (52)
Corollary 3.2 then implies the following intermediary result, which we state as a lemma, for future reference:
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Lemma 4.1.
− Ê±L (λ) ≤ I+(λ)+ I−(λ)−
2√
det(Q )
(
2pi
λ
)n/2
e
− λ
(a−1 )β/2
≤ Ê±U (λ), (53)
with
Ê±U (λ) =
2√
det(Q )
(
2pi
λ
)n/2
e
− λ
(a−1 )β/2
(
K̂±1
λ
+ K̂
±
2
λ2
)
,
and
Ê±L (λ) =
2√
det(Q )
(
2pi
λ
)n/2
e
− λ
(a−1 )β/2
 K̂±1λ +
Γ
(
n
2 ,
λR2γ
2
)
Γ
( n
2
)
 .
4.2. Estimation of I0(λ)
Wenow re-instate the accented variables, and let x = (x1, x′) ∈ Rn+1, as before, in Section 2. To complete our asymptotic
formula for I(λ), we have to estimate the contribution of
I0(λ) =
∫
Σ
e−λϕ(x)χ0(x)Lη(x), (54)
where we have put
ϕ(x) := (x|A|−1xt)β/2 . (55)
Recall that ϕ assumes its absolute minimum cβ/21 = (a−1 )−β/2 on Σ in the two points ±e1 := (±e−1 , 0), which are both
outside of the support of χ0; I0(λ)will therefore have an exponential decrease with respect to I±(λ), and the only point is to
give a precise quantitative form to this observation. IfΣ is compact, that is, if n+ = 0, then the integral I0(λ) can be trivially
estimated by
|I0(λ)| ≤ exp
(
−λ min
suppχ0
(ϕ − ϕ(e1))
)
|Sn−1|e−λϕ(e1),
since for the unit sphere the Liouville measure of η(x) = |x−| is equal to the surface measure. However, in the general
case the total Liouville measure ofΣ will be infinite, and we will use a fraction of the exponential to arrive at a convergent
integral. Let therefore ε ∈ (0, 1). Then
eλϕ(e1)I0(λ) =
∫
Σ
e−λ(ϕ(x)−ϕ(e1))χ0Lη
≤ max
suppχ0
exp (−λ(1− ε)(ϕ − ϕ(e1))) ·
∫
Σ
e−ελ(ϕ−ϕ(e1))χ0Lη, (56)
whose absolute value will, for λ’s bigger than some λ0 > 0, be bounded by
exp
(
−λ(1− ε) min
suppχ0
(ϕ − ϕ(e1))
)
· eελ0ϕ(e1) ·
∫
Σ
e−ελ0ϕ |Lη|;
here λ0 is to be chosen conveniently in concrete applications. We therefore can estimate, for λ ≥ λ0,
|I0(λ)| ≤ Kε,λ0 · e−λ(ϕ(e1)+m ), (57)
where
mε = (1− ε) min
suppχ0
(ϕ − ϕ(e1)) > 0, (58)
and
Kε,λ0 = eελ0ϕ(e1)
∣∣∣∣∫
Σ
e−ελ0ϕLη
∣∣∣∣ <∞. (59)
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This shows, as announced, that I0(λ) is exponentially decreasing with respect to I±(λ), as λ → ∞. To obtain a precise
quantitative form of this, we now bound the two constants mε and Kε,λ0 , with special attention to the dependence on the
MPE-parameter β and on the choice of Rγ in the estimate for I±(λ). We begin with Kε,λ0 . We will use Stokes’ theorem to
convert the integral over the hyper-surfaceΣ into one over the exterior domain, and for this we first compute the exterior
derivative of Lη.
Lemma 4.2. Let η = η(x) and v = v(x) be a C2, respectively C1, function, defined on some open subset of Rn+1 on which∇η is
nowhere vanishing. Then
d
(
vLη
) = g(x)dx1 ∧ · · · ∧ dxn+1,
where
g(x) = 1|∇η|2 (∇v · ∇η + v∆η)−
2v
|∇η|4
∑
j,k
∂2η
∂xj∂xk
∂η
∂xj
∂η
∂xk
.
The proof, a straightforward differentiation exercise, is left to the reader.
In our case, η(x) = √|x−|2 − |x+|2, and therefore
∇η(x) = η(x)−1 (x−,−x+) .
In particular, |∇η(x)| = |x|/|η(x)|.We next compute
∂2η
∂xj∂xk
= j δjk
η(x)
− jk xjxk
η(x)3
,
where j = 1 if 1 ≤ j ≤ n−, and j = −1 if n− + 1 ≤ j ≤ n− + n+ = n + 1. It follows that ∆η = (n− − n+)/η − |x|2/η3
and also that,∑
j,k
∂2η
∂xj∂xk
∂η
∂xj
∂η
∂xk
=
(∑
j
j
x2j
η3
)
− |x|
4
η5
.
By Cauchy–Schwartz,
|∇v · ∇η|
|∇η|2 ≤
|∇v|
|∇η| ,
and we easily find that since |∇η| = |x|/|η|,
|g(x)| ≤ |∇v|∇η + |v| ·
{ |n− − n+|
η|∇η|2 +
|x|2
η3|∇η|2 +
2|x|2
η3|∇η|4 +
2|x|4
η5|∇η|4
}
= |∇v||∇η| + |v| ·
{
|n− − n+| η|x|2 +
1
η
+ 2η|x|2 +
2
η
}
.
Hence, if η(x) ≥ 1 then, since η(x) ≤ |x| and |∇η(x)| ≥ 1,
|g(x)| ≤ |∇v| + |v| · (|n− − n+| + 5);
(this could have been slightly sharpened).4 Taking v(x) = exp (−ελ0ϕ(x)) with ϕ(x) =
(
x|A|−1xt)β/2 and using Stokes’
theorem applied to the exterior domain, we find that∣∣∣∣∫
Σ
e−ελ0ϕLη
∣∣∣∣ = ∣∣∣∣∫{η≥1} d (e−ελ0ϕLη)
∣∣∣∣
≤
∫
Rn
(
βελ0
(
x|A|−1xt)β/2−1 ∣∣ |A|−1x∣∣+ (|n− − n+| + 5)) e−ελ0ϕdx.
After the change of variables x→ (ελ0)−1/β |A|1/2x, the right hand side of becomes:√
det |A|
(λ0)n/β
∫
Rn+1
{
β|x|β−2 ∣∣|A|−1/2x∣∣+ |n− − n+| + 5
(ελ0)1/β
}
e−|x|
β
dx.
4 Namely to: |g(x)| ≤ |∇v|+ |v| · (|n−− n+|+ 5)/η(x); however, for large n, the extra decay of η(x)−1 will not make a huge difference after integration
over {η(x) ≥ 1}.
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Now
∣∣|A|−1/2x∣∣ ≤ ‖|A|−1‖1/2|x|,∫
Rn+1
e−|x|
β
dx = 1
β
|Sn|Γ
(
n+ 1
β
)
= 2
β
pi (n+1)/2
Γ
(
n+1
β
)
Γ
( n+1
2
) ,
and ∫
Rn+1
|x|β−1e−|x|βdx = 1
β
|Sn|Γ
(
n+ β
β
)
= 2
β
pi (n+1)/2
Γ
(
n+β
β
)
Γ
( n+1
2
) .
Collecting all terms we find that K,λ0 ≤ K̂0(ελ0), where
K̂ 0(ελ0) := pi (n+1)/2
√
det |A|e
ελ0(a
−
1 )
−β/2
(ελ0)n/β
·
2‖|A|−1‖1/2Γ
(
n+β
β
)
Γ
( n+1
2
) + 2|n− − n+| + 10
β(ελ0)1/β
Γ
(
n+1
β
)
Γ
( n+1
2
)
 . (60)
Finally, we compute mε , given by (58). A moment’s thought will show that the minimum will be attained at a point
x = (x1, x′) ∈ Σ of suppχ± where Q (x′) = aR2γ , a as in (14). Since ϕ(x)|Σ = (c1 + q(x′))β/2, and q(x′) = β−1c1−
β
2
1 Q (x
′), we
find
m = (1− )[(c1 + β−1c1−
β
2
1 a · R2γ )β/2 − cβ/21 ]. (61)
This completes our estimation of I0(λ). Summarizing, and recalling that ϕ(e1) = (a−1 )−β/2, we have shown:
Lemma 4.3. For λ ≥ λ0,
|I0(λ)| ≤ K̂ 0(ελ0)e−nελ,
with
nε := mε + (a−1 )−β/2,
and with K̂ 0(ελ0) and mε given by (60) and (61), respectively.
5. Proof of Theorem 1.2
It remains to replace λ by rβ in the estimates of the previous section, integrate from R to∞ with respect to rndr , and
multiply by C ′ = c−(n+1)/βC√det|A|with c = cβ,n+1, C = Cβ,n+1; cf. (25), (26). This is basically a book-keeping exercise, but
we will still indicate the main steps of the computations, for convenience of the reader. We first observe that the
√
det |A|
in the denominator of the constant C ′, formula (26), and the
√
detQ in the denominators in Lemma 4.1 combine to yield an
overall factor of
(| detA| detQ )−1/2 = β−n/2(a−1 )
βn
4 − 12∆(A)−1/2,
where we have put
∆(A) :=
n−∏
2
(a−1 − a+j )
n+∏
1
(a−1 + a+j ).
(Recall that Q = βn/2(a−1 )−(
β
2 −1)q, with q given by (37).) Using (30), the principal term of I+ + I− in (53) (that is,
2(det(Q ))−1/2(2piλ−1)n/2 exp(−λ(a−1 )−β/2)) will then give rise to a principal term of FB(−V ) of
FB,pc(−V ) := 2β−n/2(2pi)n/2c−
n+1
β C(a−1 )
βn
4 − 12 (∆(A))−1/2 ·
∫ ∞
R
rn(1−
β
2 ) exp
(−(a−1 )−β/2rβ) dr,
where we recall that V = 12 c−2/βR− K . Using (44), we find that
FB,pc(V ) = ApcΓ
n+ 1
β
− n
2
,
 R√
a−1
β , (62)
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with Apc = 2β− n2−1(2pi)n/2c−
n+1
β C(a−1 )n/2∆(A)−1/2, which establishes the main term approximation (9), (8).
The estimates for the upper and lower error terms can be found similarly. We begin with the latter. It is important to
observe that for a lower bound for I(λ)we can leave out the I0(λ)-term altogether.5We therefore have, using Lemma 4.1,
FB(V )− FB,pc(V ) ≥ −C ′
∫ ∞
R
r n̂EL(rβ)dr
= −2(2pi)n/2 C
′
√
detQ
{
K̂±1
∫ ∞
R
rn−β(
n
2+1) exp
(
− r
β
(a−1 )β/2
)
dr
+ 1
Γ (n/2)
∫ ∞
R
Γ
(
n
2
,
1
2
R2γ r
β
)
exp
(
− r
β
(a−1 )β/2
)
rndr
}
.
The first integral on the right can again be evaluated using (44), yielding
K̂±1 β
−1(a−1 )
n+1
2 − βn4 − β2 Γ
n+ 1
β
− n
2
− 1,
 R√
a−1
β .
The second integral can be treated as follows: inserting the definition of the incompleteΓ -function, and interchanging order
of integration, it is found to equal
1
Γ (n/2)
∫ ∞
R
s
n
2−1e−s
∫ (2R−2γ s)1/β
R
rn exp
(
− r
β
(a−1 )β/2
)
drds. (63)
Since this is a term which will be exponentially small for large R, we won’t evaluate this integral explicitly (but see Sadefo
[18]), but contend ourselves with an upper bound, by extending the inner integral over [R,∞). The double integral then
becomes a product, equal to
β−1(a1)
n+1
2
Γ
( n
2 , R
)
Γ
( n
2
) Γ
n+ 1
β
,
 R√
a−1
β .
Finally, the overall coefficient in front equals 2(2pi)n/2β−n/2c−(n+1)/βC · (a−1 )
βn
4 − 12∆(A)−1/2, and combining all terms gives
the lower bound
−EL(R) := −(a−1 )−β/2ApcK̂±1 Γ
n+ 1
β
− n
2
− 1,
 R√
a−1
β− (a−1 ) βn4 ApcΓ ( n2 , R)
Γ
( n
2
) Γ
n+ 1
β
,
 R√
a−1
β ,
which proves one half of Theorem 1.2.
The upper error can be bounded in the same way. By the other half of Lemmas 4.1 and 4.3, we find that if Rβ ≥ λ0, then
FΓ (V )− FΓ ,pc(V ) ≤ EU(R),
where
EU(R) := C ′
∫ ∞
R
rn
(̂
EU(rβ)+ K̂ 0(ελ0)e−nεrβ
)
dr.
The two integrals can be treated as before, and we find after some computations that
EU(R) = Apc ·
∑
j=1,2
(a−1 )
−jβ/2K̂±j Γ
(
n+ 1
β
− n
2
− j,
(
R/
√
a−1
)β)
+ K 0(ελ0)Γ
(
n+ 1
β
, nεRβ
)
,
with
K 0(ελ0) = β−1| det(A)|−1/2(cnε)−
n+1
β CK̂ 0(ελ0),
which is equal to (16). This completes the proof of Theorem 1.2. 
5 As already noted in the introduction, this is extremely helpful, since it will imply a λ0-independent lower bound on FB which, in turn can be used to
find a lower bound on λ0 when computing VaRΓp for a given p.
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6. Conclusions
In this paper we have estimated a sharp asymptotic expansions with errors bounds of cdf of a quadratic function of
the multivariate power exponential distribution (MPE) random vector. The expansions developed are explicit and the
coefficients appearing in the expansions depend, in particular, on a set of eigenvalues appearing in a diagonalization
procedure for the quadratic form. Concerning efficiency we note that the expansions give very good approximations in
the asymptotic sense and that the efficiency can be analyzed by the error-bounds estimates. Even though our estimates
is useful for several applications (i.e. see [3,5] and some references therein), our approach can be designed to supplement
the usual Monte Carlo techniques, by providing an asymptotic formula for high-dimensional multiple integral with explicit
error estimates.
Appendix. Normalization constants of the MPE
The k-dimensional MPE with V = I is given by (cf. (3)):
f (x) = C exp (−c|x|β) ,
where the normalization constants c = cβ,k and C = Cβ,k are such that∫
Rk
f (x)dx =
∫
Rk
x2j f (x)dx = 1. (64)
By rotation invariance of f , the latter condition is equivalent to
∫
R |x|2f dx = k. Changing variables x → c−1/βx and
introducing polar coordinates, we obtain the following system of equations for c and C:
1 = c−k/βC |Sk−1|
∫ ∞
0
rk−1e−r
β
dr
= β−1c−k/βC |Sk−1|Γ
(
k
β
)
, (65)
and
k = c−(k+2)/βC |Sk−1|
∫ ∞
0
rk+1e−r
β
dr
= β−1c−(k+2)/βC |Sk−1|Γ
(
k+ 2
β
)
. (66)
Here |Sk−1| = 2pi k/2/Γ (k/2) is the surface area of the unit sphere in Rk. Dividing (65) by (66), we obtain that
c = cβ,k =
Γ
(
k+2
β
)
kΓ
(
k
β
)
β/2 . (67)
(If β = 2, this gives c = 1/2, as it of course should.) Substituting this in (65) then gives
C = βc
k/βΓ
( k
2
)
2pi k/2Γ
(
k
β
)
= β
2pi k/2
Γ
(
k+2
β
)
kΓ
(
k
β
)
k/2 Γ ( k2 )
Γ
(
k
β
) . (68)
(Check: for β = 2 this yields the normalization constant of the normal distribution, (2pi)−k/2.)
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