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1. Introduction
In this paper, we study planar slow–fast systems, restricting essentially to a situation that forms a
nice link between the papers [1–3], and at the same time provides extra information on these papers.
We deal with smooth families of planar slow–fast systems that, after appropriate coordinate
changes, rescalings of time, and possible addition of extra parameters, can be written as
⎧⎪⎨
⎪⎩
x˙ = y
y˙ = −xy + 
(
n−1∑
i=0
bix
i ± xn + xn+1G(x, λ)
)
+ y2H(x, y, λ), (1)
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Euclidean space. In Section 2 we will show that a very general class of singular perturbation problems
near a turning point can be reduced to such an expression (1). Although in this paper we will only
provide results for the case n = 2, we nevertheless want to say a few words about the general case (1).
This will permit to clearly situate the paper with respect to the other papers mentioned above. At the
same time it permits to introduce some notation in a more general framework.
When n is even in expression (1), then we see that a minus sign in front of xn can be changed
into a plus sign by applying (x, t) → (−x,−t). So we can suppose, without loss of generality, to have
a plus sign in front of xn when n is even, e.g. when n = 2.
If H ≡ 0 in expression (1), then we have a family of Liénard equations. Because of the presence
of the −xy term in y˙, we call them Liénard equations with “linear friction”. If also G ≡ 0, then (1)
represents a family of polynomial Liénard equations with a linear friction term and a forcing term
that is polynomial of order n, at least for  = 0. If  = 0, then it can be reduced to  = 1 and we will
denote the family of all such polynomial Liénard equations by L(n,1) as in [4].
The papers [2] and [3] also deal with systems (1) but emphasize passage near the turning point in
order to study canard cycles at a “larger” scale, whereas in this paper the focus is on limit cycles and
even complete phase portraits near (x, y) = (0,0). For  > 0, (1) represents a (λ-dependent) versal
unfolding of the (λ-dependent) singularity that we have at the origin for b = 0.
In the case n = 2,  > 0, such a singularity is cusp-like and its versal unfolding is called a
“Bogdanov–Takens bifurcation” (see [5–7]). Hence, for n = 2,  > 0, (x, y) ∼ (0,0) and (b0,b1) ∼ (0,0),
we know the bifurcation diagram of (1), including the fact that each system has at most one limit cy-
cle. The bifurcation diagram is represented in Fig. 2 for the case “+x2”. However, when we let  → 0,
the validity domain of these results tends to the origin, both in the phase plane as in parameter space.
The main problem that we want to treat in this paper is to get, for  > 0,  ∼ 0, a result that is valid
on a uniform neighborhood in (x, y,b)-space, i.e. a neighborhood that is independent of  .
A similar problem has been treated in [1] for the (generalized) Hopf bifurcations of any order. We
call (1) with n = 2 a “standard slow–fast Bogdanov–Takens bifurcation”. In agreement with the notion
of “slow–fast Hopf point” that has been introduced in [1], we will introduce in Section 2 the notion
of slow–fast BT-point and slow–fast unfolding of a BT-point, where BT stands for Bogdanov–Takens. In
these deﬁnitions we will precisely describe their relation with the standard slow–fast BT-bifurcation
as given in (1). In Section 2 we will state precise results on the bifurcation diagram and the related
phase portraits and make it clear that it will suﬃce to prove these results for the standard slow–fast
BT-bifurcation. The proof is given in Section 3. We will see, among other results, that the cyclicity of
the origin is bounded by one. This means that there exists a neighborhood V of (0,0) in (x, y)-space,
a neighborhood W of (0,0) in b-space and an 0 > 0, such that for each (,b) ∈ [0, 0] × W , the
system (1) (with n = 2) has at most one limit cycle inside V , and in forthcoming case this limit cycle
is hyperbolic.
Such a uniform bound does not exist for the standard slow–fast unfoldings of a Hopf point, ex-
pressed by (1) with n = 1 and with a minus sign in front of x. This was the subject of the study in [1],
where it was shown that the cyclicity depends on higher order terms.
In [8] we show that there also does not exist a uniform bound on the cyclicity of (1) with n =
2m + 1, for m  1, and a minus sign in front of x2m+1. This paper can hence be seen as a natural
continuation in an ambitious programme that aims at studying the slow–fast bifurcations (1) for
arbitrary n. Not having speciﬁc names for these bifurcations, we will call them “standard slow–fast
C±(n,1) bifurcations”. (When n is even we sometimes write C(n,1) for C±(n,1).) We remark that
C(2,1) is another notation for BT, while C−(1,1) is another notation for a Hopf point. The “C” stands
for the “central system”
{
x˙ = y
y˙ = −xy ± xn (2)
that is present in L(n,1), the space of polynomial Liénard systems of type (n,1) (see [4]). We see that
for n odd with a minus sign in front of xn , system (2) is time-reversible, while this is not the case for
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order terms when n is even, while it can deﬁnitely not be the case when n is odd.
In each slow–fast BT-bifurcation we will encounter canard-type relaxation oscillations, of a quite
small amplitude. In former cases ([9,2,3], etc.) we always considered canard-type relaxation oscilla-
tions having a uniform size of order O (1). We now will ﬁnd canard-type relaxation oscillations of
size O (1), but of which the size tends to zero for b → 0. For a more detailed description, we refer to
Section 3.
2. Precise setting and statement of the results
All systems that we will deal with are smooth (,μ)-families of planar vector ﬁelds Z,μ with
 ∈ R,   0 small, and with μ in a compact subset of some Euclidean space. We suppose that, for
each parameter value μ, Z0,μ has a regular curve of singularities through the origin, with the origin
as contact point. This, more precisely, amounts to suppose that
1) after a linear coordinate change, that smoothly depends on μ, we can write the family as
{
X˙ = Y + M(X, Y , ,μ)
Y˙ = N(X, Y , ,μ),
with the functions M and N smooth, and both functions M(X, Y ,0,μ) and N(X, Y ,0,μ) are
O (‖(X, Y )‖2), and
2) after a subsequent smooth coordinate change (x, y) = (X, Y + M(X, Y , ,μ)), we get an expres-
sion {
x˙ = y
y˙ = D(x, ,μ) + yB(x, ,μ) + y2C(x, y, ,μ),
where D , B and C are smooth, D(x, ,μ) = O (x2) and B(x, ,μ) = O (x).
We remove the -dependence inside B , C and D by renaming the  appearing inside these func-
tions as a new parameter μ adding it to the μ-space. We denote the new parameter (μ,μ) by λ:{
x˙ = y
y˙ = D(x, λ) + yB(x, λ) + y2C(x, y, λ), (3)
with λ belonging to some subset Λ of some Euclidean space. We now suppose that, for each λ ∈ Λ,
the origin is a generic contact point, in the sense that
∂B
∂x
(0, λ) = 0.
Without loss of generality we can take this derivative to be negative, and after a rescaling in x, we
can suppose that (3) holds with the additional property
B(x, λ) = −x(1+ xβ(x, λ)),
for some smooth β . As shown in Section 3.2 of [3], a smooth equivalence (i.e. a smooth coordinate
change and a smooth rescaling of time) permits to get β(x, λ) = 0. So, without imposing extra condi-
tions, we may suppose that the systems under study are given by
{
x˙ = y
˙ 2y = −xy + D(x, λ) + y C(x, y, λ).
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D(x, λ) =
n−1∑
i=0
bi(λ)x
i + bn(λ)xn
(
1+ O (x)),
with bn(λ) < 0 or bn(λ) > 0 for all λ ∈ Λ. In case we are interested in a speciﬁc λ0 ∈ Λ at which
bn(λ0) = 0, then we restrict Λ to a suﬃciently small neighborhood of λ0 on which the condition on
bn(λ) holds uniformly. Up to an extra rescaling we can suppose that bn(λ) = ±1.
From now on we consider the bi(λ) as new independent parameters, so that we ﬁnally get the
following normal form for the families of vector ﬁelds under study:
{
x˙ = y
y˙ = −xy + (b0 + b1x+ · · · + bn−1xn−1 ± xn + xn+1G(x, λ))+ y2H(x, y, λ), (4)
where G and H are smooth functions. In case n is even, we can suppose to have a plus sign in front
of xn . In case the initial family Z,μ is analytic, then all previous coordinate changes can be taken
analytic, and in (4) we can suppose that G and H are analytic.
Deﬁnition 1. A smooth -family of planar vector ﬁelds Z ,   0,  ∼ 0, is called a “slow–fast BT-point”
if there exists a smooth -family of equivalences transforming Z into:
{
x˙ = y
y˙ = −xy + (x2 + x3G(x, ))+ y2H(x, y, ),
for G and H smooth.
Deﬁnition 2. We call (4), with n = 2 and with λ = (b, ) = (b0,b1, ) a “standard slow–fast BT-
bifurcation”.
A smooth (,a0,a1)-family of planar vector ﬁelds Z,a ,   0,  ∼ 0, a = (a0,a1) ∼ (0,0), is called
a “slow–fast BT-bifurcation” if there exists a smooth -family of local diffeomorphisms (b0,b1) =
(b0(a),b1(a)) for a ∼ 0, and a smooth (,a)-family of equivalences transforming Z,a into a standard
slow–fast BT-bifurcation with b = b(a) and λ = (b(a), ).
Deﬁnition 3. A smooth (,μ)-family of planar vector ﬁelds Z,μ ,   0,  ∼ 0, μ ∼ μ0, is called
a “slow–fast unfolding of a BT-point” if there exists a smooth -family of mappings μ → (b(μ) =
(b0(μ),b1(μ)) with b(μ0) = (0,0), and a smooth (,μ)-family of equivalences transforming Z,μ
into a μ-family of standard slow–fast BT-bifurcations
{
x˙ = y
y˙ = −xy + (b0(μ) + b1(μ)x+ x2 + x3G(x, ,μ))+ y2H(x, y, ,μ).
Remark 1. Deﬁnition 3 implies that in order to study all phase portraits in the given “slow–fast un-
folding of a BT-point” for μ ∼ μ0, it suﬃces to study a μ-family of standard slow–fast BT-bifurcations
given by
{
x˙ = y
y˙ = −xy + (b0 + b1x+ x2 + x3G(x, ,μ))+ y2H(x, y, ,μ), (5)
with new independent parameters (b0,b1) ∼ (0,0), keeping μ ∼ μ0 in the functions G and H . Also for
studying the bifurcation diagram of a slow–fast BT-bifurcation up to C∞-diffeomorphisms, it suﬃces
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to study the bifurcation diagram of a standard slow–fast BT-bifurcation. It in fact suﬃces to study
the case “+x2”, since the “−x2”-case can be transformed to the former one by the linear change
(x, t) → (−x,−t). Of course, the reversal of time then changes the nature of the singularities and the
limit cycles.
In case we study systems
{
x˙ = y − F1(x,μ)
y˙ =  F2(x,μ), (6)
with F1 and F2 smooth, then it is not hard to check whether (6) has a slow–fast BT-point at (0,0)
for μ = μ0, and hence whether or not (6) represents a slow–fast unfolding of a BT-point at (0,0) for
μ ∼ μ0. We give the results as a lemma that we state without proof, the proof being straightforward.
Lemma 1. Consider the planar system (6) with F1 and F2 smooth. Then it represents a slow–fast unfolding of
a BT-point at (0,0) for μ ∼ μ0 , if and only if for i = 1,2 we have
Fi(0,μ0) = ∂ Fi
∂x
(0,μ0) = 0; ∂
2Fi
∂x2
(0,μ0) = 0.
Of course, the notions from Deﬁnitions 1, 2 and 3 can very easily be generalized to any order n.
We will call them respectively “slow–fast C±(n,1)-point”, “slow–fast C±(n,1)-bifurcation” and “slow–
fast unfolding of a C±(n,1)-point”. For systems (6) a characterization of the latter can be given that
is similar to the one given in Lemma 1 for the BT-case.
Before stating a rather general result on slow–fast unfoldings of BT-points and a stronger one
on slow–fast BT-bifurcations, we want to make precise some notations concerning (regular) BT-
bifurcations.
Deﬁnition 4. A (b0,b1)-family of planar vector ﬁelds
{
x˙ = y
y˙ = −xy + (b0 + b1x± x2 + x3G(x,b))+ y2H(x, y,b), (7)
with G and H smooth functions, and b = (b0,b1) ∼ (0,0), is called a standard (regular) BT-bifurcation
(at (x, y,b) = (0,0,0)).
Deﬁnition 5. A smooth (a0,a1)-family of planar vector ﬁelds Za , with a = (a0,a1) ∼ (0,0), is called
a (regular) BT-bifurcation if there exists a smooth local diffeomorphism (b0,b1) = (b0(a),b1(a))
for a ∼ 0, and a smooth a-family of equivalences transforming Za into a standard (regular) BT-
bifurcation (7).
In studying the phase portraits that show up in a BT-bifurcation it is good to represent them in a
neighborhood V of (0,0) in the (x, y)-plane, that has a shape, like represented in Fig. 1. The boundary
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of V consists of two orbits (O 1 and O 2) and two segments A and B along which the ﬂow enters V
at all points of A and leaves V at all points of B . Such V could be called a neighborhood with a ﬂow
box-like boundary.
In studying families of planar vector ﬁelds Zλ it is seldom possible to ﬁnd a ﬁxed neighborhood of
a point p having a ﬂow box-like boundary for all λ ∈ Λ, even if Λ is a neighborhood of some speciﬁc
value λ0. We have to consider λ-families of such neighborhoods.
Deﬁnition 6. Let Zλ be a smooth family of planar vector ﬁelds, deﬁned on some open domain U ⊂ R2,
with λ in some subset Λ of an Euclidean space, and let p ∈ U . A λ-family of neighborhoods Vλ ⊂ U
of p is called a “smooth λ-family of neighborhoods (of p) with ﬂow box-like boundary” if there exists
a λ-family of diffeomorphisms φλ : [0,1] × [0,1] → R2, with Vλ = φλ([0,1] × [0,1]), where φλ({0} ×
[0,1]) and φλ({1} × [0,1]) are parts of Zλ-orbits and where Zλ is pointing into Vλ at φλ([0,1] × {0})
and out of Vλ at φλ([0,1] × {1}).
The well-known results on (regular) BT-bifurcations Za (see [5] or [6]) imply the existence of a
smooth a-family of neighborhoods of the origin Va with a ﬂow box-like boundary in which the phase
portraits are like in Fig. 2. In Fig. 2 we only represent the case “+x2”, recalling that the “−x2”-case
can be reduced to the former one by considering (x, t) → (−x,−t).
Inside such a well-chosen neighborhood Va , each type of phase portrait is unique up to topological
equivalence (respecting the boundary). To make the results in this paper very precise we introduce
following notion (only taking care of the situations that we will encounter in this paper):
Deﬁnition 7. A topological equivalence between two planar smooth vector ﬁelds X |V and Y |W is said
to be a strong topological equivalence if the equivalence and its inverse respect the following extra
properties on the singularities and the limit cycles:
1) a hyperbolic limit cycle is sent to a hyperbolic limit cycle;
2) a hyperbolic singularity is sent to a hyperbolic singularity;
3) a semi-hyperbolic singularity is sent to a semi-hyperbolic singularity respecting the hyperbolic
invariant manifold and respecting the ﬂatness (order of zero) on the center manifold(s).
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Y |W are strongly topologically equivalent.
For information on the continuous dependence of the topological equivalence on the parameters,
we refer to [10] and [11]. We will not take care of it in this paper, neither will we use it. It is however
worth to observe that this aspect is less trivial than it has been presented in [5].
In the (regular) BT-case it is also clear that there exists a ﬁxed neighborhood W of the origin such
that W ⊂ Va , for all a ∼ 0, i.e. ⋂a Va is a neighborhood of the origin. Such observation is quite trivial
in the context of (regular) BT-bifurcations, but becomes a highly nontrivial and crucial observation in
studying slow–fast BT-bifurcations and slow–fast unfoldings of a BT-point.
Theorem.
(i) Let Z,μ , with  > 0,  ∼ 0, and μ in some Euclidean space, be a smooth slow–fast unfolding of a BT-
point at (x, y, ,μ) = (x0, y0,0,μ0). Then there exists 0 > 0, a neighborhood W of μ0 in parameter
space, and a smooth (,μ)-family V,μ of neighborhoods of (x0, y0) with ﬂow box-like boundary (with
(,μ) ∈ ]0, 0]×W and⋂,μ V,μ a neighborhood of (x0, y0)) such that for each (,μ) ∈ ]0, 0]×W
the phase portrait of Z,μ|V,μ is strongly topologically equivalent to a phase portrait in a regular BT-
bifurcation.
(ii) Let Z,a, with  > 0,  ∼ 0 and a = (a0,a1) ∼ (0,0) be a smooth slow–fast BT-bifurcation at (x, y, ,a) =
(x0, y0,0,0). Then there exists 0 > 0, a neighborhood W of (0,0) in the parameter plane, and a
smooth (,a)-family of neighborhoods of (x0, y0) with ﬂow box-like boundary (with (,a) ∈ ]0, 0]×W
and
⋂
,a V,a a neighborhood of (x0, y0)) such that for each  = 1 ∈ ]0, 0] the bifurcation diagram
of Z1,a|V1,a is inside W smoothly diffeomorphic to the local bifurcation diagram of the regular BT-
bifurcation that Z,a has for a ∼ (0,0), containing a unique line of (codimension 1) Hopf bifurcations,
a line of (codimension 1) saddle-loop bifurcations, and two lines of (codimension 1) saddle-node bifurca-
tions. Moreover for (,a) ∈ ]0, 0] × W , the conclusions of (i) hold for the phase portraits of Z,a|V,a .
The proof of part (i) in the theorem and the related statement in part (ii), would be a direct
consequence of [5,6], if we would only require the existence of a smooth (,μ)-family V,μ of neigh-
borhoods of (x0, y0) with ﬂow box-like boundary for (,μ) ∈ ]0, 0] × W . Adding that ⋂,μ V,μ has
to be a neighborhood of (x0, y0) implies that our results hold in a uniform way for (,μ) ∈ ]0, 0]×W
and not only on a neighborhood V,μ that shrinks to {(x0, y0)} for  → 0. In fact, we will show
that the (,μ)-family of diffeomorphisms φ,μ : [0,1] × [0,1] → R2 with φ,μ([0,1] × [0,1]) = V,μ
(for (,μ) ∈ ]0, 0] × W ) extends in a smooth way to a family of smooth diffeomorphisms for
(,μ) ∈ [0, 0] × W . However, at  = 0, the images V0,μ = φ0,μ([0,1] × [0,1]) do not longer have
a ﬂow box-like boundary since on both the ingoing and outgoing segment there is now a singularity
(see Fig. 3).
To get a uniform result on the neighborhoods of (x0, y0) in the phase plane, as stated in part (i)
of the theorem, as well as the uniform result on the bifurcation diagram that we state in part (ii), we
will see in the proof (in Section 3) that we need to have a precise knowledge of the family
{
x˙ = y
y˙ = −xy + b0 + b1x+ x2, (8)
not only for (b0,b1) ∼ (0,0), but for all values of (b0,b1) ∈ R2. This information is present in [12].
We also need to deal with the (1,2)-Poincaré–Lyapunov compactiﬁcation of (8), as well as with the
singular perturbation problems that one encounters when letting (b0,b1) tend to inﬁnity and com-
pactifying the phase space of Liénard equations (8) (see [4]).
For proving the theorem it suﬃces, by deﬁnition, to prove a similar statement for (families of)
standard slow–fast BT-bifurcations. We will do this in Section 3.
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3. Standard slow–fast Bogdanov–Takens bifurcations
In this section we will obtain a proof of the theorem by making a complete study of (families
of) standard slow–fast Bogdanov–Takens bifurcations, with a plus-sign in front of x2 (see Remark 1).
We permit the bifurcations to depend on an extra nonessential parameter λ belonging to a compact
subset Λ of some Euclidean space. The systems under consideration hence are like (1) with n = 2, so
that they can be written as
{
x˙ = y
y˙ = −xy + (b0 + b1x+ x2 + x3G(x, λ))+ y2H(x, y, λ), (9)
where G and H are smooth functions.
In order to get the precise results, as stated in the theorem, we need to introduce in the (x, y)-
plane a smooth (,b, λ)-family of neighborhoods of (0,0) with a ﬂow box-like boundary, and this for
 > 0,  ∼ 0, b ∼ 0, λ ∈ Λ. That this is quite simple can be seen in Fig. 3, where we represent the
“layer equation”, deﬁned by (9) for  = 0, with λ ∈ Λ and (x, y) ∼ (0,0). In this picture, we represent
the limiting boundary, for  = 0, of a smooth family of ﬂow box-like boundaries. The bounded region
inside this “boundary” will serve as limiting neighborhood of (0,0). The “limiting boundary” consists
of a segment A, where all orbits of the layer equation enter the neighborhood, two orbits O 1 and O 2,
that are connected to A, and then a rather complicated curve B along which all orbits of the layer
equation leave the neighborhood, except at the two intersections of B with {y = 0}, where we have
singularities. We can suppose that A, B , O 1 and O 2 depend in a smooth way on λ ∈ Λ. Because of
the speciﬁc slow dynamics of (9), we see that for  > 0,  ∼ 0, b ∼ 0, λ ∈ Λ it is not diﬃcult to extend
A, B , O 1 and O 2 in a smooth way, but such that O 1 and O 2 remain orbits, A remains an ingoing set
and B becomes now an outgoing set. In this way, the bounded region inside A ∪ B ∪ O 1 ∪ O 2 deﬁnes
a smooth (,b, λ)-family of neighborhoods V,b,λ of (0,0) with ﬂow box-like boundary as speciﬁed
in Deﬁnition 6. By construction
⋂
,b,λ V,b,λ is a neighborhood of (0,0) and we can suppose to have
such families V,b,λ as small as we will need.
For understanding the relation between Figs. 1 and 3, we refer to Fig. 4. It represents the phase
portraits expressed by (5) when b0 = b1 = 0 and  ∼ 0,  > 0; these phase portraits consist of a single
singularity of cusp type with Si as stable separatrix and So as unstable separatrix. We clearly see that
these phase portraits are small perturbations of the phase portraits of the layer equation represented
in Fig. 3; we also see the “ﬂow box-like boundary” of the neighborhoods as smooth deformations of
the boundary drawn in Fig. 3.
The neighborhood with ﬂow box-like boundary, having a shape like represented in Fig. 1, can be
found in the middle of the picture. We must not forget that it shrinks to the origin when  → 0. Also
for  → 0, the separatrix Si from Fig. 4 tends in Hausdorff sense to the stable separatrix of the origin
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for the layer equation (see Fig. 3), while the separatrix So from Fig. 4 tends to the attracting slow
manifold, i.e. to {y = 0, x 0}. The proof of these statements on Si and So relies on blowing-up and
can be found in Section 3.1.2.
To start the analysis of (9), we make a ﬁrst adaptation by writing
(,b0) =
(
δ2ˆ, δbˆ0
)
,
with δ  0 and (ˆ, bˆ0) ∈ S1. We will start in Section 3.1 with the most complicated and interesting
study, that has to be worked out for ˆ = 1, bˆ0 ∼ 0. In Section 3.2 we will show how to deal with
the remaining values for (ˆ, bˆ0), which of course can be reduced to bˆ0 = ±1 and 0 ˆ  ˆ0 for some
arbitrary large but ﬁnite ˆ0 > 0.
3.1. Cases ˆ = 1, bˆ0 ∼ 0
By writing (,β0) for (δ, bˆ0) we get an expression:
{
x˙ = y
y˙ = −xy + 2(β0 + β1x+ x2 + x3G(x, λ))+ y2H(x, y, λ), (10)
where G and H are smooth functions,   0 and β1 = b1.
We write the small parameter (β0, β1) as
(β0, β1) =
(
r3B0, r
2B1
)
, (11)
with r  0 and (B0, B1) ∈ S1. Expression (10) changes into
{
x˙ = y
y˙ = −xy + 2(r3B0 + r2B1x+ x2 + x3G(x, λ))+ y2H(x, y, λ), (12)
with the same assumptions on G , H as in (10).
In expression (12) we encounter two small positive parameters  and r, that we prefer to write
as:
(, r) = v(, r), (13)
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have one small parameter:
{
x˙ = y
y˙ = −xy + v22(v4r3B0 + v2r2B1x+ x2 + x3G(x, λ))+ y2H(x, y, λ). (14)
We are interested in the phase portraits of (14) for (x, y) in a suﬃciently small but ﬁxed neigh-
borhood of (0,0), for v  0 suﬃciently small, and for the parameter values ((B0, B1), (, r), λ) ∈
S1 × I × Λ. It of course suﬃces to keep v > 0.
3.1.1. The primary blow-up
To study (14) we use the blow-up (that we call primary blow-up)
(x, y, v) = (u2x,u4 y,uv), (15)
with x2 + y2 + v2 = 1 and u  0, dividing the vector ﬁeld that we get by u2 (inducing an appropriate
time rescaling).
As common in working with a (family) blow-up as (15) we prefer to work in different charts
(see [9]).
We show that all nontrivial behavior in the phase portraits is seen in the family chart of the
primary blow-up. The study in the family chart is initiated below, where it will become clear that
one has to study two situations separately. One part of the study is a regular perturbation problem in
the family chart, treated completely in Section 3.1.1 and Section 3.1.2. A second part studies a singular
perturbation problem; to deal with this part, we need a secondary blow-up, done in Section 3.1.4.
Family chart for the primary blow-up. The family chart is obtained by taking v = 1 in expression (15):
(x, y, v) = (u2x,u4v,u), (16)
and keeping (x, y) in some (arbitrary large) compact set [−N,N]2, with N > 0. Expression (14)
changes into:
{
x˙ = y
y˙ = −xy + 2( r3B0 + r2B1x+ x2 + u2x3G(u2x, λ))+ u2 y2H(u2x,u4 y, λ). (17)
We will now independently consider two situations:
(F1)  = 1 and r ∈ [0, R] for some arbitrary large R > 0;
(F2) r = 1 and  ∼ 0 (  0).
When considering (F1), expression (17) can be written as
{
x˙ = y
y˙ = −x y + (r3B0 + r2B1x+ x2 + u2x3G(u2x, λ))+ u2 y2H(u2x,u4 y, λ), (18)
with r ∈ [0, R], while in case (F2), expression (17) can be written as
{
x˙ = y
y˙ = −x y + 2(B0 + B1x+ x2 + u2x3G(u2x, λ))+ u2 y2H(u2x,u4 y, λ), (19)
with   0,  ∼ 0.
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which will permit to reduce its study to former papers. Expression (18) is no longer a singular per-
turbation problem.
Expression (18), for u = 0, is given by
{
x˙ = y
y˙ = −x y + c0 + c1x+ x2,
(20)
with (c0, c1) = (r3B0, r2B1) ∈ R2 in an arbitrary large compact set, since we want the value of R ﬁnite
but arbitrarily large.
The two-parameter family (20) represents the totality of phase portraits of Liénard equations
with quadratic forcing and linear friction. The complete bifurcation diagram, together with the re-
lated phase portraits, valid in the entire plane, can be found in the appendix of [12]. In this
appendix, the bifurcation diagram is given for the other standard expression of (20) (nl. x˙ = y,
y˙ = −(x + α)y + β + x2), but it can of course easily be transformed (by a global quadratic change
of parameters) to the expression (20).
We know that the Liénard systems, represented by (20), have at most 1 limit cycle, and when
it occurs, it is hyperbolic. Except at (c0, c1) = (0,0) all bifurcations are generic bifurcations of codi-
mension 1, i.e. a saddle-node bifurcation of the singularities for (c1, c2) ∈ SN, a Hopf bifurcation for
(c0, c1) ∈ H and a saddle-loop bifurcation for (c0, c1) ∈ L. At (c0, c1) = (0,0) we have a generic (codi-
mension 2) Bogdanov–Takens bifurcation. Because of the stability of these bifurcations the same holds
for the system (18) with u > 0 and u suﬃciently small.
Since (b0,b1) = (√ c0, c1), we see that for  > 0,  ∼ 0, the bifurcation diagram of the BT-
bifurcation at (x, y) = (0,0) is, for (c0, c1) ∼ (0,0), smoothly diffeomorphic to the BT-bifurcation
diagram of (5) at (x, y) = (0,0) for (b0,b1) ∼ (0,0). From [12] we see that for  > 0,  ∼ 0, the bifur-
cation diagram that we have for (c0, c1) ∼ (0,0) extends in a trivial way to (c0, c1) ∈ BL((0,0)), with
L > 0 ﬁnite but arbitrary large, implying that the bifurcation diagram for (c0, c1) ∈ BL((0,0)) remains
smoothly diffeomorphic to the BT-bifurcation diagram of (5) at (x, y) = (0,0) for (b0,b1) ∼ (0,0). In
next paragraphs, we will see that this also extends to a (b0,b1)-neighborhood of (0,0) that does not
depend on  , with  > 0,  ∼ 0. For that we will have to study (F2). Below we will see that the phase
portraits that we encounter for (c0, c1) ∈ BL((0,0)) are strongly topologically equivalent to the ones
that are present for (c0, c1) ∼ (0,0). A precise result will rely on a good choice of domains in the
(x, y)-plane (see Section 3.1.2).
Of course the results on (18), being valid for (x, y) ∈ [−N,N]2, are for the moment only valid
for (x, y) in some neighborhood of (0,0) that shrinks to the origin when u → 0 (see (16)). To ex-
tend the result to a ﬁxed (x, y)-neighborhood of the origin, we have to add to (F1) the so-called
“phase-directional chart” (see [9] or [7] for a more didactic introduction). Such phase-directional chart
includes a (Poincaré–Lyapunov) compactiﬁcation of the (x, y)-plane, encountered in (18) for u = 0.
This phase-directional chart will also have to be considered in order to extend the results that we
will obtain for (F2).
Phase-directional charts for the primary blow-up.
i) The {x= 1}-direction
The blow-up (15) can be expressed as
(x, y, v) = (U2,U4Y ,UV ). (21)
We consider (U , V ) ∼ (0,0) and take Y in some arbitrary large interval [−M,M] with M > 0. After
dividing by U2, expression (14) changes into:
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⎪⎪⎪⎪⎩
U˙ = 1
2
UY
V˙ = −1
2
V Y
Y˙ = −Y (1+ 2Y ) + V 22(V 4 r3B0 + V 2r2B1 + 1+ U2G(U2, λ))+ U2Y 2H(U2,U4Y , λ).
(22)
ii) The {x= −1}-direction
The blow-up (15) can be expressed as
(x, y, v) = (−U2,U4Y ,UV ), (23)
again with (U , V ) ∼ (0,0) and Y ∈ [−M,M]. After division by U2, expression (14) changes into:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
U˙ = −1
2
UY
V˙ = 1
2
V Y
Y˙ = Y (1+ 2Y ) + V 22(V 4 r3B0 − V 2r2B1 + 1− U2G(−U2, λ))+ U2Y 2H(−U2,U4Y , λ).
(24)
Phase-directional blow-ups in the {y = ±1}-directions, i.e. blow-ups given by the change of co-
ordinates (x, y, v) = (U2X,±U4,UV ), show that no extra singularities appear at X = 0, so that the
essential information is present in the expressions (22) and (24).
iii) Analysis of both charts
Let us now ﬁrst make a thorough analysis of (22) near the line {U = V = 0}. On this line, (22) has sin-
gularities at Y = 0 and at Y = − 12 . The eigenvalues of the linear part at Y = 0 are given by (0,0,−1)
and at Y = − 12 by (− 14 , 14 ,1). At Y = − 12 we hence encounter a resonant saddle and at Y = 0 a semi-
hyperbolic singularity with the Y -axis as stable manifold and a two-dimensional center direction,
transverse to the Y -axis. All center manifolds are clearly graphs of the form
Y = V 22(1+ o(1)).
Each center manifold contains the line {Y = V = 0} that consists entirely of singularities. The dynam-
ics on a center manifold is given by
⎧⎪⎨
⎪⎩
U˙ = 1
2
UV 22
(
1+ o(1))
V˙ = −1
2
V 32
(
1+ o(1)). (25)
A similar situation can be found in (24), with two singularities on {U = V = 0}: a resonant saddle at
Y = − 12 with ( 14 ,− 14 ,−1) as eigenvalues and a semi-hyperbolic singularity at Y = 0 with (0,0,1) as
eigenvalues. At the latter the center manifolds are given by
Y = −V 22(1+ o(1)),
and the dynamics on a center manifold is expressed by
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Fig. 6. Left: phase portraits near the inﬁnity and ﬂow box-like boundary in the (x, y)-plane. Right: trivial extension of D to
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⎪⎩
U˙ = 1
2
UV 22
(
1+ o(1))
V˙ = −1
2
V 32
(
1+ o(1)). (26)
The phase portraits of (22) and (24), for  > 0, are represented in Figs. 5(a) and 5(b) respectively. In
case  = 0 the phase portraits are approximately the same except that at Y = 0 the center manifold
is unique and consists entirely of singularities.
3.1.2. Combining the family- and phase-directional charts for (F1)
We can now combine the information from the phase-directional charts with the information com-
ing from (F1) to get the full phase portrait on the singular locus {u = 0, v  0} for the blow-up (15).
We get a (1,2) quasi-homogeneous compactiﬁcation (see [13] or [14]) of the phase portraits that we
have in the ﬁnite plane and that are the ones that one ﬁnds in a regular BT-bifurcation.
In Fig. 6 we represent the phase portrait near inﬁnity. This phase portrait is uniquely determined
if we restrict (c0, c1) to some (arbitrarily) chosen compact set C . This behavior near inﬁnity easily
permits to show the existence, in the (x, y)-plane, of domains D whose boundary ∂D is like in Fig. 6,
so that D , depending on (c0, c1), can serve as a smooth family of neighborhoods, with ﬂow box-like
boundary for a BT-bifurcation. It is clear that similar families of neighborhoods exist for (c0, c1) ∈ C ,
and u  0, u ∼ 0.
Inside such D we know from [12] that the bifurcation diagram is a trivial smooth extension of
the local bifurcation diagram at (c0, c1) = (0,0) and all phase portraits are strongly topologically
equivalent to the phase portraits given in Fig. 2.
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the (x, y)-plane, we would have to take care of the exact connections that are possible between the
separatrices of the saddle and the different singularities at inﬁnity. This classiﬁcation can easily be
given but is not really relevant in view of proving our theorem.
The behavior inside D is clear, as we have seen. Unfortunately D blows down to a domain in the
(x, y)-plane that shrinks when  → 0. To get information on a ﬁxed domain (independent of ) we
explicitly have to look near “inﬁnity”. It permits to extend the knowledge of the phase portrait on
D to the smooth family V,b,λ of neighborhoods of (0,0) with ﬂow box-like boundary that we have
constructed in the beginning of Section 3. We do not work this out explicitly, but refer to Fig. 6.
It could easily be done: it merely requires following orbits in a 3-dimensional space, namely the
orbits of the vector ﬁelds that one gets near “inﬁnity” in the different phase-directional charts. The
continuation near inﬁnity, at least for u > 0, hence for  > 0, is trivial as can be seen from Fig. 6. The
extension of D to V,b,λ, as long as we take V,b,λ suﬃciently small, is trivial, as represented in Fig. 6.
A similar extension, as described in Fig. 6, will also work in studying (F2), at least for  > 0. We will
not repeat it.
3.1.3. Relation between family- and phase-directional charts in view of studying (F2)
From (16) and (21) we get
u = UV and u2x = U2,
inducing that
x = 1
V 2
.
Comparing (16) to (23), we get x= − 1
V 2
.
Recall that both in (F1) and (F2) we took (x, y) ∈ [−N,N]2. As a condition on N we suppose that
it is suﬃciently large so that
1± V 2r2B1 + V 4r3B0 > 1
2
. (27)
By taking U suﬃciently small, we can then also suppose that 1+ o(1) > 12 , with “1+ o(1)” as in (25)
or (26).
For the study in (F2) we consider (19), keeping u ∈ [0,u0] for some u0 > 0, and we keep u0 > 0
so small that
∣∣u2xG(u2x, λ)∣∣< 1
2
, (28)
for x ∈ [−N,N], with N as chosen above.
Expression (19) represents on [−N,N]2 a ((B0, B1),u, λ)-family of planar singular perturbation
problems with  as small parameter. For  = 0 the critical curve is given by y = 0 and the slow
dynamics (for  = 0) is given by
x′ = B1 + x
(
1+ u2xG(u2x, λ)). (29)
By (28) and (29) it is clear that the slow dynamics has a unique singularity.
Before studying the impact of this slow dynamics on the results, let us perform a blow-up at
(x, y, ) = (0,0,0). We call it the secondary blow-up.
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The secondary blow-up is deﬁned by
(x, y, ) = (sx˜, s2 y˜, s˜), (30)
with x˜2 + y˜2 + ˜2 = 1; we divide by s. Like in the primary blow-up we separately consider the related
family chart and (relevant) phase-directional charts.
The family chart of the secondary blow-up. The family chart is obtained by taking ˜ = 1 in (30):
(x, y, ) = (sx˜, s2 y˜, s), (31)
and keeping (x˜, y˜) in some (arbitrarily large) compact set. After division by s, expression (19) changes
into:
{ ˙˜x = y˜
˙˜y = −x˜ y˜ + B0 + B1x˜+ sx˜2 + u2s2 x˜3G
(
u2sx˜, λ
)+ u2s y˜2H(u2sx˜,u4s2 y˜, λ). (32)
For s = 0, expression (32) reduces to
{ ˙˜x = y˜
˙˜y = −x˜ y˜ + B0 + B1x˜,
(33)
with (B0, B1) ∈ S1. In Fig. 7 we represent the different phase portraits of (33), inside the circle, on
which we represent the information at inﬁnity in a (1,2) quasi-homogeneous compactiﬁcation (see
[13] or [14]). Besides the center at (B0, B1) = (0,−1), all singularities of (33) are hyperbolic; no limit
cycles are present. The information at inﬁnity is included in the phase-directional charts that we will
calculate in the next paragraph. In Fig. 7 we also represent, outside the circle (at inﬁnity), the phase
portrait of (19) for  = 0 (i.e. the layer equation (x˙, y˙) = (y,−x y), together with the slow dynamics,
expressed by (29) for u ∼ 0. In fact, each picture (1)–(10) in Fig. 7 contains a bird’s eye view of the
secondary blow-up. The whole picture gives a clear indication on how the phase portraits look like,
deﬁned by systems (19) with u ∼ 0 and  ∼ 0,  > 0. A detailed description of these phase portraits,
accompanied by the necessary proofs, will be provided in the next sections.
The phase-directional charts of the secondary blow-up.
i) The {x˜= 1}-direction
The blow-up (30) can be expressed as
(x, y, ) = (S, S2Y˜ , SE). (34)
We consider (S, E) ∼ (0,0) and take Y˜ in some arbitrarily large interval; we divide by S . Expression
(19) gets transformed into:
⎧⎪⎨
⎪⎩
S˙ = Y˜ S
E˙ = −Y˜ E
˙˜Y = −Y˜ (1+ 2Y˜ ) + E2(EB + B + S + u2S2G(u2S, λ))+ u2SY˜ 2H(u2S,u4S2Y˜ , λ).
(35)0 1
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On {E = S = 0} we ﬁnd two singularities, positioned at Y˜ = 0 and Y˜ = − 12 respectively. The latter is a
resonant saddle with eigenvalues (− 12 , 12 ,1), the former a semi-hyperbolic singularity with eigenval-
ues (0,0,−1). The center direction is two-dimensional and transverse to the stable manifold, given
by the Y˜ -axis. Center manifolds are expressed by
Y˜ = E2(B1 + S(1+ O (u))+ B0E + O (∥∥(S, E)∥∥2)). (36)
Each center manifold contains the line {Y˜ = E = 0}, consisting of singularities. The center behavior on
{S = 0} is given by:
E˙ = −E3(B1 + B0E + O (E2)). (37)
Expression (37) clearly induces, on the side x˜ > 0, the behavior at inﬁnity, represented in Fig. 7.
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There is no need to make separate calculations for the {x˜ = −1}-direction, since the necessary ex-
pressions are given after applying the coordinate change (S, E, t) → (−S,−E,−t) to (35). The center
behavior on {S = 0} is then given by
E˙ = E3(B1 − B0E + O (E2)), (38)
again agreeing with Fig. 7.
By considering the { y˜ = ±1}-charts we merely check that there are no extra singularities “at inﬁn-
ity”, beside the ones we already found.
Analysis near the blow-up locus for (B0, B1) ∈ S1 \ {(0,−1)}. Seen the stability of the singularities it is
easy to make the phase portrait analysis of (the compactiﬁcation of) (F2) near the limiting situation
(2), (3), (5), (6), (7), (9) and (10) in Fig. 7. They are like the pictures with the respective same number
in Fig. 8. To study the phase portraits near the limiting situations (4) and (8) it suﬃces to study the
zeros of (35) near (S, E, Y˜ ) = (0,0,0), for B0 = +1 (in case (4)), B0 = −1 (in case (8)) and B1 ∼ 0.
There always is a line of zeros, given by the axis {Y˜ = 0, E = 0}, coming from the singular problem
that we found in (F2); these zeros are not seen for E > 0. The zeros that can be seen for E > 0 are
deﬁned by
Y˜ = 0, EB0 + B1 + S + u2S2G
(
u2S, λ
)= 0.
By the implicit function theorem this implies that these zeros are given by
Y˜ = 0, S = B0E − B1 + u2 Z(E,u, λ), (39)
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for some smooth function Z . In Fig. 9 we draw inside Y˜ = 0 the foliation {SE = } together with the
level curves of the second function in (39). In this ﬁgure the quadrant {S  0, E  0} shows what
we see near (0,0,0) in the {x = 1} chart, while the quadrant {S  0, E  0} shows the situation near
(0,0,0) in the {x= −1} chart.
By a simple calculation we see that, for each  > 0,  ∼ 0, there is a persistent simple singularity in
each of the quadrants {S > 0, E > 0} and {S < 0, E < 0}, when we take B0 = −1. For B0 = +1 we see
a generic saddle-node bifurcation in the quadrant {S < 0, E < 0} for B1 > 0 and a generic saddle-node
bifurcation in the quadrant {S > 0, E > 0} for B1 < 0. This explains (and proves) the phase portraits
represented in Fig. 8, near the situations (4) and (8). Near the limiting situation (8) there are no
bifurcations, implying that in reality there are no topological differences between (7), (8) and (9) in
Fig. 8 (they are also equal to the cases (6) and (5)). Near the limiting situation (4) we ﬁnd two points
of (generic) saddle-node bifurcations leading to the pictures (4a), (4b) and (4c) in Fig. 8. The distance
in between these two lines of SN-bifurcations (see the middle of Fig. 8) tends to zero for  → 0, and
increases when we let  increase (at least for  ∼ 0).
Of course it is easy to show that these two bifurcation points belong to two smooth lines of SN-
bifurcations that are trivial extensions of the lines of the SN-bifurcation found in the study of (F1).
All the phase portraits we found till now are, as announced in the theorem, phase portraits that
are strongly topologically equivalent to phase portraits present in a regular BT-bifurcation. These phase
portraits do not contain limit cycles nor a saddle loop. The only possibility to ﬁnd these is near the
limiting situation (1) in Fig. 7; near (1) we will ﬁnd the phase portraits represented in (1a), (1b) and
(1c) of Fig. 8.
Analysis near the blow-up locus for B1 = −1, B0 ∼ 0. It remains hence to have a careful look at (32)
and (35) under the condition B1 = −1 and B0 ∼ 0. Let us reconsider these expressions, imposing this
condition. Expressions (32) and (35) reduce respectively to
{ ˙˜x = y˜
˙˜y = −x˜ y˜ + B0 − x˜+ sx˜2 + u2s2 x˜3G
(
u2sx˜, λ
)+ u2s y˜2H(u2sx˜,u4s2 y˜, λ) (40)
and
⎧⎪⎨
⎪⎩
S˙ = Y˜ S
E˙ = −Y˜ E
˙˜Y = −Y˜ (1+ 2Y˜ ) + E2(EB − 1+ S + u2S2G(u2S, λ))+ u2SY˜ 2H(u2S,u4S2Y˜ , λ).
(41)0
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{x˜ = −1} chart can be obtained by performing the change (S, E, t) → (−S,−E,−t).
Center manifolds for (41) are given by
Y˜ = E2(−1+ o(1)). (42)
They all contain the S-axis, consisting of a line of singularities, as well as a unique center manifold in
{S = 0}, on which the dynamics is given by
E˙ = E3(1+ o(1)).
Combining primary and secondary blow-up to study (F2) for B1 = −1, B0 ∼ 0. For a complete study of
the phase portraits, we now also need to recall expression (19), that we rewrite for B1 = −1 and
B0 ∼ 0: {
x˙ = y
y˙ = −x y + 2(B0 − x+ x2 + u2x3G(u2x, λ))+ u2 y2H(u2x,u4 y, λ). (43)
The slow dynamics of (43) are given by (29), which we rewrite here for B1 = −1:
x′ = −1+ x(1+ u2xG(u2x, λ)). (44)
Because of (28) we see that (43), for  = 0, is normally hyperbolically attracting along {y = 0, x >
0}, normally hyperbolically repelling along {y = 0, x < 0}, and (44) has a unique singularity at x =
x0(u, λ) ∈ [ 23 ,2]; for  > 0 this singularity is a hyperbolic saddle.
For  = 0 system (43) is given by
Zu,λ:
{
x˙ = y
y˙ = −x y + u2 y2H(u2x,u4 y, λ). (45)
It represents a u-family of layer equations, deﬁning a “fast relation function” F (x,u, λ), with x > 0.
F (x,u, λ) stands for the x-coordinate of the α-limit of the Zu,λ-orbit whose ω-limit is (x,0).
The orbits of the fast ﬁeld, deﬁning the fast relation function, belong to graphs {y = μ +
φμ(x,u, λ)}, with φμ a smooth μ-family of functions with φ0(0,u, λ) = 0 = ∂φμ∂x (0,u, λ) = 0. It can
easily be proven that F is smooth, including at x= 0, with F (0,u, λ) = 0 and ∂ F
∂x (0,u, λ) = −1.
As usual we can deﬁne the slow divergence integral for x ∈ ]0, x0(u, λ)[ as
I(x,u, λ) =
F (x,u,λ)∫
x
w
1− w(1+ B(w,u, λ)) dw, (46)
where B is a smooth function that is both O (w) and O (u). (In fact B(w,u, λ) = u2wG(u2w, λ).) It
clearly implies that
lim
x→0
I(x,u, λ) = 0, and lim
x→x0(u,λ)
I(x,u, λ) = −∞, (47)
for all (u, λ). Keeping λ ∈ Λ and u ∼ 0 suﬃciently small, the limit is uniform in (u, λ).
We ﬁrst observe that I(x,u, λ) < 0 for (x,u, λ) ∈ ]0, δ]×[0, η]×Λ, if we take δ > 0 and η > 0 suﬃ-
ciently small. In fact by straightforward calculations we see, besides I(0,u, λ) = 0, that ∂ I (0,u, λ) = 0
∂x
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2 I
∂x2
(0,u, λ) = 0; for the last property we use the fact that ∂ F
∂x (0,u, λ) = −1. We hence get
that I(x,u, λ) = O (x3) for u ∼ 0, λ ∈ Λ, and checking that
−x∫
x
w
1− w dw = −
2
3
x3 + O (x4)
ﬁnishes our claim.
Furthermore, for any C > 0 we can ﬁnd some D ∈ ]0,1[ such that I(x,u, λ) < −C if we take
(x,u, λ) ∈ [D, x0(u, λ)[ × [0, η] × Λ, by shrinking η if necessary. To check that I(x,u, λ) is also strictly
negative for (x,u, λ) ∈ [δ, D] × [0, η] × Λ it suﬃces to observe that
∂ I
∂x
(x,u, λ) = F (x,u, λ)
1− F (x,u, λ)(1+ B(F (x,u, λ),u, λ))
∂ F
∂x
(x,u, λ) − x
1− x(1+ B(x,u, λ))
= x
1+ x −
x
1− x + O (u)
= −2 x
2
1− x2 + O (u), (48)
which is strictly negative for (x,u, λ) ∈ [δ, D] × [0, η] × Λ, up to shrinking η again if necessary.
Going back to (45) we know that, for each (u, λ) ∈ [0, η] × Λ, with η > 0 suﬃciently small, and
to each x > 0, can be attached a canard cycle Γx consisting of a fast orbit with x as ω-limit and
containing the piece of critical curve [F (x,u, λ), x].
Since the slow dynamics, expressed by (44), has a hyperbolically repelling singularity at x =
x0(u, λ), it is clear that the cyclicity of the Γx with x > x0(u, λ) is zero. Because of [15] we know
that the cyclicity of Γx with x ∈ [δ, x0(u, λ)] is one. In fact, each limit cycle generated by such Γx has
to be hyperbolically attracting, so that necessarily the global cyclicity of
⋃
x∈[0,x0(u,λ)] Γx is one for
each (u, λ) ∈ [0, η] × Λ.
Cyclicity of the origin (x, y) = (0,0). It remains to study the cyclicity of the origin (x, y) = (0,0) itself
for (u, λ) ∈ [0, η] × Λ. This is a problem of studying a slow–fast Hopf point, as has been done in [1].
We will see that the cyclicity is one and that each such “small amplitude limit cycle” has to be
hyperbolically attracting.
As we will explain in a moment, we cannot directly apply the results of [1], but we can apply the
methods introduced there, in order to obtain the required result.
We therefore go back to expression (43) and try to bring it in the form of [1] using smooth
equivalences. To that end we attach to it its dual 1-form:
y dy + x y dx− u2 y2H(u2x,u4 y, λ)dx− 2 d(B0x− 1
2
x2 + 1
3
x3 + x4 J (x,u, λ)
)
, (49)
for some smooth function J (x,u, λ).
We introduce a translated variable w = x − B0(1 + γ (B0)), for a well-chosen smooth γ with
γ (0) = 0, changing the expression after 2 in the second line of (49) into
d
(
B0φ(B0) − 1
2
w2
(
1+ ψ(w,u, λ, B0)
))
,
with φ and ψ smooth and ψ(w,u, λ, B0) = o(1). We now introduce the new variable W = w(1 +
ψ(w,u, λ, B0)1/2), observing that for B0 = 0 we have W = w(1− 16w + O (w2)). As such (49) can
be written as
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(
a1(u, λ, B0)W + a2(u, λ, B0)W 2
+ a3(u, λ, B0)W 3 + W 4b(W ,u, λ, B0)
)
, (50)
where a1, a2, a3, b and H are smooth functions with
a1(u, λ, B0) = O (B0)
a2(u, λ, B0) = 1+ O (B0)
a3(u, λ, B0) = 1
2
+ O (B0)
⎫⎪⎪⎬
⎪⎪⎭ . (51)
The previous reasoning also implies that (43), near (x, y) = (0,0), is smoothly equivalent to
⎧⎨
⎩
W˙ = y
y˙ = −y ∂
∂W
(
a1W + a2W 2 + a3W 3 + W 4b
)− 2W + u2 y2H, (52)
where we write ai , b for ai(u, λ, B0), b(W ,u, λ, B0) respectively and where H stands for
H(W , y,u, λ, B0).
A new O (B0)-translation permits to change W to Z in a way that (52) changes to⎧⎨
⎩
Z˙ = y
y˙ = −y ∂
∂ Z
(
a2 Z
2 + a3 Z3 + Z4b
)− 2(c + Z) + u2 y2 H˜; (53)
here a2, a3, b, c and H˜ are smooth functions a2(u, λ, B0), a3(u, λ, B0), b(Z ,u, λ, B0), c(u, λ, B0),
H˜(Z , y,u, λ, B0), with
c(u, λ, B0) = O (B0)
a2(u, λ, B0) = 1+ O (B0)
a3(u, λ, B0) = 1
2
+ O (B0)
⎫⎪⎪⎬
⎪⎪⎭ . (54)
It is now clear that (53) represents at (Z , y) = (0,0), a slow–fast Hopf point of codimension 1. To get
it in the form as used in [1], it suﬃces now to change y by a new variable T = y + (a2 Z2 + a3 Z3 +
Z4b), changing (53) into
{
Z˙ = T − (a2 Z2 + a3 Z3 + Z4b )
T˙ = −2(c + Z) + u2Ψ (Z , T ,u, λ, B0),
(55)
where Ψ is C∞ and Ψ (Z , T ,u, λ, B0) = O ((Z4, Z2T , T 2)). For  = 0 we have Ψ (Z ,a2 Z2 + a3 Z3 +
Z4b,u, λ,0) ≡ 0, since {y = 0} represents a line of singularities for (53).
The paper [1] deals with Eqs. (55) of Liénard type, i.e. with Ψ ≡ 0. However, in treating such a
slow–fast Hopf point of codimension one (see condition (54)) it is straightforward to check that the
result, proven for (55) with Ψ ≡ 0, also holds for a Ψ as in (55).
To state this result, we will make use of Fig. 10, representing a bird’s eye view of a blow-up at
(x, y) = (0,0), of Eq. (43). The blow-up we use is the secondary blow-up given in (30).
We would get a similar picture in blowing up (55) at (Z , T ) = (0,0), by means of (Z , T , ) =
(sZ , s2T , sE), except that the curve of singularities {y = 0} would now be the “parabola-like” curve
{T = a2 Z2 + a3 Z3 + Z4b}. For precise pictures and a detailed analysis of the latter, we refer to [1].
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In Fig. 10 we see closed curves that can generate limit cycles by perturbation, such curves are
called “limit periodic sets” [16]. There are four different kinds of such curves:
(i) the elliptic singularity in the middle;
(ii) the closed orbit of the blown-up vector ﬁeld;
(iii) the singular cycle Γ0 consisting of singularities c1, c2 and the regular orbits that are heteroclinic
to them;
(iv) the canard cycles Γx , for x ∈ ]0, x0(u, λ)], as described before.
Unicity of the limit cycle near Γ0 . We already saw that the cyclicity of the canard cycles as in (iv) is
one, and when a limit cycle gets created in a perturbation it has to be hyperbolic and attracting.
A similar results has been proven in [17] for the limit periodic sets as in (i) and (ii). The latter
results can also be found in [9] for the Van der Pol case. There is also an extra result proven in [9]
and [17], namely that the unique attracting limit cycle (both in cases (i), (ii) and (iv)) grows strictly
monotonically in size when B0 decreases monotonically, at least in the region of limit periodic sets
of type (iv) (i.e. canard cycles). Moreover, the limit cycles near canard cycles occur for strictly larger
values of |B0|, than the limit cycles near limit periodic sets of type (i), (ii). The limit cycles near Γ0
occur in between.
For these results to hold in a uniform way (uniform in (,u) suﬃciently small) we have to avoid
a neighborhood V of Γ0. This neighborhood can be chosen as small as wanted, but the results of [9]
and [17] do not treat the cyclicity of Γ0. Now, [1] exactly deals with the cyclicity of Γ0, not only for
slow–fast Hopf points of codimension one, but in fact for slow–fast Hopf points of any codimension,
including inﬁnite codimension in the analytic case. Exactly the inclusion of inﬁnite codimension was
the reason to work with Liénard systems. As already observed, the results for the slow–fast Hopf point
of ﬁnite codimension can very easily be adapted to the more general situation encountered in (55),
and hence also in (43), to prove that the cyclicity of Γ0 is at most two.
What has not been observed in [1] is that this bound by two, together with the results in the
regions (i), (ii) and (iv) imply a global unicity of the number of limit cycles.
To see this, we refer to Fig. 11, in which we represent the known results, concerning the limit
cycles, in a (Y˜ , |B0|)-diagram, where Y˜ stands for a regular parameter, on the positive y-axis, starting
as Y˜ and ending as y, in the study of limit periodic sets of type (i), (iii) and (iv) respectively. See
[1] for more details on such parametrization. The ﬁgure intends to describe the evolution of the limit
cycles for systems (43) under the condition that (,u) is suﬃciently close to (0,0). The interval [0, B10]
represents the |B0|-values at which we have a limit cycle close to a limit periodic set of type (i)/(ii)
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while [B20, B30], with B20 < B30, describes the |B0|-values at which we have a canard-type limit cycle.
The value represented by the curve is the value at which the limit cycle intersects the positive y-axis.
Limit cycles near Γ0 occur at |B0|-values in [B10, B20]. We have drawn two pieces of curves C1 and C2,
on which we know the uniqueness and the monotonicity. The representation is only qualitative, not
stressing the so-called “canard explosion” that we should see above [Y˜2, Y˜3], where Y˜3 is a value
that is strictly smaller than the Y˜ -values at which Γx0(u,λ) cuts the y-axis; we adapt B
3
0 such that
Y˜3 = Y˜ B30 .
It is now easy to check that, under all conditions we have to impose, that it is only possible to
connect C1 and C2 above [Y˜1, Y˜2] in a monotone way. The unique limit cycle that we encounter
will have to be everywhere hyperbolic (and hence attracting) since the bound on the cyclicity of Γ0,
proven in [1], is an algebraic one (i.e. multiplicity taken into account).
Another way to prove the global unicity would be to prove the conjecture, stated on p. 4 of [1], for
the case q = 1. This would then immediately imply that the cyclicity is one, using a result from [1].
Now that we know the systems (19) to have at most one limit cycle, which is hyperbolic when
it occurs, it is easy to get the totality of bifurcations for (ˆ = 1, bˆ0 ∼ 0), the parameter range under
study in Section 3.1. We ﬁrst continue with the systems (43), that represent (19) for B1 = −1, and
B0 ∼ 0. These systems undergo a Hopf bifurcation at B0 = 0 (see [17]). When B0 increases there is
an attracting hyperbolic focus and no limit cycles. As we observed in checking the unicity of the limit
cycle, when B0 decreases there is a repelling hyperbolic focus and a hyperbolically attracting limit
cycle of which the size monotonically grows with decreasing B0.
Saddle-loop bifurcation near Γx0(u,λ) . The only limiting situations that need extra attention are the
((u, λ)-families of) canard cycles Γx0(u,λ) , since the slow dynamics have a simple zero at one of the
corner points. This will produce a hyperbolic saddle for nearby nonsingular vector ﬁelds. From [15]
we know that, in a (u, λ)-uniform way, the cyclicity of such canard cycle is one and each limit cycle
that is Hausdorff close to Γx0(u,λ) is hyperbolic and attracting. It only remains to prove that in a
(u, λ)-uniform way, we have exactly a single generic saddle-loop bifurcation for nearby nonsingular
vector ﬁelds. For Liénard systems of type (2,1) this has been proven in [18]. It is not diﬃcult to see
that it is also the case in this slightly more general situation. Let us deal with this case.
The saddle at (x, y) = (x0(u, λ),0) perturbs to a hyperbolic saddle for nonzero values of  > 0,
 ∼ 0. In fact, we get a (, B0,u, λ)-family of saddles. The (upper) stable separatrix S+,B0,u,λ of this
saddle forms a smooth (, B0,u, λ)-family of curves that intersects, for a ﬁxed small δ > 0, the line
{y = δ} at a point p,B0,u,λ . The smoothness of the (left) unstable separatrix S−,B0,u,λ of the saddles is
a little bit more delicate. Introducing  as a variable, we see that S−,B0,u,λ lies in a (B0,u, λ)-family of
Ck-center manifolds, the center manifold calculated at (x, y, ) = (x0(u, λ),0,0). Because the saddles
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the family S−,B0,u,λ is C
k for any large k. For  > 0, the family is clearly C∞ because it is a family
of (unstable) manifolds of hyperbolic saddles. The C∞ smoothness of the family S−,B0,u,λ at  = 0
follows from the Ck-smoothness for any k, combined with the unicity of the family.
The family S−,B0,u,λ hence intersects, for a given x1 < x0(u, λ) suﬃciently close to x0, the vertical
line segment {x = x1} smoothly at a point q,B0,u,λ . We track the family of orbits of (43) through
p,B0,u,λ in backward time, and the family of orbits of (43) through q,B0,u,λ in forward time. Using
the by now well-known techniques in geometric singular perturbation theory (see e.g. [9,19]), one
can show that
1. The backward orbit of p,B0,u,λ is a fast orbit followed by a slow orbit, ﬁnally intersecting a small
segment {x = 0} close to the origin. The forward orbit of q,B0,u,λ is a slow orbit near y = 0,
intersecting a small segment {x = 0}.
2. Both intersection points, seen in the coordinates of the secondary blow-up, are given by
(x˜, y˜) = (0, P (, B0,u, λ)) and (x˜, y˜) = (0, Q (, B0,u, λ)),
where P and Q are smooth w.r.t. (, B0,u, λ) near (0,0,u, λ), keeping u ∼ 0 and λ ∈ Λ.
3. We have P (0,0,u, λ) = Q (0,0,u, λ) and
∂ P
∂B0
(0,0,u, λ) = ∂Q
∂B0
(0,0,u, λ).
Using the implicit function theorem, we ﬁnd a unique curve B0 = B0(,u, λ) along which the family
of vector ﬁelds has a separatrix loop.
3.2. Cases (ˆ, bˆ0) ∈ [0, ˆ0] × {±1}
As we saw in the introduction of Section 3 we also have to deal with (ˆ, bˆ0) ∈ [0, ˆ0] × {±1} for
some ˆ0 > 0 that is ﬁxed but arbitrarily large. This amounts to studying the systems
{
x˙ = y
y˙ = −xy + δ2ˆ(±δ + b1x+ x2 + x3G(x, λ))+ y2H(x, y, λ), (56)
with ˆ ∈ [0, ˆ0], δ ∼ 0, δ > 0, and b1 ∼ 0. The functions G and H are smooth.
System (56) represents a (b1, ˆ, λ)-family of singular perturbation problems with δ as small pa-
rameter. For ˆ > 0, the study of (56) is completely analogous to the study of (19) for B0 = ±1, as we
did in Section 3.1.4. We perform a blow-up, similar to the secondary blow-up (30)
(x, y, δ) = (sx˜, s2 y˜, s˜), (57)
with x˜2 + y˜2 + δ˜2 = 1, and we divide by s. This will produce exactly the same limiting situations as
we have represented in Fig. 7 (pictures (2)–(5) for bˆ0 = +1 and pictures (7)–(10) for bˆ0 = −1), leading
to the similar phase portraits as represented in Fig. 8 under (2)–(5) and (7)–(10) respectively.
If we let ˆ → 0, then in the limit, the inner parts of the pictures (2)–(5) from Fig. 7 degenerate
into the right picture of Fig. 12, while the inner parts of the pictures (7)–(10) from Fig. 7 degenerate
into the left picture of Fig. 12.
The blow-up (57) hence leads to a singular perturbation problem in the related family chart:
{ ˙˜x = y˜
˙˜y = −x˜ y˜ + ˆ(±1+ b1x˜+ O (s))+ y˜2O (s), (58)
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with ˆ as small parameter. The origin (x˜, y˜) = (0,0) is now a jump point for (58) and in Fig. 12 we
indicate in bold how the jump occurs depending on the sign of bˆ0.
The slow dynamics of (58) is regular for b1 = 0, and has for b1 = 0 a zero as represented in the
respective pictures (3), (5), (7) and (9) in Fig. 7, depending on the sign of bˆ0 and b1. It is again clear
that, also for ˆ = 0, the nonsingular vector ﬁelds (56) have phase portraits represented by (3), (5), (7)
or (9) in Fig. 8, when we keep b1 = 0.
At ˆ = 0, b1 = 0 we have, like in Section 3.1.4, to study the {x˜ = +1}-chart of the blow-up (57),
applied to (56) near (x˜, y˜) = (0,0). It leads to an expression similar to (35):
⎧⎪⎨
⎪⎩
s˙ = y˜s
˙˜ = − y˜˜
˙˜y = − y˜(1+ 2 y˜) + ˜2ˆ(±˜ + b1 + s + O (s2))+ y˜2O (s).
(59)
We can proceed exactly as in the study of (35). In studying the zeros of (59) near (s, y˜, ˜) = (0,0,0),
we will see that the presence of ˆ , even for ˆ = 0, will not play an essential role and we see that
no bifurcations occur near b1 = 0 for bˆ0 = −1 while we have two generic saddle-node bifurcations
near b1 = 0 for bˆ0 = +1. These lines of SN-bifurcations, depending on ˆ , for ˆ > 0, are the smooth
continuations of the lines of SN-bifurcations that we found in Section 3.1.4.
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