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1. INTRODUCTION 
The aim of this paper is to explore the usefulness of singular finite elements, 
such as were applied by George Fix [ 161 to other problems, to achieve greater 
accuracy near material discontinuities in one-dimensional (“slab geometry”) 
transport theory computations. For simplicity, the treatment is restricted 
to one energy group stationary transport with isotropic scattering, and the 
units of length and time are chosen such that the neutron speed v = 1 
and the mean free path h = l/u = 1. The integrodifferential transport 
equation for the vector flux 9(x, Q) of neutrons at x moving in the direction 
of the unit vector 52 and the integral transport equation for the scalar flux 
CD(X) describing the net density of neutrons at x are, respectively, 
Q * V#(X, Q> + 4(x, Q) = & Jo,) 4(x, Q’) dQ’ + Source, (l-1) 
O(x) = jv K(x, x’) @(x’) dx’ + Source, U-2) 
where c is the number of secondaries per collision. The equivalence of these 
integrodifferential and integral forms is well known [12, 141. The integral 
equation [7] has the advantage of being self-adjoint and having fewer varia- 
bles, but the disadvantages of a kernel K(x, x’) that is infinite at x = x’, 
and of yielding full matrices in computational methods. This paper will 
nonetheless concentrate on the integral formulation and will be restricted 
to the plane interface problem. We refer to Arkuszewski et al. [3], Kellogg [4], 
and Bareiss [5], for contributions towards better understanding of the 
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discontinuities in the derivatives of the neutron flux across characteristic 
surfaces passing through edges and corners. 
Variational methods are applied below to (a) the Mime problem, (b) a 
source problem base on the Milne problem, and (c) the slab eigenvalue and 
the extended eigenvalue problem. In the first problem the Galerkin technique 
is used with the exponential integrals as base functions. The results are 
improved especially close to the interface by a first iteration. For the source 
problem, linear and cubic spline bases are used. It is shown that considerable 
improvement is gained by adjoining to the trial function in the first interval 
an x log x “add-on term” to allow for the analytic behavior near the interface. 
In particular for small n (n < 32), addition of the x log x term is often better 
than doubling the mesh size; furthermore the linear results with the x log x 
term are better than the uncorrected cubic results without this term. The 
advantage of a nonuniform mesh (dense close to the interface and sparse in 
the regular regron) is also demonstrated. In the third problem, simple trial 
functions for the criticality problem already used in the literature are applied, 
but better accuracy is achieved both with and without the x log x term. 
2. BEHAVIOR NEAR VACUUM BOUNDARIES AND MATERIAL INTERFACES 
The most detailed work on the behavior of the neutron flux near boundaries 
and interfaces was carried out by C. Mark [23] in 1944 in connection with the 
free surface of the Milne problem, and by Busbridge [IO] in 1960 in connec- 
tion with the free surfaces of a slab. Additional relevant contributions from 
the early days of transport theory were made by Davison [14, 151, LeCaine 
[21], Kourganoff [20] and a few others [17]. 
Mark [23] started from the integral equation for the Milne Problem 
Q(x) == $ Lrn @(x’) E,(I .x - x’ I) dx’ EC CA,{@(d)} (2.1) 
with c = 1 and El the exponential integral [1 1, 121, 
E,(x) = I1 e-xhn--2 dv. 
0 
cw 
He then considered the asymptotic expansion for the Laplace transform @i(s) 
of @P(X) obtained by Wiener-Hopf and deduced the expression for D(X) 
near x = 0 from that of its transform G(S) for large S. Dr. J. Carson Mark, 
jointly with the late W. H. Hendry, has recently [November, 1971, private 
communication] justified his expression [23, Eq. 191 and shown how the 
expansion (see (2.7) below) could be continued indefinitely. 
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An alternate simple approach will be followed here. Starting from the 
initial approximation of the scalar flux for conservative scattering (c = 1) 
Qo(x) = x0 $ x, (2.3) 
which is the exact asymptotic expression for a(x), it is well known that the 
Neumann series [20, Sect. 221 
CD~+~(X) = A,{@,(x’)} = t j;= @n(d) EdI x - x’ I) dx’ (2.4) 
converges to the exact solution. Applying the operator rl, to @j,(x) of (2.3) 
yields 
@l(X) = x0 + x - &J/2> E,(x) + b%(x), (2.5a) 
@z(x) = xo + x - @o/2) E,(.r) + i&%(4 - &J2) 4(4(x’>> + &{E&‘)}, 
(2.5b) 
etc. In particular for small x, E,(x) behaves like (x+l(log x)/(n - l)! + poly- 
nomial) and /1,(&(x’)} includes a constant multiple of .PE:~)(x) where, 
again, for small x [ 191 
E?‘(x) = (Tq12) + y log x + i(log x)” - x + (x”/8) - ... . (2.6) 
Higher order terms Qn can be derived by further application of the operator 
d, as in (2.4) and possess higher powers of log x for small x. It follows that the 
flux near the interface assumes the form 
CD(x) = a, + a,x + u2x2 + +x3 + b,x log x + b& log a” + b3X3 log x 
+c,x210g2x+c2x310g2x+d,x310g3x+~~~. (2.7) 
Thus, repeated applications of/l, yields the proper behavior near the vacuum 
interface. In fact, Kourganoff [20] h as shown that applying the operator A, 
to an approximate solution improves the solution and the improvement is 
greater near the origin. This improvement also holds for nonconservative 
scattering and can be proved for 0 < c < 1. 
The same procedure followed by Mark, and the iterative process described 
above show that (2.7) also holds for the nonconservative subcritical case. The 
coefficients of the various terms depend on the relevant properties of the 
medium considered, cross-sections, number of secondaries per collision c, 
etc. The usefulness of including the proper analytic behavior in approxima- 
tion schemes was recognized by Le Caine, Kourganoff et al. [20]. They 
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started with the exact solution for the Milne problem for conservative 
scattering [20, Sect. 301 
C’(x) = x0 + x + f1 A(v) e-“1” dv, (2.8) 
‘0 
and approximate A(V) by a polynomial 
Substituting this expression (2.9) for A(v) in (2.8) and using the definition 
(2.2) it follows that 
@(x) Y x0 + x + A2E2(x) + A,E,(x) + ... + rZ,E,(x). (2.10) 
LeCaine, Kourganoff et al. [20, 211 used variational methods to evaluate the 
expansion coefficients in (2.10). H ere the functions E,(x) are smooth over the 
entire range x E (0, co), have the logarithmic behavior indicated above for 
small .t’ and vanish at x = a. Trial functions of the form (2.10) indeed yield 
excellent approximations to the scalar flux as is shown below. Yet, a glance 
at Eq. (2.7) indicates that the approximation (2.10) cannot converge to the 
exact solution as 12 -+ co, as it does not account for higher powers of log X. 
We will try to prove elsewhere that the representation is rendered complete 
when generalizations of the exponential integrals [19] such as E~tn”)(s). 
possessing higher powers of log X, are adjoined to (2.10). 
It should be noted at this stage that representatrons imilar to (2.7) and 
(2.10) includmg logarithmic terms, hold close to interfaces of finite slabs. 
For example the exact solutions near an interface s = a are always expected 
to have a term of the form 
(2.11) 
where A(v) is continuous in the interval [0, 11. Since polynomials are dense 
in the class of continuous functions, A(v) can be approximated closely by a 
polynomial. In this case (2.11) would yield terms E2(x - a), E,(x - a),..., 
and would behave, for .r close to a, as a polynomial in x and a polynomial 
times (X - a) log(x - a), etc. The result can then be transformed to the 
vector flux $(x, p) of particles at x moving in direction cos-r p with respect 
to the x-axis. For example, for the Milne problem, the vector flux is given by 
[14, Sect. 2.51 
s&x, p) = ff$ jz e”‘kD(x’) dx’, for P > 0, 
0 
cc-xl@ m 
f 
(2.12) 
-~ 
& s 
ez’l@(x’) dx’, for p < 0. 
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Substituting (2.10) into (2.12) with c = 1 and carrying out the integrations, 
yields [22] 
4(x, P) = (42) El - e-*/u Qll + 3b - P + w-s’p 441 
+ s&&, P> + 4/J&, 4 + -*- + &94&(x> PI > 
where U(p) is the unit step function 
w = 1 forp > 0 
1 0 forp < 0, 
+JX, p) = f pm-k~~(x) + pn-leczluEi [x (i - I)] 
k=l 
-e-z/r W4 [P-l 1s (+ - 1) + z n -f- *] ,
and 
Ei(t) =l” e$ (-co <t < co). 
-03 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
Note that the approximation (2.13) has the correct asymptotic behavior 
for large x and satisfies the vacuum boundary condition 
VW, CL) = 0, for p > 0. (2.17) 
Furthermore, 
$(x, 0) = 4[xo + x + &S(x) + --* + ~,En(x)l, (2.18) 
and, 
for p < 0. (2.19) 
Hence #(x, p) of (2.13) incorporates both correct boundary conditions and 
logarithmic behavior in x for p = 0 and in &A < 0) for x = 0. Thus we 
would expect (2.13) to be a good approximation to the Milne problem, 
comparable with (2.10) which is implemented below. 
Higher-order approximations for the Milne problem and for general slab 
problems involving powers of log x and log p can be deduced directly from 
the normal mode (singular eigenfunction) representation 
4(x, P) = a+e -“‘“%voG> + Jo1 44 ~~~64 e-“’ dv 
(2.20) 
+a-e”‘““v,(p) + I”- A(v) q&u) em”‘” dv 
-1 
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by approximating A(v) (See [12] f or an explicit representation for I&L) 
and Q). The behavior near interfaces can also be deduced from Chandra- 
sekhar’s H(p) function [l, 281 
(2.21) 
which is relevant to all finite and semifinite slab problems (McCormick and 
KuZer [24] have shown that the normal modes @&) of (2.20) satisfy half- 
range orthogonality relations with CL&L) as weight function). It suffices to 
point out here that the H-function [l], for small p, can be approximated by 
H(tL)=1+[~~+(rz~2+...l+090+BltL+B2~L’Z+...l~log~ 
-t[yo + y1p + .-I p* log2 p + .--, 
(2.22) 
and does indeed exhibit logarithmic singularities in the derivatives at p = 0. 
The emerging distribution for the Milne problem is related to the H-function 
‘v 
(2.23) 
and thus, for small CL, $(O, -p) has the same behavior as (2.22). This behavior 
of $(O, ---CL) and H(p) can also be shown to hold at material interfaces (see 
for example the expressions of Davison [15] for $(O, f.~) for two adjacent 
half-spaces in terms of the solution (2.23) which characterizes the vector flux 
at the vacuum boundary.) 
3. VARIATIONAL METHODS AND RELATED APPLICATIONS 
Variational Methods have been popular since the early days of neutron 
transport theory [17, 18,20,21]. The main reasons that they did not dommate 
throughout transport work are that they depend critically on the ability to 
choose suitable trial functions and the difficulty of carrying out the minimiza- 
tion process. Both of these problems are currently alleviated by the 
considerable progress made in Reactor Mathematics and in Computer 
Science and Technology. We shall show here the usefulness of incorporating 
the exact x log x behavior in the trial functions. The treatment below will be 
restricted to the self-adjoint integral transport equation 
Q(x) = s, K(x, x’) G(d) dx’ + S(x), D = [a, Q (3.1) 
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with a positive symmetric kernel K(x, x’) = (c/2) El(j x - x’ I), a bounded 
source S(X) so that s / S(X)] d x exists, and a finite or infinite interval [u, b]. 
Note that K(x, JJ) 3 0, is continuous in D x D, is integrable as a function 
of y for each x E D and 
I 1 K(x +h,y) - K(x,y)l dy+0 as h+O for every x E D. D 
Consequently [25, 271, the integral operator in (3.1) with c < 1 is a compact 
continuous operator. 
Marshak [14] finds that the functional, 
F 
1 
La5(x>1 E .I- @@I PM - J- Wx, 4 ‘W4 d-4 dx 
[.I” @(xl W 4’ (3.2) 
is an extremum for the actual solution of (3.1). This functional was suggested 
by Schwinger, and Davison discussed the conditions under which Fl is a 
minimum. LeCaine [21] applied this functional to the Milne problem for 
conservative scattering with trial function 
Q(x) = x + XO[l - AZ&(x) - BE&)], (3.3) 
and with x0 = .7104457. He evaluated A and B and thus obtained a good 
approximation in simple analytic form. The appearance of E2 and Es in (3.3) 
indicates that LeCaine already incorporated correct logarithmic behavior 
near the vacuum boundary. Huang [18] used the simpler functional, 
F&P] = j 0(x) j@(x) - 1 K(x, x’) @(x’) dx’l dx - 2 j@(x) S(X) dx. (3.4) 
The advantage of (3.4) is that the simultaneous equations which determine 
the parameters of a trial function become linear. Huang improved on the 
work of LeCaine by using the trial function 
@(x) = x,, -5 x + aE&) + W(x) + c&(x) + dE,(x). (3.5) 
For the slab eigenvalue problem 
; @p(x) = + j; El(l x - x’ I) @(x’) dx’, (3.6) n 
since the kernel is symmetric, positive, bounded from below [14], the 
Rayleigh-Ritz procedure yields the functional 
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This functtonal has been extensively used in the literature [7, 141 and does 
lead to a linear matrix eigenvalue problem for the parameters of the trial 
function [27]. 
Kourganoff [20] was the first to point out in the context of transport 
theory that several variational methods can be regarded as special cases of the 
method of weighted residuals. To illustrate this consider the equation 
A{@,(x)) - q)(x) = 0 (3.8) 
and define the residual 
R(r) E A{@(x)} - D(x), @(x) arbitrary (3.9) 
Then, for a given family of approximate solutions to (3.8), the best are those 
whtch annihilate the mean or weighted residual 
(w(x), R(x)) = joa w(x) R(x) dx, (3.10) 
for the widest possible variety of weighting functions W(X). In practice one 
limits the choice of weights. In particular, the methods of least squares, 
collocation, Galerkin and moments correspond to the following choices of 
weight functions 
(I) Least squares: W(X) = R(x) itself. 
(u) Collocations: {W(X) = 6(x - x,); i = l,..., nj, I.e., the weight 
functions are selected to be a-functions. Such a choice results, for example, 
in the requirement that the trial functions for the scalar flux B(X) should 
satisfy (3.8) identically for all R = X~ , i = l,..., n. 
(iii) Galerkin: W(X) = U,(X), i = l,..., n; u,‘s are the members of the 
basis of approximating functions selected. For example, corresponding to the 
trial function (2. lo), the weight functions are 
w(x) = 1, X, E,(X) )..., E,(X). (3.11) 
(iv) Moments: In this case the residuals are made orthogonal to a 
system which need not be the same as that of the approximating function. 
The most popular system of weight functions used in this connection is 
{XL, k = 1 ,...) ?z>. 
A. Galerkin and Iterative Galerkin Approximatzon to the Milne Problem 
For the Milne problem (2. I), radiation or neutrons enter the medium from 
its deep interior (X = co) and eventually leave the free nonreentering surface 
(X = 0). As mentioned above, a good approximation to the scalar flux for the 
409/48/r-14 
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conservative case (c = l), which embodies in part the correct analytic 
behavior at the vacuum boundary is (a multiple of) 
@(x) = x + a, + %4(X) + ... + 4&&&(x). (3.12) 
Kourganoff [20, Chap. v] used this approximation for 71 = 6 and evaluated 
the expansion coefficients by the collocation method. He refrained from 
applying the Galerkin method for two reasons: the basis in (3.12) is not an 
orthogonal basis and furthermore, it is incomplete for representing arbitrary 
solutions. The effectiveness of the Galerkin method with (3.12) as basis will 
be demonstrated in spite of these objections. It suffices to consider the tran- 
sient part Q(X) of the flux, 
CD(X) ES x + Q(x). (3.13) 
Substituting (3.13) into (2.1) yields the inhomogeneous integral transport 
equation 
Q(x) = 4QW> + i--%(x). (3.14) 
The approximation (3.12) is then 
Q(x) = a, + Q%(X) + *-* + q&a(x), n=6 (3.15) 
with basis 
4 = 1, 4(x), J%(x),..., qx). 
Now defining an inner product 
(3.16) 
(u, w) = Jbm U(X) w(x) dx, 
the Gale&in procedure as applied to (3.14)-(3.16) yields the system 
04 2 b%(x) Ql + b% - &&H % + *** + L% - ~ZKJI 4) = H% 2 J%), 
i = l,..., 6, (3.18a) 
or, in matrix notation 
Aa = b. (3.18b) 
It is straightforward to show that the matrix A is a symmetric 6 x 6 matrix 
with 
All = 4; Ali = 41 = HJ% ,K) = Ha* , i> 1; 
4, = A,, = (4 94 - 4&W = Ji, - &, , i>l, j>l; (3.18~) 
b, = 8; bi = HE, > 4 = t.Ls 9 i> 1. 
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The integrals Jnm and B,, in (3.18~) have in fact been evaluated analytically 
and the results are tabulated by Kourganoff [20, Appendix II] in connection 
with his application of the collocation method to this same problem. 
The above very simple matrix equation (3.18b) was solved on the 
CDC-6400 to yield the following coefficients 
a, = .7104485, a2 = -.2828492, a3 = .6174647, 
a4 = - 1.0966372, a5 = 1.2057855, a6 = -.4742459. 
The transient flux, computed from (3.15) on the basis of the above coefficients 
is compared in Table I with its exact value [20, p. 1381. The results are 
accurate to within .0004~0. 
The main point to note from Table I is that the solution by the Galerkin 
procedure with the basis (3.16) is least accurate at x = 0, the vacuum inter- 
face. This is in spite of the fact that (3.16) incorporates a good part of the 
analytic behavior near the interface. It should be pointed out however that, 
because the analytic behavior is accounted for in part, the result near the 
origin is superior [20] to that with trial function 
which has more degrees of freedom, and is also superior to the finite element 
results presented below. Nevertheless, the computed results are considerably 
improved and especially near the origin by a first iteration, i.e., by substituting 
the solution (3.15) with the coefficients already evaluated, into the right-hand 
side of the integral transport equation (3.14). The integrals and identities 
needed for this iteration are given by Kourganoff [20]. The iterated Galerkin 
results are also presented in Table I. 
The emerging vector flux or angular distribution for the Milne problem is 
essentially a Laplace transform of the net flux and is 
(3.19) 
The transformation (3.19) is carried out based on results by Kourganoff. The 
lower part of Table I gives the emerging angular distribution corresponding 
to the iterated Galerkin results for G(x). The average error in this angular 
distribution is O.OOOOOO1. 
B. Finite Element Method 
Considerable numerical experimentations were carried out with the colloca- 
tion method as applied to both the Milne integral equation and [20, p. 351 
to the corresponding integral equation for conservation of current, and 
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TABLE I 
Mrlne Problem by the Galerkin Method 
Transient Scalar Fluxes Q(X) = PHI(X) - X 
Iterated 
X Galerkm Galerkm Q(X) Exact 
0.00 
.Ol 
.02 
.03 
.04 
.05 
.06 
.07 
.08 
.09 
.lO 
.20 
.30 
.40 
.50 
.60 
.70 
.80 
.90 
1.00 
1.25 
1.50 
1.75 
2.00 
2.25 
2.50 
2.75 
3.00 
3.25 
4.00 
5.00 
10.00 
Average 
Error = 
II 
.O 
.3 
.6 
.9 
.5773832 
.5882328 
.5953850 
.6012363 
.6062827 
.6107554 
.6147880 
.6184677 
.6218549 
.6249947 
.6279210 
.6495517 
.6633653 
.6730897 
.6802922 
.6858005 
.6901086 
.6935344 
.6962941 
.6985404 
.7025724 
.7051306 
.7068012 
.7079159 
.7086721 
.7091921 
.7095535 
.7098070 
.7099863 
.7102710 
.7103966 
.7104483 
.5773503 
.5882354 
.5953907 
.6012412 
.6062862 
.6107573 
.6147887 
.6184673 
.6218539 
.6249930 
.6279189 
.6495505 
.6633659 
.6730909 
.6802933 
.6858012 
.6901087 
.6935341 
.6962935 
.6985397 
.7025718 
.7051303 
.7068017 
.7079162 
.7086736 
.7091924 
.7095527 
.7098073 
.7099864 
.OOOOO24 .OOOOOO6 
.5773503 
.588236 
.595391 
.601242 
.606287 
.610758 
.614789 
.618468 
.621854 
.624993 
.627919 
.649550 
.663365 
.673090 
.680293 
.685801 
.690109 
.693535 
.696294 
.698540 
.702572 
.705131 
.706802 
.707916 
.708673 
.709191 
.709551 
.709806 
.709985 
.710272 
.710396 
.710446 
Emergmg angular drstrrbutton 
w, --II) P tw, -A 
.5773503 .1 .7201581 
.9483107 .4 1.0561326 
1.2667834 .7 1.3706150 
1.5765055 1.0 1.6788253 
CL VW, -4 
.2 .8373608 
.5 1.1620784 
.8 1.4738046 
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comparisons were made with the finite element method as applied to the 
functional Eq. (3.4). In general the results with this functional (3.4) were 
superior and therefore the results for collocation will be omitted for brevity. 
A sample of the collocation results has already been presented at a SIAM 
meetmg [S, 61. 
The Milne problem for conservative scattering is again the basis for the 
present application, except that attention is focussed at the part occupied by 
the medium between x1 = 0 and xN = 10 in units of the mean free path. In 
fact, a slab of thickness 10 mean free paths is considered to be extremely 
thick. Thus, an excellent approximation for the flux is 
@(x) = 9 + x0 + q(x), (3.20a) 
4(x) = 0 for x 2 xN = 10, (3.20b) 
and x0 the extrapolation distance. Rather than assume x0 known, it will be 
determined from the variational method by requiring (3.20) to satisfy the 
first moment equation of the integral transport equation. This constraint is 
PO1 
s ,” q(x) E,(x) dx + $ = f . (3.21) 
Now, substituting (3.20) mto the integral transport equation and rearranging 
terms yield 
x - x’ I) q(i) dx’ - 3 E,(x) + ‘z E&v). (3.22) 
The corresponding functional (3.4) for this source problem (3.22) is 
H[q] = fN q(x) /q(x) - 4 1’” El(l x - x’ I) q(x’) dx’/ dx 
0 0 (3.23) - s ,” q(x) E&4 - x,4(4 dx 
The finite element method [5] as applied to the variational functional (3.23) 
removes the difficulty of finding base functions which satisfy the completeness 
and smoothness requirements over the entire domain. The slab [0, lo] is 
subdivided into N - 1 segments [x1 , x2],..., [xNml , xN] and in each segment, 
the transient flux q(x) is approximated by a piecewise polynomial. For the 
present application piecewise linear and cubic “spline” approximations are 
adopted (results for Hermite polynomials are omitted for brevity). Spline 
approximations [9, 261 have the advantage here of both providing sufficient 
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smoothness in the interior of the slab and reducing the order of the resulting 
matrix equation to N x N, N representing the number of mesh points (or 
knots). There are various representations for splines and a convenient one 
here is 
N-l 
Q(X) = 1 ww (3.24) 
z-1 
where {U,(X)} are cardinal spline bases (see [9,26] and [2, p. 161 for the explicit 
expressions used). 
The variational problem consists of substituting the respective (linear or 
cubic) trial function expression (3.24) into the functional H of (3.23), and 
setting the derivatives of H with respect to the expansion coefficients a, 
equal to zero. The resulting equations are 
;c a, [2 4” up(x) q(x) dx - rN dx I” dx’E,(I x - x’ I) u,(x) +‘)] 
0 
+ x0 I” d+(x) UC(X) = jozN dxE,(x) UC(X), e = l,..., n - 1. 
(3.25a) 
Substituting (3.24) into the constraint (3.21) yields 
~iua~ dxE,(x) u,(x) + 2 = f . (3.25b) 
Since x0 is assumed to be unknown, it is convenient to define 
UN = x0; 
then the system (3.25a, b) can be written in matrix notation 
(3.25~) 
Ca=b. (3.25d) 
Note from Eqs. (3.25a, b, c) that the matrix C is symmetric. The integrations 
in (3.25a, b) needed to evaluate the elements of the matrix C corresponding to 
the spline chosen can be carried out analytically using tables already published 
in the literature [2,22]. These integrations are straightforward but numerous, 
and will be omitted here. A subroutine for evaluating the exponential integral 
is available [13]. Equation (3.25d) is solved for the expansion coefficients uf 
by Gaussian elimination utilizing the symmetry of the matrix C. The repre- 
sentation (3.24) is then used to interpolate for the transient flux 
Q(x) = @(X> - X = 4(X) + X0 = Q(X) + UN (3.26) 
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at the 32 preassigned coordinates given in the first column of Table II. This 
approach provides a consistent comparison with known exact results [20, 
p. 1381. The computed results for Q(Z) for the cubic spline case with N = 16 
are presented m the first five columns of Table II. Additional results are 
given in Ref. [2]. 
Initially the computations were carried out for a uniform mesh for linear 
and cubic spline approximations. The results in all cases (see Table II for 
example) were poorest close to the vacuum interface x = 0. These results are 
improved by: 
(4 increasing the mesh size hr (up to a certain level where either round 
off or ill conditioning of the matrix equation comes into play); 
(b) increasing the order of the approximation from linear to cubic 
(further comments on this point will be made in the next section). 
Further improvement specifically near the origin (see also [20]) is achieved 
by 
(4 suitably varying the mesh size (dense mesh close to the interface 
and sparse in the regular region) as is indeed shown m Table II and Ref. [2]; 
(d) iterating the computed results once (substituting for 4(x’) on the 
right-hand side of (3.22) to reevaluate the left-hand-side q(x) as was done 
with the Galerkin results of Section 3A). Such an iteration is sometimes 
referred to as the method of successive approximation [21], and is essentially 
the same as natural interpolation in the Nystriim method. The effectiveness of 
such an iteration has already been demonstrated in Section 3A and will not 
be pursued here. 
(e) adjoining to the polynomial approximation in the first interval 
appropriate terms representing the analytic behavior near the interface. 
This is the objective in the following two sections. 
C. Adjoining Singular Terms near the Interface 
A proper way to adjoint the logarithmic terms to the finite element method 
of the previous section is in the form of “add-on terms” in the first interval. 
For the linear approximation the add-on term is 
u,+1(x) = x log x - x log X2 ) x E LO, 4, 
= 0 otherwise. (3.27) 
For the cubic spline approximation, the first order add-on term is (see [2] 
for higher-order terms) 
Un+JX) = x log x - 
xs 
xlogx*+~x-22++, 
2x2 
x E [O, x21, 
zzz 0 otherwise. (3.28) 
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The functions ~,+r(x) of (3.27) and (3.28) vanish at both x = 0 and x = 3ca . 
%2+1(O) = %+1(%4 = 0. 
In addition, the function in (3.28) satisfies 
(3.29) 
4+1(%) = f4+1w = 0. (3.30) 
Thus the above add-on terms preserve the properties of linear and cubic 
spline approximations in the slab [0, xN] under consideration, The functions 
u,+r(x) of (3.27) and (3.28) were successfully implemented in the finite element 
schemes of the previous section and the computed results for the cubic spline 
case with N = 16 are presented in Table II. 
Table II shows the overall improvement when the logarithmic add-on 
terms u,+r are incorporated in the finite element schemes. The error at the 
origin and the average error for the uniform mesh case are summarized in 
Tables III and IV. These tables show that for the uniform mesh case 
(a) an improvement factor of between 1.3 and 15.8 results when the 
logarithmic term is used; 
(b) the improvement factor increases as the size of the first interval 
is decreased up to a certain size (as the mesh spacing is increased; shown in 
the third column of Table IV and the rest of the computation omitted for 
brevity). In fact the contribution of the logarithmic terms (to the functional 
and to the results) becomes negligible as the size over which it is implemented 
shrinks to zero. This observation and unpublished numerical results indicate 
that there is an optimum range near the interface (independent of the size of 
the first interval) where the implementation of the logarithmic terms would 
lead to improved results, irrespective of the choice of mesh spacings. 
(c) the addition of one logarithmic term is often better than doubling 
the number of mesh points. 
(d) the corrected linear approximation with the logarithmic term is 
better than the cubic approximation without this term. 
D. Eigenvalue and extended Eigenvalue Problem 
The critical mean secondaries per collision c for a bare slab x E [-a, a], 
is the inverse of the largest eigenvalue of the self-adjoint integral equation 
(3.6). For a given trial function 
(3.31) 
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TABLE III 
Errors at the Origm m Splme Approxu-nation of the Transient Flux Q(X) = 0(x) - x, 
0 < x < 10, m the Milne Problem for Conservative Scattermg 
(Huang Functional with Uniform Mesh) 
Mesh 
Improve- Improve- 
Corrected ment Corrected ment 
Lmear lmear” factor Cubic cubica factor 
4 .078 .041 2 .050 .039 13 
8 .060 .019 3 .029 .OlI 2.6 
16 .040 .008 5 .016 .002 8.0 
32 .024 .004 6 JO82 .0006 13 7 
5 With x log x add on term m the first Interval. 
TABLE IV 
Average Errors in Splme Approximations of the Transient Flux Q(x) = 0(x) - X, 
0 < x Q 10, in the Milne Problem for Conservative Scattering 
(Huang Functional with Uniform Mesh) 
Mesh 
4 
8 
16 
32 
Improve- Improve- 
Corrected ment Corrected ment 
Linear lmear” factor Cubic cubic” factor 
.025 .OlO 2.5 .012 .009 1.3 
.015 .003 5.0 .0044 .0013 3.4 
.0067 .OOll 6.0 .0018 JO02 9.0 
JO27 .0005 5.4 .00079 .00005 15.8 
a With x log x add on term m the first interval. 
maximizing the Rayleigh-Ritz functional (3.7) is equivalent to finding the 
maximum eigenvalue of the matrix equation [27] 
Ea-AUa=O. (3.32) 
Here E and U are symmetric positive definite matrices with elements 
E,, = ij sy sa El(j x - x’ I) u,(x) u,(x’) dx dx’, 
-a --a 
(3.33a) 
I3 u,, = I 44 u,(x) dx. (3.33b) --a 
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The simplest possible polynomial trial functions symmetric in x are 
@l = 1, (3.34) 
Qz = 1 - fixa. (3.35) 
The eigenvalue problems (3.32)-(3.33) are elementary in these cases and the 
critical mean secondaries per collision c = l/hmax are 
Cl = U,,/E,, = 4a/[4a - 1 + 2Ea(2a)] (3.36) 
for #1 , and, 
c2 = 2( Ull u22 - VkMJn&, - 2&% + u,,-% 
+ [(fA&, - 2%% + u&d* (3.37) 
- ~(U~IUB - Uf2) VWL - Eh>l"'>. 
for CD* . The six explicit expressions for U,, , Ez, in (3.37) are easily obtained 
[22] from (3.33a, b) and (3.35) where or = 1, U*(X) = x2 (we omit them for 
brevity). Values of c, and c2 corresponding to different values of the slab 
half-thickness “a” appear in the second and fourth columns of Table V. 
The exact results appearing in the last column of this table (except for 
a = .7366, 1.2893 and 5.6655, computed by Bell et al. [7]) were computed by 
Bennett [8] by a combination of discrete ordinate method and a l/W extra- 
polation. The actual values of N which Bennett used, go up to N = 161. 
Table V shows that cr corresponding to Sp, = 1 has errors in the third 
significant figures, while ca corresponding to D2 = 1 - /3x2 has errors in the 
sixth significant figures. In fact the extremely high accuracy of the eigenvalue 
TABLE V 
Eigenvalue Problem 
Half c(@= l- c = (o-ax*- 
thickness c(@ = 1) sing. term) c(@ = 1 -CD?) sang. term) c(Exact) 
.2500 2.256 2 235093 2.235055 2.235015 2 235004 
SO00 1.640 1.615575 1.615410 1.615388 1.615379 
.7366 1.428 1.400361 1.400024 1.400013 1.4OOOOO 
.7500 1.419 1.392083 1.391736 1.391724 1.391707 
1.0000 1.307 1.277712 1.277117 1.277112 1.277100 
1.2893 1.232 1.200996 1.200026 1.200024 1.200000 
1.5000 1.196 I. 164444 1.163137 1 163136 1.163124 
2.0000 1.142 1.110791 1.108475 1.108475 1.108462 
2.5000 1.111 1.081179 1.077583 1.077583 1.077569 
5.6655 1.046 1.032847 1.020032 1.020031 1.020000 
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corresponding to this simple trial function @a renders an elaborate procedure 
such as Bennett’s unjustifiable. Davison [14] abd Bell et al. [7] report that 
this trial function $ has been used to compute the critical c for slabs and 
the results are accurate to three or four significant figures, for thin slabs, and 
are not as accurate for very thick slabs (the last row in Table V corresponds 
to a very thick slab). Table V implies that Davison and Bell were too con- 
servative in their estimates of accuracy and range of applicability of @,(s) 
for the above eigenvalue problem. 
A singular term 
v(x) = (1 - ;) log (1 - I) + (1 + c) log (1 + $) , (3.38) 
which approximates the true behavior near the vacuum interface, was first 
adjoined to the trial function @, and then to the trial function @, . The corres- 
ponding results for the inverse eigenvalue appear in columns 3 and 5 of 
Table V. Note the resulting improvement when the singular term v(x) is 
added to either trial function, specifically for thin slabs. For thick slabs, the 
the improvement of column 5 over column 4 is negligible or nonexisting. 
This suggests that v(x) approximates well the local behavior of the flux near 
the interface but not the global behavior throughout thick slabs. 
The above trial functions were also used in conjunction with the following 
extended eigenvalue problem. Consider a slab of fuel in [-a, u] surrounded 
by a moderator and assume that the number of secondaries per colhsion are 
related by 
c&f = c$‘Cf ) (3.39) 
where oro2 is a preassigned fraction. The integral transport equation in this 
case is 
4(l x - x’ I) @(x’) dx’ + q j &(I x - x’ I) @(x’) d.v’, 
R 
R = (-co, -a] u [a, +a). 
Now define a new function CL(X) > 0 such that 
a’(x) = a$)* for 1 h’ 1 > a, 
=l for 1 s I < a. 
Equation (3.40) multiplied by CX(X) can then be written in the form 
a(x) Q(x) = + jy: a(x) El(l x - x’ I) cx(x’) a(~‘) @5(x’) dx’. 
(3.40) 
(3.41) 
(3.42) 
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This integral equation for LX(X) @( x is self-adjoint and has the same properties ) 
as for a finite slab. By the Rayleigh-Ritz procedure, the following maximum 
principle holds. 
F[~l = 4 .f:: dx j-t,” dx’&(I x - x’ I> ““(4 a2(x’) @(x) @(x’) 
s’; dx2(x) c?“(x) 
TABLE VI 
Extended Elgenvalue Problem 
Half c,(@= 1 - Cp(@=l -ux* * 
thickness CF(@= 1) sing. term) Cp(@= 1 - aa?) - sing. term) (CMZ,‘C~) 
.25 2.073 2.068 2.05531 2.05526 
SO 1.578 1.568 1.55634 1.55624 
.75 1.387 1.374 1.36229 1.36220 
1.0 1.287 1.271 1.25967 1.25959 
1.5 1.186 1.166 1.15522 1.15518 
2.0 1.136 1.115 1.10415 1.10412 
2.5 1.107 1.087 1.07495 1.07493 
5.6655 1.045 1.035 1.01968 1.01968 
.25 1.839 1.834* 1.8374 1.8339 
.50 1.490 1.484 1.4809 1.4793 
.I5 1.339 1.330 1.3241 1.3231 
1.0 1.256 1.245 1.2368 1.2362 
1.5 1.169 1.156 1.1448 1.1444 
2.0 1.124 1.110 1.0984 1.0982 
2.5 1.098 1.084 1.0714 1.0713 
5.6655 1.042 1.035 1.0192 1.0192 
.25 1.613 1.605 1.6094 1.5995 
.50 1.390 1.383* 1.3891 1.3834 
.75 1.280 1.273* 1.2752 1.2715 
1.0 1.215 1.207 1.2069 1.2044 
1.5 1.145 1.135 1.1306 1.1293 
2.0 1.108 1.098 1.0905 1.0897 
2.5 1.086 1.076 1.0666 1.0661 
5.6655 1.037 1.032 1.0185 1.0185 
.25 1.415 1.404 1.3994 1.3847 
.50 1.287 1.279* 1.2849 1.2730 
.75 1.214 1.207* 1.2143 1.2056 
1.0 1.169 1.161* 1.1676 1.1612 
1.5 1.116 1.108* 1.1111 1.1074 
2.0 1.088 1.080 1.0793 1.0770 
2.5 2.071 1.062 1.0595 1.0580 
5.6655 1.031 1.027 1.0175 1.0173 
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The trial functions (3.34), (3.35) can be extended in a number of ways; for 
the present application we choose 
G+(x) = 1 
= E,(I x 1 - u) 
(344) 
@*(x) = 1 - /3x’ 
= (1 - /?a”) ,?$(I .r 1 - a). 
for 1 x 1 < a, 
(3.45) 
Note that the trial functions D1(x) and @s(x) are contmuous. Furthermore 
&,(I x I , --a) behaves like [(I x 1 -a) log(j x I -a) + polynomial] as x + u+. 
As for the bare slab case, maximizing the functional F[@] of (3.43) is equi- 
valent to the matrix eigenvalue problem of Eqs. (3.32), (3.33a, b). The only 
exception here is that the interval of integration [-a, a] in (3.33a, b) is 
extended to the infinite interval (-co, + co). The values of the criticality 
constants CF corresponding to the trial function (3.44) and (3.45) are pre- 
sented in Table VI together with the results when W(X) of (3.38) is adjoined to 
these trial functions. The usefulness of the logarithmic terms, especially 
for thin central slabs, is evident from this table. 
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