Confidence intervals for the ratio of scale parameters axe constructed in general families of distributions with nuisance (location) parameters. Each of these intervals has coverage probability at least as large as that of the standard minimum size (i.e., minimum ratio of endpoints) interval and, in addition, smaller size. Then analogous improved confidence intervals for the scale parameters subject to order restriction are derived. The method of construction is similar to that in Goutis and Casella [5] , [6] , Examples are given and include the normal and exponential distributions as well as the inverse Gaussian distribution which is not a purely location-scale model. Applications to interval estimation of the error variance in variance components models are also discussed.
Introduction
There are many situations where data (measurements) are available from two sources for the same objective. For example, an experiment may be conducted by two laboratories using different methods or different measuring instruments. To effectively understand whether there is a difference in variablility between the two sources, both point and interval estimates of the ratio of the corresponding population variances are required. Furthermore, if the two populations are assumed to be normal, a confidence interval for the ratio of variances that contains one may indicate that a two sample t-test is applicable for testing equality of the respective means.
Nagata [23] derived intervals for the ratio of the variances of two normal populations that were better than the standard F-interval, by extending arguments of Stein [25] . In
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Section 2, under suitable monotone likelihood ratio conditions, confidence intervals for the ratio σγ/σ-χ of the scale parameters σ\ and σ· 2 of two independent populations with nuisance (location) parameters are constructed, which dominate the standard minimum ratio of endpoints interval in terms of both coverage probability and ratio of endpoints. The construction is based on a modification of Goutis and Casella's [5] , [6] technique. Interestingly, in some typical cases, the computation of the improved intervals involves exactly the same algorithm that produces the standard interval (but with different input variables), see Remark 2.1. Thus, the new intervals are easy to use in practice. Examples are given and include the normal, exponential, and inverse Gaussian distributions. Numerical results are also presented to indicate the magnitude of the improvement over the standard interval.
We mention that the companion problem of (decision theoretic) point estimation of σχ/σ2 has been studied by several researchers, see Gelfand and Dey [3] , Madi and Tsui [20], Kubokawa [13] , Madi [19] , Ghosh and Kundu [4] , Kubokawa and Srivastava [16] , In Section 3, interval estimation of σ\ subject to the restriction that σ\ < σι is considered. This restriction arises very naturally in several problems of practical interest. For instance, suppose that the lifetime of a component manufactured using an old method follows the exponential distribution with hazard rate σ-ι and the lifetime of the same component manufactured using a new technology follows the exponential distribution with hazard rate σχ. It is then reasonable to expect that σ\ < σ2-Using the same monotone likelihood ratio conditions and exploiting again Goutis and Casella's [5] , [6] idea, confidence intervals for σι are constructed which improve on the standard intervals, i.e., those that do not take into account the order restriction. As before, the improvement is both in coverage probability and ratio of endpoints. It is noted that in typical cases the computational difficulty of the improved intervals is essentially the same as that of their standard counterparts, see Remark 3.1. Thus, the new intervals share practical merit. The results apply, in particular, to the problem of interval estimation of the error variance in a balanced one way random effects model, and (for this model) the magnitude of the improvement over the standard interval is investigated numerically. Interval estimation of σι subject to σ\ < σ-ι is also outlined.
Improved intervals for the ratio σι/σ2
Let Si, S2, T\, T2 be independent statistics such that Si/σ, and have densities 9i{x)I( o,oo)(z) and h t (x\μ,,σ^Ι^^χ) respectively, where μ;, σ, are unknown parameters, σ, is positive and λ, = λ,(μ,,σ,) is a real valued function of μ, and a¿, i = 1,2. The problem is to construct a "good" confidence interval for the ratio σ = σ\ j σ 2 . For instance, if Χι,... , X n and Y\,... , Y m are two independent random samples from exponential distributions Ε (μι, σι ) and
ι=1 Υ(!) = min{y, : ι = 1 ,.,.,τη} and λ, = μ,/σ,. See also Kubokawa [13] regarding the above framework.
We require the following condition.
is strictly increasing in χ > 0 for 0 < Ci < i = 1,2.
gi(c 2 x)
We set S = S1IS2 and denote by g(x),x > 0, the density of S/σ. Because of (Al), it follows from Lemmas 4.1 and 4.4 in the appendix that g(x) is continuous and xg(x) is unimodal. The standard confidence intervals for a have the form I = (5/6, S/a), 0 < a < b, and among them the one with confidence coefficient 1 -a and minimum ratio of endpoints is given by 
We will need some further assumptions and a preliminary result. We suppose that there is a value (μιο,^ιο) of (μι,σι) with λ^μ^,σιο) = 0 such that setting hi(x) = Η\(χ\μio,fio),ι > 0, the following two conditions hold.
is nondecreasmg in χ > 0.
(A3) 1 ^ 1 -r is strictly increasing in χ > 0 for 0 < Ci < c 2 . hi(c 2 x) Let Wi = Τι/Si. Then, given Wi = wi > 0, the conditional density of S¡σ is
For the sake of simplicity, when μι = μι0 and σι = σιο in (2.2) we write /ι(χ|ωι), that is roo
3) Jo
The following result is an application of Lemmas 4.1, 4.3, and 4.4. We now seek to improve on Io by constructing another interval that has smaller ratio of endpoints while maintaining the coverage probability above the nominal level 1 -Q. To motivate our choice of improved interval, we note that in typical cases (as, for instance, in Examples 1-3 below) the problem of interval estimation of σ is invariant under the group of scale transformations (Τι, S\, [5] , [6] we will require that I(S, Wi ) and I 0 have the same coverage probability when μι = μιο and σ\ -σιο-Using Stein's [25] idea, this requirement will hold if it holds conditionally for each given value of W\. Since we also seek to improve on the ratio of endpoints we will in addition require that Φ2/Φ1 is minimized. To this end, for each Wi > 0, we determine φι 0 = φια^ι ) and φ 2 o = 02o(^i) from the equations
The existence and uniqueness of φιο and 0 Μ follows from Lemma 2.1(i). Define now a confidence interval for σ by
5) The next theorem establishes the superiority of Ii(S, Wi) over Io-Condition (2.6) below is exemplified in Theorem 2.3. Also, the underlying value of (μι, σι) in the probability statements of the theorem is that specified in (A2).
Theorem 2.2 Assume that (Al), (A2), and (A3) hold. If

P(W! > 0 and bfi(b\Wi) > af^W^) > 0 (2.6) then we have the following. (i) Ρ(σ € I\ (S, W\ )) > Ρ(σ ζ I o) -1 -a and the inequality is strict unless the ratio in (A2) is constant as a function of χ > 0. (ii) The ratio of endpoints of I\ (S, W\ ) is less than or equal to b/a (i.e., the ratio of endpoints of Io) and is strictly less with positive probability.
Proof, (i) Let Β the set on which I\(S, W\) differs from Io, i.e., Β -{wj : w\ > 0 and <£io(u>i) < 1 /&}· We first show that Β = {wi : W! > 0 and 6/i(6|wi) > a/i(a|u>i)}. Let Wi > 0 be such that Trivially, the first equality in (2.4) implies that neither of the intervals (1/^20, ί/Φιο) and (a, b) can be a proper subset of the other. Consequently, using the second equality in (2.4), (2.7), and the unimodality of x/i(x|wi) (Lemma 2.1 (i)), from Lemma 4.5 we conclude that ) < 1 /b. Hence, Β D {«ι : wi > 0 and bfi(b\wi) > af^(a\wi)}. Conversely, consider wi > 0 with ^io(wi) < 1/6. Then a < b < l/<foo < l/^io or a < 1/020 < 6 < l/^io· In either case, the unimodality of xfi (x\wi) and ( (ii) For a given value wi of W\, the ratio of endpoints of I\(S, Wi ) is either b/a or Φ20/Φ10· In the latter case, u>i e Β and we have Φ20/Φ10 < b/a since by construction f y y = 1/</>ιο and t = Ι/Φ20 uniquely minimize y/t subject to / f\{x\w\ )dx = δ, where
In this case, instead of (A2) and (A3), we need to suppose that there is a value (//20> σ 2θ) of (μ 2 ,σ 2 ) with λ 2 (μ2ο,σ2ο) = 0 such that setting h 2 {x) = h 2 (x;μ2ο,σιο), x > 0, the following two conditions hold.
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Details of the construction of I(S, W2) are given in Iliopoulos and Kourouklis [8] .
The improved intervals in Theorem 2.2 and in (2.9) use only one of 7\ and T-¿. It would be of considerable interest to construct improved intervals that use both of these statistics. The conditions in Theorem 2.2 are illustrated in the following general result. is simply a rerun of the procedure that produces Iq replacing Qj and 1 -a by Qj +71 and e respectively. This makes the proposed interval I\(S, W-¡) quite easy to use in practice. Example 1. (Normal distribution) Let U,V,S\,S2 be independent random variables where U ~ Νρ(μι, σ 2 Ιρ), V ~ Ν,{μ2,σ 2 Ι,), SJa 2 ~ χ 2 and 52/σ2 2 ~ X 2 m. In this example the parameter of interest is σ = σ\\¡o\. Accordingly, we have T\ = and T2 = ||V|| 2 with distributions 7\/σ 2 ~ χ 2 ρ(\\μ,\\ 2 / σ 2 ) and Τ2/σ 2 ~ χ 2 (||μ2|| 2 /σ 2 ) (so that λ! = λ2 = 0). Taking μιο = 0, σ 2 0 = 1, Condition (A2) holds by the well known monotone likelihood ratio property of the noncentral chi-squared distribution. Also (Al), (A3), and (2.6) are satisfied by Theorem 2.3. Figures 1-3 give the coverage probability and percentage improvement in expected ratio of endpoints of I\ (S, W\ ) over the standard F-interval plotted against the noncentrality parameter λ; = ||μι|| 2 /σ 2 for selected values of η, m, ρ and nominal level 1-α = 0.95. These numerical results indicate that for λι close to zero and small values of n, m, the improvement in ratio of endpoints can be quite substantial, whereas the maximum coverage probability can reach 0.9549. we let Τι = n(X -l) 2 /X and T2 = m(Y -1) 2 /Y (so that λ1 = λ2 = 0), and note that when μ, = 1, atTt has a χ 2 distribution, i = 1,2. Taking μ10 = 1, σιο = 1, Condition (A2) is shown to hold in Kourouklis [12] , whereas (Al), (A3), and (2.6) are satisfied by Theorem 2.3.
Theorem 2.3 Suppose that gi(x) is a gamma density and that
Improved intervals for ordered scale parameters
In this section we assume the model and the conditions of Section 2. Under the order restriction σ\ < a-¿ we address the problem of constructing better intervals for σ\ than the standard ones, i.e., those that do not take into account this restriction. The rest of the proof proceeds as in Theorem 2.2 replacing a,b,fi(x\wi) and /ι(χ|ΐϋι;μι,σι) by 1/φι,1/φ2^1(χ\ν,υ)1, ζλ), and ρι(χ|υ, respectively.
Theorem 3.2 Assume that (Al), (A2), (A3), (A'2), (A'3), and (CI) hold. If σχ and
To illustrate Conditions (3.5) and (3.8), we consider the case where the g[s and h[s are the gamma densities in Theorem 2.3. Using the relations defining a\ and bi in (3.2), it is straightforward to show that (3.5) is equivalent to P(V < > 0 which clearly holds. Also, using (3.3), it can be seen that (3.8) is equivalent to αϊ Pi ¿i o2 αϊ + a2 βχ β2 which is satisfied. Thus, in particular, Conditions (3.5) and (3.8) hold for the normal, exponential, and inverse Gaussian models in Examples 1-3 of Section 2. Remark 3.1. We comment on the computation of the improved intervals /(Si, V) and /(Si, V, W\, Z\ ) when the g'ts and h'ts are the gamma densities in Theorem 2.3. In this case, making an obvious scale transformation, the integrand in (3.3) becomes the gamma density with shape parameter Qi + a2 and scale parameter βχ. Similarly, the integrand in (3.6) becomes the gamma density with shape parameter αϊ +a 2 +71 +72 and scale ß\. On the other hand, the computation of I\ in (3.1) involves the gamma density Ν with shape parameter αϊ and scale β\. Therefore, the main steps for the computation of I(S\,V) and I(S\, V, W-¡, Z\ ) are, merely, reruns of the algorithm that produces the standard interval 1\ in (3.1). Thus, the computational difficulty of all three intervals is essentially the same.
Remark 3.2. It is clear from the proofs of Theorems 3.1 and 3.2 that the standard interval 1\ in (3.1) can be improved by choosing any subset of V, W¡, Z\. If, initially, one uses only W\ the resulting improvement is also a standard interval in the sense that its construction does not exploit the restriction σι < σ2. Then better improvements can be obtained by employing in addition V and/or Z\. The standard interval for σι is based on S ι whereas better ones are given in Kubokawa et al. [15] . The latter improve on coverage probability while maintaining the same ratio of endpoints as the Figures 4 and 5 , the coverage probability and percentage improvement in expected ratio of endpoints are plotted against σ<). (Note that these quantities are functions of σ2/σι = 1 + τησο/σι, so σι was taken one.) The numerical results indicate that Ii(S\, V) performs better, in terms of maximum improvement, when the number of levels of the random effect is large relative to the cell size. Theorems 3.1 and 3.2 can be extended towards two directions: one is to treat more than two populations and the other one is to allow Tj to have a scale parameter ßj rather than aj. Specifically, consider the model where one observes independent random variables Si,...,SK and T],...,Tm such that S,/σ, ~ 5,(x)/(0i00)(x) and Tj/ßj ~ hj(x-^j,ßj)I(x] 00)( x )· Then under the restrictions σι < σ,, i = 2,...,κ, σ ι < ßji j = 1 and some obvious modifications of (Al) to (CI), one can derive improved intervals for σι which are extensions of those in Theorems 3.1 and 3.2. An interesting situation where the above applies is the problem of interval estimation of the error variance in a generili balanced mixed linear model. This model is studied in Mathew and Sinha [21] and Mathew et al. [22] , where the latter presents improved point estimators of the error variance, σι say. Improved intervals for ο\, however, are not available in the literature. The model can be described by means of independent canonical variables S, ~ σ,χ^ and Tj ~ ßjX^ (¿j ) where a¡ < σ, and σ\ < β} for i = 2,..., κ and j = 1,..., m. (For instance, Si is the error sum of squares.) We refer to the above articles for a detailed account on this canonical form of the model. Thus, the interval estimation of d\ falls into the above framework and improved procedures can be produced.
We close this section by noting that the standard minimum ratio of endpoints interval for 02i which is of the form (S\/b2, S-t/a-t), can be improved (under σ\ < σ2) by an interval of the form (5)52 ,$2(5)52)· The construction of the latter is analogous to that in Theorem 3.1. Details of this construction are given in Hiopoulos and Kourouklis [8] . is strictly increasing in χ for 0 < C] < C2-(4.1)
Then g(x) is continuous on (0, oo), xg(x) is unimodal, and lim xg(x)= lim ij(i)=0.
Proof. Condition (4.1) means that the scale family {c~lg(x/c) : c > 0} has the monotone likelihood ratio property and hence that -log(e y g(e y )) is a convex function of y G (-00,00), cf. Lehmann [18] , p.510. Consequently, g(x) is continuous on (Ο,οο). In addition, f(y) = e y g(e y ) is either monotone or increasing and then decreasing. The former obviously cannot hold since f(y) is a strictly positive density on (-oo, oo). Therefore, for χ > 0, xg(x) = f(logx) is increasing and then decreasing function of x. In addition, xg(x) cannot be constant on any interval (zi ,12), since if it were then setting x0 = (x1i2) 1^2 and C2 = xo/xi we would have g(x)/g(c2x) -C2 for all ζ € (ΐι,ζο) which contradicts (4.1). Now for small 1, xg(x) < f^1 g(v)dv, implying lim χ g (χ) = 0. χ-»0 Similarly for large χ, xg(x) < 2 g(v)dv, and thus lim χ g (χ) = 0. Proof. It can be given using arguments of total positivity (Karlin [11] , composition theorem) or variation diminishing transformations (Brown et al. [1] ). See also Eiopoulos and Kourouklis [10] for a direct proof. 
