The stability number of a breakwater can determine the armor unit's weight, which is an important parameter in the breakwater design process. In this paper, a novel and simple machine learning approach is proposed to evaluate the stability of rubble-mound breakwaters by using Extreme Learning Machine (ELM) models. The data-driven stability assessment models were built based on a small size of training samples with a simple establishment procedure. By comparing them with other approaches, the simulation results showed that the proposed models had good assessment performances. The least user intervention and the good generalization ability could be seen as the advantages of using the stability assessment models.
Introduction
The determination of the armor unit's weight is an important component in the rubble mound breakwater design process, and the armor units play a key role in maintaining the stability of breakwaters under wave attacks. The armor unit's weight can be computed using the stability number of rubble mound breakwaters, N s , which is commonly obtained from the Hudson formula [1] or the van der Meer formula [2] . Hudson's formula is widely used in breakwater design because of its convenient calculation of the unit mass and stability number. Some important physical factors are not involved in the formula, such as the wave period, wave length and the water depth in front of the breakwater, so other researchers did further research. van der Meer [2] proposed the following formula based on more than 300 runs of breakwater experiments under irregular wave attack. Compared to the Hudson formula, more parameters are included in the van der Meer formula (VM formula), such as the number of wave attacks and the breakwater permeability. 
where H s is the significant wave height, D n is the nominal median diameter of the stones used in the breakwater, and ∆ is the relative mass density, which can be expressed as follows:
where ρ γ is the stone mass density and ρ is the water mass density. Over the past decades, van der Meer's formula has proven to be the most widely used formula to guide rubble mound breakwater design, while at the same time a developed formula was proposed by van der Meer [3, 4] to assess the stability of the toe structure of rubble mound breakwaters, based on a new series of experiments. In addition to the studies of Hudson and van der Meer, some other researchers have proposed some novel formulas to assess the stability by analyzing the experimental results, such as [5] , Hanzawa, et al. [6] , Vidal, et al. [7] , Etemad-Shahidi and Bonakdar [8] and Van Gent and Der Werf [9] . Previous studies have shown that the definition equation of the stability number N s is stable, and that it is a function of the wave height and the relative density and nominal diameter of the stone. Meanwhile, in different studies, the damage condition of the breakwater section used to compute the stability number has various definitions. In the studies of Thompson [10] and Hanzawa [6] , a damage parameter was proposed to describe the damage condition of the breakwater section, which was a function of the stone density, stone size, wave height, wave number and erosion area in a cross section, while in the studies of van der Meer [2, 3] and Kajima [5] , a simple damage level was proposed. A summary of the definitions is listed in Table 1 [11] . Table 1 . Various definitions for the damage parameter (damage level).
Definition Formula Researcher
Damage parameter N ∆ = Aρ r 9D 50 ρ α D 3 50 π 6 Thompson and Shuttler (1975) [10] Damage parameter N 0 = H [5] Note: A is the erosion area in a cross section, ρ r is the bulk density of the material as laid on the slope, ρ a is the mass density of the stone, D 50 is the median diameter of the stone, H 1/3 is the average wave height of the N w /3 highest waves reaching a rubble mound breakwater of a sea state composed of Nw waves, M is the number of stones removed from the structure in a strip, B is the length of the test section, and D is the ratio of the number of displaced units to the total number of units.
Besides the empirical formula, N s can also be predicted by using the machine learning approaches. In the past two decades, a large and growing body of literature has investigated the machine learning approaches to assess the stability of rubble mound breakwaters, such as Artificial Neural Networks (ANN) [12] [13] [14] [15] , Fuzzy Neural Networks (FNN) [16, 17] , Model Tress (MT) [8, 18] , Support Vector Machine (SVM) [19] [20] [21] [22] , and Genetic Programing (GP) [23] . These studies have shown that the performance of machine learning approaches is better than that of the traditional formulas [23, 24] . The study of Balas, Koç and Tür [13] provides new insights into improving the prediction accuracy of ANN models via the principal component analysis, which could reduce the needed amount of training data and transform the original data set into a set of uncorrelated variables that capture all of the variance of the original data set [25] , but many methods still suffered from complex establishment procedures and large demands for the training sets' size. Thus, reducing the parameter counts and the training data size, and simplifying the training process, should be a concern for further research.
The Extreme Learning Machine is a robust machine learning algorithm based on the Single-Hidden Layer Feedforward Network (SLFN) [26] , which was very simple in t neural network architecture. Previous studies have shown that the ELM could be used in wide areas, such as classification [27] [28] [29] [30] and regression [31] [32] [33] [34] , and that it showed a good generalization performance at fast learning speeds [35] . The main advantage of ELM is that the user-defined parameters for training an assessment ELM model only include the kind of activation function and the number of hidden neurons, which makes the model establishment very convenient; besides, the ELM model can obtain a high prediction accuracy based on a small size of training data sets. Based on this, the ELM method was proposed to develop a novel and simple stability assessment model of rubble mound breakwaters. This is the first study on the application of ELM in the stability assessment of rubble mound breakwaters. Therefore, the findings in this study make a contribution to the stability assessment and to the design of the rubble mound breakwaters. This paper is organized as follows. The fundamentals of the ELM approach and the model establishment are introduced in Section 2. In Section 3, the application of the ELM approach for the stability assessment of rubble-mound breakwaters is discussed, and a comparison between the ELM approach and other approaches is given. The main findings of this paper are summarized in Section 4.
Extreme Learning Machine Models
The Extreme Learning Machine is widely used in regression and classification [36] . However, up to now, few studies involving applications of ELM in coastal engineering have been published. A search of the literature revealed that ELM was once used to predict the sea level, tide, and wave heights [37] [38] [39] [40] . In the following subsection, a brief introduction about the fundamentals of Extreme Learning Machine models is given to clarify the process details of the ELM model establishment. More information about ELM models can be found in Huang, Zhu and Siew [26, 35] , Huang, Huang, Song and You [36] .
Fundamental of Extreme Learning Machine Model
The goal of the learning process is to find the relation between input training data sets and output training labels. Considering an ELM neural network with n neurons in the input layer, l neurons in the hidden layer, and m neurons in the output layer, the general structure of ELM is shown in Figure 1 
The goal of the learning process is to find the relation between input training data sets and output training labels. Considering an ELM neural network with n neurons in the input layer, l neurons in the hidden layer, and m neurons in the output layer, the general structure of ELM is shown in Figure 1 : The weight between the neurons in the input layer and the neurons in the hidden layer can be expressed as:
where is the weight between the neuron i in the input layer and the neuron j in the hidden layer. Meanwhile, the weight between the neurons in the hidden layer and the neurons in the output layer can be expressed as: The weight w between the neurons in the input layer and the neurons in the hidden layer can be expressed as:
where w ji is the weight between the neuron i in the input layer and the neuron j in the hidden layer. Meanwhile, the weight β between the neurons in the hidden layer and the neurons in the output layer can be expressed as:
where β jm is the weight between the neuron j in the hidden layer and the neuron m in the output layer. The bias b in the hidden layer is:
For the given training samples X and the output matrix Y:
Assuming that the activation function in the hidden layer was g(x), then the output T is:
where
, and Equation 11 can be rewritten in the following form:
where T is the transposed matrix of T. H is the hidden layer output matrix of the neural network, which is as follows:
The minimum norm least-squares solution of min β Hβ − T is unique:
where H + is the Moore-Penrose generalized inverse of the matrix of H.
More details about the ELM theory can be found in the studies of Huang, Zhu and Siew [35] , Huang, Huang, Song and You [36] .
The activation functions used in this paper are as follows: Sigmoid function:
Sin function:
Hardlim function:
Trigonometric basis function:
Radial basis function:
Model Establishment
Based on the damage level of the breakwater sections, two ELM models were built to predict the stability number of breakwaters. The first model (M1) was aimed at predicting the stability number of the breakwater sections whose damage level was in the range of 2 to 8. The other model (M2) was aimed at predicting the stability number of the breakwater sections whose damage level was in the range of 8 to 32 (8 was not included). High damage levels (S > 8) are not common in design practice [18] . Basheer and Hajmeer [41] (cited in Balas, Koç and Tür [13] ) pointed out that there are no mathematical rules to determine the required amounts of training data and testing data. The number of the training data sets ranges from 90 to 579 in the previous studies discussed earlier. In the current study, 100 data points for training and 100 data points for testing were randomly selected for each model (M1, M2) from the experimental data of van der Meer [2] , according to the damage level of the data, which can be found in in the Supplementary Materials. Five parameters we selected as the input nodes: the permeability, damage level, wave attack number, slope angle, and surf similarity parameter. The range of parameters used in the M1 and M2 models were presented in Figure 2 and Table 2 . study, 100 data points for training and 100 data points for testing were randomly selected for each model (M1, M2) from the experimental data of van der Meer [2] , according to the damage level of the data, which can be found in in the supplementary materials. Five parameters were selected as the input nodes: the permeability, damage level, wave attack number, slope angle, and surf similarity parameter. The range of parameters used in the M1 and M2 models were presented in Figure 2 and The flow chart of the ELM model establishment is shown in Figure 3 . For each model, 5000 learning runs from the training data are necessary before the assessment model establishment. In order to evaluate the assessment performance of these ELM models, the bias (BIAS), correlation coefficient (CC), scatter index (SI) and index of agreement (Ia) are introduced as follows: The flow chart of the ELM model establishment is shown in Figure 3 . For each model, 5000 learning runs from the training data are necessary before the assessment model establishment. In order to evaluate the assessment performance of these ELM models, the bias (BIAS), correlation coefficient (CC), scatter index (SI) and index of agreement (I a ) are introduced as follows:
where X i are the measured values, and their average is X; Y i are the predicted values, and their average is Y; and N is the number of observations. A search of the literatures shows that the CC parameter was the most widely used index to evaluate the model performances, meanwhile, when the CC value of the model reaches the highest value, the Ia value may not, so in the training process, the value of CC was selected as the only evaluation index of the models. After the training process, the weights of the model with the highest CC value are recorded, which can be used for the stability assessment. The data used for establishing the models is provided in the supplementary materials . The weights used in the M1 model and the M2 model are listed in Appendix A. The code used in this paper is provided in Appendix B.
Results and Discussion

The Influence of Hidden Neurons on the Assessment Performance of ELM Models with Different Activation Functions
The assessment performances of the ELM models are mainly determined by the number of the hidden neurons and the activation functions. Low damage levels (S < 8) are more common in the design practice for rubble mound breakwaters, as previously mentioned [18] , and the selection of training data has little influence on this issue, so the M1 models (S < 8) were built to research the influence of the hidden neurons and the activation functions on the model performance. Figure 4 shows the assessment performance of ELM models with different activation functions A search of the literatures shows that the CC parameter was the most widely used index to evaluate the model performances, meanwhile, when the CC value of the model reaches the highest value, the Ia value may not, so in the training process, the value of CC was selected as the only evaluation index of the models. After the training process, the weights of the model with the highest CC value are recorded, which can be used for the stability assessment. The data used for establishing the models is provided in the Supplementary Materials. The weights used in the M1 model and the M2 model are listed in Appendix A. The code used in this paper is provided in Appendix B.
Results and Discussion
The Influence of Hidden Neurons on the Assessment Performance of ELM Models with Different Activation Functions
The assessment performances of the ELM models are mainly determined by the number of the hidden neurons and the activation functions. Low damage levels (S < 8) are more common in the design practice for rubble mound breakwaters, as previously mentioned [18] , and the selection of training data has little influence on this issue, so the M1 models (S < 8) were built to research the influence of the hidden neurons and the activation functions on the model performance. Figure 4 shows the assessment performance of ELM models with different activation functions and different numbers of hidden neurons. The number of hidden neurons of these models were set from 5 to 90 with an interval of 5. It can be seen from the figures that the evaluation criteria CC and I a are increasing following the addition of hidden neurons when the number of the hidden neurons is within the range of 5 to 20; then, the values of CC and I a stay relatively constant when the number of the hidden neurons is above 20. The assessment performance criteria have a rapidly decreasing trend as the hidden neurons number increases in the range of 50 to 90, which indicates that too many hidden neurons lead to over-fitting. The models with the best assessment performance were the models built with 40-50 hidden neurons in the hidden layer, no matter what activation function was used in the models. What stands out in Figure 4 is that, for an ELM model with a randomly selected number of hidden neurons from 20 to 50, I a is no less than 0.9 and CC is no less than 0.85. The selection of the activation function has little influence on the best performance of each model, which is mainly because the training data has few noisy data sets and is pure enough. The simulation results show that the ELM algorithm has a good generalization performance for the stability assessment.
A comparison of these results reveals that the ELM model with the maximum CC and I a was the model built with 45 hidden neurons and the Sin function. The parameters for the model training and application were determined for these conditions.
Predicted Performance Comparison of Different Methods
Based on the previous results, the M1 assessment model and the M2 assessment model were built using the ELM algorithm with 45 hidden neurons in the hidden layer and the Sin function as the activation function. The M1 model was used to assess the stability numbers of the breakwater sections at a low damage level (2 ≤ S ≤ 8), and the M2 model was used to assess the stability numbers of the breakwater sections at a high damage level (8 < S < 32). In order to clarify the advantages of the M1 and M2 models, the VM formula [2] , the EB formula [8] , which was built using the model trees models with a high prediction accuracy, and the GPM1 formula [23] , were selected to assess the stability using the same testing data. In the literatures, the EB formula and the GP method have the highest I a values among those machine learning approaches, which indicates the best prediction performance. The GPM3 formula was not obtained in [23] , and the GPM1 model has a similar performance to the GPM3 model presented in [23] , so the GPM1 model was selected. These assessment results, predicted by different methods, were prepared and are shown in Figures 5 and 6 , respectively. Figure 5 provides the assessment performance for the breakwater sections that were at a low damage level using the VM formula, EB formula, GPM1 formula and M1 model. As shown in Figure 5 , more than half of the predicted stability numbers of the breakwater sections were smaller than the measured values using the VM formula, the EB formula and the GPM1 formula. The assessment performance of the M1 model was more balanced: about half of the predicted stability numbers were smaller than the measured values, while the other half were larger than the measured values. A comparison of these results reveals that the ELM model with the maximum CC and Ia was the model built with 45 hidden neurons and the Sin function. The parameters for the model training and application were determined for these conditions.
Based on the previous results, the M1 assessment model and the M2 assessment model were built using the ELM algorithm with 45 hidden neurons in the hidden layer and the Sin function as the activation function. The M1 model was used to assess the stability numbers of the breakwater Figure 5 provides the assessment performance for the breakwater sections that were at a low damage level using the VM formula, EB formula, GPM1 formula and M1 model. As shown in Figure  5 , more than half of the predicted stability numbers of the breakwater sections were smaller than the measured values using the VM formula, the EB formula and the GPM1 formula. The assessment performance of the M1 model was more balanced: about half of the predicted stability numbers were smaller than the measured values, while the other half were larger than the measured values. Several statistical indices were introduced to assess the prediction performance of these approaches, such as the BIAS, CC, SI, and Ia. Lower values of BIAS and SI represent a better assessment performance, and higher values of CC and Ia indicate a better prediction agreement. When the values of CC and Ia are close to 1, this indicates a perfect agreement between the predicted and Several statistical indices were introduced to assess the prediction performance of these approaches, such as the BIAS, CC, SI, and I a . Lower values of BIAS and SI represent a better assessment performance, and higher values of CC and I a indicate a better prediction agreement. When the values of CC and I a are close to 1, this indicates a perfect agreement between the predicted and measured stability numbers. Table 3 lists the statistical index values of the three approaches. As shown in the table, the CC and I a values of the VM formula are the smallest among these three assessment approaches, while the BIAS and the SI values are the largest, which indicates that the performance of the VM formula has the lowest quality agreement. The CC and I a values of the EB formula, the GPM1 formula and the M1 model are nearly the same, while on the other hand the SI values of the two methods are also nearly the same. The evaluation indices show that the EB formula, the GPM1 formula and the M1 model have similar abilities for predicting the stability number of breakwaters with a low damage level, but that the M1 model was built based on a smaller size of training data, which indicates that the M1 model has a good generalization ability.
The performance of different approaches was also evaluated for a wider range of damage levels, i.e., 8 < S < 32. The performances of the VM formula, EB formula, GPM1 formula and M2 model are discussed in the following paragraphs. All the predicted results are shown in Figure 6 . The performance of different approaches was also evaluated for a wider range of damage levels, i.e., 8 < S < 32. The performances of the VM formula, EB formula, GPM1 formula and M2 model are discussed in the following paragraphs. All the predicted results are shown in Figure 6 . As shown in Figure 6 , the VM formula overestimates most of the stability numbers; the same finding could also be found in the study of Etemad-Shahidi and Bali [18] . Meanwhile, on the opposite side, many stability numbers are underestimated by the EB formula. The number of overestimated and underestimated stability numbers is nearly the same for the predictions using the GPM1 model and the M2 model. In addition, the stability numbers predicted by the M2 model are more concentrated on the line of complete agreement than those of the other two approaches. The evaluation indices of these approaches are listed in Table 4 . As seen in Table 4 , the CC and I a of the M2 model are the highest, while the BIAS and SI of the M2 model are the lowest, which indicates that the M2 model has the best performance for the stability number prediction of the breakwater sections with a wider damage level range.
Further research was done on the comparison of the assessment performance of different artificial neural network approaches from previous studies. The training parameters and the evaluation indices for these models are listed in Table 5 . As can be seen, many kinds of machine learning approaches have been applied in predicting the stability numbers for breakwaters. The number of input parameters of the training models have ranged from 4 to 8, and the number of the training data sets has ranged from 100 to 554. In the current paper, 5 input parameters and 100 sets of training data were used in the training processes of the M1 and M2 models, and the I a values of the M1 and M2 models are higher than those in many of the previous studies, whose models were built using a larger size of training data and more input parameters. It should also be noted that the I a or CC values should not be the only evaluation criteria in comparing different methods, since the testing data for each model was not the same. A comparison between the MT2 model (EB formula), GPM1 formula and the ELM method was made in the previous section by using the same testing data, which presented the advantages of the ELM method. The testing data for the MT2 model and the GPM1 formula in [8, 23] is not the same testing data used in this paper, which leads to the different I a and CC values presented in Tables 3-5 .
The CC values of HNN models in the study of Balas, Koç and Tür [13] are slightly higher than the CC values of the M1 and M2 models in the current paper, while the training data is pre-processed by using the principal component analysis (PCA), and the original data sets are 554 sets of experimental data. The PCA could remove the noisy data from the training data and extract the required information [13] , so the use of PCA enhances the prediction ability of the machine learning models. It could also be expected that a PCA-ELM model will get a better prediction performance. 
