A general reducibility method is developed for proving reduction properties of lambda terms typeable in intersection type systems with and without the universal type Ω. Sufficient conditions for its application are derived. This method leads to uniform proofs of confluence, standardization, and weak head normalization of terms typeable in the system with the type Ω. The method extends Tait's reducibility method for the proof of strong normalization of the simply typed lambda calculus, Krivine's extension of the same method for the strong normalization of intersection type system without Ω, and Statman-Mitchell's logical relation method for the proof of confluence of βη-reduction on the simply typed lambda terms. As a consequence, the confluence and the standardization of all (untyped) lambda terms is obtained.
Introduction
The substantial idea of the reducibility method is to interpret types by suitable sets of lambda terms which satisfy certain realizability properties. The reducibility method, based on realizability interpretations, was introduced in Tait [20] for proving the strong normalization property for the simply typed lambda calculus and further developed in Girard [11] and Tait [21] for proving the strong normalization property for polymorphic (second order) lambda calculus. There is an overview of these proofs in Barendregt [3] .
In Mitchell [16] and [15] this method is referred to as logical relations and it is discussed that apart from the strong normalization this method can be used for the proof of the confluence (Church-Rosser property) of βη-reduction and other basic results of the simply typed lambda calculus. The original proof of the Church-Rosser property of the simply typed lambda calculus using logical relations and the reducibility method is due to Statman [19] and Koletsos [12] .
In Krivine [14] and later in Ghilezan [10] the reducibility method is applied in order to characterize all and only the strongly normalizing lambda terms in lambda calculus with intersection types without the universal type. The reducibility method is also used in Gallier [9] for characterizing some special classes of lambda terms such as strongly normalizing terms, normalizing terms, head normalizing terms, and weak head normalizing terms by their typeability in various intersection type systems. In Dezani et al. [7] and Dezani and Ghilezan [6] the reducibility method is applied to characterize both the mentioned terms and their persistent versions. The strong normalization of an intersection type system with explicit substitution is proved in Dougherty and Lescanne [8] using reducibility method.
This work presents the reducibility method as a general framework for proving reduction properties of lambda terms typeable in the intersection type system λ∩ Ω with the type Ω and in the system λ∩ without it. We distinguish two different kinds of type interpretation with respect to a given set P ⊆ Λ. Also, we distinguish two different closure conditions which a given set P ⊆ Λ has to satisfy. By combining different type interpretations with appropriate closure conditions on P ⊆ Λ we prove the soundness of the type assignment in both cases. In this way a method for proving properties of lambda terms typeable with intersection types is obtained. We generalize the case of λ∩ Ω obtaining a reducibility method for this system, which leads to uniform proofs of reduction properties of terms typeable in λ∩ Ω . Our focus is on the system λ∩ Ω since a consequence of the reducibility method applied on is the development of a proof methodology for untyped lambda calculus which could be used to prove properties with suitable invariance.
The paper is organized as follows. Section 2 is an overview of some basic notions regarding lambda terms, intersection types, and type assignment systems considered. In Section 3 we prove soundness of type assignment with respect to both type interpretations and develop the reducibility method for λ∩ Ω . As a consequence, we establish a method for proving reduction properties of untyped lambda terms. We show in Section 4 that the reducibility method represents a uniform way for proving the confluence of β-reduction, standardization, and weak head normalization property of terms typeable in λ∩ Ω . Also, we obtain the confluence of β-reduction and standardization on all lambda terms by the method for untyped lambda terms.
Terms, Types, and Type Systems
First, we present some preliminary notions of reductions on lambda terms, such as β-reduction, head reduction, and internal reduction. These notions can be found in Barendregt [2] . Definition 2.1 The set Λ of (untyped) lambda terms is defined by the following abstract syntax.
We use x, y, z, . . . as meta variables that range over term variables and M, N, P, Q, . . . for arbitrary terms.
F V (M ) denotes the set of free variables of a term M . By M [x := N ] we denote the term obtained by substituting the term N for all the free occurrences of the variable x in M , taking into account that free variables of N remain free in the term obtained. The syntactical equality between terms is denoted by ≡.
The main axiom of β-reduction is
where (λx.M )N is a β-redex. The transitive reflexive contextual closure of
is obtained from M by reducing the head redex of M (head reduction). We write M → i N if M ′ is obtained from M by reducing a redex other than the head redex (internal reduction). We also use the transitive closures of these relations, notation → → h and → → i , respectively.
A term is a weak head normal form if it starts with an abstraction, or with a variable. A term is weakly head normalizing if it reduces to a weak head normal form. Let W denote the set of all lambda terms that have a weak head normal form.
Let SN denote the set of strongly normalizing terms, i.e.
Next we present the intersection type assignment systems λ∩ and λ∩ Ω that are originated in Coppo and Dezani [4] , [5] , Pottinger [17] , Sallé [18] , and Barendregt et al. [1] . (i) The relation ≤ is defined on type by the following axioms and rules:
The relation ≤ Ω is defined on type Ω by 1.-7. and the axioms:
The induced equivalence relations are defined by:
The usual axiom of the preorder on intersection types is Ω ≤ Ω → Ω (Barendregt et al. [1] ). Having this axiom one can distinguish head normalizing terms from unsolvable terms by their typeability, but cannot distinguish weakly head normalizing terms from unsolvable terms. Instead we adopt the axiom 8. σ → Ω ≤ Ω → Ω, which allows us to distinguish weakly head normalizing from unsolvable terms (Dezani et al. [7] ). (i) The pure intersection type system λ∩ is generated on the set type by (ax), (→ E), (→ I), (∩E), (∩I), and (≤) given in Figure 1 . The deriveability in λ∩ is denoted by Γ ⊢ P : ϕ.
(ii) The system λ∩ Ω is generated on the set type Ω by (ax), (→ E), (→ I), (∩E), (∩I), (≤ Ω ), and (Ω) given in Figure 1 . The deriveability in the system λ∩ Ω is denoted by Γ ⊢ Ω P : ϕ. 
Reducibility Method
The reducibility method is a generally accepted way for proving the strong normalization property of various type systems such as the simply typed lambda calculus in Tait [20] , the polymorphic lambda calculus in Tait [21] and Girard [11] , and the pure intersection type assignment system in Krivine [14] . This method was applied to the proof of the Church-Rosser property (confluence) of βη-reduction in the simply typed lambda calculus in Statman [19] , Koletsos [12] , and Mitchell [16] and [15] . The general idea of the reducibility method is to provide a link between terms typeable in a type system and terms satisfying certain reduction properties (e.g. strong normalization, confluence). For that reason types are interpreted by suitable sets of lambda terms: saturated and stable sets in Tait [20] and Krivine [14] and admissible relations in Mitchell [16] and [15] . These interpretations are based on the sets of terms considered (e.g. strong normalization, confluence). Then the soundness of type assignment with respect to these interpretations is obtained. A consequence of soundness is that every term typeable in the type system belongs to the interpretation of its type. This is an intermediate step between the terms typeable in a type system and terms satisfying the reduction property considered.
We present the reducibility method as a general framework which leads to uniform proofs of the basic reduction properties of lambda terms typeable with intersection types. As a consequence of the reducibility method for λ∩ Ω we establish a method for proving reduction properties of untyped lambda terms.
In order to develop the reducibility method we consider Λ as the applicative structure whose domain are lambda terms and where the application is just the application of terms. Let us distinguish the following type interpretations with respect to a fixed subset P ⊆ Λ.
On the set type we can define another type interpretation . On the other hand the Ω-type interpretation cannot be changed if we want to obtain the required properties for the system λ∩ Ω . This means that the condition (Ω3) cannot be replaced by the condition (I3) in the definition of type interpretation on type Ω . The following property of Ω-type interpretation is due to the condition (Ω3) and axiom 8. of Definition 2.3 and is easy to verify. On the other hand this property is not true for type interpretation in general ( 3.1(i)), but only under some conditions which will be presented in Lemma 3.8. 
An alternation ρ(x := N ) of a valuation ρ means that ρ(x := N )(x) = N and ρ(x := N )(y) = ρ(y), where y ≡ x. The following properties of term valuation will be needed in some proofs.
Let us impose some conditions on P ⊆ Λ.
Definition 3.6 Let P ⊆ Λ be given. We say that:
(VAR) P satisfies the variable property, notation VAR(P), if
(CLO) P is closed by variable application, notation CLO(P), if
We will show that these properties are sufficient to develop the reducibility method (Proposition 3.11 and 3.13).
The preorder on types is interpreted as the set theoretic inclusion.
Proof. By induction on the length of the derivation of σ ≤ (Ω) τ . 2
As noticed above Lemma 3.2 cannot be proved for type interpretation ( 3.1(i)), but the presence of the conditions VAR(P) and CLO(P) provides a similar property. 
Remark 3.9 Let us notice that the conditions VAR(P), SAT(P), and CLO(P) provide that SN ⊆ P. This fact is never used in the proofs but is necessary for the justification of the correctness of the method, since it is well known that the system λ∩ completely characterizes all strongly normalizing terms. Now we can prove the following realizability property, which is referred to as the soundness property or the adequacy property . More precisely, we prove soundness with respect to type interpretation in Proposition 3.10 and Ω-type interpretation in Proposition 3.12.
Proposition 3.10 (Soundness with respect to type interpretation) If VAR(P), SAT(P), and CLO(P) hold, then
Proof. By induction on the derivation of Γ ⊢ Q : ϕ. Case 1. The last step applied is (ax), i.e. Γ, x : ϕ ⊢ x : ϕ. Then obviously Γ, x : ϕ |= x : ϕ, by Definitions 3.3 and 3.5.
Case 2. The last step applied is (→ E), i.e. Γ ⊢ M :
Case 3. The last step applied is (→ I), i.e. Γ,
According to Lemma 3.8 N ∈ P, hence by applying SAT(P) we get (λx. 
Case 6. The last step applied is (≤), i.e. Γ ⊢ M :
An immediate consequence of soundness with respect to type interpretation is the following property.
Proposition 3.11
If VAR(P), SAT(P), and CLO(P), then
Proof. Let Γ ⊢ M : ϕ, then Γ |= M : ϕ by Proposition 3.10. Let us take a valuation ρ such that ρ(y) ≡ y for all y ∈ var. For every (x : σ) ∈ Γ we have that ρ |= x : σ since x ∈ [[σ]] by VAR(P). Therefore ρ |= Γ and consequently ρ |= M : ϕ, which means that
. By applying Lemma 3.8 we get M ∈ P.
2 Proposition 3.12 (Soundness with respect to Ω-type interpretation) If VAR Ω (P), SAT Ω (P), and CLO Ω (P), then
Proof. The proof is along the lines of the proof of Proposition 3.10. Let us reconsider Case 3. Case 3. The last step applied is (→ I), i.e. Γ, x : σ ⊢ M : τ ⇒ Γ ⊢ λx.M : σ → τ . By the induction hypothesis Γ, x : σ |= M : τ . Let ρ |= Γ and let
Ω . (Here we cannot apply SAT(P), since σ can be Ω so we cannot claim by Lemma 3.2 that N ∈ P. This was the reason for introducing SAT Ω (P).) Hence, by applying SAT 
Proof. Let Γ ⊢ Ω M : ϕ, then Γ |= Ω M : ϕ by Proposition 3.12. Let us take such a valuation ρ that ρ(y) ≡ y for all y ∈ var. For every (x : σ) ∈ Γ we have that ρ |=
Remark 3.14 Let us notice here that the required property, which states that a typeable term belongs to P, is provided on the one hand in Proposition 3.11 by VAR)(P) and CLO(P) (Lemma 3.8) and on the other hand in Proposition 3.13 it is provided by the condition (Ω3) of Ω-type interpretation (Lemma 3.2).
We showed in Proposition 3.10, 3.11, 3.12, and 3.13 that the properties VAR(P), SAT(P), CLO(P), VAR Ω (P), SAT Ω (P), and CLO Ω (P) are sufficient to develop the reducibility method. Nevertheless in order to prove these properties one has to proceed by induction on the construction of the type ϕ, but then one needs stronger induction hypotheses which are easier to prove. These stronger conditions actually unify the conditions for saturated and Psaturated sets which are considered in reducibility methods in Krivine [14] , Barendregt [3] , Gallier [9] , and Koletsos and Stavrinos [13] . In the sequel we focus on the system λ∩ Ω , therefore we generalize VAR Ω (P), SAT Ω (P), and CLO Ω (P).
Definition 3.15 Let P ⊆ Λ be given. We say that:
(P-VAR) X ⊆ Λ satisfies the P-variable property, notation VAR(P, X ), if
We show that the conditions in Definition 3.15 imply the corresponding conditions in Definition 3.6.
Proof. We prove the statement by induction on the construction of ϕ. Let us assume VAR(P, P). Case ϕ ≡ α is an atom. Since [[α] ] Ω = P, the statement holds by assumption.
Case ϕ ≡ σ → τ . Let M 1 , . . . , M n ∈ P. We have to show that xM
Ω . First, xM 1 . . . M n ∈ P by assumption. It remains to prove that
Ω follows by the induction hypothesis. If σ ∼ Ω and τ ∼ Ω, then [[σ] ]
] Ω = Λ. In the other direction: VAR(P, P) holds, since [[α]] = P for any atom type α.
2
An immediate consequence of Lemma 3.16 is the following statement.
Corollary 3.17 VAR(P, P) ⇒ VAR Ω (P), except for types ϕ ∼ Ω → τ .
Proof. If VAR(P, P) holds, then according to Lemma 3.16
We proceed similarly for the conditions SAT Ω (P) and SAT(P, P).
Proof. By induction on the construction of ϕ. We proceed as in the previous lemma. Let us assume SAT(P, P).
] Ω = P, the property holds by assumption.
On the other hand by Lemma 3.2 M n+1 ∈ P, so by the induction hypothesis
Ω . Since M n+1 was arbitrary, we obtain
] Ω = Λ. The other direction follows the argument of Lemma 3.16.
2 Corollary 3.19 SAT(P, P) ⇒ SAT Ω (P), except for types ϕ ∼ Ω → τ .
Proof. By Lemma 3.18 and by Definition 3.6 of SAT Ω (P). 2
Lemma 3.20 CLO(P, P) ⇒ CLO Ω (P), except for types ϕ ∼ Ω.
Proof. Straightforward, since by Lemma 3.
Consequently, conditions VAR(P, P), SAT(P, P), and CLO(P, P) are generalizations of VAR Ω (P), SAT Ω (P), and CLO Ω (P), respectively. The following statement presents the general reducibility method which leads to uniform proofs of various reduction properties of the lambda terms typeable in λ∩ Ω and will be presented in the sequel.
Proposition 3.21 (Reducibility method for typeable terms) Let VAR(P, P), SAT(P, P), and CLO Ω (P, P). Then
Proof. According to Proposition 3.13, Corollary 3.17, 3.19, and Lemma 3.20.2
Definition 3.22 A set P ⊆ Λ is said to be invariant under abstraction if
Now we have all necessary conditions to establish a proof method for untyped lambda terms. Proposition 3.23 (Proof method for untyped terms) If P is invariant under abstraction, VAR(P, P), and SAT(P, P), then P = Λ.
Proof. For all M ∈ Λ we have that λx.M is a weakly head normalizing term, i.e. λx.M ∈ W. It is easy to verify that there is a context Γ such that Γ ⊢ Ω λx.M : Ω → Ω. The conditions of Proposition 3.21 are satisfied since CLO(P, P) is one of the implications in the Definition 3.22. Hence, according to Proposition 3.21 it follows that λx.M ∈ P. Therefore M ∈ P, since P is invariant under abstraction. 2
Application of the methods
In this section we show that the method given in Proposition 3.21 is applicable to the system λ∩ Ω , when P is:
4.2 P = S = {M | every reduction of M can be done in a standard way};
4.3 P = W = {M | M is weakly head normalizing}.
Moreover we show that the proof method presented in Proposition 3.23 is suitable in Case 4.1 and 4.2.
Confluence of
The first proof of confluence of simply typed lambda calculus using the reducibility method is due to Statman [19] and Koletsos [12] . Applying the reducibility method we prove the confluence of β-reduction on lambda terms typeable in λ∩ Ω by appropriate types. As a direct consequence we obtain the confluence of β-reduction on the set Λ of all (untyped) lambda terms.
Let C be the set of all lambda terms on which β-reduction is confluent. We shall prove that VAR(C, C), SAT(C, C), and CLO(C, C) hold. Then the confluence of β-reduction on lambda terms typeable in λ∩ Ω by an appropriate type is a direct consequence of the method presented in the previous section in Proposition 3.21. For the sake of simplicity in this section we write → instead of → β and → → instead of → → β . 
. . M n and suppose R ← ← P → → S. Depending on whether the head redex of P is reduced we consider the following cases. 
Proof. Assume λx.M ∈ C. The only way to β-reduce λx.M is to β-reduce M . Hence, M ∈ C.
Notice that the previous property does not hold for βη-reduction. 
Standardization in Λ
The property of lambda terms that each reduction can be decomposed into head reductions followed by internal reductions (these notions are mentioned in Section 2) is referred to as the standardization (Barendregt [2] ). Here we prove standardization of terms typeable in λ∩ Ω applying the techniques of the reducibility method. As a direct consequence we obtain the standardization of all (untyped) lambda terms.
Existence of weak head normal form in λ∩ Ω
A term is a weak head normal form if it starts with an abstraction, or with a variable. A term is weakly head normalizing if it reduces to a weak head normal form. Let W denote the set of all lambda terms that have a weak head normal form. We shall prove that VAR(W, W), SAT(W, W), and CLO(W, W) are satisfied. Then the existence of a weak head normal form of lambda terms typeable in λ∩ Ω by appropriate types is a direct consequence of the method presented in the previous section in Proposition 3.21. For the sake of simplicity in this section we write → instead of → β and → → instead of → → β .
The set W of weakly head normalizing terms is already defined in Section 2:
It is easy to verify the required properties in this case since:
-VAR(W, W) holds because all terms of the form xM 1 . . . M n are weak head normal forms;
-SAT(W, W) holds because the set W of weakly head normalizing terms is closed under β-conversion;
-CLO(W, W) holds because all terms of the form λx.M are weak head normal forms.
Proposition 4.15 Let M ∈ Λ be given. If Γ ⊢ Ω M : ϕ for some context Γ and ϕ ∼ Ω, ϕ ∼ Ω → τ , then M has a weak head normal form.
Proof. By Proposition 3.21 and the previous discussion. 2 
Discussion
What are the limits of the methods? In the reducibility method it suffices to consider terms typeable by types satisfying certain conditions in order to change the proposed set P. In this way we can prove that terms typeable in λ∩ Ω by certain types are head-normalizing and normalizing. The intersection type system can be changed by changing the preorder on types. If the axiom σ → Ω ≤ Ω → Ω is replaced by the usual axiom Ω ≤ Ω → Ω, then the system obtained is not able to distinguish weakly head normalizing terms from unsolvable terms. In this system solvable terms are known to be typeable by types not equivalent to Ω (non-trivial types). Hence, in this system the method can be applied to sets containing all solvable terms.
The proof methodology for untyped lambda calculus presented here is suitable for sets of lambda terms P ⊇ W that are invariant under abstraction (M ∈ P ⇔ λx.M ∈ P). Obviously P = W cannot be the case, since this would lead to the contradiction Λ = W. This is prevented by the invariance under abstraction, which W does not satisfy.
Contributions of the presented methods?
The reducibility method presented here is an abstract method which unifies different known formulations discussed in Introduction. It derives necessary conditions which a set P ⊆ Λ has to fulfill in order to be a candidate for the application of the method. The proof methodology for untyped lambda calculus presented as a consequence of reducibility applied to λ∩ Ω seams to be new up to our knowledge. Possible applications of the methods? The reducibility method for λ∩ is not completely developed here. One has to define a condition which will generalize condition SAT(P). This can be done similarly to SAT(P, P). Hence, the method obtained in this way will provide a uniform way to prove various wellknown reduction properties of terms typeable in λ∩ such as existence of (βη) normal form, uniqueness of (βη) normal form, termination of the leftmostoutermost reduction, strong normalization, and others. The method can be applied to the simply typed lambda calculus as well. The applicability of this method to other type systems can be one of the areas of further investigation.
Finiteness of developments in the set Λ of all untyped lambda terms can be proved along the lines of proofs presented in Section 4.
