Abstract. Let (R, m) denote an n-dimensional Gorenstein ring. For an ideal I ⊂ R with grade I = c we define new numerical invariants τ i,j (I) as the socle dimensions of H
Introduction
Let (R, m) denote a local ring. For an ideal I ⊂ R let H i I (R), i ∈ Z, denote the local cohomology modules of R with respect to I (see [4] and [2] for the definitions). In recent research there is an interest in the study of the endomorphism rings Hom R (H i I (R), H i I (R)) for certain i and I. This was started by Hochster and Huneke (see [8] ) for i = dim R and I = m. See also [3] for a generalization to an arbitrary ideal I and i = dim R.
The case of a cohomologically complete intersection with i = grade I was investigated at first by Hellus and Stückrad (see [7] ). They have shown that the natural map is an isomorphism. In the case of a Gorenstein ring (R, m) it follows (see [17] To this end we consider several re-interpretations of the natural mapf by Local and Matlis Duality resp. This is related to the problem whether the natural homomorphism Ext d R (k, H c I (R)) → k is non-zero, a question originally posed by the second author and Hellus (see [6] ). Under the additional assumption of inj dim R H c I (R) ≤ d we are able to prove that if Ext d R (k, H c I (R)) → k is non-zero (resp. isomorphic), then f is injective (resp. isomorphic). Note that if (R, m) is a regular local ring containing a field inj dim R H c I (R) ≤ d holds by the results of Huneke and Sharp resp. Lyubeznik (see [10] resp. [11] ). It is unknown to us whether this is true for any regular local ring. In the final section we discuss the τ -numbers in more detail.
Preliminaries
Let (R, m) denote a (local) Gorenstein ring of dimension n. Let I ⊂ R be an ideal of grade(I) = c. Then we have that height(I) = c and d := dim R (R/I) = n − c. For the definition and basic results on local cohomology theory we refer to [4] and the textbook [2] . In the following we need a slight extension of the Local Duality Theorem as its was proved at first by Grothendieck (see [4] ).
For an arbitrary local ring (R, m) letR denote the m-adic completion. Moreover E = E R (k), k = R/m, denotes the injective hull of the residue field k.
Let x = x 1 , . . . , x r ∈ I denote a system of elements of R such that Rad I = Rad(x)R. We consider theČech complexČ x with respect to x = x 1 , ..., x r (see [2] and also [13] for its definition). Then 
Proof. Let x = x 1 , . . . , x n denote a system of parameters of R.
for all i = n and H n m (R) ≃ E. Note that R is a Gorenstein ring. That is,Č x [−n] provides a flat resolution of E. Whence by the definitions
for all i ∈ Z and any R-module M. This proves the first statement. By applying the Matlis duality functor it follows that
Therefore the duality beween "Ext" and "Tor" yields the isomorphism
By Matlis duality we get Hom R (E, E) ≃R, which completes the proof.
Note that the proof of Lemma 2.1 is well-known (see for example [9] ). The new aspect -we need in the following -is its validity for an arbitrary R-module M.
Now let us recall the definition of the truncation complex as it was introduced in [15] . Assume that (R, m) is an n-dimensional Gorenstein ring. Let E · R (R) denote the minimal injective resolution of R. Let Γ I (−) denote the section functor with support in I. Then Γ I (E · R (R)) i = 0 for all i < c (see [15] for more details). 
The advantage of the truncation complex is the separation of the properties of the cohomology module H The truncation complex provides a few natural maps that arise also as edge homomorphisms of certain spectral sequences.
Lemma 2.4. With the previous notation and Definition 2.2 there are the following natural homomorphisms
Proof. Let x = x 1 , . . . , x n ∈ m denote a system of parameters of R. LetČ x denote thě Cech complex with respect to x. It induces a homomorphism of complexes of R-moduleš 
that induces an isomorphism in cohomology. Moreover there is an identity of functors
Therefore the above homomorphism considered in degree n induces the homomorphism in (a).
By view of the Local Duality (see 2.1) we have the isomorphism
. Therefore the homomorphism in (a) implies the homomorphism in (c).
Again by Local Duality (see 2.1) there is the isomorphism
), E) By the Matlis Duality it follows that the homomorphism in (a) provides the homomorphism in (b). Now let F · denote a free resolution of the residue field k. Then the truncation complex induces -by tensoring with F · -the following morphism of complexes of R-modules
. Now let y = y 1 , . . . , y r a generating set for the ideal I. LetČ y denote theČech complex with respect to y. Because of the natural morphisms [14] ) induces an isomorphism in cohomology. We get the quasi-isomorphism of complexes In the following it will be our intention to investigate the homomorphisms of Remark 3.1 in more detail. In particular we have the following result: andR is a flat R-module. Moreover we have c = grade IR. Because ϕ 4 is non-zero and the previous isomorphism is natural we get that ϕ 3 is nonzero too. By Lemma 2.1 the module Ext In order to investigate the natural homomorphisms (d), (e) of Lemma 2.4 we need a few more preliminaries. First note that by Lemma 2.4 (see also [17, Section 6] ) there is a commutative diagram Ext
→ E here the right vertical morphism is -by construction -the natural inclusion and the left vertical morphism is the direct limit of the natural homomorphisms
for all α ∈ N, where K(M) denote the canonical module of M. Then it induces the following commutative diagram
It is of some interest to investigate the homomorphism ϕ. In fact, it was conjectured that ϕ is in general non-zero. This was shown to be true for R a regular local ring containing a field (see [17, Theorem 1.3] ) while ψ is non-zero in a Gorenstein ring as shown above (see Theorem 3.2 (c)).
For our purposes here let us summarize the main results of Huneke and Sharp resp. Lyubeznik (see [10] and [11] ). 
) and its dimension is finite. Proof. For the proof we refer to [10] and [11] .
In particular the result of Theorem 3.3 (c) is a motivation for the following Definition. 
is called τ -number of type (i, j) of I. for all i, j ∈ Z. These Bass numbers are also called Lyubeznik numbers. In fact, Lyubeznik showed that they are invariants of R/I and finite.
By the example of Hartshorne (see Example 5.3) it turns out that for a Gorenstein (R, m) the integers τ i,j (I) need not to be finite.
As a first result on the integers τ i,j (I) let us consider its vanishing resp. non-vanishing. 
The endomorphism ring
As above let I ⊂ R denote an ideal of grade c in the Gorenstein ring (R, m). In this section we shall investigate the natural homomorphism
As a first step we want to characterize when it will be surjective. To this end we need a few preparations. For an ideal I let Assh R/I = {p ∈ Ass R/I| dim R/p = dim R/I}.
Then we define the multiplicatively closed set S = ∩(R \ p), where the intersection is taken over all p ∈ Assh R/I. For n ∈ N the n-th symbolic power I (n) of I is defined as
Definition 4.1. With the previous notation put
Note that u(I) is equal to the intersection of all p-primary components q of a minimal primary decomposition of the zero ideal 0 in R satisfying S ∩ p = ∅ . 
Proof. First of all note that we may assume that R is complete without loss of generality.
(iii)⇒(ii): Fix the above notation. If ϕ 4 is surjective it follows (see Theorem 3.2) that
Since ψ is non-zero it provides (by applying Hom R (k, −)) that 
Recall that the homomorphism Ext
Now suppose that ϕ is non-zero, that is, it is surjective. So assume that ϕ is surjective (resp. isomorphic). Then the natural homomorphism f is surjective (resp. isomorphic). The snake lemma provides by induction on α ∈ N that ϕ α is surjective (resp. isomorphic). By passing to the direct limit of the direct systems it induces the homomorphism
is surjective (resp. isomorphic). Note that the direct limit is exact on direct systems. So the statement follows by virtue of Theorem 3.2 
The τ -numbers
In the following we shall give two applications concerning the τ -numbers of the ideal I ⊂ R of a Gorenstein ring (R, m). To this end let us recall the following result: Proof. For the proof we refer to [6, Lemma 2.2] . It is easily seen a consequence of the truncation complex. 
