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Dynamics of Rational Surface Automorphisms:
Rotation Domains
Eric Bedford* and Kyounghee Kim
§0. Introduction. Let X denote a compact complex surface, and let f be a (biholomorphic) automorphism
of X . The regular part of the dynamics of f occurs on the Fatou set F(f) ⊂ X , where the forward iterates
are equicontinuous. As in [BS, U], we call a Fatou component U ⊂ F(f) a rotation domain of rank d if
f |U generates a (real torus) Td-action on U . In dimension 1, rotation domains correspond to Siegel disks or
Herman rings, which have a (circle) T1- action. Here we consider surface automorphisms with the property
that the induced map f∗ on H2(X ) has an eigenvalue greater than one. This is equivalent to the condition
that f have positive entropy.
Let us consider generally the possibilities of Fatou sets for surface automorphisms. If X is a complex
2-torus, then an automorphism with positive entropy is essentially an element of GL(2,Z). Positive entropy
implies that the eigenvalues are |λ1| < 1 < |λ2|, and in this case the Fatou set is empty. A second possibility
is given by K3 surfaces (or certain quotients of them). Since there is an invariant volume form, the only
possible Fatou components are rotation domains. McMullen [M1] has shown the existence of non-algebraic
K3 surfaces with rotation domains of rank 2 (see also [O]).
By Cantat [C], the only other possibilities for compact surfaces with automorphisms of positive entropy
are rational surfaces. In fact, by [BK2], the rational case is the most “frequent.” By definition, a rational
surface is birationally (or bimeromorphically) equivalent to P2, and by a result of Nagata, we may assume
that it is obtained by iterated blowups of P2. Rotation domains of rank 1 and 2 have been shown to occur
for rational surface automorphisms (see [M2] and [BK1]). Other maps in this family of rational surface
automorphisms were found to have attracting and/or repelling basins (see [M2] and [BK1]).
In this paper we show that positive entropy automorphisms can have large rotation domains. To describe
this, let Σ0 ⊂ P2 be the line at infinity. We will construct a complex manifolds π : X → P2 by performing
iterated blowups to level 3 over points {p0, . . . , pn−1} ⊂ Σ0. We let F1s denote the fiber obtained by blowing
up ps, and at level 2 we denote by F2s the fiber obtained by blowing up a point qs ∈ F1s . We construct a
pair (H,X ) with a rotation domain which corresponds to Figure 1:
Theorem A. There is a rational surface X with an automorphism H which has positive entropy, and a
rotation domain U ⊃ Σ0 ∪ F10 ∪ · · · ∪ F1n−1. U is the union of invariant (Siegel) disks on each of which H
acts as an irrational rotation.
By Theorem 3.3 shows that, in addition, the two fixed points of H in C2 are often centers of rank 2
rotation domains.
FF
Σ0
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Figure 1. Rotation domain: one parameter family of Siegel disks Sr
For n,m ≥ 1, we define the polynomial
χn,m(t) =
t(tnm − 1)(tn − 2tn−1 + 1)
(tn − 1)(t− 1) + 1. (0.1)
If n ≥ 4, m ≥ 1, or if n = 3, m ≥ 2, this is a Salem polynomial, which means that there are real roots
λ = λn,m > 1 > λ
−1, and all other roots have modulus one. We let δ denote a root of χn,m with modulus
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1, but which is not a root of unity. For 1 ≤ j ≤ n− 1, (j, n) = 1, we set c = 2
√
δ cos(jπ/n), and we define
f(x, y) = (y,−δx+ cy + y−1). (0.2)
By Theorem 2.3, there is a rational surface π : X → P2 such that the induced map fX is an automorphism
of X . We set H := fn, and will use the pair (H,X ) in Theorems A and B.
Linearization is a useful technique to give the existence of rotation domains, but it is a local technique.
In order to understand the global nature of the Fatou component U , we introduce a global model. We
start with the linear map L = δn/2I on C2, which is scalar times the identity transformation. L defines
a holomorphic map of P2 which fixes the line at infinity Σ0. We define a new manifold π : L → P2 by
blowing up P2 at 3 levels, similar to, but different from the procedure used to construct X . At each stage,
the centers of blowup are fixed points, so L extends to an automorphism of L, and (L,L) is our linear model
space. This rotation domain can be linearized on this model space:
Theorem B. There is a domain Ω ⊂ L and a biholomorphic conjugacy Φ : U → Ω taking (H,U) to (L,Ω).
In particular, H has no periodic points in U −π−1Σ0. Further, π(Ω)−Σ0 is a pseudoconvex, circled domain
in C2 which is complete at infinity.
This paper is organized as follows: §1 discusses rotation domains generally and global linear models. §2
develops a number of the properties of the maps (0.2). §3 treats linearization at the fixed points of H in C2,
which are non-resonant, and Σ0 is shown to be in the Fatou set. In §4 the resonant fixed points F1s ∩ F2s
are linearized and shown to belong to the same Fatou component as Σ0; Theorem A is a consequence of
Theorem 4.9. §5 gives the global linearization, and Theorem 5.2 yields Theorem B.
Acknowledgement We wish to thank Serge Cantat for several helpful suggestions on this paper.
§1. Rotation domains In this section we consider an automorphism f of a general compact, complex
manifoldM of arbitrary dimension. Recall that the Fatou set consists of all points which have neighborhoods
U ′ such that the restrictions of the forward iterates {fn|U ′ , n ≥ 0} form a normal family. Let U denote an
f -invariant, connected component of the Fatou set. We define
G = G(U) = {g : U → U, g = lim fnj}
as the set of holomorphic mappings obtained as normal limits of sequences of iterates of f . We say that U
is a rotation domain if G ⊂ Aut(U), i.e., every element g ∈ G defines an automorphism of U .
Proposition 1.1. If f preserves a smooth volume form, then every Fatou component U is a rotation domain.
Proof. Suppose that g is a normal limit of fnj . The jacobian of fnj has modulus one, and so this hold
for g. Thus g is an open mapping, so g(U) ⊂ U . Further, since each fnj is one-to-one, g also is one-to-one.
Finally, since g(U) ⊂ U , and g preserves volume, we have g(U) = U , so g ∈ Aut(U).
Remark. The same argument applies if f preserves a meromorphic volume form, and U has finite volume.
Proposition 1.2. If U is a rotation domain, then G is a subgroup of Aut(M).
Proof. If U is a rotation domain, then there is a subsequence nj →∞ such that ϕ = limj→∞ fnj ∈ Aut(M).
Passing to a subsequence, we may assume that both mj = nj+1 − nj and pj = nj+1 − 2nj converge to +∞
as j → ∞. Passing to further subsequences, we may suppose that there is convergence to limits: fmj → g
and fpj → h. Since fmj ◦ fnj = fnj+1 , we see that g ◦ ϕ = ϕ, so that g is the identity element. Similarly,
fpj ◦ fnj = fmj , which converges to h ◦ ϕ = g, which means that h is the inverse of ϕ
The proof of the previous Proposition also allows us to use a characterization of rotation domains similar
to one of Fornaess and Sibony [FS]:
Proposition 1.3. A Fatou component U is a rotation domain if and only if there is a subsequence nj →∞
such that fnj converges to the identity uniformly on compact subsets of U .
If U is a rotation domain, we have a group action G × U → U . Since the iterates are a normal family,
it follows G is a compact group in the compact-open topology. Now we may apply the proof of a Theorem
of H. Cartan (as presented, for instance, in Chapter IV of [N]) to conclude:
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Theorem 1.4. If U is a rotation domain, then G is a compact, abelian, Lie group, and the action of G on
U is real analytic.
We let G0 denote the connected component of the identity in G. Since G is a compact, infinite abelian
Lie group, G0 is a torus of positive dimension d. It is evident that d ≤ 2 dimCM, and we refer to the
dimension d as the rank of the rotation domain U .
Theorem 1.5. If U is a rotation domain, then it is pseudoconvex.
Proof. Pseduconvexity is a local property of the boundary. The Lie algebra of G is generated by holomorphic
vector fields. For a boundary point p ∈ ∂U , we may write a vector field locally in terms of analytic functions∑
aj∂zj . If U is not pseudoconvex, then there will be a coordinate neighborhood on which the aj have
analytic continuations to a larger set. So the vector field, and thus the torus action, extends to a larger open
set U˜ ⊃ U . The larger set U˜ , however, belongs to the Fatou set, which contradicts the fact that U is a Fatou
component.
We may regard C2 as both an R-linear and a C-linear vector space. Every R-linear subspace S ⊂ C2 is
either complex, or it contains no nonzero complex-linear subspace. In the second case it is said to be totally
real.
Theorem 1.6. Let X denote a compact, Ka¨hler surface, and let f be an automorphism of X with positive
entropy. Then we have d ≤ 2. If d = 2, then the generic orbit of G0 is a totally real 2-torus, i.e., the tangent
space to the orbit is not complex. If d = 1, then there is a holomorphic vector field V , and each orbit of V
is invariant under f .
Proof. Let V1, . . . ,Vd denote vector fields spanning the Lie algebra of G. Let p be a point where their real
span has dimension d. We are working inside TX which has complex dimension 2, so if d ≥ 3, then we can
find a subspace of real dimension 2 in the real span of the Vj , which is also a 1-dimensional complex subspace
of the tangent space TpX . Let C denote the 2-manifold obtained by moving in the directions spanned by
these two vectors. This will be a 2-torus, which is a part of the total G0-orbit. Since the elements of G0 are
biholomorphic automorphisms, the tangent space to C at each point is a complex submanifold of X . We
may repeat this argument at any point p′ near p and obtain a complex curve C′ passing through p′. Since
C and C′ will be disjoint, we see that C · C = 0.
On the other hand, since f has positive entropy, there are a cohomology class θ+ ∈ H1,1 and a λ > 1
such that f∗θ+ = λθ+. By [DF] we must have θ+ · θ+ = 0. Let ω+ be a smooth (1,1)-form representing this
cohomology class. We may take the limit T+ = limn→∞ λ
−nf∗nω+ and obtain a current which represents
the cohomology class θ+. However, since the {fn, n ≥ 0} are a normal family on U , it follows that T+ = 0
on U . We conclude that θ+ · C = 0. However, this makes a 2-dimensional linear subspace of {v : v · v = 0},
which is a contradiction. Thus d ≤ 2.
Now suppose that d = 2, and let V1 and V2 be vector fields which generate the Lie algebra of G0. For
generic p ∈ X , the span of these vector fields will have real dimension 2. If the span of these vector fields
at a point p is not a complex 1-dimensional subspace of the tangent space TX , then the G0-orbit will be
a totally real 2-torus. Otherwise, if there is an open set where it is complex, we may repeat the argument
above. (Actually, the argument above shows that an orbit of a complex tangency is isolated.) Thus the
generic G0-orbit of a point of U must be a totally real 2-torus.
Finally, if d = 1, then there is a (holomorphic) vector field V which generates the Lie algebra. That
is, V generates a foliation of U by Riemann surfaces, the real part of of V generates the action of G0. In
particular, each leaf is invariant under G0.
The following remark shows that torus actions can be linearized even when there is no fixed point.
Proposition 1.7. Suppose that T2 is a torus acting on a domain U by biholomorphic automorphisms, and
let z0 ∈ U be a point such that T2 ∋ θ 7→ θ · z0 is one-to-one, and the orbit of T2 is totally real. Then
there is a T2-invariant neighborhood Ω of the orbit T2 · z0 and a linearizing map Φ : Ω → C2 such that
Φ(z0) = (1, 1), and taking the T
2-action to the standard T2-action on C2.
Proof. If we write Γ for the orbit T2 · z0 ⊂ U , then the equivariance gives a real analytic diffeomorphism
from Γ to T := {(z1, z2) ∈ C2 : |z1| = |z2| = 1}. Since Γ and T are both totally real, this diffeomorphism
extends holomorphically to an open set, and this gives the desired linearization.
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In §3 and §4 we will use local linearization to show that certain fixed points belong to the Fatou set.
The converse is easier: linearization is always possible at a fixed point inside the Fatou set. We will recall
the statement of an easily proved result about domains in Ck (see [H]), in which Φ is defined on all of U .
Proposition 1.8. Suppose that U ⊂ Ck is bounded and invariant under a holomorphic map h. Suppose
that z0 = 0 is a fixed point for h; let A denote the differential of h at z0, and suppose A is unitary. Then
Φ = limN→∞
1
N
∑N−1
n=0 A
−nhn defines a holomorphic map Φ : U → Ck such that Φ ◦ h = A ◦ Φ.
If U is not contained in C2, however, we must define a global model if we want to have a global
linearization.
Global Linear Model. Let us give some examples of (zero entropy) maps which illustrate some possibilities
for global rotation. We start with the linear map onP2 which is given asM [t : x : y] = [t : µ1x : µ2y]. M has 3
fixed points on P2: [1 : 0 : 0], [0 : 1 : 0], and [0 : 0 : 1]. The multipliers at [1 : 0 : 0] = (0, 0) ∈ C2 are {µ1, µ2},
the multipliers at [0 : 1 : 0] (the point where the x-axis intersects the line at infinity) are {µ−11 , µ2/µ1}, and
at [0 : 0 : 1], where the y-axis intersects the line at infinity, the multipliers are {µ−12 , µ1/µ2}. This is shown
on the left hand side of Figure 2. The fixed points are marked; the axes are X and Y , and the multipliers
at the fixed points are indicated.
Rank 1. We suppose now that |µ1| = |µ2| = 1, so M generates a torus action if µ1 and µ2 are not both
roots of unity. If µj11 µ
j2
2 6= 1 for all j1, j2 ∈ Z, (j1, j2) 6= (0, 0), then µ1 and µ2 are said to be multiplicatively
independent, and in this case M generates a T2 action on P2.
Rank 2. In the case of multiplicative dependence, we have a T1 action. We may suppose that µ1 = t
p,
µ2 = t
q, where t is not a root of unity, and (p, q) = 1. Thus µq1µ
−p
2 = 1. The standard (p, q)-action acts
on a point (x, y) ∈ C2 according to T1 ∋ θ 7→ (eipθx, eiqθy). M preserves the curves {xq = cyp} for any
fixed c ∈ C. We say that {µ1, µ2} are resonant if µk11 µk22 = µs with s = 1 or 2, and k1, k2 ≥ 0 with
k1 + k2 ≥ 2. There is a special case where the multipliers are {1, t}, but otherwise in the resonant case, we
have a (p, q)-action with pq < 0, which means that only two of the invariant curves pass through the origin.
In the non-resonant case, all of the invariant curves pass through the origin.
If p > q > 0, then the fixed point [0 : 1 : 0] will be non-resonant, while the fixed point [0 : 0 : 1] will be
resonant. If p = q = 1, then (0, 0) is non-resonant, but the whole line at infinity Σ0 is fixed, with multipliers
{1, t−1}, so all points of the fixed line are resonant.
Σ0
µ
µ
µ
µ
µ µ
µ µ
M
Σ0
M
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µ
µ
µ
µ µ
µ µ µ µ
µ µ
µ
µ
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µ
µ
µ
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µ
µ
F
F
Figure 2. Global linear models Mj at stage j of blowup; fixed points and multipliers.
Blow up. Now let π : Z → P2 be the blow up a fixed point p with multipliers {ν1, ν2}, corresponding to
directions X and Y , respectively. This will induce the map M˜ on Z. If we denote the resulting exceptional
fiber by P , then there will be two fixed points on P . Since ν1 is the multiplier in the direction X , the
multipliers at the new fixed point X ∩ P will be ν1 in the direction X and ν2/ν1 in the direction P .
Similarly, the multipliers at Y ∩ P will be {ν2, ν1/ν2}. The diagram in the middle of Figure 2 shows the
invariant curves and their multipliers after the intersection point Σ0 ∩X is blown up; the blowup fibers are
is denoted F1X . The right hand side of Figure 2 shows the space obtained after the further blow up of the
point X ∩ F1X . The multipliers at the fixed points are determined by the reasoning described above. We
may repeat this process of blowing up fixed points of M˜ and obtain a map with an arbitrary number of fixed
points. In the case of rank 1, this produces both resonant and non-resonant fixed points.
4
§2. Rational automorphisms Let us imbed C2 into P2 via the map (x, y) 7→ [1 : x : y]. Let δ be a
root of the polynomial χn in (0.1) with n ≥ 4 and δ3 6= −1, and let f(x, y) be a map of the form (0.2). In
homogeneous coordinates on P2, f takes the form
f [t : x : y] = [ty : y2 : −δxy + cy2 + t2]. (2.1)
The exceptional curve for f is Σ2 = {y = 0}, and Σ1 = {x = 0} is the exceptional curve for f−1.
f : Σ2 7→ e2 = [0 : 0 : 1], f−1 : Σ1 7→ e1 = [0 : 1 : 0]
Since f [0 : 1 : w] = [0 : 1 : c − δ/w], the line at infinity Σ0 = {t = 0} is invariant and f |Σ0 is equivalent
to the linear fractional transformation g(w) := c − δ/w. Let us set for each δ such that χn(δ) = 0 ,
Cn(δ) := {2
√
δ cos(jπ/n) : 0 < j < n, (j, n) = 1}.
Lemma 2.1. If c ∈ Cn(δ) then f |Σ0 is periodic with period n.
Proof. Let c = 2
√
δ cos(jπ/n) for some j relatively prime to n. The fixed points of g, wfix = (c±
√
c2 − 4δ)/2.
It follows that g′(wfix) = δ/w
2
fix = e
2πij/n.
It follows that c ∈ Cn(δ) if and only if gn−1(c) = 0. Let us use the notation ωs = gs−1(c) for 1 ≤ s ≤ n− 1,
that is f se2 = [0 : 1 : ωs], 1 ≤ s ≤ n− 1.
Lemma 2.2. Suppose c ∈ Cn(δ). For 1 ≤ j ≤ n − 2, ωjωn−1−j = δ. If n is even, then ω1 · · ·ωn−2 =
δ(n−2)/2. If n is odd, then we let ω∗ = ω(n−1)/2 denote the midpoint of the orbit. In this case, we have
ω1 · · ·ωn−2 = δ(n−3)/2ω∗ and ω2∗ = δ.
Proof. Note that g−1(w) = δ/(c − w). Since ωn−1 = 0, we have ωn−2 = δ/c. It follows that ω1ωn−2 =
c · δ/c = δ. If ωjωn−1−j = δ then ωj+1 = c − δ/ωj, ωn−1−(j+(1) = g−1(δ/ωj) = δ/(c − δ/ωj), and thus
ωj+1ωn−1−(j+1) = δ. The Lemma follows by induction on j.
Σ0
F
F
F
F
F F FF
Figure 3. Construction of X
For any δ and any c ∈ Cn(δ), we construct the manifold π1 : X 1 → P2 by blowing up n points
in the line at infinity f se2, 0 ≤ s ≤ n − 1. Let F1s := π−11 (f se2) denote the exceptional fibers. For
F10 we will use π1(s1, η1)0 = [s1 : s1η1 : 1] and for F1s , 1 ≤ s ≤ n − 1, we use the coordinate chart
π1(s1, η1)s = [s1 : 1 : s1η1 + ωs]. The induced map fX 1 maps Σ2 to a point in the exceptional fiber F10 :
fX 1[1 : x : y] = (s1, η1)0 =
(
y
1− δxy + cy2 , y
)
0
Letting y → 0, we see that
fX 1(Σ2) = (0, 0)0 = F10 ∩ {x = 0}.
Similarly we see that
f−1
X 1
(Σ1) = (0, 0)n−1 = F1n−1 ∩ {y = 0}.
If we map forward by fX 1 from F1s to F1s+1, we have
fX 1 :


F10 ∋ (0, η1)0 7→ (0,−δη1)1 ∈ F11
F1s ∋ (0, η1)s 7→ (0, δη1/ωs)s+1 ∈ F1s+1, 1 ≤ s ≤ n− 2
F1n−1 ∋ (0, η1)n−1 7→ (0, η1)0 ∈ F10 .
(2.2)
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Thus the orbit of the exceptional line Σ2 lands at the point of indeterminacy:
fX 1 : F1s ∩ Ls ∋ (0, 0)s 7→ (0, 0)s+1 ∈ F1s+1 ∩ Ls+1 (2.3)
where L0 is the line {x = 0} and Ls is the line {y = ωsx}, 1 ≤ s ≤ n− 1.
Next, construct π2 : X 2 → X 1 by blowing up the points (0, 0)s = F1s ∩Ls, for all 0 ≤ s ≤ n− 1. Denote
the new fiber by F2s . For F2s we use local coordinates π2(ξ2, x2)s = (ξ2x2, x2)s = (s1, η1)s and we have
fX 2 :


(ξ2, x2)0 7→
(
ξ2
ξ2 − δ , x2(−δ + ξ2)
)
1
(ξ2, x2)s 7→
(
ω2ξ2
δx22ξ2 + ωs(ξ2 + δ)
,
x2(δx
2
2ξ2 + ωs(ξ2 + δ))
ωs(ωs + x22ξ2)
)
s+1
, 1 ≤ s ≤ n− 2
(ξ2, x2)n−1 7→
(
ξ2
ξ2 − δ + cx22ξ2
, x2
)
0
.
(2.4)
Thus the induced map fX 2 the exceptional fibers to the exceptional fibers :
fX 2 :


F20 ∋ (ξ2, 0)0 7→ (ξ2/(ξ2 − δ), 0)1 ∈ F21
F2s ∋ (ξ2, 0)s 7→ (ξ2/(ξ2 + δ), 0)s+1 ∈ F2s+1, 1 ≤ s ≤ n− 2
F2n−1 ∋ (ξ2, 0)n−1 7→ (ξ2/(ξ2 − δ), 0)0 ∈ F20 .
(2.5)
Near Σ2 we have
fX 2[1 : x : y] = (ξ2, x2)0 =
(
1
1− δxy + cy2 , y
)
0
.
The inverse map is f−1(x, y) = ((cx− y + 1x )/δ, x), which lifts to
f−1
X 2
(x, y) = (ξ2, x2)n−1 =
(
δ
1 + cx− cyx, x
)
n−1
.
Thus f−1
X 2
(Σ1) = (δ, 0)n−1 ∈ F2n−1. So in order to have the exceptional curve Σ2 land on the point of
indeterminacy after n steps, we must have
(fX 2)
nΣ2 = f
−1
X 2
Σ1 = (δ, 0)n−1 ∈ F2n−1 (2.6)
Now we use the first line of (2.5) to see that f2
X 2
Σ2 = fX 2(1, 0)0 = (1/(1−δ), 0)1. We map this point forward
by iterating the second part of (2.5) n− 2 times. The equation (2.6) becomes (projectively):(
1 0
1 δ
)n−2(
1
1− δ
)
=
(
δ
1
)
From this we see that (2.6) holds if and only if δ is a root of χn,1, as defined in (0.1).
In case (2.6) does not hold, then fn
X 2
(Σ2) is not indeterminate, and fX 2 will map it to F20 , and we
may map it through the sequence F20 → · · · → F2n−1 again. Since
(
1 0
1 −δ
)2(
1
0
)
=
(
1
1
)
, we derive an
alternative to (2.6): the condition that fX 2Σ2 ends up at the point of indeterminacy after m times through
this cycle is given (projectively) by((
1 0
1 δ
)n−2(
1 0
1 −δ
)2)m(
1
0
)
=
(
δ
1
)
This happens exactly when δ is a root of χn,m.
We now make the space π3 : X 3 → X 2 by blowing up at the centers f j+1X 2 Σ2 ∈ F2∗ for 0 ≤ j ≤ nm− 1,
and we denote the blowup fiber by F3s,ℓ as in Figure 3. We set X := X 3. Using the similar computation as
above we see that the induced map fX maps Σ2 to the third exceptional fiber :
fX : Σ2 ∋ [t : x : 0] 7→
(
xδ
t
, 0
)
0
∈ F30,1
and the mapping from F3n−1,m to Σ1 is a local diffeomorphism. From our construction we conclude:
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Theorem 2.3. Let n,m, j, δ and f be as above. Then the induced map fX : X → X is an automorphism.
The exceptional fibers are mapped according to:
Σ0 → Σ0, F j0 → F j1 → · · · → F jn−1 → F j0 , j = 1, 2
Σ2 → F30,1 → · · · → F3n−1,1 → F30,2 → · · · → F3n−1,2 → · · · → F30,m → · · · → F3n−1,m → Σ1
Let S denote the span in Pic(X ) of Σ0 and F js , j = 1, 2, 0 ≤ s ≤ n − 1. The determinant of the
intersection matrix A on S is (3− n)3n−1, so det(A) < 0 for all values of n ≥ 4. Since the dimension of S is
1 + 2n, which is odd, and there is at most one positive eigenvalue, all eigenvalues must be strictly negative.
It follows that the intersection form is negative definite on S, and Pic(X ) = S ⊕ T where T := S⊥ the
orthogonal complement of S. Let γs,ℓ denote the projection to T of the class F3s,ℓ ∈ Pic(X ), and let λs
denote the projection of the strict transform of Ls in X .
Proposition 2.4. λs =
∑
ℓ
(
−γs,ℓ +
∑
t6=s γt,ℓ
)
. Thus we may represent the restriction fX∗|T as
λn−1 → γ0,1 → γ1,1 → · · · → γn−1,m → λ0 =
∑
ℓ

−γ0,ℓ +∑
s6=0
γs,ℓ

 .
The spectral radius of fX∗ is given by the largest zero of the polynomial χn,m in (0.1).
Proof. We may assume that s = 0, that is L0 = Σ1. Since Σ0 = Σ1 ∈ Pic(P2), by pulling back by π1,
we have Σ1 + F10 = Σ0 +
∑
sF1s ∈ Pic(X 1). From (2.3) we see that the center of the blowup for F20 is
F10 ∩L0 and there is no centers of blowup of the second blowup fibers in Σ0. Thus we have Σ1+F10 +2F20 =
Σ0 +
∑
s(F1s + F2s ) ∈ Pic(X 2). Pulling back by π3 gives
Σ1 + F10 + 2F20 + 2
∑
ℓ
F30,ℓ = Σ0 +
∑
s
(F1s + F2s +
∑
ℓ
F3s,ℓ) ∈ Pic(X ).
When we project everything to T = S⊥, we have λ0 =
∑
ℓ
(
−γ0,ℓ +
∑
s6=0 γs,ℓ
)
. By Proposition 2.3 we
obtain our representation of the restriction fX∗|T . As in [BK2], the spectral radius is given by the restriction
fX∗|T , and a direct computation shows that (0.1) is the characteristic polynomial of the transformation
defined by the restriction fX∗|T .
Σ0
F
F F
F
FF
F
FF
F
Figure 4. Manifold for Example 2.5.
Example 2.5. We consider the family of maps given by
k(x, y) =
(
y,−x+ 1 + a
y
)
. (2.7)
The restriction k|Σ0 interchanges e1 ↔ e2. As before, we find that k : Σ2 → e2, and k−1 : Σ1 → e1, so we
blow up the point e2 (resp. e1) and denote the resulting fiber as F10 (resp. F11 ). On the new manifold, we
have k : Σ2 → 0 ∈ F10 . The fibers map according to
F10 ∋ ξ 7→ 1− ξ ∈ F11 , F11 ∋ ξ 7→ ξ ∈ F10 .
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The orbit of 0 ∈ F10 ends up at the point of indeterminacy after going twice around:
0 ∈ F10 → 1 ∈ F11 → 1 ∈ F10 → 0 ∈ F1.
We blow up this orbit, and label the new fibers so that F2′0 → F2
′
1 → F2
′′
0 → F2
′′
1 . We find that Σ2 is still
exceptional; it is mapped to a ∈ F2′0 . Finally, we blow up this orbit and obtain an automorphism.
As in the previous case, we consider the invariant subspace S ⊂ Pic, which is generated by Σ0 and
the blowup fibers up to level 2. The intersection product restricted to S is negative semidefinite but is not
negative definite because it has a zero eigenvalue. Thus T = S⊥ intersects S in a one-dimensional subspace.
When we compute k∗|T , we find a 3× 3 Jordan block with eigenvalues of modulus one, so k∗ has quadratic
growth.
§3. First linearizations We will show that H can be linearized at certain fixed points, and thus these
fixed points are contained in the Fatou set. We follow the usual procedure: first we show that there is a
formal linearization, which is known to exist if the multipliers are not resonant. For the fixed points of f in
C2, we show that the multipliers are even multiplicatively independent. The multipliers at the fixed points
in Σ0 are resonant, but the explicit form of the map there makes the formal linearization clear. The formal
power series is then known to converge if the multipliers satisfy an appropriate “small divisor” condition. In
our case, the multipliers are algebraic numbers, and the small divisor property for a pair of multiplicatively
independent algebraic numbers is a consequence of the theory of linear forms in logarithms (see Baker [Ba]).
We will also need to linearize the map at certain resonant fixed points, but this is more involved and is
postponed to §4.
The map f has two isolated fixed points in C2. Choose one of them and let λi, i = 1, 2 be the multipliers
of the differential.
Lemma 3.1. The multipliers have modulus 1 if and only if |Re
√
δ − 2 cos(jπ/n)| ≤ 1.
Proof. Direct computation shows that λi = −((1 + δ)/2 − c) ±
√
−δ + ((1 + δ)/2− c)2), i = 1, 2. Since
|δ| = 1, we may set δ = eiθ. Using the expression c = 2
√
δ cos(jπ/n) and trig-identities we can see that
λi =
√
δ
[
2 cos(jπ/n)− cos(θ/2)±
√
(cos(θ/2)− 2 cos(jπ/n))2 − 1
]
.
Since |δ| = 1, two multipliers have modulus 1 if and only if (cos(θ/2)− 2 cos(jπ/n))2 − 1 ≤ 0.
Lemma 3.2. The multipliers λ1 and λ2 are multiplicatively independent.
Proof. Suppose λp11 λ
p2
2 = 1 for some integers p1, p2 ∈ Z. Two multipliers λ1, λ2 are roots of a polynomial
P (t) = t2 + (1 + δ − 2c)t+ δ. Since λ1λ2 = δ and δ is not a root of unity, we may suppose that p1 < p2 ∈ Z
and λ1 = δ
p2/(p2−p1) and λ2 = (1/δ)
p1/(p2−p1). Let us consider two integers m, k such that (m, k) = 1 and
p2/(p2 − p1) = m/k and set µ = δ1/k. It follows that µm and µk−m are two roots of P (t) and therefore
1
4
(µm−k/2 + µk/2−m + µk/2 + µ−k/2) = cos(jπ/n) (3.1)
It is known (see [R, pages 6-7]) that the nth Chebyshev Polynomial Tn of the first kind takes on its extrema
±1 at the points cos(jπ/n) for 1 ≤ j ≤ n− 1. Thus we have
Tn(t) + 1 = τ
(1)
n (t)
∏
j:odd
(t− cos(jπ/n)) and Tn(t)− 1 = τ (2)n (t)
∏
j:even
(t− cos(jπ/n))
where τ
(i)
n (t), i = 1, 2 are polynomials with no real root. Let us define ζ(t) = (µm−k/2 + µk/2−m + µk/2 +
µ−k/2)/4 to be the left hand side of equation (3.1), and let us set
Q(t) = 4ntkn/2(Tn(ζ(t)) ± 1).
Since Tn is a polynomial of degree n, we see that Q(t) is a polynomial with an integer coefficient and
Q(µ) = 0. Since µk = δ and δ is not a root of unity, we conclude that the minimal polynomial of µ contains
exactly one real root, µ∗ outside the unit circle. The minimal polynomial of µ must divide Q(t) and therefore
Q(µ∗) = 0 and ζ(µ∗) = cos(iπ/n) for some 1 ≤ n. Since µ∗ is positive real, we have
ζ(µ∗) =
1
4
(
µ
m−k/2
∗ +
1
µ
m−k/2
∗
+ µ
k/2
∗ +
1
µ
k/2
∗
)
> 1 ≥ cos(jπ/n)
which gives a contradiction.
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Theorem 3.3. If |Re
√
δ − 2 cos(jπ/n)| ≤ 1, then each of the two fixed points is the center of a rotation
domain of rank 2.
Proof. By Lemma 3.1 the multipliers λ1, λ2 both have modulus 1 if |Re
√
δ − 2 cos(jπ/n)| ≤ 1. By Lemma
3.2 the two multipliers are multiplicatively independent. Thus there is a formal power series solution to the
linearization equation. Multiplicative independence means that T (m1,m2) := m1 logλ1 +m2 logλ2 6= 0 for
all m1,m2 ∈ Z, (m1,m2) 6= (0, 0). Since cos(jπ/n) and δ are algebraic, λ1 and λ2 are algebraic. It follows
from [Ba, Theorem 3.1] that there are ǫ > 0 and µ < ∞ such that |T (m1,m2)| ≥ ǫ(|m1| + |m2|)−µ for all
m1,m2 ∈ Z, (m1,m2) 6= (0, 0). This condition is sufficient (see, for instance [P] or [Z]) to show that the
formal power series converges in a neighborhood of the origin.
Remark. We note that for each choice of n,m, δ, the majority of values of 0 < j < n satisfy this condition.
Now let us turn our attention to the question of linearizing the map fnX in a neighborhood of a point of
Σ0. To simplify the notation we set f := fX and H := f
n. Let us set
λ := −δ−n/2 if n : even
λ := −1/(δ(n−1)/2ω∗) if n : odd
(3.2)
where ω∗ is the midpoint of the orbit defined in Lemma 2.1.
Lemma 3.4. The multipliers of H at Σ0 are 1 and λ.
Proof. Near Σ0, f looks like M :=
(
0 −δ
1 c
)
. We chose c so that the restriction of H = fn to Σ0 will be
the identity. Since H looks like Mn at Σ0, we know that M
n should induce the identity map on Σ0. Thus
Mn =
(
ν 0
0 ν
)
is a multiple of the identity matrix, and this means that the multipliers at any point of Σ0
will be {1, ν−1}. Since the determinant of M is δ, we conclude that ν2 = δn, or ν = ±δn/2. It remains to
show that the correct sign is the one given in (3.2).
To get the multipliers at Σ0 we use π˜1(ξ1, t1)0 = [t1ξ1 : t1 : 1] for F10 . With this local coordinates,
{t1 = 0} = F10 and {ξ1 = 0} = Σ0. For F1s , 1 ≤ s ≤ n − 1, we use the coordinate chart π˜1(ξ1, t1)s =
[t1ξ1 : 1 : t1 + ωs]. We also set hs = π˜
−1
1 ◦ f ◦ π˜1 : (ξ1, t1)s 7→ (ξ′1, t′1)s+1 for 0 ≤ s ≤ n − 2 and
hn−1 : (ξ1, t1)n−1 7→ (ξ′1, t′1)0. It follows that fn = hn−1 ◦ hn−2 ◦ · · · ◦ h0 in Σ0 \ {e1}. Direct computation
shows that we have
Dh0(t1, 0)0 =
(−1/δ 0
0 ⋆
)
, Dhn−1(t1, 0) =
(
1 0
0 ⋆
)
,
and
Dhs(t1, 0) =
(
ωs/δ 0
0 ⋆
)
1 ≤ s ≤ n− 2.
It follows that
DH((t1, 0)0) =
(−(ω1 · · ·ωn−2)/δn−1 0
0 ⋆
)
for all (t1, 0)0 ∈ Σ0.
Since every point in Σ0 is fixed by H , we conclude that ⋆, (2, 2) entry of the above matrix, is equal to 1.
From Lemma 2.2. we see that −(ω1 · · ·ωn−2)/δn−1 = λ.
Let us work in a local coordinate system (t, ξ) near a point (t = 0, ξ = 0) ∈ Σ0 = {t = 0}. By Lemma 3.4,
the multiplier normal to Σ0 at each point is λ, so we have H(t, ξ) = (λt+t
2⋆, ξ+t2⋆). We set L(t, ξ) = (λt, ξ)
and consider the equation Φ◦H = L ◦Φ, which will give a local conjugacy, conjugating H to L. The form of
this particular H is particularly simple (more complicated forms will be considered in the following section),
and it is not hard to solve for the higher order terms in the function Φ(t, ξ) = (t, ξ) + (t2⋆, t2⋆) to obtain a
formal solution of this equation. Since λ is algebraic, it satisfies the correct Diophantine condition, and so
the series defining Φ is in fact convergent (see [P], [Ro] or [Ra]):
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Proposition 3.5. For each p ∈ Σ0, there is a local holomorphic conjugacy Φp at p taking H to a linear
map.
§4. Linearization at isolated resonant points Suppose h is a self-map of a general complex 2-
dimensional manifoldM with a fixed point at the origin. Let η1, η2 be two resonant multipliers of modulus
1, that is, |ηi| = 1 and there exist a non-negative integer pair (a, b) ∈ N×N \ {(0, 0)} such that ηa1ηb2 = 1.
It follows that there are infinitely many resonant monomials. Let us define two disjoint sets of monomials
spanned by resonant monomials
S˘1 = Span{xj1yj2 : j1 = (a/b)j2 + 1, j2 ≥ 1}
S˘2 = Span{xj1yj2 : j2 = (b/a)j1 + 1, j1 ≥ 1}.
Let us also define for each {k, ℓ} = {1, 2}
Sk = Span{xj1yj2 : (j1, j2) ∈ N×N, jk > (a/b)jℓ + 1},
Sˆk = Span{xj1yj2 : (j1, j2) ∈ N×N, jk ≥ (a/b)(jℓ − 1)}, .
(4.1)
j
1
2
j
10
1
2
1
2
Figure 5. Regions of non-vanishing monomials.
Lemma 4.1. For each {k, ℓ} = {1, 2}, Sk and Sˆk are closed under multiplication. Furthermore we have
(a) For n ≥ 1, Snk = Span{xj1yj2 : (j1, j2) ∈ N×N, jk > (a/b)jℓ + n} ⊂ Sk.
(b) For n ≥ 1, Sˆnk = Span{xj1yj2 : (j1, j2) ∈ N×N, jk ≥ (a/b)(jℓ − n)} ⊂ Sˆk.
(c) If j1 > (a/b)j2 + 1 then (x+ S1)j1(y + Sˆ1)j2 ∈ S1
(d) If j1 ≥ (a/b)(j2 − 1) then (x+ S1)j1 (y + Sˆ1)j2 ∈ Sˆ1
(e) If j2 > (a/b)j1 + 1 then (x+ Sˆ2)j1(y + S2)j2 ∈ S2.
(f) If j2 ≥ (a/b)(j1 − 1) then (x+ Sˆ2)j1 (y + S2)j2 ∈ Sˆ2
Proof. Let us suppose k = 1. Consider an element s =
∑m
q=1 x
j1,qyj2,q ∈ S1, m ≥ 1. For n ≥ 1, sn is sum of
monomials xj1y
j
2 where j1 = j1,q1 + · · ·+ j1,qn ≥ (a/b)(j2,q1 + · · ·+ j2,qn) + n = j2 + n. It gives the part (a).
Similar argument applies for the case (b). In case j1 > (a/b)j2 + 1, using (a) and (b) we have
(x+ S1)j1 (y + Sˆ1)j2 = (
∑
i1
xi1Sj1−i11 ) · (
∑
i2
yi2 Sˆj2−i21 ).
For each xi1+α1yα2 ∈ xi1Sj1−i11 we have i1 + α1 > (a/b)α2 + j1 and for each xβ1yi2+β2 ∈ yi2 Sˆj2−i21 , β1 ≥
(a/b)(β2 − j2 + i2). It follows that
i1 + α1 + β1 ≥ (a/b)(α2 + β2 + i2) + j1 − (a/b)j2 > (a/b)(α2 + β2 + i2) + 1.
Similarly when j1 ≥ (a/b)(j2 − 1) we have
i1 + α1 + β1 ≥ (a/b)(α2 + β2 + i2) + j1 − (a/b)j2 > (a/b)(α2 + β2 + i2 − 1).
The proof for the case for k = 2 is essentially identical.
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The following Proposition is the direct application of the previous Lemma 4.1.
Proposition 4.2. Suppose both fi :M→M, i = 1, 2 fix the origin and
fi(x, y) ∈ (α(i)1 x, α(i)2 y) + S1 × Sˆ1.
Then we have
f1 ◦ f2 : (x, y) 7→ (α(1)1 α(2)1 x, α(1)2 α(2)2 y) + S1 × Sˆ1.
Similarly if fi(x, y) ∈ (α(i)1 x, α(i)2 y) + Sˆ2 × S2 for each i = 1, 2 then so does f1 ◦ f2.
Theorem 4.3. If h has a following local expansion: h(x, y) ∈ (η1x, η2y) + S1 × Sˆ1 or h(x, y) ∈ (η1x, η2y) +
Sˆ2 ×S2, then there is a formal power series expansion Φ such that Φ ◦ h = L ◦Φ where L(x, y) = (η1x, η2y).
Furthermore if η1, η2 are algebraic, then h is linearizable.
Proof. Without loss of generality we may assume that k = 1. For j ≥ 2, let us define Φj : (x, y) 7→ (x, y)+
homogeneous polynomials of degree j. Since h has no resonant monomials, we can find Φ2 such that
Φ−12 ◦ h ◦ Φ2(x, y) = L(x, y) + h˜3
where order of h˜3 ≥ 3. From Proposition 4.2. we see that h˜3 ∈ S1 × Sˆ1 and thus it has no resonant
monomials. We proceed with an induction on j and find Φj such that
Φ−1j ◦ · · · ◦ Φ−12 ◦ h ◦ Φ2 ◦ · · · ◦ Φj = L+ h˜j+1
where order of h˜j+1 ≥ j + 1 and h˜j+1 ∈ S1 × Sˆ1. Letting Φ = limn→∞ Φ2 ◦ Φ3 ◦ · · · ◦ Φn we have a power
series expansion Φ.
We define T (m1,m2) = m1 log η1 + m2 log η2. Because of resonances in the multipliers, T (m1,m2)
can vanish, but by our construction there are no nonvanishing resonant monomials, which means that the
coefficient of xm1ym2 will also vanish when T (m1,m2) vanishes. Since η1 and η2 are algebraic, by [Ba,
Theorem 3.1] we will have |T (m1,m2)| ≥ ǫ(|m1|+ |m2|)−µ for all values for which T (m1,m2), and thus the
coefficient of xm1ym2 , does not vanish. By [P, Z] it follows that the power series of Φ actually converges,
and thus h is linearizable.
Remark. Another formulation for linearizing resonant points is given by Raissy [Ra].
Example. Let λ is a number of modulus 1 which is not a root of unity and consider the map
f(x, y) = (λx, λ−1y + x2 + x3y).
The multipliers at the origin exhibit the resonance corresponding to λa(λ−1)b = 1 with a = b = 1. Thus the
monomials in f belong to S1, so by Theorem 4.3, f can be formally linearized at the origin. If λ is algebraic,
then the formal conjugacy actually converges and gives a holomorphic linearization of f .
We may reformulate Theorem 4.3 to give non-linearizability.
Corollary 4.4. Suppose the local expansion is h = (η1x, η2y)+ (h
(1), h(2)). Suppose for k ∈ {1, 2}, h1, h2 ∈
Sˆk and hk 6∈ Sk then h is not linearizable.
Proof. Suppose n is the smallest integer such that hk has a monomial of order n in S˘k. Using Theorem 4.3.
we see that there are Φ2, . . . ,Φn−1 such that
Φ−1n−1 ◦ · · · ◦ Φ−12 ◦ h ◦ Φ2 ◦ · · · ◦ Φn−1 = L+ h˜n+1
where h˜n has resonant monomials. It follows that there is no formal power series expansion Φ such that
Φ ◦ h = L ◦ Φ and thus h is not linearizable.
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Let us apply this discussion to the the map of interest. H := fn has isolated fixed points on the
exceptional fibers. By Proposition 1.3. we see that exceptional fibers F ji , 0 ≤ i ≤ n− 1 and j = 1, 2 are all
fixed (as a variety) under H . Using local coordinates (ξ, x)s defined in (1.6), we rewrite the original map f
near F1s ∩ F2s . In this coordinate system, {ξ = 0} = F1s and {x = 0} = F2s .
Lemma 4.5. The fibers F1s ∪F2s are invariant under H for 0 ≤ s ≤ n− 1. The multipliers of H at F1s ∩F2s
are λ2 and 1/λ where λ is defined in (3.2).
Proof. It suffices to show that the multipliers of H at F1s ∩ F2s are λ2 and 1/λ. Let us rewrite f near
F1s ∩ F2s for 0 ≤ s ≤ n− 1 using the local coordinates defined in §1. In this coordinate system (ξ2, x2)s, we
have {ξ2 = 0} = F1s and {x2 = 0} = F2s . Using the expression in (1.6) we see that differential at the origin
of each mapping is diagonal and thus we have
dH |(0, 0)s =
(−1/δ 0
0 −δ
)(
1/δ 0
0 δ/ω1
)
· · ·
(
1/δ 0
0 δ/ωn−2
)(−1/δ 0
0 1
)
=
(
1/δn 0
0 −δn−1/(ω1 · · ·ωn−2)
)
=
(
λ2 0
0 1/λ
)
.
Last equality in the second line comes from Lemma 2.2.
Let us recall the mapping restricted on the line at infinity is equivalent to the map g(w) = c − δ/w.
Furthermore c ∈ Cn(δ) if and only if gn−2(c) = 0.
Lemma 4.6. Let gn = g
n(c) for n ≥ 0. Then we have
gn = c− δ
c
− δ
2
c2g1
− δ
3
c2g21g2
− · · · − δ
n
c2g21 · · · g2n−2gn−1
.
Proof. Note that c = g0. The conclusion is equivalent to
gn − gn−1 = −δn/(g20g21 · · · g2n−2gn−1).
Since g1 = c− δ/c, it is easy to see that g1 − g0 = −δ/g0. We proceed by induction on n:
gn+1 − gn = g(gn)− g(gn−1) = −δ(gn−1 − gn)
gn−1gn
.
Replacing gn−1 − gn by δn/(g20g21 · · · g2n−2gn−1) we have the conclusion.
Lemma 4.7. The local expansion of H at the fixed point F1s ∩ F2s is given by
H(ξ, x) ∈ (λ2ξ, 1
λ
x) + S1 × Sˆ1
Proof. Using the expression (1.6), we can rewrite the mappings near fixed points F1s ∩ F2s as following:
fX 2 :


(ξ2, x2)0 7→
(
−ξ2
δ
+ S1, −δx2 + Sˆ1
)
1
(ξ2, x2)s 7→
(
∞∑
m=0
(−1)m
δωms
x2m2 ξ
m+1
2 + S1,
δ
ωs
x2 + Sˆ1
)
s+1
, 1 ≤ s ≤ n− 2
(ξ2, x2)n−1 7→
(
−
∞∑
m=0
cm
δm+1
x2m2 ξ
m+1
2 + S1, x2
)
0
.
Using Lemma 4.1. it suffices to show that the first component ofH is in S1. First note that if j1 = (a/b)j2+1
then for ξα12 x
α2
2 ∈ Sj11 and ξβ12 xβ22 ∈ Sˆj21 we have α1+β1 > (1/2)α2+ j1+(1/2)(β2− j2) = (1/2)(α2+β2)+1.
It follows that
Sj11 Sˆj21 ∈ S1 for j1 = (a/b)j2 + 1 (4.2)
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Using (4.2) we see that
f2(ξ2, x2)0 =
(
−
∞∑
m=0
δm−2
ωm1
x2m2 ξ
m+1
2 + S1, −
δ2
ω1
x2 + Sˆ1
)
2
Using the binomial expansion we can keep track of the coefficient of x2n2 ξ
n+1
2 in the first coordinate.
f3(ξ2, x2)0 =
(
−
∞∑
m=0
δm−3
(
ω1ω2 + δ
ω21ω2
)m
x2m2 ξ
m+1
2 + S1, −
δ3
ω1ω2
x2 + Sˆ1
)
3
Again using the binomial expansion we proceed this procedure we see that the first coordinate of fn(ξ2, x2)0
is given by
−
∞∑
m=0
δm+1−n
(
−c+ δ
ω1
+
δ2
ω21ω2
+ · · ·+ δ
n
ω21 · · ·ω2n−3ωn−2
)m
x2m2 ξ
m+1
2 + S1.
Since c = ω1 and ωj = g
j−1(c), from Lemma 4.6 the coefficient of x2m2 ξ
m+1
2 vanishes for all m ≥ 1 if and
only if gn−2(c) = 0, i.e. c ∈ Cn(δ). Since c is chosen such that c ∈ Cn(δ) we have the desired conclusion.
Proposition 4.8. There is a holomorphic conjugacy Φ defined in a neighborhood of F1s ∩ F2s taking H to
a linear map.
Proof. Using Lemma 4.6 and Theorem 4.3, we see that there is a formal expansion of Φ such that Φ◦H = L◦Φ.
Since two multipliers are the power of a root of a Salem polynomial χn, two multipliers are algebraic and
they are not roots of unity. It follows that Φ is holomorphic.
Theorem 4.9. If |δ| = 1, there is a Fatou component U which is a rotation domain of rank 1 and which
contains Σ0 ∪ F10 ∪ · · · ∪ F1n−1. In particular U contains a curve Σ0 of fixed points as well as isolated fixed
points {q0, . . . , qn−1}.
Proof. We will show that there is a neighborhood U0 containing Σ0 ∪
⋃
sF1s and a unique conjugacy which
is tangent to the identity along Σ0 ∪
⋃
s{qs} taking (H,U0) to (L,Φ(U0)). Let Φ′ denote the local conjugacy
from Proposition 4.8, which is defined in a neighborhood of qs = F1s ∩F2s . Let Φ denote the local conjugacy
from the previous Lemma, which is defined in a neighborhood U0 containing ps = Σ0 ∩ F1s . It suffices to
show that these two conjugacies may be analytically continued together to one conjugacy which is defined
in a neighborhood of F1s .
Let us use coordinates (ξ, x) from §4, such that qs = (0, 0), and F1s = {ξ = 0}. The series expressing Φ′
has the form
∑
k
∑
j≤2k+1 aj,kx
jξk, and we may assume that it converges for {|x|, |ξ| < 1}. Thus if R <∞
and we set ǫ = R−2, and it follows that the series for Φ′ converges in V ′ which contains {|ξ| < ǫ, |x| < R}.
Now let us use coordinates (s, η) so that ps = (0, 0), and {s = 0} = F1s . We may assume that Φ is
defined in V ′′ := {|s| < ǫ, |η| < 1}. Choosing R sufficiently large, we may assume that V ′ ⊃ V0 := {|s| <
ǫ, 12 < |η| < 1}. Now both Φ′ and Φ conjugate the map H |V0 to the linear map L(x, y) = (x, λy). It follows
that φ˜(x, y) := Φ′ ◦ Φ−1 commutes with L. In other words, the second coordinate of φ satisfies λφ˜2(x, y) =
φ˜2(x, λy). Since λ is not a root of unity, we conclude that there is a c(x) so that φ˜(x, y) = (x, c(x)y). Thus φ˜
extends holomorphically to V ′′. Since we have Φ′ = φ˜ ◦Φ, it follows that Φ′ extends analytically to V ′ ∪V ′′,
which is a neighborhood of F1s .
Finally, since Φ and the extended map Φ′ are both tangent to the identity at ps, they agree in a
neighborhood of ps, so they combine to give a conjugacy in a neighborhood of Σ0 ∪
⋃
s F1s .
§5. Global linearization In order to give a global linearization of H on U , we define a global model linear
model (L,L) as in §1. L is the linear map of C2 given by the diagonal matrix L = diag(λ−1, λ−1) with λ
as in (3.2). The line at infinity Σ0 is fixed under L, and in the successive blowups, the multipliers are given
as in Figure 2, with µ1 = µ2 = λ
−1. We let Λx denote the strict transform of the line 0x ⊂ P2 in Mj .
Thus Λx is invariant. The manifold L is obtained by three stages of blowup; the situation over the point
ws ∈ Σ0 is shown in Figure 6. The construction of L is identical to the first two stages of the construction
of X . We note that the centers of blowup for the first two stages of blowup in the construction of X are in
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fact fixed points of L. The fixed points of L|F1 are {ps, qs}, and the fixed points of L|F2 are {qs, rs}. At
the third level we blow up rs, which is fixed by L; to emphasize the difference between L and X , we put a
hollow dot in F2s to denote the m points which were blown up to make X . The blowup fiber is denoted by
F˜3s . There is a birational map ι : L → X which may be regarded as the identity map in a neighborhood of
Σ0 ∪ F10 ∪ · · · ∪ F1n−1. Making another blowup in Figure 2, we have:
Lemma 5.1. The local multipliers of (L,L) at qs are {λ−1, λ2}, and at rs they are {λ3, λ−2}.
Σ0
Λ
Λ
F
F
F
L
Figure 6. Global linear model L
Theorem 5.2. There is a domain Ω ⊂ L and a holomorphic conjugacy Φ : U → Ω taking (H,U) to (L,Ω).
In particular, H has no periodic points in U ∩ π−1C2.
One consequence is the following:
Corollary 5.3. The domains Ω − ⋃s(F1s ∪ F2s ∪ ⋃ℓ F3s,ℓ) and Ω′ := π(Ω) − Σ0 ⊂ C2 are pseudoconvex.
Further, Ω′ has the complete-circular property that if (x, y) ∈ Ω′, and if ζ ∈ C, |ζ| ≥ 1, then (ζx, ζy) ∈ Ω′.
The rest of this section will be devoted to proving Theorem 5.2.
Lemma 5.4. There is a neighborhood U0 containing Σ0 ∪
⋃
sF1s and a unique conjugacy Φ : U0 → Φ(U0)
which is tangent to the identity along Σ0 ∪
⋃
s{qs} taking (H,U0) to (L,Φ(U0)).
Proof. In §3 we saw that for each point p′ ∈ Σ0 there is a local conjugacy Φp′ between f and the linear map
dfp′ in a neighborhood of p
′. This conjugacy was uniquely determined by the condition that its differential
is the identity at p′. The construction of Φp′(t, ξ) = (t, ξ)+O2(t
2), moreover, shows that it is tangent to the
identity along Σ0. Thus if Φp′′ is another local conjugacy which is defined on an overlapping neighborhood,
then Φp′ and Φp′′ must be continuations of each other. Now we may use the identification ι :M→ X in a
neighborhood of Σ0 to show that Φ may be defined in a neighborhood U0 of Σ0.
Let us use coordinates (ξ, x) from §4, such that qs = (0, 0), and F1s = {ξ = 0}. The series expressing Φ′
has the form
∑
k
∑
j≤2k+1 aj,kx
jξk, and we may assume that it converges for {|x|, |ξ| < 1}. Thus if R <∞
and we set ǫ = R−2, and it follows that the series for Φ′ converges in V ′ which contains {|ξ| < ǫ, |x| < R}.
Now let us use coordinates (s, η) so that ps = (0, 0), and {s = 0} = F1s . We may assume that Φ is
defined in V ′′ := {|s| < ǫ, |η| < 1}. Choosing R sufficiently large, we may assume that V ′ ⊃ V0 := {|s| <
ǫ, 12 < |η| < 1}. Now both Φ′ and Φ conjugate the map f |V0 to the linear map L(x, y) = (x, λy). It follows
that φ˜(x, y) := Φ′ ◦ Φ−1 commutes with L. In other words, the second coordinate of φ satisfies λφ˜2(x, y) =
φ˜2(x, λy). Since λ is not a root of unity, we conclude that there is a c(x) so that φ˜(x, y) = (x, c(x)y). Thus φ˜
extends holomorphically to V ′′. Since we have Φ′ = φ˜ ◦Φ, it follows that Φ′ extends analytically to V ′ ∪V ′′,
which is a neighborhood of F1s .
Finally, since Φ and the extended map Φ′ are both tangent to the identity at ps, they agree in a
neighborhood of ps, so they combine to give a conjugacy in a neighborhood of Σ0 ∪
⋃
s F1s .
Now let us set Σ′0 := Σ0 − {p0, . . . , pn−1}, and fix x ∈ Σ′0. The restriction Φ−1|Φ(U0)∩Λx is analytic in a
neighborhood of x, and we let ωx ⊂ Λx denote a maximal domain such that Φ−1 has an analytic continuation
to a map ψx : ωx → U . Since ψx preserves the circle action, ωx ⊂ Λx is a disk centered at x.
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Lemma 5.5. For x ∈ Σ′0, ωx is a proper sub-disk of Λx − {0}.
Proof. First we observe that ωx cannot be all of Λx. Otherwise, ψx(ωx) = ψx(Λx) is an algebraic. However,
since x is fixed, this curve is invariant. But the only invariant curves are Σ0, F1s and F2s , which are not
ψx(ωx).
Now we suppose that ωx = Λx − {0}. We have seen that ψx(ωx) cannot be contained in an algebraic
curve. Now let us define
Ar :=
1
#r
∫ r
0
[ψx(Dt)]
dt
t
where Dt = Λx ∩ {|(x, y)| > 1/t}, and #r denotes the area of ψx(Dt). Passing to a subsequence rj → ∞,
we may construct an Ahlfors current A. Since x is fixed, and ψx commutes with the circle action, we have
a current satisfying H∗(A) = A. The corresponding class {A} ∈ Pic(X ) is fixed under H∗. Further, a
property of the Ahlfors current is that it has nonnegative self-intersection {A}2 ≥ 0 (see [Br]). By §2, the
only elements in Pic(X ) are in S, and the intersection form is negative definite on S. This contradiction
shows that ωx must be a proper sub-disk of Λx.
Recall that by §1, there is a holomorphic vector field V on U such that Re(V ) gives the T1 action on
U . We let V denote the foliation of U which is the complexification of the T1 action; that is, V consists of
the complex leaves of V . For each x ∈ Σ′0, ψx(ωx) is contained in a leaf of V , and by maximality, it is the
whole leaf.
Lemma 5.6. For x ∈ Σ′0, the map ψx : ωx → U is proper.
Proof. If K ⊂ U is compact, there exists η > 0 such that for each y0 ∈ K, the leaf of V passing through
y0 has inner radius at least η. We may assume that η is less than the distance from K to ∂U and let K˜
denote the closure of an η-neighborhood of K. Thus K˜ is a compact subset of U . The circle action on Λx is
generated by the vector field iζ ∂∂ζ , and ψx maps this to a constant multiple of V . Since V is bounded on K˜,
it follows that there is a constant M such that the differential of ψx at ζ0 is bounded by M for all ζ0 ∈ ωx
such that ψx(ζ0) ∈ K˜. It follows that if ζ0 ∈ ψ−1x K, then ψx extends to the disk of radius η/M centered at
ζ0. Thus the distance of ψ
−1
x K to ∂ωx is at least η/M , so ψx is proper.
Proof of Theorem 5.2. First we assume that F2s 6⊂ U , and define
Ω =
⋃
x∈Σ′
0
ωx ∪
⋃
s
(F1s ∪ ωqs).
To see that this is an open set, let us fix x′ ∈ Σ′0. Recall the associated foliation V on U , and for x ∈ Σ′0, let
Γx denote the leaf of V passing through x. By Lemma 5.6, ψx(ωx) = Γx, and a property of foliations is that
Γx′ ⊂ lim infx→x′ Γx. Since ψx is equicontinuous, we conclude that ωx′ ⊂ lim infx→x′ ωx, which means that
Ω is open.
We define Ψ : Ω → U by setting Ψ|ωx := ψx|ωx . This map agrees with Φ−1 on a neighborhood of
Σ0 ∪ F10 ∪ · · · ∪ F1n−1, and so it is holomorphic there. Since it is holomorphic when restricted to each ωx, it
follows that Ψ is holomorphic on Ω. Further, we have seen that Ψ is injective on each ωx, and disjoint disks
ωx are mapped to disjoint leaves Γx, so Ψ is injective.
By the semicontinuity of x 7→ ωx and the properness of ψx|ωx , we see that Ψ is proper. Thus it has a
mapping degree, which must be one, and thus Ψ is a biholomorphic conjugacy.
Now if F2s ⊂ U , then we define
Ω =
⋃
x∈Σ′
0
ωx ∪
⋃
s
(F1s ∪ F2s ∪ ωrs).
All of the previous arguments apply in this case, except that we need to show that Ψ is holomorphic in
a neigborhood of rs. This is similar to the proof of Theorem 4.9. We may choose coordinates so that
F2s = {x = 0}, and rs = (0, 0). We may suppose that the map Φ is holomorphic on the set {|x| > 1, |y| < 1}.
Further, since rs is in the Fatou set, we know that H can be linearized in a neigborhood of rs. Thus we have
another map Φ′ conjugating H to its linear part, which by Lemma 5.1 is diag(λ−2, λ3). We may assume
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that Φ′ is analytic on {|x| < 2, |y| < 1}, and that Ξ := Φ′ ◦Φ−1 =∑ ai,jxiyj commutes with this linear map
on the set {1 < |x| < 2, |y| < 1}. We then have that the first coordinate is λ−2Ξ(1)(x, y) = Ξ(1)(λ−2x, λ3y),
from which we conclude that λ−2 = λ−2i+3j for all nonvanishing coefficients ai,j . Since we have j ≥ 0,
and λ is not a root of unity, it follows that we must have i ≥ 1. Looking at the second coordinate, we get
λ3 = λ−2i+3j , so in this case, we cannot have i < 0. It follows that all exponents i, j in Ξ are positive, so
Ξ is analytic in {|x| < 2, |y| < 1}. Thus we conclude that Ξ, and thus Ψ = Φ−1 extends holomorphically
through rs.
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