We investigate the applicability and accuracy of a solid-state approach, which was developed originally for the relatively homogeneous electron gas, to describe electronic single-particle and electron-hole pair excitations in molecules. Thereby we start from the determination of the molecular ground state within the local density functional theory using repeated supercells and pseudopotentials for the electron-ion interaction. The electronic spectra are obtained from the Green's function formalism. The exchange-correlation self-energy ⌺ is linearly expanded in the screened Coulomb interaction, i.e., the GW approximation is used. Optical spectra are obtained from the Bethe-Salpeter equation for the irreducible polarization propagator. The numerical implementation and possible pitfalls of this methodology are discussed using silane, disilane, and water molecules as examples. In particular the influence of the dynamics of the screening, the supercell size, and the number of empty states are studied. The resulting single-and two-particle excitation energies are compared with experiment and previous theoretical work.
I. INTRODUCTION
Organic functionalization of solid substrates has become a rapidly evolving research branch involving both chemistry and physics. Moreover, in many instances systems of biological relevance are studied, such as proteins or nucleic acids adsorbed on solid surfaces. The interest in these systems is fueled by applications such as chemical or biological sensors 1 or molecule-based electronic circuits. 2 It has stimulated a large number of experimental and theoretical studies, see, e.g., Refs. 3 and 4.
In order to explain and predict spectroscopic, electronic, chemical, and photochemical properties of hybrid systems composed of both molecules and solid surfaces, their ground-and excited-state properties need to be computed. The ground-state properties of a wide class of systems, including atomic and molecular aggregates, clusters, as well as crystalline solids can be efficiently calculated from first principles using the density functional theory ͑DFT͒ 5, 6 in either the local density approximation ͑LDA͒ [6] [7] [8] or by using an improved exchange-correlation ͑XC͒ functional, e.g., the generalized gradient approximation ͑GGA͒ 9,10 or hybrid functionals. 11, 12 This scheme generally yields very good results for atomic structures and binding energies at reasonable computational costs, as demonstrated by a very large number of computational studies in the last two decades. However, the use of the DFT-LDA/GGA as a theoretical tool for the study of physical properties other than the ground state, as in the calculation of electronic spectra ͑e.g., photoemission, inverse photoemission, electron-energy loss͒ or optical spectra ͑e.g., luminescence, absorption, reflectance anisotropy͒, is a priori not justified: The Kohn-Sham eigenvalues of the effective, noninteracting single particles of the DFT can neither be interpreted as electron removal or addition energies nor as energies of neutral electronic excitations, such as electron-hole pairs. This problem can be overcome in part by working in the "delta self-consistent field" ͑⌬SCF͒ scheme. It has been used for the calculation of ionization potentials, electron affinities, or quasiparticle gaps 13, 14 as well as for electron-hole pair energies. 15 There is a variety of quantum-chemical methods to compute electronic excitations for isolated atoms and molecules, for a recent review see, e.g., Ref. 16 . Among them are ab initio single-configurational methods that use the HartreeFock ͑HF͒ solution as reference wave function, e.g., the socalled configuration interaction-singles ͑CIS͒ method. 17 It overestimates the excitation energies due to the absence of correlation effects and the multiconfigurational character of the states. The size-extensive coupled-cluster ͑CC͒ approach in different versions 18, 19 is also often used for excited-state calculations. In general, a HF zeroth-order reference is used. Excited-state calculations carried out using the timedependent density functional theory ͑TDDFT͒ [20] [21] [22] are becoming more and more popular because of their simplicity and apparent black-box behavior. By solving a frequencydependent polarizability equation for the excitation energy and the transition dipole moment, it avoids the explicit calculation of the excited states. TDDFT approaches seem to have no rival when computing excited states in large molecules, e.g., C 70 , 23 from first principles. A completely different type of method to calculate excited-state properties is referred to as propagator 24, 25 or Green's function approaches. [26] [27] [28] The latter were originally developed to describe the many-body interactions in a rather homogeneous electron gas such as formed in crystalline solids. They start from the screening response of the electronic system after electronic or optical excitation. Accordingly, the dynamically screened or shielded Coulomb interaction W instead of the bare Coulomb potential v is the central quantity used in these methods. The excitation energies correspond to the poles of single-and two-particle Green's functions 26, 27, 29, 30 that are obtained by means of a many-body perturbation theory. By evaluating the one-electron Green's function G, single-particle excitations, e.g., ionization energies and electron affinities, are derived that can be measured in photoemission and inverse photoemission spectroscopies. Two-particle Green's functions of the electronic system, e.g., the irreducible polarization propagator P or the densitydensity response function L, allow one to access electronhole pair energies and collective excitations, e.g., plasmons, which may be observed in optical spectroscopies or electronenergy loss spectroscopy ͑EELS͒. Due to numerical limitations, the exact calculation of the correlation energy in solids is hardly possible. Instead, one resorts to approximations to describe the most relevant correlation mechanisms. Hedin's so-called GW approach, 26, 27 which represents a linear expansion of the XC self-energy operator ⌺ of the electrons in the screened potential W instead of the bare Coulomb potential v ͑which gives only the exchange interaction͒, is the most widely used approximation in this context. This scheme allows for deriving a singlequasiparticle ͑QP͒ equation of a structure similar to the Kohn-Sham equation used in the DFT. 31, 32 Only the ͑semi-͒local potential V XC is replaced by the XC self-energy operator ⌺. This suggests to calculate QP bands by using a firstorder perturbative approach with respect to ͑⌺ − V XC ͒.
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However, QP transition energies do in general not correctly describe optical excitation energies, i.e., photon absorption processes. The interaction of electron-hole pairs may dramatically shift the peak positions as well as appreciably distort the spectral line shape. The electron-hole interaction is accounted for by solving the Bethe-Salpeter equation ͑BSE͒ for the irreducible polarization function P. 36, 37 Starting from DFT-LDA/GGA calculations, it has recently become possible to solve the BSE from first principles. Optical spectra including the effects of electron-hole interaction were obtained for a series of bulk semiconductors and insulators [38] [39] [40] [41] [42] and their surfaces. 43, 44 The formalism has been generalized also for the calculation of nonlinear optical spectra. 45, 46 The methodological developments concerning the calculation of molecular excitations on one hand, and of excitations in extended solids on the other hand, have advanced rather independently of each other for a long time. However, the progress in materials science has recently caused intense interest in phenomena that involve excitations of systems like organically functionalized semiconductors 47 or small clusters embedded in a solid matrix. 48 Thus a sufficiently accurate approach that is applicable to longitudinal electronelectron interactions in systems with both highly localized and extended electronic states is required to assist in the design of such systems. The most accurate quantumchemistry methods such as configurational interaction ͑CI͒ schemes 18, 19 are computationally very demanding and can hardly be applied to large systems such as crystals and their surfaces. Presently, there are many activities aimed at applying TDDFT to extended systems. [49] [50] [51] However, the accuracy of excitation energies obtained within TDDFT for systems that extend beyond the exciton radius is not yet established. On the other hand, there is no fundamental reason why Green's function techniques based on the perturbative GW approach should be restricted to solids. In fact, there are already a number of promising attempts to apply these methods to atoms, molecules, or small clusters, see, e.g., Refs. 52-59. The present paper aims at exploring systematically the potential and possible pitfalls of applying a GW/BSE implementation based on a Bloch function description of the electronic states ͑as typically used for crystalline solids͒ to small molecules. Particular attention is paid to a detailed description of the methodological and numerical details.
We study three prototypical molecules, monosilane ͑SiH 4 ͒, disilane ͑Si 2 H 6 ͒, and water ͑H 2 O͒. These molecules are studied using a three-step approach: ͑i͒ Ground-state calculations are performed within the DFT-LDA or DFT-GGA. The Kohn-Sham eigenvalues and eigenfunctions are obtained for the theoretical equilibrium geometry. ͑ii͒ Then we solve the quasiparticle equation in a perturbative manner with respect to ͑⌺ − V XC ͒. The influence of the usually neglected nondiagonal elements of the self-energy ⌺ = GW and the energy dependence of ⌺ are studied. We will show that an expansion of the self-energy matrix elements around the KS eigenvalues is inappropriate for molecules because of the huge QP shifts. ͑iii͒ Molecular optical spectra that account for electron-hole attraction and electron-hole exchange are obtained by solving the BSE.
The paper is organized as follows: A brief summary of the theoretical and computational methods is given in Sec. II. Methodological and numerical details of the implementation are investigated in Sec. III using SiH 4 as an example. In Sec. IV single-and two-particle excitation energies are presented for Si 2 H 6 and H 2 O. The paper closes with a brief summary and conclusions in Sec. V.
II. THEORETICAL AND COMPUTATIONAL METHODS

A. Ground state
The structurally relaxed electronic ground states of the considered molecules were determined by DFT total-energy calculations. 5, 6 The convergence criterion for the HellmannFeynman forces was set to 1 meV/ Å. For silane and disilane, the LDA functional in the Perdew-Zunger parameterization 7, 8 was used to model the XC effects. The electron-ion interaction is described by first-principles normconserving pseudopotentials that have been generated within the Hamann scheme. 60 A real-space finite-difference representation of the electronic wave functions, densities, and potentials together with a multigrid technique allow for convergence acceleration and efficient parallelization of the calculations. 61 The wave functions were mapped on grids with a spacing of about 0.25 Å. In order to make contact with earlier work on excitations in ice, 42 the GGA 9,10 is used to describe exchange and correlation for H 2 O molecules. In this case, the mesh point spacing has been reduced to 0.16 Å and soft Troullier-Martins pseudopotentials 62 were used. To model the molecules in the gas phase we used a periodic arrangement of sc supercells, each containing one molecule. The supercell must be large enough to avoid interactions between the molecule and its images. The convergence of the bound electronic excitations within 0.1 eV with varying the supercell size was the criterion used to determine the necessary cell dimension. This led to edge lengths of a s = 11.9 Å ͑SiH 4 ͒, 13.8 Å ͑Si 2 H 6 ͒, and 10.0 Å ͑H 2 O͒. For si-lane we also present results for supercell dimensions up to 35.5 Å. The translational symmetry of the supercell arrangement leads to Bloch wave vectors in the corresponding Brillouin zone ͑BZ͒. However, since the dispersion of the resulting KS bands is vanishing for noninteracting molecules, we sample the BZ with one point only, that was placed just beside the ⌫ point.
In order to check the influence of the numerical implementation, the properties of silane were also calculated using the projector-augmented wave ͑PAW͒ method 63 in conjunction with a plane-wave representation of the wave functions. Thereby we used the DFT-LDA implementation of the Vienna Ab-initio Simulation Package ͑VASP͒. 64 The allelectron-like wave functions of the PAW scheme allow for a highly accurate evaluation of matrix elements of the Coulomb interaction 48 as well as of the optical transition operator. 65 The results obtained using VASP agree within 0.01 Å for the structural properties and 0.1 eV for the excitation energies with the findings obtained from the real-space multigrid code.
Irrespective of the representation of the wave functions, for a given atomic geometry the Kohn-Sham equation
has to be solved self-consistently for the external potential V ion ͑x͒ due to the ions by iterating the Hartree potential V H ͑x͒, the XC potential V XC ͑x͒, and the electron density
The sum in Eq. ͑2͒ runs over all occupied states of the N-electron system. Each KS state is characterized by an eigenfunction ͑x͒, an eigenenergy , and a set of singleparticle quantum numbers . For a periodic supercell arrangement, may be replaced by a band index and Bloch wave vector k. The Lagrangian parameters in the KS equation ͑1͒ do not represent energies of single-particle excitations. Apart from the energy of the highest occupied state that equals the ionization energy, 32 they have no physical meaning. Nevertheless, the KS eigenvalues are used in many instances as a first approximation to the true single-particle excitation energies. This is motivated by the similarity of Eq. ͑1͒ with the single-particle Schrödinger equation. For bulk crystals, the band dispersions obtained from the KS equation are indeed similar to those of measured Bloch bands. [33] [34] [35] Irrespective of their interpretation, the solutions ͕ ͑x͖͒ of Eq. ͑1͒ form an orthonormal and complete set of functions well-suited to represent the Green's functions of interest.
B. Quasiparticle equation
Single-particle excitations are measured in photoemission and inverse photoemission experiments. There are two obvious reasons why the excitation energies obtained in these experiments usually deviate from the corresponding KS eigenvalues: ͑i͒ The excited electron or defect electron, i.e., hole, is not independent of its surroundings. The electronic system reacts to the excitation by redistributing the electrons, i.e., by screening. The excited electron or hole is dressed and forms a quasiparticle. 66 This dressing changes the energy required to remove or add an electron to the system. ͑ii͒ The excitation of the system changes the number of electrons, N. The KS eigenvalues are, however, calculated for the system in the ground state with N electrons. To overcome this limitation, the propagation of an electron or hole is described by the single-particle Green's function whose poles in the frequency plane define the excitation energies. Using a variational procedure, Hedin 26, 27 derived a self-contained set of five coupled equations. The equation of motion of the singleparticle Green's function has a structure similar to the Kohn-
with 1 = xt and 1Ј = xЈtЈ. The most notable difference is the replacement of the exchange-correlation potential V XC by the XC self-energy ⌺. The Green's function and the self-energy have to be determined self-consistently through a set of coupled equations,
where W is the screened Coulomb potential, P the polarization function, and ⌫ the vertex function. In addition
yields the dielectric function which determines the screening
of the longitudinal electron-electron interaction in the system due to the bare Coulomb potential v͑11Ј͒ = e 2 / ͉x − xЈ ͉ ␦͑t − tЈ͒. Starting with the Hartree approximation, where ⌺ =0, the vertex and polarization functions result as ⌫͑12;3͒ = ␦͑12͒␦͑13͒,
͑11͒
This leads to the GW approximation of the self-energy
The dielectric function ͑8͒ occurring in the screened Coulomb interaction ͑9͒ of expression ͑12͒ has to be calculated within the random-phase approximation ͑RPA͒ ͑11͒ or, more precisely, the independent-quasiparticle approximation. In general, no Lehmann representation of the singleparticle Green's function exists. 27, 56 The single-particle wave functions and eigenvalues depend on the energy. Usually, the spectral function possesses more than one peak. 67, 68 Satellite structures appear, reducing the spectral strength of the main peak. If the latter is very pronounced, it is a reasonable approximation to neglect the satellites and to assign the full spectral strength to this so-called quasiparticle peak. The lifetime of the quasiparticle determines the width of the QP peak. In the following we assume an infinite lifetime by neglecting the width of the QP peak. In thermodynamic equilibrium at temperature T, the Green's function for imaginary time differences t − tЈ can be expressed in terms of QP wave functions QP ͑x͒ and energies QP by
with ␤ =1/k B T and qz n = − in / ␤ ͑n = ±1, ±3, ±5, ... ; is the chemical potential of electrons͒. In this Lehmann representation, we have implicitly assumed that QP wave functions and energies are independent of the energy qz n . This is true only for quasiparticles with a sharply peaked spectral function and often approximately the case for states of nonmetallic systems around the band gap. 67, 68 We will later show that this holds also for quasiparticles in molecules. The representation ͑13͒ of the Green's function leads to the eigenvalue problem for the quasiparticles
The equation of motion for both the Kohn-Sham and quasiparticle wave function are quite similar. This suggests to expand the QP wave functions in terms of Kohn-Sham orbitals according to
Using this expansion in the quasiparticle equation, one obtains an eigenvalue problem for the expansion coefficients and the quasiparticle energies in the form
͑16͒
where the matrix element is explicitly given by
If the nondiagonal elements of the operator ␦⌺͑͒ = ⌺͑͒ − V XC are negligible, one gets the first-order perturbation theory result. The quasiparticle wave functions are replaced by the Kohn-Sham wave functions QP ͑x͒ = ͑x͒, 31 and the quasiparticle energies are given by QP = + ⌬ ,
It is clear from this expression that the influence of the precise functional used to describe V XC in the DFT calculations on the quasiparticle energies can be expected to be minor. In most actual implementations, the self-energy difference in Eq. ͑18͒ is not taken at the QP energy QP , but expanded linearly around the KS eigenvalue . Furthermore, the Green's function in G and W in the GW expression ͑12͒ are replaced by the KS Green's function G 0 , leading to the so-called G 0 W 0 approximation. The QP shifts ͑18͒, ͉⌬ ͉ = ͉ QP − ͉, are rather large for molecules, however. Therefore the linear expansion is not a good approximation. Instead, we follow the Blomberg-Bergersen approach 69, 70 and replace the Green's function in ⌺ ͓Eq. ͑12͔͒ and W ͓Eq. ͑5͔͒ by a Green's function of the form͑13͒ with the KS orbitals as QP wave functions.
C. Exchange-correlation self-energy
The calculation of the matrix elements of the exchangecorrelation potential V XC is straightforward. Somewhat more complicated to evaluate, however, are the matrix elements of the self-energy operator ⌺. With the screened Coulomb potential in a Bloch-Fourier representation and a symmetrized inverse dielectric function
one obtains the matrix element ͑17͒ of the self-energy in GW approximation as
Here B Ј kkЈ ͑Q͒ denotes the Fourier transform of two Bloch
The diagonal matrix elements of the Green's function are given by
The wave vector q in Eq. ͑19͒ samples the BZ, and the wave vectors G and GЈ are reciprocal lattice vectors. With the polarization function in the GW approximation, P =−i q GG, the symmetrized dielectric function in Eq. ͑19͒ follows in independent-quasiparticle approximation as
where the c sum ͑v sum͒ is over empty ͑filled͒ states. The required self-consistency of the QP energies QP ͑k͒ in the Green's function ͑22͒ and the dielectric matrix ͑23͒ complicates the computation of the matrix elements ͑20͒. It renders the computations time demanding, despite the neglect of the difference between QP and KS wave functions in the selfenergy ⌺ itself. The starting point usually employed for calculations of extended systems, the replacement of QP by , is not well-suited for molecules, where the quasiparticle energies are much closer to the Hartree-Fock ͑HF͒ values than to the Kohn-Sham energies. In explicit computations, assuming unchanged wave functions, we replace the quasiparticle energies QP by HF-like values HF for starting the iterations. These HF-like eigenvalues are determined from the unscreened exchange contribution to the GW self-energy ⌺, which is, however, computed using the KS wave functions ͑see discussion below͒.
The spectral representation of the symmetrized inverse dielectric function
allows for splitting the self-energy, ⌺ = ⌺ X + ⌺ C , into an energy-independent exchange term and a correlation part which is frequency dependent. For zero temperature it holds
͑26͒
The Coulomb singularity in Eqs. ͑25͒ and ͑26͒ for G = GЈ = 0 and q → 0 is treated according to previous suggestions. 48 The partitioning of the self-energy into an exchange and a correlation term in Eqs. ͑25͒ and ͑26͒ is very convenient if dealing with a spectral representation on the real, positive frequency axis. However, for approximate screening functions, e.g., the plasmon-pole approximation or a static approximation, 31 it is more common to split the self-energy in a Coulomb-hole and a screened-exchange part, ⌺ = ⌺ COH + ⌺ SEX + ⌺ DYN . 27 In the limit of static screening one finds for the self-energy
͑28͒
The static expression is obtained by setting qz = Ј QP ͑kЈ͒ in the denominator of Eq. ͑26͒. We used the completeness of the KS eigenfunctions to arrive at the explicit form ͑28͒ of the COH term. This is an important point because numerically the convergence with respect to the intermediate states is hard to reach for the COH part. The dynamical contribution to the self-energy follows from the correlation part ͑26͒ by subtracting the static limit as
Only the dynamical contribution ͑29͒ to the total XC selfenergy requires one to sum over all intermediate ͑occupied and empty͒ states. This is advantageous from a numerical point of view, since the self-energy ⌺ is dominated by the static COH and SEX contributions ͑27͒ and ͑28͒. We evaluate the frequency integral in the dynamical contribution ͑29͒ at 250 mesh points with a spacing of 0.2 eV up to an energy of q = 50 eV. Above this energy threshold the spacing is increased in such a way that another 150 mesh points are applied to perform the frequency integration between 50 and 150 eV. This ensures complete convergence for the molecules considered. It means that the dielectric matrix ͑23͒ has to be calculated and inverted for 400 frequencies to compute one integral. The number of reciprocal lattice vectors G and GЈ used in the computations of the three self-energy contributions ͑27͒-͑29͒ is another numerical and, hence, convergence issue. It is correlated with the number of electronic states. The number of bands c, in the dielectric matrix ͑23͒ should roughly be twice the number of G vectors for converged quasiparticle calculations. 31, 32 
D. Pair excitation energies
Excitation energies obtained within the quasiparticle formalism describe single-particle excitations such as involved in direct or inverse photoemission experiments. For the description of the optical absorption, however, one has to go beyond the single-quasiparticle approximation. Spin-singlet pair excitations as measured in optical spectroscopies are described by the poles of the macroscopic, frequencydependent dielectric function. This function is related to the microscopic dielectric matrix in the optical limit q → 0 ͑q = q / ͉q ͉͒ by 70 ,71
͑30͒
This function contains local-field effects defined as the difference between Eq. ͑30͒ and the G = GЈ = 0 head element lim q→0 ͑q , q ; ͒ of the microscopic matrix, but no excitonic effects.
Approximating exchange and correlation within the GW approach ͑12͒, the kernel ␦⌺͑12͒ / ␦G͑45͒ in the integral equation ͑7͒ is approximately given by ϳW͑1 + 2͒␦͑1 −4͒␦͑2−5͒. 30 The combination of Eqs. ͑6͒ and ͑7͒ then leads to a Bethe-Salpeter equation of the form P = P 0 − P 0 WP. The optical properties are, however, described by the polarization function P of the macroscopic dielectric function. Local-field effects can be included using 72, 73 
The bare Coulomb potential without its long-range part mediates the electron-hole exchange interaction, 29, 30 where P 0 ͓Eq. ͑11͔͒ represents the polarization function in independent-quasiparticle approximation. The attractive screened Coulomb interaction W in the Bethe-Salpeter equation ͑31͒ is usually approximated by its static limit. This is justified for electron-hole binding energies that are small compared to the lowest pair energy of the system. 30 Moreover, for the spectral properties it has been shown 74, 75 that the dynamical effects in electron-hole screening and the oneparticle Green's function in P 0 tend to cancel each other.
Using these approximations, the tensor elements of the macroscopic dielectric function can be rewritten in the Bloch-Fourier representation ͑using the KS eigenfunctions͒. The polarization function P of the macroscopic dielectric function may then be obtained via inverting an effective twoparticle ͑in general: non-Hermitian͒ Hamiltonian reduced by the photon energy. 38, 56 If the nonparticle conserving contributions to the Coulomb interaction as well as the coupling between the resonant and antiresonant contributions are neglected, one obtains for the tensor elements
with the matrix elements of the velocity operator v
The sums in Eq. ͑32͒ run over pairs of electrons in empty states c and holes in occupied ͑in the ground state͒ valence states v. The polarization function P obeys a BSE of the form
where q␥ represents the damping energy. The effective electron-hole pair Hamiltonian of excited electrons and holes, more precisely quasielectrons and quasiholes, is given by 29, 37, 73 
Our calculations for molecules show that in contrast to the static contributions to the XC self-energy ͑27͒ and ͑28͒, contributions due to the off-diagonal elements of the inverse dielectric function in the statically screened electron-hole attraction ͓second right-hand side ͑rhs͒ term͔ are nearly negligible. The Coulomb singularity in the screened electron-hole attraction of Eq. ͑35͒ is treated as in the XC self-energy. The pair Hamiltonian ͑35͒ describes spin-singlet excitations. If the third rhs term is not included, spin-triplet excitations are obtained.
For molecules the numbers of empty ͑c͒ and occupied ͑v͒ bands are small, in particular if low-energy optical excitations are considered, which do not lead to photoionization. Moreover, since one k point is sufficient for the BZ sampling, the polarization function P in Eq. ͑32͒ is easily obtained by diagonalizing the eigenvalue problem of the pair Hamiltonian ͑35͒. 36, 38 For larger systems, a time-evolution approach suggested by our group 37, 76 has been shown to lead to identical results.
III. MONOSILANE: NUMERICS AND RESULTS
A. Numerical details
Monosilane, SiH 4 , is used to probe the dependence of the excitation energies on the details of the implementation. The ground-state calculations are performed as described in Sec. II A. Assuming T d symmetry, i.e., H-Si-H angles equal to the tetrahedron angle, we obtain a Si-H bond length of 1.477 Å, only slightly below the measured 1.481 Å. Previous calculations 56, 77 slightly overestimated the bond lengths. The number of G vectors needed for convergence can be estimated by a Hartree-Fock calculation with ͑q + G , q + GЈ ; ͒ = ␦ GG Ј . We find an energy-cutoff q 2 ր 2m G 2 of 6 Ry to be sufficient. The Fock operator ͑25͒ is then converged with a residual error of less than 0.05 eV. Though 6 Ry is a rather small cutoff value, the number of G vectors in the sums ͑27͒, ͑28͒, and ͑35͒ can be appreciable. It is about 2500 for a SiH 4 molecule in a 11.9 Å single cubic ͑sc͒ supercell. Considerably more G vectors need to be taken into account for larger molecules that require larger supercells. To check the influence of the number of bands needed for numerical completeness, we tested the validity of the relation between Bloch integrals ͑21͒
for the molecular orbitals of SiH 4 . Figure 1 shows approach, the sum over intermediate states occurs also in the COH term. The energies of the highest occupied molecular orbital ͑HOMO͒ and the lowest unoccupied molecular orbital ͑LUMO͒ are considered. The analytical exploitation of the completeness leads to QP shifts that are almost converged for about 100 states. The second approach requires to take about ten times more states into account, in particular to achieve convergence for the HOMO. This is due to the COH operator that is very sensitive to the number of states. To reduce the numerical effort the completeness of the states is therefore exploited analytically wherever possible.
Another problem concerns the use of the QP energies in the self-energy expression ͑29͒ and in the screening function ͑23͒. In order to compute the shifts presented in Fig. 2 , the dielectric matrix is calculated with KS eigenvalues and hence is not involved in the self-consistent determination of the QP eigenvalues. The true quasiparticle energies entering the dielectric function are much closer to the HF-like energies
however, than to their KS analog. Here, ⌺ X denotes the exchange self-energy operator ͑25͒. In Fig. 3we compare quasiparticle shifts for LUMO and HOMO of SiH 4 , obtained using either KS or HF-like energies in the dielectric function. The dependence on the number of states is quite similar for both approximations. Discrepancies in the absolute values of the quasiparticle shifts are below 0.3 eV. However, due to the smaller screening of the dielectric function constructed from HF-like energies, the convergence with respect to the bands is improved. Consequently, we use v HF as start values for v QP throughout the paper. The self-consistency condition ͑18͒ for the QP energies in conjunction with the large QP shifts suggests to investigate the energy dependence of the self-energy. In Fig. 4 we present the real diagonal part of the self-energy calculated by means of Eqs. ͑27͒-͑29͒. The self-energy is a smooth function of the energy for all orbitals between single-particle excitation energies from −25 to 20 eV. For larger positive or negative energies, however, one observes satellite structures corresponding to shake-off and shake-up excitations in the spectral function of the molecular system, the energies of which are defined as the poles of the density-density response function. In bulk systems these excitations are dominated by plasmons of the electron gas. The energy derivative ␤ ‫ץ−=‬ ր ‫ץ‬ Re ⌺ ͉͑͒ QP of the self-energy between −20 and 10 eV is nearly constant and amounts to 0.13 for the occupied orbitals, while for the unoccupied orbitals a much weaker energy variation of less than 0.04 appears. This difference is mainly due to the reduced interaction, spatially and energetically, of an excitation in an unoccupied orbital with the electron density. This results in a reduced overlap of the wave functions and, therefore, smaller matrix elements. In addition, the larger energy differences in Eq. ͑29͒ reduce the effective dynamical screening. The quasiparticle energies are derived from the intersection = QP of +Re͗v ͉ ⌺͑͒ − V XC ͉ v͘ with the straight line . Numerically an iteration is used to determine the QP energies. In the cases studied here, the iteration always converges for starting values between −25 and 20 eV.
B. Quasiparticle energies
The real and imaginary parts of the energy-dependent self-energy can be also used to construct the spectral function of the quasiparticle Green's function. The spectral representation of the Green's function reads
The spectral function in diagonal approximation is given by 
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It is shown in Fig. 5 .The line shape is largely determined by the energy variation of the imaginary part of the self-energy, which nearly vanishes between −20 and 10 eV for silane. The vanishing imaginary part of the self-energy leads to a sharp quasiparticle peak in the spectral function at the quasiparticle energy QP . The reciprocal linewidth of this quasiparticle peak corresponds to the lifetime of the quasiparticle. The actual spectral weights of the quasiparticle peaks depend on the considered system and the state occupation. For molecules we find that more than 80% of the spectral weight is accumulated in the quasiparticle peak for occupied orbitals and even more for empty molecular states. Moreover, the electronic quasiparticles ͑defined by the sharp main peaks in Fig. 5͒ are only weakly damped. These findings a posteriori justify the approximations made so far to describe molecular excitations.
Quasiparticle energies obtained within several approximations are listed in Table I . In this table we give the KS eigenvalues , the HF-like energies HF ͓Eq. ͑37͔͒, and QP energies QP for different approaches to describe the screening in the SiH 4 system. The quasiparticle energies were obtained iteratively from Eq. ͑18͒. Self-consistency is achieved after four iterations starting from both KS-or HF-like eigenvalues. The first column contains the KS energies of SiH 4 , where the HOMO of t 2 symmetry ͑ =2,3,4͒ and the LUMO+ 1 ͑ =6,7,8͒ are triply degenerate, while the LUMO of a 1 symmetry ͑ =5͒ and the lowest occupied molecular orbital ͑ =1͒ are nondegenerate. The HOMO-LUMO gap amounts to 7.92 eV. The last column contains the values that have been calculated with a vacuum screening, i.e., W = , which is equivalent to the Hartree-Fock approximation for the XC self-energy ⌺ = ⌺ X . In the HF case the HOMO-LUMO gap amounts to 13.9 eV. The quasiparticle energies calculated for different approximations of the screening are between these two extremes. The second and third column denoted with DYN͑KS͒ and DYN͑HF͒ show QP values which are self-consistently computed by means of Eqs. ͑27͒-͑29͒ but with either Kohn-Sham or Hartree-Fock-like energies in the dielectric function, as described above. Compared to the KS values, the HOMO energy is significantly lowered in energy by more than 4 eV, while the LUMO position is shifted to higher energies by more than 1 eV. The quasiparticle corrections thus increase the HOMO-LUMO gap by about 5 eV. The comparison of the self-consistently obtained QP values, DYN͑HF͒, with values from a static screening calculation, STAT ͑column 4͒, exhibits significant differences for HOMO and HOMO-1, while the values for the unoccupied orbitals remain nearly the same. The large differences between static and frequency-dependent calculations show the importance of the dynamics of the screening. The static-screening limit also allows for testing the frequency integration in Eq. ͑26͒ or Eq. ͑29͒ by setting qz = Ј QP ͑kЈ͒ in the energy denominators. The result of this calculation in the fifth column, STAT * , is nearly indistinguishable from the true static calculation, STAT. This proves that the frequency integration in Eqs. ͑26͒ and ͑29͒ is converged and numerically stable. The DIAG column in Table I is obtained by using a diagonal inverse dielectric function with G = GЈ. We know from crystals and surfaces that diagonal dielectric functions, even model dielectric functions, are in many instances sufficient for GW self-energy calculations. 37, 44, 48 . This does not hold for molecules, where the result for diagonal screening is close to the case of no screening at all.
The QP eigenvalues resulting for single-particle excitations in the silane molecule in Table I may be compared with earlier calculations and experimental data. The diagonal DYN͑HF͒ approach that is the most accurate method studied TABLE I. Calculated SiH 4 quasiparticle energies in eV for different approximations of the screening: DYN͑KS͒ -full GWA but use of KS eigenvalues instead of QP energies in screening ͑23͒, DYN͑HF͒ -full GWA but use of energies ͑40͒ instead of QP values in screening ͑23͒, STAT -neglect of dynamical screening, i.e., of the contribution ͑29͒, STAT * -neglect of dynamical screening by setting qz = v Ј QP ͑kЈ͒ in Eq. ͑26͒, DIAG -full GW approximation as DYN͑HF͒ but neglecting the local-field contributions G GЈ to the screening in Eqs. ͑27͒-͑29͒. In all cases, the diagonal approach ͑20͒ has been applied and the dielectric matrix is constructed from 1024 bands and HF-like energies ͑40͒. The QP energies are compared with the KS eigenvalues and the HF-like energies, ⌺ = ⌺ X . 82 Other experimentalists report a broad peak at 11.5-13.5 eV in the photoemission spectrum of SiH 4 ͑cf. discussion in Ref. 56͒.
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C. Beyond first-order perturbation theory
We now drop the restriction to diagonal self-energies ⌺ ͑͒ and take the nondiagonal elements of Eqs. ͑27͒ and ͑28͒ into account. To reduce the numerical effort, we calculate the diagonal elements self-consistently as described above, but obtain the off-diagonal elements in the static approximation, i.e., account for the SEX and COH contributions ͑27͒ and ͑28͒ but neglect the dynamical contribution ͑29͒. This approximation can be made because the offdiagonal elements, in particular their frequency-dependent parts, are smaller than the diagonal elements. This is illustrated by the numerical results for the calculated quasiparticle matrix for the 12 lowest molecule states ␦ + ⌬ with Table II .A supercell with an edge length of 11.9 Å has been used. The first four states are occupied bonding orbitals and the next four states are unoccupied antibonding orbitals. The states above these eight orbitals are scattering states that are strongly affected by the supercell size. Note that the diagonal quasiparticle energies of the states nine and ten are energetically below the states six to eight, while the corresponding KS values were above. Hence the energetic order of the bands, commonly preserved during a quasiparticle calculation, is changed. This is rather independent of the numerical details and occurs already in the HF-like approximation HF ͓Eq. ͑37͔͒. Most off-diagonal elements are small compared to the diagonal elements of the operator ⌺͑͒ − V XC . There is, however, one exception. The interaction of the LUMO with the first scattering state is quite large ͑at least for the 11.9 Å supercell͒ and leads to their strong interaction and hence mixing. This was also observed by the authors of Ref. 36 .
To obtain the true quasiparticle energies and wave functions, the eigenvalue problem ͑16͒ must be diagonalized. The result ͑restricted to bonding and antibonding orbitals only͒ is listed in Table III. Compared to the diagonal energies of  Table II , the eigenvalues are only slightly shifted. Furthermore, the matrix formed by the eigenvectors is practically diagonal. Thus we find that the quasiparticle wave functions are almost equal to the KS wave functions. There seems to be one exception. The degenerate orbitals two, three, and four, forming the HOMO, are mixed in their subspace upon diagonalization. However, this is only a numerical artifact. 83 The states 6, 7, and 8 in Table III are not degenerate. This is a consequence of the fact that the periodic arrangement of the SiH 4 molecules in sc supercells reduces the symmetry and affects less localized molecular states. The relatively minor influence of the diagonalization on the quasiparticle energies and wave functions also indicates a minor influence of the specific form of the XC correlation functional used in the DFT calculations on the final excitation energies.
If the diagonalization is done for more than the lowest eight molecule orbitals there occurs a strong interaction of the LUMO with the first scattering ͑ninth͒ state. Though the latter is not a bound state of the molecule, its wave function still overlaps with the LUMO, resulting in a non-negligible interaction. The eigenvalues of both states change according to 5 We come back to this problem further below.
D. Optical pair excitations
The calculated optical spectra are strongly influenced by many-body effects. However, they are also very sensitive with respect to the supercell size and description of the scattering states. We study these effects by calculating the optical absorption spectrum of silane, more precisely the imaginary part of its macroscopic dielectric function ͑32͒ in a supercell. Because of the high symmetry, only the diagonal element M ͑͒ exists.
We start by calculating spectra in the approximation of independent KS particles, for which the pair Hamiltonian ͑35͒ is diagonal and given by ͓ c ͑k͒ − v ͑k͔͒. Figure 7 shows the results for different supercell sizes. The two prominent peaks at 7.9 and 8.4 eV stem from the HOMO-LUMO and HOMO-LUMO+ 1 transitions, respectively. These peaks are almost identical for the four supercells. Only the lowest peak is slightly shifted by 0.1 eV towards higher photon energies due to the reduced binding of the LUMO state. However, convergence seems to be achieved for edge lengths of 15.9 Å. Above the ionization edge at about 8.5 eV, the spectrum is dominated by transitions into scattering states. They are strongly suppressed with increasing supercell size. Figures 8 and 9 indicate clear limitations of the supercell approach. In Fig. 8 spectra are shown, where the off-diagonal elements of the XC self-energy are taken into account, but the electron-hole attraction is not included. Neglecting the scattering states, i.e., the quasicontinuum of states above v = 8, the well-known two absorption peaks related to the HOMO-LUMO and HOMO-LUMO+ 1 transitions appear at 13.4 and 14.9 eV, respectively. They occur at 9.5 and 11.0 eV with electron-hole attraction ͑Fig. 9͒. We thus obtain a large exciton binding energy of about 3.9 eV in monosilane. This magnitude is in reasonable agreement with earlier TABLE III. Eigenvalues in eV and eigenvectors of the quasiparticle matrix in Table II for calculations. 84, 85 The inclusion of scattering states with energies above the ionization edge and, in particular, their coupling via the off-diagonal elements does not only give rise to high-energy transitions. Rather, there is a tendency to redistribute the double-peak structure over more peaks, at least for a supercell size of a s = 11.9 Å. This effect is strongly reduced for larger supercells ͑not shown in Figs. 8 and 9͒. It is also reduced when the electron-hole attraction is included in the calculations ͑Fig. 9͒, because this increases the localization of the electron states. That this problematic issue arises in the first place is largely caused by the incorrect description of the continuum of scattering states in a supercell. The continuum becomes a quasicontinuum of eigenvalues with confined wave functions. The increase of the supercell size delocalizes these states and, hence, gives rise to smaller off-diagonal matrix elements of the XC self-energy.
In order to avoid the dilemma of the description of the scattering states in a supercell approach ͑that should also occur when representing these states by Gaussians 55 ͒, we restrict our calculations to the optical absorption at relatively low photon energies and use large supercells, where the influence of scattering states on the low-energy spectra is suppressed. The latter effect is demonstrated in Fig. 10 . Despite the inclusion of many scattering states, large supercells recover the two main absorption peaks known from the restriction to eight molecular states ͑Fig. 9͒. Here, the peak positions are blueshifted by about 0.5 eV because of the neglect of the screening, i.e., the use of ͑q + G , q + GЈ ; ͒ = ␦ GG Ј . As a consequence, in practical computations only the first eight molecule states may be taken into account. These states are below the ionization edge in KS approximation ͑cf. Table I͒. Of course, the localization of the empty QP states, in particular of the LUMO, is somewhat overestimated. 36 However, the Coulomb attraction of electrons and holes also localizes the electrons in the pair excitations. This behavior is schematically indicated ͑within the single-particle picture͒ in Fig.  11 . The localization of the electron due to the electron-hole attraction gives an additional justification for restricting the number of states used in the calculations. The restriction to eight states, i.e., the neglect of the scattering states, leads to the spectrum of Fig. 12 . Besides the two main peaks, which are still dominated by single-particle transitions, a small peak occurs in between. It is a consequence of the Coulomb attraction and hence cannot be understood in a single-particle picture. The measured positions of the three lowest absorption peaks of 8.8, 9.7, and 10.7 eV are not exactly repro- duced by the computed peak energies 9.0, 9.6, and 10.5 eV in Fig. 12 . The maximum deviation of 0.2 eV indicates the accuracy that can be expected from the kind of calculations presented here. We observe, however, that increasing the supercell size shifts the transitions to higher energies. For supercells with a s = 15.9 Å values of 9.3, 9.7, and 10.7 eV are obtained. Our results agree relatively well, at least for the lowest transition, with the energies of 9.0, 10.2, and 11.2 eV computed in a previous work using a similar approach. 55 A quantum Monte Carlo calculation 85 leads to a value of 9.2 eV for the lowest pair excitation, again close to our result. The TDLDA calculations in Ref. 84 Optical absorption spectra of disilane calculated using 13 and 14 states are represented in Fig. 14 . The self-energy effects ͑16͒ and the electron-hole interaction ͑35͒ are fully taken into account. Because of the increased number of molecule states with respect to monosilane, the spectrum above the absorption edge in Fig. 14 shows more peaks. The coupling of the KS states due to the off-diagonal elements 7 ↔ 14 of the self-energy mainly influences the peaks around or above the photoionization limit. However, this coupling tends to reduce the spectral strengths of the transitions around 9 eV and to redistribute them towards higher energies. For photon energies below 10 eV, there are small peaks around 7.73 and 8.25 eV and a well-pronounced peak at 9.82 eV. With increasing number of states, the double-peak structure at 8.94/ 9.15 eV is redistributed to structures around 8.97 and 9.57 eV. Optical spin-singlet excitations have been found experimentally 82 at 7.6, 8.4, 9.5, and 9.9 eV. Apart from the small additional structure somewhat below 9 eV, our calculated results well-describe the experimental findings. A similar many-body calculation but representing the KS eigenfunctions by Gaussians 55 yields peaks at 7.6, 9.0, and 9.6/ 9.8 eV in the energy range below q = 10 eV. Depending on the choice of the exchange-correlation functional, TDDFT calculations predict the lowest two transition energies at 7.1-7.3 and 8.6-8.8 eV.
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B. Water
The water molecule is more polar and less symmetric than mono-and disilane. Its point group C 2v contains a rotation by 180°around the molecule axis and two mirror-symmetry operations. We model it in a supercell with a s = 10 Å. The real-space grid contains 64ϫ 64ϫ 64 grid points. This suggests the use of 6000 G vectors for a converged quasiparticle calculation. The ground-state calculation within the DFT-GGA gives a length of the oxygen-hydrogen bonds of d O-H = 0.966 Å and an angle between the two bonds of 104.49°. The corresponding experimental values for gas-phase molecules are 0.957 Å and 104.47°͑see data in Refs. 87 and 88͒.
According to the molecule symmetry, the atomic orbitals are derived from six linear combinations of a 1 , a 2 , b 1 , and b 2 symmetry with nondegenerate energy levels. The eight valence electrons occupy the four lowest states. Results for the levels obtained by using different approximations for the electron-electron interaction are given in Table V .The highest molecular state considered here ͑state 6͒ is above the vacuum level already within DFT-GGA. This does not change if PAW pseudopotentials 63 and the VASP code 64 are used in the calculation. Only calculations for considerably larger supercells drag its energy below the vacuum level. However, it is numerically very expensive to perform quasiparticle and exciton calculations for supercell sizes of a s Ϸ 20 Å. When off-diagonal elements of the XC energy are considered, a coupling occurs only with the sixth molecular state. This can be expected to vanish for larger supercells.
The influence of the energy dependence of the screening on the QP energies is indicated in Fig. 15 . It is most important for the occupied molecular states with ␤ = 0.11͑ =2,3,4͒, but nearly vanishes for the unoccupied states. The resulting QP eigenvalues in Table V are shifted towards negative ͑positive͒ energies for the occupied ͑empty͒ molecular states. The QP shifts vary between −7.7 and −4.7 eV ͑0.4 and 0.8 eV͒ for the occupied ͑empty͒ states. For the HF-like eigenvalues ͑37͒, these shifts with respect to the KS energies are again larger. Since the geometry of the H 2 O molecule is fixed at the ground-state coordinates, the negative QP eigenvalues in Table V tially due to the DFT-GGA calculation using the 10 Å supercell: The KS eigenvalue is −7.21 eV ͑Table V͒, while other approaches 59 yield −7.63 eV. In general, however, we can conclude that the GW approximation gives excellent singleparticle excitation energies also for H 2 O. A scaling of the self-energy effects by a factor of 0.5 as observed for less sophisticated GW approaches 52 is not necessary.
The water molecule is optically anisotropic. Here we consider only the trace of the optical tensor ͑32͒, see Fig. 16 . Whether or not the molecular state 6 is taken into account has an obvious influence on the high-energy region of the absorption spectrum. The HOMO-LUMO peak at about 7.2 eV results from strong excitonic effects: The redshift with respect to the corresponding QP peak of uncorrelated electron-hole pairs is about 5.2 eV. The excitonic effects thus largely compensate the blueshift of the KS position of the HOMO-LUMO transition of 6.3 eV. The strong excitonic effects in the water molecule are also indicated by an exciton radius of R ex = 2.27 Å ͑i.e., the average distance between electron and hole in the LUMO-HOMO pair͒, which we have calculated using the two-particle electron-hole wave function of the Hamiltonian ͑35͒ in real space. The hole is strongly localized at the oxygen atom of the molecule. Therefore the probability to find the electron of the pair has its maxima outside of the molecule that has a characteristic dimension of d O-H Ϸ 1 Å. The first three transitions ͑including six states͒ are obtained at 7.24, 9.62, and 10.07 eV for the 10 Å supercell. The experimentally reported transitions occur at 7.3-7.49 eV for the first, 9.69-9.73 eV for the second, and 9.99-10.10 eV for the third peak ͑cf. data collection in Ref.
92͒. The agreement between our results and the experiment is excellent. The GW/BSE method yields water optical excitation energies that are no less accurate than sophisticated ab initio quantum-chemical methods. A complete active space self-consistent field ͑CASSCF͒ calculation, 92 for example, predicts transition energies of 7.58, 9.80, and 10.45 eV. CC calculations are of comparable accuracy with 7.53 eV for the lowest singlet transition, whereas the corresponding value of 6.86 eV obtained from TDDFT in Ref. 93 is clearly below the experiment. However, similar to the case of monosilane, the usage of an asymptotically corrected exchangecorrelation functional in the TDDFT leads to an increase of the excitation energies: Cai et al. 94 predict a value of 7.61 eV for the lowest transition.
V. SUMMARY AND CONCLUSIONS
We have shown that the many-body perturbation theory based on Green's functions and an electron self-energy in Hedin's GW approximation can be successfully applied to investigate electronic single-particle and two-particle excitations of molecules. SiH 4 , Si 2 H 6 , and H 2 O were studied as prototypical molecules. We have shown that the computed excitation energies are close to the measured values, with maximum deviations smaller than 0.5 eV. The accuracy of the Green's function method is thus similar to that of sophisticated quantum chemistry methods. This is somewhat surprising, given that the approach to treat the electron-electron interaction in the presence of electrons, holes, or electronhole pair excitations is based on the physical description of a dynamical screening response. However, the treatment of the interaction effects on the same footing, i.e., the GW approximation for the self-energy and the electron-hole attraction, and the accurate computation of the frequency-and wavevector-dependent dielectric tensor, obviously ensure excellent results for the energies and the spectral strengths of electronic excitations also for small systems with localized electronic states.
For numerical reasons, but also because of future applications to large systems with both extended and localized electronic states, the considered molecules were modeled in sc supercells. It turns out that the size of the supercell is a very critical issue in several respects. The edge length has to be large enough to avoid coupling of the molecule with its images via electron-electron interaction or related to local-field effects. Numerical criteria of a sufficient supercell size are the vanishing wave-vector dispersion of the bands and the vanishing splittings of states that should be symmetry degenerate. In contrast to true crystals, the continuum of scattering states with energies above the vacuum level is difficult to describe. There may be spurious effects due to an artificial localization of such states in the supercell and related to the number of such states. Fortunately, for not too large excitation energies the effect of the scattering states is surpressed in both the self-energy and optical-spectra calculations when increasing the supercell size. In that case the molecular states below the ionization edge dominate the results. This suggests to restrict the many-body calculation to those molecular states below the vacuum level that are already needed to obtain converged results for the ground state. However, for computing the screening function many more states, occasionally more than one-thousand, have to be used in order to ensure the correct variation of the self-energy for large excitation energies.
Given that molecular single-particle and spin-singlet pair excitations have energies of typically about 10 eV, the relative accuracy of the Bloch function GW/BSE method for molecular studies is comparable to that achieved for bulk crystals with fundamental quasiparticle gaps of about 2 eV and an average error bar of the calculations of roughly 0.1 eV. In the latter case, quasiparticle shifts are of the order of 1 eV, and the redshift of the optical absorption caused by excitonic effects is typically of the order of 0.1 eV. The relative accuracy of the computations for the electronic excitations is the same, irrespective of the localization of the electronic states. The described method is therefore suitable to describe electronic excitations in hybrid systems, containing both extended and localized states. The many-body perturbation theory thus allows for studying, e.g., interfaces formed between crystalline solids and organic or biologically active molecules. Starting from the density functional theory, the calculations can be performed without any experimental parameter.
