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Abstract—This paper proposes a direct, and simple approach
to the H∞ norm calculation in more general settings. In contrast
to the method based on the Kalman–Yakubovich–Popov lemma,
our approach does not require a controllability assumption, and
returns a sinusoidal input that achieves the H∞ norm of the
system including its frequency. In addition, using a semidefinite
programming duality, we present a new proof of the Kalman–
Yakubovich–Popov lemma, and make a connection between
strong duality and controllability. Finally, we generalize our
approach towards the generalized Kalman–Yakubovich–Popov
lemma, which considers input signals within a finite spectrum.
NOTATION
W ∗ is the Hermitian of W , Tr (W ) is the trace of W , and
W † is the pseudoinverse of W . The generalized inequality,
X  0, means X is a positive semidefinite matrix. For positive
semidefinite matrix X , X1/2 is a matrix sqaure root such
that X = X1/2
(
X1/2
)∗
. The matrix Im denotes the m ×m
identity matrix, and 0m,n is the m× n zero matrix.
I. INTRODUCTION
We revisit the problem of computing the H∞ norm of a
Linear Time Invariant (LTI) system. This problem is well
studied in the literature, and can be found in standard textbooks
in control, [1], [2], and [3] to name a few. Moreover, efficient
methods for calculating H∞ norm are also investigated in [4],
[5], and [6].
All these standard results are based on the Kalman–
Yakubovich–Popov (KYP) lemma [7]. Recently, [8] presented
a new, simple approach to the H∞ analysis based on a
covariance-like formulation, and [9] uses Lagrangian duality
to propose a new proof of the KYP lemma.
This paper combines these new insights from [8] and [9] to
reformulate the H∞ analysis problem. Specifically, we present
a semidefinite program that computes the H∞ norm of the LTI
system, which is the same as the one in [8]. However, we show
its exactness based on [9].
This semidefinite program is known to the community as
a ”dual” of the KYP lemma [10], but in contrast to the KYP
lemma, an optimal solution of our semidefinite program can
generate a sinusoidal input that acheives the H∞ norm of the
system, and we present an algorithm for this task.
In addition, we show that controllability implies strong du-
ality. Therefore, without controllability, the Lyapunov matrix
P which satisfies the Linear Matrix Inequality (LMI) from the
KYP lemma may not exist, and this makes it hard to compute
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the H∞ norm using the KYP lemma. However, our semidef-
inite program is always exact regardless of controllability of
the system. In this sense, this approach is more direct and
general compared to the KYP lemma.
Finally, we generalize our idea towards the generalized KYP
lemma [11], where one can compute the H∞ norm for input
signals restricted to a finite frequency range.
II. H∞ ANALYSIS FOR DISCRETE TIME LTI SYSTEMS
A. Problem formulation
Consider the LTI system M given by
xk+1 = Axk +Bwk
zk = Cxk +Dwk,
A ∈ Cn×n, B ∈ Cn×m, C ∈ Cl×n, and D ∈ Cl×m. Moreover
we assume that A is Schur stable, that is, the spectral radius of
A is less than unity. Although the H∞ analysis considers the
L2 gain of the system, it can be shown that this is equivalent
to considering the power norm [12]. Therefore for the ease of
presentation, we proceed the analysis with the power norm
‖h‖2p = lim
N→∞
1
N
N−1∑
k=0
h∗khk.
We define the H∞ norm of the system M as
‖M‖∞ = sup
‖w‖p≤1
‖z‖p
‖w‖p .
From the linearity of the system, the supremum is always
achieved at ‖w‖p = 1. Therefore, for LTI systems, the above
definition is equivalent to
‖M‖∞ = sup
‖w‖p≤1
‖z‖p.
From the above definition, we have the following infinite
dimensional optimization problem:
‖M‖2∞ = max
w,x
lim
N→∞
1
N
N−1∑
k=0
z∗kzk (1)
s. t. xk+1 = Axk +Bwk (2)
zk = Cxk +Dwk (3)
x0 = 0 (4)
‖w‖p ≤ 1. (5)
Notice that this problem as posed is intractable since we have
countably infinite number of variables and constraints.
2B. Main Result
Define the new variable
V = lim
n→∞
1
N
N−1∑
k=0
[
xk
wk
] [
xk
wk
]∗
 0.
Then, the objective function will only depend on this new
matrix V :
lim
N→∞
1
N
N−1∑
k=0
z∗kzk = Tr
([
C D
]
V
[
C D
]∗)
. (6)
From the dynamics xk+1 = Axk+Bwk, we have xk+1x∗k+1 =
(Axk + Bwk)(Axk + Bwk)
∗
. By taking the infinite sum on
both sides, we conclude that
[
In 0n,m
]
V
[
In
0m,n
]
=
[
A B
]
V
[
A∗
B∗
]
,
and from ‖w‖p ≤ 1, we get
Tr
([
0m,n Im
]
V
[
0m,n Im
]∗) ≤ 1.
Notice that adding this redundant constraint to (1) does not
change the optimal value and the solution of the problem:
max
V,x,w
Tr
([
C D
]
V
[
C D
]∗) (7)
s. t. (2)− (5)
[
In 0n,m
]
V
[
In
0m,n
]
=
[
A B
]
V
[
A∗
B∗
]
(8)
Tr
([
0m,n Im
]
V
[
0m,n Im
]∗) ≤ 1 (9)
V  0 (10)
V = lim
N→∞
1
N
N−1∑
k=0
[
xk
wk
] [
xk
wk
]∗
. (11)
This is still problematic. First of all, (7) is still an infinite
dimensional problem, and the last equality is not affine.
Therefore this lifted problem (7) is an infinite-dimensional
non-convex problem. However, by dropping (2) - (5), and the
last equality, we have a relaxed version of (7) which is a finite
dimensional semidefinite program (SDP) [13]:
µopt := max
V
Tr
([
C D
]
V
[
C D
]∗) (12)
s. t. (8)− (10).
One direct consequence of this relaxation is that the optimal
value of (7) is less than µopt, because (12) has a larger feasible
set. This gives us µopt ≥ ‖M‖2∞.
However the following non-trivial result shows that µopt is
actually the same as ‖M‖2∞ and we can recover the optimal
solution of (1) from the optimal solution Vopt of (12).
Theorem 1. The optimal value of (12), µopt, is equal to the
optimal value of (1), ‖M‖2∞.
Notice that, unlike [7], or [8], (12) does not require the
controllability to compute H∞ norm. Moreover, we will
describe how to construct the optimal solution of (1), which is
the problem of interest, from the optimal solution of (12), and
this solution constructs the sinusoidal input w that achieves
‖M‖2∞. Before proving this result, we need some technical
lemmas.
Lemma 2 (Rank one decomposition). Suppose that V  0,
and
[
In 0n,m
]
V
[
In
0m,n
]
=
[
A B
]
V
[
A∗
B∗
]
. Then there
exists a set of rank one matrices {Vk} such that
V =
∑
k
Vk, Rank(Vk) = 1, Vk  0,
[
In 0n,m
]
Vk
[
In
0m,n
]
=
[
A B
]
Vk
[
A∗
B∗
]
Proof. The following proof is from [7]. Let F =[
In 0n,m
]
V 1/2, and G =
[
A B
]
V 1/2. Since FF ∗ =
GG∗, Lemma 7 in the appendix implies that there exists
a unitary matrix U such that F = GU . Being unitary,
U =
∑
k e
jθkuku
∗
k, and
∑
k uku
∗
k = I . Notice that Fuk =
GUuk = e
jθkGuk, and Fuku∗kF ∗ = Guku∗kG∗. Therefore,
by defining Vk = V 1/2uk
(
V 1/2uk
)∗
, it is routine to check
that this construction satisfies all the constraints.
The above lemma shows that the extreme points of the
feasible set of (12) are rank one matrices. Since the objective
function in (12), Tr
([
C D
]
V
[
C D
]∗)
, is linear in V ,
there exists a rank one optimal solution of (12).
Proposition 3 (Rank one optimal solution). There exists an
optimal solution Vopt of (12) with Rank(Vopt) = 1.
Proof. Let Vopt, and µopt be the optimal solution and the
optimal value of (12), respectively. From Lemma 2, there exist
rank one matrices Vk such that Vopt =
∑
k Vk and Vk is in the
feasible set of (12).
Define the scalar values:
pk = Tr
([
0m,n Im
]
Vk
[
0m,n Im
]∗)
,
µk = Tr
([
C D
]
Vk
[
C D
]∗)
.
Then, we must have µopt =
∑
k µk and
∑
k pk ≤ 1. Let J be
the index such that
J = argmax
k
µk
pk
.
We will show that Vˆ = 1pJ VJ is a rank one optimal solution
of (12). It is easy to check that Vˆ is a feasible point of (12).
Moreover,
Tr
([
C D
]
Vˆ
[
C D
]∗)
=
µJ
pJ
≥
∑
k
pk
µJ
pJ
≥
∑
k
pk
µk
pk
=
∑
k
µk = µopt.
Therefore, Tr
([
C D
]
Vˆ
[
C D
]∗) ≥ µopt which implies
that Tr
([
C D
]
Vˆ
[
C D
]∗)
= µopt, and Vˆ is a rank one
optimal solution.
Now we are ready to prove Theorem 1.
Proof of Theorem 1. From Proposition 3, we obtain a rank
one optimal solution Vopt of (12). Since Rank(Vopt) = 1, there
3exist a pair of vectors xopt ∈ Cn, and wopt ∈ Cm such that
Vopt =
[
xopt
wopt
] [
xopt
wopt
]∗
. Since Vopt satisfies (8), we have that
[
In 0n,m
] [xopt
wopt
] [
xopt
wopt
]∗ [
In
0m,n
]
=
[
A B
] [xopt
wopt
] [
xopt
wopt
]∗ [
A∗
B∗
]
,
and from Corollary 8 in the appendix, there exists a scalar θopt
such that
ejθoptxopt = Axopt +Bwopt.
Therefore, wk = ejθoptkwopt results in xk = (ejθoptkIn −
Ak)xopt. By substitution, we conclude that {wk} achieves µopt.
Therefore {wk} and {xk} are the optimal solutions of (1).
Remark 1. In the proof, we construct w, the optimal solution
of (1), and this signal turns out to be a sinusoid. This is a well
known fact in the literature, since the H∞ norm of the system
is the maximum value in the Bode magnitude plot. However,
in contrast to other approaches, e.g. [7], we explicitly construct
the input w, and its spectrum θopt.
C. The optimal input extraction
As Remark 1 points out, we can construct the optimal input
w by solving (12) based on our new proof. Suppose we obtain
a solution Vopt of (12). If Vopt is rank one, then it requires no
additional step. Simply find a pair of vectors (xopt, wopt) such
that Vopt =
[
xopt
wopt
] [
xopt
wopt
]∗
. Then, θopt such that ejθoptxopt =
Axopt + Bwopt is guaranteed to exist. Therefore, we can use
element-wise division between xopt and Axopt +Bwopt to find
the spectrum θopt. Then, wk = ejθoptkwopt.
If Vopt is not rank one, we can use the procedure in the
proof of Proposition 3 to recover the rank one solution, then
apply the aforementioned procedure. To do this, we need a
unitary matrix U which satisfies[
In 0n,m
]
V
1/2
opt =
[
A B
]
V
1/2
opt U.
We modify the construction in [14], to find such a unitary
matrix U . The correctness of this algorithm can be easily
shown by substitution.
Algorithm 1
Input: Complex matrices, F,G such that FF ∗ = GG∗
Output: A unitary matrix U such that F = GU
1) Set P = F +G, and Q = F −G
2) Find the SVD of P = UPΣPV ∗P , and let r = Rank(P )
3) Set [R S] = [Ir 0]V ∗PP †QVP
4) Set ∆ = VP
[
R S
−S∗ 0
]
V ∗P
5) U = (I +∆)(I −∆)−1.
By applying the Algorithm 1 to F =
[
In 0n,m
]
V
1/2
opt , and
G =
[
A B
]
V
1/2
opt we obtain a desired unitary matrix U
in the proof of Lemma 2. The second step is to perform
eigenvalue decomposition of U to have U =
∑
k e
jθkuku
∗
k,
where uk is the eigenvector of U . The third step is to find
Vk = V
1/2
opt uk
(
V
1/2
opt uk
)∗
. The final step is to find a index J
which maximizes µkpk as in the Proposition 3. Then VJ is a
rank one optimal solution.
D. Connection to the KYP lemma
The Lagrangian dual of our optimization (12) generates the
optimization derived from the KYP lemma:
min
λ,P
λ
s. t.
[
A∗PA− P A∗PB
B∗PA B∗PB
]
+
[
C∗C C∗D
D∗C D∗D − λIm
]
 0
λ ≥ 0, P = P ∗.
(13)
However, there is no guarantee for the optimal value of
(13) to be the same as the H∞ norm of the system. In
addition, even if the duality gap is zero, there may be no
dual feasible point (P, λ) achieving the dual optimum value.
This is the reason why the KYP lemma with a non-strict
inequality requires an additional assumption [7], controllability
of (A,B), to guarantee the existence of a Lyapunov matrix P .
The following example shows the case when strong duality
fails.
Example 1. Consider the scalar system with (A,B,C,D) =
(0, 0, 1, 1). The optimal value of (12) is 1, and so as ‖M‖∞ =
1, and the dual optimal value of (13) is also 1. However,
the dual optimal solution does not exist because (P, λ) →
(+∞, 1) generates the dual optimal value.
The following proposition claims that the controllability is
a sufficient condition for strong duality.
Proposition 4. Suppose (A,B) is controllable. Then, strong
duality holds between (12) and (13).
The basic idea is to construct a positive definite feasible
point V ≻ 0 for (12), and this shows that Slater’s condition
for strong duality is satisfied. Since the construction is very
technical, we relegate the proof to the appendix.
III. BOUNDED FREQUENCY H∞ ANALYSIS
As we have seen, the spectrum of the input that achieves the
H∞ norm lies in [−pi, pi]. In this section, we consider inputs
with bounded frequency. Specifically, for a given frequency
0 < θ0 < pi, we consider the input with the specific form:
WL = {w : wk = ejθkws, θ ∈ [−θ0, θ0]}. This formulation
finds the maximum value of the Bode magnitude plot of the
system in the low frequency region, [−θ0, θ0], not in the entire
region, [−pi, pi]:
max
w,x
lim
N→∞
1
N
N−1∑
k=0
z∗kzk (14)
s. t. (2)− (5)
w ∈ WL. (15)
4Consider the input wk = ejθkw0 ∈ WL. This results in
xk = e
jθks+ hk, where
ejθs = As+Bw0,
and hk = −Aks is a transient term which goes to zero
asymptotically. Notice that from the dynamics, we have that
xk+1x
∗
k + xkx
∗
k+1 = (Axk +Bwk)x
∗
k + xk(Axk +Bwk)
∗,
and by substituting xk = ejθks+ hk, we get
xk+1x
∗
k + xkx
∗
k+1 = 2 cos θss
∗ + ejθk(1 + ejθ)sh∗k
+e−jθk(1 + e−jθ)hks∗ + hkh∗k.
This implies that V in (6) satisfies
2 cos θ
[
In 0n,m
]
V
[
In
0m,n
]
=
[
A B
]
V
[
In
0m,n
]
+
[
In 0n,m
]
V
[
A∗
B∗
]
.
In addition, since θ ∈ [−θ0, θ0] and θ0 ≤ pi, we have cos θ ≥
cos θ0, and
2 cos θ0
[
In 0n,m
]
V
[
In
0m,n
]
 [A B]V
[
In
0m,n
]
+
[
In 0n,m
]
V
[
A∗
B∗
]
. (16)
Therefore, a relaxation of (14) gives
µLopt := max
V
Tr
([
C D
]
V
[
C D
]∗) (17)
s. t. (8)− (10), (16)
Notice that we add (16) to (12) because of the constraint w ∈
WL.
Since this is a relaxed version of (14), the optimal value
of (17) yields an upper bound of (14), and in fact, this upper
bound is tight.
Proposition 5. The optimal value of (17) equals the optimal
value of (14).
The proof is almost identical once we have a rank one
decomposition of Vopt. For notational simplicity, let FL be
the feasible set of (17).
Lemma 6 (Rank one decomposition). For all V ∈ FL, there
exists a set of rank one matrices, Vk ∈ FL such that,
V =
∑
k
Vk, Rank(Vk) = 1.
Proof. Define F = [In 0n,m]V 1/2, and G = [A B]V 1/2.
Then from Lemma 10 in the appendix, there exists a unitary
matrix U such that F = GU , and U + U∗  2 cos θI .
Being unitary, U =
∑
k e
jθkuku
∗
k. By defining Vk =
V 1/2uk
(
V 1/2uk
)∗
, we can easily check that Vk ∈ FL, and
V =
∑
k Vk.
To extract wk from Vopt, we can use exactly same procedure
as in Section II. except finding a unitary matrix U due to
additional requirement U + U∗  2 cos θI . We modify an
algorithm from [14] to find a desired U .
Algorithm 2
input: Complex matrices, F,G such that FF ∗ = GG∗,
FG∗ +GF ∗  2 cos θI .
Output: A unitary matrix U such that F = GU , and
U + U∗  2 cos θI .
1) Set µ = 1−cos θ
1+cos θ
2) Set P = √µ(F +G), and Q = F −G
3) Find the SVD of P = UPΣPV ∗P , and let r = Rank(P )
4) Set [R S] = [Ir 0]V ∗PP †QVP
5) Set ∆ = VP
[
R S
−S∗ −S∗R(Ir +R2)†S
]
V ∗P
6) U = (I +√µ∆)(I −√µ∆)−1
Also, notice that from Lemma 10, θopt is guaranteed to be
in [−θ0, θ0].
A. Connection to the Generalized KYP lemma
Following is the Lagrangian dual problem of (17):
min
λ,P
λ
s. t.
[
A B
I 0
]∗ [
P Q
Q −P − 2 cos θ0Q
] [
A B
I 0
]
+
[
C∗C C∗D
D∗C D∗D
]
 λ
[
0 0
0 I
]
λ ≥ 0, P = P ∗, Q  0,
(18)
and this can be also derived from the Generalized KYP lemma
[11]. However, as in the H∞ analysis, the strong duality issue
arises.
One condition for strong duality is controllability of (A,B).
Since the proof is identical with Proposition 4, we omit the
details.
B. H∞ Analysis with high frequency input
Using similar arguments as in the low frequency input case,
we can also include the cases with high frequency inputs,
WH = {w : wk = ejθkws, θ ∈ [−pi,−θ0] ∪ [θ0, pi]}, or the
middle frequency inputs, WM = {w : wk = ejθkws, θ ∈
[θ1, θ2]}. For high frequency inputs, WH , a similar approach
as in the low frequency input gives us
µHopt := max
V
Tr
([
C D
]
V
[
C D
]∗) (19)
s. t. (8)− (10)
[
A B
]
V
[
In
0m,n
]
+
[
In 0n,m
]
V
[
A∗
B∗
]
 2 cos θ0
[
In 0n,m
]
V
[
In
0m,n
]
. (20)
For middle frequency inputs, [θ1, θ2], we can use (17) by
shifting B,D. Define θc = 12 (θ1 + θ2), and θ0 =
1
2
(θ2 − θ1).
5Then the spectrum of w confined in [θ1, θ2] is equivalent
to that the new input w˜ = e−jθcw has finite spectrum on
[−θ0, θ0]. In this coordinate, Bw = Bejθcw˜, and Dw =
Dejθcw˜. Therefore by defining B˜ = Bejθc , and D˜ = Dejθc
then using (17), we can use an SDP to compute H∞ norm
over the middle frequency range.
As a final remark, we could also derive dual problems that
are equivalent to the Generalized KYP lemma. However, since
the derivation is similar, we omit the details.
IV. CONCLUSION
In this paper, we proposed a simple, direct approach to
H∞ analysis. Compared to the classical approach based on
the KYP lemma, our approach can construct an explicit input
signal that achieves the H∞ norm of the system, and does not
require the controllability condition of the system to calculate
the H∞ norm. Moreover, we generalize this approach to the
low, middle and high frequency input signals and show the
effectiveness of our new approach.
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APPENDIX
A. Results from Linear Algebra
Lemma 7 (A. Rantzer, 1996). Let F,G ∈ Cn×m. The
following statements are equivalent.
(i) FF ∗ = GG∗.
(ii) There exists a unitary matrix U such that, F = GU .
Proof. See [7].
For a special case of Lemma 7, consider f, g ∈ Cn×1. In
this case, a unitary matrix U is actually scalar, and we get
following immediate consequence.
Corollary 8. ff∗ = gg∗ if and only if f = ejθg for some θ.
Lemma 9 (T. Iwasaki, 2000). The following statements are
equivalent.
(i) FF ∗  GG∗ and FG∗ +GF ∗ = 0.
(ii) There exists a skew-symmetric matrix ∆ = −∆∗ such that,
F = G∆, ‖∆‖ ≤ 1.
Proof. See [15] or [14]
The next result is a consequence of Lemma 9.
Lemma 10. The following statements are equivalent.
(i) FF ∗ = GG∗, and FG∗ +GF ∗  2 cos θFF ∗.
(ii) There exists a unitary matrix U such that, F = GU and,
U + U∗  2 cos θI .
Proof. From the direction (ii) to (i) is trivial. Let us show the
direction from (i) to (ii).
Define µ = 1−cos θ
1+cos θ < 1, P = F −G, and Q =
√
µ(F +G).
Then, (i) is equivalent to
PQ∗ +QP ∗ = 0, PP ∗  QQ∗.
From Lemma 9, there exists a matrix ∆ such that
P = Q∆, ‖∆‖ ≤ 1, ∆+∆∗ = 0.
Since ∆ is skew-symmetric, we can find a unitary matrix S
such that
∆ = S diag{jλi} S∗,
where jλi is the ith eigenvalue of ∆. From the condition
‖∆‖ ≤ 1, we have |λi| ≤ 1.
Now let us define U = S diag{ 1+j
√
µλi
1−j√µλi } S∗. Notice that
U∗ = S diag{ 1−j
√
µλi
1+j
√
µλi
} S∗. Then, it’s obvious that UU∗ = I .
Notice that
1 + j
√
µλi
1− j√µλi +
1− j√µλi
1 + j
√
µλi
= 2
1− µλ2i
1 + µλ2i
,
and since λ2i ≤ 1, we have
1− µλ2i
1 + µλ2i
≥ 1− µλ
2
i
1 + µλ2i
.
Therefore,
U + U∗ = S diag{21− µλ
2
i
1 + µλ2i
} S∗
 21− µ
1 + µ
SS∗ = 2 cos θI,
6which concludes the proof.
Again, for a special case of Lemma 10, consider f, g ∈
Cn×1. We get following immediate consequence.
Corollary 11. ff∗ = gg∗, fg∗ + gf∗  2 cos θ0ff∗, if and
only if f = ejθg for some θ ∈ [−θ0, θ0].
B. Removing Singularity
Proposition 12. Let A be Schur stable. Consider V  0 such
that
[
I 0
]
V
[
I
0
]
=
[
A B
]
V
[
A∗
B∗
]
, and Rank(V ) = 1,
then, Tr
([
0 I
]
V
[
0 I
]∗)
> 0.
Proof. From the decomposition, V =
[
x
w
] [
x
w
]∗
, if
Tr
([
0 I
]
V
[
0 I
]∗)
= 0, then w = 0. Moreover from
Corollary 8, there exists ejθ such that ejθx = Ax+Bw = Ax,
since w = 0. However, since A is Schur stable, ejθI − A is
invertible, therefore x = 0. This implies V = 0 which is
contradict to Rank(V ) = 1.
C. Proof of Proposition 4
Proof. We find a basis {vi} for Cn+m to construct
V =
n+m∑
i=1
viv
∗
i ,
which satisfies the strict inequality constraints in (12). Then
the Slater’s constraint qualification gives strong duality.
Firstly, pick n + 1 numbers on the unit disk
ejθ0 , ejθ1 , · · · , ejθn , that are distinct1.
Since (A,B) is controllable, there exists a matrix K such
that the eigenvalues of A − BK are ejθ1 , · · · , ejθn . Denote
corresponding eigenvector xi,
(A−BK)xi = ejθixi. (21)
for i = 1, · · · , n. Moreover, let T = [ A− ejθ0I B ]
is n. Then Rank (T ) = n, because of the Popov-Belevitch-
Hautus (PBH) controllability test [3]. Therefore, there exists
a basis {t1, · · · , tm} for N(T ), the null space of T , and
by substitution, we can show that tit∗i is a feasible point of
problem (12), for all i = 1, · · · ,m.
Define vn+k = tk, and let S1 = span(v1, , vn), and S2 =
N(T ). Suppose,
v =
[
x
u
]
∈ S1 ∩ S2.
Since v ∈ S1, there exists {αi}ni=1 such that v =
∑n
i=1 αivi,
which implies x =
∑n
i=1 αixi, and u =
∑n
i=1 αiwi. Further-
more, ejθ0x = Ax + Bu, because v ∈ S2. Combining these
1θi can be chosen in the specific frequency region to generalize the proof
to bounded frequency H∞ analysis case.
two equations, we have,
ejθ0x = ejθ0
n∑
i=1
αixi,
Ax+Bu = A
n∑
i=1
αixi +B
n∑
i=1
αiui
=
n∑
i=1
αie
jθixi,
which implies,
n∑
i=1
αie
jθ0xi =
n∑
i=1
αie
jθixi.
From this, we can conclude that αi = 0, for all i, because
{xi}ni=1 are linearly independent, and θi 6= θ0 for all i.
Therefore, S1∩S2 = {0} which implies {vi}n+mi=1 are linearly
independent.
Now it is easy to check that V is a feasible point of (12) and
that V ≻ 0. This implies that Slater’s constraint qualification
holds [13], and we are done.
