Monte Carlo simulation is a popular tool for reliability assessment because of its robustness and ease of implementation. However, the computational cost is a major concern. The standard deviation of the estimated failure probability of a system from N replications is proportional to 2 / 1  N . Efforts to reduce computational cost focus on development of intelligent sampling procedures and efficient calculation of the performance function of a system. This paper proposes a new way to manage the computational cost that views design as a decision among alternatives with uncertain reliabilities. Information from a simulation has value only if it enables the designer to make a more informed choice among the alternative designs. Consequently, the value of information from the simulation is equal to the gain from using this information to select the best design.
Introduction
Information enables people to make better decisions. Information economics is the systematic study of measuring the value of information in support of a decision. Information economics is a valuable tool for supporting decision making by helping designers manage testing and computing costs (Hubbard, W. H., 2007, Schlosser, and Paredis, 2007) . This paper proposes a method to measure the value of information from Monte-Carlo simulation in selecting a design among alternatives with uncertain reliabilities, as a function of the number of replications. This is useful because it helps the decision maker to determine how many replications are necessary before performing the simulation.
A basic concept is that the value of information from running a Monte Carlo simulation is equal to the gain from using the information to select the best design among alternatives. Specifically, the method is based on two principles:
1) The value of information depends on the particular decision and 2) The value of information is equal to the increase in the expected utility of a decision resulting from the use of the information to make a more informed choice.
We consider both the objective and subjective interpretations of the probability of failure in this paper. This probability is either the long-term frequency of failure, or a subjective probability. The latter expresses the degree of belief that the design could fail. This probability is equal to the probability of a device, such as a well-balanced and oiled wheel of fortune, that makes the decision maker indifferent between two tickets (A and B) that pay the same prize (e.g., $100) if the arrow of the wheel of fortune stops in a predetermined sector (ticket A), and the design fails (ticket B). We consider that a subjective probability of failure is unique. In principle, we can estimate it by a suitable elicitation procedure.
The paper is organized as follows. Section 2 presents the problem formulation and the method for measuring the value of information obtained from Monte Carlo simulation. First, we present the calculation of the value of perfect information from an ideal model that predicts the true reliability of a system. This is an upper bound of the value of information from a finite number of replications. Then, we consider the case of imperfect information from a finite number of replications.
Section 3 demonstrates the method on the selection among two designs with uncertain reliabilities. It also investigates the effect of the amount of uncertainty and the interference of the PDFs of the reliabilities of the two designs on the value of information. Section 4 presents the conclusions.
Method

Problem formulation
A design decision is the choice of the best design among alternatives. There is significant uncertainty in the attributes of a design due to manufacturing variability, errors in predictive models for the performance, and lack knowledge about how a design will evolve during the development process. This paper considers decisions with a finite number of alternatives.
A design decision problem is formulated as follows:
Select a design among the following alternative options: A, B,… to maximize the expected utility, )},... Ideally, a manufacturer should be concerned only about the profit derived from each design alternative, but this is difficult to predict, especially in the early design stages (Hazelrigg, 1996, pp. 436-438) . To circumvent this difficulty, manufacturers evaluate a design on the basis of attributes such as weight, reliability, and rigidity.
The scope of this paper is confined to decisions in which the reliability R is the only important attribute of a design. The designer does not know the exact value of the reliability because of uncertainties in the probability distributions of the random variables and errors in the predictive models. The reliability of a design is calculated by standard Monte Carlo simulation where there is uncertainty in this attribute because of the limited number of replications that the designer can perform. As a result, the designer does not know which design is more reliable. He/she can improve his/her confidence in selecting the most reliable design by performing more replications. The objective of the proposed method is to measure the value from performing more replications.
We assume that the uncertain reliabilities of the alternative designs are statistically independent random variables. This means that information about the reliability of one design does not change the probability distributions of the reliabilities of the other designs.
Approach
The approach is applicable to any number of designs. For simplicity, we describe the approach by considering only two alternative designs.
In the first step of the proposed method, the designer estimates the prior probability density functions (PDFs) of the reliabilities of the alternative designs. In addition, he/she estimates the utility function of the reliability. Using this information he/she calculates the expected utility of the best design assuming the prior probability density functions. The second step is to calculate the posterior densities of the reliability for each possible outcome of the simulation (number of failures that could be observed in the simulation). Finally, the designer selects the best design for each outcome and the expected utility of this decision. The value of information from the simulation is the increase in the expected utility of the decision (or equivalently its certainty equivalent) resulting from the use of the information from the simulation. Note that this calculation does not require an analysis of the performance of the system. First the designer estimates the prior PDFs of the reliabilities, or failure probabilities, of the alternative designs. This can be accomplished by eliciting few quantiles of the probabilities. This is an iterative process that involves feedback and correction. Structured procedures that involve several people including a statistician and a subject matter expert are available in the literature (Clemen 1997, pp. 285-291 and O'Hagan et al., 2006. pp. 28-31 The beta distribution is suitable for characterizing the uncertainty in the probabilities of the initial designs.
The designer estimates his/her utility function of the reliability of the design, ) (r U . This measures the value of a design with reliability r to the designer.
If the designer were unable to perform a simulation, then he/she would choose the design with the largest expected utility calculated using the priors of the probabilities of failure of the designs,
(
First we calculate the value of perfect information about the failure probabilities of the two designs. This is the value of a model that predicts accurately the probability of failure. Then, we explain the method for calculation of the value of imperfect information from Monte-Carlo simulation.
Value of perfect information
Assume that the designer has a tool that predicts the true reliability of each design. For example, he/she has a fast simulation program that enables him/her to perform practically infinite replications. The decision tree in Figure 1 shows the process of choosing the best design. First, nature determines the true failure probabilities of the two designs. The designer, finds the true reliabilities of the two designs, calculates their expected utilities, and selects the design with the highest expected utility.
From Fig. 1 , the conditional expectation of the utility of the selected design is
. We find the expected utility of the decision using the total probability theorem:
The value of perfect information is equal to the difference of the expectations of the utilities with perfect and no information, respectively.
This is an upper bound of the value of information from any predictive tool. The designer should not seek information that costs more to obtain than the expected value of EVPI information in Eq. (3a). Figure 1 . Choice of the most reliable design using perfect information The expected utility of the choice among designs A and B is the maximum of the expected utilities of the two designs.
Utility is a value function -not a value difference function. This means that we can only use utility to rank ventures with uncertain payoffs. We cannot express strength of preferences in terms of utility. We should measure the value of information in terms of the difference of the certainty equivalents of the designs with uncertain reliabilities, rather than their expected utilities. Certainty equivalent of the reliability of a design is the certain reliability that makes the designer indifferent about this design and one with uncertain reliability.
Therefore, the value of prefect information can be expressed as follows: 
At this point, we know all the possible posterior PDFs of the probabilities of failure, and the probability that the simulation will yield each PDF. From this information, we calculate the expected utility of each design, conditioned upon the observed failures in the simulation, and the true probability of failure. For design A, this conditional expectation is:
where
is the PDF of the failure probability of design A, conditioned upon the observed failures A k in the simulation, and the true failure probability of the design A p . This PDF is beta with parameters given by Eq. (4). Using the above expected utilities, we select the best design for each possible combination of the number of observed failures, and the true value of probability p A . This best design has expected utility:
The expected utility of the decision with information from simulation is calculated using the total probability theorem,
In the above equation, ) / (
is the binomial PMF, and specifies the probability of observing A k failures in n trials, given the probability of a failure A p in a trial. The calculation of the nested integral (7) is impractical for multiple design alternatives. We calculate the expected utility of the decision efficiently by using Monte Carlo simulation, instead of the integration in Eq. (7). 
Example
Problem definition
An engineer designed a 10-bar truss (design A) using deterministic optimization. An experienced designer created design B by transferring material from the thick rods to the thin ones. The designer explained that this modification increases the system reliability because it reduces significantly the failure probabilities of the thin members without sacrificing the reliability of the other members. This argument makes sense, but it needs to be verified using Monte Carlo simulation.
The engineer performs standard Monte Carlo simulation to compare the reliabilities of the two designs. He/she analyzes 1,000 realizations of each design, and observes no failures. At this point, the designer considers three options: 1) Accept the designer's argument and select design B, 2) stick to design A, or 3) perform more replications to determine the most reliable design.
Approach
In order to decide, the engineer needs to quantify the value of each design based on the available data, and the value of the information from a simulation. The value of each design depends on its reliability and weight. The weights of the two designs are almost identical, so they will be evaluated based only on their reliabilities. Figure 3 shows the utility of a design with given reliability. The range of negotiation is [0.999, 1] . This means that any design with reliability less than the lower bound is unacceptable, and is not considered. The shape of the utility function is concave, which means that the engineer is risk averse.
A design with certain reliability 0.9995 has a utility of 0.83 according to this figure. This means that the designer is indifferent about a design with 5 per ten thousand chance of failure, and a lottery that yields a design with reliability one with probability 0.83, and another design with reliability 0.999 with the rest of the probability. The engineer estimates the distribution of the probability of failure of each design based on the information that no failures occurred in the simulation with the 1,000 replications. First, he/she selects a type of probability distribution and then estimates its parameters. He/she chooses the beta distribution, because he/she knows that it represents well the uncertainty about a probability.
It is reasonable to assume that the probability of failure cannot be such that it would be extremely unlikely to observe no failures in 1,000 simulations. In order to estimate an upper bound of the probability of failure, we calculate the probability of observing no failures in 1,000 replications for different values of this probability as shown in Table 1 . If the true probability were 10 -2 , it would be extremely unlikely to observe no failures, because such a result would occur only once every 25,000 (=1/410 -5 ) replications. On the other hand, we would not be surprised at all, if the true failure probability were 10 -3 . Based on the above considerations, the designer felt that it is reasonable to assume that the 0.975-quantile of the probability of failure is 510 -3 . . Figure 4 shows the PDF of the probability of failure. The mean value of the probability of failure is 10 -3 , and the standard deviation is 1.410 -3 . Because of the large uncertainty in the probabilities of failure, the designer performed a new simulation with 10,000 replications, to increase the confidence in the failure probabilities. He/she observed one failure for design A, and no failures for design B. Then he/she updated the PDFs of the probabilities of failure using Bayes' rule. The parameters of these distributions were found to be 163 . 10501 and , 501 . The odds are that design B is safer than A. However, if we assume that the two uncertain probabilities are statistically independent, then there is a probability of 0.182 that design A is safer. The designer needs to perform more simulations to select the most reliable design. . PDF and CDF of the failure probability considering the results of the two simulations Figure 6 shows the PDFs of the failure probabilities of designs A and B obtained after updating the PDFs in the above figure on the basis of the observed failures in the hypothetical cases of performing an additional 10,000 replications (continuous lines) and 100,000 replications (dashed lines). Both designs failed once in the 10,000 replications. It is unclear which design is safer. Design A could be safer with probability 0.076. In 100,000 replications, design A failed 14 times, and B 5 times. Design B is clearly safer than A in view of these results. The probability that A could be safer than B is only 0.01. Figure 7 shows the certain failure probability that is equivalent to the uncertain reliability of the selected design after performing a simulation, updating the PDFs of the reliabilities of designs A and B, and selecting the most reliable design. The dashed curve shows the certainty equivalent with perfect knowledge of the reliability of each design. The value of information from a simulation is the difference between the certainty equivalent with no information and that with the information from a simulation. The net value of a simulation is the difference of the value of information and the cost of obtaining it. The designer should not perform a simulation if the cost exceeds the value of the information gained from the simulation. The principle of diminishing returns applies to this example: the marginal improvement in reliability decreases with the number of replications already performed. Figure 7 . Change in value of information with the number of replications
When information for simulation makes a difference
Information from simulation is important when we are highly uncertain as to which design is safer. This happens when the prior PDFs of the failure probabilities are flat and overlap significantly. Information from a simulation decreases the dispersion of the PDFs, thereby enabling us to choose the most reliable design with high confidence (Figure 6 ). When the probability that one design is more reliable than the other is close to 50%, the value of the results from a simulation is high. Figure 8 shows the potential increase in the expected utility of a decision involving the choice between two designs with uncertain reliabilities with the probability that one design is safer. When we are very uncertain as to which design is safer, information from simulation can be valuable in improving the decision. When it is clear as to which design is more reliable, information can make less impact on the value of the decision. Prior Probability that One Design is Safer Effect of Information on Utility Figure 8 . We badly need information from simulation, when we are highly uncertain as to which design is more reliable
Conclusions
Computers become faster but so does the complexity of our models and the demand for more computing power. In reliability design, methods to reduce the computational cost have focused on improving deterministic models and reliability assessment techniques. We can manage the cost by examining how the information from simulation helps make informed choices among alternatives with uncertain reliabilities.
We presented and demonstrated a structured method to quantify the value of information from a simulation in a design decision. Specifically, the value of information is equal to the increase in the certain equivalent reliability of a design decision resulting from the use of the information from a Monte Carlo simulation. A designer can quantify this value before performing the simulation, which helps the designer determine the amount of computational effort that is worth performing. The method accounts for the uncertainty in the reliabilities of the alternative designs, and the designer's risk attitude. The results suggest that one may need much fewer replications than he/she expects to make an informed design decision.
