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Resumo
As te´cnicas de computac¸a˜o evoluciona´ria teˆm sido largamente estudadas e apli-
cadas na a´rea da robo´tica como forma de automatizar o design de sistemas robo´ticos.
Na robo´tica evoluciona´ria, os controladores comportamentais dos roboˆs sa˜o normal-
mente baseados em redes neuronais artificiais. Os pesos das ligac¸o˜es sina´pticas e,
ocasionalmente, a topologia das redes neuronais sa˜o otimizados com base em algo-
ritmos evoluciona´rios, um processo denominado neuroevoluc¸a˜o.
Nesta dissertac¸a˜o, propomos e avaliamos duas novas abordagens para a s´ıntese
online, i.e., durante o tempo de operac¸a˜o no meio ambiente, de controladores neuro-
nais para roboˆs auto´nomos. A primeira abordagem proposta denomina-se odNEAT,
uma versa˜o online, distribu´ıda e descentralizada de NeuroEvolution of Augmenting
Topologies (NEAT), um dos mais proeminentes algoritmos neuroevoluciona´rios. O
algoritmo odNEAT permite a evoluc¸a˜o online de neurocontroladores em grupos de
agentes corporizados, como roboˆs, que teˆm como objetivo resolver a mesma tarefa,
seja esta individual ou coletiva. Enquanto as abordagens anteriormente propostas
para a evoluc¸a˜o online de controladores neuronais se focam exclusivamente na oti-
mizac¸a˜o dos pesos da rede neuronal, o algoritmo odNEAT estende o estado da arte
e permite a otimizac¸a˜o evoluciona´ria tanto dos pesos da rede neuronal como da sua
topologia.
Ao evoluir a topologia neuronal, o odNEAT ultrapassa as limitac¸o˜es inerentes
dos algoritmos neuroevoluciona´rios que apenas otimizam topologias fixas, sendo que
estas teˆm obrigatoriamente de ser escolhidas a priori pelo designer humano. Este
processo envolve normalmente experimentac¸a˜o intensiva pois na˜o existe nenhuma
fo´rmula universal para a escolha de uma topologia apropriada para uma dada ta-
refa. A escolha de uma topologia inadequada afeta o processo evoluciona´rio e,
consequentemente, o potencial para adaptac¸a˜o online dado que: (i) redes neuronais
demasiado grandes teˆm pesos a mais, sendo que cada um destes adiciona uma di-
mensa˜o extra ao espac¸o de pesquisa e, (ii) redes neuronais demasiado pequenas sa˜o
incapazes de representar soluc¸o˜es para ale´m de um certo n´ıvel de complexidade, o
que potencialmente limita a sua performance. No algoritmo odNEAT, por outro
lado, uma topologia adequada para resolver a tarefa e´ o resultado de um processo
evoluciona´rio cont´ınuo no tempo.
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Avaliamos o nosso me´todo com base num conjunto de experieˆncias efetuadas em
simulac¸a˜o, nas quais um grupo de roboˆs tem de efetuar uma tarefa de agregac¸a˜o.
Nesta tarefa, agentes dispersos pelo ambiente teˆm de se mover para perto uns dos
outros com vista a formarem um u´nico grupo. A agregac¸a˜o tem um papel importante
em muitos sistemas biolo´gicos e robo´ticos dado que e´ a base para a emergeˆncia de
va´rios comportamentos coletivos.
Os resultados experimentais obtidos ilustram quatro pontos fundamentais. Pri-
meiro, devido a` natureza distribu´ıda e ass´ıncrona do algoritmo desenvolvido, os roboˆs
exibem uma grande heterogeneidade comportamental e diferentes estrate´gias para a
agregac¸a˜o. Segundo, os comportamentos evolu´ıdos, a formac¸a˜o de grupos dinaˆmicos
e esta´ticos, bem como as estrate´gias individuais para explorac¸a˜o do ambiente, sa˜o
observados simultaneamente no mesmo grupo de roboˆs. Apesar da diversidade com-
portamental, os roboˆs sa˜o capazes de colaborar eficientemente com vista a` realizac¸a˜o
do objetivo comum.
Terceiro, a comparac¸a˜o entre o odNEAT e o rtNEAT, um me´todo semelhante
mas centralizado, indica que, apesar de ser intencionalmente distribu´ıdo e descentra-
lizado, o algoritmo proposto tem uma performance compara´vel a` do me´todo centra-
lizado. Finalmente, as experieˆncias de escalabilidade indicam que, para grupos de 5
a 15 roboˆs, o algoritmo odNEAT e´ escala´vel no que diz respeito ao tempo necessa´rio
para atingir comportamentos sustenta´veis. Para grupos com um maior nu´mero de
roboˆs, o algoritmo estabiliza e mante´m os mesmos n´ıveis de performance, apesar dos
requisitos da tarefa se tornarem cada vez mais dif´ıceis.
Com o objetivo de analisar a contribuic¸a˜o de cada componente algor´ıtmico na
performance, realiza´mos uma se´rie de estudos de ablac¸a˜o. Os resultados obtidos
indicam que cada componente teˆm um papel importante na performance global do
algoritmo, acelerando a evoluc¸a˜o e evitando que o processo evoluciona´rio procure
desnecessariamente em certas zonas do espac¸o de soluc¸o˜es poss´ıveis.
Na segunda abordagem proposta, estendemos o nosso me´todo anterior e com-
binamos a evoluc¸a˜o online de pesos e topologias (odNEAT) com aprendizagem por
neuromodulac¸a˜o. Nos organismos biolo´gicos, a neuromodulac¸a˜o e´ uma forma de
modificac¸a˜o sina´ptica que envolve neuro´nios moduladores que difundem qu´ımicos
em ligac¸o˜es sina´pticas espec´ıficas. Apesar de ser ainda alvo de estudo, a neuro-
modulac¸a˜o tem sido vista como essencial para estabilizar a plasticidade Hebbiana
cla´ssica e a memo´ria.
A combinac¸a˜o online de evoluc¸a˜o e aprendizagem permite a explorac¸a˜o do po-
tencial de adaptac¸a˜o em duas escalas temporais distintas. O processo evoluciona´rio
permite a adaptac¸a˜o filogene´tica, associada com o desenvolvimento da espe´cie, en-
quanto que a aprendizagem por neuromodulac¸a˜o permite a adaptac¸a˜o ontoge´nica,
associada com os processos de aprendizagem do indiv´ıduo. Desta forma, enquanto o
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odNEAT evolui os pesos e topologia dos controladores neuronais, a neuromodulac¸a˜o
permite que cada controlador aprenda atrave´s da sua pro´pria experieˆncia, se auto-
ajuste, e modifique ativamente a sua dinaˆmica interna.
O me´todo proposto e´ novamente demonstrado atrave´s de um conjunto de ex-
perieˆncias efetuadas em simulac¸a˜o, nas quais um grupo de roboˆs tem de aprender
a resolver uma tarefa de foraging dinaˆmica. Nesta tarefa, existem dois tipos de co-
mida distribu´ıdos pelo ambiente que periodicamente mudam o seu valor alimentar,
tornam-se mais ou menos nutritivos, ou venenosos.
A performance do algoritmo proposto e´ avaliada em configurac¸o˜es experimentais
distintas, com um e va´rios roboˆs. Os resultados obtidos mostram que, quando a
aprendizagem por neuromodulac¸a˜o e´ empregue, a interac¸a˜o entre evoluc¸a˜o e apren-
dizagem permite uma s´ıntese substancialmente mais ra´pida de controladores neu-
ronais perfeitamente adaptados a`s alterac¸o˜es perio´dicas nos requisitos da tarefa.
Os nossos resultados indicam ainda que a complexidade adicional necessa´ria para
incluir neuro´nios moduladores nas topologias neuronais, e o consequente aumento
no espac¸o de pesquisa, e´ compensada pela capacidade e dinaˆmica de aprendizagem
das redes neuromoduladas. A aprendizagem por neuromodulac¸a˜o mostra-se ainda
capaz de acelerar o processo evoluciona´rio quando os requisitos da tarefa mudam
rapidamente e quando permanecem esta´veis durante muito tempo.
Uma ana´lise topolo´gica das redes evolu´ıdas mostra que cada neuro´nio modula-
dor apresenta uma baixa densidade de ligac¸o˜es neuronais modulato´rias dado que,
tipicamente, regula apenas a atividade de um ou dois outros neuro´nios. De facto,
o processo evoluciona´rio leva a` emergeˆncia de neuro´nios moduladores especializados
que sa˜o exclusivamente dedicados a` regulac¸a˜o dos neuro´nios de sa´ıda da rede neu-
ronal. Estes aspetos topolo´gicos sa˜o a principal diferenc¸a entre soluc¸o˜es evolu´ıdas
com e sem neuromodulac¸a˜o, e o fator responsa´vel pela s´ıntese mais ra´pida de con-
troladores e comportamentos sustenta´veis.
Em termos de escalabilidade, as experieˆncias realizadas indicam que, para grupos
de 2 e 5 roboˆs, o algoritmo odNEAT com aprendizagem por neuromodulac¸a˜o escala
eficientemente. Nestes casos, a performance aumenta significativamente no que diz
respeito ao nu´mero me´dio de controladores testados por cada roboˆ ate´ atingir uma
soluc¸a˜o esta´vel. Para grupos com um maior nu´mero de roboˆs, por exemplo 8 roboˆs,
a complexidade da configurac¸a˜o experimental aumenta drasticamente e as soluc¸o˜es
esta´veis tornam-se mais dif´ıceis de evoluir.
Palavras-chave: Robo´tica Evoluciona´ria, Evoluc¸a˜o Online, Aprendizagem por




In this dissertation, we propose and evaluate two novel approaches to the on-
line synthesis of neural controllers for autonomous robots. The first approach is
odNEAT, an online, distributed, and decentralised version of NeuroEvolution of
Augmenting Topologies (NEAT). odNEAT is an algorithm for online evolution in
groups of embodied agents such as robots. In odNEAT, agents have to solve the
same task, either individually or collectively. While previous approaches to online
evolution of neural controllers have been limited to the optimisation of weights,
odNEAT evolves both weights and network topology. We demonstrate odNEAT
through a series of simulation-based experiments in which a group of e-puck-like
robots must perform an aggregation task. Our results show that robots are capable
of evolving effective aggregation strategies and that sustainable behaviours evolve
quickly. We show that odNEAT approximates the performance of rtNEAT, a sim-
ilar but centralised method. We also analyse the contribution of each algorithmic
component on the performance through a series of ablation studies.
In the second approach, we extend our previous method and combine online evo-
lution of weights and network topology (odNEAT) with neuromodulated learning.
We demonstrate our method through a series of experiments in which a group of
simulated robots must perform a dynamic concurrent foraging task. In this task,
scattered food items periodically change their nutritive value or become poisonous.
Our results show that when neuromodulated learning is employed, neural controllers
are synthesised faster than by odNEAT alone. We demonstrate that the online evo-
lutionary process is capable of generating controllers that adapt to the periodic task
changes. We evaluate the performance both in a single robot setup and in a multi-
robot setup. An analysis of the evolved networks shows that they are characterised
by specialised modulatory neurons that exclusively regulate online learning in the
output neurons.
Keywords: Evolutionary Robotics, Online Evolution, Neuromodulated Learning,
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This thesis is on the subject of online synthesis of behavioural control for autonomous
robots. In this first chapter, we start by presenting our motivation and the main
objectives. We then describe the scientific context in which ideas and development
took place. Finally, we provide an overview of the thesis structure and the scientific
publications produced.
1.1 Motivation
Evolutionary computation techniques have been widely studied and applied in the
field of robotics as a means to automate the design of robotic systems [32]. In
evolutionary robotics (ER), robot controllers are typically based on artificial neural
networks (ANNs). The connection weights and sometimes the topology of the ANN
are optimised by an evolutionary algorithm (EA), a process termed neuroevolution.
Traditional evolutionary approaches have a number of shortcomings when evolv-
ing robotic controllers. When a suitable neurocontroller is found, it is deployed on
real robots. Since no evolution or adaptation takes place online, the controllers are
fixed solutions that remain static throughout the robot’s lifetime. If environmental
conditions or task parameters change with respect to those encountered during of-
fline evolution, the evolved controllers may be incapable of solving the task as they
have no means to adapt.
Online evolution is a process of continuous adaptation that potentially gives
robots the capacity to respond to changes in the task or in environmental conditions
by modifying their behaviour. An evolutionary algorithm is executed on the robots
themselves as they perform their tasks. The main components of the evolutionary
algorithm (evaluation, selection, and reproduction) are carried out autonomously by
and between the robots without any external supervision. This way, robots may be
capable of long-term self-adaptation in a completely autonomous manner.
Online evolution provides the ability to address a new class of problems, i.e.,
1
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problems that require online machine learning or online adaptation. The long-
term goal of the field is to provide continuous online adaptation by combining the
ability to address the task specified by the human supervisor, i.e., the goal, with
a priori unknown or dynamic environmental constraints. Since robots operate in
the real-world, the environment and other task-related conditions may be subject to
continuous changes. Through interaction and disturbances by other robots, humans,
or changes in the environment, control structures or functions may become obsolete
or improper for the current task. Especially in dynamic scenarios, the requirements
to fulfil a given task, defined in the fitness function, are subject to changes which
are often hard to predict or that may occur randomly. In this respect, the potential
benefits and perspectives of online evolution as a means to achieve truly open-ended
adaptation in multirobot systems are numerous:
• Online evolution, being a continuous adaptation process, has the potential to
continuously generate novel behaviours in response to changes in the task-
requirements and/or in the environment.
• Through online evolution, robots can learn to become fault-tolerant and to
self-repair through self-reconfiguration. For example, consider a two-wheel
robot with a gripper. The robot’s task is to find and transport objects. If
one of the wheels does not rotate as much as it should due to a mechanical
issue, the robot can learn to adjust the wheel controller, i.e., to adjust the set
of instructions that are sent to the wheel, and therefore execute the desired
navigation behaviour. If the gripper breaks, the robot can learn to push objects
as a means to move them around.
• Online evolution has the promise of leading to extremely adaptive and evolv-
able robotic systems, allowing robots to learn how to self-reconfigure without
human supervision and to continuously develop new, previously unforeseen,
functionalities.
1.2 Research Objectives
The objectives of the research presented in this dissertation are the following:
• To establish a principled approach towards the realisation of truly adaptive
multirobot systems, that can ultimately be implemented and validated on real
robotic hardware.1
1The implementation and validation on real robotic hardware is not considered part of this
dissertation. Our main focus of research is to study the properties and requirements for developing
a suitable adaptive algorithm.
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• The developed approach should allow a collective of robots to evolve and adapt
autonomously, i.e., without any kind of external supervision or interaction
during the adaptation process.
• Since there are typically multiple robots in the environment, we intend to
explore and exploit the inherent possibilities of adaptation in multirobot sys-
tems. We want to devise a methodology in which robots exchange information
in order to help each other adapt.
1.3 Context
The work developed in the context of this informatics engineering project (PEI) falls
into the field of Evolutionary Robotics, a sub-field of Artificial Life. This dissertation
is a joint scientific supervision between members of two research groups:
• Paulo Urbano2 for LabMAg3 – Laboratory of Agent Modelling, Faculty of
Sciences of the University of Lisbon (FC-UL);
• Anders Lyhne Christensen4 for the Institute of Telecommunications5 – Lisbon
University Institute (ISCTE-IUL).
The work took place in the facilities of LabMAg, a multi-disciplinary research unit
certified at the Foundation for Science and Technology (Fundac¸a˜o para a Cieˆncia
e Tecnologia) of Portugal. The scientific area of LabMAg is Artificial Intelligence
with special focus in the concept of agent and multi-agent systems.
1.4 Thesis Overview and Contribution of Research
In this section, we provide an overview of the thesis structure and the scientific
publications produced during this dissertation. In Chapter 2, we review the state-of-
the-art on the distinct subjects relevant to this dissertation. The chapter is divided
into five sections that are dedicated respectively to collective evolutionary robotics,
online evolution of robot controllers, artificial neural networks, and learning with
neuroevolution.
In Chapter 3, we focus on online evolution of both neural network topologies
and weights. More specifically, we propose and evaluate a novel approach called
Online Distributed NeuroEvolution of Augmenting Topologies (odNEAT), an online,
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of embodied agents such as robots. This work was published as a full paper, and
selected for oral presentation [108]:
• F. Silva, P. Urbano, S. Oliveira, and A.L. Christensen. odNEAT: An Algo-
rithm for Distributed Online, Onboard Evolution of Robot Behaviours. In
Thirteenth International Conference on the Simulation & Synthesis of Living
Systems (Artificial Life XIII), pages 251–258. MIT Press, Cambridge, MA,
2012.
1st place for the Best Paper Award in the Collective Dynamics
track.
In Chapter 4, we extend odNEAT to incorporate neuromodulation, a form of
learning that allows agents controlled by artificial neural networks to learn from
experience by dynamically changing their internal synaptic strengths during task-
execution. Parts of this study were published as a full paper and selected for oral
presentation [106]:
• F. Silva, P. Urbano, and A.L. Christensen. Adaptation of Robot Behaviour
through Online Evolution and Neuromodulated Learning. In Thirteenth Ibero-
American Conference on Artificial Intelligence (IBERAMIA 2012). Springer-
Verlag, Heidelberg, in press, 2012.
The studies were extended with experiments involving more complex multirobot
setups. The result was a full paper selected for oral presentation [107]:
• F. Silva, P. Urbano, and A.L. Christensen. Continuous Adaptation of Robot
Behaviour through Online Evolution and Neuromodulated Learning. In Fifth
International Workshop on Evolutionary and Reinforcement Learning for Au-
tonomous Robot Systems (ERLARS 2012) in conjunction with the 20th Euro-
pean Conference on Artificial Intelligence (ECAI 2012). Montpellier, in press,
2012.




This chapter includes a broad range of subjects relevant to this dissertation. The
subjects are presented in a top-down fashion. First, we introduce the reader to
evolutionary robotics with a focus on the synthesis of collective behaviour. We
then present and discuss the state of the art in online evolution, the core subject
of this dissertation, in which robots adapt while operating in the task-environment.
Afterwards, we introduce fundamental concepts regarding artificial neural networks
theory, and how these models can be applied for behavioural control in robotics. We
then present and discuss the most prominent methods in the field of neuroevolution,
artificial neural networks optimised through evolutionary algorithms. We review
recent developments on fixed-topology and constructive neuroevolution algorithms.
In addition, we provide details about one of the more promising approaches, NEAT,
that will serve as a focus of investigation for this dissertation.
2.1 Collective Evolutionary Robotics
The utilisation of various robots provides several advantages over single robot sys-
tems. For instance, the application of various robots to solve a particular task can
include a reduction in total system cost due to the utilisation of multiple simple
and cheap robots as opposed to a single complex and expensive robot. Multiple
robots can increase the system’s flexibility, robustness, and efficiency by making use
of inherent parallelism, division of labour strategies, and redundancy: if one or more
robots fail, the system as a whole may continue to work in spite of some of its parts
are no longer available. The inherent complexity of some environments may also
require the use of multiple robots in order to meet the task-requirements [62].
Constructing tools from a collection of individuals is not a novel
endeavour for man. A chain is a collection of links, a rake a collection
of tines, and a broom a collection of bristles. Sweeping the sidewalk
would certainly be difficult with a single or even a few bristles. Thus
5
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there must exist tasks that are easier to accomplish using a collection of
robots, rather than just one.
Kube and Zhang, [71]
Within the context of robotics, certain tasks are easier to accomplish using a
group of robots rather than just a single robot. Examples of tasks requiring a group
of robots are collective patrolling, searching, and foraging tasks. Foraging extends
the searching task by requiring the robots to search, but also to pick up or acquire
the objects, and in some cases to deposit them at a goal location. All these tasks
could arguably be performed by a single robot, but it would be extremely inefficient.
For instance, in the collective patrolling task, several robots are able to cover a larger
area in comparison to a single robot with the same features.
In multirobot systems, however, the difficulty increases when the individuals
are somewhat autonomous, and there lies the challenge. How can one create an
intelligent task-achieving collective behaviour from a group of simple robots?
2.1.1 Introduction to Evolutionary Robotics
The advent of Genetic Algorithms (GAs) [54, 55] in the 1960s – see also [38, 39, 40]
for other evolutionary algorithms’ roots – as a computational abstraction of Darwin’s
theory of evolution [18] promised to transfer the richness and efficiency of living
organisms to artificial agents such as autonomous robots. This envisioned future
inspired a whole field of research, now called Evolutionary Robotics (ER) [33, 92].
ER is a methodology for the automatic creation of robotics hardware and/or con-
trol software through evolutionary computation techniques such as neuroevolution,
the technique we use in this work. Interests in ER have focused on two directions.
One direction of studies is concerned with cognitive science and psychology [51].
The second direction focuses on the use of evolutionary techniques as an engineer-
ing tool. Our interest lies the latter category. The long term goal is to obtain an
automatic process capable of designing, building, and even maintaining, an opti-
mal robotic system given only the specification of a task, in order to bypass the
difficulty in manually designing controllers for autonomous robots. This difficulty,
present even when the task is simple, is explained by the fact that the robot’s be-
haviour is an emergent property of the dynamic interaction between the robot and
its environment.
Although applying Evolutionary Computation (EC) techniques in order to evolve
robotic controllers, there is an important difference between the robotic and the nor-
mal engineering approach to EC. In the latter, the evolutionary process is functional:
it consists on optimising a number of parameters for a well-defined control problem
in a predictable environment with known properties. In ER, the spectrum is wider as
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the goal is to evolve the behavioural control for autonomous robots in unpredictable,
dynamic, or partially unknown environments. The system should be composed of
robust machines that are capable of exploiting the non-linear dynamics offered by
their structure and their environment without having to model them explicitly.
2.1.2 Fitness Function
The fitness function is at the heart of ER. It is responsible for determining which
controllers within a population are better at solving the particular problem at
hand. The successful evolution of intelligent autonomous robot controllers is there-
fore intimately dependent on the formulation of suitable fitness functions [89]. In
works/studies attempting to evolve autonomous robot controllers capable of per-
forming complex tasks, the fitness function (and the bootstrap problem) is often the
limiting factor in achievable controller quality so it must be carefully designed.
In [36], the authors define a 3D space for the classification of fitness functions
for different evolutionary objectives:
• The functional-behavioural dimension indicates whether the fitness function
considers the behavioural outcome or the specific function of the controller.
A purely functional fitness is based only on components that directly measure
the way in which the system functions. For example, while evolving a neural
controller for a walking robot, a functional fitness could measure the frequency
and amplitude of the oscillations of the evolutionary controller. On the other
hand, a purely behavioural fitness is based only on components that measure
the behaviour of the individual’s behaviour. Considering with the same ex-
ample of the walking robot, a behavioural function would be proportional to
the distance covered by the robot in a given amount of time. Another way of
describing the difference between these two fitness extremes is that functional
fitness evaluates the causes of behaviour whereas behavioural fitness evaluates
the effects of the behaviour.
• The explicit-implicit dimension specifies the number of components, variables
and constraints in the fitness function. An explicit fitness function is charac-
terised by having many components. On the other hand, an implicit fitness
function has few components.
• The external-internal dimension refers to availability with respect to the robot
of the variables that compose the function. In order words, the dimension
along the external-internal continuum indicates whether the agent relies on
global or local state information. An external fitness function includes global
information that in reality cannot be accessed by an autonomous robot. An
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internal fitness function includes only local state information that is available
through the robot’s sensors.
In general, fitness functions for engineering purposes are located in the functional-
explicit-external part of the 3D space, and require human expert knowledge. In
contrast, and ideally, fitness functions for ER should be located in the behavioural-
implicit-internal part, and therefore require little domain knowledge, because such
criteria may lead to autonomous self-organisation [36].
In this work, we follow a functional/behavioural-implicit-internal approach. The
fitness function is either functional or behavioural depending on which dimension
is more suitable for the task we want robots to learn. In respect to the number of
components, we keep the constraints as low as possible by simply accumulating the
fitness score during each of the robot’s sensory-motor cycle, and therefore follow the
implicit dimension. The fitness functions follow the internal dimension as each robot
only has access to local information. In other words, the system is self-contained
because it does not require any external devices in order to assess its states and
performance.
2.1.3 Background on the Evolution of Collective Behaviour
In the last 20 years, the use of ER methods for the development of group be-
haviours has increased. Among the first to study collective behaviours were Werner
and Dyer [132]. In their work, they studied populations of artificial organisms that
evolved simple communication protocols for mate finding. Shortly after, Reynolds [100]
evolved a vision-based behavioural model of coordinated group motion of a group
of creatures called critters. Critters required to avoid obstacles and a manually pro-
grammed predator. Both these pioneering works confirmed that artificial evolution
can be successfully used to synthesise controllers for collective behaviours.
A truly remarkable work was reported in [97], the first example of the use of
artificial evolution to design coordinated, cooperative behaviour for three robots.
The robots were evolved to perform a formation-movement task without losing con-
tact with each other, starting from random initial positions and equipped only with
minimal infrared sensors. The analysis of the evolved behaviour showed that, after
an initial coordination phase, the robots assumed different roles depending on their
relative position and their history of interactions between each other. This role al-
location was not defined a priori but instead emerged from the interactions among
the robots.
Another example of collective behaviours developed by evolving in simulation
and successfully testing on real robots was presented in [90]. The authors studied
the evolutionary training of ANN controllers for competitive playing behaviours by
teams of real mobile robots. In this game, a robotic version of the game Capture
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the Flag, each team tried to defend its own goal while trying to ’attack’ another
goal defended by the opposite team. Robot controllers were evolved in a simulated
environment using evolutionary training algorithms and relied entirely on processed
video data for sensing of their environment.
2.2 Online Evolution of Robot Controllers
A number of studies in ER aim at developing mechanisms that explicitly use evo-
lution online, and recurring to the robot’s (limited) computational resources, on-
board [11]. Performing this type of evolution, however, is difficult and implies two
major restrictions: (i) robots must able to evaluate in vivo the quality of any given
controller, which can only be done by allowing the controller to take over the robot
and perform the specified task, and (ii) all necessary computation must be performed
onboard (by the robots themselves), considering its limited processing power and
storage capabilities. In collective domains, problems accentuate. Controllers being
optimised at a given time may cause a robot to perform disruptive actions that
disturb or interfere with the rest of the collective, or may simply not collaborate
towards the common goal.
In this section, we review and discuss the state of the art in online evolution
of ANN controllers in both single and multirobot systems. Before we proceed with
the discussion, we categorise the evolutionary process considering when it happens,
where it happens, and how it happens.
2.2.1 Classifying the Evolutionary Process
The classification scheme proposed in [26] is concerned with three features of the
evolutionary process, namely the temporal (when), spatial (where), and procedural
(how) perspectives as described below:
• oﬄine or design time vs online or runtime (when),
• onboard or intrinsic vs offboard or extrinsic (where),
• encapsulated vs distributed vs hybrid (how).
Within the mentioned above perspectives, we focus on an online, onboard, and
hybrid evolutionary approach. The features of the evolutionary process are described
as follows.
Temporal perspective: oﬄine vs online
In oﬄine evolution, the synthesis of robot controllers takes place before the robots
start operating in the environment. Controllers are synthesised in simulation and
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then transferred to robots post-evolution. Oﬄine evolution is frequently used be-
cause it is usually less expensive (there is no robot hardware, and therefore no
damage is caused to the robots by experimentation), and allows the researcher to
concentrate on developing the control method rather than the engineering issues
that often surface with physical robots.
Although the extensive use, oﬄine evolution presents a major drawback when
evolving robot controllers. Once controllers are deployed into real robots, they are
specialised to a particular task and environmental conditions. Since no adaptation
usually takes place online, controllers are fixed solutions and exhibit limited capacity
to adapt to environments and to tasks not seen during evolution. The adaptive
behaviour acquired from oﬄine synthesis may not be strong enough to handle the
unpredictable real-world environment, and cause the robot to take undesired actions
in respect to the task-requirements.
Online evolution, on the other hand, is a process of continuous adaptation that
potentially gives robots the capacity to respond to changes in the task or in environ-
mental conditions by modifying their behaviour. An EA is executed on the robots
themselves as they perform their tasks (although oﬄine evolution might precede
online evolution as an educated initialisation procedure). This way, robots may be
capable of long-term self-adaptation as their behaviour can be gradually improved
by continuously learning from the environment.
Procedural perspective: encapsulated vs distributed vs hybrid
From the procedural perspective, we consider how the evolutionary operators are
managed. This scheme falls under two categories, distributed and encapsulated
evolution. In the distributed approach, each robot carries a single genome and
the evolutionary process only takes place when robots meet and exchange genetic
information, which in turn leads to an iterative improvement of the population.
However, frequent encounters between robots is difficult to guarantee, especially in
large and open environments.
A complementary approach is encapsulated evolution. Each robot carries an
isolated and self-sufficient evolutionary algorithm that maintains a population of
controllers inside itself. The EA runs on a single robot and performs the fitness
evaluation autonomously. This evaluation process is usually done in a time-sharing
system. Each member of the population takes control of the robot for a certain
amount of time, and its quality performing the task is measured. Encapsulated
evolution can be extended to multiple robots where each robot is completely inde-
pendent from the others. The iterative improvement of controllers is therefore the
result of the EAs running in parallel and independently inside each robot.
The two methodologies, encapsulated evolution and distributed evolution, can
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be combined, leading to a hybrid system similar to an embodied island model [121].
In such a system, each robot acts like an island with genetic information being
exchanged through intra-island variation (i.e., within the population of the encap-
sulated EA in one robot) and inter-island migration (between two or more robots).
The evolutionary is therefore self-sufficient based on encapsulated evolution, and
possibly accelerated by the parallelism and exchange of genetic information among
the robots resultant from distributed evolution.
Spatial perspective: onboard vs offboard
From the spatial perspective, we distinguish two cases: (i) the onboard case, where all
necessary computation and the evolutionary operators such as selection, crossover,
and mutation are executed by the robots themselves, considering its limited process-
ing power and storage capabilities, and (ii) the offboard case, where both the required
computation and the evolutionary operators are performed with the aid of exter-
nal equipment outside the robots. An external component could be, for instance,
a computer interfaced with the robots collecting fitness information from robots’
real-world operation and managing the evolutionary process, or simply performing
necessary computation due to the robots hardware limitations.























Figure 2.1: Classification scheme proposed in [26] for evolutionary robotics ap-
proaches.
In Fig. 2.1, we summarise the classification scheme described which established
the common terms for further discussion on the subject of online evolution. In
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the following section, we review the state of the art in respect to online evolution,
discussing both the most recent and the most influential approaches.
2.2.2 Single Robot Systems
The work conducted by Floreano and Mondada was one of the very first attempts to
online evolution of controllers: in [34, 35], the authors describe successful synthesis of
navigation and obstacle avoidance behaviours on a Khepera robot. The evolutionary
process consisted of optimising weights in a fixed-topology recurrent ANN through
a generational EA. Evolution was conducted online, with necessary computation
being performed on an offboard workstation that provided a significant improvement
in computational and memory capacity. The offboard workstation managed the
evolutionary operators for selection and variation and, at each time, injected a newly
produced controller into the robot in order to assess its quality. The process is similar
to a master-slave EA, with the slave calculating fitness and the master orchestrating
evolution. The experiments conducted were a breakthrough in the sense that showed
that it was indeed possible to perform online behaviour engineering. However, the
major drawback was the fact that the evolutionary process was very time consuming
and, in this case, lasted for 10 days.
In [85], the same authors described the evolution of a simple grasping behaviour.
Experiments conducted previously were extended by adding graspable balls to the
environment and a simple gripper to the robot. Synthesis of a gripping behaviour is
moderately complex because it involves the use of sensors with different ranges: the
gripper sensors are only relevant if the robot is close enough to grasp a ball. In spite
of this development on the complexity of behaviours evolved online, the evolutionary
process still required several days of continuous evolution, even after the gripper
action was reduced to a fixed action pattern in order to minimise complexity of the
task. At this point, researchers started to pay attention to the challenges of evolving
on physical robots with a special concern on the prohibitively long time required to
conduct evolution on physical systems [78].
2.2.3 Multirobot Systems
Advances in distributed evolution – Embodied Evolution
In [129, 130] a new methodology entitled Embodied Evolution (EE) was presented.
EE was the first attempt at truly autonomous online evolution in multirobot systems.
EE is an online, onboard and distributed EA that allows the speed-up of evaluation
time in physical systems by utilising the parallelism inherent to a population of
physical robots that evolve together while situated in the task-environment.
At the beginning of evolution, the genome of each robot is initialised with random
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weights. Each robot maintains a virtual energy level, constrained by a minimum
and maximum values, a fitness score reflecting the individual task performance. At
each behavioural cycle, two main actions are executed. First, the fitness is updated
depending on the robot’s task execution. After that, robots may exchange genetic
material. Each robot probabilistically broadcasts a part of its (mutated) genes at
a rate proportional to the fitness (Probabilistic Gene Transfer Algorithm, PGTA,
a variation of the Microbial Genetic Algorithm [50]). If a robot broadcasts a gene
string, the fitness score is decreased by a constant amount, a penalty in analogy to
reproduction costs. Robots that receive gene transmissions incorporate this genetic
material in their genome at a rate inversely proportional to their fitness. This way,
selection and variation (reproduction) operators are implemented in a distributed
manner through the interactions between robots.
In Algorithm 1, we show the pseudo-code of the control program that implements
the PGTA, an asynchronous and distributed embodied EA which can be executed
directly on real robots without the need of external supervision. indexof and valueof
return the locus and value of the received gene, respectively. limit bounds the energy
value between the minimum and maximum energy levels. random returns an integer
value in the range of its argument. The task specific behaviour includes reading
sensor values, updating network outputs, setting motor speed/directions accordingly,
and all behaviours related with the task itself such as monitoring performance and
setting the values of reward and penalty.
Algorithm 1 Pseudo-code of the control program that implements the PGTA and
runs independently on every robot [129].
initialise genes()





if received? AND receptive? then
genes[indexof(received)] = valueof(received)
end if
do task specific behaviour
energy ← limit(energy + reward− penalty)
end loop
A variant of the Embodied Evolution scheme was implemented in [134] in a
predator-prey scenario. The interplay of evolution and lifelong individual learning,
through isotropic-sequence-order learning using input correlations only [95], was in-
vestigated as a mean of providing adaptability to novel environmental conditions.
Each robot had a maturation period during which no mating/replacement can take
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place. This mechanism allowed robots to adapt using individual learning before
being subject to any selective pressure. However, within the authors’ experimental
framework, the effects of learning were not significant. Considering both approaches
mentioned above, the main disadvantage is the fact that the embodied evolution was
dependent on the exchange of genetic information among the robots. In large envi-
ronments, where such encounters may be rare, the evolutionary process is therefore
prone to stagnation.
Advances in encapsulated evolution – The SYMBRION Project
The SYMBRION project1 aims at adaptation and evolution for symbiotic multirobot
organisms [4]. In scientific terms, SYMBRION has been one of the main drivers
of online evolution in general, and encapsulated evolution in particular. The initial
efforts of the project were dedicated to establishing a principled taxonomy for online
evolution, such as that described in Sect. 2.2.1, in order to provide a unified context
for long term research in the field [26, 103].
In [45], the authors proposed an algorithm for encapsulated online evolution of
robot controllers, the (µ + 1) ONLINE algorithm, which employs a time-sharing
mechanism where individuals are evaluated sequentially by being given control of
the robot and measuring robot performance during a pre-defined evaluation period.
The algorithm was tested for the ability to address distinct challenges inherent in
online evolution, such as noisy evaluation conditions and production of acceptable
solutions in acceptable time, in an integrated navigation and obstacle avoidance task
in a maze-like environment. Shortly after, in [27], it was argued the importance
of the mutation operator as the most influential factor to govern evolution in the
(µ + 1) ONLINE algorithm. Distinct self-adaptive parameter control mechanisms
were tested and evaluated in three tasks: integrated navigation and obstacle avoid-
ance, phototaxis, and resource gathering. Results obtained were not fully consistent
over the tasks considered but yet supported an increased performance through a
de-randomised self-adaptive mutation step size control mechanism.
Recently, in [44], racing was proposed as a technique to cut short the evaluation
of poor individuals before the regular evaluation period expires. During a given
controller evaluation period, an intermediate fitness is estimated and compared with
the worst fitness in the population. If the performance drops below this lower bound,
the evaluation is aborted and a new iteration of the algorithm commences. Racing
was shown to allow an increase of the number of individuals evaluated per time unit,
and, at the same time, also increased the robot’s actual performance by virtue of
1The SYMBRION project is an EU funded FET started in January 2008, for the duration
of five years, under grant agreement 216342. A complete description of SYMBRION project is
available at: www.symbrion.eu.
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abandoning controllers that perform inadequately. Experiments were conducted in
three tasks: integrated navigation and obstacle avoidance, collective patrolling, and
balancing.2
Advances in hybrid evolution
Distinct approaches have been proposed for accomplishing hybrid (encapsulated
and distributed) online evolution in multirobot systems. An example of such a
method is the one presented in [30]. In that study, robots have to gather batteries
while maintaining a virtual energy level that reflects their task performance. If a
robot’s energy level reaches 0, offspring is created by mating the current controller
with one of the genomes collected during lifetime. In [126], six Khepera robots
evolved an avoidance behaviour. Each physical robot ran an independent EA for
a sub-population of virtual agents, evaluated by time sharing. Migrated genomes,
broadcasted by other robots, were re-evaluated by the receiving robot.
An interesting approach was proposed in [96], the Real-time Asynchronous Sit-
uated Co-evolution (r-ASiCo) algorithm. r-ASiCo is based on a reproduction mech-
anism entitled Embryo Based Reproduction (EBR). The idea behind EBR is that
each robot carries, in addition to its own controller parameters (a fixed-topology
ANN), another set of parameters corresponding to an embryo and an associated
pre-utility value for the embryo that estimates the utility of the controller generated
from it. During the lifetime of a controller within a robot, the embryo is modified
whenever the robot meets another robot and evaluates it positively (accepted can-
didate). When the parent controller dies as a result of being unable to accomplish
the task, the embryo substitutes the parent by assuming the control of the robotic
unit, and a new embryo is generated.
Recently, researchers in the project SYMBRION have also focused their atten-
tions on hybrid online evolution. In [58], a hybrid online onboard algorithm based
on EVAG [73], a peer-to-peer evolutionary algorithm, and the (µ + 1) ONLINE
algorithm, was proposed. Results showed that the hybrid evolutionary scheme con-
sistently presents better performance than both the encapsulated and the distributed
case. Hybrid evolution has shown to efficiently harness the parallelism of the adap-
tation process over multiple robots while performing well even for small numbers
of robots. Afterwards, in [131], in a contribution concerning self-assembly of robots
through evolution, the same algorithm was used as a means to promote the emer-
gence of large organisms in an environment which favours the survival of modules
that are part of an organism. An intriguing aspect is the fact that self-assembly
2The balancing task is conceptually similar to pole balancing or inverted pendulum, with an
increase in difficulty because the robot’s movement is performed in two dimensions rather than
just one.
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was completely induced by environmental pressure, i.e., without the need for a spe-
cific fitness function to promote aggregation, which to some extent goes towards
the aspects discussed in Sect. 2.1.2. In the context of the project, the trade-off be-
tween achieving survival, and optimising goal-oriented behaviours was also studied
in [12], where the emergence of consensus towards specific behavioural strategies
was examined.
2.3 Artificial Neural Networks
Artificial Neural Networks (ANNs) are a computational processing paradigm in-
spired by the structure and function of biological nervous systems [52]. ANNs are
able to approximate any continuous function in theory [17], which makes them a
powerful tool for control and prediction. In this section, we introduce the terminol-
ogy used in this work and provide examples of different neural network structures.
2.3.1 Neurons and Activation Functions
A neural network consists of one or more interconnected fundamental processing
units denominated nodes or neurons. To each neuron n in the network is associated
a number of inputs x1, x2, ..., xi and one output y. Each input xi has a weight wi, and
w0 specifies the weight of a bias input x0 = 1. Each neuron n computes its activation
value an, a weighted sum of the input values. an is then subject to an activation
function f that computes the neuron’s output value y, usually by mapping an to a
value between 0 and 1. Therefore for every neuron n, its output value y or activation




wi · xi) (2.1)
A neuron’s activation function can be chosen by the experimenter in order to
suit the needs of a system. However, the utility of an ANN lies in the fact that
they can be used to approximate a function from observations. This is the case in
learning and optimisation tasks, where neural networks are commonly employed.
For a neural network to be able to non-linear functions, it is necessary to use non-
linear activation functions. It is the non-linear activation function that allows such
networks to compute non-trivial problems using only a small number of neurons. In
Figure 2.2 are shown two popular non-linear activation functions, which we use in
this dissertation. The hyperbolic tangent is a classic mathematical function. The
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(a) (b)
Figure 2.2: Common non-linear neuron activation functions: (a) Hyperbolic tangent,
and (b) Sigmoid.
2.3.2 Artificial Neural Network Architectures
Different network architectures have different capabilities. In this section, we present
some of the common types of ANNs that we will use in later chapters.
As previously mentioned, a neural network consists of one or more connected
neurons. While some neurons are connected to an external environment through
inputs and outputs, it is also possible to design ANNs with one or more hidden
layers of neurons, which are used when it is necessary for the network to represent
more complex functions.3 An example of a network with hidden layers is illustrated
in Figure 2.3. Each neuron in a hidden layer, a hidden neuron, receives the outputs
of the neurons in the previous layer and then provides inputs to the neurons in
the following layer. Therefore, hidden neurons do not interact directly with the
environment as they do not received inputs directly, and their output values are
transmitted to other neurons and not to the environment.
Input
Output
Figure 2.3: Example of a neural network with two input neurons, three hidden
neurons, and two output neurons.
3In fact, networks without hidden neurons cannot compute any logical function that is not
linearly separable.
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A neural network where the information moves in only one direction, i.e., starts
at the input neurons and is propagated straightforward to the outputs is called
a feedforward network. While these networks are sufficient to calculate functions
with static temporal behaviour, several problems require memory, i.e., to recognise
temporally extended patterns in input sequences such as the latching problem or the
grammatical inference (tree automata) problem [74]. One of the ways to implement
memory in neural networks is to have recurrent connections, feedback connections
to a given neuron. In [74, 101] is described how recurrent networks can be useful








Figure 2.4: Neural network architectures. Red lines represent recurrent connections,
black lines are feedforward. (a) A fully-connected single hidden layer feedforward
network. (b) A recurrent network. Each hidden unit feeds activation back into itself.
Another form of implementing memory in neural networks is by introducing
a new type of neuron known as context unit or memory unit, as in Jordan net-
works [63], and Elman networks [31].
2.3.3 Measuring the Complexity of Artificial Neural Net-
works
In this work, we use artificial neural networks with different topologies. As measure
of neural networks’ complexity, we use the effective number of parameters in each
network, Cfp, which is the sum of the number of connections and the number of
neurons (because each neuron has its own ’weight’, the bias value). This measure
of complexity is used in a number of heuristics for the back-propagation algorithm
to determine, for instance, a suitable size for the training set [52].
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2.3.4 Artificial Neural Networks in Robotics
ANNs are an interesting paradigm for researchers in the field of autonomous robotics.
Robots operating in the real-world are tightly coupled with the environment through
simple, precise feedback loops. The world is sensed through usually noisy sensors,
and ANNs provide an advantage since they are robust against noise. A complete
controller can consist simply of an ANN, where the input values are the normalised
values of the robot sensors (for instance, proximity or light sensors) and the output
values control the robot actuators (e.g., the wheels).
In order to use ANNs as robot controllers, it is necessary to determine the type of
neural network to use, its topology, and its weights. If a suitable topology is known,
ANNs can be trained using gradient descent methods such a backpropagation [102].
Nonetheless, these methods can be trapped at local minima. In addition, gradient
descent methods are not well suited to autonomous robotics as the feedback nor
the output targets are available for every output iteration. To treat this problem,
different studies have focused on neuroevolution. In neuroevolution, the connection
weights and sometimes the topology of the ANN are optimised by an evolutionary
algorithm (EA) in order to evolve suitable controllers.
2.4 Learning with Neuroevolution
Evolutionary Algorithms (EAs) are generic population-based meta-heuristic optimi-
sation algorithms. The objective of EAs is to search through a parameter space for
a set parameters that optimise some performance criterion. Nowadays, there are
several flavours of EAs. Genetic Algorithms (GAs) [55] are typically used when the
genotypes are strings of binary characters. Genetic Programming, proposed in [69]
and extending ideas originally introduced in [16], is a branch of GAs in which geno-
types are usually computer programs. Evolutionary Strategies are also a variation
of the GAs in which mutation is driving force of the evolutionary process [7].
Neuroevolution uses EAs to optimise the weights and sometimes the topology
of ANNs. The idea of using EAs as a means to automate the design of neural
networks is not new and dates back, at least, to 1989 and the beginning of the
1990s [67, 48, 9, 43, 2]. In this section, we review some of the main developments on
fixed-topology and constructive neuroevolution algorithms. We then describe one
of the most prominent neuroevolution approaches, NEAT [118], which served as a
focus of investigation for this dissertation.
Chapter 2. Background 20
2.4.1 Fixed-Topology Neuroevolution Algorithms
The early work on neuroevolution algorithms focused on optimising weights on fixed-
topology networks, probably driven by the theoretical results showing that a neural
network with a single hidden layer of neurons could approximate any function, given
enough neurons [56]. Below we describe four of the most relevant approaches in the
literature.
SANE: Symbiotic, Adaptive Neuro-Evolution
Symbiotic, Adaptive Neuro-Evolution (SANE) [86] takes a different approach to
neuroevolution. The system evolves populations of neurons instead of populations
of networks. Each population member represents therefore only a partial solution
to the problem. During the evaluation stage, random neurons are selected from
the population, and combined to form the hidden layer of a feedforward network.
Each neuron receives the average fitness of all the networks it was included in.
Multiple neurons are thus evaluated at the same time and rewarded for their gener-
ality. By evolving individual neurons to cooperate in networks, SANE automatically
maintains diversity in the neuron population. Since different types of neurons are
usually necessary to solve a problem, networks with too many copies of the same
neuron are likely to fail. This way, SANE allows for the emergence of specialised
sub-populations and is not as susceptible to premature convergence as classic neu-
roevolution algorithms.
ESP: Enforced Sub-Populations
Enforced Sub-Populations4 (ESP) [42] is an improvement of SANE that explicitly
divides an evolving population into separate sub-populations, one for each neuron
in the evolving topology. Species do not self-organise since they are enforced from
the start in an explicit niching scheme. In ESP, members from each population
are combined together to form a complete network, which is then evaluated in the
target task. Performance credit is divided between the neurons that contributed to
the network. Since recombination only occurs between neurons of the same sub-
population, each sub-population is forced to specialise into a sub-function for the
network as a whole.
SANE was not capable of evolving recurrent neural networks as the neurons were
selected randomly from the population and thus could not rely on being combined
with similar neurons in different trials. The sub-populations of ESP resolve this
4In fact, the operation principle of ESP is similar to CCGA [19], a symbiotic evolution strategy
that, much like ESP, evolves specialised neurons on a set of islands, and whose members are not
recombined with members from other islands.
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problem and additionally allow for a higher amount of specialisation through the
mentioned above constrained recombination.
CMA-ES: Covariance Matrix Adaptation Evolution Strategy
A distinct approach is the adaptation of the Covariance Matrix Adaptation Evo-
lution Strategy (CMA-ES) algorithm, originally proposed in [46], to fixed-topology
neuroevolution [59]. CMA-ES keeps track of correlations between changes in net-
work weights and fitness scores. Based on this information, CMA-ES updates the
covariance matrix of the weight mutation distribution so that it becomes more biased
towards the most promising directions of search. CMA-ES has proven effective on
distinct benchmark problems [59]. The main advantage of the method is the use of
sophisticated methods to avoid premature convergence, and fast convergence to good
solutions even with multi-modal and non-separable functions in high-dimensional
spaces.
ENA: Evolving Neural Arrays
Evolving Neural Arrays (ENA) were proposed in [15] as a novel mechanism for
learning complex action sequences. ENA employs a divide-and-conquer approach to
solve complex tasks. Instead of synthesising one general and possibly complex neural
network to solve a given task, a number of feedforward networks are used to solve
related sub-tasks. Each array is composed by several neural networks synthesised
through a custom evolutionary process involving as many stages as intermediate
tasks. Each network Ni in a given array has the same input and the same output
neurons. Output neurons refer to the robot actuators, and the network confidence
in handling the situation defined by the current set of inputs. ANNs in a given
array are evaluated sequentially until a network outputs a confidence above some
threshold, after which the remaining outputs are applied to the robot actuators. The
first network in the array defines the default behaviour if no other network displays
a confidence high enough to handle the current situation.
In [15], the authors compared the performance of ENA and SANE on various ob-
stacle evasion and target reaching tasks of different complexity. ENA outperformed
SANE, with the difference in performance being enhanced as the complexity of the
problem increased. The main disadvantage of ENA is the incremental evolutionary
strategy that requires a complex tasks to be divided into sub-tasks, therefore making
the technique problem-dependent.
Comments on Fixed-Topology Algorithms
Fixed-topology neuroevolution algorithms have inherent limitations. The main issue
is that the network topology has to be chosen a priori, and there is no universal
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procedure for this action. Fixed-topology methods require a human to decide a suit-
able topology for a given problem, which usually involves intensive experimentation.
Choosing an inappropriate topology affects the evolutionary process: (i) Networks
too large have extra weights, and each of these adds an extra dimension to the search
space, and (ii) networks too small may be unable to represent solutions beyond a
certain level of complexity, which potentially limits their performance.
In contrast to fixed-topology algorithms, constructive algorithms, or Topology
and Weight Evolving Neural Networks (TWEANNs), evolve both the weights and
the network topology. This way, constructive algorithms can discover an appropriate
topology on their own. In addition, topology evolution can be used to increase
efficiency and speed by keeping neural networks as small as possible, a strategy
taken by the methods we describe in the following section.
2.4.2 Constructive Neuroevolution Algorithms
Neuroevolution algorithms that evolve both the topology and the weights of an ANN
are denominated constructive algorithms, or Topology and Weight Evolving Neu-
ral Networks (TWEANNs). Constructive algorithms are divided into two groups:
(i) those that directly specify the neural architecture [65, 118], i.e., direct encoding,
and (ii) those that use a method that indirectly specifies how the network should be
constructed [43, 80, 117], i.e., indirect encoding. The simplest approach to construc-
tive neuroevolution is to have the algorithm defining each part of an evolving neural
network explicitly and directly, i.e., to have a direct encoding mechanism. Indirect
encodings (also called generative or developmental encodings) are a relatively new
area of research, incorporating concepts and mechanisms from developmental biol-
ogy. In contrast with the direct encoding scheme, neural network representations
can be much more compact, where the same genotype element can be reused to
construct different parts of the phenotype. As we will not deal with indirect encod-
ings, we will only describe some of the most relevant constructive direct encoding
neuroevolution algorithms.
SAGA: Species Adaptation Genetic Algorithm
The SAGA method [49] is an extension to the classic Genetic Algorithm introduced
to facilitate the open-ended evolution of increasingly advantageous behaviours on
artificial systems. The approach enables genotypes to increase in length through ap-
propriate mutation operators, and has been successfully exploited in the production
of ANNs. In SAGA, both the ANN topology and weights are under evolutionary
control, being encoded as variable length genotypes.
SAGA starts with simple networks with no hidden neurons. Complexity is then
introduced incrementally through duplication, and differentiation of the duplicated
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neurons and connections through mutation. This strategy leads to an incremental
growth in the search space, that may help to bootstrap to complex tasks, and
provides evolution with a means to synthesise more complex neural networks if and
when it is advantageous to do so.
EANT: Evolutionary Acquisition of Neural Topologies
EANT [65, 105] is an evolutionary reinforcement learning system that realises ANN
learning with EAs both for the network topology and the weights. EANT features
a compact encoding that uses a linear genome to represent an ANN and its weights.
The linear genome encodes the topology of the ANN implicitly by the order of its
elements (genes representing the network’s connections and neurons).
The algorithm starts with minimal initial structures that gradually develop, as
in SAGA. The evolutionary loop of EANT consists of three steps: structural ex-
ploitation, selection, and structural exploration. Structural exploitation exploits
the current ANN population by optimising their parameters through CMA-ES. The
selection operator determines which population members are carried on from one
generation to the next. Selection is rank-based and ’greedy’, preferring individuals
that have a larger fitness, but avoiding the selection of members derived from an
already selected member by only changing connections. Structural exploration
adds new structure to an existing network through mutation operators by adding
a random sub-network (a set of neurons and connections), adding or removing a
random connection, and adding a random bias. New hidden neurons are connected
to approximately 50% of the inputs.
Comments and Problems of Constructive Algorithms
One challenging problem faced by constructive algorithms is exploring the high-
dimensional space of network topologies quickly and efficiently. The described above
methods expand the search space only when beneficial but do not make any attempt,
for instance, at maintaining diversity as SANE or ESP do, which may avoid prema-
ture convergence.
A distinct issue is the Competing Conventions, also known as the Variable Length
Genome Problem in constructive algorithms. Competing conventions refers to hav-
ing more than one way to express a solution to a weight optimisation problem with
an ANN. In fact, there are potentially numerous symmetric solutions. In Fig. 2.5,
we illustrate the Variable Length Genome Problem. As an amplifying effect, when
genomes representing the same solution do not have the same encoding/genetic
representation, the application of a crossover operator is likely to produce invalid
offspring as the encodings do not match. Because crossover of networks with dif-
ferent topologies frequently diminishes functionality, methods such as EANT have









Figure 2.5: The Variable Length Genome Problem. Both networks compute the
same exact function even though their hidden units appear in a different order.
These are 2 of the 6 possible permutations of hidden units. Since the same neurons
occupy different positions in the two networks, it is difficult to combine them without
losing functionality. Redrawn from [114].
given up on crossover altogether and choose to rely on mutation alone.
In the following section, we introduce NEAT, a neuroevolution method that,
among other features, tackles variable-length genomes in a novel way. NEAT tracks
genes (neurons and connections) through evolution and therefore is able to recognise
which genes match up. The idea of keeping track of which genes match up using
historical marking is motivated by the use of homology in biology to identify areas
of genomes that should line up. In this way, permutation of vectors is not an issue as
each gene has an historical marker. NEAT uses a compatibility operator to prevent
incompatible ANNs from being recombined through crossover. The compatibility
operator is also based on historical markers, which are used to compare how much
history two structures have in common.
2.4.3 NeuroEvolution of Augmenting Topologies
The NEAT method, introduced in [118], is one of the most prominent neuroevolution
algorithms. The method is capable of optimising both the topology of the network
and its connection weights. NEAT acts with global and centralised information
like canonical GAs. It has been successfully applied to highly complex problems,
such as the double pole balancing, outperforming several methods that use fixed
topologies [114]. In this section, we describe the features of NEAT responsible for
the algorithm’s high performance.
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Genetic Encoding
The network connectivity is represented through a flexible genetic encoding. Each
genome contains of a list of connection genes, each of these referring the two neuron
genes connected, as shown in Fig. 2.6. Furthermore, a connection gene encompasses
the weight of the connection, a bit indicating if the connection gene is genetically
expressed and a global innovation number (IN). In terms of mutations, NEAT al-
lows for common connection weights perturbations and structural changes that may
lead to the insertion of: (i) a connection gene between two previously unconnected
neurons or, (ii) a neuron gene, splitting an old connection into two new connections
and disabling the former. Through mutation, genomes of distinct sizes are created,
sometimes with completely different connections specified at the same positions.


















































Figure 2.6: A genotype to phenotype mapping example. The third gene is disabled,
so the connection that it specifies (between neurons 2 and 5) is not expressed in the
phenotype. Redrawn from [118].
Matching Neural Topologies
One of the most interesting aspects addressed by NEAT is how to perform mean-
ingful crossover of possibly different neural networks. NEAT’s answer is that genes
that express the same feature need to be matched up, or aligned before crossover is
performed. This method is based on the principle of homology, which is defined as
follows:
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Principle of Homology: Marking genes with a number representing
their order of appearance, i.e, a historical marking, makes it possible to

























































































Figure 2.7: Matching up genomes for different network topologies using innovation
numbers. Although Parent 1 and Parent 2 are different, their innovation numbers
(shown at the top of each gene) indicate which genes match up without the need for
topological analysis. Redrawn from [118].
To this end, each unique gene in the population is assigned a unique innova-
tion number (IN) when the gene is created, and the numbers are inherited during
crossover. INs are assigned sequentially and therefore represent a chronology of
the genes introduced. In Fig. 2.7, we exemplify the process of alignment of genes
and crossover. Genes that do not match are either disjoint or excess, depending
on whether they occur within or outside the range of the other parent’s innovation
numbers. When crossover is performed, the genes in both genomes with the same
innovation numbers are lined up. Genes that do not match are inherited from the
more fit parent or, if they are equally fit, from both parents randomly. Genomes rep-
resenting networks of different topologies therefore remain compatible throughout
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evolution because their origin is known. With this feature, the difficulty of match-
ing different network topologies (an NP-hard problem) is avoided and crossover can
be performed without a priori topological analysis. Independent of how far in the
future the progeny have diverged from the originating parents, perhaps even to the
point of being different species, NEAT can still tell without any ambiguity which
genes come from the same historical origin and therefore are likely to express the
same trait.
Protecting Innovation through Speciation
Adding new structure to a network usually reduces fitness initially. With the ad-
dition of new genes to the population and sensibly mating genomes representing
different structures, NEAT forms a population of diverse topologies. Nonetheless,
such a population cannot on its own maintain topological innovations. Since smaller
structures optimise faster than larger structures, and adding nodes and connections
often decreases the fitness of the network, recently augmented structures are not
likely to survive more than one generation. The survival of such structures and
innovations for an adequate time interval is necessary because they might be crucial
towards solving the task in the long run. NEAT’s solution is to protect innovation
by speciating the population, so that individuals compete primarily within their own
niches instead of with the population at large. The niching scheme is composed of
two building block: speciation and fitness sharing.
Speciation divides the population into non-overlapping sets of similar individuals
based on the evolutionary history they share. The compatibility is measured as a
linear combination of the number of excess (E) and disjoint genes (D), and the







+ c3 ·W (2.3)
The coefficients c1, c2, and c3 determine the relative importance of the three factors.
N is the number of genes in the larger genome and normalises for genome size. The
compatibility measure is used to speciate with respect to a compatibility threshold
δt. Genomes are tested one at a time. If a genome’s distance to a randomly chosen
member of the species is less than δt then the genome is placed into that species.
Each genome is placed into the first species where this condition is satisfied and,
therefore, each genome only belongs to one species. This mechanism protects new
structural innovations by reducing competition between individuals representing dif-
fering structures and network complexities. In this way, newer structures have time
to mature as they will form a new species or become part of a species with few
individuals. If a species does not improve for a certain number of generations, it is
removed from the population.
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Explicit fitness sharing dictates that individuals in the same species share the
fitness of their niche. The fitness scores of existing members of a species are first
adjusted, i.e., divided by the number of individuals in the species. Species then grow
or shrink depending on whether their average adjusted fitness is above or below the





· |P | (2.4)
where Fk is the average adjusted fitness of species k, Ftotal is the sum of all species’
average adjusted fitness, and |P | is the population size. The best-performing r%
of each species k is then randomly mated to generated nk offspring, replacing the
entire population of the species.5
In fact, speciation protects topological innovations and prevents bloating of
genomes: Species with smaller genomes are maintained in the population as long as
their fitness is competitive. As a result, smaller networks are not replaced by larger
ones unnecessarily.
Minimising Dimensionality through Complexification
NEAT performs an incremental exploration of the search space entitled complexifi-
cation. The algorithm starts with a uniform population of simple networks with no
hidden neurons as in SAGA [49], and with each input neuron connected to every
output neurons. Complexity is introduced incrementally as a result of structural
mutations.
Since NEAT protects innovation using speciation, it can start minimally and
grow new structure as necessary. New structure is introduced incrementally as
structural mutations occur. Since only structural mutations that have proven to
be fit survive, the exploration of the search space is conducted in an incremental
manner. This way, NEAT searches through a minimal number of weight dimensions
and finds the appropriate level of complexity for the problem, therefore reducing
significantly the number of generations necessary for finding a solution.
Note that NEAT could start with even simpler initial topologies. Since the
neural network starts fully-connected, it may be problematic to evolve a solution
in domains with high input/output dimensionality because such starting actually
represents a huge space of weights. Variants of NEAT such as FS-NEAT [133] and
Modular NEAT [99] use feature selection, allowing for input and output connections
5In rare cases, if the fitness of the entire population does not improve for more than 15-20
generations, NEAT refocuses the search into the most promising spaces by only allowing the top
two species to reproduce.
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to be added during evolution in order to find the set of inputs that may lead to
better performance.
rtNEAT: Real-time NEAT
With the purpose of evolving increasingly complex ANNs online, rtNEAT was in-
troduced [115]. Essentially, rtNEAT is a centralised real-time version of NEAT, de-
signed for video games, that contains some differentiating characteristics. rtNEAT
has shown to preserve the dynamics of NEAT, namely protection of innovation
through speciation and complexification [114, 115].
While NEAT replaces the entire population at each generation, in rtNEAT one
offspring is produced at regular intervals, every n time steps. rtNEAT approximates
NEAT’s behaviour in which a number of offspring nk is assigned to each species (see
Eq. 2.4) even though nk cannot be assigned explicitly. In rtNEAT, the probability
of choosing a given parent species is proportional to its average adjusted fitness
compared to the sum of all species’ average adjusted fitnesses. This way, over the
long run, the expected number of offspring for each species in rtNEAT is proportional
to nk in generational NEAT, and rtNEAT is able to preserve the speciation dynamics





where, we recall, Fk is the average adjusted fitness of species k, and Ftotal is the
sum of all species’ average adjusted fitness. The individual from the population
with the worst adjusted fitness is then removed and replaced with the generated
child. If the chromosome with the worst unadjusted fitness was chosen, fitness
sharing could no longer protect innovation, and new topologies could be removed as
soon as they appear. This way, the chromosome with the worst adjusted fitness is
removed and, since adjusted fitness takes into account species size (fitness is reduced
proportionally to the size of the species), new smaller species are not removed as
soon as they appear.
In the standard NEAT algorithm, age is not considered. Neural networks are
all evaluated for the same amount of time. However, rtNEAT operates in real-time,
and new networks are constantly being created. Depending on their performance,
different networks have different evaluation periods. In order to guarantee that the
potential of each network is properly determined, rtNEAT does not remove from
the population networks that have not been evaluated for long enough to accurately
assess their fitness. This way, rtNEAT only removes networks that have played for
more than a minimum amount of time m.
Unlike NEAT, rtNEAT attempts to keep the number of species constant by
Chapter 2. Background 30
adjusting the compatibility threshold δt. When there are too many species, δt is
increased to make species more inclusive; when there are too few, δt is decreased
to be stricter. Although we have no knowledge of similar approaches that attempt
to keep the number of species constant, a disadvantage of this scheme is the need
for the human experimenter to determine what is considered a suitable number of
species for a given task. Below, we summarise the operations performed by rtNEAT
every n time steps.
1. Remove from the population the network with the worst adjusted fitness and
that has ’lived’ long enough to be properly evaluated.
2. Re-estimate the adjusted fitness of the species.
3. Choose a parent species to create new offspring.
4. Adjust the compatibility threshold δt dynamically and reassign all networks
to species.
Comments on NEAT
NEAT has proven to be effective in a number of different domains. For instance,
it has outperformed ESP and other methods on complex control tasks such as non-
Markovian double pole balancing [118]. In particular, the complexification method-
ology used by NEAT has shown to innovate longer, and able to find a higher level
of sophistication than fixed-topology algorithms on robotic strategy-learning [120].
Other successful applications of NEAT are described in [114] and include: (i) a
roving eye6 for the Go board game, (ii) teaching a car to predict crashes in an auto-
mobile warning system, and (iii) online evolution of game characters while they are
playing against humans (using rtNEAT). In addition, in [105], results show that both
NEAT and EANT present a performance significantly better than the traditional
approaches in a visual servoing task.
NEAT, however, is not a silver bullet. In [98], results showed that an indirect
encoding method outperformed NEAT on a complex board-game task. The im-
plicit encoding is able to represent complex networks with an order of magnitude
fewer parameters than NEAT. Furthermore, the implicit encoding results in more
adaptive variation in response to mutation as well as more phenotypic variability.
Nonetheless, as the authors note, the implicit encoding should be tested on a variety
of domains to determine how general its performance benefits are.
6A roving eye is a general concept in machine vision, referring to a visual field smaller than the
total relevant image area; such a field must move around the image in order to process its entire
contents. Roving eyes are often used in robots, where they allow successful navigation even with a
limited sensory radius. This type of purposeful control of a moving visual field is also sometimes
called active vision.
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We have chosen NEAT as a focus of research for this contribution based on three
fundamental aspects: (i) NEAT has proven effective and efficient on a wide range of
domains, (ii) the extensive repository of both experiments and source code available
at NEAT’s homepage7 endorse the spirit of open source software and open science,
and therefore make it possible to replicate previous studies and extend the method
to novel domains, and (iii) an online, distributed and decentralised version of NEAT
has not been proposed nor studied prior to this work, which raises the question if
such a pervasive shift can be performed while still maintaining a performance level
similar to the original algorithm.
2.5 Summary
In this chapter, we introduced the field of evolutionary robotics, a methodology
that uses evolutionary computation techniques to synthesise behavioural control for
autonomous robots, with a focus on the synthesis of collective behaviour. We then
reviewed and discussed the state of the art in online evolution, where robots adapt
while operating the task-environment. Afterwards, we introduced various types of
artificial neural networks, a biologically-inspired information processing paradigm
composed of an interconnected group of artificial neurons. Finally, we discussed
the most recent and influential approaches to neuroevolution, the methodology we





Online Evolution of Neural
Topologies
In this chapter, we introduce and assess odNEAT, a novel online and distributed ver-
sion of NEAT [118, 114], a neuroevolution method that was described in Sect. 2.4.3.
odNEAT shares some features with rtNEAT, a real-time version of NEAT designed
for video games [115], that was also described in Sect. 2.4.3. Both NEAT and rt-
NEAT operate in a centralised manner. odNEAT, on the other hand, is completely
decentralised. In odNEAT, robots adapt autonomously on the basis of local infor-
mation. The EA is distributed across multiple robots which have to solve the same
task, either individually or collectively. We demonstrate odNEAT in a simulated
experiment where a group of e-puck-like robots [84] running an EA independently,
online and onboard, must perform an aggregation task.
To the best of our knowledge, the contribution presented here is novel in two
aspects: (i) an online, distributed, and decentralised version of NEAT has not been
proposed and studied prior to this work; (ii) this is the first demonstration of online
evolution in multirobot systems where both the weights and the topology of the
ANN controllers are under evolutionary control.
3.1 odNEAT: An Online Evolutionary Algorithm
odNEAT runs on a group of agents whose objective is to evolve and adapt while
operating in the task-environment. Each agent is controlled by an artificial neural
network that represents a candidate solution to a given task, and probabilistically
broadcasts this solution to other agents in its immediate neighbourhood. This way,
odNEAT implements the online evolutionary process according to a physically dis-
tributed island model. Each robot acts like an island with genetic information being
exchanged through intra-island variation, i.e., within a population encapsulated in
each robot, and inter-island migration, i.e., between two or more robots. The typi-
cal evolutionary operators (evaluation, selection, and reproduction) are carried out
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autonomously by the agents in the environment without any need for external in-
tervention.
odNEAT retains NEAT’s most important features (see Sect. 2.4.3) such as the ge-
netic encoding, matching and recombination of neural topologies, the niching scheme
for protecting innovation, and minimisation of dimensionality through incremental
complexification. A particular characteristic of NEAT is the chronology of the genes
due to global innovation numbers, which are assigned sequentially. In order to allow
a decentralised implementation, odNEAT uses local high-resolution timestamps in-
stead of innovation numbers. Each agent is responsible for assigning a timestamp to
each local innovation, be it a connection or a neuron. Using high-resolution times-
tamps for labels practically guarantees uniqueness and allows odNEAT to retain
NEAT’s concept of chronology.
odNEAT extends NEAT through three fundamental features: (i) each agent
maintains a (typically small) population of chromosomes in an internal repository
arranged according to NEAT’s niching scheme. This way, the global population of
solutions is distributed across the agents, (ii) each agent maintains a local tabu list
of recent poor solutions, and (iii) newly created controllers are given a minimum
amount of time controlling the agent, a maturation period.
odNEAT is divided into an initialisation procedure and a control cycle. The
initialisation procedure is based on two operations, which are described as follows:
Initialise genes. When a robot starts executing, the internal repository only con-
tains one chromosome, the genetic encoding of a candidate artificial neural
network. The initial chromosome encodes a neural network initialised as in
NEAT, i.e., with no hidden neurons and with each input neuron connected to
every output neuron (see Sect. 2.4.3).
Assign default energy level. To the initial chromosome, as to every newly cre-
ated chromosome, is assigned a task-related default virtual energy level. The
energy level increases and decreases as a result of the agent’s behaviour, simi-
larly to the work presented in [30].
After the initialisation procedure, each agent repeatedly executes its control cycle.
Chiefly, the control cycle performs the following operations:
Broadcast genetic information. Each agent probabilistically broadcasts its ac-
tive chromosome and the corresponding virtual energy level to agents in its
immediate neighbourhood.
Process received genetic information. For every received chromosome, the agent
decides either to incorporate it in the internal repository, or to discard it if it
is similar to a candidate ANN that has already failed.
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Operate in the task-environment. Each agent executes the task-behaviour, which
includes feeding the normalised readings of the sensor values to the ANN, up-
dating network outputs, and setting motor speeds/directions accordingly.
Update virtual energy level. The virtual energy level is updated based on the
agent’s task-performance. If an agent’s energy level reaches zero, its active
chromosome is replaced. The new active chromosome is created based on
NEAT’s genetic operators, and added to the internal repository of the agent.
The solution that has failed is then marked as a poor solution and placed in
the tabu list, but is still maintained as part of the repository.
In Fig. 3.1, we present odNEAT’s flow diagram. Given the brief description of
the algorithm, we now discuss and detail each of odNEAT’s components.
Measuring Individual Performance
In odNEAT, as previously mentioned, to each chromosome is associated a virtual
energy level reflecting the individual task-performance. One general problem, espe-
cially for highly complex tasks, is that online evaluation is inherently noisy. Very
dissimilar evaluation conditions may be presented to different chromosomes when
they become active. The location of embodied agents within the environment and
the proximity to other agents are factors that directly influence performance and
behaviour. With the purpose of obtaining a more reliable fitness estimate, odNEAT
distinguishes between the fitness value of an agent and its current energy level. The
fitness value is defined as the average of the virtual energy level, sampled at regular
time intervals. The virtual energy level is an instantaneous measure of performance
in the sense that it reflects an agent’s recent behaviour, for instance how the agent re-
sponds when it comes in contact with another agent or a specific task-requirement.
The fitness score, on the other hand, is a complete measure of the agent’s entire
behaviour under different evaluation conditions and task-requirements.
Structurally, an agent’s repository does not allow copies of the same chromo-
some. Due to the probabilistic exchange of genetic information among the robots,
an agent may receive a copy of a chromosome that was already accepted in the past.
Whenever an agent receives a copy C’ of a chromosome C already contained in the
repository, the energy level of C’ is used to incrementally average the fitness of C,
and provide the receiving agent a more reliable indicator of the chromosome’s value.
Internal Repository and Tabu List
In odNEAT, each agent maintains a local set of chromosomes in an internal reposi-
tory. The repository is a genetic pool that stores a limited number of chromosomes
and their respective fitness scores. The set of chromosomes in the repository include









































Figure 3.1: odNEAT’s flow diagram.
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the chromosome generated by the agent, i.e., the current and all the previous active
chromosomes, and those received from other agents. The stored chromosomes are
arranged into species based on the niching scheme of NEAT.
Each agent probabilistically broadcasts its active chromosome and the corre-
sponding virtual energy level to agents in its immediate neighbourhood, an inter-





where F¯k is the average adjusted fitness of local species k to which the chromo-
some belongs and F¯total is the sum of all local species’ average adjusted fitnesses.
The broadcast probability is proportional to the adjusted fitness of the species to
which the active chromosome belongs and, therefore, encourages the propagation of
topological innovations with a competitive fitness.
Due to the broadcast of genetic information, the active chromosome of an agent
may be present in another agent’s repository. Such migrations approximate in a
distributed manner and over time the reproduction dynamics of rtNEAT. For in-
stance, consider a population of R agents, each maintaining N chromosomes in
the respective repository. In the worst case scenario, none of the embodied agents
receives/accepts other candidate solutions and there are, in total, M×R different
chromosomes. The greater the exchange of genetic information between the agents,
the better the approximation of each repository towards a complete view of the
global population, as maintained in a centralised algorithm such as rtNEAT.
Besides the internal repository, each agent also maintains a local tabu list, a
short-term memory which starts empty and that, over time, keeps track of recent
poor solutions, that is, chromosomes removed from the repository due to having a
bad fitness score, or that caused the robot to run out of energy.1 The purpose of
the tabu list is to filter solutions broadcasted by other robots so that the receiving
robot does not end up testing chromosomes similar to those that already failed.
This way, newly received chromosomes must first be accepted by tabu list in order
to become part of the internal repository. The acceptance condition is only met if the
received chromosomes are topologically dissimilar from all chromosomes in the tabu
list. To this end, the compatibility score between a received chromosome and each
chromosome in the tabu list must be above a threshold TLt (NEAT’s compatibility
measure dictates that chromosomes are more similar as their compatibility value is
closer to 0, see Eq. 2.3). The tabu list holds a limited number of chromosomes. Each
1A chromosome that causes a robot to run out of energy, although added to the tabu list, is
still maintained in the internal repository with the last calculated fitness score. The poorer the
fitness score of the chromosome, smaller is it probability of being used in the production of future
offspring.
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chromosome in the list has an expiration point and is ’forgotten’ if it is not among
the last x received chromosomes. If the tabu list is full and is necessary to add a
new poor solution, the chromosome that has not been seen for the longer period is
removed to make room for the new one.
After the pre-evaluation by the tabu list and if the acceptance condition was met,
a received chromosome becomes part of the repository if it has a fitness score higher
than the worst local chromosome. In this sense, the acceptance and incorporation
of new chromosomes in the internal repository is elitist. Due to the fixed size of the
repository, whenever it is full, the insertion of a new chromosome is accompanied
by the pre-requisite of removing the chromosome with the worst adjusted fitness.
When a new chromosome is removed or added, the corresponding species has one
less or one more element and therefore the adjusted fitness F¯ is recalculated.
It is important to note that the active chromosome is never considered to be re-
moved from the repository while it is controlling the robot, even if it is the individual
in the repository with the lowest fitness score. In other words, an active chromosome
is untouchable until it is considered to fail while trying to solve the task. In order
to possibly speed-up the synthesis of good solutions, a model selection technique
such as racing2 [76] could be used as a procedure to short-cut the execution time
of particularly unpromising candidate controllers. During task-execution, interme-
diate results of candidate solutions could be compared with the fitness scores of
individuals in the repository. If it is fairly certain that the active solution is going
to turn out worse than the worst chromosome in the repository, further evaluation
is unnecessary and a new active chromosome would be created.
Maturation Period
When an agent’s energy reaches zero because it is incapable of accomplishing the
task, the active chromosome is added to the tabu list. Then, a new active chro-
mosome is created and assigned the default virtual energy level. In this process -
an intra-agent reproductive event - a parent species is chosen with probability pro-
portional to its average adjusted fitness, as employed by rtNEAT and defined in
Equation 3.1. Two parents are selected from the species, each one via a tournament
selection of size 2. Offspring is then created based on NEAT’s genetic operators:
crossover of the parents’ genomes and mutation of the new chromosome. This pro-
cess is equal to the one present in rtNEAT, and described in Sect. 2.4.3, which has
shown to preserve the speciation dynamics of NEAT.
One important aspect regarding newly created chromosomes is the importance
of letting them operate in the environment for a minimum amount of time α. This
2Racing is a technique that tests a set of models, quickly discards those models that are clearly
inferior, and then concentrates the computational effort on differentiating among the better models.
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time, denominated as the maturation period, gives the new chromosomes a chance
to spread their genome by mating with other agents, and provides a habituation
period. The new chromosome can continue to be active after it reaches α, if its
energy is above 0. The maturation period is important because a new controller
may be an acceptable solution to the task but the environmental conditions may
not be suitable. The robot may be placed in an unfavourable location or temporary
isolated from other robots which, depending on the task, would lead it to run out of
energy if not for the maturation period. On the other hand, if the controller is not
a suitable candidate solution, the maturation period offers a minimum evaluation
period and a mechanism to confirm the controller’s poor quality.
Algorithm 2 Pseudo-code of odNEAT that runs independently on every agent (see
text).
initialise genes()
energy ← default energy
loop
if broadcast? then
send(all genes, agents in range)
end if
if has received? then
for all element in received do








energy ← update energy level()
if energy ≤ 0 && not(in maturation period?) then






As we described in Sect. 2.4.3, rtNEAT only removes from the population net-
works that have been evaluated for more than a minimum amount of time m. In
odNEAT, the maturation period only protects the active chromosome on the respec-
tive robot, i.e., it is not part of the exchanged genetic information for how long a
chromosome has been operating. However, if the chromosome is truly novel for the
receiving robot, then it is protected through speciation and fitness sharing and is not
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discarded prematurely. After becoming part of the repository, the newly received
chromosome will become part of a new species, or of a species with few elements,
and will be protected by the speciation dynamics and fitness sharing, which assigns a
proportionally higher fitness score to smaller species. In Algorithm 2, we summarise
odNEAT as executed independently by each agent.
3.2 Assessing odNEAT – The Aggregation Task
To assess odNEAT, we applied the algorithm in a simulated collective robotics ex-
periment in which a group of robots had to perform an aggregation task. In an ag-
gregation task, dispersed agents must move close to one another so that they form
a single cluster. Aggregation plays an important role in many biological systems
since it is the basis for the emergence of various collective behaviours. For instance,
several social animals use aggregation to increase their chances of survival, or as a
pre-cursor of other behaviours. In robotics, self-assembly and collective transport of
heavy objects require prior aggregation at the site of interest. Due to the collective
nature of the task, the topological (and possible behavioural) heterogeneity of the
evolved controllers is an intriguing aspect.
To the best of our knowledge, there is no study in the literature concerning online
evolution of robot behaviours for solving the aggregation task. In this section, we
start by briefly reviewing some studies for evolving aggregation behaviours through
the classical oﬄine evolutionary scheme. In these studies, an external entity has
access to global information instead of local information, which is the case in online
evolution, and therefore shifts the fitness function from an internal to external per-
spective (see Sect. 2.1.2). Accessing to global information eases the evolution and
evaluation of suitable controllers because the external entity is able to measure, for
instance, the number of clusters and the size of each cluster, or the average distance
of the group to its centre of mass. After the review of studies, we describe our
experimental methodology and odNEAT’s results at solving the task.
3.2.1 Evolution of Aggregation Behaviours
In [123], the authors studied the aggregation problem in a swarm of five simulated
robots, called s-bots, having the capability to self-organise and self-assemble to form
a robotic system called a swarm-bot. S-bots were provided with a gripper that allows
physical connections between them, and an omnidirectional speaker that continu-
ously produced a tone perceived up to a distance up of 50 cm. S-bots were also
equipped with three directional microphones, three sensors for detecting established
connections on the chassis, and a gripper sensor to perceive the presence of a grip-
pable object. The environment consists of a square arena surrounded by walls. The
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size of the arena was chosen to be 2 x 2 meters. Due to the environment size and
robots sensing capabilities, each robot was able to sense approximately 19.6% of
the environment. The task complexity was therefore significantly diminished and
almost reduced to learn how to follow the ’sound gradient’. The performance of the
group of robots was measured by calculating the average distance of the group from
its centre of mass.
The most interesting aspects were the behaviours observed. Robots manifested
two distinct types of behaviour, (i) a clustering behaviour in which the robots formed
a static compact group, and (ii) a dynamic moving cluster in which s-bots continued
to move and change their relative positions after forming a group, a sort of flocking
behaviour. The robustness and scalability of the evolved behaviours were tested in
groups of 5, 10 and 20 s-bots. By increasing the number of robots, the performance
of the static behaviour quickly decreased for groups with more than five robots. On
the other hand, the performance of the dynamic behaviour was shown to decrease
linearly with the group size.
In [22], in a study with similar characteristics to the one described above, the
authors studied the evolution of aggregation and straight motion behaviours for a
swarm robotic system. The task difficulty was augmented through the addition of
four circular obstacle evenly scattered throughout the arena. Both the environment
size and the robots sensing capabilities were enhanced. However, the proportion
of sensed environment by each robot remained the same as in the previous study.
The scalability of the best controllers of each evolutionary run was evaluated for
different group sizes (n = 4, 8, 12 . . . 40). Approximately half of the evolved
controllers displayed scalable behaviours. The best scalable strategy was the one in
which robots create an aggregate that moves across the arena. This behaviour is a
result of the motion of s-bots within the aggregate, which in turn results from the
interaction between attraction to sound sources and repulsion from obstacles. The
slow motion of the aggregate across the arena leads to scalability, as an aggregate
can continue to move joining solitary s-bots or other already formed aggregates,
eventually forming a single cluster of robots.
3.2.2 Experimental Methodology
In order to conduct our simulated experiments, we used JBotEvolver. JBotEvolver
is an open-source, multirobot simulation platform, and neuroevolution framework.
The simulator is written in Java and implements 2D differential drive kinematics.
Evaluations of controllers can be distributed across multiple computers and different
evolutionary runs can be conducted in parallel. The simulator can be downloaded
from: http://sourceforge.net/projects/jbotevolver. More details regarding
the simulation platform, and why we use JBotEvolver, can be found in Appendix A.
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Figure 3.2: The e-puck is a differential drive robot with a diameter of 75 mm. The
robot is equipped with a variety of sensors and actuators, such as a colour camera,
infrared proximity sensors, a loudspeaker, three microphones, and two wheels.
In our setup, the simulated robots are modelled after the e-puck [84], a small (75
mm in diameter) differential drive robot capable of moving at a maximum speed of
13 cm/s, designed for educational use (see Fig. 3.2). Each robot is equipped with
eight infrared sensors, capable of obstacle detection and communication at a range
of up to 25 cm between emitter and receiver.3 Each infrared sensor is subject to
noise, which is simulated by adding a random Gaussian component within ± 5%
of the sensor saturation value. Besides these sensors, each robot has an internal
energy level sensor and a counter, which allow it to respectively perceive its current
virtual energy level and the number of distinct chromosomes received during the
most recent P control cycles.
The environment consists of a square arena surrounded by walls. The size of
the arena was chosen to be 3 x 3 meters. At any time, a robot can thus sense less
than 2.90% of the environment. Each of the robots is controlled by an artificial
neural network produced by odNEAT. The input layer consists of one neuron for
each proximity sensor (detects walls and other robots), one neuron for the energy
sensor, and one neuron for the counter. The output layer contains two neurons, one
for each wheel of the robot. The activation function is the sigmoid function (see
Sect. 2.3.1) and the ANN’s connection weights ∈ [-10, 10].
At the beginning of each experiment, the candidate controller of each robot in the
collective are initialised with random weights and then subject to online evolution
through odNEAT. Since online evolution is a continuous process in time, experiments
continue until: (i) all robots achieve sustainable energy levels, i.e., each robot has a
3The original e-puck infrared range is 2-3 cm [84]. In real e-pucks, the liblrcom library, avail-
able at http://www.e-puck.org, allows to extend the range up to 25 cm and multiplex infrared
communication with proximity sensing.
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stable controller capable of solving the task, or (ii) until a temporal upper bound of
100 hours of simulated time is reached, in which case the experiment is considered
to have failed. We are primarily interested in: (i) determining if odNEAT evolves
controllers capable of solving the specified task, (ii) the elapsed time, to measure
the speed of the evolutionary process and, (iii) the quality of the solution and the
behaviours evolved, that is, how the robots search through the environment and
locate each other.
Experimental Parameters
Every 100 ms of simulated time, each robot executes a control cycle. At each control
cycle, a robot’s virtual energy level E is updated according to the following equation:
∆E
∆t
= α(t) + γ(t) (3.2)
where α(t) is a reward proportional to the number of controllers received in the last
time period P (see Table 3.1). Since information is transmitted locally, this factor
indicates the presence of robots nearby. γ(t) is a factor related to the quality of
movement and rewards robots that are capable of exploring the space, at each time,
in a relatively coordinated manner:
γ(t) =
{
-1 if vl(t) · vr(t) < 0
Ωs(t) · ωs(t) otherwise
(3.3)
where vl(t) and vr(t) are the left and right wheel speeds and Ωs(t) is the ratio
between the average and maximum speed achievable. ωs(t) = 1 −
√|vl(t) · vr(t)|
rewards robots for setting similar speeds on its two wheels, to avoid any turning-on-
the-spot behaviour.
Note that, in theory, the movement factor γ(t) may be susceptible to continuous
back-and-forth movements. If both wheels alternate simultaneously between −max
and max speed, the result will be practically no movement but the robot will be
awarded with a maximum fitness value in respect to γ(t). Nonetheless, a robot that
executes this type of behaviour will not find other robots to aggregate with and,
therefore, its candidate controller will eventually fail.
With respect to the classification of fitness functions provided in Sect. 2.1.2,
the composed fitness function described below is implicit and internal, and both
functional and behavioural considering the functional-behavioural dimension. The
α(t) component is proportional to the number of controllers received, and is therefore
a behavioural component. The γ(t) component is functional because it measures
directly how robots navigate in the task-environment. The information regarding
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Parameter Values
Repository size 40 chromosomes
Tabu list size 50 chromosomes
Energy (initial/max) 1000/2000 e.u.
α(t) 3 e.u. per chromosome
Time period P 10 cycles
Maturation period 500 cycles
Crossover rate 0.25
Mutation rate 0.1
Add neuron probability 0.03
Add connection probability 0.05
Weight mutation magnitude 0.5
Recurrent connection prob. 0.2
Maximum simulation time 100 hours
Table 3.1: Configuration for the aggregation experiments. Cycles represent robots’
control cycles and e.u. denote energy units. The parameters were fine-tuned through
a trial-and-error process.
the fitness variables is available to the robot (internal dimension), and is only based
on two components, α(t) and γ(t) (implicit dimension).
The experimental configuration is presented in Table 3.1. All parameters were
fine-tuned through a trial-and-error process. Regarding NEAT, we have used the
default parameters (as specified in [115]) except for the crossover and mutation rates.
Such parameters take values significantly lower than the default values (25% and
10%, respectively).
3.3 Results and Discussion
Our initial experiments were conducted with a group of 5 robots placed in initial
random positions at a minimum distance of 1.5 meters between neighbours. In all
30 evolutionary runs performed, robots managed to evolve behaviours that could
effectively explore the environment and keep the energy level above 0.
We observed that aggregation into a single group was successfully achieved in 22
of the 30 runs. In the remaining 8 runs, the 5 robots formed two groups, one group of
three robots and one group of two robots. In spite of such final configuration, robots
still maintained self-sustainable energy levels. They evolved adequate behaviours for
searching, locating and joining other robots in the environment. By analysing the
details of each experiment, we observed the emergence of two types of strategies:
group clustering (see Fig. 3.3) and individual search (see Fig. 3.4) behaviours. In
this respect, a subset of the behaviours we observed are similar to those presented
in [123], and described in Sect. 3.2.1, as a result of classical oﬄine evolution. This
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Figure 3.3: Traces of the robots’ group clustering. Three robots exhibit a flocking
behaviour while the remaining two form a static cluster, eventually leading to a
single aggregate.
result demonstrates the potential of online evolution, and odNEAT in particular, to
generate similarly capable solutions by accessing only to local information.
Group Clustering
As a group, robots frequently evolve two distinct strategies (Fig. 3.3): a static and
a dynamic clustering behaviour. In the static category, robots meet in some part
of the environment and, by detecting one another, maintain their relative positions
thus leading to a very stable behaviour. The other category, flocking or dynamic
clustering creates loose and moving groups. In this case, robots meet and start
moving together to explore the environment. The latter behaviour is less stable
than the static clustering. When robots decide to flock and then collide with walls,
it provokes a temporary de-synchronisation of movement. As a consequence, and
due to their short range of sensors, robots may lose sight of one another and will
have to restart their search behaviour.
Individual Strategies
In terms of individual strategies for searching the environment, the evolved be-
haviours fall in two categories (Fig. 3.4). The first one, navigating near walls, con-
sists of exploring the environment by moving along the walls of the arena. In some
instances of this behaviour, the searching robot moves away from the walls from
time to time to explore. The second category consists of behaviours exhibiting a
circular trajectory. The searching robot moves across the arena while rotating about
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Figure 3.4: Traces of two of the most frequently evolved individual search strategies.
One searches near the walls while the other presents a more circular trajectory
thereby covering a larger area.
itself. This way, the robot is capable of covering a wider area than the walls-based
search strategy.
Figure 3.5 shows the time required to solve the task in each evolutionary run.
The highest value is 24.43 hours of simulated time while the lowest is 1.10 hours.
On average, each group of 5 robots takes 6.22 ± 5.55 hours of simulated time to
aggregate. Considering the average number of evaluations, i.e., controllers per robot,
each robot was governed by 104 ± 81 controllers (see Table 3.2 and Fig. 3.6). The
variance in the average time and number of evaluations can be explained by the non-
linearity of the task. Robots have a short range of sensors and are placed in a large
environment. Each robot may be able to search the environment very efficiently but,
since it senses less than 2.90% of the total area, the process of finding other robots
can be time consuming, especially if we consider that different robots are likely to
execute different behaviours for exploring the environment, as happens with the
individual search strategies.
Measure Average Minimum per robot Maximum per robot
Sim. Time 6.22 ± 5.55 1.12 24.45
Evaluations 104 ± 81 24.60 313.40
Table 3.2: Summary of the experimental results with a group of five robots. Time
is listed in hours of simulated time. Minimum and maximum values refer to av-
erage evaluations per robot, in each group of five robots, with respect to the 30
evolutionary runs.
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Figure 3.5: Experimental Results. Simulated time required to accomplish the task

























Figure 3.6: Distribution of evaluations in the aggregation experiments with five
robots. Mean: 104, Interquartile range: 113.10, First quartile: 35.30, Third quar-
tile: 148.40, Quartile deviation: 56.55, Mean absolute deviation (MAD): 61.53. Out-
liers (not shown in the box plot): 313.40 and 311.60.
3.3.1 rtNEAT and odNEAT
In spite of odNEAT being intentionally distributed, an interesting question is how
the results of odNEAT compare to rtNEAT [115], which relies on traditional cen-
tralised evolution. With the purpose of comparing the performance of odNEAT and
rtNEAT and thus examine the costs of distributing NEAT, we setup a new series of
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experiments (with 30 independent runs) with a group of five robots.
In order to provide a basis for comparison between the two EAs, two aspects of
rtNEAT were altered. First, the dynamic compatibility threshold was fixed, as it is
in odNEAT and NEAT4. Second, offspring is not created based on a time condition
but instead when a robot’s energy level reaches zero. In the experiments, rtNEAT
operated with a population size of 200 individuals, thus maintaining an average of
40 possible solutions per robot, as in odNEAT.
Method Simulated Time Evaluations
odNEAT 6.22 ± 5.55 104 ± 81
rtNEAT 4.44 ± 3.27 96 ± 60
Table 3.3: Performance comparison between odNEAT and rtNEAT, representing

























Figure 3.7: Distribution of evaluations. odNEAT vs rtNEAT in the aggregation
experiments with five robots. odNEAT: Mean: 104, Interquartile range: 113.10,
First quartile: 35.30, Third quartile: 148.40, Quartile deviation: 56.55, Mean ab-
solute deviation: 61.53. Outliers (not shown in the box plot): 313.40 and 311.60.
rtNEAT: Mean: 96, Interquartile range: 99.60, First quartile: 38.00, Third quar-
tile: 137.60, Quartile deviation: 49.80, Mean absolute deviation: 49.43. Out-
liers: none.
Experimental results are listed in Table 3.3 and Fig. 3.7, and demonstrate the
performance costs from distributing NEAT. In comparison with rtNEAT, odNEAT
4We have experimented with a dynamic compatibility threshold. We have tested both odNEAT
and rtNEAT with a number of species from 1 to 8. The results were found to be similar and,
therefore, we decided to use a fixed compatibility threshold and allow the number of species to
emerge from the evolutionary process.
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presents a slightly lower performance by requiring each robot to test approximately
8 controllers more (an equivalent to 8.33%). These differences in the number of eval-
uations are not statistically significant. Notice that odNEAT, due to its distributed
nature, does not assess the group level information from the global perspective.
As a consequence, odNEAT requires more time to evolve solutions. The number
of evaluations suggest that odNEAT provides results comparable to rtNEAT. The
cost of operating solely based on local information is relatively low. odNEAT has
another important advantage over the centralised EAs as rtNEAT or NEAT. Since
the control is completely distributed and decentralised, there is no dependency on
an external mechanism which makes the approach resilient. If a robot fails, for in-
stance, the group can adapt to accommodate for the faulty unit without any central
coordination or single point of failure, in opposition to what happens in rtNEAT.
Using Cfp, the measure described in Sect. 2.3.3, we compute the complexity
added to the initial topology, which initially consists of 20 neurons (18 inputs and
2 outputs) and 36 connections between neurons. Based on the results shown in
Table 3.4, it is easy to see that odNEAT evolves less complex networks than rtNEAT,
both in terms of neurons and connections added through evolution. Since odNEAT
only accesses local information, the EA executing on each robot does a more confined
exploration of the search space, and is forced to exploit more exhaustively the local
population as a means to generate adequate solutions. As a result, odNEAT requires
more time and evaluations to evolve sustainable solutions but is also able to evolve
less complex networks. In Fig 3.8, we show a network evolved by odNEAT.
Method Connections added Neurons added Cfp Min. Cfp Max. Cfp
odNEAT 5.45 ± 4.98 6.25 ± 5.58 11.70 1.00 21.00
rtNEAT 11.29 ± 11.07 9.26 ± 8.88 20.55 3.00 37.00
Table 3.4: Summary of the number of neurons, connections, and complexity added
to the initial network topology by each evolutionary method. Results for each con-














Figure 3.8: Example of a network evolved by odNEAT. For simplification,
timestamp-based innovation numbers are labelled as INxxx, where xxx are the last
three digits of the timestamp.
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3.3.2 Ablation Studies
In order to verify the contribution of each algorithmic component in odNEAT, we
performed a series of ablation studies considering the initial group of five robots. In
particular, we tested the system’s performance in three distinct experimental config-
urations: (i) without the maturation period, (ii) with a minimal internal repository
of size 2 and; (iii) without the tabu list. Results, present in Table 3.5, are averaged
over 30 independent evolutionary runs for each configuration. Averages in this table
exclude runs that failed to find sustainable behaviours within 100 hours of simulated
time.
Method Sim. Time Evaluations Failure Rate
Min. Repository 16.38 ± 21.15 236 ± 214 8/30
No-tabu 8.88 ± 12.19 134 ± 119 2/30
No-maturation 13.86 ± 22.53 211 ± 286 1/30
Full odNEAT 6.22 ± 5.55 104 ± 81 0/30
Table 3.5: odNEAT ablations summary. The table lists the average simulation time
(in hours), the average number of evaluations, and the failure rate of each method
considering the set of 30 evolutionary runs. Each ablation leads to an inferior and
less efficient algorithm.
The most critical algorithmic component of odNEAT is the internal repository, an
evidence supported by statistical significance (ρ < 0.01, Mann-Whitney test).5 The
remaining ablation studies do not provide results significantly different (ρ >= 0.05,
Mann-Whitney test, for both the no-tabu list and the no-maturation period abla-
tions) but have an observable impact on performance.
Since we are dealing with a process of continuous evolution, the repository main-
tains a local view of the system’s history and provides the genetic basis for evolution.
With a minimal repository, evolution is limited to a small set of chromosomes (in
this case 2). In such scenario, the evolutionary process is much slower and may even
be incapable of exploring enough of the solution space to find adequate solutions
hence the high failure rate, simulation time and number of evaluations.
Without the tabu list, odNEAT presents a failure rate of 2/30 runs, 6.67%, but,
when evolution is on the right track, it finds solutions relatively fast. Arguably,
this means the tabu list keeps the evolutionary process from cycling around in one
neighbourhood of the solution space, which sometimes happens due to the fact that
robots act based only on local information. The tabu list promotes topological
diversity in the repository by rejecting chromosomes similar to those that have
already failed.
5We use the Mann-Whitney test to compute statistical significance of our results because it is a
non-parametric test, and therefore no strong assumptions need to be made about the distributions
underlying the phenomenon of interest.
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The maturation period defines a lower bound of activity in the environment,
giving the individuals a chance to spread their genome. If not for this component,
good solutions could potentially be lost forever and evolution would be decelerated.
Robots would still be capable of solving the task most of the times. However, they
would not be able to and improve their behaviour iteratively through the exchange
of genetic information unless they were situated close to each other. Arguably, the
most important conclusion that can be drawn from the ablation studies is that all
of the parts of odNEAT contribute to the algorithm’s performance as an effective
online, distributed, and decentralised EA.
3.3.3 Scalability Experiments
The impact of the group size on performance was analysed by conducting 30 inde-
pendent evolutionary runs for groups of 5, 10, 15, 20, 25 and 30 robots. The area
of the arena was increased proportionally to the number of robots. Notice that if
we maintained the same size of the environment, the experimental setup would not
be fair: with the increasing density of robots in the environment, the task would be
easier to solve simply because robots would encounter each other more frequently.
Table 3.6 shows the area of the squared arena in each experimental configuration.







Table 3.6: Environment size for each experimental configuration.
Experimental results are listed in Table 3.7 and Fig. 3.9. The time required to
accomplish the task increases approximately 36% when the group size was increased
from 5 to 10 robots. However, the average number of evaluations, a natural measure
of performance, is almost similar except for a higher standard deviation. In fact,
the increase in the time required is mainly due to 3 runs, displayed in Table 3.8. In
these cases, robots managed to solve the task mainly by forming small aggregates,
of two or three robots. Since small groups are difficult to detect by other robots,
robots not belonging to any aggregate required more time to find a group of robots
to join and to stabilise their behaviours.
Further increasing the group size, we observe that the performance improves
substantially until it reaches a stable level around a group size of 15 robots. Results
show that, for larger groups, the time required to accomplish the task and evolve
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Group Size Sim. Time Average Evaluations
5 6.22 ± 5.55 104 ± 81
10 8.49 ± 11.31 112 ± 117
15 3.71 ± 3.09 63 ± 44
20 3.49 ± 2.79 57 ± 37
25 3.33 ± 1.34 55 ± 22
30 3.78 ± 2.56 54 ± 28






















Distribution of evaluations in odNEAT scalability experiments
Figure 3.9: Distribution of evaluations in the aggregation scalability experiments,
for groups of 5, 10, 15, and 20 robots. Outliers: 5 robots setup: 313.40 and 311.60.
10 robots setup: 499.70, 418.70, 364.60. 15 robots setup: 221.13. 20 robots setup:
193.85.




Table 3.8: Outliers within the 10 robots’ evolutionary runs. Time is listed in hours
of simulated time.
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sustainable behaviours is relatively constant. With the increase in the size of the
environment, there is a larger area to search and explore. In relative terms and in
spite of the group size increase, the robots sense a smaller portion of the environ-
ment. In this scenario, the stable performance is, in fact, an argument in favour of
odNEAT’s scalability; the conditions for solving the task become more challenging
and the robots are still able to evolve successful behaviours in the same amount of
time.
3.4 Contributions to JBotEvolver
In order to conduct our experiments, we have extended a number of JBotEvolver’s
functionalities (not all of them have yet been incorporated in the official version of
the simulator). First and foremost, we have extended the evolutionary paradigm
allowing the simulator also to support online evolution. This was a major shift
in the simulator’s dynamics because it involved changing from an external entity
orchestrating the evolutionary process to having each robot evolving continuously
while operating in the task-environment. Second, and because JBotEvolver was
only able to optimised the weights of fixed-topology neural networks, we have in-
corporated in the simulator the mechanisms for evolving neural topologies. We
have extended existing neural structures and implemented NEAT and odNEAT’s
genetic encoding. Third, we implemented both NEAT and odNEAT neuroevolution
algorithms through a customised efficient version build on top of both the Encog
Machine Learning Framework6, and the NEAT4J framework7.
We have also contributed, in parallel with the responsible for the simulator, to
the implementation of solid objects with parametrisable dimensions. These objects
can be used to represent a multitude of items such as the arena walls or distinct types
of obstacles. Both functionalities are illustrated in Fig. A.1(b), Appendix. A.2. The
aggregation experiments, as described in this chapter, were built on top of already
existing experiments.
3.5 Summary
In this chapter, we have introduced a novel approach called odNEAT, a com-
pletely distributed evolutionary algorithm for collective online learning in groups
and swarms of embodied agents. We demonstrated odNEAT through a series of
simulation-based experiments in which a group of e-puck-like robots evolved aggre-
gation behaviours.
6Encog Machine Learning Framework homepage: http://www.heatonresearch.com/encog.
7NEAT4J homepage: http://www.neat4j.sourceforge.net.
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A number of points are worth mentioning about the experimental results. First,
due to the asynchronous and distributed character of odNEAT, robots displayed
different strategies for aggregating. Second, the behaviours evolved, static and dy-
namic clusters, as well as individual search strategies for exploring the environment,
were observed simultaneously in the same group of robots. In spite of such be-
havioural diversity, robots manage to collaborate effectively towards the common
goal.
Third, the comparison between rtNEAT and odNEAT suggest that, in spite of
being a distributed EA, odNEAT provides results comparable to the standard cen-
tralised rtNEAT. The scalability experiments revealed that, for group sizes from
5 to 15 robots, odNEAT scales well considering the time required to achieve sus-
tainable behaviours. For larger groups, odNEAT maintains the performance levels.
Finally, ablation studies show that each of the algorithmic components provides
a contribution to the performance of odNEAT, accelerating evolution and keeping
the evolutionary process from cycling around in one neighbourhood of the solution
space.
Chapter 4
Online Evolution of Plastic Neural
Networks
In this chapter, we synthesise behavioural control for autonomous robots based
on online evolutionary computation and online learning. We combine evolution
of weights and network topology (odNEAT) with neuromodulation [112], and both
processes are performed online. The combination of evolution and neuromodulated
learning allows the evolutionary process to explore two distinct kinds of plasticity1:
structural plasticity is the generation of new connections and neurons, which in turn
redefines the network topology; synaptic plasticity changes the strength of existing
connections in a given topology.
We demonstrate our method through a series of simulation-based experiments
in which a group of e-puck-like robots must perform a dynamic concurrent foraging
task. In this task, scattered food items periodically change their nutritive value
or become poisonous. Our results show that when neuromodulated learning is em-
ployed, neural controllers that adapt well to task-requirements are synthesised faster
than by evolution alone. In fact, neuromodulated learning accelerates evolution both
when task-requirements change rapidly and when they remain stable for a long time.
An analysis of the evolved networks shows that they are characterised by specialised
modulatory neurons that exclusively regulate online learning in the output neurons.
4.1 Motivation
Online evolution is a form of online adaptation that acts at genotype level. Con-
trollers produced are static as they do not change their parameters while they are
controlling the robot. Whereas evolution produces phylogenetic adaptation, online
learning operates on a much shorter time-scale. Online learning acts at phenotypic
level and gives each individual controller the capacity to self-adjust during task-
1These terms are in accordance with those defined in [88].
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execution. Several studies indicate that learning can accelerate the evolution of
good solutions, a phenomenon known as the Baldwin effect [53].
Agents controlled by ANNs can learn from experience by dynamically changing
their internal synaptic strengths. This mechanism is inspired by how organisms
in nature adapt to cope with dynamic and unstructured environments as a result
of synaptic plasticity [91]. In biological organisms, neuromodulation is a form of
synaptic modification involving modulatory neurons that diffuse chemicals at tar-
get synapses. Modulation has been suggested as essential for stabilising classical
Hebbian plasticity and memory [5].
4.2 Artificial Evolution of Neuromodulated Plas-
ticity
Synaptic plasticity is considered a fundamental mechanism behind memory and
learning in biological organisms [66]. In ANNs, the modification of internal synaptic
connection strengths can be performed according to a generalised Hebbian plasticity
rule [91]. Synaptic weights are updated based on pre- and post-synaptic neuron
activities as follows:
∆w = η · [Axy +Bx+ Cy +D] (4.1)
where η is the learning rate, x and y are the activation levels of the pre-synaptic and
post-synaptic neurons. w is the connection weight and A −D are respectively the
correlation term, pre-synaptic term, post-synaptic term, and constant weight decay
or increase. By tuning these parameters, it is possible to evolve distinct forms of
synaptic plasticity. ANN controllers can thus implement learning and memory by
means of recurrent connections, plastic Hebbian connections, or a combination of
the two.
The adaptation capabilities of fixed-topology plastic Hebbian ANNs were demon-
strated in [125]. In a light-switching task, a mobile robot Khepera had to turn on
a light switch and then navigate towards a gray area at the opposite end of the
environment. The evolved plastic Hebbian controllers managed to solve the task
much faster than fixed-weight networks. The plastic controllers also exhibited a
larger variety of successful behaviours and robustness to environmental changes.
With a similar setup, it was shown that dynamic environments promote the ge-
netic expression of plastic connections over static ones [37]. Plastic ANNs have also
been successfully used in a variation of the classic foraging task denominated as the
dangerous foraging domain [116].
Although the use of plastic ANNs can increase performance, recent studies indi-
cate that in more complex tasks, both plastic and fixed-weight ANNs have limited
learning capabilities [91, 112, 116]. In this context, controlling synaptic plasticity
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through neuromodulation was presented as a more powerful and biologically plau-
sible approach [66]. In a neuromodulated network, specialised modulatory neurons
control the amount of activity-dependent plasticity between pairs of standard con-
trol neurons. Therefore, control of plasticity is separated from the signal processing.
This process is illustrated in Fig. 4.1.
Figure 4.1: Neuromodulated plasticity. A modulatory neuron, Mod 0, transmits
a modulatory signal to Std 3. Modulation affects the learning rate for synaptic
plasticity of weights w1,3 and w2,3. The weights are part of the incoming connections
for the standard control neuron being modulated.
Neuromodulation has been successfully applied to various domains. In [112], the
authors presented results corroborating the favourable effects of neuromodulation
when evolving adaptive ANNs for navigation and reward-collection in both single
and double T-maze. The experiments conducted demonstrated that, in some situ-
ations, the use of neuromodulation enables the evolution of high-performing neural
controllers, whereas plain Hebbian plasticity does not. This result is similar to those
presented, for instance, in [68, 109]. In [113], it was shown that neuromodulation
allows the evolution of behaviours with a complex reinforcement learning dynamic.
In a simulated foraging experiment, a simulated bee had to collect nectar on a field
with two types of flowers. With the amount of nectar associated to each of the flow-
ers changed stochastically, the bee evolved a value-based learning strategy which was
found to perform efficiently in environments not seen during evolution. In [111], re-
sults obtained suggest that neuromodulation does not only allow for better learning,
but also reduces the computation time in decision processes.
The main advantage of adding neuromodulation is that ANNs become capable of
changing the degree of synaptic plasticity on specific neurons at specific times, i.e.,
deciding when learning should start and stop. In addition to its standard activation








wji · oj (4.3)
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where wji is the connection weight between pre- and post-synaptic neurons j and i.
oj is the output of a pre-synaptic neuron j. The weight between neurons j and i,
with j ∈ Std, undergoes synaptic modification as follows:
∆wji = tanh(mi/2) · η · [Aojoi +Boj + Coi +D] (4.4)
4.2.1 Considerations on the Combination of Evolution and
Learning
The current practice when combining evolution and individual learning mechanisms
such as Hebbian plasticity or neuromodulation is to conduct evolution oﬄine and
learning online. Evolution is performed in a discrete and centralised manner. An
external component creates an initial population and is responsible for selecting,
mutating, and replacing individuals. The evaluation process is based on repeated
trials of experiments. For instance, in the T-maze experiments [112], an agent had
to navigate through the maze, collect one reward, and eventually return home. After
that, a new trial started and the agent was tested for the ability to perform the same
type of action.
In the dangerous foraging domain [116], each trial contained only a specific type
of food, either nutritious or poisonous. The ANN-controlled agent was evaluated by
its ability to consume nutritious items, and stop consuming after trying a poisonous
item. The robot does not have to explore nor to survive. One intuitive strategy
would be to consume one poisonous item and then simply stop moving until the
end of the trial. In a continuous evolutionary process, this kind of strategies is con-
demned to fail. In our version of the task, if a robot stops foraging after consuming
a poisonous item, it will inevitably die. This way, online evolution presents a higher
degree of difficulty as robots are evaluated continuously by their ability to perform
the task.
4.3 Experimental Setup
This section describes the evaluation domain of our method, the robot model and
the ANN’s initial topology, and the common parameters across all experiments.
4.3.1 The Concurrent Foraging Domain
The food foraging environment is a classical scenario to test adaptation and learning.
The concurrent foraging task used in this study, a variation of the classical foraging,
is performed in an environment with different types of items that can be consumed.
The environment is a square 3 x 3 meter arena surrounded by blue walls. Each
robot loses energy at a constant rate of 0.1 units/sec and therefore must learn to
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explore efficiently. The virtual energy level is limited to the range [0,100] energy
units. This way, each robot is capable of surviving for approximately 17 minutes
without consuming (nutritious) food.
There are two types of items, red items and pink items. Items of the same colour
always have the same nutritive value, but at regular time intervals, the nutritious
food items become poisonous or less nutritive and vice-versa. Robots able to sense
the colour of nearby items but cannot determine the nutritive value of an item
without consuming it. When an item is consumed, a new item of the same type is
placed randomly in the arena. This way, the task remains dynamic while the sum
of the energy value of the food items in the environment is kept constant.
In our experimental setup, the nutritive value of the different types of food
changes periodically. Periods are composed of four phases of equal duration. At the
beginning of each phase, the energy value of the different types of food items is set
as listed in Table 4.1.
Phase 1 Phase 2 Phase 3 Phase 4
Red item 5 8 -3 3
Pink item 3 -3 8 5
Table 4.1: The energy value of red and pink food items during the four phases.
Values listed are in energy units.
Considering the classification scheme of fitness functions provided in Sect. 2.1.2,
the fitness function we use in the concurrent foraging task follows a behavioural-
implicit-internal approach. The fitness score is calculated based on each robot’s
food consumption actions, i.e., the behavioural outcome of the controller. The
information regarding the fitness variables is available to the robot (internal dimen-
sion), and is only based on one component, the energy value of food items consumed
through time (implicit dimension).
To assess how robots adapt through time and what is the impact of neuromod-
ulated learning on the task-performance, we applied odNEAT with and without
neuromodulation. For each configuration, we performed three sets of evolutionary
experiments characterised by distinct phase durations pd: (i) pd = 9 min, (ii) pd =
90 min, and (iii) pd = 900 min.
The motivation for the concurrent foraging task is twofold: (i) since robots
lose energy at a constant rate, they are required to evolve effective exploration
behaviours, (ii) when the nutritive values of the two types of food items change, the
robots must be able to change their food gathering policy in order to survive.
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4.3.2 Robot Model and Behavioural Control
Once again, as in the aggregation task (see Sect. 3.2.2), we use JBotEvolver to
perform our simulated experiments. The simulated robots are modelled after the
e-puck, a small (75 mm in diameter) differential drive robot capable of moving at
speeds of up to 13 cm/s [84]. We have equipped each robot with an omni-directional
camera similar to the one employed by the s-bot robots [124]. The image recorded is
processed to calculate the distance, the red colour component, and the blue colour
component of the closest object in each of the eight 45◦ sectors. The camera has
a range of 50 cm and is subject to noise (simulated by adding a random Gaussian
component within ± 5% of each of the three components’ saturation value).
Besides the camera, each robot has an internal energy level, comfort, and dis-
comfort sensors. The energy sensor allows a robot to perceive its virtual energy
level. The comfort and discomfort sensors indicate if the robot has consumed a
poisonous or a nutritious food item, respectively. Note that the two sensors do not
indicate how nutritious or poisonous a consumed food item is. That information is
indirectly reflected by a new energy sensor reading, and the robot has to learn how
to adapt its behaviour accordingly.
Each of the robots is controlled by an ANN synthesised by odNEAT. Every
100 ms, each robot executes a control cycle, in which the normalised sensor readings
are fed to the ANN as inputs, and the ANN outputs are used to control the robot’s
actuators, the wheels and the gripper. The ANN’s connection weights ∈ [−10, 10].
The input layer consists of 27 neurons: (i) three for each 45◦ sector, measuring the
red and blue colour components, and distance of the closest object, (ii) one neuron
for each of the virtual sensors (energy, discomfort, and comfort). The output layer
contains three neurons, one for each wheel of the robot, and one for the gripper.
The gripper enable a robot to consume the closest food item within a range of 2 cm
(if any).
4.3.3 Experimental Parameters
When the energy level reaches zero, a new controller is generated and assigned
maximum energy (100 units). In the generation of the new controller, two parents
are selected from the local repository. Crossover and mutation are performed with
probabilities 0.25 and 0.4, respectively. During mutation, the probability of adding
a new neuron is 0.1 while a new connection is added with probability 0.05. Each
connection weight is perturbed with probability 0.02 and a maximum magnitude of
2.5. Active chromosomes can be communicated up to a range of 1 meter and the
local repository is capable of storing 30 chromosomes. Performance was found to be
robust to moderate changes in these parameters.
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In order to encode neuromodulated plasticity, odNEAT’s genetic encoding was
augmented with a new modulatory neuron type. Each time a new neuron is added
through structural mutation, it is randomly assigned either a standard or modu-
latory role. We augmented the genetic encoding with the learning parameters in
Eq. 4.4. The five parameters are separately encoded and evolved in the range [-1,1]
for A-D, and [-100,100] for η. It is important to note that there is no Lamarckian
inheritance. Modifications in connection weights that occur as a result of neuro-
modulated learning are not passed on to offspring nor are part of the broadcasted
chromosomes.
4.4 Results and Discussion
Two main experimental setups were conducted: (i) single robot setup, and (ii) mul-
tirobot setup. In the single robot setup, we evaluate the effects of neuromodulated
learning when task-requirements change at different time-scales. We also analyse
the structural role of neuromodulation, i.e., how modulatory neurons are integrated
in the ANN topology. In the multirobot setup, we apply with odNEAT with neuro-
modulation to robot groups of different sizes. We evaluate the impact of the group
size on performance.
4.4.1 Effects of Neuromodulated Learning
To assess the impact of neuromodulated learning on the robots’ task-performance,
we performed three sets of evolutionary experiments characterised by distinct phase
durations pd: (i) pd = 9 min, (ii) pd = 90 min, and (iii) pd = 900 min. In order
to avoid competition for food resources and interferences caused by the behaviour
of other robots, only one robot was present in the environment in the first set of
experiments. For each configuration, we placed five food items of each type and
performed 30 independent runs. We consider those controllers stable that manage
to survive at least 25 times the minimum survival time, i.e., approximately 7 hours
of simulated time.
In Fig. 4.2, Fig. 4.3, and Fig. 4.4, we show the distribution of evaluations for
experiments performed with and without neuromodulation and distinct phase du-
rations. A summary of the experimental results obtained is listed in Table 4.2. The
average number of evaluations, i.e., the number of controllers tested by the robot
to produce stable solutions, is illustrated in Fig. 4.5. odNEAT combined with neu-
romodulation required between 23.3% and 28.2% fewer evaluations than odNEAT
without neuromodulation. For pd = 9 min and pd = 90 min, differences in the
number of evaluations are not statistically significant (ρ >= 0.05 for both cases,
Mann-Whitney test). For pd = 900 min, the differences are statistically significant
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Experimental setup with odNEAT
Phase dur. Evals. Max Age (mins) Gathered Energy (e.u.)
9 mins 39.02 3404.98 ± 1668.31 343.43 ± 35.38
90 mins 49.28 2886.88 ± 1399.20 3491.03 ± 334.49
900 mins 40.40 3041.81 ± 1446.78 42526.94 ± 6897.61
Experimental setup with neuromodulated odNEAT
Phase dur. Evals. Max Age (mins) Gathered Energy (e.u.)
9 min 29.52 3351.12 ± 1358.34 354.39 ± 46.19
90 min 37.79 2799.34 ± 1650.21 3530.82 ± 336.66
900 min 28.99 3074.33 ± 1283.85 45199.64 ± 6680.48
Table 4.2: Summary of the results obtained for each of the three phase durations
tested. The table lists the average number of evaluations required before stable
solutions are evolved, and the average maximum age and gathered energy per period





























Phase duration = 9 mins
odNEAT vs odNEAT + NM
Phase duration = 9 mins
Figure 4.2: Distribution of evaluations for odNEAT with and without neuromodu-
lation (NM). pd = 9m. odNEAT: Mean: 39.02, Interquartile range: 38.50, First
quartile: 10.00, Third quartile: 48.50, Quartile deviation: 19.25, Mean absolute
deviation: 31.40. odNEAT + NM: Mean: 29.52, Interquartile range: 31.50, First
quartile: 10.00, Third quartile: 41.50, Quartile deviation: 15.75, Mean absolute
deviation: 20.05.




























Phase duration = 90 mins
odNEAT vs odNEAT + NM
Phase duration = 90 mins
Figure 4.3: Distribution of evaluations for odNEAT with and without neuromodu-
lation (NM). pd = 90m. odNEAT: Mean: 49.28, Interquartile range: 47.00, First
quartile: 16.75, Third quartile: 63.75, Quartile deviation: 23.50, Mean absolute de-
viation: 34.51. odNEAT + NM: Mean: 37.79, Interquartile range: 40.50, First



















Phase duration = 900 mins
odNEAT vs odNEAT + NM
Phase duration = 900 mins
Figure 4.4: Distribution of evaluations for odNEAT with and without neuromodu-
lation (NM). pd = 900m. odNEAT: Mean: 40.40, Interquartile range: 33.50, First
quartile: 20.75, Third quartile: 54.25, Quartile deviation: 16.75, Mean absolute de-
viation: 20.64. odNEAT + NM: Mean: 28.99, Interquartile range: 33.25, First
quartile: 11.75, Third quartile: 45.00, Quartile deviation: 16.63, Mean absolute
deviation: 17.53.
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(ρ < 0.01, Mann-Whitney test). These results suggest that, as the task-requirements
become more stable, so does the performance of odNEAT with neuromodulation.
odNEAT alone failed to achieve stability in two evolutionary runs, one for pd = 9
min and one for pd = 90 min. In these runs, the longest surviving controllers were
executing when the experiment as terminated after 100 hours of simulated time. At
that point, the respective controllers had survived for 4.04 hours and 6.69 hours.
In terms of gathered energy per period, the performance of the solutions is simi-
lar. Controllers with neuromodulation perform slightly better than solutions with-
out neuromodulation. The most intriguing aspect is the fact all evolved solutions,
whether modulated or not, present a similar performance. Evolution alone is thus



























Average evaluations for distinct phase durations
odNEAT+NM
odNEAT
Figure 4.5: The average evaluations that each evolutionary method requires in order
to produce stable controllers, within distinct phase durations. On average, odNEAT
combined with neuromodulation required between 23.3% and 28.2% fewer evalua-
tions than odNEAT without neuromodulation.
Neuromodulation allows a significant reduction in adaptation time, which is espe-
cially important when adaptation takes place completely online. The results suggest
an interplay between online evolution and learning. The idea that learning helps
evolution by reducing the adaptation time is not new. There is much evidence that:
(i) both processes are integral to the success of evolution in both biological and
artificial systems [81, 93], and (ii) that learning can accelerate the evolution of good
solutions [53]. As for what neuromodulation concerns, our results further prove that
the additional complexity required to include modulatory neurons, and the corre-
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sponding increase in the search space, is compensated for by the learning ability and
dynamics of modulated networks.
Depending on the experimental setup, the most stable controller of each run
operated from approximately 47 hours to 57 hours of simulated time before the
experiment was terminated. Figure 4.6 exemplifies the adaptation process that
produces stable controllers for the two best runs of odNEAT with neuromodulation
and pd = 9 mins. Stable solutions are produced in less than 6 hours and operate until
the end of the experiment (100 hours). These results indicate that the evolutionary
process is capable of evolving controllers well adapted to the periodic changes in the
nutritive value of the food items.
Analysis of the experimental data indicates there is no predominant strategy for
food consumption. The foraging behaviours of the two mentioned above controllers
are examples of the most common strategies. While the controller synthesised in
run 10 is greedy and consumes more food items (including poisonous), the other
controller exhibits the opposite strategy and consumes less food items. In Table 4.3,
we illustrate the performance of both controllers in terms of average consumed food




















Best runs of odNEAT + NM
odNEAT + NM run 10
odNEAT + NM run 11
Figure 4.6: The best two runs for odNEAT with neuromodulation in the setup pd =
9 mins. In both cases, stable controllers are produced in approximately 350 mins,
an equivalent to 5.83 hours, and operate until the end of the respective experiment
(6000 mins, 100 hours).
ANNs evolved with and without neuromodulation have a similar topological com-
plexity. The initial topology of stable solutions was augmented with a comparative
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Run Value = 8 Value = 5 Value = 3 Value = -3 Necessary Consumed
10 86.09 81.82 80.69 37.12 228 1228.53
11 17.38 13.79 14.49 7.25 228 229.71
Table 4.3: Performance of the two controllers synthesised faster by odNEAT with
neuromodulation for pd = 9 mins. The table lists the average number of items
consumed for different energy values. Poisonous items (energy value = -3) are always
consumed in lower quantities. The table also lists the minimum energy amount
necessary for surviving during each period, and the energy amount consumed by
each robot.
Evol. Method Phase Dur. Connections added Neurons added
odNEAT 9 mins 26.43 ± 12.30 9.47 ± 3.95
odNEAT 90 mins 30.26 ± 17.32 10.41 ± 4.65
odNEAT 900 mins 25.17 ± 12.82 9.60 ± 4.31
odNEAT + NM 9 mins 22.89 ± 14.98 8.48 ± 4.83
odNEAT + NM 90 mins 29.32 ± 11.31 10.82 ± 3.91
odNEAT + NM 900 mins 28.91 ± 11.57 10.50 ± 3.57
Table 4.4: Summary of the number of neurons and connections added to the initial
network topology by each evolutionary method. NM stands for neuromodulation.
Results for each configuration are averages over 30 independent evolutionary runs.
number of connections and neurons (see Table 4.4). Topologies of similar complex-
ity are synthesised faster by odNEAT with neuromodulation. This result suggests
that when neuromodulation is used, odNEAT performs a more efficient exploita-
tion of a given network topology. In fixed-weight networks, fine-grain adjustment
of connection weights can only be achieved through mutation. Modulated networks
allow for a different expression of a given topology’s potential and are advantageous
even when task-requirements do not change for longs periods of (pd= 900 mins).
When modulatory neurons are present, solutions are synthesised after fewer con-
troller evaluations, probably due to the modification of internal dynamics by each
network.
4.4.2 Structural Role of Neuromodulation
The results presented above show that neuromodulated learning allows for faster
synthesis of stable controllers. In this section, we analyse the structural role of
neuromodulation on the most stable controllers of each independent run in order to
determine how it affects internal neural dynamics.
Table 4.5 shows the average complexity of each stable solution evolved with
neuromodulation. Approximately half of the neurons added through structural mu-
tation have a modulatory role. Modulatory actions are localised as each of these
neurons typically connects to only one or two other neurons. A common topological
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Phase Duration
9 mins 90 mins 900 mins
Neurons added 9.73 ± 4.88 11.97 ± 4.02 10.10 ± 5.07
Mod. Neurons 4.97 ± 2.92 6.07 ± 2.99 5.03 ± 3.36
Conns. added 23.93 ± 13.28 30.57 ± 10.58 25.67 ± 13.34
Mod. Conns. 6.37 ± 4.39 7.93 ± 4.34 6.97 ± 4.90
Table 4.5: Summary of the most stable controllers in each independent run. The
table lists the number of neurons and connections added to each network, and how
many of these have a modulatory role.
characteristic between evolved solutions is that the majority of modulatory connec-
tions have output neurons as targets. Both topological aspects, the low density of
connections per modulatory neuron and the fact that output neurons are the main
target of modulation, have also been verified in distinct tasks and experiments [110].
This topological aspect is the main difference between solutions evolved with and
without modulation, and what accounts for faster synthesis of sustainable ANNs.
Further analysis of neural topologies indicates that the evolutionary process leads
to the appearance of modulatory neurons that exclusively regulate output neurons.
We define these units as specialised modulatory neurons due to the fact they only
regulate the output actions. The percentage of specialised neurons from the total
of modulatory neurons added is listed in Table 4.6. Depending on the experimental
setup, 59% to 69% of the modulatory neurons inserted are specialised units. 6%
to 9% of the specialised neurons modulate at least two output neurons. This way,
specialised neurons are capable of simultaneous regulating, for instance, the output
neurons controlling the left wheel, the right wheel, and/or the gripper.
Phase Dur. Spec. Neurons (%) LW (%) RW (%) Gr (%)
9 mins 69 ± 20 34 34 38
90 mins 62 ± 24 40 32 35
900 mins 57 ± 26 50 30 29
Table 4.6: Summary of the specialised neurons (modulatory neurons that only mod-
ulate the output neurons) for the best solutions of each evolutionary run. The table
lists the percentage of modulatory neurons that are specialised in regulating the
output neurons, and the percentage of specialised neurons that regulate each of the
three outputs. LW and RW represent the left and right wheel, respectively. Gr
represents the gripper.
For pd = 9 and pd = 900 mins, differences in the number of specialised neurons
are marginally significant (ρ < 0.05, Mann-Whitney test). Analysis of experimental
data shows that there is a higher regulatory activity of outputs for the setups of pd
= 9 mins and pd = 90 mins, than for pd = 900 mins. In these scenarios, controllers
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experience more environmental changes during task-execution. Food gathering poli-
cies must be flexible and change whenever a nutritious item becomes less nutritive
or poisonous. With the increase of the duration of each phase, the task becomes less
dynamic and the percentage of specialised neurons decreases. Existing specialised
neurons increasingly focuses on movement (left and right wheels) and less on the
gripping and food consumption actions.
Figure 4.7: Evolved foraging behaviour for pd = 9 mins. Nutritious food items,
marked with ’N’, are consumed by moving closely around it hence the small circular
movements. Poisonous food items, marked with ’P’, are avoided by performing
wider circular trajectories.
In behavioural terms, foraging strategies evolved are quite distinct. Figure 4.7
shows one of the evolved behaviours by odNEAT with neuromodulation for pd = 9
mins. In the presented environmental stage, there are both poisonous and nutritious
food items. When a nutritious food item is detected, the robot moves closer to the
item and consumes it (small circular movements). When a poisonous food item is
detected, the robot moves in a wider circular trajectory and avoids the item.
4.4.3 Scalability Experiments
odNEAT in a completely distributed evolutionary algorithm for online adaptation
in groups of embodied agents such as robots. The EA is distributed across multiple
robots which have to solve the same task, either individually or collectively. In
odNEAT, each robot tries to evolve a solution to the same task, either individually or
collectively. Exploration of the search space is therefore performed in parallel [108].
In this section, we analyse the impact of group size on performance of odNEAT
with neuromodulation. We performed 30 independent evolutionary runs for groups
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of 1, 2, 5 and 8 robots. Experiments were conducted with ten food items of each
type. Phase durations were fixed at pd = 90 mins. Active chromosomes can be
communicated up to a range of 1 meter.
Group Size Average Evals. per Robot Max Age (mins)
1 61.76 ± 37.43 2452.32 ± 1316.86
2 18.01 ± 9.35 5175.95 ± 1055.22
5 29.01 ± 43.73 5305.34 ± 828.30
8 59.65 ± 44.39 4814.39 ± 1162.09
Table 4.7: Summary of the scalability experiments. Average evaluations required for
producing a stable controller, average and maximum age of each stable controller.



























Distribution of evaluations in the scalability experiments
Figure 4.8: Distribution of evaluations in the foraging task scalability experiments
for groups of 2, 5, and 8 robots. 2 robots: Mean: 18.01, Interquartile range: 18,
First quartile: 5, Third quartile: 23, Quartile deviation: 9, Mean absolute devi-
ation: 12.91. 5 robots: Mean: 29.01, Interquartile range: 23, First quartile: 5,
Third quartile: 28, Quartile deviation: 11.50, Mean absolute deviation: 27.88.
8 robots: Mean: 59.65, Interquartile range: 45, First quartile: 7, Third quartile: 52,
Quartile deviation: 22.50, Mean absolute deviation: 65.97.
In Fig. 4.8, we show the distribution of evaluation in the scalability experi-
ments. Table 4.7 shows the experimental results obtained with each group size.
For group sizes of 2 and 5 robots, the stable controllers were capable of surviv-
ing for 86.27 and 88.42 hours, respectively. Within the 8 robots group, this time
slightly decreased to 80.24 hours. For groups of two robots, performance increased
significantly (ρ < 0.001, Mann-Whitney test) as the EA requires approximately
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70.84% fewer evaluations to generate stable solutions. For groups of five robots,
performance also increased significantly when compared to the single robot setup
(ρ < 0.01, Mann-Whitney test). In this configuration, odNEAT with neuromodula-
tion required approximately 53% fewer evaluations to evolve controllers well adapted
to task changes. From the set of 30 runs, one required an average of 238.67 evalu-
ations to evolve solutions well adapted to environmental changes. In fact, this run
is the responsible for the high standard deviation in terms of average number of
evaluations per robot. Without this run, performance levels would be similar to the
setup with a group of size 2.
Figure 4.9 exemplifies the adaptation process for a group of five robots during an
experiment. In that experiment, before approximately 2000 minutes, an equivalent
to 33.33 hours, all robots had generated stable controllers. After that, the controllers
were able to survive until the end of the experiment. These results indicate that,
even with task-requirements changing periodically, robots are able to adapt and























Figure 4.9: Adaptation process in a group of 5 robots. At the 2000th minute, all
robots have a stable controller that operates until the end of the experiment (6000
mins).
For groups of eight robots, evolution of stable controllers takes approximately
the same number of evaluations than with only one robot. The set of runs is char-
acterised by two runs that require, on average, respectively 163.875 and 156.82 eval-
uations to generate sustainable solutions. Excluding these runs from the results,
stable controllers would be evolved, on average, every 58.05 ± 37.03 evaluations.
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Group Size Added Connections Added Neurons
1 28.03 ± 22.92 9.37 ± 6.54
2 12.00 ± 9.96 4.92 ± 3.33
5 6.25 ± 2.47 3.57 ± 0.64
8 18.12 ± 12.76 7.30 ± 3.97
Table 4.8: Summary of the connections and neurons added to the initial topology
of each stable controller for different group sizes. Results are averages over 30
independent evolutionary runs.
Considering a group of eight robots, it is important to note that the task difficulty
increases significantly: for half the time, there are only ten nutritious food items to
support the survival of the group. Solutions capable of coping with the setup com-
plexity are intuitively harder to evolve, hence the number of evaluations required
per robot.
One interesting aspect is that for group sizes of up to five robots, there is a
continuous decrease in the complexity added to the initial topology. These results
are listed in Table 4.8. The reason for the speed-up of evaluations required and
less complex networks for groups of up to five robots is that each robot attempts
to generate its own solution. When the setup includes only one robot, this one
has to rely on its own gene pool to find a solution for the task. On the other
hand, the presence of other robots in the environment makes odNEAT a parallel and
distributed EA, similar to an island model [121], where good solutions are more likely
broadcasted to other robots, therefore contributing to the iterative improvement of
the entire group, as described in Sect. 3.1.
Tracking the exchange of genetic material
In order to determine to what extent is a robot affected by the gene pool of others, we
kept track of the origin of the information in each repository. Similar solutions refer
to the final, stable chromosomes that have at least 90% of their alleles in common.
A summary of the results is listed in Table 4.9. Fig. 4.10 shows a distribution of the
percentage of similar solutions for group sizes of 5 and 8 robots.
Group Size
2 5 8
Chromosomes Received (%) 28.01 68.18 84.50
Chromosomes Generated (%) 71.99 31.82 15.50
Similar Stable Solutions (%) 53.33 54.00 20.69
Table 4.9: Summary of the genetic information in each robot’s repository. The table
lists the percentage of chromosomes received and generated, from those stored in
the repository, and the percentage of similar stable controllers for different groups
sizes. Results are averages over 30 independent runs.






















Distribution of similar solutions
Figure 4.10: Distribution of similar solutions for group sizes of 5 and 8 robots (%).
5 robots: Mean: 54.00, Lowest value: 10.00, Highest value: 100.00, Interquartile
range: 40.00, First quartile: 30.00, Third quartile: 70.00, Quartile deviation: 20.00,
Mean absolute deviation: 24.67. 8 robots: Mean: 20.69, Lowest value: 3.57,
Highest value: 75.00, Interquartile range: 19.64, First quartile: 8.93, Third quar-
tile: 28.57, Quartile deviation: 9.82, Mean absolute deviation: 12.38.
In Fig. 4.11, we show the distribution of chromosomes received from other robots
and stored in the repository, for group sizes of 2, 5, and 8 robots. With the increase
of group size, the percentage of chromosomes received from other robots and stored
in the repository also increases. For groups of 5 and 8 robots, the majority of the
chromosomes in each repository was received from other robots (68.18% and 84.50%,
respectively).
For groups of 2 and 5 robots most of the genetic material stored is foreign to
the robot, approximately 50% of the final controllers share 90% of their alleles, i.e.,
they are similar. With 8 robots, the percentage of similar solutions decreases to
approximately 20.69%. For distinct groups sizes, there is a strong link between
solutions exchanged among robots. Solutions propagated are frequently used by the
evolutionary process embodied in the receiving robot. The results suggest that local
genetic competition is an important part of the odNEAT’s evolutionary dynamics.
In Fig. 4.12, we illustrate the genetic origin of each produced controller in a two
robot evolutionary run.
Even stable solutions considered dissimilar, i.e., that share less than 90% of their
alleles, have a relatively high percentage of genetic material in common. The distri-
bution of these values is shown in Fig. 4.13 and a summary is listed in Table 4.10.
For distinct group sizes (2, 5, and 8 robots), the average percentage of matching



























Distribution of chromosomes received
Figure 4.11: Distribution of chromosomes received from other robots and stored in
the repository, for group sizes of 2, 5, and 8 robots, when a robot generates the
final, stable chromosome. 2 robots: Mean: 28.01, Lowest value: 0.00, Highest
value: 75.00, Interquartile range: 25.68, First quartile: 14.64, Third quartile: 40.32,
Quartile deviation: 12.84, Mean absolute deviation: 13.66. 5 robots: Mean: 68.18,
Lowest value: 0.00, Highest value: 93.55, Interquartile range: 17.42, First quar-
tile: 60.00, Third quartile: 77.42, Quartile deviation: 8.71, Mean absolute devia-
tion: 10.77. 8 robots: Mean: 84.50, Lowest value: 50.00, Highest value: 96.77,
Interquartile range: 9.68, First quartile: 80.65, Third quartile: 90.32, Quartile devi-
ation: 4.84, Mean absolute deviation: 5.62.
Dissimilar Group Size
Solutions 2 5 8
Matching Genes (%) 67.81 76.38 56.22
Distinct Genes (%) 32.19 23.62 43.78
Weight Difference 0.66 0.70 0.70
Table 4.10: Summary of the genetic information regarding dissimilar stable con-
trollers, i.e., that share less than 90% of their genetic material. The table lists the
percentage of matching and distinct genes, and the weight difference in matching
connections. Results are averages over 30 independent runs.
genes is 67.81%, 76.38% and 56.22%, respectively. The weights of matching con-
nections are not very different between dissimilar controllers. The average weight
difference between matching connections is approximately 0.70, with each weight
w ∈ [−10, 10].






































Figure 4.12: Tracking the genetic origin of each produced controller in a two robot
evolutionary run. (a) Genetic family tree of robot with ID = 0, and (b) genetic
family tree of robot with ID = 1. Controllers are assigned an ID robot.id, where
robot represents the robot’s identifier, 0 or 1 because there are only two robots, and
id is the number of the controller produced, counting from zero. For instance, an
ID 1.10 represents the tenth controller generated by robot 1. The final controller of
each robot is marked with a red incoming connection.




















Distribution of matching genes
Figure 4.13: Distribution of matching genes in dissimilar solutions for group sizes of
2, 5, and 8 robots. 2 robots: Mean: 67.81, Lowest value: 37.50, Highest value: 87.10,
Interquartile range: 29.21, First quartile: 53.91, Third quartile: 83.12, Quartile de-
viation: 14.61, Mean absolute deviation: 13.07. 5 robots: Mean: 76.38, Lowest
value: 64.76, Highest value: 86.73, Interquartile range: 4.93, First quartile: 73.04,
Third quartile: 77.98, Quartile deviation: 2.47, Mean absolute deviation: 3.86. 8
robots: Mean: 56.22, Lowest value: 33.62, Highest value: 82.65, Range: 49.03, In-
terquartile range: 19.24, First quartile: 45.03, Third quartile: 64.28, Quartile devia-
tion: 9.62, Mean absolute deviation: 9.47.
4.5 Contributions to JBotEvolver
In order to conduct the experiments described in this chapter, we have extended
JBotEvolver in three ways, summarised below.
• Implementation of the concurrent foraging domain, as described in Sect. 4.3.1.
• Implementation of the omnidirectional camera, as described in Sect. 4.3.2.
• Extension of odNEAT’s genetic encoding to incorporate neuromodulated learn-
ing.
4.6 Summary
In this chapter, we have introduced a novel approach to the online synthesis of
behavioural control for groups and swarms of autonomous robots. We combined
odNEAT and neuromodulated learning. While odNEAT evolves online both the
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weights and the topology of neural controllers, neuromodulation allows each indi-
vidual controller to actively modify its internal dynamics. We demonstrated our
method through a series of simulation-based experiments in which a group of e-
puck-like robots had to survive a dynamic concurrent foraging task. When neu-
romodulation is present, the interplay between evolution and learning allows for a
faster synthesis of solutions well adapted to task-requirements. Our results further
show that the additional complexity required to include modulatory neurons in neu-
ral topologies, and the corresponding increase in the search space, is compensated
for by the learning ability and dynamics of modulated networks. We have shown
that neuromodulated learning accelerates evolution both when task-requirements
change rapidly and when they remain stable for a long time.
Each modulatory neuron has a low density of modulatory connections as typi-
cally regulates one or two other neurons. Modulatory actions are mainly targeted
at output neurons. In fact, the evolutionary process leads to the emergence of
specialised modulatory neurons dedicated to exclusively regulating output neurons.
These topological aspects are the main different between solutions evolved with and
without modulation, and what accounts for the faster synthesis of sustainable con-
trollers. The scalability experiments revealed that, for group sizes of 2 and 5 robots,
odNEAT with neuromodulation scales well. Performance increases significantly in
respect to the number of evaluations required to evolve stable solutions. For larger
groups, of 8 robots, the complexity of the experimental setup increases drastically
and stable solutions are harder to evolve.
Chapter 5
Conclusions and Future Work
In this dissertation, we have presented and evaluated the Online Distributed Neu-
roEvolution of Augmenting Topologies (odNEAT) method for evolving neural net-
work topologies in embodied multi-agent systems. Afterwards, we have extended
odNEAT to incorporate neuromodulation, a biologically-inspired learning process.
This chapter summarises the contributions of the dissertation, and discuss directions
for future work.
5.1 Summary and Contributions
We have clearly accomplished the objectives defined in Sect. 1.2. We have developed
odNEAT, an advance in both evolutionary robotics and neuroevolution. odNEAT
is the first online, distributed, and decentralised version of NEAT, one of the most
promising neuroevolution algorithms in the literature. Not only is NEAT an efficient
method for evolving neural topologies, as it supports also continual innovation of
the elaborated solutions, leading to increasingly sophisticated strategies (see [114],
Chapter 4 and Chapter 5). This way, NEAT can evolve strategies and behaviours
that would be difficult to discover in any other way.
odNEAT retains NEAT’s most important features such as the genetic encoding,
tracking genes through historical markings, protecting innovation through specia-
tion, efficient recombination of neural topologies, and minimisation of dimensionality
through complexification. A important aspect of this study is that odNEAT pro-
duces results comparable to the standard rtNEAT algorithm, which makes odNEAT
an efficient method for online neuroevolution. In fact, this result is extremely sig-
nificant considering that odNEAT only has access to local information.
In the field of evolutionary robotics, odNEAT is the first demonstration of an
algorithm for online and onboard evolution in multirobot systems where both the
weights and the topology of the ANN controllers are under evolutionary control.
odNEAT has shown to scale well with respect to the group size (see, for instance,
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Sect. 3.3.3), which makes it an interesting platform for future studies in Collective
Robotics and Artificial Life.
By combining odNEAT through neuromodulation, we managed to increase per-
formance significantly. The main advantage of adding neuromodulation is that
evolved neural networks become capable of changing the degree of synaptic plas-
ticity on specific neurons at specific times, i.e., deciding when learning should start
and stop. The results obtained show that neuromodulated learning accelerates evo-
lution both when task-requirements change rapidly and when they remain stable for
a long time. odNEAT with neuromodulation synthesised neural networks with spe-
cialised modulatory neurons. The specialised neurons were dedicated to exclusively
regulating learning in the output neurons, thereby evolving new kinds of neural
networks and opening up new avenues of research.
An important feature of odNEAT is the independence of its components. First,
all operations are genetic and therefore make no assumptions about the phenotype.
In this way, odNEAT may eventually be generalised to any online domain such as:
(i) evolving visual art on the Internet, as in [104], (ii) browser-based distributed
evolutionary computation [82], or (iii) non-embodied agent-based models of evolu-
tionary algorithms [28]. Second, even the genetic encoding, which we discussed in
Sect. 2.4.3, is independent of the algorithm and can be improved or altered without
changing odNEAT’s dynamics.
5.2 Future Developments
In this section, we describe possible future developments for odNEAT. Besides the
implementation and validation of odNEAT on real robotic hardware, there is a
number of possibilities for progress and future work. The subsections presented
overview three main areas of future work, namely: (i) expanding odNEAT’s neural
model, (ii) using odNEAT with an indirect genetic encoding and modular phenotype-
genotype mapping, and (iii) adaptation of evolutionary parameters on-the-fly.
5.2.1 Expanding the Neural Model
Initial experiments in this dissertation evolved discrete-time neural networks, i.e.,
incoming activation is integrated into the receiving neuron all at one time in a
discrete time step. A network receives some input at time step ti and computes
the outputs for that time step. In Chapter 4, we have extended the neural model
to incorporate neuromodulation, a form of learning in which modulatory neurons
could actively adapt and modify the weights of neural connections during a robot’s
task-execution.
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Although the mentioned above extended neural model provides several advan-
tages, it is still based on discrete-time neural networks. In the future, the neural
model should be further enhanced in order to increase its functionality and, conse-
quently, the performance of odNEAT.
There are two main paths to expand the neural model, namely: (i) additional
learning processes can be integrated in the neural architecture in order to increase
its adaptability, and (ii) the neural activation function can be enhanced to func-
tion more like biological neurons and become explicitly capable of dealing with
time-variant phenomena. The remaining of this section is dedicated to these two
enhancements.
Additional Learning Processes
Learning processes such as Hebbian learning and neuromodulation, described in
Sect. 4.2, are among the most modelled processes for adaptation in the brain.
Nonetheless, there are other important learning mechanisms that change synap-
tic strength as a result of neural plasticity, and that could incorporate our model in
order to synthesise different types of information in the ANN.
These mechanisms are divided into categories. Associative learning is the
process by which an association between two stimuli or between a behaviour and
a stimulus is learned. An example of associative learning is the classical condi-
tioning, in which the behaviour of an organism is strengthened or weakened by its
consequences (e.g. reward or punishment).
Non-associative learning, on the other hand, involves learning that some
events are unrelated and irrelevant. For instance, in habituation, there is a progres-
sive diminution of behavioural response with repeated stimuli. Connections weaken
after prolonged low-level activation, regardless of how active the output neuron of
the connection is. Habituation is useful when one or more inputs are irrelevant to
the optimal behaviour. This way, a neurocontroller could learn, for instance, to
ignore the sound of a train passing by while performing a foraging task.
Another important type of non-associative learning is sensitisation. With sensi-
tisation, the progressive amplification of a response follows repeated administrations
of a given stimulus. Incoming connections to a neuron are strengthened due to high
activation over a different incoming connection. For example, if a robot keeps get-
ting hit, it may increase its sensitivity to all its inputs based on the assumption that
it is in a dangerous situation.
Continuous-Time Neural Activation
odNEAT uses discrete-time neural networks as a neural model, in which incoming
activation is integrated into the receiving neuron all at one time in a discrete time
Chapter 5. Conclusions and Future Work 80
step. Discrete-time neural networks are sufficient for a broad range of learning and
optimisation problems, but they do not allow different neurons to display differen-
tiated temporal responses. For example, while it may be advantageous for some
neurons to react immediately to incoming signals, the network might be able to
time its reactions more precisely if other neurons integrate incoming signals at a rel-
atively slower rate. Such a network could then potentially evolve intricate temporal
properties, such as complex oscillating patterns, without even the need for external
input or clocks.
A neural network model capable of dealing with time-variant phenomena ex-
plicitly is the Continuous-Time Recurrent Neural Network (CTRNN) [135]. The
neurons used in CTRNNs are called leaky integrator neurons. The term ’integrator’
describes the neurons’ ability to integrate incoming activation over time instead of
all at once. ’Leaky’ means that some amount of internal activation leaks out of the
neuron on each time step. The rate at which both incoming activation is integrated
and existing internal activation is leaked is controlled by a time constant τ . The
time constant allows different neurons to display different temporal properties. The
activity of a neuron is computed in the following way:













where an(t) is the activation of neuron n at time t, τn is the time constant specific to
neuron n. wi and xi are respectively the weights and input from other neurons. This
way, a given neural network can be extended with continuous time as a parameter.
5.2.2 Genetic Encoding and Genotype-Phenotype Mapping
The problems solved through evolutionary computation techniques are becoming
increasingly complex. As a result, it is becoming apparent that a direct mapping
from genotype to phenotype, wherein each unit of the phenotype is represented by
a single gene in the genotype, will no longer be effective. Problem domains such as
the evolution of complex neural networks for real-world tasks are likely to require
on the order of thousands or even millions of neurons and connections for a single
phenotype. However, if every gene in a genotype is mapped directly to a single unit
of phenotypic structure, a neuron or a connection as in odNEAT, the evolutionary
process will be forced to search through an intractable million-dimensional genotypic
space.
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Combining Indirect and Direct Encoding
In order to be tractable, the number of genes required to specify a phenotype must
be orders of magnitude less than the number of structural units composing that
phenotype. A powerful example is given by Nature.
Nature has shown such representational systems to be possible on
an enormous scale. Even with 100 trillion neural connections in the
human brain, there are only about 30 thousand active genes in the human
genome (2800 million amino acids).
Stanley and Miikkulainen, [119]
Nature’s representational efficiency is due to gene reuse. In an indirect encoding,
there are two primary forms of reuse. First, phenotypic structures can occur in
repeating patterns, where the same structural theme, perhaps with some variation,
appears over and over again. Each time a pattern repeats, the same gene group
can be used to encode it. The second form of reuse occurs when the same gene is
used to initiate different structures at different locations. For instance, as mentioned
in [119], fibroblast growth factors (FGFs), proteins and hormones involved in wound
healing and embryonic development, induce the appearance of both forelimbs and
hindlimbs, depending on the part of the body where the FGF is applied.
Indirect encoding methods such as HyperNEAT [117] are able to exploit problem
regularity by generating regular neural networks that produced regular behaviours.
In a recent study [14], it was shown that the performance of HyperNEAT, which
is biased towards regularity, decreases on problems that contain some irregularity.
As a result, the authors proposed to hybridise indirect and direct encodings. First
evolving with an indirect encoding and then switching to a direct encoding was
shown to outperform the standard HyperNEAT algorithm. The hybrid algorithm
outperformed HyperNEAT because it made subtle adjustments to regular patterns
in order to account for problem irregularities.
The success of the approach proposed suggests that indirect encodings may be
more effective not as stand-alone algorithms, but in combination with a refining
process that adjusts regular patterns in irregular ways to account for problem irreg-
ularities. A complexifying system such as odNEAT that starts with small, simple
genomes, given the capacity to represent and reuse parts efficiently, and to perform
fine-grain adjustments to regular patterns, may possibly be a very powerful way to
create complexity in order to solve extremely difficult real-world problems.
Modular Neural Networks
In robotic tasks where multiple interdependent control problems have to be solved
simultaneously, the performance of conventional neuroevolution techniques declines.
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Since these tasks require solving a number of control problems simultaneously, there
can be interference between parts of the evolving neural architecture. For instance,
in [25], it was shown a case of such interference where a neural network was evolved
to control a wheeled robot moving in a T-maze. In that experiment, the performance
of the robot depended on both the ability to navigate within the maze and the ability
to adapt its behaviour to the changing location of a reward token.
In order to bypass the interference resulting from learning different behaviours,
researchers have studied the manual decomposition of the control problem. The de-
composition involves subdividing the neural architectures into a predefined number
of modules based on a priori knowledge of the problem [42]. However, it is not always
obvious how control problems should be decomposed into tractable sub-problems,
especially if the global task is highly integrated [13].
In response to difficulties in manually decomposing the control problem, it has
thus been suggested to allow the evolutionary algorithm to automatically shape the
modularity of evolving networks. Based on the hypothesis that a modular genotype-
phenotype map (see, for instance, [127, 128]) may be largely responsible for the
evolvability of complex biological organisms [47], researchers have implemented a
genotype-phenotype mapping that translates modular genomes into modular neural
networks. In [24], results showed that adding a modular mapping to an indirect en-
coding scheme led to increased performance and improved robustness to detrimental
mutations.
A neuroevolution algorithm like odNEAT can also benefit from the advantages of
a modular mapping. One possible implementation would be to encode each reusable
module as a functionally independent odNEAT network from a set of input neurons
to a set of output neurons. An example of such a method is Modular NEAT [98],
that allows for simultaneous evolution and modularisation of network topologies.
Modular NEAT is based on NEAT and is also a discrete and centralised population-
based neuroevolution algorithm. Modular NEAT reuses arbitrarily complex neural
substructures, from a single connection to large sub-networks, in order to compose
the global neural topology. As the building blocks of Modular NEAT are complete
neural networks, they can be evolved using standard NEAT. This way, the same
principles of Modular NEAT could be extended and applied to odNEAT as a means
towards a modular, online, and decentralised efficient neuroevolution algorithm.
With a modular representation, each new learned behaviour and its parameters
could be represented as a single module in the ANN (such a behaviour could be,
for instance, to ’move L degrees towards left’). Each behaviour could be part of
a larger module and therefore compose a more complex action pattern. In this
modular framework, it would be extremely interesting to explore the ability to allow
geometric relations in the learned behaviours, thereby opening a new perspective
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on the online evolutionary synthesis of behavioural control for autonomous robots.
For instance, a robot could learn to ’follow a wall through left’ and automatically
be able to perform the same action through right.
5.2.3 Calibrating odNEAT
Setting the values of various parameters of an evolutionary algorithm is a critical
issue for good performance. In odNEAT, parameters such as the crossover probabil-
ity or mutation rate are fixed by the experimenter before the evolutionary process
starts. As in other evolutionary algorithms, ill conditioned strategy parameters de-
crease the success probabilities of the algorithm. Besides, what is considered to be a
suitable initial parameter setting may become inappropriate if the fitness landscape
changes during the optimisation process.
One way to calibrate odNEAT’s parameters would be to control them on-the-fly,
during the process of online evolution. A possible extension to odNEAT, which has
proven effective in distinct domains, is the CMA-ES [46], Covariance Matrix Adap-
tation Evolution Strategy, already described in Section 2.4. CMA-ES is typically
used in conjunction with fixed-topology neuroevolution algorithms. The evolution
strategy keeps track of correlations between changes in network weights and fit-
ness scores. Based on this information, CMA-ES updates the covariance matrix of
the weight mutation distribution so that it becomes more biased towards the most
promising directions of search.
Another very interesting idea is the self-adaptive parameter control. The idea
of ”evolution of evolution” can be used to implement the self-adaptation of pa-
rameters [29]. The evolutionary parameters to be adapted are encoded into the
chromosomes and undergo mutation and recombination. Better values of these en-
coded parameters will lead to better individuals. These individuals will more likely
survive and produce offspring, therefore propagating the good parameter values. A
self-adaptive variant of the CMA-ES, entitled CMSA-ES, has recently been proposed
in [8]. The CMSA-ES is based on a self-adaptive step size control of a number of
the CMA-ES parameters. Covariance matrix adaptation techniques are then based
on the covariance matrix computation of the differences of the best solutions and
the parental solution [70].
5.3 Summary
In this chapter, we have summarised the contributions of this dissertation and intro-
duced a number of future topics of research in respect to odNEAT. As part of future
work, the neural model can be extended to include more learning processes, and
to exhibit continuous-time dynamics. Extending odNEAT in order to incorporate
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also an indirect encoding may allow the algorithm to evolve large-scale neural net-
works, with perhaps thousands or millions of neurons and connections. A modular
representation of learned behaviours may be used, on one hand, to further enhance
odNEAT and, on the other hand, to explore interesting new paradigms regarding
online evolution of robot behaviours.
Appendix A
Simulation Platform
Artificial evolution of controllers is often done in simulation for practical reasons.
The process can be extremely time-consuming and conducting evolution in software
can be orders of magnitude faster than on real robots. Furthermore, experiments
performed in simulation do not encompass the risk of damaging hardware, which is
likely to happen with a robot learning online, and there is no need to recalibrate
neither sensors nor actuators.
In this work, we extend the current state of the art by designing new algorithms
for online evolution of robot behaviours and controllers. Therefore, and due to the
high-risk trial-and-error development aspects of this dissertation, we have chosen
to conduct experiments in simulation through a simulated online evolution. In this
appendix, we present our major requirements for choosing a simulation platform,
and then describe the main aspects of the selected simulator.
A.1 Major Requirements
In this section, we list and discuss the main requirements that we consider suitable
for a software simulator.
Functional requirements: One of the most important requirements for this
dissertation is the possibility of experimenting with distinct evolutionary setups
and approaches. Therefore, it should be (as easy as) possible to alter and extend
the experimental components such as robot features, arena layout, evolutionary
algorithm, neural network structure, and so on. It is also important that the online
evolutionary process can be visualised, i.e., we should be able to examine how the
robot moves and behaves in the environment in order to perform adjustments if
necessary.
Another important requirement, that is usually overlooked, is the random num-
ber generator. It is necessary to have control over the random generator in order
for a simulation run to be deterministic. In other words, given a set of simulations
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initialised with the same initial conditions, including identical random seeds, results
produced should always be the same.
Non-functional requirements: The simulator performance is important in the
sense that it is necessary to execute a large number of simulations in order to deter-
mine if the results are statistically significant or not. Due to performance require-
ments, it is important that the simulator can be easily executed on various platforms,
and able to run on clusters and grids. Since recently an open-source, Java-based,
framework for parallel computing1 composed of 40-cores (and easily extendible to
more) was assembled at LabMAg, we require that the simulator runs over Java 1.5+
in order to make use of this facility. Note that Java is now clearly competitive with
C++ in terms of performance and provides a better reliability/portability/openness
compromise from an applicative point of view. We consider necessary for the sim-
ulator to be free and open-source2, in order to endorse the spirit of open science,
and allow the possibility of replicating our studies and extending them to distinct
domains.
Physics requirements: We do not use environments with rough terrains or
holes. Therefore, our requirements for a simulator in terms of environment modelling
are limited to plain environments that may contain obstacles (as the arena walls).
Since the collisions are not the most relevant aspect in our study, our physics require-
ments are uncertain. We may need to handle robot/robot collisions or robot/wall
collisions. Nonetheless, if this feature is not available, extending the simulator with
collisions should, at least, be straightforward.
Overall, we need a flexible, high-performance Java simulator. The simulator
should provide an efficient GUI for visualising the performance of evolving con-
trollers, and should allow a fast customisation and experimentation with distinct
setups and evolutionary algorithms.
A.2 JBotEvolver
After carefully analysing existing simulators and neuroevolution frameworks, and
their features and capabilities, we have arrived at two possible options: Simbad3 and
JBotEvolver4. Both simulators comprise with the requirements mentioned above.
Simbad 3d is more complete in terms of available robot sensors (for instance, provides
robots with bumpers and sonars, which JBotEvolver does not have). Nonetheless,
1The parallel computing framework is a grid based on the JPPF framework, available at http:
//www.jppf.org.
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Simbad’s 3d visualisation and sensing through Java 3D5, has an extremely negative
cost on performance and slows down experiments substantially. JBotEvolver, on the
other hand, implements a 2d robot/robot collisions, which we consider necessary for
this dissertation, and 2D differential drive kinematics. Evaluations of controllers
can be distributed across multiple computers and different evolutionary runs can be
conducted in parallel, which complements the grid computing framework available
at LabMAg.
In this section, we provide a review of the main components of JBotEvolver. We
do not explore architectural details but instead provide high-level descriptions and
utilisation examples. Since the simulator, when this work was initiated, was based
on the traditional discrete and centralised evolutionary algorithm and an explicit
collective fitness, we will not describe these components, but instead focus on more
general aspects.
A.2.1 Simulation Environment
Settings regarding each simulation are defined in a configuration file that is loaded
when the simulator starts executing. There are default values for each aspect of the
simulation. These values can be overridden by those specified in the configuration file
so the user does not need to provide an exhaustive list of parameters. Experiments
can be performed with or without the graphical user interface (GUI). When this
functionality is enabled, it allows the user to see a two-dimensional representation
of the virtual environment in which the robots are performing, the robots themselves
and the exhibited behaviour. The execution of a simulation generates several files
containing information about the fitness scores of each evolutionary run, the best
generation so far and all previous generations. This way, it is possible, for instance,
to restart the evolution at a certain point or to visualise the behaviour of a past
generation. In Fig. A.1, we exemplify a JBotEvolver configuration file and the
control GUI.
The environment is the virtual place where the simulation takes place (see
Fig. A.1(b)). The environment to use and its parameters are specified in the config-
uration file. Different environments demand different levels of parametrisation but,
in a more exhaustive scenario the user can choose, among others, the number and
type of objects, their initial placement, etc. An environment is also characterised
by defining the rules to govern the interactions between itself and the robots (e.g.
the robot’s energy level increases at a recharge zone) and also on a robot-to-robot
basis. The environments may or may not be static: for instance, it is possible to
make the number, size and/or position of a given physical object vary in different
5Java 3D is a scene graph based 3D application programming interface (API) for the Java
platform that runs on top of either OpenGL or Direct3D.
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(a)
(b)
Figure A.1: Two JBotEvolver components: (a) a JBotEvolver configuration file,
which is loaded at the beginning of the simulation, and (b) the control GUI and
one robot operating in a virtual environment surrounded by walls and with a centre
obstacle.
Appendix A. Simulation Platform 89
trials or progressively as a trial goes on.
A.2.2 Robot Model
One of the main advantages of JBotEvolver is the high level of customisation possi-
ble. Each robot may possess a distinct number and type of sensors and actuators.
The sensors and actuators, the sensors range, vision angle and orientation, the robot
radius and other settings are defined in the configuration file.
The simulator implements two robot models, namely a model of the e-puck
robot [84], which we use in this dissertation, and a completely parametrisable robot
where the distance-related sensors are located in the centre of the chassis. In the
latter, the sensors’ orientation and placement is fully customisable. For instance,
it is possible to distribute sensors evenly at intervals of 45o on the robot chassis,
therefore providing each robot with omnidirectional sensing capabilities. In order
to make the differences between simulation and reality as small as possible, and to
compensate for both real sensors and actuators noisy nature, the two robot models
use a conservative form of noise to sensory reading and actuator outputs as proposed
in [61, 83].
The robot’s default actuators are two wheels that can be controlled independently
(hence the name ’differential drive’), and that allow a robot to move, steer and rotate.
The sensors available allows robots to perceive, among other things: (i) objects
nearby (other robots, walls, etc.), (ii) the direction they are facing through a compass
sensor, and (iii) their current energy level through an energy sensor. Each distance-
related sensor only registers objects within a certain distance, range, and angle with
respect to its orientation. If there are no objects with a sensor’s range and opening
angle, its reading is 0. Otherwise, the reading is based on distance to the closest





where range is the sensor’s detection range and distS is the distance between the
closest source s and the robot.

Abbreviations
ANN Artificial Neural Network





NEAT NeuroEvolution of Augmenting Topologies
odNEAT Online Distributed NeuroEvolution of Augmenting Topologies
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