We consider the asymptotics of the determinants of large discrete Schrö-dinger operators, i.e. "discrete Laplacian`diagonal":
Introduction and main results
This paper is concerned with a remarkable and little known result of M. Kac on the asymptotics of the determinant of the discrete Schrödinger operator
. . . 
By a result of Kac, Murdock and Szegő [2] , the following holds for the trace. As long as f is real valued and Riemann integrable, we have lim nÑ8
TrrϕpT n pf qqs n " 1 2π
for any continuous ϕpsq. This result says, roughly, that as n Ñ 8, the eigenvalues of T n paq distribute like the values of f pxq´2 cos t sampled at regularly spaced points in the rectangle 0 ď x ď 1, 0 ď t ď 2π. The formula (2) gives us some information about the determinant. Let is the geometric mean of f pxq´2 cos t.
In the early 1960's, Mejlbo and Schmidt [4] considered determinants of a broader class of matrices, of which (1) is a special case. Their result implies that, as long as f ą 2 and f P C 2`α pr0, 1sq for some α ą 0, then we have the more precise statement lim nÑ8 D n pf q Gpf q n " Epf q where Epf q is a constant defined in the following way. Let kV k pf ; 1qV´kpf ; 1q + Remarkably, Epf q depends on the value of f only at x " 0 and x " 1. In 1969 Kac [3] derived a beautiful and simple formula for Epf q for this case.
Theorem 1 (Kac, 1969) . Let f be twice differentiable on r0, 1s, with a bounded second derivative, and satsify f ą 2. Then,
In §2 we will repeat Kac's proof of this theorem, with a few details that Kac omitted. We will then show how his proof can be modified for the two theorems below.
Remark 1. Kac's paper [3] contains a typo in the formula for lim nÑ8 D n pf q Gpf q n . His formula (eqn (3.15) in [3] ) is missing the factor 1{2.
Remark 2. Kac's result can be viewed as a Szegö Strong Limit Theorem (SSLT) for the matrices in (1). In the past few decades, the SSLT has been extensively used to study the spectral theory of discrete Schrödinger operators. See, for example, the recent book of Simon [5] and the references therein.
Remark 3. Theorem 1 holds under the slightly weaker condition that f P C 1`α pr0, 1sq for some α ą 0. Kac's proof can easily be modified in this case, but it involves some tedious technicalities, which we omit. However, see Remark 8 after the proof of Theorem 1 for the outline of how to modify the proof for this case.
Our first extension of Theorem 1 has to do with shifting the indexing. Kac [3] noted that if one shifts the indexing by 1, one obtains a different formula for lim D n pf q{Gpf q n . We extend this to any shift.
Theorem 2. Let f be twice differentiable on some open interval I containing r0, 1s. Suppose f has a bounded second derivative and satisfies f ą 2. Let ε P R and define the matrices
Remark 4. When ε " 1, (4) reduces to (3) . As long as f p0q ‰ f p1q, the above limit can be made to converge to any positive number just by choosing the correct shift ε. Notice that the limiting statistical distribution of the eigenvalues of T n pf ; εq does not depend on ε. The result (2) holds for T n pf ; εq for any ε:
TrrϕpT n pf ; εqqs n " 1 2π
This is therefore an example of a family of matrices whose asymptotic eigenvalue distribution is invariant, but the asymptotics of the determinants can be made to converge to any positive number.
Remark 5. The formulas (3) and (4) remain unchanged if we take the super-and sub-diagonals to be`1, instead of´1.
Given how sensitive the limits (3) and (4) are to the slightest change, it might seem that we have no hope of deriving a limit for the determinant when the symbol is discontinuous. However, there is one important case when we can do it. When the function f has a finite number of jump discontinuities, we can obtain a formula for D n pf q{Gpf q n that depends on n (modulo op1q terms). This demonstrates the impossibility of the limit of D n pf q{Gpf q n existing when f is discontinuous.
Theorem 3. (i) Let f be twice differentiable on r0, 1s, with a bounded second derivative, except for r ă 8 jump discontinuities at c 1 , . . . , c r P p0, 1q, where both sided limits exist and are finite, and f is left-continuous at c j : f pc j q " f pc j´q . Suppose, also, that f ą 2` for some ą 0. Then
where txu " x´txu is the fractional part of x,
as in (3),
(ii) If f is right-continuous at c j , then the formula (5) holds with tc j nu replaced by tc j nu 1 , where
is the fractional part of x, but equal to 1 if x is an integer.
Remark 6. Note that β j and γ j are 1 if f is continuous at c j , so (5) reduces to (3) when f is smooth. Since tc j nu " tc j nu 1 if c j is irrational, the difference between cases (i) and (ii) of the above theorem only occurs when c j is rational. In that case the difference arises when f is evaluated at the point c j .
Remark 7. Obviously, if there is a discontinuity in f , the limit lim nÑ8 D n pf q Gpf q n does not exist. However, we can calculate the lim sup and lim inf. For example, if there is one jump discontinuity at c " p{q,
If c is irrational, the same is true with γ 1{q replaced by 1. Analogous statements hold when there are r jump discontinuities.
To illustrate the asymptotic behavior of D n pf q{Gpf q n , we consider the case of a single jump discontinuity at c P p0, 1q. If c " p{q is rational, tD n pf q{Gpf q n u (modulo an op1q term) is cyclic of order q. When c is irrational, tD n pf q{Gpf q n u is dense on the interval between αβ and αβγ. This is another indication of how exquisitely sensitive D n pf q{Gpf q n is. The slightest irrational perturbation of the point of discontinuity from c " 1{2, causes the values of D n pf q{Gpf q n (modulo the op1q term) to go from alternating between two values to taking on infinitely many values. This behavior is illustrated in figure 1 . There we calculate D n pf q{Gpf q n for the piecewise function
We compare the values of D n pf q{Gpf q n with αβγ tcnu 1 . Agreement is quite good for moderately large n.
As another example, to illustrate the behavior of the op1q error in (5), we take the function
In figure 2 we plot the values of D n pf q{Gpf q n and αβγ tcnu for n to 200 (left panel) and the difference between these values for n to 3000 (right panel). Among power laws and exponential functions of the form AB n and An b , we found the best least square fit to the data `n , D n pf q{Gpf q n´α βγ tcnu˘( in figure 2 to be 2.82506 n´0
.965199 . In other words, the error approaches zero like 1{n. Figure 2 : Left: D n pf q{Gpf q n (circles) and αβγ tcnu (`'s) for f as in (7). Right: D n pf q{Gpf q n´α βγ tcnu in steps of 23.
Proofs of main results
Proof of Theorem 1. Kac's proof begins with the formula for the determinant of a positive definite matrix A. Let λ 1 , . . . , λ n be the eigenvalues of A. From
and the spectral theorem, we see
Moreover, the asymptotic expansion of the complementary error function implies that ż 8
n 1{4¸, and hence
This estimate will play a role below when we approximate the above integral. If we apply (8) to D n pf q, we obtain
To obtain a limit we need to write the integrand as a product of symmetric kernels.
To this end, we note fˆk n˙"
ote that a k ą 2 for n large enough. Then, by (11), we have
Thus, if we define the symmetric kernels Kˆx, y; k n˙"
The O term plays essentially no role for large n and can therefore be removed. Indeed, it follows from (9)
Using the self-reciprocity of the Hermite polynomials, one can easily compute the eigenvalues and eigenfunctions of 
where H j is the jth Hermite polynomial [1, Cf. Rem. 6.1.1]. Since b k`1´bk " Opn´2q, the normalized eigenfunctions "almost commute" in the following sense:
For any given k and n, the collection tφ 0 px; k{nq, φ 1 px; k{nq, . . .u form a Hilbert basis of L 2 pRq. Hence, every function g P L 2 pRq can be written as
gpyqφ j py; k{nq dy˙φ j px; k{nq pk " 1, ..., n´1q
in the L 2 -sense. If we assume furthermore that g is a Schwartz function, then the above series converges pointwise for all x. Therefore, we can apply the Dominated Convergence Theorem to obtain
terating this with
1 n q, and using the almost commuting relations in (14), it follows
From the non-degeneracy of the eigenvalues, the above series is dominated by the leading term pj " 0q as n gets arbitrary large. Using the facts that a n Ñ f p1q and
From the expressions for λ 0 and φ 0 and after evaluating the integrals in (15), we finally arrive at
Now we need to evaluate the product in the denominator. We write it as the exponential of the sum of logarithms. Expanding
Now, we have the Riemann sum:
Next we use the Euler-Maclaurin formula
Combining (17) and (18) gives us
hus, the product in the denominator of (16) is
, .
-
Combining this with (16) gives us (3).
Remark 8. In the above proof, it is sufficient for f P C 1`α pr0, 1sq for some α ą 0. For the approximation of the integral (10) in terms of symmetric kernels, it is enough for the error in (11) to be O`n´1´α˘for any α ą 0. f P C 1`α guarantees this condition. For the remainder of the proof, one has to keep track of the error and introduce a modest generalization of the Eulr-Maclaurin formula.
For the proof of Theorem 2, we need the following lemma. Lemma 1. Let g be twice differentiable with a bounded second derivative on an open interval I containing r0, 1s. Fix ε P R. Then
roof. Let n be large enough so that " ε´1 n , n´2`ε n ‰ Ă I. Then, by the EulerMaclaurin formula
rom which the result follows.
Proof of Theorem 2. The proof of Theorem 1 carries through almost without change as long as we let n be large enough so that " ε´1 n , n´2`ε n ‰ Ă I, replace f pk{nq with f ppk´1`εq{nq, and let
he only difference is equation (18). There we will get ř n´1 k"1 g`k´1`ε n˘f or gpxq " logˆf
2˙. Then we apply Lemma 1 in this sum, so that
Thus, the product in the denominator of (16) becomes
Combining this with (16) gives us (4).
To prove Theorem 3, we need the following generalization of the Euler-Maclaurin formula.
Lemma 2. (i) Suppose g is twice differentiable with a bounded second derivative except for r ă 8 jump discontinuities at 0 ă c 1 ă c 2 ă¨¨¨ă c r ă 1. Assume that both sided limits exist and are finite, and that g is left-continuous at these points. Then
(ii) If g is right-continuous at c j , then the formula (19) holds with tnc j u replaced by tnc j u 1 .
Proof. (i) Suppose g has a single jump discontinuity at c P p0, 1q and is leftcontinuous at c. Apply the Euler-Maclaurin formula (18) for C 2 functions to each of the following sums:
Now,
1 n " tncu rgpc´q´gpc`qs`gpc`q`Oˆ1 n˙*
Combining this with (20), and using gˆt ncu n˙" gpc´q`Oˆ1 n˙, and gˆt ncu`1 n˙" gpc`q`Oˆ1 n˙, establishes the result for a single jump discontinuity.
When there are r ą 1 jump discontinuities, we break the sum into r`1 parts:
gˆk nẆ e then apply the Euler-Maclaurin formula to each of the sums. The proof for each of the sums is identical to that when there is a single jump discontinuity.
(ii) If f is right-continuous at c, then we have to break the sum into With the above lemma, we can now proceed to the proof of Theorem 3 by making the necessary changes to the proof of Theorem 1.
Proof of Theorem 3. (i) Suppose f has a single jump discontinuity at c P p0, 1q, and is left-continuous at c. Extend the restriction of f on pc, 1s to a C 2 functioñ f psq on r0, 1s, and let m be the index such that Now, taking (16), multiplying the RHS by the´2 power of (21), and combining this with (22) gives us (5) when there is a single left-continuous jump discontinuity.
When there are r such discontinuities, we simply apply the same reasoning to each of them.
(ii) The case when f is right-continuous is similar. We only have to change the index m to be such that m n ă c ď m`1 n The calculation of the extra term on the RHS of (16) is then identical. The calculation of the denominator on the LHS of (16) proceeds in the same way, by using the other part of Lemma 2.
