This contribution presents a numerical evaluation of the impact of parallelization on the performance of an evolutionary algorithm for mixed-integer nonlinear programming (MINLP). On a set of 200 MINLP benchmarks the performance of the MIDACO solver is assessed with gradually increasing parallelization factor from one to three hundred. The results demonstrate that the efficiency of the algorithm can be significantly improved by parallelized function evaluation. Furthermore, the results indicate that the scale-up behaviour on the efficiency resembles a linear nature, which implies that this approach will even be promising for very large parallelization factors. The presented research is especially relevant to CPU-time consuming real-world applications, where only a low number of serial processed function evaluation can be calculated in reasonable time.
Introduction
This contribution is an extended version of the numerical study recently presented in Schlueter and Munetomo [23] . This study discusses the optimization of problems known as mixed-integer nonlinear programs (MINLP). The considered MINLP is stated mathematically in (1) , where f (x, y) denotes the objective function to be minimized. In (1) , the equality constraints are given by g 1,...,me (x, y) and the inequality constraints are given by g me+1,...,m (x, y). The solution vector x contains the continuous decision variables and the solution vector y contains the discrete decision variables (also called integers). Furthermore, some box constraints as x l , y l (lower bounds) and x u , y u (upper bounds) for the decision variables x and y are considered in (1) .
Minimize f (x, y) (x ∈ R, y ∈ Z), subject to: g i (x, y) = 0, i = 1, ..., m e g i (x, y) ≥ 0, i = m e + 1, ..., m, and bounds:
Optimization of MINLP problems is a young and growing field in the evolutionary computing community, see e.g. Babu and Angira [1] , Cardoso [2] , Costa and Oliveira [3] , Deep et al. [4] , Glover [6] , Liang et al. [11] , Mohammed [12] , Munawar [13] , Wasanapradit et al. [28] , Young et al. [30] , Yiqing et al. [29] or Yue et al. [32] . One advantage of evolutionary algorithms is their robustness towards the analytical properties of the objective and constraint functions. Therefore, in above MINLP -181 10.1515/jaiscr-2017-0012
(1) the functions f (x, y) and g(x, y) are considered as general black-box functions without any requirements, such as differentiability or smoothness. Another advantage of evolutionary algorithms is their capability to (greatly) benefit from parallelization, see for example Du et al. [14] , Laessig and Sudholt [10] , Gupta [10] , Sakuray [16] , Sudholt [27] or Yingyong et al [31] . One of the most popular strategies to use parallelization in evolutionary algorithms is the distributed computing of the problem function evaluations. This strategy is sometimes denoted as co-evaluation.
Presented here numerical study investigates the impact of a varying co-evaluation factor on the performance of an evolutionary optimization algorithm on a set of 200 MINLP benchmarks (see Schittkowski [24] ), which mostly originate from the well-known GAMS MINLPlib library [9] . Considered benchmark instances consist of up to 205 variables and 283 constraints, including up to 100 equality constraints (see the Appendix for details on the benchmark instances). This paper focuses on investigation and measurement of the efficiency of parallelized function evaluation calls on the algorithmic performance. As numerical solver, the MIDACO optimization software is used, which is based on an evolutionary algorithm especially developed for mixed-integer problems and capable of seamless parallelization of function evaluation calls. This paper is structured as follows: In Section 2 a brief overview on the MIDACO algorithm is given with an emphasis on its parallelization approach. In Section 3 the numerical results of 300 individual test runs on the set of 200 MINLP benchmarks are illustrated and discussed. In Section 4 a summary and general conclusions are presented. A comprehensive Appendix lists detailed individual information on all considered benchmarks.
MIDACO Algorithm
MIDACO stands for Mixed Integer Distributed Ant Colony Optimization. The evolutionary algorithm within MIDACO is based on the ant colony optimization metaheuristic for continuous search domains proposed by Socha and Dorigo [26] and was extended to mixed-integer domains by Schlueter et al. in [17] . For constrained optimization problems the algorithm applies the Oracle Penalty Method which was introduced in Schlueter and Gerdts [18] . While the MIDACO algorithm is conceptually designed as general black-box solver, it has proven its effectiveness especially on challenging interplanetary space trajectory design problems (see Schlueter [21] ), where it holds several best known record solutions on benchmarks provided by the European Space Agency [5] . It is furthermore the first algorithm that was able to successfully solve interplanetary trajectory problems formulated as mixed-integer problems, where the sequence of fly-by planets was considered as integer optimization variables (see Schlueter et. al. [20] ).
Parallelization Approach
The parallelization approach considered here aims on distributing the problem function evaluation. This approach is sometimes referred to as coevaluation. The MIDACO solver optimization software easily enables this kind of parallelization due to its reverse communication architecture. Reverse communication means here that the call of the objective and constraint functions happens outside and independently of the MIDACO source code.
Within a single reverse communication loop, MIDACO does accept and returns an arbitrary large number of P iterates x (also called "solution candidates" or "individuals") at once. Hence, those P iterates can be evaluated in parallel, outside and independently from the MIDACO source code. This idea of passing a block of P iterates at once within one reverse communication step to the optimization algorithm was originally introduced by the code NLPQLP by Schittkowski [25] . and then passed to the MIDACO optimization algorithm, which then again returns a new block of P iterates to be evaluated.
This concept allows an independent and user controlled distributed computing of the objective and constraint function. In other words: The displayed parallelization option is valid for any language and any CPU architecture. This includes in particular multi-core PC's, PC-Clusters and GPGPU (General Purpose Graphical Processing Unit) based computation. In case of MIDACO, the parallelization factor P can furthermore be any arbitrary large integer value, enabling a seamless and massive parallelization. As this parallelization approach aims on distributing the function evaluation calls, it is intended for problems where the function evaluation are numerically expensive to compute, which is often the case for complex realworld applications. For further details on the parallelization approach by MIDACO, please consult [22] or [19] .
Numerical Results
This Section presents the numerical results obtained by MIDACO (5.0 beta version) on the set of 200 MINLP benchmark problems, provided by Schittkowski [24] . In total, 300 executions on the full set of 200 problem instances have been conducted. Each execution considered a different parallelization factor P (see Section 2.1) and a different random seed. With each execution, the parallelization factor P was incrementally increased from one up to three hundred. For each individual problem out of the library a maximal number of function evaluation budget of ten million was assigned. No time limit was enforced on any run. Each individual test run on each problem was either stopped if the maximal evaluation budget was reached, or if the global 1 optimal solution was obtained.
The criteria for reaching a global optimal solution (x * , y * ) by an approximation (x,ŷ) is given in Equation (2) .
Equation (2) implies that a test run was considered successful, if the approximative solution (x,ŷ) reached by MIDACO was as close as 1% to the global optimal solution objective function value f (x * , y * ) while satisfying all constraints with a precision of at least 0.01. Note that the tolerance of 0.01 for the constraint violation is chosen here rather moderate. This is due to the relatively large number of (up to one hundred) equality constraints in several benchmark instances (see Appendix). For real-world problems, solutions with higher precision in the constraint satisfaction can normally be achieved easily with refinement runs. The lower bounds of each problem instance were used as starting point and the original bounds 2 provided by Schittkowski [24] were considered for each problem. Except for the parallelization factor, all MI-DACO parameters were set to default. Table 1 displays the number of optimal solutions obtained for various test runs on the full set of 200 MINLP benchmarks. The number of each run equals the parallelization factor P used in such run. The abbreviations for Table 1 are as follows: Run = P : Individual run on 200 benchmarks (using a parallelization factor of P) Optimal : Number of global optimal solutions Blocks : Average performed blocks Evaluation : Average number of evaluation All numerical runs were conducted on a Desktop computer with XEON cpu with 3.47GHz clockrate, 4GB RAM memory and six physical cores. The total time to calculate all 300 executions on the full benchmark library took 521,009 seconds, which is around six days. It is important to note that for the here presented results the co-evaluation of objectives and constraints was calculated on a single thread and not distributed by common parallelization schemes, such as OpenMP [8] or MPI [8] .
The reason is that all benchmark function in this study are computational cheap (take only milliseconds to compute) and any actual parallelized computing scheme would introduce a computing overhead which would in fact increase overall calculation times rather than reducing them. The presented results nevertheless accurately represent the factor of reduced serial processed function evaluation and that the results are therefore fully valid to estimate the performance gain in parallel executed function evaluation for CPU-time intensive real-world applications. From Table 1 it can be seen that MIDACO obtained in its first run (which had a parallelization factor of one and therefore no actual parallelization) a number of 160 global optimal solutions on the set of 200 benchmarks. It is important to note that the number of processed blocks in the first run equals the number of evaluation, which where about 2.7 million (2,747,356). Table 1 illustrates that the number of global solutions obtained by MIDACO in regarding to various individual test runs from one to three hundred. Note in Table 1 that for an increased parallelization factor P the average number of blocks decreases while the average number of total performed function evaluation increases. While in the first run around 2.7 million blocks had to be processed on average, it is only a 15,979 blocks for parallelization factor of 300. Therefore a reduction of around 2747356 15979 ≈ 171.9 times in the number of processed blocks could be achieved for the maximalconsidered parallelization factor of P=300, while the number of optimal solved instances dropped only by 10.0% (144 in comparison to 160).
Additionally to Table 1 , the numerical results are illustrated in Figure 2 which displays the individual and average 1 number of optimal optimal solutions obtained by MIDACO in each of the 300 executions on the full benchmark library. From Table 1 it can be seen how the MIDACO algorithm benefits in drastically reducing its number of processed blocks by parallelization, while still maintaining a similar high number of global optimal solutions. From Figure 2 it can be seen that such trend exhibits a more or less linear behaviour.
In order to give a more sophisticated answer to the question, how the efficiency of the algorithm scales with the parallelization factor, a new criteria for the algorithmic efficiency is now introduced here. Based on the first run, which exemplifies the unparalleled performance, the "Efficiency" of a run (which number equals its parallelization factor) should be measured as given in Equation (3)
Equation (3) measures the "Efficiency" based on a multiplication of a ratio of optimal obtained solutions with a ratio of required blocks. Because the number of optimal solutions is desired to be as high as possible, the average number of optimal solutions appear in the numerator of the ratio, while the number of optimal solutions from the first run appear in the denominator of the ratio. Contrary to desired number of optimal solutions, the number of blocks is desired to be as low as possible and hence the blocks required in the first run appear in the numerator, while the average number of blocks appear in the denominator. The efficiency measure given by Equation 3 can be calculated for each of the 300 runs on the full library of test problems. Figure 3 displays the efficiency measure for all such 300 runs. ) of the efficiency measure formula given in Equation (3).
From Figure 3 it can be observed that the scale up effect on the algorithmic efficiency (thus, reducing the number of serial processed function evaluation) resembles a nearly linear behaviour, which appears to be particularly robust for parallelization factors below 30. This behaviour indicates that parallelization will further significantly improve performance even for much larger parallelization factors. In regard to the concrete set of 200 instances, it can be seen from Figure 3 and Table 2 , that a parallelization factor of 300 makes the MIDACO algorithm over 150 times more effective as in serial mode. In other words: Using a parallelization factor of 300 reduces the number of (serial processed) function evaluation by a factor of 150.
Additional Numerical Results
In addition to the previously presented numerical results investigating the parallelization effect on MIDACO, a separate numerical test run investigating MIDACO's capability to locate global optimal solutions is shown here. In contrast to previous numerical runs, which considered 100 executions applying a maximal function evaluation budget of 10 millions to each problem, a single (unparalleled) run on the full library with a time limit of 3 hours (10080 seconds) for each problem instance is considered here. Purpose of this additional numerical run is to evaluate the fundamental potential of MI-DACO to solve even the harder instances of the test bed. Again, the lower bounds of each problem instance were used as starting point and the original bounds were considered for each problem. All MI-DACO parameter were set to default. Table 3 it can be seen that MIDACO is able to obtain in 194 out of 200 cases a feasible solution. Out of this 194 feasible solutions, 172 solutions were globally optimal. The average number of function evaluation took around 7.5 million which where processed in about half an hour (1635 sec) on average.
The Appendix lists the individual MIDACO results on each of the 200 MINLP instances. In regard to the number of variables, MIDACO is able to solve the largest instance in the set (see benchmark "PARALLEL" in Table 5 ) to global optimality in about 15 minutes. This "PARALLEL" instance considered 205 variables and 115 constraints, including 81 equality constraints. Other large instances that could be solved to global optimality include "M7" with 114 variables and 211 constraints or "MINLPHIX" with 84 variables and 92 constraints. Several instances with over a hundred varibales and/or constraints are solved to a feasible but not global optimal solution, see e.g. benchmark M6, ST E31, RAVEM and EX1244. Note that the majority of problems containing only few variables and/or constraints are solved to global optimality within less than 0.05 seconds and most instances with ten's of variables and/or constraints are solved within few seconds or even below a second.
Conclusion
A numerical assessment of the performance scalability of an evolutionary optimization algorithm on a set of 200 mixed integer nonlinear programming instances was presented. The MIDACO optimization software was chosen to represent the evolutionary algorithm as it offers mixed-integer capability combined with a seamless parallelization feature (see Section 2.1). In Section 3 it was demonstrated, that the performance in obtaining global optimal solutions can be significantly improved by evaluating blocks of solution candidates in parallel. Performance was understood here in a reduction of serial processed blocks, while maintaining a similar high number of optimal solutions. In Section 3 ( Table 2 ) it was shown that for a parallelization factor of P=300 the MIDACO performance could be improved over 150 times in comparison to its unparallelized behaviour. As many real-world applications are CPU-time intensive, the required number of serial processed blocks often marks the bottleneck in optimizing such applications. Hence the presented results are especially relevant to this kind of CPU-time intensive real-world applications.
Another interesting finding of this study concerns the scale-up behaviour observed. From Figure 3 in Section 3 it could be seen that the scale-up effect resembles a nearly linear behaviour, whereas especially for low parallelization factors (less than 30) the efficiency gain was close to its theoretical maximum. Such behaviour implies that the algorithm will further significantly benefit from even much larger parallelization factors. Given that parallelization is a growing trend in CPU-architecture, this observation is encouraging. Table 4 . Abbreviations used in Table 5 Abbreviation Description Name Name of the benchmark instance 
