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Zusammenfassung
In der vorliegenden Arbeit betrachten wir Hyperfla¨chen mit vorgeschriebener mittlerer
Kru¨mmung und vorgeschriebenen Randwerten in der Produktmannigfaltigkeit Hn × R unter
Verwendung variationeller Methoden. Hierbei bezeichnet Hn das konforme Ball–Modell des
hyperbolischen n–dimensionalen Raumes. Wir richten unser Augenmerk hauptsa¨chlich auf
nicht parametrische Hyperfla¨chen, aber werden auch eine Verbindung zu der parametrischen
Formulierung des dazugeho¨rigen Dirichlet–Problems herstellen, um Techniken und Methoden
der geometrischen Maßtheorie zu nutzen. Die nichtparametrischen Hyperfla¨chen sind gegeben
als Graphen von Ho¨henfunktionen u u¨ber einem gegebenen beschra¨nkten (bezogen auf die hy-
perbolische Metrik) Gebiet in Hn.
Wir lo¨sen ein bestimmtes Dirichlet–Problem fu¨r die Funktion u im Rahmen der direkten
Methoden der Variationsrechnung. Das dazugeho¨rige zu minimierende Funktional ist gegeben
durch
J (u) :=
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 +
∫
Ω
(
2
1−|x|2
)n u(x)∫
0
H(x, t) dtdx
+
∮
∂Ω
(
2
1−|x|2
)n−1
|u− ϕ| dHn−1 .
Dieses Funktional is wohldefiniert auf Funktionen u ∈ BVHn(Ω), wobei Ω ⊂⊂ Hn mit
∂Ω ∈ C0,1 ein beschra¨nktes Gebiet ist. Die Randwerte ϕ ∈ L1Hn(∂Ω) und die mittlere
Kru¨mmung H ∈ C0,1(Ω× R) mit ∂∂tH(x, t) > 0 sind vorgegeben.
Wir zeigen Existenz und Eindeutigkeit eines Minimierers u von J . Weiterhin beweisen
wir Ho¨henabscha¨tzungen fu¨r u, wenn ϕ ∈ L∞Hn(Ω) ist. Die innere Regularita¨t des Minimierers
zeigen wir mit Hilfe der Regularita¨tstheorie von rektifizierbaren λ–minimalen Stro¨men aus der
geometrischen Maßtheorie bis Dimension n ≤ 6. Fu¨r den Beweis der inneren Regularita¨t des
Minimieres in beliebiger Dimension n ≥ 2, nutzen wir die Regularita¨tstheorie quasilinearer,
nicht–strikt gleichma¨ßig elliptischer partieller Differentialgleichungen. Als Zusatz geben wir
eine Einfu¨hrung in die Funktionen von beschra¨nkter Variation auf Riemannschen Mannig-
faltigkeiten.
v
Abstract
In the present thesis, we consider hypersurfaces of prescribed mean curvature and pre-
scribed boundary values in the product manifold Hn × R from a variational point of view.
Here, Hn denotes the conformal ball model of the hyperbolic n–space. We focus mainly on
non–parametric hypersurfaces but also establish a link to the parametric formulation of the
corresponding Dirichlet problem in order to use techniques from geometric measure theory.
The non–parametric hypersurfaces are given by graphs of height functions u over a given
bounded (with respect to the hyperbolic metric) domain in Hn.
We solve a certain Dirichlet problem for the function u in the framework of the direct
methods of the calculus of variation. The corresponding functional to be minimized is given
by
J (u) :=
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 +
∫
Ω
(
2
1−|x|2
)n u(x)∫
0
H(x, t) dtdx
+
∮
∂Ω
(
2
1−|x|2
)n−1
|u− ϕ| dHn−1 .
The functional J is well defined on functions u ∈ BVHn(Ω), where Ω ⊂⊂ Hn with ∂Ω ∈ C0,1
is a bounded domain. The boundary values ϕ ∈ L1Hn(∂Ω) and the mean curvature H ∈
C0,1(Ω× R) with ∂∂tH(x, t) > 0 are given.
We establish existence and uniqueness of a minimizer u to J . Furthermore, we prove
height bounds for u if ϕ ∈ L∞Hn(Ω). The interior regularity of the minimizer is proved via
regularity theory of rectifiable λ–minimizing currents from geometric measure theory up to
dimension n ≤ 6. For the proof of the interior regularity of the minimizer in arbitrary di-
mension n ≥ 2 we use regularity theory of quasilinear, non–strict uniformly elliptic partial
differential equations. As an addition, we give an introduction to the space of functions of
bounded variation on Riemannian manifolds.
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Introduction
The notion of surface area for subsets of the Euclidean space, with sufficient regular bound-
ary, is mathematically difficult to handle, and a rigorous definition hereof is by no means triv-
ial. Take for instance the so–called “Schwarz’s Polyhedron” (in german: Schwarzscher Stiefel),
see [Hil03, p. 434], whose underlying surface is a two dimensional circular cylindrical shell
of radius r > 0 and height h > 0 in R3 which has elementary surface area 2pirh. Schwarz’s
Polyhedron is an example of an intuitive but not well defined attempt, to generalize curve
length to surface area by the process of polygonization, i.e. approximation of the surface
by inscribed polygons made up of triangles. In this special case it is possible to embed a
polygon with infinite area into the circular cylindrical shell and it is essentially the property
to have more than one degree of freedom, when tending to the limit, in the refinement of the
approximating polygons, which makes this approach useless. However, using the Hausdorff
measure, one can generalize the length integral
L(c) :=
∫
I
|c˙(t)| dt =:
∫
Γ
dH1 = H1(Γ) ,
which is well defined (due to Rademacher’s theorem) on Lipschitz continuous curves Γ ⊂ Rn,
parametrized by c ∈ C0,1(I,Rn), I ⊂ R an interval, to the area integral
H(f) :=
∫
Ω
√
g(x) dx =:
∫
Σ
dHk = Hk(Σ) ,
which is well defined on Lipschitz continuous, (n − k)–codimensional surfaces Σ ⊂ Rn, 1 ≤
k ≤ n, parametrized by f ∈ C0,1(Ω,Rn),Ω ⊂ Rk a domain, see Figure 1. Here,√
g(x) :=
√
det ((Df(x))t ·Df(x))
denotes the Gramian determinant, see [EG92, Chapter 3.3.4 D] for the area formula for Lips-
chitz continuous mappings. Note, that the Gramian determinant describes the k–dimensional
volume of the parallelepiped
P (D1f(x), . . . , Dkf(x)) :=
{
k∑
i=1
αiDif(x) : αi ∈ [0, 1], i = 1, . . . , k
}
spanned by the k tangent vectors Dif(x) ∈ Rn of Σ at the point x, i.e.√
g(x) = volk(P (D1f(x), . . . , Dkf(x))) .
If the mapping f is an immersion, i.e. f has an injective differential, this volume is different
from zero and the surface Σ is non–degenerated.
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This can be further generalized to so–called k–dimensional, countably rectifiable sets,
which arise in geometric measure theory, see [GMS98a, Chapter 2]. On these sets, which
are Hk measurable, countable unions of Lipschitz images fi : B ⊂ Rk → Rn except for a set
of Hk measure zero, one can generalize the notion of (approximative) tangent space, surface
normal, and surface area in the sense of measure theory.
In the special case where the surface Σ is the graph of a function u ∈ C0,1(Ω),Ω ⊂ Rn,
the Gramian determinant reduces to
√
g =
√
1 + |Du|2, and the formula for the area of Σ
then becomes
A(u) := H(Fu) =
∫
Ω
√
1 + |Du(x)|2 dx = Hn(graph(u)) ,
where Fu ∈ C0,1(Ω,Rn+1),Ω ⊂ Rn, denotes the canonical parametrization of Σ = graph(u) ⊂
Rn+1, i.e. Fu(x) := (x, u(x)). In this case, the codimension of the surface is one, and therefore
it is called a hypersurface and the functional A is called the non–parametric Euclidean area
functional.
v
u
(u2, v2)
t1 t2 t3
t (u1, v1)
Figure 1: Approximation of area by tangents in dimension one and two
Furthermore, consider the following example of Lebesgue, which shows that the area func-
tional A can, in some cases, be strictly lower semicontinuous, see Figure 2. The approximat-
ing sequence graph(un) uniformly converges to graph(u) for x ∈ [0, 1] as n tends to infinity.
However, the one dimensional area of graph(u) is one, whereas the one dimensional area of
graph(un) is A(un) = 2 1√2 =
√
2 > 1 = A(u) for all n ∈ N. Hence, we have lost a positive
portion of surface area in the limit. Consequently, in general one can only expect lower semi-
continuity of the area functional with respect to uniform convergence of Lipschitz sequences,
i.e.
A(u) ≤ lim inf
n→∞ A(un) .
Moreover, one can generalize the notion of curvature
κ(s) := 〈c′′(s), e2〉
of a plane curve c ∈ C2([0, L],R2), parametrized by arc–length, where e2 is a unit vector
normal to the tangent vector e1 := c′, to n–dimensional hypersurfaces Σ ⊂ Rn+1. This is
2
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Figure 2: Loss of surface area in the limit
performed by defining the so–called shape operator (Weingarten operator)
S := −Dν ◦ (Df)−1 : TΣ→ TΣ ,
where f : Ω ⊂ Rn → Rn+1 denotes a parametrization of Σ, i.e. Σ = f(Ω), ν : Ω ⊂ Rn →
Sn ⊂ Rn+1 denotes the Gauss map, and TΣ denotes the tangent bundle of Σ. For every point
x ∈ Ω, the real eigenvalues of the self–adjoint shape operator Sx : Tf(x)Σ→ Tf(x)Σ, denoted
by κi(x), i = 1, . . . , n, are called principal curvatures and the corresponding eigenvectors
Xi(x), i = 1, . . . , n are called principal directions. One then defines the mean curvature of Σ
by
H(x) :=
1
n
(κ1(x) + · · ·+ κn(x)) .
Other types of curvature are the ith mean curvatures denoted by
Ki =
(
n
i
)−1 ∑
1≤j1<···<ji≤n
κj1 · . . . · κji
that are symmetric polynomials in the principal curvatures. Particularly, we obtain the mean
curvature H = K1 and the Gauss curvature K := Kn. By giving a so–called curvature
function F , depending symmetrically on the principal curvatures κi, this led to the general
problem of finding closed hypersurfaces M , which have a prescribed function f as curvature,
i.e. F |M = f(x) for all x ∈ M . Such hypersurfaces are called Weingarten surfaces, see
[Ger06] and [Ger83], in particular Chapter 3, for an introduction to this topic. Technically,
these hypersurfaces are constructed by solving a certain partial differential equation, or more
generally (in the parametric case) a system of partial differential equations, which one derives
from differential geometric considerations.
Various methods were invented to solve such equations. However, in the special case of
prescribing the mean curvature H of the graph of a function u, two major techniques have
been developed. One of them solves the corresponding partial differential equation for u by
the so–called Leray–Schauder method. We refer to the fundamental work of Serrin [Ser69],
who invented the programme of the a priori estimates, originally developed by Bernstein,
needed for applying the Leray–Schauder fixedpoint theorem, for certain equations of mean
curvature type, see also [GT77, Chpater 11], [TW83], [BK73], and the works of [Tau78a],
[Tau78b], and [Tau81]. The other technique minimizes a certain functional.
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A common way to prove existence of a minimizer to such functionals defined on a certain
function space is to use the so–called direct methods of calculus of variations. In the partic-
ular case of functionals that contain the area functional A, the appropriate function space to
search for a minimizer would be in the Sobolev space W 1,1(Ω), on which the area functional
is also well defined (moreover, there is the Hilbert–Haar existence theory on Lipschitz func-
tions, see [MM84, Chapter 3.1]). The choice for using this function space stems from the
fact, that the integrand of the area functional has linear growth in the gradient. However,
the linear growth in the gradient alone does not determine the appropriate function space,
see the remark at the end of [BD87, Section 2] for an example with a non–compact side
condition. Unfortunately the space W 1,1(Ω) is not reflexive. Particularly, from a bounded
minimizing sequence (un)n, un ∈W 1,1(Ω), it is in general impossible to choose a subsequence
which converges to a function u that belongs to W 1,1(Ω). Hence, one can not deduce that
a minimizer exists in W 1,1(Ω). To overcome this lack of compactness one can generalize, by
the so–called process of relaxation, the area functional to the larger space BV(Ω), the space
of functions of bounded variation. As it turns out, the graphs of BV functions are exactly
the ones which have finite area. Moreover, this space has the desired compactness properties
to prove existence of a minimizer; see [dG61] for a development of the various techniques
invented by de Giorgi, who was driven by the idea of Caccioppoli sets, and [GN81] for a
consideration of the de Giorgi perimeter and Hausdorff measure.
To treat Dirichlet problems one has to prescribe boundary values, which are well defined
for BV functions in the trace sense similar to Sobolev functions. In general, however, one can
not ensure that a minimizer also has the same boundary values as the minimizing sequence.
More precisely, from the convergence of un to u in L1(Ω) one can not deduce the convergence
of trace(un) to trace(u) in L1(∂Ω), unless one can ensure that |Dun|(Ω) converges to |Du|(Ω),
see [Giu84, Chapter 2, Theorem 2.11]. Therefore, a special treatment of the boundary values
as an additional part of the functional is mandatory in order to obtain a minimizer in the
desired class.
For the treatment of such geometric problems in the case of codimension greater than one,
various generalizations of surfaces in geometric measure theory were developed by Federer,
Fleming, Almgren and many more contributors, which are called rectifiable currents (with
orientation) and varifolds (without orientation), see [Fed69], [Sim83], [Mor88], [GMS98a],
and [GMS98b]. For variational problems in unbounded domains, or unbounded boundary
values, the space of the so–called generalized functions of bounded variations was invented by
Miranda, see [Mir77], [Giu84, Chapter 16], and [Ger75], [Ger76a] for a successful applica-
tions of this technique.
A well known fact is that the graph of every entire smooth solution to the Euclidean mini-
mal surface equation up to surface dimension 6, must be an affine plane. This classic result is
called Bernstein’s theorem, see [Giu84, Chapter 17, Theorem 17.3]. For surface dimensions
greater or equal than 7 this is in general false as the so–called Simons’ cone constitutes a
parametric non–smooth counterexample, see [Giu84, Chapter 16, Theorem 16.4]. However,
in the case of the conformal ball model for the hyperbolic n–space, which is a complete man-
ifold with asymptotic boundary, the situation is quite different. In [DvH94] the authors
proved as a special case the existence of non–planar minimal graphs in Hn × R with small
but non–vanishing asymptotic boundary values by using the technique of a priori estimates,
see also [DvH95] and [DS94]. This motivates us to investigate the problem of existence,
uniqueness and interior regularity of H–surfaces with prescribed boundary values in Ω×R in
the framework of the direct methods of calculus of variations. Here, Hn denotes the conformal
ball model of the hyperbolic n–space and Ω ⊂⊂ Hn is a bounded domain with respect to the
hyperbolic metric; see also [Nit02], [Ber08] and [dSS09] for other models of hypersurfaces in
full hyperbolic space Hn. In the present work, we develop all the necessary tools to formulate
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and to solve the problem of finding a hypersurface of prescribed mean curvature and prescribed
boundary values in Hn × R in the framework of the calculus of variations. Particularly, we
define the space BVHn(Ω) and all of its subsequent properties, needed for the existence proof
and also derive the relaxed area functional defined on that space. To show interior regularity
of a solution, we formulate the problem in terms of measure theoretic quantities to apply the
deep regularity results of rectifiable integer multiplicity currents in low (n ≤ 6) dimensions.
By using the theory of quasilinear partial differential equations, we obtain interior regularity
in arbitrary dimension (n ≥ 2).
The structure of this work is as follows: In Chapter 1 we give a brief introduction to the
various models of hyperbolic geometry and develop the analytical tools, that are necessary in
order to be able to apply the direct methods in the calculus of variations on the hyperbolic
space Hn. Furthermore, we derive the area functional in Hn and prove a lower semiconti-
nuity integral representation of its relaxation to BVHn , which is necessary, due to lack of
compactness properties of W 1,1Hn functions, to prove existence of a minimizer. Finally, we give
an overview of the properties of BVHn functions.
At the beginning of Chapter 2 we introduce the mean curvature term and formulate the
Dirichlet problem to be solved. Furthermore, we prove lower semicontinuity of this mean cur-
vature term. This Dirichlet problem is in general not solvable due to technical problems that
occur in the convergence of the boundary values. Therefore, we give a weaker formulation
of the Dirichlet problem that can be solved and which is in a certain way equivalent to the
original Dirichlet problem. After that, we derive the corresponding Euler–Lagrange equation
and prove necessary conditions on H for the existence of sufficiently regular solutions and
moreover, we show that solving the Euler–Lagrange equation is equivalent to minimize the
corresponding functional for sufficiently regular functions. Under the mentioned conditions,
we prove existence of a minimizer to the weaker Dirichlet problem in BVHn and hence to the
original Dirichlet problem. Subsequently, we prove height bounds for a minimizer by a max-
imum principle and a Stampacchia iteration scheme. Moreover, we give a uniqueness result
for slightly more regular minimizers.
Chapter 3 is devoted to the parametric aspect of the Dirichlet problem. We first estab-
lish a link between the non–parametric and the parametric area functional. Furthermore, we
construct a volume preserving and perimeter decreasing subgraph of a measurable set that
satisfies a special condition. Then we formulate the mean curvature functional in parametric
terms and show an important property, which allows us to connect the non–parametric prob-
lem to the parametric one. Particularly, the subgraph of a minimizer to the non–parametric
problem minimizes a certain non–parametric functional and is therefore called a minimal set.
For this special minimal set we then prove a volume estimate, which allows us to prove lo-
cal boundedness of a minimizer to the non–parametric problem. The next section is then
concerned with the regularity of the minimal set. We show the connection of Caccioppoli
sets to rectifiable integer multiplicity currents and give a formula for the mass of a rectifiable
multiplicity 1 current in Hn×R. By associating such a current to the subgraph of a minimizer
to the non–parametric problem, we define the push–forward current in Rn+k by exploiting
Nash’s isometric embedding theorem of Riemannian manifolds into the Euclidean space. We
show that this push–forward current is λ–minimizing, and by using the regularity theory of λ–
minimizing currents, we obtain that the boundary of the support of the push–forward current
is a regular n–dimensional manifold up to surface dimension 6. In higher dimensions there can
occur singularities that form a closed set of low Hausdorff dimension. By using the properties
of Hausdorff measure and Hausdorff dimension, we finally get the regularity of the boundary
of the subgraph of the minimizer to the non–parametric problem in Hn × R. Then we show
that the minimizer to the non–parametric problem is also regular in the interior by using a
special behavior of the subgraph and the strong maximum principle for a certain linear partial
5
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differential equation associated to the parametrization. This, together with the uniqueness
result from Chapter 2, proves the uniqueness of the minimizer to the non–parametric problem.
We prove interior Lipschitz regularity of the minimizer to the non-parametric problem,
independently of the dimension, in Chapter 4. In order to do so, we use the uniqueness of a
minimizer.
Finally, in Chapter 5 we prove the classic solvability of the Dirichlet problem. To perform
this, we write the Euler–Lagrange equation in non–divergence form and establish a connection
between the hyperbolic mean curvature and the Euclidean mean curvature to treat the equa-
tion with Euclidean methods, i.e. we use the properties of the Euclidean distance function
to the boundary of the underlying domain. Furthermore, we derive height bounds, boundary
gradient and interior gradient estimates for an assumed sufficiently regular solution. Then we
apply the Leray–Schauder fixedpoint theorem to prove the existence of a regular solution.
In Appendix A we give an introduction to functions of bounded variation on Riemannian
manifolds. We also characterize Caccioppoli sets in this general setting.
6
Chapter 1
Preliminaries and Foundations
In this chapter, we introduce basic notation, foundations of hyperbolic geometry, and an-
alytical tools which will be frequently used throughout the thesis.
1.1 Basic Notation and Conventions
By R we denote the real numbers, by Z the integers, and by N the positive integers. We
also set N0 := N ∪ {0} and R≥0 := {x ∈ R : x ≥ 0}. For a positive real number ε, we write
0 < ε  1 to denote a small number (small enough so that certain conditions are satisfied)
and M  1 to denote a large number.
For a finite set A, we write H0(A) (0–dimensional Hausdorff measure, i.e. the counting
measure, see Appendix A) for the number of elements of A. Moreover, if A is a set in a
topological space, we write A for its closure and A˚ for its interior. For two sets A,B ⊂ C, we
denote by A4 B := (A \ B) ∪ (B \ A) ⊂ C the symmetric difference of A and B. If U is an
open set in a topological space, we denote by ∂U its topological boundary. If u : A→ R is a
function and t ∈ R, we define {u > t} := {x ∈ A : u(x) > t}.
Furthermore, we define the canonical n-dimensional real vector space to be
Rn := R× · · · × R︸ ︷︷ ︸
n times
.
The standard basis vectors of Rn are given by e1, . . . , en, where ej is defined by
ej := (0, . . . , 0, 1, 0, . . . , 0)︸ ︷︷ ︸
1 in jth slot
, j ∈ {1, . . . , n} .
A vector x ∈ Rn has coordinate expression x = (x1, . . . , xn) ∈ Rn with respect to the standard
basis. For the coordinates of a vector y ∈ Rn with respect to an arbitrary basis τ1, . . . , τn of
Rn, we write yi = (y)i, i.e.
y =
n∑
i=1
yiτi .
For a vector x ∈ Rn, we denote by xt ∈ (Rn)∗ the transposed vector and we define by En
the n × n identity matrix. We write (aij) to denote a matrix with elements aij ∈ R for
i, j ∈ {1, . . . , n}.
7
1 Preliminaries and Foundations
Let V be a real vector space. A symmetric and non–degenerate bilinear form
g : V × V → R
is called an inner product on V × V . Here, symmetric means
g(v, w) = g(w, v) ∀v, w ∈ V
and non–degenerate means
g(v, w) = 0 ∀w ∈ V ⇒ v = 0.
The index of g is the number of negative eigenvalues of a representation matrix of g with
respect to a fixed basis. This number is well defined due to Sylvester’s law of inertia, see
[Fis97, Kapitel 5.7.4]. The vector space V , together with this inner product, is called an
inner product space and is denoted by (V, g). If g is positive definite, i.e.
g(v, v) > 0 ∀v ∈ V \ {0} ,
then g is called a scalar product.
Let Ω be a set. A mapping µ : A(Ω) → X, where A(Ω) is a σ–algebra of Ω and X is a
Banach space, is called a finitely additive vector measure, or simply vector measure, if for all
disjoint E1, E2 ∈ A(Ω) there holds
µ(E1∪˙E2) = µ(E1) + µ(E2) .
If, in addition
µ
( ∞⋃˙
n=1
En
)
=
∞∑
n=1
µ(En)
in the norm topology of X for all sequences (En)n of pairwise disjoint sets En ∈ A(Ω), then
µ is called a countably additive vector measure, see [DU77].
If Ω is equipped with a topology, a measure µ on Ω is called a Radon measure if it is Borel
regular and if it is finite on compact subsets of Ω, see [EG92, Chapter 1.1]. For two measures
ν and µ, we write ν  µ if ν is absolutely continuous with respect to µ.
1.2 The Hyperbolic n–Space Hn
The hyperbolic n–space Hn is the complete, simply connected spaceform of dimension
n and index 0, see [O’N83, Chapter 8, Definition 22], with constant sectional curvature
−1. There are various models of this so–called Lobachevsky space, which we will introduce
here. We mention here, that mathematicians like Poincare´, Gauß, Bolyai, Lobachevsky, and
Minkowski studied hyperbolic geometry first. This so–called non–Euclidean geometry was the
first geometry found that violates the parallel axiom of Euclidean geometry.
For an excellent overview of the various models of the hyperbolic n–space and much more
detailed information, we refer to the books of Ratcliffe [Rat94] and Benedetti & Petronio
[BP91]. Here, we briefly gather some basic facts about Lorentzian n–space R1,n−1, Lorentzian
distance dL, and the definition of hyperbolic n–space Hn as the conformal ball model, which
will be the preferred representation. For completeness, we also present the upper half–space
model.
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1.2.1 Euclidean n–Space En
Let x, y ∈ Rn. The Euclidean scalar product of x and y is defined to be the real number
x · y := x1y1 + · · ·+ xnyn .
The space Rn, together with this scalar product is called Euclidean n–space and is denoted
by En (more precisely En := (Rn, ·)) but we mostly write Rn. The standard basis is an or-
thonormal basis with respect to this scalar product.
The Euclidean norm of x ∈ Rn is defined to be the real number
|x| := √x · x .
For x, y ∈ Rn, we also use the notation 〈x, y〉Rn := x · y.
Now, we will define the stereographic projection of Rn to Sn.
We denote by Sn :=
{
x ∈ Rn+1 : |x| = 1} the unit n–sphere in the Euclidean (n + 1)–
space. We identify Rn with Rn × {0} in Rn+1. The stereographic projection pi of Rn onto
Sn \ {en+1} is defined by projecting x ∈ Rn towards en+1 until it meets the sphere Sn in a
unique point pi(x) ∈ Sn other than en+1, see Figure 1.1.
The map pi : Rn → Sn \ {en+1} defined by
pi(x) :=
(
2x1
1 + |x|2 , . . . ,
2xn
1 + |x|2 ,
|x|2 − 1
|x|2 + 1
)
is a bijection with inverse pi−1 : Sn \ {en+1} → Rn given by
pi−1(y) :=
(
y1
1− yn+1 , . . . ,
yn
1− yn+1
)
.
Let ∞ be a point not in Rn+1 and define Rˆn := Rn ∪ {∞}. Now, we extend pi to a bijection
pˆi : Rˆn → Sn by setting
pˆi(∞) := en+1
and
pˆi−1(en+1) :=∞ .
The space Rˆn is called the one–point compactification, or Alexandroff compactification, of
Rn, see [vQ01, Satz 8.20].
1.2.2 Lorentzian n–Space R1,n−1
Let x, y ∈ Rn with n ≥ 2. The Lorentzian inner product (of index 1) of x and y is defined
to be the real number
x ◦ y := −x1y1 + x2y2 + · · ·+ xnyn .
The inner product space consisting of Rn together with this new inner product is called the
Lorentzian n–space (also often referred to as the pseudo–Euclidean n–space) and is denoted
by R1,n−1 (more precisely R1,n−1 := (Rn, ◦)).
The Lorentzian norm of x ∈ Rn is defined to be the complex number
‖x‖L :=
√
x ◦ x .
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S2
R2
pi(x)
x
e3
Figure 1.1: Stereographic projection of R2 into S2
Here ‖x‖L is either positive, zero, or positive imaginary. The Lorentzian distance between
x, y ∈ Rn is defined to be the complex number
dL(x, y) := ‖x− y‖L .
The Lorentzian distance dL(x, y) is either positive, zero, or positive imaginary. The set of all
x ∈ Rn with ‖x‖L = 0 is the hypercone
Cn−1 :=
{
x ∈ Rn : x21 = x22 + · · ·+ x2n
}
,
see Figure 1.2. This hypercone is called light cone of Rn. If ‖x‖L = 0, then x is said to be
light–like. If ‖x‖L > 0, then x is said to be space–like. Note that x is space–like if and only
if its coordinates satisfy the inequality
x21 < x
2
2 + · · ·+ x2n .
The exterior of Cn−1 in Rn is the open subset of Rn consisting of all the space–like vectors.
If ‖x‖ is imaginary, then x is said to be time–like. Note that x is time–like if and only if its
coordinates satisfy the inequality
x21 > x
2
2 + · · ·+ x2n .
The interior of Cn−1 in Rn is the open subset of Rn consisting of all the time–like vectors.
Let x, y be time–like vectors in Rn. By [Rat94, Theorem 3.1.6], there is a unique non–
negative real number η(x, y) so that
x ◦ y = ‖x‖L ‖y‖L cosh(η(x, y)) .
The Lorentzian time–like angle between x and y is defined to be η(x, y). Note that η(x, y) = 0
if and only if x and y are positive scalar multiples of each other.
Remark 1.1. The Lorentzian 4–space (also often referred to as the Minkowski space) con-
stitutes a model for the space–time in special relativity.
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light–like
space–like
time–like
Figure 1.2: Lightcone C2 in R3
For n ≥ 2, there are exactly three distinct n–dimensional spaceforms Mn(c) of index 0
and constant sectional curvature c < 0, c = 0, or c > 0, respectively, namely:
Mn(c) :=
{
x ∈ Rn+1 : xn+1 > 0, ‖x‖2L = 1/c
}
, c < 0 ,
Mn(c) := Rn, c = 0 ,
Mn(c) :=
{
x ∈ Rn+1 : |x|2 = 1/c} , c > 0 .
Here, Mn(−1) represents hyperbolic geometry, Mn(0) Euclidean geometry, and Mn(1) spher-
ical geometry, respectively. We will only focus on hyperbolic geometry.
1.2.3 Hyperbolic n–Space Hn (hyperboloid model)
Let
Fn :=
{
x ∈ Rn+1 : ‖x‖2L = −1
}
.
This set can be seen as a sphere of unit imaginary radius in Lorentzian (n + 1)–space (dual
to the spherical geometry, in which Sn :=
{
x ∈ Rn+1 : |x| = 1} is a sphere of unit radius in
Euclidean (n+ 1)–space). Unfortunately, this set is a disconnected two–sheeted hyperboloid
defined by the equation
x21 − (x22 + · · ·+ x2n+1) = 1 .
To make it connected, we can identify antipodal points, or just take the positive part of Fn,
which contains the point (1, 0, . . . , 0). The hyperboloid model Hn of the hyperbolic n–space
is defined to be the positive sheet of Fn, i.e.
Hn := {x ∈ Fn : x1 > 0} .
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Let x, y ∈ Hn and let η(x, y) be the Lorentzian time–like angle between x and y. The
hyperbolic distance between x and y is defined to be the real number
dH(x, y) := η(x, y) .
As x ◦ y = ‖x‖ ‖y‖ cosh(η(x, y)), we have the equation
dH(x, y) = Arcosh(−x ◦ y) .
This is indeed a metric on Hn, see [Rat94, Theorem 3.2.2]. With this metric Hn becomes
a complete metric space, denoted by (Hn, dH). More precisely, it is a complete, connected,
semi–Riemannian manifold of constant sectional curvature −1, see [O’N83, Chapter 4, Propo-
sition 29].
Remark 1.2. The hyperbolic n–space Hn cannot globally (n = 2) nor locally (n ≥ 3) be
realized as a hypersurface in the Euclidean (n+ 1)–space, as a celebrated theorem of Hilbert
states, see [dC76, pp. 446 - 455].
Theorem 1.3. A complete geometric surface S of dimension 2 with constant negative cur-
vature cannot be isometrically immersed in R3.
For higher dimensions n ≥ 3 of S, even a local immersion fails to exist by the following
lemma, see [Ku¨h03, p. 211, Excercise 1].
Lemma 1.4. For n ≥ 3, no metric of constant negative curvature can occur locally as a first
fundamental form of a n–dimensional hypersurface S in Rn+1.
Proof. Let n ≥ 3 and consider a smooth hypersurface patch
f : U ⊂ Rn → Rn+1 .
In every point there exists n principal curvatures κ1, . . . , κn and corresponding principal
directions X1, . . . , Xn. From the Gauß equation, we get that the sectional curvature in the
plane generated by Xi, Xj is equal to
Kij := 〈R(Xi, Xj)Xj , Xi〉 = κiκj , i, j ∈ {1, . . . , n} ,
where R denotes the Riemannian curvature tensor. If the sectional curvature is always nega-
tive, this imposes
κ1κ2 < 0, κ1κ3 < 0, . . . , κn−1κn < 0.
So every κi has to be non–zero, and they all must have pairwise distinct signs. But there are
only two signs, + and −, respectively, so this is impossible if n ≥ 3. This holds particularly
in the case of constant negative sectional curvature.
1.2.4 Hyperbolic n–Space Bn (conformal ball model)
We now redefine the Lorentzian inner product on Rn+1 to be
x ◦ y := x1y1 + · · ·+ xnyn − xn+1yn+1 .
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This just reverses the order of the coordinates of Rn+1 but not the index (due to Sylvester’s
law of inertia) of the inner product ◦.
Let Bn := {x ∈ Rn : |x| < 1} be the unit ball in Rn, see Figure 1.3. We identify Rn with
Rn × {0} in Rn+1. The stereographic projection ζ of Bn onto Hn is defined by projecting
x ∈ Bn away from −en+1 until it meets Hn in the unique point ζ(x) ∈ Hn, see Figure 1.4.
The map ζ : Bn → Hn defined by
ζ(x) :=
(
2x1
1− |x|2 , . . . ,
2xn
1− |x|2 ,
1 + |x|2
1− |x|2
)
is a bijection with inverse ζ−1 : Hn → Bn given by
ζ−1(y) :=
(
y1
1 + yn+1
, . . . ,
yn
1 + yn+1
)
.
Rn−1
xn
S∞
Bn
Figure 1.3: Conformal ball model Bn
Define a metric on Bn by the formula
dB(x, y) := dH(ζ(x), ζ(y)) .
The metric dB is called the Poincare´ metric on Bn and is given by
dB(x, y) = Arcosh
(
1 +
2|x− y|2
(1− |x|2)(1− |y|2)
)
,
see [Rat94, Theorem 4.5.1]. The asymptotic boundary of Bn is denoted by S∞ := ∂Bn. By
definition, the spaces Bn and Hn are globally isometric with the isometry given by ζ.
The metric space (Bn, dB) is called the conformal ball model of hyperbolic n–space.
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x
ζ(x) light cone
R2 × {0}
−e3
B2
x3
H2
Figure 1.4: Stereographic projection of B2 onto H2
We now give an isometry of Bn that maps a fixed y ∈ Bn into 0, see [Rat94, Chapter
4.5]. For that, fix y ∈ Bn and define the isometry Ty : Bn → Bn by
Ty(x) :=
(1− |y|2)(x− y)− |x− y|2y
1 + |x|2|y|2 − 2x · y . (1.1)
Obviously Ty satisfies the following identities, see [Sta03, Kapitel 2.2]:
(i) Ty(y) = 0 ,
(ii) |Ty(x)|2 = |x− y|
2
1 + |x|2|y|2 − 2x · y ,
(iii) (DTy(x))t · (DTy(x)) =
( |1− y|2
1 + |x|2|y|2 − 2x · y
)2
En ,
(iv)
√
|det(DTy(x))t · (DTy(x))| =
( |1− y|2
1 + |x|2|y|2 − 2x · y
)n
.
This isometry is also–called hyperbolic translation, see Figure 1.5.
We define the open geodesic ball in Bn with center x ∈ Bn and radius r > 0 to be the set
B(x, r) := {y ∈ Bn : dB(x, y) < r} .
As we will see below, this set coincides with an Euclidean ball BR(x˜) for a x˜ ∈ Bn and an
appropriate radius R ∈ (0, 1). If we compute the hyperbolic distance for a point y ∈ Bn to
14
1.2 The Hyperbolic n–Space Hn
Tx
0x
Bn Bn
Btanh( r2 )(0)B(x, r)
Figure 1.5: Hyperbolic translation of the geodesic ball B(x, r)
0 ∈ Bn, we get
dB(0, y) = Arcosh
(
1 +
2|y|2
1− |y|2
)
= Arcosh
(
1 + |y|2
1− |y|2
)
= 2 Artanh(|y|) .
Hence, in the special case B(0, r), we obtain
B(0, r) = {y ∈ Bn : dB(0, y) < r}
= {y ∈ Bn : 2 Artanh(|y|) < r}
=
{
y ∈ Bn : |y| < tanh
(r
2
)}
= Btanh( r2 )(0) .
That is, a geodesic ball with center 0 and radius r ∈ (0,∞) in Bn coincides with an Euclidean
ball with center 0 and radius tanh
(
r
2
) ∈ (0, 1). We will now show an important mapping
property of the hyperbolic translation defined above.
Lemma 1.5. Let D := B(x, r) be a geodesic ball with center x ∈ Bn and radius r ∈ (0,∞).
Moreover, let D′ := Tx(D) be the image of D under the hyperbolic translation Tx. Then D′
is a geodesic ball with center 0 and radius r.
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Proof. Since Tx is an isometry on Bn, we get, by the definition of D,
D′ = {Tx(y) ∈ Bn : dB(x, y) < r}
= {Tx(y) ∈ Bn : dB(Tx(x), Tx(y)) < r}
= {z ∈ Bn : dB(0, z) < r}
= B(0, r) .
1.2.5 Hyperbolic n–Space Un (upper–half space model)
Let Un := {x ∈ Rn : xn > 0} be the upper half–space, see Figure 1.6, and let η : Un → Bn
be the standard Mo¨bius transformation from the upper half–space Un onto the open unit
ball Bn, see [Rat94, p. 124]. Then η(x) := σ(ρ(x)), where ρ is the reflection of Rˆn in the
hyperplane Rn−1 × {0}, i.e.
ρ(x) := x− 2xn,
and σ is the reflection of Rˆn in the sphere S(en,
√
2) :=
{
x ∈ Rn : |x− en| =
√
2
}
given by
σ(x) := en +
( √
2
|x− en|
)2
(x− en) = en + 2(x− en)|x− en|2 .
Evidently,
|σ(x)|2 = 1 + 4xn|x− en|2 ,
i.e. σ maps the lower–half space −Un := {x ∈ Rn : xn < 0} = ρ(Un) onto the unit ball Bn,
see Figure 1.7.
Define a metric on Un by the formula
dU (x, y) := dB(η(x), η(y)) .
The metric dU is called the Poincare´ metric on Un and is given by
dU (x, y) = Arcosh
(
1 +
|x− y|2
2xnyn
)
,
see [Rat94, Theorem 4.6.1]. The hyperplane ∂Un := {x ∈ Rn : xn = 0} ∪ {∞} is the sphere
at infinity under the Mo¨bius transformation η, i.e. η(∂Un) = S∞. By definition, the spaces
Un and Bn are globally isometric with the isometry given by η.
The metric space (Un, dU ) is called the upper half–space model of hyperbolic n–space.
From now on we denote by Hn, the hyperbolic n–space, to be the conformal ball model.
Definition 1.6 (Hyperbolic n–space Hn). Let n ≥ 2 and Bn be the unit ball in Rn with metric
dB(x, y) := Arcosh
(
1 + 2|x−y|
2
(1−|x|2)(1−|y|2)
)
. We define the hyperbolic n–space to be Hn := Bn
equipped with the metric dB.
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Rn−1
xn
Un
∂Un
Figure 1.6: Upper half–space model Un
Remark 1.7. Hn is a complete Riemannian manifold (in the sense of Hopf–Rinow see
[O’N83, Chapter 5, Theorem 21]) with metric tensor given below.
The hyperbolic arc–length and hyperbolic volume element of Hn are given by
|dx|Hn :=
(
2
1−|x|2
)
|dx| , dxHn :=
(
2
1−|x|2
)n
dx
for x = (x1, . . . , xn) ∈ Hn, see [Rat94, Theorem 4.5.5 and Theorem 4.5.6].
The metric tensor of Hn and its inverse are given by
gij := δij
(
2
1−|x|2
)2
, gij := (gij)−1 = δij
(
1−|x|2
2
)2
, i, j ∈ {1, . . . , n} ,
where δij denotes the Kronecker symbol. Thus, we have for the Gramian determinant that√
det gij =
(
2
1−|x|2
)n
,
which is commonly denoted by
√
g. As one can see, the Euclidean n–space En and the hy-
perbolic n–space Hn are conformally equivalent.
Remark 1.8. For completeness, we also present the hyperbolic arc–length
|dx|Un := |dx|
xn
,
the hyperbolic volume element
dxUn :=
dx
(xn)n
,
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Rn−1
xn
−Un
Bn
S(en,
√
2)
Figure 1.7: Mo¨bius transformation of −Un onto Bn
and the metric tensor and its inverse (i, j ∈ {1, . . . , n})
gij := δij
1
(xn)2
, gij := (gij)−1 = δij(xn)2 ,
respectively, of the upper half–space model Un, see [Rat94, Theorem 4.6.6 and Theorem
4.6.7]. The Gramian determinant in this model is then given by
√
g =
1
(xn)n
.
If Ω is a set in a topological space and f : Ω→ R is a function, its support is denoted by
spt(f) := {x ∈ Ω : f(x) 6= 0} .
Furthermore, we denote by
Bnr := {x ∈ Rn : |x| < r}
the open ball in Rn of radius 0 < r < 1 centered at the origin. For an open set Ω ⊂ Hn, we
say Ω is compactly contained in Hn, i.e.
Ω ⊂⊂ Hn ,
if Ω ⊂ Bnr for some 0 < r < 1.
For Ω ⊂ Hn, the function space C1(Ω) is the set of functions f : Ω → R that are con-
tinuously differentiable on Ω (via charts as a function defined on a manifold), and C1c (Ω) :={
f ∈ C1(Ω) : spt(f) ⊂ Ω compact} are the continuously differentiable functions with compact
support.
Furthermore, the space C1c (Ω, TΩ) consists of the continuously differentiable vector fields
on Ω with compact support, where TΩ is the tangent bundle of Ω, which we will introduce
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below. The space C0,1(Ω) consits of functions f : Ω → R that are Lipschitz continuous on
Ω. Due to Rademacher’s Theorem, see [EG92, Chapter 3.1.2, Theorem 2], they are almost
everywhere differentiable.
For f ∈ C0,1(Ω), we denote by
Lip(f) := inf {M ∈ R≥0 : |f(x)− f(y)| ≤MdHn(x, y), x, y ∈ Ω, x 6= y}
the Lipschitz constant of f . Moreover, the space C0(Ω) consists of the continuous functions
on Ω.
Troughout the thesis we will use the Einstein summation convention, i.e. implicit summa-
tion over repeated indices.
For an open set Ω ⊂ Hn and a function f ∈ C1(Ω) we define the hyperbolic gradient of f
to be
∇Hnf :=
(
1−|x|2
2
)2
∇Rnf = gij(∇Rnf)iτj ,
where τ = τ1, . . . , τn is a frame field on Ω. and for a vector field ψ ∈ C1(Ω, TΩ) we define the
hyperbolic divergence of ψ to be
divHn ψ :=
(
1−|x|2
2
)n
divRn
((
2
1−|x|2
)n
ψ
)
,
here TΩ denotes the tangent bundle of Ω, i.e. TΩ := {(x, v) ∈ Ω× TxΩ : v ∈ TxΩ}, where
TxΩ is the tangent space of Ω at x. In a point x ∈ Ω we have TxΩ ∼= Rn and we can define a
scalar product on TxΩ by v ∗ w :=
(
2
1−|x|2
)2
v · w =: 〈v, w〉Hn for all v, w ∈ TxΩ.
The hyperbolic magnitude, or squared hyperbolic norm of ∇Hnf is then given by
|∇Hnf |2Hn :=
(
1−|x|2
2
)2
|∇Rnf |2 = (∇Hnf)igij(∇Hnf)j = ∇Hnf ∗ ∇Hnf ,
so the hyperbolic norm of ∇Hnf is given by |∇Hnf |Hn =
√∇Hnf ∗ ∇Hnf . The Cauchy–
Schwarz inequality then reads |v ∗ w| ≤ |v|Hn |w|Hn for all v, w ∈ TxΩ.
1.3 The Area Functional in Hn × R
By Du we denote the Euclidean gradient of u, i.e. Du := ∇Rnu. For an open set Ω ⊂⊂ Hn
and a function u : Ω→ R, the vertical graph of u is defined to be
graph(u) := {(x, u(x)) : x ∈ Ω, u(x) ∈ R} ⊂ Hn × R ,
where the function u is called the height function.
The metric tensor g˜ij on Hn × R is given by
g˜ij := gij , i, j = 1, . . . , n , g˜ij := 1 , i = j = n+ 1 ,
and
g˜ij := 0 , i = n+ 1, j = 1, . . . , n , g˜ij := 0 , i = 1, . . . , n, j = n+ 1 .
Furthermore, the Gramian
√
g˜ is given by√
g˜(x, t) =
√
g˜ =
(
2
1−|x|2
)n
.
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If we integrate functions, defined on Ω × R ⊂ Hn × R, over Ω × R, we denote the volume
element on Hn × R by dyHn =
(
2
1−|x|2
)n
dy :=
(
2
1−|x|2
)n
dxdt = dxHndt, i.e. dy = dxdt.
Theorem 1.9. If u ∈ C1(Ω) (u ∈ C0,1(Ω) suffices), the hyperbolic area of graph(u) is given
by
HnHn×R(graph(u)) =
∫
Ω
√
1 + |∇Hnu|2Hn dxHn
=
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx ,
with HnHn×R denoting the n–dimensional Hausdorff measure in Hn × R, see A.9.
Proof. We compute the Jacobian, with respect to the hyperbolic metric g, of F : Hn → Hn×R,
where F (x) := (x, u(x)) denotes the parametrization of graph(u).
First, we calculate
(∇HnF )t ∗ ∇HnF
=
1 · · · 0 ux1... . . . ... ...
0 · · · 1 uxn
 ·

(
2
1−|x|2
)2
0 · · · 0
...
. . .
... 0
0 . . .
(
2
1−|x|2
)2
0
0 · · · 0 1
 ·

1 · · · 0
...
. . .
...
0 · · · 1
ux1 · · · uxn

=

(
2
1−|x|2
)2
+ u2x1 ux1ux2 · · · ux1uxn
ux2ux1
(
2
1−|x|2
)2
+ u2x2 · · · ux2uxn
...
...
. . .
...
uxnux1 · · · uxnuxn−1
(
2
1−|x|2
)2
+ u2xn

.
Next, we compute the determinant of this matrix
det((∇HnF )t ∗ ∇HnF ) =
(
2
1−|x|2
)2n(
1 +
(
1−|x|2
2
)2
|Du|2
)
.
Then the Jacobian, with respect to the hyperbolic metric g, of F is defined to be
JHnF (x) : =
√
det((∇HnF )t ∗ ∇HnF )
=
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2
=
(
2
1−|x|2
)n√
1 + |∇Hnu|2Hn .
Applying Theorem A.12 (area formula) and taking into account that F is global injective, i.e.
H0Hn(Ω ∩ F−1(y)) = 1 for all y ∈ F (Ω), this yields the result.
The hyperbolic area functional is convex on the set of Lipschitz functions.
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Lemma 1.10 (Convexity of the Area Functional). Let Ω ⊂⊂ Hn. Then the area functional
is convex on C0,1(Ω).
Proof. Let u, v ∈ C0,1(Ω) and 0 ≤ t ≤ 1. Then we obtain∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|D(tu+ (1− t)v)|2 dx
=
∫
Ω
(
2
1−|x|2
)n
|t(∇Hnu, 1) + (1− t)(∇Hnv, 1)|Hn×R dx
≤ t
∫
Ω
(
2
1−|x|2
)n
|(∇Hnu, 1)|Hn×R dx+ (1− t)
∫
Ω
(
2
1−|x|2
)n
|(∇Hnv, 1)|Hn×R dx
= t
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx+ (1− t)
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dv|2 dx .
Equality holds only for t = 0, t = 1, or ∇Hnu = ∇Hnv Ln a.e., respectively.
Remark 1.11. The area functional is also convex on W 1,1Hn (Ω); more precisely, since(
d
dp
)2 (
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|p|2 =
(
2
1−|x|2
)n−2
|p|(
1 +
(
1−|x|2
2
)2
|p|2
) 3
2
> 0 ,
it is strictly convex on this function spaces.
Next, we show that the area functional is lower semicontinuous with respect to uniform
convergence on Lipschitz functions with equi–bounded Lipschitz constants. For the definition
of the Lebesgue spaces see Definition 1.14.
Lemma 1.12 (Lower Semicontinuity). Let Ω ⊂⊂ Hn and (uk)k be a sequence in C0,1(Ω) so
that
M := sup
k∈N
Lip(uk) <∞ ,
which converges uniformly to u ∈ C0,1(Ω). Then there holds∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx ≤ lim inf
k→∞
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duk|2 dx .
Remark 1.13. As a consequence of the Hahn–Banach theorem, one has for a Banach space
(X, | · |X) with dualspace (X ′, | · |X′), that
|x|X = sup
x′∈X′
|x′|
X′≤1
|x′(x)| .
Proof. Since uk converges uniformly to u, we also have Lip(u) ≤M . For ψ ∈ L1Hn(Ω, TΩ×R)
there holds∫
Ω
(
2
1−|x|2
)n
|ψ|Hn×R dx = sup

∫
Ω
(
2
1−|x|2
)n
ψ ∗ V dx : V ∈ L∞Hn(Ω, TΩ× R), |V |Hn×R ≤ 1
 ,
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due to the duality relation
L1Hn(Ω, TΩ× R)′ = L∞Hn(Ω, TΩ× R)
and Remark 1.13 with X := L1Hn(Ω, TΩ× R).
Therefore, for a given ε > 0, we choose V ∈ L∞Hn(Ω, TΩ× R), |V |Hn×R ≤ 1 so that
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx ≤ ε+
∫
Ω
(
2
1−|x|2
)n
V ∗ (∇Hnu, 1) dx
holds. Since Ω ⊂⊂ Hn, we have L∞Hn(Ω, TΩ × R) ⊂ L1Hn(Ω, TΩ × R) and, moreover, that
C1c (Ω, TΩ × R) lies dense in L1Hn(Ω, TΩ × R) with respect to the L1Hn–norm. Hence, we find
a function W ∈ C1c (Ω, TΩ× R) that satisfies∫
Ω
(
2
1−|x|2
)n
|V −W |Hn×R dx ≤ ε .
Thus, we get
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx
≤ ε+
∫
Ω
(
2
1−|x|2
)n
W ∗ (∇Hnu, 1) dx+
∫
Ω
(
2
1−|x|2
)n
(V −W ) ∗ (∇Hnu, 1) dx
≤ ε+ ε sup
x∈Ω
√
1 +
(
1−|x|2
2
)2
M2︸ ︷︷ ︸
:=C
+
∫
Ω
(
2
1−|x|2
)n
W ∗ (∇Hnu, 1) dx
= ε(1 + C) +
∫
Ω
(
2
1−|x|2
)n
(Wn+1 − udivHn(W1, . . . ,Wn)) dx
= ε(1 + C) + lim
k→∞
∫
Ω
(
2
1−|x|2
)n
(Wn+1 − uk divHn(W1, . . . ,Wn)) dx
= ε(1 + C) + lim
k→∞
∫
Ω
(
2
1−|x|2
)n
W ∗ (∇Hnuk, 1) dx ,
since integration by parts∫
Ω
(W1, . . . ,Wn) ∗ ∇Hnu dxHn = −
∫
Ω
udivHn(W1, . . . ,Wn) dxHn
also holds for Lipschitz functions. Now, by considering
∫
Ω
(
2
1−|x|2
)n
V ∗ (∇Hnuk, 1) dx ≤
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duk|2 dx ,
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we get ∫
Ω
(
2
1−|x|2
)n
W ∗ (∇Hnuk, 1) dx
≤
∫
Ω
(
2
1−|x|2
)n
V ∗ (∇Hnuk, 1) dx+ εC
≤
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duk|2 dx+ εC ,
and hence obtain ∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx
≤ ε(1 + 2C) + lim inf
k→∞
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duk|2 dx .
Since ε > 0 is arbitrary, we get the assertion.
1.4 The Space of Functions of Bounded Variation BVHn
Here, we introduce the space of functions of bounded variation BVHn(Ω) defined on an
open set Ω ⊂⊂ Hn.
If u : Ω→ R is a function, we denote its subgraph by
U := {(x, t) ∈ Ω× R : u(x) > t} ⊂ Hn × R.
Let Ω ⊂⊂ Hn be Ln measurable. We define the n–dimensional hyperbolic measure of Ω
to be
HnHn(Ω) = |Ω|Hn :=
∫
Ω
dxHn =
∫
Ω
(
2
1−|x|2
)n
dx .
In this section, if no other assumptions are made, Ω is an open, connected, and compactly
contained domain in Hn.
We now define the Lebesgue and Sobolev spaces on Ω ⊂⊂ Hn. For a detailed overview
of Sobolev spaces on subsets of Rn, we refer to the book of Adams [AF03], and for Sobolev
spaces on Riemannian manifolds to the book of Hebey [Heb96].
Definition 1.14 (Lebesgue Spaces on Hn). Let 1 ≤ p <∞. We define the space of Lebesgue
p–integrable functions on Ω to be
LpHn(Ω) :=
u : Ω→ R : u measurable, |u|pLpHn (Ω) :=
∫
Ω
(
2
1−|x|2
)n
|u|p dx <∞
 ,
and if ∂Ω ∈ C0,1 the space of Lebesgue p–integrable functions on ∂Ω to be
LpHn(∂Ω) :=
u : ∂Ω→ R : u measurable, |u|pLpHn (∂Ω) :=
∮
∂Ω
(
2
1−|x|2
)n−1
|u|p dHn−1 <∞
 ,
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where Hn−1 denotes the (n− 1)–dimensional Hausdorff measure on Rn.
For p =∞ we set
L∞Hn(Ω) :=
{
u : Ω→ R : u measurable, ess sup
x∈Ω
|u(x)| <∞
}
.
Remark 1.15. Here, measurable means measurable in the sense of Lebesgue, i.e. with respect
to the n–dimensional Lebesgue measure Ln, or (n− 1)–dimensional Lebesgue measure Ln−1,
respectively. These Lebesgue spaces on Hn are special cases of weighted Lebesgue spaces on
Rn and are Banach spaces. For an introduction on this topic, we refer to the book of Turesson
[Tur00]. Particularly, for Ω ⊂ Hn, u ∈ LpHn(Ω) and v ∈ LqHn(Ω) with 1p + 1q = 1, 1 ≤ p, q ≤ ∞
there holds the Ho¨lder inequality:∫
Ω
(
2
1−|x|2
)n
|uv| dx =
∫
Ω
((
2
1−|x|2
)n) 1p |u|(( 21−|x|2)n) 1q |v| dx (1.2)
≤
∫
Ω
(
2
1−|x|2
)n
|u|p
 1p ∫
Ω
(
2
1−|x|2
)n
|v|q
 1q .
Definition 1.16 (Sobolev Spaces on Hn). Let 1 ≤ p <∞ and
F1,p :=
u ∈ C∞(Ω) ∩ LpHn(Ω) :
∫
Ω
(
2
1−|x|2
)n
|∇Hnu|pHn dx <∞
 .
We define the Sobolev space W 1,pHn (Ω) to be the completion of F1,p with respect to the norm
|u|W 1,pHn (Ω) := |u|LpHn (Ω) + |∇Hnu|LpHn (Ω)
=
∫
Ω
(
2
1−|x|2
)n
|u|p dx
1/p +
∫
Ω
(
2
1−|x|2
)n
|∇Hnu|pHn dx
1/p .
We need the following theorem, see [Heb96, Chapter 3, Theorem 3.14].
Theorem 1.17. Let (M, g) be a complete n–dimensional Riemannian manifold. Suppose
that the Ricci curvature of (M, g) is bounded from below and that
inf
x∈M
volg(B1(x)) > 0 .
Then the Sobolev embeddings are valid for M.
Since Hn has constant sectional curvature −1, its Ricci curvature is bounded from below.
Furthermore, the volume condition is also satisfied, because Hn is conformal equivalent to the
Euclidean space. Therefore, we have particularly the following lemma.
Lemma 1.18. For Ω ⊂⊂ Hn with ∂Ω ∈ C0,1, the embedding
W 1,1Hn (Ω) ⊂ L
n
n−1
Hn (Ω)
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is valid and it is compact for all 1 ≤ q < nn−1 , i.e. W 1,1Hn (Ω) ⊂⊂ LqHn(Ω). Moreover, we have
for any v ∈W 1,1Hn (Ω) the inequality∫
Ω
(
2
1−|x|2
)n
|v| nn−1 dx

n−1
n
≤ C
∫
Ω
(
2
1−|x|2
)n
|v| dx+
∫
Ω
(
2
1−|x|2
)n−1
|Dv|
 dx , (1.3)
where C = C(Ω) is a positive constant.
Remark 1.19. We want to emphasize here, that W 1,1Hn (Ω) is a Banach space, but not reflex-
ive, see [Heb96, Chapter 2, Proposition 2.4]. Hence, the direct methods of the calculus of
variations are not applicable. This is the main reason why we have to introduce the space of
functions of bounded variation.
For an introduction and detailed overview of the space of functions of bounded variation
on open subsets of Rn, we refer to the monographs of Giusti [Giu84] and Miranda & Mas-
sari [MM84], and to the books of Ziemer [Zie89], Ambrosio, Fusco & Pallara [AFP00],
Giaquinta, Modica & Soucˇek [GMS98a] and [GMS98b], and Evans & Gariepy [EG92].
Definition 1.20 (Total Variation). Let u ∈ L1Hn(Ω). We define its total variation to be
∫
Ω
|∇Hnu|Hn := sup

∫
Ω
udivHn ψ(x) dxHn : ψ ∈ C1c (Ω, TΩ), |ψ|Hn ≤ 1

= sup

∫
Ω
udivRn
((
2
1−|x|2
)n
ψ(x)
)
dx : ψ ∈ C1c (Ω, TΩ), |ψ|Hn ≤ 1

=:
∫
Ω
(
2
1−|x|2
)n−1
|Du|
=: |∇Hnu|Hn (Ω) ,
where TΩ denotes the tangent bundle of Ω.
Remark 1.21. For a vector field ψ ∈ C1c (Ω, TΩ) we have the identity∫
Ω
divHn ψdxHn =
∫
Hn
ϕΩ divHn ψdxHn = −〈∇HnϕΩ, ψ〉Hn = ∇HnϕΩ(ψ) ,
where ∇HnϕΩ is the distributional hyperbolic gradient of the characteristic function ϕΩ of Ω.
If we take the supremum over all ψ ∈ C1c (Ω, TΩ), |ψ|Hn ≤ 1, we obtain |∇HnϕΩ|Hn , which we
call the total variation of ϕΩ. If this quantity is finite, the above continuous linear functional
on C1c (Ω, TΩ) extends to a continuous linear functional on C
0
c (Ω, TΩ) due to the density of
C1c (Ω, TΩ) in C
0
c (Ω, TΩ) and the Riesz representation theorem, [EG92, Chapter 1.8, Theo-
rem 1], yields the existence of a certain vector–valued Radon measure µ. |∇HnϕΩ|Hn is then
the total variation of the so obtained vector–valued Radon measure µ in the sense of measure
theory. For more details, see Appendix A.
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Definition 1.22 (Functions of Bounded Variation on Hn). We define the space of functions
of bounded variation to be
BVHn(Ω) :=
u ∈ L1Hn(Ω) :
∫
Ω
(
2
1−|x|2
)n−1
|Du| <∞
 ,
i.e. the functions u ∈ L1Hn(Ω) with finite total variation. The space BVHn(Ω) is a Banach
space with norm given by
|u|BVHn (Ω) := |u|L1Hn (Ω) +
∫
Ω
(
2
1−|x|2
)n−1
|Du| .
Remark 1.23. We have W 1,1Hn (Ω) ( BVHn(Ω). Thus, the space BVHn(Ω) contains strictly
more functions than W 1,1Hn (Ω). For example, the characteristic function ϕE of a measurable set
E ⊂ Ω ⊂⊂ Hn with C2 boundary ∂E is a BVHn(Ω) function (E is then called a Caccioppoli
set), but it is not in W 1,1Hn (Ω), see [Giu84, Chapter 1, Example 1.4] for the Euclidean case.
Moreover BVHn(Ω) is not separable (every dense subset must be uncountable), see Lemma
1.24, and since the closure of C1(Ω)∩BVHn(Ω) in the BVHn–norm is the space W 1,1Hn (Ω), the
space C1(Ω) ∩ BVHn(Ω) is not dense in BVHn(Ω).
Lemma 1.24. Let Ω ⊂ Hn be open. The spaces BVHn(Ω) and BVHn,`oc(Ω) are not separable.
Proof. Since Ω is open there exists a x0 ∈ Ω and a 0 < ε0 < distHn(x0, ∂Ω) so that the open
geodesic ball B(x0, ε0) ⊂ Ω. For ε02 < ε < ε0 define the function χε ∈ BVHn(Ω)
χε(x) :=
{
0 x 6∈ B(x0, ε) ,
1 x ∈ B(x0, ε)
.
Then for ε02 < δ < ε < ε0, by using (1.1), we have
|χε − χδ|BVHn (Ω)
= |B(x0, ε) \B(x0, δ)|Hn +
∫
Ω
(
2
1−|x|2
)n−1
|D(χε − χδ)|
=
2pi
n
2
nΓ
(
n
2
) (tanh(ε
2
)n
− tanh
(
δ
2
)n)
+
2pi
n
2
Γ
(
n
2
) (tanh(ε
2
)n−1
+ tanh
(
δ
2
)n−1)
>
2pi
n
2
Γ
(
n
2
) (tanh(ε0
4
)n−1)
Define for ε02 < ε < ε0
Dε :=
{
ψ ∈ BVHn(Ω) : |χε − ψ|BVHn (Ω) ≤
pi
n
2
Γ
(
n
2
) (tanh(ε0
4
)n−1)}
Obviously, these balls form an uncountable disjoint family indexed by ε ∈ ( ε02 , ε0). Now, since
every dense subset of BVHn(Ω) must have at least one point inside each member of this family,
its cardinality is at least that of the continuum and therefore cannot a be countable subset.
Since the example itself involves only local properties, this proves that the same property is
true for BVHn,`oc(Ω).
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If u ∈ BVHn(Ω) and ∇Hnu is the gradient of u in the sense of distributions, then ∇Hnu is
a vector–valued Radon measure and ∫
Ω
(
2
1−|x|2
)n−1
|Du|
is the total variation of ∇Hnu on Ω. Thus, we may extend the definition of∫
A
(
2
1−|x|2
)n−1
|Du|
to include cases where A ⊂⊂ Ω is not necessarily open.
For continuously differentiable functions, the total variation coincides with the usual inte-
gral of the absolute value of the gradient of u.
Lemma 1.25. Let Ω ⊂⊂ Hn. If u ∈ C1(Ω), then the equality∫
Ω
(
2
1−|x|2
)n−1
|Du| =
∫
Ω
(
2
1−|x|2
)n−1
|Du| dx
holds.
Proof. Let χε ∈ C1c (Ω), 0 ≤ χε ≤ 1 with χε ε→0−→ χΩ in L1Hn(Ω). Here, χΩ denotes the
characteristic function of Ω. Since C1c (Ω, TΩ) is dense in L
1
HnΩ, TΩ) and the total variation
is a continuous linear functional, we can also define ψε ∈ L1Hn(Ω, TΩ) to be
ψε(x) := χε(x)
−∇Hnu
|∇Hnu|Hn
= χε(x)
−
(
1−|x|2
2
)
Du
|Du|
as an admissible test function with compact support. Obviously, |ψε|Hn ≤ 1. Consequently,
we get, by the definition of the total variation, that∫
Ω
(
2
1−|x|2
)n−1
|Du|Hn ≥
∫
Ω
udivRn
((
2
1−|x|2
)n
ψε(x)
)
dx
= −
∫
Ω
(
1−|x|2
2
)2
Du ∗
(
2
1−|x|2
)n
ψε(x) dx
ψε
=
∫
Ω
χε(x)
(
1−|x|2
2
)2
Du ∗
(
2
1−|x|2
)n−1
Du
|Du| dx
=
∫
Ω
χε(x)
(
2
1−|x|2
)n−1
|Du| dx .
If we let ε tend to zero we get the inequality∫
Ω
(
2
1−|x|2
)n−1
|Du| ≥
∫
Ω
(
2
1−|x|2
)n−1
|Du| dx .
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For the opposite inequality, let ψ ∈ C1c (Ω, TΩ) with |ψ|Hn ≤ 1. We now use the Cauchy–
Schwarz inequality to get∫
Ω
udivRn
((
2
1−|x|2
)n
ψ(x)
)
dx = −
∫
Ω
(
2
1−|x|2
)n(
1−|x|2
2
)2
Du ∗ ψ(x) dx
≤
∫
Ω
(
2
1−|x|2
)n−1
|ψ(x)|Hn |Du| dx
≤
∫
Ω
(
2
1−|x|2
)n−1
|Du| dx .
Taking the supremum on the left hand side over all admissible ψ, we get the desired result.
Remark 1.26. For the last lemma to hold, it suffices to assume u ∈ C0,1(Ω). In fact, by a
density argument, we only need u ∈W 1,1Hn (Ω).
Next, we will prove the lower semicontinuity with respect to L1Hn convergence of the total
variation measure.
Lemma 1.27 (Lower Semicontinuity). Let Ω ⊂⊂ Hn be open and (uj)j a sequence of func-
tions with uj ∈ BVHn(Ω), j ∈ N, which converges in L1Hn,`oc(Ω) to a function u. Then there
holds ∫
Ω
(
2
1−|x|2
)n−1
|Du| ≤ lim inf
j→∞
∫
Ω
(
2
1−|x|2
)n−1
|Duj | .
Proof. Let ψ ∈ C1c (Ω, TΩ) with |ψ|Hn ≤ 1. Then we have∫
Ω
udivRn
((
2
1−|x|2
)n
ψ(x)
)
dx = lim
j→∞
∫
Ω
uj divRn
((
2
1−|x|2
)n
ψ(x)
)
dx
≤ lim inf
j→∞
∫
Ω
(
2
1−|x|2
)n−1
|Duj | .
Taking now the supremum over all such ψ on the left hand side, we are done.
Remark 1.28. If the sequence has equi–bounded total variation, i.e.
sup
j∈N
∫
Ω
(
2
1−|x|2
)n−1
|Duj | <∞ ,
we have u ∈ BVHn(Ω).
1.5 The Relaxed Area Functional in Hn × R
Now, we relax the area functional to functions that merely have bounded variation.
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For a Lipschitz function u defined on Ω ⊂⊂ Hn, the area of the graph of u is given by
Theorem 1.9:
A˜(u,Ω) :=
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx .
If u is merely continuous, we define its relaxed area, according to Lebesgue in the Euclidean
case, see [GM05, Chapter 2.5], as
A(u,Ω) := inf
{
lim inf
k→∞
A˜(uk,Ω) : uk ∈ C1(Ω), uk k→∞−→ u uniformly
}
.
Since the area functional for Lipschitz functions is lower semicontinuous with respect to uni-
form convergence by Lemma 1.12, the relaxed area functional is also lower semicontinuous
with respect to uniform convergence. Furthermore, the relaxed area functional coincides with
the area functional on Lipschitz functions.
We want to know exactly which functions yields graphs that have finite relaxed area.
Therefore, in the spirit of Lebesgue, we extend the above definition to L1Hn , by replacing the
uniform convergence to L1Hn convergence, i.e. for every u ∈ L1Hn(Ω) we set
A(u,Ω) := inf
{
lim inf
k→∞
A˜(uk,Ω) : uk ∈ C1(Ω), uk k→∞−→ u in L1Hn(Ω)
}
.
This is the highest lower semicontinuous extension of A˜(u,Ω). It turns out that this relaxed
area coincides with the following definition. For a general treatment of relaxing functionals
and their corresponding integral representations, see the books of dal Maso [dM93, Chapter
3] and Buttazzo [But89].
Definition 1.29 (Relaxed Area Functional). Let Ω ⊂⊂ Hn. Define the set of admissible
vector fields to be
ΨΩ :=
{
ψ¯ := (ψ,ψn+1) ∈ C1c (Ω, TΩ× R) : |ψ¯|Hn×R :=
√
|ψ|2Hn + |ψn+1|2 ≤ 1
}
.
For u ∈ BVHn(Ω), the area functional can now be extended to∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2
:= sup

∫
Ω
(
2
1−|x|2
)n
ψn+1(x) + udivRn
((
2
1−|x|2
)n
ψ(x)
)
dx : ψ¯ ∈ ΨΩ
 .
Remark 1.30. We want to mention, at this point, that the quantity∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2
is a Radon measure that is the total variation measure of the vector–valued measure((
2
1−|x|2
)n−1
Du,
(
2
1−|x|2
)n
Ln
)
.
Here, Du denotes the gradient in the sense of distributions. For details, see Appendix A.
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We now show that the graph of a BVHn function has finite area.
Lemma 1.31. Let Ω ⊂⊂ Hn. If u ∈ BVHn(Ω), then there holds
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 <∞ .
Proof. We have
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2
= sup

∫
Ω
(
2
1−|x|2
)n
ψn+1(x) + udivRn
((
2
1−|x|2
)n
ψ(x)
)
dx : ψ¯ ∈ ΨΩ

≤ sup

∫
Ω
(
2
1−|x|2
)n
ψn+1(x) : ψ¯ ∈ ΨΩ

+ sup

∫
Ω
udivRn
((
2
1−|x|2
)n
ψ(x)
)
dx : ψ¯ ∈ ΨΩ

=
∫
Ω
(
2
1−|x|2
)n
dx+
∫
Ω
(
2
1−|x|2
)n−1
|Du|
= |Ω|Hn + |∇Hnu|Hn (Ω) <∞ .
Remark 1.32. If u ∈ L1Hn(Ω) and the graph of u has finite area, then the opposite implication
is also true, i.e.
∫
Ω
(
2
1−|x|2
)n−1
|Du| ≤
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 <∞
implies u ∈ BVHn(Ω).
We now prove the L1Hn lower semicontinuity of the relaxed area functional.
Lemma 1.33 (Lower Semicontinuity of the Relaxed Area Functional). Let Ω ⊂⊂ Hn be open,
and (uj)j a sequence of functions with uj ∈ BVHn(Ω), j ∈ N, which converges in L1Hn,`oc(Ω)
to a function u. Then there holds
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 ≤ lim inf
j→∞
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duj |2
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Proof. Let ψ¯ = (ψ,ψn+1) ∈ C1c (Ω, TΩ× R) with |ψ¯|Hn×R ≤ 1. Then we have∫
Ω
(
2
1−|x|2
)n
ψn+1(x) + udivRn
((
2
1−|x|2
)n
ψ(x)
)
dx
= lim
j→∞
∫
Ω
(
2
1−|x|2
)n
ψn+1(x) + uj divRn
((
2
1−|x|2
)n
ψ(x)
)
dx
≤ lim inf
j→∞
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duj |2 .
Taking the supremum over all such ψ¯ on the left hand side, we are done.
Next, we show that this is a natural extension of the area functional to functions u ∈
BVHn(Ω).
Lemma 1.34. Let Ω ⊂⊂ Hn. If u ∈ C1(Ω), then the equality∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 =
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx
holds.
Proof. Let χε ∈ C1c (Ω), 0 ≤ χε ≤ 1 with χε ε→0−→ χΩ in L1Hn(Ω). Here, χΩ denotes the
characteristic function of Ω. Since C1c (Ω, TΩ×R) is dense in L1HnΩ, TΩ×R) and the relaxed
area is a continuous linear functional, we can also define ψ¯ε ∈ L1Hn(Ω, TΩ× R) to be
ψ¯ε(x) := χε(x)
(−∇Hnu, 1)
|(∇Hnu, 1)|Hn×R = χε(x)
(
−
(
1−|x|2
2
)
Du, 1
)
√
1 +
(
1−|x|2
2
)2
|Du|2
as an admissible test function with compact support. Since obviously |ψ¯|Hn×R ≤ 1, we get,
by definition of the relaxed area, that∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2
≥
∫
Ω
(
2
1−|x|2
)n
ψεn+1(x) + udivRn
((
2
1−|x|2
)n
ψε(x)
)
dx
=
∫
Ω
(
2
1−|x|2
)n
ψεn+1(x)−
(
1−|x|2
2
)2
Du ∗
(
2
1−|x|2
)n
ψε(x) dx
ψε
=
∫
Ω
(
2
1−|x|2
)n χε(x) · 1√
1 +
(
1−|x|2
2
)2
|Du|2
+
(
1−|x|2
2
)2
Du ∗
χε(x)
(
2
1−|x|2
)n−1
Du√
1 +
(
1−|x|2
2
)2
|Du|2
dx
=
∫
Ω
χε(x)
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx .
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If we let ε tend to zero, we get the inequality∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 ≥
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx .
To prove the opposite inequality, let ψ¯ ∈ C1c (Ω, TΩ × R) with |ψ¯|Hn×R ≤ 1. Then, using the
Cauchy–Schwarz inequality, we get∫
Ω
(
2
1−|x|2
)n
ψn+1(x) + udivRn
((
2
1−|x|2
)n
ψ(x)
)
dx
=
∫
Ω
(
2
1−|x|2
)n(
1 · ψn+1(x)−
(
1−|x|2
2
)2
Du ∗ ψ(x)
)
dx
≤
∫
Ω
(
2
1−|x|2
)n√
|ψ(x)|2Hn + |ψn+1(x)|2
√
1 +
(
1−|x|2
2
)2
|Du|2 dx
≤
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx .
Taking the supremum on the left hand side over all admissible ψ¯, we get the desired result.
By Remark 1.23 it is analytically unsatisfactory to deal with the BVHn–norm. It is instead
more convenient to regard BVHn(Ω) as a subspace of L1Hn(Ω) as in Theorem 1.27 (lower semi-
continuity), or endowed with the weak∗–convergence or the convergence of measures induced
by the immersion of BVHn(Ω) into the space of vector–valued Radon measures. In this sense
functions in BVHn(Ω) can be approximated by smooth functions.
Theorem 1.35 (Approximation by Smooth Functions). Let A ⊂⊂ Ω ⊂⊂ Hn be compact,
∂A ∈ C0,1, and u ∈ BVHn,`oc(Ω). Then there exist a sequence (uj)j with uj ∈ BVHn,`oc(Ω) ∩
C∞(Ω), j ∈ N, with the following properties:
(i) uj
j→∞−→ u in L1Hn,`oc(Ω) ,
(ii)
∫
A
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duj |2 dx j→∞−→
∫
A
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 ,
(iii) uj
j→∞−→ u in L1Hn,`oc(∂Ω) .
Proof. Let η ∈ C∞(Hn) be defined by
η(x) :=
{
c exp
(
1
|x|2−1
)
|x| < 1 ,
0 |x| = 1 ,
with the constant c adjusted so that∫
Hn
(
2
1−|x|2
)n
η(x) dx = 1 .
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In the case of a standard symmetric Friedrichs mollifier in Rn, see [EG92, Chapter 4.2.1].
For ε > 0 define
ηε(x) :=
1
εn
η
(x
ε
)
and
uε(y) := ηε ? u(y) =
∫
Ω
(
2
1−|x|2
)n
ηε(y − x)u(x) dx , (1.4)
i.e. the mollification of u with the kernel ηε.
Then there holds uε ∈ BVHn,`oc(Ω) ∩ C∞(Ω), and by a standard argument, see [EG92,
Chapter 4.2.1], it follows that
uε
ε→0−→ u in L1Hn(A) .
This proves (i).
Furthermore, by the definition of the total variation, there holds∫
Ω
(
2
1−|x|2
)n−1
|Duε| dx ≤
∫
Ωε
(
2
1−|x|2
)n−1
|Du| , (1.5)
where Ωε := {x ∈ Bnr : dist(x,Ω) ≤ ε} ⊂ Bnr .
Due to Theorem 1.33 (lower semicontinuity of the relaxed area functional with respect to
L1Hn,`oc convergence), we get∫
A
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 ≤ lim inf
ε→0
∫
A
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duε|2 dx .
Thus, to prove (ii) it remains to show the opposite inequality. For this, let ψ¯ ∈ ΨA be an
admissible vector field and 0 < ε 1 so that
Aε := {x ∈ Bnr : dist(x,A) ≤ ε} ⊂ Ω ,
for some 0 < r < 1.
Since |ψ¯|Hn×R ≤ 1, there holds |ψ¯ε|Hn×R ≤ 1 and we can compute∫
Ω
(
2
1−|x|2
)n
ψn+1(x) + uε divRn
((
2
1−|x|2
)n
ψ(x)
)
dx
=
∫
Ω
(
2
1−|x|2
)n
ψn+1(x) + udivRn
([(
2
1−|x|2
)n
ψ(x)
]
ε
)
dx
=
∫
Ω
(
2
1−|x|2
)n
ψn+1(x) + udivRn
((
2
1−|x|2
)n
ψε(x)
)
dx
+
∫
Ω
udivRn
([(
2
1−|x|2
)n
ψ(x)
]
ε
−
(
2
1−|x|2
)n
ψε(x)
)
dx
≤
∫
Aε
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 + I ,
(1.6)
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where we have set
I :=
∫
Ω
udivRn
([(
2
1−|x|2
)n
ψ(x)
]
ε
−
(
2
1−|x|2
)n
ψε(x)
)
dx .
By applying the transformation formula, we obtain
I =
∫
Ω
udivRn
∫
Ω
(
2
1−|y|2
)n
ψ(y)ηε(x− y) dy −
(
2
1−|x|2
)n ∫
Ω
ψ(y)ηε(x− y) dy
 dx
=
∫
Ω
udivRn
∫
Ω
[(
2
1−|y|2
)n
−
(
2
1−|x|2
)n]
ψ(y)ηε(x− y) dy
 dx
z=x−y
=
∫
Ω
udivRn
∫
Bnε
[(
2
1−|x−z|2
)n
−
(
2
1−|x|2
)n]
ψ(x− z)ηε(z) dz

︸ ︷︷ ︸
:=λ(x)
dx .
Consequently, λ ∈ C1c (Aε, TAε). Therefore, |λ(x)|Hn ∈ O(ε) and we get
∣∣∣λ(x)ε ∣∣∣Hn ∈ O(1). By
setting
λ˜(x) =
λ(x)
εC
for C > 0 sufficiently large, we obtain λ˜ ∈ C1c (Aε, TAε) and
∣∣∣λ˜(x)∣∣∣
Hn
≤ 1. Thus, we have
shown that
I =
∫
Ω
udivRn
∫
Ω
(
2
1−|y|2
)n
ψ(y)ηε(x− y) dy −
(
2
1−|x|2
)n ∫
Ω
ψ(y)ηε(x− y) dy
 dx
= εC
∫
Ω
udivRn(λ˜(x)) dx
≤ εC
∫
Aε
(
2
1−|x|2
)n−1
|Du|
≤ εC
∫
Aε
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 .
Plugging this into (1.6) and taking the supremum over all admissible vector fields from ΨA
on the left hand side, we infer
∫
A
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duε|2 dx ≤ (1 + εC)
∫
Aε
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 .
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The assertion now follows from
lim sup
ε→0
∫
A
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duε|2 dx
≤ lim
ε→0
∫
Aε
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 =
∫
A
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2
=
∫
A
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 .
To prove (iii), we use a slight modification of Emmers lemma, see [Emm73, Lemma 1.1].
Thus, by applying Lemma 1.37 (Emmers lemma) with 0 < δ  1, we get∮
∂Ω
(
2
1−|x|2
)n−1
|uε − u| dHn−1
≤
√
1 + cL2
∫
Ωδ
(
2
1−|x|2
)n−1
|D(uε − u)|+ γ
∫
Ω
(
2
1−|x|2
)n
|uε − u| dx
≤
√
1 + cL2
∫
Ωδ
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|D(uε − u)|2 + γ
∫
Ω
(
2
1−|x|2
)n
|uε − u| dx .
(1.7)
Now, every u ∈ BVHn(Ω), with Ω ⊂⊂ Bnr for some 0 < r < 1, can be extended to
u˜ ∈ BVHn(Bnr ) so that u˜|∂Bnr = 0 (since |∇Hnu|Hn is a σ–additive Radon measure, there are
only countably many r for which this fails) and u˜|∂Ω = u. Consequently,∫
∂Ω
(
2
1−|x|2
)n−1
|Du| = 0 .
Furthermore, there holds Hn(∂Ω) = 0. Thus, we get∫
∂Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 = 0 . (1.8)
With (i) & (ii), we finally obtain, from (1.7) and the mollification property (1.5), that
lim sup
ε→0
∮
∂Ω
(
2
1−|x|2
)n−1
|uε − u| dHn−1 ≤ 2
√
1 + cL2
∫
Ωδ
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 .
By letting δ tend to zero, the right hand side tends to zero by (1.8), and we are done.
Remark 1.36. Since A(u, ·) is a Radon measure for u ∈ BVHn(Ω), the last theorem also
holds for open sets, or more general for every Borel measurable set, see [EG92, Chapter 1.1
Theorem 4].
Lemma 1.37 (Emmer). Let Ω ⊂⊂ Hn, ∂Ω ∈ C0,1`oc, and u ∈ BVHn(Ω). Then for every
0 < ε 1 there exists a positive constant γ = γ(ε,Ω) so that∮
∂Ω
(
2
1−|x|2
)n−1
|u| dHn−1 ≤
√
1 + cL2
∫
Ωε
(
2
1−|x|2
)n−1
|Du|+ γ
∫
Ω
(
2
1−|x|2
)n
|u| dx ,
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where
Ωε := {x ∈ Ω : dist(x, ∂Ω) < ε} ,
c := sup
x∈Ω
(
1−|x|2
2
)2
, and L denotes the maximum of the (finitely many) local Lipschitz con-
stants of ∂Ω.
Proof. First, assume u to be smooth and represent ∂Ω in a local coordinate frame. For this,
let A ⊂⊂ Hn−1 be open, w : A→ I ⊂ R≥0 Lipschitz with inf
x∈A
w(x) > 0, and
G = {(z, y) : 0 < y < w(z)} ⊂ Ω ,
Γ = {(z, w(z)) : z ∈ A} ⊂ ∂Ω .
Fix 0 < ε 1 and set
Gε = {(z, y) : w(z)− ε < y < w(z)} ⊂ Ω ,
Γε = {(z, w(z)− ε) : z ∈ A} ⊂ Ω .
Then we have for u ∈ C∞c (A× (w(z)− ε,∞)) that∮
∂Ω
(
2
1−|x|2
)n−1
|u| dHn−1 ≤
√
1 + cL2
∫
Gε
(
2
1−|x|2
)n−1
|Du| dx+ 1
ε
∫
Gε
(
2
1−|x|2
)n
|u| dx ,
with L := Lip(w).
To show this, we set, for 0 < δ < ε,
uδ(z, w(z)) := u(z, w(z)− δ) . (1.9)
Then we compute∮
Γ
(
2
1−|z|2
)n−1
|u(z, w(z))− uδ(z, w(z))| dHn−1
=
∫
A
(
2
1−|z|2
)n−1
|u(z, w(z))− u(z, w(z)− δ)|
√
1 +
(
1−|z|2
2
)2
|Dw|2 dz
≤
√
1 + cL2
∫
A
(
2
1−|z|2
)n−1 w(z)∫
w(z)−δ
∣∣∣∣ ∂∂tu(z, t)
∣∣∣∣ dtdz
≤
√
1 + cL2
∫
Gε
(
2
1−|x|2
)n−1
|Du| dx .
(1.10)
Furthermore, we have∮
Γ
(
2
1−|x|2
)n−1
|u| dHn−1 ≤
∮
Γ
(
2
1−|x|2
)n−1
|u− uδ| dHn−1 +
∮
Γ
(
2
1−|x|2
)n−1
|uδ| dHn−1 .
If we integrate this with respect to δ from 0 to ε, and use (1.10), we obtain
ε
∮
Γ
(
2
1−|x|2
)n−1
|u| dHn−1
≤ ε
√
1 + cL2
∫
Gε
(
2
1−|x|2
)n−1
|Du| dx+
∫
Gε
(
2
1−|x|2
)n
|u| dx ,
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where we have used that∮
Γ
(
2
1−|x|2
)n−1
|uδ| dHn−1 =
∮
Γδ
(
2
1−|x|2
)n−1
|u| dHn−1 ,
and
ε∫
0
(
2
1−|x|2
)∮
Γδ
(
2
1−|x|2
)n−1
|u| dHn−1dδ =
∫
Gε
(
2
1−|x|2
)n
|u| dx ,
respectively. Thus, dividing by ε on both sides, we get∮
Γ
(
2
1−|x|2
)n−1
|u| dHn−1
≤
√
1 + cL2
∫
Gε
(
2
1−|x|2
)n−1
|Du| dx+ 1
ε
∫
Gε
(
2
1−|x|2
)n
|u| dx .
(1.11)
Since ∂Ω is compact, we may take a smooth partition of unity subordinate to a finite
cover of local coordinate frames of ∂Ω. That is, there exist N local coordinate frames A1 ×
I1, . . . , AN × IN as above, and C∞c –functions 0 ≤ χi ≤ 1 with spt(χi) ⊂ Ai × Ii, i = 1, . . . , N
and
N∑
i=1
χi = 1. Extend u by zero in the exterior of Ω, define Γi, Gi as above, and set ui := χiu.
Then by the latter, we have that
u =
N∑
i=1
ui =
N∑
i=1
χiu
satisfies ∮
∂Ω
(
2
1−|x|2
)n−1
|u| dHn−1
≤
N∑
i=1
∮
Γi
(
2
1−|x|2
)n−1
|ui| dHn−1
(1.11)
≤
N∑
i=1
√
1 + cL2
∫
Gi,ε
(
2
1−|x|2
)n−1
|Dui| dx+
N∑
i=1
1
ε
∫
Gi,ε
(
2
1−|x|2
)n
|ui| dx
=
N∑
i=1
√
1 + cL2
∫
Ωε
(
2
1−|x|2
)n−1
|D(χiu)| dx+ 1
ε
∫
Ω
(
2
1−|x|2
)n
|u| dx
≤
√
1 + cL2
 ∫
Ωε
(
2
1−|x|2
)n−1
|Du| dx+
∫
Ωε
(
2
1−|x|2
)n
|u|
N∑
i=1
(
1−|x|2
2
)
|Dχi| dx

+
1
ε
∫
Ω
(
2
1−|x|2
)n
|u| dx .
By setting
γ = γ(ε,Ω) :=
1
ε
+M
√
1 + cL2 ,
where
M := sup
x∈Ωε
N∑
i=1
(
1−|x|2
2
)
|Dχi(x)| ,
37
1 Preliminaries and Foundations
we then obtain∮
∂Ω
(
2
1−|x|2
)n−1
|u| dHn−1 ≤
√
1 + cL2
∫
Ωε
(
2
1−|x|2
)n−1
|Du| dx+ γ
∫
Ω
(
2
1−|x|2
)n
|u| dx (1.12)
in the general case.
In the last step, we approximate u by a sequence of smooth functions. For this, choose a
sequence of functions (ui)i with ui ∈ C∞(Ω) ∩ BVHn(Ω), i ∈ N as in Theorem 1.35 (approxi-
mation) with the properties:
(i) ui
i→∞−→ u in L1Hn,`oc(Ω) ,
(ii)
∫
Ω
(
2
1−|x|2
)n−1
|Dui| dx i→∞−→
∫
Ω
(
2
1−|x|2
)n−1
|Du| .
Fix 0 < ε  1, choose B := A × I as in the previous step, and taking the definition from
(1.9), we set
(ui)ε :=
1
ε
ε∫
0
uti dt .
Then by using (1.10), we get∮
∂Ω∩B
(
2
1−|x|2
)n−1
|ui − uj | dHn−1
≤
∮
∂Ω∩B
(
2
1−|x|2
)n−1
|ui − (ui)ε| dHn−1 +
∮
∂Ω∩B
(
2
1−|x|2
)n−1
|uj − (uj)ε| dHn−1
+
∮
∂Ω∩B
(
2
1−|x|2
)n−1
|(ui)ε − (uj)ε| dHn−1
≤
√
1 + cL2
∫
Ωε
(
2
1−|x|2
)n−1
|Dui| dx+
√
1 + cL2
∫
Ωε
(
2
1−|x|2
)n−1
|Duj | dx
+
∮
∂Ω∩B
(
2
1−|x|2
)n−1
|(ui)ε − (uj)ε| dHn−1
≤
√
1 + cL2
∫
Ωε
(
2
1−|x|2
)n−1
|Dui| dx+
√
1 + cL2
∫
Ωε
(
2
1−|x|2
)n−1
|Duj | dx
+
1
ε
∫
Ωε
(
2
1−|x|2
)n−1
|ui − uj | dx .
Hence, we obtain
lim sup
i,j→∞
∮
∂Ω∩B
(
2
1−|x|2
)n−1
|ui − uj | dHn−1 ≤ 2
√
1 + cL2
∫
Ωε
(
2
1−|x|2
)n−1
|Du| .
Consequently, the right hand side converges to zero as ε goes to zero. Therefore, (ui)i is a
Cauchy sequence in L1Hn(∂Ω). Since L
1
Hn(∂Ω) is complete, there exists a function v ∈ L1Hn(∂Ω)
so that
v = lim
i→∞
ui in L1Hn(∂Ω) .
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Furthermore, there must hold trace(u) := Tu = v Hn−1Hn a.e., thus, ui i→∞−→ u in L1Hn(∂Ω); see
Theorem 1.44 for the definition of Tu.
Finally, using the latter, we get∮
∂Ω
(
2
1−|x|2
)n−1
|u| dHn−1
= lim
i→∞
∮
∂Ω
(
2
1−|x|2
)n−1
|ui| dHn−1
(1.12)
≤ lim
i→∞
√
1 + cL2
∫
Ωε
(
2
1−|x|2
)n−1
|Dui| dx+ γ
∫
Ω
(
2
1−|x|2
)n
|ui| dx
(i),(ii)
=
√
1 + cL2
∫
Ωε
(
2
1−|x|2
)n−1
|Du|+ γ
∫
Ω
(
2
1−|x|2
)n
|u| dx ,
and hence the assertion.
Remark 1.38. Particularly, we have shown that∫
Ω
(
2
1−|x|2
)n−1
|Duk| dx k→∞−→
∫
Ω
(
2
1−|x|2
)n−1
|Du|.
Note that we do not assert
lim
k→∞
∫
Ω
(
2
1−|x|2
)n−1
|Duk −Du| = 0.
Indeed, since the closure of C∞(Ω) in the BVHn–norm is the space W
1,1
Hn (Ω) ( BVHn(Ω), we
have that C∞(Ω) is not dense in BVHn(Ω).
Collecting the results above, we have proved the following theorem.
Theorem 1.39. Let Ω ⊂⊂ Hn. Then we have in L1Hn(Ω)
A(u,Ω) =

∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 u ∈ BVHn(Ω) ,
∞ otherwise .
This theorem states, that the graphs of functions of bounded variation, are exactly the
ones which have finite area.
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Lemma 1.40 (Sobolev Inequality for BVHn). The embedding
BVHn(Ω) ⊂ L
n
n−1
Hn (Ω) (1.13)
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is valid. Moreover, we have for every v ∈ BVHn(Ω) the inequality
|v|
L
n
n−1
Hn (Ω)
≤ C
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 ,
where C = C(Ω) is a positive constant.
Proof. Let v ∈ BVHn(Ω) and (vk)k be an approximating sequence in BVHn(Ω) ∩ C∞(Ω), as
in Theorem 1.35, with
vk
k→∞−→ v in L1Hn(Ω) ,
and ∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dvk|2 dx k→∞−→
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dv|2 .
For k ≥ K0, we have∣∣∣∣∣∣
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dvk|2 dx−
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dv|2
∣∣∣∣∣∣ < 1k .
By the Sobolev inequality (1.3), there exists a positive constant C = C(Ω) so that
|vk|
L
n
n−1
Hn (Ω)
≤ C
∫
Ω
(
2
1−|x|2
)n−1
|Dvk| dx
≤ C
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dvk|2 dx .
Hence, we get
|vk|
L
n
n−1
Hn (Ω)
≤ C
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dv|2 + 1
k
 . (1.14)
Consequently, there exists a subsequence (which we also denote by vk) that converges weakly
in L
n
n−1
Hn (Ω) to a function v˜ ∈ L
n
n−1
Hn (Ω). Furthermore, there must hold v = v˜. Due to the lower
semicontinuity of the norm | · |
L
n
n−1
Hn (Ω)
, we obtain
|v|
L
n
n−1
Hn (Ω)
≤ lim inf
k→∞
|vk|
L
n
n−1
Hn (Ω)
(1.14)
≤ lim inf
k→∞
C
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dvk|2 + 1
k

= lim
k→∞
C
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dvk|2 + 1
k

= C
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dv|2 ,
which is the assertion.
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Remark 1.41. The embedding (1.13) is continuous for all 1 ≤ q ≤ nn−1 and compact, i.e.
BVHn(Ω) ⊂⊂ LqHn(Ω), for all 1 ≤ q < nn−1 . The exponent 1? := nn−1 is called the critical
Sobolev exponent. Particularly, we also have the inequality∫
Ω
(
2
1−|x|2
)n
|u| nn−1 dx

n−1
n
≤ C
∫
Ω
(
2
1−|x|2
)n−1
|Du| .
Furthermore, let B ⊂ Ω be a Caccioppoli set. By applying this to the characteristic function
ϕB of B, we get the isoperimetric inequality
|B|
n−1
n
Hn ≤ Ci(Ω)
∫
Ω
(
2
1−|x|2
)n−1
|DϕB | . (1.15)
The positive constant Ci(Ω) is called the isoperimetric constant.
From the last lemma, we also get that for u ∈ BVHn(Ω) there exists a sequence (uk)k with
uk ∈ C∞(Ω) ∩ BVHn(Ω), k ∈ N so that
uk
k→∞−→ u in L
n
n−1
Hn (Ω) .
Compare this to the assertion in Theorem 1.35.
The next lemma will give us a compactness result for BVHn(Ω).
Lemma 1.42 (Compactness). Let Ω ⊂⊂ Hn with ∂Ω ∈ C0,1. Assume that (uk)k is a sequence
in BVHn(Ω) satisfying
sup
k∈N
|uk|BVHn (Ω) <∞ .
Then there exists a subsequence (also denoted by uk) and a function u ∈ BVHn(Ω) so that
uk
k→∞−→ u in L1Hn(Ω) .
Proof. For k ∈ N choose functions gk ∈ C∞(Ω) so that
(i)
∫
Ω
(
2
1−|x|2
)n
|uk − gk| dx < 1
k
,
(ii) sup
k∈N
∫
Ω
(
2
1−|x|2
)n−1
|Dgk|Hn dx <∞ .
This is possible due to Theorem 1.35. Furthermore, by Lemma 1.18, there exists u ∈ L1Hn(Ω)
and a subsequence (also denoted by gk) so that
gk
k→∞−→ u in L1Hn(Ω) .
From (i) & (ii) we then obtain
uk
k→∞−→ u in L1Hn(Ω) .
According to Theorem 1.27 (lower semicontinuity), we have u ∈ BVHn(Ω).
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Remark 1.43. The same argument holds for 1 ≤ q < nn−1 , i.e. bounded sets in BVHn(Ω)
are relatively compact in LqHn(Ω) for all 1 ≤ q < nn−1 .
It is in general impossible to assign boundary values to a function u ∈ L1Hn(Ω) in a well
defined manner. It is essentially the property of having a derivative (in the present case a
vector valued Radon measure with finite total variation) which makes it possible to speak
about boundary values of a function u ∈ BVHn(Ω) in the trace sense.
Theorem 1.44 (Trace Theorem for BVHn). Let Ω ⊂⊂ Hn with ∂Ω ∈ C0,1, and ν ∈ TΩ its
outer unit normal vector (which exists Hn−1 a.e. on ∂Ω). Then there exists a bounded linear
mapping
T : BVHn(Ω)→ L1Hn(∂Ω)
so that ∫
Ω
udivRn
((
2
1−|x|2
)n
ψ(x)
)
dx
= −
∫
Ω
(
2
1−|x|2
)n
〈∇Hnu, ψ(x)〉Hn +
∮
∂Ω
(
2
1−|x|2
)n−1
〈ψ(x), ν〉HnTu dHn−1
(1.16)
for all u ∈ BVHn(Ω) and ψ ∈ C1(Hn, THn), see A.5 for more details.
Proof. See [EG92, Chapter 5.3], which can easily be adapted to the present situation.
Remark 1.45. We interpret Tu as the “boundary values” of u on ∂Ω. Note that we do not
require ψ to vanish near ∂Ω in this case.
Definition 1.46. The function Tu, which is uniquely defined up to sets of Hn−1Hn b∂Ω measure
zero, is called the trace of u on ∂Ω and we write trace(u) := Tu.
Theorem 1.47 (Extension Theorem for BVHn). Let Ω ⊂⊂ Hn with ∂Ω ∈ C0,1. Moreover,
let u1 ∈ BVHn(Ω) and u2 ∈ BVHn(Hn \ Ω). Define
u˜(x) :=
{
u1(x) x ∈ Ω ,
u2(x) x ∈ Hn \ Ω .
Then there holds u˜ ∈ BVHn(Hn) and the equality
|∇Hn u˜|Hn (Hn) = |∇Hnu1|Hn (Ω) + |∇Hnu2|Hn (Hn \ Ω) +
∮
∂Ω
(
2
1−|x|2
)n−1
|Tu1 − Tu2| dHn−1
is valid.
Proof. See [EG92, Chapter 5.4], which can easily be adapted to the present situation.
Remark 1.48. In particular, under the stated assumptions on Ω,
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(i) the extension
Eu :=
{
u on Ω ,
0 on Hn \ Ω
belongs to BVHn(Hn), provided u ∈ BVHn(Ω), and
(ii) the set Ω has finite perimeter and PHn(Ω,Hn) = Hn−1Hn (∂Ω), see Appendix A.
For a Caccioppoli set A ⊂ Hn, we denote from now on by ϕA the characteristic function
of A, i.e.
ϕA(x) :=
{
1 x ∈ A ,
0 x ∈ Hn \A .
Lemma 1.49 (Co–Area Formula for BVHn). Let ∅ 6= Ω ⊂ Hn be open and u ∈ BVHn(Ω).
Then the equality ∫
Ω
(
2
1−|x|2
)n−1
|Du| =
∞∫
−∞
∫
Ω
(
2
1−|x|2
)n−1
|DϕUt |
 dt
holds with Ut := {x ∈ Ω : u(x) > t}.
Proof. See [EG92, Chapter 5.5], which can easily be adapted by using a density argument.
Lemma 1.50 (Poincare´ Inequality for BVHn). Let ∅ 6= Ω ⊂⊂ Hn be open. Then the inequality∫
Ω
(
2
1−|x|2
)n
|u− uΩ| dx ≤ C
∫
Ω
(
2
1−|x|2
)n−1
|Du|
holds for all u ∈ BVHn(Ω), where C = C(Ω) is a positive constant. Here, uΩ denotes the
meanvalue of u over Ω,
uΩ :=
1
|Ω|Hn
∫
Ω
(
2
1−|x|2
)n
u dx .
Proof. Minimize the non–negative functional
F(u) :=
∫
Ω
(
2
1−|x|2
)n−1
|Du| (1.17)
in the non–empty class
K :=
u ∈ BVHn(Ω) :
∫
Ω
(
2
1−|x|2
)n
|u| dx = 1,
∫
Ω
(
2
1−|x|2
)n
u dx = 0
 .
Since the class K is closed with respect to L1Hn convergence in BVHn(Ω) and the functional F
is bounded from below, a minimizer u ∈ K exists. Moreover, since the set Ω is connected and
u ∈ K is not constant, we get
inf
u∈K
∫
Ω
(
2
1−|x|2
)n−1
|Du|
︸ ︷︷ ︸
=:C−1
> 0 .
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Consequently, |∇Hnu|Hn (Ω) 6= 0. Furthermore, for u ∈ BVHn(Ω) and u 6= uΩ there holds
u− uΩ
|u− uΩ|L1Hn (Ω)
∈ K .
Thus, since |∇HnuΩ|Hn (Ω) = 0, we get the inequality
1
|u− uΩ|L1Hn (Ω)
∫
Ω
(
2
1−|x|2
)n−1
|Du| ≥ C−1 ,
and thereby the assertion.
The above lemma can be extended to the following:
Lemma 1.51. Let Ω ⊂ Bnr ⊂ Hn for some 0 < r < 1, u ∈ BVHn(Ω), and |Ω|Hn < |Bnr |Hn .
Then the inequality ∫
Ω
(
2
1−|x|2
)n
|u| dx ≤ C
∫
Hn
(
2
1−|x|2
)n−1
|Du0|
holds, where C = C(|Ω|Hn , Bnr ) is a positive constant, and u0(x) :=
{
u(x) x ∈ Ω ,
0 otherwise.
Proof. Let A ⊂ Ω be a Caccioppoli set, see Definition A.6. Then the mean value of ϕA over
A is given by
ϕA := (ϕA)Bnr =
|A|Hn
|Bnr |Hn
and furthermore ∫
Bnr
(
2
1−|x|2
)n
|ϕA − ϕA| dx
= |A|Hn
(
1− |A|Hn|Bnr |Hn
)
+ |Bnr \A|Hn
|A|Hn
|Bnr |Hn
= 2 |A|Hn
(
1− |A|Hn|Bnr |Hn
)
≥ 2 |A|Hn
(
1− |Ω|Hn|Bnr |Hn
)
︸ ︷︷ ︸
=: eC
= 2C˜ |A|Hn .
Therefore, by Lemma 1.50 (Poincare´ inequality), we get, by setting C := bC
2 eC and Ĉ = Ĉ(Ω)
beeing the constant from the Poincare´ inequality,
|A|Hn ≤ C
∫
Bnr
(
2
1−|x|2
)n−1
|DϕA| .
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If we apply this to sets like Ut = {x ∈ Ω : u(x) > t}, we obtain by Lemma 1.49 (co–area
formula) the inequality ∫
Ω
(
2
1−|x|2
)n
|u| dx
≤ C
∫
Bnr
(
2
1−|x|2
)n−1
|Du0|
= C
∫
Hn
(
2
1−|x|2
)n−1
|Du0| .
Remark 1.52. If ∂Ω ∈ C0,1, we deduce from Theorem 1.44 (trace theorem) the inequality
∫
Ω
(
2
1−|x|2
)n
|u| dx ≤ C
∫
Ω
(
2
1−|x|2
)n−1
|Du|+
∮
∂Ω
(
2
1−|x|2
)n−1
|u| dHn−1
 .
45
1 Preliminaries and Foundations
46
Chapter 2
Existence
Our aim in this chapter is to prove existence of a minimizer to a certain functional, whose
minimizers are graphs of prescribed mean curvature in Hn×R. We compute the corresponding
Euler–Lagrange equation and derive necessary conditions on the prescribed mean curvature
for the minimizer to exist. Moreover, we derive height bounds for a minimizer.
2.1 The Mean Curvature Term
Definition 2.1 (Mean Curvature Functional). Let H ∈ C0,1(Ω× R) and H(·, t) ∈ LnHn(Ω) ∩
L∞Hn(Ω) for all t ∈ R. Define the H–weighted volume of graph(u) to be the functional
H(u,Ω) :=
∫
Ω
u(x)∫
0
H(x, t) dtdxHn =
∫
Ω
(
2
1−|x|2
)n u(x)∫
0
H(x, t) dtdx .
Remark 2.2. If H is non–decreasing in the t variable, the functional H(u,Ω) is convex. To
see this, we differentiate the integrand with respect to u and get
d
du
u∫
0
H(x, t) dt = H(x, u) .
Thus, the functional H is convex if ∂∂tH(x, t) ≥ 0. In order to prove existence and unique-
ness, convexity is an important property and becomes crucial later. We will therefore require
∂
∂tH(x, t) ≥ 0, or sometimes the weaker condition H(x, t) non–decreasing in t.
The functional, whose minimizers are (vertical) graphs in Hn × R with prescribed mean
curvature H (this fact we will show in a moment), is given by
A(u,Ω) +H(u,Ω)
=
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx+
∫
Ω
(
2
1−|x|2
)n u(x)∫
0
H(x, t) dtdx .
(2.1)
Since we want to solve the Dirichlet problem, i.e. we want to find graphs of prescribed
mean curvature H and prescribed boundary values ϕ ∈ L1Hn(∂Ω) in Hn × R, we are looking
for a minimizer to A(u,Ω) +H(u,Ω) in the well defined class
C˜(ϕ) := {v ∈ BVHn(Ω) : v|∂Ω = ϕ} ,
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where Ω ⊂⊂ Hn and ∂Ω ∈ C0,1.
2.1.1 Equivalent Problem
We want to prove existence of a minimizer in the framework of the “direct methods in the
calculus of variations”. Since the integrand has linear growth, we have relaxed the area func-
tional to BVHn . As already mentioned, the Sobolev space W
1,1
Hn is not reflexive, which makes
the relaxation a necessity in order to get compactness of minimizing sequences. However, this
introduces another problem. Since the area functional is lower semicontinuous with respect
to L1Hn convergence, a subsequence of a minimizing sequence will converge in BVHn , but the
boundary values (in the trace sense) will not necessarily converge (jump at the boundary).
See [Giu84, Example 12.15] for an example of this phenomenon in the Euclidean case. Thus,
the minimizer will not be in the class C˜(ϕ) in general. Therefore, we have to pose the problem
in the larger class BVHn , and compensate for the lack of convergence of the boundary values
by introducing an extra term in the functional.
Instead of looking for a minimizer to the Dirichlet problem
(P˜ )
{
J˜ (u) := A(u,Ω) +H(u,Ω)→ min
in the class C˜(ϕ) := {v ∈ BVHn(Ω) : v|∂Ω = ϕ} ,
we are now looking for a minimizer to a weaker form of the Dirichlet problem
(P )

J (u) := A(u,Ω) +H(u,Ω) +
∮
∂Ω
(
2
1−|x|2
)n−1
|u− ϕ| dHn−1 → min
in the class C := {v ∈ BVHn(Ω)} .
Remark 2.3. The additional functional∮
∂Ω
(
2
1−|x|2
)n−1
|u− ϕ| dHn−1 (2.2)
is a penalization term introduced to penalize a minimizer not attaining the boundary values
ϕ. Geometrically, this is the difference in area on the vertical cylindrical shell over ∂Ω between
the minimizer u and the prescribed boundary values ϕ, see Figure 2.1. Furthermore, we have
the identity, see [Giu84, Proposition 2.8],∫
∂Ω
(
2
1−|x|2
)n−1
|Du| =
∮
∂Ω
(
2
1−|x|2
)n−1
|u− ϕ| dHn−1 .
The above approach is motivated by the following property.
Lemma 2.4. Let Ω ⊂⊂ Hn with ∂Ω ∈ C1 and ϕ ∈ L1Hn(∂Ω). Furthemore, let H(x, t) be a
measurable function that is non–decreasing in t. Set
H+∞(x) := lim
t→+∞H(x, t) ,
H−∞(x) := lim
t→−∞H(x, t) ,
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ϕ
u
Ω
∂Ω
|u− ϕ|
Figure 2.1: Difference in area on the boundary cylinder
which exists due to the monotonicity of H in t. Moreover, assume |H±∞(x)| < M for all
x ∈ Ω for some constant 0 < M <∞. Then there holds
inf {A(u,Ω) +H(u,Ω) : u ∈ BVHn(Ω), u|∂Ω = ϕ}
= inf
A(u,Ω) +H(u,Ω) +
∮
∂Ω
(
2
1−|x|2
)n−1
|u− ϕ| dHn−1 : u ∈ BVHn(Ω)
 ,
i.e. the problems (P˜ ) and (P ) are equivalent.
Proof. Since the infimum on the right hand side is taken over a bigger set, the inequality
“≥” is obvious. Therefore, it suffices to show the opposite inequality. For this purpose, fix
v ∈ BVHn(Ω) and let ε > 0. A slight modification of Gagliardo’s theorem, see [Gag57],
provides an extension w ∈W 1,1Hn (Ω) of ϕ− v so that, see also [Mor66, Theorem 3.6.2],
(i) w = ϕ− v in L1Hn(∂Ω) ,
(ii)
∫
Ω
(
2
1−|x|2
)n−1
|Dw| ≤ (1 + ε)
∮
∂Ω
(
2
1−|x|2
)n−1
|v − ϕ| dHn−1 ,
(iii)
∫
Ω
(
2
1−|x|2
)n
|w| ≤ ε
∮
∂Ω
(
2
1−|x|2
)n−1
|v − ϕ| dHn−1 .
For details, see [Giu84, Proposition 2.15 and Theorem 2.16], and for a more general setting
[AG78, Theorem 9].
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From (i), it follows that u := v + w ∈ BVHn(Ω) with trace(u) = ϕ on ∂Ω. Furthermore,
we have
A(u,Ω) =
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|D(v + w)|2
(∗)
≤
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dv|2 +
∫
Ω
(
2
1−|x|2
)n−1
|Dw|
(ii)
≤
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dv|2 + (1 + ε)
∮
∂Ω
(
2
1−|x|2
)n−1
|v − ϕ| dHn−1
= A(v,Ω) + (1 + ε)
∮
∂Ω
(
2
1−|x|2
)n−1
|v − ϕ| dHn−1 ,
where in (∗) we have used the inequality√
1 + |a+ b|2 ≤
√
1 + |a|2 + |b| ∀a, b ∈ Rn .
We also get, due to the monotonicity of H in the t variable,
H(u,Ω) =
∫
Ω
(
2
1−|x|2
)n v+w∫
0
H(x, t) dtdx
=
∫
Ω
(
2
1−|x|2
)n v∫
0
H(x, t) dt+
v+w∫
v
H(x, t) dt
 dx
≤
∫
Ω
(
2
1−|x|2
)n v∫
0
H(x, t) dt+
v+w∫
v
H+∞(x) dt
 dx
≤
∫
Ω
(
2
1−|x|2
)n v∫
0
H(x, t) dt+ |H+∞(x)||w| dt
 dx
≤
∫
Ω
(
2
1−|x|2
)n v∫
0
H(x, t) dt+M |w| dt
 dx
(iii)
≤
∫
Ω
(
2
1−|x|2
)n v∫
0
H(x, t) dtdx+ εM
∮
∂Ω
(
2
1−|x|2
)n−1
|v − ϕ| dHn−1
= H(v,Ω) + εM
∮
∂Ω
(
2
1−|x|2
)n−1
|v − ϕ| dHn−1 .
Putting this together, we obtain
A(u,Ω) +H(u,Ω) ≤ A(v,Ω) +H(v,Ω) + (1 + ε+ εM)
∮
∂Ω
(
2
1−|x|2
)n−1
|v − ϕ| dHn−1 .
If we let ε tend to zero, and take the infimum over all v ∈ BVHn(Ω) on the right hand side,
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we get the inequality
inf {A(u,Ω) +H(u,Ω) : u ∈ BVHn(Ω), u|∂Ω = ϕ}
≤ inf
A(v,Ω) +H(v,Ω) +
∮
∂Ω
(
2
1−|x|2
)n−1
|v − ϕ| dHn−1 : v ∈ BVHn(Ω)
 ,
and hence the assertion.
Remark 2.5. Particularly, if wn is a minimizing sequence to problem (P˜ ), then there exists
a function v ∈ BVHn(Ω) with
A(wn,Ω) +H(wn,Ω) n→∞−→ A(v,Ω) +H(v,Ω) +
∮
∂Ω
(
2
1−|x|2
)n−1
|v − ϕ| dHn−1 .
If v0 is a minimizer to Problem (P ) then in general the term (2.2) will be different from
zero, see [MM84, Chapter 3.7]. Furthermore, the boundedness of H±∞ is no restriction, as
we will see later.
We can weaken the condition on the boundary of Ω in Lemma 2.4. Indeed, it suffices to
assume ∂Ω ∈ C0,1 to get the same result.
Lemma 2.6. Let Ω ⊂⊂ Hn with ∂Ω ∈ C0,1 and ϕ ∈ L1Hn(∂Ω). Then for every ε > 0 there
exists a function f ∈ C∞(Ω) with f |∂Ω = ϕ and a positive constant γ = γ(∂Ω) so that
A(f,Ω) ≤ (1 + ε)
∮
∂Ω
(
2
1−|x|2
)n−1
|ϕ| dHn−1 + εγ
and ∫
Ω
(
2
1−|x|2
)n
|f | dx ≤ ε
∮
∂Ω
(
2
1−|x|2
)n−1
|ϕ| dHn−1 ,
respectively.
Proof. By Theorem 1.35 (approximation), it suffices to show the assertion for f ∈ BVHn(Ω).
First, represent ∂Ω in a local coordinate frame. For this, let A ⊂⊂ Hn−1 be open, w : A→ I
Lipschitz, and
∂Ω ∩A× I = {(z, w(z)) : z ∈ A} ,
U := Ω ∩A× I = {(z, y) ∈ A× I : w(z) < y} ,
with I ⊂ R open. Furthermore, assume for the moment that spt(ϕ) is compact in ∂Ω∩A× I,
and set
Uδ := {(z, y) ∈ A× I ∩ Ω : w(z) < y < w(z) + δ}
for 0 < δ  1.
Fix 0 < ε 1. By Gagliardo’s theorem, see [Gag57], and Theorem 1.35 (approximation),
there exists Φ ∈ C∞(U) ∩W 1,1Hn (U) with Φ|∂Ω∩A×I = ϕ, and spt(Φ) ⊂ A × I. Choose δ so
small so that
max
A(Φ, Uδ),
∫
Uδ
(
2
1−|x|2
)n
|Φ| dx, |U \ Uδ|Hn
 < ε2 , (2.3)
51
2 Existence
and ∮
∂Ω∩A×I
((
2
1−|x|2
)n−1
+ δC(Ω)
)
|Φδ| dHn−1 < ε2 +
∮
∂Ω∩A×I
(
2
1−|x|2
)n−1
|Φ| dHn−1 , (2.4)
where we have set Φδ(x) := Φ(x+ δen), and C(Ω) denotes a positive constant defined below.
The former is possible, since A(u, ·) is a Radon measure and due to Uδ δ→0−→ ∅ monotonically
in the sense of Kuratowski, see [BB05, Chapter 4.5]. Since from the continuity in the L1Hn–
mean, the latter is also possible. It follows that Φδ converges to Φ in W
1,1
Hn (Ω). Obviously,
by the trace theorem for Sobolev functions, we have for every B ⊂⊂ Hn, ∂B ∈ C0,1, and
v ∈W 1,1Hn (B) the inequality
|v|L1Hn (∂B) ≤ D|v|W 1,1Hn (B) ,
for some positive constant D = D(B).
Define
f :=
{
Φ on Uδ ,
0 on U \ Uδ .
Then by Lemma 1.47 (extension theorem), we have f ∈ BVHn(U) and moreover, there holds
A(f, U) = A(Φ, Uδ) +
∣∣U \ Uδ∣∣Hn + ∮
∂Uδ∩U
(
2
1−|x|2
)n−1
|Φ| dHn−1 .
The last term on the right hand side can be estimated by∮
∂Uδ∩U
(
2
1−|x|2
)n−1
|Φ| dHn−1 =
∮
∂Ω∩A×I
(
2
1−|x+δen|2
)n−1
|Φδ| dHn−1
≤
∮
∂Ω∩A×I
((
2
1−|x|2
)n−1
+ δC(Ω)
)
|Φδ| dHn−1 ,
where C(Ω) is a positive constant (the constant from (2.4)) defined by
C(Ω) := sup
x∈Ω
2(n−1)|x|
1−|x|2
(
2
1−|x|2
)n−1
.
This estimation is achieved by using the Taylor expansion of
(
2
1−|x|2
)n−1
in δ around zero.
As a consequence of (2.3) & (2.4), we obtain
A(f, U) = A(f,Ω ∩A× I) < ε
2
+
∣∣U \ Uδ∣∣Hn + ε2 +
∮
∂Ω∩A×I
(
2
1−|x|2
)n−1
|Φ| dHn−1
≤ ε+ ε+
∮
∂Ω∩A×I
(
2
1−|x|2
)n−1
|Φ| dHn−1 .
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Moreover, by using Lemma 1.47 (extension theorem) again, we get by the same argument
∫
U
(
2
1−|x|2
)n
|f | dx =
∫
Ω∩A×I
(
2
1−|x|2
)n
|f | dx
=
∮
∂Uδ∩U
(
2
1−|x|2
)n−1
|Φ| dHn−1 +
∫
Uδ
(
2
1−|x|2
)n
|Φ| dx
≤
∮
∂Uδ∩U
(
2
1−|x|2
)n−1
|Φ| dHn−1 + ε
2
≤
∮
∂Ω∩A×I
(
2
1−|x|2
)n−1
|Φ| dHn−1 + ε .
By chosing
ε˜ := ε
∮
∂Ω∩A×I
(
2
1−|x|2
)n−1
|Φ| dHn−1 ,
we finally infer
A(f,Ω ∩A× I) < (1 + ε)
∮
∂Ω∩A×I
(
2
1−|x|2
)n−1
|Φ| dHn−1 + ε
and ∫
Ω∩A×I
(
2
1−|x|2
)n
|f | dx ≤ ε
∮
∂Ω∩A×I
(
2
1−|x|2
)n−1
|Φ| dHn−1 ,
respectively.
Since ∂Ω is compact, we may take a smooth partition of unity subordinate to a finite
cover of local coordinate frames of ∂Ω. That is, there exist N local coordinate frames A1 ×
I1, . . . , AN × IN as above, and C∞c –functions 0 ≤ χi ≤ 1 with spt(χi) ⊂ Ai × Ii, i = 1, . . . , N
and
N∑
i=1
χi = 1. Choose functions of bounded variation fi ∈ BVHn(Hn) with spt(fi) ⊂ Ai× Ii,
and fi|∂Ω∩Ai×Ii = χiϕ, i = 1, . . . , N . The function
f :=
N∑
i=1
fi
then satisfies
∮
∂Ω
(
2
1−|x|2
)n−1
|f − ϕ| dHn−1 ≤
N∑
i=1
∮
∂Ω∩Ai×Ii
(
2
1−|x|2
)n−1
|fi − χiϕ| dHn−1 = 0 ,
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i.e. f |∂Ω = ϕ Hn−1 a.e.. Thus, we get, by using |χiϕ| = χi|ϕ|,
A(f,Ω) ≤
N∑
i=1
A(fi,Ω) =
N∑
i=1
A(fi,Ω ∩Ai × Ii)
< (1 + ε)
N∑
i=1
∮
∂Ω∩Ai×Ii
(
2
1−|x|2
)n−1
|χiϕ| dHn−1 +Nε
= (1 + ε)
N∑
i=1
∮
∂Ω
(
2
1−|x|2
)n−1
|χiϕ| dHn−1 +Nε
= (1 + ε)
∮
∂Ω
(
2
1−|x|2
)n−1
|ϕ| dHn−1 + εγ ,
where γ = γ(∂Ω) is a positive constant depending only on Ω.
Similarly, we obtain∫
Ω
(
2
1−|x|2
)n
|f | dx ≤
N∑
i=1
∫
Ω∩Ai×Ii
(
2
1−|x|2
)n
|fi| dx
< ε
N∑
i=1
∮
∂Ω∩Ai×Ii
(
2
1−|x|2
)n−1
|χiϕ| dHn−1
= ε
∮
∂Ω
(
2
1−|x|2
)n−1
|ϕ| dHn−1
and the proof is complete.
The last lemma can now be applied to proof the inequality for the area term in Lemma
2.4, namely for ε > 0 there holds
A(u,Ω) =
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|D(v + w)|2
≤
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dw|2 +
∫
Ω
(
2
1−|x|2
)n−1
|Dv|
≤ (1 + ε)
∮
∂Ω
(
2
1−|x|2
)n−1
|v − ϕ| dHn−1 + εγ(∂Ω) +
∫
Ω
(
2
1−|x|2
)n−1
|Dv|
≤
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dv|2 + (1 + ε)
∮
∂Ω
(
2
1−|x|2
)n−1
|v − ϕ| dHn−1
+ εγ(∂Ω)
= A(v,Ω) + (1 + ε)
∮
∂Ω
(
2
1−|x|2
)n−1
|v − ϕ| dHn−1 + εγ(∂Ω) .
Thus, by sending ε to zero, we obtain the same result as in Lemma 2.4.
54
2.2 Semicontinuity of the Mean Curvature Functional
2.2 Semicontinuity of the Mean Curvature Functional
Next, we prove the lower semicontinuity of the mean curvature functional under a suitable
boundedness condition on the sequence.
Lemma 2.7 (Lower Semicontinuity of the Mean Curvature Functional). Let Ω ⊂⊂ Hn,
H ∈ C0,1(Ω × R) with ∂∂tH(x, t) ≥ 0 (it suffices that H is non–decreasing in the t variable),
and H(·, t) ∈ LnHn(Ω) for all t ∈ R. Furthermore, let (vk)k be a sequence of functions bounded
in L
n
n−1
Hn (Ω) that converges in L
1
Hn(Ω) to v ∈ L1Hn(Ω). Then there holds
H(v,Ω) ≤ lim inf
k→∞
H(vk,Ω) .
Proof. We set
λ(x, t) :=
t∫
0
H(x, s) ds .
For m ∈ N, we define the functions
Hm(x, t) :=

H(x,m) t > m ,
H(x, t) |t| ≤ m,
H(x,−m) t < −m,
and
λm(x, t) :=
t∫
0
Hm(x, s) ds .
Then we have, due to the monotonicity of H in the t variable, λm(x, t) ≤ λm+1(x, t), and by
using the Lebesgue monotone convergence theorem, we get∫
Ω
(
2
1−|x|2
)n
λ(x, v(x)) dx = sup
m>0
∫
Ω
(
2
1−|x|2
)n
λm(x, v(x)) dx .
Therefore, it is sufficient to show lower semicontinuity with respect to L1Hn,`oc convergence of∫
Ω
(
2
1−|x|2
)n
λm(x, v(x)) dx
for every fixed m ∈ N, see [dM93, Proposition 1.8].
For this, let (vk)k be a sequence in L1Hn(Ω) with vk → v in L1Hn(Ω) and vk bounded in
L
n
n−1
Hn (Ω). Put
ψk := min(vk − v, 0)
and
φk := max(vk − v, 0).
Obviously, we have ψk → 0 and φk → 0 in L1Hn(Ω). Furthemore, since ψk, φk are bounded in
L
n
n−1
Hn (Ω), we also have ψk ⇀ 0 and φk ⇀ 0 weakly in L
1
Hn(Ω).
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We can now estimate∫
Ω
(
2
1−|x|2
)n
λm(x, vk(x)) dx−
∫
Ω
(
2
1−|x|2
)n
λm(x, v(x)) dx
=
∫
Ω
(
2
1−|x|2
)n vk(x)∫
v(x)
Hm(x, t) dtdx
≥
∫
Ω
(
2
1−|x|2
)n
Hm(x,−m)φk dx+
∫
Ω
(
2
1−|x|2
)n
Hm(x,m)ψk dx ,
where we have used the monotonicity of H in t again. If we let k tend to infinity, the right hand
side converges to zero (Ho¨lder inequality and weak convergence of ψk, φk to zero). Therefore,
we have shown∫
Ω
(
2
1−|x|2
)n
λm(x, v(x)) dx ≤ lim inf
k→∞
∫
Ω
(
2
1−|x|2
)n
λm(x, vk(x)) dx .
Since ∫
Ω
(
2
1−|x|2
)n
λm(x, v(x)) dx
is lower semicontinuous for every fixed m ∈ N, the lower semicontinuity of∫
Ω
(
2
1−|x|2
)n
λ(x, v(x)) dx = sup
m>0
∫
Ω
(
2
1−|x|2
)n
λm(x, v(x)) dx
follows.
2.3 The Euler–Lagrange Equation
In this section, we will derive necessary conditions for a minimizer to exist. For this, we
first compute the Euler–Lagrange equation for a sufficiently regular minimizer.
Lemma 2.8. Let Ω ⊂⊂ Hn with ∂Ω ∈ C1 and u ∈ C2(Ω) ∩ C0(Ω) be a minimizer to the
functional
A(v,Ω) +H(v,Ω)
with boundary values u|∂Ω = ϕ ∈ C0(∂Ω). Then the function u solves the corresponding
Euler–Lagrange equation
divRn

(
2
1−|x|2
)n−2
Du√
1 +
(
1−|x|2
2
)2
|Du|2
 = ( 21−|x|2)nH(x, u) in Ω ,
u = ϕ on ∂Ω .
(2.5)
Proof. This can be seen by computing the first variation of
∫
Ω
√
1 + |∇Hnu|2Hn dxHn +
∫
Ω
u(x)∫
0
H(x, t) dtdxHn .
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For this, set
f(x, z, p) :=
(
2
1−|x|2
)n√1 + ( 1−|x|22 )2p2 +
z∫
0
H(x, t) dt
 .
The Euler–Lagrange equation of of the functional∫
Ω
f(x, z, p) dx
is then given by
divRn
(
∂
∂p
f(x, z, p)
)
=
∂
∂z
f(x, z, p) ,
which is
divRn

(
2
1−|x|2
)n−2
Du√
1 +
(
1−|x|2
2
)2
|Du|2
 = ( 21−|x|2)nH(x, u) .
Remark 2.9. Equation (2.5) is written in Euclidean terms. In hyperbolic terms, it reads
divHn
 ∇Hnu√
1 + |∇Hnu|2Hn
 = H in Ω ,
u = ϕ on ∂Ω .
For n > 2 Equation (2.5) becomes singular at the asymptotic boundary S∞, see [DvH94].
For a treatment of Euler–Lagrange equations of general functionals with linear growth in the
gradient, we refer to [Anz85]. We take a closer look to Equation (2.5) in Chapter 5.
The above equation has an important geometric meaning, namely that classic solutions
are height functions of vertical graphs of prescribed mean curvature nH.
Lemma 2.10 (Mean Curvature Equation). Let Ω ⊂⊂ Hn and H be the mean curvature of
graph(u) for a sufficiently regular function u : Ω→ R. Then the height function u solves the
following elliptic equation
divHn
 ∇Hnu√
1 + |∇Hnu|2Hn
 = nH in Ω .
Proof. The upper unit normal field, with respect to 〈·, ·〉Hn×R, to graph(u) is given by
ν =
(−∇Hnu, 1)√
1 + |∇Hnu|2Hn
.
We denote the horizontal component of ν by
νh := − ∇Hnu√
1 + |∇Hnu|2Hn
.
The divergence of ν in the ambient space Hn ×R is then given by divHn×R ν = divHn νh. On
the other hand, we have divHn×R ν = −nH. Hence we get the assertion.
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Remark 2.11. In the general case whereM is a Riemannian manifold with metric tensor gij ,
the mean curvature equation for the height function u ∈ C2(Ω), Ω ⊂M open, of graph(u) in
the product manifold M× R is given by
divM
(
∇Mu√
1 + |∇Mu|2M
)
= nH in Ω .
This can be seen by considering the function f : M× R → R , f(x, t) := t − u(x). Then we
have graph(u) = f−1(0) and 0 is a regular value of f , and moreover there holds
divM×R
( ∇M×Rf
|∇M×Rf |
)
= −nH ,
where
ν :=
∇M×Rf
|∇M×Rf |
is a unit normal vector to graph(u). In the special case where M is a Riemannian manifold
endowed with a conformal metric tensor of the form
gij = λ2(x)δij ,
with λ(x) > 0 for all x ∈M, we obtain
divRn
(
λn−2(x)Du√
1 + λ−2(x)|Du|2
)
= λn(x)H(x, u) .
We see that sufficiently regular minimizers to the functional (2.1) produce graphs with
mean curvature n−1H in Hn × R.
If u ∈ C0,1(Ω) ∩ C0(Ω) minimizes the functional (2.1) among all functions v ∈ C0,1(Ω) ∩
C0(Ω) taking the boundary values ϕ on ∂Ω ∈ C0,1, then u is a weak solution to the Euler–
Lagrange equation (2.5), for details see [GT77, Chapter 11.5]. From the standard regularity
results, it follows that u ∈ C2(Ω) ∩ C0(Ω) and hence u is a classic solution to (2.5). We will
now prove that the converse also holds, namely if u is a classic solution to the Dirichlet prob-
lem (2.5), then u minimizes the functional (2.1) and has finite energy. This is a peculiarity
of equation (2.5), see also [Giu84, Chapter 13, Theorem 13.8], [Sch02, Kapitel 2, Theorem
2.14], and it is not true for instance for harmonic functions, which may have infinite Dirichlet
integral. For an example see [GM05, Chapter 1.2.2].
The next theorem states precisely what we have described above.
Theorem 2.12. Let Ω ⊂⊂ Hn be open with ∂Ω ∈ C0,1, ϕ ∈ C0(∂Ω), and H as in Lemma
2.4. Moreover, let u ∈ C2(Ω) ∩ C0(Ω) be a classic solution to (2.5). Then u is a minimizer
to (2.1) and has finite energy.
Proof. Assume for the moment that A(u,Ω) +H(u,Ω) <∞ and let v ∈ C2(Ω)∩C0(Ω) be an
arbitrary function with v|∂Ω = ϕ. Since u− v = 0 on ∂Ω, we can use u− v as an admissible
test function. Therefore, we multiply (2.5) by u− v and integrate over Ω to get
∫
Ω
divRn

(
2
1−|x|2
)n−2
Du√
1 +
(
1−|x|2
2
)2
|Du|2
 (u− v) dx− ∫
Ω
(
2
1−|x|2
)n
H(x, u)(u− v) dx = 0 .
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Applying integration by parts, we obtain
∫
Ω
(
2
1−|x|2
)n−2
Du ·D(u− v)√
1 +
(
1−|x|2
2
)2
|Du|2
dx+
∫
Ω
(
2
1−|x|2
)n
H(x, u)(u− v) dx = 0 . (2.6)
Since the mean curvature term is convex, see Remark 2.2, we get, by the tangential
characterization of convexity,
u(x)∫
0
H(x, t) dt ≥
v(x)∫
0
H(x, t) dt+H(x, v)(u− v) .
Consequently, plugging this into (2.6), we obtain
∫
Ω
(
2
1−|x|2
)n−2
Du ·D(u− v)√
1 +
(
1−|x|2
2
)2
|Du|2
dx
+
∫
Ω
(
2
1−|x|2
)n u(x)∫
0
H(x, t) dt−
∫
Ω
(
2
1−|x|2
)n v(x)∫
0
H(x, t) dt ≤ 0
Next, we turn to the area term. It suffices to assume H = 0. Since
∫
Ω
(
2
1−|x|2
)n−2
Du ·D(u− v)√
1 +
(
1−|x|2
2
)2
|Du|2
dx =
∫
Ω
(
2
1−|x|2
)n( 1−|x|22 )2Du ·D(u− v)√
1 +
(
1−|x|2
2
)2
|Du|2
dx = 0 , (2.7)
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we can estimate, by the Cauchy–Schwarz inequality,∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx
=
∫
Ω
(
2
1−|x|2
)n 1 + ( 1−|x|22 )2|Du|2√
1 +
(
1−|x|2
2
)2
|Du|2
dx
=
∫
Ω
(
2
1−|x|2
)n 1 + ( 1−|x|22 )2Du ·Du√
1 +
(
1−|x|2
2
)2
|Du|2
dx
(2.7)
=
∫
Ω
(
2
1−|x|2
)n 1 + ( 1−|x|22 )2Du ·Dv√
1 +
(
1−|x|2
2
)2
|Du|2
dx
=
∫
Ω
(
2
1−|x|2
)n 1 + ( 1−|x|22 )Du · ( 1−|x|22 )Dv√
1 +
(
1−|x|2
2
)2
|Du|2
dx
≤
∫
Ω
(
2
1−|x|2
)n√1 + ( 1−|x|22 )2|Du|2√
1 +
(
1−|x|2
2
)2
|Du|2
√
1 +
(
1−|x|2
2
)2
|Dv|2 dx
=
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dv|2 dx .
Therefore, we finally get∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx−
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dv|2 dx
+
∫
Ω
(
2
1−|x|2
)n u(x)∫
0
H(x, t) dt−
∫
Ω
(
2
1−|x|2
)n v(x)∫
0
H(x, t) dt ≤ 0 .
Thus, u is a minimizer to (2.1).
It remains to prove that u has finite energy, i.e. A(u,Ω) +H(u,Ω) < ∞. To see this, we
first observe from u ∈ C2(Ω), that for any 0 < δ  1, we get A(u,Ωδ) +H(u,Ωδ) <∞. Here,
we have set
Ωδ := {x ∈ Ω : dist(x, ∂Ω) > δ} ,
where dist(x, ∂Ω) is the Euclidean distance function, which satisfies dist(·, ∂Ω) ∈ C0,1(Ωδ)
and |∇Rn dist(x, ∂Ω)| = 1 Ln a.e., see [GT77, Chapter 14.6]. Therefore, by the above, u is a
minimizer to A(u,Ωδ) +H(u,Ωδ). Define a function η ∈ C0,1(R), 0 ≤ η ≤ 1 by
η(t) :=
{
2− tδ δ ≤ t < 2δ ,
0 t ≥ 2δ ,
and put
v(x) := η(dist(x, ∂Ω))u(x) .
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Obviously, v|∂Ωδ = u|∂Ωδ and therefore, by the minimality of u,
A(u,Ωδ) +H(u,Ωδ) ≤ A(v,Ωδ) +H(v,Ωδ) .
We have to estimate the right hand side by finite quantities, independent of δ, to get the
assertion. To perform this, we take the definition of η and the monotonicity of H in t into
account and obtain
A(v,Ωδ) +H(v,Ωδ) ≤ |Ωδ|Hn +
∫
Ωδ
(
2
1−|x|2
)n−1
η|Du| dx+
∫
Ωδ
(
2
1−|x|2
)n
|u||η′| dx
+
∫
Ω
(
2
1−|x|2
)n ηu(x)∫
0
H(x, t) dtdx
≤ |Ω|Hn +
∫
Ωδ\Ω2δ
(
2
1−|x|2
)n−1
|Du| dx+ 1
δ
sup
x∈Ω
|u(x)| |Ωδ \ Ω2δ|Hn
+
∫
Ω
(
2
1−|x|2
)n u(x)∫
0
H(x, t) dtdx
≤ |Ω|Hn +
∫
Ωδ\Ω2δ
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx
+
1
δ
sup
x∈Ω
|u(x)| |Ωδ \ Ω2δ|Hn +
∫
Ω
(
2
1−|x|2
)n u(x)∫
0
H(x, t) dtdx .
Since
1
δ
|Ωδ \ Ω2δ|Hn δ→0−→ 0
monotonically decreasing, there exists a positive constant C = C(Ω), independent of δ so that
1
δ
|Ωδ \ Ω2δ|Hn ≤ C
for all 0 ≤ δ  1. By taking the following equation into account
A(v,Ωδ)−A(v,Ωδ \ Ω2δ) = A(v,Ω2δ) ,
we finally obtain
A(v,Ω2δ) +H(v,Ωδ) ≤ (1 + sup
x∈Ω
|u(x)| sup
x∈Ω
|H+∞(x)|) |Ω|Hn + C sup
x∈Ω
|u(x)| <∞ .
Since the right hand side is independent of δ, we conclude, by letting δ tend to zero, that u
has finite energy in Ω, and the proof is complete.
Remark 2.13. Since u satisfies a uniformly quasilinear elliptic partial differential equation
with appropriate right hand side and continuous boundary values, and for such type of equa-
tions a maximum principle holds, see Theorem 5.1, the function u is bounded, i.e.
sup
x∈Ω
|u(x)| ≤ C <∞ .
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2.4 Necessary Conditions on H
Let B ⊂ Ω be a smooth Borel set, i.e. B ∈ B(Ω) and ∂B ∈ C∞. By integrating the
Euler–Lagrange equation (2.5) over B, we obtain
∫
Ω
ϕB divRn

(
2
1−|x|2
)n−2
Du√
1 +
(
1−|x|2
2
)2
|Du|2
 dx = ∫
Ω
ϕB
(
2
1−|x|2
)n
H(x, u(x)) dx .
Assume now u to be a bounded solution to the Euler–Lagrange equation and set
M := sup
x∈Ω
|u(x)| .
Then, due to the monotonicity of H in the t variable and the Cauchy–Schwarz inequality, we
get ∫
Ω
ϕB
(
2
1−|x|2
)n
H(x,M) dx ≥
∫
Ω
ϕB
(
2
1−|x|2
)n
H(x, u(x)) dx
=
∫
Ω
ϕB divRn

(
2
1−|x|2
)n−2
Du√
1 +
(
1−|x|2
2
)2
|Du|2
 dx
= −
∫
Ω
DϕB ·
(
2
1−|x|2
)n−2
Du√
1 +
(
1−|x|2
2
)2
|Du|2
dx
≥ −
∫
Ω
(
2
1−|x|2
)n−1
|DϕB |
(
1−|x|2
2
)
|Du|√
1 +
(
1−|x|2
2
)2
|Du|2
dx
≥ − (1− ε0)
∫
Ω
(
2
1−|x|2
)n−1
|DϕB | dx
and ∫
Ω
ϕB
(
2
1−|x|2
)n
H(x,−M) dx ≤
∫
Ω
ϕB
(
2
1−|x|2
)n
H(x, u(x)) dx
=
∫
Ω
ϕB divRn

(
2
1−|x|2
)n−2
Du√
1 +
(
1−|x|2
2
)2
|Du|2
 dx
= −
∫
Ω
DϕB ·
(
2
1−|x|2
)n−2
Du√
1 +
(
1−|x|2
2
)2
|Du|2
dx
≤
∫
Ω
(
2
1−|x|2
)n−1
|DϕB |
(
1−|x|2
2
)
|Du|√
1 +
(
1−|x|2
2
)2
|Du|2
dx
≤ (1− ε0)
∫
Ω
(
2
1−|x|2
)n−1
|DϕB | dx ,
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where we have set
(1− ε0) := sup
x∈Ω
(
1−|x|2
2
)
|Du|√
1 +
(
1−|x|2
2
)2
|Du|2
for some 0 < ε0  1.
It follows, by applying Theorem 1.35 (approximation) to ϕB , that∫
Ω
ϕB
(
2
1−|x|2
)n
H(x,M) dx ≥ −(1− ε0)
∫
Ω
(
2
1−|x|2
)n−1
|DϕB | (2.8)
and similarly ∫
Ω
ϕB
(
2
1−|x|2
)n
H(x,−M) dx ≤ (1− ε0)
∫
Ω
(
2
1−|x|2
)n−1
|DϕB | , (2.9)
holds for every Caccioppoli set B ⊂ Ω.
We are now ready to prove the boundedness from below of the functional J .
Lemma 2.14. Let Ω ⊂⊂ Hn with ∂Ω ∈ C0,1, H(x, t) be measurable with H(·, t) ∈ LnHn(Ω)
for all t ∈ R, H(x, t) non–decreasing in t, and∣∣∣∣∣∣
∫
A
(
2
1−|x|2
)n
H(x,M) dx
∣∣∣∣∣∣ ≤ (1− ε0)
∫
Ω
(
2
1−|x|2
)n−1
|DϕA|
for some 0 < ε0  1, M  1, and every Caccioppoli set A ⊂ Ω. Then the functional
J (u) =
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2
+
∫
Ω
(
2
1−|x|2
)n u(x)∫
0
H(x, t) dtdx
+
∮
∂Ω
(
2
1−|x|2
)n−1
|u− ϕ| dHn−1
is bounded from below.
Remark 2.15. To see the necessity of this condition, we will show that if there exists a
Caccioppoli set A0 with∫
A0
(
2
1−|x|2
)n
H(x,M) dx >
∫
Ω
(
2
1−|x|2
)n−1
|DϕA0 | (2.10)
for M  1, then J is not bounded from below.
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For this, let A0 be such a set and let λ ∈ R≥0. Then there holds −λϕA0 ∈ BVHn(Ω), and
we find that
J (−λϕA0)
=
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|DλϕA0 |2 +
∫
Ω
(
2
1−|x|2
)n −λϕA0 (x)∫
0
H(x, t) dtdx
+
∮
∂Ω
(
2
1−|x|2
)n−1
| − λϕA0 − ϕ| dHn−1
≤
∫
Ω
(
2
1−|x|2
)n
dx+ λ
∫
Ω
(
2
1−|x|2
)n−1
|DϕA0 |+
∫
Ω
(
2
1−|x|2
)n −λϕA0 (x)∫
0
H(x, t) dtdx
+
∮
∂Ω
(
2
1−|x|2
)n−1
| − λϕA0 − ϕ| dHn−1
≤ |Ω|Hn + λ
∫
Ω
(
2
1−|x|2
)n−1
|DϕA0 |+
∮
∂Ω
(
2
1−|x|2
)n−1
|ϕ| dHn−1
− λ
∫
A0
(
2
1−|x|2
)n
H(x,M) dx .
Here, we have used the monotonicity of H(x, t) in the t variable, and spt(ϕA0)∩∂Ω = ∅. If we
let λ tend to infinity, due to the assumption (2.10) the right hand side tends to −∞. Hence
J is not bounded from below.
We need an additional lemma to prove the boundedness from below.
Lemma 2.16. Let Ω ⊂ Hn. Then for all u ∈ BVHn(Ω) there holds
∫
Ω
u(x)∫
0
(
2
1−|x|2
)n
H(x, t) dtdx ≥ −(1− ε0)
∫
Ω
(
2
1−|x|2
)n−1
|Du| − C ,
where C = C(H) is a positive constant.
Proof. Extend u by zero in the exterior of Ω, i.e. put u|Hn\Ω := 0. Set
Ut := {x ∈ Ω : u(x) > t} .
Then we have the equality (Fubini theorem)
∫
Ω
u(x)∫
0
(
2
1−|x|2
)n
H(x, t) dtdx =
∞∫
0
∫
Ut
(
2
1−|x|2
)n
H(x, t) dxdt .
Furthermore, by setting t0 := M , M defined as above, we also have by the monotonicity of H
∞∫
0
∫
Ut
(
2
1−|x|2
)n
H(x, t) dxdt ≥
t0∫
0
∫
Ut
(
2
1−|x|2
)n
H(x, t) dxdt+
∞∫
t0
∫
Ut
(
2
1−|x|2
)n
H(x, t0) dxdt .
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Using (2.8), we obtain for u+(x) := max(u(x), 0)
∫
Ω
u+(x)∫
0
(
2
1−|x|2
)n
H(x, t) dtdx ≥ −C1 − (1− ε0)
∞∫
t0
∫
Ω
(
2
1−|x|2
)n−1
|DϕUt | , (2.11)
where we have set
C1 :=
t0∫
0
∫
Ut
(
2
1−|x|2
)n
|H(x, t)| dxdt .
Using (2.9), we get for u−(x) := min(u(x), 0) that
∫
Ω
0∫
u−(x)
(
2
1−|x|2
)n
H(x, t) dtdx ≥ −C2 − (1− ε0)
−t0∫
−∞
∫
Ω
(
2
1−|x|2
)n−1
|DϕUt | , (2.12)
where we have set
C2 :=
0∫
−t0
∫
Ut
(
2
1−|x|2
)n
|H(x, t)| dxdt .
From (2.11) & (2.12) and Lemma 1.49 (co–area formula), the assertion follows from
∫
Ω
(
2
1−|x|2
)n−1
|Du| =
∞∫
−∞
∫
Ω
(
2
1−|x|2
)n−1
|DϕUt | dt
by setting C =: C1 + C2.
Proof of Lemma 2.14. By Lemma 2.16, we have the inequality
J (u) ≥
∫
Ω
(
2
1−|x|2
)n−1
|Du| − (1− ε0)
∫
Ω
(
2
1−|x|2
)n−1
|Du| − C
= ε0
∫
Ω
(
2
1−|x|2
)n−1
|Du| − C > −∞
for all u ∈ BVHn(Ω).
To see under what circumstances the somewhat artificial conditions (2.8) & (2.9) are valid,
we will prove the following lemma.
Lemma 2.17. Let H(x, t) be measurable, H(·, t) ∈ LnHn(Ω) for all t ∈ R, and non–decreasing
in t for almost all x ∈ Ω. Moreover, define
h−(x) := lim
t→+∞H
−(x, t) ,
h+(x) := lim
t→−∞H
+(x, t) ,
where H+ := max(H, 0) ≥ 0 and H− := min(H, 0) ≤ 0. Assume that
|h−(x)|LnHn (Ω) < Ci(Ω)−1
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and
|h+(x)|LnHn (Ω) < Ci(Ω)−1 ,
where the positive constant Ci(Ω) is the isoperimetric constant from (1.15). Then the condi-
tions (2.8) & (2.9) are satisfied.
Proof. Since H−(x, t) ≤ 0, it follows that |H−(x, t)| monotonically decreases to |h−(x)|, and
we get by the Lebesgue monotone convergence theorem that
|h−(x)|LnHn (Ω) = limt→+∞ |H
−(x, t)|LnHn (Ω) .
Since |H+(x, t)| monotonically increases to |h+(x)|, we also get
|h+(x)|LnHn (Ω) = limt→−∞ |H
+(x, t)|LnHn (Ω) .
Therefore, by the assumptions on h− and h+, there exist M  1 and 0 < ε0  1 so that
|H−(x,M)|LnHn (Ω) ≤ (1− ε0)Ci(Ω)−1
and
|H+(x,−M)|LnHn (Ω) ≤ (1− ε0)Ci(Ω)−1 .
Now let B ⊂ Ω be a Caccioppoli set. By using the Ho¨lder inequality (1.2) with exponents
p = n, q = nn−1 , we obtain∫
B
(
2
1−|x|2
)n
H(x,M) dx ≥
∫
B
(
2
1−|x|2
)n
H−(x,M) dx ≥ −(1− ε0)Ci(Ω)−1 |B|
n−1
n
Hn
and ∫
B
(
2
1−|x|2
)n
H(x,−M) dx ≤
∫
B
(
2
1−|x|2
)n
H+(x,−M) dx ≤ (1− ε0)Ci(Ω)−1 |B|
n−1
n
Hn ,
respectively. Finally, by the isoperimetric inequality (1.15), we get
|B|
n−1
n
Hn ≤ Ci(Ω)
∫
Ω
(
2
1−|x|2
)n−1
|DϕB | ,
and hence the assertion.
2.5 Existence and Uniqueness of a Minimizer
Next, we prove existence of a minimizer to the functional J .
Lemma 2.18. Let Ω ⊂⊂ Hn with ∂Ω ∈ C0,1, ϕ ∈ L1Hn(∂Ω) and H as in Lemma 2.4. Then
J attains its minimum in BVHn(Ω). That is, there exists u ∈ BVHn(Ω) so that J (u) ≤ J (v)
for all v ∈ BVHn(Ω).
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Proof. Since Ω ⊂⊂ Hn, there exists a 0 < r < 1 so that Ω ⊂ Bnr . By the same argument as in
the proof of Lemma 2.4, there exists an extension Φ ∈W 1,1Hn (Bnr ) of ϕ with trace(Φ) = ϕ on ∂Ω.
Set
H˜(x, t) :=
{
H(x, t) x ∈ Ω ,
0 x ∈ Bnr \ Ω ,
for all t ∈ R, and
u˜(x) :=
{
u(x) x ∈ Ω ,
Φ(x) x ∈ Bnr \ Ω .
By Theorem 1.47 (extension theorem), it follows that u˜ ∈ BVHn(Bnr ). From Theorem 1.44
(trace theorem), we get
I(u˜) :=
∫
Bnr
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du˜|2 +
∫
Bnr
eu(x)∫
0
(
2
1−|x|2
)n
H˜(x, t) dtdx
=
∫
Bnr \Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|DΦ|2 dx+
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2
+
∮
∂Ω
(
2
1−|x|2
)n−1
|u− ϕ| dHn−1 +
∫
Ω
u(x)∫
0
(
2
1−|x|2
)n
H(x, t) dtdx
= J (u) +
∫
Bnr \Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|DΦ|2 dx
= J (u) + C ,
(2.13)
where C = C(ϕ) is a positive constant independent of u.
Thus, the problem reduces to minimizing the functional
I(u) =
∫
Bnr
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 +
∫
Bnr
u(x)∫
0
(
2
1−|x|2
)n
H˜(x, t) dtdx (2.14)
in the class
K :=
{
v ∈ BVHn(Bnr ) : v|Bnr \Ω = Φ
}
.
Since the class K is closed in BVHn(Bnr ) with respect to L1Hn convergence, this is possible.
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Furthermore, since, by Lemma 2.16, we have
∫
Bnr
u(x)∫
0
(
2
1−|x|2
)n
H˜(x, t) dtdx
=
∫
Ω
u(x)∫
0
(
2
1−|x|2
)n
H(x, t) dtdx
≥ − (1− ε0)
∫
Ω
(
2
1−|x|2
)n−1
|Du| − (1− ε0)
∮
∂Ω
(
2
1−|x|2
)n−1
|u| dHn−1 − C
≥ − (1− ε0)
∫
Bnr
(
2
1−|x|2
)n−1
|Du|+ (1− ε0)
∫
Bnr
(
2
1−|x|2
)n−1
|DΦ| dx
− (1− ε0)
∮
∂Ω
(
2
1−|x|2
)n−1
|ϕ| dHn−1 − C
≥ − (1− ε0)
∫
Bnr
(
2
1−|x|2
)n−1
|Du| − C˜
∮
∂Ω
(
2
1−|x|2
)n−1
|ϕ| dHn−1 − C ,
the functional I is bounded from below and satisfies the inequality
I(u) ≥
∫
Bnr
(
2
1−|x|2
)n−1
|Du|+
∫
Bnr
u(x)∫
0
(
2
1−|x|2
)n
H˜(x, t) dtdx
≥ ε0
∫
Bnr
(
2
1−|x|2
)n−1
|Du| − C˜
∮
∂Ω
(
2
1−|x|2
)n−1
|ϕ| dHn−1 − C > −∞ .
(2.15)
Consequently, I is bounded from below. Thus, there exists a minimizing sequence (uj)j
of I, with uj ∈ K, j ∈ N. That is, a sequence with
lim
j→∞
I(uj) = inf
v∈K
I(v) > −∞ .
For j ≥ J0, we have
I(uj) ≤ 2 inf
v∈K
I(v) <∞ .
From this and (2.15), we obtain ∫
Bnr
(
2
1−|x|2
)n−1
|Duj | ≤ C
for all j ≥ J0 and for some positive constant C = C(ϕ, inf
v∈K
I(v)). Finally, by Lemma 1.50
(Poincare´ inequality), we have
|uj |BVHn (Bnr ) ≤ C
for all j ≥ J0, where C = C(Bnr ,Ω, ϕ, inf
v∈K
I(v)) is a positive constant.
Thus, the minimizing sequence is bounded in the BVHn–norm. Hence, by Lemma 1.42
(compactness), there exists a subsequence, also denoted by uj , that converges in L1Hn(B
n
r ) to
a function u. Since the class K is closed in BVHn(Bnr ) with respect to L1Hn convergence, we
have u ∈ K. Moreover, from Lemma 1.40 (Sobolev inequality), we get that the sequence uj
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is bounded in L
n
n−1
Hn (B
n
r ). Thus, by Lemma 1.33 and Lemma 2.7 (lower semicontinuity of I
with respect to L1Hn convergence + L
n
n−1
Hn boundedness), there holds
I(u) ≤ lim inf
j→∞
I(uj) = lim
j→∞
I(uj) = inf
v∈K
I(v) .
Consequently, by the obvious inequality I(u) ≥ inf
v∈K
I(v), the function u ∈ K is a minimizer
to the functional I, and by (2.13) also a minimizer to J .
We collect a first uniqueness result for more regular minimizers.
Lemma 2.19 (Uniqueness of the Minimizer). If u1, u2 ∈W 1,1Hn (Ω) are two minimizers of the
functional J and ∂∂tH(x, t) > 0 for all x ∈ Ω (H strictly monotone increasing suffices), then
u1 = u2 as W
1,1
Hn functions.
Proof. From Lemma 1.10, Remark 1.11, and the assumption on H, it follows that J is strictly
convex on W 1,1Hn (Ω). By first comparing u1 and u2 with w ≡ 0, we get by the minimizing
property of ui
J (ui) ≤ J (w)
or equivalently
J (ui) ≤ |Ω|Hn +
∮
∂Ω
(
2
1−|x|2
)n−1
|ϕ| dHn−1 <∞ ,
that is H(Ω, ui) < ∞ for i = 1, 2. If we assume u1 6= u2 and take u1+u22 ∈ W 1,1Hn (Ω) as an
admissible comparison function and, since u1 and u2 are minimizers of J , we get
1
2
(J (u1) + J (u2)) ≤ J
(
u1 + u2
2
)
.
Particularly, we have
1
2
A(Ω, u1) +H(Ω, u1) + ∮
∂Ω
(
2
1−|x|2
)n−1
|u1 − ϕ| dHn−1

+
1
2
A(Ω, u2) +H(Ω, u2) + ∮
∂Ω
(
2
1−|x|2
)n−1
|u2 − ϕ| dHn−1

≤ A
(
Ω,
u1 + u2
2
)
+H
(
Ω,
u1 + u2
2
)
+
∮
∂Ω
(
2
1−|x|2
)n−1 ∣∣∣∣u1 + u22 − ϕ
∣∣∣∣ dHn−1 .
Since ∮
∂Ω
(
2
1−|x|2
)n−1 ∣∣∣∣u1 + u22 − ϕ
∣∣∣∣ dHn−1
≤
∮
∂Ω
(
2
1−|x|2
)n−1(1
2
|u1 − ϕ|+ 12 |u2 − ϕ|
)
dHn−1
=
1
2
∮
∂Ω
(
2
1−|x|2
)n−1
|u1 − ϕ| dHn−1 + 12
∮
∂Ω
(
2
1−|x|2
)n−1
|u2 − ϕ| dHn−1 ,
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we have by the strict convexity of A(Ω, ·)+H(Ω, ·) (more precisely, the integrands are strictly
jointly convex in u and Du)
A(Ω, u1) +H(Ω, u1) +A(Ω, u2) +H(Ω, u2)
≤ 2A
(
Ω,
u1 + u2
2
)
+ 2H
(
Ω,
u1 + u2
2
)
< A(Ω, u1) +H(Ω, u1) +A(Ω, u2) +H(Ω, u2) ,
that is a contradiction. Thus, equality can only hold for u1 = u2, hence the assertion follows.
Remark 2.20. We can not guarantee the strict convexity of J on the larger space BVHn(Ω).
Think for instance of a parabola in R2, which is strictly convex and of a parabolic cylinder in
R3, which is convex but not strictly convex.
2.6 L∞Hn–Bounds for a Minimizer
The next lemma is taken from [Ger74a, Lemma A4] and adapted to the present situation.
Lemma 2.21. Let Ω ⊂⊂ Hn and u ∈ BVHn(Ω). Then, for k ∈ R, the functions min(u, k)
and max(u,−k) belong to BVHn(Ω). Moreover, the following relations hold:
(i) Put A(k) := {x ∈ Ω : u > k}. Then∫
Ω
(
2
1−|x|2
)n−1
|Dmax(u− k, 0)| − |A(k)|Hn
≤
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 −
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dmin(u, k)|2 ,
(ii) Put A(−k) := {x ∈ Ω : u < −k}. Then∫
Ω
(
2
1−|x|2
)n−1
|Dmin(u+ k, 0)| − |A(−k)|Hn
≤
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 −
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dmax(u,−k)|2 ,
(iii) u−min(u, k) = max(u− k, 0) in L1Hn(∂Ω) .
Proof. Since |Ω|Hn <∞, we have∫
Ω
(
2
1−|x|2
)n
|min(u, k)| ≤ max

∫
Ω
(
2
1−|x|2
)n
|u|,
∫
Ω
(
2
1−|x|2
)n
|k|
 <∞ ,
∫
Ω
(
2
1−|x|2
)n
|max(u, k)| ≤ max

∫
Ω
(
2
1−|x|2
)n
|u|,
∫
Ω
(
2
1−|x|2
)n
|k|
 <∞ .
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Thus, we get min(u, k) ∈ L1Hn(Ω) and max(u, k) ∈ L1Hn(Ω). Moreover, we have the inequalities∫
Ω
(
2
1−|x|2
)n−1
|Dmin(u, k)| ≤
∫
Ω
(
2
1−|x|2
)n−1
|Du| <∞ ,
∫
Ω
(
2
1−|x|2
)n−1
|Dmax(u, k)| ≤
∫
Ω
(
2
1−|x|2
)n−1
|Du| <∞ .
Therefore, we have min(u, k) ∈ BVHn(Ω) and max(u, k) ∈ BVHn(Ω).
For the prove of (i), let uε be a mollification of u, see (1.4). Then, by Theorem 1.35
(approximation) and Lemma 1.33 (lower semicontinuity of the relaxed area functional), we
get ∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 −
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dmin(u, k)|2
≥ lim
ε→0
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duε|2 dx
− lim inf
ε→0
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dmin(uε, k)|2 dx
(∗)
≥ lim inf
ε→0
∫
{uε>k}
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duε|2 dx−
∫
{uε>k}
(
2
1−|x|2
)n
dx
≥ lim inf
ε→0
∫
Ω
(
2
1−|x|2
)n−1
|Dmax(uε − k, 0)| dx−
∫
{uε>k}
(
2
1−|x|2
)n
dx
≥
∫
Ω
(
2
1−|x|2
)n−1
|Dmax(u− k, 0)| − |A(k)|Hn ,
where in (∗) we have used −√1 + |a|2 ≥ −1 − |a| ∀a ∈ Rn. Moreover, we have used the
fact that Dmin(u, k) = Du in Ω \A(k) and Dmin(u, k) = 0 in A(k). This proves (i). By the
same arguments as above, we get∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 −
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dmax(u,−k)|2
≥ lim
ε→0
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duε|2 dx
− lim inf
ε→0
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dmax(uε,−k)|2 dx
(∗)
≥ lim inf
ε→0
∫
{uε<−k}
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duε|2 dx−
∫
{uε<−k}
(
2
1−|x|2
)n
dx
≥ lim inf
ε→0
∫
Ω
(
2
1−|x|2
)n−1
|Dmin(uε + k, 0)| dx−
∫
{uε<−k}
(
2
1−|x|2
)n
dx
≥
∫
Ω
(
2
1−|x|2
)n−1
|Dmin(u+ k, 0)| − |A(−k)|Hn ,
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where in (∗) we again have used −√1 + |a|2 ≥ −1− |a| ∀a ∈ Rn . This proves (ii).
To prove (iii), we use the triangle inequality to estimate∮
∂Ω
(
2
1−|x|2
)n−1
|max(u− k, 0)− (u−min(u, k))| dHn−1
≤
∮
∂Ω
(
2
1−|x|2
)n−1
|max(uε − k, 0)− (uε −min(uε, k))| dHn−1
+
∮
∂Ω
(
2
1−|x|2
)n−1
|uε − u| dHn−1
+
∮
∂Ω
(
2
1−|x|2
)n−1
|min(uε, 0)−min(u, k)| dHn−1
+
∮
∂Ω
(
2
1−|x|2
)n−1
|max(uε − k, 0)−max(u− k, 0)| dHn−1 .
Since uε is smooth, the first term on the right hand side of this inequality is zero. By Theo-
rem 1.35 (iii) (approximation), the proof of Lemma 1.37 (Emmers lemma), and the following
inequalities, the other three terms on the right hand side converge to zero if ε tends to zero.
For uε there holds (0 < δ  1 from Emmers lemma)∫
Ωδ
(
2
1−|x|2
)n−1
|Dmin(uε, k)| dx ≤
∫
Ωδ
(
2
1−|x|2
)n−1
|Duε| dx
and ∫
Ωδ
(
2
1−|x|2
)n−1
|Dmax(uε − k, 0)| dx ≤
∫
Ωδ
(
2
1−|x|2
)n−1
|Duε| dx .
Remark 2.22. Obviously there also holds
u−max(u, k) = min(u− k, 0) in L1Hn(∂Ω).
Moreover, for two arbitrary functions u, v ∈ BVHn(Ω) there also holds
u−min(u, v) = max(u− v, 0) in L1Hn(∂Ω)
and
u−max(u, v) = min(u− v, 0) in L1Hn(∂Ω),
respectively by the same method of proof.
Lemma 2.23. Let Ω ⊂⊂ Hn be open with ∂Ω ∈ C0,1 and let H satisfy the conditions from
Lemma 2.4. Moreover, let u ∈ BVHn(Ω) and |A(k)|Hn > 0, where A(k) := {x ∈ Ω : u(x) > k}
for k ∈ R. Then w := min(u, k) ∈ BVHn(Ω), and for a.a. k > M there holds
J˜ (w) < J˜ (u) .
where M is taken from (2.8).
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Proof. By Lemma 2.21, we have
w := min(u, k) ∈ BVHn(Ω) .
We choose a sequence (um)m of approximating functions of u as in Theorem 1.35 (approxi-
mation), that is,
(i) um
m→∞−→ u in L1Hn,`oc(Ω) ,
(ii)
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dum|2 dx j→∞−→
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 .
Again by Lemma 2.21, we have
wm := min(um, k) ∈ BVHn(Ω) and wm m→∞−→ w in L1Hn(Ω) .
Moreover, by Lemma 1.40 (Sobolev inequality), the sequence (wm)m is bounded in L
n
n−1
Hn (Ω).
Therefore, since |A(k)|Hn > 0, we get, by Lemma 1.33 (lower semicontinuity of the relaxed
area functional), Lemma 2.7 (lower semicontinuity of the curvature functional), and the choice
of M , the estimate
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 +
∫
Ω
(
2
1−|x|2
)n u(x)∫
0
H(x, t) dtdx
−
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dw|2 −
∫
Ω
(
2
1−|x|2
)n w(x)∫
0
H(x, t) dtdx
≥ lim
m→∞
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dum|2dx+
∫
Ω
(
2
1−|x|2
)n u(x)∫
0
H(x, t) dtdx
− lim inf
m→∞
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dwm|2dx+
∫
Ω
(
2
1−|x|2
)n w(x)∫
0
H(x, t) dtdx
≥ lim
m→∞
∫
{um>k}
(
2
1−|x|2
)n−1
|Dum| dx+
∫
{u>k}
(
2
1−|x|2
)n u(x)∫
k
H(x, t) dt, dx
≥ lim
m→∞
∫
{um>k}
(
2
1−|x|2
)n−1
|Dum| dx+
∫
{u>k}
(
2
1−|x|2
)n
H(x,M)(u− k) dx
≥ lim
m→∞
∫
{um>k}
(
2
1−|x|2
)n−1
|Dum| dx− (1− ε0)
∫
{u>k}
(
2
1−|x|2
)n−1
|Du| dx
≥ ε0
∫
A(k)
(
2
1−|x|2
)n−1
|Du|
≥ ε0
C
∫
A(k)
|u− uA(k)| dx > 0 .
(2.16)
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Here, we have used the fact that the sequence of characteristic functions χ{um>k} converges
to χ{u>k} for a.a. k as um converges to u in L
1
Hn(Ω). In fact, since by Fubini’s theorem, we
have ∫
R
∫
Ω
(
2
1−|x|2
)n
|χ{um>k} − χ{u>k}| dxdk
=
∫
Ω
(
2
1−|x|2
)n ∫
R
|χ{um>k} − χ{u>k}| dkdx
=
∫
Ω
(
2
1−|x|2
)n
| {k ∈ R : um > k ≥ u} ∪˙ {k ∈ R : u > k ≥ um} | dx
=
∫
Ω
(
2
1−|x|2
)n
|um − u| dx m→∞−→ 0 ,
we can extract a subsequence χ{umj>k} that converges pointwise a.e. to χ{u>k} as m tends to
infinity. In the last estimate of (2.16), we take Lemma 1.50 (Poincare´ inequality) into account
to get the result.
Lemma 2.24 (Boundedness from above of a Minimizer). Let Ω ⊂⊂ Hn be open with ∂Ω ∈
C0,1,K0 ∈ R≥0 and ϕ ∈ L1Hn(∂Ω) ∩ L∞Hn(∂Ω) with K0 > M ≥ sup
x∈Ω
|ϕ(x)|. Moreover, let H
satisfy the conditions from Lemma 2.4. If u ∈ BVHn(Ω) is a minimizer to problem (P ). Then
u is bounded from above, i.e.
u(x) ≤ K ∀x ∈ Ω \N
for sufficiently large K ≥ K0 and a set N ⊂ Ω with |N |Hn = 0 and where M is taken from
(2.8).
Proof. We choose a sequence (um)m of approximating functions of u as in Theorem 1.35
(approximation). Then we have, by Lemma 2.21,
wm := min(um,K)
m→∞−→ min(u,K) =: w in L1Hn(∂Ω) .
Hence we have∮
∂Ω
(
2
1−|x|2
)n−1
|wm − ϕ| dHn−1 m→∞−→
∮
∂Ω
(
2
1−|x|2
)n−1
|w − ϕ| dHn−1
and also ∮
∂Ω
(
2
1−|x|2
)n−1
|um − ϕ| dHn−1 m→∞−→
∮
∂Ω
(
2
1−|x|2
)n−1
|u− ϕ| dHn−1 .
Moreover, by the boundedness of ϕ by K from above a.e., we have∮
∂Ω
(
2
1−|x|2
)n−1
|wm − ϕ| dHn−1 =
∮
∂Ω
(
2
1−|x|2
)n−1
|min(um,K)−min(ϕ,K)| dHn−1
≤
∮
∂Ω
(
2
1−|x|2
)n−1
|um − ϕ| dHn−1 ,
(2.17)
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where the last inequality is an obvious consequence of the definition of min(·, ·) and the triangle
inequality, namely
|min(um,K)−min(ϕ,K)| =
∣∣∣∣um +K − |um −K|2 − ϕ+K − |ϕ−K|2
∣∣∣∣
=
1
2
|um − ϕ+ |ϕ−K| − |um −K||
≤ 1
2
(|um − ϕ|+ ||ϕ−K| − |um −K||)
≤ 1
2
(|um − ϕ|+ |um − ϕ|)
= |um − ϕ| .
If we now let m tend to infinity in (2.17), we get the inequality∮
∂Ω
(
2
1−|x|2
)n−1
|w − ϕ| dHn−1 ≤
∮
∂Ω
(
2
1−|x|2
)n−1
|u− ϕ| dHn−1 .
If we assume that |A(K)|Hn > 0 for K ≥ K0, then this, together with Lemma 2.23, yields
J (w) < J (u) ,
which is a contradiction to the assumption that u is a minimizer to problem (P ). Therefore,
we must have |A(K)|Hn = 0, and the assertion follows.
Unfortunately, this method of proof will not work to show boundedness from below. This
is performed by using another technique, called Stampacchia iteration. For a similar appli-
cation of this technique, we refer to [AC06, Section 3], [Ger74a, Section 1], and [Giu76,
Section 2]. A slightly modified technique avoiding the Stampacchia method is used in [Sch99,
Kapitel 4.5] and [Sch02, Kapitel 3].
Lemma 2.25 (Boundedness from below of a Minimizer). Let Ω ⊂⊂ Hn be open with ∂Ω ∈
C0,1, k0 ∈ R≥0 and ϕ ∈ L1Hn(∂Ω) ∩ L∞Hn(∂Ω) with −k0 < −M ≤ − sup
x∈Ω
|ϕ(x)|. Moreover, let
H satisfy the conditions from Lemma 2.4. If u ∈ BVHn(Ω) is a minimizer to the functional
I in (2.14). Then u is bounded from below, i.e.
u(x) ≥ −k ∀x ∈ Ω \N
for sufficiently large k ≥ k0 and a set N ⊂ Ω with |N |Hn = 0. Here again, M is taken from
(2.8).
Proof. For k ∈ R≥0 set
A(−k) := {x ∈ Ω : u(x) < −k} .
The goal is to show that the non–increasing function |A(−k)|Hn vanishes for some large k.
Put v := max(u,−k), again, by Lemma 2.21, we have v ∈ BVHn(Ω). And, since u is a
minimum of (2.14), we infer for the functional I
I(u) ≤ I(v) .
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Applying Lemma 2.21 (ii) to this, we obtain
∫
Ω
(
2
1−|x|2
)n−1
|Dmin(u+ k, 0)|+
∫
A(−k)
(
2
1−|x|2
)n v(x)∫
u(x)
H(x, t) dtdx ≤ |A(−k)|Hn .
Setting w := u− v = min(u+ k, 0), we get the inequality
∫
Ω
(
2
1−|x|2
)n−1
|Dw|+
∫
A(−k)
(
2
1−|x|2
)n v(x)∫
u(x)
H(x, t) dtdx ≤ |A(−k)|Hn .
By the definition of v and w, we get
∫
A(−k)
(
2
1−|x|2
)n v(x)∫
u(x)
H(x, t) dtdx =
∫
Ω
(
2
1−|x|2
)n v(x)∫
u(x)
H(x, t) dtdx
≥ −
∫
Ω
(
2
1−|x|2
)n
H(x,−M)w dx
and by (2.9), we also have
−
∫
Ω
(
2
1−|x|2
)n
H(x,−M)w dx ≥ −(1− ε0)
∫
Ω
(
2
1−|x|2
)n−1
|Dw| .
Consequently, we get
ε0
∫
Ω
(
2
1−|x|2
)n−1
|Dw| ≤ |A(−k)|Hn .
Since ∂Ω ∈ C0,1, we can use the Remark after Lemma 1.40 (Sobolev inequality) to get
|w|
L
n
n−1
Hn (Ω)
≤ 1
ε0
C(Ω) |A(−k)|Hn .
By using the Ho¨lder inequality (1.2) with exponents p = nn−1 , q = n, we get
|w|L1Hn (Ω) ≤ |w|L nn−1Hn (Ω)
(|A(−k)|Hn)
1
n .
Hence, we finally obtain∫
A(−k)
(
2
1−|x|2
)n
|w| dx ≤ 1
ε0
C(Ω)(|A(−k)|Hn)1+
1
n ,
that is ∫
A(−k)
(
2
1−|x|2
)n
|u+ k| dx ≤ 1
ε0
C(Ω)(|A(−k)|Hn)1+
1
n .
Therefore, we get for all h > k ≥ k0
| − h+ k| |A(−h)|Hn ≤
∫
A(−k)
(
2
1−|x|2
)n
|u+ k| dx ≤ 1
ε0
C(Ω)(|A(−k)|Hn)1+
1
n .
Now, by using Stampacchia iteration, see [Sta66] and [AC06, Section 3], we get for sufficiently
large k ≥ k0, |A(−k)|Hn = 0, hence the assertion.
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Remark 2.26. This technique can also be used to derive estimates from above of u. By setting
w := min(u, k) and considering Lemma 2.21 (i), the proof for boundedness from above follows
similar arguments. In conclusion, we get boundedness of a minimizer to problem (P ), i.e.
|u|L∞Hn (Ω) < C ,
where C = C(|ϕ|L∞Hn (Ω), H) is a positive constant. Compare this to the local boundedness of
u in Lemma 3.10.
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Chapter 3
Parametric Formulation
In this chapter we introduce the parametric formulation of the Dirichlet problem in the
sense of de Giorgi, Miranda and Giusti. This will enable us to show interior regularity of
a minimizer in low dimensions (n ≤ 6) by using the regularity theory of rectifiable integer
multiplicity currents developed in geometric measure theory, which generalizes hypersurfaces
to arbitrary codimension. For a successful application of this technique, we refer to [Giu84],
[dSS09], [BD87]. We refer also [Sch02] who uses oriented frontiers in the sense of de Giorgi
[dG61] and (K,λ) minimizing sets, which were investigated by Tamanini, see [Tam84] and
[MM84].
3.1 Parametric Area Functional
The next lemma yields a connection between non–parametric and parametric hypersur-
faces. We will follow the ideas of [Giu84, Chapter 14].
Lemma 3.1. Let Ω ⊂⊂ Hn and u ∈ BVHn(Ω). Then∫
Ω×R
(
2
1−|x|2
)n
|DϕU | =
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 ,
where U := {(x, t) ∈ Ω× R : u(x) > t} denotes the subgraph of u.
Proof. Assume for the moment u to be bounded. By addition of a constant, we can further
assume u ≥ 1.
Let ψ¯ = (ψ,ψn+1) ∈ ΨΩ be an admissible vector field, see Definition 1.29. Furthermore,
let η ∈ C∞c (R) with 0 ≤ η ≤ 1,
spt(η) ⊂
[
0, sup
x∈Ω
u(x) + 1
]
,
and
η ≡ 1 in
[
1, sup
x∈Ω
u(x)
]
.
Define the vector field γ¯ by
γ(x, t) := ψ(x)η(t)
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and
γn+1(x, t) := ψn+1(x)η(t) .
Then we have γ¯ = (γ, γn+1) ∈ C1c (Ω× R, TΩ× R), and particularly there holds |γ¯|Hn×R ≤ 1.
Thus, by setting dy = dxdt, from the definition of the total variation, we obtain∫
Ω×R
(
2
1−|x|2
)n
|DϕU | ≥
∫
U
divHn×R γ¯ dyHn×R
=
∫
Ω
u(x)∫
0
(
2
1−|x|2
)n
ψn+1(x)η′(t) + η(t) divRn
((
2
1−|x|2
)n
ψ(x)
)
dtdx .
Moreover, the conditions on η implies
u(x)∫
0
η′(t) dt =
1∫
0
η′(t) dt
︸ ︷︷ ︸
=1
+
u(x)∫
1
η′(t) dt
︸ ︷︷ ︸
=0
= 1
and
u(x)∫
0
η(t) dt =
1∫
0
η(t) dt+
u(x)∫
1
η(t) dt
=
1∫
0
η(t) dt+ u(x)− 1
= u(x)−
1∫
0
(1− η(t)) dt
︸ ︷︷ ︸
=:c≥0
= u(x)− c .
Therefore, by taking the latter into account, we find that∫
Ω×R
(
2
1−|x|2
)n
|DϕU | ≥
∫
Ω
(
2
1−|x|2
)n
ψn+1(x) + (u(x)− c) divRn
((
2
1−|x|2
)n
ψ
)
dx
=
∫
Ω
(
2
1−|x|2
)n
ψn+1(x) + udivRn
((
2
1−|x|2
)n
ψ
)
dx ,
since spt(ψ) compact in Ω implies∫
Ω
divRn
((
2
1−|x|2
)n
ψ
)
dx = 0 .
By taking the supremum over all admissible vector fields on the right hand side, we get
the inequality ∫
Ω×R
(
2
1−|x|2
)n
|DϕU | ≥
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 .
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To prove the reverse inequality, we first observe that for u ∈ C1(Ω) we have
HnHn×R(∂U ∩ Ω× R) =
∫
Ω×R
(
2
1−|x|2
)n
|DϕU | dx
=
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx
= HnHn×R(graph(u)) ,
(3.1)
see Theorem A.13.
By Theorem 1.35 (approximation), we choose a sequence (uj)j with uj ∈ C∞(Ω) ∩
BVHn(Ω), j ∈ N so that
(i) uj
j→∞−→ u in L1Hn,`oc(Ω) ,
(ii)
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duj |2 dx j→∞−→
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 .
Let Uj := {(x, t) ∈ Ω× R : uj(x) > t} denote the sequence of the subgraphs of uj . Then
there holds
Uj
j→∞−→ U in L1Hn×R,`oc(Ω× R),
in the sense that
ϕUj
j→∞−→ ϕU in L1Hn×R,`oc(Ω× R) .
Consequently, applying Lemma 1.27 (lower semicontinuity), we get∫
Ω×R
(
2
1−|x|2
)n
|DϕU | ≤ lim inf
j→∞
∫
Ω×R
(
2
1−|x|2
)n
|DϕUj | dx
(3.1)
= lim
j→∞
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Duj |2 dx
(ii)
=
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 ,
and therefore the assertion for u bounded.
In the case of unbounded u, define for T ≥ 0
uT (x) :=

u(x) |u(x)| < T ,
T u(x) ≥ T ,
−T u(x) ≤ −T .
Since BVHn(Ω) is a vector space and u − uT = max(u − T, 0) + min(u + T, 0) ∈ BVHn(Ω),
it follows from Lemma 2.21 that uT = (−u + uT ) + u ∈ BVHn(Ω). Furthermore, we have
|∇Hnu|Hn  Hn−1Hn , and
Hn−1Hn ({x ∈ Ω : µ(x) = +∞}) = 0 (3.2)
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and
Hn−1Hn ({x ∈ Ω : λ(x) = −∞}) = 0 , (3.3)
respectively. For the definition of the functions µ and λ in the Euclidean case and more details
on the fine properties, see [EG92, Chapter 5.9 Theorem 2].
Now, we can estimate∫
Ω
(
2
1−|x|2
)n−1
|D(u− uT )|
≤
∫
Ω
(
2
1−|x|2
)n−1
|Dmax(u− T, 0)|+
∫
Ω
(
2
1−|x|2
)n−1
|Dmin(u+ T, 0)|
≤
∫
Ω
(
2
1−|x|2
)n−1
|Du|{µ>T}|+
∫
Ω
(
2
1−|x|2
)n−1
|Du|{λ<−T}|
and therewith by (3.2) & (3.3)
lim
T→∞
∫
Ω
(
2
1−|x|2
)n−1
|D(u− uT )| = 0 . (3.4)
Moreover, there holds
|u− uT | ≤ |max(u− T, 0)|+ |min(u+ T, 0)| ≤ 2|u| .
Therefore, by the Lebesgue dominated convergence theorem, we get
lim
T→∞
∫
Ω
(
2
1−|x|2
)n
|u− uT | dx = 0 . (3.5)
Thus, we finally obtain
lim
T→∞
|u− uT |BVHn (Ω) = 0.
Consider now the above for uT and let T tend to infinity to get the full assertion.
Remark 3.2. Since the involved measures are Radon measures on Ω×R and Ω, respectively,
the last lemma also holds for every Borel set A ⊂ Ω, i.e. A ∈ B(Ω). Furthermore, if we have
merely u ∈ L1Hn(Ω), then the last lemma can be modified to obtain
|DϕU |Hn×R (Ω× R) = A(u,Ω) .
Particularly, U has finite perimeter in Ω × R if and only if A(u,Ω) < ∞. Moreover, from
(3.4) & (3.5), we obtain that BVHn(Ω) ∩ L∞Hn(Ω) lies dense in BVHn(Ω) with respect to the
BVHn–norm.
Next, we will construct, to a given Borel measurable set F , a function wF so that the
subgraph of this function has lower or equal perimeter than F .
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Lemma 3.3 (Perimeter Decreasing Subgraph). Let Ω ⊂⊂ Hn and F ⊂ Ω×R be a measurable
set with the following property:
Ω× (−∞,−T ) ⊂ F ⊂ Ω× (−∞, T ) (3.6)
for some T > 0. For x ∈ Ω define the function
wF (x) := lim
k→∞
 k∫
−k
ϕF (x, t) dt− k
 .
Then there holds∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|DwF |2 ≤
∫
Ω×R
(
2
1−|x|2
)n
|DϕF | .
Proof. By the assumptions on F , we have ∂F ∩Ω×R ⊂ Ω×(−T, T ). Define a sequence (wk)k
by
wk(x) :=
k∫
−k
ϕF (x, t) dt− k .
From this, we obtain wh = wk for h, k ≥ T . Therefore, from
wF (x) = lim
k→∞
wk(x)
we infer
−T ≤ wF (x) ≤ T (3.7)
for all x ∈ Ω. Thus, wF is bounded. Since F is measurable, wF is also a measurable function.
Let ψ¯ = (ψ,ψn+1) ∈ ΨΩ be an admissible vector field. Furthermore, let η ∈ C∞c (R) with
0 ≤ η ≤ 1,
spt(η) ⊂ [−T − 1, T + 1] ,
and
η ≡ 1 in [−T, T ] .
Define the vector field γ¯ by
γ(x, t) := ψ(x)η(t)
and
γn+1(x, t) := ψn+1(x)η(t) .
Then we have γ¯ = (γ, γn+1) ∈ C1c (Ω× R, TΩ× R), and particularly there holds |γ¯|Hn×R ≤ 1.
Furthermore, we have, by (3.6) and the conditions on η,
T+1∫
−T−1
η′(t)ϕF (x, t) dt =
−T∫
−T−1
η′(t)ϕF (x, t) dt
︸ ︷︷ ︸
=1
+
T+1∫
T
η′(t)ϕF (x, t) dt
︸ ︷︷ ︸
=0
= 1 (3.8)
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and
T+1∫
−T−1
η(t)ϕF (x, t) dt =
−T∫
−T−1
η(t)ϕF (x, t) dt+
T∫
−T
η(t)ϕF (x, t) dt+
T+1∫
T
η(t)ϕF (x, t) dt
︸ ︷︷ ︸
=0
=
−T∫
−T−1
η(t) dt+
T∫
−T
ϕF (x, t) dt
(3.7)
=
−T∫
−T−1
η(t) dt+ wF (x) + T
= wF (x) + c ,
(3.9)
where we have set
c :=
−T∫
−T−1
η(t) dt+ T .
Setting dy = dxdt, we can estimate∫
Ω×R
(
2
1−|x|2
)n
|DϕF |
≥
∫
Ω×R
ϕF (x, t) divHn×R γ¯ dxHndt
=
∫
Ω×R
ϕF (x, t)
((
2
1−|x|2
)n
η′(t)ψn+1(x) + η(t) divRn
((
2
1−|x|2
)n
ψ(x)
))
dxdt
(+)
=
∫
Ω
(
2
1−|x|2
)n
ψn+1(x) + (wF (x) + c) divRn
((
2
1−|x|2
)n
ψ(x)
)
dx
(++)
=
∫
Ω
(
2
1−|x|2
)n
ψn+1(x) + wF (x) divRn
((
2
1−|x|2
)n
ψ(x)
)
dx ,
where in (+) we have used (3.8) & (3.9), and in (++) the fact that spt(ψ) is compact in Ω.
By taking the supremum over all admissible vector fields on the right hand side, we get the
desired inequality.
Remark 3.4. The subgraph WF of the function wF , defined above, is a volume preserving
rearrangement of F , see Figure 3.1. Consequently, WF has smaller or equal perimeter than
F , i.e. the construction of wF does not increase the perimeter of F . For the subgraph U of a
function u, there holds wU (x) = u(x) for all x ∈ Ω.
By removing the boundedness of ∂F∩Ω×R, we can extend the last lemma to the following:
Lemma 3.5. Let F ⊂ Ω× R be a Borel measurable set with the following properties:
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0
F
−T
R
Ω
T
0
−T
R
Ω
T
∂F
WF
x x
graph(wF )
Figure 3.1: Volume preserving and perimeter decreasing rearrangement of F
(i) For almost all x ∈ Ω there holds
lim
t→∞ϕF (x, t) = 0
and
lim
t→−∞ϕF (x, t) = 1 .
(ii) The symmetric difference Fs := F 4Q− := (F \Q−) ∪˙ (Q− \F ) has finite Hn+1Hn×R mea-
sure, i.e. Hn+1Hn×R(Fs) <∞, where Q± := {(x, t) ∈ Ω× R : ±t > 0}, see Figure 3.2.
Then there holds
wF (·) = lim
k→∞
 k∫
−k
ϕF (·, t) dt− k
 ∈ L1Hn(Ω)
and ∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|DwF |2 ≤
∫
Ω×R
(
2
1−|x|2
)n
|DϕF | .
Proof. From (i), we infer (where (wk)k is the approximating sequence from Lemma 3.3)
wk(x)
k→∞−→ wF (x)
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R
Q−
Q+
0
F \Q−
Q− \ F
Ω
Figure 3.2: Symmetric difference Fs := F 4Q− := (F \Q−) ∪˙ (Q− \ F )
for almost all x ∈ Ω. Furthermore, with (ii), we have
|Fs|Hn×R =
∫
Ω×R
(
2
1−|x|2
)n
ϕFs(x, t) dxdt
=
∫
Ω
 ∞∫
−∞
(
2
1−|x|2
)n
ϕFs(x, t) dt
 dx
=
∫
Ω
 ∞∫
−∞
(
2
1−|x|2
)n
ϕF\Q−(x, t) dt+
∞∫
−∞
(
2
1−|x|2
)n
ϕQ−\F (x, t) dt
 dx
=
∫
Ω
 ∞∫
0
(
2
1−|x|2
)n
ϕF (x, t) dt+
0∫
−∞
(
2
1−|x|2
)n
ϕQ−\F (x, t) dt
 dx
=
∫
Ω
(
2
1−|x|2
)n
(w+F + w
−
F ) dx
=
∫
Ω
(
2
1−|x|2
)n
|wF | dx ,
where we have set w+F := max(0, wF ) and w
−
F := max(0,−wF ), respectively.
Hence, we get, by the assumption on Fs, that∫
Ω
(
2
1−|x|2
)n
|wF | dx = |Fs|Hn×R = Hn+1Hn×R(Fs) <∞ ,
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i.e. wF ∈ L1Hn(Ω). Since |wk| ≤ |wF |, we have, by the Lebesgue dominated convergence
theorem,
wk
k→∞−→ wF in L1Hn(Ω) .
Define
Fk := F ∪ (Ω× (−∞,−k)) \ (Ω× (k,∞)) .
Then there holds
∂Fk ∩ Ω× R ⊂ ∂F ∩ Ω× R ∪ (Ω× {−k}) ∪ (F ∩ (Ω× {k})) .
Hence by Lemma 3.3 (perimeter decreasing subgraph), we get∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dwk|2
≤
∫
Ω×R
(
2
1−|x|2
)n
|DϕFk |
≤
∫
Ω×R
(
2
1−|x|2
)n
|DϕF |+
∫
Ω×{k}
(
2
1−|x|2
)n
ϕF (x, t) dHn
+
∫
Ω×{−k}
(
2
1−|x|2
)n
(1− ϕF (x, t)) dHn .
(3.10)
In the last inequality, we make use of Theorem 1.44 (trace theorem) and Theorem 1.47 (ex-
tension theorem) to get∫
∂(Ω×(k,∞))∩Ω×R
(
2
1−|x|2
)n
|DϕF\(Ω×(k,∞))| =
∫
Ω×{k}
(
2
1−|x|2
)n
|ϕF − 0| dHn
=
∫
Ω×{k}
(
2
1−|x|2
)n
ϕF (x, t) dHn
and ∫
∂(Ω×(−∞,−k))∩Ω×R
(
2
1−|x|2
)n
|DϕF∪(Ω×(−∞,−k))| =
∫
Ω×{−k}
(
2
1−|x|2
)n
|1− ϕF | dHn
=
∫
Ω×{−k}
(
2
1−|x|2
)n
(1− ϕF (x, t)) dHn .
If we let k tend to infinity, we get, by using (i),
lim
k→∞
∫
Ω×{k}
(
2
1−|x|2
)n
ϕF (x, t) dHn = 0
and
lim
k→∞
∫
Ω×{−k}
(
2
1−|x|2
)n
(1− ϕF (x, t)) dHn = 0 .
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Finally, by applying this to (3.10) and using Lemma 1.33 (lower semicontinuity of the
relaxed area functional), we obtain the inequality∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|DwF |2 ≤ lim inf
k→∞
∫
Ω
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Dwk|2
≤
∫
Ω×R
(
2
1−|x|2
)n
|DϕF | ,
and hence the assertion.
3.2 Parametric Mean Curvature Functional
Next, we will show that the constructed subgraph to a measurable set also does not in-
creases the H–weighted volume. Here, we exploit the fact that H(x, t) is non–decreasing in
t, and we follow [Sch02, Kapitel 5, Proposition 5.7].
Lemma 3.6 (Parametric Mean Curvature Functional). Let Ω ⊂⊂ Hn, F ⊂ Ω × R be a
bounded Borel measurable set, and wF its corresponding perimeter decreasing function as in
Lemma 3.5. Moreover, let H(x, t) be a measurable function, that is non–decreasing in t. Then
there holds (y = (x, t))
∫
Ω
(
2
1−|x|2
)n wF (x)∫
0
H(x, t) dtdx ≤
∫
F
(
2
1−|x|2
)n
H(y) dy .
Proof. Since HnHn × L is a Borel regular measure, every Borel set F can be approximated by
open sets Fk with F ⊂ Fk for all k ∈ N and Fk k→∞−→ F in the sense of Kuratowski, see [BB05,
Chapter 4.5]. Furthermore, there holds HnHn ×L(Fk) k→∞−→ HnHn ×L(F ). Therefore, it suffices
to assume F to be open. Since F is bounded, there holds
lim
k→∞
∫
UwFk
(
2
1−|x|2
)n
H(y) dy =
∫
UwF
(
2
1−|x|2
)n
H(y) dy ,
where UwFk denotes the subgraphs of the wFk .
Since F is assumed to be open, there exists a countably family of closed cubes (Qi)i with
Qi ⊂ Ω× R, i ∈ N and mutually disjoint interior Q˚i so that
F =
∞⋃
i=1
Qi .
For x ∈ Ω define the functions
νi(x) := sup {t ∈ R : ϕQi(x, t) = 1}
and
µi(x) := inf {t ∈ R : ϕQi(x, t) = 1} .
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Furthermore, for k ∈ N and x ∈ Ω let the cubes Q1, . . . , Qk be numbered so that
µ1(x) ≤ · · · ≤ µk(x) .
Since the interior of the cubes are mutually disjoint, this yields νi(x) ≤ µi+1(x), and we also
get the estimate
µi(x) ≥ νi−1(x) ≥
i−1∑
j=1
νj(x)− µj(x) . (3.11)
Moreover, we have
w kS˙
i=1
Q˚i
(x) =
k∑
i=1
∞∫
−∞
ϕQ˚i(x, t) dt
=
k∑
i=1
νi(x)∫
µi(x)
dt
=
k∑
i=1
νi(x)− µi(x)
(3.12)
and
wF = w ∞S˙
i=1
Q˚i
HnHn a.e. on Ω.
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Therefore, we can estimate, by considering the monotonicity of H in t,
∫
Ω
k∑
i=1
νi(x)∫
µi(x)
(
2
1−|x|2
)n
H(x, t) dtdx
(∗)
=
∫
Ω
k∑
i=1
νi(x)−µi(x)∫
0
(
2
1−|x|2
)n
H(x, s+ µi(x)) dsdx
(3.11)
≥
∫
Ω
k∑
i=1
νi(x)−µi(x)∫
0
(
2
1−|x|2
)n
H
(
x, s+
i−1P
j=1
νj(x)−µj(x)
)
dsdx
=
∫
Ω
ν1(x)−µ1(x)∫
0
(
2
1−|x|2
)n
H(x, s) dsdx
+
∫
Ω
ν2(x)−µ2(x)+ν1(x)−µ1(x)∫
ν1(x)−µ1(x)
(
2
1−|x|2
)n
H(x, s) dsdx
+ · · ·+
∫
Ω
kP
j=1
νj(x)−µj(x)∫
k−1P
j=1
νj(x)−µj(x)
(
2
1−|x|2
)n
H(x, s) dsdx
=
∫
Ω
kP
j=1
νj(x)−µj(x)∫
0
(
2
1−|x|2
)n
H(x, s) dsdx
(3.12)
=
∫
Ω
w kS˙
i=1
Q˚i
(x)∫
0
(
2
1−|x|2
)n
H(x, s) dsdx ,
where in (∗) we have substitute s := t− µi(x).
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By applying the above inequality and since F is bounded, we finally obtain∫
F
(
2
1−|x|2
)n
H(y) dy = lim
k→∞
∫
kS
i=1
Q˚i
(
2
1−|x|2
)n
H(y) dy
= lim
k→∞
∫
Ω
(
2
1−|x|2
)n k∑
i=1
νi(x)∫
µi(x)
(
2
1−|x|2
)n
H(x, t) dtdx
≥ lim
k→∞
∫
Ω
(
2
1−|x|2
)n w kSi=1 Q˚i (x)∫
0
H(x, t) dtdx
=
∫
Ω
(
2
1−|x|2
)n wF (x)∫
0
H(x, t) dtdx ,
and hence the assertion.
We are now able to formulate the non–parametric problem in the parametric context.
Our aim is hereby to apply the regularity theory for λ–minimal currents (which general-
izes (K,λ) minimal sets, see [MM84] and [Tam84]), developed by Duzaar and Steffen, to
the parametric functional of the subgraph of a minimizer to the non–parametric functional J .
Theorem 3.7. Let Ω ⊂⊂ Hn and u ∈ BVHn(Ω) be a local minimizer to
A(u,Ω) +H(u,Ω)
with local finite H(u,Ω) term, i.e. H(u,A) <∞ and
A(u,A) +H(u,A) ≤ A(v,A) +H(v,A)
for all A ⊂⊂ Ω open, and v ∈ BVHn(Ω) with spt(u− v) ⊂ A. Then the subgraph U of u is a
local minimizer to the parametric mean curvature functional
G(F ) :=
∫
Ω×R
(
2
1−|x|2
)n
|DϕF |+
∫
F
(
2
1−|x|2
)n
H(y) dy .
More precisely∫
B
(
2
1−|x|2
)n
|DϕU |+
∫
U∩B
(
2
1−|x|2
)n
H(y) dy ≤
∫
B
(
2
1−|x|2
)n
|DϕF |+
∫
F∩B
(
2
1−|x|2
)n
H(y) dy ,
for all B ⊂⊂ Ω × R open and every Caccioppoli set F with F 4 U ⊂ B compact, i.e. F
coincides with U outside a compact set in B.
Proof. First, we show that the inequality∫
A×R
(
2
1−|x|2
)n
|DϕU |+
∫
U |A
(
2
1−|x|2
)n
H(y) dy
≤
∫
A×R
(
2
1−|x|2
)n
|DϕF |+
∫
F∩A×R
(
2
1−|x|2
)n
H(y) dy
(3.13)
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holds for every A ⊂⊂ Ω open and every F with F 4 U ⊂⊂ A×R compact, where we denote
by U |A the subgraph of u|A.
Clearly, since for a subgraph V of some function v ∈ BVHn,`oc(Ω) the condition V 4 U ⊂
A×R implies spt(u− v) ⊂ A, equation (3.13) holds for every subgraph F := V of a function
v ∈ BVHn,`oc(Ω) by the minimality of u.
Now let F ⊂ Ω× R be a Caccioppoli set with F 4 U ⊂ B compact. Since U satisfies the
conditions of Lemma 3.5, so does F . Thus, by Lemma 3.1 and Lemma 3.5, we have∫
A×R
(
2
1−|x|2
)n
|DϕWF | =
∫
A
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|DwF |2 ≤
∫
A×R
(
2
1−|x|2
)n
|DϕF | ,
where WF denotes the subgraph of wF ; see Lemma 3.3 for the definition.
To treat the mean curvature functional, we define for R > 0
KR :=
{
(x, t) ∈ Ω× R : |x| < min(1, R), |t| <
√
R2 − |x|2
}
.
By Lemma 1.40 (Sobolev inequality), we have u ∈ L
n
n−1
Hn (A) and, moreover, there holds
wF∩KR ≤ wF ≤ u + c, where c is an appropriate constant. Furthermore, for R  1 we
get ∫
A
(
2
1−|x|2
)n
|wF∩KR − wF | dx ≤
∫
A
(
2
1−|x|2
)n
|wU\KR | dx =
∫
A
(
2
1−|x|2
)n
(u−R)+ dx .
Since
lim
R→∞
∫
A
(
2
1−|x|2
)n
(u−R)+ dx = 0 ,
we obtain that the sequence of functions (wF∩KR)R is bounded in L
n
n−1
Hn (A) and converges to
wF in L1Hn(A) as R tends to infinity.
Therefore, by Lemma 2.7, Lemma 3.6, and the local finiteness of H(u,Ω), we obtain
∫
A
(
2
1−|x|2
)n wF (x)∫
0
H(x, t) dtdx ≤ lim inf
R→∞
∫
A
(
2
1−|x|2
)n wF∩Kr (x)∫
0
H(x, t) dtdx
≤ lim inf
R→∞
∫
F∩KR∩A×R
(
2
1−|x|2
)n
H(y) dy
= lim
R→∞
∫
F∩KR∩A×R
(
2
1−|x|2
)n
H(y) dy
=
∫
F∩A×R
(
2
1−|x|2
)n
H(y) dy .
In conclusion, for F 4 U ⊂ B ⊂⊂ A× R compact with A ⊂⊂ Ω and since∫
A×R
(
2
1−|x|2
)n
|DϕU | <∞
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and
∫
A
(
2
1−|x|2
)n u(x)∫
0
H(x, t) dtdx <∞
respectively, we finally get∫
B
(
2
1−|x|2
)n
|DϕU |+
∫
U∩B
(
2
1−|x|2
)n
H(y) dy ≤
∫
B
(
2
1−|x|2
)n
|DϕF |+
∫
F∩B
(
2
1−|x|2
)n
H(y) dy .
The following lemma gives an estimate for the volume of minimal sets, i.e. for minimizers
to G.
Lemma 3.8. Let Ω ⊂⊂ Hn and E ⊂ Ω×R be a minimizer to the functional G with the condi-
tions imposed on H as above. Additionally let H ∈ L∞Hn×R(Ω×R) and y0 = (x0, t0) ∈ E. Then
there exists a positive constant r0 = r0(H) so that for every 0 ≤ r < min{distHn(x0, ∂Ω), r0}
we have the inequality
|E ∩B(y0, r)|Hn×R ≥
rn+1
(2(n+ 1)Ci(Ω× R))n+1 ,
where Ci(Ω× R) denotes the isoperimetric constant from (1.15) and
B(y0, r) :=
{
y = (x, t) ∈ Ω× R :
√
(distHn(x0, x))2 + |t0 − t|2 < r
}
denotes a geodesic ball in Hn × R with center y0 and hyperbolic radius r.
Proof. For the sake of brevity we call E a minimal set. Let 0 ≤ ρ ≤ r. Then we have, by the
minimality of E in Ω× R,∫
Ω×R
(
2
1−|x|2
)n
|DϕE |
≤
∫
Ω×R
(
2
1−|x|2
)n
|DϕE\B(y0,ρ)|+
∫
E\B(y0,ρ)
H(y) dy −
∫
E
H(y) dy
≤
∫
Ω×R
(
2
1−|x|2
)n
|DϕE\B(y0,ρ)|+ |H|L∞Hn (Ω×R) |E ∩B(y0, ρ)|Hn×R
and hence, by Theorem 1.44 (trace theorem),∫
B(y0,ρ)
(
2
1−|x|2
)n
|DϕE |
≤
∫
B(y0,ρ)
(
2
1−|x|2
)n
|DϕE\B(y0,ρ)|+ |H|L∞Hn (Ω×R) |E ∩B(y0, ρ)|Hn×R
=
∫
∂B(y0,ρ)
(
2
1−|x|2
)n
|DϕE\B(y0,ρ)|+ |H|L∞Hn (Ω×R) |E ∩B(y0, ρ)|Hn×R
=
∮
∂B(y0,ρ)
(
2
1−|x|2
)n
ϕE dHn + |H|L∞Hn (Ω×R) |E ∩B(y0, ρ)|Hn×R .
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Furthermore, again by Theorem 1.44 (trace theorem), there holds for almost every 0 < ρ∫
Ω×R
(
2
1−|x|2
)n
|DϕE∩B(y0,ρ)| =
∫
B(y0,ρ)
(
2
1−|x|2
)n
|DϕE |+
∮
∂B(y0,ρ)
(
2
1−|x|2
)n
ϕE dHn .
Therefore, we get ∫
Ω×R
(
2
1−|x|2
)n
|DϕE∩B(y0,ρ)|
≤ 2
∮
∂B(y0,ρ)
(
2
1−|x|2
)n
ϕE dHn + |H|L∞Hn (Ω×R) |E ∩B(y0, ρ)|Hn×R
= 2
d
dρ
|E ∩B(y0, ρ)|Hn×R + |H|L∞Hn (Ω×R) |E ∩B(y0, ρ)|Hn×R .
By applying (1.15) (isoperimetric inequality) on the left hand side, we obtain
1
Ci(Ω× R) |E ∩B(y0, ρ)|
n
n+1
Hn×R ≤ 2
d
dρ
|E ∩B(y0, ρ)|Hn×R + |H|L∞Hn (Ω×R) |E ∩B(y0, ρ)|Hn×R ,
which is equivalent to
1
Ci(Ω× R) ≤ |E ∩B(y0, ρ)|
−n
n+1
Hn×R 2
d
dρ
|E ∩B(y0, ρ)|Hn×R + |H|L∞Hn (Ω×R) |E ∩B(y0, ρ)|
1
n+1
Hn×R .
(3.14)
Now choose ρ so small that
|H|L∞Hn (Ω×R) |E ∩B(y0, ρ)|
1
n+1
Hn×R ≤
1
2Ci(Ω× R)
and 0 < ρ ≤ r, respectively. This determines r0. If we then integrate (3.14) with respect to ρ
from 0 to r and taking into account that
d
dρ
λ(ρ)
1
n+1 =
1
n+ 1
λ(ρ)
−n
n+1
d
dρ
λ(ρ) ,
for every positive, continuous differentiable function λ, we finally get
rn+1
(2(n+ 1)Ci(Ω× R))n+1 ≤ |E ∩B(y0, r)|Hn×R ,
and hence the assertion.
Remark 3.9. For an Euclidean ball with radius 0 ≤ r < 1 centered at the origin, the hyper-
bolic ball has radius 2 Artanh(r); see Chapter 1.2.4.
Lemma 3.10. Let Ω ⊂⊂ Hn, H(·, t) ∈ L∞Hn(Ω) for all t ∈ R and H(x, t) non–decreasing in t
for allmost all x ∈ Ω. Moreover, let u ∈ BVHn(Ω) be a local minimizer to
A(u,Ω) +H(u,Ω) .
Then we have u ∈ L∞Hn,`oc(Ω).
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Proof. By Theorem 3.7 the subgraph U of u is a local minimizer to the functional
G(F ) :=
∫
Ω×R
(
2
1−|x|2
)n
|DϕF |+
∫
F
(
2
1−|x|2
)n
H(y) dy .
Assume that there is a compact set K ⊂ Ω so that u is not bounded on K. For instance
let sup
x∈K
u(x) = ∞ and R = min{ 12 distHn(K, ∂Ω), r0(H)}. By the assumption on u, for
every N ∈ N there exists a point x ∈ K so that u(x) > 2RN . It follows that the points
zi = (x, 2Ri) ∈ Hn × R, i = 1, . . . , N , belong to U . From Lemma 3.8, we get for the minimal
set U the inequality
|U ∩B(zi, R)|Hn×R ≥ CRn+1 ,
where the constant C only depends on n. Using this, we then obtain∫
KR
(
2
1−|x|2
)n
|u| dx ≥
N∑
i=1
|U ∩B(zi, R)|Hn×R ≥ CNRn+1 ,
where KR := {x ∈ Ω : distHn(x,K) < R}. Since N is arbitrary, this would imply that∫
KR
(
2
1−|x|2
)n
|u| dx =∞ ,
contrary to the hypothesis u ∈ BVHn(Ω).
Remark 3.11. The above argument obviously gives an estimate on sup
x∈K
|u(x)| in terms of
R = min
{
1
2 distHn(K, ∂Ω), r0(H)
}
and |u|L1Hn (KR) only. Moreover, by an additional condi-
tion on ∂Ω that is weak mean convexity, and a slightly modified estimate on the perimeter of
minimal sets, see [Mas74], one could show boundedness up to the boundary of Ω, see [Gia73].
3.3 Parametric Regularity for n ≤ 6
To prove parametric regularity, we will exploit the celebrated theorem of Nash [Nas56]
on isometric embeddings of Riemannian manifolds into Euclidean space. For a considerably
simplification of Nash’s result we refer to an article of Gu¨nther [Gu¨n89], which avoids the
Nash–Moser iteration scheme, which was mandatory for technical reasons, see also Howard
[How08] for a note on the local version. After we have performed this, we will use a regularity
theorem for λ–minimizing currents of codimension one in Euclidean space derived by Duzaar
& Steffen, see [DS93].
First, we establish a connection of the functional G to integer multiplicity rectifiable cur-
rents, we refer to the books [Fed69], [SH86], [Mor88], and [GMS98a] & [GMS98b] for
a detailed introduction for beginners and experts of this topic. Throughout this section, we
will follow the ideas of [BD87] and [Die89]. Let Ω ⊂⊂ Hn and denote the coordinates in
Ω × R by y = (y1, . . . , yn+1) = (x, t) and let ψ¯ = (ψ1, . . . , ψn+1) ∈ C∞c (Ω × R, TΩ × R)
be a smooth vector field. We can identify smooth vector fields with smooth 1–forms by the
mapping s : C∞c (Ω× R, TΩ× R)→ D1Hn×R(Ω× R),
s(ψ¯) = s(ψ1, . . . , ψn+1) :=
n∑
i=1
ψi
(
2
1−|x|2
)2
dyi + ψn+1dyn+1 ,
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induced by the scalar product 〈·, ·〉Hn×R on TΩ × R. Applying the Hodge star operator
∗ : D1Hn×R(Ω× R)→ DnHn×R(Ω× R) on s(ψ¯), we get
∗ (s(ψ¯))
= ∗
(
n∑
i=1
ψi
(
2
1−|x|2
)2
dyi + ψn+1dyn+1
)
=
n∑
i=1
(−1)i−1ψi
(
2
1−|x|2
)n(
2
1−|x|2
)2(
1−|x|2
2
)2
dy1 ∧ . . . ∧ dyi−1 ∧ dyi+1 ∧ . . . ∧ dyn+1
+ ψn+1
(
2
1−|x|2
)n
dy1 ∧ . . . ∧ dyn .
More precisely, we have an isomorphism ∗◦ s : C∞c (Ω×R, TΩ×R)→ DnHn×R(Ω×R) between
smooth vector fields and smooth n–forms defined by
∗ ◦ s(ψ¯) :=
n∑
i=1
(−1)i−1ψi
(
2
1−|x|2
)n
dy1 ∧ . . . ∧ dyi−1 ∧ dyi+1 ∧ . . . ∧ dyn+1
+ ψn+1
(
2
1−|x|2
)n
dy1 ∧ . . . ∧ dyn .
Furthermore, we have the relation
d(∗ ◦ s(ψ¯)) = divHn×R(ψ¯) dyHn×R = divRn+1
((
2
1−|x|2
)n
ψ¯
)
dy ∈ Dn+1Hn×R(Ω× R) , (3.15)
where d denotes the exterior derivative on differential forms.
For a Ln+1 measurable set U ⊂ Ω × R, this allows us to consider the rectifiable integer
multiplicity n–current
S := ∂[[U ]]Hn×R ∈ DHn×R,n(Ω× R)
that is given by
S(∗ ◦ s(ψ¯)) = ∂[[U ]]Hn×R(∗ ◦ s(ψ¯))
= [[U ]]Hn×R(d(∗ ◦ s(ψ¯)))
(3.15)
=
∫
Ω×R
ϕU divHn×R(ψ¯) dyHn×R
=
∫
Ω×R
ϕU divRn+1
((
2
1−|x|2
)n
ψ¯
)
dy .
If U were a Caccioppoli set, then the orientation ~S of the approximate tangent space
Ty(∂?U) to S, where ∂?U denotes the reduced boundary of U , is given by t(~S) =
−−−→
∂[[U ]]Hn×R =
νU ∈ THn × R, where t : ΛHn×R,n(THn × R) → THn × R is the canonical isometry and νU
denotes the measure theoretical outer unit normal vector to the reduced boundary ∂?U which
|∇Hn×RϕU |Hn×R a.e. exists, see [EG92, Chapter 5]. Consequently, we can write
S(ω) = ∂[[U ]]Hn×R(ω) =
∫
∂?U∩Ω×R
 ω(y), ~S Hn×R dHnHn×R
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for all ω ∈ DnHn×R(Ω× R), where  ·, · Hn×R denotes the dual pairing of n–co–vectors (i.e.
n–forms) and n–vectors. Furthermore, we define the mass of the n–current S to be
MHn×R(S) := sup
{
S(ω) : ω ∈ DnHn×R(Ω× R), sup
y∈Ω×R
||ω(y)|| ≤ 1
}
,
where
||ω(y)|| := sup {|  ω(y), ξ Hn×R | : ξ is a unit, simple n–vector}
denotes the co–mass norm of a n–form ω. So if ω is a simple n–form, then its co–mass norm
is the usual L∞Hn×R–norm of its coefficient.
From the definition of mass, we can see that the set U has locally finite perimeter, i.e. U
is a Caccioppoli set, if and only if the mass MWHn×R(∂[[U ]]Hn×R) is finite for all W ⊂⊂ Hn×R.
In this case we have
MWHn×R(S) = MWHn×R(∂[[U ]]Hn×R) =
∫
W
(
2
1−|x|2
)n
|DϕU | <∞ .
For −∞ < a < b < ∞ and B ⊂⊂ Ω some geodesic open ball, let E denote the open
and bounded cylinder B × (a, b) ⊂ Hn × R. By a result of Nash, E can be embedded
isometrically into Rn+k for large enough k, see [Nas56]. That is, there exists a C∞ mapping
I : E ⊂ Hn × R→ Rn+k with homeomorphic image I(E) ⊂ Rn+k and
〈u, v〉Hn×R = 〈dfp(u), dfp(v)〉Rn+k
for all p ∈ E and u, v ∈ TpE, which implies
dRn+k(I(p), I(q)) := |I(p)− I(q)| = dHn×R(p, q)
for all p, q ∈ E. Furthermore, I is a bi–Lipschitz mapping from E to I(E) so that the
Hausdorff dimensions of A ⊂ E and I(A) ⊂ I(E) coincide that is
HdimHn×R(A) = Hdim(I(A)) , (3.16)
see [EG92, Chapter 2] and [Fed69].
We denote by y the coordinates in E ⊂ Hn×R and by z the coordinates in I(E) ⊂ Rn+k.
With the isometry given above, we can define the push–forward current I]S ∈ Dn(V ) for an
open set V ⊂ Rn+k so that I(E) ⊂ V , i.e.
I]S(w) :=
∫
I(∂?U)
 ω(z), τ(z) dHn ,
where w ∈ Dn(V ) is a n–form and τ ∈ Λn(Rn+k) is an orientation for the approximate tangent
space Tz(I(∂?U)). Since I is an isometry, we have for W ⊂⊂ V the equality
MW (I]S) = Hn(I(∂?U) ∩W )
= HnHn×R(I−1(I(∂?U) ∩W ))
=
∫
I−1(I(E)∩W )
(
2
1−|x|2
)n−1
|DϕU |
= MI
−1(W )
Hn×R (S) ,
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see Theorem A.13 and Remark A.16.
As a consequence of Lemma 3.7, we get the next corollary.
Corollary 3.12. Consider for a rectifiable multiplicity 1 n–current T ∈ DHn×R,n(Ω×R) the
functional
MHn×R(T ) +
∫
spt(eT )
(
2
1−|x|2
)n
H(y) dy , (3.17)
where T˜ ∈ DHn×R,n+1(Ω × R) denotes a rectifiable integer multiplicity (n + 1)–current with
∂T˜ = T , i.e. ∂(spt(T˜ ))∩Ω×R = spt(T ). Let U be the subgraph of u, where u is a minimizer
to problem (P ). Then the rectifiable multiplicity 1 n–current S defined above for U locally
minimizes (3.17). That is, S is a local minimizer to the energy
MWHn×R(T ) +
∫
spt(eT )∩W
(
2
1−|x|2
)n
H(y) dy
:=
∫
W
(
2
1−|x|2
)n
|Dϕspt(T )|+
∫
spt(eT )∩W
(
2
1−|x|2
)n
H(y) dy
for all W ⊂⊂ Ω× R.
If we now take U to be the subgraph of u, where u is a minimizer to problem (P ), we can
show that the push–forward current
R = R(U,H) := I]∂[[U ∩ E]]Hn×R (3.18)
is locally λ–minimizing.
Lemma 3.13. Let u be a minimum to problem (P ) and U the corresponding subgraph of u,
and let S be the current ∂[[U ∩ E]]Hn×RbE and R = I]S = I]∂[[U ∩ E]]Hn×RbE. Then there
holds
E eH(R) := MW (R) +
∫
spt( eR)∩W
(I−1)∗
((
2
1−|x|2
)n
H(x, t) dxdt
)
≤ MW (F ) +
∫
spt( eF )∩W
(I−1)∗
((
2
1−|x|2
)n
H(x, t) dxdt
)
for all W ⊂⊂ V , where V ⊂ Rn+k is an open set with V ∩I(E) 6= ∅ and (I(E)\I(E))∩V = ∅,
and for all F ∈ Dn(V ) that are of integer multiplicity and satisfy ∂F = ∂R in V and
spt(F −R) ⊂⊂ I(E) ∩W .
Proof. The proof follows the one in [BD87, Lemma 11]. The assumptions on F imply
spt(F ) ⊂ I(E) ∩ V
and
F = R on (I(E) ∩ V ) \ (I(E) ∩W ) .
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Moreover, there is a multiplicity 1 (n + 1)–dimensional rectifiable current T ∈ Dn+1(V ) so
that
∂T = F −R and spt(∂T ) ⊂⊂ I(E) ∩W . (3.19)
Now set
K := T + [[I(U ∩ E)]]bV .
Obviously, we have K ∈ Dn+1(V ) and moreover, K satisfies
∂K = ∂T + ∂[[I(U ∩ E)]]
(3.19)
= F −R+ ∂[[I(U ∩ E)]]
= F −R+ [[∂I(U ∩ E)]]
(3.18)
= F −R+ I][[∂(U ∩ E)]]Hn×R
= F .
(3.20)
According to the decomposition theorem for top–dimensional currents, see [Sim83, Chapter
27.8], there are Hn+1 measurable subsets Uj ⊂ V ∩ I(E), j ∈ Z, so that
∂K =
+∞∑
j=−∞
∂[[Uj ]]
and
µ∂K =
+∞∑
j=−∞
µ∂[[Uj ]] .
Therefore, we obtain by (3.20)
MW (F ) = MW (∂K)
= µ∂K(W )
=
+∞∑
j=−∞
µ∂[[Uj ]](W )
≥ µ∂[[U1]](W )
= MW (∂[[U1]])
= MWHn×R(∂[[I−1(U1)]]Hn×R)
=
∫
I−1(I(E)∩W )
(
2
1−|x|2
)n−1
|DϕI−1(U1)| .
(3.21)
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Where we have used the notation
µ∂K(W ) :=
∫
spt(∂K)∩W
dHn .
Since spt(F −R) ⊂⊂ I(E)∩W , we have ϕI−1(U1) = ϕU in E \ I−1(I(E)∩W ) and since U is
a minimal set in Ω× R, we obtain
MW (F ) +
∫
spt( eF )∩W
(I−1)∗
((
2
1−|x|2
)n
H(x, t) dxdt
)
(3.21)
≥
∫
I−1(I(E)∩W )
(
2
1−|x|2
)n−1
|DϕI−1(U1)|+
∫
U1∩I−1(W )
(
2
1−|x|2
)n
H(y) dy
≥
∫
I−1(I(E)∩W )
(
2
1−|x|2
)n−1
|DϕU |+
∫
U∩I−1(W )
(
2
1−|x|2
)n
H(y) dy
= MWHn×R(∂[U ∩ E]]Hn×R) +
∫
U∩I−1(W )
(
2
1−|x|2
)n
H(y) dy
= MW (∂I][[U ∩ E]]Hn×R) +
∫
spt( eR)∩W
(I−1)∗
((
2
1−|x|2
)n
H(x, t) dxdt
)
= MW (I]∂[[U ∩ E]]Hn×R) +
∫
spt( eR)∩W
(I−1)∗
((
2
1−|x|2
)n
H(x, t) dxdt
)
= MW (I]S) +
∫
spt( eR)∩W
(I−1)∗
((
2
1−|x|2
)n
H(x, t) dxdt
)
= MW (R) +
∫
spt( eR)∩W
(I−1)∗
((
2
1−|x|2
)n
H(x, t) dxdt
)
.
Here R˜ ∈ Dn+1(V ) denotes the rectifiable multiplicity 1 (n + 1)–current with ∂R˜ = R, i.e.
∂(spt(R˜))∩V = spt(R), and (I−1)∗
((
2
1−|x|2
)n
H(x, t) dxdt
)
∈ Dn+1(Rn+k) denotes the pull-
back form of the H–weighted hyperbolic volume form
(
2
1−|x|2
)n
H(x, t) dxdt ∈ Dn+1Hn×R(Ω×R)
on I(E).
Consequently, by setting
H˜(y) := JRn+k(I
−1(y))
((
2
1−|x|2
)n
H(x, t)
)
◦ I−1(y) ,
100
3.3 Parametric Regularity for n ≤ 6
we see that H˜ is Lipschitz continuous and so we obtain, for all currents T defined as in (3.19),
E eH(R) ≤ E eH(R+ ∂T ) .
By putting
λ := sup
y∈I(E)∩W
|H˜(y)| <∞ ,
this completes the proof that R, defined as above, is locally λ–minimizing in I(E) ∩ V , see
[DS93, Introduction].
Therefore, by [DS93, Theorem 5.4] and [DS93, Theorem 5.6], we obtain the decomposi-
tion
V ∩ I(E) ∩ spt(R) = (reg(R)∪˙ sing(R)) ∩ I(E)
and reg(R)∩ I(E) is a C1,γ n–dimensional submanifold of I(E) for some γ ∈ (0, 1). Here, we
denote by sing(R) the singular set and reg(R) the regular set of R, respectively. Moreover,
for the singular set of R ∈ Dn(I(E)) there holds
(i) sing(R) = ∅ if n ≤ 6,
(ii) sing(R) is locally finite in I(E) if n = 7,
(iii) Hn−7+ε(sing(R)) = 0 ∀ε > 0 if n > 7.
Now, since I is an isometry and by (3.16), we obtain for the singular set of the current
S ∈ DHn×R,n(E)
(i) sing(S) = ∅ if n ≤ 6,
(ii) sing(S) is locally finite in E if n = 7,
(iii) Hn−7+εHn×R (sing(S)) = 0 ∀ε > 0 if n > 7.
Therefore, there exist Ω˜ ⊂ Ω × R open so that Hn−6Hn×R(Ω × R \ Ω˜) = 0 and reg(S) =
∂U ∩ Ω˜ = {(x, t) ∈ Ω× R : t = u(x)} ∩ Ω˜ is a n–dimensional C1,γ submanifold of Hn × R
for some γ ∈ (0, 1) and coincides with the reduced boundary ∂?U of U . Let Ω0 denote the
orthogonal projection of ∂U∩Ω˜ onto Ω, i.e. Ω0 = projΩ ∂U∩Ω˜. We denote by Su := Ω\Ω0 the
singular set of u. Then we have u|Ω0 ∈ C1,γ . Moreover, the function u solves the weak Euler–
Lagrange equation in Ω0. Therefore, by the regularity results for quasilinear non–strictly
uniformly elliptic equations of second order, see [LU68, Chapter 4, Section 6, Computation
after Theorem 6.2], we obtain u|Ω0 ∈ C2,α for all α ∈ (0, 1).
Remark 3.14. We recall that the singular set sing(S) is defined as spt(S) \ reg(S), where
the set reg(S) consists of all points y so that in a neighborhood of y the current S is of the
form [[M ]]Hn×R for some n–dimensional C1 submanifold M ⊂ Hn ×R. Since spt(S) is closed
and reg(S) is open, relative to M , sing(S) is also closed.
We now show the boundedness of the hyperbolic gradient ∇Hnu of u in Ω0 and there-
with the regularity of u in Ω0. Since for n ≤ 6 the singular set of u is empty, this proves
u ∈ C2,α(Ω), i.e. u is regular in the whole of Ω.
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Figure 3.3: Possible slopes for the subgraph U of u
Theorem 3.15. In the situation above there exists a constant M > 0 so that(
1−|x|2
2
)
|Du(x)| < M
for all x ∈ Ω0.
Proof. To perform this, assume |Du| were not bounded in Ω0. That means, the upward
pointing unit normal vector
ν := (ν1, . . . , νn+1) =
(−∇Hnu, 1)√
1 + |∇Hnu|Hn
to ∂U would become horizontal at a point y0 = (x0, u(x0)) ∈ ∂U, x0 ∈ Ω0, i.e. ν is parallel
to the plane {(x, t) ∈ Hn × R : t = 0}, which is equivalent to νn+1(y0) = 0. By performing a
suitable rotation in Hn, we can arrange that
ν1(y0) = 1, ν2(y0) = 0, . . . , νn(y0) = 0 .
Now let y1 = F (yˆ), yˆ := (y2, . . . , yn, yn+1) = (y¯, yn+1) ∈ Hn−1 × R, where F ∈ C1,γ(Nε(yˆ0))
denotes a representation of ∂U in a small, open neighborhood
Nε(yˆ0) :=
{
yˆ ∈ Hn−1 × R : distHn−1×R(yˆ0, yˆ) < ε
}
of yˆ0 := (y20 , . . . , y
n
0 , y
n+1
0 ) ∈ Hn−1 × R. Since U is the subgraph of the minimizer u, there
holds
∇Hn−1×RF (yˆ0) = 0, Dyn+1F (yˆ) ≥ 0 , (3.22)
or
∇Hn−1×RF (yˆ0) = 0, Dyn+1F (yˆ) ≤ 0 . (3.23)
for all yˆ ∈ Nε(yˆ0), see Figure 3.3. Then, we have, by the same argument as above, F ∈
C2,α(Nε(yˆ0)) and, moreover, F is a classic solution to the Euler–Lagrange equation of the
functional
∫
Nε(yˆ0)
(
2
1−|y¯|2
)n−1√
1 +
(
1−|y¯|2
2
)2
|DF |2 dyˆ +
∫
Nε(yˆ0)
(
2
1−|y¯|2
)n−1 F (yˆ)∫
0
H(y) dy1dyˆ ,
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i.e. the function F solves
divHn−1×R
 ∇Hn−1×RF√
1 + |∇Hn−1×RF |2Hn−1×R
 = H(F (yˆ), yˆ) ,
which is equivalent to
(
1−|y¯|2
2
)n−1 n∑
i=2
{
Dyi

(
2
1−|y¯|2
)n−3
DyiF√
1 +
(
1−|y¯|2
2
)2
|DF |2

}
+Dyn+1
 Dyn+1F√
1 +
(
1−|y¯|2
2
)2
|DF |2

= H(F (yˆ), yˆ) .
(3.24)
Assume for the moment F to be C3. By formally differentiating equation (3.24) with respect
to yn+1, we obtain a linear elliptic partial differential equation for the function
V := Dyn+1F ,
namely
(
1−|y¯|2
2
)n−1 n∑
i=2
{
DyiDyn+1

(
2
1−|y¯|2
)n−3
DyiF√
1 +
(
1−|y¯|2
2
)2
|DF |2

}
+D2yn+1
 Dyn+1F√
1 +
(
1−|y¯|2
2
)2
|DF |2

= Dyn+1H(F (yˆ), yˆ) ,
and by carrying out the differentiation, this becomes
(
1−|y¯|2
2
)n−1 n∑
i=2
{
n+1∑
j=2
Dyi

(
2
1−|y¯|2
)n−3(
1 +
(
1−|y¯|2
2
)2
|DF |2
)
δi,j −
(
1−|y¯|2
2
)2
DyiFDyjF(
1 +
(
1−|y¯|2
2
)2
|DF |2
) 3
2
DyjV

}
+
n+1∑
j=2
{
Dyn+1

(
1 +
(
1−|y¯|2
2
)2
|DF |2
)
δn+1,j −
(
1−|y¯|2
2
)2
Dyn+1FDyjF(
1 +
(
1−|y¯|2
2
)2
|DF |2
) 3
2
DyjV

}
= Hy1(F (yˆ), yˆ)V +Hyn+1(F (yˆ), yˆ) .
(3.25)
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If we put
Ai(yˆ, p) :=
(
1−|y¯|2
2
)n−1 n+1∑
j=2
Dyi

(
2
1−|y¯|2
)n−3(
1 +
(
1−|y¯|2
2
)2
|DF |2
)
δi,j −
(
1−|y¯|2
2
)2
DyiFDyjF(
1 +
(
1−|y¯|2
2
)2
|DF |2
) 3
2
pj

and
B(yˆ, p) :=
n+1∑
j=2
Dyn+1

(
1 +
(
1−|y¯|2
2
)2
|DF |2
)
δn+1,j −
(
1−|y¯|2
2
)2
Dyn+1FDyjF(
1 +
(
1−|y¯|2
2
)2
|DF |2
) 3
2
pj
 ,
multiply (3.25) by a positive test function ψ, i.e. ψ ∈ C1c (Nε(yˆ)), ψ ≥ 0, integrate (with
respect to the volume element of Hn−1 × R) over Nε(yˆ0), and perform integration by parts,
we infer the weak formulation of (3.25), i.e. there holds∫
Nε(yˆ0)
(
n∑
i=2
Ai(yˆ, DV )
(
1−|y¯|2
2
)2
Dyiψ +
(
2
1−|y¯|2
)n−1
B(yˆ, DV )Dyn+1ψ
)
dyˆ
+
∫
Nε(yˆ0)
(
2
1−|y¯|2
)n−1
Hy1(F (yˆ), yˆ)V ψ dyˆ
= −
∫
Nε(yˆ0)
(
2
1−|y¯|2
)n−1
Hyn+1(F (yˆ), yˆ)ψ dyˆ ≤ 0
for all ψ ∈ C1c (Nε(yˆ0)), ψ ≥ 0. The last inequality holds true due to the monotonicity (non–
decreasing) of H in the t variable. The strong maximum principle, see [GT77, Chapter 8.7,
Theorem 8.19], then implies in either case (3.22), or (3.23) that V (yˆ) = 0 for all yˆ ∈ Nδ(yˆ0)
for an appropriate 0 < δ < ε, i.e. Dyn+1F (yˆ) = 0 for all yˆ ∈ Nδ(yˆ0). Therefore, we obtain
that the set
∂0U :=
y ∈ ∂U ∩ Ω˜ : νn+1 =
1√
1 +
(
1−|y¯|2
2
)2
|Du|2
= 0

is open, relative to ∂U , and that with
∂+U :=
y ∈ ∂U ∩ Ω˜ : νn+1 =
1√
1 +
(
1−|y¯|2
2
)2
|Du|2
> 0

there would hold
∂U ∩ Ω˜ = ∂0U ∪˙ ∂+U ,
i.e. ∂U ∩ Ω˜ has a disjoint decomposition. However, since ∂U is connected, this is a contradic-
tion to
∂U = (∂U ∩ Ω˜) ∪˙ (∂U ∩ (Ω× R \ Ω˜))
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and
Hn−6Hn×R(Ω× R \ Ω˜) = 0 ,
which would yield that Ω× R \ Ω˜ is not connected.
Remark 3.16. We have proved that up to dimension n = 6 minimizers to the parametric
functional are regular but that there can possibly occur singularities in higher dimensions.
This implies the regularity of a minimizer to the non–parametric functional up to dimension
n = 6. In Chapter 4 we prove regularity of a minimizer to the non–parametric functional in
all dimensions.
As a consequence of the above considerations, we obtain the following corollary, which
states that a minimizer to problem (P ) has as weak derivatives L1Hn functions and not only a
vector–valued Radon measure in the sense of distributions.
Corollary 3.17. Let u ∈ BVHn,`oc(Ω) be a minimizer to the functional J . Then we have
u ∈W 1,1Hn,`oc(Ω).
Proof. Let Su be the singular set of u; as we proved above the function u is regular in Ω \Su,
i.e. u ∈ C2,α(Ω \ Su), and, since orthogonal projection does not increase Hausdorff measure,
Hn−6Hn (Su) = 0, hence in particular |Su|Hn = 0. If K ⊂⊂ Ω is an open set, we then have∫
K
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2
=
∫
K\Su
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx+
∫
K∩Su
(
2
1−|x|2
)n−1
|Du| .
On the other hand, we have ∫
K
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2
= HnHn×R(∂?U ∩K × R)
=
∫
K\Su
(
2
1−|x|2
)n√
1 +
(
1−|x|2
2
)2
|Du|2 dx ,
see Remark A.16. Hence, we infer ∫
K∩Su
(
2
1−|x|2
)n−1
|Du| = 0
so that u ∈W 1,1Hn,`oc(Ω).
Remark 3.18. By Lemma 2.19 we get uniqueness of a minimizer to problem (P ).
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Chapter 4
C0,1 Regularity of the Minimizer
In this chapter, we show that a minimizer u ∈ BVHn(Ω) to J is locally Lipschitz contin-
uous independently of the dimension, i.e. u ∈ C0,1`oc(Ω) for Ω ⊂⊂ Hn open, n ≥ 2. This is
achieved by following a procedure similar to [Ger74a, Section 3], we also refer to [AC06,
Section 5].
Theorem 4.1. Let Ω ⊂⊂ Hn be open with ∂Ω ∈ C0,1 and u ∈ BVHn(Ω) a bounded minimizer
to the functional J , i.e. u is a bounded solution to the variational problem (P ). Moreover, let
H ∈ C0,1(Ω × R) with ∂∂tH(x, t) > 0 for a.a. x ∈ Ω. Then u is locally Lipschitz continuous
in Ω, that is u ∈ C0,1`oc(Ω).
Proof. Let uε be the approximating sequence of u as in Theorem 1.35 (approximation by
mollification). Then we have uε ∈ C∞(Ω) ∩ BVHn(Ω) and uε shares the same height bounds
as u, see Remark 2.26. Moreover, by Theorem 1.35, since u ∈ BVHn(Ω), we have
uε
ε→0−→ u in L1Hn(Ω)
and
A(uε,Ω) ε→0−→ A(u,Ω) .
We may assume H to be bounded in Ω; choose for instance
Hk(x, t) := min(H(x, t), k) + max(H(x, t),−k)−H(x, t) .
Then we have H(x, u) = Hk(x, u) for k ≥ |u|L∞Hn (Ω).
For arbitrary x ∈ Ω, we consider the geodesic ball B := B(x, r) ⊂⊂ Ω with ∂B ∈ C2,α for
any α ∈ (0, 1], and 0 < r < distHn(x, ∂Ω) sufficiently small. We can then solve the following
Dirichlet problem
divRn

(
2
1−|x|2
)n−2
Dvε√
1 +
(
1−|x|2
2
)2
|Dvε|2
 = ( 21−|x|2)nH(x, vε) in B ,
vε = uε on ∂B .
(4.1)
The conditions of Theorem 5.8 are satisfied (particularly the mean curvature condition
due to r  1 and (5.5)), therefore we get that (4.1) has a solution vε ∈ C2,α(B) ∩ C0(B) so
that by Theorem 5.1 (height estimates)
|vε|L∞Hn (B) ≤ C1 , (4.2)
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where C1 = C1(r, |u|L∞Hn (Ω), |H|L∞Hn×R(Ω×R)) is a positive constant independent of ε. Further-
more, by Theorem 5.5 (interior gradient estimates), we have∣∣∣( 1−|·|22 )Dvε∣∣∣
L∞Hn (B
′)
≤ C2 (4.3)
for all B′ ⊂⊂ B compact, where C2 = C2(C1, |DH|L∞Hn (Ω×R), B
′) is a positive constant inde-
pendent of ε. We denote by |DH|L∞Hn (Ω×R) the supremum of the gradient of H with respect
to x, i.e.
|DH|L∞Hn (Ω×R) := ess sup
(x,t)∈Ω×R
|DxH(x, t)| .
Moreover, by Theorem 2.12 (satisfying the Euler–Lagrange equation is equivalent to be a
minimizer), we know that the solution vε minimizes the functional
A(v,B) +H(v,B) +
∮
∂B
(
2
1−|x|2
)n−1
|v − uε| dHn−1 (4.4)
in BVHn(B) and has finite energy. Hence, by the positivity of the last term of (4.4), we obtain
the inequality
A(vε, B) +H(vε, B) ≤ A(uε, B) +H(uε, B) . (4.5)
Setting
v˜ε :=
{
vε in B ,
uε in Ω \B ,
(4.6)
we get, by using (4.5) for the region B where v˜ε may be different to uε, the inequality
J (v˜ε) ≤ J (uε) . (4.7)
We will now show that v˜ε converges to a function v0 ∈ BVHn(Ω) that is locally Lipschitz
continuous. By Remark 2.26, we have uniform L1Hn(Ω \B) bounds on v˜ε and uniform L1Hn(B)
bounds are given by (4.2). Consequently, v˜ε is uniformly bounded in L1Hn(Ω) independently
of ε. By Lemma 1.33 and Lemma 2.7 (lower semicontinuity), Theorem 1.35 (iii) (approx-
imation), the assumptions on H, and Lebesgue’s dominated convergence theorem, we infer
that
J (uε) ε→0−→ J (u) .
Thus, as a consequence of (4.5), we may assume J (uε) ≤ J (u) + 1 for ε  1. Then we get
J (v˜ε) ≤ J (u) + 1 for ε 1, and from this and (4.3), we infer uniformly BVHn(Ω) bounds on
v˜ε, see the proof of Lemma 2.18. Therefore, we have that the
∣∣∣( 1−|x|22 )Dv˜ε∣∣∣ are equibounded
in every compact set B′ ⊂⊂ B. Hence, by the Arzela–Ascoli theorem, a subsequence of v˜ε
converges uniformly on compact subsets of B to a function v0 ∈ BVHn(Ω) which is Lipschitz
continuous in B′ for all B′ ⊂⊂ B compact and, moreover, there holds v0 = u in Ω \B. Again
by Lemma 1.33 and Lemma 2.7 (lower semicontinuity), we finally get
J (v0) ≤ lim inf
ε→0
J (v˜ε) ≤ lim inf
ε→0
J (uε) = J (u) <∞ .
Particulary, we get ∫
B
(
2
1−|x|2
)n−1
|Dv0| dx <∞
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that is v0 ∈ W 1,1Hn (B). Hence, since u is a minimizer and v0|∂Ω = u|∂Ω, by Theorem 2.19
(uniqueness of a minimizer), we get v0 = u in Ω. Thus, since the geodesic ball B ⊂ Ω was
arbitrary, we conclude u ∈ BVHn(Ω) ∩W 1,1Hn (Ω) ∩ C0,1`oc(Ω), i.e. a minimizer to J is locally
Lipschitz continuous on interior subsets of Ω.
Remark 4.2. By standard regularity results and the arguments before Theorem 2.12 (solv-
ing the Euler–Lagrange equation is equivalent to be a minimizer), we finally obtain u ∈ C2(Ω).
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Chapter 5
Dirichlet Problem in Hn × R
In this final chapter, we focus on the classic solvability of the Euler–Lagrange equation
(2.5) to the functional (2.1). We prove solvability by imposing a certain condition on the
boundary of the underlying domain and the given function H. Hereby, we apply the Leray–
Schauder fixedpoint theorem to get existence. We follow procedures similar to [Nit02] and
[Spr07] to derive boundary and interior gradient estimates for assumed sufficiently regular
solutions; see also [Gia73], [Giu72], and [DvH94]. The equation in non–divergence form is
investigated with Euclidean methods, i.e. we use the Euclidean distance function to express
the boundary curvature of the underlying domain, therefore we have to establish a relation
between hyperbolic and Euclidean mean curvature. Throughout this chapter, we assume
Ω ⊂⊂ Hn to be a domain with ∂Ω ∈ C2, i.e. Ω ⊂ Bnr for some 0 < r < 1.
5.1 Euler–Lagrange Equation in Non–Divergence Form
If we set
aij(x,Du) :=

(
2
1−|x|2
)n−2
δij −
(
2
1−|x|2
)n−4 uiuj
1 +
(
1−|x|2
2
)2
|Du|2√
1 +
(
1−|x|2
2
)2
|Du|2

and
b(x,Du) :=

(n− 2)
(
2
1−|x|2
)n−1
√
1 +
(
1−|x|2
2
)2
|Du|2
+
(
2
1−|x|2
)n−3
|Du|2(
1 +
(
1−|x|2
2
)2
|Du|2
) 3
2
 〈Du, x〉Rn ,
then Equation (2.5) in non–divergence form is given by
Q[u] := aij(x,Du)uij + b(x,Du)− nH(x, u) = 0 . (5.1)
111
5 Dirichlet Problem in Hn × R
Furthermore, by setting
α :=
(
2
1−|x|2
)√
1 +
(
1−|x|2
2
)2
|Du|2 , β :=
(
2
1−|x|2
)n−2
√
1 +
(
1−|x|2
2
)2
|Du|2
,
γ :=
x|Du|2
(
2
1−|x|2
)n
α3
, k := (n− 2)
(
1−|x|2
2
)
x ,
we can rewrite (5.1) as
Q[u] := β
(
δij − uiuj
α2
)
uij + 〈Du, βk + γ〉Rn − nH(x, u) = 0 .
Let q := Duα . Then we have
(aij) = β(En − q ⊗ q) ,
where q⊗ q denotes the dyadic tensor product of the vector q with itself. Consequently, since
|q|2 ≤
(
1−|x|2
2
)n−2
≤
(
1
2
)n−2
,
we obtain by the Cauchy–Schwarz inequality
xt(aij)x = β(xtx− xt〈q, x〉Rnq) ≥ β(|x|2 − |q|2|x2|) ≥ β
(
1−
(
1
2
)n−2)
|x|2 > 0
for all x ∈ Rn\{0}. Thus, we get that (5.1) is a quasilinear elliptic partial differential equation.
To compute the eigenvalues of the matrix (aij), we first give a general formula for the
eigenvalues of matrices of the form d(En − x⊗ y) with x, y ∈ Rn and d ∈ R. Set
vj :=

x1yj
x2yj
...
xnyj
 ,
then we obtain by the multilinearity of the determinant, and since det(En) = 1,
det(En−x⊗y) = det(e1−v1, e2−v2, . . . , en−vn) = 1−
n∑
j=1
det(e1, . . . , ej−1, vj , ej+1, . . . , en) .
Moreover, by using the homogeneity of the determinant, we get for the zeros of the charac-
teristic polynomial of the matrix x⊗ y
det(λEn − x⊗ y) = 0 ⇔ λn − trace(x⊗ y)λn−1 = 0 .
Hence, 0 is an eigenvalue of multiplicity n− 1 and trace(x⊗ y) = 〈x, y〉Rn is an eigenvalue of
multiplicity 1 of the matrix x⊗y. Therefore, the set of eigenvalues σ of the matrix d(En−x⊗y)
is then given by
σ(d(En − x⊗ y)) = σ(−d x⊗ y) + d = {d, d− d〈x, y〉Rn} ,
where the eigenvalue d has multiplicity n−1 and the eigenvalue d−d〈x, y〉Rn has multiplicity 1.
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Using the latter by setting x = y = q and d = β, the two eigenvalues Λ ≥ λ with
multiplicities n− 1 and 1 of the matrix (aij(x, p)) are then given by
Λ = β and λ =
β(α2 − |p|2)
α2
=
(
2
1−|x|2
)n−2(
1 +
(
1−|x|2
2
)2
|p|2
)
−
(
1−|x|2
2
)2
|p|2
(
1 +
(
1−|x|2
2
)2
|p|2
) 3
2
.
The eigenvectors to Λ are orthogonal to the Euclidean gradient of u and the eigenvectors to
λ are parallel to the Euclidean gradient of u. For |p|  1, we have asymptotically
Λ ∼
(
2
1−|x|2
)n−1
|p| and λ ∼
(
2
1−|x|2
)n−1
−
(
2
1−|x|2
)
|p| . (5.2)
Therewith, we see that (5.1) is a non–strictly uniformly elliptic partial differential equation.
For the term E(x, p) := aij(x, p)pipj we calculate
E(x, p) =
|p|2
(
2
1−|x|2
)n−2
(
1 +
(
1−|x|2
2
)2
|p|2
) 3
2
and for |p|  1 we have asymptotically
E(x, p) =
(
2
1−|x|2
)n+1
|p| . (5.3)
Due to its structure, the coefficient b(x, p) can be estimated for all (x, p) ∈ Bnr × Rn by a
constant. Indeed, by using the Cauchy–Schwarz inequality, we obtain
|b(x, p)| ≤ β|p||k|+ |γ||p| ≤ C (5.4)
for all |x| ≤ r and p ∈ Rn, where C = C(r, n) is a positive constant.
5.2 Height Estimates
Since Q is uniformly elliptic and does not depend on u, we can apply the following maxi-
mum principle: Let u, v ∈ C2(Ω) ∩C0(Ω) satisfy Q[u] ≥ Q[v] in Ω and u ≤ v on ∂Ω. Then it
follows u ≤ v in Ω; see [GT77, Theorem 10.1]. This implies height estimates for the function u.
Theorem 5.1. Let u ∈ C2(Ω) ∩ C0(Ω) be a solution to Q[u] = 0 with a given function
H ∈ C0,1(Ω× R) that satisfies the conditions of Lemma 2.17. Then we have the estimate
sup
x∈Ω
|u(x)| ≤ C ,
where C = C
(
r, sup
x∈∂Ω
|u(x)|
)
is a positive constant.
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Proof. By (5.3) & (5.4), we obtain
b(x, p)
E(x, p) ≤ C|p|+ C
for all (x, p) ∈ Ω×Rn, where C = C(r, n) is a positive constant. Hence, by [GT77, Theorem
10.3], we get the assertion.
Remark 5.2. Height estimates for u can also be seen by Section 2.6.
5.3 Relation Between Hyperbolic and Euclidean Mean
Curvature
Since we want to treat the hyperbolic problem with Euclidean methods, we first establish a
relation between the Euclidean and the hyperbolic mean curvature of the boundary of domains
Ω ⊂ Hn. As defined, Hn denotes the hyperbolic ball model Bn := B1(0) ⊂ Rn equipped with
the hyperbolic metric gij =
(
2
1−|x|2
)2
δij . To determine this relation, we consider an Euclidean
ball B := BR(x0) ⊂ Rn and let x ∈ ∂B ∩ Bn. To compute the hyperbolic mean curvature
HHn(x) of B at x, consider the continuation of the hyperbolic Gauss map
νHn : Ω→ Rn, νHn(x) :=
(
1−|x|2
2
) (x0 − x)
|x0 − x| =:
(
1−|x|2
2
)
νRn(x) .
Obviously, there holds |νHn(x)|Hn = 1 and we have the following formula for the hyperbolic
mean curvature
divHn(νHn(x)) = −(n− 1)HHn(x) .
Computing divHn(νHn(x)) explicitly, and recalling that in this special case we have HRn(x) =
R−1, we get
divHn(νHn(x)) = −
(
1−|x|2
2
)
HRn(x)(n− 1) + (n− 1)〈νRn(x), x〉Rn ,
and therefore, we obtain for the hyperbolic mean curvature of ∂B at x
HHn(x) =
(
1−|x|2
2
)
HRn(x)− 〈νRn(x), x〉Rn . (5.5)
By symmetry, this relation is valid for all principal curvatures and thus the relation holds in
general. Let Ω ⊂ Hn with ∂Ω ∈ C2 be a domain and x ∈ ∂Ω. Then the hyperbolic mean
curvature H∂ΩHn (x) and the Euclidean curvature H
∂Ω
Rn (x) at x satisfy the identity
H∂ΩHn (x) =
(
1−|x|2
2
)
H∂ΩRn (x)− 〈νRn(x), x〉Rn . (5.6)
We denote by HcHn×R the hyperbolic mean curvature of the cylinder over ∂Ω in Hn × R.
To compute the correction to H∂ΩHn , we have to evaluate 〈∇zz, νˆHn×R〉Hn×R, where z is the
upward pointing unit normal vector to Ω at x ∈ ∂Ω in Hn × R, i.e.
z :=
(
1−|x|2
2
)
en+1 ,
and νˆHn×R = (νHn , 0), where νHn is the inward pointing unit normal vector to ∂Ω at x ∈ ∂Ω
in Hn. Here, ∇zz denotes the covariant differentiation of z in direction z in Hn × R. Hence,
by computing the covariant derivative, we get, since (νˆHn×R)n+1 = 0,
nHcHn×R(x) = (n− 1)H∂ΩHn (x) + 〈∇zz, νˆHn×R(x)〉Hn×R = (n− 1)H∂ΩHn − 〈νRn , x〉Rn . (5.7)
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By inserting (5.6) into (5.7), we finally obtain
(n− 1)
(
1−|x|2
2
)
H∂ΩRn (x) = nH
c
Hn×R(x) + n〈νRn(x), x〉Rn . (5.8)
5.4 Boundary Gradient Estimates
Let Ω ⊂⊂ Hn with ∂Ω ∈ C2 be a domain and let HcHn×R(x) denote the hyperbolic
mean curvature of the cylinder over ∂Ω at x ∈ ∂Ω. Define the Euclidean distance function
d(x) := distRn(x, ∂Ω). For k,K ∈ R,K > 0, define for x ∈ Ω
w(x) := ψ(d(x)) :=
1
k
log(1 +Kd(x)) .
We prove that for given boundary values ϕ ∈ C2(Ω) the constants k and K can be chosen so
small and respectively large in dependence of Ω, |u|C0(Ω) and |ϕ|C2(Ω) so that w(x)+ϕ(x) and
−w(x)+ϕ(x) are barriers for an assumed solution u ∈ C2(Ω)∩C0(Ω) to the Dirichlet problem
Q[u] = 0 in Ω and u = ϕ on ∂Ω; see [GT77, Chapter 14] for the definition of barriers. For
δ > 0, we define
Γδ :=
{
x ∈ Ω : d(x) < δ} .
Since ∂Ω ∈ C2, we get d ∈ C2(Γδ) for some 0 < δ  1, see [GT77, Lemma 14.16].
Γδ
νRn(x)
δ
∂Ω
x
x
Figure 5.1: Boundary strip Γδ of Ω
Theorem 5.3. Let u ∈ C2(Ω) ∩ C0(Ω) be a solution to the Dirichlet problem Q[u] = 0 in
Ω and u = ϕ on ∂Ω for given functions ϕ ∈ C2(Ω) and H ∈ C0,1(Ω × R) that satisfies the
conditions of Lemma 2.17. Then, if |H(x, u(x))| < HcHn×R(x) everywhere on ∂Ω, we have the
boundary gradient estimate
sup
x∈∂Ω
|Du(x)| ≤ C ,
where C = C
(
Ω, |ϕ|C2(Ω), |u|C0(Ω)
)
is a positive constant and the dependence on Ω comes
from the principal curvatures of ∂Ω.
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Proof. Let x ∈ Γδ, then we compute
Q[w + ϕ] = aij(x,Dw +Dϕ)wij + aij(x,Dw +Dϕ)ϕij + b(x,Dw +Dϕ)− nH(x,w + ϕ)
≤ aij(x,Dw +Dϕ)wij + nΛ|D2ϕ|C0(Ω) + b(x,Dw +Dϕ) + n|H(x,w + ϕ)| .
Since, by (5.2), the dominant eigenvalue Λ(x, p) of the matrix (aij(x, p)) has the asymptotic
behavior Λ ∼ C|p|−1, C = C(r), we have for |Dw|  1
Q[w + ϕ] ≤ aij(x,Dw +Dϕ)wij + b(x,Dw +Dϕ) + n|H(x,w + ϕ)|+ ε , (5.9)
where ε = ε(n, |ϕ|C2(Ω)) is a positive constant. Further, we compute
aijwij = β∆Rnw − β
α2
(wi + ϕi)(wj + ϕj)wij
and
∆Rnw =
n∑
i=1
(ψ′di)i ≤ ψ′′ − ψ′(n− 1)H∂ΩRn (x) .
Here, we have used |Dd(x)| ≤ 1 and ∆Rnd(x) ≤ −(n− 1)H∂ΩRn (x), where H∂ΩRn (x) denotes the
Euclidean mean curvature of ∂Ω at the unique, nearest point x ∈ ∂Ω to x, see Figure 5.1.
Moreover, since didij = 0 and |Dd(x)| = 1, we have
wiwjwij = (ψ′)2ψ′′ ,
|wiϕjwij | = |ψ′ψ′′〈Dd,Dϕ〉Rn | ≤ ψ′|ψ′′||Dϕ| , (5.10)
and
ϕiϕjwij = ψ′′〈Dd,Dϕ〉2Rn − ψ′
n∑
i=1
ϕ2i
κi
1− κid , (5.11)
where κi, i = 1, . . . , n − 1, are the Euclidean principle curvatures at x ∈ ∂Ω; see [GT77,
Lemma 14.17] for details.
For |p|  1 we can estimate (recall β = β(x, p) and α = α(x, p))
0 <
β
α2
≤
(
2
1−r2
)n−4
|p|3 =
C
|p|3 .
By the definition of w, we have
|Dw| = ψ′ = 1
k
K
1 +Kd
≥ 1
2k
,
provided d(x) < δ ≤ 1 and K ≥ 1, which we can assume from now on. Therefore, by (5.10)
& (5.11), we have for |Dw|  1 and |ψ′′| ≥ 1 at x ∈ Γδ
β
α2
(|wiϕjwij |+ |ϕiϕjwij |) ≤ C |ψ
′′|
(ψ′)2
,
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where C = C(Ω, |ϕ|C2(Ω)) is a positive constant. We keep in mind that there holds
−k = ψ
′′
(ψ′)2
,
hence for small k we can drop these last terms. For |Dw|  1 we also get
βψ′′ − β
α2
(ψ′)2ψ′′ = βψ′′
(
1− 1
α2
(ψ′)2)
)
=
βψ′′
α2
((
2
1−|x|2
)2
+ |Dw +Dϕ|2 − |Dw|2
)
≤ Ck ,
where C = C(|Dϕ|C0(Ω)) is a positive constant. By inserting this into (5.9), we obtain
Q[w + ϕ] ≤ − βψ′(n− 1)H∂ΩRn (x) + b(x,Dw +Dϕ) + n|H(x,w + ϕ)|+ ε (5.12)
for given 0 < ε  1, k  1, and |Dw|  1 depending on ε, |ϕ|C2(Ω), and the Euclidean
principle curvatures κi, i = 1, . . . , n− 1, of ∂Ω.
Now, we examine b(x,Dw +Dϕ). Since Dw = ψ′Dd and Dd = νRn on ∂Ω, i.e. νRn(x) =
Dd(x) for all x ∈ ∂Ω , we get for |Dw|  1 the estimate
β〈Dw +Dϕ, k〉Rn ≤ ψ′β〈νRn , x〉Rn(n− 2)
(
1−|x|2
2
)
+ µ(d(x)) + ε˜
≤ ψ
′
α
〈νRn , x〉Rnn+ µ(d(x)) + ε˜ ,
(5.13)
where we have set
ε˜ := β〈Dϕ+ νRn , x〉Rnn
(
1−|x|2
2
)
and since ε˜ = ε˜(|Dϕ|, |Dw|) due to the dependence of β on |Dw + Dϕ|, we have ε˜  1 if
|Dw|  1. Moreover, the function µ defined by
µ(d(x)) := ψ′β〈−νRn +Dd(x), x〉Rnn
(
1−|x|2
2
)
is non–increasing and has the property
µ(d(x)) x→x−→ 0 , (5.14)
depending on the geometry of ∂Ω. Similarly, we get
〈Dw +Dϕ, γ〉Rn ≤ ψ
′
α
〈νRn , x〉Rnn+ µ(d(x)) + ε˜ . (5.15)
By combining (5.13) & (5.15), we obtain
b(x,Dw +Dϕ) ≤ ψ
′
α
〈νRn , x〉Rnn+ µ(d(x)) + ε˜ .
Thus (5.12) becomes
Q[w + ϕ] ≤ − βψ′(n− 1)H∂ΩRn (x) +
ψ′
α
〈νRn , x〉Rnn+ n|H(x,w + ϕ)|
+ µ(d(x)) + ε˜ .
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By applying (5.8) and by using
ψ′
α
|Dw|→∞
−−−−−→ 1 ,
we conclude
Q[w + ϕ] ≤ − βαnHcHn×R(x) + n|H(x,w + ϕ)|+ µ(d(x)) + ε˜
≤ − nHcHn×R(x) + n|H(x,w + ϕ)|+ µ(d(x)) + ε˜ .
Suppose u ∈ C2(Ω)∩C1(Ω) is a solution to the Dirichlet problem Q[u] = 0 in Ω and u = ϕ
on ∂Ω. Choose 0 < δ  1 so that by (5.14) we have µ(δ)  1, 0 < k  1 as desired in the
above calculations, and choose K  1 so that
w(δ) > sup
x∈Ω
|u(x)|+ sup
x∈Ω
|ϕ(x)| .
Since by Theorem 5.1 u is bounded and ϕ is bounded, this is possible by the construction of
w. Hence, if for all x ∈ Ω there holds
|H(x, u(x))| < HcHn×R(x) ,
we finally obtain
Q[w + ϕ] ≤ 0 and Q[−w + ϕ] ≥ 0 in Γδ
and Q[±w + ϕ] = Q[u] on ∂Ω. By the comparison principle [GT77, Theorem 10.1] we get
−w + ϕ ≤ u ≤ w + ϕ in Γδ. That is −w + ϕ and w + ϕ are barriers for u. Therefore, we get
for x ∈ Γδ and x0 ∈ ∂Ω the estimates
(−w + ϕ)(x)− (−w + ϕ)(x0)
|x− x0| ≤
u(x)− u(x0)
|x− x0| ≤
(w + ϕ)(x)− (w + ϕ)(x0)
|x− x0|
and hence, by the assumption u ∈ C1(Ω), we conclude
|Du(x0)| ≤ |D(w + ϕ)(x0)| ,
and hence the desired constant.
5.5 Interior Gradient Estimates
In this section we give interior gradient estimates for a solution u to the problem Q[u] = 0.
We assume H ∈ C1(Ω×R) for technical reasons and simplification but this is no restriction,
see Remark 5.7 below for a rigorous argumentation. Define the function
W (x) :=
√
1 + |∇Hnu(x)|2Hn =
√
1 +
(
1−|x|2
2
)2
|Du(x)|2 .
Furthermore, we need the following well known formulas, see [Spr07, Section 2],
∆graph(u)u =
nH
W
(5.16)
∆graph(u)
1
W
= − 1
W
(|A|2 + Ric +ν(H)) (5.17)
∆graph(u)f(φ) = f ′(φ)∆graph(u)φ+ f ′′(φ)gijDiφDjφ (5.18)
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where
∆graph(u) := divgraph(u)(∇graph(u)·) = 1√
g
Di(
√
ggijDj ·)
denotes the Laplace Beltrami operator of graph(u) in local coordinates, |A| denotes the norm
of the second fundamental form of graph(u), Ric is the Ricci curvature of the ambient space
Hn × R and ν(H) is the directional derivative of H in the normal direction of graph(u), i.e.
ν(H) := 〈∇Hn×RH, ν〉Hn×R where
ν :=
(
−
(
1−|x|2
2
)2
Du, 1
)
W
is the upward pointing unit normal vector to graph(u). Moreover, f ∈ C2(R) and φ ∈
C2(Nε(graph(u))) are arbitrary functions, where Nε(graph(u)) is an open neighborhood of
graph(u).
Remark 5.4. Here, Di denotes the derivative with respect to the local coordinates on
graph(u) and
gij :=
(
2
1−|x|2
)2
δij +DiuDju , gij :=
(
1−|x|2
2
)2
δij −
(
1−|x|2
2
)2
Diu
(
1−|x|2
2
)2
Dju
W 2
denotes metric tensor and its inverse of graph(u), and
√
g := W
is the Gramian determinant of the submanifold graph(u) ⊂ Hn × R. In the above formulas
the function u is understood to be extended from Ω to Ω×R by u(x, t) := u(x). This gives a
constant foliation of Ω× R.
Various methods, which slightly differ from each other, were developed to prove such inte-
rior gradient estimates, see for instance [Wan98], [Tru73], [Nit02, Section 4] and [DvH94,
Lemma 2.2]. This time we work in the hyperbolic setting, and the following theorem is taken
from [Spr07, Theorem 1.1]. For completeness and convenience, we give a customized prove
for the special case of the product manifold Hn × R.
Theorem 5.5. Let u ∈ C3(Ω) be a positive solution to the problem Q[u] = 0 in Ω. For p ∈ Ω
let B := B(p, ρ) denote the geodesic ball in Ω with 0 < ρ < distHn(x, ∂Ω). Then there holds
|W (p)| ≤ 32 max
{
1,
(
u(p)
ρ
)2}
e16Cu(p)e16C(
u(p)
ρ )
2
,
where C = C(|DH|L∞Hn (Ω×R), B) is a positive constant.
Proof. We derive a maximum principle for the function
h(x) := η(x)W (x) ,
where η is non–negative and will be defined in a moment, by calculating ∆graph(u)h. By using
(5.17) and taking f(t) := 1t , φ = W in (5.18), we obtain
∆graph(u)W − 2
W
gijDiWDjW ≥ −CW , (5.19)
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where C = C(|A|,Ric, |DH|L∞Hn (Ω×R)) is a positive constant. We define a linear, uniformly
elliptic partial differential operator L by
Lh := ∆graph(u)h− 2gijDiW
W
Djh .
Carrying out the differentiation, we get
Lh = η
(
∆graph(u)W − 2
W
gijDiWDjW
)
+W∆graph(u)η
(5.19)
≥ η (−CW ) +W∆graph(u)η
= W
(
∆graph(u)η − Cη
)
.
(5.20)
Define
dp(x) := distgraph(u)(x, p)
for p the center of the geodesic ball B(p, ρ) ⊂ Ω, see (A.7) for details of the distance function,
and
η(x) := f(φ(x)) with f(φ) := eKφ − 1 ,
where K > 0 is to be determined later and
φ(x) := max
{(
1−
(
dp(x)
ρ
)2)
− u(x)
2u(p)
, 0
}
. (5.21)
Since u is assumed to be non–negative, η is zero in the outside of ∂B(p, ρ). More precisely,
by replacing 1 by 1 − ε in (5.21) we have that η is smooth and has compact support. Then
by sending ε to zero we obtain the current case, so we will omit this procedure.
The crucial step is now to choose K so that
∆graph(u)η − Cη > 0
on the set {h > 0} ∩ {W  1}. We compute on the set {h > 0}
∆graph(u)η − Cη ≥WeKφ
[
K2
( |Du|2
4(u(p))2W 2
− 2 |Du|
ρ2W 2
)
− CK
(
1
u(p)
+
1
ρ2
)
− C
]
.
Hence, on the open set F := {h > 0} ∩
{
W > 16 max
{
1,
(
u(p)
ρ
)2}}
, we find
∆graph(u)η − Cη ≥WeKφ
[
K2
8(u(p))2
− CK
(
1
u(p)
+
1
ρ2
)
− C
]
. (5.22)
If we choose K := u(p)
(
1 + u(p)ρ2
)
M , where M  1 and independent of u(p) and ρ, we
obtain, since u(p) ≥ 0,
∆graph(u)η − Cη ≥WeKφ
[(
M2
8
− CM
)(
1 +
u(p)
ρ2
)
− C
]
> 0 .
The last inequality is valid by taking M := 16C. Consequently, by (5.20), we have Lh > 0 on
F and by applying the weak maximum principle [Eva98, Chapter 6.4.1, Theorem 1], we get
W ≤ 16 max
{
1,
(
u(p)
ρ
)2}
at the point q where h achieves its maximum, more precisely we
have
max
x∈F
|h(x)| = max
x∈∂F
|h(x)|
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and ∂F =
{
W = 16 max
{
1,
(
u(p)
ρ
)2}}
. Therefore, we have, since φ(p) = e
K
2 − 1,
h(p) =
(
e
K
2 − 1
)
W (p) ≤ h(q) ≤ (eK − 1) 16 max{1,(u(p)
ρ
)2}
,
or equivalently, by the definition of K and M ,
W (p) ≤ 32 max
{
1,
(
u(p)
ρ
)2}
e16Cu(p)e16C(
u(p)
ρ )
2
and therefore the assertion.
Remark 5.6. If u˜ is an arbitrary bounded solution to Q[u] = Q eH [u] = 0 in Ω with given H˜,
then interior gradient estimates for u˜ follow immediately from Theorem 5.5. To see that, define
u(x) := u˜(x) − max
{
inf
x∈Ω
u(x), 0
}
+ 1 and H(x, u(x)) := H˜
(
x, u(x) + max
{
inf
Ω
u, 0
}
− 1
)
.
Then u is positive and, since Q does not depend on u explicitly, u also satisfies QH [u] = 0 in
Ω. Moreover, by the definition of W , we obtain
sup
x∈B′
∣∣∣( 1−|x|22 )Du(x)∣∣∣ ≤ C
for all B′ ⊂⊂ B compact, where C = C(B, |DH|L∞Hn (Ω×R), |u|C0(Ω)) is a positive constant.
Remark 5.7. It suffices to consider (5.17) in a weak form, so that we can apply the strong
maximum principle for weak solutions, see [GT77, Chapter 8.7, Theorem 8.19]. That is∫
graph(u)
∇graph(u) 1
W
∇graph(u)ψ√g dHnHn×R
=
∫
graph(u)
(
1
W
(|A|2 + Ric)ψ + 1
W
ν(H)ψ
)√
g dHnHn×R
=
∫
graph(u)
(
1
W
(|A|2 + Ric)ψ − nH
2ψ
W
−Hν∇graph(u)
(
1
W
ψ
))√
g dHnHn×R
(5.23)
holds for all ψ ∈ C∞c (graph(u)). In last equality we have used the formula∫
graph(u)
∇graph(u)(fψ)√g dHnHn×R = −n
∫
graph(u)
fψHν
√
g dHnHn×R , (5.24)
where f ∈ C1(graph(u)), ψ ∈ C∞c (graph(u)), ν is the unit normal vector to graph(u), and H
the mean curvature of graph(u). We see that an integration by parts like in the Euclidean
space holds if and only if H = 0. The formula (5.24) can be seen by considering a vectorfield
ψ ∈ C∞c (graph(u), THn × R). Then we have
ψ˜ := ψ − 〈ψ, ν〉Hn×Rν
satisfies ψ˜ ∈ C∞c (graph(u), T graph(u)) and moreover, since we have the orthogonal decom-
position THn × R = T graph(u)©⊥T⊥ graph(u), there holds∫
graph(u)
〈∇graph(u)f, ψ〉Hn×R√g dHnHn×R = −
∫
graph(u)
f divgraph(u)(ψ˜)
√
g dHnHn×R .
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Then we have ∫
graph(u)
φ∇graph(u)f √g dHnHn×R
=
∫
graph(u)
(〈φτi,∇graph(u)f〉Hn×R) τi√g dHnHn×R
= −
∫
graph(u)
(
f divgraph(u)(φτi − (φνi)ν)
)
τi
√
g dHnHn×R
= −
∫
graph(u)
f
(∇graph(u)φ− (divgraph(u)((φνi)ν)) τi) √g dHnHn×R
for an orthonormal basis τ = (τ1, . . . , τn+1) of THn ×R. Recalling divgraph(u)(ν) = −nH, we
get
divgraph(u)(φνi)ν
= divgraph(u) (νi〈φν, ν〉Hn×Rν)
= divgraph(u) (ν) νi〈φν, ν〉Hn×R + 〈ν,∇graph(u) (νi〈φν, ν〉Hn×R〉Hn×R)︸ ︷︷ ︸
=0
= − nφνi〈Hν, ν〉Hn×R .
Therefore, we finally obtain∫
graph(u)
φ∇graph(u)f √g dHnHn×R = −
∫
graph(u)
f
(∇graph(u)φ+ nφ〈Hν, ν〉Hn×Rν)√g dHnHn×R .
Hence, (5.24) follows.
Now, by the assumption on u, we have that graph(u) is a C3 manifold. If we take an
approximating sequence for u, i.e. if we take the mollification uε of u, see Theorem 1.35,
we get uε ∈ C∞(Ωε) and uε ε→0−→ u in C3(Ωε). Therefore, we have that graph(uε) is a C∞
hypersurface parametrized over Ωε. To this hypersurface, we denote all quantities in formula
(5.23) with an additional superscript ε. Furthermore all ε signed quantities converge to their
assigned quantities defined on graph(u) in L1Hn,`oc. Since (5.17) is valid for every C
3 graph,
this is the assertion.
5.6 Existence
So far we have derived C0 and C1 bounds for an assumed solution u in terms of |ϕ|C2(Ω)
and Ω if we had ϕ ∈ C2(Ω) and ∂Ω ∈ C2. Since the quasilinear elliptic operator Q originates
from an equation that has divergence structure, we also have an estimate of the form
|Du|C0,β(Ω) ≤ C (5.25)
for some β ∈ (0, 1), where C = C(n,Ω, |u|C1(Ω), |ϕ|C2(Ω),Λ, λ), see [GT77, Theorem 13.2] for
the estimation of the Ho¨lder semi–norm [Du]β;Ω. Now we have collected all ingredients to
prove the existence of a solution to the Dirichlet problem Q[u] = 0 in Ω and u = ϕ on ∂Ω.
This will be achieved by using the Leray–Schauder fixedpoint theorem, see [GT77, Chapter
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11] for an detailed overview. Since the Leray–Schauder fixedpoint theorem makes use of the
Schauder estimates, we have to increase the regularity of the data.
Theorem 5.8. Let Ω ⊂⊂ Hn with ∂Ω ∈ C2,α, ϕ ∈ C2,α(Ω) for some α ∈ (0, 1), and
H ∈ C0,1(Ω × R) that satisfies the conditions of Lemma 2.17 and Theorem 5.3. Then there
is a unique solution to the Dirichlet problem Q[u] = 0 in Ω and u = ϕ on ∂Ω. Moreover,
graph(u) is a hypersurface of hyperbolic mean curvature H in Hn × R.
Proof. Define a non–linear partial differential operator
T : C1,β(Ω)→ C2,β(Ω)
by: v := T (u) is the unique solution in C2,β(Ω) of the linear problem{
aij(x,Du)vij + 〈Dv, βk + γ〉Rn = nH(x, u(x)) in Ω ,
v = ϕ on ∂Ω .
That is the function v solves Lv = f in Ω and v = ϕ on ∂Ω, where the linear partial differential
operator L is defined by
Lv := aij(x,Du)vij + 〈Dv, βk + γ〉Rn
and the right hand side f is given by
f(x) := nH(x, u(x)) .
Since by [GT77, Theorem 6.6] the operator T sends bounded sets of C1,β(Ω) to bounded
sets of C2,β(Ω) which were by the Arzela–Ascoli theorem precompact in C1,β(Ω) as also in
C2,β(Ω), we have that T is a (non–linear) continuous, compact operator by [GT77, The-
orem 11.4]. Therefore, such a solution v ∈ C2,β(Ω) exists by the theory of Schauder, see
[GT77, Chapter 6]. Thus the solvability of the Dirichlet problem Q[u] = 0 in Ω and u = ϕ
on ∂Ω in the space C2,β(Ω) is equivalent to the solvability of the equation u = T (u) in C1,β(Ω).
We have to find a fixedpoint of the operator T to solve the problem. By Theorem 5.1,
Theorem 5.3, Theorem 5.5, and (5.25), we have a priori estimates for an assumed regular
solution u to the Dirichlet problem{
aij(x,Du)uij + b(x,Du) = σnH(x, u(x)) in Ω ,
u = σϕ on ∂Ω
(5.26)
for every σ ∈ [0, 1]. Hence, for every solution u to (5.26) for arbitrary σ ∈ [0, 1] there holds
|u|C1,β(Ω) ≤ C, where C is independent of σ. However, we have u = σTu if and only u solves
(5.26), so finally, by [GT77, Theorem 11.3], we obtain a unique fixedpoint of T that is the
desired solution.
Remark 5.9. If the boundary values satisfy merely ϕ ∈ C0(Ω), we take a sequence (ϕj)j , ϕ ∈
C2,α(Ω), j ∈ N so that ϕj converge uniformly to ϕ in C2,α. Let uj denote the function that
solves the Dirichlet problem Q[uj ] = 0 in Ω and uj = ϕj on ∂Ω, which exists by Theorem 5.8.
Then we have by Theorem 5.1
sup
x∈Ω
|ui(x)− uj(x)| ≤ C sup
x∈∂Ω
|ϕi(x)− ϕj(x)| ,
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where C is the constant from the theorem. Therefore, uj converges uniformly in Ω to a
function u. Let K ⊂ Ω be compact. Then we get from Theorem 5.5
sup
x∈K
∣∣∣( 1−|x|22 )Dj(x)∣∣∣ ≤ L ,
where L = L(K,C) and the constant C is from the theorem but does not depend on j. More-
over, by the regularity theory of quasilinear uniformly elliptic partial differential equations,
we get
sup
x∈K
∣∣∣( 1−|x|22 )D2j (x)∣∣∣ ≤ G ,
again with a constant G = G(K,L) independent of j. Consequently, we obtain u ∈ C2(Ω) ∩
C0(Ω) and
uj
j→∞−→ u in C2`oc(Ω) ,
hence u is a solution to the Dirichlet problem Q[u] = 0 in Ω and u = ϕ on ∂Ω.
124
Appendix A
BV on Riemannian Manifolds
In the appendix, we want to define the space of functions of bounded variation on Rie-
mannian manifolds. For an introduction to differentiable manifolds and differential topology,
we refer to the book of Hirsch [Hir97]. On the topic of Riemannian manifolds, we refer to
the books of O’Neill [O’N83], do Carmo [dC76], and Gallot, Hulin & Lafontaine [GHL80].
If one is interested especially in minimal surfaces (parametric and non–parametric) of R3 and
its subsequent theory, we mention the two books of Dierkes, Hildebrandt, Ku¨ster & Wohlraab
[DHKW92a] and [DHKW92b], and also Nitsches monograph [Nit75].
A.1 Definition of BVM
Let M be a smooth, i.e. C∞, n–dimensional oriented Riemannian manifold. Since every
C1 manifold admits a differentiable structure which is C∞, see [Hir97, Chapter 2, Theorem
10], this is no restriction. We denote by TxM the tangent space of M at the point x ∈ M,
which is isomorphic to Rn. The (0, 2)-tensorfield (two times covariant)
g :M→ Bil(TxM× TxM,R) ,
g = g(x) := gij , i, j = 1, . . . , n ,
with inverse tensor
gij := (gij)−1 , i.e. gij gij = δij ,
Gramian √
g := det gij ,
and volume element
dxM :=
√
g dx
is called the metric tensor of M. For an open subset Ω ⊂ M and a tangent vector v ∈ TxΩ,
the length of v is defined by
|v|M :=
√
g(v, v) =
√
gij vivj .
For (u, v) ∈ TxM× TxM, we also use the notation 〈u, v〉M := g(u, v) for the scalar product
on TxM× TxM.
The space C1(M) consists of continuously differentiable functions on M (defined via
charts). Furthermore, for Ω ⊂M open,
C1c (Ω) :=
{
f ∈ C1(Ω) : spt(f) compact}
125
A BV on Riemannian Manifolds
denotes the space of all continuously differentiable functions with compact support, and
C1c (Ω, TΩ) denotes the space of all continuously differentiable vector fields on Ω with compact
support.
For x ∈ Ω, an orthonormal basis (τ1, . . . , τn) ∈ (TxΩ)n of TxΩ is called a frame on Ω at x,
and a set of mutually orthogonal unit vector fields τ1(x), . . . , τn(x) is called a frame field on
Ω, as it assigns a frame at every point x. Here, orthogonality and uniticity are understood
with respect to 〈·, ·〉M. From now on, we omit the argument in a frame field.
The gradient of a function f ∈ C1(Ω) is defined by
∇Mf := gij(∇Rnf)j τi ,
and the divergence of a vector field v ∈ C1(Ω, TΩ) is defined by
divM f :=
1√
g
divRn (
√
g v) ,
where ∇Rn and divRn denote the usual gradient and divergence in Rn.
Let Ω ⊂M be open. We define the Lebesgue space on M by
L1M(Ω) :=
u : Ω→ R : u measurable, |u|L1M(Ω) :=
∫
Ω
|u| dxM <∞

and the local Lebesgue space by
L1`oc,M(Ω) :=
{
u : Ω→ R : u measurable, |u|L1M(K) <∞ ∀K ⊂ Ω compact
}
.
Remark A.1. Here, measurability (of subsets of M and functions from M to R) is under-
stood to be Ln measurable on Rn via charts, which is well defined due to Sard’s theorem, see
[Ja¨h05, Kapitel 5.4].
Definition A.2 (Total Variation). Let f ∈ L1`oc,M(Ω), then the total variation of f is defined
by ∫
Ω
|∇Mf |M := sup

∫
Ω
f divM ψ dxM : ψ ∈ C1c (Ω, TΩ), |ψ|M ≤ 1
 .
We define the space of functions of bounded variation on M in the following way.
Definition A.3 (Functions of Bounded Variation on M ). Let Ω ⊂M open. Define
BVM(Ω) :=
f ∈ L1M(Ω) :
∫
Ω
|∇Mf |M <∞

as the space of functions with finite total variation. Furthermore, we say that a function
f ∈ L1`oc,M(Ω) has locally bounded variation in Ω if for every open set K ⊂⊂ Ω
sup

∫
K
f divM ψ dxM : ψ ∈ C1c (K,TK), |ψ|M ≤ 1
 <∞ .
The space of such functions we denote by ∈ BV`oc,M(Ω).
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We want to recognize
∫
Ω
|∇Mf |M as the total variation of a certain vector–valued mea-
sure, or for the sake of brevity vector measure. To define such a measure, we have to take
care of the transformational behavior of the associated vectorial density. In the following, we
taking into consideration the remarks of Schwab [Sch02].
Let Ω′ ⊂ Ω be an open subset, f ∈ L1M(Ω′), and τ := (τ1, . . . , τn) be a frame field on Ω′,
i.e. τ(x) ∈ (TxΩ′)n. We define a mapping µτ,f : C1c (Ω′)→ Rn by
µτ,f (ψ) := −
n∑
i=1
 ∫
Ω′
f〈∇Mψ, τi〉M dxM
 ei .
This is a Rn–valued Radon measure defined on Ω′ with total variation
|µτ,f |(Ω′) =
∫
Ω′
|∇Mf |M =: |∇Mf |M(Ω′) . (A.1)
To see this, let ψ ∈ C1c (Ω′,Rn) with |ψ| ≤ 1. Then we have∫
Ω′
〈ψ, µτ,f 〉Rn :=
n∑
j=1
〈µτ,f (ψj), ej〉Rn = −
∫
Ω′
f divM ψ˜ dxM , (A.2)
where we have defined
ψ˜(x) :=
n∑
j=1
ψj(x)τj(x) .
Note that ψ˜ ∈ C1c (Ω′, TΩ′) and |ψ˜|M ≤ 1. Taking on both sides the supremum over all ad-
missible ψ˜, we get the assertion. For a more general theory of varifolds and rectifiable integer
currents which contain, as a special case, the theory of Rn-valued measures on locally–compact
separable spaces, we refer to the book of Simon, see [Sim83].
Let B(Ω′) be the Borel σ–algebra of Ω′. Define
|∇Mf |M(A) := |µτ,f |(A)
for arbitrary A ∈ B(Ω′). We set |∇Mf |MbΩ′(A) := |∇Mf |M(Ω′ ∩ A). Then |∇Mf |MbΩ′ is
a Radon measure, which is independent of the frame field τ .
To see this, let Ω′′ ⊂ Ω and κ := (κ1, . . . , κn) be a frame field on Ω′′, i.e. κ(x) ∈ (TxΩ′′)n.
Then we have
|µτ,f |bΩ′ ∩ Ω′′ = |µκ,f |bΩ′ ∩ Ω′′ .
Furthermore, we can associate vectorial densities ντ , νκ ∈ Rn to the vector measures µτ,f and
µκ,f , which are the Radon–Nikodym derivatives of µτ,f with respect to |µτ,f | and of µκ,f with
respect to |µκ,f |. They have the following transformational behavior (implicit summation):∫
Ω′∩Ω′′
ψνκ |∇Mf |M =
∫
Ω′∩Ω′′
ψ(νκ)iei |∇Mf |M
= −
∫
Ω′∩Ω′′
f〈∇Mψ, κi〉M dxM ei
= −
∫
Ω′∩Ω′′
f〈∇Mψ,Aijτj〉M dxM ei
= −
∫
Ω′∩Ω′′
ψAij(ντ )jei |∇Mf |M
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for all ψ ∈ C1c (Ω′ ∩ Ω′′). Consequently, we have (νκ)i = Aij(ντ )j |∇Mf |M a.e., with the
orthogonal (with respect to 〈·, ·〉M) transformation matrix Aij := 〈τj , κi〉M.
If we define
Nτ := (ντ )iτi on Ω′ , (A.3)
then N : Ω′ → TΩ′ is a Borel measurable section, which does not depend on the frame field,
i.e.
Nτ = Nκ on Ω′ ∩ Ω′′ .
Take countably many (there is always a countable, differentiable atlas on a differentiable
manifold) coordinate–neighborhoods Ωi ⊂ B(Ω) with corresponding frame fields that cover
Ω, i.e. Ω =
⋃
i∈N
Ωi. Define for A ∈ B(Ω)
|∇Mf |M(A) :=
∑
i∈N
|∇Mf |Mb(Ωi ∩A) .
Since the right hand side is a finite Borel measure, this is a Radon measure, see [EG92,
Chapter 1] . Furthermore, for a frame field τ i = (τ i1, . . . , τ
i
n) on Ωi, we set
N|Ωi := Nτ i ,
As mentioned, this is independent of the particular choice of the frame field. Choose now a
smooth partition of unity subordinate to the coordinate–neighborhoods Ωi of Ω, i.e. a family
of functions φi ∈ C∞(Ωi) that satisfy 0 ≤ φi ≤ 1 and∑
i∈N
φi = 1
on Ω.
Remark A.4. Since a manifold is a paracompact space, see [vQ01, Kapitel 10], such a par-
tition of unity always exists, and can also be chosen smooth due to the smoothness ofM. For
such a construction of a smooth partition of unity, we refer to the book of Forster [For99,
Kapitel 3] in the Euclidean case Rn, and to the book of Gallot, Hulin & Lafontaine [GHL80,
Chapter I, Appendix H] in the case of an arbitrary Riemannian manifold.
Now, for a compactly supported Borel measurable section η ∈ C1c (Ω′, TΩ′) we have∫
Ω′
〈η,∇Mf〉M =
∫
Ω′
〈η,N〉M |∇Mf |M
(A.1)
=
∫
Ω′
〈η,N〉M |µτ,f |
(A.3)
=
∫
Ω′
n∑
i=1
〈η, τi〉M(ντ )i |µτ,f |
=
∫
Ω′
n∑
i=1
〈〈η, τi〉M ei, µτ,f 〉Rn
(A.2)
= −
∫
Ω′
f divM η dxM .
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For all ψ ∈ C1c (Ω, TΩ), and by the properties of φi, we then have∫
Ω
〈ψ,∇Mf〉M =
∑
i∈N
∫
Ωi
〈φiψ,∇Mf〉M
= −
∑
i∈N
∫
Ωi
f divM(φiψ) dxM
= −
∫
Ω
f divM ψ dxM ,
by the linearity of divM.
As a result of the above considerations, we can state the following theorem, which makes
use of the Riesz representation theorem, see [EG92, Chapter 1.8, Theorem 1].
Theorem A.5. Let Ω ⊂ M be open and f ∈ BVM(Ω). Then there exists a vector–valued
Radon measure ∇Mf : C1c (Ω) → TΩ and a Borel measurable section N : Ω → TΩ with
|N |M = 1 |∇Mf |M a.e. so that ∫
Ω
|∇Mf |M
is the total variation of ∇Mf and N is the vectorial Radon–Nikodym density of ∇Mf with
respect to |∇Mf |M. Furthermore, for every ψ ∈ C1c (Ω, TΩ) we have∫
Ω
〈ψ,∇Mf〉M = −
∫
Ω
f divM ψ dxM .
For an introduction to the theory of general vector measures, we refer to the monograph
of Distel & Uhl [DU77]. Concerning the theory of functions of bounded variation defined
merely on a metric space, endowed with a doubling measure supporting a Poincare´ inequality,
we refer to the paper of Miranda [Mir03].
A.2 Caccioppoli Sets in M
We want to characterize the perimeter measure of Caccioppoli sets of M, i.e. of subsets
with finite perimeter.
Definition A.6 (Caccioppoli Set). Let Ω ⊂M be open and E ∈ B(M) be a Borel measurable
set. Define the perimeter of E in Ω as
PM(E,Ω) :=
∫
Ω
|∇MϕE |M .
If a Borel measurable set E has locally finite perimeter, that is, if PM(E,Ω) < ∞ for every
bounded open set Ω, then E is called a Caccioppoli set. An equivalent definition is given by
ϕE ∈ BVM,`oc(Ω).
Next, we define a distance function on M, which is needed to generalize the Hausdorff
measure to Riemannian manifolds.
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Definition A.7. Let M be a smooth, connected n–dimensional Riemannian manifold. For
x, y ∈M, the distance function dM :M×M→ R is defined by
dM(x, y) := inf

∫
K
|c˙(t)|M dt : c ∈ C
0,1(K,M),K ⊂ R a compact interval
with c(inf K) = x, c(supK) = y
 .
Remark A.8. This is indeed a metric, see [O’N83, Chapter 5, Proposition 18], so that M
becomes a metric space (more precisely (M,dM)).
For E ⊂M we let
diamM(E) := sup
x,y∈M
dM(x, y)
denote the diameter of a subset E of M.
We can now define the Hausdorff measure on a Riemannian manifold by Carathe´odory’s
construction, see [Fed69, Kapitel 2.10.1].
Definition A.9 (Hausdorff Measure on M). Let E ⊂M, s ∈ N0, 0 < δ ≤ ∞. Put
HsM,δ(E) := inf
{∑
i∈N
ω(s)
(
diamM(Ci)
2
)s
: E ⊂
⋃
i∈N
Ci, ∅ 6= Ci ⊂M open,diamM(Ci) ≤ δ
}
,
where ω(s) is a constant that in the case s = n is the volume of n–dimensional unit geodesic
ball in M. The s–dimensional Hausdorff measure is then defined to be the real number
HsM(E) := lim
δ→0+
HsM,δ(E) = sup
δ>0
HsM,δ(E) .
This limit always exists due to the monotonicity of HsM,δ in δ but maybe infinity.
If E ⊂ M is an open set and ϕ : U → E is a diffeomorphism (local coordinate system of
M) of an open subset U ⊂ Rn to E, we have
HnM(E) =
∫
E
dxM :=
∫
ϕ−1(E)
√
gij(x) dLn =
∫
U
√
g dx ,
where g = gij(x) = 〈dϕx(ei), dϕx(ej)〉M and dϕx : TxU → Tϕ(x)E denotes the differential of
ϕ at the point x ∈ U .
Definition A.10 (Hausdorff dimension inM). The Hausdorff dimension of a set A ⊂M is
defined by
HdimM (A) := inf {0 ≤ s <∞ : HsM(A) = 0} .
Remark A.11. For the motivation of the definition, see [EG92, Chapter 2.1, Lemma 2]. In
the canocial case M = Rn, we omit the subscript and write H(·) for the standard Hausdorff
measure and Hdim(·) for the standard Hausdorff dimension, respectively.
We can now generalize the area formula to Riemannian manifolds.
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Theorem A.12 (Area Formula). Let M be an n–dimensional and N be an m–dimensional
Riemannian manifold with metric g and h, respectively and n ≤ m. Moreover, let f ∈
C0,1(M,N ). Then for every Ln measurable subset A ⊂M we have∫
A
JMf(x) dLn(x) =
∫
N
H0M(A ∩ f−1{y}) dHnN (y) ,
where JMf is the Jacobian of f with respect to the Riemannian metric g.
Proof. For a proof of the area formula for Lipschitz functions from Rn to Rm, n ≤ m, see
[EG92, Applications 3.3.4 C]. For the area formula for Lipschitz functions between Rieman-
nian manifolds, see [Fed69, Kapitel 3.2.46].
We are now able to characterize the perimeter measure, see Figure A.1.
Theorem A.13 (Perimeter Measure). Let A ⊂ M be a compact set with C1 boundary ∂A
with inner unit normal ν and Ω ⊂M open. Then we have
|∇MϕA|M(Ω) = Hn−1M (∂A ∩ Ω)
and
∇MϕA = νHn−1M b∂A ,
where the section ν ∈ C0(A, TA) denotes the vectorial Radon–Nikodym density of ∇MϕA with
respect to the total variation measure |∇MϕA|M.
For the proof, we will make use of the following theorem.
Theorem A.14 (Divergence Theorem on Riemannian Manifolds). Let M be a smooth n–
dimensional oriented Riemannian manifold, Ω ⊂ M be open so that Ω is a compact n–
dimensional submanifold with C1 boundary ∂Ω, and ψ ∈ C1(Ω, TΩ) a vector field. Then the
identity ∫
Ω
divM ψ dxM = −
∮
∂Ω
〈ν, ψ〉M dx∂M
holds, where the continuous section ν ∈ C0(Ω, TΩ) denotes the inner unit normal to ∂Ω, i.e.
ν ∈ C0(Ω, T⊥∂Ω) with 〈ν, τ〉M = 0 for all τ ∈ C0(Ω, T∂Ω) and 〈ν, ν〉M = 1.
For a proof, we refer to the book of Gallot, Hulin & Lafontaine [GHL80, Chapter IV,
Proposition 4.9].
Remark A.15. Here TΩ = T∂Ω©⊥T⊥∂Ω denotes the orthogonal sum decomposition of the
tangent space of Ω into the tangent space of ∂Ω and the normal space of ∂Ω with respect to
〈·, ·〉M.
We say that ν ∈ T⊥∂Ω is an inner normal vector at ∂Ω if for every p ∈ ∂Ω there holds
expp(tνp) ⊂ Ω for 0 ≤ t < ε  1, where expp : TpΩ → Ω is the exponential map, see Figure
A.2.
The (n − 1)–dimensional volume element dx∂M is the canonical volume form of the
boundary–submanifold ∂Ω with g|∂Ω, i.e. the metric tensor of M restricted to ∂Ω, which
is essentially dx∂M = Hn−1M .
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∂A ∩ Ω
ΩA
ν
M
Figure A.1: Perimeter of A in Ω
Proof of Theorem A.13. Let ψ ∈ C1c (Ω, TΩ) with |ψ|M ≤ 1. Applying Theorem A.14 to the
characteristic function ϕA of A, we get∫
Ω
ϕA divM ψ dxM =
∫
A
divM ψ dxM
= −
∮
∂A
〈ν, ψ〉M dx∂M
= −
∮
∂A∩Ω
〈ν, ψ〉M dx∂M .
(A.4)
Here, the continuous section ν ∈ C0(Ω, TΩ) denotes the inner unit normal vector to ∂A.
Moreover, we can approximate ν locally by ψ in the norm | · |M and obtain
Hn−1M (∂A ∩ Ω) = sup

∮
∂A∩Ω
〈ν, ψ〉M dx∂M : ψ ∈ C1c (Ω, TΩ), |ψ|M ≤ 1

(A.4)
= sup

∫
Ω
ϕA divM ψ dxM : ψ ∈ C1c (Ω, TΩ), |ψ|M ≤ 1

=
∫
Ω
|∇MϕA|M
= |∇MϕA|M(Ω) .
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M
p ∈ ∂Ω
expp(tνp)
TpΩ
∂Ω
Ω
νp ∈ T⊥p ∂Ω
Tp∂Ω
Figure A.2: Orthogonal decomposition of TpΩ and inner normal vector νp
Furthermore, ∫
M
〈∇MϕA, ψ〉M =
∮
∂A
〈ν, ψ〉M dx∂M
for all ψ ∈ C1c (M, TM). Therefore, we have ∇MϕA = νHn−1M b∂A.
Remark A.16. If A ⊂M is merely a Caccioppoli set and ∂?A denotes its reduced boundary,
see [EG92, Chapter 5.7], then one can show that
Hn−1M b∂?A = |∇MϕA|M ,
i.e.
Hn−1M (∂?A ∩B) = |∇MϕA|M(B)
holds for every Borel measurable set B ⊂ ∂?A, see [EG92, Chapter 5.7.3, Theorem 2 (iii)].
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