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Figure 1: Qualitative result on Redwood dataset. Left to right in alternating fashion, input scan in red, our estimate in gray overlaid
with input scan in red.
ABSTRACT
Recent advances in computer graphics and computer vision have
allowed for the development of neural network generative models
for 3D shapes based on signed distance functions (SDFs). These
models are useful for shape representation, retrieval and comple-
tion. However, this approach to shape retrieval and completion has
been limited by the need to have query shapes in the same canon-
ical scale and pose as those observed during training, restricting
its effectiveness on real world scenes. In this work, we present a
formulation that overcomes this issue by jointly estimating shape
and similarity transformation parameters. We conduct experiments
to demonstrate the effectiveness of this formulation on synthetic and
real datasets and report favorable comparisons to strong baselines.
Finally, we also emphasize the viability of this approach as a form
of data compression useful in augmented reality scenarios.
1 INTRODUCTION
The growth of low cost commodity RGB-D sensors has made it rela-
tively easy to build 3D models of real world scenes. Such models are
useful for automatic content creation as well as other applications in
Augmented and Virtual Reality. These scans are typically created
with a pipeline that couples Simultaneous Localization and Mapping
based pose estimation and depth image integration using Signed Dis-
tance Functions (SDFs). Subsequently, mesh or pointcloud models
of the scene may be extracted using from the SDF using variants of
the Marching Cubes algorithms [23].
While it is possible to produce very accurate models using this
pipeline, models may suffer from missing parts and holes due to
occlusion and the difficulty involved in painstakingly scanning every
area of a scene. Furthermore, pointcloud or mesh representations
of the scene may not be organized in a way that is intuitive to edit,
and may take up an unnecessary amounts of memory to store. These
characteristics are undesirable for applications such as Augmented
Reality where it may be neccessary to transmit the model realtime
and allow everyday users interact with the model. To alleviate this
problem, multiple lines of work such as [4, 19, 22, 42], propose to
decompose the scene into objects and their pose and scale. In this
paradigm, one favored way to represent an object is to replace it with
a suitable Computer Aided Design (CAD) model from a database.
The benefit of this is that the models are more likely to be complete
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and can be stored using their index in the database rather than a
full mesh model. However, since models from CAD databases such
as [8] are stored in a canonical pose and scale, this approach is only
useful when one can estimate the appropriate scale and pose as well
as the most similar object in the database to that in the scene. This
leads to a shape retrieval and transform estimation task.
While this approach proffers a solution to the problems posed by
scanning it also introduce another problem in that, it is not guaran-
teed that we can find a suitable model in the database. Thus we may
lose some representation power. Nevertheless, it has been discovered
that neural network based 3D generative models such as [1, 14, 27]
allow one to produce a larger set of shapes than are available during
training (or in the database) by learning a latent space that allows for
interpolation and generalization of shapes. What this implies is that
we may now be able to obtain the benefit of using CAD model repre-
sentation without sacrificing too much representation power. In this
work we make use of a neural network 3D generative model based
on SDFs to formulate the problem of shape estimation/retrieval and
similarity transform (rigid body transform and scale) estimation as a
simple optimization problem. We present a gradient descent based
solution and compare our results to baselines for shape retrieval and
transform estimation. Our approach is shown to produce excellent
results on synthetic and real world data. Our contributions in this
work are as follows:
1. Formulate shape retrieval and similarity transform estimation
as an optimization problem.
2. Demonstrate a parameterization of the problem to allow for
easy incorporation in popular deep learning frameworks.
3. Conduct experiments showing the effectiveness of our ap-
proach on synthetic and real datasets.
4. Conduct an experiment to show the viability of our approach
as a form of 3D data compression.
The rest of the paper is organized as follows: In Section 2 we give
an overview of work related to ours. We present the notation and
problem statement in Sections 3 and 4, and detail our approach and
experiments in Section 5. Finally, we report the results in Section 6
and end with the conclusion and proposals for future work in Section
7.
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2 RELATED WORKS
2.1 3D shape alignment using signed distance func-
tions
Aligning 3D shapes is a well studied problem with varying solu-
tions depending on the representations of the 3D shape. For ex-
ample, when the geometry of a 3D object is represented using a
point cloud, solutions for estimating rigid body and orientation
preserving similarity transformations transformations have been pro-
posed [3,16,17,43,44]. In this subsection, we focus on related works
pertaining to aligning 3D shapes represented using signed distance
functions. Similar to the problem of aligning 3D point sets, the
problem of aligning Signed Distance Functions has also been well
studied; [38] provides a good overview of some of these methods.
The works of [7, 37] present techniques to estimate rigid body trans-
formations between two shapes represented using Signed Distance
Functions. Similarly, we also present a method can estimate rigid
body transform between shapes represented by SDFs. However, in
addition our presentation also addresses the case of similarity trans-
formations. We are not entirely unique in this regard. [10, 25] also,
tackle the problem of estimating similarity transformations between
shapes represented by SDFs. Their algorithm transforms the prob-
lem by making use of geometric moments and the Fourier transform.
We instead make use of a simple gradient descent based algorithm
to find a solution to our optimization problem. [18, 26] also make
use of gradient descent algorithms on optimization problems that
estimate a similarity transformation between SDFs by making use of
sum of squared differences and mutual information as loss functions
respectively. Yet, non of the works above explicitly allow for shape
retrieval as well as transformation estimation in one optimization
problem. By building off the work of [27], we are able to provide
a method that both retrieves and estimates the transformation of a
shape given measurements of its SDF.
2.2 3D Features for shape retrieval and alignment
While the methods above do not explicitly deal with shape re-
trieval, there exists a body of work that does. Classical shape re-
trieval/recognition algorithms such as in [15, 35, 40], usually follow
a two step approach. A first step involves shape retrieval from a
database by making use of shape descriptors such as [2,32,41]. This
step is then followed by a correspondence search using 3D keypoints
and descriptors and then an alignment based on these correspon-
dences. It has been argued in other work [36], that dense alignment
via SDFs can produce much better results since it does not make
use of a correspondence search which may introduce errors. Our
work, favors this approach. We compare our results to classical 3D
feature based retrieval and alignment techniques and show superior
performance.
More recent developments have seen a shift from hand-crafted
descriptors to data driven ones such as [12, 45]. Alternative data
driven approaches [29] make use of deep neural networks to replace
the retrieval module entirely. However, it may be argued that the
sequential approach of retrieval and then alignment does not allow
for corrections of errors in the alignment phase caused by a mismatch
during the retrieval stage. To address this problem [5] proposes an
end-to-end shape retrieval and alignment module. Similar to this
work, our formulation jointly optimizes over the space of shapes
and transforms. However, unlike [5], our formulation is not a feed-
forward neural network but and optimization problem that makes
use of a neural network model. The main benefit of this is that the
optimization process can be viewed as introducing feedback that
allows iterative minimization of errors from predictions made by the
network. A feed-forward module can only make a prediction once
per input and has no mechanism to minimize errors after training.
In addition, the space of shapes we optimize over allows us retrieve
objects that were not seen during training.
3 NOTATION AND PRELIMINARIES:
We assume the reader is familiar with similarity transformations and
signed distance functions, but to make this work self contained, we
introduce some notation as definitions below.
3.1 3D Similarity Transformations:
A 3D similarity transformation g ∈ Sim(3) is a tuple (s,R, t), with
s ∈ R+, R ∈ SO(3), t ∈ R3. The action of g on a point x ∈ R3 is as
follows:
g(x) = sRx+ t (1)
3.2 Signed Distance Functions
Let S be a solid 3D shape with a closed surface, such that we have a
well defined notion of inside and outside. In addition, we define the
following sets:
∂ΩS as the set of points on the surface of S (2)
Ω−S as the set of points in the interior of S (3)
ΩS = ∂ΩS ∪Ω−S (4)
Ω+S =Ω
c
S (5)
Then a signed distance function is an implicit representation of
the shape defined as:
Φ(x,ΩS ) =

− min
y∈∂ΩS
||x− y||2 if x ∈ΩS
min
y∈∂ΩS
||x− y||2 if x ∈ΩcS
(6)
Intuitively, for a fixed shape S, its SDF at a point x tells us the
distance from x to the surface of S, with the sign determined by
whether or not x lies in the interior of S.
3.3 Action of similarity transformations on SDFs
Let S,S
′
be two shapes related by a similarity transformation g, i.e.
∂ΩS′ = {g(x)|x ∈ ∂ΩS }
Under this condition, it is well known [26] that
Φ(g(x),ΩS′ ) = sΦ(x,ΩS ) (7)
with g(x) and s as defined in eq. 1.
3.4 Approximating SDFs with deep neural networks
Given a class of shapes or 3D objectsS = {S1,S2,S3, . . . ,Sn}, e.g.
the set of chairs in a database, we may hypothesize that we can
approximate the SDF representing these shapes using deep neural
networks. Concretely, we first assume that we can assign to each
shape in our set an element of Rd i.e. ∃h : Rd →P(R3) such that
∀S ∈S ∃z ∈Rd : h(z) =ΩS . The dimension of Rd , d, is a design
choice in this scenario. We refer to Rd as the latent space. We also
assume, h is not a one-to-many mapping.
Then, we may define f (x,z) =Φ(x,h(z)). It was shown in [27]
that it is possible to estimate f with fˆ by using deep neural networks,
if we restrict our set of shapes to those shape in a canonical pose and
scale. For example, the work [27] was shown to work for shapes that
have been normalized to lie in a unit sphere and generally facing the
same direction. While it may be possible to learn an estimate for
shapes in all scales and poses, we show that this may be unnecessary
and inefficient. It was also shown in [27], that in learning fˆ , one also
learn a latent space that may generate new shapes not in the training
dataset.
The implication of these results is that, given a shape S and a set
of m samples of it’s SDF , χS = {(xi,φi =Φ(xi,ΩS )}mi=1, we may
be able to estimate S by solving the following optimization problem:
min
z∈Rd ∑
(xi,φi)∈χS
| fˆ (xi,z)−φi| (8)
Provided that S is also a shape in the canonical pose and scale, we
may use this problem formulation for shape retrieval. In addition,
since we also learn a latent space that may include shapes not in the
training dataset, we may be able to retrieve shapes never seen during
the training process used to learn fˆ . Moreover, in the event that
we have incomplete knowledge of the SDF of S, this formulation
gives some robustness and has been shown to be useful for shape
completion as well.
To make the problem truly equivalent to shape retrieval, it is
necessary to keep track of the latent vectors of the shapes in the
database and then project the optimal result on this set. We find
this projection step to be unnecessary since in most cases retrieval
is only used to lookup the mesh model that is most similar to the
shape. If we know the optimal latent shape, we can obtain a mesh
for that shape through a forward pass through the network followed
by marching cubes. Hence, it is sufficient for retrieval tasks to only
obtain the optimal latent vector. We have only provided a summary
of this work here. The interested reader may consult [27] for more
details.
The restriction to shapes in the canonical pose and scale, limits
the usefulness of this work in real world applications. Our main
contribution in this work is to present a principled way to overcome
this problem without making use of any more data.
4 PROBLEM STATEMENT
We assume that we are given a set of shapesS = {S1,S2,S3, . . . ,Sn}
belonging to the same class, all in a canonical scale and pose, as
well as a learned estimate of their signed distance function fˆ (., .).
Given a new shape S belonging to the same class, but not neces-
sarily inS or in the same canonical scale and pose, and m samples
of its SDF χS = {(xi,φi = Φ(xi,ΩS )}mi=1, can we recognize the
object? To recognize the object, it is sufficient to find the shape
of the object from the associated latent space of fˆ as well as the
similarity transformation aligning this shape estimate to S.
Specifically, with our approach, the input to our algorithm is
the set of SDF samples, and initial guesses for the transformation
parameters and optimal latent vector. The output of our algorithm is
the optimal latent vector and the optimal similarity transformation.
5 APPROACH
Our main idea is to modify eq. 8 to also include an optimization
over similarity transformation parameters and to choose a parame-
terization that is easy to implement. Making use of eq. 7 and eq. 8,
we may formulate the problem as:
min
s,R,t,z ∑
(xi,φi)∈χS
∣∣∣∣s fˆ (R−1(xi− t)s ,z
)
−φi
∣∣∣∣ (9)
with s ∈ R+,R ∈ SO(3), t ∈ R3,z ∈ Rd . To solve the problem, one
may make use of gradient descent algorithms. However care must
be taken, since R does not live in a vector space. While it is possi-
ble to properly take gradient steps even in SO(3) [11], we take an
alternative approach by re-parameterizing R.
Concretely, using the axis-angle representation for rotation ma-
trices, for any rotation matrix R, ∃ω ∈ S2 , and θ ∈ [−pi,pi] : R =
exp(ωˆθ), where ω = [ω1,ω2,ω3]>
ωˆ =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0

Since, ω lies on the unit sphere, we may parameterize it using
spherical coordinates as
ω1 = sin(ψ)cos(ρ) (10)
ω2 = sin(ψ)sin(ρ) (11)
ω3 = cos(ψ) (12)
(13)
where, to avoid potential confusion due to overloading symbols,
we have used ψ to represent the polar angle and ρ to represent the
azimuthal angle. Consequently, we may write:
R(ψ,ρ,θ) =
exp
 0 −cos(ψ) sin(ψ)sin(ρ)cos(ψ) 0 −sin(ψ)cos(ρ)
−sin(ψ)sin(ρ) sin(ψ)cos(ρ) 0
θ

(14)
and the initial problem eq. 9 as:
min
s,ψ,ρ,
θ ,t,z
∑
(xi,φi)∈χS
∣∣∣∣s fˆ ( [R(ψ,ρ,θ)]−1(xi− t)s ,z
)
−φi
∣∣∣∣ (15)
In this way, no special handling of gradients has to be taken. We
find that this explicit formulation allows for easy implementation
and incorporation into common deep learning frameworks with
automatic differentiation such as [28].
5.1 Implementation Details
To test the formulation presented, we have implemented it using
PyTorch [28] and report some implementation details here for re-
producibility. We have made use of the closed form expression
of the matrix exponential exp(ωˆθ) provided by Rodrigues’s for-
mula [24, 31]
exp(ωˆθ) = I+ ωˆsin(θ)+ ωˆ2(1− cos(θ)) (16)
We have also made use of Adam [21] as implemented in [28]
for solving the optimization problem eq. 15. To ensure that we
remain in the feasible set of the problem, we restrict s ∈ [
¯
s, s¯] with
¯
s = 0.01, s¯ = 10. To learn fˆ we have made use of the open source
code provided by [27] ,with latent vectors in R256, and have trained
on the same subset of Shapenet [8] chairs reported in their work.
All our experiments are performed using the chair class but we
expect similar performance on other classes of objects. To encourage
convergence of the network [27] makes use of a penalty term on the
norm of z weighed by 10−4. We have also included this term in the
problem we solve eq. 15. We left it out in the above description for
clarity of explanation.
5.2 Experiments
We perform two experiments to validate our approach for shape and
transformation estimation, one on synthetic data and the other on
real scans of object. We also include an experiment to assess the
viability of our approach as a means for 3D data compression.
5.2.1 Synthetic data
Gradient descent based methods are susceptible to converging to
locally optimal solutions. Consequently, it is important to find good
initialization points for the variables we are optimizing over. We
would like to observe the behavior of our approach as we change the
range of initialization values.
Sometimes, we may know a subset of the variables confidently
and can make use of this to obtain good performance. To empirically
evaluate the performance of our method, we have assumed that
we know the axis of rotation ω , while we vary other intialization
parameters uniformly in a range about the true value. We then report
performance metrics in this scenario. We have made this assumption
to reduce the size of the parameter space. This is a reasonable
assumption since many objects lie on a planar surface. We can
estimate the normal to the planar surface and use that as the axis of
rotation.
Specifically, we randomly sample five shapes from the set of
shapes used to train fˆ , and five sets of transformation parameters,
one for each shape. Note that during training the shapes are all
normalized to lie in a unit sphere and facing a canonical direction
(the second experiment includes the case for potentially unseen
shapes). For each of these sampled shapes we perform two sets of
sub-experiments. We draw each of the ground-truth transformation
parameters randomly from the following sets:
s∼Uni f orm([1
2
,2])
θ ∼Uni f orm([−pi,pi]) (17)
||t||2 ∼Uni f orm([0,4])
We choose the direction of t and ω uniformly from the surface
of a unit sphere. In the first sub-experiment, we then choose the
initialization parameters as s0 = s(1+∆s),θ0 = θ +∆θ , t0 = t+∆t.
∆s,∆θ ,∆t are chosen as follows:
∆s∼Uni f orm([−0.3,0.3])
∆θ ∼Uni f orm([−pi
9
,
pi
9
]) (18)
||∆t||2 ∼Uni f orm([0,0.15])
the direction of ∆t is chosen uniformly from the surface of the unit
sphere. We choose z0 ∼ Normal(0,σI),σ = 0.01. Using these
initialization parameters, we solve the optimization problem eq. 15.
We repeat this initialization procedure 100 times for each shape
and set of groundtruth transformation parameters, and record the
result.
The second sub-experiment is similar except that ∆s,∆θ ,∆t are
chosen as follows:
∆s∼Uni f orm([−0.5,0.5])
∆θ ∼Uni f orm([−2pi
9
,
2pi
9
]) (19)
||∆t||2 ∼Uni f orm([0,0.2])
We provide results from this experiment to give us some intuition
regarding the behavior of our algorithm if we initialize it within the
parameter ranges described above.
5.2.2 Real data
The second experiment attempts to evaluate our algorithm on real
data. We have made use of the Redwood dataset [9] and selected
the subcategory of chairs. The Redwood dataset contains scans
(represented as triangle meshes) of real objects. The dataset does
not provide information about the groundtruth pose or scale of the
shape, or the most similar shape in ShapeNet [8] corresponding
to the shape. However, we can still validate our approach without
this information since deviations from the groundtruth will result
in misaligned shapes. We have manually segmented the dataset so
that we remove other objects in the background, leaving behind
only the floor and the main object in each scene. We can then
segment out the floor by finding the largest plane in the scene (
usually corresponding to the floor). This leaves behind the shape
of interest. We assume that all objects in the scene lie in the floor
and are upright. This allows us obtain an estimate for ω as the
normal to the floor plane (using the rest of the points to determine
the upward pointing normal, since all objects are above the floor
plane). The segmented object typically has artifacts and noise that
will negatively impact our optimization. To remove these artifacts
we filter the segmented object by clustering triangles and removing
triangles with small areas. We also make use of [20, 46] to remove
spurious internal faces. To obtain SDF samples from the segmented
mesh, we sample 250000 points on the surface and perturb them by
±ε in the direction of the normal at each point. We set ε = 0.01. We
also sample 25000 points from the surface of the mesh and perturb
them in the direction of the normals by a random distance chosen
uniformly in [0.07,0.2] for each point. These points give us some
information about the free, unoccupied space. We find the SDF
of the segmented shape at each of these points by computing the
distance of each point to the surface and using the outward pointing
normal to the surface to determine its sign. Using this method, we
collect 89 shapes and samples of their SDF. However, we use 31
randomly selected shapes from these 89 for validating the baselines
described below, leaving only 58 for testing. We discarded all other
scenes that could not be segmented properly. For each shape, we
initialize s using the radius of the bounding sphere for that shape and
t using the center of the bounding sphere. We estimate ω using the
normal vector to the floor plane and z is initialized by drawing from
Normal(0,σI),σ = 0.01. The only parameter left is θ . For θ we
grid up the space in increments of 30 degrees and run our algorithm
for each value of θ ∈ [0, pi6 , pi12 , . . .2pi). We then select the best result
from each of these initialization of θ . We run our algorithm on each
of the segmented scenes and report our results.
5.2.3 Baselines
We compare our work to an approach that makes use of PointNet [30]
for shape retrieved as described in [29] and an ICP [6] based tech-
nique for alignment. Specifically, we estimate a rough alignment
for the similarity transformation using the same initialization pro-
cedure as that for our algorithm described above. We estimate the
translation as the center of the bounding sphere, the scale as the
radius of the bounding sphere, and the axis of rotation as the normal
to the ground plane. We grid up the space over θ in increments
of 10 degrees and choose the overall transform that minimizes the
F-score (see Section 5.2.5) between the retrieved model estimate,
transformed by the similarity transform estimated by our initializa-
tion method, and the segmented object from the dataset. We then
proceed to iteratively estimate correspondences using nearest neigh-
bors and estimate the best transformation using a RANSAC based
version of [43]. We do this for 50 iterations and return the result
as an estimate for the similarity transformation. We refer to this
baseline as Grid search + ICP.
As a second baseline, we make use of the same retrieval module
but use Harris3D keypoints and the SHOT [34] descriptor for cor-
respondence finding instead of our initialization module. We then
make use of a RANSAC based approach for similarity transform
estimation as implemented in [33]. We refer to this method as Har-
ris3D + SHOT and also report these results. We are aware of other
state of the art SDF based methods for jointly estimating shape and
similarity transformation [5], however, we could not find a publicly
available implementation to use for testing.
5.2.4 3D shape compression
Finally, we also conduct an experiment to explore the viability of
our approach as a form of 3D data compression. We would like to
understand the trade-off between representation power and storage
size. Given the neural network parameters of fˆ , we can choose
to store only the latent vector representing a shape as well as the
associated similarity transform. This can be useful in a scenario
where one may need to transmit the shape data. It is assumed that the
receiver has access to the network parameters to decode the latent
vector and convert it back to a mesh. In our experiment the network
size was approximately 7MB. This is a constant cost shared across
many uses and is consequently amortized.
For this experiment, we save each mesh in our Redwood test
set under two mesh simplification schemes, mesh simplification
using quadric error metrics [13, 46] and vertex clustering [46]. We
have varied the parameters of each method. For mesh simplification
using quadric error metrics, we set the target number of faces to be
reduced by a factor of 100 and 1000 from the number of faces in the
original mesh. We refer to these experiments as QE-100, QE-1000
respectively. For vertex clustering, we vary the size of the grid cells
used for clustering to be a factor of 0.1 and 0.2 of the radius of the
bounding sphere for the shape. We refer to these as VC-0.1, VC-0.2
respectively. We save all meshes and compute the average size of the
files as well as the mean F-score (compared to the original mesh) to
give an indication of the representation power at each simplification
parameter. We compare these scores against our mean F-score and
the cost of saving the latent vector and transformation parameters as
a 4x4 matrix.
5.2.5 Metrics
We have made use of the F-score as recommended in [39] to provide
a quantitative evaluation of our work. Given a groundtruth shape
S and an estimate shape Sˆ, as well as samples of points on their
surfaces ∂ΩS ,∂ΩSˆ
1 the F-score is the harmonic mean of precision
and recall metrics. Precision and recall are defined as follows:
To compute the precision, for each point in the estimate shape,
we first compute its distance to the groundtruth as:
ey = min
x∈∂ΩS
||y− x||2
The precision is then computed as the percentage of points within
distances less than εp.
P(εp) =
100
|∂Ω
Sˆ
| ∑y∈∂Ω
Sˆ
1{ey<εp} (20)
Recall is computed in the opposite direction. Again, the error is
first computed as:
ex = min
y∈∂Ω
Sˆ
||x− y||2 (21)
and recall as:
R(εr) =
100
|∂ΩS |
∑
x∈∂ΩS
1{ex<εr} (22)
Finally, the F-score is computed as:
F(ε) =
2P(ε)R(ε)
P(ε)+R(ε)
(23)
The F-score ranges from 0 to 1, with higher values indicating a better
match between the estimate and the groundtruth. The F-score is very
sensitive to deviations in shape and thus makes an excellent metric.
To obtain pointclouds from the meshes, we have sampled 3000
points from the surface of each mesh. We have also set ε = 0.05r,
where r is the radius of the bounding sphere of the shape S.
An alternative metric may have been computing the distance
between the estimated parameters and the groundtruth parameters,
1For simplicity, we have retained the same notation as that used for the
set of all points on the surface. To compute the F-score, we can only use a
sampling of the set of points on the surface.
Harris3D + SHOT Grid search + ICP Ours
F-score 0.273 0.295 0.902
Table 1: Quantitative results on Redwood dataset
Ours QE-100 QE-1000 VC-0.1 VC-0.2
F-score 0.902 0.977 0.778 0.978 0.839
size (KB) 1.088 20.120 3.454 34.833 9.073
Table 2: Comparison of storage size and representation power for
various mesh simplification algorithms
however, we find that solutions that are close in 3D space may
not be close in the metric space. For example, we find that the
learned shapes have slightly different centers from their groundtruth
counterparts, as such a good result may have a different translation
value than the groundtruth. The exception to this is the rotation since
all the learned shapes face the same direction. In our experiments,
we assume the axis of rotation is known and report the error in the
angle of rotation about this axis |θˆ −θ |.
6 RESULTS
Plotted below are the results from the experiments with synthetic
data as described previously. Fig. 2 shows the histogram of F-score
results with parameters from eq. 17 and eq. 18. We observe that in
most cases, over 90% of the samples have an F-score greater than
0.8. We have also included a histogram of the angular error in Fig.
3 to give some intuition on the level of accuracy. We observe that
most of the angular errors are within 2◦.
The second set of parameters eq. 17 and eq. 19 increase the
initialiazation error. Consequently, as we see in Fig. 4 and Fig. 5 we
obtain a decrease in performance. The usefulness of this experiment
is that it gives some intuition about how much error we can afford to
have during initialization to obtain a desired level of performance.
In addition, we report the results from experiments on the Red-
wood dataset [9] in Table 1. We note that the shapes in the Redwood
dataset are not necessarily in the training dataset or Shapenet [8]
database. We report a significant improvement over the baselines.
We believe this vast improvement is due to the expressiveness of the
learned latent space over just a fixed database of CAD models as
well as a reduction in errors that would otherwise be introduced by
wrong correspondences. As reported in [4], data differences between
noisy real scans and clean CAD models can make it difficult to find
good correspondences using geometric descriptors. We also include
sample images of test shapes and the predictions from our methods
in Fig. 1 and Fig. 6.
Finally, we report the results from validating the ability to use
our method as a form of 3D data compression in Table 2. We note
that our method provides a good compromise between storage size
and representation power. We provide much better representation
power than two of the baselines with at least a third of the storage
space and comparable representation power to the other baselines
with over 20x less storage space.
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Figure 2: Histogram of F-scores on five randomly sampled sets of shape, scale and pose after one hundred runs with random initializations.
0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200
|θˆ − θ|◦
0
5
10
15
20
25
co
u
n
t
0.0 0.2 0.4 0.6 0.8 1.0
|θˆ − θ|◦
0
5
10
15
20
25
30
35
co
u
n
t
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
|θˆ − θ|◦
0
5
10
15
20
co
u
n
t
0.00 0.05 0.10 0.15 0.20
|θˆ − θ|◦
0
5
10
15
20
25
co
u
n
t
0.00 0.05 0.10 0.15 0.20 0.25 0.30
|θˆ − θ|◦
0
5
10
15
20
25
30
co
u
n
t
Figure 3: Histogram of angular errors on five randomly sampled sets of shape, scale and pose after one hundred runs with random initializations.
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Figure 4: Histogram of F-scores on five randomly sampled sets of shape, scale and pose after one hundred runs with random initializations.
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Figure 5: Histogram of angular errors on five randomly sampled sets of shape, scale and pose after one hundred runs with random initializations.
Test Shape Harris3D + SHOT Grid search + ICP Ours
Figure 6: Qualitative result on Redwood dataset. Left to Right, test shape, results using Harris3D and SHOT for alignment, results using grid
search and ICP for alignment, our proposed method. We have shown each method’s result in gray overlaid with the input mesh in red.
7 CONCLUSION
In this paper we have presented a formulation for shape and simi-
larity transform estimation from signed distance function data as an
optimization problem. We have shown that it is possible to obtain
good results with a gradient descent optimization scheme and good
initialization of the parameters. We have also shown results on a
dataset of real scans and obtained superior performance to baselines.
While we have only tested our work on a fixed class of shapes we
believe the method generalizes for any class of shapes. Our method
currently relies on good segmentation of the scene and knowledge
of the class of objects. As future work, we plan on tackling these
problems as well as incorporating this method as a tool to 3D indoor
scene understanding and representation.
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