Clustering algorithms for large networks typically use modularity values to test which partitions of the vertex set better represent structure in the data. The modularity of a graph is the maximum modularity of a partition. We consider the modularity of two kinds of graphs.
Introduction and Statement of Results
The recently greater availability of data on large networks in many fields has led to increasing interest in techniques to discover network structure. In the analysis of these networks, clusters or communities found using modularity optimisation have become a focus of study. Thus we need benchmarks to assess the statistical significance of observed community structure [36] .
Further, the popularity of modularity-based clustering techniques [16, 25] and the link to the Potts model in statistical physics [35] have prompted much research into the modularity of graphs from various classes. The asymptotic value of the modularity of each of the following graph classes has been shown to approach the maximum value 1; cycles [8] , low degree trees [4, 10] and lattices [20] .
In this paper we focus on the (maximum) modularity q * (G) of a graph G (precise definitions are given later) from one of two natural related and contrasting areas, namely regular graphs and treelike graphs.
We think of a graph as treelike if by deleting a few edges we may obtain a graph with low treewidth (treewidth measures how much we have to 'fatten' a tree to contain the graph). We show that if a graph G with many edges has low maximum degree, and by deleting a small proportion of its edges we may obtain a graph with low treewidth, then G has high modularity. This result much extends the results mentioned earlier about cycles and trees; it shows that random planar graphs have modularity asymptotically 1; and it shows that every cubic (3-regular) graph has modularity at least about 2/3.
For r-regular graphs with a given number n of vertices, we investigate the minimum possible modularity, the typical modularity, and the maximum possible modularity. For example, consider a random cubic graph G n, 3 . Locally, looking out a fixed distance from a random vertex, it is a tree with high probability (whp), though globally it is far from treelike. We shall see that q * (G n,3 ) ≤ 0.804 whp, and simulations suggest that the value may typically not be much above the deterministic lower bound of about 2/3. In fact, we consider random r-regular graphs G n,r for each r from 3 to 12 (see Table 1 ); and also show that when r is large q * (G n,r ) is contained whp in an interval that scales with 1/ √ r.
Modularity of a graph
The definition of modularity was first introduced by Newman and Girvan in [32] . Many or indeed most popular algorithms used to search for clusterings on large datasets are based on finding partitions with high modularity [16, 25] . See [14, 33] for surveys on community detection including modularity based methods.
In order to define the modularity of a graph G, we first define the modularity q A (G) for a partition A of its vertex set. This is a measure designed to score highly when most edges fall within the parts but to be penalised when some parts have large sums of degrees. Denote the number of edges in the subgraph induced by vertex set A by e(A), and let the volume vol(A) of A be the sum of the degrees (in the whole graph G) of the vertices in A.
Let G be a graph with m ≥ 1 edges. For a vertex partition A of G, we define The modularity q * (G) of the graph G is defined by q * (G) = max A (G), where the maximum is over all partitions A of the vertex set.
By definition we have 0 ≤ q * (G) < 1 for each non-trivial graph G. For example, complete graphs, stars and more generally all complete multipartite graphs have modularity 0 (as noted in [8] , [10] and [7, 27] respectively); and it was shown recently [30, 39] that near-complete graphs also have modularity 0. At the other extreme, the n-cycle C n has modularity near 1, see (1) below. A graph G with no edges is defined to have modularity 1 for any partition A [8].
Modularity of regular graphs
Let G(n, r) denote the set of all r-regular graphs with n vertices, say with vertex set {1, . . . , n}.
It is easy to see that this set is non-empty if and only if n ≥ r + 1 and rn is even. Assume that this condition holds (as we shall often do implicitly). Define q − r (n) to be the minimum modularity q * (G) for an n-vertex r-regular graph G, that is
and similarly let q + r (n) = max{q * (G) : G ∈ G(n, r)}.
Also let G n,r denote a random graph sampled uniformly from G(n, r). We shall be particularly interested in the behaviour of the random variable q * (G n,r ). When an event holds with probability tending to 1 as n → ∞ we say that it holds with high probability (whp). Our main results on regular graphs are Theorems 5, 6 and 7. Let us consider first q − r (n) and q * (G n,r ), which are closely related, and then q + r (n). To introduce the results, we start with the simpler cases r = 1 and r = 2. The case r = 1 is trivial, as an n-vertex 1-regular graph G must consist of n/2 disjoint edges. Since each part in an optimal partition must induce a connected graph, it is easy to check that the unique optimal partition has one part for each edge, and q * (G) = 1 − 2/n. The case r = 2 is not trivial, though it is simpler than for r ≥ 3: we give it a separate subsection.
2-regular graphs
For the minimum modularity q − 2 (n), note first that
≈ 2.041.
For the n-cycle C n , by [8] [ Theorem 6.7] (see also the comments following Proposition 10 below), we have q
Thus whp q * (G n,2 ) is extremely close to q * (C n ). Propositions 1 and 2 show that whp q * (G n,2 ) is very close to the minimum possible value q
It is easier to determine the maximum modularity q
n when n is divisible by 3, and is attained by n/3 disjoint triangles. Indeed we have a full story:
For n ≥ 3, the maximum value is attained if and only if: G is a disjoint union of n/3 copies of C 3 when n ≡ 0 mod 3; G is a disjoint union of one C 4 and (n − 4)/3 C 3 's when n ≡ 1 mod 3; and G is a disjoint union of two C 4 's and (n − 4)/3 C 3 's when n ≡ 2 mod 3 and n ≥ 8, and G is a five cycle C 5 when n = 5.
Minimum possible modularity
For r = 3, . . . , 8 the following deterministic result gives the best lower bound we know to hold whp for q * (G n,r ). (These lower bounds were originally proved in [29] to hold whp using a Hamilton cycle construction.) It will follow quickly from Theorem 11 on treewidth and maximum degree.
n for each possible value of n. Now consider large r.
Theorem 5. There is a constant c > 0 such that, for each positive integer r,
for each sufficiently large n (with rn even).
For each r ≥ 3, our best upper bounds on q − r (n) will come from q * (G n,r ).
Random modularity q * (G(n, r))
How should we assess the statistical significance of clusters observed in regular networks? There has been recent interest in estimating the modularity of random graphs [17, 30, 36, 39] . In order to tell if a given partition shows statistically significant clustering in a network it is natural to compare the modularity score to that of a corresponding random graph model [16, 36] . We give results which bound the modularity of random r-regular graphs. In Theorem 6, we consider small values of r; and improve results in [29] . After that, in Theorem 7 we consider larger values of r.
Theorem 6. For r = 3, . . . , 12, the modularity of a random r-regular graph G n,r whp lies in the range indicated in Table 1 (see also Figure 1 ). In particular, 0.666 < q * (G n,3 ) < 0.804 whp.
The lower bounds given for r = 3 to 8 in Table 1 (and Figure 1 ) are deterministic bounds from Proposition 4.
Theorem 7. For each (fixed) integer r ≥ 3, the random r-regular graph G n,r satisfies
and there is a constant r 0 such that for each r ≥ r 0 q * (G n,r ) > 0.7631/ √ r whp.
For large r the theorem shows that the modularity of a random r-regular graph q * (G n,r ) whp tracks the minimum modularity q − r (n), in the sense that both are of order Θ(1/ √ r). For each given r ≥ 3, it is an interesting open question how close q * (G n,r ) typically is to q − r (n). Can we construct r-regular graphs with modularity less than that for random graphs G n,r ? Table 1 : Upper rows: lower and upper whp bounds on the modularity of random regular graphs G n,r , for Theorem 6. Lower rows: average modularity found in simulations on randomly generated r-regular graphs with 10000 nodes, using the Louvain method [5] and a method 'Reshuffle' from [26] , see Section 2. Simulation results for n = 10000 nodes and proven theoretical bounds for random rregular graphs with degrees r = 3, . . . , 10. Each cross indicates the better computed modularity returned by two methods (see Section 2), averaged over ten sampled graphs with 10000 nodes. Theorem 6 says that the modularity of a random regular graph G n,r whp lies in the interval shown.
Maximum possible modularity
The maximum possible modularity q + r (n) is easier to handle than q − r (n) and q * (G n,r ), though it may be less important than them. We have already discussed the much easier case r = 2, and in Proposition 3 we gave a full story for this case. In Proposition 8 below, we see that in general we have q + r (n) ≤ 1 − r+1 n , and we define a function g r (n) such that g r (n) = 1 − r+1 n − O(1/n 2 ), and q + r (n) = g r (n) for sufficiently large n. Also, we identify the most modular r-regular graphs on n vertices (apart from some small values). Proposition 8 contains and extends Proposition 3 except for the 'n sufficiently large' qualification.
These results complement the extremal results in [15] and [39] . The most modular connected graphs with a given number of edges were discussed in [15] ; and later [39] investigated the most 'k-modular' connected graphs parameterised by the number m of edges and the number k of parts, as well as the most 2-modular graphs parameterised by m and the number n of vertices.
Proposition 8. Let r ≥ 2 be an integer.
(a) The maximum modularity q + r (n) of any r-regular graph on n vertices satisfies
with equality achieved if and only if r + 1 divides n; and for this case the unique way to attain the optimum is for the graph to consist of n/(r + 1) disjoint copies of K r+1 , with the connected components partition C.
(b) Given a positive integer n, write n as a(r+1)+b where a is a non-negative integer and 0 ≤ b ≤ r, and let
If rn is even and n is sufficiently large (for example, if n ≥ 9r(r + 1) 2 ) then q + r (n) = g r (n), and this value is attained exactly for the graphs described in the proof, with the connected components partition C.
It will follow easily from the above result and its proof -see the comment following (12) -that for each n ≥ r(r + 2) we have
so the upper bound (from part (a)) and the lower bound differ by at most 1/n. Perhaps the upper bound holds for a much wider range of graphs? It seems likely that it holds for graphs with minimum degree at least r. We go further, and make a plausible but more speculative conjecture.
Conjecture 9. For each integer r ≥ 1, if an n-vertex graph has average degree at least r, then
The maximum modularity is considerably smaller if we consider only connected graphs.
and if G is 2-edge-connected then
The last result can be tight. Since C n is 2-connected, it gives q * (C n ) ≤ 1 − 2/ √ n. If n = t 2 for an integer t ≥ 2, then partitioning into t paths of t vertices shows that q * (C n ) = 1 − 2/ √ n. In general, partitioning into t = ⌈ √ n⌉ paths each with t − 1 or t vertices yields equation (1).
Treewidth and maximum degree
Bagrow makes a study of the modularity of some trees and treelike graphs in [4] . He shows that Galton-Watson trees and k-ary trees have modularity tending to one. In [10] it is shown that any tree with maximum degree ∆(G) = o(n 1/5 ) has asymptotic modularity one. We shall see that this result extends to all trees with ∆(G) = o(n); and indeed it extends to all low degree graphs which are 'treelike', in that they are 'close' to graphs with low treewidth. This forms Theorem 11, our main result in this section.
Treewidth is a central notion in the study of graphs and the design of algorithms [23] : see [6] for a survey. Let us recall the definitions. A tree-decomposition of a graph G = (V, E) is a pair consisting of a tree T = (I, F ) and a family (X i : i ∈ I) of subsets of V ('bags'), one for each node i of T , such that
for each edge vw ∈ E there is a node i ∈ I such that v, w ∈ X i 3. for all nodes i, j, k ∈ I, if j is on the path between i and k in T , then
The width of a tree decomposition is max i∈I |X i | − 1; and the treewidth tw(G) of a graph G is the minimum width over all tree decompositions of G. Thus trees have treewidth 1, and indeed they are exactly the connected graphs with treewidth 1. Cycles have treewidth 2; and the graphs with treewidth at most 2 are exactly the series-parallel graphs.
The following result is our key tool for lower bounding the modularity of graphs which have small degrees, and which have small treewidth or can can be made so by deleting a few edges.
Theorem 11. Let G be a graph with m ≥ 1 edges and maximum degree ∆ = ∆(G), and let E ′ be a subset of the edges such that tw(G\E ′ ) ≤ t. Then the modularity q * (G) satisfies
Proposition 4 on q − r (n) is a corollary which we shall deduce quickly from Theorem 11. Our second corollary of Theorem 11 is immediate. Corollary 12 shows that a random planar graph G n with n vertices whp has modularity near 1. For tw(G n ) = O( √ n) by [13, 19] , whp ∆(G n ) = O(log n) [28] , and whp m = Θ(n); and so whp
The same also holds for random graphs on any fixed surface.
Plan of the paper
In the next section we briefly discuss our simulations. In the following section, we prove Propositions 1, 2 and 3 which concern 2-regular graphs. After that, in Section 4, we prove Theorem 11 on treelike graphs and show that this implies Proposition 4. Theorem 5 on minimum modularity q − r (n), and Theorems 6 and 7 on random modularity q * (G n,r ) are all proven in Section 5. Then in Section 6 we prove our results on maximum modularity. Finally, in Section 7 we make some concluding remarks.
Simulations
For each r = 3, . . . , 12 we generated ten instances of a random r-regular graph on 10000 nodes. The graphs were generated using a variant of the configuration model which was shown to converge to the uniform distribution in [38] . Modularity was optimised using two different methods, with Table 1 recording the averages for each method.
Both methods start with each node in its own part (community). The Louvain method [5] as implemented in [22] considers the nodes in turn, and reshuffles a node into a different part if that increases the modularity (choosing a part which leads to the greatest increase). It then forms a weighted reduced graph with a node for each part, and the process is repeated on the reduced graph. The other method, 'Reshuffle', follows Algorithm 1 of [26] . It has the same first phase. The second phase considers each part and merges it with a different part if that increases the modularity (again, choosing the part which leads to the greatest increase). It then returns to the node shuffling phase, with the same nodes (we do not form a reduced graph, which would freeze earlier decisions). There are no guarantees on the performance of these modularity optimising heuristics.
In Figure 1 we mark with an 'X' the average value of the larger (better) of the output values of the two algorithms (which, with figures rounded to 3 decimal places as here, is the same as the larger of the averages), together with the theoretical interval for the modularity given in Theorem 6.
Proofs for 2-regular graphs
We first prove Proposition 2 concerning the modularity q * (G n,2 ) of a random 2-regular graph, using two preliminary lemmas; and then give the longer proof of Proposition 1, which concerns q − 2 (n) and the least modular 2-regular graphs. Finally we prove Proposition 3 on q + 2 (n): it turns out to be easier to prove this result directly than to deduce it from Proposition 8 (because of the 'n sufficiently large' qualification in the latter result).
Lemma 13. Let G = (V, E) and G ′ = (V, E ′ ) be two graphs each with vertex set V and m edges, and with the same vertex degrees. Then
. But this holds for each partition A, so q * (G) − q * (G ′ ) ≤ |E∆E ′ |/(2m); and the lemma follows.
Lemma 14. For n sufficiently large, the expected number of cycles in a random 2-regular n-vertex graph is at most log n.
Proof. We use the configuration model, see for example [21] . Let f (n) be the number of perfect matchings on a set of n vertices. Then f (2n) = (2n − 1)!! = (2n − 1)(2n − 3) · · · 3 · 1. Let M n be a random 2-regular n-vertex multigraph. For each integer k with 3 ≤ k ≤ n, the expected number
.
Hence, by comparing factors,
). Since k>n/t g(k, n) < t, taking t = √ log n say, we see that
But the probability that M n is simple tends to e −3/4 , see for example Corollary 9.7 of [21] . Hence the expected number of cycles in G 2 is at most (e 3/4 /4 + o(1)) log n, and the lemma follows.
Proof of Proposition 2. Let ω(n) → ∞ as n → ∞. By the last lemma and Markov's inequality, whp G 2 has at most ω(n) log n cycles, and so there is a copy of C n such that the symmetric difference of the edge sets has size at most 4ω(n) log n. Thus by Lemma 13, whp |q * (G 2 )−q * (C n )| ≤ 2ω(n) log n/n. Hence, by the result on q * (C n ), whp q * (G 2 ) = 1−2/ √ n+O(ω(n) log n/n). Choosing ω(n) = o(log n) completes the proof.
Proof of Proposition 1. We may and shall restrict our attention to partitions into connected parts (as noted earlier). Suppose we are given a (large) integer n. The n-cost f (t, A) of a partition A of C t into k > 1 parts with t 1 , . . . , t k vertices is
Here the n-cost refers to the contribution to 1 − q * (G). For a given k, this cost is minimised when the t i are balanced (that is, differ by at most 1), so there is essentially just one partition to consider.
Let f k (t) be defined for real t with 0 < t ≤ n, and be the natural approximation to F k (t), namely
The approximate 'unit n-cost' g k (t) = f k (t)/t is given by g 1 (t) = t n 2 , and g k (t) = k nt + t kn 2 for k ≥ 2. Let F * (t) be the minimum over k of F k (t), let f * (t) be the minimum over k of f k (t), and let g * (t) be the minimum over k of g k (t) (so f * (t) = g * (t) t). Let γ = 2/3 + 3/2 = 5/ √ 6.
We shall establish five claims A,. . . ,E (with Claim C being used only to prove Claim D).
Claim A. For all 0 < t ≤ n we have
Proof of Claim A. Consider the minima of the functions g k (t) for k = 2, 3, . . .; and the crossings of the graphs of the functions g k (t) for k = 1, 2, . . .. We restrict attention to t > 0. For k ≥ 2, g k (t) is strictly convex and has minimum value 2n −3/2 , achieved at t = k √ n. The graphs of g 1 (t) and g 2 (t) meet when t = 2 √ n with common value 2n −3/2 . For k ≥ 2, the graphs of g k (t) and g k+1 (t) meet at t = k(k + 1)n, with common value γ k n −3/2 , where
Observe that max k≥2 γ k = γ 2 = γ. Further, the curves g k (t) do not meet anywhere else (for t > 0). Hence
as required.
(1 + ε)2n −3/2 t, and (b) a balanced collection of about t/ √ 6n cycles of with combined number of vertices t gives a total n-cost
Then the corresponding n-cost is at most
and so f * (t i ) ≥ (1 − ε)
n −3/2 t i . If c 0 is sufficiently large then each cycle in the balanced collection will have size t i in this range. Hence the total n-cost will satisfy
Proof of Claim C. For t ≥ 3 and 2 ≤ k ≤ t,
Thus
3n 2 > 0, and for k ≥ 4
n 2 ≥ 0. This completes the proof.
Claim D. In an n-vertex 2-regular graph G minimising q * (G), at most one component C t has size ≤ √ n.
Proof of Claim D. Suppose G has two components C t 1 , C t 2 with t 1 , t 2 ≤ √ n. Replace these two components by one component C t 1 +t 2 . By Claim C, F * (t 1 + t 2 ) = F 1 (t 1 + t 2 ): hence the increase in n-cost is at least
Proof of Claim E. Since k 0 ≥ 3, we may assume that k ≥ 3. Suppose that A has two parts of sizes t 1 , t 2 < n/2. Replace these two parts by a single part of size t 1 + t 2 (where each part corresponds to a path). The n-cost decreases by
n 2 > 0 since t 1 t 2 < n/2, a contradiction. Hence A has at most one part of size < n/2. It follows that the number of parts is less than 1 +
We can now use Claims B, D, E and A to prove the upper bound on 1−q * (n). Let G = G n minimise q * (G) over n-vertex graphs. By Claim B, with ε > 0 sufficiently small that (1 + ε) 2 < (1 − ε) 5/ √ 6, each component of G has size at most c 0 √ n. By Claim D, G has s ≤ 1 + √ n components. Thus G has components C t 1 , . . . , C ts where t 1 + . . . t s = n and each t i ≤ c 0 √ n. Also, by Claim E, for each component C t we need only to consider partitions with at most a constant k 0 parts. Then by (5) and Claim A
We have now seen that 1 − q
To show the reverse inequality, consider a graph G formed from ⌈ n/6⌉ components, where each component is C t i with
; and so g * (t i ) = γn −3/2 + O(n −2 ). Hence the total n-cost is
as required. This completes the proof of Proposition 1. Figure 2 : An illustration of the construction in the proof of Lemma 15 applied to a toy graph G with removed edge set E ′ (dashed) and s = 12. Graph G has treewidth 3 but after removing the dashed edges graph H has treewidth 2. A tree-decomposition for H is shown and the leaf node at the top chosen to be the root. For each edge h in the tree-decomposition the number w(V h ) is shown, and the edge oriented toward the root if w(V h ) < 12. The rooted tree-decomposition and threshold s define node i, edge e, component T e , and partition V = U 0 ∪ U 1 ∪ U 2 as shown.
Proof of Proposition 3. The result is easy to check when n = 3, 4, 5. Let n ≥ 6 and let G be a 2-regular n-vertex graph such that q * (G) = q + 2 (n). Clearly each component cycle of G has order at most 5, since we could split a larger cycle to obtain a 2-regular G ′ with q * (G ′ ) > q * (G). Further there cannot be a component C 5 . For, if there is another component C 5 we could replace two C 5 's by one C 4 and two C 3 's; if there is a component C 4 we could replace C 5 and C 4 by three C 3 's, and if there is a component C 3 we could replace C 5 and C 3 by two C 4 's: in each case we would strictly increase the modularity. Thus the only possible components in G are C 3 and C 4 . Further there can be at most two C 4 's, as we could replace three C 4 's by four C 3 's. It now follows easily that the optimal configurations are as claimed. Finally it is now easy to check that we have the correct formulae for q + 2 (n).
Proofs for treewidth and maximum degree
To prove Theorem 11 (the 'treewidth lower bound') we need one preliminary lemma. Given a graph and a partition of its vertex set, a cross-edge is an edge with its end vertices in different parts of the partition.
Lemma 15. Let the graph G have m edges and maximum degree at most d, and let the set E ′ ⊂ E(G) be such that the subgraph H = G\E ′ satisfies tw(H) ≤ t. Let s satisfy d < s ≤ 2m − d. Then by deleting from H the edges incident with at most t + 1 vertices, thus forming the subgraph H ′ , we can find a partition V (G) = U 0 ∪ · · · ∪ U k with k ≥ 2, no cross-edges in H ′ , and such that vol(U 0 ) ≤ 2m − s and vol(U j ) < s for each j = 1, . . . , k. (We allow U 0 = ∅.)
Proof. The first step is to introduce a weight function which remembers information about the edges in E ′ : for a vertex v ∈ H let w(v) = deg G (v), and for a set U of vertices let w(U ) = v∈U w(v). The proof will take a tree-decomposition of H, choose one bag X i , and delete all edges of H incident to the vertices in X i .
We want a suitably well-behaved tree-decomposition, see for example [6] . It is well known that (by adding nodes if necessary) we can guarantee a tree decomposition T of width at most t such that if ij is an edge of T then the symmetric difference X i △X j has exactly one element. If distinct nodes i and j have the same bag (that is, if X i = X j ) and have a common neighbour, then we can replace the nodes i and j by a single new node with the same bag: thus we may assume that if nodes i and j have a common neighbour in T then X i = X j . Finally, again by adding nodes if necessary, we may assume that each leaf i of T has bag X i of size 1. Fix such a tree decomposition, and fix a leaf to be the root vertex.
Recall that deleting any edge in a tree leaves exactly two connected components. Let us recall also one simple standard fact about tree-decompositions (as introduced in Subsection 1.3).
Fact 16. If e = ij is an edge of the tree T , k and k ′ are nodes of T in different components of T \e, and vertices v ∈ X k and v ′ ∈ X k ′ are adjacent in G, then at least one of v, v ′ is in X i ∩ X j .
For any edge e in T let T e denote the non-root component of T \e, and let V e be the set of vertices contained in the bags of T e .
If w(V e ) < s, then orient e toward the root vertex, otherwise orient e away from the root vertex. (See Figure 2 for an illustration.)
At least one node in T has out-degree zero: fix such a node i. Notice that i is not the root (since s ≤ 2m − d), and i is not a leaf (since then |X i | = 1 and so w(X i ) ≤ d < s). We delete the edges of H incident with the vertices in the bag X i . Thus we delete at most (t + 1)d edges from H to form H ′ . Let e be the edge incident with node i which lies on the path from the root vertex to node i.
Since i is not a leaf in T , other than its neighbour along edge e, i has neighbours j 1 , . . . , j h for some h ≥ 1. Suppose first that h = 1, so there is exactly one such neighbour j 1 (not along the edge e). Since the edge ij 1 is oriented towards i, we have w(V ij 1 ) < s ≤ w(V e ), and so we cannot have
Further, by Fact 16, any cross-edges in H must be incident to vertices in X i , and so there are no cross-edges in H ′ . Now suppose that h ≥ 2, so node i has multiple neighbours. Let
. As before, the orientations of the edges incident with node i shows that w(U j ) < s for each j = 1, . . . , h. Discard any empty sets amongst these sets U j . Finally, note that X j 1 ∪ X j 2 ⊇ X i , since if neither of X j 1 and X j 2 contains X i then X j 1 = X i \ {v 1 } and
Further, as before, by Fact 16 any cross-edges in H must be incident to vertices in X i , and so there are no cross-edges in H ′ .
Proof of Theorem 11. Write d for the maximum degree ∆ of G (note that G will shrink during the proof but d stays unchanged). Since q * (G) ≥ 0 for any graph G we need to consider only the case where m ≥ 4(t + 1)d. Let s = 2((t + 1)dm) 
SetG = G andm = e(G).
Observe that s > d, indeed s ≥ 2d. As long as 2m ≥ s + d we use the last lemma repeatedly to 'break off parts' U 1 , U 2 , . . . and replaceG by its induced subgraph on U 0 , where vol(U 0 ) ≤ 2m − s. Suppose that we stop after j steps, with 2m = x where 0 ≤ x < s + d. Since at each step the degree sum ofG decreases by at least s, we must have x ≤ 2m − js, so js ≤ 2m − x. At this stage we have lost at most j(t + 1)d edges, and each of the parts 'broken off' from G has degree sum < s. We claim that we can refine the current partition of V (G) to a partition A such that each part has degree sum < s and the number of cross-edges in G \ E ′ (edges lost) is at most 2m s (t + 1)d. There are two cases. Suppose first that x < s: then we have finished in j steps, j ≤ 2m/s, and we have lost at most 2m s (t + 1)d edges in G \ E ′ , as required. Suppose instead that x ≥ s. Then js ≤ 2m − x ≤ 2m − s, so j + 1 ≤ 2m/s. We take one more step, with reduced threshold s ′ = s − d. Note that d < s ′ ≤ 2m − d (where 2m = x). Thus we can apply Lemma 15 with the value s ′ , to complete the proof of the claim, since 2m − s
and so we stop after j + 1 steps.
Hence, by our choice of s,
which completes the proof.
We may deduce Proposition 4 quickly from Theorem 11.
Proof of Proposition 4. For each connected component H of G, do the following. In H choose a spanning tree together with one extra edge (observe that H is not a tree since r ≥ 2), and let E ′ H be the set of edges not chosen.
Each unicyclic graph has treewidth 2, so tw(H \ E ′ H ) = 2. Define E ′ = ∪ H E ′ H , and note that tw(G \ E ′ ) = 2 and |E ′ | = m − n, where G has m = rn/2 edges. Hence by Theorem 11
5 Proofs for minimum and random modularity, q − r (n) and q * (G n,r )
In this section we prove Theorem 5, giving a lower bound on q − r (n); and Theorems 6 and 7 giving lower and upper bounds which hold whp on q * (G n,r ), the former for small r (r = 3, . . . , 12) and the latter for large r. The lower bound proofs are all centred around bisection width, and the upper bound proofs around edge-expansion. It is thus natural and convenient to prove all the lower bounds in the theorems first and then the upper bounds.
Bisection width and lower bounds on modularity
Define the bisection width bw(G) of an n-vertex graph G to be
where the minimum is over all sets U of ⌊ n 2 ⌋ vertices, andŪ denotes V (G) \ U . A corresponding minimising partition shows that, for an r-regular graph G,
where we do not need the last (small) term if n is even.
Proof of Theorem 5.
Now consider general r. By Theorem 1.1 of Alon [1] , there is a constant c > 0 such that, for all r and all sufficiently large n, all n-vertex r-regular graphs G satisfy
Hence, for each such graph G, using also (8) we have
for n sufficiently large.
Proof of lower bounds in Theorem 6.
Lower bounds for r = 3 to 8 are directly from the about 2/r bound in Proposition 4, so consider larger r. It was shown in [12] that whp the bisection width of a random 12-regular graph is at most 1.823n. By (8) , this implies that whp q * (G n,12 ) > 0.196, as given in Theorem 6 (Table I) . Similar calculations apply for r = 9, 10, 11 which have bisection widths at most 1.2317, 1.4278, 1.624 times n respectively [12] . (Currently known results on bisection width do not improve on the 2/r lower bound from Proposition 4.)
Proof of lower bound in Theorem 7.
For large r, Dembo et al. [11] [Theorem 1.5] show that whp bw(
where the o( √ r) error term is as r → ∞ and c ′ = 0.76321 ± 0.00003. By (8) this provides the lower bound in Theorem 7.
Edge-expansion and upper bounds on modularity
In this subsection we introduce graph parameters β(G), λ(G), i u (G), α(G) and β ′ (G) related to edge-expansion; and give two lemmas concerning them, in preparation for proving the upper bounds on q * (G) in Theorems 6 and 7.
First we introduce a useful quantity β(G) for a regular graph G, related to edge expansion. For a non-empty set S of vertices in a graph G, letd(S) denote the average degree of the induced subgraph on S, sod(S) = 2e(S)/|S|. Now let r ≥ 2 and suppose that G is r-regular and has n vertices. Let
r − |S| n where the maximum is over all non-empty sets S of vertices. Also, given an n-vertex graph G such that the adjacency matrix has eigenvalues λ 1 ≥ .. ≥ λ n , let
The following lemma is the key to our upper bounds on q * for random regular graphs. A more general result implying that q * (G) ≤ λ/r appeared earlier in [40] statement (18) , phrased in terms of the 'modularity matrix' of G, which has largest eigenvalue equal to λ(G) when G is regular. We introduce β(G) and give a short and straightforward proof.
Lemma 17. Let G be an r-regular graph, let β = β(G), and let λ = λ(G). Then
Proof. Let G have n vertices, let S be a non-empty set of vertices, and let u = |S|/n. By Corollary 9.2.6 of Alon and Spencer [3] (see also Lemma 2.3 of Alon and Chung [2] )
and so β ≤ λ/r. Now consider any partition A = {A 1 , . . . , A k } of V (G). Letting u j = |A j |/n, we have
Hence q * (G) ≤ β, as required.
Now we relate β(G) to edge expansion and the quantity α(G) defined below, so that we can use calculations from [24] . Following the notation of [24] , for 0 < u ≤ 1 2 we define the u-edge-expansion i u (G) of an n-vertex graph G by setting
where the minimum is over non-empty sets S of at most un vertices (and the value is taken to be ∞ if un < 1). Observe that i 1/2 (G) is the usual edge expansion or isoperimetric number of G. Also, set α(G) = min
It is easy to see that we can also write α(G) as
Now consider a quantity β ′ like β but which at first sight might be smaller: let
Lemma 18. For each regular graph G,
Proof. Note first thatd
r|S|−e(S,S) r|S|
It follows directly that β ′ (G) = 1 − α(G).
Now write β ′ for β ′ (G): we shall show that β ′ = β(G). Let S be a set of vertices with |S|/n = u > 
. This completes the proof.
Proof of upper bounds in Theorem 6.
Fix an integer r ≥ 3. By Lemmas 17 and
Fix ε > 0, and let n = ⌈1/ε⌉. Then by considering the intervals ((i − 1)/2n, i/2n] for i = 1, . . . n, we see that
and so we need lower bound at most n values i u (G).
Now consider a random r-regular graph G n,r . For each particular u ∈ (0, 1/2], by Theorem 1.3 in [24] and the discussion in Section 7 of that paper, we see that whp i u (G n,r ) ≥ y/u for each 0 < y < ru(1 − u) withf r (u, y) < 0, wherê f r (u, y) = log r r/2 u (r−1)u (1 − u) (r−1)(u−1) y y (ru − y) (ru−y)/2 (r − ru + y) (r−ru+y)/2 .
(It is known [24] thatf r (u, y) is strictly concave in y, positive at y = ru(1 − u) and negative for sufficiently small y > 0.) For a random cubic graph G n,3 , by finding appropriate values y, we deduce that whp α(G n,3 ) > 0.196, and so whp q * (G n,3 ) < 0.804. Repeating for other values of r yields the upper bounds given in Table 1 . This completes the proof of Theorem 6 (which first appeared in the thesis of the second author [37] ).
Proof of upper bound in Theorem 7.
Let G n,r be a random r-regular graph (with r fixed). Friedman [18] showed that, for each ε > 0, whp λ(G n,r ) ≤ 2 √ r − 1 + ε. Thus, by taking ε < 2 √ r − 2 √ r − 1, we see that whp λ(G n,r ) < 2 √ r.
Hence by Lemma 17, whp q * (G n,r ) < 2/ √ r. This completes the proof of Theorem 7.
6 Proofs for maximum modularity q + r (n)
In this section our main task is to prove Proposition 8. But first let us deal with Proposition 10, which has a short and easy proof, see [15] equation (11), or see for example [9] Lemma 2.1. We prove it here as we want the exact result.
Proof of Proposition 10.
Let the graph G have m ≥ 1 edges (we do not yet assume that G is connected). Consider a partition A = {A 1 , . . . , A k } of V (G) into k ≥ 2 parts, where A j has degree sum d j (and so
since (1/k) j d 2 j ≥ (2m/k) 2 by convexity. If G is connected, then there must be at least k − 1 cross-edges; and then, since
Similarly, if G is 2-edge-connected, there must be at least k cross-edges, and
To prepare for the proof of Proposition 8, we first give an equivalent expression for the modularity of a regular graph, and give a preliminary lemma. Observe that for r-regular n-vertex graphs G we have
whereĀ denotes V (G)\A. Here the first term in the sum double counts the edges between the parts (and divides by twice the number of edges), and the second term takes care of the degree tax, which is now simply a function of the part sizes since G is regular.
For ∅ = A ⊆ V (G) let f r (A, G) = e(A,Ā)/(r|A|) + |A|/n and write G[A] for the subgraph of G induced by A. We shall see that the unique minimiser of f over r-regular graphs is the graph K r+1 . More fully, assuming that n ≥ r + 1 and rn is even (so that the set G(n, r) of r-regular n-vertex graphs is non-empty), let f * r (n) := min G∈G(n,r) min ∅ =A⊆V (G) f r (A, G).
Lemma 19. For n ≥ r + 1 with rn even; f * r (n) = r+1 n , and f r (A, G) achieves this minimum exactly when G[A] = K r+1 (and this is a component of G).
Proof. Firstly note that if G[A]
= K r+1 then clearly f r (A, G) = (r + 1)/n. Now fix an r-regular graph G on n vertices, and let A be a subset of the vertices such that G[A] = K r+1 . To prove the claim it will suffice to show that e(A,Ā)n r|A| + |A| > r + 1.
If |A| > r + 1 then it is easy to see that (11) holds. Similarly if |A| = r + 1 then there must be edges from A to the rest of the graph as we assumed G[A] = K r+1 , but e(A,Ā) > 0 and |A| = r + 1 together imply that (11) holds, so we can assume that |A| < r + 1. Set |A| = r + 1 − ℓ for some ℓ > 0. Observe that because G is r-regular we have e(A,Ā) ≥ (r + 1 − ℓ)ℓ. This is because each of the |A| = r + 1 − ℓ vertices can have at most r − ℓ of their incident edges within the part A and so at least ℓ must be external. Hence,
since n > r. This completes the proof of the lemma.
Proof of Proposition 8 part (a).
The sum in the expression for modularity in (10) is a weighted average of terms f r (A, G) and so
with equality iff there is an r-regular graph G with a vertex partition A such that ∀A ∈ A, f r (A, G) = f * r (n). By the claim this means that a graph achieves the bound iff there is a vertex partition into disjoint copies of K r+1 . Hence if (r + 1)|n, then q + r (n) = 1 − r+1 n with unique optimum graph the disjoint union of copies of K r+1 . Finally, for the case when (r + 1) does not divide n, for any graph on n vertices there must be some part A with |A| = r + 1, and by the claim f r (A, G) > (r + 1)/n; and because modularity is a weighted average of such terms over all parts, we have q + r (n) < 1 − (r + 1)/n.
Proof of Proposition 8 part (b).
First we show that g r (n) (defined in (3)) is a lower bound on q + r (n) for certain values of n. We see that if r is even and n ≥ r(r + 1), or if r is odd and n ≥ (r − 1)(r + 3)/2 (and rn is even), then we have q + r (n) ≥ g r (n). Consider the subcase when r is even. Recall that we write n as a(r + 1) + b where a is a nonnegative integer and 0 ≤ b ≤ r. Assume that a ≥ b, which must hold when n ≥ r(r + 1). Let H r+2 be K r+2 less a perfect matching, which is an r-regular graph on r + 2 vertices. Think of n as b(r + 2) + (a − b)(r + 1). Let G * n be the n-vertex graph consisting of b copies of H r+2 and a − b copies of K r+1 , all disjoint. Then with connected components partitions C,
Hence q + r (n) ≥ q C (G * n ) = g r (n), as required. Now consider the subcase when r ≥ 3 is odd. Observe b must be even (and so b ≤ r − 1). Assume that a ≥ b/2, which must hold when n ≥ (r − 1)(r + 1)/2. Let H r+3 be K r+3 less a 2-factor (that is, a spanning subgraph with each vertex degree 2, for example a Hamilton cycle), which is an r-regular graph on r + 3 vertices. (There is no r-regular graph with r + 2 nodes, since r + 2 is odd.) Think of n as (r + 3)b/2 + (r + 1)(a − b/2). Let H * n be the n-vertex graph consisting of b/2 copies of H r+3 and a − b/2 copies of K r+1 , all disjoint. Then Hence q + r (n) ≥ q C (H * n ) = g r (n), as required. We have now shown in both cases that q + r (n) ≥ g r (n) when claimed. Observe that if r is even, then 
The inequality (4) follows from inequality (12) , since q + r (n) ≥ g r (n) for n ≥ r(r + 1), as we have seen.
Next we use the above result to show that we need only to consider regular graphs with 'small' connected components, and thus we need only to consider the connected components partition C.
Let G ∈ G(n, r), and let A be any vertex partition with a part A ′ of size a = |A ′ | ≥ 2(r + 1). Observe that f r (A ′ , G) ≥ a/n, and for the other parts A ∈ A, f r (A, G) ≥ (r + 1)/n by the claim in the previous proof. Thus 7 
Concluding remarks
Two main contributions of this paper are (a) the numerical bounds for the typical modularity of random regular graphs G n,r for 3 ≤ r ≤ 12, which can be used to investigate the significance of observed clustering, together with determining the asymptotic behaviour for large r; and (b) showing high modularity for graphs in families such as the low degree treelike graphs, and thus for example for random planar graphs. We also investigated the minimum modularity q − r (n), and the maximum modularity q + r (n). Proposition 4 shows that the modularity of any large cubic graph is at least 2/3 − o(1); and in our simulations the highest modularity value of a partition found for a random cubic graph was about 0.68 (though there is no guarantee this is close to optimal). Does the minimum modularity q − 3 (n) → 2 3 as n → ∞? Perhaps we even have q * (G n,3 ) → 2 3 in probability as n → ∞? If so, then random cubic graphs would give extremal examples for low modularity, but is it the case? The opposite conjecture was presented by the first author at the Bellairs workshop on Probability, Combinatorics and Geometry in April 2016.
Conjecture 20. There exists δ > 0 such that q * (G n,3 ) ≥ 2/3 + δ whp.
Our results on cubic graphs highlight the importance of choosing the right baseline for modularity to assess significance. For suppose we have a cubic network G with n vertices, where n is large. We have seen in Corollary 4 and Theorem 6 that q * (G) > 0.66, just because G is cubic. Hence, unless q 0 > 0.66, the fact that a partition A has q A (G) = q 0 should certainly not be considered as evidence that A shows community structure.
We have discussed the modularity of random regular graphs, q * (G n,r ). This is very different from considering the modularity of a random partition of a fixed graph. For let G be any fixed graph (with at least one edge). Fix k ≥ 2, and suppose that we generate a random partition A of the vertices by placing each vertex into one of k parts independently with probability 1/k. Then
Thus comparing the modularity of a partition which we find to that of a random partition is likely to give a false positive! To see why (13) holds, observe that for an edge e in G the probability that both endpoints are placed in the same part is 1/k, so E[q E A (G)] = 1/k; and by (9) the degree tax is always at least 1/k, and sometimes larger.
In a companion paper [30] (see also [37] ) we prove that there is a phase transition for the modularity of Erdős-Rényi random graphs. Additionally we show in [31] that large subgraphs of lattices, and more generally all large graphs which embed in space with 'small distortion', have high modularity.
