In [1] we defined a function (we called S) associated to a rational second order ordinary differential equation (rational 2ODE) that is linked to the search of an integrating factor. In this work we investigate the relation between these S-functions and the Lie symmetries of a rational 2ODE. Based on this relation we can construct a semi-algorithmic method to find the Lie symmetries of a 2ODE even in the case where it presents no Lie point symmetries.
Introduction

symmetries (i.e., no Lie point symmetries).
In this work the main idea is to present a connection between a Darboux type method and the search for Lie symmetries of 2ODEs. Here, we present one such algorithm that we expect is the firt of a series of developments in that area.
The paper is organized as follows: In section 2, we present some basic definitions and stablish the relation between the S-functions and the Lie symmetries of a 2ODE. In section 3, we propose a method (a semi-algorithm) to calculate a Lie symmetry associated with an S-function. In section 4, we present two examples to show the method in action. Finally, we present our conclusions and point out some directions to further our work.
Lie Symmetries and S-functions
In this section, we will describe how the S-function is defined and the relation between the Lie symmetries and the S-functions of a 2ODE.
The definition of the S-functions
Let us consider the 2ODE given by:
where φ is a function of (x, y, y ′ ). A function I(x, y, y ′ ) defines a first integral (conserved quantity) of (1) if I(x, y, y ′ ) is constant over all solution curves of (1) . So, in other words, the 1-form defined by ω ≡ dI = I x dx + I y dy + I y ′ dy ′ is null if the 1-forms (α, β) defined by:
are null. This implies that
where r and s are functions of (x, y, y ′ ). Thus dI = I x dx + I y dy + I y ′ dy = r(φ dx − dy ′ ) + s(y ′ dx − dy)
implying that I x = r φ + s y ′ , I y = −s and I y ′ = −r. Therefore, if we determine r and s, we can find I via quadratures (see [29, 30] ). Let us make some definitions that make it easier to show some connection between the coeficients r and s and the symmetries of the 2ODE (1).
Definition 1: A function R(x, y, y ′ ) satisfying
where A, B and C are functions of (x, y, y ′ ) and d γ is an exact 1-form, is called an integrating factor for the 1-form (A dx + B dy + C dy ′ ).
Definition 2: Let S(x, y, y ′ ) be a function defined by
where r and s are functions satisfying (3). We will call it a S-function associated with the 2ODE (1).
Rewriting (4), we have
We can see that r is an integrating factor for the 1-form (φ + s r y ′ )dx − s r dy − dy ′ . So, writing r = R and using the definition for the S-function we can finally write
2.2 The connection of the S-functions with the Lie symmetries of a 2ODE
We will begin this section by stating a theorem (our first goal):
Theorem 1: Let y ′′ = φ(x, y, y ′ ) be a 2ODE presenting a first integral I(x, y, y ′ ) . If η(x, y, y ′ ) is the infinitesimal of a Lie symmetry generator in the evolutionary form, then the function S defined by
where D x is the operator defined by
is a S-function associated with the 2ODE y ′′ = φ(x, y, y ′ ) .
To prove this result we will use the following lemma:
is the infinitesimal of a Lie symmetry generator in the evolutionary form, then η must obey the following PDE:
where D x is the operator defined by (10) .
Proof of Lemma 1:
If the hypothesis of the lemma is fulfilled, then
where
∂ y ′′ is the second extension of the group generator X = ξ ∂ x + η ∂ y and η (1) and η (2) are given by
Since X is a symmetry generator for the 2ODE y ′′ = φ(x, y, y ′ ) then the vector fieldX (1) defined bŷ
is also a symmetry generator. Choosing ρ = ξ we obtain a symmetry generator X (1) in the evolutionary form:
∂ y ′′ and we can write (12) as
as we want to demonstrate.2
Now we can prove theorem 1:
Proof of Theorem 1: If the hypothesis of the theorem is fulfilled, then we have that (see section 2.1, eq. (8))
So, we can write I x = R (φ + S y ′ ), I y = −S R, I y ′ = −R. Using the compatibility conditions (I xy − I yx = 0, I xy ′ − I y ′ x = 0 and I yy ′ − I y ′ y = 0), we get:
Eq.(19) plus eq. (20) times y ′ results
and eq. (18) 
These equations can be written, respectively, as
where D x is the operator defined in (10) . Isolating D x [R] in eq.(23) and substituting in eq. (24) we have that the S-function must obey the following equation:
Now, let η be an infinitesimal defining a Lie symmetry in the evolutionary form.
in (25) we have
(26) By using lemma 1 we can verify that eq. (26) is an identity and the theorem is demonstrated. 2
If the reader is familiar with the classical theory of ODEs he/she can note two interesting facts:
• Since the operator D x represents (over the solutions of the 2ODE) the total derivative with respect to x (i.e., d dx ), the PDE for the S-function is formally a Riccati ODE 6 .
• If we apply the transformation
, is formally analogous to the linear second order PDE (linear 2PDE) for η.
In the next section we will use the relation (9) to construct a semi-algorithmic method to calculate the Lie symmetries of a rational 2ODE. This method can be applied even to the case where there are only dynamical symmetries.
A method to calculate the Lie symmetries
The procedure can be divided in two main parts: first, we use the method developed in [27] to calculate the S-functions associated with the 2ODE; then we use the relation (9) to calculate the symmetries.
Calculating the S-functions
Based on theorem 2 of [27] we have the following result 7 :
be a rational 2ODE (i.e., M and N are polynomial functions of (x, y, y ′ )), and Let I(x, y, y ′ ) be an elementary first integral of it. Then, there is a S-function (S) associated with the 2ODE (27) such that: (i) S is an algebraic function of (x, y, y ′ ). 6 A Riccati ODE can be generally written as
For a proof, please see [27] (ii) The polynomial that defines the algebraic function S is an eigenpolynomial of the operator
is the operator defined by (10)).
The claiming (ii) is simply a more formal way of saying that the S-function must obey (25) . Besides, it turns clearer what to do to obtain the S-function: we 'only' have to calculate the eigenpolynomials (the Darboux polynomials) of the operator D. Each eigenpolynomial defines an algebraic function of (x, y, y ′ ) which is a Sfunction associated with the 2ODE (27) . The emphasis on the word only is just to remember that calculating the eigenpolynomials of the operator D may not be an easy task. But, although the procedure may be hard to apply, it is of an algorithmic nature.
In this paper we want to deal with 2ODEs integrable by quadratures (i.e., presenting Liouvillian 8 first integrals). Since we do not know the general form of the S-funtions for this case, we will restrict ourselves to the case where the 2ODE presents rational S-funtions. We will show that even with this restriction, we can find symmetries in a lot of interesting cases.
Finding the symmetries
Once we have found the rational S-functions associated with the 2ODE (27), we will use the relation D x [η]/η = −S to obtain a Lie symmetry. As we have mentioned in the last section, we will restrict ourselves to the case where the 2ODE (27) presents rational S-funtions. For this case we were able to prove the following result (this paper's second goal):
Theorem 3: Let y ′′ = φ(x, y, y ′ ) = M/N (M and N polynomials of (x, y, y ′ ) ) be a rational 2ODE presenting two independent Liouvillian first integrals I 1 (x, y, y ′ ) and I 2 (x, y, y ′ ) . If this 2ODE has two rational S-functions S 1 and S 2 associated with it such that dI 1 = R 1 ((φ + S 1 y ′ )dx − S 1 dy − dy ′ ) and dI 2 = R 2 ((φ + S 2 y ′ )dx − S 2 dy − dy ′ ), then the following statements hold:
(i) There exists two independent Lie symmetries in the evolutionary form (16) such that the infinitesimals η 1 and η 2 are Darboux functions of (x, y, y ′ ) , i.e., the infinitesimals η 1 and η 2 have the form
where A 1 , B 1 , A 2 , B 2 , the p 1i and the p 2j are polynomial functions of (x, y, y ′ ) and the c 1i and c 2j are constants.
(ii) The p 1i and the p 2j are irreductible eigen-polynomials (Darboux polynomials) of the operator D (defined by N D x ) or are irreductible factors of the denominators of S 1 , S 2 , respectively. In order to prove this theorem we will need some results:
Proposition 1: Let y ′′ = φ(x, y, y ′ ) be a 2ODE presenting a first integral I(x, y, y ′ ) . If S(x, y, y ′ ) is a S-function associated with it, then the 1ODE defined by
has I(a 1 , u, v) = C (where C is a constant) as its general solution.
Proof of Proposition 1:
Consider that the hypothesis of proposition 1 are satisfied. To prove proposition 1 we only have to prove that S = I y /I y ′ . According to (8) we can write dI = R((φ + S y ′ )dx − S dy − dy ′ ), leading to I y = −R S and
Using similar reasoning we can enunciate the following 9 :
Proposition 2: Let y ′′ = φ(x, y, y ′ ) be a 2ODE presenting a first integral I(x, y, y ′ ) . If S(x, y, y ′ ) is a S-function associated with it, then the 1ODE defined by
has I(t, a 2 , v) = C (where C is a constant) as its general solution.
Proposition 3: Let y ′′ = φ(x, y, y ′ ) be a 2ODE presenting a first integral I(x, y, y ′ ) . If S(x, y, y ′ ) is a S-function associated with it, then the 1ODE defined by
has I(t, u, a 3 ) = C (where C is a constant) as its general solution.
Definition 3:
The three 1ODEs (30), (32) and (33) will be called auxiliary 1ODEs of the 2ODE (27) associated with the S-function S(x, y, y ′ ) .
In what follows, we will refer to (30) as 1ODE A1, to (32) as 1ODE A2 and to (33) as 1ODE A3. This concept (of auxiliary 1ODE) will be useful to enunciate the following result. Note that the general solution of the auxiliary 1ODEs (A1, A2 and A3) are defined by the function I that is a first integral of the 2ODE. The following result establishes another important link between the 2ODE and the auxiliary 1ODEs.
Proposition 4: Let y ′′ = φ(x, y, y ′ ) be a 2ODE presenting a Lie symmetry that can be written (in the evolutionary form) as 
implying that [Y,
Proposition 5: Let y ′′ = φ(x, y, y ′ ) be a 2ODE presenting two independent first integrals I 1 (x, y, y ′ ) and I 2 (x, y, y ′ ) . If S 1 = I 1y /I 1z and S 2 = I 2y /I 2z are two S-functions associated with it such that dI 1 = R 1 ((φ + S 1 y ′ )dx − S 1 dy − dy ′ ) and dI 2 = R 2 ((φ + S 2 y ′ )dx − S 2 dy − dy ′ ), then there are infinitesimals for Lie symmetries in the evolutionary form, η 1 and η 2 , (such that
Proof of Proposition 5: Consider that the hypothesis of the proposition are fulfilled. Let the operators 
implying that
Since I 2y ′ = −R 2 , I 1y /I 1y ′ = S 1 and I 2y /I 2y ′ = S 2 we can write η 1 = 1/((S 1 − S 2 ) R 2 ) and we can deduce the format (38) for η 2 in an analogous way. 2
Theorem 4: If a rational 1ODE written in the form y ′ = M (x, y)/N (x, y) ( M and N are polynomials with no common factor) has a general solution of the form I(x, y) = C where I is a Liouvillian function of its arguments and C is an arbitrary constant, then the 1-form M dx − N dy presents an integrating factor R of the form
where r 0 is a rational function of (x, y), the p i and the factors of the denominator of r 0 are irreductible Darboux polynomials of the operator N ∂ x + M ∂ y and the c i are constants.
For a proof of theorem 4 see [31, 32, 33, 34] or [35, 36] .
Now we can prove theorem 3. The key point in the following demonstration is the fact that the general solutions of the auxiliary 1ODEs associated with S are defined by the same function I that is a first integral of the rational 2ODE y ′′ = φ(x, y, y ′ ) = M/N .
Proof of Theorem 3:
First of all let's stablish some notation: we will write S 1 = P 1 /Q 1 and S 2 = P 2 /Q 2 , where P 1 , Q 1 , P 2 and Q 2 are polynomials of (x, y, y ′ ) and the pairs P 1 , Q 1 and P 2 , Q 2 do not have any common factors.
Consider now that the hypothesis of the theorem are fulfilled. From proposition 1, we have that I 1 (a 1 , u, v) = C is a general Liouvillian solution of the rational auxiliary 1ODE A1 associated with S 1
Then (from theorem 4) the 1-form P 1 (a 1 , u, v) du + Q 1 (a 1 , u, v) dv presents an integrating factor of the form (40). Let R [A1,S1] (a 1 , u, v) be such an integrating factor. Since
we can see that
is also an integrating factor for the 1-form a 1 , u, v) dv . Then, we can write 
is an integrating factor for the 1-form (φ + S 1 y ′ )dx − S 1 dy − dy ′ .
Besides, from proposition 2 we have that I 1 (t, a 2 , v) = C is a general Liouvillian solution of the rational auxiliary 1ODE A2 associated with S 1
(43) Then (from theorem 4) the 1-form −(Q 1 M + v P 1 N ) dt + Q 1 N dv presents an integrating factor of the form (40). Let R [A2,S1] (t, a 2 , v) be such an integrating factor. From (42) and using a completely analogous reasoning of what we have shown above, we can conclude that R 1 (t, a 2 , v)/ (Q 1 (t, a 2 , v) N (t, a 2 , v) ) is also an integrating factor for the 1-form −(Q 1 M +v P 1 N ) dt+Q 1 N dv . Then, we can write
• First possibility: R [A1,S1] (x, y, y ′ ) = k R [A2,S1] (x, y, y ′ ) N (x, y, y ′ ) . Let's remember that the polynomials forming R [A1,S1] (x, y, y ′ ) are polynomials of (y, y ′ ) and the polynomials forming R [A2,S1] (x, y, y ′ ) are polynomials of (x, y ′ ) . Therefore, we can conclude that R [A1,S1] (x, y, y ′ ) and R [A2,S1] (x, y, y ′ ) are of the form exp[r 0 ] i p i c i , where the p i are polynomials of (x, y, y ′ ) and r 0 is a rational function of (x, y, y ′ ) .
• Second possibility:
For the case where I 1 is an elementary function of (x, y, y ′ ) , from the results presented in [29] we can conclude that R [A1,S1] (x, y, y ′ ) and R [A2,S1] (x, y, y ′ ) are of the form i p i c i and use the same reasoning above to show that the p i are polynomials of (x, y, y ′ ) . Now, let's suppose that I 1 is a non elementary Liouvillian function of (x, y, y ′ ) . Since R [A1,S1] (x, y, y ′ ) and R [A2,S1] (x, y, y ′ ) are elementary functions, the only possibility for the relation R [A1,S1] (x, y, y ′ ) = F(I 1 ) R [A2,S1] (x, y, y ′ ) N (x, y, y ′ ) to be true is that F(I 1 ) is the constant function, i.e., F(I 1 ) = k . So, we are again in the first possibility and we have that R [A1,S1] (x, y, y ′ ) and R [A2,S1] (x, y, y ′ ) are of the form exp[r 0 ] i p i c i , where the p i are polynomials of (x, y, y ′ ) and r 0 is a rational function of (x, y, y ′ ) . Now, consider the auxiliary rational 1ODEs A1 and A2 associated with S 2 :
(45) From theorem 4 (and using propositions 2 and 3 again), we can infer that the 1-forms , a 2 , v) N (t, a 2 , v) dv present integrating factors of the form (40). Let R [A1,S2] (a 1 , u, v) and R [A2,S2] (t, a 2 , v) be, respectively, these integrating factors. Using the same reasoning above we can conclude that (analogously as above):
• −R [A1,S2] (x, y, y ′ ) Q 2 (x, y, y ′ ) is an integrating factor for the 1-form (φ + S 2 y ′ )dx − S 2 dy − dy ′ .
•
is an integrating factor for the 1-form (φ + S 2 y ′ )dx − S 2 dy − dy ′ .
• R [A1,S2] (x, y, y ′ ) and R [A2,S2] (x, y, y ′ ) are of the form exp[r 0 ] i p i c i , where the p i are polynomials of (x, y, y ′ ) and r 0 is a rational function of (x, y, y ′ ) .
Therefore, from these results and the analogous above, we can afirm that there exists two independent Liouvillian first integrals I 1 and I 2 such that
where We can now prove (i). From (46), (47) and proposition 5 we can conclude (since S 1 and S 2 are rational functions of (x, y, y ′ ) ) that there are infinitesimals η 1 and η 2 of the form (28) and (29) .
In order to prove (ii) and (iii) let's first note that
i.e., Q 1
are polynomials in (x, y, y ′ ) . So, we have the situation: the infinitesimals η 1 and η 2 are Darboux functions such that
= pol 1 and
Finally, from the main result presented in [33] , we can directly conclude (ii) and (iii) . 2
The procedure to calculate the symmetries in this case is completely analogous to that for calculate the integrating factors of rational 1ODEs with Liouvillian solution (see [34] ): briefly, we calculate the Darboux polynomials (up to a certain degree) of the operator D . Then we substitute the candidates for η in the equation
and we solve the resulting linear equations for the constants c i .
Examples
In this section we will present two examples where we can use the semi-algorithm presented above to calculate the Lie symmetries. In the first example we will show a 2ODE with one point symmetry and one Darboux dynamical symmetry to ilustrate theorem 3. This symmetry can be found by our method -a process devoided of any guess. We will use this example to show our procedure in action, i.e., we will provide comments about the calculations to clearer the steps of the method. In the second example we use a 2ODE not presenting Lie point symmetries but with two rational dynamical symmetries. The good point to be noted is that, for our kind of process, the existence or not of point symmetries makes no difference.
First example
Consider the 2ODE given by
To use the procedure explained in the section 3 we have, first, to obtain the operators D and D . They are given by
The second step is to calculate the Darboux polynomials of the operator D . We can find two Darboux polynomials:
p s2 = x (−2 y + zy + zx)(z − 1) + s y (x − y)(zx − y).
The S-functions are the solutions of Darboux polynomial of D = 0. From (54) and (55) we can obtain two rational S-functions given by S1 = (z − 1) (y + x) y (x − y) ,
S2 = x (−2 y + zy + zx) (z − 1) (x − y) (zx − y) y .
The next step is to calculate the Darboux polynomials of the D operator and the corresponding cofactors to build the infinitesimals. They are
the dynamical system under study does not present Lie point symmetries (in which case we can not even count with a systematic method to deal with the problem).
In this paper we have proposed a semi-algorithm to find Lie symmetries for a rational 2ODE. We began by showing a deep connection between the S-functions (see section 2.1 and [1, 27] ) of a 2ODE and its symmetries in the evolutionary form. Then, restricting ourselves to the case where the S-functions are rational and the first integrals are Liouvillian, we could develop a semi-algorithm to calculate the symmetries.
The great advantage of our method is that it converts the search for symmetries into (essentially) searching the Darboux polynomials of the polynomial differential linear operators D and D (in other words, into solving second degree algebraic equations) -a semi-algorithmic procedure. The disadvantage is that, as the degree of the Darboux polynomials grows, the computational coast increases 'a lot' and, sometimes, turns the entire process inviable.
Our method is not general since it is limited to the cases where the S-functions are rational (see section 3). However, from a practical point of view, this restriction does not seems to be a great one: all the non-linear rational 2ODEs (that we have analysed) with two Liouvillian first integrals, presented rational S-functions.
In regard to future work, there are some main directions (open questions):
• What is the general form of the S-functions for a 2ODE presenting two Liouvillian first integrals? (and only one Liouvillian first integral?)
• What about NODEs?
• What happens if we consider elementary functions present in the ODE?
• What about systems of ODEs?
• Etc...
