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4Abstract
Due to the expansion of datas, compression algorithms are now crucial
algorithms. We address here the problem of finding an optimal compression
algorithm with respect to a given Markovian source. To this purpose, we extend
the classical Huffman algorithm. We describe some algorithm and analyse their
efficiency.
The kernels are popular methods to measure the similarity between words
for classication and learning. We generalize the definition of rational kernels
in order to apply kernels to the comparison of languages. We study this ge-
neralization for factor and subsequence kernels and prove that these kernels
are defined for parameters chosen in an appropriate interval. We give different
methods to build weighted transducers which compute these kernels.
5Re´sume´
En raison de l’expansion des donne´es, les algorithmes de compression sont
de´sormais cruciaux. Nous abordons ici le proble`me de trouver des algorithmes
de compression optimaux par rapport a` une source de Markov donne´e. A cet
effet, nous e´tendons l’algorithme de Huffman classique. Le codage a` chaque
instant de´pend alors a` la fois de la probabilite´ d’apparition des lettres mais
aussi de l’e´tat de la source. Partant du constat que l’algorithme ainsi de´crit se
comporte mieux si les lettres ou facteurs a` encoder ont une probabilite´ d’ap-
parition proche de 1
2
, on de´crit un nouvel algorithme qui encode des facteurs
de longueur variable afin de se placer le plus pre`s possibles de ces conditions
ide´ales.
Les noyaux sont des me´thodes courantes pour mesurer la similarite´ entre les
mots pour la classification et l’apprentissage. Nous ge´ne´ralisons la de´finition
des noyaux rationnels afin d’appliquer les noyaux a` la comparaison des lan-
gages. Nous e´tudions cette ge´ne´ralisation pour les noyaux de facteurs et de
sous-mots et prouvons que ces noyaux sont de´finis pour les parame`tres choi-
sis dans un intervalle approprie´. Nous donnons diffe´rentes me´thodes pour
construire des transducteurs ponde´re´s qui calculent ces noyaux. Ensuite, on
illustre cette e´tude par des exemples re´els pour mesurer si ces noyaux per-




2 Notions de Base 13
2.1 Structures alge´briques . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.1 Mono¨ıde . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.2 Semi-anneaux . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.3 Expression rationnelle a` multiplicite´ . . . . . . . . . . . . 14
2.1.4 Polynoˆmes et se´ries formelles . . . . . . . . . . . . . . . 14
2.1.5 Ensemble de se´ries rationnelles . . . . . . . . . . . . . . 16
2.2 Automates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 Automates sur un alphabet . . . . . . . . . . . . . . . . 16
2.2.2 Automates ponde´re´s . . . . . . . . . . . . . . . . . . . . 17
2.3 Les Transducteurs . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.1 Transducteurs a` e´tats fini . . . . . . . . . . . . . . . . . 18
2.3.2 Les transducteurs ponde´re´s . . . . . . . . . . . . . . . . 19
2.3.3 Composition de transducteurs ponde´re´s . . . . . . . . . . 19
2.3.4 Suppression des ε-transitions . . . . . . . . . . . . . . . . 22
3 Compression Guide´e par Automates 25
3.1 Fondements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.1 Compression . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.2 Compression par transducteur . . . . . . . . . . . . . . . 25
3.1.3 Codage pre´fixe et de´codage . . . . . . . . . . . . . . . . 26
3.1.4 Codage et de´codage par l’algorithme de Huffman classique 27
3.2 Compression avec une source de Markov . . . . . . . . . . . . . 28
3.2.1 Automates stochastiques et sources Markoviennes . . . . 29
3.2.2 Calcul de l’entropie d’une source Markovienne . . . . . . 31
3.2.3 Calcul de l’efficacite´ d’un codeur rationnel . . . . . . . . 33
3.3 Codage par blocs de longueur fixe . . . . . . . . . . . . . . . . . 35
3.3.1 Algorithme de Huffman local . . . . . . . . . . . . . . . 35
3.3.2 Algorithme de Huffman d’ordre k . . . . . . . . . . . . . 37
3.4 Codage par blocs de longueur variable . . . . . . . . . . . . . . 40
3.4.1 Codage parfait . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.2 Algorithme de Huffman adaptatif . . . . . . . . . . . . . 41
7
8 TABLE DES MATIE`RES
3.4.3 E´valuation de l’efficacite´ du codage . . . . . . . . . . . . 44
4 Noyaux et signatures de langages 45
4.1 Noyaux et signatures de langages . . . . . . . . . . . . . . . . . 45
4.2 Noyau rationnel . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3 Signatures de facteur . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3.1 Signature de facteurs de mots . . . . . . . . . . . . . . . 48
4.3.2 Signature des facteurs de langages . . . . . . . . . . . . . 49
4.4 Signature des sous-mots et noyaux . . . . . . . . . . . . . . . . 52
4.4.1 Signature des sous-mots de mots . . . . . . . . . . . . . 52
4.4.2 Calculs effectifs de noyaux de sous-mots . . . . . . . . . 54
4.4.3 Signature des sous-mots des langages rationnels . . . . . 57
4.4.4 Calcul de la signature des sous-mots . . . . . . . . . . . 61
4.4.5 Les signatures caracte´risent les langages . . . . . . . . . 64
4.5 Tests et applications des noyaux de langages rationnels . . . . . 65
4.6 Extensions et perspectives . . . . . . . . . . . . . . . . . . . . . 67
4.6.1 Ope´rations asyme´trique et noyaux hybrides . . . . . . . . 67
4.6.2 Alge`bre des noyaux rationnels . . . . . . . . . . . . . . . 68
4.6.3 Noyaux rationnels n-aires . . . . . . . . . . . . . . . . . 70
Chapitre 1
Introduction
Cette the`se est consacre´e d’une part a` l’e´tude de la ge´ne´ralisation des algo-
rithmes tre`s connus de compression symbole par symbole vers une compression
d’une source Markovienne introduit dans ([21]), d’autre part a` donner des al-
gorithmes de calcul de noyaux et signatures de langages rationnels. Jusqu’a`
pre´sent, ces meˆme algorithmes ont e´te´ couramment applique´s aux chaˆınes de
caracte`res, c’est-a`-dire aux noyaux de mots.
Voici quelques motivations des noyaux. En informatique, l’apprentissage au-
tomatique consiste a` exploiter des donne´es pre´existantes pour cre´er des mode`les
mathe´matiques capables de faire des pre´dictions qui permettent de de´cider la
se´paration, la classification ou la reconnaissance de ces donne´es : lecture des
e´critures manuscrites par un syste`me informatique, traitement de la voix et du
langage naturel, etc.
De nombreux travaux et de progre`s ont e´te´ constate´s durant cette dernie`re
de´cennie en apprentissage ([1, 34, 17]), combinatoire des mots ([26]) et dans
de nombreux domaines d’applications comme ceux introduits dans ([29]) pour
la reconnaissance de la voix.
Au de´part les algorithmes conc¸us pour cette proble´matique traitaient des
objets de taille fixe (vecteurs de composante). Actuellement, beaucoup de
proble`mes font intervenir des se´quences de tailles variables.
Le proble`me consiste a` trouver des algorithmes tre`s efficaces (telles que les
fonctions noyaux) qui permettent l’apprentissage ou la se´paration de donne´es.
Des algorithmes efficaces dans la mesure ou` ils re´pondent rapidement a` leur
interrogation en un temps le plus court possible quand la taille des objets
traite´s devient importante.
En classification et en apprentissage, les me´thodes a` noyaux, comme support
vector machine, sont largement utilise´es ([4, 22, 19, 7, 16, 33]).
Dans plusieurs domaines, comme la reconnaissance de voix et des documents
manuscrits, ou dans les calculs de biologie, les me´thodes a` noyaux offrent une
re´ponse simple et efficace pour la classification de motifs.
Les re´sultats obtenus dans ce me´moire reposent pour la plupart sur des
constructions de transducteurs. Premie`rement, on emploie des algorithmes de´ja`
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connus, comme l’algorithme de Huffman. Cet algorithme est applique´ d’abord
localement a` chaque e´tat d’une chaˆıne de Markov donne´e. Deuxie`mement, on
s’inspire de la me´thode connue du calcul de noyaux entre deux mots pour
l’e´tendre a` la comparaison de langages. Les noyaux sont en fait le produit
scalaire des signatures des objets que l’on compare. Les signatures et les noyaux
de langages sont donne´s explicitement, que ce soit les algorithmes associe´s ou
les transducteurs les calculant.
Le premier chapitre est consacre´ a` l’exposition des structures de´ja` exis-
tantes : automates a` poids, transducteurs et se´ries rationnelles re´alise´es par
ces transducteurs. Elles seront tre`s utiles pour calculer les noyaux de langages
rationnels.
Le second chapitre est consacre´ au de´tail des transducteurs re´alisant une
fonction de compression d’un automate de´crivant une source Markovie´nne. On
donne un exemple expliquant comment appliquer Huffman localement a` une
source de Markov et le re´sultat de ce transducteur. Ensuite, on pre´sente un
autre algorithme quasi optimal se basant toujours sur Huffman local ; mais
cette fois-ci, a` la diffe´rence, les pre´fixes a` partir de chaque e´tat de la source
Markovienne sont d’une longueur variable de manie`re a` obtenir un pre´fixe
d’une probabilite´ d’une puissance de 1
2
. Dans ce chapitre on voit bien com-
ment une source Markovienne sert de me´moire au texte de´ja` code´ et le texte
prochainement a` coder, ce qui explique l’efficacite´ de cet algorithme. Dans ce
meˆme chapitre on calcule l’efficacite´ et l’entropie du transducteur compresseur
et on examine la convergence de l’efficacite´ vers l’entropie (optimal the´orique).
Dans ce deuxie`me chapitre on suit en de´tail le plan suivant pour aborder
ces points.
— Dans un premier temps, nous formalisons la notion d’algorithme de com-
pression et introduisons les compressions re´alisables par transducteurs.
Nous e´tudions les proprie´te´s des transducteurs qui permettent une com-
pression (et une de´compression efficace). Nous illustrons ces de´finitions
a` l’aide de l’algorithme de Huffman [13].
— Nous examinons ensuite pre´cise´ment ce que signifie la compression d’une
source Markovienne. Nous introduisons alors l’entropie d’une telle source.
Nous de´finissons alors l’efficacite´ d’un algorithme de compression pour
cette source et montrons que l’entropie est un optimal pour cette effica-
cite´. Nous montrons enfin comment e´valuer l’efficacite´ d’un transducteur
re´alisant une compression.
— Nous pre´sentons ensuite la transposition directe de l’algorithme de Huff-
man au cas des sources Markoviennes. Nous comparons l’efficacite´ d’un
tel codage en fonction de la longueur des facteurs encode´s.
— Enfin, nous examinons les cas dans lesquels ce codage est optimal et
nous en de´duisons un algorithme encodant les facteurs de longueur va-
riable. Nous analysons enfin cet algorithme et montrons qu’il permet de
s’approcher autant que souhaite´ d’une compression optimale.
Puis, dans la section 3.2.3 nous allons de´crire comment la qualite´ d’un
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codage effectue´ par un transducteur se´quentiel peut eˆtre e´value´ par rapport a`
une source de Markov.
Dans le troisie`me chapitre, nous abordons d’abord un type particulier de
noyaux, appele´ noyaux rationnels. Ces noyaux ont e´te´ introduits dans [9] et
ont e´te´ largement e´tudie´es dans [10].
Nous ge´ne´ralisons les constructions introduites dans [10] et de´finissons les
noyaux entre langages rationnels.
Plus pre´cise´ment, le chapitre suit le plan suivant.
— Nous rappelons d’abord la de´finition de noyau et montrons comment
certains noyaux peuvent eˆtre re´alise´s comme produits scalaires de signa-
tures. Nous de´finissons l’extension de ces notions pour les langages.
— Nous pre´sentons ensuite les noyaux rationnels qui sont des noyaux cal-
culables par transducteurs ; nous transposons aussi cette notion aux si-
gnatures rationnelles. Nous montrons qu’un noyau rationnel sur les mots
s’e´tend en un noyau rationnel pour les langages.
— Nous nous concentrons ensuite sur deux noyaux particuliers, les noyaux
de facteurs et les noyaux de sous-mots. Nous e´tudions les conditions de
convergence des se´ries qui interviennent dans le calcul de ces noyaux.
— Nous appliquons ces noyaux a` un corpus afin d’e´tudier leur pertinence.
— Enfin, nous pre´sentons quelques extensions possibles de notre travail.




Les structures alge´briques, semi-anneaux, automates, langages, sont large-
ment e´tudie´s dans [20] ou [30], on rappelle quelques notions dont on a besoin
dans cette the`se.
2.1.1 Mono¨ıde
De´finition 1 Un ensemble X, muni d’une loi associative et qui contient un
e´le´ment neutre note´ 1X , est un mono¨ıde. Lorsqu’on veut pre´ciser que X est
muni de la loi ”.”, on de´signe le mono¨ıde par (X, .).
De´finition 2 On de´signe par alphabet un ensemble fini A non vide de sym-
boles appele´s lettres. On peut former des mots par concate´nation de ces lettres.
L’ope´ration de concate´nation, associative, fait de l’ensemble des mots sur A,
note´ A∗, un mono¨ıde : le mono¨ıde libre engendre´ par A. Le mot vide, e´le´ment
neutre de ce monoide est note´ 1A∗. On notera A
+ l’ensemble des mots de A∗
diffe´rents du mot vide. Un sous-ensemble de A∗ est appele´ langage. La longueur
d’un mot est le nombre de lettres qu’il comporte ; on note la longueur d’un mot
u par |u|. On notera par ailleurs ui la i-e`me lettre du mot u.
2.1.2 Semi-anneaux
De´finition 3 Un semi-anneau est un ensemble K, muni de deux lois associa-
tives et d’un e´le´ment neutre pour chaque loi. La premie`re loi (⊕) est commuta-
tive, la seconde (⊗) est distributive sur la premie`re. On les appellera respecti-
vement addition et multiplication. L’e´le´ment neutre de l’addition (0K) doit de
plus eˆtre absorbant pour la multiplication. Dans le cas ou` l’on souhaite pre´ciser
quelles sont les lois du semi-anneau, on note (K,⊕,⊗). On note K∗, l’ensemble
des e´le´ments de K diffe´rents de 0K.
De´finition 4 Soit (K,⊕,⊗) un semi-anneau. Pour tout x dans K, pour tout n
dans N, xn est defini inductivement par x0 = 1K et x
n = x⊗ xn−1. On pose la
13
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Si Xn admet une limite dans K lorsque n tend vers l’infini, cette limite est





















2.1.3 Expression rationnelle a` multiplicite´
La de´finition des expressions rationnelles sur un alphabet A a` multiplicite´
dans un semi-anneau K se fait par re´currence.
De´finition 5 Soit {0, 1,+, ., ∗} un ensemble de symboles et A un alphabet.
i) 0, 1 et a, pour tout a appartenant a` A, sont des expression rationnelles
(atomiques).
ii) Si E est une expression rationnelle,et k un e´le´ment de K, alors (kE) et
(Ek) sont des expression rationnelles.
iii) si E et F sont des expression rationnelles, alors (E+F ), (E.F ) et (E∗)
aussi.
Les symboles 0 et 1 sont donc des constantes, + et . sont des ope´rateurs
binaires ; * est un ope´rateur unaire. On note KExpA l’ensemble des expression
rationnelles sur A a` multiplicite´ dans K.
2.1.4 Polynoˆmes et se´ries formelles
De´finition 6 Soit A un alphabet et (K,⊕,⊗) un semi-anneau. On appelle
semi-anneau des se´ries (formelles) sur A∗ a` coefficients (ou a` multiplicite´)
dans K, qu’on note K〈〈A∗〉〉, l’ensemble des applications de A∗ dans K muni
des ope´rations d’addition et de multiplication suivantes :
α⊕ β : x 7→ 〈α, x〉 ⊕ 〈β, x〉,
α⊗ β : x 7→
⊕
y.z=x
〈α, y〉 ⊗ 〈β, z〉,
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ou` 〈α, u〉 = uα est le coefficient d’un mot u dans la se´rie α. On note formelle-





Si on identifie un scalaire k de K a` la se´rie k1A∗ , on de´finit du meˆme coup
la multiplication d’une se´rie par un scalaire .
De´finition 7 Le support d’une se´rie s de K〈〈A∗〉〉, note´ Supp(s) est l’ensemble
des mots dont les coefficients sont non nuls.
Supp(s) = {u ∈ A∗ : 〈s, u〉 6= 0K}.
Une se´rie dont le support est fini est un polynoˆme. L’ensemble des polynoˆmes
forme un sous-semi-anneau de K〈〈A∗〉〉 note´ K〈A∗〉.
De´finition 8 On appelle terme constant de la se´rie s, note´ c(s), le coefficient
du mot vide dans s : 〈s, 1A∗〉. La partie propre d’une se´rie s est la se´rie sp
de´finie par :
〈sp, 1A∗〉 = 0K, ∀u ∈ A+, 〈sp, u〉 = 〈s, u〉.
On peut donc e´crire s = c(s)1A∗
⊕
sp. Comme dans tout semi-anneau, on
peut vouloir calculer l’e´toile d’une se´rie. La de´finition d’une telle quantite´ est
fortement lie´e a` la de´finition de l’e´toile dans le semi-anneau de coefficients.
Proposition 1 L’e´toile d’une se´rie s de K〈〈A∗〉〉 est de´finie si et seulement si
l’e´toile du terme constant de s est de´finie dans K. On a alors l’e´galite´ suivante :
s∗ = (c(s)∗sp)
∗c(s)∗.








〈s∗p, v1〉 ⊗ · · · ⊗ 〈s∗p, vn〉.
Le membre droit de cette e´quation est une somme finie car il n’existe qu’un
nombre fini de factorisations de u en mots non vides.
Remarque 2 Si l’e´toile est toujours de´finie sur le semi-anneau K, elle est
d’apre`s la proposition, toujours de´finie sur K〈〈A∗〉〉.
16 CHAPITRE 2. NOTIONS DE BASE
2.1.5 Ensemble de se´ries rationnelles
Les se´ries rationnelles ont e´te´ largement aborde´es dans ([2]). On reprend
quelques notions et de´finitions
De´finition 9 Soit M un monoide. L’ensemble RatM des ensembles rationnels
de M est la cloˆture des ensemble finis de M par les ope´rations produit, d’union
et d’e´toile. Ce qui revient a` dire que les ensembles rationnels de M sont les
e´le´ment P(M) rationnels par rapport aux ensembles finis. Si M est le monoide
libre, on parle de langage rationnels.
De´finition 10 Le semi-anneau des se´ries rationnelles KRatA∗ de K〈〈A∗〉〉 est
la cloˆture du semi-anneau des polynoˆmes par les ope´ration d’addition, de mul-
tiplication et d’e´toile, si cette dernie`re est de´finie.
Exemple. Soit A = {a, b} un alphabet. Formons un langage rationnel dans le
monoide libre A∗. Le langage ab (en fait le singleton ab) est un langage fini,le
langage a+ b aussi. le langage (a+ b)∗ est l’e´toile d’un langage fini, donc il est
rationnel. En fait, il s’agit de A∗ tout entier. Le langage L1 = (a+b)∗ab(a+b)∗
est un produit de langages rationnels ; il est donc aussi rationnel. Pour former
un mot qui appartienne a` ce langage, on commence par n’importe quel mot
dans (a + b)∗ au de´but et un ab au milieu et la fin on met n’importe quel
mot appartenant a` (a + b)∗. On peut analyser un peut plus finement ce que
repre´sente cette description. Plac¸ons nous dans le cadre des se´ries a` multiplicite´
dans N. Le mot ab est alors vu comme un polynoˆme forme´ d’un seul monome
dont le coefficient est 1. La se´rie χA∗ = (a + b)
∗ est la se´rie caracte´ristique
de A∗, c’est-a`-dire que pour tout mot u de A∗, 〈χA∗ , u〉 = 1. La se´rie s1 =
(a + b)∗ab(a + b)∗ est donc une se´rie rationnelle. La multiplicite´ d’un mot u
dans s1 est le nombre de fac¸ons dont u se factorise en u = w.ab.v, c’est donc
le nombre de facteurs ab qui apparaissent dans u.
2.2 Automates
La the´orie des automates et les langages formels sont largement aborde´s
dans [36, 5, 3, 30], on rappelle quelques de´finitions illustre´es par des exemples.
2.2.1 Automates sur un alphabet
De´finition 11 Un automate A est un quintuplet (Q,A,E, I, T ), ou` Q est un
ensemble fini d’e´tats, E un sous-ensemble de Q×A×Q, appele´ ensemble des
transitions et I (resp.T) un sous-ensemble de Q regroupant les e´tats initiaux






Figure 2.1 – Automate a` trois e´tats
Exemple. Soit A1 = (Q,A,E, I, T ) l’automate de´fini par :
Q ={p, q, r},
A ={a, b},
E ={(p, a, p), (p, b, p), (p, a, q), (q, b, r), (r, a, r), (r, b, r)},
I ={p},
T ={r}.
La repre´sentation graphique de cet automate est donne´e Figure 2.1. Les e´tats
initiaux sont indique´s par une fle`che entrante et les e´tat terminaux par une
fle`che sortante. Le langage reconnu par un automate est l’ensemble de mots
accepte´ par ce dernier, dans notre exemple il s’agit de (a+ b)∗ab(a+ b)∗.
De´finition 12 Soit A = (Q,A,E, I, T ) un automate. Un chemin de A est une
suite de transitions dont les images dans le graphe associe´ forment un chemin.
L’e´tiquette d’un chemin est le mot forme´ par la concate´nation des e´tiquettes
des transitions qui le constituent. Un chemin re´ussi (aussi appele´ calcul) de A
est un chemin dont l’e´tat de de´part appartient a` I et celui d’arrive´e a` T .
2.2.2 Automates ponde´re´s
De´finition 13 Soit K un semi-anneau et A un alphabet. Un K-automate A
sur A∗ est un sextuplet A = (Q,A,K,M, I, T ), ou` Q est un ensemble fini
d’e´tats, M un sous-ensemble fini de Q×A×K×Q qui sont les transitions de
A, I et T deux vecteurs de KQ.
Le poids d’une transition (p, a, k, q) est k ; le poids initial (resp. final) d’un e´tat
p est Ip (resp. Tp).
Le poids d’un chemin est le produit des poids de toutes les transitions de ce
chemin, le poids d’un calcul est le poids du chemin multiplie´ respectivement a`
gauche et a` droite par le poids initial de l’e´tat de de´part et le poids final de
l’e´tat d’arrive´e. Le poids d’un mot accepte´ par cet automate est la somme des
poids de tous les calculs e´tiquete´s par ce mot ; s’il n’est pas accepte´ par A, son
poids est fixe´ a` ze´ro.
Les automates ponde´re´s sont largement e´tudie´ dans [28, 14]. UnK-automate
A re´alise donc une fonction des mots dans K ; cette fonction peut eˆtre vue
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comme une se´rie formelle. Cette se´rie est alors appele´e comportement du K-
automate, et deux K-automates sont e´quivalents s’ils ont le meˆme comporte-
ment. Pour chaque mot w dans A∗, on note A(w) le poids associe´ a` w par
A.
De´finition 14 Soit A = (Q,A,K,M, I, T ) un automate ponde´re´. La repre´-
sentation line´aire de A est un triplet (I, µ, T ) ou` µ est une fonction de A∗
dans KQ×Q telle que :
∀p, q ∈ Q, ∀a ∈ A, µ(a)p,q = k ⇔ (p, a, k, q) ∈M.
2.3 Les Transducteurs
2.3.1 Transducteurs a` e´tats fini
Un transducteur fini est de´fini par un 6-uplet T = (Q,A,B, I, F, δ), ou` :
— Q est l’ensemble fini des e´tats du transducteur ;
— A et B sont deux alphabets ;
— I est l’ensemble des e´tats initiaux ⊆ Q ;
— F est l’ensemble des e´tats terminaux ⊆ Q ;
— δ est la table de transition : c’est un sous-ensemble de Q× (A ∪ {ε})×
(B ∪ {ε})×Q ou` ε est le mot vide.
Dans cette de´finition, on admet les ε-transitions.
La proprie´te´ (q, a, b, r) ∈ δ signifie qu’il existe une transition de l’e´tat q vers
l’e´tat r e´tiquete´e par la paire (a, b).
Selon les applications, un transducteur sera conside´re´ comme un accepteur
qui lit une paire de mots A∗×B∗. Dans ce cas, le transducteur accepte un en-
semble de paires et reconnaˆıt donc une relation. Toute relation reconnaissable
par un transducteur fini sera appele´ relation rationnelle. On notera q
(a,b)−−→ r
la transition d’un tel transducteur.
Dans d’autres applications, on pre´fe`re conside´re´ le transducteur comme un
automate qui lit un mot de A∗ et produit un ensemble (rationnel) de mots de
B∗. Dans ce cas, A est appele´ alphabet d’entre´e et B alphabet de sortie et
le transducteur re´alise une fonction de A∗ dans RatB∗. On notera q
a|b−→ r la
transition d’un tel transducteur.
Dans ce cas, il peut eˆtre inte´ressant de conside´rer le cas ou` cette fonction
est re´alise´e de manie`re de´terministe.
De´finition 15 Un transducteur est se´quentiel s’il est de´terministe par rapport
a` son entre´e : le transducteur a un seul e´tat initial, toute transition est e´tiquete´e
en entre´e par une lettre et pour tout e´tat p et toute lettre a, il y a au plus une
transition partant de p e´tiquete´e en entre´e par a.
Si T est un transducteur, pour toute paire de mots (u, v) on note u[T ]v si
la paire (u, v) est accepte´e par le transducteur. De meˆme, si u est un mot sur
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l’alphabet d’entre´e, on note T (u) l’ensemble des mots image de u par T . On
a donc
T (u) = {v | u[T ]v}.
Composition E´tant donne´ un transducteur T sur des alphabets A et B et un
transducteur S sur des alphabets B et C, il existe un transducteur S◦T sur les
alphabets A et C qui re´alise la composition des relations re´alise´es par T et S.
La composition des transducteurs classiques se trouve par exemple dans [15].
Nous de´velopperons cette construction dans le cas des transducteurs ponde´re´s
pour lesquelles diffe´rentes versions ont e´te´ de´veloppe´es dans [28, 6, 30].
2.3.2 Les transducteurs ponde´re´s
Un transducteur ponde´re´ est de´fini par un 7-uplet T = (Q,A,B,K, I, F, δ),
ou` :
— Q est l’ensemble fini des e´tats du transducteur ;
— A et B sont deux alphabets ;
— K est le semi-anneau avec poids ;
— I est le vecteur initial dans KQ ;
— F est le vecteur final dans KQ ;
— δ est la table de transition : c’est un sous-ensemble de Q× (A ∪ {ε})×
(B ∪ {ε})×K×Q ou` ε est le mot vide.
De meˆme que pour les transducteurs non ponde´re´s, il y a deux fac¸ons de
conside´rer les transducteurs ponde´re´s : d’une part comme des K-automates
lisant leur entre´e sur deux bandes et produisant une valeur dans K ; dans ce
cas, une transition (q, a, b, k, r) du transducteur sera note´e q
(a,b)|k−−−→ r.
D’autre part, on peut le conside´rer comme un automate sur une bande
produisant un poids dans le semi-anneau KRatB∗ des se´ries rationnelles. Dans
ce cas, la transition (q, a, b, k, r) du transducteur sera note´e q
a|kb−−→ r.
On verra dans le chapitre 4 que la seconde se´mantique sera utilise´e pour les
calculs de signatures, alors que la premie`re permettra le calcul des noyaux.
Exemple. La figure 2.2 montre deux visions du meˆme transducteur, d’une
part comme accepteur ponde´re´, c’est-a`-dire comme K-automate sur A∗ × B∗,
d’autre part comme traducteur c’est-a`-dire comme KRatB∗-automate sur A∗.
Ici A = B = {a, b}.
Par exemple, le transducteur de gauche accepte la paire (aba, ab) avec le
poids 2, alors que le tranducteur de droite accepte le mot aba et produit 2ab+
2ba.
2.3.3 Composition de transducteurs ponde´re´s
On de´crit l’algorithme classique de composition des transducteurs. E´tant
donne´s deux transducteurs finis T = (Q,A,B, I, T, δ) et S = (R,B,C, J, U, η),










Figure 2.2 – Deux visions du meˆme transducteur
on de´finit le transducteur U = (Q×R,A,C,K, V, ζ) de la fac¸on suivante : 1
(p, q) ∈ K ⇐⇒ p ∈ I et q ∈ J
(p, q) ∈ V ⇐⇒ p ∈ T et q ∈ U
(p, q)
(a,c)−−→ (r, s) ∈ ζ ⇐⇒ ∃b, p (a,b)−−→ r ∈ δ et q (b,c)−−→ s ∈ η
ou p = r, a = ε et q
(ε,c)−−→ s ∈ η
ou q = s, c = ε et p
(a,ε)−−→ r ∈ δ.
Proposition 2 Le transducteur U ainsi de´fini reconnaˆıt la composition des
relations re´alise´es par T et S.
Avec cette construction, on peut obtenir dans l’automate U certains calculs
diffe´rents qui correspondent eux-meˆmes aux paires de calculs dans T et S. Ceci
ne permet donc pas d’ajouter directement des poids pour que cette construc-
tion s’e´tendent aux relations ponde´re´es.
Un examen attentif montre que le proble`me vient de la composition d’une
transition p
(a,ε)−−→ r de T avec une transition q (ε,c)−−→ s de S. De fait, ceci donne
deux chemins diffe´rents dans U :
(p, q)
(a,ε)−−→ (r, q) (ε,c)−−→ (r, s) et (p, q) (ε,c)−−→ (p, s) (a,ε)−−→ (r, s).
Pour e´viter cela, il faut interdire l’enchaˆınement de certaines transitions. Plu-
sieurs constructions on e´te´ propose´es dans [28, 6, 30] ; nous en pre´sentons une
qui est une hybridation de celles-ci.
Tout d’abord, on modifie le transducteur T de la manie`re suivante. Pour
tout e´tat r sur lequel arrivent a` la fois des transitions avec ε et des transition
avec une lettre sur la seconde bande, on remplace r par r1 et r2, de sorte que :
— pour toute transition r
(a,b)|k−−−→ p, on cre´e des transitions ri (a,b)|k−−−→ p, pour
i dans {1, 2} ;
— pour toute transition p
(a,ε)|k−−−→ r, on cre´e une transition p (a,ε)|k−−−→ r1 ;
— pour toute transition p
(a,b)|k−−−→ r (b 6= ε), on cre´e une transition p (a,ε)|k−−−→
r2 ;
— si r est final, r1 et r2 aussi (avec le meˆme poids) ;
— si r est initial, r2 aussi (avec le meˆme poids).
1. Noter que dans le cas de transducteurs finis, les vecteurs boole´ens peuvent eˆtre assimile´s a` des sous-
ensembles.
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Le transducteur ainsi obtenu est e´quivalent a` T ; on peut partitionner l’en-
semble de ses e´tats en Q1 et Q2, Q1 e´tant l’ensemble des e´tats sur lesquels on
arrive apre`s avoir lu ε sur la seconde bande et Q2 ceux sur lesquels on arrive
d’une autre manie`re.
A` partir d’un transducteur ponde´re´s T = (Q = Q1 ∪ Q2, A,B,K, I, T, δ)
ve´rifiant cette proprie´te´ et d’un transducteur ponde´re´ S = (R,B,C,K, J, U, η),





(a,c)|k−−−→ (r, s) ∈ ζ ⇐⇒ ∃b, p (a,b)|h−−−→ r ∈ δ, q (b,c)|l−−−→ s ∈ η et k = h.l
ou p = r, p ∈ Q2, a = ε et q (ε,c)|k−−−→ s ∈ η
ou q = s, c = ε et p
(a,ε)|k−−−→ r ∈ δ.
Si plusieurs des conditions impliquant la cre´ation d’une transition dans V sont
satisfaites en meˆme temps, le poids de l’areˆte cre´e´e est la somme des poids
induits par chaque condition.
Proposition 3 Si l’ensemble des poids pre´sents dans T et S commutent deux
a` deux, alors le transducteur V ainsi de´fini re´alise la composition des relations
ponde´re´es re´alise´es par T et S.
Preuve. Soit (u, w) une paire de mots de A∗×C∗. Montrons qu’il y a bijection
entre les calculs de V e´tiquete´s par (u, w) et les paires de calculs (τ, σ) de T
et S pour lesquels il exite un mot v dans B∗ tels que (u, v) e´tique`te τ et (v, w)
e´tique`te σ. Pour cela, on supposera que les e´ventuelles transitions ayant meˆmes
extre´mite´s et meˆme e´tiquette dans V et cre´e´es par des conditions diffe´rentes
sont dissocie´es (la distributivite´ dans le semi-anneau des poids nous garantit
que ceci ne modifie pas le comportement du transducteur). De`s lors, pour
chaque transition de V , on peut savoir si elle provient de la premie`re condition
(et avec quelle lettre), ou de l’une des deux dernie`res.
Par re´currence sur la longueur du chemin, on peut donc reconstruire a`
partir d’un chemin dans V une unique paire de chemins dans T et S dont
le produit des poids est le poids de ν. Supposons qu’a` un certain chemin ν
arrivant en (p, q) on associe´s des chemins τ et σ qui arrivent respectivement en
p et q (c’est trivial si ν est de longueur nulle). Augmentons ν d’une transition
(p, q)
(a,c)|k−−−→ (r, s) pour obtenir ν ′ :
– si cette transition est cre´e´e par la premie`re condition avec une lettre b, alors
les uniques chemins que l’on peut associer a` ν ′ sont τ augmente´ de p
(a,b)|h−−−→ r
et σ augmente´ de q
(b,c)|l−−−→ s, avec k = h.l ;
– si cette transition est cre´e´e par la seconde condition, alors les uniques chemins
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que l’on peut associer a` ν ′ sont τ lui-meˆme et σ augmente´ de q
(ε,c)|k−−−→ s ;
– si cette transition est cre´e´e par la troisie`me condition, alors les uniques
chemins que l’on peut associer a` ν ′ sont τ augmente´ de p
(a,ε)|k−−−→ r et σ lui-
meˆme.
On ve´rifie alors que (graˆce a` la commutativite´ des poids), le produit des poids
des chemins obtenu est bien e´gal a` celui de ν ′
Ainsi, a` tout calcul ν de V , on associe de manie`re unique une paire de calculs
dont le produit des poids est e´gal au poids de ν.
Re´ciproquement, conside´rons τ (resp. σ) un calcul de T (resp. S) e´tiquete´




1−−−−−→ p1 . . . (an,vn)|h
′
n−−−−−−→ pn (un,ε)|hn−−−−−→ rn,
avec, pour tout i, ui dans A





1−−−−−→ q1 . . . (vn,cn)|l
′
n−−−−−→ qn (ε,wn)|kn−−−−−→ sn,
avec, pour tout i, wi dans C
∗, ci dans C ∪ {ε} et vi dans B.
Pour tout i, toute transition ri−1
(ai,vi)|h
′




i−−−−→ qi pour former une transition de V de poids h′i.l′i. Il faut
donc montrer que toute paire de chemins τi = pi
(ui,ε)|hi−−−−→ ri et σi = qi (ε,wi)|li−−−−→ si
ne correspond qu’a` un seul chemin dans V . Ce chemin est force´ment forme´ de
transitions provenant de l’une des deux dernie`res conditions.
Notons que pi appartient a` Q2 et que tout e´tat t suivant du chemin τi (y
compris ri) est dans Q1. La seconde condition qui est la seule qui permet de
”consommer” les transitions de σi ne peut donc eˆtre utilise´e que si on n’a pas
avance´ dans τ . Finalement, la seule fac¸on de simuler cette paire de chemins
dans V est de parcourir d’abord les transitions correspondant a` celles de σi
(deuxie`me condition) puis les transitions correspondant a` celles de τi (troisie`me
condition).
On a donc montre´ la bijection qui implique que le comportement de V est
bien la composition des relations ponde´re´es re´alise´es par T et S. 
2.3.4 Suppression des ε-transitions
Les constructions que nous utilisons sur les automates ponde´re´s, en parti-
culier la composition des transducteurs ponde´re´s peut mener a` la cre´ation de
circuits d’ε-transitions. Dans ce cas, le nombre de calculs pour un mot (ou une
paire de mots) donne´ n’est pas force´ment fini. Nous utilisons la the´orie e´nonce´e
dans [30, 31, 24, 25] qui nous permet de traiter la suppression d’ε-transition,
dans le cas des automates ponde´re´s avec des nombres re´els positifs qui peuvent
contenir des circuits de ε-transitions.
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Figure 2.4 – suppression ε-transitions.
Exemple. La figure 2.3 montre un automate avec ε-transitions ; son e´quivalent
apre`s suppression des ε-transitions est montre´ figure 2.4.




Dans ce chapitre nous nous inte´resserons au codage de source tre`s longue
voire infinie, ce genre de proble`me a e´te´ aborde´ dans [18]. Pour cela on utilise
la notion de compression de source de Markov comme introduit dans([8]).
3.1 Fondements
3.1.1 Compression
Etant donne´s deux alphabets A et B, une fonction de codage de A∗ dans
B∗ est une application ϕ de A∗ dans B∗. Pour certaines applications (hachage
par exemple), on n’a pas besoin que cette ope´ration soit re´versible. Nous nous
inte´ressons ici a` la compression sans perte, la fonction ϕ doit eˆtre inversible
sur son image, elle est donc injective. Par ailleurs, on souhaite que le calcul
des fonctions de compression et de de´compression soit efficace.
De´finition 16 Soit A et B deux alphabets. Un algorithme de compression de
A∗ sur B∗ est une fonction ϕ : A∗ → B∗ calculable et injective.
Au sens strict, si on sait que l’on dispose d’un mot de B∗ qui est dans l’image
de ϕ, comme A∗ est e´nume´rable, l’image inverse de ce mot est calculable.
Cette de´finition ne dit rien de la pertinence de ϕ en tant qu’algorithme de
compression. Par exemple, si on e´nume´re les mots de A (par longueur, puis
par ordre alphabe´tique), la fonction qui associe au n-e´me mot le mot bn, ou` b
est une lettre de B est un algorithme de compression (tre`s peu efficace).
3.1.2 Compression par transducteur
Tout encodage qui ne ne´cessite qu’une me´moire finie est re´alisable par trans-
ducteur ; toute fonction re´alise´e par un transducteur est calculable ; si le trans-
ducteur est se´quentiel, ce calcul est particulie`rement efficace (line´aire en la
taille de l’entre´e).
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Si la fonction de codage re´alise´e par le transducteur est injective, obtenir un
transducteur qui re´alise la fonction inverse est particulie`rement facile, il suffit
d’e´changer l’entre´e et la sortie de chacune des transitions ; on verra comment
on peut prendre en compte les proprie´te´s particulie`res des transducteurs qu’on
construira pour obtenir un de´codage efficace.
Noter que certains algorithmes de compression ne peuvent pas eˆtre re´alise´s
par transducteur. Par exemple, le codage de Lempel-Ziv ([38, 37]) ne´cessite la
mise a` jour d’une table des pre´fixes et donc une me´moire infinie.
3.1.3 Codage pre´fixe et de´codage
On ge´ne´ralise ici la notion de code pre´fixe. Classiquement un code pre´fixe
est caracte´rise´ par une application ϕ d’un alphabet A dans B∗ telle que ϕ(A)
est un langage pre´fixe, c’est-a`-dire que quelles que soient les lettres diffe´rentes
a et b de A, les mots ϕ(a) et ϕ(b) ne sont pas pre´fixes l’un de l’autre. Le codage
pre´fixe classique est alors l’extension de ϕ a` A∗ par morphisme : ϕ(w1 . . . wk) =
ϕ(w1) . . . ϕ(wk).
De´finition 17 Soit T un transducteur se´quentiel qui re´alise une application
de A∗ dans B∗. Le transducteur T est pre´fixe si, pour tout e´tat p, quelles que
soient les lettres diffe´rentes a et b de A, s’il existe des transitions (p, a, u, q) et
(p, b, v, r), u et v ne sont pas pre´fixes l’un de l’autre.
Comme le transducteur de codage doit accepter n’importe quelle entre´e,
tous les e´tats du transducteur sont terminaux. S’il y a des transitions qui
produisent le mot vide, le transducteur se´quentiel ne peut donc pas re´aliser
une fonction injective. Pour contourner ce proble`me, on suppose qu’a` la fin de
chaque calcul, le transducteur produit un mot de longueur fixe correspondant
a` l’e´tat final. Ainsi, deux mots qui ne conduisent pas dans le meˆme e´tat final
ne peuvent pas avoir la meˆme image.
Proposition 4 Un transducteur pre´fixe qui ne posse`de aucun circuit dont la
sortie est ε re´alise une fonction injective.
Preuve. Soit T un transducteur pre´fixe qui re´alise une fonction ϕ. Supposons
qu’il existe deux mots distincts u et v tels que ϕ(u) = ϕ(v). Soit w le plus
grand pre´fixe commun a` u et v, et u′ et v′ tels que u = wu′ et v = wv′. Soit p
l’e´tat atteint en lisant w. Si u′ = ε, soit le chemin e´tiquete´ par v′ a` partir de p
a une sortie diffe´rente de ε et |ϕ(u)| < |ϕ(v)|, soit il a une sortie e´gale a` ε et
n’arrive pas en p, donc ϕ(u) 6= ϕ(v). De meˆme si v′ = ε. Sinon les transitions
qui partent de p et qui ont pour entre´es respectives la premie`re lettre de u′
et celle de v′ ont des sorties qui ne sont pas pre´fixes l’une de l’autre, donc
ϕ(u) 6= ϕ(v). 
Proposition 5 L’inverse d’une fonction re´alise´e par un transducteur pre´fixe
est une fonction se´quentielle.
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Preuve. Soit T = (Q,A,B,Q, I, F, δ) un transducteur pre´fixe. On ignore dans
cette preuve le code produit par les e´tats terminaux ; comme il s’agit d’un
code de longueur fixe qui intervient en fin de calcul, il ne remet pas en cause
la se´quentialite´ (il augmente en re´alite´ conside´rablement le nombre d’e´tats,
puisqu’on doit faire une lecture en-avant de la longueur de ce code). Soit
T −1 = (Q,B,A,Q, I, F, δ−1) le transducteur obtenu en e´changeant les entre´es
et sorties de chaque transition. Comme T est pre´fixe, s’il existe une ε-transition
de p a` q dans T −1, p n’est pas final et il n’y a pas d’autre transition qui part
de p. D’ailleurs, il n’y a pas de circuit de ε-transitions dans la partie e´monde´e
du transducteur. On supprime toutes les ε-transitions par fermeture avant
(cf. [30]) : tout chemin maximal de la forme
p0
ε|a1−→ p1 . . . pk−1 ε|ak−→ pk u|b−→ q
est remplace´ par une transition p0
u|a1...akb−→ q.
Apre`s suppression des ε-transitions, on obtient un transducteur tel que, en
tout e´tat p, l’ensemble des entre´es des transitions qui partent de p forment un
langage pre´fixe (qui n’est pas re´duit au mot vide). On conside`re le transduc-
teur se´quentiel en forme d’arbre qui reconnaˆıt ce langage ; la sortie de chaque
transition est le mot vide, sauf la sortie qui me`ne a` la feuille correspondant au
mot u et dont la sortie est la sortie x de la transition (p, u, x, q). On remplace
les transitions sortants de p par ce traducteur de la manie`re suivante :
– on fusionne l’e´tat initial de ce transducteur avec p ;
– pour toute transition (p, u, x, q), on fusionne q avec la feuille correspondant
a` u dans l’arbre.
Le transducteur qu’on obtient est un transducteur se´quentiel qui re´alise
l’inverse de la fonction re´alise´e par T . 
3.1.4 Codage et de´codage par l’algorithme de Huffman classique
On exprime dans cette partie l’algorithme classique de Huffman dans notre
formalisme.
Le codage de Huffman correspond en fait a` un transducteur a` un seul
e´tat puisque le codage de chaque lettre se fait inde´pendamment des lettres
pre´ce´dentes.
Le codage de Huffman s’applique a` une source telle que chaque lettre ap-
paraˆıt avec une probabilite´ fixe inde´pendante des lettres produites avant (il
s’agit d’une source de Markov a` 1 e´tat).
Soit π une mesure de probabilite´ sur un alphabet A ; on construit un code
pre´fixe sur B pour encoder les lettres de A, c’est-a`-dire un arbre d’arite´ |B| dans
lequel chaque feuille correspond a` une lettre de A. On note B = {b1, . . . , bk},
ou` k est la taille de B. On conside`re une file de priorite´ F qui contient des
paires forme´es d’un nœud et d’un poids qui fixe la priorite´, les nœuds de poids
minimaux e´tant extraits en priorite´ de la file.
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Figure 3.2 – Un transducteur re´alisant une compression de Huffman.
On initialise la file avec les paires (a, π(a)), ou` on assimile toute lettre a de
A a` une feuille.
Tant que la file est de taille strictement supe´rieure a` 1, on cre´e un noeud n,
on extrait k nœuds de la file (ou tous s’il y en a moins) ; le i-e`me fils de k est
le i-e`me nœud extrait ; on place n dans la file, avec un poids e´gal a` la somme
des poids de ses fils.
Exemple. Soit A = {a, b, c, d, r} un alphabet muni de la loi de probabilite´
suivante :











Un arbre de Huffman sur un alphabet binaire B={0,1} obtenu a` partir de
cette probabilite´ est donne´ figure 3.1. Cet arbre induit un codage re´alise´ par
le transduteur de la figure 3.2. Ce transducteur est pre´fixe ; la de´compression
est re´alise´e par le transducteur se´quentiel de la figure 3.3.
Ainsi, le mot abracadabra est code´ par 01111100101010001111100.
3.2 Compression avec une source de Markov
On suppose maintenant que la source est mode´lise´e par une chaˆıne de Mar-
kov ; on va adapter l’algorithme de Huffman afin de tirer partie des proprie´te´s
d’une telle source. Pour e´valuer l’efficacite´ des algorithmes que l’on propose,
on utilise les outils habituels de la the´orie de l’information.











Figure 3.3 – Le transducteur re´alisant la fonction de de´compression.
3.2.1 Automates stochastiques et sources Markoviennes
Les automates probabilistes ont e´te´ largement e´tudie´s dans [27]. Parmi eux
il y a les automates stochastiques qui de´crivent une chaˆıne de Markov. Les
automates stochastiques que nous conside´rons dans cette the`se ne de´finissent
pas une mesure probabiliste sur tous les mots du langage accepte´. Ils corres-
pondent a` des chaˆınes de Markov et donc de´finissent une mesure probabiliste
sur les mots de meˆme longueur. Ils n’ont pas d’e´tats terminaux, mais on peut
conside´rer que chaque e´tat est final avec un poids final e´gal a` 1.
De´finition 18 Un automate stochastique sur un alphabet A est caracte´rise´ par
un ensemble fini d’e´tats Q et une paire (I, µ), ou`
- I est un vecteur dans [0; 1]Q, tel que∑
p∈Q
Ip = 1;










Remarque 3 Dans un automate stochastique, la somme des poids de toutes
les transitions sortant de chaque e´tat est e´gale a` 1.
Proposition 6 soit A = (I, µ) un automate stochastique . Alors,
1) pour tout mot w, prob(w) ∈ [0; 1] ;
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3) pour tout n dans N, ∑
w∈An
prob(w) = 1.





cela montre 1) pour le mot vide, tout comme 3) pour n = 0.





























Remarque 4 L’interpre´tation de prob(w) est la probabilite´ du mot w parmi
les mots de longueur n dans un langage. Notez que cette de´finition diffe`re de
de´finitions usuelles des automates probabilistes. La de´finition de Rabin dans
([27]) implique une probabilite´ d’acceptation pour chaque mot. En ([11],[12])
Mohri de´finit les automates probabilistes qui de´finissent une probabilite´ sur A∗
alors que notre de´finition donne une probabilite´ sur An pour chaque n. Cette
diffe´rence vient du fait que nous nous inte´ressons au comportement des mots
longs, tandis que le calcul du noyau de´pend largement des petits mots.
Une source Markovienne est de´crite par un automate stochastique (I, µ). A
chaque e´tape, l’e´tat dans lequel on se trouve est une variable ale´atoire donne´e
par une probabilite´ λ (initialise´e a` I). La lettre a est produite avec probabilite´
pa = λµ(a)1 (ou` 1 est le vecteur d’observation ou` chaque composante vaut 1),
et la probabilite´ de l’e´tat ou` on se trouve est p−1a λµ(a).
On conside´rera surtout dans la suite des sources Markoviennes de´crites par
des automates stochastiques de´terministes, l’e´tat initial est alors unique et la
connaissance de la lettre produite permet de savoir avec certitude dans quel
e´tat se retrouve la source Markovienne.
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3.2.2 Calcul de l’entropie d’une source Markovienne
Dans [35], Shannon introduit la notion d’entropie qui permet de mesurer
la quantite´ d’information contenu dans un texte ou, dans notre cas, dans une
source produisant ale´atoirement des mots. Si a` chaque instant la source est
de´terministe, c’est-a`-dire si, a` partir des lettres de´ja` produites, on peut pre´dire
avec certitude quelle sera la lettre suivante, il suffit pour encoder un mot de
connaˆıtre sa longueur ; d’une certaine manie`re, la quantite´ d’information ap-
porte´e par chaque lettre est nulle. A l’oppose´, si chaque lettre est produite avec
une probabilite´ uniforme inde´pendament des lettres produites pre´ce´demment,
l’information apporte´e par chaque lettre est maximale et on ne peut pas de´crire
d’algorithme pour lequel l’espe´rance du taux de compression est bonne.
L’entropie d’une source d’information est intuitivement le meilleur taux
de compression que l’on peut obtenir pour cette source. On formalisera cette
intuition dans l’e´nonce´ du the´ore`me 1.
De´finition 19 Soit s une source Markovienne s de´finie par un automate sto-








Notons que dans cette de´finition comme dans toute cette the`se, log de´signe
le logarithme de base 2. On de´finit l’efficacite´ d’un algorithme de compression
d’une source Markovienne de la manie`re suivante.
De´finition 20 Soit A et B deux alphabets. 1 Soit ϕ un algorithme de compres-
sion de A∗ dans B∗ et soit s une source Markovienne sur A. L’efficacite´ de
l’algorithme ϕ pour compresser la source s, eff(ϕ, s), est la limite supe´rieure,
quand n tends vers l’infinie, du taux de compression des mots de longueur n :














On montre dans le the´ore`me suivant que l’entropie est une borne infe´rieure
pour l’efficacite´ de tout algorithme de compression.
The´ore`me 1 Soit s une source Markovienne sur A et soit ϕ : A∗ −→ B∗ un
algorithme de compression. Alors,
eff(ϕ, s) log |B| > E(s).
1. On suppose ici et dans toute la suite que les alphabets ont au minimum 2 lettres.
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Pour tout n, le nombre de mots plus petits que n est |A|
n−1
|A|−1
, et pour tout k, le


















) = log |A|
log |B|
. Or ϕ est injective, la meilleure compression de tous
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3.2.3 Calcul de l’efficacite´ d’un codeur rationnel
De´finition 21 Un codeur rationnel pour une source est un transducteur se´-
quentiel qui accepte au moins chaque mot que la source peut produire avec une
probabilite´ non nulle.
Lemma 2 Soit A = (I, µ) un automate stochastique de´crivant une source
Markovienne, et soit T un transducteur qui re´alise ce codage. L’efficacite´ de
T pour la source de´crite par A est la limite, quand n tend vers l’infini, de
l’espe´rance du rapport de la longueur des images des mots de longueur n :







Pour e´tudier l’efficacite´ d’un tranducteur, on utilise le semi-anneau K =
R× R∗+ ∪ 0 de´fini comme suit :
— 0 est le ze´ro du semi-anneau ;
— pour chaque (x1, p1) et (x2, p2) dans R×R+, la somme (⊕) et le produit
(⊗) sont definis comme suit :




, p1 + p2
)
(x1, p1)⊗ (x2, p2) =(x1 + x2, p1p2);
L’unite´ du semi-anneau est donc (0, 1). Intuitivement, une paire (x, p) est une
valeur x associe´e a` la probabilite´ p, et l’e´le´ment 0 a une valeur inde´finie avec
une probabilite´ nulle.
Soit π (resp. κ) la projection canonique de K dans R+ (resp. R) : π(x, p) = p
et κ(x, p) = x. On pose π(0) = κ(0) = 0.
On conside`re le graphe oriente´ E(T ,A) ponde´re´ par K dont chaque sommet
est une paire forme´e d’un e´tat s de A et d’un e´tat t de T .
Ce graphe simule l’application de T au fur et a` mesure que la source A
produit des lettres. Ainsi, si la source se trouve dans l’e´tat s et le transducteur
dans l’e´tat t et que la source produit a` cet instant la lettre a et passe dans
l’e´tat s′ avec la probabilite´ µ(a)s,s′ , le transducteur doit avoir une transition
partant de t et d’entre´e a ; si la sortie de cette transition est u et qu’elle me`ne
en t′, alors, avec probabilite´ µ(a)s,s′ , le syste`me source/transducteur produit
|u| lettres avec probabilite´ µ(a)s,s′ .




Exemple. Conside´rons la source et le transducteur de la figure 3.4. Le graphe
E(T ,A) est pre´sente´ figure 3.5. Par exemple, dans le sommet (1, p), la source

















Figure 3.4 – Une source Markovienne et un transducteur de codage











Figure 3.5 – Le graphe de´crivant l’efficacite´ du transducteur sur la source de la figure 3.4
produit un a avec probabilite´ 2
3
et reste en 1 ; le transducteur produit le mot 1
et passe en q, donc un arc part vers (1, q) avec poids (1, 2
3
). Le sommet (2, q)
n’est pas accessible a` partir des sommets qui correspondent a` des e´tats initiaux.
Le poids le long d’un chemin de ce graphe est le produit des poids, on
obtient donc une paire (x, p) ou` x est la somme des longueurs et p le produit
des probabilite´s.
Lemma 3 Soit A = (I, µ) une source Markovienne et T un transducteur
se´quentiel encodant cette source. Soit M la matrice de transition du graphe
E(T ,A). Pour tout n > 0, pour toute paire d’e´tats p et q du graphe E(T ,A),
soit k = Mnp,q ; π(k) est la probabilite´ de passer en q en n e´tapes si on part de
p et κ(k) est l’espe´rance du nombre de lettres produites lors de ce passage.
La preuve est une re´currence simple sur n.
Notations. Pour toute matrice X a` coefficients dans K, on note π(X) et κ(X)
les projections entre´e par entre´e de X respectivement par π et κ. Pour 2 ma-
trices re´ellesX et Y de meˆme taille, on noteX⊙Y la multiplication composante
par composante.
Par ailleurs, on note 1 le vecteur colonne dont chaque entre´e vaut 1.
Lemma 4 Soit A = (I, µ) une source Markovienne et T un transducteur
se´quentiel encodant cette source. Soit i l’e´tat initial de T et I le vecteur indice´
par les paires d’e´tats de A et T tel que I(s,t) = Is si t = i et est nul sinon.
L’espe´rance de la longueur du code associe´e a` un mot de longueur n produit
par la source est Iκ(Mn)1.
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Pour estimer cette quantite´, on conside`re une probabilite´ λ invariante pour
la matrice stochastique π(M) : λπ(M) = λ et on regarde l’espe´rance de la
production sous cette probabilite´. Formellement, on conside`re le vecteur propre
(a` gauche) (k, λ) = (ki, λi)i ∈ I ou` I est la dimension de M ; ce vecteur propre
correspond a` une valeur propre (α, 1) :
(k, λ)⊗M = (k + α, λ).
La valeur α est donc l’efficacite´ que l’on recherche. Voyons comment on peut






















λiπ(M)i,jki = λjα + λjkj
⇒λ(π(M)⊙ κ(M)) + (λ⊙ k)π(M) = αλ+ λ⊙ k
⇒λ(π(M)⊙ κ(M)) + (λ⊙ k)(π(M)− Id) = αλ
⇒λ(π(M)⊙ κ(M))1+ (λ⊙ k)(π(M)− Id)1 = αλ1 = α
⇒λ(π(M)⊙ κ(M))1 = α car π(M)1 = 1.
Ce re´sultat peut eˆtre interpre´te´ comme suit. La longueur pre´vue de la sor-
tie d’une transition, en supposant que la transition commence a` l’e´tat i, est∑
j π(M)i,jκ(M)i,j ; l’efficacite´ du transducteur est l’espe´rance de cette valeur,
et la probabilite´ d’eˆtre dans l’e´tat i apre`s un grand nombre d’e´tapes est de λi.
3.3 Codage par blocs de longueur fixe
3.3.1 Algorithme de Huffman local
Pour tirer parti de la connaissance de la source Markovienne, une premie`re
ide´e consiste a` adapter le codage selon l’e´tat de la source dans lequel on se
trouve.
Soit A = (I, µ) une source Markovienne. On suppose que la source Marko-
vienne est de´terministe :











5 : b 1 : r





c | 11, d | 10
a | ε
b | 0 r | ε
Figure 3.7 – Le transducteur sequentiel T1
— elle a un seul e´tat initial (I est un vecteur caracte´ristique) ;
— en chaque e´tat, pour chaque lettre, il n’y a au plus une transition sortante
portant cette e´tiquette.
Nous construisons un transducteur se´quentiel T avec le meˆme ensemble
d’e´tats Q que A. L’e´tat initial de T est le meˆme que l’e´tat initial de A.
Pour tout e´tat p de A, l’ensemble des transitions partant de p induit une
distribution de probabilite´ sur l’alphabet : si (p, a, k, q) est une transition, la
lettre a a la probabilite´ k (si la lettre a n’e´tique`te aucune des transitions
partant de p, elle n’est pas encode´e). Soit φp un code de Huffman obtenu a`
partir de cette distribution de probabilite´. Pour toute transition (p, a, k, q) de
A, on construit la transition (p, a, φp(a), q) dans T .
Le transducteur obtenu est un transducteur pre´fixe. La fonction qu’il re´alise
peut donc eˆtre inverse´e par un transducteur se´quentiel.
Exemple. Soit A1 l’automate de la Figure 3.6. Il y a trois transitions sortantes







. L’algorithme de Huffman applique´ a` cet ensemble
ponde´re´ renvoie un code a` deux lettres pour les deux premie`res transitions
et un code a` une lettre pour la dernie`re. Notez que dans le cas ou` une seule
transition sort d’un e´tat, le code associe´ est le mot vide. La proce´dure donne
donc le transducteur T1 de la Figure 3.7.
Si on ne´glige le proble`me des marqueurs d’e´tats terminaux, le transducteur
de´codeur est celui de la figure 3.8. Conside´rons par exemple le codage et le
de´codage d’un mot commenc¸ant par abracadabra :
a b r a c a d a b r a . . .
0 1 1 1 0 0
ab ra c a d ab . . .

















Figure 3.9 – Le graphe calculant l’efficacite´ T1 de la source A1
Calculons maintenant l’efficacite´ de ce codage. Le graphe de la Figure 3.9
permet de la calculer.




0 (0, 1) 0 0
(2, 1
5
) 0 (1, 4
5
) 0
0 0 0 (0, 1)
0 (0, 1) 0 0
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]. Avec les notations
pre´ce´dentes, on obtient :
λ(π(M1)⊙ κ(M1))1 = λ








0 0 0 0
0 0 0 0

1 = 37 .
L’espe´rance de la longueur du code sur l’alphabet {0, 1} repre´sentant un mot




3.3.2 Algorithme de Huffman d’ordre k
L’algorithme est le meˆme que celui d’ordre 1 (Huffman local) mais au lieu
de conside´rer les lettres une par une, on les regroupe par blocs de k lettres et
on applique le code de Huffman local sur ces blocs de k lettres.
A` partir de l’automate A associe´e a` la source Markovienne, un automate
AK est construit selon la re`gle suivante : les e´tats de AK sont des copies des
e´tats de A, et pour tout chemin (s0, a1, p1, s1)(s1, a2, p2, s2) . . . (sk−1, ak, pk, sk)





































Figure 3.11 – Le transducteur d’ordre 2 encodant la source Markovienne.
de longueur k dans A, il y a une transition a` partir de s0 a` sk en AK, avec
l’e´tiquette a1a2 . . . ak et la probabilite´ Π
k
i=1pi.
Exemple. A partir de la source A1 de l’exemple pre´ce´dent, on peut construire
une source engendrant des blocs de longueur 2 ; elle est de´crite figure 3.10.
Le transducteur encodant la source est dessine´ sur la figure 3.11.
Pour calculer l’efficacite´ du codage, on conside`re le graphe de la figure 3.12











) 0 (1, 4
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0 (0, 1) 0 0
(2, 1
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On constate que π(M2) = π(M1)
2 et que ces matrices admettent donc la meˆme
mesure invariante λ.
Finalement, on obtient



















1 = 67 .
Ceci est l’efficacite´ si on conside`re chaque groupe de 2 lettres comme ayant
une longueur e´gale a` 1. Si on conside`re la longueur re´elle, ceci divise l’efficacite´
par 2 et on retrouve 3
7
. On verra par la suite que pour l’ordre 3, l’efficacite´
diminue. Notons toutefois, que le transducteur, meˆme s’il n’a pas plus d’e´tats
a potentiellement beaucoup plus de transitions.
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Figure 3.13 – Un automate d’ordre-3 de´crivant une source Markovie`nne
Refaisons les calculs a` l’ordre 3. La source Markovienne correspondante est
dessine´e figure 3.13.
Le transducteur re´sultat est dessine´ dans la Figure 3.14.






























La mesure invariante associe´e a` la matrice π(M3) est le meˆme vecteur





















Figure 3.14 – Un transducteur d’ordre 3 encodant la source Markovienne
propre. On obtient
























1 = 8970 .
Sachant qu’on groupe les lettres par 3, l’efficacite´ est donc 89
210
, ce qui est un





3.4 Codage par blocs de longueur variable
3.4.1 Codage parfait
On conside`re dans cette section des conditions qui permettent d’obtenir un
codage optimal, c’est-a`-dire dont l’efficacite´ est e´gale a` l’entropie de la source.
Dans toute la suite, A est l’alphabet des mots produits par la source et b est
la taille de l’alphabet de sortie.
De´finition 22 Soit A = (I, µ) une source Markovienne. Un transducteur T
re´alise un codage parfait de A si logb |A|.eff(T ) = E(A).
Intuitivement, si pour tout n suffisament grand, tout mot w de longueur
n est encode´ par un mot de longueur − logb prob(w) (a` une constante pre`s
inde´pendante de n), alors le codage est parfait.
Proposition 7 Soit (I, µ) une source de Markov. Supposons que pour tout
e´tat p, il existe un ensemble fini de mots X tel que :
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- Tout mot de X e´tiquette un chemin partant de p avec une probabilite´ puis-
sance de 1
b
ou` b est la taille de l’alphabet de sortie.
- Tout chemin partant de p est pre´fixe d’un chemin e´tiquete´ par un mot de X
ou admet un tel chemin comme pre´fixe.
Alors il existe un codage parfait par un transducteur pre´fixe pour (I, µ).
Preuve. On conside´re la suite des mots de X, (x1, x2, . . . , xk), trie´s dans l’ordre
de´croissant de leur probabilite´. On prouve par re´currence sur k qu’il existe un
codage pre´fixe ϕ encodant X tel que la longueur de ϕ(xi) est − logb prob(xi).
Si k = 1, X a un seul mot de probabilite´ 1 et on a vu que dans ce cas, on
encode x1 par le mot vide. Si k > 1, supposons qu’on a montre´ l’existence
d’un codage pour tout ensemble de taille strictement infe´rieure a` k. Comme
les probabilite´s des mots de X sont des puissances de 1
b
et que la somme des
probabilite´s est 1, les b derniers mots de la suite ont une meˆme probabilite´ 1
br
.
Conside´rons une suite de mots X ′ = (x1, x2 . . . xk−b, y) dans laquelle chaque xi
a la meˆme probabilite´ que dans X et y a la probabilite´ 1
br−1
.
Par hypothe`se de re´currence, il existe un codage ϕ′ pre´fixe de X ′ ; on en
de´duit un codage pour X : ϕ(xi) = ϕ
′(xi) si i 6 k − b et ϕ(xi) = ϕ(y)βi−(k−b)
sinon, ou` βj est la j-e`me lettre de l’alphabet de codage.
Pour chaque e´tat p, on peut donc trouver un code pre´fixe (noter que ce
code est construit par une proce´dure de Huffman a` partir de X et tout mot
produit par la source peut eˆtre de´coupe´ (sauf une partie borne´e a` la fin du
mot) de manie`re a` eˆtre encode´ par ce code pre´fixe. Le code associe´ a` un mot
est donc, a` une constante pre`s, de longueur e´gale a` l’oppose´ du logarithme de
sa probabilite´. 
En pratique, les probabilite´s des facteurs engendre´s par la source ne sont
pas des puissances de 1
b
; on va donc chercher des facteurs dont la probabilite´
s’approche de cette probabilite´ parfaite pour obtenir un bon codage.
3.4.2 Algorithme de Huffman adaptatif
Pour chaque e´tat p de la source, on veut calculer un ensemble de mots X
qui e´tique`tent un ensemble pre´fixe de tous les chemins partant de p et dont les
probabilite´s sont proches de puissances de 1
b
.
On fixe une erreur ε > 0 et on dira qu’un chemin e´tiquete´ par w a une
probabilite´ π acceptable s’il existe un entier k tel que | − logb π − k| < ε.
La proce´dure pour calculer les chemins est donc la suivante :
— on place toutes les transitions partant de p dans une file ;
— tant que la file n’est pas vide, on sort un chemin de la file ; s’il a une
probabilite´ acceptable, on le place dans l’ensemble des chemins accepte´s,
sinon, on prolonge le chemin de toutes les transitions possibles et on
remet les chemins ainsi cre´e´s dans la file.
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HuffmanAdaptatif 1 de A = (I, µ), p e´tat de A et ε > 0
Re´sultat := ∅
f : file vide
pour toute transition (p, a, k, q)
f ←− (a, k, q)
tant que f 6= ∅
(w, k, q) :=pop(f)
x := − logb k ; y := ⌊x⌋
si x− y < ε|w| ou y + 1− x < ε|w|
Re´sultat ←− (a, k, q)
sinon
pour toute transition (q, a, l, r)
f ←− (wa, k.l, r)
retourner Re´sultat
Figure 3.15 – Proce´dure de calcul des facteurs ayant une probabilite´ acceptable
Noter que si on remplace la probabilite´ re´elle de chaque chemin se´lectionne´
par la puissance de 1/b dont elle est proche, on obtient un ensemble de valeurs
dont la somme n’est pas force´ment e´gale a` 1, comme on va le voir dans l’exemple
suivant.
Exemple. Conside´rons la source de la figure 3.6. A` partir de chaque e´tat, on
essaie de trouver des chemins dont la probabilite´ est proche d’une puissance
de 1
2
. Pour l’e´tat 1 (ou 3 ou 4), il n’y a pas de proble`me : la seule transition
qui en part a une probabilite´ e´gale a` 1. Pour l’e´tat 2, avec ε = 0, 01, on trouve
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les chemins suivants :







brabrad 1 ” ” 0011
bracab 3 ” ” 0100
bradab 3 ” ” 0101
cabrab 3 ” ” 0110




bracad 1 ” ” 000001
bradac 1 ” ” 000010
bradad 1 ” ” 0000110
cabrac 1 ” ” 0001000
cabrad 1 ” ” 0001001
dabrac 1 ” ” 0001010
dabrad 1 ” ” 0001011
cacab 3 ” ” 0001100
cadab 3 ” ” 0001101
dacab 3 ” ” 0001110




cacad 1 ” ” 0000111001
cadac 1 ” ” 0000111010
cadad 1 ” ” 0000111011
dacac 1 ” ” 0000111100
dacad 1 ” ” 0000111101
dadac 1 ” ” 0000111110
dadad 1 ” ” 0000111111
Dans la colonne de droite, on indique le code de Huffman calcule´ a` partir
de ces mots en utilisant leur probabilite´. Dans cet exemple, les probabilite´s
sont toutes le´ge`rement supe´rieures a` la puissance de 2 la plus proche, donc la
somme des approximations par puissances de 2 est strictement infe´rieure a` 1.
Par conse´quent, le codage de Huffman pour certains mots est plus court que
ce que la puissance de 2 approximante pouvait laisser pre´voir. Par exemple, la
probabilite´ de bracac est 4
500
, proche de 1
27
et le mot est ne´anmoins code´ par
un code de longueur 6.
On peut calculer un transducteur de codage construit a` partir de A. Chaque
transition de probabilite´ 1 devient une transition dont la sortie est ε ; a` partir
de l’e´tat 2, pour chaque ligne du tableau ci-dessus, on a un chemin dont l’entre´e
est le mot encode´, la sortie est le code de Huffman associe´ et l’e´tat d’arrive´
celui indique´ dans le tableau. L’ensemble e´tant pre´fixe, en sortant le code sur
la dernie`re lettre du mot encode´, il n’est pas difficile d’effectuer ce codage avec
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un transducteur se´quentiel.
La proce´dure de´crite figure 3.15 termine. En effet, si les chemins qu’on
conside`re deviennent grands, l’erreur devient supe´rieure a` 0, 5 et toute proba-
bilite´ est conside´re´e comme acceptable.
3.4.3 E´valuation de l’efficacite´ du codage
On suppose qu’on a construit un transducteur T de codage en utilisant
l’algorithme de la figure 3.15.
Supposons dans un premier temps que pour tout mot encode´, le code obtenu
n’est pas plus long que la valeur donne´e par le logarithme de son approximation
en puissance de 1
2
(comme c’est le cas dans l’exemple).
On peut alors majorer l’efficacite´ de T par ce qui serait obtenu si le codage
avait exactement la longueur qui correspond a` l’approximation.
Soit n un entier (grand) et w un mot de longueur n ; le mot w est encode´
par bloc par le transducteur ; on peut e´crire w = u1u2 . . . ukv (ou` v est le
pre´fixe d’un mot encode´ par le transducteur). On note pi l’e´tat atteint apre`s
avoir lu u1 . . . ui−1, ei le vecteur caracte´ristique de pi et li l’entier tel que |li +
logb(eiµ(ui)1)| est plus petit que ε|ui|. Notons f(w) =
∑
li. A une constante
additive pre`s (codage de v et fin du codage) qui ne de´pend pas de w, f(w)
majore la longueur de l’encodage de w, donc







Par ailleurs, a` une constante multiplicative pre`s (comprenant les pre´fixes des
mots encode´s par le transducteur), prob(w) = Iµ(u1 . . . un), donc |f(w) +
logb prob(w)| est majore´ asymptotiquuement par ε|w|.
Finalement, on obtient :













prob(w)nε log(b) = ε log(b).
Remarquons que l’on peut toujours se placer dans ce cadre. Comme on l’a
vu, il suffit d’imposer dans la proce´dure que ⌈x⌉−x soit strictement infe´rieur a`
ε|w| (avec les notations de la figure 3.15. La contrepartie de cette contrainte est
qu’on risque d’obtenir des chemins beaucoup plus long, donc un transducteur
de codage (et de de´codage) plus gros.
The´ore`me 2 Pour toute source Markovienne de´terministe et tout ε > 0, on
peut calculer un transducteur se´quentiel qui re´alise l’encodage de cette source
avec une efficacite´ e´gale a` ε pre`s a` l’entropie de la source.
Chapitre 4
Noyaux et signatures de
langages
Dans ce chapitre nous abordons l’e´tude des noyaux. Les noyaux sont un
moyen pour classifier des mots ou des langages par rapport a` un ensemble de
te´moins connus. Une fonction est applique´e a` chaque mot a` tester ainsi qu’a`
chaque te´moin ; elle produit un scalaire qui donne une mesure de la proximite´
entre le mot a` tester et le te´moin. La notion de proximite´ de´pend e´videmment
de la fonction applique´e. Une fac¸on de calculer un noyau est de transformer
chaque mot en une signature qui est une combinaison line´aire de mots ; le noyau
est alors le produit scalaire des signatures des deux mots compare´s (voir [22]
ou [23]).
Dans [9] sont introduits les noyaux et signatures rationnels qui peuvent
eˆtre calcule´s par des transducteurs. Ce chapitre pre´sente l’extension de ces
me´thodes, puisque nous appliquons les signatures et noyaux non pas a` des
mots, mais a` des langages. Ceci peut eˆtre applique´ pour la classification de
textes par domaines ou la comparaison entre langues naturelles.
4.1 Noyaux et signatures de langages
On de´finit formellement les signatures et noyaux de langages dans cette
section. En re´alite´, on s’inte´ressera aux noyaux rationnels, la plupart des fonc-
tions que l’on de´finit dans cette section seront donc dans la suite re´alise´es par
automates (ou transducteurs).
De´finition 23 Soit A un alphabet. Un noyau sur A∗ est une application de
A∗ × A∗ dans R.
Cette application est utilise´e pour mesurer la proximite´ des mots.
Un des premiers noyaux utilise´s est le noyau de Lohdi ([23]) qui compte le
nombre de sous-mots communs entre deux mots.
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Nous nous concentrerons dans ce chapitre sur les noyaux rationnels syme´-
triques de´finis positifs (cf. [10]), qui peuvent s’exprimer comme produit scalaire
des signatures de deux mots.
De´finition 24 Soit A un alphabet. Une signature pour les mots de A∗ est une
application de A∗ dans R+〈B∗〉, les polynoˆmes sur un alphabet B de variables
non commutatives a` coefficients re´els positifs.
On pourra avoir B = A.
On le verra, en pratique, une signature peut par exemple associer a` chaque
mot le polynoˆme de ses facteurs, avec pour chaque facteur un coefficient e´gal
a` son nombre d’occurences.
Une telle signature peut eˆtre utilise´e pour comparer des mots ; deux mots
seront proches s’ils ont une signature similaire.
Plus formellement, a` partir d’une signature f , on peut de´finir le polynoˆme
indicateur de deux mots comme le produit d’Hadamard des signatures de ces
mots :




Le noyau de deux mots est de´fini comme le produit scalaire de leurs signatures,




〈f(u), w〉.〈f(v), w〉 =
∑
w∈B∗
〈Pf (u, v), w〉.
Par exemple, si la signature associe´e a` chaque mot est la liste de ses facteurs
(sans tenir compte du nombre d’occurences), le noyau donne le nombre de
facteurs en commun.
Le noyau de rang k se concentre sur les termes de la signatures correspon-




〈f(u), w〉.〈f(v), w〉 =
∑
w∈Bk
〈Pf (u, v), w〉.
Exemple. Conside´rons la signature de sous-mots “boole´enne” introduite par
Lodhi dans [23]. On note u ⊑ x si le mot u est un sous-mot de x et pour tout
mot x, on de´finit ζ(x) par
∀u ∈ A∗, 〈ζ(x), u〉 =
{
1 si u ⊑ x,
0 sinon.
Le noyau de Lodhi est alors de´fini par




L’objet de chapitre est l’extension de ces notions aux langages.
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De´finition 25 Soit A un alphabet et µ une variable (qui commute avec les
lettres de A). Pour toute signature f ,pour tout langage L de A∗, la signature










Le noyau de deux langages Kµ(H,L) est la somme des coefficients de la se´rie
indicatrice.
Comme le nombre de mots d’une longueur fixe´e est fini, le noyau est bien
de´fini lorsque le parame`tre µ est formel, il s’agit d’une se´rie formelle. Pour
les applications, il peut eˆtre inte´ressant d’e´valuer cette se´rie. Pour cela, il est
ne´cessaire d’e´tudier son rayon de convergence, qui de´pend de la nature du
noyau. Nous e´tudierons les cas particuliers des facteurs et des sous-mots.
S’il existe une valeur de µ pour laquelle le noyau est de´fini pour toute paire





Dans [9], les noyaux rationnels de mots sont de´finis de la fac¸on suivante :
De´finition 26 ([9]) Soit K un semi-anneau, soit T un K-transducteur dans
A∗×A∗ et f : K→ R une application. Le noyau rationnel K induit par (T , f)
est l’application de A∗ × A∗ dans R de´finie par K(u, v) = f ◦ T (u, v), pour
chaque paire de mots u et v.
Comme on s’inte´resse aux noyaux obtenus par produit scalaire, on de´finit les
signatures rationnelles. Par ailleurs, nous supposons que dans la de´finition 26,
f est un morphisme (de semi-anneaux) et qu’on peut l’appliquer a` chaque
transition du transducteur de sorte a` obtenir un R-transducteur.
De´finition 27 Soit A et B deux alphabets. Soit T un R-transducteur sur
A∗ × B∗. 1 La T -signature d’un mot w dans A∗ est T (w). La T -signature





1. Vu comme RRatB∗-automate sur A∗.
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Proposition 8 Si T est un R-transducteur, la T -signature de parame`tre µ
d’un langage est re´alise´e par un transducteur Tµ.
Preuve. Soit Tµ le transducteur obtenu a` partir de T en multipliant le poids de
chaque transition par µ (si l’e´tiquette est une paire (a, b) ou` a est une lettre).
L’image d’un mot u par T est un polynoˆme ; pour tout calcul de T e´tiquete´
par u, le poids de la sortie est multiplie´ par µ|u|. L’image de u par Tµ est donc
celle par T multiplie´e par µ. Par line´arite´, on obtient donc la proposition. 













Proposition 9 Soit T un R-transducteur sur A∗×B∗, et soit Tµ le transduc-
teur qui re´alise la T -signature de parame`tre µ. Alors, le T -noyau de parame`tre
µ est re´alise´e par le transducteur T −1µ ◦ Tµ.
Preuve. En effet, pour toute paire de mots (u, v) dans A∗ × A∗,
Kµ(u, v) = Tµ(u).Tµ(v) = u[T −1µ ◦ Tµ]v.
Le re´sultat pour les langages suit par line´arite´. 
4.3 Signatures de facteur
4.3.1 Signature de facteurs de mots
Deux mots peuvent eˆtre compare´s par rapport a` leurs contenus communs.
A` cette fin, nous de´finissons la signature facteur d’un mot.
Soit w un mot de longueur n dans A∗. Chaque paire (i, l) avec i dans
[0; |w| − 1] et l dans [1; |w| − i] correspond au mot v = v1 . . . vl de longueur
l de telle sorte que, pour chaque r dans [1; l], vr = wr+i : c’est le facteur de
w d’indice i et de longueur l, on le note f(w, i, l). Soit fact(w) l’ensemble des
couples admissibles (i, l) de´crivant un facteur de w.
De´finition 29 Soit w un mot. La signature des facteurs de w est la combi-
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p q r
a | ε a | a a | ε
a | a a | a
a | a
Figure 4.1 – Le transducteur calculant la signature des facteurs χ
Pour chaque mot v dans A+, le coefficient de v dans χ(w) est le nombre
d’occurences de v dans w.
La norme des facteurs d’un mot w est la racine du produit scalaire de sa
signature avec elle meˆme, ||w|| =
√
〈χ(w), χ(w)〉.
Exemple. Soit w = abacab. f(w, 2, 3) = aca, et χ(w) = 3a + 2b + c + 2ab +
ac+ba+ca+aba+aca+bac+cab+abac+acab+baca+abaca+bacab+abacab.
Alors, ||w|| = √9 + 4 + 1 + 4 + 13 = √31.
De´finition 30 Soit u et v deux mots dans A∗. Le noyau des facteurs de u et




Exemple. Soit u = tree et v = troe. χ(u) = t+ r + 2e+ tr + re+ ee+ tre+
ree + tree et χ(v) = t + r + o + e + tr + ro + oe + roe + troe. ||u|| = √12,








Proposition 10 Pour tout alphabet A, il existe un N-transducteur a` trois e´tats
et 6|A| transitions qui re´alise la signature des facteurs.
Preuve. Soit T le transducteur de la figure 4.1. Chaque transition p a|ε−→ q
est une transition qui peut eˆtre emprunte´e par toute lettre et qui efface la
lettre en entre´e ; chaque transition p
a|a−→ q est une transition qui peut eˆtre
emprunte´e par toute lettre et qui recopie la lettre en entre´e. Le poids de chaque
transition de T est 1, donc le poids de (w, v) dans ce transducteur est e´gale au
nombre de chemins avec l’entre´e w et la sortie v ; Ce poids est e´gal au nombre
d’occurrences de v dans w comme facteur.
Pour chaque mot v dans A+, le coefficient de v dans χ(w) est le nombre
d’occurences de v dans w. 
4.3.2 Signature des facteurs de langages
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La signature Ψµ est re´alise´e par le transducteur de la figure 4.2. Dans la suite,
ce transducteur est appele´e Ψµ.
p q r
a | µε a | µa a | µε
a | µa a | µa
a | µa
Figure 4.2 – Transducteur calculant Ψµ qui extrait les facteurs. Chaque transition est
valide´e par une lettre d’entre´e : les transition avec etiquette a | a copie l’entre´e vers la sortie,
les transitions avec e´tiquette a | ε n’ont pas de sorties





3a+ (2µ3 + 2µ2)b+ µ3ab+ µ3ba+ µ2bb+ µ3bab.
De´finition 31 Si L est un langage, soit Factn(L) est le nombre de facteurs de
longueur n dans L, nous conside´rons l’entropie de L :





Proposition 11 Soit L un langage rationnel. Si µ appartient a` [0; 1
2E(L)
[, la
signature des facteurs Ψµ(L) est de´finie.
Preuve. Conside´rons β dans ]2E(L); 1/µ[. Il existe un N tel que pour chaque
n > N , Factn(L) < β
n.























































Figure 4.4 – Un automate realisant Ψµ(L2),la signature de facteurs de L2 = a
∗b∗.
Notez que 2E(L) est dans [1; |A|], ou` A est l’alphabet ; Par conse´quent, si µ
est infe´rieur a` 1/|A|, Ψµ(L) est de´finie.
Exemple. Le langage L2 = a
∗b∗ est reconnu par l’automate de´terministe A2
de la figure 4.3. L’application de Ψµ de A2, suivie par la suppression des ε-
transitions, donne l’automate de la figure 4.4 . L’entropie de L2 est nulle, donc
Ψµ peut eˆtre e´value´e pour tout µ < 1.
Proposition 12 Si µ est dans [0, 1
|A|
[, ou` A est l’alphabet, pour chaque paire
de langages L et H, le noyau de facteur Kµ(L,H) est de´finie.
Preuve. La norme de chaque langage est plus petite que la norme de A∗ et on
a




















(1− |A|µ)4(1− |A|µ2) .

Exemple. Si L = a∗b∗, la se´rie indicatrice des facteurs Iµ(L2, L2) est re´alise´
par l’automate de la figure 4.5.
Le noyaux des facteurs de deux langages est re´alise´ par le transducteur
Ψµ ◦ (Ψµ)−1 dessine´ figure 4.6











Figure 4.5 – La serie indicatrice des facteurs Iµ(L2, L2).
p1, p
p2, p












Figure 4.6 – Le transducteur qui re´alise le noyau des facteurs.
4.4 Signature des sous-mots et noyaux
4.4.1 Signature des sous-mots de mots
Une autre fac¸on de comparer deux mots consiste a` conside´rer leurs sous-
mots communs. Comme pour les facteurs, la signature des sous-mots d’un
mot peut eˆtre de´finie. De meˆme que la signature des facteurs, la signature
des sous-mots de deux mots est parame´tre´e. En fait, nous ne voulons pas
seulement savoir si un mot donne´ apparaˆıt comme sous-mot, mais e´galement
si ses occurrences sont compactes ou disperse´es.
De´finition 32 Soit w un mot dans A∗, pour chaque k dans [1, n], toute suite
croissante s de longueur k a` valeurs dans [1; |w|] de´finit un mot v de longueur
k tel que vi = wsi : v est le sous-mot de w indexe´e par s et est note´e σ(w, s).
On note la longueur de s par |s| et nous de´finissons la largeur de s par ℓ(s) =
ik − i1 + 1.
Soit S(w) l’ensemble des suites strictement croissantes (non vides) dans [1; |w|].
De´finition 33 Soit w un mot. La signature des sous-mots de w de parame`tre
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La signature ϕλ(w) peut eˆtre e´value´e pour toute valeur de λ dans ]0, 1].
Si λ = 1, le coefficient d’un mot v dans ϕλ(w) est le nombre d’occurrences
comme sous-mot de v dans w, et ϕ1(λ) est connue comme la transformation
de Magnus (cf. [32]) de w, si λ = 0 chaque se´quence avec un trou est e´limine´e,
et ϕλ(w) = χ(w).
Le noyau des sous-mots de u et v est









La norme des sous-mots de u est ||u||λ =
√
Kλ(u, u). Le noyau des sous-mots
normalise´ de u et v est
Kλ(u, v)
||u||λ.||v||λ .
Exemple. On conside`re les mots suivants : cat, car, bat, bar. Le tableau
suivant montre les coefficients des sous-mots de longueur 2 dans ϕλ pour chaque
mot.
ca ct at ba bt cr ar br
ϕλ(cat) 1 λ 1 0 0 0 0 0
ϕλ(car) 1 0 0 0 0 λ 1 0
ϕλ(bat) 0 0 1 1 λ 0 0 0
ϕλ(bar) 0 0 0 1 0 0 1 λ
Le noyau des sous-mots d’ordre 2 entre cat et car est Kλ(cat, car) = 1,
et puisque ||cat||(2)λ = ||car||(2)λ =
√
2 + λ2, le noyau de sous-mots normalise´
d’ordre 2 est 1
2+λ2
.
Proposition 13 Il existe une transduction rationnelle τλ ponde´re´e dans N[λ]
telle que ϕλ = τλ ◦ χ.
Preuve. Conside´rons le transducteur a` multiplicite´ de la figure 4.7. Ce trans-
ducteur re´alise une relation rationnelle τλ. Pour chaque mot d’entre´e w, il
produit l’ensemble des mots qu’on peut obtenir en effac¸ant des lettres, hormis
la premie`re et la dernie`re, de w ; le coup de chaque effacement est λ. Appelons
sous-mot de bord le sous-ensemble des sous-mots qui contiennent la premie`re
et la dernie`re lettre du mot. Finalement, pour chaque mot w, τλ(w) est une
combinaison line´aire de termes, telle que le coefficient d’un mot u dans cette
combinaison est de kλ|w|−|u| si u apparait k fois comme sous-mot de bord de
w. Chaque sous-mot de w est uniquement de´crit comme un sous-mot de bord
d’un facteur de w. Par conse´quent, ϕλ = τλ ◦ χ. 







Figure 4.7 – Un transducteur effac¸ant les lettres d’entre´es. Chaque transition est e´tiquete´e
par une lettre d’entre´e : Les transitions d’e´tiquette a | a copient l’entre´e vers la sortie, les
transitions d’e´tiquette a | ε efface l’entre´e.
Par conse´quent ϕλ est la fonction N[λ]-rationnelle re´alise´e par le transduc-
teur de la figure 4.8, simplification de la composition des transducteurs de la







a | a+ λε
a | a a | ε
Figure 4.8 – Un transducteur calculant la signature de sous-mots d’un mot.
Remarque 5 Dans [10], les lettres qui participent aux sous-mots sont elles
aussi pe´nalise´es d’un facteur λ. La signature ainsi obtenue est donc le´ge`rement
diffe´rente de celle que nous conside´rons ici.
4.4.2 Calculs effectifs de noyaux de sous-mots
On s’inte´resse dans cette partie et la suivante au calcul effectif des noyaux
de sous-mots. On commence par le cas du noyau boole´en puis on pre´sentera le
calcul du noyau ponde´re´.
Noyaux de sous-mots boole´en
On pre´sente dans ce paragraphe une construction directe pour le calcul du
noyau de sous-mots boole´ens, c’est-a`-dire le nombre de sous-mots communs a`
deux mots (sans tenir compte de la multiplicite´ des sous-mots a` l’inte´rieur de
chacun des mots),
Pour tout mot w, on de´finit l’automate AS(w) qui reconnaˆıt les sous-mots de
w. De´finissons d’abord la fonction f qui indique la premie`re position supe´rieure
a` i dans le mot w ou` l’on trouve une lettre donne´e :
A∗ × A× N −→ N ∪ {∞}
f(w, a, i) 7−→ min{j ∈]i; |w|] | wj = a};
si une telle lettre n’existe pas, on pose (f, w, a) =∞.
Pour tout mot w, l’automate AS(w) est alors e´gal a` ([0; |w|], A, E, {0}, [0; |w|]),
avec
E = {i a−→ j ∈ [0; |w|]× A× [0; |w|] | j = f(w, a, i)}.
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0 1 2 3
a b b
b
Figure 4.9 – L’automate AS(abb).
Proposition 14 L’automate AS(w) est l’automate de´terministe minimal qui
reconnaˆıt les sous-mots de w.
Preuve. Soit u un sous-mot de w et i1, i2, . . . , i|u| la se´quence strictement crois-
sante minimale (pour l’ordre lexicographique) telle que pour tout k dans [1; |u|],
uk = wik . Par minimalite´, i1 = f(w, u1, 0) et, de meˆme, pour tout k dans [1; |u|[,
ik+1 = f(w, uk, ik). Donc 0
u1−→ i1 u2−→ . . . i|u| est un calcul et u est accepte´ par
AS(w).
Par ailleurs, si i
a−→ j est une transition, par de´finition i < j ; donc pour tout
calcul 0
a1−→ i1 a2−→ . . . ir, i1, i2, . . . , ir est une se´quence strictement croissante et
a1a2 . . . ar est un sous-mot tel que ak = wik pour tout k dans [1; r].
Par construction, l’automate est de´terministe et acyclique ; comme il accepte
w, son nombre d’e´tats est minimal ; c’est donc l’automate minimal. 
Exemple. La figure 4.9 montre l’automate AS(abb) obtenu par cette construc-
tion.
Remarque 6 L’automate AS(w) peut eˆtre construit en temps line´aire dans la
taille du re´sultat (borne´e par O(|A|.|w|)). Pour cela`, on utilise une liste creuse
t (sparse list) indice´e par les lettres. On peut de´cider en temps constant si t[a]
est de´fini et le cas e´che´ant y acce´der ; on peut modifier sa valeur et on peut
parcourir le support de t en temps proportionnel a` sa taille. Dans l’algorithme
de la figure 4.10, les entiers de 0 a` n repre´sentent les e´tats.
L’automate reconnaissant le noyau de sous-mots de deux mots est obtenu
par produit des automates reconnaissant les signatures de ces mots. Sur ce
produit, on peut directement calculer la valeur du noyau (nombre de sous-
mots communs) de la manie`re suivante (bottom-up) :
— on assigne a` chaque feuille un poids e´gal a` 1 ;
— on assigne a` nœud un poids e´gal a` la somme des poids de ses feuilles plus
1.
Proposition 15 Le poids de l’e´tat initial du produit des automates AS(u) et
AS(v) est le nombre de sous-mots communs a` u et v.
Preuve. Comme tout e´tat est final, le poids de chaque e´tat est simplement le
nombre de mots accepte´s a` partir de cet e´tat. 
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Sous-mots de w
n :=|w|
A : automate avec n+ 1 e´tats terminaux [0;n]
Rendre 0 initial
t liste creuse indice´e par l’alphabet
pour k de n a` 0
si k < n




si k > 0
t[wk] :=k
retourner A
Figure 4.10 – Calcul de l’automate des sous-mots d’un mot




Figure 4.11 – L’automate AS(bab).
Exemple. Conside´rons l’automate de la figure 4.11 qui reconnaˆıt les sous-mots
de bab. Son intersection avec l’automate de la figure 4.9, qui reconnaˆıt les sous-
mots de abb, donne l’automate de la figure 4.12 sur laquelle les poids assigne´s
aux e´tats nous indiquent que le nombre K(abb, bab) de sous-mots communs
est 5.
Noyaux avec multiplicite´
On propose ici une construction directe d’un automate Aϕλ(w) re´alisant
ϕλ(w) a` partir d’un mot w. Comme pour le cas boole´en, cet automate a |w|+1
e´tats nume´rote´s de 0 a` |w| ; 0 est initial et tous les autres e´tats sont terminaux.
Pour tout i et j dans [1, |w|], avec i < j, on a une transition i wj |λ
j−i−1
−−−−−−→ j. Pour
tout j dans [1, |w|], on a une transition i wj |1−−→ j.
Proposition 16 Pour tout mot w, l’automate Aϕλ(w) re´alise ϕλ(w).
Preuve. On a une bijection entre les calculs de Aϕλ(w) et S(w) : si on excepte
l’e´tat initial 0, la suite des nume´ros des e´tats i1, i2, . . . , ik d’un calcul forme une
suite s de S(w). Avec les notations de la de´finition 32, il vient imme´diatement
que l’e´tiquette de ce calcul est σ(s, w). Le poids de ce calcul est
λ1+(i2−i1−1)+...(ik−ik−1−1) = λik−i1+1−(k−1) = λℓ(s)−|s|.
Finalement, d’apre`s la de´finition 33 l’automate re´alise donc ϕλ(w). 















Figure 4.12 – L’automate reconnaissant les sous-mots communs de abb et bab.













Figure 4.13 – L’automate Aϕλ(ctct).
Remarque 7 L’automate Aϕλ(w) a |w|(|w|+ 1)/2 transitions et se construit
en temps proportionnel a` ce nombre de transitions.
Pour e´valuer le noyau de sous-mots de deux mots u et v, on construitAϕλ(u)
et Aϕλ(v), puis le produit de ces deux automates. On peut ensuite ponde´rer
chaque nœud de la manie`re suivante, en remontant a` partir des feuilles :
— chaque feuille a un poids 1 ;
— Le poids de chaque e´tat est la somme des poids de chacun des successeur,
chaque terme e´tant multiplie´ par le poids de la transition correspondante,
cette somme est augmente´e de 1 sauf pour l’e´tat initial.
Comme pour le cas boole´en, le poids ainsi calcule´ correspond aux poids total
des calculs partant de chaque e´tat.
Exemple. Le produit de Aϕλ(ctct) avec lui-meˆme donne l’automate de la
figure 4.14. On assigne des poids comme indique´ et on obtient a` l’e´tat initial
16 + 6λ2 + λ4 qui est donc le noyau de ctct avec lui-meˆme.
4.4.3 Signature des sous-mots des langages rationnels
A` partir de la signature de sous-mots de mots a` un parame`tre, on de´finit la
signature de sous-mots de langages. Comme pour la signature de facteurs, l’ex-
tension aux langages ne´cessite l’introduction d’un parame`tre supple´mentaire.
58 CHAPITRE 4. NOYAUX ET SIGNATURES DE LANGAGES
0, 0
16 + 6λ2 + λ4 1, 1
4 + 3λ2 + λ4
1, 3 2 + λ2
2, 4 1






















Figure 4.14 – L’automate Aϕλ(ctct)2.






Comme pour les facteurs, le parame`tre µ pe´nalise la prise en compte des
mots longs.




=(2a+ 2b+ λaa+ (2 + λ2)ab+ ba+ λbb+ λaab+ aba+ λabb
+ bab+ abab)µ4 + (a+ b+ ab)µ2
=(2µ4 + µ2)a+ (2µ4 + µ2)b+ µ4λaa+ (2µ4 + µ2 + µ4λ2)ab




=(a+ 2b+ ab+ ba+ λbb+ bab)µ3 + (2b+ bb)µ2
=µ3a+ (2µ3 + 2µ2)b+ µ3ab+ µ3ba+ (µ3λ+ µ2)bb+ µ3bab.
La se´rie indicatrice de sous-mots de ces deux langages est donc :
Iλ,µ(L,H) =Φλ,µ(L)⊙ Φλ,µ(H)
=(2µ7 + µ5)a+ (4µ7 + 4µ6 + 2µ5 + 2µ4)b+ (2µ7 + µ5 + µ7λ2)ab
+ µ7ba+ (µ7λ2 + µ6λ)bb+ µ7bab.
Le noyau de ces deux langages est donc
Kλ,µ(L,H) = (10 + λ
2)µ7 + (4 + λ)µ6 + 4µ5 + 2µ4.
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La proposition suivante donne une condition suffisante sur les valeurs de µ
et λ pour que la signature d’un langage L soit de´finie.
Proposition 17 Soit L un langage rationnel. Pour µ dans [0; 1
2E(L)
[ et λ dans
[0; 1
µ2E(L)
[, Φλ,µ(L) est de´finie.
Preuve. On prouve que les coefficients de Φλ,µ(L) sont tous de´finis pour ces
valeurs.
Soit β dans ]2E(L); 1/µ[. Il existe N telle que pour chaque n > N , Factn(L) <
βn.
Soit w un mot de longueur n > 2 (le cas des lettres est facile a` re´soudre).
Soit v un mot de L qui contient une occurence de w comme sous mots :





Pour chaque longueur k, pour chaque i dans [0;n], le nombre de mots ui de
L longueur k est plus petit que |A|k si k est plus petit que N , et est borne´ par















Notez que si L = A∗, le meˆme argument donne :
〈Φλ,µ(A∗), w〉 = µ
n
(1− |A|µ)2(1− λ|A|µ)n−1 .

Proposition 18 La fonction Φλ,µ qui envoie un langage sur sa signature de
sous-mots est une fonction rationnelle.
Preuve. Pour chaque mot w, le transducteur Ψµ de la figure 4.2 donne la se´rie
χ(w)µ|w|. Par la proposition 13, le transducteur τλ de la figure 4.7 applique
χ(w)µ|w| dans ϕλ(w)µ
|w|. par line´arite´ , Φλ,µ est alors e´gale a` τλ ◦Ψµ. Le trans-
ducteur obtenu par la composition de τλ et Ψµ est dessine´ dans la figure 4.15.

Exemple. Soit L2 = a
∗b∗. L’automate minimal de L2 est donne´ figure 4.3.
La signature de sous-mots de L2 est obtenue par l’application de Φλ,µ sur cet
automate, ce qui donne l’automate de la figure 4.16. Cet automate est en fait
e´quivalent a` l’automate de la figure 4.17. On verra plus loin comment calculer
cet automate plus simplement.
La signature de sous-mots permet de de´finir une norme parame´tre´e pour les
langages rationnels. Cette norme est un indicateur de la richesse de sous-mots







a | µa+ µλε
a | µa a | µε


























Figure 4.16 – La signature de sous-mots de L2 (Avant suppression des ε-transitions).






Proposition 19 Soit L un langage rationnel sur un alphabet A. Si λ et µ sont
deux re´els positifs tels que µ est dans [0, 1
|A|
























A` partir du transcteur Φλ,µ, on peut calculer le transducteur Φλ,µ ◦ Φ−1λ,µ
(figure 4.18) qui accepte des paires de mots et que l’on peut appliquer a` une
paire d’automates minimaux de deux langages rationnels.















(a, ε) | µ (ε, a) | µ
(ε, a) | µ
(a, a) | µ2 (a, a) | µ2
(a, a) | µ2
(a, ε) | µλ
(ε, a) | µλ(ε, a) | µλ
(a, a) | µ2
(a, ε) | µ
(ε, a) | µ
(a, ε) | µ
(a, a) | µ2
(a, a) | µ2
(a, a) | µ2
(a, a) | µ2
Figure 4.18 – Le transducteur re´alisant le noyau de sous-mots.
4.4.4 Calcul de la signature des sous-mots
A` partir de l’automate minimal A d’un langage L, un automate qui re´alise
la signature de sous-mots peut eˆtre obtenu en appliquant le transducteur Φλ,µ.
On peut faire une description du re´sultat. Il est compose´ de trois copies
A1,A2,A3 de A. Seul l’e´tat initial de A1 demeure initial et seuls les e´tats
terminaux de A3 demeurent terminaux. Dans A1 et A3, chaque transition
est remplace´e par une ε-transition de poids µ. Dans A2 chaque transition est
ponde´re´e par µ et double´e d’une ε-transition de meˆmes extre´mite´s de poids
µλ. Pour tout e´tat p de A, notons pi l’e´tat correspondant dans Ai. Pour toute
transition p
a−→ q, on cre´e les transitions p1 a−→ q2, p2 a−→ q3 et p1 a−→ q3.
Exemple. L’automate re´alisant la signature de L2 = a
∗b∗ est dessine´ fi-
gure 4.16.
Pour pouvoir calculer efficacement avec un tel automate, en particulier pour
pouvoir calculer le produit qui permet d’obtenir l’automate qui re´alise la se´rie
indicatrice de deux langages, il faut supprimer les ε-transitions.








Figure 4.19 – Un automate de´terministe et standard reconnaissant L2.
Nous de´crivons maintenant une construction qui permet de calculer direc-
tement un automate sans ε-transition qui re´alise la signature de sous-mots.
Tout d’abord, on suppose que le langage L est reconnu par un automate
non ambigu standard A, c’est a` dire avec un seul e´tat initial sur lequel n’ar-
rive aucune transition. Un tel automate est facilement calculable a` partir de
l’automate minimal. Il faut si besoin dupliquer l’e´tat initial, une copie restant
initiale, l’autre accueillant les transitions entrantes, et les deux copies conser-
vants leurs transitions sortantes ou fle`ches finales.
Exemple. Le langage L2 = a
∗b∗ est reconnu par l’automate de´terministe
standard de la figure 4.19.
Soit Q l’ensemble des e´tats de A. Nous de´finissons dans Q × Q la matrice
E(x), comme suit. Pour chaque paire d’e´tats (p, q),
– Ep,q(x) = kx, ou` k est le nombre de transitions de p a` q ;
– Enp,q(x) = kx
n s’il y a exactement k chemins de longueur n de p a` q ;
– E∗p,q(x) est la se´rie qui compte le nombre de chemins de chaque longueur
entre p et q.
Proposition 20 Soit A un automate standard de´terministe qui accepte un
langage L. Soit Q l’ensemble des e´tats de A, et soit E(x) la matrice parame´tre´e
de´finie comme ci-dessus. La signature de sous-mots de L de parame`tres λ et µ
est re´alise´e par l’automate B avec le meˆme ensemble d’e´tats Q que A, de´fini
comme suit.
— L’e´tat initial i de B est l’e´tat initial de A.




E∗(µ)p,q (si k 6= 0).
— Pour chaque e´tat r, pour chaque lettre a dans A, il y a une transition de




E∗(µ)i,qµδ(a)q,r (si k 6= 0).
— Pour chaque e´tat p 6= i, chaque e´tat r 6= i, pour chaque lettre a ∈ A, il y




E∗(λµ)p,qµδ(a)q,r (si k 6= 0).
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Preuve. L’automateA est caracte´rise´ par le triplet (I,M, T ), ou` I est le vecteur
caracte´ristique des e´tats initiaux et T est le vecteur caracte´ristique des e´tats
terminaux ; M est la matrice de transition de A : si Q est l’ensemble des e´tats
de A, M est une matrice Q×Q telle que pour chaque paire d’e´tats (p, q), Mp,q
est la somme des lettres qui e´tiquettent une transition a` partir de p et q. Soit
i l’e´tat initial de A, puisque A est standard, Mp,i = 0 pour chaque e´tat p.
Pour chaque lettre a, la sortie du transducteur Φλ,µ sur toutes les transitions
est de´crite par la matrice suivante :





L’application de Φλ,µ dans A est donc un automate a` 3|Q| e´tats avec ε-
transitions caracterise´e par :
(J,∆, U) =

[ I 0 0 ],












Par conse´quent, nous avons Φλ,µ(L) = J∆
∗U . On peut isoler les ε-transitions,
nous obtenons ∆ = P + F , ou`
P =

 0 µM µM0 µM µM
0 0 0

 and F =





Il vient Φλ,µ(L) = J(P + F )
∗U = J(F ∗P )∗F ∗U . Par conse´quent, Φλ,µ(L) est
re´alise´ par l’automate suivant sans ε-transitions :

[ I 0 0 ],












Cet automate a 3|Q| e´tats, mais pour chaque k dans [1; |Q|], les colonnes k+|Q|
et k+2|Q| sont e´gales a` la fois dans la matrice de transition et dans le vecteur
initial. L’e´tat correspondant peut donc eˆtre fusionne´ pour obtenir un automate
a` 2|Q| e´tats : (











Puisque A est standard (il n’y a pas de transition entrante dans l’e´tat initial),
la premie`re colonne de M est nulle, donc, pour chaque k dans [2; |Q| + 1],
la colonne k est nulle dans la matrice de transition et dans le vecteur initial,
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les e´tats correspondants ne sont pas accessibles, et Φλ,µ(L) est re´alise´ par un
automate a` |Q| e´tats(












Exemple. Nous conside´rons l’automate de la figure 4.19. La matrice de tran-
sition, la projection et l’etoile de la projection sont :
(I,M, T ) =

[ 1 0 · · · 0 ],
























L’automate re´alisant Φ(L2) est donc caracte´rise´ par :
1)

















(I,M, T ) =
















L’automate obtenu est celui dessine´ sur la figure 4.17.
4.4.5 Les signatures caracte´risent les langages
Pour la signature de facteurs comme pour la signatures de sous-mots, la si-
gnature d’un langage caracte´rise le langage et on peut assez aise´ment retrouver
le langage si on dispose de la signature sous sa forme formelle (µ non e´value´).
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En effet, pour chaque mot w de la signature de L, µ|w| apparait dans le
coefficient de w si et seulement si w est dans L.
A` partir d’un automate sans ε-transition qui re´alise la signature, il suffit de
multiplier chaque transition par µ, puis d’e´valuer les coefficients en µ = 0 (et
λ = 0 le cas e´che´ant) pour obtenir un automate qui reconnaˆıt le langage.
Noyau de facteur football tennis ordinateur carte me`re
µ = 0.1
football 0.000687522 0.000199493 0.000476418 0.000257754









football 60.9736 47.0735 50.5925 32.171









football 141795 128384 131232 166330
tennis 150459 134798 166772
ordinateur 163479 187019
carte me`re 268241
Figure 4.20 – Comparaison par le noyau des facteur.
4.5 Tests et applications des noyaux de langages ration-
nels
Dans cette partie on s’inte´resse aux tests et applications, pour la classifica-
tion des documents.
On conside`re quatre corpus : football, tennis, ordinateur et carte-me`re, d’en-
viron 80 mots cle´s chacun, qu’on compare deux a` deux. Pour ces tests on utilise
la signature re´alise´e par le transducteur de la figure 4.22 qui a un parame`tre
en plus ρ qui nous permet de pe´naliser diffe´remment les lettres qui co¨ıncident.
Ainsi, si λ = 0 et ρ = µ, on a la signature de facteurs de parame`tre µ. Si
λ = l.µ et ρ = µ, on obtient la signature de sous-mots de parame`tre (µ, l) ou`
l est la longueur du sous-mot efface´ entre deux lettres qui co¨ıncident.
Remarque 8 On peut comparer aussi des langages naturels comme le franc¸ais
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Noyau de facteur football tennis ordinateur carte me`re
µ = 0.1
football 1 0, 254993209 0, 185968496 0, 370523873
tennis 1 0, 196611005 0, 304515268
ordinateur 1 0, 374864698
carte me`re 1
µ = 0.3





football 1 0, 760470979 0, 665565466 0, 630586701
tennis 1 0, 570572954 0, 574227261
ordinateur 1 0, 72944141
carte me`re 1
µ = 0.7





football 1 0, 878964548 0, 861942515 0, 852859614
tennis 1 0, 859495044 0, 830140251
ordinateur 1 0, 893083703
carte me`re 1







a | ρa+ λε
a | ρa a | µε
Figure 4.22 – Le transducteur Φλ,ρ,µu calculant la signature de sous-mots d’un langage.
par rapport a` l’italien et l’anglais par rapport a` l’allemand. Malheureusement
on n’a pas re´ussi a` obtenir les re´sultats de comparaison de ces corpus de langues
naturelle a` cause de leurs tailles importante.
Le tableau de la figure 4.20 pre´sente les re´sultats obtenus pour le noyau des
facteurs avec pe´nalisation des lettres qui co¨ıncident (ρ = µ). La figure 4.20
pre´sente les meˆmes re´sultats apre`s normalisation.
Dans le graphe de la figure 4.23 on voit les re´sultats de la comparaison
du corpus football avec les autres corpus (football, tennis, ordinateur et carte
me`re). La courbe en bleu repre´sente le noyaux K(football, football) normalise´.
On a bien suˆr une courbe constante e´gale a` 1. Ensuite le tennis (en rouge)
semble le plus proche du football et les domaines techniques (ordinateur et
plus specialement carte me`re) ressemblent moins au football.
Remarquons qu’avec un parame`tre µ proche de ze´ro, on a l’impression que
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carte me`re










Figure 4.23 – Comparaison avec le corpus football
”carte me`re” ressemble plus au football que les autres. Cela vient du fait que
ce corpus contient des mots plus longs (beaucoup de mots compose´s), ce qui
augmente artificiellement le nombre de facteurs communs si on ne pe´nalise pas
suffisament les mots plus longs.
Globalement, on n’obtient pas de diffe´rence tre`s importante car tous ces
corpus contiennent des mots de la meˆme langue, le franc¸ais.
La figure 4.24 pre´sente les re´sultats obtenus pour le noyau des facteurs avec
pe´nalisation des trous pre´fixes et suffixes du facteur (ρ = 1). La figure 4.25
pre´sente les meˆmes re´sultats apre`s normalisation.
4.6 Extensions et perspectives
4.6.1 Ope´rations asyme´trique et noyaux hybrides
De´finition 34 Un noyau hybride est obtenu par la composition de deux signa-
tures distinctes σ1 ◦ σ−12 .
Un noyau hybride n’est donc pas syme´trique. Il peut eˆtre utilise´ si on
confronte par exemple des mots obtenus a` partir d’un signal audio (conside´rer
les sous-mots permet de prendre en compte le bruit parasite) avec un diction-
naire (ou` la signature des facteurs est plus pertinente).
Par ailleurs, un noyau hybride peut permettre de comparer des langages sur
des alphabets diffe´rents.
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Noyau de facteur football tennis ordinateur carte me`re
µ = 0.1
football 2095.75 108.918 0.391576 0.287699
tennis 0 2096.3 0.0965716 0.106392
ordinateur 0 0 2282.38 188.95
carte me`re 0 0 0 2919.61
µ = 0.2
football 2229.73 120.49 2.86867 1.68344
tennis 0 2232.3 1.43482 1.27672
ordinateur 0 0 2433.77 207.943
carte me`re 0 0 0 3140.83
µ = 0.5
football 3887.08 464.824 251.603 153.008
tennis 0 3914.59 205.958 142.77
ordinateur 0 0 4381.65 609.8
carte me`re 0 0 0 5599.71
µ = 0.9
football 197125 162526 164833 209066
tennis 0 214964 170278 210658
ordinateur 0 0 237204 246564
carte me`re 0 0 0 419239
Figure 4.24 – Re´sultat du noyau de facteur
Noyau de facteur football tennis ordinateur carte me`re
µ = 0.1
football 1 0, 051964075 0, 000179041 0, 000116307
tennis 1 0, 00004415 0, 000482167
ordinateur 1 0, 073196531
carte me`re 1
µ = 0.2
football 1 0, 054006818 0, 001231444 0, 000636135
tennis 1 0, 000615576 0, 000482167
ordinateur 1 0, 075211166
carte me`re 1
µ = 0.5
football 1 0, 119160869 0, 060965654 0, 032795906




football 1 0, 78953089 0, 762276104 0, 727246632
tennis 0 1 0, 754075219 0, 70172064
ordinateur 0 0 1 0, 781875896
carte me`re 0 0 0 1
Figure 4.25 – Noyau de facteur normalise´
4.6.2 Alge`bre des noyaux rationnels
Conside´rons K1 et K2 deux noyaux sur A
∗
1×A∗2. On peut de´finir diffe´rentes
ope´rations sur les noyaux (voir [9]). Dans ce qui suit, (x, y) appartient a` A∗1×A∗2.
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Somme :
(K1 +K2)(x, y) = K1(x, y) +K2(x, y).
Produit (de Cauchy) :




Proposition 21 Si les noyaux K1 et K2 sont rationnels, alors K1 + K2 et
K1 ×K2 aussi.
Preuve. K1 +K2 est obtenu par union des transducteurs re´alisant K1 et K2,
et K1 ×K2 par concate´nation de ces transducteurs. 
Proposition 22 Si les noyaux K1 et K2 sont obtenus par composition de si-
gnatures, alors K1 +K2 et K1 ×K2 aussi.
Preuve. Soit K1 = σ1,1 ◦σ−11,2 et K2 = σ2,1 ◦σ−12,2. Alors on a σ1,1 : A∗1 −→ R〈B∗1〉,
σ1,2 : A
∗
2 −→ R〈B∗1〉, σ2,1 : A∗1 −→ R〈B∗2〉 et σ2,2 : A∗2 −→ R〈B∗2〉. On peut
supposer que B1 et B2 sont deux alphabets disjoints. On peut alors de´finir,
pour i dans {1, 2}, σi : A∗i −→ R〈(B1 ∪ B2)∗〉 tel que pour tout mot u de
A∗i , σi(u) = σi,1(u) + σi,2(u). Comme les alphabets B1 et B2 sont disjoints, on
obtient :
σ1 ◦ σ−12 = σ1,1 ◦ σ−11,2 + σ2,1 ◦ σ−12,2 = K1 +K2.
De meˆme, soit b une lettre qui n’est pas dans B1 ∪ B2 ; on de´finit, pour i
dans {1, 2}, πi : A∗i −→ R〈(b ∪ B1 ∪ B2)∗〉 tel que pour tout mot u de A∗i ,
πi(u) =
∑
xy=u σi,1(x)bσi,2(v). Graˆce au marqueur b, on obtient
π1 ◦ π−12 = K1 ×K2.

Remarque 9 Si K1 et K2 sont rationnels et obtenus par composition de si-
gnatures, les ope´rations de´crites dans cette preuve conservent la rationalite´.
Ces ope´rations s’e´tendent directement aux noyaux de langages. Par ailleurs,
il n’est pas difficile de ve´rifier que les axiomes de semi-anneaux sont ve´rifie´s en
prenant pour noyau unite´ le noyau caracte´ristique de (ε, ε). Comme on peut
facilement obtenir un noyau oppose´ a` un noyau donne´, l’ensemble des noyaux
forme un anneau. D’apre`s les propositions ci-dessus, c’est aussi vrai des noyaux
rationnels, ou des noyaux de´finis positifs.
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4.6.3 Noyaux rationnels n-aires
A` partir des signatures, on peut de´finir des noyaux n-aires.
De´finition 35 Soit n > 0. Conside´rons n signatures : pour tout i dans [1;n],
fi : A
∗
i −→ R〈B〉. Ces signatures induisent un noyau sur A∗1×A∗2× · · · ×A∗n :






On peut de meˆme de´finir la se´rie indicatrice par
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