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THE SHAPE INVARIANT OF SYMPLECTIC ELLIPSOIDS
RICHARD HIND AND JUN ZHANG
Abstract. The shape invariant of a symplectic manifold encodes the possible area
classes of embedded Lagrangian tori. Potentially this is a powerful invariant, but
for most manifolds the shape is unknown. We compute the shape for 4 dimensional
symplectic ellipsoids where the ratio of the factors is an integer. The full shape
invariant gives stronger embedding obstructions than result by considering only
monotone tori.
1. Introduction
Studying existence of Lagrangian submanifolds is a fundamental problem in sym-
plectic topology. Lagrangian tori in the trivial homology class are always present,
but not with arbitrary area class. Even when our symplectic manifold X is an ele-
mentary bounded toric domain, little is known on existence beyond the torus fibers.
One advance is due to [13], which deals with four-dimensional ball and polydisks. In
this paper, we will give a classification of Lagrangian tori for a large family of four-
dimensional ellipsoids, in other words we compute a reduced version of their shape
invariants (see (1) below).
To be precise, let us fix some notation. Let R4 be the vector space equipped with
the standard symplectic form ωstd = dx1∧dy1 +dx2∧dy2. Identify R4 with C2 where
zi = xi +
√−1yi for i = 1, 2. The four-dimensional ellipsoid E(a, b) with a ≤ b is
defined by
E(a, b) =
{
(z1, z2) ∈ C2
∣∣∣∣ pi|z1|2a + pi|z2|2b < 1
}
.
When a = b, E(a, b) = B(a), the four-dimensional ball. Let L ⊂ E(a, b) be an
embedded Lagrangian torus. Recall there are two cohomology classes Ω ∈ H1(L,R)
and µ ∈ H1(L,Z) associated to this L ⊂ R4. The first is the area class and is defined
by Ω = [λstd] where λstd = y1dx1 + y2dx2 is the standard Liouville form of R4, that
is, a primitive of ωstd. Equivalently, for e ∈ H1(L,Z) we have Ω(e) =
∫
D
u∗ω where
D is a disk and u : (D, ∂D) → (C2, L) verifies u∗[∂D] = e. The second class is the
Maslov class. If u : S1 → L with u∗[S1] = e then µ(e) is the Maslov class of the loop
of Lagrangian subspaces Tu(t)L ⊂ C2 (see [24]). Since L, as a torus, is orientable,
the Maslov class is always even. A nice package that encodes the values of Ω for
embedded Lagrangian tori L ⊂ E(a, b) is the shape invariant of E(a, b). In general,
the shape invariant of a domain X, denoted by Sh(X), was defined and considered in
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2 RICHARD HIND AND JUN ZHANG
[27], [28], and [8]. It provides a powerful non-linear symplectic invariant to obstruct
embeddings between domains. Explicitly,
Sh(X) :=
{
s ∈ H1(T2,R) | s = f ∗Ω for a Lagrangian embedding f : T2 ↪→ X} .
This definition is slightly unwieldy since Lagrangian embeddings can be composed
with diffeomorphisms of T2, so we get many classes for each embedded torus. To
simplify the discussion, we make the following useful observation. Recall that a
Lagrangian torus is called monotone if there exists λ > 0 such that Ω = λµ.
Lemma 1.1. If L ⊂ R4 is a Lagrangian torus, then there exists an ordered integral
basis 1 (e1, e2) of the homology group H1(L,Z) such that µ(e1) = µ(e2) = 2 and
0 < Ω(e1) ≤ Ω(e2). Moreover, in the non-monotone case when Ω(e1) 6= Ω(e2), there
exists a unique such basis with 0 < 2Ω(e1) ≤ Ω(e2).
The proof of Lemma 1.1 is given in Section 2, and it is based on a fundamental
result, originally appearing as Theorem A in [31] or Theorem 2.1 in [23] that, in our
set-up, there always exists a class e ∈ H1(L;R) with µ(e) = 2 and Ω(e) > 0. Then in
this paper we will mainly consider the following reduced version of Sh(X),
Sh+(X) :=
{
(Ω(e1),Ω(e2)) ∈ R2
∣∣∣∣ L is Lagrangian torus in X and(e1, e2) is given by Lemma 1.1.
}
(1)
=
{
s(f−1∗ (e1, e2)) ∈ R2
∣∣∣∣ L = f(T2) for a Lagrangian emb. f ,s ∈ Sh(X), and (e1, e2) in Lemma 1.1
}
.
Remark 1.2. When L is non-monotone, the basis (e1, e2) is uniquely determined by
the second conclusion of Lemma 1.1, thus there is no ambiguity in the definition (1).
When L is monotone, though the basis (e1, e2) is not uniquely determined, one readily
verify that if w = Ω(e1) = Ω(e2) for one such basis, then any other Maslov 2 basis
(e′1, e
′
2) also satisfies w = Ω(e′1) = Ω(e′2). Therefore, (1) is well-defined. Moreover, if
we identify H1(T 2,R) with R2 by evaluating on a fixed basis then Sh+(X) ⊂ Sh(X),
and if R2 is given by coordinates (w1, w2), then Sh+(X) lies in the region {w1 >
0, w2 ≥ 2w1} ∪ {w1 > 0, w1 = w2}. The reduced shape invariant Sh+(X) serves as a
fundamental domain of Sh(X) under the action of diffeomorphisms of T2.
1.1. Main results. The main result in this paper is the following.
Theorem 1.3. For ellipsoid E(a, b) with b
a
∈ N≥2,
Sh+(E(a, b)) =
(w1, w2) ∈ R2>0
∣∣∣∣ w1 <
a
2
, w2 > 0
or
w1 ≥ a2 , w1a + w2b < 1
 ∩
 {w2 ≥ 2w1}∪
{w1 = w2}
 .
1Here an integral basis means every other (integral) class can be written as an integer combination.
Equivalently, we are only considering the base changes induced by the diffeomorphisms of T2.
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In other words, the reduced shape invariant of ellipsoid E(a, b), when restricted to the
region {w1 > 0, w2 ≥ 2w1} ∪ {w1 > 0, w1 = w2}, is the union of the moment triangle
of E(a, b) with a strip with width a
2
.
For a pictorial illustration of Theorem 1.3, see Example 7.2 in Section 7. Note that
when b
a
= 1, that is, E(a, b) = B(a), a similar result is proved in Theorem 2 of [13],
where the essential difference is that w1 < a3 instead of w1 <
a
2
.
We will denote by L(1, x) ↪→ E(a, b) a Lagrangian embedding of the torus T2 into
E(a, b) such that the standard basis is mapped to a basis (e1, e2) given by Lemma 1.1
and satisfying Ω(e1) = 1 and Ω(e2) = x. Hence, L(1, x) ↪→ E(a, b) with either x = 1
or x ≥ 2 if and only if (1, x) ∈ Sh+(E(a, b)).
Theorem 1.4. Suppose E(a, b) satisfies b
a
∈ N≥2. Then we have the following con-
clusions.
(1) L(1, 1) ↪→ E(a, b) if and only if 1 < b(1− 1
a
).
(2) If x ≥ 2, then L(1, x) ↪→ E(a, b) if and only if either a > 2 or x < b(1− 1
a
).
In fact, Theorem 1.4 directly implies Theorem 1.3.
Proof of Theorem 1.3, assuming Theorem 1.4. The hypothenuse of the moment tri-
angle of E(a, b) is w2 = − baw1 + b. Note that L(w1, w2) ↪→ E(a, b) if and only if
L(1, w2
w1
) ↪→ E( a
w2
, b
w2
). Then by Theorem 1.4, there are two cases.
(1) If w2
w1
= 1, that is, w1 = w2, then we have 1 < bw2 (1 − w1a ), which is w2 <
− b
a
w1 + b.
(2) If w2
w1
≥ 2, that is, w2 ≥ 2w1, we have either aw1 ≥ 2, which is w1 < a2 , or
w2 < − baw1 + b as in case (1).
Thus we get the desired conclusion. 
In what follows, we will be mainly interested in Theorem 1.4. The proof follows
a similar idea as the proof of Theorem 2 in [13]. There are two major differences,
which increases the difficulty in the situation of a general E(a, b). First, instead of
compactifying B(a) into a projective plane in CP 2, we will directly carry out an
SFT-type argument with positive asymptotic ends on the contact manifold ∂E(a, b).
Second, to initiate the neck-stretching process, we build up by hand a finite energy
curve in the symplectic cobordism between E(a, b) and the thin ellipsoid E(, S)
(with a sufficiently large S and a sufficiently small ), while [13] was able to take
advantage of the existence of an analogous curve (in fact a plane), already known
from [11, 12].
Applications. The reduced shape invariant Sh+(X) can provide a useful tool to
obstruct symplectic embeddings between star-shaped domains of C2. Here are some
direct consequences from Theorem 3 in [13] and Theorem 1.3. Recall that a sym-
plectic polydisk P (a, b) with a ≤ b is defined by P (a, b) := {(z1, z2) ∈ C2 |pi|z1|2 <
a, pi|z2|2 < b}. The following result is proved in Section 7.
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Theorem 1.5. We have the following obstructions of symplectic embeddings.
(1) Let P (a, b) and P (c, d) be polydisks with a ≤ b and c ≤ d. If b > d, then
P (a, b) ↪→ P (c, d) implies that c
a
≥ 2.
(2) Let P (1, a) be a polydisk with a ≥ 2 and E(c, bc) be an ellipsoid satisfying
b ∈ N≥2 and 1 ≤ c ≤ 2. Then
P (1, a) ↪→ E(c, bc) if and only if a+ b ≤ bc.
Here are a few remarks that relate Theorem 1.5 to other results in the literature.
(i) For (1) note that the Gromov width shows a necessary condition for an embedding
P (a, b) ↪→ P (c, d) is that a ≤ c. If also b ≤ d then we have an inclusion, so the
interesting case is precisely b > d. The conclusion (1) in Theorem 1.5 solves and also
improves the conjecture in Remark 1.5 in [18] (which conjectures b
d
· c
a
≥ 2).
(ii) An upper bound of c is certainly necessary to obtain a sharp obstruction as in (2)
in Theorem 1.5. In fact, by symplectic folding, there exists a symplectic embedding
P (1, 10) ↪→ P (2, 6), and by inclusion P (2, 6) ⊂ E(5, 10) = E(c, bc) with c = 5 and
b = 2. However, a = 10 > 8 = bc − b. For the case when 1 ≤ a ≤ 2, the conclusion
(2) in Theorem 1.5 is proved by Theorem 1.5 in [18].
(iii) Theorem 1.2.7 in [26], when restricted to dimension 4, proves a special case of
(1) in Theorem 1.5, i.e., the obstruction of the embedding P (a, b) ↪→ P (c, c). Also,
a similar argument via a comparison between the reduced shape invariants as (2)
in Theorem 1.5 but for b = 1, i.e., P (1, a) ↪→ B(c), implies that if 1 ≤ c ≤ 3, then
c ≥ a+1. This recovers Theorem 1.2.8 in [26] when it restricts to dimension 4. Finally,
the result (1) in Theorem 1.5 has also been announced recently in [21] (even for the
stabilized version). Still, we list it here to demonstrate how quickly a comparison
between the reduced shape invariants implies this obstruction (see Section 7).
1.2. Discussion. We end this introduction with short discussions on two subjects.
1.2.1. Relations to classical symplectic capacities. Due to Proposition 7.1 and its fol-
lowing paragraph, the reduced shape invariant Sh+(X) behaves very much like a
symplectic capacity. However, Sh+(X), taking values in subsets of the plane, may
contain more information than other classical symplectic capacities. To obtain an
explicit relation, consider the following value
c1(X) := sup{w > 0 |w1 = w2 = w ∈ Sh+(X)}.
It is in fact the Lagrangian capacity cL(X) defined in [5], since the points on the
diagonal of Sh+(X) correspond to the embeddings of monotone Lagrangian tori inside
X. Example 7.2 in Section 7 shows that
c1(B(R)) =
R
2
and c1(Z(R)) = R.
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In particular, the symplectic capacity c1 is not normalized as shown in Corollary 1.3
in [5]. In general, for any real number λ ≥ 2, consider
(2) cλ(X) = sup{w2 > 0 | (w1, w2) ∈ Sh+(X) ∩ {w2 = λw1}}.
These serve as a continuous family of non-normalized symplectic capacities (which
roots in the embeddings of non-monotone Lagrangian tori). In fact, the proof of
Theorem 1.5 can be reformulated in terms of cλ. It will be an interesting direction to
explore more applications of cλ. The following example shows a preliminary example.
Example 1.6. In the case when b
a
∈ N≥2 we see that c1(E(a, b)) = aba+b while
c2(E(a, b)) = 2ab
2a+b
. From this it follows that if c2(E(a, b)) ≤ c2(E(a′, b′)) and a <
a′ (that is, the Gromov width gives no obstructions), then automatically we have
c1(E(a, b)) ≤ c1(E(a′, b′)). In other words, the capacity c2 gives strictly stronger
restrictions on ellipsoid embeddings than c1.
1.2.2. Hamiltonian shape invariant. One can consider a slightly different version of
the shape invariant, which relates to the study in [13]. Explicitly, consider those
embedded Lagrangian tori L ⊂ X which can be realized as the image of a Lagrangian
product torus under Hamiltonian diffeomorphisms of C2. These Lagrangian tori are
called Hamiltonian tori. Recall that the Lagrangian product tori in C2, denoted by
LH(w1, w2), are defined by
LH(w1, w2) :=
{
(z1, z2) ∈ C2
∣∣ pi|z1|2 = w1 pi|z2|2 = w2} .
If L is a Hamiltonian torus, that is, L = Φ(LH(w1, w2)) for some Hamiltonian diffeo-
morphism Φ, then with respect to the basis it area class is (w1, w2). For brevity, we
write LH(w1, w2) ↪→ X if there exists a Hamiltonian diffeomorphism Φ on C2 such
that Φ(LH(w1, w2)) ⊂ X. For a domain X ⊂ C2, the following definition is another
version of shape invariant.
ShH(X) :=
{
(w1, w2) ∈ R2>0
∣∣LH(w1, w2) ↪→ X} .(3)
This ShH(X) is called the Hamiltonian shape invariant of X. Observe that the
requirement of the product tori in the definition of ShH(X) considerably reduces the
action of the diffeomorphisms of T2. As a matter of fact, ShH(X) is only symmetric
with respect to the line w1 = w2. For simplicity then, we consider a corresponding
reduced version, that is, Sh+H(X) := ShH(X)|{w1≤w2}.
Remark 1.7. If we restrict to the fundamental domain {w1 > 0, w2 ≥ 2w1} ∪ {w1 >
0, w1 = w2}, then by definition Sh+H(X) ⊂ Sh+(X). In fact, the construction in
Section 6.2 shows that when X = E(a, b) these two sets are the same. However, in
general we do not have ShH(X) = Sh(X). For example, the product torus LH(1, 2)
lies in X = E(2, 4) by inclusion, and so (1, 2) ∈ Sh+(X). By a change of basis
this implies that (3, 4) ∈ Sh(X), but (3, 4) /∈ ShH(X), since, for example, the product
torus LH(3, 4) has displacement energy 3 while E(2, 4) has displacement energy 2 (see
Proposition 2.1 in [4]).
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The following is a conjecture about the full Hamiltonian shape invariant of E(a, b).
Conjecture 1.8. For ellipsoid E(a, b) with b
a
∈ N≥2,
Sh+H(E(a, b)) =
(w1, w2) ∈ R2>0
∣∣∣∣ w1 <
a
2
, w2 > 0
or
w1 ≥ a2 , w1a + w2b < 1
 ∩ {w1 ≤ w2},
i.e., the Hamiltonian shape invariant of ellipsoid E(a, b), when restricted to the region
{w1 ≤ w2}, is the union of the moment triangle of E(a, b) with a strip with width a2 .
As explained in subsection 1.3 below, the proof of Theorem 1.4 heavily depends
on the existence of finite energy rigid curves in a certain moduli space. To prove
Conjecture 1.8, we need holomorphic curves with all positive ends on simple covers
of γb (see subsection 1.3 for our notation). For small ratios b/a, the existence of such
curves follows from the algorithm in [26]. We will explore this point in future work.
1.3. Outline of the proof of Theorem 1.4. Note that, except the case where
x ≥ 2 and a > 2, the “if part” in both (1) and (2) in Theorem 1.4 trivially holds by
inclusion LH(1, x) ⊂ E(a, b). Here, we give the outline of the proof of the obstruction
part of Theorem 1.4, i.e., the “only if part” in Theorem 1.4.
Suppose there exists an Lagrangian embedding L(1, x) ↪→ E(a, b). Recall this
means the Maslov class of the standard basis is 2 and the area class evaluates as
(1, x). To simplify our discussion, we will always assume that b
a
= k + δ /∈ Q where
δ > 0 is arbitrarily small. Then there are only two primitive closed Reeb orbits
on ∂E(a, b), denoted by α1 with action a and α2 with action b. Now, let V be an
appropriate Weinstein neighborhood of the image of L(1, x) inside E(a, b) which can
be symplectically identified with the unit codisk bundle U∗gT2 for a flat metric g. In
particular, ∂V is a hypersurface of contact type. For any S, there exists a sufficiently
small  > 0 such that E(, S) is contained in V . In other words, we have inclusions
E(, S) ⊂ V ⊂ E(a, b),
see Figure 1. In particular, we have a symplectic cobordism X = E(a, b)\E(, S)
and can choose an almost complex structure with cylindrical ends which is compatible
with the contact structures of ∂E(a, b) and ∂E(, S).
Denote by β1 the short primitive Reeb orbit of E(, S), i.e., its period is . Consider
rigid curves C (that is, its Fredholm index = 0 and genus = 0) in X with positive
ends on ma-many simply-covered γa and mb-many simply-covered γb, and a single
negative end βd1 for some winding number d. In fact, we will only consider the curves
with (ma,mb) = (ma, 1) where ma → ∞. The existence and SFT-compactness of
these rigid curves are guaranteed by various results in Section 5. Due to the general
process of neck-stretching along ∂V , a sequence of rigid curves Cn with respect to
a sequence of almost complex structures Jn which stretch along ∂V converges to a
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C
E(a, b) V
E(, S)
α1 α2α1 α2
βd1
embedding of L(1, x)
neck-streching along ∂V
ma-many︷ ︸︸ ︷ mb-many︷ ︸︸ ︷
Figure 1. Geometric set-up for Theorem 1.4.
limit holomorphic building Clim by [2]. This limit holomorphic building Clim consists
of curves in five layers (from top to bottom),
(4) S∂E(a, b), E(a, b)\V, S∂V, V \E(, S), and S∂E(, S).
To simplify the analysis, following the notation (II) in Section 2 of [13], there is one
component denoted by F0 with a single negative end βd1 and T -many positive ends on
∂V denoted by {γi}Ti=1. This is formed by (abstractly) gluing all the curves via their
matching ends in the layers up to and including S∂V . Again, following the notation
(I) in Section 2 in [13], for each i ∈ {1, . . . , T}, the i-th positive end γi of F0 on ∂V
is matched with a component denoted by Fi with only one negative end on γi. This
component is formed by gluing all the curves via their matching ends that eventually
connect to γi. For the reader’s convenience, Figure 2 illustrates an example of Clim.
Here, the component FT is a union of 11 curves in layers S∂E(a, b), E(a, b)\V
and S∂V . It ends up with one negative end γT , matching with F0 on ∂V , and 8
positive ends on the top boundary ∂E(a, b). Due to a sophisticated analysis of the
configurations of Clim based on actions and Fredholm indices (see subsection 6.1), the
possible configurations of {Fi}1≤i≤T are surprisingly restrictive. Within these limited
possibilities, the consideration of actions implies the obstructions in Theorem 1.4.
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S∂E(a, b)
E(a, b)\V
S∂V
V \E(, S)
S∂E(, S)
βd1
T -many positive
ends on ∂V
γT
FT
The union of
all curves with
matching ends
forms the F0
Figure 2. An example of Clim
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2. Reduction on shape invariant
In this section, we will give the proof of Lemma 1.1 which reduces the consideration
from Sh(X) to Sh+(X). The latter can be pictured in a precise way.
Proof of Lemma 1.1. By Theorem A in [31] or Theorem 2.1 in [23], any Lagrangian
torus in R4 admits a (primitive) class f1 ∈ H1(L;Z) with µ(f1) = 2 and Ω(f1) > 0. We
can extend this to an integral basis with a class f2, and, since µ(f2) is automatically
even, adding a multiple of f1 to f2 gives us a Maslov 2 basis. If Ω(f2) happens to be
negative, then we can replace f2 by 2f1−f2 and so arrive at a basis with Ω(f1),Ω(f2) >
0. Further, without loss of generality, we assume that 0 < Ω(f1) ≤ Ω(f2).
In the non-monotone case, we write w1 = Ω(f1) < Ω(f2) = w2. We compute the
change in areas if we make an integral change of basis preserving the Maslov class.
Such changes of basis which preserve orientation are given by matrices of the form(
a+ 1 a
−a 1− a
)
for a ∈ Z, and the new area classes are
((a+ 1)w1 − aw2, aw1 + (1− a)w2) = (w1 − a(w2 − w1), w2 − a(w2 − w1)).
We note that these basis changes preserve the order of areas, and orientation reversing
changes would also allow the order to reverse. Note that the first term is positive
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exactly when a < w1
w2−w1 . On the other hand, if w2−a(w2−w1) ≥ 2(w1−a(w2−w1)),
then
a(w2 − w1) ≥ 2w1 − w2, which implies a ≥ w1
w2 − w1 − 1.
Observe that there exists a unique integer in the interval [ w1
w2−w1 − 1, w1w2−w1 ), that is,
(5) a =
⌈
w1
w2 − w1
⌉
− 1.
Hence, the desired ordered basis is e1 = (a+ 1)f1− af2 and e2 = af1 + (1− a)f2 with
a chosen as (5). 
3. ECH theory and invariants
3.1. ECH background. Embedded contact homology ECH(Y ) is a powerful tool
associating algebraic and numerical invariants to a closed 3-dimensional contact man-
ifold Y . It is the homology of a chain complex that is freely generated by orbit sets,
i.e., a finite collection of distinct embedded Reeb orbits of Y with multiplicities, say
αn11 . . . α
nk
k . In this paper, we will apply ECH to obtain desired embedded holomorphic
curves in certain moduli spaces. This is motivated by the following fact. If there is a
symplectic embedding of Liouville domains Y2 ↪→ Y1, then via Seiberg-Witten theory,
there exists a well-defined map (called ECH cobordism map [19])
(6) Φ : ECH(∂Y1)→ ECH(∂Y2).
Moreover, non-vanishing of Φ, even on the chain complex level, will predict a possibly
broken J-holomorphic current C with ECH index = 0 ([20]). Here, a current is a finite
set {(Ci,mi)} where each Ci is an irreducible somewhere injective J-holomorphic
curve in either the cobordism level or a symplectization level. Usually,Mcurrent(γ1, γ2)
denotes the moduli space of currents with positive end on the orbit set γ1 and negative
end on the orbit set γ2. For the general background of ECH theory, see [16], [17] and
Section 2 in [6]. Since in this paper our interest lies in ellipsoids and symplectic
cobordisms between them, we will formulate necessary ingredients of ECH only in
the cases of ellipsoids.
3.2. Numerical invariants. Suppose there exists a symplectic embedding E(c, d) ↪→
E(a, b) where both d
c
and b
a
are irrational. Denote by X the completion of the cor-
responding symplectic cobordism with respect to a compatible J . Following the no-
tation in Section 2.5 in [6], denote by α1, α2 the two primitive Reeb orbits of E(a, b)
where the period of α1 is no greater the period of α2; similarly, β1 and β2 denote the
two primitive Reeb orbits of E(c, d) with increasing periods. Recall that the ECH
grading of an orbit set αm11 α
m2
2 is defined by
(7)
gr(αm11 α
m2
2 )
2
= (m1 +m2) +m1m2 +
m1∑
i=1
⌊
ia
b
⌋
+
m2∑
i=1
⌊
ib
a
⌋
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and similarly we define gr(βn11 β
n2
2 ). If C ∈ Mcurrent(αm11 αm22 , βn11 βn22 ), then its ECH
index, denoted by I(C), is equal to gr(αm11 α
m2
2 )−gr(βn11 βn22 ). Thus it can be computed
by the following explicit formula,
I(C)
2
= (m1 +m2)− (n1 + n2) + (m1m2 − n1n2)(8)
+
(
m1∑
i=1
⌊
ia
b
⌋
+
m2∑
i=1
⌊
ib
a
⌋)
−
(
n1∑
j=1
⌊
jc
d
⌋
+
n2∑
j=1
⌊
jd
c
⌋)
.
The existence of any desired J-holomorphic curve between orbit sets in X is initiated
by the following result.
Proposition 3.1. Let E(c, d) ↪→ E(a, b) be a symplectic embedding where d
c
, b
a
are
irrational, and αm11 α
m2
2 and β
n1
1 β
n2
2 be orbit sets of ∂E(a, b) and ∂E(c, d) respectively
with the same ECH gradings. Then there exists a possibly broken J-holomorphic
current C from αm11 α
m2
2 to β
n1
1 β
n2
2 with I(C) = 0.
Proof. Since the cobordism of E(c, d) ↪→ E(a, b) is diffeomorphic to a product, the
ECH cobordism map Φ : ECH(∂E(a, b))→ ECH(∂E(c, d)) in (6) is an isomorphism.
Moreover, Fact 2.2 in [6] implies that any non-empty orbit set αm11 α
m2
2 represents
a nonzero class in ECH(∂E(a, b)). Therefore, Φ([αm11 α
m2
2 ]) 6= 0. Meanwhile, there
is a unique orbit set in any grading and Φ preserves the ECH grading, so the orbit
set in Φ([αm11 α
m2
2 ]), denoted by β
n1
1 β
n2
2 , has the same grading as α
m1
1 α
m2
2 . Finally,
since Φ([αm11 α
m2
2 ]) 6= 0, there exists a possibly broken J-holomorphic current C from
αm11 α
m2
2 to β
n1
1 β
n2
2 . Moreover, I(C) = 0 by (8). 
Remark 3.2. In general, we need extra assumptions to conclude that the J-holomorphic
current guaranteed by Proposition 3.1 has only a single non-trivial level (so a cobor-
dism level) consisting of a single somewhere injective connected component.
Another numerical invariant of a J-holomorphic current is called the J0 index,
denoted by J0(C). It can be computed by the following explicit formula,
(9)
J0(C)
2
= (m1m2−n1n2)+
(
m1−1∑
i=1
⌊
ia
b
⌋
+
m2−1∑
i=1
⌊
ib
a
⌋)
−
(
n1−1∑
j=1
⌊
jc
d
⌋
+
n2−1∑
j=1
⌊
jd
c
⌋)
.
When C is somewhere injective, connected, has genus g(C), then
(10) J0(C) ≥ 2(g(C)− 1 + δ(C)) +
∑
γ
(2nγ − 1)
where the sum is over all embedded Reeb orbits γ at which C has ends and nγ
denotes the total number of ends of C on γ. Moreover, δ(C) is an algebraic count of
the number of singularities of C, which implies that δ(C) ≥ 0. In particular, δ(C) = 0
if and only if C is embedded.
Now, we apply Proposition 3.1 and J0 index to a concrete example. This example
will be useful later in the paper.
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Example 3.3. Consider a trivial embedding (inclusion) λE(1, k+1+′) ↪→ E(a, ka+
) where λ > 0 and , ′ > 0 are arbitrarily small. Following the notations as above,
fix the orbit sets α2 and βk+11 . Proposition 3.1 implies that there exists a possibly
broken J-holomorphic current C in the corresponding cobordism X with I(C) = 0.
Indeed,
gr(α2)
2
= 1 +
⌊
ak + 
a
⌋
= 1 + k
and
gr(βk+11 )
2
= k + 1 +
k+1∑
j=1
⌊
j
k + 1 + ′
⌋
= k + 1,
that is, gr(α2) = gr(βk+11 ). It turns out that, for an appropriate λ, one can show that
C is a single somewhere injective curve (see Lemma 5.7). By (9),
J0(C)
2
= −
k∑
j=1
⌊
j
k + 1 + ′
⌋
= 0.
Then the inequality (10) says that 0 ≥ 2(g(C) − 1 + δ(C)) + ∑γ(2nγ − 1). As we
have ends on (possibly covers of) two Reeb orbits, α2 and β1, the sum
∑
γ(2nγ − 1)
is at least 2, with equality only if we have a single end asymptotic to each orbit.
In other words, the orbit set βk+11 is the (k + 1)-fold cover of β1. Moreover, since
g(C), δ(C) ≥ 0, we must have equality and also g(C) = δ(C) = 0. Hence, u is an
embedded cylinder.
4. SFT and Fredholm index
4.1. SFT background. Symplectic field theory (SFT) is a modern machinery that
defines algebraic invariants of symplectic cobordism via certain counting of pseudo-
holomorphic curves with asymptotic ends. It was originally formulated in the funda-
mental work [9]. Since then, there has been extensive development on the foundations
of SFT (see [2, 15, 1, 5]). For a detailed introduction of SFT, see [33]. One of the
key ingredients in SFT is the Fredholm index. Explicitly, let u : Σ˙ → X be a finite
energy J-holomorphic curve, where Σ˙ is a punctured Riemannian sphere and X is a
four-dimensional symplectic cobordism equipped with a compatible almost complex
structure J . Each puncture of u is asymptotic to a Reeb orbit of ∂X = ∂X+ unionsq ∂X−.
Denote by {γ+i }s+i=1 the collection of positive asymptotic orbits and {γ−i }s−i=1 the col-
lection of negative asymptotic orbits. We will always work in cases where these Reeb
orbits are either nondegenerate or Morse-Bott, that is, they may come in smooth
families. Denote by S+i and S
−
i these families (more precisely, the leaf spaces of the
associated Morse-Bott submanifolds). Fix a symplectic trivialization τ of u∗TX along
these Reeb orbits, and cτ1(u∗TX) denotes the first Chern number with respect to τ .
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Then
ind(u) = (s+ + s− − 2) + 2cτ1(u∗TX)(11)
+
(
s+∑
i=1
CZτ (γ+i ) +
dimS+i
2
)
−
(
s−∑
i=1
CZτ (γ−i )−
dimS+i
2
)
.
where CZτ is the Robin-Salamon index with respect to τ (see [24]) Note that ind(u)
is independent of the choice of symplectic trivialization τ .
There will be two concrete situations we will encounter in this paper. We summarize
their properties in the following examples.
Example 4.1. (1) Let S∗gT2 denote the unit cosphere bundle of a 2-torus. With
respect to the canonical contact structure, S∗gT2 is a contact manifold and its Reeb
orbits correspond to the closed geodesics on the base (T2, g) via the projection from
S∗gT2 to the base manifold T2. We distinguish them by the homology classes of their
corresponding closed geodesics. For instance, following the notation in Proposition
3.1 in [13], γ(k,l) denotes the Reeb orbit of S∗gT2 whose projection in T2 is in the
class (k, l). Note that γ(k,l) is embedded if and only if k, l are coprime. An easy
but important observation is that none of these Reeb orbits is contractible in S∗gT2.
Moreover, each γ(k,l) is Morse-Bott, and the leaf space has dimension dimS = 1.
Lemma 3.1 in [7] says that for a symplectic cobordism X equal to either the sym-
plectization of S∗gT2, or the full cotangent bundle T ∗T2, by choosing the complex triv-
ialization τ of the contact planes induced by complexifying the trivialization of T2, it
follows that
(12) cτ1(u
∗TX) = 0 and CZτ (γ(k,l)) =
1
2
for any curve u and Reeb orbit γ(k,l). On the other hand, if we consider the symplectic
trivialization over S∗gT2 that comes from the inclusion into C2, then
(13) cτ1(u
∗TX) = 2(k + l) and CZτ (γ(k,l)) =
1
2
for any curve u and Reeb orbit γ(k,l).
(2) For ellipsoid E(a, b) with b
a
/∈ Q, any iterates of the two primitive Reeb orbits of
the contact manifold ∂E(a, b), say γka and γkb , are non-degenerate, so the corresponding
Morse-Bott manifolds have dimension dimS = 0. For a symplectic cobordism X
equal to the completion of E(a, b), or the symplectization of ∂E(a, b), choosing the
trivialization τ induced from the standard C2, it follows that cτ1(u∗TX) = 0, and (1),
(2) in [10] provide the following standard formula,
(14) CZτ (γka) = 2k + 2
⌊
ka
b
⌋
+ 1 and CZτ (γkb ) = 2k + 2
⌊
kb
a
⌋
+ 1
for any k ∈ N.
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As we have seen in Figure 2, to simplify the discussion, sometimes in split symplectic
manifolds we abstractly glue preferred curves from different levels whenever they have
matching Reeb orbits. Abstract gluing simply means that we think of the distinct
curves as a single holomorphic building. The Fredholm index of the resulting building
can be defined using formula (11) but summing only over the unmatched ends. This
index can be computed using the Fredholm indices of the sub-curves recursively as
follows (see Definition 3.2 and Proposition 3.3 in [13]). Suppose B is a building made
of two curves u1 and u2 with matching ends (γ1, . . . , γl), then
(15) ind(B) = ind(u1) + ind(u2)−
l∑
i=1
dimSi
where Si is the corresponding Morse-Bott submanifold of γi. For instance, if the
matching ends (γ1, . . . , γl) lies on E(a, b) with ba /∈ Q, then (2) in Example 4.1 and
(15) imply that ind(B) = ind(u1) + ind(u2).
4.2. Fredholm index computations. We call a finite energy J-holomorphic curve
u : Σ˙→ X rigid if ind(u) = 0. This term justifies itself since the geometric meaning
of the Fredholm index ind(u) is the virtual dimension of a moduli space that counts
J-holomorphic curves with appropriate constraints. Therefore, an effective counting
usually comes from u with ind(u) ≥ 0. It is a well-known fact that if u is somewhere
injective, then for generic almost-complex structures we have ind(u) ≥ 0. In general,
from (11), whether ind(u) ≥ 0 is satisfied heavily depends on the various combina-
tions of the asymptotics. As previewed in the outline proof of the main result (see
subsection 1.3), eventually we will deal with different curves in symplectic cobordisms
and symplectizations. To understand this, estimates of the Fredholm indices will be
helpful. The following series of results make up a detailed study of Fredholm indices
in the situations that will be useful later in the paper.
4.2.1. Symplectization S∂E(1, k+) when  is sufficiently small. We assume  is small
in comparison to all covering numbers of the asymptotic limits of our curves.
Lemma 4.2. Let u be a J-holomorphic curve in S∂E(1, k + ) with k ≥ 2.
(1) If u has m-many positive ends of simple α1 and one negative end αr1 for some
winding number r ≥ 1, then
ind(u) ≥ 2r − 2− 2
⌊
r
k + 
⌋
≥ 0.
Moreover, ind(u) = 0 if and only if u is a trivial cylinder with ends α1.
(2) If u has m-many positive ends of simple α1 and one positive end of simple α2;
and one negative end αr1 for some winding number r ≥ 1, then
ind(u) ≥ 2r − 2k + 2− 2
⌊
r
k + 
⌋
.
Moreover, ind(u) ≥ m+ 1 ≥ 2.
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(3) If u has m-many positive ends of simple α1 and one negative end αr2 for some
winding number r ≥ 1, then
ind(u) ≥ 2r(2k − 1) + 2− 2br(k + )c ≥ 2r + 2.
Moreover, ind(u) = 2r + 2 if and only if k = 2 and m = 2r + 1.
(4) If u has m-many positive ends of simple α1 and one positive end of simple α2;
and one negative end αr2 for some winding number r ≥ 1, then if m 6= 0,
ind(u) ≥ (4k − 2)r − 2k + 2− 2br(k + )c ≥ 2r + 2.
Moreover, we have ind(u) = 2r + 2 if and only if k = 2 and m = 2r − 1.
Finally, if m = 0 then ind(u) = 0 if and only if u is a trivial cylinder with
ends on α2.
Proof. (1) Consider curve u in S∂E(1, k+ ) with m-many positive ends of simple α1
and one negative end αr1 for some winding number r ≥ 1. Then, by (11),
ind(u) = (m+ 1− 2) +m
(
2 + 2
⌊
1
k + 
⌋
+ 1
)
−
(
2r + 2
⌊
r
k + 
⌋
+ 1
)
= (m− 1) + 3m− 2r − 2
⌊
r
k + 
⌋
− 1
= 4m− 2r − 2
⌊
r
k + 
⌋
− 2.
Meanwhile, the action difference is
∆A = m− r, which is non-negative, that is, m ≥ r.
Therefore, we obtain the desired inequality ind(u) ≥ 2r − 2 − 2br/(k + )c. On the
other hand, since r
k+
< r (due to k ≥ 1), we know that ⌊ r
k+
⌋ ≤ r − 1. Therefore,
back to the Fredholm index,
ind(u) ≥ 2r − 2− 2
⌊
r
k + 
⌋
≥ 0.
If ind(u) = 0, then
(16) 2r − 2− 2
⌊
r
k + 
⌋
= 0, which is r − 1−
⌊
r
k + 
⌋
= 0.
If
⌊
r
k+
⌋ 6= 0, then r ≥ k +  ≥ 2 +  by our assumption. This implies that
r − 1−
⌊
r
k + 
⌋
≥ r − 1− r
k + 
= r · k + − 1
k + 
− 1
≥ (k + )− 2
≥ (2 + )− 2 > 0
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which contradicts the relation (16). Therefore,
⌊
r
k+
⌋
= 0, which implies, by (16)
again, r = 1. Moreover, ind(u) = 0 also yields that m = r. Hence, m = 1. This
means that u is a trivial cylinder with ends on α1.
(2) Consider curve u in S∂E(1, k+ ) with m-many positive ends of simple α1 and
one positive end of simple α2; and one negative end αr1 for some winding number
r ≥ 1. Then, by (11),
ind(u) = (m+ 1 + 1− 2) +m
(
2 + 2
⌊
1
k + 
⌋
+ 1
)
+ (2 + 2bk + c+ 1)
−
(
2r + 2
⌊
r
k + 
⌋
+ 1
)
= m+ 3m+ (2k + 3)− 2r − 2
⌊
r
k + 
⌋
− 1
= 4m+ 2k − 2r − 2
⌊
r
k + 
⌋
+ 2.
Meanwhile, the action difference is
(17) ∆A = m+ (k + )− r, which is non-negative, that is, m ≥ r − (k + ).
This implies the desired inequality. Indeed,
ind(u) = 4m+ 2k − 2r − 2
⌊
r
k + 
⌋
+ 2
≥ 4r − 4(k + ) + 2k − 2r − 2
⌊
r
k + 
⌋
+ 2
≥ 2r − 2k + 2− 2
⌊
r
k + 
⌋
where the final step comes from the fact that ind(u) is an integer and  is sufficiently
small. On the other hand, (17) also implies that
(18)
⌊
r
k + 
⌋
≤ m
k + 
+ 1.
Moreover, k− r > −m−  (since k+  is irrational, we will not have equality), which
is equivalent to k − r ≥ −m. Now, back to the Fredholm index, (18) implies that
ind(u) = 4m+ 2(k − r)− 2
⌊
r
k + 
⌋
+ 2
≥ 4m+ (−2m)− 2
(
m
k + 
+ 1
)
+ 2
= 2m− 2m
k + 
> 2m− 2m
2
= m
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where the second last step uses the hypothesis that k ≥ 2. Hence, ind(u) ≥ m + 1.
Note that when m = 0, we have ind(u) ≥ 2 since ind(u) is always even. In particular,
ind(u) is never equal to 0 in this case.
(3) Consider curve u in S∂E(1, k+ ) with m-many positive ends of simple α1 and
one negative end αr2 for some winding number r ≥ 1. Then, by (11),
ind(u) = (m+ 1− 2) +m
(
2 + 2
⌊
1
k + 
⌋
+ 1
)
− (2r + 2br(k + )c+ 1)
= m− 1 + 3m− 2r − 2br(k + )c − 1
= 4m− 2r − 2br(k + )c − 2.
Meanwhile, the action difference is
∆A = m− r(k + ) which is non-negative, that is, m > rk + r
where we will not have equality since k +  is irrational. For sufficiently small , this
condition is equivalent to m ≥ rk+ 1. Then it implies the desired inequality. Indeed,
ind(u) = 4m− 2r − 2br(k + )c − 2
≥ 4rk + 4− 2r − 2br(k + )c − 2
≥ 2r(2k − 1) + 2− 2br(k + )c.
Now, when  is sufficiently small, br(k + )c = rk. Now, back to the Fredholm index,
ind(u) ≥ 2r(2k − 1) + 2− 2br(k + )c
= 4rk − 2r + 2− 2rk
≥ 2rk − 2r + 2 ≥ 2r + 2
where the last step comes from the hypothesis that k ≥ 2. Note that ind(u) = 2r+ 2
if and only if k = 2 and m = 2r + 1.
(4) Consider curve u in S∂E(1, k+ ) with m-many positive ends of simple α1 and
one positive end of simple α2; and one negative end αr2 for some winding number
r ≥ 1. Then, by (11),
ind(u) = (m+ 1 + 1− 2) +m
(
2 + 2
⌊
1
k + 
⌋
+ 1
)
+ (2 + 2bk + c+ 1)
− (2r + 2br(k + )c+ 1)
= m+ 3m+ (3 + 2bk + c)− (2r + 2br(k + )c+ 1)
= 4m+ (2k + 3)− (2r + 2br(k + )c+ 1)
= 4m+ 2k − 2r − 2br(k + )c+ 2
where in the third step we use the assumption that  is sufficiently small. Meanwhile,
the action difference is
(19) ∆A = m+ (k + )− r(k + ) which is non-negative, so m ≥ (r − 1)(k + )
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where we have equality if and only if m = 0 and r = 1 (since k +  is irrational).
Then let us carry on the discussion in two cases.
(i) If m 6= 0, then (19) yields the desired inequality. Indeed,
ind(u) = 4m+ 2k − 2r − 2br(k + )c+ 2
≥ (4k + 4− 2)r − 4(k + ) + 2k + 2− 2br(k + )c
≥ (4k − 2)r − 2k + 2− 2br(k + )c.
On the other hand, for sufficiently small  we have br(k + )c = rk. Now,
back to the Fredholm index,
ind(u) ≥ (4k − 2)r − 2k + 2− 2br(k + )c
= (4k − 2)r − 2k + 2− 2rk
= (2k − 2)(r − 1) + 4 ≥ 2r + 2
where the final step uses the hypothesis that k ≥ 2. Note that ind(u) = 2r+2
if and only if k = 2 and m = 2r − 1.
(ii) If m = 0 (then r = 1), then the curve u is a trivial cylinder with ends on α2
and ind(u) = 0, vice versa.
Therefore, we complete the proof. 
4.2.2. Symplectic cobordism X from inclusion E(, S) ↪→ E(1, k + ).
Lemma 4.3. Let u be a J-holomorphic curve in the symplectic cobordism X with pos-
itive ends (αr11 , . . . , α
rn1
1 , α
s1
2 , . . . , α
sn2
2 ) and negative ends (β
t1
1 , . . . , β
tn3
1 , β
u1
2 , . . . , β
un4
2 ).
Then its Fredholm index is
ind(u) = 2n1 + 2n2 − 2 + 2
n1∑
i=1
(
ri +
⌊
ri
k + 
⌋)
+ 2
n2∑
i=1
(si + bsi(k + )c)
− 2
n3∑
i=1
(
ti +
⌊
ti
S
⌋)
− 2
n4∑
i=1
(ui + buiSc) .
Proof. This directly comes from (11) and (14). 
Suppose u is an m-fold cover of a somewhere injective curve u˜ (with asymptotics
now denoted ·˜). Then Lemma 4.3 says that
ind(u˜) = 2n˜1 + 2n˜2 − 2 + 2
n˜1∑
i=1
(
r˜i +
⌊
r˜i
k + 
⌋)
+ 2
n˜2∑
i=1
(s˜i + bs˜i(k + )c)
− 2
n˜3∑
i=1
(
t˜i +
⌊
t˜i
S
⌋)
− 2
n˜4∑
i=1
(u˜i + bu˜iSc) .
Moreover,
∑
ri = m
∑
r˜i and similarly for the other ends. Then we have the following
corollary.
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Corollary 4.4. If u is an m-fold cover of a somewhere injective curve u˜ for a generic
almost complex structure, then
ind(u) ≥ (2m− 2) + 2(n1 −mn˜1) + 2(n2 −mn˜2)
+ 2
(
n1∑
i=1
⌊
ri
k + 
⌋
−m
n˜1∑
i=1
⌊
r˜i
k + 
⌋)
+ 2
(
n2∑
i=1
bsi(k + )c −m
n˜2∑
i=1
bsi(k + )c
)
− 2
(
n3∑
i=1
⌊
ti
S
⌋
−m
n˜3∑
i=1
⌊
t˜i
S
⌋)
− 2
(
n4∑
i=1
buiSc −m
n˜4∑
i=1
bu˜iSc
)
Proof. This is from the fact that ind(u˜) ≥ 0 since u˜ is a somewhere injective curve. 
4.2.3. Symplectization S∂E(1, S).
Lemma 4.5. Let u be a J-holomorphic curve in the symplectization S∂E(1, S) with
positive ends (βr11 , . . . , β
rn1
1 , β
s1
2 , . . . , β
sn2
2 ) and a negative end βt1 with S > t. Then
ind(u) ≥ 0, and ind(u) = 0 if and only if u has a single positive end βt1.
Proof. For the curve u in the hypothesis, by (11),
ind(u) = (n1 + n2 + 1− 2) +
n1∑
i=1
(
2ri + 2
⌊ri
S
⌋
+ 1
)
+
n2∑
i=1
(2si + 2bsiSc+ 1)
−
(
2t+ 2
⌊
t
S
⌋
+ 1
)
= 2n1 + 2n2 − 2 + 2
n1∑
i=1
(
ri +
⌊ri
S
⌋)
+ 2
n2∑
i=1
(si + bsiSc)− 2t.
Meanwhile, the action difference
∆A =
n1∑
i=1
ri +
n2∑
i=1
siS − t ≥ 0.
Note that we have ∆A = 0 only when n2 = 0 since S is assumed to be irrational.
Observe that since at least one of n1, n2 is positive, we have 2n1 + 2n2− 2 ≥ 0. Also,
for each i, the term si + bsiSc ≥ siS and si + bsiSc = siS if and only if si = 0. Now,
back to the Fredholm index of u as above,
ind(u) = (2n1 + 2n2 − 2) + 2
n1∑
i=1
(
ri +
⌊ri
S
⌋)
+ 2
n2∑
i=1
(si + bsiSc)− 2t
≥ 0 + 2
(
n1∑
i=1
⌊ri
S
⌋
+
n1∑
i=1
ri +
n2∑
i=1
(si + bsiSc)− t
)
≥ 0 + 2
(
n1∑
i=1
ri +
n2∑
i=1
siS − t
)
≥ 0.
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Moreover, ind(u) = 0 if and only if n2 = 0, n1 = 1 and r1 = t. The conclusion n2 = 0
comes from ∆A = 0. The conclusion n1 = 1 comes from 2n1 + 2n2 − 2 = 0. The
conclusion r1 = t comes from
r1 +
⌊r1
S
⌋
− t = 0, which implies that r1 < S
since S > t, and then r1 = t. 
5. Compactness and gluing
This section will produce a family of rigid pseudo-holomorphic curves that will be
used later in Section 6 for the obstructions of Theorem 1.4.
5.1. Compactness. We will start with a compactness result. To this end, let us
recall some notations. Let E(a, b) = E(a, ka+) and E(, S) be ellipsoids with k ≥ 2,
S /∈ Q, and  arbitrarily small such that ka +  /∈ Q and E(, S) ⊂ E(a, b). Let X
be the completion of the symplectic cobordism from E(a, b) to E(, S). Moreover,
denote by α1 and α2 the primitive Reeb orbits of E(a, ka+) with action a and ka+
respectively; denote by β1 and β2 the primitive Reeb orbits of E(, S) with action
 and S respectively. For a generic almost complex structure J of X with cylinder
ends, consider the following moduli spaces, where all curves really denote equivalence
classes under reparameterizations of the domain:
(20) MsJ,,S(α1, . . . , α1︸ ︷︷ ︸
m-many
, α2; β
t
1) :=
{
simple J-holomorphic curve u with positive
ends (α1, . . . , α1, α2) and negative end βt1
}
.
Here, m ∈ N and S > t, where t is chosen so that the curves are rigid, that is,
t = 2m + k + 1. Now, for a 1-parameter families {Jτ} consider the corresponding
moduli spaces as follows, which have virtual dimension 1.
(21) Mm :=
(u, τ)
∣∣∣∣u ∈MsJτ ,,S(α1, . . . , α1︸ ︷︷ ︸
m-many
, α2; β
t
1), τ ∈ [0, 1]
 .
For simplicity, we will use  to uniformly denote an arbitrarily small number.
Theorem 5.1. For generic {Jτ}, with τ in a compact interval, the moduli spaceMm
is sequentially compact.
The proof of Theorem 5.1 is lengthy, and we follow the idea of the proof of Theorem
4.7 in Section 4 in [6] but now a more detailed analysis of the limit holomorphic
building is necessary. To this end, we need some preparations.
Lemma 5.2. For any a ≥ 0 and λ ∈ N, we have
(i) bac − λ⌊ a
λ
⌋ ≥ 0;
(ii) dae − λ⌈ a
λ
⌉ ≥ −λ+ 1.
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Proof. (i) By Hermite equality, we have
bac =
⌊
λ · a
λ
⌋
=
⌊a
λ
⌋
+
⌊
a+ 1
λ
⌋
+ . . . +
⌊
a+ λ− 1
λ
⌋
.
For each i ∈ {0, . . . , λ− 1}, we have ⌊a+i
λ
⌋ ≥ ⌊ a
λ
⌋
. Therefore,
bac ≥ λ ·
⌊a
λ
⌋
,
which implies the desired conclusion.
(ii) By Hermite equality, we have
dae =
⌈
λ · a
λ
⌉
=
⌈a
λ
⌉
+
⌈
a− 1
λ
⌉
+ . . . +
⌈
a− (λ− 1)
λ
⌉
.
For each i ∈ {1, . . . , λ− 1}, we have ⌈a−i
λ
⌉ ≥ ⌈ a
λ
⌉− 1. Therefore,
dae ≥ λ ·
⌈a
λ
⌉
− (λ− 1),
which implies the desired conclusion. 
For a sequence of Jτn-holomorphic curves {(un, τn)}n≥1 inMm, by the SFT com-
pactness in [2], a subsequence converges to a holomorphic building consisting of curves
in S∂E(a, b), X and S∂E(, S). Instead of analyzing each individual curve in such
a limiting building separately, we make certain identifications to treat various unions
of curves with matching asymptotics together as a single connected component. By
the convention in [6], a component C in X consists of
• curves in X, denoted by {up}1≤p≤P ;
• components in S∂E(, S) without negative ends, denoted by {W q}1≤q≤Q,
which themselves consist of connected matching unions of curves, and whose
unmatched positive ends match with negative ends of the {up}1≤p≤P .
Further the connected component C has a single unmatched negative end, which we
denote to be an end of u1. We also use the same notation for the asymptotic limits
as in Lemma 4.3, namely
• each up has positive ends {αr
p
1
1 , . . . , α
rpn1
1 , α
sp1
2 , . . . , α
spn2
2 };
• each up has negative ends {βt
p
1
1 , . . . , β
tpn3
1 , β
up1
2 , . . . , β
upn4
2 }.
Also, we again assume up is an mp-fold cover of a somewhere injective curve u˜p for
each p ∈ {1, . . . , P}, and follow the notation before Corollary 4.4 for this underlying
curve. Note that, for genus reasons,
∑
p n
p
3 +
∑
q n
p
4 = P + Q. We are interested in
the Fredholm index of C. By matching-index formula (15),
(22) ind(C) =
P∑
p=1
ind(up) +
Q∑
q=1
ind(W q).
The remaining curves of the limiting holomorphic building can be identified as
follows. We let Cb be the connected union of curves in S∂E(, S) with matching
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ends where the unmatched positive ends correspond to the unmatched negative ends
of the Ci, the components in X. Then Cb has a single unmatched negative end at βt1
(as the original curve).
Finally, denote by {vj}1≤j≤J for some J ∈ N the connected matched unions of the
remaining curves in our building. For genus reasons, each vj has a single unmatched
negative end corresponding to a positive end of one of the Ci and, by the maximum
principle, must have unmatched positive ends at covers of α1 or α2.
We start with the following.
Lemma 5.3. The up have no negative ends on β2.
Proof. Ignoring the superscripts, the index of the underlying somewhere injective
curve u˜ is given by
ind(u˜) = −2 + 2
n˜1∑
i=1
(
r˜i +
⌈
r˜i
k + 
⌉)
+ 2
n˜2∑
i=1
(s˜i + ds˜i(k + )e)
− 2
n˜3∑
i=1
(
t˜i +
⌊
t˜i
S
⌋)
− 2
n˜4∑
i=1
(u˜i + bu˜iSc) ≥ 0.
Now, only the first two sums here give a positive contribution, and this is bounded
by the corresponding sums in the index formula for u (as each positive end of u˜ is
covered by a positive end of u). Summing over p, an upper bound is
2
∑
i,p
(
rpi +
⌈
rpi
k + 
⌉)
+ 2
∑
i,p
(spi + dspi (k + )e) .
Meanwhile, the index of a vj withm positive ends simply covering α1 and κ ∈ {0, 1}
positive ends on α2 and a single negative end covering αr1 is given by
ind(vj) = 4m+ 2κ(2 + k)− 2
(
r +
⌈
r
k + 
⌉)
and if the negative end covers αs2 the index is
ind(vj) = 4m+ 2κ(2 + k)− 2(r + ds(k + )e).
By Lemma 4.2 our vj all have nonnegative index. Hence, summing over all p and j the
upper bound on the positive terms in ind(u˜) is bounded above in turn by 4m+2(2+k)
where the m now refers to the asymptotic limits of our original curve. But this curve
has index 0 and a single negative end on βt1 and so
4m+ 2κ(2 + k) = 2
(
t+
⌈
t
S
⌉)
< 2S
as t < S. The result follows. 
The following lemma is crucial.
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Lemma 5.4. Let C be a component in X whose unmatched negative end lies at βt
1
1
1 .
Then ind(C) ≥ 2∑p (np2 −mpn˜p2)− 2⌊ t11S ⌋. There is equality only if there are no W q.
Proof. For the first term in (22), by Corollary 4.4,
∑
p ind(u
p)
2
≥
(∑
p
mp − P
)
+
∑
p
(np1 −mpn˜p1) +
∑
p
(np2 −mpn˜p2)
+
(∑
i,p
⌊
rpi
k + 
⌋
−
∑
i,p
mp
⌊
r˜pi
k + 
⌋)
+
(∑
i,p
bspi (k + )c −
∑
i,p
mpbs˜pi (k + )c
)
−
(∑
i,p
⌊
tpi
S
⌋
−
∑
i,p
mp
⌊
t˜pi
S
⌋)
−
(∑
i,p
bupiSc −
∑
i,p
mpbu˜piSc
)
.
Let us focus on the sums with spi and s˜
p
i . Note that each end of up corresponds to a
single end of u˜p, and if spj corresponds to s˜
p
1, say, then we have s
p
j = λj s˜
p
1 for some
λj ∈ N. Then by (i) in Lemma 5.2,⌊
spj(k + )
⌋
= bλj s˜p1(k + )c ≥ λjbs˜p1(k + )c.
For each p, summing up over all j such that spj corresponds to s˜
p
1, we have
∑
j λj = m
p.
Therefore, still for each p, summing up over all s˜pi for i ∈ {1, . . . , n˜p2}, we have
(23)
np2∑
j=1
⌊
spj(k + )
⌋ ≥ mp n˜p2∑
i=1
bs˜pi (k + )c.
Finally we sum over all p, and we get
∑
i,pbspi (k + )c −
∑
i,pm
pbs˜pi (k + )c ≥ 0.
Then by adding
∑Q
q=1 ind(W
q) as in (22), we get
ind(C)
2
≥
(∑
p
mp − P
)
+
∑
p
(np1 −mpn˜p1) +
∑
p
(np2 −mpn˜p2)
+
(∑
i,p
⌊
rpi
k + 
⌋
−
∑
i,p
mp
⌊
r˜pi
k + 
⌋)
+
(∑
i,p
mp
⌊
t˜pi
S
⌋
−
⌊
t11
S
⌋)
+
∑
i,p
mpbu˜piSc+
∑
q
nq1 +
∑
q
nq2 −Q+
∑
(i,p)6=(1,1)
tpi +
∑
i,p
upi .
All W q have strictly positive index and so there is equality only if we have no W q.
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Moreover,
∑
q n
q
1 +
∑
q n
q
2 + 1 = P +Q. Therefore, we can simplify the estimation
as follows,
ind(C)
2
≥
∑
p
mp +
∑
p
(np1 −mpn˜p1) +
∑
p
(np2 −mpn˜p2)
+
(∑
i,p
⌊
rpi
k + 
⌋
−
∑
i,p
mp
⌊
r˜pi
k + 
⌋)
+
(∑
i,p
mp
⌊
t˜pi
S
⌋
−
⌊
t11
S
⌋)
− 1.
Note that if no ends are asymptotic to α1 then our required inequality follows imme-
diately, as the second and fourth terms vanish. Otherwise we proceed as follows.
For each p, since
⌊
rpi
k+
⌋
is irrational, we know 1 +
⌊
rpi
k+
⌋
=
⌈
rpi
k+
⌉
. Therefore,
∑
p
np1 +
∑
i,p
⌊
rpi
k + 
⌋
=
∑
p
np1∑
i=1
(
1 +
⌊
rpi
k + 
⌋)
=
∑
p
np1∑
i=1
⌈
rpi
k + 
⌉
.
Now, similarly to the above, assume the end rpj of up corresponds to r˜
p
1. Then r
p
j = λj r˜
p
1
and by (ii) in Lemma 5.2,⌈
rpj
k + 
⌉
=
⌈
λj r˜
p
1
k + 
⌉
≥ λj
⌈
r˜p1
k + 
⌉
− λj + 1.
For each p, summing up over all j such that rpj corresponds to r˜
p
1, we have
∑
j λj = m
p.
Therefore, for each p, summing over all r˜pi for i ∈ {1, . . . , n˜p1}, we have
np1∑
j=1
⌈
rpj
k + 
⌉
≥ mp
n˜p1∑
i=1
⌈
r˜pi
k + 
⌉
−mp + n˜p1
= mp
n˜p1∑
i=1
(
1 +
⌊
r˜pi
k + 
⌋)
−mp + n˜p1
= mp
n˜p1∑
i=1
⌊
r˜pi
k + 
⌋
+mpn˜p1 −mp + n˜p1
(24)
where the first equality comes from the fact that
⌈
r˜pi
k+
⌉
= 1 +
⌊
r˜pi
k+
⌋
since r˜
p
i
k+
is
irrational. Then, sum up over all p, we get
∑
p
np1∑
i=1
⌈
rpi
k + 
⌉
≥
∑
p
n˜p1∑
i=1
mp
⌊
r˜pi
k + 
⌋
+
∑
p
mpn˜p1 −
∑
p
mp +
∑
p
n˜p1.
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Then, back to the Fredholm index of C, we have
ind(C)
2
≥
∑
p
(np2 −mpn˜p2) +
∑
p
n˜p1 +
(∑
i,p
mp
⌊
t˜pi
S
⌋
−
⌊
t11
S
⌋)
− 1
≥
∑
p
(np2 −mpn˜p2) +
(∑
i,p
mp
⌊
t˜pi
S
⌋
−
⌊
t11
S
⌋)
≥
∑
p
(np2 −mpn˜p2)−
⌊
t11
S
⌋
.
The second inequality is due to the fact that at least one n˜p1 is positive since we have
ends asymptotic to α1 (so
∑
p n˜
p
1 ≥ 1). Thus we complete the proof. 
Remark 5.5. We observe that the term
∑
p (n
p
2 −mpn˜p2) in Lemma 5.4 is bounded
from below by −∑i,p(spi − 1), where spi is the winding numbers over α2 of the compo-
nent up of the curve C. It is an equality if and only if all s˜pi = 1.
Now, we are ready to give the proof of Theorem 5.1.
Proof of Theorem 5.1. By the SFT compactness in [2], the limit of curves inMm is
a holomorphic building with components in levels S∂E(a, ka+ ), X and S∂E(, S).
Assume that there are I-many curves in the symplectic cobordism level X, after
making the identifications as above, which we denote by C1, . . . , CI . For each 1 ≤
i ≤ I let the unmatched end of Ci cover β1 with multiplicity ti,11 .
By hypothesis, the initial curve has Fredholm index 0, so we have
(25)
J∑
j=1
ind(vj) +
I∑
i=1
ind(Ci) + ind(Cb) = 0.
Since the total winding number of the negative ends of all {vj}1≤j≤J is equal to the
total winding number of the positive ends of all {Ci}1≤i≤I , Lemma 4.2, Lemma 5.4
and Remark 5.5 together imply that
(26)
J∑
j=1
ind(vj) +
I∑
i=1
ind(Ci) + ind(Cb) ≥ −2
I∑
i=1
⌊
ti,11
S
⌋
+ ind(Cb).
Claim 5.6. For any i ∈ {1, . . . , I}, the winding number ti,11 < S and all ui,11 = 0.
Proof of Claim 5.6. By assumption, Cb has one negative end βt1 (as the original curve)
and positive ends {βr11 , . . . βrl11 , βu12 , . . . , βul22 }, where ri = ti,11 for any i ∈ {1, . . . , I}
(recall that I = l1). Suppose, without loss of generality, t1,11 ≥ S, then by our
hypothesis, t1,11 > t since S > t. By the index formula (11),
ind(Cb)
2
= (l1 + l2 − 1) +
l1∑
i=1
⌊ri
S
⌋
+
(
l1∑
i=1
ri +
l2∑
i=1
(ui + buiSc)− t
)
.
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Meanwhile, by the action difference of Cb,
l1∑
i=1
ri +
l2∑
i=1
uiS − t ≥ 0
and it is equal to 0 if and only if l2 = 0 and
∑l1
i=1 ri = t. Now, by assumption,
r1 = t
1,1
1 > t, so
∑l1
i=1 ri > t and the action difference is positive. Then we have
l1∑
i=1
ri +
l2∑
i=1
(ui + buiSc)− t ≥
l1∑
i=1
ri +
l2∑
i=1
uiS − t > 0.
Moreover, at least one of l1 and l2 is positive, so l1 + l2 − 1 ≥ 0. Therefore, back to
the Fredholm index of Cb,
ind(Cb)
2
≥ 0 +
l1∑
i=1
⌊ri
S
⌋
+ (a positive term)
which implies that
(27)
ind(Cb)
2
≥
l1∑
i=1
⌊ri
S
⌋
+ 1 =
I∑
i=1
⌊
ti,11
S
⌋
+ 1
since ind(Cb)
2
is an integer. Therefore, back to the estimation (26), we get
∑J
j=1 ind(vj)+∑I
i=1 ind(Ci) + ind(Cb) ≥ 2, which contradicts (25). Thus we finish the proof. 
Now, Claim 5.6 improves the lower bound of (26) to be ind(Cb) and
∑J
j=1 ind(vj)+∑I
i=1 ind(Ci) ≥ 0. Thus by (25) we have ind(Cb) = 0, and by Lemma 4.5 Cb is a
trivial cylinder with one positive end βt1. This implies that I = 1, that is, only one
component C in the symplectic cobordism level X. Then Remark 5.5, (3) and (4) in
Lemma 4.2 imply that there are no W q components, that is, C = u1. This curve C
can have positive ends as covers of α1 and covers of α2. Over the matching ends on
(possibly covers of) α2, the constraint (25) implies that the only possibility for such
curves in SE(a, b) is from the last conclusion in (4) in Lemma 4.2, that is, trivial
cylinders with ends α2. Similarly, over the positive end on (possibly covers of) α1,
the constraint (25) implies that the only possibility for such curves in S∂E(a, b) is
from the last conclusion of (1) in Lemma 4.2, that is, trivial cylinders with ends α1.
In particular, this implies that the limit curve can not be a multiple cover, that is,
somewhere injective as desired. 
5.2. Inductive gluing. Notwithstanding the lengthy proof of Theorem 5.1, we also
need to confirm that the moduli space Mm are non-empty. In this subsection, we
will use an inductive argument, essentially from McDuff’s work [22], to obtain curves
in the moduli space MsJ,,S(α1, . . . , α1, α2; βt1) defined by (20), for a generic almost
complex structure J on the symplectic cobordism X.
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Lemma 5.7. There exist λ > 0,  > 0 and ′ > 0 sufficiently small such that
λE(1, k + 1 + ′) symplectically embeds into E(a, ka+ ) by inclusion. Moreover, for
its associated symplectic cobordism X with a generic almost complex structure J with
cylindrical ends, there exists a rigid somewhere injective J-holomorphic curve with
genus 0, and with positive end α2 and negative end βk+11 .
Proof. Choose λ = ak
k+1
,  > 0 is arbitrarily small, and ′ = k+1
2ak
. Then
λ =
ak
k + 1
< a and λ(k + 1 + ′) = ka+

2
< ka+ .
Hence, λE(1, k + 1 + ′) ⊂ E(a, ka+ ). Then by the first half of Example 3.3, there
exists a possibly broken J-holomorphic current C with positive end α2 and negative
end βk+11 (as an orbit set). Meanwhile, its action difference
∆A = (ka+ )− (k + 1)λ = (ka+ )− ka = 
which can be arbitrarily small. There is a lower bound on the action of any curves
in the symplectization layers which do not cover trivial cylinders. Hence, there are
no nontrivial curves in S∂E(a, ka + ), and there is a single curve in the cobordism
with a single positive end covering α2. In particular, C is somewhere injective, and
Example 3.3 implies that C is an embedded genus 0 cylinder between α2 and βk+11 .
By (11),
ind(C) = ((2 + 2k + 1)−
(
2(k + 1) + 2
⌊
k + 1
k + 1 + ′
⌋
+ 1
)
= 2(k + 1)− 2(k + 1) = 0.
Therefore, C is rigid. Thus we complete the proof. 
Note that curves provided by Lemma 5.7 do not have their negative ends lying
on our required ellipsoid E(, S). To resolve this, we will use a trick - glue them
with cylinders obtained in [10]. Recall that, under certain assumptions, Theorem 2
in [10] says that there exists a rigid cylinder in the symplectic cobordism between two
ellipsoids, from a cover of the short orbit of an ellipsoid to a cover of the short orbit of
the other ellipsoid. By gluing these cylinders, we can correct the negative ends of the
curves from Lemma 5.7 to lie on the desired E(, S). Moreover, by gluing cylinders
from [10], we will be able to get different combinations of α1 and α2. Here is the
result which serves as the initial step. Recall that we always assume that b = ka+ δ
for arbitrarily small δ > 0 such that b /∈ Q.
Proposition 5.8. There exist an  > 0 and an irrational S ∈ (k + 3, k + 4) with
E(, S) ⊂ E(a, ka + δ) such that for a generic almost complex structure J with
cylindrical ends on its associated symplectic cobordism, the moduli space
MsJ,,S(α1, α2; βk+31 ) 6= ∅.
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Proof. First, we will provide a curve in the moduli spaceMsJ,0,S0(α2; βk+11 ) for some
irrational number S0 ∈ (k + 1, k + 2) and 0 such that E(0, 0S0) ⊂ E(a, ka + δ).
Fix any irrational S0 ∈ (k + 1, k + 2) and a sufficiently small 0 > 0 such that
E(0, 0S0) ⊂ λE(1, k+1+′) where λ and ′ are taken as in Lemma 5.7. In particular,
(28) 0S0 ≤ λ(k + 1 + ′), that is, 0 ≤ 2ka
2S0 + 1
.
To remove the ambiguity of the notation for Reeb orbits, denote by γ1 and γ2 the
primitive Reeb orbits of λE(1, k+ 1 + ′) with action λ and λ(k+ 1 + ′) respectively.
For a generic almost complex structure J of the resulting symplectic cobordism from
λE(1, k + 1 + ′) to E(0, 0S0), Theorem 2 in [10] shows that there exists a rigid
somewhere injective cylinder
(29) CHK from γk+11 (positive end) to β
k+1
1 (negative end).
Indeed, the ellipsoids E(0, 0S0) ⊂ λE(1, k+ 1 + ′) is a nested pair, and k+ 1 < S =
S

. Now, by gluing the curve C ′ provided by Lemma 5.7 and CHK in (29) along the
matching end γk+11 , we obtain a somewhere injective cylinder C0 with Fredholm index
ind(C0) = 0+0−0 = 0 by (15). In other words, C0 is rigid and C0 ∈MsJ,0,S0(α2; βk+11 ).
Next, by Theorem 2 in [10] again, there exists a rigid somewhere injective cylinder
(30) C ′HK from α1 (positive end) to β1 (negative end)
in the symplectic cobordism from the ellipsoid embedding E(0, 0S0) ⊂ E(a, ka +
δ). This exists for any compatible almost-complex structure, in particular the same
almost-complex structure for which C0 is holomorphic.
In the symplectization S∂E(0, 0S0), due to our hypothesis k + 1 < S0 < k + 2,
we have ⌈
1
S0
⌉
+
⌈
k + 1
S0
⌉
=
⌈
k + 2
S0
⌉
= 2.
Lemma 2.1 in [22] checks there exists a curve CM in the symplectization S∂E(0, 0S0)
with two positive ends β1 and βk+11 respectively and one negative end β
k+2
1 of index
0 and genus 0.
Next, choose any
S ∈ (k + 3, k + 4) and 0 <  < 0 such that E(, S) ⊂ E(0, 0S0).
Theorem 2 in [10] provides a rigid somewhere injective cylinder C ′′HK from β
k+2
1 of
∂E(0, 0S0) to βk+31 of ∂E(, S).
Finally, we can apply Proposition 2.2 in [22] to produce the desired curve in
MsJ,,S(α1, α2; βk+31 ) by an obstruction bundle gluing of the curve C0, C ′HK with CM
and C ′′HK. Figure 3 below illustrates this gluing process. 
Now, here comes the main result in this section.
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∂E(a, ka+ )
λE(1, k + 1 + ′)
∂E(0, 0S0)
∂E(0, 0S0)
CHK
C ′HK
CM
α2
γk+11
α1
βk+11β1
βk+21
βk+31
C ′′HK
∂E(, S)
C ′
Figure 3. Initial step of gluing
Theorem 5.9. For any m ≥ 1, there exist m > 0 and Sm /∈ Q such that, for any
generic almost complex structure J of the associated symplectic cobordism, the moduli
space defined in (20) satisfies
MsJ,m,Sm(α1, . . . , α1︸ ︷︷ ︸
m-many
, α2; β
k+1+2m
1 )
where m → 0 and Sm ∈ (k + 1 + 2m, k + 2(m+ 1)). In particular, Sm →∞.
Proof. Proposition 5.8 gives the initial step m = 1. Here, we provide the proof of the
inductive step. Denote by tm := k + 1 + 2m. Suppose that the conclusion holds for
m > 1, that is, there exists a curve Cm ∈ MsJ,m,Sm(α1, . . . , α1, α2; βtm1 ) with simple
α1 in multiplicity m, where Sm ∈ (tm, tm + 1).
Meanwhile, Theorem 2 in [10] provides a rigid somewhere injective cylinder CHK
from α1 of ∂E(a, b) to β1 of ∂E(m, mSm). As in Proposition 5.8 we may assume both
CHK and Cm are holomorphic with respect to the same compatible almost complex
structure.
In the symplectization S∂E(m, mSm), due to the condition tm + 1 > Sm > tm, we
have ⌈
tm
Sm
⌉
+
⌈
1
Sm
⌉
=
⌈
tm + 1
Sm
⌉
= 2.
Hence, Lemma 2.1 in [22] implies that there exists a rigid and genus 0 curve CM with
two positive ends βtm1 and β1 respectively and one negative end β
tm+1
1 .
Choose an irrational Sm+1 and small m+1 > 0 such that
tm+1 > Sm+1 > tm + 1 and E(m+1, m+1Sm+1) ⊂ E(m, mSm).
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In particular, shrink m+1 if necessary such that m+1 < m. Theorem 2 in [10] now
provides a rigid somewhere injective cylinder C ′HK from β
tm+1
1 in ∂E(m, mSm) to
β
tm+1
1 in ∂E(m+1, m+1Sm+1).
Finally, Proposition 2.2 in [22] gives a rigid curve Cm+1 by gluing Cm, CHK with
CM and C ′HK. This Cm+1 is the desired curve in MsJ,m+1,Sm+1(α1, . . . , α1, α2; βtm+11 )
with α1 in multiplicity m+ 1. Thus we complete the proof of the existence for all m
by induction. Figure 4 illustrates this inductive process.
Cm
βtm1
m-many︷ ︸︸ ︷
α1 · · · α1 α2α1
β1
βtm+11
β
tm+1
1
CHK
CM
C ′HK
∂E(a, b)
∂E(m, mSm)
∂E(m, mSm)
∂E(m+1, m+1Sm+1)
Figure 4. Inductive process

6. Proof of Theorem 1.4
In this section, we will provide the proof of Theorem 1.4. Clearly, the proof will be
divided into two parts. One is for the obstruction of embeddings, which will follow
the main argument from [13] but starting with the curves produced in Theorem 5.9.
The other is for the existence of embeddings, which comes from explicit symplectic
folding constructions.
6.1. Obstruction. As explained in subsection 1.3, we will start with
(31) C ∈MsJ,m,Sm(α1, . . . , α1︸ ︷︷ ︸
m-many
, α2; β
tm
1 )
for m ≥ 1 and tm = k + 1 + 2m. By Theorem 5.9 the moduli space is nonempty for
particular J . Our curves are necessarily somewhere injective. Therefore, for generic
J , we can apply [32], Theorem 1 and Corollary 3.17, to deduce automatic regularity
(as our limiting Reeb orbits have odd Conley-Zehnder index the term cN in Theorem
1 is −1, and by Corollary 3.17 we may assume Z(du) = 0). This implies that all
30 RICHARD HIND AND JUN ZHANG
curves in the moduli space have the same orientation, and it represents a nontrivial
cobordism class. Together with the compactness result Theorem 5.1 we deduce that
the moduli space remains nonempty as we deform J . After a neck-stretching along
the boundary V ≈ S∗gT2 there exists a limiting holomorphic building Clim. We will
decompose Clim as a union of components F0 and {Fi}Ti=1 as in Figure 2. To be
coherent with the notation in subsection 1.3, we will remove the subscript m in (31),
and moreover d = tm. Recall that S > d. The following result is an analogue of
Lemma 3.5 and Lemma 3.6 in [13].
Lemma 6.1. With F0 and {Fi}Ti=1 defined as in subsection 1.3, we have
ind(F0) = 0 and ind(Fi) = 1
for any i ∈ {1, . . . , T}. Moreover, T = d+ 1.
Proof. The last conclusion directly comes from a Fredholm index computation and
the first conclusion. In fact, by (11) and (12),
0 = ind(F0) = (T + 1− 2) + T
2
+
T
2
−
(
2d+ 2
⌊
d
S
⌋
+ 1
)
= 2T − 2d− 2.
Therefore, T = d + 1. Moreover, it suffices to prove ind(F0) ≥ 0 and ind(Fi) ≥ 1 for
any i ∈ {1, . . . , T}. Indeed, since ind(Clim) = 0, and as the Reeb orbits on ∂V appear
in 1-dimensional families, by (15),
0 = ind(Clim) = ind(F0) +
T∑
i=1
ind(Fi)− T ≥ 0 + (T − T ) = 0.
This implies the desired conclusion. The first inequality ind(F0) ≥ 0 has been proved
in Lemma 3.6 in [13], so we are left to show that for any i ≥ {1, . . . , T}, the Fredholm
index ind(Fi) ≥ 1. However, observe that ind(Fi) ≥ 0 implies that ind(Fi) ≥ 1.
Indeed, suppose that the positive ends of Fi are mi-many simple α1 and κ-many
simple α2 where κ = {0, 1}, while the negative end of Fi is a closed Reeb orbit on ∂V
denoted by γ(−ki,−li). Then by (11) and (13), ind(Fi) = 4mi+κ(2k+4)+2(ki+ li)−1
which is always odd. Hence, it suffices to show ind(Fi) ≥ 0.
As shown in Figure 2, the component Fi consists of curves in different layers. Let
us view decompose Fi as a union of {F+ij }m
+
i
j=1, {F 0ij}m
0
i
j=1, and {F−ij }m
−
i
j=1, where
• F+ij is a maximal connected union of curves in Fi which is formed via gluing
along matching ends such that after gluing it has unmatched negative ends
only on ∂E(a, b);
• F 0ij is a single curve in E(a, b)\V that does not form a part of any F+ij -type
component;
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• F−ij is a component of the remainder, which is a union of curves at and below
the layer S∂V . 2
Observe that each F−ij admits no negative ends. Assume that F
−
ij has s
−
ij-many positive
ends, then b) in Proposition 3.4 in [13] implies that ind(F−ij ) = 2s
−
ij − 2 ≥ s−ij, since
there is no finite energy plane in V ≈ T ∗T2 and thus s−ij ≥ 2. As a result,
ind(Fi) =
m+i∑
j=1
ind(F+ij ) +
m0i∑
j=1
ind(F 0ij) +
m−i∑
j=1
ind(F−ij )−
m−i∑
j=1
s−ij
≥
m+i∑
j=1
ind(F+ij ) +
m0i∑
j=1
ind(F 0ij).(32)
Therefore, it suffices to prove that (32) is non-negative. The following claim is useful.
Claim 6.2. Each F+ij has only one negative unmatched end.
Proof of Claim 6.2. By maximality of the components F+ij , each unmatched negative
end will eventually, via components in lower layers, connect to the curve F 0ij0 with
negative end on γi. As our curves have genus 0 this can be true only for a single
negative end. 
In order to obtain the desired non-negativity of (32), we will carry out some analysis
on the Fredholm indices of components F+ij and F 0ij. The general scheme is that a
Fredholm index F 0ij could be negative due to the possibility of multiple coverings, but
due to cancelling contributions the sum is always nonnegative.
Denote u := F 0ij for some i,j. If u is somewhere injective, then ind(u) = ind(F 0ij) ≥
0. Otherwise assume that u is a multiple covering of u˜ with covering number r, where
u˜ is somewhere injective. Assume u has s+-many positive ends and s−-many negative
ends, similarly u˜ has s˜+-many positive ends and s˜−-many negative ends. We let mi,
ni, m˜i, n˜i be the covering numbers at α1 and α2 for u and u˜ respectively.
We may assume ind(u˜) ≥ 0 and comparing ind(u) and rind(u˜) we obtain
ind(u) ≥ rind(u˜) + (2r − 2)− (2(rs˜+ − s+) + (rs˜− − s−))
+ 2
(∑⌊ mi
k + 
⌋
− r
∑⌊ m˜i
k + 
⌋)
+ 2
(∑
bni(k + )c − r
∑
bn˜i(k + )c
)
.
2For component FT in Figure 2, it decomposes as a union of {F+Tj}4j=1, {F 0Tj}2j=1, and F−T1, where
from left to right,
– both F+T1 and F
+
T3 have 1 positive end and 1 negative end. F
+
T2 has 4 positive ends and 1
negative end. F+T4 has 2 positive ends and 1 negative end;
– F 0T1 has 1 positive end and 1 negative end. F
0
T2 has 3 positive ends and 2 negative ends;
– F−T1 lies in S∂V and it has 2 positive ends and no negative end.
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Now, we apply the Riemann-Hurwitz formula. Explicitly, view u as a curve with
domain a punctured S2, and denote by ep the ramification index at point p ∈ S2,
then
2r − 2 =
∑
p∈S2
(ep − 1)
≥
∑
p∈Γ
(ep − 1) =
∑
p∈Γ
(cp − 1) = r(s˜+ + s˜−)− (s+ + s−)
where Γ is the set of singularity points on S2 which corresponds to the asymptotic
ends of u (thus its cardinality is s+ + s−) and cp is the covering degree at the end
corresponding to p. The sum of the ci covering each particular end is exactly r. It
will be helpful to write rs˜+− s+ = ∑Γ+(ci− 1), where the ci are the covering degrees
of the ends of u over the positive ends of u˜.
With this our estimate becomes
ind(u) ≥ rind(u˜)− (rs˜+ − s+)
+ 2
(∑⌊ mi
k + 
⌋
− r
∑⌊ m˜i
k + 
⌋)
+ 2
(∑
bni(k + )c − r
∑
bn˜i(k + )c
)
.(33)
Next, we note that by Claim 6.2 each positive end of u is matched to the single
negative end of a component F+ij . These components have positive ends which are
either simple covers of α1 or a simple cover of α2, and there can be at most one end
(over all F+ij matching with ends of u) asymptotic to α2.
By Lemma 4.2, the F+ij are either trivial cylinders or else have strictly positive
index. We will consider contributions to our formula from the ends of u and the
F+ij corresponding to each positive end of u˜. We claim that the contribution to (32)
from the ends of a u covering each end of u˜ in our estimate (33) for ind(u), plus
the associated component F+ij , is nonnegative unless the end of u˜ happens to be
asymptotic to α1 and the corresponding F+ij has a positive end on α2.
In the first case suppose that the end of u˜ is asymptotic to αm˜1 and none of the
covering ends of u match to F+ij asymptotic to α2. Using Lemma 4.2 (1), to check that
the contribution from the covering numbers plus the corresponding F+ij is nonnegative
it suffices to show ∑
(2mi − 2− ci + 1) ≥ r
⌊
m˜
k + 
⌋
.
But
∑
mi = rm˜ and
∑
ci = r, so the left hand side is just
r(2m˜− 1)− s ≥ 2r(m˜− 1)
where s ≤ r is the number of covering ends, that is, the number of terms in the sum.
Hence, we get the inequality as required (recall that k ≥ 2).
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In the second case suppose that the end of u˜ is asymptotic to αn˜2 and again none
of the covering ends of u match to F+ij asymptotic to α2. Now by Lemma 4.2 (3) for
nonnegativity it suffices to show∑
(2ni(2k − 1) + 2− ci + 1) ≥ rbn˜(k + )c.
Now
∑
ni = rn˜, so the left hand side is just
r(2n˜(2k − 1)− 1) + 3s ≥ r(3n˜k − 1).
Hence, we get the inequality as required.
In the third case suppose that the end of u˜ is asymptotic to αm˜2 and one end of one
of the F+ij is asymptotic to α2, say the end corresponding to n1. Using Lemma 4.2
(4) we would like to show
(4k − 2)n1 − 2k + 2− c1 + 1 +
s∑
2
(2ni(2k − 1) + 2− ci + 1) ≥ rbn˜(k + )c.
The left hand side is 2(2k−1)n˜r− r−2k+3s and we aim to show that 2(2k−1)n˜r−
r − 2k + 3s ≥ kn˜r. In fact, since r ≥ s and k ≥ 2, we have
2(2k − 1)n˜r − r − 2k + 3s− kn˜r = ((3k − 2)n˜− 1)r − 2k + 3s
≥ (2kn˜− 1)s+ 3s− 2k
= (2kn˜+ 2)s− 2k ≥ 2k(n˜s− 1) + 2s ≥ 0
since s ≥ 1. Thus we get the required inequality.
Finally suppose that the end of u˜ is asymptotic to αm˜1 and one end of one of the
F+ij is asymptotic to α2, say the end corresponding to m1. Now from Lemma 4.2 (2)
the contribution from ends of u and the F+ij associated to this end is bounded below
by
2m1 − 2k + 2− c1 + 1 +
s∑
2
(2mi − 2− ci + 1)− r
⌊
m˜
k + 
⌋
.
This is equivalent to
2rm˜− r − s− 2k + 4− r
⌊
m˜
k + 
⌋
.
As m1 ≥ k + 1, we have rm˜ =
∑
mi ≥ (k + 1) + (s − 1)m˜ so the contribution is at
least
(34) 2(k + 1 + (s− 1)m˜)− r − s− 2k + 4− r
⌊
m˜
k + 
⌋
.
In the case when m˜ ≤ k, we have (34) bounded below by
2(k + s)− r − s− 2k + 4 = 4− (r − s)
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and in the case when m˜ ≥ k + 1,
(34) ≥ (k + 1 + (k + 1)(s− 1))
(
2− 1
k
)
− r − s− 2k + 4
≥ 2k + 2− 1− 1
k
+
9
2
(s− 1)− r − s− 2k + 4
≥ 5
2
s− (r − s).
In any case the contribution is bounded below by 2− (r − s).
In summary then, the only negative contributions to the sum (32), when we combine
the F 0ij with matching F
+
ij , can come from a curve F 0ij with a positive end asymptotic
to α1 and where the corresponding F+ij has a positive end on α2. There exists at most
one such u = F 0ij. We focus on this curve and components of the complement.
We note that if u˜ has a single negative end then it has an odd index and so the
term rind(u˜) ≥ r which cancels the negative contribution to (33). Alternatively u˜
has two distinct negative ends, and we can suppose these are covered by s1 and s2
negative ends respectively of our curve u = F 0ij. One of these s1 + s2 ends may be
matched with F0; the others match with curves in F−ij and the complement of u and
these F−ij in our building has components which are unions of curves of type F 0ij and
F±ij . These components have nonnegative index, since they do not contain u, and if
they are not matched to F0 then they have a single unmatched negative end (which
implies the index is odd) and so in fact have index at least 1. At most one component
has a curve matched to F0, so we can add s1 + s2 − 1 to our estimate for ind(u) in
the sum (32).
Write s = s0 (the number of ends of u covering the distinguished positive end of
u˜), and si = r − (r − si) for i = 1, 2. Then adding the new terms our lower bound
for (32) becomes 2 + 2r − 1−∑20(r − si). But by the Riemann-Hurwitz formula the
sum is bounded above by 2r − 2, so the lower bound is at least 3.
This gives desired non-negativity of (32) and thus we complete the proof. 
Now, we are ready to give the proof of “only if” part of Theorem 1.4.
Proof of “only if ” part of Theorem 1.4. Suppose we have a L(1, x) ↪→ E(a, b), that is,
a Lagrangian torus with an integral basis having area class 1, x. Up to an arbitrarily
small perturbation, assume that b = ka+ δ /∈ Q for an arbitrarily small  > 0. Then
by embedding a thin ellipsoid E(, S) inside a Weinstein neighborhood V of the
image of L(1, x) inside E(a, b), we obtain a symplectic cobordism E(a, b)\E(, S) for
an almost complex structure J with cylindrical ends. Due to Theorem 5.9, there exist
J and curves C ∈ MsJ,=m,S=Sm(α1, . . . , α1, α2; βd1) with α1 appearing multiplicity m
and d = 2m+ k + 1 for m ≥ 1. By Theorem 5.1 the curves persist as we carry out a
neck-stretching process along the boundary of the Weinstein neighborhood viewed as a
unit co-sphere bundle of T2. Denote the limit holomorphic building Clim. Decompose
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Clim into F0 and {Fi}Ti=1 as shown in Figure 2, then Lemma 6.1 shows that T = d+1,
that is, F0 has exactly (d+ 1)-many positive ends on ∂V , denoted by {γ(−ki,−li)}d+1i=1 .
Since these orbits together bound a contractible loop βd1 inside U , we know that
(35)
d+1∑
i=1
ki =
d+1∑
i=1
li = 0.
Assume a component Fi has mi-many positive ends on α1 and κ on α2 where
κ ∈ {0, 1}. Then
(36) Area(Fi) = mia+ κb+ ki + lix.
The Fredholm index formula like (38) and Lemma 6.1 imply that 2mi + κ(k + 2) +
ki + li = 1. By substituting this Fredholm index relation into (36), we see
(37) mi(a− 2) + κ(b− (k + 2)) ≥ −li(x− 1)− 1.
(1) In this case, as x = 1 equation (37) for a component Fi gives
mi(a− 2) + κ(b− (k + 2)) ≥ −li(x− 1)− 1 = −1.
We can choose the Fi with κ = 1. If a ≥ 2 then b ≥ 2 ≥ 11−1/a as required.
Alternatively if a < 2 then we see that b − (k + 2) ≥ −1 which is equivalent to the
inequality as required.
(2) Here x ≥ 2 and we have two cases as follows. Note that since our ellipsoids are
open, if there exists an embedded torus L(1, 2) then we can also find embedded tori
L(1, x) with x > 2 by deforming in a Weinstein neighborhood. Hence, we will assume
that x > 2.
Case I. Suppose that li ≥ 0 for all i ∈ {1, . . . , d + 1} (thus by (35), li = 0 for all i),
then by an appropriate choice of the metric on V as in Section 2 in [13], we know
that
Area(F0) =
d+1∑
i=1
|ki| 
2
− d
and, in particular,
∑
ki>0
ki ≥ d. For those i ∈ {1, ..., d + 1} such that ki > 0, by
(11) and (13), depending on whether the positive ends of Fi include α2 or not, the
corresponding Fredholm index of Fi is
(38) ind(Fi) = 4mi + 2k + 2ki + 3 or ind(Fi) = 4mi + 2ki − 1
where mi is the number of positive end of component Fi on α1. Then in order to
have ind(Fi) = 1, the only possibility is mi = 0, the positive end of Fi does not
include α2, and ki = 1. In other words, these Fi do not have any positive ends on
∂E(a, b), that is, they are just planes, and there must be d of them. Hence, there is
only one component, say Fd+1, with one negative end γ(d,0) on ∂V and (m+ 1)-many
positive ends on ∂E(a, b). The following Figure 5 illustrates this configuration. Since
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γ(−1,0) γ(−1,0) γ(d,0)
α1 α2
matching along ∂V
βd1
Fd+1
F1 Fd
Figure 5. One possible configuration of Clim
Area(Fd+1) > 0 and d = 2m+ k+ 1, we have ma+ b ≥ 2m+ k+ 1. This is equivalent
to the following inequality
a+
b
m
≥ 2 + k + 1
m
.
Repeating the argument with m→∞, we get a ≥ 2.
Case II. Suppose there exists some i ∈ {1, . . . , d + 1} such that γ(−ki,−li) has li < 0.
Since li < 0, that is, li ≤ −1, we get −li(x− 1)− 1 ≥ x− 2. Hence, by equation (37)
we have mi(a−2)+κ(b−(k+2)) ≥ x−2. Then, either a > 2 or κ(b−(k+2)) ≥ x−2.
The condition x > 2 implies that κ = 1 and thus
b−
(
b
a
+ 2
)
≥ x− 2 which implies that b
(
1− 1
a
)
≥ x.
Thus we complete the proof. 
6.2. Existence. For the construction part of Theorem 1.4 we show the following,
using coordinates (z, w) on C2.
Theorem 6.3. For all x ≥ 1 there exists an embedded Lagrangian torus L(1, x) in
an arbitrary neighborhood of E(2, 4) ∩ {pi|w|2 < 2}.
Note this is clear if x ≤ 2 by inclusion of the product, so the interest here is x > 2.
Corollary 6.4. Suppose a > 2 and 1
a
+ 2
b
≤ 1, then L(1, x) ↪→ E(a, b) for all x ≥ 1.
The second hypothesis is equivalent to saying L(1, 2) sits in E(a, b) by inclusion.
Proof of Corollary 6.4. By the Theorem 6.3 it suffices to show
E(2, 4) ∩ {pi|w|2 < 2} ⊂ E(a, b).
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For this, given (z, w) ∈ E(2, 4) ∩ {pi|w|2 < 2} we compute
pi|z|2
a
+
pi|w|2
b
≤ pi|w|
2
b
+
2(1− pi|w|2/4)
a
=
2
a
+ pi|w|2
(
1
b
− 1
2a
)
.
Since a > 2 and pi|w|2 < 2 this is bounded by 1 as required. 
Proof of Theorem 6.3. We adjust the construction in [13]. This gives an L(1, x) ↪→
D(2)×Ω (or a neighborhood of this) where Ω is a subset of the w plane in coordinates
(s, t), roughly [0, 2]× [0, 1] \ {(1, t)| ≤ t ≤ 1}, see Figure 1 in [13].
The L(1, x) is formed by first taking the product of an immersed loop γ in the w
plane, which winds a large number of times around ∂([0, 1] × [0, 1]), with ∂D(1) in
the z plane. The product gives an immersed Lagrangian which can be arranged to
have the Maslov and area class of L(1, x). All of the self intersections lie close to
∂D(1) × {(1, 0)} and these are removed by applying a Hamiltonian diffeomorphism
to the subsets ∂D(1) × H and ∂D(1) × V where H is the uppermost branch of γ
close to t = 0 and V is the rightmost branch close to s = 1. The diffeomorphisms are
generated by functions χ(s)G(z) and χ(1− t)G(z) respectively, where χ is a function
increasing from 0 to 1 on [0, 1] with slope bounded approximately by 1 and G displaces
D(1) inside D(2) and has 0 ≤ G ≤ 1.
The result of this is that points in ∂D(1) × H flow in the positive t direction,
and points in ∂D(1) × V flow in the positive s direction, and we get an embedded
Lagrangian in D(2)×Ω. Moreover, the fibers over a point (s, t) in the w plane lie in
a disk D(a) where a = 1 + χ(s) = 1 + s when s < 1 and a = 1 + χ(t) = 2 − t when
s > 1. This is because the z component of the flow is χXG.
We conclude by applying a symplectomorphism mapping Ω → D(2). This can be
chosen such that {s < 1} maps into the upper half U of the disk and {s > 1} maps
to the lower half L. Moreover, we can arrange that {[s, 1]× [0, 1]} → D(2(1− s))∩U
and {[1, 2]× [0, t]} → D(2t) ∩ L. We take the product of this map with the identity
in the z plane and compute the fibers over points w ∈ D(2).
If w ∈ U and pi|w|2 = ρ then w lies in the image of a point (s, t) ∈ Ω with s ≤ 1−ρ/2
and thus the fiber lies in D(2 − ρ/2). Similarly, if w ∈ L and pi|w|2 = ρ then w lies
in the image of a point (s, t) ∈ Ω with t ≥ ρ/2 and thus the fiber lies in D(2− ρ/2).
Hence, the image lies close to{
(z, w) ∈ C2
∣∣∣∣ pi|z|2 ≤ 2− pi|w|22
}
= E(2, 4).
Thus we complete the proof. 
Proposition 6.3 in [13] goes on to show that in fact the constructed tori L(1, x)
can be taken to be Hamiltonian isotopic to the product tori LH(1, x). This justifies
Remark 1.7 in subsection 1.2.2.
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7. Applications
We start this section by proving the following symplectic invariant property of the
reduced shape invariant Sh+ of star-shaped domains of C2.
Proposition 7.1. Let X, Y be a star-shaped domains of C2. If there exists a sym-
plectic embedding φ : X → Y , then Sh+(X) ⊂ Sh+(Y ). In particular, Sh+ is a
symplectic invariant of star-shaped domains of C2, i.e., Sh+(X) = Sh+(Y ) if X and
Y are symplectomorphic.
Proof. The second conclusion immediately follows from the first conclusion, so it
suffices to prove the first one. Let φ : X → Y be a symplectic embedding, then
Proposition A.1 in [25] implies that φ can be extended to be a compactly support
Hamiltonian diffeomorphism Φ on C2 such that Φ(X) ⊂ Y . If (w1, w2) ∈ Sh+(X), by
definition (1), there exists an embedded Lagrangian torus L inX such that Ω(e1) = w1
and Ω(e2) = w2, where (e1, e2) is the ordered basis of H1(L;Z) provided by Lemma
1.1. Then Φ(L) is an embedded Lagrangian torus in Y and {Φ∗(e1),Φ∗(e2)} is an
integral basis of H1(Φ(L);Z). On the one hand, we have
(39) µ(Φ∗(e1)) = µ(Φ∗(e2)) = 2
since Φ∗ is isotopic to the identity. On the other hand,
(40) Ω(Φ∗(e1)) = Ω(e1) and Ω(Φ∗(e2)) = Ω(e2).
In fact, assume Φ = (Φt)t∈[0,1], then
Φ∗λstd − λstd =
∫ 1
0
Φ∗t (d(Ht + ιXtλstd))dt = d
(∫ 1
0
Φ∗t (Ht + ιXtλstd)dt
)
.
In other words, set F =
∫ 1
0
φ∗t (Ht + ιXtλstd)dt, then Φ∗λstd−λstd = dF . Hence, for e1
(and similarly to e2), we have
Ω(Φ∗(e1))− Ω(e1) = [Φ∗λstd − λstd](e1) = [dF ](e1) = 0.
Finally, (39) and (40) imply that (Φ∗(e1),Φ∗(e2)) is the basis of H1(Φ(L);Z) pro-
vided by Lemma 1.1. Indeed, if L is monotone, then Φ(L) is monotone; if L is
non-monotone, then Ω(Φ∗(e2)) = Ω(e2) ≥ 2Ω(e1) = 2Ω(Φ∗(e1)) > 0. Therefore,
(w1, w2) ∈ Sh+(Y ) and thus we complete the proof. 
For any domainX in C2, by Darboux’s Theorem in symplectic geometry, its reduced
shape invariant Sh+(X) always contains a ball neighborhood of 0 (without the point
0) that restricted in the region {w1 > 0, w2 ≥ 2w1} ∪ {w1 > 0, w1 = w2}. Then it
makes sense to discuss the radial rescaling of Sh+(X) with respect to 0. In fact, it is
readily to check that Sh+(λX) = λSh+(X). In this way, a quantitative improvement
of Proposition 7.1 is a stability that relates a quantitative measurement between
domains X and Y (say, symplectic Banach-Mazur distance in [30, 29]) and a 2-
dimensional quantitative inclusions between the associated Sh+. Researches in this
direction have been explored in the upcoming work [14].
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Example 7.2. This example collects the reduced shape invariants of several basic toric
domains in C2, that is, symplectic cylinder Z(R) := E(R,∞), ball B(R) := E(R,R),
polydisk with a ≤ b, and ellipsoid E(a, b) with b
a
∈ N≥2. They are illustrated in the the
shade dotted areas. In particular, for polydisk P (a, b) and its reduced shape invariant
Sh(P (a, b)), whether the point (a, b) lies above the line 2w1 = w2 or below depends
on whether b
a
≥ 2 or not. These pictures are respectively due to the main result in
[3], Theorem 1 in [13], Theorem 3 in [13], and Theorem 1.3 (or Theorem 1.4) in this
paper.
R w1
w2
w1 = w2
Sh+(Z(R))
2w1 = w2
R w1
w2
w1 = w2
R
3
(R
3
, 2R
3
)
Sh+(B(R))
2w1 = w2
a w1
w2
w1 = w2
b
a
2
(a
2
, b)
(a, b)
Sh+(P (a, b))
2w1 = w2
a w1
w2
w1 = w2
b
a
2
(a
2
, b
2
)
Sh+(E(a, b))
2w1 = w2
Next, let us give the proof of Theorem 1.5.
Proof of Theorem 1.5. (1) If P (a, b) ↪→ P (c, d), then Proposition 7.1 implies that
(41) Sh+(P (a, b)) ⊂ Sh+(P (c, d)).
It suffices to consider the case when b
a
≥ 2. Indeed, if b
a
< 2, then the turning point
( c
2
, d) of Sh+(P (c, d)) must lie in Sh+(P (a, b)), which contradicts (41). For b
a
≥ 2,
the turning point (a, b) of Sh+(P (a, b)) lies on and above the line 2w1 = w2. Then
the desired conclusion can be obtained via a straightforward comparison between
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the reduced shape invariants Sh+(P (a, b)) and Sh+(P (c, d)) shown in Example 7.2.
Figure 6 illustrates this comparison. In Figure 6, if c
a
< 2, that is, c
2
< a, then there
b
d
a cc
2
w1
w2
w1 = w2
(a, b)
(
c
2
, d
)
Figure 6. Obstruction of polydisk embedding via Sh+.
exists some point, say,( c
2
+ a
2
,
b+ d
2
)
∈ Sh+(P (a, b))\Sh+(P (c, d)).
Contradiction. Thus we get the conclusion.
(2) If a+ b ≤ bc, it is easy to verify that E(c, bc) embeds into P (1, a) by the trivial
inclusion. On the other hand, for ellipsoid E(c, bc) with b ∈ N≥2, Theorem 1.3 applies.
If P (1, a) ↪→ E(c, bc) with 1 ≤ c ≤ 2, then Proposition 7.1 implies that
(42) Sh+(P (1, a)) ⊂ Sh+(E(c, bc))).
The desired conclusion comes from a comparison between the reduced shape invariants
Sh+(P (1, a)) and Sh+((E(c, bc)) shown in Example 7.2. Figure 7 illustrates this
comparison. In Figure 7, in order to have the resulting inclusion as in (42), the point
(1, a) ∈ Sh+(P (1, a)) must lie on or below the hypotenuse w2 = −bw1 + bc. In other
words,
a ≤ −b+ bc, which is a+ b ≤ bc as required.
Thus we complete the proof. 
Remark 7.3. The Figure 7 shows that if c ≥ 2, that is, c
2
≥ 1, then the inclusion
(42) always holds. This implies that comparing the reduced shape invariants will not
result in any effective obstructions.
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w1
w2
2w1 = w2
a
11
2
2c
bc
c
2
hypotenuse: w2 = −bw1 + bc
(1, a)
Figure 7. Obstruction of embedding from polydisk to ellipsoid via Sh+.
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