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Let N,, i 2 1, be i.i.d. observable Cox processes on a compact metric space E, directed by 
unobservable random measures M,. Assume that the probability law of the M, is completely 
unknown. Techniques are developed for approximation of state estimators 
E[exp(-M,+,(f))1 g,Wn+l] using data from the processes N,, , N, to estimate necessary 
attributes of the unknown probability law of the time M,. The techniques are based on representa- 
tion of the state estimators in terms of reduced Palm distributions of the N, and on estimation 
of these Palm distributions. Estimators of Palm distributions are shown to be strongly consistent 
and asymptotically normal. The difference between the true and the pseudo-state estimators 
converges to zero in L* at rate n-“4+6 for each S > 0. 
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1. Introduction 
Let E be a compact metric space. Given a point process N on E and a random 
measure M on E (see [4] for detailed definitions), we say that N is a Cox process 
directed by M if conditional on M, N is a Poisson process with intensity M, in the 
sense that 
E[e-N’g’19M]=exp (1-epg)dM 
3 
(1.1) 
where N(g)=jgdN and S”= cr( M(g): g E C,). (Here C, denotes the set of 
nonnegative continuous functions on E.) It follows that the Laplace functionals LN 
and LM are related by 
LN(g)= LM(l -e-% (1.2) 
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that the zero-probability functional of N is given by 
zN(A) = E[e-“‘A’], (1.3) 
and that the mean measures pN (A) = E[ N( A)] and CL,,., (A) = E[ M( A)] are identical. 
In [8] the following state estimation problem is addressed: given that N is a Cox 
process directed by M, suppose that N is observable over a subset A of E but that 
M is not observable at all, and that it is desired to reconstruct M from N, 
realization-by-realization, with minimum mean-squared error (MMSE). Optimal 
estimators are, of course, conditional expectations of the form E[M 1 S,“], where 
the conditional expectation of a random measure is in the sense of [6] and 9: = 
cr( N(glA): g E C,) is the a-algebra representing observation of N over the set A. 
The important issue is explicit or recursive computation (or approximation) of state 
estimators as functions of the observed data. A variety of computational methods 
is developed in [8] under the assumption that M is of the form 
M(A) = 
I 
X(y)m*(dy) 
A 
(1.4) 
for a fixed measure m* on E and a strictly positive stochastic process X parameter- 
ized by E. The most explicit results in [8], given by Theorem 3.1 there, express the 
state estimators E[M 1 S,“] in terms of the Palm processes (cf. Section 2) of M. 
Among other things, we derive in this paper the same representation for an arbitrary 
Cox pair (N, M) - without the restrictive assumption ( 1.4) on M; this result appears 
as Theorem 3.1. 
In order to effect state estimation procedures the probability law of M (or, 
equivalently, that of N) must be known. However, in many applications it is not, 
and one is confronted with the problem of simultaneous statistical inference and 
state estimation; it is this problem that is the primary focus of the paper. We address 
it in the following formulation. Let N,, N2, . . be i.i.d. Cox processes on E, directed 
by (likewise i.i.d.) random measures M,, M2,. . . , and suppose that the N, are all 
observable. The principal goal is to construct and analyze approximations to the 
(true) state estimators 
E[e-M,,+,(.f)I @Y,+,]; (1.5) 
note that here we estimate the conditional Laplace functional of M,, , (and hence 
the entire conditional distribution) rather than merely the conditional mean measure. 
By Theorem 3.1 the state estimator (1 S) has the generic form 
E[emM,l+l(f)l S”,g+l] = F( p, N,+,,f), (1.6) 
where p is the probability law of the M, and F is a function of known form 
determined only by the Cox relationship between N,,,, and M,,, and not depending 
on p. Our approach, based on the ‘principle of separation’ used for some time by 
electrical engineers, as well as in various statistical contexts, is to construct ‘pseudo- 
A.F. Karr / State estimation 117 
state’. estimators 
E[e-M”+l(f)I 5F--N”+l] = F(p*,, N,+,,f), (1.7) 
where F is the same function appearing in (1.6) and &, is an estimator of the law 
of the M, based on the ‘previous’ data N,, . . . , N,,. Our main result analyzes behavior 
of the difference 
as n -+ co. Details are given in Section 5. 
A special case of this problem has been treated in [9], namely that of mixed 
Poisson processes, for which the directing measures Mi are of the form 
M, = aim* 
with m* a fixed measure on E and the cq i.i.d. (strictly) positive random variables. 
In this case the law of the M, is specified by m* and the distribution o of the (Y, 
and furthermore, the function F appearing in (1.6) reduces to a function of m*, u 
and N,,+,(E) (which is a ‘sufficient statistic’ for state estimation in the mixed Poisson 
case). By exploiting all this special structure, results are obtained in [9] that are 
essentially best possible and are sharper than those to which the more general results 
here reduce in the mixed Poisson case. 
Palm distributions play a fundamental role; necessary aspects are discussed in 
Section 2. Section 3 contains the general representation of state estimators 
E[e-““‘I S,“] . t m erms of Palm processes of M and (by results from Section 2) 
reduced Palm processes of N; no assumption of the form (1.4) is imposed. It follows 
that it is then necessary to estimate (all of) the reduced Palm distributions of the 
Ni, a problem treated in Section 4. The results there are closely related to those in 
[lo] concerning estimation of the Palm distributions of a general random measure, 
but the formulation has been changed somewhat in order to accommodate the 
particular needs of our combined inference/state estimation problem. As noted 
previously, results concerning this latter problem are the main results of the paper 
and appear in Section 5. 
2. Palm distributions and Palm processes 
Denote by Mp the set of finite, integer-valued measures on E (point measures). 
Let N be a simple point process on E and let Q& be the measure on M, defined by 
where E, is the point mass at x and 
NCk)(dx, . . . d%c) = N(dx,)(N- Exl)(dxd * . . (N-k$ aX,)(dxk). 
(2.1) 
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The reader is referred to [4,5] for details concerning this and the material that 
follows below. We will sometimes use (2.1) in the form 
e-@“‘-“Q’,(dp) = k!, 6 E 
. [I 
e-Lf(\,‘N’“‘(dx) . 
I 
(2.1’) 
The compound Campbell measure of N is the measure CL on M,, x M,, satisfying 
e-&U’ e -“(“)C’,(dp, dv) = c,,kE eeNcR’ 
s I 
-v /(.Y, 1 e - e~~(x,‘Nck’(dx) . 
I 
(2.2) 
Assume that for each k the mean measure of N “’ is finite. Then there exists a 
disintegration of C’, with respect to Q&, that is, a transition probability QN from 
M, into itself such that 
C’,(dp., dv) = Q’ddp)QNb, dv). (2.3) 
Definition. (a) The probability distributions {QN(p, . ): p E M,} are the reduced 
Palm distributions of N. 
(b) A point process Ncp”’ with probability law QN(p, ’ ) is called a reduced Palm 
process of N. 
The interpretation is that QN(p, . ) is the probability law of N-p (this is the 
‘reduced’ part) conditional on g being contained in the support of N: 
QN(~,I-)=P{N-~~E~N-~~O} (2.4) 
with, of course, (2.4) actually representing a density rather than an elementary 
conditional probability. For details, see [4, 51. 
For a diffuse random measure M on E some modifications are necessary and 
(2.4) no longer is a valid interpretation, but much the same construction can be 
carried out. The measure Q’, is given by 
where Mk(dx, . . . dx,) = M(dx,) . . . M(dx,). Rather than work with reduced Palm 
distributions, we use instead ordinary Palm distributions. Hence the compound 
Campbell measure, which is now defined on MP x M, where M is the set of finite 
(not necessarily integer-valued) measures on E, is given by 
e-‘L’f) e-Y(“) C’,(dp, dv) = ki,,bE eCMCn) 
s I 
e~L--““~‘Mk(dx) 
I 
. 
Under the assumption that each Mk admits a finite mean measure there exist Palm 
distributions QM (,u, d v) satisfying 
CL(dpL, dv) = QL(dp)Q~M(p, dv). 
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A random measure MC“’ with distribution QM(p, * ) is termed a Palm process of M. 
Corresponding to (2.4) is the heuristic interpretation that for p = 1: E,,, 
QM(~, r) = E[M(dx,) * * * M(dxk)l(M E r)l, 
E[M(dx,) . . . M(dx,)] 
(2.5) 
which is employed in [lo] for estimation of unreduced Palm distributions. 
In the context of Cox processes a key result is the following, a special case of 
which is proved in [3]. 
Proposition 2.1. Let M be a dzruse random measure on E with finite mean measure 
and let N be a Cox process directed by M. Then almost everywhere on M, with respect 
to QIM, the reduced Palm process N (pj is a Cox process directed by the Palm process 
MC@‘) 
Proof. By ‘is a Cox process’ in the conclusion of the proposition we mean ‘has the 
same distribution as a Cox process’. The fact that N is a Cox process directed by 
M implies, which is easily verified computationally, that for each k and forJ; g E C, 
+-I) 1 e -x&)Mk dx) _ E ( ] [e-N(f) 1 e-b(x,, e”‘x,‘N’*‘(dx)]. 
In particular, 
E[ Mk(dx)] = E[ Nck’(dx)], 
from which it follows that Q& = QL. For f; g E C, we therefore have 
QL(dp) epr(g) 
I 
QMb dv) ew(-41 -epf)) 
= 
J 
Qk(dp) emr’(g) QN(p, dv) e-““’ 
I 
= 
I 
QIN(dp) eprcg) QN(& dv) e-“o’. 
I 
Hence for fixed f 
LP,+(-~-~)= QM(~,dv)exp(-v(l-e-‘))= QN(p,d~)e-YU) 
I 
= 
LN(p)(f) (2.6) 
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almost everywhere (Qa) and the proposition now follows by standard reasoning 
(there is a countable, determining class off such that a.e. (2.6) holds simultaneously 
for all such f.. .) and the uniqueness theorem for Laplace functionals [4]. 0 
In order to highlight ‘real’ applicability of the results and techniques in the paper 
we illustrate them using a special case of processes of the form (1.4). 
Example 2.2. Suppose that E is a compact interval in R, and that the directing 
measure A4 has the form (I .4), with m* the Lebesgue measure: 
M(A) = x(t) dt, (2.7) 
where X is a positive, measurable process. It follows from (2.5) and (2.7) that for 
p = C: F,, with the ti distinct, 
L,(s)(g) = E 
[ 
epMcg) Ii WJ]/E[ j, Wtt)], (2.8) 
I=, 
using which we can give the following heuristic derivation of Proposition 2.1. 
Suppose that p is fixed and represent a function f on E as 
where f vanishes at each t,. Then by (2.8) 
(1 - e-rc”)X( t) dt 
> 1 i X( fi) L,c~l(l -eef)= I 
11 = =LN"'(f) 
(N has conditionally independent increments given M). 
3. Representation of MMSE estimators 
In this section we derive a result that represents, for a Cox pair (IV, M), state 
estimators E[e -M(/)) S,“] in terms of the Palm processes of M. This theorem 
generalizes [8, Theorem 3.11, which is proved only under the equivalence assumption 
(1.4). 
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Theorem 3.1. Let M be a diffuse random measure on E with jinite mean measure and 
let N be a Cox process directed by M. Denote by Mcp’), p E MP, the Palm processes 
of M (with respective probability laws QM (p, * )). Then, for each (Borel) subset A of 
E and each f E C,, 
where NA denotes the restriction of N to A. 
Proof. Recall that 9,” is the o-algebra corresponding to (complete) observation of 
N over A, so that the left-hand side of (3.1) is the MMSE estimator of the conditional 
law of M (in the form of its Laplace functional) given 9,“. Let 
LM(tL,f) = E[exp(-M’“)(f))]= QMb, dv) C”” 
denote the Laplace functionals of the Palm processes MC@). To establish (3.1) it 
suffices to show that for each nonnegative (measurable) function g vanishing off A 
and each k E N 
E[e-N’g’l(N(A)=k)L,(N,f+l,)/L,(N, lA)] 
= E[emN’g’l( N(A) = k) e-M(f)]. (3.2) 
Using the conditional uniformity property of Poisson processes and the fact that N 
is conditionally Poisson given M, the left-hand side of (3.2) may be written as 
v(dx,) . . . Y(dxk) 
(3.3) 
Consider now a random measure A% with probability law 
p(dv) =$e-‘.l”)p(dv), 
where p is the probability law of M and C = j exp( - v(A))p(dv) is positive because 
M(A) < ~0 a.s. It is straightforward to verify that 
L&&f) = LM(p,f + lA)/LM(% lA); 
consequently the expression in (3.3) is equal to 
fi(dx,) . . . fi(dxk) e-b(x,) epM(f) 1 (3.4) 
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(i denotes expectation with respect to the law of fi) 
M(dx,) . . . M(dx,) e-xn(x,) e-M’A’ e-M(f) , 1 
where the last equality holds by definition of M. 
Suppose now that fiV is a Poisson process with mean measure v. Then by 
conditional uniformity 
E[e- fi~‘g’l(fiy(A) = k)] = PIT?“(A) = k}E[e-fi*‘g’( G”(A) = k] 
1 _ -u(A)_ 
k! /,“* Ae I I 
-=~)v(dx,) . . . v(dxk), 
and therefore 
E[~-N(&!) l(N(A) = k) epMcn] 
= p(dv) e-YcnE[e~~“‘g’l(~~(A) = k)] 
1 =E E M(dx,) . . &.f(dXk)e-b(X,)e-M(A) epM(f) . 1 (3.5) 
By (3.4) and (3.5), (3.2) holds, which proves (3.1). !J 
Returning to our principal problem of state estimation for the Mi when their law 
is unknown and only the N, are observable, we note first that by virtue of Theorem 
3.1 we need only estimate the Laplace functionals LM (p, f) of the M-Palm processes 
MC&‘. (Here (IV, M) is a Cox pair of which the (N,, M,) are i.i.d. copies.) By 
Proposition 2.1 and (1.2) these are related to the Laplace functionals 
LN(kf)= E[exp(-@%f))l 
of the reduced N-Palm processes N@“) via 
‘%(tL,f) = LN(,-b -lo&d1 -f)), 
provided that 0 s f < 1. It follows that in order to carry out the plan described in 
(1.6), (1.7) we need only estimate the &(p, g), which is done in the next section. 
We continue pursuit of the special case. 
Example 3.2. For M of the form (2.7) and NA = 1 E,,, (2.8) and (3.1) yield 
E[e- 
(f + ~A)X dt 
) 1 II X(ti) 
= E[ev-\AXdt)IIX(I.J] ' (3.6) 
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a Bayes’ theorem argument. In order to implement 
an approximation to (3.6) in the context of this paper one must estimate the 
expectations appearing there. Were the directing intensity processes Xi observable 
this would be routine, by substitution of empirical averages for expectations, but 
neither would there be any state estimation problem. However, as just noted, one 
can estimate instead Palm distributions of the Cox process N from observation of 
the N,, and then appeal to Proposition 2.1. 0 
4. Estimation of reduced Palm distributions 
Estimation techniques developed in this section, while rather abstract, do yield 
not only a general solution to the problem of combined statistical inference and 
state estimation but also solutions for special cases such as that of Examples 2.2 
and 3.2. In order that the paper not collapse under abstraction we do not give full 
details of the proofs of the main limit theorems. The reader is referred also to [lo], 
where similar results are presented for estimators of differently indexed, unreduced 
Palm distributions of diffuse random measures. 
Let N,, N2, . . . be i.i.d. copies of a simple point process N on E, assumed to 
satisfy E[ Nck’( E k)] < ~0 for each k. As intimated in Section 3, in regard to derivation 
of pseudo-state estimators the key statistical issue is to construct reasonable 
estimators i(,, g) of the Laplace functionals 
J%, g) = &+Q) = E[exp(- N”‘“‘(g))] 
associated with the reduced Palm processes N (“). The following estimators not only 
are simple conceptually-they are essentially histogram estimators-and compu- 
table, but also admit desirable large sample properties of consistency and asymptotic 
normality. The key to them is (2.4), even though it is only heuristic. With L(p, g) 
rewritten using (2.4) as 
UP, 8) = E[exp( -[N(g) - p(s)l) 1N -CL 3 01, (4.1) 
we identify the main issue, namely approximation of the null event {N-p 2 0) by 
the events of positive probability. For each n partition the underlying space E as 
E= t A, (4.2) 
j=l 
(the summation denotes disjoint union). We employ the estimators 
ew(P) ie 
a,, ET) = i=l 
-N’(g) jfJ, l(N(Anj) 2 p(Anj)) 
i h l(Nii(Azj) 3 p(Anj)) i=[ j=1 
(4.3) 
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If, as we assume below, the partitions (4.2) become successively finer as n + a then 
given CL, eventually all its points lie in distinct partition sets, SO that each p(Anj) is 
either zero or one, and the product of indicator functions does indeed provide an 
approximation to 1 (TV, - p 2 0). 
After establishing large sample properties of these estimators we address once 
more the special case of Examples 2.2 and 3.2. 
Theorem 4.1. Assume that 
(a) For each g E C,, t..~ + L(~_L, g) is continuous on Mr ; 
(b) Asn+co, 
max diam A, + 0, 
i = L 
(4.4) 
where the diameter is with respect to any metric compatible with the topology on E; 
(c) there exists t>O such that 
E[e 
rM(Eq<OO; (4.5) 
(d) for each k, 
z (ln)“/n2<C0. (4.6) 
n 
Then for each compact subset K of C, and compact subset K’ of M, the estimators 
i(,, g) given by (4.3) satisfy 
sup l&G)-L(k%g)l+O 
gtK+tK 
(4.7) 
almost surely. 
Proof. For each k let M,(k) = {p E M,: p(E) = k}; in proving (4.7) we can assume 
that K’ is a subset of M,(k) for some fixed k. Following more or less standard 
arguments we form the decomposition 
ercg)E 
[ 
emNcg) fi l(N(A,) 2 F(A,,,)) 
L-c,, g) = 
1 I 
E h l(N(Anj) 2 p(Anj)) [ 1 I 
_!. i e-N,(g) ‘; n i=, n l(Ni(Anj) 3 /1.(&j)) E ?I l(N(Anj) 3 P(Anj)) [ I 1 
X 
E eeNcg)k l(N(Anj_) zp(Anj)) i i,$ l(~i(Anj)~Pu(Anj)) 
[ I 1 I 
= I X II/III, (4.8) 
and show that I+ L(~J, g), while II-+ 1 almost surely and III+ 1 almost surely. 
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Suppose now that p lies in M,(k). Then in view of (b), almost surely for all 
sufficiently large n, 
h l(N(Ad) 2 tL(Aj)) =$ 
1 
iEk $ I($ e,,(Anj) 2 ~(A,))N(k’(dx), 
SO that with Z’,(/~)={V: nl l(V(A,)ap(A,))= 1) 
= Q’,(m(cL)n M,(k)). 
Similarly, 
er(g)E[e-Nk) h l(N(&j)~tL(Aj))l- I Q’,(dv)L(v, g) I rn(.)nM,(k) 
and therefore 
IZ - J3P, g)l c QIN(Z”(P)) 
5 
IL(~),~)-L(IL,~)IQIN(~~)‘O 
T”(P) 
by (a) and (b), since Z’,(C.L).~{N--~O}. 
To deal with the term ZZZ note that the sets Z,(p) may be chosen so that there 
are at most (Z,)k of them, denoted by Z,,,, so that, given E > 0, 
P suplZZZ-lI>E 
I p 1 1 
=P rnfxl i l(NiE~nl)/P{iVETn,}-l >E 
n i=l I I 
< constant X ( Zn)k/ fl* 
by Chebyshev’s inequality; hence ZZZ + 1 almost surely by (d) and the Borel-Cantelli 
lemma. 
The argument that ZZ -+ 1 almost surely is analogous and can in fact be deduced 
from that for ZZZ by an absolutely continuous change of probability measure. We 
omit further details. 
Uniformity in p E rc’ is established by standard approximation/equicontinuity 
reasoning, and hence (4.7) holds. Cl 
More general central limit theorems than the one we are about to present can be 
derived, but the version here is a reasonable compromise between generality and 
usefulness. In particular it yields-see Section 4-respectably strong conclusions 
regarding asymptotic behavior of pseudo-state estimators, without requiring 
unnaturally complicated assumptions or a contorted proof. 
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Theorem 4.2. Let g be ajixed element of C+( E) and let the sets r,,(p) be as introduced 
in the proof of Theorem 4.1. Assume that 
(a) p + L(p, g) is continuous on M,, ; 
(b) the conditions (4.4) and (4.5) are fulfilled; 
(c) as n + 00, 
n ,/2 
E[em(N(g)-p(g))l(NE mb))l_ L(p g) 
P{N E J,,(P)} 
9 
Q, 
N 
(dpu)+O, 
(4.10) 
Then as signed random measures on M,, 
n”‘[hs)-L(~, g)lQIN(dCL)~Gl(d~)-L(CL,g)G2(dCL), (4.11) 
where G = (G,, G2) is a bivariate Gaussian random measure (in the L2-sense; cf: 
[ 111) on Mp with covariance function R given in (4.16) below. 
Proof. Recall that g is fixed. Introduce the centered random measures 
5,(r)=e~N~‘g’l(N,~r)- E[e-N’“‘l(NEr)] (4.12) 
and 
&(r)=l(N,Er)-P{NEr} (4.13) 
on Mp The pairs pi = (li, 5,) are i.i.d. and hence by [7, Theorem 2.21 there is a 
mean-zero Gaussian process G = (G,, GJ, each component of which is a random 
measure on M,, such that 
(4.14) 
The germane topology in (4.14) is the vague topology on My Derivation of the 
covariance function R of G is elementary, with the result that if 
r(f; r) = E[eeN”‘l( N E r)] (4.15) 
then the 4-vector (G(T,, A ,), G(T,, A,)) has covariance matrix 
(4.16a) R((T,, A,), (r2, A,)) = [ ;:: ;:j, 
where 
r(2g, r,) - r(g, r,)2 r(g, r, n A,) - r(g, T,)r(O, A,) 
r(g,r,nA,)-r(g,r,)r(O,A,) 1 r(0,A,)-r(0,A,)2 ’
(4.16b) 
where R,, is defined analogously with r,, A, replaced by r2, A2, respectively, where 
R r(2g, r, n r2) - r(g, T,)r(g, rJ r(g, r, n A,) - r(g, r,)r(O, AZ) 
12 
= 
I r(g,A,nr,)--r(O,A,)r(g,r,) r(0,A,nA2)-r(0,A,)r(0,A2) ’ 
(4.16~) 
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with RZ, defined by obvious analogy. Note also that for fixed f, r(f, . ) is a measure 
on M, and that r(f, .)<< r(0, a). 
Suppose now that H is a bounded, continuous function on M,, ; the argument 
that follows is a function space version of the ‘delta-method’. For each n, 
n “2 I WE.L)b%., g) - Lb, g)lQ’,(dpu) 
+n”* Q (dp) N , 
(4.17) 
and the second term, which represents asymptotic bias of the estimators &A, g), 
converges to zero by (4.10). Given measures T, u on Mp let 
(4.18) 
Then concerning the remaining term in (4.17) we have 
=n I’* 
[ ( 
h, 1 i e-N~‘g’l(NiE(-)),L i l(N,E(.)) 
> 
-h,(r(g;),r(O;)) 
n is, n i=l 1 
=n “‘Urk .I, 40, .)I + jY, Pi +0,(l), L 1 (4.19) 
where hk is the FrCchet derivative of the function h, and the term oP( 1) converges 
to zero in probability. It is straightforward to verify that for measures 7, A, a, T on 
Mp the latter three absolutely continuous with respect to the first, 
lim h’,(A, T)(T, a) = H(p) egcg)G dT (p)QIN(+) 
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Combination of (4.19) and (4.20) produces 
n “2 W/-~[&CL, g) - Lb, g)lQ’,(d~u) 
(4.21) 
where G is the bivariate Gaussian random measure introduced in (4.14). Since H 
was arbitrary, appeal to [4, Theorem 4.21 suffices to complete the proof. 0 
The general methods described in this section apply, of course, to the special 
case addressed in Examples 2.2 and 3.2, and seem sufficiently straightforward that 
alternatives are not really necessary, which is fortunate because the special structure 
(2.7) of the directing measures does not seem to translate to any exploitable special 
structure of the observable Cox processes Np Attempts at more direct estimation 
of expectations in (3.6), utilizing for example the heuristic argument presented in 
Example 2.2 to derive Proposition 2.1 in this special case, all lead ultimately to 
estimators of the form (4.3). 
5. State estimation when the law is unknown 
We now analyze asymptotic behavior of the difference between true state 
estimators of the form E[e-“‘,l+l(f)I 9N,r+~ ] and pseudo-state estimators given in (5.2) 
below. The main result, Theorem 5.1, states that the difference between the two 
converges to zero in L* (i.e., in quadratic mean) at rate II m”4cs for every 6 > 0. By 
comparison, the corresponding rate obtained in [9] for mixed Poisson processes, 
albeit for convergence in probability rather than L*-convergence, is np”‘+‘, 8 > 0. 
This latter rate is essentially optimal in view of Theorem 4.2 and analogous results 
in [9], since the error in the pseudo-state estimator must be at least as great, in some 
sense, as that in the procedure used to estimate the law of the Mb As will emerge 
momentarily, Theorem 4.2 is both the key result and the key stumbling block, the 
former because the proof of Theorem 5.1 relies heavily on it and the latter because 
of the nature of the conclusion of Theorem 4.2. The convergence established there 
for the processes n”2[i(p, g) - L(p, g)] viewed as random measures on Mp yields 
insufficient information about pointwise behavior in p. By contrast, in [9], it is 
possible to develop a pointwise analogue, and this ultimately yields the n-“‘+’ rate 
there. A pointwise version of Theorem 4.2 could be used to derive correspondingly 
improved rates in the more general setting of this paper. 
Recall that (N,, M,), (IV,, M2), . . . are i.i.d. copies of a Cox pair (N, M) whose 
law is entirely unknown, that the N, are observable and that the Mi are (utterly) 
unobservable. Suppose that N,, . . , N,,, N,,,, have been observed over all of E. To 
estimate the Laplace functional of M,,,, from observation of N,,,, if the law of the 
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processes were known and if (4.5) is fulfilled, one would use the true state estimator 
dictated by Proposition 2.1 and Theorem 3.1. For f~ C, satisfying 0 <f~ 1 this 
results in 
(5.1) 
where L = LN is the Laplace functional of the reduced Palm distributions of N and 
co denotes the function identically equal to infinity. Note that (5.1) incorporates a 
change from the Laplace functional to a moment generating functional. This is 
necessary in order to invert (1 .I) as applied to the numerator in (3.1) since f+ 1 is 
not of the form 1 -epg. The denominator of (5.1) follows from (3.1), (1.3) and the 
fact that 
1 (N = 0) = epmNcE). 
When the law of the processes is unknown, following the prescription in Section 
1, we approximate the true state estimator of (5.1) by the pseudo-state estimator 
(5.2) 
where i is given by (4.1) and is based on N,, . . . , N,. (In practice one would 
incorporate N,,,, into i as well; however doing so complicates the proofs of results 
without improving the conclusions, so we maintain the separation.) 
The following result shows that the error g[e”n+I(‘)/ sNm+l] - E[e”,r+I”‘I sN,l+l] 
converges to zero in quadratic mean and provides a (not necessarily sharp) rate of 
convergence. 
Theorem 5.1. Assume that the hypotheses of Theorem 4.2 are satisjied by 
each function f satisfying 0 <f < 1, and 6 > 0, 
lim ~‘/‘-‘E[(~.[~~,,+,(.I)I S”VI+I]_ ,l?[e”~~+~‘f’I s”,z+~])‘] = 0. 
n+a3 
Proof. Let p denote the probability law of the Nti Then p is absolutely 
with respect to Q’= Q& as given in (2.1), with 
g(P) = 0(/-h {Ol), 
where = QN satisfies (2.3). 
Q’(dp)Qb, (01) C’(r x101) C’({Ol xr) P{N E 
I‘ 
N. Then for 
(5.3) 
continuous 
where the symmetry property of the compound Campbell measure expressed in the 
second equality is by [4, ( 12.19)]. 
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It follows from Theorem 4.2 and the preceding paragraph that for 6 > 0 
_ 2n’/2-s 
Q’(dcL)Q(p, (0)) 
UP, -logf) &G -logf) _ UP, -logS) 
UP., *) UP, Q3) 
_ 2n 1/*-s 
O’(dp)Q(p, (0)) L$-$%(P. -logf) - UP, -logf)) 
3 
-+O (5.4) 
in probability. Moreover, the convergence in (5.4) also takes place-recall that f is 
fixed-in L’, by virtue of the law of the iterated logarithm. 
Now let X,, = o( N,, . . . , JV,). We then have 
-1ogf) UN,+,, -logf) * x 
UNn+,,a) - L(Nn+,,m) )I I ’ 
+O 
in L’. Consequently, 
(5.5) 
-log_0 L(N,+,, -1ogf) 
UN,+‘, a) - UN,+,, a’) 
&‘L+I, * -logf) UN,+,, -logf) 2 X UN,,+,, ~0) - L(N,+,,o’) )I II n =. 
by (5.4) and (5.5). 0 
Remarks. (1) It follows from (5.3) that for each S > 0, 
n’/4-~(~[ev,+,(f)~ ,cpJ”+I]_ E[e%+lq pn+,])+o (5.6) 
in L’, which is the main convergence rate of the paper. The rate is much slower 
than the corresponding convergence rate n-“*+“, E > 0, in [9]. Improvement of (5.6) 
requires a pointwise, i.e., nonintegrated, version of Theorem 4.2. 
(2) If instead of being observed over all of the underlying space E the N, were 
observed only over AC E, the procedure described above applies with only nota- 
tional changes in order to estimate the A4, over A. For estimation of the A4, over 
A’ the situation is easier in that no resort to moment generating functions is necessary. 
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For (N, M) a Cox pair and f> 0 vanishing on A and satisfying f < 1 on A’, 
E[epMcA’ e -M(f)] = E[e-N(blW(l--f)); N(A) = O]; 
it is then straightforward to devise procedures analogous to those described above, 
and thence to obtain a convergence rate comparable to (5.6). The case that the N, 
are observed over varying sets Ai remains to be treated. 
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