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Abstract. In the paper, we consider a nonlinear filtering problem of multiscale systems
with correlated sensor Le´vy noises. First of all, we prove that the slow part of the origin
system converges to the homogenized system in the uniform mean square sense. And
then based on the convergence result, the nonlinear filtering of the slow part is shown to
approximate that of the homogenized system in L1 sense.
1. Introduction
Nowadays, more and more high dimensional and complex mathematical models are
used in engineering and science(c.f. [1, 2, 6, 8, 9, 14, 15, 16]). For example, in some
climate models, it is common to simulate the dynamics of the atmosphere and ocean on
varying spatial grids with distinct time scale separations.
Simultaneously, controlling, estimating and forecasting these models become more and
more interesting(c.f. [1, 6, 8, 14, 16]). However, different time scales make much trouble.
Therefore, how to treat these scales is the first important task. A kind of usual methods
is to reduce the dimension of these high dimensional mathematical models and study
low dimensional ones with the similar dynamical structure. Thus, by estimating the
low dimensional ones, we can master the origin high dimensional ones. And nonlinear
filtering problems are just right to estimate unobservable and complicated phenomena by
observing some ones. So, by solving some suitable filtering problems, high dimensional
and complex models can be controlled and estimated.
In the paper, we are mainly interested in the nonlinear filtering problem of the follow-
ing multiscale system. For a fixed time T > 0, given a completed filtered probability
space (Ω,F , {Ft}t∈[0,T ],P). Consider the following slow-fast system on Rn ×Rm and the
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Keywords: Multiscale systems, correlated sensor Le´vy noises, the uniform mean square.
*This work was partly supported by NSF of China (No. 11001051, 11371352) and China Scholarship
Council under Grant No. 201906095034.
1
observation process on Rd: for 0 6 t 6 T ,

dXεt = b1(X
ε
t , Z
ε
t )dt + σ1(X
ε
t )dVt +
∫
U1
f1(X
ε
t−, u)N˜p1(dt, du),
Xε0 = x0,
dZεt =
1
ε
b2(X
ε
t , Z
ε
t )dt +
1√
ε
σ2(X
ε
t , Z
ε
t )dWt +
∫
U2
f2(X
ε
t−, Z
ε
t−, u)N˜
ε
p2
(dt, du),
Zε0 = z0,
dY εt = h(X
ε
t )dt + σ3dVt + σ4dBt,
Y ε0 = 0,
where V,W,B are l-dimensional, m-dimensional and j-dimensional standard Brownian
motions, respectively, and p1, p2 are two stationary Poisson point processes of the class
(quasi left-continuous) defined on (Ω,F , {Ft}t∈[0,T ],P) with values in U and the charac-
teristic measure ν1, ν2, respectively. Here ν1, ν2 are two σ-finite measures defined on a
measurable space (U,U ). Fix U1,U2 ∈ U with ν1(U \ U1) < ∞ and ν2(U \ U2) < ∞.
Let Np1((0, t], du) be the counting measure of p1(t), a Poisson random measure and then
ENp1((0, t], A) = tν1(A) for A ∈ U . Denote
N˜p1((0, t], du) := Np1((0, t], du)− tν1(du), A ∈ U |U1,
the compensated measure ofNp1((0, t], du). By the same way, we could defineNp2((0, t], du),
N˜p2((0, t], du). And N
ε
p2
((0, t], du) is another Poisson random measure on (U,U ) such that
EN εp2((0, t], A) =
1
ε
tν2(A) for A ∈ U . Moreover, Vt,Wt, Bt, Np1, Np2, N εp2 are mutually in-
dependent. The mappings b1 : R
n × Rm 7→ Rn, b2 : Rn × Rm 7→ Rm, σ1 : Rn 7→ Rn×l,
σ2 : R
n × Rm 7→ Rm×m, f1 : Rn × U1 7→ Rn, f2 : Rn × Rm × U2 7→ Rm, and h : Rn 7→ Rd
are all Borel measurable. The matrices σ3, σ4 are d× l, d× j, respectively.
Note that the unobservable processes and the observable one have a correlated part.
The type of the multiscale correlated filtering problems usually stems from atmospheric
and climatology problems. For example, coupled atmosphere-ocean models provide a
multiscale model with fast atmospheric and slow ocean dynamics. In the case of climate
prediction, the ocean memory, due to its heat capacity, holds important information.
Hence, the improved estimate of the ocean state, which is often the slow component, is
of greater interest.
In the paper, we firstly prove that the slow part of the fast-slow system converges
to the homogenized system in the uniform mean square sense. And then based on the
convergence result, the nonlinear filtering of the slow part is shown to approximate that
of the homogenized system in L1 sense.
It is worthwhile to mentioning our method and results. Firstly, since the driving pro-
cesses of the fast-slow system are correlated with that of the observation, we can not obtain
the Zakai equation of the homogenized system (cf. [12]). Thus, those methods by means
of the Zakai equation do not work (cf. [4, 5, 9]. Therefore, we make use of the exponential
martingale to convergence for the filtering of the slow part to that of the homogenized
system. Moreover, our method also can be applied to solve nonlinear filtering problems of
multiscale systems with correlated Le´vy noises (See Section 4 for details). Secondly, here
we prove the uniform mean square convergence stronger than weak convergence in [1, 6, 9]
and convergence in probability in [8]. Thirdly, when f1 = f2 = 0, the type of multiscale
correlated filtering problems has appeared in [1]. There, when the slow part of the origin
system converges to the homogenized system in distribution, Beeson-Namachchivaya only
stated that the filtering of the slow part also converges to the filtering of the homogenized
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system in Lp sense. Therefore, our result generalizes the result in a manner. Finally, we
mention that the rate of convergence for two filterings is not explicitly given since the
convergence of the slow part to the homogenized system is mean square and is not any
order larger than one.
The paper is arranged as follows. In next section, we consider strong convergence for the
fast-slow system. In Section 3, we define nonlinear filtering problem and then show that
the filtering of the slow part converges to that of the homogenize system. We summarize
all the results and give out other models where our method also can be applied in Section
4.
The following convention will be used throughout the paper: C with or without indices
will denote different positive constants (depending on the indices) whose values may
change from one place to another.
2. Convergence of some processes
In the section, we study strong convergence for the fast-slow system when ε→ 0.
2.1. A slow-fast system. Consider the following slow-fast system on Rn × Rm: for
0 6 t 6 T ,

dXεt = b1(X
ε
t , Z
ε
t )dt + σ1(X
ε
t )dVt +
∫
U1
f1(X
ε
t−, u)N˜p1(dt, du),
Xε0 = x0,
dZεt =
1
ε
b2(X
ε
t , Z
ε
t )dt +
1√
ε
σ2(X
ε
t , Z
ε
t )dWt +
∫
U2
f2(X
ε
t−, Z
ε
t−, u)N˜
ε
p2
(dt, du),
Zε0 = z0.
(1)
We give out our assumptions and state some related results.
Assumption 1.
(H1b1,σ1,f1) For x1, x2 ∈ Rn, z1, z2 ∈ Rm, there exist Lb1 , Lσ1 , Lf1 > 0 such that
|b1(x1, z1)− b1(x2, z2)| 6 Lb1(|x1 − x2|+ |z1 − z2|),
‖σ1(x1)− σ1(x2)‖ 6 Lσ1 |x1 − x2|,∫
U1
|f1(x1, u)− f1(x2, u)|2 ν1(du) 6 Lf1 |x1 − x2|2,
where | · | and ‖ · ‖ denote the length of a vector and the Hilbert-Schmidt norm
of a matrix, respectively.
(H2b1,σ1,f1) For x ∈ Rn, z ∈ Rm, there exists a Lb1,σ1,f1 > 0 such that
|b1(x, z)|2 + ‖σ1(x)‖2 +
∫
U1
|f1(x, u)|2ν1(du) 6 Lb1,σ1,f1.
(H1b2) (i) b2 is bi-continuous in (x, z),
(ii) There exist Lb2 > 0, L¯b2 > 0 such that
|b2(x1, z)− b2(x2, z)| 6 Lb2 |x1 − x2|, x1, x2 ∈ Rn, z ∈ Rm,
〈z1 − z2, b2(x, z1)− b2(x, z2)〉 6 −L¯b2 |z1 − z2|2, x ∈ Rn, z1, z2 ∈ Rm,
(iii) For x ∈ Rn, z ∈ Rm, there exists a constant L¯b2 > 0 such that
|b2(x, z)| 6 L¯b2(1 + |x|+ |z|).
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(H1σ2) For x1, x2 ∈ Rn, z1, z2 ∈ Rm, there exists a constant Lσ2 > 0 such that
‖σ2(x1, z1)− σ2(x2, z2)‖ 6 Lσ2(|x1 − x2|+ |z1 − z2|).
(H1f2) There exists a positive function L(u) satisfying
sup
u∈U2
L(u) 6 γ < 1 and
∫
U2
L(u)2 ν2(du) < +∞,
such that for any x1, x2 ∈ Rn, z1, z2 ∈ Rm and u ∈ U2
|f2(x1, z1, u)− f2(x2, z2, u)| 6 L(u)(|x1 − x2|+ |z1 − z2|),
and
|f2(0, 0, u)| 6 L(u).
Under Assumption 1., by Theorem 1.2 in [11], the system (1) has a unique strong
solution denoted by (Xεt , Z
ε
t ).
2.2. The fast equation. In the subsection, we mainly study the second part of the
system (1).
First, take any x ∈ Rn and fix it. And consider the following SDE in Rm:{
dZxt = b2(x, Z
x
t )dt+ σ2(x, Z
x
t )dWt +
∫
U2
f2(x, Z
x
t , u)N˜p2(dt, du),
Zx0 = z0, t > 0.
Under the assumption (H1b2) (H
1
σ2) (H
1
f2
), the above equation has a unique solution Zxt .
In addition, it is a Markov process and its transition probability is denoted by p(x; z0, t, A)
for t > 0 and A ∈ B(Rm). We assume:
Assumption 2.
(H2σ2) There exists a function α1(x) > 0 such that
〈σ2(x, z)h, h〉 >
√
α1(x)|h|2, z, h ∈ Rm,
and
‖σα1(x, z1)− σα1(x, z2)‖2 6 Lα1 |z1 − z2|2, z1, z2 ∈ Rm,
where σα1(x, z) is the unique symmetric nonnegative definite matrix-valued func-
tion such that σα1(x, z)σα1(x, z) = σ2(x, z)σ
T
2 (x, z) − α1(x)I for the unit matrix
I.
(H1b2,σ2,f2) There exist a r > 2 and two functions α2(x) > 0, α3(x) > 0 such that for all
z ∈ Rm
2〈z, b2(x, z)〉+ ‖σ2(x, z)‖2 +
∫
U2
∣∣f2(x, z, u)∣∣2ν2(du) 6 −α2(x)|z|r + α3(x).
(H2b2,σ2,f2)
M := 2L¯b2 − Lb2 − 2L2σ2 − 2
∫
U2
L2(u)ν2(du) > 0
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Under the assumptions (H1b2) (H
1
σ2) (H
1
f2
) (H2σ2)(H
1
b2,σ2,f2
), by Theorem 1.3 in [10] there
exists a unique invariant probability measure p¯(x, ·) for Zxt such that
‖p(x; z0, t, ·)− p¯(x, ·)‖var 6 Ce−αt, t > 0, (2)
where ‖ · ‖var is the total variance norm and C, α > 0 are two constants independent of
z0, t.
2.3. The average equation. Next, set
b¯1(x) :=
∫
Rm
b1(x, z)p¯(x, dz),
and by [9, Lemma 3.1] we know that b¯1 is Lipschitz continuous. So, we construct a SDE
on the probability space (Ω,F , {Ft}t∈[0,T ],P) as follows:{
dX0t = b¯1(X
0
t )dt + σ1(X
0
t )dVt +
∫
U1
f1(X
0
t−, u)N˜p1(dt, du),
X00 = x0, 0 6 t 6 T.
(3)
Based on the assumptions (H1b1,σ1,f1)(H
2
b1,σ1,f1
), it holds that Eq.(3) has a unique strong
solution denoted as X0t . And then we study the relation between X
ε and X0. To do this,
we realize a partition of [0, T ] into intervals of size δε > 0, and introduce an auxiliary
processes:
dZˆεt =
1
ε
b2(X
ε
kδε, Zˆ
ε
t )dt +
1√
ε
σ2(X
ε
kδε , Zˆ
ε
t )dWt +
∫
U2
f2(X
ε
kδε, Zˆ
ε
t−, u)N˜
ε
p2
(dt, du),
t ∈ [kδε, (k + 1)δε),
Zˆεkδε = Z
ε
kδε, (4)
for k = 0, · · · , [ T
δε
], where [ T
δε
] denotes the integer part of T
δε
. Moreover, we mention the
fact that [ t
δε
] = k for t ∈ [kδε, (k + 1)δε). The following lemma gives the relationship
between Zε and Zˆε.
Lemma 2.1. Under Assumption 1.-2., it holds that
sup
06s6T
E|Zεs − Zˆεs |2 6
Lb2 + 2L
2
σ2
+ 2
∫
U2
L2(u)ν2(du)
ε
3(δε + 1)Lb1,σ1,f1δ
2
ε . (5)
Proof. By the equations (1)(4), it holds that for s ∈ [kδε, (k + 1)δε)
Zεs − Zˆεs =
1
ε
∫ s
kδε
(
b2(X
ε
r , Z
ε
r )− b2(Xεkδε, Zˆεr )
)
dr
+
1√
ε
∫ s
kδε
(
σ2(X
ε
r , Z
ε
r)− σ2(Xεkδε, Zˆεr)
)
dWr
+
∫ s
kδε
∫
U2
(
f2(X
ε
r , Z
ε
r−, u)− f2(Xεkδε , Zˆεr−, u)
)
N˜ εp2(dr, du).
Applying the Itoˆ formula to Zεs − Zˆεs and taking the expectation on two sides, we have
that
E|Zεs − Zˆεs |2 =
2
ε
E
∫ s
kδε
〈Zεr − Zˆεr , b2(Xεr , Zεr )− b2(Xεkδε, Zˆεr )〉dr
5
+
1
ε
E
∫ s
kδε
‖σ2(Xεr , Zεr )− σ2(Xεkδε , Zˆεr)‖2dr
+
1
ε
E
∫ s
kδε
∫
U2
|f2(Xεr , Zεr , u)− f2(Xεkδε , Zˆεr , u)|2ν2(du)dr
6
2
ε
E
∫ s
kδε
〈Zεr − Zˆεr , b2(Xεr , Zεr )− b2(Xεkδε, Zεr )〉dr
+
2
ε
E
∫ s
kδε
〈Zεr − Zˆεr , b2(Xεkδε, Zεr)− b2(Xεkδε, Zˆεr)〉dr
+
2L2σ2
ε
E
∫ s
kδε
(
|Xεr −Xεkδε|2 + |Zεr − Zˆεr |2
)
dr
+
2
ε
∫
U2
L2(u)ν2(du)E
∫ s
kδε
(
|Xεr −Xεkδε |2 + |Zεr − Zˆεr |2
)
dr
6
2
ε
E
∫ s
kδε
|Zεr − Zˆεr ||b2(Xεr , Zεr)− b2(Xεkδε, Zεr)|dr
−2L¯b2
ε
E
∫ s
kδε
|Zεr − Zˆεr |2dr
+
2L2σ2
ε
E
∫ s
kδε
(
|Xεr −Xεkδε|2 + |Zεr − Zˆεr |2
)
dr
+
2
ε
∫
U2
L2(u)ν2(du)E
∫ s
kδε
(
|Xεr −Xεkδε |2 + |Zεr − Zˆεr |2
)
dr
6
Lb2
ε
E
∫ s
kδε
(|Zεr − Zˆεr |2 + |Xεr −Xεkδε |2)dr
−2L¯b2
ε
E
∫ s
kδε
|Zεr − Zˆεr |2dr
+
2L2σ2
ε
E
∫ s
kδε
(
|Xεr −Xεkδε|2 + |Zεr − Zˆεr |2
)
dr
+
2
ε
∫
U2
L2(u)ν2(du)E
∫ s
kδε
(
|Xεr −Xεkδε |2 + |Zεr − Zˆεr |2
)
dr,
where (H1b2) (H
1
σ2
) (H1f2) are used. And then
E|Zεs − Zˆεs |2 +
M
ε
E
∫ s
kδε
|Zεr − Zˆεr |2dr 6
Lb2 + 2L
2
σ2 + 2
∫
U2
L2(u)ν2(du)
ε
E
∫ s
kδε
|Xεr −Xεkδε|2dr.
Thus, by (H2b2,σ2,f2) it holds that
E|Zεs − Zˆεs |2 6
Lb2 + 2L
2
σ2 + 2
∫
U2
L2(u)ν2(du)
ε
E
∫ s
kδε
|Xεr −Xεkδε |2dr. (6)
To obtain (5), we only need to estimate E|Xεr − Xεkδε|2 for r ∈ [kδε, (k + 1)δε). Note
that
Xεr −Xεkδε =
∫ r
kδε
b1(X
ε
v , Z
ε
v)dv +
∫ r
kδε
σ1(X
ε
v)dVv +
∫ r
kδε
∫
U1
f1(X
ε
v−, u)N˜p1(dv, du).
6
So, by the Ho¨ld inequality and (H2b1,σ1,f1) we obtain that
E|Xεr −Xεkδε|2 6 3E
∣∣∣∣
∫ r
kδε
b1(X
ε
v , Z
ε
v)dv
∣∣∣∣
2
+ 3E
∣∣∣∣
∫ r
kδε
σ1(X
ε
v)dVv
∣∣∣∣
2
+3E
∣∣∣∣
∫ r
kδε
∫
U1
f1(X
ε
v−, u)N˜p1(dv, du)
∣∣∣∣
2
6 3(r − kδε)E
∫ r
kδε
|b1(Xεv , Zεv)|2 dv + 3E
∫ r
kδε
‖σ1(Xεv)‖2dv
+3E
∫ r
kδε
∫
U1
∣∣f1(Xεv−, u)∣∣2 ν1(du)dv
6 3(δε + 1)Lb1,σ1,f1δε. (7)
By inserting (7) in (6), it holds that
E|Zεs − Zˆεs |2 6
Lb2 + 2L
2
σ2
+ 2
∫
U2
L2(u)ν2(du)
ε
3(δε + 1)Lb1,σ1,f1δ
2
ε .
This is just right (5). Thus, the proof is completed. 
Next, we apply (5) to estimate |Xεt −X0t |.
Theorem 2.2. Suppose that Assumption 1.-2. hold. Then there exists a constant
C > 0 independent of ε, δε such that
E
(
sup
06t6T
|Xεt −X0t |2
)
6
(
C
ε
δε
+ C(δε + 1)δε + C(δε + 1)
δ2ε
ε
)
eCT . (8)
Proof. By the equations (1)(3), we know that
Xεt −X0t =
∫ t
0
(
b1(X
ε
s , Z
ε
s)− b¯1(X0s )
)
ds+
∫ t
0
(
σ1(X
ε
s )− σ1(X0s )
)
dVs
+
∫ t
0
∫
U1
(
f1(X
ε
s−, u)− f1(X0s−, u)
)
N˜p1(ds, du), t ∈ [0, T ].
And then by the B-D-G inequality and the Ho¨ld inequality, it holds that
E
(
sup
06t6T
|Xεt −X0t |2
)
6 3E
(
sup
06t6T
∣∣∣∣
∫ t
0
(
b1(X
ε
s , Z
ε
s)− b¯1(X0s )
)
ds
∣∣∣∣
2 )
+3E
(
sup
06t6T
∣∣∣∣
∫ t
0
(
σ1(X
ε
s )− σ1(X0s )
)
dVs
∣∣∣∣
2 )
+3E
(
sup
06t6T
∣∣∣∣
∫ t
0
∫
U1
(
f1(X
ε
s−, u)− f1(X0s−, u)
)
N˜p1(ds, du)
∣∣∣∣
2 )
6 12E
(
sup
06t6T
∣∣∣∣
∫ t
0
(
b1(X
ε
s , Z
ε
s )− b1(Xεkδε, Zˆεs )
)
ds
∣∣∣∣
2 )
+12E
(
sup
06t6T
∣∣∣∣
∫ t
0
(
b1(X
ε
kδε, Zˆ
ε
s)− b¯1(Xεkδε)
)
ds
∣∣∣∣
2 )
+12E
(
sup
06t6T
∣∣∣∣
∫ t
0
(
b¯1(X
ε
kδε)− b¯1(Xεs )
)
ds
∣∣∣∣
2 )
7
+12E
(
sup
06t6T
∣∣∣∣
∫ t
0
(
b¯1(X
ε
s )− b¯1(X0s )
)
ds
∣∣∣∣
2 )
+3E
∫ T
0
∥∥σ1(Xεs )− σ1(X0s )∥∥2 ds
+3E
∫ T
0
∫
U1
∣∣f1(Xεs−, u)− f1(X0s−, u)∣∣2 ν1(du)ds
6 24TL2b1
∫ T
0
(
E|Xεs −Xεkδε|2 + E|Zεs − Zˆεs |2
)
ds
+12E
(
sup
06t6T
∣∣∣∣
∫ t
0
(
b1(X
ε
kδε, Zˆ
ε
s)− b¯1(Xεkδε)
)
ds
∣∣∣∣
2 )
+12TC
∫ T
0
E|Xεkδε −Xεs |2ds
+
(
12TC + 3L2σ1 + 3Lf1
)∫ T
0
E|Xεs −X0s |2ds
6 12E
(
sup
06t6T
∣∣∣∣
∫ t
0
(
b1(X
ε
kδε, Zˆ
ε
s)− b¯1(Xεkδε)
)
ds
∣∣∣∣
2 )
+
(
24TL2b1 + 12TC
)∫ T
0
E|Xεkδε −Xεs |2ds
+24TL2b1
∫ T
0
E|Zεs − Zˆεs |2ds
+C
∫ T
0
E
(
sup
06r6s
|Xεr −X0r |2
)
ds
=: I1 + I2 + I3 + I4, (9)
where (H1b1,σ1,f1) is used in the third inequality.
Next, we estimate I1. Note that
I1 = 12E

 sup
06i6[T/δε]−1
∣∣∣∣∣
i∑
k=0
∫ (k+1)δε
kδε
(
b1(X
ε
kδε, Zˆ
ε
s)− b¯1(Xεkδε)
)
ds
∣∣∣∣∣
2


6 12E

 sup
06i6[T/δε]−1
(i+ 1)
i∑
k=0
∣∣∣∣∣
∫ (k+1)δε
kδε
(
b1(X
ε
kδε, Zˆ
ε
s)− b¯1(Xεkδε)
)
ds
∣∣∣∣∣
2


6 12[T/δε]
[T/δε]−1∑
k=0
E
∣∣∣∣∣
∫ (k+1)δε
kδε
(
b1(X
ε
kδε, Zˆ
ε
s)− b¯1(Xεkδε)
)
ds
∣∣∣∣∣
2
6 12[T/δε]
2 sup
06k6[T/δε]−1
E
∣∣∣∣∣
∫ (k+1)δε
kδε
(
b1(X
ε
kδε , Zˆ
ε
s)− b¯1(Xεkδε)
)
ds
∣∣∣∣∣
2
6 12
(T
δε
)2
sup
06k6[T/δε]−1
E
∣∣∣∣
∫ δε
0
(
b1(X
ε
kδε, Zˆ
ε
kδε+s)− b¯1(Xεkδε)
)
ds
∣∣∣∣
2
. (10)
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So, we only need to analysis E
∣∣∣∫ δε0 (b1(Xεkδε, Zˆεkδε+s)− b¯1(Xεkδε)) ds∣∣∣2 for k = 0, · · · , [T/δε]−
1. Fix k and set{
dZˇεt = b2(X
ε
kδε
, Zˇεt )dt+ σ2(X
ε
kδε
, Zˇεt )dWˇt +
∫
U2
f2(X
ε
kδε
, Zˇεt−, u)N˜pˇ2(dt, du), t ∈ [0, δε/ε),
Zˇε0 = Z
ε
kδε,
where Wˇ , W , pˇ2 and p2 are mutually independent, and Wˇ , W and pˇ2, p2 have the same
distributions, respectively. And by the scaling property of Brownian motions and Poission
random measures it holds that Zˆεkδε+t and Zˇ
ε
t/ε have the same distribution. Thus we have
E
∣∣∣∣
∫ δε
0
(
b1(X
ε
kδε, Zˆ
ε
kδε+s)− b¯1(Xεkδε)
)
ds
∣∣∣∣
2
= E
∣∣∣∣
∫ δε
0
(
b1(X
ε
kδε , Zˇ
ε
s/ε)− b¯1(Xεkδε)
)
ds
∣∣∣∣
2
= ε2E
∣∣∣∣∣
∫ δε/ε
0
(
b1(X
ε
kδε, Zˇ
ε
s )− b¯1(Xεkδε)
)
ds
∣∣∣∣∣
2
= ε2E
∫ δε/ε
0
∫ δε/ε
0
(
b1(X
ε
kδε, Zˇ
ε
r)− b¯1(Xεkδε)
)
(
b1(X
ε
kδε , Zˇ
ε
s)− b¯1(Xεkδε)
)
dsdr
= 2ε2
∫ δε/ε
0
∫ δε/ε
r
E
(
b1(X
ε
kδε, Zˇ
ε
r )− b¯1(Xεkδε)
)
(
b1(X
ε
kδε, Zˇ
ε
s )− b¯1(Xεkδε)
)
dsdr. (11)
And then we investigate the integrand of the above integration. By the Ho¨ld inequality
it holds that
E
(
b1(X
ε
kδε, Zˇ
ε
r)− b¯1(Xεkδε)
) (
b1(X
ε
kδε, Zˇ
ε
s )− b¯1(Xεkδε)
)
= E
[(
b1(X
ε
kδε, Zˇ
ε
r)− b¯1(Xεkδε)
)
E
[(
b1(X
ε
kδε, Zˇ
ε
s )− b¯1(Xεkδε)
) |F Zˇεr ]]
= E
[(
b1(X
ε
kδε, Zˇ
ε
r)− b¯1(Xεkδε)
)
E
Zˇεr
(
b1(X
ε
kδε, Zˇ
ε
s−r)− b¯1(Xεkδε)
)]
6
(
E
(
b1(X
ε
kδε , Zˇ
ε
r)− b¯1(Xεkδε)
)2)1/2(
E
(
E
Zˇεr
(
b1(X
ε
kδε, Zˇ
ε
s−r)− b¯1(Xεkδε)
) )2)1/2
6 Ce−α(s−r), (12)
where the last inequality is based on (H2b1,σ1,f1) and (2), F
Zˇε
r , σ(Zˇ
ε
v : 0 6 v 6 r) ∨ N
and N is the collection of all P-measure zero sets. Inserting (12) in (11), we furthermore
obtain that
E
∣∣∣∣
∫ δε
0
(
b1(X
ε
kδε , Zˆ
ε
kδε+s)− b¯1(Xεkδε)
)
ds
∣∣∣∣
2
6 2ε2
∫ δε/ε
0
∫ δε/ε
r
Ce−α(s−r)dsdr
6 Cε2
δε
ε
. (13)
By combining (13) with (10), it holds that
I1 6
C
δε/ε
. (14)
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Finally, applying (14) (7) (5) to (9), we have that
E
(
sup
06t6T
|Xεt −X0t |2
)
6
C
δε/ε
+ C(δε + 1)δε + C(δε + 1)δ
2
ε/ε+ C
∫ T
0
E
(
sup
06r6s
|Xεr −X0r |2
)
ds.
The Gronwall inequality admits us to obtain that
E
(
sup
06t6T
|Xεt −X0t |2
)
6
(
C
ε
δε
+ C(δε + 1)δε + C
(δε + 1)δ
2
ε
ε
)
eCT .
The proof is completed. 
Remark 2.3. Based on Theorem 2.2, it holds that Xεt converges to X
0
t in mean square if
ε
δε
→ 0 and δ2ε
ε
→ 0 as ε→ 0. For example, we take δε = ε2/3, and have that εδε = ε1/3 → 0,
and δ
2
ε
ε
= ε1/3 → 0 when ε→ 0.
3. Convergence of nonlinear filterings
In the section, we introduce the nonlinear filtering problems for Xεt and X
0
t and their
relationship.
3.1. Nonlinear filtering problems. For
Y εt =
∫ t
0
h(Xεs )ds+ σ3Vt + σ4Bt,
we make the following hypotheses:
Assumption 3.
(Hh) h is bounded.
(Hσ3,σ4) σ3σ
′
3 + σ4σ
′
4 = I, where σ
′
3 stands for the transpose of the matrix σ3 and I is the
d order unit matrix.
By (Hσ3,σ4), we know that Ut := σ3Vt + σ4Bt is a d dimensional Brownian motion.
Denote
(γεt )
−1 := exp
{
−
∫ t
0
hi(Xεs )dU
i
s −
1
2
∫ t
0
|h(Xεs )|2 ds
}
.
Here and hereafter, we use the convention that repeated indices imply summation. And
then by (Hh) we know that (γ
ε
t )
−1 is an exponential martingale. Define a measure Pε via
dPε
dP
= (γεT )
−1.
By the Girsanov theorem for Brownian motions, one can obtain that
Y εt = Ut +
∫ t
0
h(Xεs )ds (15)
is a Ft-Brownian motion under the probability measure P
ε.
Next, we rewrite γεt as
γεt = exp
{∫ t
0
hi(Xεs )dY
ε,i
s −
1
2
∫ t
0
|h(Xεs )|2 ds
}
.
Define
ρεt (ψ) := E
P
ε
[ψ(Xεt )γ
ε
t |F Y
ε
t ],
10
piεt (ψ) := E[ψ(X
ε
t )|F Y
ε
t ], ψ ∈ B(Rn),
where EP
ε
denotes the expectation under the measure Pε, F Y
ε
t , σ(Y
ε
s : 0 6 s 6 t) ∨ N ,
N is the collection of all P-measure zero sets and B(Rn) denotes the collection of all
bounded and Borel measurable functions on Rn. ρεt and pi
ε
t are called the nonnormalized
filtering and the normalized filtering of Xεt with respect to F
Y ε
t , respectively. And then
by the Kallianpur-Striebel formula it holds that
piεt (ψ) =
ρεt (ψ)
ρεt (1)
.
Set
γ0t := exp
{∫ t
0
hi(X0s )dY
ε,i
s −
1
2
∫ t
0
∣∣h(X0s )∣∣2 ds
}
,
and furthermore
ρ0t (ψ) := E
P
ε
[ψ(X0t )γ
0
t |F Y
ε
t ],
pi0t (ψ) :=
ρ0t (ψ)
ρ0t (1)
.
And then we will prove that pi0 could be understood as the nonlinear filtering problem
for X0t with respect to F
Y ε
t .
3.2. The relation between piεt and pi
0
t . In the subsection we will show that pi
ε
t converges
to pi0t as ε→ 0 in a suitable sense. Let us start with a key lemmas.
Lemma 3.1. Under (Hh), there exists a constant C > 0 such that
E
∣∣ρ0t (1)∣∣−p < exp {(2p2 + p+ 1)CT/2} , t ∈ [0, T ], p > 1.
Proof. Although the proof is similar to Lemma 4.1 in [14], we prove it to the readers’
convenience. For E |ρ0t (1)|−p, we compute
E
∣∣ρ0t (1)∣∣−p = Eε ∣∣ρ0t (1)∣∣−p γεT 6 (Eε ∣∣ρ0t (1)∣∣−2p)1/2(Eε(γεT )2)1/2,
where the last inequality is based on the Ho¨lder inequality. For Eε |ρ0t (1)|−2p, notice that
ρ0t (1) = E
ε[γ0t |F Y εt ]. And then it follows from the Jensen inequality that
E
ε
∣∣ρ0t (1)∣∣−2p = Eε ∣∣Eε[γ0t |F Y εt ]∣∣−2p 6 Eε [Eε[|γ0t |−2p|F Y εt ]] = Eε[|γ0t |−2p].
Thus, the definition of γ0t allows us to obtain that
E
ε[|γ0t |−2p] = Eε
[
exp
{
−2p
∫ t
0
h(X0s )dY
ε
s +
2p
2
∫ t
0
|h(X0s )|2ds
}]
= Eε
[
exp
{
−2p
∫ t
0
h(X0s )dY
ε
s −
4p2
2
∫ t
0
|h(X0s )|2ds
}
• exp
{(
4p2
2
+
2p
2
)∫ t
0
|h(X0s )|2ds
}]
6 exp
{
(2p2 + p)CT
}
E
ε
[
exp
{
−2p
∫ t
0
h(X0s )dY
ε
s −
4p2
2
∫ t
0
|h(X0s )|2ds
}]
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= exp
{
(2p2 + p)CT
}
,
where the last step is based on the fact that exp
{
−2p ∫ t
0
h(X0s )dY
ε
s − 4p
2
2
∫ t
0
|h(X0s )|2ds
}
is an exponential martingale under Pε.
Similarly, we know that Eε(γεT )
2 6 exp {CT}. So, by simple calculation, it holds that
E |ρ0t (1)|−p 6 exp {(2p2 + p+ 1)CT/2}. The proof is complete. 
Theorem 3.2. Suppose that Assume 1.-3. hold. Then it holds that for φ ∈ C1b (Rn)
lim
ε→0
E|piεt (φ)− pi0t (φ)| = 0, (16)
where C1b (Rn) denotes the collection of all the functions which themselves and their first
order partial derivatives are bounded and Borel measurable.
Proof. For φ ∈ C1b (Rn), it follows from the Ho¨lder inequality and Lemma 3.1 that
E|piεt (φ)− piεt (φ)| = E
∣∣∣∣ρεt (φ)− ρ0t (φ)ρ0t (1) − piεt (φ)
ρεt (1)− ρ0t (1)
ρ0t (1)
∣∣∣∣
6 E
∣∣∣∣ρεt (φ)− ρ0t (φ)ρ0t (1)
∣∣∣∣+ E
∣∣∣∣piεt (φ)ρεt (1)− ρ0t (1)ρ0t (1)
∣∣∣∣
6
(
E
∣∣ρεt (φ)− ρ0t (φ)∣∣r1)1/r1 (E ∣∣ρ0t (1)∣∣−r2)1/r2
+‖φ‖ (E ∣∣ρεt (1)− ρ0t (1)∣∣r1)1/r1 (E ∣∣ρ0t (1)∣∣−r2)1/r2
6 C
(
E
∣∣ρεt (φ)− ρ0t (φ)∣∣r1)1/r1 + C‖φ‖ (E ∣∣ρεt (1)− ρ0t (1)∣∣r1)1/r1 ,
where 1 < r1 < 2, r2 > 1 and 1/r1 + 1/r2 = 1.
Next, we estimate E |ρεt (φ)− ρ0t (φ)|r1. Note that
E
∣∣ρεt (φ)− ρ0t (φ)∣∣r1 = Eε ∣∣ρεt (φ)− ρ0t (φ)∣∣r1 γεT 6 (Eε ∣∣ρεt (φ)− ρ0t (φ)∣∣r1p1)1/p1(Eε(γεT )p2)1/p2
6 exp {CT} (Eε ∣∣ρεt (φ)− ρ0t (φ)∣∣r1p1)1/p1 ,
where 1 < p1 < 2, 1 < r1p1 < 2, p2 > 1 and 1/p1 + 1/p2 = 1. And then we only need
to observe Eε |ρεt (φ)− ρ0t (φ)|r1p1. Based on the definitions of ρεt (φ), ρ0t (φ) and the Jensen
inequality, it holds that
E
ε
∣∣ρεt (φ)− ρ0t (φ)∣∣r1p1 = Eε ∣∣Eε[φ(Xεt )γεt |F Y εt ]− Eε[φ(X0t )γ0t |F Y εt ]∣∣r1p1
= Eε
∣∣Eε[φ(Xεt )γεt − φ(X0t )γ0t |F Y εt ]∣∣r1p1
6 Eε
[
E
ε
[∣∣φ(Xεt )γεt − φ(X0t )γ0t ∣∣r1p1
∣∣∣∣F Y εt
]]
= Eε
[∣∣φ(Xεt )γεt − φ(X0t )γ0t ∣∣r1p1]
6 2r1p1−1Eε
[∣∣φ(Xεt )γεt − φ(X0t )γεt ∣∣r1p1]
+2r1p1−1Eε
[∣∣φ(X0t )γεt − φ(X0t )γ0t ∣∣r1p1]
=: I1 + I2. (17)
First, we deal with I1. By the Ho¨lder inequality, it holds that
I1 6 2
r1p1−1(Eε
[∣∣φ(Xεt )− φ(X0t )∣∣r1p1q1])1/q1(Eε |γεt |r1p1q2)1/q2
6 2r1p1−1‖φ‖r1p1q1(Eε ∣∣Xεt −X0t ∣∣r1p1q1)1/q1
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•
(
E
ε exp
{
r1p1q2
∫ t
0
h(Xεs )dY
ε
s −
(r1p1q2)
2
2
∫ t
0
|h(Xεs )|2ds
}
· exp
{
(r1p1q2)
2
2
∫ t
0
|h(Xεs )|2ds−
r1p1q2
2
∫ t
0
|h(Xεs )|2ds
})1/q2
6 2r1p1−1‖φ‖r1p1q1(Eε ∣∣Xεt −X0t ∣∣r1p1q1)1/q1e r1p12 (r1p1q2−1)CT , (18)
where 1 < q1 < 2, 1 < r1p1q1 < 2, q2 > 1 and 1/q1 + 1/q2 = 1, and the last step is
based on the fact that the process exp
{
r1p1q2
∫ t
0
h(Xεs )dY
ε
s − (r1p1q2)
2
2
∫ t
0
|h(Xεs )|2ds
}
is
an exponential martingale under Pε. Note that
E
ε
∣∣Xεt −X0t ∣∣r1p1q1 = E ∣∣Xεt −X0t ∣∣r1p1q1 (γεT )−1
6 (E
∣∣Xεt −X0t ∣∣2)r1p1q1/2 (E(γεT )−2/(2−r1p1q1))(2−r1p1q1)/2
6 CR(ε)r1p1q1/2, (19)
where R(ε) :=
(
C ε
δε
+C(δε+1)δε+C
(δε+1)δ2ε
ε
)
eCT and the last step is based on Theorem
2.2. Thus, by inserting (19) in (18), we have that
I1 6 C‖φ‖r1p1q1R(ε)r1p1/2.
We choose δε as that in Remark 2.3, and obtain that lim
ε→0
R(ε) = 0 and
lim
ε→0
I1 = 0. (20)
Next, for I2, we know that
I2 6 2
r1p1−1‖φ‖r1p1Eε [∣∣γεt − γ0t ∣∣r1p1] = 2r1p1−1‖φ‖r1p1E [∣∣γεt − γ0t ∣∣r1p1] (γεT )−1
6 2r1p1−1‖φ‖r1p1
(
E
[∣∣γεt − γ0t ∣∣2])r1p1/2 (E(γεT )−2/(2−r1p1))(2−r1p1)/2
6 C
(
E
[∣∣γεt − γ0t ∣∣2])r1p1/2 .
Note that γεt , γ
0
t have the following expressions
γεt = exp
{∫ t
0
h(Xεs )
idU is +
1
2
∫ t
0
|h(Xεs )|2 ds
}
,
γ0t = exp
{∫ t
0
h(X0s )
idU is +
∫ t
0
h(X0s )
ih(Xεs )
ids− 1
2
∫ t
0
∣∣h(X0s )∣∣2 ds
}
.
So, by Theorem 2.2 and simple calculation, it holds that
lim
ε→0
|γεt − γ0t | = 0
Moreover, (Hh) admits us to get that
|γεt |2 6 exp
{∫ t
0
2h(Xεs )
idU is −
1
2
∫ t
0
|2h(Xεs )|2 ds
}
eCT ,
|γ0t |2 6 exp
{∫ t
0
h(X0s )
idU is −
1
2
∫ t
0
∣∣2h(X0s )∣∣2 ds
}
eCT .
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Thus, the dominated convergence theorem yields that
lim
ε→0
I2 = 0. (21)
Finally, combining (20) (21) with (17), we obtain (16). The proof is completed. 
Remark 3.3. Here we can not give out the convergence rate of piεt to pi
0
t . That is because
the convergence of the slow part to the homogenized system is mean square and is not any
order larger than one.
4. Conclusion
In the paper, a nonlinear filtering problem of multiscale systems with correlated sensor
Le´vy noises is considered. First of all, we prove that the slow part of the origin system
converges to the homogenized system in the uniform mean square sense. And then based
on the convergence result, the nonlinear filtering of the slow part is shown to approximate
that of the homogenized system in L1 sense.
Our method also can be used to solve nonlinear filtering problems of multiscale systems
with correlated Le´vy noises. Concretely speaking, fix T > 0 and consider the following
slow-fast system on Rn × Rm: for 0 6 t 6 T ,

dXˇεt = bˇ1(Xˇ
ε
t , Zˇ
ε
t )dt + σˇ0(Xˇ
ε
t )dBt + σˇ1(Xˇ
ε
t )dVt +
∫
U1
fˇ1(Xˇ
ε
t−, u)N˜p1(dt, du),
Xˇε0 = xˇ0,
dZˇεt =
1
ε
bˇ2(Xˇ
ε
t , Zˇ
ε
t )dt +
1√
ε
σˇ2(Xˇ
ε
t , Zˇ
ε
t )dWt +
∫
U2
fˇ2(Xˇ
ε
t−, Zˇ
ε
t−, u)N˜
ε
p2(dt, du),
Zˇε0 = zˇ0,
(22)
where the mappings bˇ1 : R
n × Rm 7→ Rn, bˇ2 : Rn × Rm 7→ Rm, σˇ0 : Rn 7→ Rn×j,
σˇ1 : R
n 7→ Rn×l, σˇ2 : Rn×Rm 7→ Rm×m, fˇ1 : Rn×U1 7→ Rn and fˇ2 : Rn×Rm×U2 7→ Rm
are all Borel measurable.
Assumption:
(i) bˇ1, σˇ0, σˇ1, fˇ1 satisfy (H
1
b1,σ1,f1
)-(H2b1,σ1,f1), where bˇ1, (σˇ0, σˇ1), fˇ1 replace b1, σ1, f1;
(ii) bˇ2, σˇ2, fˇ2 satisfy (H
1
b2
), (H1σ2) and (H
1
f2
), respectively;
(iii) bˇ2, σˇ2, fˇ2 satisfy (H
2
σ2
), (H1b2,σ2,f2)-(H
2
b2,σ2,f2
), where bˇ2, σˇ2, fˇ2 replace b2, σ2, f2.
Under (i)-(ii), by Theorem 1.2 in [11], the system (1) has a unique strong solution
denoted by (Xˇεt , Zˇ
ε
t ). And then take any x ∈ Rn and fix it. And consider the following
SDE in Rm:{
dZˇxt = bˇ2(x, Zˇ
x
t )dt+ σˇ2(x, Zˇ
x
t )dWt +
∫
U2
fˇ2(x, Zˇ
x
t , u)N˜p2(dt, du),
Zˇx0 = zˇ0, t > 0.
Based on (ii)-(iii), it holds that the above equation has a unique invariant probability
measure denoted as ¯ˇp(x, dz). So, set
¯ˇb1(x) :=
∫
Rm
bˇ1(x, z)¯ˇp(x, dz),
and by [9, Lemma 3.1], we know that ¯ˇb1 is Lipschitz continuous. So, we construct a SDE
on the probability space (Ω,F , {Ft}t∈[0,T ],P) as follows:{
dXˇ0t =
¯ˇb1(Xˇ
0
t )dt+ σˇ0(Xˇ
0
t )dBt + σˇ1(Xˇ
0
t )dVt +
∫
U1
fˇ1(Xˇ
0
t−, u)N˜p1(dt, du),
Xˇ00 = xˇ0, 0 6 t 6 T.
(23)
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The solution of Eq.(23) is denoted as Xˇ0t . By the same deduction to that in Theorem 2.2,
we can obtain the following corollary.
Corollary 4.1. There exists a constant C > 0 independent of ε, δε such that
E
(
sup
06t6T
|Xˇεt − Xˇ0t |2
)
6
(
C
ε
δε
+ C(δε + 1)δε + C(δε + 1)
δ2ε
ε
)
eCT .
Next, we give the following observation process on Rd
Yˇ εt = Vt +
∫ t
0
hˇ(Xˇεs )ds,
where hˇ : Rn 7→ Rd is Borel measurable.
To define the nonlinear filtering, we assume more:
(iv) hˇ(x) is bounded.
Set
pˇiεt (ψ) := E[ψ(Xˇ
ε
t )|F Yˇ
ε
t ], ψ ∈ B(Rn).
In the following, we define the nonlinear filtering of Xˇ0t with respect to F
Yˇ ε
t . Denote
(λεt)
−1 : = exp
{
−
∫ t
0
hˇi(Xˇεs )dV
i
s −
1
2
∫ t
0
∣∣hˇ(Xˇεs )∣∣2 ds
}
.
Thus, by (iv) we know that (λεt)
−1 is an exponential martingale. Define a measure Pˇε via
dPˇε
dP
= (λεT )
−1.
Under the probability measure Pˇε, it follows from the Girsanov theorem that Yˇ ε is a
Brownian motion. Besides, define
λ0t := exp
{∫ t
0
hˇi(Xˇ0s )dYˇ
ε,i
s −
1
2
∫ t
0
∣∣hˇ(Xˇ0s )∣∣2 ds
}
,
and furthermore
ρˇ0t (ψ) := E
Pˇε[ψ(Xˇ0t )λ
0
t |F Yˇ
ε
t ],
pˇi0t (ψ) :=
ρˇ0t (ψ)
ρˇ0t (1)
,
where EPˇ
ε
stands for the expectation under the probability measure Pˇε. So, by the similar
means to that in Theorem 3.2, one can obtain the following corollary.
Corollary 4.2. Suppose that (i)-(iv) hold. Then it holds that for φ ∈ C1b (Rn)
lim
ε→0
E|pˇiεt (φ)− pˇi0t (φ)| = 0.
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