Abstract. Let e ⊂ R be a finite union of ℓ + 1 disjoint closed intervals and denote by ω j the harmonic measure of the j leftmost bands. The frequency module for e is the set of all integral combinations of ω 1 , . . . , ω ℓ . Let {ã n ,b n } ∞ n=1 be a point in the isospectral torus for e andp n its orthogonal polynomials. Let {a n , b n } ∞ n=1 be a half-line Jacobi matrix with a n =ã n + δa n , b n =b n + δb n . Suppose
Introduction
Let e in R be a compact set with ℓ + 1 intervals, that is,
[α j , β j ], α 1 < β 1 < α 2 < · · · < β ℓ+1 (1.1) of the associated orthogonal polynomials on the real line (OPRL) when the essential support of the spectral measure is e. In paper I [1] , we discussed the isospectral torus, T e , associated to e, a family of twosided almost periodic Jacobi matrices associated to e. In paper II [2] , we found equivalences among spectral conditions, one of which was a Szegő condition, and proved Szegő asymptotics in this case. To explain our goal in this paper, let us recall the case ℓ = 0, that is, a single band. We thus consider Jacobi parameters {a n , b n } ∞ n=1 and define δb n = b n , δa n = a n − 1 (1.2) (our free Jacobi matrix in this case hasã n ≡ 1,b n ≡ 0). Recall that for this {ã n ,b n } ∞ n=1 and n ≥ 0,
The following is a result of Damanik-Simon [5] .
Theorem 1.1. Let p n (x) be the orthogonal polynomials associated to Jacobi parameters {a n , b n } ∞ n=1 with a n → 1, b n → 0. Then the following are equivalent:
(i) lim n→∞ p n (x)/p n (x) exists for all x ∈ C \ R with convergence uniform on compact subsets. (ii) The Jacobi parameters obey (a) ∞ n=1 |a n − 1| 2 + |b n | 2 < ∞ (b) N n=1 (a n − 1) and N n=1 b n have limits in (−∞, ∞). Damanik-Simon [5] also have examples where (i) and (ii) hold, but the Szegő condition fails. They call (i) ⇒ (ii) "the easy direction" since it follows in a few lines from an analysis of the first few Taylor coefficients at infinity for the m-functions. A key is the same miracle that makes Killip-Simon [9] work-that for reasons we don't understand, a combination of the zeroth and second Taylor coefficients is nonnegative. (ii) ⇒ (i) is called "the hard direction" and [5] provides three proofs.
In this paper, our main goal is to prove a result akin to the hard direction of Theorem 1.1 for perturbations of elements of T e for some finite gap set, e. Given e, let dρ e be the potential theoretic equilibrium measure for e. Let ω j = ρ e ([α 1 , β j ]) for j = 1, . . . , ℓ and ω = (ω 1 , . . . , ω ℓ ). The frequency module, M(e), for e is the set of all numbers of the form
We'll only care about e 2πi(k·ω)n , n ∈ Z, so only about (k · ω) mod 1. Thus, the frequency module is essentially a subgroup of R/Z with at most ℓ generators. In the periodic case, each ω j is of the form m j /p, where p is the period and there is no simpler common denominator. In that case, in R/Z, M(e) has p elements {m/p} p−1 m=0 . If some ω j is irrational, M(e) is infinite. Here is our main theorem in this paper: Theorem 1.2. Let {ã n ,b n } ∞ n=−∞ be an element of the isospectral torus, T e , of a finite gap set, e. Let {a n , b n } ∞ n=1 be another set of Jacobi parameters and δa n , δb n given by
Suppose that
exists and is finite and nonzero.
Thus, we have Szegő asymptotics. We do not have the converse result (i.e., what [5] calls the easy direction) in part because one does not even have an analog of the Killip-Simon theorem [9] except in the case where the frequency module is {0, 1/p, 2/p, . . . , (p − 1)/p} [4] . We suspect the converse is true and think that even Szegő asymptotics ⇒ condition (b) would be interesting.
Another interesting object is the absolutely continuous spectrum. We believe that under the assumptions of Theorem 1.2 it fills out the entire set e. In the single interval case, it was a consequence of the Killip-Simon theorem [9] . Using the ideas of Damanik-Simon [5] , one may attempt to control the Jost solution on the spectrum to show that the a.c. part of the spectral measure is supported on the finite gap set e. We will explore this idea elsewhere.
An example where the hypotheses of Theorem 1.2 hold but the Szegő condition fails is δa n = 0 and δb n = 1 n α cos(2π √ n) (1.10)
, 1). We refer to Section 3 for details as well as an additional example.
Remark. In the periodic case the assumptions of Theorem 1.2 become simpler. In particular, (c) is automatic for it follows from (b) since the frequency module has only finitely many elements. Moreover, in the period p case (b) can be replaced by requiring to have (finite) limits as N → ∞ for each j = 1, . . . , p.
Szegő Asymptotics
In this section we present a proof of Theorem 1.2 using a transfer matrix approach combined with a theorem of Coffman [3] . The latter is a discrete version of an ODE result of Hartman-Wintner [8] and reads:
Consider solutions
with some initial condition y 1 . Suppose λ j is a simple eigenvalue of Λ with |λ k | = |λ j | for all k = j and let
where n 0 ≥ 1 is so large that γ j (n) = 0 for all n > n 0 . Then there exists an initial condition y 1 so that
Under the additional assumption of conditional summability of the perturbation, we get the following corollary of Coffman's result:
exists for every j. Then for any initial condition y 1 = 0, there exists j such that the solution of (2.3) obeys
and hence k (1 + a k ) converges. Thus, it follows from (2.1), (2.7), and (2.4) that γ j (n)/λ n j has a finite nonzero limit, say c j , as n → ∞. By Theorem 2.1, there is for every j a solution y n (j) of (2.4) such that
where { e 1 , . . . , e d } is the standard basis for C d . Hence, y n (j)/λ n j converges to c j e j as n → ∞.
Note that the vectors y n (1), . . . , y n (d) are linearly independent for all n and form a basis of
where k is the smallest value of j for which r j = 0.
In what follows, x(z) will denote the universal covering map of D onto C ∪ {∞} \ e as introduced in [1, Sect. 2] . It is the unique meromorphic map which is locally one-to-one with from Theorem 1.2 may not correspond to a measure in the Szegő class, every point {ã n ,b n } ∞ n=−∞ in the isospectral torus does and its Jost solution,ũ n (z), satisfies the same three-term recurrence relation asp n−1 (x(z)). We shall henceforth fix z ∈ D such that x(z) ∈ C \ R.
Let us begin by writing the three-term recurrence relation for the orthonormal polynomials p n in matrix form
Similarly,
To be dealing with bounded entries (for fixed z), we introduce
n is almost periodic [1, Thm. 9.2] while B np n−1 is almost periodic up to an exponentially small error [2, Thm. 7.3] . By (2.15), det R n is n-independent. Hence, a n ũ npn −ũ n+1pn−1 = det R n = det R 0 =ã 0ũ0 = 0 (2.17) and so all R n are invertible. Changing the variables in (2.14) to (φ n , ψ n ) defined by
we get the recursion
It follows from (2.15)-(2.16) that
and substitution of (2.20) into (2.19) leads to
where
We wish to apply Corollary 2.2 with
A straightforward computation shows that B det(R n−1 )(A n ) 1,1 can be written as
To prove that (2.7) holds, we need the following lemma. Proof. For simplicity, we only consider δa n . By assumption,
where the Fourier coefficients c k obey e 2πi(k·ω)n δa n < ε/2 (2.31) for all N, M. We can do so using (1.8) and (2.29). Next, take N, M so large that
for all k with |k| ≤ K. Since only finitely many k's occur here, this can be done by (1.7). Combining (2.31) and (2.32) leads to (2.30) and the result follows.
By [2, Thm. 7.3], the sequence of polynomialsp n−1 can be written as a linear combination,p
with r j = 0, j = 1, 2, whereẽ n is exponentially decaying andṽ n is almost periodic. In fact,ã n+1ṽn is given by the Jost function (cf. [1, Sect. 8]) sampled along an equally spaced orbit on the isospectral torus T e , hence |ṽ n | ≥ c > 0. Thus, (2.25) can be rewritten as
δb n + e n (2.34) where e n is again an exponentially decaying sequence. Using the identity 1/a n = 1/ã n − δa n /(a nãn ), we can rewrite (2.34) once more as
δb n + e n + s n (2.35) Here s n involves two terms, each given by a product of either (δa n ) 2 or δa n δb n and a bounded factor. Hence the sequence s n is absolutely summable by (1.6 
decays exponentially as n → ∞. Hence, the associated Jacobi matrix has an eigenvalue at x(z) which by assumption is a point in C \ R.
This cannot be true and the first alternative (2.38) must therefore hold. Rewriting (2.40) as
then leads to the conclusion of Theorem 1.2.
Examples
In this section we supplement Theorem 1.2 with examples for which (1.6)-(1.8) hold. In particular, we give an example showing that the Szegő condition is not necessary for Szegő asymptotics to hold. To put our results in the right perspective, recall that, by [2, Thm. 7.4], Szegő asymptotics (1.9) holds when the measure of orthogonality dµ(x) = w(x)dx + dµ s (x) has essential support e and belongs to the Szegő class for e, that is,
where {x k } denote the mass points of dµ in R \ e. In continuation of [6] and [2] , it was shown in [7, Thm. 1.3 ] that the generalized Nevai conjecture holds, that is, the measure of orthogonality is in the Szegő class if the sequence of recurrence coefficients
is a sufficient condition for Szegő asymptotics. Our main result, Theorem 1.2, shows that (3.3) can be relaxed and the weaker set of conditions (1.6)-(1.8) is also sufficient for Szegő asymptotics to hold.
In the following example we use Theorem 1.2 to show that (1.9) may hold for a non ℓ 1 -perturbation of an element in T e ; hence, the ℓ 1 -condition (3.3) is not necessary for Szegő asymptotics. , 1), ω ∈ (0, 1), and let a n =ã n + δa n , b n =b n + δb n (3.4) with δa n = 0, δb n = 1 n α cos(2πωn) (3.5)
In addition, assume that the almost periods ω j = ρ e ([α 1 , β j ]) obey a Diophantine condition relative to the frequency ω, that is, there exist a constant C > 0 and an integer s such that for all
where {x} = x mod 1 denotes the fractional part of x. It is known that the Diophantine condition is satisfied for Lebesgue a.e. ω. Hence, by a theorem of Totik [10] , Lebesgue a.e. {α j , β j } ℓ+1 j=1 lead to the condition (3.6).
We start by noting that (1.6) is trivially satisfied since α > . On the other hand, it is easy to see that (3.3) fails to hold since α < 1. for all k ∈ Z ℓ since by (3.6), x = 0 mod 1. Hence, (1.7) holds. Similarly, taking x = ±ω + k · ω in (3.8) and utilizing (3.6) gives
Hence, (1.8) is also satisfied. Thus we have Szegő asymptotics by Theorem 1.2.
Our second example illustrates that neither the ℓ 1 -condition (3.3) nor belonging to the Szegő class is necessary for Szegő asymptotics to hold. , 1) and let a n , b n be given as in (3.4) but now with
Then (1.6) is trivially satisfied since α > ]. Combining real and imaginary parts of this series at x = ±ω yields convergence of the series 
Since (3.13)-(3.14) imply (1.7)-(1.8), we have Szegő asymptotics by Theorem 1.2. Next, we show that the eigenvalues {x k } in R \ e of the Jacobi matrix J with parameters {a n , b n }
, in particular, for q = . Hence, the Blaschke condition (3.2) fails and, by [2, Thm. 4.1], also the Szegő condition (3.1) fails to hold in the present example.
Indeed, let
denote disjoint subsets of N. Recall that, by [1, Thm. 9.6], the unperturbed difference equatioñ a n w n+1 + (b n − β ℓ+1 )w n +ã n−1 w n−1 = 0 (3.17)
has a positive bounded solution u n so that 
where κ is a fixed positive constant and {s n } a bounded real-valued sequence. Let c 3 be an upper bound for |s n | and µ ∓ = (8m) 2 ∓ m be the left (resp. right) endpoint of B m . Then, by (3.18)-(3.19), the linear combinations .
Remark. With the additional Diophantine assumption (3.6) and somewhat more delicate estimates as in [5, Sect. 9] , one can show that there are examples where (3.15) holds with q arbitrarily close to .
