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Recently, Lorentz transmission electron microscopy (LTEM) has helped researchers advance the
emerging field of magnetic skyrmions. These magnetic quasi-particles, composed of topologically
non-trivial magnetization textures, have a large potential for application as information carriers in
low-power memory and logic devices. LTEM is one of a very few techniques for direct real space
imaging of magnetic features at the nanoscale. For Fresnel-contrast LTEM, the transport of intensity
equation (TIE) is the tool of choice for quantitative reconstruction of the local magnetic induction
through the sample thickness. Typically this analysis requires collection of at least three images.
Here we show that for uniform thin magnetic films which includes many skyrmionic samples, the
magnetic induction can be quantitatively determined from a single defocused image using a simplified
TIE approach.
I. INTRODUCTION
Magnetic skyrmions are particle-like solitons or mag-
netic bubbles in a magnetization texture that have
topologically non-trivial spin textures.1 The stability of
skyrmions and the low current density necessary to move
them2 has inspired many suggested applications that em-
ploy skyrmions as bits in both memory and logic de-
vices which are predicted to be highly energy-efficient.3–8
These magnetic quasi-particles were initially identified
only at low temperatures in non-centrosymmetric crys-
tals including MnSi,9,10 FeCoSi11 and FeGe,12 but recent
observations have shown that skyrmions can be stabi-
lized in a more diverse class of materials including those
with perpendicular magnetic anisotropy (PMA).8,13–17
This larger swath of materials suggests the need for more
rapid characterization techniques to both facilitate the
efficient search for materials suitable for applications in
skyrmionic devices and explore the basic physics of these
magnetic textures.
Lorentz transmission electron microscopy (LTEM) is
one of a very few techniques for providing direct real
space images of magnetic features at the nanoscale. Re-
cent improvements in aberration correction and instru-
ment stability have led to a new resolution benchmark
of 1 nm for scanning LTEM.18 Additionally, new to-
mographic reconstruction algorithms have led to the
demonstration of 3D vector field electron tomography by
Phatak et al.19
Most of the LTEM studies of skyrmion materials
have employed analysis based on the transport of inten-
sity equation (TIE),20,21 an equation that relates the z-
derivative of the image intensity to the phase shift of an
electron. This approach yields quantitative maps of the
local in-plane magnetic induction integrated through the
sample thickness, but requires multiple images (under-
, in-, and over-focused) be taken at a specific point of
interest in the sample.21 In a post-processing step these
images are first aligned and then used to approximate the
z-derivative of the image intensity. In order to maximize
the final field of view, the microscopist must carefully
align the microscope to minimize image movement be-
tween images recorded as different focus values. These
alignments can be sensitive to changes in other experi-
mental parameters including magnetic field applied to the
sample. This, coupled with the need to properly align im-
ages which can be difficult to automate,22 increases the
total time needed to extract useful information from a
magnetic sample. This often makes certain experiments
prohibitively time-consuming, such as determining the
in-plane magnetic induction during an in-situ applied
field sweep (although this type of study does exists in
the LTEM literature23,24). An alternative approach is
to forego mapping the magnetic induction and instead
answer questions that depend only on the location of do-
main walls, which can in general be accomplished with
a single defocused image. This method has been used
to determine the non-adiabatic spin torque parameter,25
image domain wall nucleation,26 and record skyrmion
motion.27 Additionally, Phatak et al., showed that both
the polarity and chirality of a vortex magnetization pat-
tern of a magnetic disk can be determined from a single
Fresnel contrast image of a tilted sample.28
Similar to the work by Paganin et al.,29 in which they
showed a thickness map of a homogeneous non-magnetic
material could be determined from a single defocused
image, here we show that one defocused image is suf-
ficient to determine the magnetic portion of the electron
phase shift of a uniform film. This allows one to map
the magnetic induction without the trade-off of a slower,
more involved focal series experiment, making it ideal
for in situ experiments on suitable samples. Figure 1
shows an application of the single image TIE approach
we are discussing here, applied to an FeGd multilayered
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2FIG. 1. (a) and (c) Selected under-focused Lorentz TEM
images from a field sweep performed on a FeGd multilayered
thin film with (a, b) 180 mT and (c, d) 70 mT field applied
perpendicular to the film. Scale bar is 1 µm. (b), (d), The
magnetic induction calculated using our single image analysis
on the image to the left (hue and saturation of color indicate
the direction and magnitude of the magnetic induction). See
supplemental material video for full field sweep.
film,16,30 under quasi-dynamic conditions. The data was
taken as an applied perpendicular magnetic field was
swept from a field strong enough to saturate the sam-
ple to a slightly negative applied field. The data shows
skyrmions (black/white circles), Bloch lines, and bubbles
with zero topological charge (elliptically shaped) nucleat-
ing as the field reduced in strength and then evolving into
skyrmions, and labyrinth domains. The top two images
(a,b) are the under-focus LTEM image and reconstructed
magnetic induction with ∆f=-300 µm, and applied field
Hz= 180 mT, while (c) and (d) are the under-focus and
magnetic induction at Hz= 70 mT.
Additional algorithms for single-image phase retrieval
or exit-wave reconstruction exist but require specific sam-
ple geometries such as an isolated object,31 or specific il-
lumination conditions and a diffraction image32,33 which
make them not suitable for this type of sample or dif-
ficult to implement in a TEM. It is worth emphasizing
that the general paradigm for these single image phase
retrieval algorithms is to use a priori knowledge to sim-
plify the analysis, which in practice usually means re-
stricting oneself to a subset of samples. In this case we
are choosing to restrict our analysis to uniform thin mag-
netic films. Utilizing our new approach, the full in-plane
magnetic induction can be determined for each image in a
quasi-dynamic measurement with no extra experimental
requirements and fewer post-processing steps. This fuller
understanding is often required to interpret the LTEM
images of the complex magnetization textures present in
skyrmionic materials.
II. THEORY
The phase imparted on an electron plane wave travel-
ing along the z-axis after transmission through a sample
with electric potential V and vector potential A is given
by the Aharonov-Bohm phase shift:34
φ(r⊥) =CE
∫
L
V (r⊥, z) dz − e
h¯
∫
L
A(r⊥, z) · dr
≡φe + φm
(1)
where L is a path parallel to the propagation direction of
the electron beam, r⊥ is the location in the sample plane,
CE is the interaction constant,
21 e is the electron charge,
and h¯ is the reduced Planck’s constant. If we assume
a homogeneous foil of uniform thickness d and constant
mean inner potential (V0) the electrostatic term can be
easily evaluated and yields,
φe = CEV0d
Additionally, the effects of inelastic scattering and high
angle scattering of electrons out of the optical system
can be described by an exponential drop in the initial
amplitude of the electron wave function. Thus, assuming
parallel illumination, the complex amplitude exiting the
foil is,
ψ0(r⊥) = Ae−αdeiCEV0deiφm(r⊥). (2)
The intensity of the wave at the image plane using the
microscope transfer function (T (q⊥)) is then given by,
I(r⊥,∆f) = |F−1 {F [ψ0(r⊥)]T (q⊥)}|2 (3)
where q⊥ are the in-plane spatial frequencies. A rele-
vant transfer function that models the effects of spherical
aberration (Cs) and a damping envelope (g(q⊥)) due to a
spread in illumination angles caused by lens instabilities
is:
T (q⊥) = a(|q⊥|)e−iχ(q⊥)e−g(q⊥) (4)
where a(q⊥) is an aperture function, the phase transfer
function χ(q⊥) is described by,
χ(q⊥) = piλ∆fq2⊥ +
1
2
piCsλ
3q⊥4 (5)
and g(q⊥) given in terms of the divergence angle Θc is,35
g(q⊥) =
(
piΘc
λ
)2(
Csλ
3q3⊥ + ∆fλq⊥
)2
(6)
3Above, λ is the relativistic electron wavelength, ∆f is
the distance from the in-focus plane, and we have used
q⊥ ≡ |q⊥| for notational convenience. Before continuing
we stop to note that conventional TIE analysis presumes
both of the blue terms in equations (5) and (6) are negli-
gible. This is generally a reasonable assumption because
of the large defocus values used in LTEM, for example
see Figure 2. As will be discussed, our method neglects
one additional term (the last term in equation (6)). For
completeness and accuracy the full transfer function (eq.
(4)) was used in all image simulations.
Taylor expanding the transfer function for small q⊥
and small ∆f , the “paraxial approximation”, we arrive
at an approximate form of equation (3).36
I(r⊥,∆f) ≈ I0 − λ∆f
2pi
∇⊥ · (I0∇⊥φm)
+
(piΘc∆f)
2
2 ln 2
[
√
I0∇2⊥
√
I0 − I0(∇⊥φm)2]
(7)
here I0 = |ψ0(r⊥)|2. Examining equation (2) we see
that if we are analyzing homogeneous thin film specimens
with a uniform thickness, which includes many materi-
als, then I0 becomes a constant, as shown, for example
in Figure3.b. And equation (7) simplifies to,
I(r⊥,∆f) ≈ I0
(
1− λ∆f
2pi
∇2⊥φm
− (piΘc∆f)
2
2 ln 2
(∇⊥φm)2
) (8)
As show by De Graef et al.36 the transport of intensity
equation can be obtained from (8) by simply subtracting
the value at I(r⊥,±∆f) yielding,
∇2⊥φm =−
2pi
I0λ
I(r⊥,∆f)− I(r⊥,−∆f)
2∆f
≈− 2pi
I0λ
∂I
∂z
.
(9)
In this way, the Laplacian of the phase can be derived
from two different images of the specimen recorded un-
der different focal conditions. Equation (9) is the stan-
dard equation used in analyzing LTEM data. Note that
a crucial step in standard use of TIE analysis is the cal-
culation of the difference between two images (Eq. (9)
RHS). Thus, the reconstructed magnetic phase is subject
to errors introduced when acquiring images under differ-
ent conditions including: drift, rotations, and changes in
magnification.
Here we suggest a further approximation which can be
viewed as an assumption of coherent illumination, such
that (piΘc∆fq⊥)2  1, making the last term in equation
(8) negligible. That is, this assumes that Θc is small
compared to the ratio of the feature size to be resolved
over the defocus. Nature ultimately sets a limit on the
highest spatial frequencies that can arise from magnetic
features: the inverse of the exchange length, which is on
the order of 1 nm−1.37 Typical values for Θc used in the
literature range from (1− 5)× 10−5 radians21,35 and, as
shown in Figure 2.g, these can be used to set an upper
bound on the ∆f values for which this approximation is
valid at roughly 1 µm. This bound is of course relaxed
if the domains present in the sample vary over a larger
length scale, as is the case for the data presented here.
This approximation results in a Single Image Trans-
port of Intensity Equation (SITIE),
∇2⊥φm ≈ −
2pi
λ∆f
(
1− I(r⊥,∆f)
I0
)
. (10)
Essentially by using equation (10), one assumes
exp [−g(q⊥)] ≈ 1, anywhere F [ψ0(r⊥)] has large Fourier
components. One then needs a suitable value of I0. Here
we approximate it as the mean on the defocused image,
I0 ≈< I(r⊥,∆f) >x,y≡ I0.
Multiple techniques have been developed to solve
the standard TIE equation including a Fourier-based
approach,38 a multigrid algorithm,39 a symmetrized
version of the Fourier method,40 and finite element
method,41 all of which can also be applied to the SITIE
to determine the phase of the exit wave. From this phase
the local magnetic induction can easily be determine us-
ing the relation,
∇⊥φm(r⊥) = − e
h¯
[B(r⊥)× eˆz]d (11)
where eˆz is a vector parallel to the beam propagation
direction.
III. METHODS
A. Micromagnetic simulations
To validate SITIE and quantify the errors associated
with this method, we simulated through-focal series im-
ages of an exactly known, simulated magnetization tex-
tures. These micromagnetic textures were obtained from
Landau-Lifshitz-Gilbert simulations calculated using the
FastMag solver.42 The micromagnetic simulation is for
a 2 µm × 2 µm × 80 nm ferromagnetic film, using ex-
perimentally measured values for the saturation magne-
tization (Ms = 4× 105 A/ m3), anisotropy constant (K
= 4× 104 J/ m3), Gilbert damping (α = 0.05), and ex-
change stiffness (Aex = 5× 105 J/ m). An applied per-
pendicular magnetic field of Hz = 0.2 T was used, and
the system is allowed to relax to an equilibrium state in
10 ns. These parameters result in the in-plane magnetic
induction pattern shown in Figure 2.a.
B. Lorentz Image Simulations
Fresnel-contrast LTEM images were simulated using
the Mansuripur algorithm: the magnetic phase shift im-
4FIG. 2. Simulations (a) Plot of in-plane components of the local magnetic induction calculated from output of a micromagnetic
simulation (color indicates direction and magnitude of the field). (b-e) Local magnetic induction of the region shown in the red
box in (a), calculated using conventional TIE with ∆f = 1 µm and ∆f = 200 µm for (b) and (c) respectively. SITIE-calculated
magnetic induction for (d) ∆f = 1µm and (e) ∆f = 300µm. Notice that only slight distortion errors are present in the ∆f =
300 µm cases, caused by using a focus outside of the validity of the paraxial approximation. (f) y-component of the magnetic
induction along the colored lines in images (a-e), note the nearly perfect agreement between the reference, TIE, and SITIE for
the ∆f =1 µm. (g) Plot of the total normalized root mean square error in the determination of B · t calculated using equation
(12) as function of defocus for TIE and SITIE showing there is no practical difference between the methods for moderate
defocus. For these simulations Θc was set at 5× 10−5 rad. The inset shows that for any ∆f larger than 10µm the effects of
including a non-zero Cs are truly negligible. (h) Plot of exp [−g(q⊥)]. for various values of ∆f for a constant Θc = 5× 10−5 rad.
The shaded regions indicate where exp [−g(q⊥)] > 0.9, marking the length scales where SITIE can be comfortably applied.
parted on the electron wave by the results of the micro-
magnetic simulation was calculated and then equation (4)
was used to propagate the wave to a given defocus
plane.43 The electrostatic phase shift was neglected in the
simulations, in line with the theory above, as it only con-
tributes an overall constant phase and doesn’t contribute
to the image intensity. Prior to applying the Mansuripur
algorithm the output of the FastMag simulations were
expanded from 200×200 arrays to 2048×2048, and then
padded with zeros to a total array size of 4096×4096
to mitigate the introduction of any artifacts from the
Fourier-based approach used in both the Mansuripur al-
gorithm and transfer function formalism. The parame-
ters used for image simulations were: accelerating voltage
300 kV, defocus values ∆f = 1µm−300 µm, and spherical
aberration Cs = 0 − 5 m. These values more than cover
the range encountered in both standard and aberration-
corrected microscopes during an LTEM experiment. The
normalized root mean square error is used as an metric
to compare the reconstructed phase to the known phase
calculated as,
NRMSE =
∑i=1
i=0
√∑
m,n((B˜t)n,m−(Bt)n,m)
2
nm
(Bt)max − (Bt)min × 100%
(12)
where B˜ is the TIE/SITIE reconstructed local magnetic
induction, B is the known magnetic induction, t the sam-
ple thickness, (m,n) the array indices, and (i = 0, 1) the
components of the vector.
5IV. EVALUATION OF SITIE
A. Numerical evaluation
To quantitatively analyze the validity of SITIE com-
pared to TIE, we numerically simulated Fresnel-contrast
images from simulated domain structures obtained from
the micromagnetic simulation. This allows us to compare
the two phase retrieval methods in the absence of noise
or any misalignments in images that could cause errors in
standard TIE analysis. Additionally, it gives us a known
reference to quantify results that is not present when an-
alyzing experimental data. The Fourier transform-based
method of solving the transport of intensity equation was
utilized to reconstruct the phase of both the experimental
and simulated data.21,44 A comparison of the two meth-
ods applied to experimental data is left to the next Sub-
section IV B.
Figure 2.(b-e), show the calculated local magnetic in-
duction from both TIE (b,c) and SITIE (d,e) each un-
der two different focal conditions; the first (b,d) from a
small defocus (1 µm) and the second from a large defocus
value (c,e) (200 µm). Notice the close agreement between
the reference and both TIE and SITIE for small defocus
(FIG.2.a,b,d), which have a normalized root mean square
error (NRMSE) of 0.169 % and 0.170 % respectively. In-
terestingly, for the large defocus (300µm) examples (fig-
ure 2.e,f) the error associated with TIE (14.3 %) is larger
than that for SITIE (11.7 %). These results can be un-
derstood analytically from the right hand side of equa-
tions (9) and (10). They are the central and forward
difference approximations for the z-derivative of the im-
age intensity, and have associated errors of order O(∆f2)
and O(∆f) respectively. This quadratic versus linear er-
ror is evident in Figure 2.g. Also, evident in Figure 2.g is
the well-known fact that for all but the smallest defocus
values used in LTEM, the effects of spherical aberration
are negligible.21
B. Experimental evaluation
To ensure the validity of SITIE on real data, we col-
lected and analyzed through-focal series images of mag-
netic bubble domains in a thin film sample. The im-
ages were collected using an FEI Titan equipped with a
Lorentz lens and integrated CEOS objective lens aber-
ration corrector. The standard objective lens was par-
tially excited to apply a magnetic field perpendicular
to the sample plane. The sample is nominally a [Gd
(0.4 nm)/Fe (0.34 nm)] × 80 multilayered film deposited
by DC magnetron sputtering onto 50 nm Si3N4 mem-
brane with 20 nm Ta seed and capping layers.16
Prior to analysis all experimental images were filtered
following the method suggested by Tasdizen et al. to
remove low-frequency artifacts caused by slightly non-
uniform illumination.45 Figure 3 shows the focal series
(a-c) for ∆f =(-300,0,300 µm). The left column shows (d)
FIG. 3. (a-h) Experimental Lorentz TEM analysis of a FeGd
multilayered thin film over the same 1.5µm field of view.
(a)Under-focused, (b) in-focus, and (c) over-focused images
showing Fresnel-contrast((a,c) recorded at ∆f = ±300 µm).
(d) Phase calculated using the standard TIE applied to im-
age (a-c). (g) Phase calculated using only image (a). (e), (h),
The magnetic induction calculated from phase above. (f), (i)
Enlarged area from boxed region in (e), (h) with magnetiza-
tion represented both by color and vector arrows.
the phase reconstructed using conventional TIE analysis
applied to (a-c), (e) the magnetic induction determined
using the phase in (d) represented with color indicating
the magnitude and direction of the magnetic induction
and (f) giving a closer look at the region inside the red
square in (e). The right column shows the phase (g) and
magnetic induction (h,i) all determined using only im-
age (a). Included in the images are skyrmions, four of
which have helicity γ = pi/2 (white circles in phase im-
6ages), and five with γ = −pi/2 with γ defined the same
as equation B3 in reference (1). The remaining features
are stripe domains starting to break up into topologi-
cally trivial bubbles, and skyrmion bound pairs.16 It is
important to note that the slightly lower signal-to-noise
present in Figure 3.g is not an inherent difference be-
tween SITIE and TIE, but instead a consequence of Fig-
ure 3.g having half the effective exposure time due to it
being calculated from only one image. This could easily
be overcome by increasing the exposure time for images
collected for SITIE, or by collecting multiple shorter ex-
posures images aligning and averaging them latter. We
emphasize here that aligning images collected at the same
focus value can be accomplished using simple algorithms
such as cross-correlation and is significantly easier than
aligning images at different foci, because of the associated
reversals in contrast, rotation, and distortions between
images. Errors in image alignment caused by pixel shift,
magnification changes, and rotations can cause signifi-
cant errors in the reconstructed phase when performing
TIE analysis. For a detailed discussion of this subject we
refer the reader to chapter 5.3.2 of De Graef and Zhu.21
SITIE is free of all these errors.
V. CONCLUSION
We have demonstrated, both numerically and experi-
mentally, that a single Lorentz TEM image can appro-
priately be used to map the magnetic phase of uniform
samples, specifically for thin films exhibiting skyrmionic
phase. This simplified TIE approach gives roughly equiv-
alent results to conventional TIE analysis. Using SITIE
analysis on uniform samples simplifies both the compu-
tational load and data collection involved in character-
izing topological magnetization textures. Furthermore,
this simplification opens the door to exploring new phe-
nomenon that was previously impractical with the tradi-
tional TIE analysis by: removing the need to align and
collect multiple images, and reducing errors caused by
distortions in images. This simplified technique allows
for phase reconstruction during quasi-dynamic measure-
ments (e.g. field and/or temperature sweeps), and gives
a potential route to ultra-fast LTEM studies.
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