An lnvestlgation is performed on a controlled parallel processing environment based upon the Linda paradigm, a conceptually simple programming and operational framework. The environment utilizes the unused computing resources available on a network of computers to provide a low-cost parallel processing solution. The environment efficiently and effectively manages system resources via a centralized control sub-system. A detailed overview of the environment executing on a local area network is presented along with analysis on its control sub-system. In addition, the control sub-system's execution characteristics of stability and scalability are substantiated.
I. Introduction
The computing problems of today are becoming increasingly more complex and time consuming. For example, mapping out the human genome requires a significant amount of computing power and time to analyze the approximately 100, OOO genes in the human cell. In order to develop physical maps of each chromosome and to determine the sequences of various DNA chains, powerful parallel computers, vector processors and special-purpose computers are a necessity; however, the expense of such machines far exceeds the limits of many users. Alternative methods of achieving parallel performance at an economical price are desired. One such alternative results from the idle CPU cycles existing on local area networks. With the increase in the computing power of workstations and their declining costs, the unused computing power attached to a local area network (LAN) can effectively be transformed into a parallel processing environment. Exploiting such an environment requires a specification and operational framework that is portable, easy to use and efficient.
The focus of this research effort is on the creation of a controlled parallel processing environment utilizing a conceptually simple parallel programming framework that operates on a local area network of low cost personal computers. The establishment of a conwlled environment provides for effective and efficient management of utilized network resources. The employment of a conceptually simple parallel programming framework facilitates the utilization of such an environment and the application of low cost personal computers offers an economical solution to parallel processing. The intent of this paper is two-fold. First, the newly created environment and the sub-system which controls it are examined. Second, the desirable execution characteristics of relative scalability and stability (are shown to exist within the control sub-system. Scalability refers to the gradual rise in execution overhead as the number of instantiated program processes or number of workstation processors are increased. Stability deals with the production of predictable pattems of program execution by the environment. We hypothesize that scalability and stability are achieved within the control sub-system by effectively and transparently controlling environment processors and the allocation of instantiated program processes to processors'. This paper begins by giving a brief background of the Linda paradigm, which was the chosen specification and operational framework for Linda-LAN2. A detailed overview of the current Linda-LAN environment is described, as well as its physical and logical topologies. In addition, an examination of the control sub-system is presented. Special attention is given to the control sub-system's allocation strategy of program processes to environment processors. Finally, the experimental results substantiating the stability and scalability of Linda-LAN's control sub-system are offered.
II. Background
Linda is an effective parallel computational framework and was especially chosen for the Linda-LAN environment for several reasons [CARRI89a, GELER85a and GELER85bl. In particular, Linda establishes a coordination language which allows a parallel program to perform process creation, synchronization, inter-communication and the sharing of distributed data structures through a 1 n e term effeciive refers to the efficient ami appropriate seleaion of environment processors. 
III. Linda-LAN Overview
The first objectives set forth within this research effort are to establish a controlled parallel processing environment within a conceptually simple specification and operational M e w o r k on a low-cost local area network. Linda-LAN is the environment which meets those objectives. Linda-LAN is a parallel programming environment based upon Linda, a conceptually simple paradigm supporting an easy to use coordination (parallel) language. Linda-LAN utilizes the multiple processors offered by the workstations of a local area network. The environment is primarily a software-based system and requires no specialized hardware. The system supports the distribution and execution of programs written in the C-Linda language. Linda-LAN establishes control of network resources and manages them via a control subsystem.
A. Physical Topology
The physical topology of the Linda-LAN environment is illustrated in Figure 1 The communication between any two nodes of the system is point to point via the BSD socket communication protocols found within the System V Release 4 UNIX operating system. Figure 2 represents the logical topology of the Linda-LAN environment. The environment is composed of a control subsystem and a data sub-system. The control sub-system is responsible for maintaining network information, system instantiation and termination, program instantiation and termination, data sub-system instantiation and termination, program scheduling, process to processor allocation, network monitoring, and executable code distribution. The data subsystem is responsible for handling all Tuple Space requests, process execution, process instantiation and termination, and all communication between program processes and Tuple Space.
B. Logical Topology
Linda-LAN was specifically designed for the partitioning of the system into the control and data sub-systems. By dividing Linda-LAN, a more simplistic view of the environment has been established and our research efforts have become more focused. The management activities of the environment have been segregated into a separate entity. These activities can be effectively controlled and managed within the control subsystem. The data sub-system is left to concentrate on the efficient execution of a program. In addition, the separation has made the implementation of the system much smoother. Figure 3 represents the interaction between the control subsystem and the data-sub-system as viewed by the control subsystem. The remainder of this section concentrates on the control sub-system components and the advantages found within it. In addition, the control sub-system's process to processor allocation strategy is discussed. The data subsystem is not specifically addressed within this paper and is left for future publications to discuss. System instantiation is performed at the Communications Server by a designated system administrator starting the Linda-LAN Manager. The responsibility then shifts to the LMan to instantiate all L-Coms at the participating Linda-LAN Processors (workstations) listed within a system table. The data sub-system components are instantiated after a program has been scheduled for execution. By having the system initiated by an administrator, centralized control over the availability of the system is established. In addition, the environment provides the administrator with control over which machines participate in the system via modification of system tables. As each processor is added or removed from the system, the control sub-system scales appropriately by adding or removing a L-Com.
In order to execute a C-Linda program, the user must follow a three step procedure. First, the user compiles and links the program at a participating Linda-LAN Processor. Second, the user submits a request to its local L-Com to distribute the executable code to all other Linda-LAN Processors. The request is first routed to the Linda-LAN Manager for approval. Once approved, the L-Man informs all other LComs to retrieve the executable code from the L-Com which originated the request Finally, after the code has been distributed, the user must submit another request to its local L-Com for the program to be executed. This request is also passed on to the L-Man for approval. After being approved, the program is scheduled for execution and the L-Com, which originated the execution request, is informed by the L-Man to release the program into the system for execution.
Numerous advantages are offered by having the environment operate in this fashion. First, any Linda program process is able to execute on any participating Linda-LAN Processor. Second, once a program is compiled and linked for one Linda-LAN Processor, the same executable code is applicable to all other Linda-LAN Processors. There is no need for the program to be compiled or linked onto the other homogeneous machines. This procedure must change when Linda-LAN is migrated to a heterogeneous environment; however, the compilation and linking of the source program will only be required on a non-homogeneous subset of the Linda-LAN Processors.
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Lcmr . Another advantage of having the user perform the above procedure is the ability to add new Linda-LAN Processors to the environment without requiring the re-compilation, relinking, or complete re-distribution of the program. Machines are merely added to the system tables found at the L-Man and the executable code is distributed to the new machine. Finally, it should be noted that Linda-LAN only requires a program to be re-compiled, re-linked, and redistributed when the actual source code is changed. Programs can be repeatedly executed w i t h changes in the number of instantiated Linda program processes, the program input, or the number of Linda-LAN processors utilized.
Before a Linda program is actually released into the system for execution, the data sub-system is instantiated by the control sub-system. The instantiation of the data sub-system is simple. First, the TS Manager is initiated by the L-Man at the designated Tuple Server listed within a system Advantages are offered by having the data sub-system initiated at program instantiation. First, the data sub-system components are not required until a program has been executed. To have each workstation of the network manage unnecessary processes is wasteful. Second, the L-Coms are considered light-weight processes. Each L-Com utilizes a small amount of CPU processing and requires few system resources. The data sub-system components, on the other hand, require large amounts of system resources. Another advantage is found in the fact that the data sub-system components are not required to contain the code to manage themselves when there is no work to be done. Finally, the data sub-system components are alleviated from much of the communications setup. All network addressing information is supplied by the control sub-system. The data sub-system merely acquires the connections to the other needed components of the data sub-system and executing program processes.
Program termination is another function of the control subsystem. An executing program informs an L-Kemel of its desire to terminate. A request for termination may result from normal or abnormal termination. The L-Kernel routes the request to its local L-Com. The L-Com, in turn, sends the request on to the L-Man. The L-Man informs the TS-Man and all participating L-Coms of the program termination request Each L-Com informs its local L-Kernel to terminate itself and all remaining Linda processes. The program termination is well controlled under both normal and abnormal termination. Data sub-system termination is also performed at program termination. The data sub-system components are no longer required and system resources can befreed.
To terminate the Linda-LAN system, the system administrator must issue a request to the Linda-LAN Manager. The L-Man aborts any active program via an abnormal program termination request and informs all LComs to terminate themselves. Once again, centralized control is made available to the system administrator.
Although the control sub-system has many essential duties, Overall, the Linda-LAN control sub-system centralizes the management activities of the system and gives control over the environment to a designated system administrator. The sub-system establishes monitoring capabilities for the entire system as well as providing for the collection of global system statistics. The control sub-system also relieves the data sub-system from performing any management activities. In addition, intelligent global scheduling of programs, processes, and processors are performed. Furthermore, the division of the system into a control sub-system and data subsystem has focused research efforts and has provided a more simplistic view of the system.
IV. Substantiating the Scalability and Stability of Linda-LAN
The efficiency and effectiveness of the Linda-LAN environment is influenced by both the execution of the control and data sub-systems. The results provided within this section are only applicable to the control sub-system of Linda-LAN. Results from the data sub-system will be addressed in future publications. While many goals are desired of Linda-LAN, the goals attributable to the control sub-system are for the provision of the execution characteristics of scalability and stability. Without achieving these desired goals, the Linda-LAN environment would be considered an ineffective and unusable solution for parallel processing. The execution of the system would not be able to respond with changes in the number of utilized environment processors nor with changes in the number of executed program processes. In addition, a repeatedly executed program would be unstable, undependable and unpredictable. Linda-LAN would not be deemed a viable low cost parallel processing solution which operates within a conceptually simple parallel pg-ramming framework.
We hypothesize that the desired goals of scalability and stability are attained within the control sub-system of Linda- In order for the control sub-system of Linda-LAN to be considered stable, the repeated execution of a program across Linda-LAN must generate the same execution characteristics on the control sub-system. These execution characteristics can be seen in Start-up messages refer to the control sub-system messages which occur after a user submits a request far p g r a m execution and before the program is actually released into the system. The eval messages refer to the control sub-system messages which occur during the instantiation of a new program process. Finally, the texmination messages refer to the control sub-system messages which occur during program termination.
-bb-m Figure 5 illustrates the multiple executions of the same CLinda program across the Linda-LAN system under identical conditions5. As can be seen, the program repeatedly executed with relatively the same execution pattern across the control sub-system. Therefore, stability is shown to exist within the control sub-system. Although Figure 5 represents the execution of one C-Linda program, the results are indicative for all other C-Linda programs tested. Result parallel and agenda parallel programs as described by Carriero and Gelemter in were tested. Predictable results for each type of program were achieved. The reasons for obtaining stability within the control subsystem are directly attributable to the centralized scheduling of program processes to processors. The data collected from the mapping of processes to processors showed identical distribution pattems by the Linda-LAN Manager component of the control sub-system. Exactly the same processors were selected for each instantiated process. The control subsystem behaved identically for each execution. The variability in Figure 5 is attributable to conditions outside of the control sub-system, such as the data sub-system. network communications and the process scheduling of the UNIX operating system. TNIY identical conditions on the networt and the utilized wortsutions can not be achieved; however, steps were taken to ensure idle network and workstation conditions existed. In addition, identical program i n p t data was used so that the number of instantiated processes for each execution was exactly the same. Scalability within the control sub-system is also attainable by the Linda-LAN environment. Figure 6 illustrates the execution of the same C-Linda program as the number of environment processors are increased. Figure 7 illustrates the execution of the same C-Linda program as the number of program processes are increased. Both figures demonstrate the scalability of the control sub-system. As the number of environment processors or program processes increases, so do the number of control messages. Specifically, the number of start-up and termination messages increase linearly as the number of environment processors increases. This fact is shown in Figure 8 . number of processors are increased. As expected, the program execution time is also improving as the number of processors are increased.
Figure 9 also demonstrates a linear increase in the number of control messages as the number of program processes increase. Once again, the centralized scheduling by the control sub-system is attributable to the scalability of the control sub-system as the number of instantiated processes increases. For each process instantiated in Figure 7 , the number of control messages increases. Specifically, the eval messages which deal with process to processor allocation increase. Looking back at Figure 7 , a different effect is seen on program execution time. As the number of instantiated processes increase, the program execution time lengthens. This fact has been linked to the overhead generated by the data sub-system's instantiation of a process on a Linda-LAN processor. The forking mechanism provided by the UNIX operating system and the retrieval of required start-up information from the Tuple Server are time consuming activities. On the other hand, the control sub-system's overhead in process instantiation is quite small in comparison. Although a linear relationship is seen in the scalability of the control sub-system as the number of program processes increase, the scalability of the environment in its entirety may not hold.
V. Concluding Remarks
With the increasing user demand for greater computational computing power, the Linda-LAN environment is a conceptually attractive configuration which provides a m e parallel computational environment at an economical price, greater computing power than conventional uniprocessor workstations, wider accessibility to a parallel environment, utilization of idle network CPU cycles, and centralized control of all management activities and system resources.
In addition, the Linda paradigm provides the system with a portable and easy to use operational framework. The Linda language gives the programmer the ability to design, develop and implement parallel programs in a comprehensible and structured manner. By partitioning the system into the control and data subsystems, research efforts have become more focused and the implementation of the system has been simplified. In addition, a more simplistic view of the environment is created.
The control sub-system of Linda-LAN centralizes system management activities. Global scheduling of programs, processes, and processors is provided, as well as global system monitoring and the collection of system statistics. The control sub-system empowers a designated administrator with control over the environment. The control sub-system alleviates the data sub-system from performing any management activities. Furthermore, scalability and stability have been shown to exist for the control sub-system. A linear relationship exists between the number of control sub-system messages and the number of program processes instantiated, as well as the number of environment processors used.
Overall, the current versions of the Linda-LAN system offer a viable parallel processing environment within a conceptually simple parallel programming framework that utilizes a local area network with low cost personal computers. In addition, the Linda-LAN system is well controlled and managed via a centralized control sub-system.
