The projected entangled pair state (PEPS) ansatz can represent a thermal state in a strongly correlated system. We introduce a novel variational algorithm to optimize this tensor network. Since full tensor environment is taken into account, then with increasing bond dimension the optimized PEPS becomes the exact Gibbs state. Our presentation opens with a 1D version for a matrix product state (MPS) and then generalizes to PEPS in 2D. Benchmark results in the quantum Ising model are presented.
ρ(β) ∝ Tr ancillas |ψ(β) ψ(β)|.
At β = 0 we choose a product over lattice sites, . This spin operator with (red) spin indices depends on (black) bond indices. In B, evolution operator U (β) is a product of N = 2 n−1 k time steps represented by horizontal rows of tensors. Each connecting line is a contracted index. In C, at each site the elementary T0's are compressed by an isometry W into one tensor Tn with a bond dimension D < 2 N . In D, evolution U (β) is approximated by a matrix product operator of tensors Tn.
to initialize the imaginary time evolution, |ψ(β) = e 
Quantum Ising model. For the sake of clarity, we proceed with the quantum Ising model:
Here Z, X are Pauli matrices and h is a transverse field. In 1D, the model has a quantum critical point at h = 1 that becomes a crossover at finite temperature. In 2D on a square lattice, there is a ferromagnetic phase for small h and large β. At zero temperature the quantum critical point is h 0 = 3.044, see Ref. [20] , and at h = 0 the Onsager's critical point is β 0 = − ln( √ 2 − 1)/2 = 0.441. Lattice symmetries are not broken in any phase.
Suzuki-Trotter decomposition.
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We define gates
In the second-order Suzuki-Trotter decomposition a small time step is approximated by their product
In order to rearrange U (β) as a tensor network, at each bond we make a singular value decomposition
Here b is a bond index and . (8) Here {b} is a set of all bond indices b m,m . The brackets enclose a Trotter tensor T 0 at site m. It is a spin operator depending on bond indices connecting this site with its nearest neighbors, see Fig. 1A . The evolution is a product of N small time steps,
N . Its tensor network representation in 1D is shown in Fig. 1B . We need an efficient algorithm to make this huge sum.
MPS-TTN algorithm in 1D. A general idea is to compress N elementary tensors T 0 at each site into a single tensor T n as in Fig. 1C and then to contract T n 's horizontally as in Fig. 1D . Here W is an isometry from an auxiliary space spanned by 2 N possible values of N bond indices to a D-dimensional subspace. The bond dimension D is a refinement parameter: with increasing D results should become numerically exact.
Furthermore, instead of making the huge compression all at once we split it into n steps as in Fig. 2 . The final T n is the same as if W were a tree tensor network (TTN) [18] with n layers of isometries as in Fig. 2C . This TTN variational ansatz can be optimized efficiently.
A figure of merit is the partition function
It has to be maximized in order to minimize the Gibbs free energy. With the initial purification (2) Z becomes the simple tensor network in Fig. 3A . In order to maximize Z with respect to W m we need a gradient ∂Z/∂W m . In principle, the gradient is an infinite sum of derivatives with respect to every W m in Z but, thanks to symmetries, all these derivatives are the same and equal to a tensor environment E W (m) of W m . The environment is the partition function in Fig. 3A Fig. 1C is split into n steps. In A, as a first step k elementary T0's are compressed by isometry W1 into tensor T1 with a bond dimension D ≤ 2 k . In B, the first step is followed by iterative compressions Tm−1 → Tm preserving the bond dimension D. In C, the final Tn is the same as if the huge isometry W were a tree tensor network (TTN) with n layers of isometries: W1, ..., Wn.
In A, the partition function Z = ψ(β)|ψ(β) is a product of transfer matrices t. In B, the same as in A but with one of the tensors Tn removed. This is tensor environment E(n) for Tn. In C, a lower-level environment E(m − 1) for Tm−1 is obtained from E(m). In D, environment EW (m) for isometry Wm is obtained from E(m). In E, environment EW ( TTN is optimized by repeated up and down sweeps. The up sweep is a sequence Figs. 2A, 2B and 3A, 3B. It is followed by the down sweep, . Benchmark results in 1D. We applied the algorithm to scan thermal states at the critical field h = 1 up to β ≈ 40, see Fig. 4 . With the number of TTN layers fixed at n = 11, we find that for increasing bond dimension D = 2 k results converge to the exact solution down to lower temperatures, reaching closer to the quantum critical point.
PEPS-TTN algorithm in 2D. A straightforward generalization to PEPS on a square lattice is summarized in Figure 5 . The Trotter tensor T 0 has four bond indices to be contracted with its nearest neighbors instead of two in 1D, each compression of Trotter tensors is done with four isometries, and the partition function Z is a square network of transfer tensors in Fig. 5E instead of the 1D chain of transfer matrices in Fig. 3A . Numerical cost of the procedures in panels B,D,G,H,I of Fig. 5 scales like D 8 . The exponent is a bit worse than in 1D, but typically a much smaller D is needed in 2D. For instance, it can remain finite at a critical point. Calculation of environment E t in Fig. 5F on infinite lattice can be done with the corner matrix renormalization (CMR) [19] . We used a symmetric CMR, described in detail in Appendix of Ref. [15] , that scales like
Here M is an environmental bond dimension that is a refinement parameter in CMR. It diverges at a critical point together with the correlation length [15] . In non-symmetric CMR [19] the cost can be cut down to O(D 6 M 2 ), but even with the FIG . 5 . In A, the elementary Trotter tensor T0 on a square lattice. In B, compression of two tensors Tm−1 into one Tm with four isometries Wm. In C, tensors Tn are contracted into a PEPS network for the evolution U (β). In D, a contraction of an operator Tn with its conjugate makes a transfer tensor t. In E, contraction of transfer tensors is the partition function Z = ψ(β)|ψ(β) . In F, the partition function with one of the transfer tensors removed is a tensor environment Et for the removed tensor t. We enclose the ends of the free bonds by a transparent reddish sphere. In G, when the environment/sphere Et is filled and contracted with one Trotter tensor Tn we obtain tensor environment E(n) for Tn. This environment is the partition function with one Tn removed. In H, environment E(m) filled and contracted with two Tm−1's and three Wm's makes environment EW (m) for isometry Wm. In I, E(m − 1) is obtained from E(m).
(formally) less efficient symmetric CMR, it takes around 24 hours on a four-core laptop computer to reproduce the following results. Benchmark results in 2D. We applied the PEPS-TTN algorithm to scan the ferromagnetic phase at the transverse field h = 2 3 h 0 . Results shown in Fig. 6 are converged in the bond dimension for D ≥ 6. They do not extend all the way down to the critical point, because diverging correlation length would require diverging environmental bond dimension M . Nevertheless, long correlation lengths up to 290 lattice sites can be achieved with the algorithm. Moreover, its main advantage as compared to algorithms based on imaginary time evolution is the possibility to scan a low temperature phase with- h0 and different β in the ferromagnetic phase. Its correlation length diverges closer to criticality requiring larger M and the longest length achieved is 290 lattice sites for M = 68.
out any need to evolve from infinite temperature across the critical point or, in fact, without any need to evolve at all.
Conclusion. The proposed method is the first 2D finite-temperature tensor-network algorithm that is both variational and becomes numerically exact with increasing bond dimension. It avoids the demanding direct imaginary time evolution and employs full tensor environment in variational optimization. There is still a lot of room for improvement and development. For instance, the simple TTN ansatz can be made more powerful with some unitary disentanglers like in MERA [4] . Internal symmetries, like Z 2 or U (1), may help to use the bond dimension more efficiently. Finally, most exciting applications await us in the realm of strongly correlated fermions.
