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Platforme za mnozˇicˇno financiranje, kot je Kickstarter, v zadnjih letih posta-
jajo vedno bolj priljubljene. Na njih poskusˇajo razvojne ekipe s kreativnimi
projekti pridobiti bodocˇe kupce in podpornike. Vendar uspeh ni zagotovljen,
saj je skoraj dve tretjini predlogov neuspesˇnih. V nalogi smo iz portala za
mnozˇicˇno financiranje Kickstarter pridobili podatke o opisu in uspesˇnosti pro-
jektov. Nasˇ cilj je bil zgraditi model, ki bi iz opisa projekta znal napovedati
uspesˇnost kampanje in bi skladno z rezultati v sorodnih delih dosegel tocˇnost
napovedi AUC vsaj 0,85. V delu predstavimo nasˇo resˇitev in tehnike stroj-
nega ucˇenja, ki smo jih uporabili. Zgrajene modele smo vrednotili s precˇnim
preverjanjem in na novih projektih. Ugotovili smo, da so pri napovedovanju
uspesˇnosti najpomembnejˇsi sˇtevilo projektov, ki jih je avtor podprl, ciljna
vsota, sˇtevilo slik v opisu projekta in sˇtevilo ponujenih nagrad. Na testnih
podatkih novih projektov smo dosegli tocˇnost AUC = 0,93.
Kljucˇne besede: Kickstarter, mnozˇicˇno financiranje, napovedovanje uspesˇ-
nosti, strojno ucˇenje, klasifikacija, iskanje znacˇilk.

Abstract
Crowdfunding platforms such as Kickstarter are becoming increasingly popu-
lar. These platforms are widely used by development teams which are trying
to get new buyers and supporters using different creative projects. However,
success is not guaranteed since two thirds of the project suggestions fail to
achieve their goal. In our thesis, we gathered descriptions and success of
different projects on Kickstarter. Our goal was to create a model that could
predict success of project compaigns. With this model, we also wanted to
reach prediction accuracy AUC = 0,85 that could be compared with the
results of other related studies. In the thesis, we present our solution and
techniques of machine learning that were used to gather data. These mod-
els were later assessed with cross validation and new projects. The results
showed that the most important attributes are the number of the projects
supported by the author, the goal, the number of pictures in the description
of the project and the award number. AUC score accomplished on the test
data of the new projects was 0,93.





Spletne strani in okolja za mnozˇicˇno financiranje v zadnjih letih pridobivajo
na svoji priljubljenosti in prepoznavnosti. Med njimi izstopa predvsem Kick-
starter1, ki temelji na modelu financiranja vse ali nicˇ. Na ta nacˇin projekti
umetnikov in podjetnikov, ki se preizkusijo na platformi dobijo celoten znesek
samo, cˇe zberejo donacije viˇsje od postavljenega cilja v zadanem cˇasovnem
roku. Drugacˇe je predlog projekta oznacˇen za neuspesˇnega in ne pridobi
doniranih sredstev.
Vsak projekt na Kickstarter-ju ima svojo spletno stran (primer na sliki
1.1), preko katere ustvarjalci sporocˇajo svojim potencialnim donatorjem in
podpornikom podrobnosti projekta. Predlagatelji projekta lahko v opisu
navedejo razlicˇne zneske donacij in njim pripadajocˇe nagrade za podpornike.
Poleg podrobnih podatkov o samem projektu so na strani vidni tudi podatki
o ustvarjalcih, ki vsebujejo sˇtevilo dosedanjih projektov, doniranih sredstev,
podatek o povezanosti na socialna omrezˇja in druga.
Do 13. marca 2016 je bilo na Kickstarter-ju vlozˇenih 287.807 predlogov
projektov, ki so skupaj zbrali vecˇ kot 2 milijardi dolarjev doniranega denarja.
Vendar pa je le 36,11% vseh predlogov doseglo cilj in bilo uspesˇnih, kar





1. Lahko uspeh predloga projekta napovemo zˇe pred zacˇetkom kampanije
iz opisa ali pa iz podatkov o sˇtevilu objav in njihovih ogledov projekta
na socialnih omrezˇjih?
2. Od katerih dejavnikov je najbolj odvisen uspeh (ali neuspeh) kampanije
na Kickstarter-ju?
Slika 1.1: Stran najbolj uspesˇnega projekta na Kickstarter-ju - Pebble.
Cilj in cˇas kampanije, ki se dolocˇita na zacˇetku vsake kampanije, mocˇno
vplivata na uspesˇnost projekta. Manjˇsi projekti oz. projekti z nizˇjimi cilji v
povprecˇju dosegajo boljˇse rezultate. Portal Mashable3 porocˇa, da je do junija
leta 2012 povprecˇje cilja uspesˇnih kampanij na Kickstarter-ju znasˇalo okoli
$5.000, neuspesˇnih pa kar $16.000. Podobno velja tudi za trajanje zbiranja
sredstev, kategorijo projekta in znesek cilja, kot kazˇe tabela 1.1. Cˇeprav
podatki niso aktualni, prikazujejo osnovne zakonitosti in vpliv posameznih
atributov glede na rezultat kampanije. Torej se zˇe iz osnovnih atributov pro-
3http://mashable.com/2012/06/12/kickstarter-failures
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jekta lahko ucˇimo in novim projektom pomagamo do boljˇse izbire lastnosti
predlaganega projekta in s tem boljˇsih rezultatov.
Tabela 1.1: Podatki iz portala Mashable iz leta 2012.
Projekti Donacije (USD) Zbiranje sredstev Cilj (USD)
Uspesˇen 22.902 197.592.643 38 dni 5.487
Neuspesˇen 18.939 16.995.691 43 dni 16.365
Skupaj 45.815 214.588.334 40 dni 10.388
1.1 Obstojecˇi pristopi
Napoved uspesˇnosti projekta poleg ustvarjalcev zanima tudi podpornike. Cˇe
je verjetnost uspeha majhna, ne bodo donirali svojega denarja ali pa bodo, v
kolikor v idejo verjamejo, poskusˇali preko socialnih omrezˇij spodbuditi svoje
prijatelje, da tudi sami podprejo projekt. V pomocˇ jim je lahko spletna stran
Kicktraq4, ki jo prikazuje slika 1.2. Stran sledi projektom na Kickstarter-ju in
objavlja trend ter pricˇakovano vrednost donacij, ki jo bo posamezen projekt
zbral do konca svoje kampanije. Slika 1.3 prikazuje spletno stran Sidekick5, ki
uporablja podatke o sledenju projektov iz Kicktraq-a in uspesˇnost projektov
napoveduje z verjetnostjo.
Napovedni portal Sidekick je plod raziskave skupine znanstvenikov iz La-
usanne [5], ki poleg podatkov iz spletne strani projekta na Kickstarter-ju
uporablja tudi podatke iz socialnih omrezˇij in vzorcˇnih podatkov o spremi-
njanju donacij skozi cˇas. Izmed podatkov iz socialnih omrezˇij so uporabili
podatke iz Twitterja, saj so javni in ni tezˇav z zasebnostjo kot pri drugih
omrezˇjih. S pomocˇjo uporabniˇskega vmesnika Twitter (angl. Twitter Strea-
ming API) so pridobili sˇtevilo cˇivkov, njihovih odgovorov in sˇtevilo sledilcev.
Tem atributom so dodali zˇeleno ciljno vsoto, trajanja kampanije, podatke o




Slika 1.2: Podatki kampanije O6 - Free Your Eyes na Kicktraq-u.
Slika 1.3: Napovedana uspesˇnost kampanije O6 - Free Your Eyes na portalu
Sidekick.
napovedovanje uspesˇnosti so uporabili metodo k najblizˇjih sosedov in napo-
vedovanje z Markovskim modelom, kjer so dobili boljˇse rezultate. Porocˇajo
o 76% klasifikacijski tocˇnosti sˇtiri ure po zacˇetku kampanije in 85% po 15%
cˇasa trajanja projekta.
Za projekt KickPredict iz Kalifornije [1] so uporabili podatke iz strani
projekta na Kickstarter-ju in podatke iz socialnih omrezˇij (Twitter in You-
tube). Za izgradnjo modela so uporabili naslednje atribute:
• prisotnost avtorja na Facebook-u,
• sˇtevilo dosedanjih projektov avtorja,
• sˇtevilo kampanij, ki jih je avtor podprl,
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• ciljna vsota donacij,
• trajanje zbiranja denarja,
• sˇtevilo predlaganih nagrad, najvecˇja in najmanjˇsa vsota,
• dolzˇina besedila opisa, sˇtevilo slik in prisotnost videoposnetka,
• prisotnost Youtube videoposnetka,
• sˇtevilo ogledov Youtube videoposnetka,
• sˇtevilo cˇivkov kampanije.
V raziskavi so ugotovili, da najpomembnejˇsi atributi za napovedovanje uspesˇ-
nosti izhajajo iz predstavitve projekta in ne iz podatkov socialnih omrezˇij.
Uporabili so metodo podpornih vektorjev in zgradili model iz podatkov okoli
19.000 zakljucˇenih projektov. Pridobili so sˇe dodatnih 1.000 projektov, ki jih
niso vkljucˇili v ucˇenje, ampak so jih uporabili za testiranje. Klasifikacijska
tocˇnost, ki so jo dosegli po 40% trajanja projekta, znasˇa 90%, ob zacˇetku
kampanije pa 67%.
Raziskovalci iz Tehnolosˇkega insˇtituta iz George [12] so za napovedovanje
uspesˇnosti uporabili najpogostejˇse fraze v besedilu, ki so prisotne v projektih
iz vseh kategorij. Pridobili so podatke 45.000 projektov, analizirali devet
milijonov fraz in jim dodali 11 znacˇilk projekta. Kot atribute so uporabili
sˇtevilo komentarjev in sˇtevilo objav avtorja o napredku kampanije. Atributa
sta mocˇno odvisna od rezultata kampanije, zato so z logisticˇno regresijo dobili
visokih 83% pri napovedi z uporabo atributov projekta. Ko so dodali sˇe
najpogostejˇse fraze, so pri napovedovanju uspesˇnosti projektov dosegli 97,6%
natancˇnost.
Na projektu univerze v Stanfordu [2] so za izgradnjo modela uporabili
sedem atributov na strani projekta in dodali analizo besedila. Pridobili so
podatke nekaj vecˇ kot 26.000 projektov. Najboljˇse rezultate so dobili z logi-
sticˇno regresijo in z metodo podpornih vektorjev, kjer so za prvi dan kampanij
uspesˇnost ocenili z mero F1 0,80. Pokazali so [2], da uporaba znacˇilk besedila
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izboljˇsa napovedno uspesˇnost (mero F1 izboljˇsa za 0,05). Da bi izlusˇcˇili zani-
mive jezikovne znacˇilke, so uporabili program za analiziranje besedila LIWC
(angl. Linguistic Inquiry and Word Count)6.
1.2 Vsebina diplomske naloge
Diplomska naloga vsebuje uvod, dve metodolosˇki poglavji in zakljucˇek. V
uvodnem poglavju predstavimo tematiko naloge in obstojecˇe pristope k na-
povedovanju uspesˇnosti na Kickstarter-ju. V drugem poglavju opiˇsemo zajem
podatkov, metode strojnega ucˇenja, ki smo jih uporabili, izbiro parametrov
metod uvrsˇcˇanja in mere ter pristope uspesˇnosti, s katerimi smo vredno-
tili zgrajene klasifikacijske modele. V tretjem poglavju opiˇsemo pridobljene
podatke in njihove atribute, eksperimente in diskusijo. V razdelku eksperi-
mentov opiˇsemo nabor in tipicˇno izbiro parametrov, rezultate vrednotenja
s precˇnim preverjanjem in na novih podatkih. V diskusiji predstavimo po-
membne znacˇilke, jih primerjamo s sorodnimi deli in komentiramo porazde-
litve verjetnosti napacˇno napovedanih primerov. V zakljucˇku predstavimo




Napovedovanja uspesˇnosti projektov iz podatkov podanih v atributni obliki
se lahko lotimo z metodami strojnega ucˇenja oz. pristopi klasifikacije. Uvrsˇcˇa-
nje v skupine ali klasifikacija predpostavlja, da poleg mnozˇice atributov pri-
meri v ucˇni mnozˇici vsebujejo tudi razred, zato spada v nadzorovano atribu-
tno ucˇenje.
Za napovedovanje uspesˇnosti kampanij na Kickstarter-ju smo morali pri-
dobiti podatke projektov in iz njih izlusˇcˇiti atribute, s katerimi smo opisali
posamezen primer v ucˇni mnozˇici. Za pridobivanje podatkov, gradnjo kla-
sifikacijskih modelov in testiranja uspesˇnosti smo uporabili programski jezik
Python, ki ima veliko uporabnih knjizˇnic za podatkovno rudarjenje. Upora-
ba knjizˇnic nam omogocˇa pisanje enostavnejˇse kode in cˇasovno ucˇinkovitih
programov, saj so algoritmi in metode v knjizˇnicah dobro optimizirani.
2.1 Zajem podatkov
Na strani Kickstarter1, kjer lahko iˇscˇemo projekte po razlicˇnih parametrih,
smo najprej izlusˇcˇili internetne naslove projektov na podlagi spreminjanja
podkategorije. Z uporabo Python knjizˇnice urllib2 smo pridobili vsebino





Primer prikazuje pridobivanje i-te strani, ki vsebuje dvajset osnovnih opisov
in povezav na projekte:
url = ’https ://www.kickstarter.com/discover/advanced?’
values = {’category_id ’ : categories[index_id],
’woe_id ’: ’0’, ’sort’: ’end_date ’,
’seed’ : ’2431954 ’, ’page’: i}
data = urllib.parse.urlencode(values)




Spremenljivka respData hrani vsebino strani in iz nje smo izlusˇcˇili inter-
netne naslove projektov. Vsakega smo obiskali in pridobili vsebino na nacˇin,
kot smo opisali zgoraj. Zˇeljene podatke na posamezni strani smo izlusˇcˇili
s pomocˇjo Python knjizˇnice Beautiful Soup3 in knjizˇnice za regularne iz-
raze. Pridobljene podatke smo shranili v datoteko tipa CSV (angl. comma-
separated values). Za pripravo podatkov smo uporabili knjizˇnico Pandas4, da
smo pripravili pridobljene podatke za uporabo v algoritmih strojnega ucˇenja.
Podatke projektov kampanij, ki so nastali med izdelavo diplomske naloge,
smo pridobili na podoben nacˇin. Pri teh primerih smo najprej preverili cˇas
njihovega nastanka.
2.2 Tehnike modeliranja
Za izgradnjo klasifikacijskih modelov obstaja cela vrsta algoritmov, ki se med
seboj mocˇno razlikujejo. Med preproste algoritme spadajo naivni Bayesov
klasifikator, izgradnja klasifikacijskih dreves in metoda k najblizˇjih sosedov
[8]. Cˇeprav modeli pridobljeni z naivnim Bayesom in klasifikacijskimi dre-
vesi tipicˇno ne dajejo najboljˇse tocˇnosti, se ti metodi v praksi veliko upo-
rabljata, saj drevesa omogocˇajo hitro in ucˇinkovito interpretacijo. Podobno
velja tudi za metodo k najblizˇjih sosedov, ki sluzˇi za primerjavo z drugimi




gozd in razlicˇice metode podpornih vektorjev (angl. Support Vector Machine,
SVM) [6].
V diplomski nalogi smo ovrednotili uporabo razlicˇnih klasifikacijskih algo-
ritmov. Najboljˇse rezultate smo dobili pri logisticˇni regresiji in pri ansambel-
skih (angl. ensemble) metodah - stacking, nakljucˇni gozd, Gradient Boosting
in Extra trees. Vse metode razen pristopa stacking so zˇe implementirane v
knjizˇnici scikit-learn in pripravljene za uporabo.
2.2.1 Logisticˇna regresija
Logisticˇna regresija spada v skupino regresijskih modelov in je razsˇiritev li-
nearne regresije. Razred y ima pri klasifikaciji diskretne vrednosti, v nasˇem
primeru 0 ali 1. Za napovedovanje binarnega razreda model linearne regresije
ni primeren. Zato iˇscˇemo model, ki se cˇim bolje prilega ucˇnim podatkom.
Izkazˇe se, da je za model logisticˇne regresije prava funkcija sigmoida, ki jo
prikazuje slika 2.1.
Slika 2.1: Sigmoida ali logisticˇna funkcija, ki jo logisticˇna regresija uporablja
za hipotezo.




Zaloga vrednosti sigmoidne funkcije g(z) se nahaja na intervalu Zf = [0, 1],
njena vrednost za primer pa predstavlja verjetnost pripadnosti razredu 1.
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Ker metoda predpostavlja, da je med razredoma linearna meja, gradi eno-
stavne modele. Ti skupaj z regularizacijo zmanjˇsujejo verjetnost prevelikega
prilagajanja ucˇnim podatkom. Metoda se izvaja zelo hitro, vendar ne zna
zgraditi kompleksnejˇsih modelov.
2.2.2 Nakljucˇni gozd
Nakljucˇni gozd (angl. Random Forest) spada v ansambelske metode kot me-
toda Gradient Boosting in stacking. Te metode za ucˇenje uporabijo vecˇ med
seboj razlicˇnih klasifikatorjev. Njihove napovedi zdruzˇijo v skupno napoved,
ki v splosˇnem daje boljˇse rezultate kot enostavni klasifikatorji [3].
Nakljucˇni gozd za enostavne klasifikatorje uporablja klasifikacijska dre-
vesa in primeru napove razred, kamor ga uvrsˇcˇa vecˇina klasifikacijskih dre-
ves, ki gozd sestavljajo. Raznolikost dreves dosezˇemo z nakljucˇnim izbira-
njem podmnozˇic atributov za vsako vozliˇscˇe posebej in nakljucˇnim izbira-
njem primerov z vracˇanjem. Metoda se pretirano ne prilagaja ucˇni mnozˇici,
je robustna na sˇum ter sˇtevilo atributov in tipicˇno daje najboljˇse rezultate v
praksi [6].
Uporaba Python knjizˇnice scikit-learn omogocˇa vzporedno gradnjo na-
kljucˇnega gozda in s tem hitro izgradnjo napovednega modela. Klic metode,
ki zgradi napovedni model iz ucˇnih podatkov (X - matrika z atributi prime-
rov, y - vektor razreda primerov) je zato precej enostaven:
rfc = RandomForestClassifier ()
rfc.fit(X, y)
2.2.3 Metoda Gradient Boosting
Algoritmi tipa Boosting v koncˇni model iterativno dodajajo posamezne kla-
sifikatorje. Pri algoritmu AdaBoost [13] na podlagi zadnjega razvitega klasi-
fikacijskega drevesa izberemo novo ucˇno mnozˇico. Cˇe smo primer v zacˇetnem
klasifikacijskem drevesu napovedali napacˇno, mu povecˇamo utezˇ, pravilnim
pa utezˇ zmanjˇsamo. Naslednje iteracije potekajo na enak nacˇin. Napacˇno na-
povedane primere dodatno vkljucˇimo in jim tako dodamo vecˇji pomen. Ucˇni
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algoritem se na ta nacˇin osredotocˇa na tezˇavne primere. Koncˇna klasifikacija
predstavlja utezˇeno glasovanje osnovnih klasifikatorjev.
Podoben pristop uporablja tudi Gradient Boosting [7], ki zgradi napo-
vedni model in izracˇuna njegovo napako. Drugi model se poskusˇa naucˇiti
napovedati to napako. Z dodajanjem novih modelov postopek ponavljamo,
dokler je napaka previsoka. Napoved primera predstavlja sesˇtevek napovedi
posameznih modelov. Algoritem kljub temu, da ne vsebuje nakljucˇnosti,
daje dobre rezultate, saj so ucˇne mnozˇice med posameznimi iteracijami do-
volj razlicˇne.
2.2.4 Metoda stacking
Stacking je sˇe ena v vrsti skupinskih metod, ki zdruzˇi napovedi vecˇ klasifi-
katorjev. Z razliko od nakljucˇnega gozda metoda stacking zdruzˇuje razlicˇne
ucˇne algoritme. Metoda je sestavljena iz dveh nivojev. Na prvem nivoju
za izbrane klasifikacijske algoritme izracˇuna verjetnost pripadnosti primera
pozitivnemu razredu. S pomocˇjo precˇnega preverjanja pridobi verjetnosti za
vsak primer v ucˇni mnozˇici. Vse napovedi primerov za izbrane klasifikatorje
nato zdruzˇi v novo ucˇno mnozˇico, ki ji doda znano vrednost razreda. Iz
nove ucˇne mnozˇice se ucˇi klasifikator na drugem nivoju. Na tem nivoju se za
klasifikacijske probleme pogosto uporablja logisticˇna regresija.
Pri napovedovanju razreda vsi modeli na prvem nivoju napovedo verje-
tnost, da primer pripada pozitivnemu razredu. Model na drugem nivoju iz
ocenjenih verjetnosti posameznih klasifikatorjev izracˇuna koncˇno napoved.
Stacking se uporablja tako za klasifikacijske kot tudi regresijske probleme.
Metoda je cˇasovno zahtevnejˇsa od prej omenjenih, saj izgradnja modele po-
teka na dveh nivojih z uporabo vecˇ algoritmov. Rezultat stackinga je odvisen
od velikosti ucˇne mnozˇice, ki mora biti cˇim vecˇja [11]. Vendar pa v splosˇnem
daje boljˇse rezultate [4] kot najboljˇsa metoda na prvem nivoju.
Za implementacijo te metode smo porabili kodo iz programskega paketa
Orange in jo prilagodili uporabi algoritmov iz knjizˇnice scikit-learn. Za na-
povedovanje verjetnosti na prvem nivoju smo uporabili logisticˇno regresijo,
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nakljucˇni gozd ter metodo Gradient Boosting. Napovedi smo na drugem
nivoju zdruzˇili z logisticˇno regresijo.
2.3 Izbira parametrov metod uvrsˇcˇanja
Pri klasifikaciji je poleg izbire primerne metode pomembno tudi nastavljanje
parametrov. Rezultati logisticˇne regresije so odvisni na primer od stopnje
regularizacije, pri nakljucˇnem gozdu pa od sˇtevila dreves. Izbor optimalnih
parametrov metode in gradnja modela sta del razvoja napovednega modela,
zato je potrebno za postopka uporabiti neodvisni ucˇni mnozˇici. V naspro-
tnem primeru lahko pride do prevelikega prilagajanja ucˇni mnozˇici in s tem
slabega rezultata na novih primerih.
V diplomski nalogi smo iz ucˇne mnozˇice vzeli 20% vseh primerov in jih
uporabili za izbiro parametrov. Izbrali smo tiste parametre, pri katerih smo s
precˇnim preverjanjem (opisan v poglavju 2.4.1) dobili v povprecˇju najboljˇse
rezultate. Delo nam je poenostavila knjizˇnica scikit-learn, ki ima zˇe imple-
mentirane potrebne metode za opisan postopek. Tako smo denimo izbrali
najboljˇse parametre logisticˇne regresije z uporabo metode GridSearchCV, ki
vsebuje atribut best params :
lr_params = {’penalty ’: [’l1’, ’l2’],
’C’: [0.1, 0.5, 1, 10, 100, 500, 1000]}




Programska koda nam izpiˇse parametre, ki so s 5-kratnim precˇnim preverja-
njem dosegli najviˇsjo mero AUC, ki je opisana v poglavju 2.4.4.
2.4 Vrednotenje
Klasifikacijske tehnike ocenjujemo z merami uspesˇnosti. Poznamo vecˇ pristo-
pov ocenjevanja uspesˇnosti, pri katerih je zelo pomembno, da uspesˇnost nikoli
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ne ocenjujemo na ucˇnih primerih. Uporabiti je potrebno primere, ki sˇe niso
bili uporabljeni v postopku izdelave napovednega modela. Veliko mnozˇico
primerov lahko razdelimo na ucˇno in testno, vendar pa s tem zmanjˇsamo
sˇtevilo ucˇnih primerov in posledicˇno dobimo manj tocˇen napovedni model.
Eden od pristopov ocenjevanja uspesˇnosti, ki smo ga uporabili v diplom-
ski nalogi, je precˇno preverjanje [10] (angl. cross validation, CV). Uspesˇnost
napovednih modelov smo ocenjevali s klasifikacijsko tocˇnostjo (angl. classi-
fication accuracy, CA), mero F1 in AUC (angl. area under the curve).
2.4.1 Precˇno preverjanje
Tehnika k-kratnega precˇnega preverjanja (angl. k-fold cross validation) mno-
zˇico primerov razdeli na k enako velikih mnozˇic. Lahko se uporablja za
testiranje ali izbiro optimalnih parametrov. Poteka v k korakih (kot prikazuje
slika 2.2), kjer v vsakem koraku izberemo eno mnozˇico za testiranje, vse ostale
pa za izgradnjo modela.
Slika 2.2: 3-kratno precˇno preverjanje mnozˇice s 30 elementi.
V diplomski nalogi smo uporabili 5-kratno precˇno preverjanje pri izbiri
optimalnih parametrov posamezne klasifikacijske metode in 10-kratno precˇno
preverjanje pri testiranju rezultatov. Uporabili smo nakljucˇno izbiranje pri-
merov iz celotne mnozˇice in ne zaporedne, kot prikazuje zgornja slika 2.2.
Primer gradnje modela in napovedovanja znotraj precˇnega preverjanja po-
daja programska koda, ki smo jo uporabili pri vrednotenju rezultatov:
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kf_total = cross_validation.KFold(len(X),
n_folds =10, shuffle=True , random_state =42)




Klasifikacijska tocˇnost predstavlja delezˇ pravilno napovedanih primerov. Izra-




kjer TP predstavlja sˇtevilo pravilno napovedanih pozitivnih (angl. true posi-
tive), TN pa pravilno napovedanih negativnih primerov (angl. true negative).
Poznamo boljˇse mere, saj je uspesˇnost klasifikacijske tocˇnosti odvisna od ver-
jetnosti bolj verjetnega razreda. Vseeno smo jo uporabili, saj jo nekatere
dosedanje raziskave na podrocˇju napovedovanja uspesˇnosti na Kickstarter-ju
kot edino navajajo v svojih porocˇilih.
2.4.3 Mera F1
Mera F1 zdruzˇuje dve meri - natancˇnost (angl. precision) in priklic (angl.
recall), ki ju lazˇje razumemo z uporabo kontingencˇne tabele, ki jo prikazuje
tabela 2.1. Natancˇnost predstavlja delezˇ pravilno napovedanih pozitivnih
primerov (Pr = TP
TP+FP
), priklic pa delezˇ pravilno negativnih (Re = TP
TP+FN
).
Mero F1 lahko interpretiramo kot utezˇeno povprecˇje natancˇnosti (oznacˇe-
no s Pr) in priklica (oznacˇeno z Re) in jo izracˇunamo po formuli:
F1 = 2 ∗ Pr ∗Re
Pr +Re
Najboljˇsa mozˇna klasifikacija dosega mero F1 = 1. Pri klasifikaciji, ki vse
primere napove napacˇno, pa velja F1 = 0.
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Mera AUC nam pove, kako dobro nam napovedni model locˇi pozitivne in
negativne napovedi. Izracˇuna se kot delezˇ povrsˇine pod krivuljo ROC (angl.
area under ROC curve, AUC). Predstavlja verjetnost, da model za nakljucˇno
izbrani pozitivni primer napove vecˇjo verjetnost pripadnosti pozitivnemu ra-
zredu kot nakljucˇno izbranemu negativnemu primeru. Boljˇsi klasifikatorji
imajo torej viˇsji AUC. Nakljucˇni klasifikator ima AUC = 0, 5 in je na sliki
2.3 oznacˇen s cˇrtkano cˇrto.
Slika 2.3: Primer krivulje ROC.
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Krivulja ROC ima na vodoravni asimptoti delezˇ napacˇno uvrsˇcˇenih po-
zitivnih primerov (angl. FP rate), na navpicˇni pa delezˇ pravilno uvrsˇcˇenih
pozitivnih primerov (angl. TP rate).
Za klasifikacijsko tocˇnost, mero F1 in AUC smo uporabili knjizˇnico scikit-
learn, ki nam omogocˇa enostavno uporabo ocenjevanja tocˇnosti napovednih
modelov. Primer prikazuje izracˇun mere AUC za testne podatke znotraj
precˇnega preverjanja:
fpr , tpr , thresholds = metrics.roc_curve(y[test],
rfc.predict(X[text]), pos_label =1)
auc = metrics.auc(fpr , tpr)
Poglavje 3
Eksperimenti in diskusija
Modele gradimo z razlicˇnimi tehnikami iz ucˇnih podatkov, ki so predsta-
vljeni z atributi. Za napovedovanje razreda je tako poleg izbire uspesˇnih
tehnik kljucˇnega pomena tudi izbira ucˇnih podatkov. Podatki so sestavljeni
iz primerov, ki jih opiˇsemo z mnozˇico atributov X in vrednostjo razreda
y, v katerega pripada. Za klasifikacijske probleme je za izgradnjo uspesˇnih
napovednih modelov potrebno pridobiti cˇim vecˇ primerov in jih opisati z
atributi od vrednosti katerih je odvisna vrednost razreda. V tem poglavju
zato zacˇnemo z opisom podatkov, potem pa nadaljujemo z izbiro parametrov
ucˇnih metod, uporabi teh na podatkih, vrednotenju in diskusiji o rezultatih.
3.1 Podatki
Pridobili smo podatke 25.250 zakljucˇenih kampanij na Kickstarter-ju. V
podatke smo vkljucˇi samo projekte, katerih kampanija je zˇe zakljucˇena in je
mocˇ dolocˇiti njeno uspesˇnost. Delezˇ uspesˇnih kampanij se je v zadnjih letih
zmanjˇsal za vecˇ kot 5%, zato smo zˇeleli pridobiti aktualne podatke. Tako
smo pridobili le projekte, ki so bili ustvarjeni v letu 2014 ali kasneje, kot
prikazuje tabela 3.1.
Tabela 3.1 prikazuje, da je bilo 8.645 pridobljenih projektov uspesˇnih oz.
so pridobili financˇna sredstva. Delezˇ uspesˇnih v nasˇi ucˇni mnozˇici znasˇa
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Tabela 3.1: Sˇtevilo projektov v zbranih podatkih po letih.
Uspesˇen Neuspesˇen Delezˇ uspesˇnih(%)
2014 3695 5232 41.4
2015 4145 9690 30.0
2015 805 1683 32.4
skupaj 8645 16605 34.2
34,2% in se le za 2% razlikuje od celotne uspesˇnosti projektov na platformi,
ki smo jo navedli v uvodnem poglavju.
Pri pridobivanju podatkov smo se omejili na 6 od skupno 15 kategorij
projektov. Posamezna kategorija je razdeljena na podkategorije. Tabela 3.2
prikazuje teh 6 kategorih in njihovih 29 podkategorij.
Tabela 3.2: Kategorije in podkategorije nasˇih projektov.
Kategorije in podkategorije
Technology Art Design
3D Printing Digital Art Graphic Design
Apps Illustration Product Design
Camera Equipment Painting
DIY Electronics Performance Art Games
Fabrication Tools Sculpture Tabletop Games
Flight









Med izbrane kategorije smo uvrstili tudi tehnologijo, saj je za nas racˇunalnicˇar-
je najbolj zanimivo podrocˇje. Ostale smo izbrali nakljucˇno. Imamo kategorije
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z velikim sˇtevilom projektov kot tiste z malo. Tako smo izbrali kategorijo
filma in videa (angl. Film and Video), ki je glede na podatke z uradne strani1
najbolj popularna kategorija na Kickstarter-ju z vecˇ kot 50.000 projekti.
Uspesˇnost posameznega projekta, ki smo ga pridobili iz platforme, smo
izracˇunali na podlagi vrednosti zˇelene zbrane vsote in pridobljenega denarja.
Razred projekta, kjer so pridobili vecˇ denarja od predhodno zastavljenega
cilja, smo oznacˇili z vrednostjo y = 1. Kampanije, ki niso pridobile financi-
ranja, so dobile vrednost razreda y = 0.
V cˇasu od pricˇetka dela na diplomski nalogi se je na platformi Kickstarter
pojavilo vecˇ kot 10.000 novih projektov. Za koncˇno testiranje napovednih
modelov smo zato lahko pridobili testno mnozˇico novih 1.248 projektov, ki
so svoje kampanije zakljucˇili v mesecu aprilu ali maju 2016. Pri izboru
projektov smo se omejili na kategorije in podkategorije, ki so predstavljene
v tabeli 3.2. Delezˇ uspesˇnih novo pridobljenih projektov znasˇa 40%.
3.1.1 Atributni opis projektov
Vsak projekt v nasˇi ucˇni in testni mnozˇici smo opisali z 20 atributi, katerih
vrednosti smo pridobili s strani projektov na Kickstarter-ju. Izlusˇcˇili smo
jih skladno s postopkom opisan v poglavju 2.1 iz razlicˇnih mest na strani
posamezne kampanije. Ciljna vsota, trajanje kampanije, podatki o nagradah,
kategorije projekta so znacˇilni tudi za druge portale mnozˇicˇnega financiranja
(IndiGoGo2, RocketHub3). Uporabili smo le podatke, ki so objavljeni pri
vseh projektih, neodvisno od uspesˇnosti kampanije.
Nekateri podatki projektov (lokacija, kategorija, mesec in leto) vsebujejo
vecˇ mozˇnih vrednosti, zato smo za potrebe algoritmov strojnega ucˇenja za
vsako ustvarili nov atribut. Podatek o lokaciji vsebuje kratico drzˇave, v
katerem projekt nastaja, in vsebuje 227 razlicˇnih vrednosti. Ker smo zˇe ob





smo ga zaradi cˇasovne neucˇinkovitosti izlocˇili. Tako smo za gradnjo modelov
uporabili 59 atributov, ki jih prikazuje tabela 3.12. Slike 3.1, 3.2 in 3.3
prikazujejo, kje na strani se nahajajo vrednosti pridobljenih atributov.
Tabela 3.3: Atributi, ki smo jih uporabili za gradnjo modelov.
Atributi
ciljna vsota trajanje dolzˇina naslova
sˇt. nagrad najmanjˇsa donacija najvecˇja donacija
podkategorija (29) prisotnost na FB sˇt. kampanij
sˇt. podprtih kampanij sˇt. znakov v opisu avtorja sˇt. videoposnetkov
prisotnost videa sˇt. znakov v opisu sˇt. slik
mesec (12 atributov) in leto (3 atributi) nastanka kampanije
1. Ciljna vsota donacij: Vsota denarja, ki jo ustvarjalec projekta skusˇa
dosecˇi v kampaniji. Podana je v razlicˇnih valutah. Vse atribute, ki so
v dolocˇeni valuti, smo pretvorili v ameriˇske dolarje.
2. Trajanje zbiranja denarja: Cˇas zbiranja donacij je omejen in ga
dolocˇi ustvarjalec projekta. Atribut je oznacˇen na sliki 3.3.
3. Sˇtevilo znakov v naslovu: Bolj brani cˇlanki na spletu imajo tipicˇno
krajˇse naslove [9]. S tem atributom smo preverili, cˇe ta lastnost velja
tudi za projekte na Kickstarter-ju.
4. Sˇtevilo predlaganih nagrad: Ustvarjalci na strani projekta objavijo
razlicˇne mozˇne zneske donacij. Za vsako obljubijo nagrado, ki pripada
investitorju.
5. Najvecˇja in najmanjˇsa donacija: Mozˇne donacije imajo tipicˇno
razlicˇne vrednosti med $1 in $10000. Z atributoma najvecˇje in naj-
manjˇse donacije smo opisali razpon donacij, ki ga projekt ponuja.
6. Podkategorija projekta: Delezˇ uspesˇnih projektov se razlikuje med
podkategorijami. Zato smo ustvarili 29 atributov, kjer vsak predstavlja
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Slika 3.1: Primer dela spletne strani projekta Pabble in nekateri osnovni po-
datki: (1) ciljna vsota, (3) naslov projekta, (4) ter (5) podatki o predlaganih
nagradah, (7) podatki o lokaciji projekta, (9) sˇtevilo objav projekta in (10)
sˇtevilo komentarjev.
eno podkategorijo. Ker posamezen projekt spada le v eno kategorijo,
je le en atribut od 29 razlicˇen od 0 oz. enak 1.
7. Lokacija projekta: Na Kickstarter-ju so projekti iz razlicˇnih delov
sveta in zanimalo nas je, cˇe je uspeh kampanije odvisen od drzˇave,
kjer projekt nastaja. Pri vsakem projektu smo izlusˇcˇili ime drzˇave in
ustvarili smo 227 atributov, saj smo pridobili projekte iz 227 drzˇav
sveta.
8. Mesec in leto zacˇetka kampanije: Po porocˇanju portala Genius
Games4 je uspeh projekta na Kickstarter-ju odvisen od meseca, v ka-
terem se odvija kampanija. Ker se skozi leta zmanjˇsuje delezˇ uspesˇnih
projektov, smo kot atribut vzeli tudi leto, v katerem se je odvijala kam-




9. Sˇtevilo objav o dejavnostih projekta: Ustvarjalci projektov imajo
mozˇnost, da objavijo stanje oz. napredek projekta. S tem obvestijo
trenutne investitorje in skusˇajo pridobiti nove. Gre za celosˇtevilski
atribut vecˇji ali enak 0.
10. Sˇtevilo komentarjev: Trenutni in potencialni investitorji lahko s
pomocˇjo komentarjev zastavijo vprasˇanje ustvarjalcem projekta. Ob-
sega enake vrednosti kot atribut sˇtevila objav projekta.
Slika 3.2: Primer dela spletne strani s podatki o ustvarjalcu projekta Pabble:
(11) podatek o prisotnosti na Facebook-u, (12) podatek o sˇtevilu dosedanjih
ter podprtih kampanij in (13) opis avtorja projekta.
Za vsak projekt smo pridobili tudi atribute ustvarjalca. Podatki ustvar-
jalca se nahajajo na locˇeni strani. Primer podatkov o avtorju najbolj dono-
snega projekta na Kickstarter-ju Pabble prikazuje slika 3.2.
11. Prisotnost avtorja na Facebook-u: Binarni atribut, ki dolocˇa, ali
ima avtor oz. ekipa dolocˇenega projekta stran na Facebook-u.
12. Sˇtevilo dosedanjih projektov in sˇtevilo projektov, ki jih je av-
tor podprl: Iz podatkov o ustvarjalcu lahko pridobimo podatek o tem,
koliko projektov je zˇe imel na Kickstarter-ju in koliko projektov drugih
avtorjev na Kickstarter-ju je avtor do sedaj zˇe podprl. Oba atributa
imate vrednosti iz mnozˇice naravnih sˇtevil N.
13. Sˇtevilo znakov v opisu ustvarjalca: Dolzˇina opisa se med ustvar-
jalci precej razlikuje. Nekateri avtorji opisa sploh ne dodajo, kar je
lahko vzrok za slabsˇo uspesˇnost kampanije.
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Preko predstavitve projekta na Kickstarter-ju ustvarjalci navezˇejo stik s
potencialnimi podporniki. Opis projekta je zelo pomemben za pridobivanje
novih investitorjev, zato smo v izbor dodali atribute opisa projekta. To so
storili tudi na projektu KickPredict [1]. Ugotovili so, da video in slike spadata
med najpomembnejˇse atribute napovedovanja uspesˇnosti.
Slika 3.3: Primer dela spletne strani z opisom projekta Pabble: (2) trajanje
kampanije, (8) podatek o mesecu in letu zacˇetka kampanije, (14) videopo-
snetek, (15) besedilo projekta in (16) slike.
14. Sˇtevilo videoposnetkov, prisotnost videa: V opisu besedila lahko
avtor projekta umesti vecˇ videoposnetkov, s katerimi predstavi svoj
izdelek ali storitev. Na uradni strani Kickstarter porocˇajo o vecˇji
uspesˇnosti projektov, ki vsebujejo videoposnetke5. Atribut sˇtevilo vi-
deoposnetkov vsebuje vrednosti naravnih sˇtevil N. Prisotnost videa
ima za vse projekte, ki imajo videoposnetek, vrednost 1, za ostale 0.
15. Sˇtevilo znakov opisa projekta: Preverili smo, cˇe dolzˇina besedila v
opisu vpliva na uspesˇnost kampanije. Atribut predstavlja sˇtevilo zna-
5http://kck.st/24VxT3H
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kov, iz katerih je sestavljen opis projekta, in vsebuje vrednosti naravnih
sˇtevil N.
16. Sˇtevilo slik: Poleg besedila se v opisu pojavijo slike. Ker se sˇtevilo slik
med projekti razlikuje, bi lahko ta atribut vplival na uspeh projektov.
Pri porocˇanju o uspesˇnosti klasifikacijskih modelov smo izpustili dve znacˇi-
lki in vzeli le tiste, ki so definirane zˇe pred zacˇetkom kampanije. Podatek o
sˇtevilu komentarjev in o porocˇanju izvajanja projekta ni znan pred zacˇetkom
same kampanije. Znacˇilki smo uporabili le pri gradnji modela, ki smo ga
uporabili za primerjavo z raziskavo iz Tehnolosˇkega insˇtituta iz George [12].
3.2 Eksperimenti
Iz pridobljenih podatkov smo gradili napovedne modele. Njihovo tocˇnost smo
ocenili na dva nacˇina. V prvem, ki je opisan v razdelku 3.2.2, smo rezultate
ocenili z 10-kratnim precˇnim preverjanjem. Pri drugem pa smo za izgradnjo
modela uporabili celotno ucˇno mnozˇico, za testno mnozˇico pa vzeli projekte,
ki so nastali med izdelavo projektne naloge. Rezultati testiranj z novimi
projekti so opisani v razdelku 3.2.4. Pri obeh nacˇinih testiranja smo izdelali
napovedne modele z razlicˇnimi metodami strojnega ucˇenja in jih primerjali
med seboj.
3.2.1 Izbira parametrov
Pred izgradnjo modelov smo iz ucˇne mnozˇice izlocˇili 20% podatkov in jih
uporabili za izbiro vrednosti parametrov. Teh 20% podatkov potem nismo
uporabili ne v precˇnem preverjanju ne pri gradnji koncˇnih modelov. Na-
bor mozˇnih parametrov po posameznih metodah strojnega ucˇenja prikazuje
tabela 3.4. Vrednosti ostalih parametrov nismo spreminjali.
Izvedli smo postopek, ki je opisan v poglavju 2.3. Postopek tipicˇno izbere
parametre, ki jih prikazuje tabela 3.5. Pri logisticˇni regresiji se za najboljˇsi
tip regularizacije izkazˇe ridge regression (zaradi uporabe kvadratne fukcije
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Tabela 3.4: Parametri metod in njihove mozˇne vrednosti.
Metoda Parameter Nabor vrednosti
Logisticˇna regresija
Tip regularizacije l1, l2
Stopnja regularizacije
0.1, 1, 10, 100, 250,
500, 750, 1000
Nakljucˇni gozd Sˇtevilo dreves
10, 100, 500, 1000,
2500, 5000, 7500, 10000
Gradient Boosting Sˇtevilo iteracij
1, 10, 100, 250,
500, 750, 1000
se oznacˇuje z l2) s stopnjo regularizacije λ = 2000. V nasˇem primeru dobi
nakljucˇni gozd najboljˇse rezultate, cˇe je sestavljen iz 5.000 dreves, metoda
Gradient Boosting pa se najbolje obnese po 100 iteracijah.
Tabela 3.5: Izbrani parametri.
Metoda Parameter Izbrana vrednost
Logisticˇna regresija Tip regularizacije l2
Stopnja regularizacije 2.000
Nakljucˇni gozd Sˇtevilo dreves 5.000
Gradient Boosting Sˇtevilo iteracij 100
Izbiro parametrov smo poskusili narediti tudi z vecˇjim delezˇem podat-
kov, vendar se izbira parametrov in koncˇen rezultat napovednih modelov ni
spremenil.
3.2.2 Vrednotenje s precˇnim preverjanjem
Preostalih 80% primerov iz ucˇne mnozˇice, ki jih nismo uporabili za izbiro
parametrov, smo uporabili za vrednotenje modelov z 10-kratnim precˇnim
preverjanjem. Nabor podatkov za testiranje s precˇnim preverjanjem je tako
vseboval 20.200 primerov. Dobili smo rezultate, ki jih prikazuje tabela 3.6.
Rezultate testiranih metod smo primerjali med seboj. Pomagali smo si
26 Benjamin Novak
Tabela 3.6: Rezultati z 10-kratnim precˇnim preverjanjem.
Metoda CA F1 AUC
Logisticˇna regresija 0.81 0.70 0.89
Nakljucˇni gozd 0.84 0.76 0.92
Gradient Boosting 0.84 0.76 0.92
tudi z ROC krivuljami, ki jih prikazujeta sliki 3.4 in 3.5. Najboljˇse rezultate
Slika 3.4: Primerjava ROC krivulj med metodami.
smo dobili z metodo Gradient Boosting in metodo nakljucˇni gozd. Obe smo
uporabili pri metodi stacking za napovedovanje verjetnosti na prvem nivoju.
Dodali smo tudi metodo Extra trees, ki je podobna nakljucˇnemu gozdu.
Razlikuje se pri gradnji dreves, saj ima metoda Extra trees vecˇjo nakljucˇnost
delitve v listih in je zato primerna za uporabo v metodi stacking. Napovedi
smo zdruzˇili z logisticˇno regresijo na drugem nivoju in dobili rezultat, ki ga
prikazuje tabela 3.7.
Metoda stacking v nasˇem primeru le malenkost izboljˇsa napovedni model
in s tem mere, s katerimi ocenimo njegovo uspesˇnost. Nepravilno napove
2.385 od 20.200 primerov, kot prikazuje tabela 3.8. Opazimo, da je delezˇ
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Slika 3.5: Povecˇana ROC krivulja.
Tabela 3.7: Rezultati pri metodi stacking z 10-kratnim precˇnim preverjanjem.
Metoda CA F1 AUC
Stacking 0.85 0.77 0.92
napacˇno napovedanih pozitivnih primerov vecˇji v primerjavi z napacˇno na-
povedanimi negativnimi primeri. Slika 3.6 prikazuje verjetnost pripadnosti
pozitivnemu razredu napacˇno negativnih primerov (angl. false nagative, FN).
Povprecˇna vrednost napovedane verjetnosti v tem primeru znasˇa 26%, pri
napacˇno pozitivnih primerih (angl. false positive, FP) pa 70%. Verjetnosti
slednjih so prikazane na sliki 3.7.
Delezˇ napacˇno klasificiranih primerov se mocˇno razlikuje glede na podka-
tegorije primerov. Kot je prikazano v tabeli 3.9, je delezˇ napacˇno uvrsˇcˇenih
primerov v kategorijah z velikim sˇtevilom projektov tipicˇno manjˇsi. Na drugi
strani pa so podkategorije z malo projekti manj uspesˇne.
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Slika 3.6: Porazdelitev verjetnosti napacˇno negativnih primerov.
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Slika 3.7: Porazdelitev verjetnosti napacˇno pozitivnih primerov.
Tabela 3.9: Napacˇne napovedi metode stacking po podkategorijah z vecˇ kot
400 pridobljenimi projekti.
Kategorija Sˇt. projektov Napacˇne napovedi Delezˇ
Narrative Film 474 112 0.24
Illustration 589 119 0.20
DIY Electronics 414 75 0.18
Wearables 614 112 0.18
Hardware 1666 289 0.17
Painting 662 115 0.17
Webseries 807 138 0.17
Animation 433 70 0.16
Documentary 1570 230 0.15
Gadgets 1447 213 0.15
Crafts 1663 215 0.13
Product Design 2221 267 0.12
Shorts 862 70 0.08
Software 1463 96 0.07
Tabletop Games 1559 109 0.07
Apps 3018 136 0.05
Web 2460 127 0.05
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3.2.3 Primerjava z referencˇno sˇtudijo
V nasˇi nalogi smo projekt opisali z atributi, katerih vrednosti so znane zˇe pred
pridobivanjem investitorjev. Pri pregledu podrocˇja smo opazili, da raziskava
iz Tehnolosˇkega insˇtituta iz George [12] uporablja dve znacˇilki, ki se med
kampanijo spreminjata. To sta podatka o sˇtevilu komentarjev in sˇtevilu
objav o izvajanju projekta. Podatka pred zacˇetkom same kampanije nista
znana in njuna vrednost je zelo odvisna od uspeha kampanije. Atributa
zato ne sodita v nabor ustreznih parametrov, vendar pa smo ju dodelili med
podatke za primerjavo z omenjeno sˇtudijo. S tem smo pokazali, da se tocˇnost
napovednih modelov zelo povecˇa, kot prikazuje tabela 3.10.
Tabela 3.10: Rezultati z 10-kratnim precˇnim preverjanjem z dodanima atri-
butoma sˇtevilo komentarjev in sˇtevilo objav o izvajanju projekta.
Metoda CA F1 AUC
Logisticˇna regresija 0.90 0.86 0.96
Nakljucˇni gozd 0.92 0.89 0.98
Gradient Boosting 0.93 0.90 0.98
Klasifikacijska tocˇnost in mera F1 klasifikacijskih modelov sta se namrecˇ
povecˇale za vecˇ kot 10% in tako v omenjeni raziskavi posledicˇno porocˇajo o
previsoki klasifikacijski tocˇnosti napovednih modelov, ki znasˇa 85% z uporabo
osnovnih atributov projekta.
3.2.4 Vrednotenje na novih projektih
Napovedovali smo tudi uspesˇnost projektov, ki so nastali po zacˇetku izdelave
diplomske naloge. Pri gradnji modela smo uporabili podatke, ki so opisani v
poglavju 3.1. Najboljˇse rezultate, ki jih prikazuje tabela 3.11 in slika krivulje
ROC 3.8, smo dobili pri logisticˇni regresiji, nakljucˇnem gozdu in metodi Extra
trees.
Vse tri metode smo uporabili pri metodi stacking za napovedovanje ver-
jetnosti na prvem nivoju in jih zdruzˇili z logisticˇno regresijo na drugem
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Tabela 3.11: Rezultati novih projektov na Kickstarter-ju.
Metoda CA F1 AUC
Logisticˇna regresija 0.77 0.77 0.90
Nakljucˇni gozd 0.78 0.77 0.90
Extra trees 0.85 0.81 0.93
Slika 3.8: Primerjava ROC krivulj med metodami.
nivoju. Stacking ni izboljˇsal rezultate metode Extra trees, ki je od 1.248
napacˇno klasificirala 177 primerov. Sedeminpetdeset primerov je klasifika-
tor napacˇno oznacˇil za pozitivne. Slika 3.9 prikazuje porazdelitev verjetno-
sti napacˇno napovedanih pozitivnih primerov. Ostalih 120 primerov pa je
napacˇno oznacˇenih kot negativni. Napovedni model jim je napovedal verje-
tnosti pripadnosti pozitivnemu razredu, ki so prikazane na sliki 3.10.
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Slika 3.9: Napovedane verjetnosti napacˇno negativnih primerov.
Slika 3.10: Napovedane verjetnosti napacˇno pozitivnih primerov.
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3.3 Diskusija
Za napovedovanje uspesˇnosti projektov na Kickstarter-ju smo uporabili algo-
ritme strojnega ucˇenja za klasifikacijo. Ti gradijo razlicˇne napovedne klasi-
fikacijske modele, ki pri napovedovanju razlicˇno utezˇijo pasamezne atribute.
Kot prikazuje tabela 3.12, je ciljna vsota donacij (opisan kot prvi atribut)
najpomembnejˇsi atribut pri logisticˇni regresiji, saj ima najvecˇjo utezˇ po iz-
gradnji napovednega modela. Sledi sˇtevilo dosedanjih podprtih projektov,
sˇtevilo slik v projektu, pripadnost posamezni kategoriji in atributi ponujenih
donacij ter pripadajocˇih nagrad.
Tabela 3.12: Atributi z najvecˇjimi utezˇmi pri logisticˇni regresiji.
Atribut Utezˇ
ciljna vsota -23.40
sˇt. podprtih projektov 0.74
sˇt. slik v opisu 0.51
kategorija 332 -0.45
sˇt. ponujenih nagrad 0.45
kategorija 342 -0.36
znesek najmanjˇse donacije -0.35
prisotnost videa 0.35
kategorija 28 0.29
sˇt. znakov v opisu 0.28
trajanje kampanije -0.27
Nakljucˇni gozd in metoda Extra trees, implementirana v knjizˇnici scikit-
learn, ponujata mozˇnost pogleda najpomembnejˇsih atributov. Najpomemb-
nejˇse atribute nakljucˇnega gozda prikazuje slika 3.11. Najpomembnejˇsi atri-
but je sˇtevilo dosedanjih podprtih projektov avtorja in je pomembnejˇsi od
ciljne vsote. Atributi kategorij so manj pomembni kot pri logisticˇni regresiji.
Podobno velja tudi za metodo Extra trees, kjer je ciljna vsota sˇele 6 najbolj
pomemben atribut. Najpomembnejˇse atribute te metode prikazuje slika 3.13.
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Slika 3.11: Najpomembnejˇsi atributi metode nakljucˇni gozd.
Slika 3.12: Najpomembnejˇsi atributi metode Extra trees z oznacˇenim stan-
dardnim odklonom ocene pomembnosti.
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Tabela 3.13: Najpomembnejˇsi atributi glede na mesto uvrsˇcˇenosti v logisticˇni
regresiji (LR), nakljucˇnem gozdu (RF) in metodi Extra trees (ET).
Uvrsˇcˇenost
Atribut LR RF ET
ciljna vsota 1. 2. 6.
podprti projekti avtorja 2. 1. 2.
sˇt. slik v opisu 3. 3. 1.
sˇt.ponujenih nagrad 5. 5. 4.
prisotnost videa 8. 13. 8.
sˇt. znakov v opisu 10. 4. 5.
trajanje kampanije 11. 9. 11.
znesek najvecˇje investicije 17. 6. 7.
3.3.1 Pomembne znacˇilke
Iz podatkov o pomembnosti atributov posameznih metod opazimo, da med
najpomembnejˇse spadajo atributi, ki so prikazani v tabeli 3.13. Od vrednosti
teh atributov je odvisen uspeh projekta na Kickstarter-ju.
Pridobljeni podatki projektov iz Kickstarter-ja imajo povprecˇno vrednost
ciljne vsote uspesˇnih kampanij 15.638$, neuspesˇnih pa kar 94.048$. Povprecˇni
vrednosti se precej razlikujeta, saj je med neuspesˇnimi projekti kar nekaj
taksˇnih, ki so poskusˇali zbrati nekaj milijonov ameriˇskih dolarjev. Podatki
zbranih projektov kazˇejo, da so projekti, ki zbirajo manjˇse vsote denarja,
tipicˇno bolj uspesˇni. Sˇtevilo uspesˇnih (oznacˇeno z rdecˇo) in neuspesˇnih kam-
panij (oznacˇeno z modro) glede na ciljno vsoto denarja, ki jo projekt hocˇe
pridobiti, prikazuje slika 3.13. Delezˇ uspesˇnih kampanij, ki zbirajo manj kot
1.150$, denimo presega 50%. Pri tistih s ciljno vsoto viˇsjo od 56.000$ pa je
delezˇ uspesˇnih kampanij manjˇsi od 17%.
Podobno velja tudi za sˇtevilo projektov, ki jih je avtor projekta do sedaj
podprl. V tem primeru so tipicˇno bolj uspesˇne kampanije, kjer je sˇtevilo
taksˇnih projektov vecˇje. Kot kazˇe tabela 3.14, avtorji uspesˇnih projektov
povprecˇno podprejo skoraj 11 projektov vecˇ kot avtorji neuspesˇnih. Odvi-
snost atributa od uspesˇnosti projekta prikazuje slika 3.14. Uspesˇnost 14.046
36 Benjamin Novak
Slika 3.13: Sˇtevilo uspesˇnih in neuspesˇnih kampanij glede na zˇeleno ciljno
vsoto.





projektov, katerih avtorji niso podprli drugih projektov, znasˇa le 15,6%. Med
zbranimi projekti je tudi 1.508 projektov, katerih avtorji so podprli vecˇ kot
20 drugih projektov. Uspesˇnost taksˇnih projektov znasˇa 84,9%.
Uspeh kampanije pa je odvisen tudi od podatkov v opisu projekta, po-
nujenih nagrad in trajanja kampanije. Uspesˇnost projektov, ki v opisu ne
vsebujejo slike, je denimo le 13,3%, uspesˇnost projektov z vecˇ kot 25 slikami
v opisu pa kar 70,5%. Porazdelitev uspesˇnih kampanij glede na sˇtevilo slik
v opisu prikazuje slika 3.15. Uspeh kampanije je odvisen tudi od sˇtevila
razlicˇnih donacij oz. sˇtevila nagrad in njihovih vsot. Kot prikazuje tabela
3.15, je sˇtevilo nagrad tipicˇno vecˇje pri uspesˇnih projektih. To velja tudi
za razpon mozˇnih donacij. Podatki v tabeli 3.15 kazˇejo, da so na platformi
Diplomska naloga 37
Slika 3.14: Uspesˇnost kampanij glede na sˇtevilo podprtih kampanij ustvar-
jalca projekta.
uspesˇnejˇsi projekti s krajˇso dobo trajanja, z daljˇsim opisom projekta, avtorji
uspesˇnih projektov pa imajo v povprecˇjo vecˇ izkusˇenj s projekti.
Med izdelavo naloge smo nasˇli objavo na portalu Genius Games6, v ka-
teri porocˇajo, da je uspeh projekta na Kickstarter-ju odvisen od meseca,
v katerem se odvija kampanija. Zato smo v nabor atributov vkljucˇili tudi
mesec kampanije. Pri analizi pomembnosti atributov nismo opazili, da bi
ta atribut kljucˇno vplival na rezultat nasˇih metod. Smo pa vseeno opazili
manjˇsi delezˇ uspesˇnih kampanij v mesecu juliju in avgustu, vendar pa razlika
ni tako ocˇitna, kot je prikazano v omenjeni objavi. Porazdelitev uspesˇnih in
neuspesˇnih projektov glede na mesec zacˇetka kampanije prikazuje slika 3.16.
V analizi projektov iz leta 2014, ko je omenjena raziskava nastala, smo opazili




Tabela 3.15: Podatki o uspesˇnih in neuspesˇnih projektih glede na vrednosti
atributov.






















Tabela 3.16: Delezˇ uspesˇnosti projektov glede na mesec zacˇetka kampanije.














Slika 3.15: Uspesˇnost kampanij glede na sˇtevilo slik v opisu projekta.
3.3.2 Primerjava pomembnih znacˇilk s sorodnimi deli
Raziskave na podrocˇju napovedovanja uspesˇnosti projektov na Kickstarter-ju
tipicˇno poleg podatkov na strani projekta uporabljajo tudi podatke socialnih
omrezˇij. Osredotocˇeni so predvsem na podatke na Twitterju, saj so javno
dostopni. Vendar pa so v raziskavi KickPredict iz Kalifornije [1] ugotovili,
da so podatki iz predstavitve projektov veliko bolj pomembni. V porocˇilu
porocˇajo, da so najpomembnejˇsi atributi: sˇtevilo podprtih projektov avtorja,
sˇtevilo dosedanjih projektov avtorja, prisotnost videa in ciljna vsota. Te atri-
bute smo tudi sami uvrstili med pomembne atribute, ki jih prikazuje tabela
3.13. O pomembnosti videa na strani projekta porocˇajo tudi v raziskavi iz
Tehnolosˇkega insˇtituta iz George [12]. Kot pomembne atribute navajajo sˇe
sˇtevilo ponujenih nagrad, povezanost avtorja s Facebook-om in sˇtevilo objav
o dejavnosti projekta, ki ga sami nismo uporabili, saj smo ga v razdelku
3.2.3 oznacˇili kot neprimernega. Nekateri atributi podkategorij in trajanje
kampanije imajo pri njihovem klasifikacijskem modelu nenicˇelno utezˇ.
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Slika 3.16: Histogram uspesˇnosti projektov glede na mesec zacˇetka kampa-
nije.
Nabor atributov se med posameznimi raziskavami precej razlikuje. Na
projektu univerze Stanford [2] in na projektu KickPredict iz Kalifornije [1]
so dinamicˇno napovedovali zˇe med potekom projekta na podlagi trenutno
zbranega denarja. V nasˇi diplomski nalogi smo uvrstili vse atribute, ki so jih
uporabile opisane raziskave, in dodali nove. Tako smo dodali sˇtevilo znakov v
opisu projekta in naslovu, atribute meseca in leta ter sˇtevilo videoposnetkov
v opisu. Izkazalo se je, da sta atributa dolzˇine opisa in naslova projekta bolj
pomembna kot atribut meseca in leta.
3.3.3 Porazdelitev verjetnosti uspesˇnosti kampanij
Pri vrednotenju s precˇnim preverjanjem je metoda stacking napacˇno negativ-
nim primerom napovedala razlicˇne napovedi, katerih porazdelitev prikazuje
slika 3.6. Opazimo, da je porazdelitev precej enakomerna. Pricˇakovali smo
vecˇji delezˇ napovedanih verjetnosti blizˇje meji 0.5, ki pa jih pri napacˇno nega-
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tivnih primerih ni. Boljˇse rezultate dobimo pri napacˇno pozitivnih primerih,
kjer sˇtevilo primerov v splosˇnem pada z vecˇanjem verjetnosti pripadnosti po-
zitivnemu razredu, kot prikazuje slika 3.7. Tako smo pri metodi stacking do-
bili manjˇse napake pri napacˇno pozitivnih primerih, saj imajo manjˇse sˇtevilo
napovedanih verjetnosti, ki dolocˇajo mocˇno pripadnost napacˇnemu razredu.
Zgosˇcˇene napovedne verjetnosti ob meji med razredoma opazimo tudi pri
porazdelitvi napacˇno pozitivnih in negativnih primerov pri vrednotenju na
novih projektih. Porazdelitve verjetnosti napacˇno negativnih in pozitivnih
primerov prikazujeta sliki 3.9 in 3.10. Uspesˇne porazdelitve verjetnosti pri-




V diplomskem delu smo napovedovali uspesˇnost projektov na Kickstarter-ju z
uporabo razlicˇnih metod klasifikacije. Z rezultati vrednotenja klasifikacijskih
modelov smo bili zelo zadovoljni, saj smo dosegli mero AUC viˇsjo od 0,9 in
boljˇso klasifikacijsko tocˇnost ob zacˇetku kampanije kot ostale raziskave na
tem podrocˇju, katerih rezultati so opisani v razdelku 1.1.
Med izdelavo diplomske naloge smo se naucˇili uporabe knjizˇnic za pri-
dobivanje podatkov iz spleta, obdelave podatkov, vizualizacije in strojnega
ucˇenja v programskem jeziku Python. Spoznali smo, da je pri napovednih
problemih kljucˇna izbira atributov, od katerih je odvisen razred, ki ga napo-
vedujemo.
Napovedovali smo na podlagi podatkov zakljucˇenih projektov, ki so do-
stopni zˇe pred zacˇetkom kampanije. Nasˇ napovedni model bi lahko izboljˇsali
z vkljucˇitvijo zanimivih jezikovnih znacˇilk s pomocˇjo dostopnih programov za
analizo jezika. Pri raziskavi iz George [12] so s programom LIWC analizirali
devet milijonov fraz, zbrali kot atribute najpomembnejˇse in tako za vecˇ kot
14% izboljˇsali klasifikacijsko tocˇnost njihovega napovednega modela. Atri-
butom jezika bi lahko dodali tudi atribut sˇtevila napak v opisu projekta. Z
dodajanjem atributov pa bi rasla cˇasovna zahtevnost gradnje in vrednotenja




V diplomsko nalogo bi lahko vkljucˇili tudi podatke o gibanju denarja skozi
cˇas, kar bi nam omogocˇilo napoved uspeha zˇe med samo kampanijo. V tem
primeru bi lahko kot nekatere dosedanje raziskave na tem podrocˇju vkljucˇili
tudi podatke o objavah na Twitterju. Tako bi dobili nove atribute o sˇtevilu
cˇivkov, njihovih odgovorih in sˇtevilu sledilcev.
Rezultat napovednih modelov bi lahko izboljˇsali z razsˇiritvijo ucˇne mnozˇice
z dodatnimi atributi. Na strani projekta na Kickstarter-ju se morda skriva
znacˇilka, ki je nismo opazili, vendar pa vpliva na uspesˇnost kampanije. Me-
nimo, da bi tocˇnost napovednih modelov lahko izboljˇsali z ucˇno mnozˇico, ki
bi vsebovala vecˇje sˇtevilo projektov.
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