A novel radio-frequency (RF) pulse design algorithm is presented that generates fast slice-selective excitation pulses that mitigate 
High-field MRI systems significantly increase signal-tonoise ratio (SNR) (1) , but in vivo imaging at high field is impeded by the presence of severe B 1 ϩ inhomogeneity (2) arising due to wavelength interference effects (3, 4) and tissue-conductive radio-frequency (RF) amplitude attenuation (5) . Inhomogeneity is also a concern at low field when structures such as the spine (6) and body (7) are imaged. When standard slice-selective RF excitation waveforms are used for imaging, B 1 ϩ inhomogeneity causes images to exhibit center brightening, spatial contrast variation, and SNR nonuniformity, despite the use of homogeneous volume RF excitation coils (3,4,8 -10) .
The three-dimensional (3D) RF pulse designs proposed in (11) (12) (13) describe a class of slice-selective pulses capable of mitigating B 1 ϩ inhomogeneity that offer improvements over high specific absorption rate (SAR) adiabatic pulses (14) and image postprocessing methods (15) . These pulses are played in the presence of echo-volumnar-like 3D gradients. They consist of modulated sinc-like pulse segments ("spokes") in the k z direction of excitation k-space positioned at locations in (k x , k y ). Spoke-based pulses are used in the small-tip-angle regime (16) , in which the sinclike RF depositions in k z produce slice-selectivity in z and the amplitude and phase modulation of each spoke in (k x , k y ) spatially tailors the excitation in (x, y) to mitigate the in-plane inhomogeneity. An ideal B 1 ϩ mitigation pulse excites the point-wise inverse of the inhomogeneity and yields a uniform magnetization; therefore, in practice, spoke modulation terms are chosen such that they produce an in-plane excitation that closely resembles the ideal one. Unlike a shimming approach, a spoke-based waveform does not flatten the B 1 ϩ field; rather, the gradient modulation of the excitation process is used to produce a uniform magnetization. The "standard slice-selective" pulse that we refer to throughout this work is equivalent to a singlespoke pulse whose spoke is located at the k-space origin.
In prior work, relatively few spokes have been used for inhomogeneity mitigation on single-channel (11) and multichannel parallel transmission systems (12, 13, (17) (18) (19) (20) . In all cases, work is performed at field strengths below 7T, where B 1 ϩ inhomogeneity in the brain is less severe, resembling a quadratic function in space (11) . In contrast, B 1 ϩ inhomogeneity at 7T exhibits significant spatial variation and is not quadratic (3, 4) . This means that spoke designs that utilize single-channel transmit systems and rely on quadratic assumptions about B 1 ϩ (11) are unlikely to mitigate brain inhomogeneity at 7T. Parallel excitation systems, on the other hand, are indeed useful for B 1 ϩ mitigation at high field, but are expensive in terms of hardware and complexity: each transmission channel requires an RF power amplifier as well as a SAR monitor. Based on the above, it is evident that a method is needed to design fast, slice-selective, B 1 ϩ mitigation pulses for use on high-field single-channel systems.
Since B 1 ϩ is highly nonuniform at 7T (3, 4) , one approach to mitigating it would be to extend prior spoke-based designs by placing a large number of modulated spokes throughout (k x , k y )-space, covering both low and high spatial frequencies. Unfortunately, placing many spokes leads to impracticably-long pulses. An alternate method is to compute the Fourier transform of the ideal in-plane excitation and place spokes in k-space where Fourier coeffi-cients are largest in magnitude (21) . Unfortunately, this tends to concentrate spokes around (kx ϭ 0 ⅐ ky ϭ 0) DC, analogous to a low-pass filter. Further, it places unneeded constraints on the design outside the given field of excitation (FOX) (e.g., outside the brain) and fails to account for the influence of the transmission profile. These problems reduce the Fourier method's ability to produce an excitation with enough spatial variation to mitigate the inhomogeneity. In response to this problem, we introduce here a novel method that determines a minimal number of spokes needed for B 1 ϩ mitigation within a specified FOX, producing short pulses that mitigate inhomogeneity at 7T; this is an extension of prior work (22, 23) . The method provides designers with control parameters that trade off B 1 ϩ mitigation with pulse duration. Given a B 1 ϩ map of the head, the algorithm finds the minimal number of spokes necessary to mitigate the inhomogeneity along with their placement in (k x , k y ) and their proper modulations. The algorithm, based on sparse approximation (24, 25) , enforces sparsity on the number of spokes allowed while encouraging those that remain to be placed and modulated in a way that maximizes B 1 ϩ mitigation in the least-squares sense. In this work, we demonstrate the capabilities of sparsity-enforced pulse design by performing mitigation experiments at 7T in a head-shaped phantom and the human brain.
MATERIALS AND METHODS

Transmit Profile, Receive Profile, and Flip Angle Map Estimation
Overview
At high field, the in-plane transmit and receive profiles of a system, B 1 ϩ (r) and B 1 -(r), exhibit significant variation across space, indexed by r. When a low-flip-angle pulse is transmitted, its nominal excitation, p(r), is multiplied (point-wise) by B 1 ϩ (r) to yield the actual magnetization to within a multiplicative constant. Applying a standard slice-selective excitation, |p(r)| ϭ 1, thus results in a nonuniform magnetization, proportional to |B 1 ϩ (r)p(r)| ϭ |B 1 ϩ (r)|. In contrast, an ideal mitigation pulse produces p(r) such that |B 1 ϩ (r)p(r)| is constant for all r in the FOX, i.e., the ideal |p(r)| equals |B 1 ϩ (r)| -1 to within a multiplicative constant. This pulse is ideal in the sense that it mitigates the magnitude of the inhomogeneity; it does not impose phase uniformity because the latter is not stringently required in most clinical imaging applications. Clearly then, to design a mitigation pulse we must first estimate the magnitude of the transmit profile. There are several ways to accomplish this (26 -31) . Here we fit a set of intensity images to a signal intensity equation.
Signal Intensity Equations
When a standard slice-selective pulse is played with transmit voltage V and an intensity image SI is generated via a gradient-recalled echo (GRE), the following holds:
where c is a catch-all gain constant, (r) is proton density, E 1 (r, TR) ϭ exp( -TR/T 1 (r)), and ␣(r) is the flip angle achieved in radians/volt. For a standard pulse, the latter term equals ␥|B 1 ϩ (r)|, where ␥ is the gyromagnetic ratio, is pulse duration, and |B 1 ϩ (r)| is in Tesla/volt (31, 32 (27) after the standard pulse, yielding [2] where R(r) ϭ (r)|B 1 -(r)| is the proton-density-weighted receive profile and q(r, TR) is implicitly defined. Equation [2] holds even for TR Ͻ T 1 (27) . Finally, consider a case where V is small enough such that V␣(r) is small everywhere and a reset pulse is not used; here, cos(V␣(r)) Ϸ 1 and sin(V␣(r)) Ϸ V␣(r), causing the (1 -E 1 (r, TR)) terms of Eq. [1] to cancel, yielding an intensity image L where
[3]
Equation [3] holds for any excitation pulse, not just a standard slice-selective one.
Estimating the Transmit Profile
If B 1 ϩ inhomogeneity is not severe, one may exploit Eq.
[2] to obtain ␣(r) (and subsequently |B 1 ϩ (r)|) simply by collecting two short-TR images with voltages V 1 and V 2 , where V 2 ϭ 2V 1 (using the reset pulse each time), dividing the magnitude of the second image by the first (pointwise), and taking the inverse cosine (27, 28) . This method relies on the voltages being large enough such that the flip angle across the FOX is no longer in the linear regime (i.e., such that sin(V␣(r)) V␣(r)). Unfortunately, when inhomogeneity is severe, the voltages V 1 and V 2 fail to produce flip angles that fall outside of the linear regime across the entire FOX, and as a result we find that at 7T, the doubleangle procedure consistently fails to produce stable B 1 ϩ (r) estimates at all spatial locations of interest. Therefore, we adopt a different approach: using the reset pulse each time, we vary V over a wide enough range to ensure that both low-flip and high-flip angles are achieved at each spatial location r and collect N short-TR images. For each r, we then fit the N corresponding intensity samples to Eq. [2] in the least-squares sense using the Powell (33) method; this obtains |B 1 ϩ (r)| in Tesla/volt as well as q(r, TR). The Vs are chosen such that, for each r, at least several of the N samples are in the large-tip-angle regime (29, 31) .
Estimating the Proton-Density-Weighted Receive Profile
Fitting the transmit profile yields ␣(r) and q(r, TR) as a byproduct, but obtaining the desired R(r) from q(r, TR) is nontrivial because the latter depends on T 1 . Instead, we collect a low-flip image without using the reset pulse, averaging multiple times, such that Eq. [3] holds and SNR is large. We divide this image (point-wise) by ␣(r) to obtain R(r) (to within a multiplicative constant).
Estimating the Flip Angle Map of Any Low-Flip-Angle Pulse
The weighted receive profile, R(r), does not depend on the excitation pulse. Exploiting this, we may estimate the flip angle map achieved by any pulse, even a nonstandard one such as a spoke-based mitigation waveform. First, we collect a low-flip image using a mitigation pulse (without using the reset pulse); the intensity of the resulting image thus obeys Eq. [3] . We then divide this image by the R(r) estimate to obtain a "postmitigation" flip angle map, ␣ m (r), giving us an estimate of the actual magnetization that arises when the mitigation pulse is played on the scanner (to within a multiplicative constant). We then judge mitigation performance by studying the uniformity of ␣ m (r).
Sparsity-Enforced Spoke Placement and RF Pulse Design
Overview
Once an estimate of the transmit profile is known, we may pursue our goal of exciting a thin uniform slice in the presence of the B 1 ϩ inhomogeneity. To achieve slice-selectivity, we will place sinc-like spokes in k z . To ensure excitation uniformity, we will place and modulate the spokes such that the magnitude of the resulting in-plane nominal excitation closely resembles the point-wise inverse of the transmit profile. Finally, to minimize pulse duration, we will use as few spokes as possible.
Small-Tip-Angle In-Plane Formulation
Assume we modulate the entire k ϭ [k x , k y ] T plane with some arbitrary amplitude and phase, (k), in the presence of the B 1 ϩ inhomogeneity S(r), where r ϭ [x, y] T . Also assume that the small-tip-angle approximation holds and that the main field, B 0 , is homogeneous. Thus a Fourier relation exists between the weights in k-space and the resulting transverse magnetization (16):
where m is the (approximate) transverse magnetization in radians and M 0 is the steady-state magnetization. We now discard the leading constants, discretize space at locations r i , i ϭ 1, . . ., N s within a chosen FOX, and discretize k-space at locations k i , i ϭ 1, . . ., N f . Applying the formalism of (34) to Eq. [4] yields m ϭ SF, [5] where m is an N s -element vector of samples of m(r), S an N s ϫ N s diagonal matrix containing samples of |S(r)| (we ignore profile phase), F an N s ϫ N f matrix where F(m, n) ϭ exp (irm ⅐ k n ), and an N f -element weight vector. The ith element of is the weight placed at k i . Equation [5] thus computes the excitation m(r) at a set of spatial locations that is produced by a complex-weighted grid of k-space points while accounting for S(r).
Determining Spoke Locations
One way to find weights to place in k-space to form a desired magnetization is as follows: find that minimizes ||d -m|| 2 , where d contains samples of the desired magnetization, d(r). In our work, all elements of d are equal to a fixed nonzero value because we want a uniform magnetization. One may use the pseudoinverse of SF, denoted (SF) † , to compute ϭ (SF) † d as an approximate solution, but this yields a dense (every element of is typically nonzero), implying that spokes should be placed at all N f candidate locations. In contrast, our goal is to find a sparse (one with many zeros) that still produces a uniform magnetization; this will reveal a small set of good locations at which to place spokes. One may consider searching over all possible spoke placements to find a sparse , but this is computationally infeasible even for small grids-it may be necessary to search up to 2 Nf -1 subsets of candidate k-space locations to find the sparsest that attains a desired residual error (35) . Clearly, a tractable approach is needed.
Fortunately, there is compelling evidence that requiring the L 1 -norm of to be small encourages to have many zero elements (24) . We apply this concept by regularizing the original problem and placing an L 1 penalty on . Specifically, we formulate a convex optimization that seeks out a sparse capable of producing a uniform magnetization:
The first term of Eq. [6] keeps the residual error down and ensures the magnetization is close to uniform; the second encourages to be sparse. The parameter trades off residual error with sparsity, or in other words, B 1 ϩ mitigation with the number of spokes (and hence pulse duration). To solve Eq. [6] , we first formulate it into a SecondOrder Cone program (25) and implement the latter in SelfDual Minimization (SeDuMi; http://sedumi.mcmaster.ca), a MATLAB toolbox.
Note that Eqs. [5] and [6] are unconstrained outside of the FOX because S and F are constructed from only those samples within the FOX (34) . Thus as Eq. [6] searches for good spoke locations (i.e., a sparse ), it incurs no penalty for introducing aberrations outside of the FOX. This freedom from unnecessary spatial constraints is why Eq. [6] is able to find a spoke placement pattern that is sparse yet still capable of exciting the desired pattern within the FOX.
With the proper choice of , Eq.
[6] finds a sparse whose majority of elements are zero (or close to zero) that produces a relatively-flat magnetization: the few elements of that are large in magnitude indicate good spoke locations, revealing a small set of points capable of producing the needed excitation. We now place T spokes at the k i s corresponding to the T largest-magnitude elements of ; T is thus another parameter trading off pulse duration with B 1 ϩ mitigation.
In Vivo B 1 ϩ Inhomogeneity Mitigation at 7T
Designing Gradients and the RF Pulse
We now know T locations in (k x , k y ) at which to place spokes. The T corresponding elements of do indeed suggest weights to place at each location, but they may be retuned to account for B 0 inhomogeneity. At this point, we do not know how to best retune them, nor do we know the best choice of gradients; i.e., how to best traverse k-space to visit and play a spoke at each location. We solve the latter problem with a genetic algorithm that seeks out a near-optimal minimal-length Euclidean path through the locations. Knowing this minimal-distance path lets us design gradients, G(t), to drive to each (k x , k y )-point in a way that minimizes pulse duration. The final step is to design the pulse. This involves choosing the slice thickness, fixing the type of spoke pulse segment (e.g., windowed sinc), and retuning the original T weights. As in Eq. [4] , the pulse and excitation are linearly related (16, 34) :
where b(t) is the RF waveform (volts), e j⌬B0(r)(t-L) the phase accrual due to main field inhomogeneity as defined by the field map ⌬B 0 (r) (radians/s), L the pulse duration (s), and
using the formalism of (34) yields: m ϭ SAb, [8] where m and S are as in Eq. Fixing slice thickness and spoke shape ends up fixing the pulse shape. All that remains is to calculate the complex weight to encode along each spoke. This means that Eq. [8] reduces to one where A is N s ϫ T in size and b has T elements (12) . Spoke weights are computed via b ϭ (SA) † d (again, all elements of d are equal to promote uniform magnetization). The T retuned weights are then extracted from b. At this point, the gradients and pulse have been calculated. Note that sparsity-enforced spoke placement and pulse design may be extended to parallel transmission systems (22) .
Design Parameters
For all T-spoke mitigation pulses presented here, ϭ 0.35, slice thickness ϭ 20 mm, spokes are Hanning-windowed sincs, the DC spoke's time-bandwidth-product equals 4, the k z -lengths of the other T-1 spokes are half that of the DC spoke, and ⌬B 0 is estimated from two images with a 1-ms TE difference. The FOX in which N s samples of r are taken is where the phantom or brain's inhomogeneity is nonzero. For all designs, the (k x , k y ) grid is Nyquist-spaced corresponding to a 25.6-cm FOV and contains 289 candidate locations. Gradient amplitude and slew rate are constrained at 35 mT/m and 150 T/m/s. Given these parameters, the entire design process outlined in this section takes 3-5 min in MATLAB.
Choosing the number of spokes, T, is an essential part of the design process and is accomplished by solving Eq. [6] , designing a series of candidate pulses with increasing numbers of spokes, simulating the magnetization that arises due to each pulse, and recording the within-FOX standard deviation of each magnetization; T is then the smallest number of spokes needed to drive the standard deviation (SD) below some chosen value. This automated process takes several seconds.
Data Acquisition
Hardware
Experiments are conducted on a 7T Siemens scanner (Siemens Medical, Erlangen, Germany) with standard body gradients (40 mT/m maximum amplitude, 180 T/m/s max- imum slew rate). A quadrature bandpass birdcage coil is used for transmission and reception.
Imaging Parameters
When collecting intensity images to estimate |B 1 ϩ (r)| we use a standard slice-selective pulse followed by a 200-volt 16-ms B 1 -insensitive rotation, type 4 (BIR4) adiabatic reset, collecting 128 ϫ 128 GRE images with 25.6-cm FOV, 5-mm slice thickness, 2-mm in-plane resolution, 380 Hz/pixel bandwidth, 1-s TR, and 8-ms TE. To obtain a low-flip reference image, L 0 (r), we apply a standard pulse without the reset and average eight times; parameters are the same as above except TR ϭ 100 ms and TE ϭ 8 ms. Finally, when applying a mitigation pulse, we perform 3D GRE readouts (without the reset) and collect 16 contiguous 5-mm slices, using the parameters above, except here TR ϭ 100 ms and TE ϭ 8 ms. In-plane B 1 ϩ mitigation performance is judged by analyzing the magnitude of the center slice of the volume; slice-selectivity is judged by analyzing the through-plane intensity profile.
Experiments
Comparison to Conventional Fourier-Based Spoke Placement
To demonstrate the utility of sparsity-enforced spoke placement we first compare it to Fourier-based spoke placement (21) . The latter computes the Fourier transform of the ideal in-plane excitation, |B 1 ϩ (r)| -1 , and places T spokes in (k x , k y )-space where the Fourier coefficients are largest in magnitude. Here we provide each method an inhomogeneity map of a head-shaped water phantom and have each place seven spokes. RF pulses and gradients are then designed based on each spoke pattern. Bloch equation simulations are conducted to determine the excitation and magnetization produced by each pulse. The SDs of the in-plane excitations are then compared. Here we design a pulse to mitigate the inhomogeneity presented by the combination of transmit and receive profiles in a uniform-T 1 head-shaped water phantom. The motivation is as follows: because this pulse seeks to mitigate the combination of profiles rather than simply the transmit profile, it will produce a result that is easy to understand and evaluate, since it ideally will produce a uniform image. In contrast, a pulse that successfully mitigates only the transmit profile will produce an image that is still highly nonuniform, because in this latter case the nonuniform receive profile is not mitigated. (Note: a successful R|B 1 ϩ | mitigation pulse produces a nonuniform magnetization and is not practical for clinical scenarios; in clinical practice we want to mitigate only |B 1 ϩ |.) To begin, we collect a low-flip image L 0 (r) using a standard pulse; Eq. [3] implies that L 0 (r) ϰ R(r) ⅐ ␣ 0 (r) ϰ R(r) ⅐ |B 1 ϩ (r)|. We then design a 23-spoke mitigation pulse by setting S(r) in Eq. [4] equal to L 0 (r) and running the sparsity-enforced design algorithm. A stack of images is acquired using the pulse in conjunction with the 3D readout. To quantify the degree to which the inhomogeneity is mitigated, we compare the SD, , and worst-case variation (WV) of the original image L 0 (r) with those of the center slice of the postmitigation readout volume and also observe five 1D profiles. The WV of an image is the ratio of its brightest to its darkest pixel within the FOX. Unlike , WV is sensitive to the change of even a single pixel and thus reveals if the mitigation pulse causes the image to contain undesirable spikes or black holes.
Water Phantom: |B 1 ϩ | Inhomogeneity Mitigation
We now transition to a practical scenario and design a pulse to mitigate solely the inhomogeneous transmit profile. We first estimate ␣ 0 (r) (and subsequently |B 1 ϩ (r)|) by collecting 10 images with transmit voltages V ʦ (20, 60, 100, . . ., 380) volts and performing the Powell fit; collect- 
RESULTS AND DISCUSSION
Comparison to Conventional Fourier-Based Spoke Placement Figure 1 depicts the |B 1 ϩ | map provided to both the Fourier method and sparsity-enforced method (Fig. 1a) . The FOX is where |B 1 ϩ (r)| is nonzero; pixels within it are assembled to form S. The (k x , k y ) plot shows the spoke locations determined by each method, leading to Fourierbased and sparsity-enforced pulses that are 2.93 ms and 2.96 ms long, respectively. Figure 1b and d depict the excitation and magnetization due to the Fourier-based pulse, respectively. Likewise, Figure 1c and e depict the excitation and magnetization due to sparsity-enforced spoke placement. Based on SD, we see that for essentially identical pulse duration, the sparsity-enforced pulse produces a magnetization that is 1.2 times more uniform.
The original image, L 0 (r), along with the mitigated image due to a 200-volt, 8.5-ms, 23-spoke pulse, L m (r), are presented in Fig. 2a and b , respectively. A through-plane profile of the mitigated readout volume (Fig. 2c) proves the pulse achieves slice selection. Recall that here the in-plane goal of the pulse is to mitigate the combined transmit and receive profiles, so ideally L m (r) will be constant everywhere. From Fig. 2b and the associated 1D profiles, we see that the pulse has produced a more uniform image. Based on standard deviation, L m (r) (Fig. 2b ) is 2.6 times smoother than L 0 (r) (Fig. 2a) . Furthermore, WV has been reduced by a factor of 1.7. It seems that to some degree, the pulse mitigates the inhomogeneity presented by the combined profiles. Note that each image is scaled to display its entire dynamic range within the grayscale spectrum. Figure 3 shows pulse design details; sparsity-enforced spoke locations are shown in (k x , k y ), along with the RF pulse magnitude, the gradients, and the 3D k-space trajec- Here a 19-spoke pulse attempts to produce a uniform magnetization. Figure 4a , b, and c depict the low-flip image L 0 (r), receive profile estimate R(r), and transmit profile estimate |B 1 ϩ (r)|, respectively; the latter is highly nonuniform with ϭ 0.16 and WV ϭ 2.5. The transmit and receive profiles are not equal; in fact, each seems to be the mirror image of the other (consider a reflection across the y axis). Note the smoothness and lack of noise in the transmit profile estimate (Fig. 4c) . This map is not smoothed; rather, it simply comes directly out of the fitting algorithm whose inputs are nonsmoothed raw images. Overall, this suggests that the fitted transmit profile is a realistic estimate.
The Bloch simulation of the in-plane excitation created by the 19-spoke pulse is given in Fig. 4d ; it closely resembles |B 1 ϩ (r)| -1 , as intended. The similarity of the mitigated in-plane image, L m (r) (Fig. 4e) , to the receive profile, R(r) (Fig. 4b) , suggests that the postmitigation flip angle map may be fairly uniform, while the through-plane profile of the mitigated volume (Fig. 4f) indicates the pulse succeeds at slice selection. The postmitigation flip angle map, ␣ m (r) (Fig. 4g) , does indeed confirm that in-plane flip angle is fairly uniform across space. Quantitatively, and WV have been reduced by factors of 4 and 1.6, respectively. The pulse itself is 7.5 ms long and transmitted at a peak value of 243 volts. Pulse design details appear in Fig. 5 . Note here that the spoke locations chosen by the sparsityenforced method differ from those chosen in the earlier experiment (see Fig. 3 ) because the spoke patterns and pulses generated by the sparsity-enforced method depend on both the desired excitation and |B 1 ϩ | map.
In Vivo Human Brain: |B 1 ϩ | Inhomogeneity Mitigation
In this clinical scenario a 7.5-ms 19-spoke pulse attempts to produce a uniform magnetization in an axial slice of a healthy volunteer's brain. Figure 6 depicts the low-flip angle image, receive profile, transmit profile, and other images; formatting here is identical to Fig. 4 . The through- plane profile of the mitigated volume (Fig. 6f) confirms that the pulse excites only the intended region. The postmitigation flip angle map, ␣ m (r) (Fig. 6g) , is more uniform that the original transmit profile (Fig. 6c) ; this is apparent from the 1D profiles as well as the fact ␣ m (r) has three times and 1.7 times lower and WV, respectively, than the original |B 1 ϩ | profile and flip angle map ␣ 0 (r). Figure 7 shows the design of the 19-spoke pulse. It is 7.5-ms long and transmitted at 203 volts. We see from the (k x , k y ) plot that the automated sparsity-enforced design method has chosen a placement pattern and pulse differing from those in earlier experiments (see Figs. 3 and 5) . The algorithm seems capable of determining good spoke locations in a variety of scenarios.
Robustness to
Empirically, we find that pulse designs are robust to the choice of in Eq. [6] . That is, for various s and fixed T, the algorithm often finds similar sets of spoke locations and produces magnetizations with similar degrees of uniformity.
Comparisons to Prior Work
The spoke-based B 1 ϩ mitigation pulse design method (11) requires users to visually inspect and tune a control parameter while working on the scanner in order to produce a mitigated image, whereas the sparsity-enforced placement method is automated and seems robust to its parameter. Furthermore, prior work does not provide a means to estimate the postmitigation flip angle map in the presence of a nonuniform and possibly proton-weighted receive profile and is thus not able to truly characterize the extent to which B 1 ϩ inhomogeneity is mitigated by a pulse designed for that purpose.
Limitations and Future Work
The sparsity-enforced algorithm needs a |B 1 ϩ | map to design a pulse. This requirement poses a challenge because |B 1 ϩ | varies per slice and per subject and estimating this map for a given slice and subject takes 17 min (collecting 10 images at 1.7 min/image and then fitting). We are currently pursuing several ways to reduce this mapping time. First, it may not be necessary to collect 10 high-resolution images for B 1 ϩ mapping; it seems that five to six lowerresolution images may be sufficient, but at most this reduces mapping time to 4 -5 min. Instead, or additionally, it may be possible to rapidly map |B 1 ϩ | in under a minute by exploiting some empirical trends we have observed: for example, |B 1 ϩ (r)| varies slowly with z, so a map estimate obtained at z ϭ z 0 may be accurate within some range z 0 Ϯ ␦, allowing |B 1 ϩ | to be mapped once per slab rather than once per slice. It also seems that |B 1 ϩ | does not differ radically across subjects for a fixed axial slice. Thus it may be possible to develop a prototypical slice-by-slice |B 1 ϩ | model of the average brain and retune the slice maps of this model for a given subject by simply collecting a small set of rapidly-acquired calibration scans to account for individual differences from the atlas.
The second limitation of this work is that the sparsityenforced algorithm needs 3-5 min to design a pulse when given |B 1 ϩ |. The vast majority of time is spent solving Eq. [6] . We are working on overcoming this computational problem by implementing Eq. [6] using a multiresolution approach (25) combined with fast iterative shrinkage (36) .
The final limitation of our work involves the slice thickness and duration of mitigation waveforms. In order to play 19 spokes in a feasible period of time given our gradient constraints, we chose to excite 20-mm slabs, but in many practical cases 5-mm slices are desired. Fortunately, this problem may be minimized by using commercially available fast insert head gradients that are already in use at a number of sites. These gradients have amplitude and slew rate limits of 80 mT/m and 800 T/m/s, respectively; if these limits are conservatively constrained to 35 mT/m and 600 T/m/s, the 19-spoke patterns discussed earlier are able to be implemented to excite only 5 mm (10 mm) of tissue in 8 ms (5.5 ms).
CONCLUSION
We have presented a novel sparsity-enforced RF pulse design algorithm that produces short slice-selective excitation pulses that mitigate B 1 ϩ inhomogeneity at high field. The method provides two control parameters that let pulse designers trade off B 1 ϩ mitigation with pulse duration. Imaging experiments at 7T showed that the sparsity-enforced spoke placement and pulse design method was capable of mitigating B 1 ϩ inhomogeneity in both a head-shaped water phantom and the human brain, producing fairly uniform transverse magnetizations in each case.
To the best of our knowledge, the algorithm's L 1 -penalty on the traversal of k-space, the genetic algorithm used to connect spoke locations using nearly the shortest path possible, and the optimized nature of its pulse designs are novel contributions to high-field MRI RF excitation pulse design, B 1 ϩ inhomogeneity mitigation, and in vivo brain imaging at 7T. We conclude by noting that sparsity-enforced pulse design is applicable to lower field systems, nonbrain applications, and parallel transmission arrays.
