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INTRODUCTION
Understanding the effects of making chemical modifications to ligands upon their relative binding energetics is a critical step in structure-based drug design. Preorganizing a flexible ligand in the conformation it adopts upon binding has long been considered a useful strategy to achieve more a favorable binding entropy and thus an improved binding affinity. 1 Indeed, the program CAVEAT was developed in part to facilitate the design of constrained molecules bearing substituents directed in predefined orientations. 2 Awareness of the potential energetic benefits of ligand preorganization dates back to work by Jencks in the 1970s, 3 and there are numerous reports of the increased affinities that may accompany the introduction of conformational constraints into flexible ligands. [3] [4] [5] [6] [7] [8] [9] However, it has recently been reported that the binding entropy of a constrained ligand may actually be less favorable than its flexible control. [10] [11] [12] [13] [14] Even if ligand preorganization leads to a beneficial entropic contribution to binding, the enhancement to binding affinity may be offset by a compensating enthalpic penalty. 7, [15] [16] [17] [18] [19] [20] [21] [22] [23] Entropy-enthalpy compensation has been widely studied, but its origin is not well understood. 5, [24] [25] [26] [27] [28] [29] While some consider this effect as an intrinsic physical phenomenon, others argue that the entropy-enthalpy compensation is a statistical artifact arising from obtaining entropy and enthalpy based on temperature dependent data from both experiment and theoretical calculations. 24, 25, 27, [30] [31] [32] [33] In order to understand the detailed energetic effects of ligand preorganization on proteinligand interactions, it is essential to perform systematic experimental studies to determine the contributions of entropy and enthalpy to binding free energy and to correlate these with structural and dynamic analyses of the protein-ligand complexes using X-ray crystallographic and NMR spectroscopic methods. 34 For example, DeLorbe et al. 14 recently examined the binding energetics and structures associated with complexes of a series of constrained and flexible phosphotyrosine-derived peptide analogs with the SH2 domain of growth receptor binding protein 2 (Grb2); Grb2 is a 25 KDa cytosolic adapter protein that is involved in activation of the Ras signal transduction pathway. 35 The constrained ligands cpYVN and cpYIN, which were preorganized by incorporating a cyclopropane ring at the pY replacement in the pseudopeptides fpYVN and fpYIN, respectively, (Figure 1 ), have the same functional groups and the same number and type of heavy atoms as their flexible controls. The thermodynamic binding parameters of these ligands for the Grb2 SH2 domain were determined by isothermal titration calorimetry (ITC), 36 and the binding entropies for the constrained ligands were found to be less favorable than for their flexible analogs. This unexpected finding is contrary to the conventional wisdom that ligand preorganization should be accompanied by a more favorable binding entropy. Their less favorable binding entropies notwithstanding, the constrained ligands bound with higher affinities than their more flexible counterparts because of significantly more favorable binding enthalpies. That the measured heat capacity changes on binding of the flexible/constrained ligand pairs were similar suggests that these thermodynamic differences do not arise from desolvation effects. 37 Although these experimental studies clearly show that ligand preorganization does not necessarily result in a more favorable binding entropy, the molecular origin of the unanticipated behavior was not examined.
Over the past decades, numerous efforts have been devoted to develop and apply computational approaches to screen and design potent ligands for drug discovery. [38] [39] [40] Computational methods such as docking and molecular dynamics utilizing continuum and explicit solvent models have long been employed toward predicting protein-ligand binding affinities in silico. 38, [40] [41] [42] Among the various strategies that have been explored, detailed alchemical pathway simulations using explicit solvent show significant promise for providing energetically accurate predictions of protein-ligand binding affinity. 34, 43, 44 The absolute binding free energies calculated from such pathways correlate reasonably well with experimental data, and root mean square (RMS) errors of less than 3 kcal/mol are often reported. 41 On the other hand, the relative binding free energies can be calculated more accurately, if there is sufficient sampling of protein-ligand-water configurational space. 45 Decomposition of binding free energy into entropic and enthalpic contributions offers important insights into the driving forces for protein-ligand recognition; 34 however, quantitative estimation of the binding entropy remains a significant challenge. Common approaches to estimating the binding entropy include quasiharmonic analysis, 46, 47 normal mode analysis, [48] [49] [50] and knowledge based scoring functions. [51] [52] [53] These methods have been applied to several protein-ligand systems, [54] [55] [56] [57] [58] [59] [60] but the contributions from solvation are typically neglected or approximated due to the computational expense. More physically rigorous alchemical pathway approaches are also applicable to evaluating entropy, but few investigations have reported using such methods in protein-ligand interactions. 61 In the present work, we use molecular modeling to explore how introducing conformational constraints into two closely related phosphotyrosine-derived peptides affects the thermodynamic parameters for their complexation with the Grb2 SH2 domain. Because the phosphate group in these ligands is charged, the AMOEBA polarizable force field, [62] [63] [64] [65] which accounts for multipole electrostatics and polarization effects, was used to model protein, ligand, and water components in each MD simulation. The AMOEBA force field has been successfully applied to accurately model a number of highly polar molecular systems, including water, 63 monovalent and divalent ions, [66] [67] [68] [69] small molecules, 70 peptides, 71 and trypsin-benzamidinium binding. [72] [73] [74] We report herein the calculations of binding free energies, enthalpies and entropies, as well as the results from simulations of the structure and dynamics of the ligands in water and in their complexes with the Grb2 SH2 domain. The results are compared with experimental observations, and a possible molecular origin for the unexpected, unfavorable entropic effect resulting from preorganizing these phosphotyrosine-derived ligands is presented.
METHOD Entropy Calculation
The change in entropy (ΔS) is related to the change in free energy by 75 (1) In this study, we computed the entropy change numerically from the slope of a linear fit to the temperature dependence of the free energy change near room temperature. This approach is essentially identical to the finite difference method that has been used previously. [76] [77] [78] While other direct or perturbation methods exist for computing enthalpy or entropy, we have found that the numerical approach is the most reliable for calculations of energetics. In addition, because REMD is being used to simulate free ligands in solution, it is possible to take advantage of the temperature dependence of free energy data.
The relative change in enthalpy is then computed as (2) The Bennett Acceptance Ratio (BAR) method 79 was utilized to calculate the relative binding free energy (ΔA). Not considering finite size effects, this Helmholtz free energy is equal to the Gibbs free energy change at the same pressure. The free energy change between neighboring states (λ i and λ i+1 ) is given by the expression (3) where (4) and j is the iteration index. Here, U λi is the potential energy of the system evaluated using the parameters from λ i , and <> indicates the ensemble average. ΔA is solved iteratively until the value of (ΔA(j) − ΔA(j−1)) < 0.01 kcal/mol.
In order to avoid the end point singularity during the alchemical transformation, the softcore buffered 14-7 potential was used for van der Waals (vdW) interactions (5) where ε is the well depth, λ is the scaling factor, ρ ij =R ij /R ij 0 with R ij as the actual separation between atoms i and j and R ij 0 is the minimum energy distance parameter.
Quasiharmonic Analysis
Quasiharmonic analysis was performed to characterize the collective motions of molecules at thermodynamic equilibrium. 46, 47 The quasiharmonic approximation assumes that the spatial fluctuations in the system follow a multivariate Gaussian distribution. In a quasiharmonic frequency analysis on an n-atom system, the eigenvalues λ i (i=1,2,…,3n-6) of the mass weighted covariance matrix of atomic fluctuations are calculated to determine the quasiharmonic frequencies, , which are then used to estimate the conformational entropy, given by (6) where ħ is the Planck constant, and R is the gas constant. The quasiharmonic method has been successfully applied to simple molecular systems with few energy minima. However, this method will overestimate the configurational entropy for more complex systems having multiple occupied energy wells, particularly when using Cartesian coordinates rather than internal coordinates. 80 
Force Field and Parameterization
The AMOEBA polarizable force field 63, 65 was applied to model the protein, water molecules, and the amino acid residues in the peptide-analogs fpYVN, fpYIN, cpYVN and cpYIN ( Figure 1 ). Additional parameterization was necessary for the phosphotyrosine (pY) replacements fpY and cpY. Missing valence parameters for the constrained and unconstrained pY segments were derived from quantum mechanics (QM) calculations by using the "Valence" module in the TINKER software package. 81 "Valence" sets the equilibrium bond lengths and angles based on the HF/6-31G* optimized structures of the pY replacements; the force constants and vdW parameters were then transferred from the existing AMOEBA force field parameters for the same atom types. Trimethyl and dimethyl phosphate (TMP and DMP) were used to derive the vdW parameters of the phosphate group by fitting to both the QM structure and energy of TMP/DMP-water dimers. The vdW parameters were further tuned to match the experimental liquid density and heat of vaporization of TMP. The electrostatic parameters for the pY side chain were obtained from QM at the MP2/6-311++G(2d,2p) level by the "original-fit" approach, 70, 82 wherein the atomic multipoles for the pY segment were initially derived from the MP2/6-311G** density matrix using the original distributed multipole analysis (DMA). 83, 84 The atomic dipole and quadrupole moments of the pY residue were then optimized to the electrostatic potential (ESP) around the whole ligand computed at the MP2/6-311++G(2d,2p) level (electrostatic parameters of other residues were fixed). The ESP root mean square differences between QM and that from the final atomic multipoles, evaluated over roughly 35000 grid points around the peptide, were 1.55 and 0.92 kcal/mol per unit charge for cpYVN and fpYVN, respectively.
The model compounds of both unconstrained and constrained pY segments and the dihedral angles ah for which parameters were derived are illustrated in Figure 2 . Dihedral angle parameters in the pY replacement that were missing were obtained by comparing the QM conformational energy profile to those computed from the corresponding MM (Molecular Mechanics) using all energy terms except for the dihedral angle term. The difference in energy was then fit to a three-term, Fourier series torsional function. The torsional energy in MM serves essentially as an "error" function. Typically, the torsional energy parameters (V1, V2, and V3) are less than 1-3 kcal/mol for rotation about a single bond, whereas the overall conformational energy barriers could be much higher due to intramolecular electrostatic and vdw interactions. (Figure 2 )
Computational Details
In order to evaluate the thermodynamic driving forces for ligand binding to the SH2 domain, we calculated the relative binding free energy, enthalpy and entropy contributions for constrained and unconstrained ligand pairs, according to the alchemical pathway shown in Figure 1 . The relative binding free energies for each pair of constrained and unconstrained ligands were computed from the free energy differences between the ligands in water and in the protein binding pocket. The fpYVN ligand was gradually transformed into cpYVN by performing 26 simulation steps; 10 steps were performed in the alchemical transformations of Val to Ile in the constrained and unconstrained ligands. For the ligand-water systems, replica exchange molecular dynamics (REMD) [85] [86] [87] simulations were performed with 48 replicas at temperatures between 260 and 620 K (detailed schedule can be found in the Supporting Information). 88 For the transformation of fpYVN to cpYVN, the bond forming the cyclopropane ring was introduced by gradually increasing the force constant from 0 to 550 kcal/mol/Å 2 ; while simultaneously transforming two hydrogen atoms into "dummy atoms" by turning off their vdW and electrostatic interactions with all other atoms. Note that the valence contributions from the dummy atoms were canceled between perturbations of the ligand in water and in the solvated complex. Constant-volume and constant-temperature (NVT) simulations of 2.5 ns were performed at each step. Replicas were exchanged every 2 ps, with exchange success rates for all replicas were in the range of 22% to 40%. All the REMD simulations were performed using the parallel SANDER module in AMBER10, and the REMD implemented in AMBER10 89 was modified for use with the AMOEBA force field. For the protein-ligand complexes in explicit water, relative free energies for constrained and unconstrained ligands having Val and Ile at the pY+1 position were calculated at 288 K, 298 K and 308 K. For each set of alchemical calculations at each temperature, a total of 65 ns of NVT molecular dynamics was performed over 26 steps, using the PMEMD module in AMBER10. For all the simulations, the vdW cutoff was set at 12 Å and the long-range electrostatics were treated using Particle Mesh Ewald (PME) summation [90] [91] [92] with a grid spacing of 0.8 Å and a real space cutoff of 7 Å. The induced dipoles, which were also computed with PME, were iterated until the root mean square (RMS) change was below 0.01 Debye. A tighter induced dipole convergence of 10 −5 RMS Debye was used in the energy calculation for the post free energy analysis with the Bennett Acceptance Ratio (BAR). By using a bootstrap procedure, the statistical uncertainty was estimated as the standard deviation of the average free energy values that are computed using 100 partial simulation trajectory blocks (1.0 ns). Given that the uncertainty in the entropy calculation was dominated by the free energies at the lowest and highest temperatures (288 K and 308 K), the statistical error for − TΔS was estimated from the upper and lower bound of free energy changes at 288 K and 308 K; thus the statistical error for − TΔS is twice the statistical error of free energy.
The entropy was extracted from the temperature dependence of the free energies via linear regression (Eq. 1). For ligands in water, the relative free energy ΔA wat was obtained from REMD at 18 temperatures between 260 K and 360 K. A linear fit was used to interpolate ΔA wat at 288 K, 298 K and 308 K. These values were then subtracted from the free energy changes of the ligand in complex (ΔA comp ) at the same temperatures to obtain relative binding free energy ΔΔA bind . The entropic contribution was computed from the slope of the fitted linear temperature dependence of the relative binding free energy. The enthalpy was evaluated via ΔΔA + TΔΔS. The total simulation time for the combined MD simulations of free ligands and complexes at all temperatures was more than 6 μs.
RESULTS AND DISCUSSION

Ligand conformational properties and sampling
One of the essential goals of this study is to obtain an accurate description of the distribution of the different conformational ensembles of the peptide-like ligands in solution. These ligands present a significant challenge for molecular simulations as they each possess a total of more than a dozen rotatable bonds, with four being in the constrained pY replacement (cpY) and six belonging to the unconstrained pY mimic (fpY). At the same time, strong intramolecular interactions between the charged phosphate moiety and other polar groups in the molecule result in certain stable conformations with low potential energies. The conformational energy profile for the pY replacement indicates the energy barrier for escaping these stable conformations can be tens of a kcal/mol (Figure 2 ). In solution, it is likely that the conformational population will be significantly different because of interactions with water molecules. In fact, it is known that the dipeptide Ala-Ala has distinctly different local minimum energy structures in gas and solution phases. 64 We examined each of the main conformational degrees of freedom for the pY replacement that we parameterized. The AMOEBA conformational energy profiles depicted in Figure 2 are in good agreement with high-level ab initio QM results. The average root-mean-square deviation (RMSD) between QM and MM minimized structures for the entire ligand is about 0.25 Å per atom.
Adequate sampling of the configurational space of the system, including the ligand, is critical in order to obtain accurate thermodynamic information from the simulations. When the peptide-like ligands are bound to SH2 domain, they are restricted within the protein pocket, and their structures are well-defined and in good agreement with the X-ray crystallographic structures. 14 Since the ensemble of structures of the free ligands in solvent is unknown, we performed MD simulations of the unconstrained fpYVN ligand in a dielectric continuum (ε = 80) at and above room temperature in order to explore the conformational space of these peptide analogs in water and to guide the more detailed, explicit-solvent simulations. The potential energy and torsional RMSD distributions obtained from multiple independent simulation trajectories were compared to examine the convergence of the MD sampling. We found that MD simulations at room temperature do not produce converged distributions after 30 ns. On the other hand, when these simulations are performed at 600 K or above, the distributions quickly converge after a few nanoseconds (see Supporting Information). Based on the information obtained from the simple continuum simulations, replica-exchange molecular dynamics (REMD) simulations in explicit solvent at temperatures ranging from 260 K to 620 K were performed to compute the relative free energy and entropy between different ligands in the solvent environment. Using these simulations, we examined the distribution of the main torsions of fpYVN in solution at 298 K. Overall, we observe a broad sampling in torsional space and a number of torsional transitions. The autocorrelation functions of these torsions exhibit fast decay of only a few ps to reach 1/e, perhaps because of the artificially fast kinetics of REMD; some examples are included in the Supporting Information.
Calculated binding thermodynamics consistent with experimental measurements
We evaluated the relative binding free energy and entropy for complex formation of the constrained ligands cpYVN and cpYIN and their corresponding unconstrained analogs fpYVN and fpYIN with the Grb2 SH2 domain. The free energy and entropy were computed from molecular dynamics simulations using the AMOEBA polarizable force field, and results are summarized and compared with the values that were determined experimentally by ITC in Table 1 . 14 In order to facilitate the comparison of the calculated and experimental values, we used the fpYVN ligand as the reference and set the calculated values for it to those determined experimentally. The calculated thermodynamic parameters for the other ligands were then obtained by difference according to the relative binding free energies, entropies and enthalpies derived from the simulations.
The order of the calculated binding free energies correspond to those determined experimentally with fpYVN ≈ fpYIN < cpYIN < cpYVN. The calculated binding free energy difference between fpYVN and cpYVN was overestimated by about 1.2 kcal/mol compared to experiment, whereas the difference in free energies of the Val and Ile variants match experimental results reasonably well. The transformation of fpYVN into cpYVN requires that a covalent bond be created. A small change in the bond length corresponds to large energy fluctuations due to the stiff bond stretching and angle bending energy term. 93, 94 During the transformation of fpYVN into cpYVN in water or in their complexes with the Grb2 SH2 domain, 26 intermediate steps are necessary to obtain sufficient overlap between the configurational spaces associated with neighboring steps. As illustrated in Figure 3 , the relative free energies converge after 1.5 ns simulations for each intermediate step at different temperatures, with a deviation of less than 0.1 kcal/mol. REMD simulations for the ligands in water at 48 different temperatures were performed to enhance the sampling near room temperature. Accordingly, the relative binding free energies for each pair of ligands are effectively the result of 3 μs of simulation time.
Additional analyses were performed in order to scrutinize the convergence and effectiveness of the free energy calculations. To inspect the thermodynamic cycle closure, we reevaluated the relative binding free energy associated with the alchemical transformation fpYVN to cpYVN at 298 K after systematically skipping intermediate perturbation steps (skipping every 4 th , 5 th … 13 th steps). The results indicate that the relative binding free energy converges within 0.3 kcal/mol after 22 to 26 perturbation steps. For neighboring steps during the perturbation, the histograms of potential energy differences from forward and backward perturbation have been obtained and verified to overlap with each other. In addition, statistical inefficiency calculations 95 show that ~22 ps and ~45 ps are needed for ligand sampling in water and in the complex to lose "memory" of their previous configurations, respectively. Further details of the thermodynamic cycle, energy overlap, and statistical inefficiency tests are found in the Supporting Information.
The relative binding free energies were then decomposed into enthalpy and entropy contributions. Perturbation methods, including finite difference, single state perturbation, β-perturbation, modified β-perturbation, and the perturbation and correction method, provide a physically rigorous evaluations of changes in entropy and enthalpy. 78, 96 However, compared with the free energy calculations, the entropy evaluated from computational methods has much greater error. With the exception of the finite difference approach, all of the above methods suffer from numerical underflow problems for systems with large energy fluctuations such as solvated protein-ligand complexes. Recently, Wyczalkowski et al. 97 calculated solvation entropy changes based on the analytical temperature derivative of the Bennett Acceptance Ratio and Multistate Bennett Acceptance Ratio (mBAR) estimators. The BAR/mBAR approach to computing entropy is sensitive to energy fluctuations and thus requires long simulation times to achieve convergence. Using the restraint release (RR) approach, Warshel et al. 61 reported the binding entropy of three protein-ligand systems with encouraging agreement to experimental measurements. In the RR approach, multiple structures of the ligands must be selected before free energy perturbation and quasiharmonic calculations. Considering the potentially high flexibility of our peptide ligands, a large number of representative configurations are needed to account for the global minima in each perturbation. In the current study, the REMD simulations that were performed on the free ligands in water already provided free energy data at different temperatures. Therefore, we took advantage of the simulations at different temperatures and adopted the finite difference method that has been utilized to calculate entropy change for both small and relatively large systems. 60, 75, [98] [99] [100] We used a linear regression to fit the temperature dependence of the relative binding free energies at 288 K, 298 K and 308 K (see Computation Details). For all the systems, the R 2 values for the linear fit range from 0.81 to 0.97.
The calculated relative binding entropies and enthalpies for the two ligand pairs show the same trends as experiment. Both calculation and experiment indicate that the constrained ligands bind to the Grb2 SH2 domain with less favorable binding entropy and more favorable binding enthalpy than their more flexible controls (Table 1 ). Relative to the unconstrained ligands fpYVN and fpYIN, the increased binding affinity, or lower binding free energy, that is observed for the two constrained ligands cpYVN and cpYIN is attributed to an enthalpic advantage rather than an entropic one. Based upon the simulations, preorganization results in an unfavorable binding entropy change (higher −TΔS) of 8 kcal/ mol, which is offset by an enthalpic gain of about −10 kcal/mol. Hence, although constraining the ligands fpYVN and fpYIN increases their binding affinities, both computational and experimental results show that this affinity enhancement does not arise from more favorable entropic factors as would normally be expected. The calculated absolute binding entropy −TΔS of the constrained cpYV(I)N ligands is unfavorable (positive), whereas slightly favorable (negative) values were obtained experimentally. This difference is a reflection of our overestimation of the magnitude of the relative binding entropy between constrained and unconstrained ligand pairs, even though the sign of the relative change was predicted correctly. The mutation of Val to Ile in both constrained and unconstrained ligands had an insignificant effect upon both the calculated and the experimental values for binding enthalpies and entropies. Moreover, both the simulated and experimental data seem to suggest that enthalpy/entropy compensation limits the enhancement to the binding affinity, as reflected by the linear relationship between entropy and enthalpy in Figure 4 .
Binding is a process that involves ligand desolvation followed by formation of the proteinligand complex, so the behavior of unbound ligands in water plays an important role in the overall process. In the current study, the relative binding free energy and entropy was evaluated as the difference between the free energy and entropy changes of the protein and the ligands in solvent and complex environments. The entropy decomposition given in Table  2 suggests that the majority of the unfavorable binding entropy observed for constraining fpYVN and fpYIN arises from differences in the entropies of the free ligands in solvent rather than in their complexes.
Effect of a chemical constraint on the organization of unbound ligands
The concept underlying ligand preorganization is that constraining an unbound ligand in the three-dimensional shape that corresponds to its bound structure will lead to a more favorable entropic term for binding. Both computational and structural studies show that the cyclopropane rings in cpYVN and cpYIN preorganize the atoms of the fpY replacement that interact with the protein in the bound conformations of fpYVN and fpYIN. Hence, in order to probe why introducing a conformational constraint into the flexible ligands fpYVN and fpYIN did not result in the expected entropic advantage, we analyzed the simulated structures and dynamics of the bound and unbound forms of the pseudopeptides cpYVN and fpYVN.
The structures of the ligands extracted from molecular dynamics trajectories were hierarchically clustered based on the all-atom RMSD of the ligands using an averagelinkage algorithm 101 over 2 ns at 298 K. In an average-linkage algorithm, the distance between one cluster and another cluster is computed as the average distance from any member of one cluster to any member of the other cluster. Recall that REMD simulations with 48 replicas at various temperatures were performed to facilitate the sampling of the ligand configurations at 298 K. This is equivalent to a total simulation time of 100 ns. By using 1.0 Å as the limit for the average distance to centroid, 22 and 20 clusters were obtained for unconstrained and constrained ligand trajectories, respectively. Interestingly, the dominant configuration (35%) of fpYVN is a rather compact, macrocyclic-like structure ( Figure 5 ) with a prominent intramolecular contact between the phosphate oxygen atoms and the amide N-H groups of the pY+2 residue. On the other hand, the cyclopropane ring in the constrained ligands cpYVN and cpYIN prevents these functional groups from interacting with each other, so these residues interact with water and are oriented in opposite directions. Superimposition of the dominant structure of cpYVN with the structure extracted from the complex 14 reveals that the cyclopropane ring does preorganize the flexible pY replacement in its biologically active conformation. Thus, even though the cyclopropane ring locally preorganizes the pY replacement, cpY, the simulations suggest that the constrained ligands possess significantly more flexibility at the pY+1 and pY+2 positions relative to their unconstrained counterparts.
The entropy of both constrained and unconstrained ligands was estimated from quasiharmonic analysis ( Table 3 ). The absolute entropy calculated for solvated cpYVN is 557 cal/mol/K, which is about 25% greater than the value of 448 cal mol/K −1 that was calculated for fpYVN; this difference corresponds to about 30 kcal/mol in TΔS at room temperature. The same trend is observed for fpYIN and cpYIN ligands, which have essentially the same entropies as fpYVN and cpYVN, respectively. Vibration contributes about 80% of the total entropy, while translation and rotation account for the remainder, so the entropy difference between the constrained and unconstrained ligands arises primarily from the vibrational components. We further decomposed the vibrational entropy into contributions from individual atoms and found that the modes contributing most to the entropy difference arise from the pY+2 residue. This finding is consistent with the structural analysis above. Since the rigid cyclopropane ring separates the pY+2 residue and phosphate group of the pY replacement in the constrained ligands, the pY+2 residue is well exposed in solvent and tends to be mobile. On the other hand, the unconstrained ligands lack this ring, so motion of the pY+2 residue is restrained by hydrogen bonding interactions with the phosphate moiety.
Water molecules also contribute to the entropy of the system and thus may affect binding thermodynamics. The average number of intermolecular hydrogen-bonds between water and the ligands were computed from the MD simulations at 298.79 K, and the results shown in Table 4 reveal noticeable differences between the constrained and unconstrained ligands. The constrained ligands are solvated by about two more water molecules on average than their unconstrained counterparts. The higher number of contacts with water molecules for constrained ligands is consistent with the observation that constrained ligands are more extended and better exposed to solvent ( Table 4 ). The unconstrained ligands possess more intramolecular hydrogen bonds than their constrained counterparts (2.6 vs. 1.4), so fewer water molecules are associated with the unconstrained ligands. According to our calculation, the entropy contribution from ligand plays a dominant role in the binding energetics. These simulations and quasiharmonic analyses suggest that the unconstrained ligands actually have lower absolute entropies than their constrained counterparts because they are able to form intramolecular hydrogen-bonding interactions between the phosphate group and the amide groups of the terminal pY+2 residue. These computations thus offer a novel insight that accounts for the observation that the constrained ligands bind with less favorable entropies. Namely, even though the cyclopropane ring in cpYVN and cpYIN orients the atoms of the more flexible pY replacements in fpYVN and fpYIN in their bound conformations, this ring precludes the formation of the intramolecular interactions that lower the overall entropy of fpYVN and fpYIN relative to cpYVN and cpYIN.
Flexibility of solvated complexes with unconstrained and constrained ligands
There is the possibility that introducing a conformational constraint into a flexible molecule might affect protein dynamics in the resultant complexes in a manner that could have entropic consequences. In order to probe this question, structures of the four solvated complexes were analyzed using the MD trajectories obtained from the free energy calculations. A comparison of the structures of the solvated complexes of the Grb2 SH2 domain with each of fpYVN, cpYVN, fpYIN and cpYIN derived from simulations and Xray crystallography yielded all-atom RMSDs of 1.6 Å, 1.6 Å, 1.1 Å and 1.5 Å, respectively, suggesting that the structures obtained computationally are generally in good agreement with those determined by experiment. The RMSDs between the complexes of cpYVN and cpYIN and the complexes of fpYVN and fpYIN are both 1.4 Å. Representative structures of the complexes of fpYVN and cpYVN containing complexes from MD simulations are compared with crystal structures in Figure 7 .
The calculated B-factors about the mean coordinates of the simulations over 2 ns for all Cα atoms are shown in Figure 6 . The four complexes share very similar fluctuation modes, and the coordinates of most of the residues vary within only 1 Å, although residues in some of the loops fluctuate by as much as 2.1 Å. Structural variations in the BC loop (GluBC1-GluBC4) were observed upon comparing the crystal structures of complexes of the Grb2 SH2 domain with constrained and unconstrained ligands, although comparable variations in the BC loops were also found in coexisting complexes in the asymmetric unit. 11, 14, 102 In our B-factor calculations, the fluctuations (1.5 to 2.0 Å) in the BC loops of the four complexes are the highest among all other loops. This observation suggests that the variations of the BC loop are more likely to result from the intrinsic flexibility of the loop rather than from differences in the binding modes of the constrained and unconstrained ligands. Based on the simulated B-factors in Figure 6 , the B-factors for the protein backbone in the complexes of the constrained ligands are slightly greater than in the complexes of their unconstrained counterparts. Although the trends in the B-factors obtained computationally and experimentally are the same, the differences are more prominent in the experimental values. 14 The entropies calculated from quasiharmonic analysis (Table 3) suggest that the Cα-atoms in the Grb2 SH2 domain complexed with each of the four different ligands have similar entropies of about 820 cal/mol/K. The entropies of the domain in the complexes of the constrained ligands cpYVN and cpYIN are slightly higher than in the complexes with their unconstrained controls (about 1%). The higher entropies of the domain in the complexes of the constrained ligands suggest a more favorable contribution to binding free energy, however, the opposite trend is seen by both experiment and calculation. Based on the analyses above, we are unable to find evidence that a change in dynamics of the SH2 domain is responsible for differences in the experimentally observed binding entropies for the various complexes.
The structures of fpYVN, cpYVN, fpYIN, and cpYIN in their respective complexes with the SH2 domain were also examined. The structures of the complexes were clustered based on RMSD of all atoms in the ligands from all MD snapshots using the same method described above for free ligands. For complexes containing fpYVN and cpYVN, there is one dominant conformation of the ligand that forms strong polar interactions with the protein, whereas there are two dominant conformers for fpYIN and cpYIN because of the flexibility of the pY +1 (Ile) residue. Other portions of the pseudopeptides fpYIN and cpYIN are highly similar to each other as well as to fpYVN and cpYVN. The most representative structures of fpYVN and cpYVN are depicted in Figure 7 , while the corresponding structures for fpYIN and cpYIN not shown due to their high similarity. The entropies calculated from quasiharmonic analysis of the four ligands in the bound state range from 345.6 to 358.0 cal/ mol/K, with the largest entropy difference being only 12 cal/mol/K, which is within statistical error, between cpYVN and fpYIN. Therefore, quasiharmonic analysis of the protein and the ligands in the respective complexes suggests that the entropic advantage for binding of the unconstrained ligands fpYVN and fpYIN does not arise from any differences in the entropy of either the protein or the ligands in bound state.
SUMMARY AND CONCLUSIONS
In order to probe the origin of the unexpected entropic consequences observed for binding of a series of constrained and flexible phosphotyrosine-derived peptide analogs to the Grb2 SH2 domain, 14 we performed a series of calculations involving alchemical transformations at different temperatures on two sets of these analogs. Consistent with experimental results, these computations predicted that the binding affinity of the unconstrained peptides fpYV(I)N for the Grb2 SH2 domain is lower than that of the corresponding constrained peptides cpYV(I)N and that the mutation of V to I is not accompanied by significant changes in binding free energy. The experimental observation that unconstrained peptide analogs bind with more favorable entropies but significantly less favorable enthalpies than their constrained counterparts is also well reproduced by our computations, but the differences in the relative binding entropy and enthalpy components are overestimated. Even though these simulations nicely reproduce those trends observed experimentally, further refinements to the method are needed in order to improve the accuracy of predicting differences in the relative binding thermodynamic parameters. Sampling of the conformations of the pseudopeptide ligands in solution is the most demanding calculation in this study. Some 26 perturbation steps were applied to introduce a bond between carbon atoms that are separated by two bonds, and REMD simulations with 48 replicas were performed at each perturbation step. Hence, in order to evaluate the relative solvation free energy/entropy of the two pairs of peptide ligands, about 6 μs MD simulations were performed; however, the statistical uncertainties remain significant. More advanced sampling techniques beyond the first-order scheme adopted in this study are needed in order to compute the solvation and binding free energy more efficiently and precisely.
We analyzed the structures and dynamics of ligands in solution and in their complexes with the SH2 domain in order to probe the molecular origin of the effects of ligand preorganization on binding thermodynamics in this system. Conformational clustering and quasiharmonic analysis of the free ligands in solution suggest that the unconstrained ligands possess significantly lower entropy than their constrained counterparts. This unexpected finding is the consequence of intramolecular hydrogen bonding interactions between the phosphate group of the flexible pY replacement and the C-terminal amide moieties of the pY+2 residue that lead to a more compact and rigid, macrocyclic-like structure. The presence of the cyclopropane ring in the constrained pY replacement prevents this interaction, thereby resulting in more extended conformations in solution. MD simulations of the protein-ligand complexes show that the unconstrained and constrained ligands share similar binding modes; the distribution of conformations of the bound forms of the unconstrained and constrained ligands are comparable as are their nonbonded interactions with the domain. These findings are consistent with the structures determined experimentally by X-ray crystallography.
These simulations reveal an important caveat that has not been previously acknowledged regarding the use of ligand preorganization, which is widely presumed to have a favorable effect upon binding entropy as a general design strategy. Namely, this work demonstrates that introducing a conformational constraint into a flexible ligand does not necessarily lower its entropy in solution, because the flexibility of a ligand in solution is determined by a subtle balance between any intramolecular interactions and the intermolecular interactions between the ligand and its aqueous environment. Comparing the dominant structures of the constrained ligands in their bound and unbound states shows that the cyclopropane ring in the constrained ligands, cpYVN and cpYIN, locally constrains and orients functionality on the flexible phosphotyrosine replacement in fpYVN and fpYIN in the bound conformation as predicted from modeling studies. However, the macrocyclic-like structures of fpYVN and fpYIN in solution, which do not correspond to their bound conformations, reduce the global flexibility of these ligands to an even greater degree than the cyclopropane ring. Because the binding entropies for fpYVN and fpYIN are more favorable than for their constrained derivatives cpYVN and cpYIN, it is now apparent that one cannot think simply in terms of introducing constraints to stabilize the biologically active conformation of a small molecule as a strategy for enhancing ligand binding affinities. Rather, lowering the entropy of a ligand in any way that allows it to adopt its bound conformation can lead to more favorable binding entropies. These studies also reveal that knowing the structures of small molecules in their unbound states is a critical prerequisite to correlating changes in their structures with protein binding entropies and enthalpies.
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