Abstract-A unified approach is presented for the derivation of reliability function lower bounds for the two-user discrete memoryless (DM) multiple-access channel (MAC). In particular, three lower bounds are presented. The first one (random coding) is identical to the best known lower bound on the reliability function of DM-MACs. It is shown that the random coding bound characterizes the performance of the average code in the constant-type code ensemble. The second bound (typical random coding) characterizes the typical performance (the performance of a high probability subset of the ensemble) of the constanttype code ensemble. To derive the third bound (expurgated), we eliminate some of the codewords from each of the codebooks. This is the first bound of this type that explicitly uses the method of expurgation for DM-MACs. It is shown that the exponent of the typical random coding and the expurgated bounds are greater than or equal to the exponent of the known random coding bounds for all rate pairs. Moreover, an example is given where the exponent of the expurgated bound is strictly larger for a certain input distribution. Each of the presented bounds is universal in the sense that there exists a code that attains the bound for all channels with given input and output alphabets. The approach presented for the DM-MAC is first demonstrated for the point-to-point discrete memoryless channel (DMC), by rederiving the random coding and expurgated exponents, and deriving a bound that characterizes the typical performance of the constant-type code ensemble.
I. INTRODUCTION
I N THIS paper, we consider the problem of communication over a multiple-access channel (MAC) without feedback in the discrete memoryless setting. In particular, we consider the error exponents for this channel model. In this model, two transmitters wish to communicate reliably two independent messages to a single decoder. Error exponents have been meticulously studied for point-to-point discrete memoryless channels (DMCs) in the literature [1] - [7] . The optimum error exponent E(R) at some fixed transmission rate R (also known as the channel reliability function) gives the decoding error probability exponential rate of decay as a function of blocklength for the best sequence of codes. Lower and upper bounds on the channel reliability function for the DMC are known. A lower bound, known as the random coding exponent, was developed by Fano [3] by bounding from above the average error probability over an ensemble of codes. This bound is loose at low rates. Gallager [8] demonstrated that the random coding bound is the true average error exponent for the random code ensemble. This result illustrates that the weakness of the random coding bound, at low rates, is not due to the upper bound on the ensemble average. Rather, this weakness is due to the fact that the best codes perform much better than the average, especially at low rates. The random coding exponent is further improved at low rates by the process of "expurgation" [9] . The expurgated bound coincides with the upper bound on the reliability function at R = 0 [10, p. 189]. Barg and Forney [11] investigated another lower bound for the binary symmetric channel (BSC), called the "typical" random coding bound. The authors showed that almost all codes in the standard random coding ensemble exhibit a performance that is as good as the one described by the typical random coding bound. In addition, they showed that the typical error exponent is larger than the random coding exponent and smaller than the expurgated exponent at low rates. Regarding discrete memoryless multiple-access channels (DM-MACs), stronger versions of Ahlswede and Liao's coding theorem [12] , [13] , giving exponential upper and lower bounds for the error probability, were derived by several authors. Slepian and Wolf [14] , Dyachkov [15] , Gallager [16] , Pokorny and Wallmeier [17] , and Liu and Hughes [18] studied upper bounds on the error probability. Haroutunian [19] and Nazari [20] , [21] studied lower bounds on the error probability.
Comparing the state-of-the-art in the study of error exponents for DMCs and DM-MACs, we observe that the latter is much less advanced. We believe the main difficulty in the study of error exponents for DM-MACs is the fact that error performance in a DM-MAC depends on the joint properties of the pair of codebooks (in the case of a two-user DM-MAC) used by the two transmitters, while at the same time, the designer can only control the marginal properties of each codebook. This simple fact has important consequences. For instance, expurgation has not been studied in DM-MACs, since by eliminating some of the "bad" codeword pairs, we may end up with a set of correlated input sequences, which is hard to analyze. In this paper, we develop two new 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
lower bounds for the reliability function of DM-MACs. These bounds are in general larger than the bounds of [17] and [18] in the low-rate regime.
A. Summary of Known Results
The techniques used for obtaining the lower bounds on the optimum error exponent in the point-to-point communication can be broadly classified into three categories. The first is the Gallager technique [9, Ch. 5], [8] . Although this yields expressions for the error exponents that are computationally easier to evaluate than others, 1 the expressions themselves are harder to interpret. The second is the Csiszár-Körner technique [10, Sec. 2.5 ]. This technique is based on a packing lemma [10, Lemma 5.1] and maximum mutual information (MMI) decoder. The packing lemma states the existence of a code satisfying a certain property. This property is not necessarily the probability of error being small, but is akin to the distance distribution of the code. This property can be used to characterize the probability of decoding error when the code is used on a channel.
The existence of such a code is shown using a random coding argument. This technique gives more intuitive expressions for the error exponents in terms of optimization of an objective function involving information quantities over probability distributions. 2 The third is the graph decomposition technique using α-decoding [22] , which is a class of decoding procedures that includes maximum likelihood decoding and minimum entropy decoding. This technique gives a simpler derivation of the bounds on the exponents. Moreover, the expressions for the random coding bound and the expurgated bound are unified, in the sense that both are stated as the optimization the same objective function but with different constraint sets, and thus giving more insight into the mechanism behind the superiority of the expurgated bound at low rates. In summary, all three classes of techniques give expressions for the random coding and expurgated exponents. The expressions obtained by the three techniques appear in different forms.
In [17] , a packing lemma for the DM-MAC was developed that incorporates only the channel inputs into the packing inequalities. Using this lemma and the MMI decoder (as in the second class of techniques), a lower bound on the optimum error exponent was derived. This was improved upon in [18] using a different packing lemma (one that incorporates both channel inputs and outputs) and the minimum entropy decoding rule (an α-decoding rule). It turns out that unlike the point-to-point case, α-decoding is better than MMI decoding in DM-MACs. Both bounds derived in [17] and [18] are random coding bounds and are stated in the format of [10] (as in the second class of techniques). They use (slightly) different constant-type code ensembles.
In our approach, we use the constant-type code ensemble of [18] , a packing lemma similar to that in [17] (and its 1 The evaluation requires maximization over the channel input distribution and a scalar parameter ρ. See [9, eq. (5.6.16) and (5.7.11)]. 2 The evaluation requires maximization over the channel input distribution and minimization over the conditional distribution of the output given the input. See equation 5.15 and Problem 17 on p. 185 in [10] .
point-to-point version), α-decoding, and state the results in the format of [22] . The reason for these choices is simple: (a) the ensemble of [18] is better than that of [17] , (b) the packing lemma of [17] is simpler than that of [18] , (c) α-decoding is better than MMI decoding, and (d) the expressions of [22] are more insightful than that of [10] . We first rederive the random coding bound for the point-topoint channel and the random coding bound of [18] for the DM-MAC (as lower bounds on the average error exponent of the constant-type code ensemble).
B. New Results
We then provide a lower bound on the average error exponents of the constant-type code ensemble for the DM-MACs which meets the upper bound at low rates. 3 This indicates that, as in the point-to-point channels, the random coding bound of [18] is the true average error exponent for the said code ensemble at low rates. Toward providing a better bound on the optimal error exponent, we look at the error exponents of a large subset of the codes in the ensemble which we call the typical error exponent. We provide a tight characterization of the typical error exponent for the point-to-point channel and the DM-MAC. This error exponent is in general larger than the corresponding random coding exponent. We do this by providing a new packing lemma that shows the existence of a large subset of the ensemble, where every code in the subset satisfies a certain property. We call this typical code packing lemma. We then provide a technique for expurgation of bad codewords from every code in the said ensemble for the case of a DM-MAC yielding an even better bound on the optimal error exponent. This is accomplished by providing another packing lemma where the existence of a code in the ensemble is shown in which every codeword satisfies a certain property as opposed to the code satisfying a 'global property' in the above packing lemmas. We provide numerical results which show the gains in the error exponents provided by the expurgation procedure at lower rates of transmission. All three bounds are stated in the unified format of [22] . All bounds are stated as optimizations of the same objective function under different constraint sets leading to easy comparison.
The reasons for looking at typical performance are twofold. The first is that the average error exponent is in general smaller than the typical error exponent at low rates, hence the latter gives a tighter characterization of the optimum error exponent of the channel. For example, for the BSC, although the average performance of the linear code ensemble is given by the random coding exponent of the Gallager ensemble, the typical performance is given by the expurgated exponent of the Gallager ensemble. In this direction, it was also noted recently in [23] that for the 8-PSK Gaussian channel, the typical performance of the ensemble of group codes over Z 8 equals the expurgated exponent of the Gallager ensemble, whereas the typical performance of the ensemble of binary coset codes (under any mapping) is bounded away from the same. The second is that in some cases, expurgation may not be desirable. For example, if one is looking at the performance of the best linear code for a channel, then expurgation destroys the linear structure which is not desirable. This paper is organized as follows: Section II gives the basic definitions, and Section III provides the main results of the paper. The coding machinery developed toward the proofs of these results are provided in Section IV. Some numerical results are presented in Section V, and Section VI concludes the paper.
II. PRELIMINARIES
We follow the notation of [10] . For any finite alphabet X , let P(X ) denote the set of all probability distributions on X . For any sequence x ∈ X n , let P x denote its type. A type with resolution n is called an n-type. Let T P denote the type class of type P. Let P n (X ) denote the set of all n-types on X . Let T V denote a V-shell, and D(V W |P) denote the conditional I-divergence. For any probability distribution V on a finite
In this paper, we consider channels without feedback.
Definition 1: A discrete memoryless channel (DMC) is a stochastic matrix W : X → Y, where X , the input alphabet, and Y, the output alphabet, are finite sets. The channel transition probability for n-sequences is given by 
. , g(M)) is referred to as an (n, M) code.
The average probability of error of a transmission system on a DMC W is defined as
Definition 2: A two-user DM-MAC is a stochastic matrix W : X × Y → Z, where X , Y, the input alphabets, and Z, the output alphabet, are finite sets. The channel transition probability for n-sequences is given by
where
The average probability of error for a two-user transmission system (g 1 
and the maximal probability of error is defined as
Definition 3: For a DM-MAC, W : X ×Y → Z, the optimal average error exponent at a rate pair (R X , R Y ), is defined as
the optimal maximal error exponent at rate pair
and the maximal error capacity region
Our objective is to provide computable single-letter information-theoretic lower bounds on E * , E * m , and R * m .
III. MAIN RESULTS

A. Error Exponent Bounds for Point-to-Point Channels
We consider three lower bounds and two upper bounds on the error exponents. The lower bounds are the random coding exponent, typical error exponent and expurgated error exponent. The results (Facts 1 and 2) concerning random coding exponent and expurgated exponent are not new [8] , [9] , [22] , and are presented here for completeness. The main new result of this section is Theorem 1 and 2 which is a tight characterization of typical error exponent.
We use the α-decoding rule of [22] for the rest of the paper. Let α be a real-valued function of joint distributions on X ×Y, i.e., α : P(X × Y) → R. Given a code C, for a received sequence y ∈ Y n , the α-decoder accepts the codewordx ∈ C for which the joint type ofx and y minimizes the function α, i.e., the decoder acceptsx if
where ties are broken arbitrarily. It was shown in [22] that for constant-type codes,
corresponds to maximum likelihood decoding and α(V XY ) = H V (Y |X) corresponds to minimum entropy decoding, where P is the fixed type of the codebook, V is the conditional type of y given x, and W is the channel. With α-decoding, let e(C, W ) denote the average probability of decoding error of an (n, M) code C over a DMC W . For any P ∈ P n (X ), and 0 < R < H P (X), let C(P, 2 n R ) denote the constant-type code ensemble consisting of all (n, 2 n R ) codes where every codeword of every code has type P. When a uniform probability measure is put on this ensemble, let C denote the random code. We also use C to denote a generic code from the ensemble. Define the following set of probability distributions and two non-negative-valued functions for γ ∈ {r, T, ex}, (10) where r = ∞, T = 2R and ex = R. We have the following statements about this ensemble. 4 1) Upper Bounds on Error Probability: Fact 1 (Random Coding Bound [22] ): For any δ > 0, any two finite sets X and Y, ∃ n 0 (δ, |X |, |Y|) such that for any n > n 0 , any P ∈ P n (X ), and any R > 0 there exists a code C r in the ensemble C(P, 2 n R ) which with α-decoding satisfies
for every DMC W : X → Y. Theorem 1 (Typical Random Coding Bound): For any δ > 0, any two finite sets X and Y, ∃ n 1 (δ, |X |, |Y|) such that for any n > n 1 , any P ∈ P n (X ), and any R ≥ 4δ, every code C t except a fraction 2 −nδ/2 in the ensemble C(P, 2 n R ) with α-decoding satisfies
for every DMC W : X → Y. Proof: The proof is given in the Appendix. The following fact gives the standard expurgated bound [22] .
Fact 2 (Expurgated Bound [22] ): For any δ > 0, any two finite sets X and Y, ∃ n 2 (δ, |X |, |Y|) such that for any n > n 2 , any P ∈ P n (X ), and any R > 0 there exists a code C ex in the ensemble C(P, 2 n R ) which with α-decoding satisfies
for every DMC W : X → Y. Note that Facts 1 and 2 can also be proved along the lines of the proof of Theorem 1. This approach will be followed for the corresponding statements in DM-MACs. Theorem 1 shows the existence of a high probability collection of codes such that every code in this collection satisfies (12) .
Note that none of the mentioned three bounds has the "traditional format" as found in [9] and [10] , but rather the format introduced in [22] by Csiszár and Körner. These expressions can be interpreted as follows. All three are essentially union bound expressions. The I-divergence gives the exponent 4 E exL is not used in the paper.
of the probability that the channel produces an output that has a conditional type V Y |X given the channel input. I V (X ∧ XY ) gives the exponent of the probability that some other codeword has joint type V with the transmitted codeword and the channel output. The constraint set specifies the set of permissible joint types. For example, for a typical code in the ensemble, the joint type between the transmitted codeword and any other codeword satisfies I V (X ∧X) ≤ 2R. It was shown in [22] that the new random coding bound is the same as the original one for maximum likelihood and minimum entropy decoding rule. Furthermore, the new expurgated bound with maximum likelihood-decoding results in a bound that is the maximum of the traditional expurgated and random coding bounds.
2) Lower Bounds on Error Probability: Fact 3 (Random Coding Bound [8] ): For any δ > 0, any DMC, W : X → Y, ∃ n 0 (δ, W ) such that for any n > n 0 , any P ∈ P n (X ), and any R ≥ 4δ, the expectation of the average probability of error of the ensemble C(P, 2 n R ) with α-decoding satisfies
, and any R ≥ 4δ, every code C t except a fraction 2 −nδ/2 in the ensemble C(P, 2 n R ) with α-decoding satisfies
Proof: The proof is given in the Appendix. Fact 3 can also be proved along the lines of the proof of Theorem 2. This approach will be followed for the corresponding statements in DM-MACs.
It is well known that for rates greater than the critical rate 5 R c [10, Corollary 5.4] , the random coding error exponent is equal to the sphere packing error exponent, and as a result the random coding bound is the true average error exponent. In addition, the following is true.
Remark 1: For any R ≤ R c ,
The proof is omitted for conciseness [24] . A similar lower bound on the typical error exponent was derived by Barg and Forney [11] for the binary symmetric channel. Although the approach used here is completely different from the one in [11] , it can be shown that these two bounds coincide for the BSC.
B. Error Exponent Bounds for DM-MACs
Our results include a new tighter lower bound on the error exponent for DM-MACs using a new expurgation method for two-user codes. We also give a tight characterization of the typical performance of the constant type code ensemble. 5 The critical rate is the largest rate for which the slope of the random coding exponent as a function of the rate is −1.
Both the expurgated bound as well as the typical bound are better than the random coding bound of [18] , which is derived as special case of our methodology.
1) Definitions of Information Functions:
To state our results concisely, in this subsection, we define certain functions of information quantities and transmission rates. We will express our results in terms of these functions. The results are stated using an auxiliary finite alphabet U. Let α be a real-valued function of joint distributions on the set U × X × Y × Z. We restrict ourselves to α-decoding, and let e(C, W ) denote the average probability of decoding error of a code C used a DM-MAC W . In the following, we consider three definitions.
Definition 4: For any rate pair R X , R Y ≥ 0, and any (16) where
XY are sets of distributions and defined for
2) Upper Bounds on Error Probability:
In the following, we present three lower bounds on error exponents (upper bounds on probability of error): the random coding, the typical random coding, and the expurgated bounds. As in the case of point-to-point channels, here too, all the lower bounds are expressed in terms of the optimization of a single objective function under different constraint sets. The expressions for the error exponents that we derive are conceptually very similar to those derived for the point-to-point channels. However, since we have to deal with a bigger class of error events, the expressions for the error exponents become longer. The upper bound given in Theorem 3 is not new [18] . The rest of the results are new.
For any finite set U, any joint type
, and any sequence u ∈ T P U , consider the constant-type code ensemble
user codes where every codeword pair belongs to T P X|U (u) × T P Y |U (u).
When a uniform probability measure is put on this ensemble, let C denote the random code. We make the following statements about this ensemble.
Theorem 3: For any δ > 0, any four finite sets X , Y, Z and U, ∃ n 0 (δ, |X |, |Y|, |Z|, |U|) such that for any n > n 0 , any
Proof: The proof is given in the Appendix. Theorem 4: For any δ > 0, any four finite sets X , Y, Z and U, ∃ n 1 (δ, |X |, |Y|, |Z|, |U|) such that for any n > n 1 , any P XY U ∈ P n (X ×Y ×U) such that X −U −Y , any u ∈ T P U , any R X ≥ 4δ, and any R Y ≥ 4δ, every code C t except a fraction 2 −nδ/2 in the ensemble
The proof is given in the Appendix. Theorem 5: For any δ > 0, any four finite sets X , Y, Z and U, ∃ n 2 (δ, |X |, |Y|, |Z|, |U|) such that for any n > n 2 , any
The proof is given in the Appendix.
Theorem 6: For any DM-MAC W
The proof follows from Theorem 5 and a standard convexity argument given in [18, p. 382] .
These exponential error bounds are obtained universally for all DM-MACs with the given input and output alphabets, since the choice of the code does not depend on the channel.
In the following, we show that the bound in Theorem 3 is at least as good as the best known random coding bound, found in [18] . For this purpose, let us use the minimum entropy decoding rule, i.e., α(
Remark 2: For any finite set U, any P XY U ∈ P(X ×Y ×U)
The proof is given in the Appendix. We expect our typical random coding and expurgated bound to be strictly better than the one in [18] at low rates. This is so, because all inequalities in Definition 5 are active at zero rates, and thus (due to continuity) also active at sufficiently low rates. Although we have not been able to prove this fact rigorously, in the Section 5, we show that this is true by numerically evaluating the expurgated bound for different rate pairs.
We have the following inner bound to the maximal error capacity region R * m of a DM-MAC.
Remark 3: For a given DM-MAC W , the set R m is an inner bound to the maximal error capacity region
where α-decoding is chosen as the maximum likelihood decoding. The proof follows from Theorem 5.
3) Lower Bounds on Error Probability:
, and any R Y ≥ 4δ, the expectation of the average probability of error over the ensemble
Proof: The proof is given in the Appendix. 
The proof is similar to the proof of Remark 1 and is omitted [24] .
IV. PROOF OF THE CODING THEOREMS
In the following, we follow a four step procedure to arrive at the error exponent bounds. In step one, we define two packing functions. These functions do not depend on the channel statistics. Next, in step two, for any constant-type code and any channel, we provide upper and lower bounds on the probability of decoding error in terms of these packing functions. In step three, by using a random coding argument on the constant-type code ensemble, we show the existence of codes whose packing functions satisfy certain conditions. Finally, in step four, by connecting the results in step two and three, we provide lower and upper bounds on the error exponents.
A. Point-to-Point Channels 1) Packing Functions: For any P ∈ P n (X ), and any M > 1, consider the constant-type code ensemble C(P, M) as defined in Section III-A, and define a packing function,
The packing function that we use is the average number of codeword pairs sharing a particular joint type V XX . Specifically, for any P ∈ P n (X ), any V XX ∈ P n (X ×X ), and any code C = (x 1 , x 2 , . . . , x M ) ∈ C(P, M), the first order packing function is defined as:
Using this packing function, we prove three different packing lemmas, each of which shows the existence of a code with some desired properties.
To provide upper bounds on the average error exponents, for every V XXX ∈ P n (X × X × X ), we define the second order packing function λ :
This quantity is the average number of codeword triplets sharing a common joint type in code C.
2) Relation Between Packing Function and the Error Probability: For a given P ∈ P n (X ), and α : P(X ×Y) → R, define the following set of joint types:
For a given channel, we provide an upper bound and a lower bound on the average probability of error of an arbitrary constant-type code in terms of its first order and second order packing functions. The rest of the paper is built on this result.
Lemma 1: For any n > 1, any finite set X , any M > 1, and any P ∈ P n (X ), the average probability of error of any code C in C(P, M) used on any DMC W : X → Y with α-decoding satisfies
3) Random Coding Packing Lemmas:
In the following, we use three packing lemmas to derive the bounds on the error exponents. The first lemma is a version of the packing lemma of [17] . The second and third packing lemmas are new. The statements involving the upper bound on the first order packing function given in the first two lemmas were given in [17] . For a given P ∈ P n (X ), define the following sets:
Lemma 2 (Random Code Packing Lemma): For any n > 1, any M > 1, any finite set X , any P ∈ P n (X ), any V XX ∈ P n (X 2 ), and any V XXX ∈P n (X 3 ), the expectation of the first order and second order packing functions over the ensemble C(P, M) satisfies:
(40) Proof: The proof is straightforward and is omitted [17] , [24] .
Lemma 3 (Typical Code Packing Lemma): For any δ > 0, any finite set X , ∃n 11 (δ, |X |) such that for any n ≥ n 11 , any P ∈ P n (X ), and any R ≥ 4δ, every code C t , except a fraction 2 −nδ/2 in the ensemble C(P, 2 n R ) satisfies
The proof is given in the Appendix. The significance of Lemma 3 is the following consequence. Note that almost every code C t satisfies the property:
Hence, for every codeword x i and every type V XX ∈ P n (X 2 ), we have 21 , any R * > 0, any P ∈ P n (X ), there exists a code C ex in the ensemble C(P, 2 n R * ) that satisfies
for every i ∈ {1, 2, . . . , 2 n R * }, and every V XX ∈P n (X × X ).
In the following we use an expurgation technique for proving this. Note that the number of codeword pairs sharing a joint type has been reduced by a factor equal to the size of the codebook. This technique can be extended to the multiple access channels for expurgation. This is one of the main contributions of the paper. Intuitively speaking, in the expurgated code, there will not be any codeword pair having the joint type V XX with I (X ∧X) > R + 3δ. In other words, the codewords in the expurgated code are even farther apart as compared to almost all codes in the original ensemble. This leads to further tightening of the bound on the error exponents. We give the proof in the following.
Proof: For any δ > 0, any M > 1, and any P ∈ P n (X ), by using Lemma 2 and Markov inequality on C(P, M) we get the following:
where the last inequality is valid for any n > n 21 (δ, |X |), where n 21 ≥ 2 is the smallest number that satisfies (4|X | 2 )/3n 21 log(n 21 + 1) < δ. Therefore, for any n > n 21 , any P ∈ P(X ), any M > 1, there exists at least one code C r , with M codewords satisfying
for every V XX ∈P n (X × X ). Let us define
Using (47), we get (C r ) < 4 . Using the fact that
we infer that there exists
Let us call this subset of the code as C ex . Without loss of generality, we assume C ex contains the first M * sequences of C r . Since
and M * ≥ M/2, it can be concluded that for all i ,
Since all the terms in the summation are non-negative,
Using Lemmas 2-4, and the relation between the packing function and the probability of error as given in Lemma 1, we get the desired exponents. See appendix for further details.
B. DM-MAC: Upper Bounds
For any finite set U, any joint type P XY U ∈ P n (X × Y × U) such that X − U − Y , any two positive integers M X and M Y , and any sequence u ∈ T P U . consider the constant-type code ensemble C(u,
1) Definition of Packing Functions: Definition 7: For any joint type V U XYXỸ
, the first-order packing functions are defined as follows:
and
for every η ∈ {X, Y }, and every β ∈ {U, X, Y, XY }, where x i and y j are the i th and j th codewords in C X and C Y , respectively.
Next we obtain an upper bound on the probability of decoding error for an arbitrary two-user code that depends on its packing functions defined above.
2) Relation Between Probability of Error and Packing Functions:
Let us define certain collections of joint types of resolution n as follows in a way similar to the set of distributions defined in Definition 5.
Definition 8: For any P XY U ∈ P n (X × Y × U) such that X − U − Y , we define the following sets of n-types
V r U,n {V U XY : V XU = P XU , V Y U = P Y U } (54a) V rU X,n V U XYX Z : V U XY , V UXY ∈ V r U,n , α(V UXY Z ) ≤ α(V U XY Z ) (54b) V rU Y,n V U XYỸ Z : V U XY , V U XỸ ∈ V r U,n , α(V U XỸ Z ) ≤ α(V U XY Z ) (54c) V rU XY,n V U XYXỸ Z : V U XY , V UXY , V U XỸ , V UXỸ ∈ V r U,n , α(V UXỸ Z ) ≤ α(V U XY Z ) (54d) and V r L X,n V r L Y,n V r L XY,n
are defined similarly except with inequalities replaced with strict inequalities.
The next lemma relates the probability of decoding error of an arbitrary code and its packing functions. This is a generalization of Lemma 1 to the case of DM-MACs.
Lemma 5: For any n > 1, any finite sets X , Y, U, any P XY U ∈ P n (X × Y × U) such that X − U − Y , any u ∈ T P U , any M X > 1, and any M Y > 1, the average error probability of any code C ∈ C(u,
Proof: The proof is given in the Appendix. 3) Packing Lemmas: As we did in the point-to-point case, here we perform random coding and derive bounds on the packing functions. The results will be stated as three lemmas, one for the average, one for the typical performance of the ensemble, and finally one for the expurgated code. These results will be used in conjunction with the relation between the packing functions and the probability of error established in Section IV-B.2 to obtain the bounds on the error exponents.
We have the following three lemmas about the constant-type code ensemble. The statements involving the upper bound on the first order packing function given in the first two lemmas were given in [17] .
Lemma 6: For any n > 1, any R X > 0, R Y > 0, any finite sets X , Y and U, any P XY U ∈ P n (X × Y × U ) such that X −U −Y , any u ∈ T P U any type V U XYXỸ ∈P n (U ×(X ×Y) 2 ), the expectations of the packing functions over the ensemble C(u, P XY U , 2 n R X , 2 n R Y ) satisfy:
for every η ∈ {X, Y }, and every β ∈ {U, X, Y, XY }. Proof: The proof is straightforward and is omitted [17] , [24] .
Lemma 7: For any δ > 0, any finite sets X , Y, U, ∃ n 11 (δ, |X |, |Y|, |U|) such that for any n > n 11 , any P XY U ∈ P n (X × Y × U) such that X − U − Y , any u ∈ T P U , and any
for every β ∈ {U, X, Y, XY }, every η ∈ {X, Y } and every
Proof: It follows from the Markov inequality in a straightforward way similar to the point-to-point case.
Lemma 8: For any δ > 0, any finite sets X , Y and U, ∃ n 21 (δ, |X |, |Y|, |U|) such that for any n > n 21 , for any
The proof is given in the Appendix. As shown in the appendix, the above property is derived by the method of expurgation. Unlike the point-to-point case, expurgation in the DM-MAC is not a trivial procedure. To see that, observe that expurgating bad pairs of codewords results in a code with correlated messages, which is hard to analyze. Instead, what we do is to expurgate each codebook individually. Roughly speaking, we start with a two-user code whose existence is proved in Lemma 6 and eliminate some of the bad codewords from each of the codebooks (as opposed to codeword pairs). Why this procedure leads to an improved error exponent can be explained by referring to (61). Note that the quantity L β is an integer and thus for every distribution V for which the exponent on the right hand side of (61) is positive, L β would be exactly zero. This in turn guarantees that the two-user code has good "distance" properties, since, for every codeword pair (i, j ), there will not be any other codeword pair which shares the joint distribution V with (i, j ). Using Lemmas 6-8, and the relation between the packing function and the probability of error as given in Lemma 5, we get the desired upper bounds on the exponents. See appendix for further details. 3 , define a set of second-order packing functions as follows:
C. DM-MAC: Lower Bounds Definition 9: For any
(67) The second-order packing functions are used to prove the tightness of the results of Theorem 7 and Theorem 8. The next lemma provides a lower bound on the probability of decoding error of an arbitrary code in terms of its packing function. This is a generalization of Lemma 1 to the case of DM-MACs.
Lemma 9: For any n > 1, any finite sets X , Y, U, any P XY U ∈ P(X × Y × U) such that X − U − Y , any u ∈ T P U , any M X > 1, and any M Y > 1, the average error probability of any two-user code C ∈ C(u, Proof: The proof is given in the Appendix. Consider the following definition.
Definition 10: For any V U XYXỸXŶ
for γ ∈ {T, ex}, where
1) Packing Lemmas:
Consider the constant-type code ensemble for DM-MACs as considered in the previous subsection. We have the following two lemmas about this ensemble.
Lemma 10: For any n > 1, any R X > 0, R Y > 0, any finite sets X , Y and U, any P XY U ∈ P n (X × Y ×U ) such that X −U −Y , any u ∈ T P U , and any type V ∈P n (U ×(X ×Y) 3 ), the expectations of the packing functions over the ensemble C(u, P XY U , 2 n R X , 2 n R Y ) satisfy:
The proof is straightforward and omitted. Lemma 11: For any δ > 0, any finite sets X , Y, U, ∃ n 13 (δ, |X |, |Y|, |U|) such that for any n > n 13 
, every η ∈ {X, Y }, and every β ∈ {U, X, Y, XY }; and moreover
for every β ∈ {X, Y, XY X, XY Y, XY XY }, and every
The proof is given in the Appendix. Using these two lemmas, we get the proofs of the theorems. See Appendix for details.
V. NUMERICAL RESULTS
In this section, we calculate the exponent derived in Theorems 5 and 6 for a DM-MAC that is very similar to the one used in [18] . This example shows that strict inequality can hold in (28). Consider a DM-MAC with X = Y = Z = {0, 1} and the transition probability given in Table I (a). This is a modified version of the channel considered in [18, Example 1] . In this version, the channel is noisy for every pair of channel inputs. In the formula for E ex (R X , R Y , W ) of Theorem 6, the inner minimization over test channels is a convex optimization and we use the standard convex optimization procedure in MATLAB. We do not perform the outer maximization over the input distribution as it is a non-convex optimization problem, and a computationally efficient way to solve this is not available.
First, we choose a time-sharing alphabet U of size |U| = 4. Then a channel input distribution P U P X |U P Y |U is chosen randomly as shown in Table I(b). Table II gives the numerical values of the random coding exponent of [18] , and the expurgated exponent we have obtained for a selected set of rate pairs.
As we see in the table, in the low rate regime, we have strictly better results in comparison with [18] . For larger rate THE SECOND DISTRIBUTIONS GIVEN IN TABLE I, RESPECTIVELY pairs, the inequalities containing min{R X , R Y } will not be active anymore, and thus E ex equals E L H r . We emphasize that the numerical results in Table II do not prove conclusively that E ex > E L H r since only a pair of input distributions is considered.
VI. CONCLUSION
We studied a unified framework to obtain all known lower bounds (random coding, typical random coding and expurgated bound) on the reliability function of a point-to-point discrete memoryless channel. By using a similar idea with a DM-MAC, we derived three lower bounds on the reliability function. The first one (random coding) is identical to the best known lower bound on the reliability function of DM-MACs. The second bound (typical random coding) is the typical performance of the constant-type code ensemble.
To derive the third bound (expurgated), we used an expurgation procedure on a codebook with a larger rate. This is the first bound of its type that explicitly uses the method of expurgation in a multi-user transmission system. This also led to an inner bound to the maximal error capacity region of a DM-MAC.
APPENDIX
A. Point-to-Point Channel
This section contains the proof of all lemmas and theorems related to the point-to-point channel.
Proof (Lemma 1): Consider the following argument about the average probability of error of a code C used on a channel W .
From the inclusion-exclusion principle, it follows that
Next, we provide an upper bound on the second term on the right hand side of (74) as follows.
On the other hand y :
Combining the above with (74), we have an upper bound on the probability of error in terms of the first order packing function as follows.
Next, we consider the lower bound.
We provide a lower bound on B i and upper bound on C i as follows.
Combining (74), (86), and (89) we get the desired lower bound.
Proof (Lemma 3):
To prove that a specific property holds for almost all codes, with certain number of codewords, in the constant-type code ensemble, we use a second-order argument. We already have obtained upper and lower bounds on the expectation of the desired function over the entire ensemble. The upper bound follows from the Markov inequality. We use Suen's inequality [25, Theorem 10 ] to provide a lower bound. For any n > 1, any R > 0, any P ∈ P n (X ), consider the constant-type ensemble C(P, 2 n R ) with uniform measure. Let us define the indicator random variable as
where M 2 n R . We find the dependency graph of the collection of indicator random variables U i j , for 1 ≤ i, j ≤ M and i = j as follows. The number of vertices of the graph is M(M − 1). The vertex U i j is connected (denoted by i j ∼ kl) to U kl if either i = k or j = l. We evaluate the parameters of the graph μ,δ and as follows 7
and we can provide bounds on μ, andδ as follows. Let n 11 be the smallest n such that δ > 2|X | 3 log(n+1) n , and 2 nδ > 204δn. For any n > n 11 , we have
Since we are already using δ as the perturbation parameter, we useδ in place of δ of [25, Th. 10].δ
Now make the observation that μ 6δ ≥ M 24 2 −2nδ ≥ 2 nδ 24 for all R ≥ 4δ, and
for all V XX such that I V (X ∧X ) ≤ 2R − 4δ for the following reasons: (a) if R ≥ I V (X ∧X ), then the first term in the denominator dominates, and the fraction is not smaller than , and
approaches infinity as n becomes large. Combining these and using [25, Th. 10] , we get
This gives us the lower bound. The upper bound on λ follows from Markov inequality.
Proof (Theorem 1):
Consider the code (n, 2 n R ) code C whose existence is asserted in the typical code packing lemma. Let M = 2 n R . We have
for every V XX ∈P n (X × X ). By multiplying both sides of inequality (98), we conclude that
for all V XX ∈P n (X × X ). We obtain a higher error exponent for almost all codes by removing certain types from the constraint set P rU n . Consider any V XX ∈P n (X ×X ) satisfying
By using (37) on C, and Lemma 3, we have for every DMC W ,
for any n > n 1 , where n 1 = max{n 11 , n 12 }, n 11 is given in the proof of Lemma 3, and n 12 is the smallest n such that δ > |X | 2 |Y| log(n+1) n , where
Proof (Theorem 2): Using (38) on C and Lemma 3, for any δ > 0, any R ≥ 4δ and any n such that |X | 3 |Y| log(n+1) n < δ, we have for every DMC W ,
Here, the second inequality follows for all n such that δ > |X | 3 |Y| log(n+1) n and n ≥ 2 δ from Lemma 12, which is given below, and the third inequality follows for sufficiently large 8 8 One can use the fact that for any three probability distributions P, Q and W on X , such that P W and
n (which depends on W ) from the continuity of information measures. Lemma 12:
Proof: We omit the proof for conciseness [24] .
B. MAC: Upper Bounds Proof (Lemma 5):
We proceed by looking at the average probability of decoding error e(C, W ) as follows:
where D i j is the decision region of the message pair (i, j ).
The first term on the right side of (110) can be bounded from above as
Similarly, the second and third term term on the right side of (110) can be bounded from above, respectively, as follows:
Having related the probability of error and the function B X i, j , B Y i, j and B XY i, j , our next task is to provide a simple upper bound on these functions. This is done as follows.
Similarly, we can provide upper bounds for B Y i, j and B XY i, j . Moreover, we can also provide trivial upper bounds on A(·) functions as was done in the point-to-point case:
. The same bound applies to A Y and A XY . Collecting all these results, we get the desired upper bound on the probability of error.
Proof (Lemma 8): Using Lemma 6 and Markov Lemma, for any δ > 0, R X > 0 and R Y > 0, any P XY U ∈ P n (U × X × Y) such that X − U − Y , we get the result in (124), as shown at the bottom of this page, for all n > n 21 where n 21 is the smallest number that satisfies δ > . This implies that for all n > n 21 there exists an
where the summation is over all
Using the property of the code, we get 1 (C r ) < . Hence using the argument used in the point-topoint expurgated code packing lemma, we see that there must
2 , and
for every i ∈ {1, 2, . . . , 2 n R * X } and every V U XX ∈P n (U ×X 2 ), where
Without loss of generality, we assume that C ex X contains the first 2 n R * X sequences of C r X . Using the relation between C i and C r we get that
We can expand 2 (C i ) as follows
We see that the average of G( j ) over C r Y is bounded from above by 
2 , and (130), we conclude that for all j ∈ {1, 2, . . . ,
Since all terms in the summation are non-negative, we conclude that
for every i ∈ {1, 2, . . . , 2
, and every β in {U, X, Y, XY }. Using (127), (131) and (133) and replacing X with Y in the above argument, we get the desired bounds on φ η and L β . By defining
and using the fact that 3 
, we get the desired bounds on N β . Here, by the method of expurgation, we end up with a code with a similar average bound as we had for the original code. However, all pairs of codewords in the new code also satisfy (61), and (62). Therefore, we do not lose anything in terms of average performance, however, as seen from Theorem 5, we end up with a tighter bound since we have more constraints on any particular pair of codewords in our codebook pair.
Proof (Theorem 3): By taking expectation over (55) and applying Lemma 6 we get the desired upper bound.
Proof (Theorem 4): As was done in Theorem 1 for the point-to-point case, here, we obtain higher error exponents for almost all codes by removing certain types from the constraint sets V r X , V r Y and V r XY . Lemma 13: Let C = C X × C Y be one of the two-user codes whose existence is asserted in Lemma 7. The following hold:
where the last equality follows from the corresponding result for the point-to-point channel (performance of the typical code), therefore,
, by the property of the code derived in Lemma 7, we observe that N X (C X , C Y , V U XYX ) = 0. Using a similar argument in other two cases, we get the desired result. We follow the techniques used in Theorem 1 to provide upper bounds on the average probability of error of almost all codes in the random coding ensemble. Consider any typical two-user code C = C X × C Y whose existence was established in Lemma 7. Applying (55) on C, and using Lemma 13 
Here (a) the second summation in the first inequality is over all V ∈ V r β,n ∩V T β,n (R X + 2δ, R Y + 2δ), (b) R XY = R X + R Y − I V (X ∧Ỹ |U ), and (c) the second inequality is valid for any n > n 1 , where n 1 = max{n 11 , n 12 }, n 11 was defined in Lemma 7, and n 12 is the smallest number that satisfies |X | 2 |Y| 2 |Z||U|log(n 12 + 1)/n 12 + log(3)/n 12 < δ.
Proof ( 
Proof: The proof is very similar to the proof of Lemma 13, and is omitted [24] . Using the arguments of Theorem 4, the average error probability of C ex can be obtained as follows: 
Here (a) the second summation in the first inequality is over all V ∈ V r β,n ∩V ex β,n (R X + 3δ, R Y + 3δ), and (b) R XY = R X + R Y − I V (X ∧Ỹ |U ), and (c) the second inequality is valid for any n > n 2 , where n 2 = max{n 21 , n 22 }, n 21 was defined in the proof of Lemma 8, and n 22 is the smallest number that satisfies |X | 2 |Y| 2 |Z||U| log(n 22 +1) n 22 + log(3) n 22 < δ. Hence we have the first statement of the theorem. Toward obtaining an upper bound on the exponent of the maximal probability of decoding error, we have the following lemma, the proof of which follows from the arguments used in the proof of Lemma 5. 
we have
Otherwise, i.e., if V U XYXỸ ∈P n (U × X 2 × Y 2 ) is such that (let 2 
With the union bound, this gives the first part of the lemma. Now, by using the result of Lemma 6 and Markov's inequality, it can be concluded that Proof: The proof is omitted for conciseness [24] . Using the above lemma and similar arguments, the average probability of error can be bounded from below as 
where R XY = R X + R Y − I (X ∧Ỹ |U ). Using the continuity argument, the lower bound on the average error probability follows.
Proof (Theorem 8):
Applying (68) on C, then using Lemma 11 we get the result in (185) Using the continuity argument and the arguments used in the proof of Theorem 7, the lower bound on the average error probability follows.
