In this article, we have modeled mortality rates of Peruvian female and male populations during the period of 1950-2017 using the Lee-Carter (LC) model. The stochastic mortality model was introduced by Lee and Carter (1992) and has been used by many authors for fitting and forecasting the human mortality rates. The Singular Value Decomposition (SVD) approach is used for estimation of the parameters of the LC model. Utilizing the best fitted auto regressive integrated moving average (ARIMA) model we forecast the values of the time dependent parameter of the LC model for the next thirty years. The forecasted values of life expectancy at different age group with 95%
1. Introduction. Mortality rate is an important variable in the fields of actuarial science, demography, national planning and social security administration. Mortality levels are generally regarded as indicators of a general welfare of a population. Large changes in mortality rates in a relatively short period of time may present a number of challenges to demographers and practitioners of actuarial science. For example, in the Peruavian case the death rate has reduced to a large extent during the last few decades. Specifically, according to the World Health Organizations health statistics 2014, life expectancy at birth has increased by six years between 1990 and 2012 universally (77 years in 2012 as opposed to 71 years in 1990). This arises the need to develop methods for forecasting mortality rates and life expectancy. Prediction of future mortality rates are especially useful for life insurance companies and annuity providers, which use these predicted mortality rates in their pricing calculations. Clearly, systematic underestimation the longevity risk may eventually cause a financial collapse of these companies. For example, if mortality rates increase, the life insurers need to pay the death benefits earlier than expected. This implies that dramatic decline in mortality brings very serious financial exposures for insurers providing life contracts and life annuities. Lee and Carter [1] introduced the first mortality model with stochastic forecast. The LC model is a two-factor model which includes two age-specific parameters for every age group, and a time-varying effect, such that a tendency of all age-specific central death rates have the same pattern of stochastic evolvement over time. There have been several extensions of the basic Lee-Carter model by including different factors. Both, Maindonald, and Smith [12] considered the multi factor age-period extension of Lee-Carter, Renshaw and Haberman [13] proposed a model with the cohort effect and [14] used the logit transformation in the mortality model. The main aim of this study is to fit the LC model for predicting Peruvian mortality rates and life expectancy in different age groups. We use life table data from 1950 to 2017. The central mortality rates were measured once during each 5 years period. Based on the LC model, we predict central mortality rates and values of life expectancy at different age groups for the next six periods of five years, starting from the period of 2020-2025.
The rest of the paper is organized as follows. In the next section we describe the data obtained from INEI and give a brief discussion of the mortality pattern in Peru. In Section 3 we present the Lee Carter model and describe the estimation and forcasting procedure. In Section 4 we report the results of fitting the Lee Carter model to the Peruvian data. In Section 5 we present the forecasting results. In Section 6 some conclusions are outlined.
2. Data Description. The age-specific central mortality rates from 1950 to 2017 are available from the Peruvian National Institute of Statistics (INEI). There are 14 measurements for each age group: the first measurement refers to the period of 1950-1955, the second measurement refers to the period of 1955-1960, and so on. The last measurement is based on the census, which was conducted in Peru in November of 2017 (referred to as a period of 2015-2020). The data are available for 18 age groups: 0, 1-4, 5-9, 10-14,...,75-79 and 80+. Unfortunately, such a layout of the data is insufficient for deriving some monetary functions involving life contingencies, since this generally requires knowledge of probabilities of death for every single year of age. In the case of mortality at advanced ages the INEI does not have detailed information; the only information available is the central mortality rate at the age group of 80+. There exist various mortality prediction models for the advanced ages (see for example [16] , [15] ), however, making analysis of the behavior of mortality rates at advanced ages is not the focus of this research.
The raw data, used for the purpose of implementation of the LC methodology are presented in Tables 9 and 10 . Figures 1 and 2 present the age group specific central mortality rates for Peruvian female and male populations for 4 different periods: 1950-1955, 1970-1975, 1990-1995 and 2015-2020 . These figures shows very clearly a notable reduction in mortality rates in Peru over time for both male and female populations. One can also observe that a more conciderable decline in mortality rates occurs in the younger ages groups. For the female population we observe a more rapid decline in mortality rates for the age groups from 10 to 40 years, during 1970 to 1995 as compared to the periods between 1950 to 1975 and between 1995-2015, while for the male population for the mentioned periods the decline is uniform. We can also conclude that during the periods between 1950 and 1975 and between 1975 and 1995, a more conciderable reduction occured for the age groups between 5 and 40, compared to the older age groups. During the last period between 1995 and 2015 the decline is generally more or less uniform for all the age groups.
Based on the data on mortality tables we compute life expectancies for female and male populations for all available 5 years periods, for several age groups. The results are presented in Figures 1955, 1955 − 1960, 1960 − 1965, 1965 − 1970, 1970 − 1975, 1975 − 1980, 1980 − 1985, 1985 − 1990, 1990 − 1995, 1995 The LC model uses the natural logarithm of the central mortality rates to measure the age and time effect, and is defined as
where α x denotes the coefficient which describes average age specific pattern by age of mortality, k t denotes the time-varying index for the general mortality, β x denotes the coefficient which measures sensitivity of ln(m x,t ) at age group x to changing the index k t (note that d ln(m x,t )/dt = β x dk t /dt) and ε x,t is the error term which is assumed to follow a normal distribution with mean zero and to be independent of age and time. The term β x k t in the LC model capture the joint tendency of age-specific mortality rates to evolve over time.
The model can not be adjusted by regression methods since no explanation variables are included into the model. Moreover, the model is not identifiable (see Lee and Carter, 1992) . In order to solve this problem, the authors use the following constraints: t k t = 0 and x β x = 1. The first constraint implies that α x is equal to the average of ln(m x,t ) over time. That is,α
where T es the number of available time periods (in our case, T = 14). We therefore rewrite the model in terms of the mean centered log-mortality rate, r x,t = r x,t − r x,t . Since practical uses of the LC model implicitly assume that the disturbances ε x,t are normally distributed, the Equation (3.1) can be expressed as a multiplicative fixed effects model for the centered age profile:
where the parameterα x = E( r x,t ) is interpreted as the average pattern of mortality at age x. Using constraints of the model, we obtain an estimate of k t , k t = x ln(m x,t ) −α x . Differentiating both sides of (3.1) we obtain an estimate for β x ,β x = (∂ ln(m x,t )/∂t)/(∂k t /∂t). In order to estimate parameters of the LC model, Lee and Carter used Singular Values Decomposition (SVD) (see [17] , [18] ) of the matrix M x,t = ln(m x,t ) −α x to obtain β x and k t :
where r = rank(M x,t ), {λ 1 ≥ λ 2 ≥ · · · ≥ λ r } are the ordered singular values of M x,t , U x,i and V t,i are the left and right singular vectors. Utilizing the theorem of low rank approximation, the rank h least square approximation of (3.3) is obtained as
(for more detail see [19] , [17] and [18] ). Then, the rank h residuals associated with (3.3) are
and the corresponding rank-h approximation least square errors is ε 2 h = r i=h+1 λ 2 i which implies that the errors have similar variance. However, this assumption is violated for mortality data: the variance of the log-central death rate is approximately V ar(ln(m x,t )) ≈ 1/d x,t , where d x,t denote the number of deaths at the age group x at time t (see [20] for details). The proportion of variance explained by the i th term λ i U x,i V i,t of the decomposition (3.3) is given by λ 2 i / r j=1 λ 2 j , and the total variance explained by a rank-h approximation is
It is clear that 0 ≤ σ 2 h ≤ 1 and the closer this value is to 1, the better is the approximation. For example, for the US data, Lee and Carter [1] restrained the SVD approximation to the first order M (1)
and obtained an explained variance σ 2 1 = 92.7% for the total population. Predicting mortality with the LC model is reduced to forecasting the index k t utilizing time series approaches (see [21] ). Table 1 and the estimated values of time dependent parameter k t are reported in Table 2 Applying SVD to the matrix M x,t , we obtained an explained variance of 98.73% and 98.77% by fitted LC model for Peruvian female and male mortality data respectively. In Figures 5 and 6 , we have plotted the observed and fitted age group specific central mortality rates for four periods: 1950-1955, 1970-1975, 1990-1995 and 2015-2020 . The obtained results indicate that the fitted mortality rates, obtained by fitting the LC model are generally very close to the observed (actual) mortality rates for both male and female populations although for the period of 1990-1995, the estimated mortality rates for females of the age groups 15-19 and 20-24 are somewhat higher than the actual mortality rates. Also there are some small differences for the newborns. In Tables 3 and 4 , we present the actual values of LE and their estimated values, based on fitted LC for four selected decades. The results presented in Tables 3 and 4 show a very good fit of the LC model to the data for both female and male populations, for all age groups.
Forecasting.
Forecasting is generally the main aim behind the modeling of mortality rates. The notable advantage of the LC model is its simplicity for predicting the future values of central mortality rates and life expectancy, since the values of the coefficients a x and β x are supposed to be constant over time. It follows then that in order to predict the future values Table 3 Observed and estimated life expectancy for the periods of 1950-1955, 1970-1975, 1990-1995 and 2015-2020 of the mortality rate (and the life expectancy) one has to predict the corresponding value of the mortality index k(t). In practice, for modeling the k(t) the ARIMA models are generally fitted. For example, Lee and Carter (1992) fitted ARIMA(0,1,0) (i.e. random walk with drift) for modeling the mortality index for US population, Chavhan and Shinde (2016) utilized the ARIMA(1,2,0) and ARIMA(0,2,0) for modeling the mortality index for female and male populations in India. Having fitted an appropriate model to the series of the observed values of k(t), one can predict its future values, and consequently, compute predictions of the age specific central mortality rates and life expectancy, using the obtained values of a x and b x (see table  1 ). We considered a variety of ARIMA models to be fitted to mortality index for male and female populations. In both cases the best fitted model was ARIMA(0,2,0). The following tables present the results of estimation and forecasting procedures. In Table 5 , we report the predicted values of mortality index, along with their corresponding standard errors for the next six periods (from 2020-2025 to 2045-2050). The results presented in the table show a steady reduction in predicted mortality rates over time for all age groups for both males and females. Also, one can observe that a more rapid reduction occurs in the younger age groups. For example, for the newborns, Table 6 presents the forecasted age specific central death rates in terms of deaths per 100,000 for the next six periods.
Finally, Tables 7 and 8 present the forecasted values of life expectancy and the corresponding 95% confidence intervals. From these tables one can observe that life expectancy at birth will increase from 77.75 to 81.98 for females and from 72.49 to 77.83 for males (between the periods of 2015-2020 and 2045-2050). However, as one can see, the width of confidence intervals significantly increases for more distant periods. For example, for the period Table 6 Forecasted values of age specific mortality rates in terms per 100,000 for Female  Male  I  II  III  IV  V  VI  I  II  III  IV  V  VI  0  1573  1407  1259  1127 1008  902  2034  1790  1575  1387  1220  1074  1-4  181  159  140  123  108  95  221  191  165  142  123  106  5-9  47  42  38  34  31  28  64  57  51  46  41 928  885  844  804  767  731  1453  1387  1323  1262  1204  1149  65-69  1513  1442  1375  1310 1249 1191  2266  2166  2070  1978  1890  1806  70-74  2410  2289  2175  2066 1962 1864  3422  3257  3100  2950  2808  2672  75-79  3664  3465  3276  3098 2930 2771  5131  4859  4602  4359  4129  3910  80+  10717 10363 10021 9690 9371 9061 12028 11585 11159 10748 10352 9971 of 2045-2050 a confidence bands are around 4 years width for females and about 10 years width for males. For the period of 2020-2025 the band width is quite narrow: around 1 year for females and around 5 years for males. For the younger age groups the confidence bands are generally wider. Female  Male  I  II  III  IV  V  VI  I  II  III  IV  V  VI  0 6. Conclusions. In this paper we illustrate the performance of the LC approach to modeling the central mortality rates of Peruvian population. The principal objective of this study is to estimate the model parameters and predict future values of central mortality rates as well as future life expectancy. The data for central mortality rates is available for 14 five years periods (census data), from 1950 to 2017. As mentioned above, these predictions are utilized by life insurance companies and annuity providers for their pricing calculations. The results, presented in this article demonstrate a very good fit of the model to the data. On the other hand, the confidence intervals for life expectancy, presented in Table 8 are somewhat wide for more distant periods, especially for the male population. This can probably be explained by a large variability of the mortality index predictions due to a shortness of the series of the mortality index (recall that in our case it is only 14). Since the insurance company are interested in long term predictions, the width of confidence intervals can be of great importance. The authors are working in this direction.
