Abstract: With the development of wireless network technology and multimedia technology, multimedia applications of MANET have gained more and more attention. How to ensure the QoS of video communication in multi-hop network is an urgent key problem. Multi-path streaming is a useful way to improve the quality of wireless video transmission. In this paper, we first analyze the routing mechanism of AOMDV and SMR. Then we use NS2 to generate different scenario files using different movement modes, and through forwarding scalable video contents, we test the performance of AOMDV and SMR. At last, we evaluate their performance through packet delivery ratio, average end-to-end latency and normalized routing overhead.
INTRODUCTION
A mobile ad-hoc network (MANET) is an immediately deployable wireless network needing no base station or infrastructure to uphold routing and network management. A MANET includes wireless mobile nodes which are collected and they act as two roles of sending or receiving terminal and router. The nodes are suitable for all the tasks which are required consisting of routing to communicate. Due to the limited transmission range of the nodes, they usually need multiple hops to exchange information with other nodes. Therefore, the routing protocol used in a MANET can directly affect the overall performance of data delivery [1] .
With the development of wireless network technology and multimedia technology, multimedia applications of MANET have gained more and more attention. How to ensure the QoS of video communication in multi-hop network is an urgent key problem [2, 3] . Multi-path streaming is a useful way to improve the quality of wireless video transmission. Because transmission bandwidth is better than a single path and for the reliability of multiple routes, it can decrease the influence of quality of the video transmission path from the path damage through constructing multiple transmission routes between the source nodes and the destination nodes. There is a substantial study of multi-path routing protocols at present, especially research of on-demand multipath routing protocols which is a hot issue in MANET field [4] . AOMDV [5] and SMR [6] are two classic ondemand multipath routing protocols. In this paper, we will first analyze the routing mechanism of AOMDV and SMR. Then we will use NS2 to generate different scenario files with varying movement patterns, through forwarding scalable video contents, and test the performance of AOMDV and SMR. At last, we are going to evaluate their performance through packet delivery ratio, average end-to-end latency and normalized routing overhead.
ROUTING MECHANISMS OF AOMDV AND SMR

AOMDV Protocol
AOMDV (Ad Hoc On-demand Multi-path Distance Vector) protocol extends the AODV protocol for calculating multiple loop-free and link-disjoint routes. Routing table entry structure of AOMDV protocol is shown in Fig. (1) . It inherits the behavior of AODV protocol that using "destination sequence number" as routing update markers, while adds a new entry called "advertised hop count" to calculate multipath. The sequence number of all the next hops are the same. For each destination, there are a range of the next-hops with the corresponding hop counts to sustain track of multiple routes in the routing entries. In the AOMDV protocol, advertised hop count is defined by the highest hop count for all the routes. When a node's hop count is lower than the advertised hop count, it only receives an alternate route to that goal. Conversely, a routing table containing routing information used recently will be maintained by each node. The routing information includes a next hop and other control information. If a route advertisement is accepted for a destination node with a larger sequence number, the nexthop list and the advertised hop count will be reinitialized.
AOMDV can be utilized for seeking multiple linkdisjoint and node-disjoint paths. What is similar to AODV is that AOMDV employs Route request (RREQ), Route reply (RREP), and Route Error (RERR) to create and maintain its routing information. To find multiple link-disjoint paths, the destination responds to duplicate RREQs without regard to their first hop. In an attempt to ensure getting linkdisjointness routes, only these RREQs arriving through unique neighbors are replied by the destination node. Alternate routes to the destination are defined by each duplicate path advertisement received by certain node. AOMDV picks a shortest latency path as the primary route, and another route as an alternate path. Once the primary path fails, the alternate path in route list will be used for transmission as the primary path. In Case a node becomes aware of that all routes through a neighboring node are no longer valid, it will send RERR about the detected error to its neighbors.
SMR Protocol
SMR (Split Multi-path Routing) protocol extends dynamic source routing (DSR) protocol. It is a classic ondemand multipath source routing protocol. In SMR, the full route is contained in the header of the date packet. RREQ and RREP are used to establish maximally disjoint paths between source and destination. Unlike AOMDV, the whole route between source-destination node pairs is contained of in the packet header, and forwarding nodes do not rely on routing tables therefore. Intermediate nodes do not reply to RREQs and not keep a path cache. Thus the destination node can get all the paths. To improve the validity of paths in the route cache of source node, SMR does not allow intermediate nodes sending RREPs to the source node in any case. SMR is not to simply discard duplicate RREQs, but to choose whether to send RREQs according to their hops. Usually SMR only selects two independent routes to send packets. If a destination node receives the first RREQ packet, the shortest delay path will be represented. The destination node can receive more RREQ packets. From these received RREQ packets, the destination selects another maximally link-disjoint path with the shortest latency, and then sends an RREP message to the source for the picked RREQ. In the case of SMR, there are two kinds of route update mechanisms: (1) SMR-1. If any route to the destination node is invalidated, the source node will perform a route discovery. (2) SMR-2. Only when both paths to the destination node are invalidated, the source node initiates route reconstruction. In this paper, we primarily consider SMR-2.
SIMULATION AND EVALUATION
Simulation Tools
In this study, we use Network Simulator 2 (NS-2) to generate different scenario files using different movement modes, and through forwarding scalable video contents, we test the performance of AOMDV and SMR routing protocols in communicating scalable video coding (SVC) contents under various network scenarios. H.264 SVC is an extension standard of H.264/AVC standard [7, 8] . Relative to H.264/AVC standard, SVC has significant advantages in coding efficiency and degree of supported scalability. SVC can support the layered encoding of video contents which permits the decoding of video contents at varying special, temporal, and DSNR qualities. SVC can encode video contents into a basic layer and some enhancement layers. In this way, destination nodes are able to recover the video streams based on their needs and capabilities needing for no reencoding and forwarding multiple video contents with different qualities. In this paper, we employ NS-2 with a scalable video evaluation framework. Using NS-2, we first specify the network topology, and select sender and receiver according to the simulation scenario. Then we use MyEval-SVC [9] which is an extension for NS-2 to send and receive the video streams traces. We employ Joint Scalable Video Model (JSVM) [10] to encode the input video. Moreover, during the sending the packets of real video, we use Scalable Video Coding streaming Evaluation Framework (SVEF) [11] to evaluate the performance of recovered scalable video. Using these simulation tools enable a real video to be encoded, packetized, and transformed into a format suitable for transmission over the MANET in NS-2. When the simulation ends, at the receiver node, a trace file generated by SVEF of the video will be created. The trace file is able to be transformed into a format which is compatible with NS-2. The video packets already received by the receiver are listed in the output packet trace file. Therefore, the trace file can be utilized to reproduce the video that takes the losses and delay occurred into consideration during the period of transmitting the video streams.
Simulation Experimental
We build 30 nodes networks in a 800m*600m rectangular field. Initially each node is placed randomly and uniformly in the rectangular field. Simulation parameters are shown in Table 1 . Each node in the simulation moves according to "random waypoint" model. Each node starts the simulation movement scenario by remaining static for pause time seconds. After selecting a stochastic destination in the 800m*600m field, the node moves to the destination at a speed lying between 0 and 18m/s. Once reaching that target location, the node pauses again for 20s, chooses another termini, and moves there as formerly described. All nodes repeat this behavior during the simulation.
The experiment employs the foreman video sequence. Source-destination node pairs are selected randomly. Traffic pattern consists of several UDP connections. We use JSVM to encode the video sequence into CIF Format with image dimensions 352*288 and 15 fps. The length of the video is 750 frames. Each frame is encapsulated into one or more UDP data packets that is less than or equals to 1024 bytes. In the experiments, we use SVEF to get a packet trace file which assigns the sequence number of video frame to each packet, extract parity frames from the packet trace file se- quence. Through different routes, the odd frames and even frames can be sent, and the multipath transmission can be realized hence.
Comparing the protocols, we mainly think of the following three performance metrics: (1) Average packet delay--the average latency it takes for each data packet to reach the target nodes; (2) Packet delivery ratio--the ratio between the video packets correctly received by the destination nodes and the generated by the source nodes; (3) Normalized routing overhead--the ratio of the number of control packets generated by all nodes to the total number of all forwarded packets.
Simulation Results
We pre-generated 70 varying scenario files with different movement patterns, then ran separately AOMDV and SMR routing protocols against these scenario files. Because each protocol was challenged in a duplicate mobility scenario, the performance of the two protocols could be directly compared. The time of each simulation is 600 seconds, and each data point in the plots represents an average of 5 simulations with same traffic models, but various mobility scenarios are generated randomly. In all the experiments, the highest speed of the nodes in the scenario is varied from 0 to 18 m/s to alter mobility.
The average packet delay as a function of varying mobility is reported in Fig. (2) . For video communication, a lower delay means a better performance. Fig. (2) shows that SMR protocol has better performance when the speed of nodes is lower than 8m/s. However, at higher speed of nodes, AOMDV performs better. At the same time, it is noted in Fig. (2) that there is a decline in average delay values for speed 6m/s from the delay values for speed 4m/s. This is because speed affects the routing a little as the nodes move slowly, and it will even increase the number of candidate paths, so that the multipath routing can choose the best path to forward video packets. Otherwise, when the speeds become fast enough, the failure probability of packet transmission will become larger, and frequent path repair process will result in higher delay. Fig. (3) presents the packet loss behaviors of AOMDV and SMR. Packet delivery ratio refers to the ratio between the video packets correctly received by the destination nodes and the generated by the source nodes. It embodies the reliability of a routing protocol in transferring data from the source to the destination. In real-time applications such as the wireless video communication, when the delay exceeds limits, the received video packets will be considered as lost data packets and will not be used to decode the video frames. We can find it clearly from the Fig. (3) that the percentage of correctly decoded packets decreases with mean node speed. But SMR has slightly lower performance than AOMDV protocol especially in high-speed mobility scenarios. The reason is that SMR uses multiple active paths alternately to forward video packets, when the speeds become fast enough, due to the active paths fail frequently, packets sent through stale paths might either finally be lost or delayed. Fig. (4) presents the performance comparison of control overhead in normalized routing load between using AOMDV and SMR. Normalized routing overhead refers to the ratio of the number of control packets generated by all nodes to the total number of all forwarded packets. Hence it can reflect the efficiency of a protocol. We find it in Fig. (4) that, the network topology changes acutely as node speed increases, which leads to a larger possibility of link breakage, an increased frequency of route reconstruction, and a significantly increased normalized routing cost with each protocol. Fig. (4) shows that the normalized routing overhead of MSR is a little higher, because SMR allows the destination nodes sending lots of RREPs for the selected maximum disjoint routes, and uses multicast transmission. Par- Fig. (2) . Average packet delay with varying mobility. ticularly in high-speed network environments, this multipath and multicast protocol results in a larger probability of packet retransmission failure and the behavior that packets reach the destination nodes through different paths will result in "packet disorder" phenomenon. Furthermore, reassembling the packets will increase transmission overhead. 
CONCLUSION
At present, how to ensure the QoS of video communication in MANET is an urgent key problem. The selection of the multi-path routing protocol can have a significant impact for video transmission quality. In this paper, we use NS2 to build different network topology scenarios with varying movement patterns. Through forwarding scalable video contents, we test the performance of AOMDV and SMR and the Simulation results show that, in low-speed or medium-speed MANETs, SMR protocol has certain advantages in average delay and packet delivery ratio aspects at the expense of larger routing overhead. However, in high-speed MANETs, AOMDV shows better performance and more efficient fault recovery mechanism.
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