The starting point for any alignment of mammalian genomes is the computation of exact matches satisfying various criteria. Time-efficient, O(n), data structures for this computation, such as the suffix tree [7] , require O(n log(n)) space, several times the space of the genomes themselves. Thus, any reasonable whole-genome comparative project find itself requiring a tens of Gigabytes of RAM to maintain time-efficiency. This is beyond most modern workstations.
With a new data-structure, the compressed suffix array (CSA) implemented via the Burrows-Wheeler transform [2] , we can trade time-efficiency for space-efficiency, taking O(n log(n)) time, but running in O(n) space, typically in total space less than or equal to that of the genomes themselves. If space is more expensive than time, this is an appropriate approach to consider.
An implementation (called bbbwt) was demonstrated by aligning two mammalian genomes on a modest workstation equipped with under 2 GB of free RAM in time superior to that of the implementations of other data structures.
Compressed Suffix Arrays.
A compressed suffix array [4, 3] can be implemented in terms of a Burrows-Wheeler transform (BWT) string using population counts of prefixes to compute indices. Implementations exist supporting these queries efficiently which can be stored in O(n log |Σ|) bits as well as constructed in O(n|Σ| log(n)) time [5] . On a nucleotide alphabet this translates to 5 bits per character to store and 10 bits (worst case) during construction. This author, with collaborators, has developed a similar implementation [6] requiring only 2.5 bits per character to store and 5 bits (worst case) during construction.
The BWT itself allows one to query the number of occurrences of a pattern P in S in O(|P |) time. Here we address the question of whether we can use this data-structure to do the sort of query a comparative genomics effort might require and how it compares to more familiar data-structures.
3 Implementation and Experiments.
We used our implementation to find all bi-unique 20-mers in common between the human and mouse genomes available from NCBI. The source for these routines is being made available 2 . The two assembly files were downloaded from ftp://ftp.ncbi.nih.gov/genomes/H_sapiens and ftp://ftp.ncbi.nih.gov/genomes/M_musculus on August 17, 2004. The files are slightly less than 2.84 GB and 2.74 GB in size, respectively. Additionally, the file NCBIhs-rc.fasta was produced, containing the reverse complements of the strings in NCBIhs.fasta.
The programs were run on a Macintosh G5 with a 1.8 GHz PowerPC 970 processor with 1.8 GB of free RAM (the operating system would not allow more to be allocated, though the hardware had 2.5 GB). The programs were compiled with GCC version 3.3 with the command and options g++ -g -O4.
The total time to produce the indices for the three genome files was 30h12m. The total runtime to produce the matches from the BBWTs was 14h22m.
A suffix tree on a sequence of length n can be built and searched in approximately T n time and Sn space. With REPuter, on our platform, T and S can be determined empirically by constructing a suffix tree on a sufficiently large sequence (we used prefixes of mouse chromosome 1). The constants were determined to be T = 4.25 × 10 −6 s and S = 12.7. The computation of common 20-mers between a pair of strings x and y is typically accomplished by building a suffix tree on x%y where % is a unique character. We can extrapolate that this would require 70 GB of space and 6h30m of time for each of the orientations.
A plausible means to fit a computation of this size within 1.8 GB, is to partition the problem into smaller pieces and compute all 20-mer matches among the pieces (applying the count criteria is a complicating issue, but this is an optimistic analysis). In dividing the problem into 39 × 39 sub-problems, the run-time is increased by a factor of 39 to 256h per strand or 512 hours total.
The more recent match finder vmatch (available from http://www.vmatch.de) is based on enhanced suffix arrays [1] and has better time and space characteristics than REPuter (about 5n bytes per character). We again can extrapolate a runtime based on the runtime of a problem 1 14 th the size, which would just fit within our memory limits. The runtime of the fractional problem was measured to be 19m30s, which, when scaled by 2 × 14 × 14 gives a total runtime of 130h for both strands.
