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Abstract-In this decade, a hard disk has become an essential key component of a personal 
computer system. It preserves important information which is frequently updated. In case the hard 
disk fails, we may possibly lose such important information. This is called a hard disk failure. One of 
the simplest methods for coping with such a possibility of a hard disk failure is to periodically make 
a copy of the information to another secondary medium. This is called a backup operation. 
This study discusses an efficient backup warning policy which gives us a warning to back up files 
at the prespecified time Tw measured by the elapsed time since the previous backup operation or the 
recovery from a hard disk failure, whichever occurs first. For the purpose of determining the value 
of Tw, this study formulates the efficiency as a criterion, which is defined by the long-run average 
ratio of 
(i) the time spent in processing jobs effectively in the sense that their accomplishments are 
successfully backed up, to 
(ii) the total time spent in processing jobs ineffectively as well as effectively, and spent in backup 
or recovery operations. 
We then clarify the conditions under which an optimal warning time exists. A numerical example is 
also presented. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Hard disks used for an engineering workstation or a personal computer can, in recent years, be 
purchased at lower prices. Furthermore, a variety of application software products for a personal 
computer are being developed, which require a hard disk. For these reasons, the hard disk has 
become one of the essential components for a personal computer system as well as an engineering 
workstation system. 
A hard disk generally preserves various files, which are frequently updated. However, these 
files are occasionally lost because of human errors or failures of hardware devices of which the 
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computer system consists. This is called a hard disk faikre. One of the simplest methods for 
protecting us from such a serious loss is to make a backup copy of the files on magnetic tapes, 
removable disks, magnetic optical disks, and so forth (backup disks for simplicity) periodically. In 
the case of a hard disk failure, the backup disks can partially recover the hard disk. The recovery 
will be partial since the data updated after the previous backup operation or the recovery from 
a hard disk failure cannot be recovered. 
Frequent backup operations could significantly reduce the loss at a hard disk failure although 
they would spend much time in backup operations. On the contrary, rare backup operations 
could save time in backup operations while the loss time incurred by a hard disk failure would 
become very large. These observations reveal the significance of determining an adequate backup 
timing of files on a suitable criterion. 
Similar problems to the above have been discussed for the main internal memory of a main 
frame computer, where data stored in the main internal memory are sometimes lost because of 
a system failure. For such a system, many studies have been reported on rollback and recovery 
strategies [l-12], which provide adequate times to backup data in the main internal memory on 
a hard disk. These strategies were originally devised for fear of a system failure of an online 
banking system. In the case of a system failure of such an online banking system, all the data in 
the main internal memory at a failure must completely be recovered at any rate. For this reason, 
all the log files are also backed up on a magnetic tape. With both the data backed up on the 
hard disk and the log files backed up on the magnetic tape, the system data can be perfectly 
recovered although it takes a great deal of time and cost. 
Assuming that the state of the system can be perfectly recovered up to the state at its failure, 
a formulation based on the renewal reward process [13] is possible. The underlying idea in 
the formulation is quite similar to that in replacement policies for a system in the reliability 
context [14,15], h w ere the cost structure depends on the age of the failed unit at its failure [16-191. 
In the problems associated with a hard disk for personal computers or workstations (ba&p 
policy problems for simplicity), it should be reminded that the recovery from a hard disk failure 
using backup disks is partial; i.e., the hard disk can only be recovered up to the state at the last 
backup time. This peculiarity makes the backup policy problem more complicated than that of 
rollback and recovery strategies for the main internal memory. 
For backup policy problems, Sandoh, Kaio and Kawai [20] and Sandoh, Kawai and Ibaraki [21] 
have proposed a backup policy, which suggests to backup files in the hard disk at time T measured 
by the elapsed time spent in updating or creating files after the last backup operation or the 
recovery from a hard disk failure, whichever occurs first. This policy is called a time-managed 
backup policy. For the purpose of determining the value of T, Sandoh, Kaio and Kawai [20] 
formulated the expected cost per unit of time over an infinite time span as an objective function 
to be minimized. Sandoh, Kawai and Ibaraki [21] introduced the limiting availability as another 
objective function to be maximized. Sandoh and Kawai [22] h ave also proposed another backup 
policy, which insists on backing up files when N jobs of creating or updating files are completed. 
This is called a job-managed backup policy. The limiting availability was introduced that was to 
be maximized for the purpose of determining an optimal integer N*. 
Under the time-managed backup policy, we may have to stop creating or updating files for a 
backup operation when the elapsed time since the last backup operation or the recovery reaches T. 
Such a problem can be solved by adopting the job-managed backup policy. Under the job- 
managed backup policy, however, some backup operations may be executed too early and others 
too late. This is because the processing time of each job is random. 
In order to overcome both problems under the time-managed and the job-managed policies, 
this study proposes a warning policy for backup operations. This policy gives us a warning to 
back up files at the prespecified time T,(> 0) measured by the elapsed time since the previous 
backup operation or the recovery from a hard disk failure. The time to give us a warning is 
called a warning time. In case a job is being processed at the warning time, a backup operation 
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is actually conducted immediately after the process of the job is completed. Such a job is called 
a warned job in the following. 
For the purpose of determining the value of T,,,, this study formulates the efficiency as a 
criterion, which is defined by the long-run average ratio of 
(i) the time spent in processing jobs effectively in the sense that their accomplishments are 
successfully backed up, to 
(ii) the total time spent in processing jobs ineffectively as well as effectively, and spent in 
backup or recovery operations. 
If a warning time T, = Tz maximizes the efficiency, it is optimum. We then clarify the conditions 
under which such an optimal warning time exists. A numerical example is also presented. 
2. A@SUMPTIONS AND PROCESS BEHAVIOUR 
2.1. Assumptions 
This study makes the following assumptions. 
(a) The hard disk failure time X follows an exponential distribution with failure rate X, since 
the failures occur randomly in time. The hard disk failure can instantly be detected. 
(b) We, only consider the time during which a job is being processed, and thereupon we assume 
that a hard disk failure occurs only when a system is processing a job. 
(c) The processing time Y for each job of updating files is independently and identically 
distributed, and the cumulative distribution function (cdf) and the probability density 
function (pdf) f p o a recessing time are denoted by H(y) and h(y), respectively. 
(d) The backing up time at each backup operation consists of a setup time T and the time 
proportional to the total processing time of jobs whose accomplishments are to be backed 
up. The proportional constant is denoted by a. 
(e) The mean recovery time from a hard disk failure is given by p. 
(f) No hard disk failure occurs during a recovery operation although one might occur during 
a backup operation. 
Assumption (b) signifies that we regard a hard disk as an intermittently-used system [23]. As- 
sumption (c) indicates that the cdf and the pdf of the total processing time for 72 jobs are, 
respectively, given by 
and 
s 
t 
H,(t) = Hn-I@-y)dH(g) = H(t)*Hn-l(t), n = 2,3,. . . , 
HI(~) = i(t), 
h,,(t)=y, n=1,2 ).“’ (2) 
2.2. Process Behavior 
Let us here define the excess age T, as the residual processing time of a warned job at T,. 
The processing times of jobs generate a renewal process [13], and therefore, the cdf, G(t) of the 
excess age T, is given (see, e.g., [13]) by 
J 
TW 
G(k) = H(Tw + te) - E;r(Tw - t + t&n(t) dt, 
0 
where 
m(t) =c f&(t). (4 
n=l 
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From Assumption (a), the process of the system behavior generates a renewal reward process [13], 
where the renewal point is assigned to the time when one of the following two events occurs. 
(i) The process of the warned job was finished and the backup operation has successfully 
been carried out; that is, X > (e + l)(TW + T,) + 7. 
(ii) A hard disk f a~ ‘1 ure occurred during or before a backup operation and a recovery from the 
hard disk failure using backup disks has been completed; that is, X 5 (a+ l)(TW +T,) +r. 
The above Case (i) includes the effective time, which is expressed by T, + T,, and the time 
over one cycle is (u + l)(Tw + T,) + r in this case, where one cycle refers to the time between 
two successive renewal points. In Case (ii), the time over one cycle is given by X and there is no 
effective time over one cycle. 
3. EFFICIENCY 
Let A(T,) and B(T,), respectively, denote the expected time and the expected effective time 
over one cycle. Then the efficiency W(T,) is written by 
B(TuJ) w(Tw) = A(T,)) 
where 
ACT,) = J O” [(U + l)(Tw + te) + ~1 e-X[(a+l)(=+te)+f dG(t,) 0 
co 
J ii 
(a+l)(T,+t,)tr 
+ (x + P)=‘” dx dG(t,), 
0 0 I 
BP-w) = 
J 
omP’w + t,)e- x[(a+l)(T~+t,)+T] dG(t,). 
(5) 
(6) 
(7) 
The first and the second terms of the right-hand side of equation (6), respectively, express the 
above events (i) and (ii), while the right-hand side of equation (7) indicates only the event (i). 
In many cases, however, it is difficult to derive G(t,) in equation (3) in a closed form, and hence, 
it is also difficult to conduct the subsequent analysis using equations (6) and (7). 
On the other hand, A(T,) and B(T,) are also given by 
A(%,) = J ,7(n + l)v, + +d(a+l)v,+l &y(qJ,) w 
Tw 00 
+ 
J {J 
[(a + l)v, + T]e- x[(a+l)vw+T1h(ww - t) dw, m(t) & 
0 
o 
1 
(x + ,~u)Xe-~” dx 1 dH(w,) 
(x+,,,,-‘.dx] h(v, -t,,}m(t)dt (8) 
+ 
J 
O”(x + p)17(x)Xe-X” dx 
7-W 
Ttu 00 
+ 
J V 
(x + p)A(x - t)Xepx” dx m(t) dt 
0 7-W 1 
+ J oTw (x+ p)Xe-‘” dx,
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O” B(T,) = J Z)we-4b+l)%+71 dH(v,) TW Tw co + J {I w -x~(a+l)~w+Tlh(v, - t) dv, m(t) &,0 0 > 
(9) 
where variables v,, 2, t in the above equations are used to express the accomplishment time of 
the warned job, the hard disk failure time, and the completion time of the job processed just 
prior to the warned job, respectively. 
Each term in the right-hand side of equation (8), respectively, expresses each of the seven cases 
listed below. 
(a) A warning had been given to the job immediately after the renewal point, and a backup 
operation has successfully been completed after the warned job was processed. 
(b) At least one job had been processed before the warning, and a backup operation has 
successfully been completed after the warned job was processed. 
(c) A warning had been given to the job immediately after the renewal point, and a hard disk 
failure occurred during a backup operation. 
(d) At least one job had been processed before the warning, and a hard disk failure occurred 
during a backup operation for the accomplishments of processed jobs. 
(e) A warning had been given to the job immediately after the renewal point, and a hard disk 
failure occurred after the warning and before the warned job was processed. 
(f) At least one job had been processed before the warning, and a hard disk failure occurred 
after the warning and before the warned job was processed. 
(g) A hard disk f ai ure 1 occurred before the warning. 
The first and the second terms in the right-hand side of equation (9) express the above Cases (a) 
and (b), respectively, since the other cases include no efficient time in themselves. From equa- 
tions (8) and (9), we obtain 
TUJ 
l-Q-t-XbP J We -Xbt dt , 0 1 
J 
TW 
B(Tw)= R+ (R - XbPt)m(t)ewxbt dt, 
0 
where 
The above results yield 
P = ewxT J O” I?(t)emxbt dt, 
Q = eexT iw h(t)eTxbt dt, 
R = eexr J Do th(t)eeXbt dt, 0 
b=a+l. 
W(Tw) = 
R + loTw(R - XbPt)m(t)emxbt dt 
(l/X + p) [1 -Q + XbPS,T” m(t)ewxbtdt] . 
(10) 
(11) 
(12) 
(13) 
(14 
(15) 
(16) 
We have formulated the efficiency of the proposed policy. If T, = TV: maximizes W(T,), it is 
the optimum. In the subsequent section, we will examine the existence of such Tz. 
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4. EFFICIENT WARNING POLICY 
By differentiating W(T,,,) in equation (5) with respect to T,, we have 
W,(T ) .= B’(Tw)A(Tw) - A’(Tw)B(Tw) 
VJ 
-WC,,) 
From equation (lo), we have 
B’(Tw) A’04T,) - W-w) . 1 (17) 
A’(T,) = X t + p bPm(TW)e-XbTW > 0. 
( > 
It follows that the sign of W’(T,) agrees with that of D(T,), which is defined by 
D(Tw) = A/(T,) B’o A(T,) - B(T,). (19) 
(18) 
From equations (lo), (ll), and (19), we obtain 
.ii_,, D(T,) = -cc < 0, (20) 
TJic+o D(T,) = & (1 - Q - AU’). (21) 
Equations (12) and (13) reveal the relationship between P and Q, which is expressed by 
Q = -XbP + emXr, (22) 
and thus, we have 
On the other hand, equation (19) yields 
D’(T,) = w [ 1 
I ACT,). w 
Since A(T,) > 0, the sign of D’(T,) coincides with that of [B’(T,)/A’(T,)]‘, which satisfies 
(25) 
From equations (20)) (23)) and (25), the existence of an efficient warning time can be discussed 
for the following two cases. 
(1) T > 0 (i.e., the setup time cannot be neglected). In this case, the sign of D(T,,,) changes 
from positive to negative, and thus, there exists a unique finite positive warning time 
TuJ(> 0). 
(2) 7 = 0 (i.e., the setup time is negligibly small). In this case, we have D(T,) < 0 for T, > 0, 
and therefore, T, + -t-O. This result suggests to back up files as frequently as possible. 
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5. NUMERICAL EXAMPLES 
This section illustrates the proposed warning policy assuming that the processing time of each 
job independently and identically follows a gamma distribution with shape parameter 2 whose cdf 
and pdf are, respectively, given by 
H(t) = 1 - (1 + at)eeat, 
and 
h(t) = a2te-OLt. 
Under H(t) in equation (26), we have 
2a+Xb --x7 p= (a+Xb)2 e ’ 
cY2 
Q = (a + Xb)2 e-“, 
2 
R = (a yAbj3 e-“, 
m(t) = z (1 - em20t) . 
Hence, A(Z’,,,) and B(Z’,) in equations (10) and (ll), respectively, become 
1 _ Q + $ (1 _ e-AbTw) - ,;y;Ab [l - e-(2a+Xb)Tw 
and 
B(T,) = R + & (1 - ewxbTw) - 
2(2&a+ Xb) 
1 _ ,-(2~+Xb)Tw 
aXbP - 
+ 2 
& (1 - eeXbTw) - (2a : Xb)2 [l - e-(2a+xb)T,] 
B jj 0.98 
b 
0.96 
*I-- __.------ -- *w--m ________, - - - -*w--m _______, .’ , .’ ,’I 
-Fo.Ol 
, m - lFo.05 --0.1 
I 
- 
P-7 
(27) 
(28) 
(29) 
(30) 
(31) 
(32) 
(33) 
0 5 10 
Warning time 
Figure 1. Efficiency. 
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Figure 1 shows the efficiency when 7 = 0.01, 0.05, and 0.1 for (X,o,p,o) = (0.001,0.001, 
0.25,2.0). It is signified by a! = 2 in the gamma distribution with shape parameter 2 that the 
mean processing time of each job is equal to 1.0 (hour, e.g.). It can be observed in Figure 1 
that the efficient warning time becomes larger as the setup time, T, increases. In addition, the 
efficiency becomes smaller on the whole when 7 increases. This is because the time for a setup 
operation is regarded as being inefficient in this study. 
Table 1 reveals the efficient warning times in the case of (a, CL, o) = (0.001,0.25,2.0). Table 1 
indicates the efficiency corresponding to the efficient warning time as well. 
Table 1. Efficient warning times. 
(a,~, a) = (0.001,0.25,2.0) 
x 
0.0010 
0.0020 
0.0030 
0.0040 
0.0050 
0.0060 
0.0070 
0.0080 
0.0090 
0.0100 
0.0200 
0.0300 
0.0400 
0.0500 
0.0600 
0.0700 
0.0800 
0.0900 
0.1000 
l- T = 0.01 T 
T: W K3 T: 
3.72 0.9943 9.21 
2.41 0.9922 6.29 
1.84 0.9905 4.99 
1.49 0.9890 4.22 
1.26 0.9877 3.69 
1.09 0.9865 3.30 
0.96 0.9854 3.00 
0.85 0.9843 2.76 
0.76 0.9832 2.56 
0.69 0.9822 2.39 
0.34 0.9726 1.47 
0.22 0.9632 1.07 
0.16 0.9538 0.83 
0.12 0.9446 0.67 
0.10 0.9354 0.56 
0.09 0.9263 0.48 
0.07 0.9173 0.42 
0.07 0.9085 0.37 
0.06 0.8997 0.33 
7 = 0.05 l- 
CW W 
0.9888 
0.9844 
0.9810 
0.9782 
0.9756 
0.9732 
0.9711 
0.9690 
0.9671 
0.9652 
0.9500 
0.9378 
0.9272 
0.9174 
0.9081 
0.8991 
0.8904 
0.8819 
0.8735 
7 = 0.1 
TlZ 
13.31 
9.18 
7.34 
6.25 
5.51 
4.96 
4.53 
4.19 
3.90 
3.66 
2.36 
1.78 
1.44 
1.21 
1.04 
0.91 
0.81 
0.72 
0.65 
W P-3 
0.9847 
0.9787 
0.9740 
0.9700 
0.9665 
0.9633 
0.9604 
0.9576 
0.9550 
0.9526 
0.9324 
0.9165 
0.9030 
0.8909 
0.8798 
0.8695 
0.8598 
0.8506 
0.8417 
From Table 1, we can see that the efficient warning time decreases with increasing failure 
rate, X. It is also seen that the efficiency decreases on the whole as the setup time increases and 
that the setup time does not affect the efficient warning time significantly when X takes a large 
value. 
6. CONCLUSIONS 
This paper proposed an efficient backup warning policy for a hard disk of an engineering 
workstation or a personal computer, where a warning for a backup operation is given at the 
elapsed time T,(> 0) since the last backup operation or the recovery from a hard disk failure. If 
a warning is given while we are processing a job, a backup operation is carried out immediately 
after we finish processing the job. The efficiency was adopted as a criterion to be maximized. 
It was then shown that there exists a unique efficient warning time Tc if the setup time for a 
backup operation cannot be neglected. A numerical example was also presented to illustrate the 
theoretical underpinnings of the proposed backup warning policy formulation. 
REFERENCES 
1. K.M. Chandy and C.V. Ramamoorthy, Rollback and recovery strategies for computer programs, IEEE Trans. 
Computer C21, 546-556, (1972). 
Backup Warning Policy 1063 
2. K.M. Chandy, J.C. Browne, C.W. Dissly and W.R. Uhrig, Analytical models for rollback and recovery 
strategies in data base system, IEEE Trans. Software Engineering SE-l, 100-110, (1975). 
3. K.M. Chandy, A survey of analytic models of rollback and recovery strategies, Computer 8, 40-47, (1975). 
4. J.S.M. Verhofstadt, Recovery techniques for database systems, ACM Computing Surveys 10, 167-195, (1978). 
5. F. Faccelli, Analysis of a service facility with periodic checkpointing, Acta Znfonnatica 15, 67-81, (1981). 
6. V.F. Nicola and F.J. Kylstra, A model of checkpointing and recovery with a specified number of transactions 
between checkpoints, In Performance 83, (Edited by A.K. Agrawalla and S.K. Tripathi), pp. 83-100, North- 
Holland, Amsterdam, (1983). 
7. A. Reuter, Performance analysis of recovery techniques, ACM TOLLS 9, 526-559, (1984). 
8. S. Toueg and 6. Babaoglu, On the optimum checkpoint selection problems, SZAM .I. Computer 13, 630-649, 
(1984). 
9. N. Kaio and S. Osaki, A note on optimum checkpointing policies, Microelectronics & Reliability 25, 451-453; 
(1985). 
10. R. Koo and S. Toueg, Checkpointing and rollback-recovery for distributed systems, IEEE Trans. Software 
Engineering SE13, 23-31, (1987). 
11. U. Sumita, N. Kaio and P.B. Goes, Analysis of effective service time with age dependent interruptions and 
its application to rollback policy for database management, Queueing Systems 4, 193-212, (1989). 
12. S. Fukumoto, N. Kaio and S. Osaki, Evaluation for a database recovery action with periodical checkpoint 
generations, Trans. Electronics, Information and Communication Engineers E-74, 2076-2082, (1991). 
13. S.M. Ross, Applied Probability Models with Optimization Applications, Holden-Day, San Francisco, CA, 
(1970). 
14. R.E. Barlow and F. Proschan, Mathematical Theory of Reliability, John Wiley, New York, (1965). 
15. R.E. Barlow and F. Proschan, Statistical Theory of Reliability and Life Testing, Holt, Rinehart and Winston, 
New York, (1975). 
16. R. Scheaffer, Optimum age replacement policies with an increasing cost factor, Technomelrics 13, 139-144, 
(1971). 
17. R. Cl&oux and M. Hanscom, Age replacement with adjustment and depreciation costs and interest charges, 
Technometrics 16, 235-239, (1974). 
18. C. Tilquin and R. Cl&oux, Block replacement policies with general cost structures, Technometrics 17, 291- 
298, (1975). 
19. A. Ran and S.I. Rosenlund, Age replacement with discounting for a continuous maintenance cost model, 
Technometrics 18, 459465, (1976). 
20. H. Sandoh, N. Kaio and H. Kawai, On backup policies for a hard computer disk, Reliability Engineering and 
System Safety 37, 29-32, (1992). 
21. H. Sandoh, H. Kawai and T. Ibaraki, An optimal backup policy for a hard computer disk depending on age 
under availability criterion, Computers Math. Applic. 24 (l/2), 57-62, (1992). 
22. H. Sandoh and H. Kawai, An optimal N-job backup policy maximizing availability for a hard computer disk, 
J. Operations Research Society of Japan 34, 383-390, (1991). 
23. H. Mine and H. Kawai, Preventive replacement of an intermittently-used system, IEEE Trans. Reliability 
R-30, 391-392, (1981). 
