Ultrafast detonations having steady-state velocities greater than predicted by the Chapman-Jouguet ͑C-J͒ and the Zeldovich-von Neumann-Döring ͑ZND͒ theories are predicted by direct simulations of detonation waves in gaseous reaction systems. The simulations are made using Bird's direct simulation Monte Carlo method which produces the full details of the coupled gas-dynamic and reaction effects as well as temperature, velocity, density, pressure, and species profiles for the detonation waves. The systems are simplified and clarified by restriction to one-dimensional flow with the reaction AϩM→BϩM having variable energy release and rate characteristics. For a slow reaction the reaction and shock regions are separated and the detonation wave proceeds at the forward speed of sound in the burned gas as predicted by the C-J and ZND theories. For a very fast reaction the reaction and shock waves overlap, the assumptions required for the C-J and ZND theories are no longer valid, the von Neumann spike is reduced, and the detonation velocity exceeds that predicted by the C-J and ZND theories to produce an ultrafast detonation.
I. INTRODUCTION
A detonation wave travels at supersonic velocity through a reactive gas mixture and is driven by the energy released by exothermic chemical reaction within the wave. A complete theoretical treatment of detonations requires consideration of the coupling of chemical reactions and gas dynamics. Simplified models, in which the shock wave is assumed to precede the reaction are incomplete, but they have been successful in predicting detonation velocities in many cases. [1] [2] [3] [4] In using the direct simulation Monte Carlo ͑DSMC͒ method 5-7 we have been able to avoid such assumptions and carry out complete theoretical treatments. In these we find confirmation of earlier predictions for slow reactions, but we find for very fast reactions that the reaction and the shock regions may overlap and ''ultrafast'' detonations may occur.
Successful theoretical treatments of detonations began with the work of Chapman 8 and Jouguet 9 about 1900. For a steady-state plane detonation wave the detonation velocity could be predicted from consideration of the conservation of mass, momentum, and energy across the detonation wave along with the assumption of the Chapman-Jouguet condition that the detonation wave proceeds forward at a velocity, relative to that of the burned gases, equal to the sonic velocity immediately behind the wave. For a reactant mixture at rest the velocity D of the detonation wave is thus given by the sum of burned gas velocity v 2 and the velocity of sound c 2 in the burned gas.
In the 1940s the basis for the C-J condition was extended independently by Zeldovich, 10 von Neumann, 11 and Döring 12 who showed that when the shock wave precedes the reaction zone the C-J condition is justified by stability arguments. They were unable to make similar arguments for cases in which the shock and reaction regions overlap and left the problem of overlapping zones unsolved.
Numerical solutions of the hydrodynamic equations of motion have been made by several workers in the past. [13] [14] [15] [16] In some of the cases considered a strong coupling between the reaction zone and the shock zone has been observed. 15 Although these treatments have led to some useful insights the complexity of the numerical methods has limited their usefulness.
Tests of the validity of the C-J and ZND theories have been focused on predictions and measurements of detonation velocities in tubes. Since boundary layers interfere to a slight extent it is necessary to make slight corrections. 17 For the most accurate measurements the discrepancies between the measured velocities and the C-J velocities are typically less than a few percent, usually with the measured velocities slightly below the C-J predictions but occasionally slightly above. 18 ͑In cases of multiple reactions, as for an exothermic reaction followed by an endothermic reaction, there may be ambiguity as to the definition of the C-J velocity. Some of these cases have been termed ''pathological detonations''. 13 In the present paper we discuss cases of single reactions only and the definition of the C-J velocity is unambiguous.͒
II. THE DIRECT SIMULATION MONTE CARLO METHOD "DSMC…
The Monte Carlo simulation of collisions in a gas was carried out as early as 1901 by Lord Kelvin, 19 but it was not until the 1960s that such simulations became practical for solving problems in gas dynamics. The development by Bird 5 in 1963 of an efficient method known today as ''Direct Simulation Monte Carlo'' ͑DSMC͒ together with increasingly high speed computers has made possible the nearly exact simulation of number of systems that had been previously impossible to analyze. A complete description of the DSMC method has been provided recently by Bird. 6 In a typical simulation of gas dynamics using the DSMC method a flow field is divided into cells with dimensions of about one mean-free-path and the number densities of molecules in the gas are reduced by many orders of magnitude to give approximately 30 molecules per cell. The effective collision cross sections are increased by the same factor in order to maintain dynamic similarity and the mean-free-path is unchanged. Initial and boundary conditions correspond to those of the original system.
The motion of molecules is separated from their collisions. Time is advanced by one small step and each molecule is moved according to its velocity. At the end of the step the molecules within each cell are given the opportunity to collide with others in the same cell. Pairs of colliding molecules within a cell are chosen with a probability proportional to their collision rate without regard for their positions. The collision partners collide and proceed through the dynamics of a collision. A collision alters their velocities but not their positions. For each cell the number of collisions per time step is determined from the collision rate which is obtained from the sampling process. Time is again advanced and the entire process is repeated.
The method is exact in the limit of small time steps and small cell sizes. The applications are restricted to systems of fairly low density or small size by the requirements of these small sizes and the large computation efforts associated with large numbers of time steps and cells. The effects of these requirements on the applications of DSMC methods and comparisons with alternative methods have been discussed previously. 20, 21 In earlier studies 7, [22] [23] [24] [25] we have found the DSMC method to be well suited for treating chemical reaction systems having nonequilibrium distributions of states and velocities as well as coupled gas dynamics and chemical reactions. A detonation wave presents an extreme example of such a system.
III. REACTION AND DETONATION
We consider a planar detonation wave passing at a detonation velocity D through a stagnant unburned gas mixture as illustrated in Fig. 1͑a͒ . It is convenient to use a coordinate system which moves with the wave, such that the detonation wave is stationary as illustrated in Fig. 1͑b͒ . In this system the unburned gases ͑upstream, subscript 1͒ enter the detonation wave, are compressed and react, and then exit the wave as burned gases ͑downstream, subscript 2͒. Local equilibrium upstream and downstream of the wave is assumed. The upstream velocity u 1 is equal to ϪD.
For this one-dimensional system the equations for the conservation of mass, momentum, and energy for flow through the wave are given by
where , u, and p, are the density, velocity, and pressure, respectively, and H is the enthalpy per unit mass. These three equations, together with an equation of state for the gas, provide four equations which relate the five unknowns u 1 , u 2 , p 2 , 2 , and H 2 . In order to simplify the calculations reported here and to clarify the results by eliminating extraneous effects, we specify the case of the reaction AϩM→BϩM in which the masses of A, B, and M are equal. Further, the gases are treated as hard spheres without internal energy, i.e., they are ideal and calorically perfect and have constant heat capacities as for monatomic species. The energy release on reaction is fixed at the amount Q ͑per molecule reacting͒, the energy per molecule is mass is fixed at m, and the equation of state is pϭnkT, where n is the number density of molecules. The constant k is the Boltzmann constant.
With these simplifications the conservation equations above become
These may be combined with the equation of state to obtain the Hugoniot relations for the system 1-4
The information contained in the Hugoniot relations may be plotted on a Rankine-Hugoniot diagram as curves of p 2 /p 1 vs n 1 /n 2 as illustrated in Fig. 2 . For the unburned gases the system is limited to the curve for Qϭ0 and for the burned gases the system is limited to the curve for QϾ0. In passing through the detonation wave, or as energy is released, the system moves from one curve to the other. The starting point on the initial curve is fixed by the initial or unburned conditions, p 2 /p 1 ϭ1 and n 1 /n 2 ϭ1. The path to the final curve depends on the details of the detonation wave. The Rankine-Hugoniot curves are based on equilibrium conditions upstream and downstream of the detonation wave. Within the detonation wave conditions may be far from equilibrium, velocity distributions may be non-Maxwellian and nonisotropic, and the definition of temperature may be ambiguous. For this region is it convenient to define energy-
2 /k and so forth to obtain temperatures analogous to those for Maxwellian distributions. Temperatures T ʈ and T Ќ , parallel and perpendicular to the flow, may be defined in the same way. Because of nonequilibrium effects a shock wave without reaction may move the system from an initial point on the lower curve away from the curve; but, on returning to equilibrium conditions the system returns to another point on the lower curve.
The C-J condition, based on the additional relation of the detonation velocity D to the burned gas velocity v 2 and the speed of sound c 2 in the burned gas, as Dϭv 1 ϩc 2 , or as u 1 ϭu 2 ϩc 2 , locates a point on the upper curve known as the C-J point. If the C-J and ZND predictions are valid the conditions downstream of the detonation wave correspond to the C-J point. This point is indicated in Fig. 2 .
The equations of conservation of mass, momentum, and energy do not by themselves restrict the downstream conditions to the C-J point. Points corresponding to higher detonation velocities lie along the upper curve on either side of the C-J point. Conditions for several of the points indicated in Fig. 2 are listed in Table I . The conditions are those used in some of the calculations described below: T 1 ϭ10 K, Q ϭ8.0 kcal/mol. In the figure, point 1 corresponds to the unburned gas and points 2-7 lie on the curve of downstream conditions specified by the conservation equations. As noted by Hirschfelder, Curtiss, and Bird 4͑b͒ in an earlier similar discussion, ''The possibility and physical reality of these types of solutions are interesting questions.'' Point 2 has not been established as attainable from point 1. Point 3 is the C-J point. Point 4 corresponds to a higher detonation velocity than the C-J detonation velocity and a lower burned gas velocity. Point 5 is similar to point 4 but has a still higher detonation velocity. For point 6 the reaction is instantaneous, as for an infinite detonation velocity, and the burned gas remains motionless. Point 7 cannot be attained from point 1 but the reverse, an endothermic reaction moving the system from point 7 to point 1, is a possibility. The figure and table indicate an allowed range of detonation velocities and down- stream conditions. The calculations below demonstrate that points along the upper curve from point 3 to point 4 and beyond may be attained in practice.
IV. SIMULATION DETAILS
Collisions without reaction were treated as those of hard spheres in which the center-of-mass energy and momenta are conserved and the relative motion of the colliding partners is redistributed in a random direction. The cross section S r for the reaction of A in collisions with M ͑MϭA or B͒ was specified as a function of the collision energy E rel ϭ 1 2 v rel 2 in which is the reduced mass and v rel is the relative velocity of the collision partners, a minimum energy E* required for reaction, a steric factor P r , and the hard-sphere cross-section S, S r ϭ P r S, E rel уE*, ͑8͒
S r ϭ0, E rel ϽE*. ͑9͒
In the case of A colliding with A only one was permitted to react to form B. The energy released in reaction was added to the initial relative kinetic energy to be distributed to the products BϩM. For a Maxwellian distribution of relative velocities among reactants the above model produces a second-order rate constant k rate given by
The simulations were carried out in steady-state for a row of 1800 cells, each a 1-cm cube, with a feed of adjustable velocity at the upstream entrance and a vacuum condition at the downstream exit. The cells were aligned along the x-axis with the exit at xϭ0 and the entrance at xϭ1800 cm with flow in the negative x direction. The peak of the detonation wave was maintained at approximately xϭ1600 cm.
The feed was specified at a number density of 1500 or 2000 molecules per cell and the collision cross sections were specified to fix the upstream mean-free-path at 20 cm. Tests with up to 5000 molecules per cell and mean-free-paths as low as 5 cm showed no changes in the results. The complete set of conditions is listed in Table II. The calculations were carried out in the typical manner for steady-state DSMC calculations, starting with conditions approximating the expected steady state, usually obtained from the output of a prior run, and allowed to proceed for a sufficient time to reach a steady state. The steady state is thus obtained in a transient calculation and continues as a stable steady state as the transient calculation is continued. Data were collected as instantaneous values of the variables for each of the cells and as time-averaged or ''smoothed'' values.
Our method for selecting collision partners was different from that of earlier calculations. In order to eliminate any possible errors which might result from an occasional fast molecule passing through a cell containing slow molecules and to make the selection process more efficient we calculated an upper limit to the relative velocity for collisions in each cell at each time step. This was determined as the vector sum of the differences in the highest and lowest velocities in the x, y, and z directions. Possible collision partners were then selected at random and the pair was accepted with a probability equal to the ratio of their relative velocity to the upper-limit velocity. The time advance ⌬t coll for the collision clock was calculated in the usual way, but if the calculated time advance was greater than the time remaining for collisions (t rem ϭt move Ϫt coll ) the collision was accepted only with the probability t rem /⌬t coll and the collision clock advanced by the amount t rem .
V. RESULTS
Calculations were made for a single exothermicity Q ϭ8.0 kcal/mol, two upstream temperatures T 1 ϭ10 K and 300 K, and a range of reaction rate parameters E* Table III is for relatively slow reaction rates with E* in the range of 6.0-30.0 kcal/mol and an upstream temperature of 300 K. For all of these, the reaction region is separated from the shock region and the calculated detonation velocity is essentially the Chapman-Jouguet velocity of 252 200 cm/s. There appears to be a slight tendency toward higher detonation velocities at the lowest values of E*.
The profiles of the species densities and the temperature as well as the Rankine-Hugoniot diagram are shown for case A (E*ϭ20.0 kcal/mol) in Figs. 3-6. ͑For purposes of these figures the temperature is defined on an energy basis as described above: 280 1868  1680  19208  972 1344  783  790 1528  95 1623  1700  6119  523  652  457  459 1507  29 1536  1720  1832  368  407  348  348 1501  9 1510  1740  545  320  332  314  313 1500  2 1502  1760  148  305  308  304  304 1499  0 1499  1780  43  301  302  301  300 1499  0 1499  1800  0  300  300  300  300 1500  0 1500 wave. The temperature profile exhibits a rapid rise to about 3200 K within the shock wave and a slow decline thereafter.
As may be seen in Fig. 5 and in Table IV there is a significant difference between T ʈ (T x ) and T Ќ (T y and T z ) in the region of the shock.
The Rankine-Hugoniot diagram for case A is shown in Fig. 6 . The system starts at the upstream point on the lower curve, passes up and left toward a second point corresponding to Qϭ0 on the same curve, and with reaction heat release turns toward and meets the upper QϾ0 curve. The curvature of the dashed system-motion line is largely the result of heat release, but even in the absence of reaction the non-Maxwellian velocity distributions can lead to some curvature. This is most clearly illustrated in the early stages of case B.
The second group listed in Table III includes just one calculation, case B, chosen to match case A but with a forced delay separating the shock and reaction zones. In this case the reaction rate was set to zero for all cells from the upstream entry to a point 100 cm downstream of the center of the shock wave. The density profile and the RankineHugoniot diagram for case B are shown in Figs. 7 and 8. The shock and reaction profiles are similar to the corresponding profiles of case A. The detonation velocity is again essentially equal to the C-J velocity. The inset in Fig. 8 shows the nonequilibrium behavior of T ʈ and T Ќ in the region of the shock, i.e., between points A and B in the figure. The variation of detonation velocity for initial temperatures of 300 K is shown in Fig. 9 .
The third group listed in Table III contains calculations for an upstream temperature of 10 K and a range of reaction rate parameters E* which extends down to 1.0 kcal/mol. For low values of E* the reaction rate can be very high and the low inlet temperature prevents ignition of the reaction upstream of the shock wave. It is this group for which ''ultrafast'' detonation waves are found. The calculated velocities listed for this group in Table III include Tables V and VI . In case C, which has a higher value of E* the reaction and shock zones are separated and the detonation velocity is essentially equal to the C-J velocity. In case D, which has a low value for E* and a very fast reaction rate, the reaction and shock zones overlap and an ultrafast detonation wave is found. The peak of the density profile, the von Neumann spike, in this case is not nearly as sharply peaked as in the normal cases.
A comparison of the Rankine-Hugoniot diagrams for cases C and D reveals significant differences. The paths taken from the lower curve to the upper are quite different. For the slower reaction the path proceeds toward the upper left and back before reaching the upper curve. For the faster reaction the path is more direct. The points reached on the upper curve are at different locations on the curve as expected for different detonation velocities.
The fourth group listed in Table III consists of two calculations under conditions as for the third group but with a delay of 100 cm between the shock wave and reaction. The calculated detonation velocities are, as expected, nearly equal to the C-J velocity.
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VI. DISCUSSION
We find Bird's direct simulation Monte Carlo method to be well suited to treating the problems presented by detonations. In DSMC there is no need to separate reaction and shock zones as in the ZND analysis. DSMC is capable of simulating strong thermal and chemical nonequilibrium, while the usual approach to gas dynamics using partial differential equations is not. Boundary conditions are treated in a simple physical way. The computer programs required are simple and short: about 600 lines of Fortran for the calculations reported here. We note, however, that the systems described here are ideal in four ways: they are onedimensional, they have low densities, they have fast reactions, and they are steady-state. Higher dimensions, higher densities, slower reactions, and transient behavior could lead to much greater computational requirements.
The calculations for the slower and the delayed reactions predict detonation velocities essentially equal to those of the ZND predictions for conditions under which the assumptions of ZND are valid. The calculations successfully pass these tests.
The simulations provide a solution to the previously unsolved problem of overlapping shock and reaction zones. The intimate interaction of reaction and gas dynamics at the particle ͑or molecular͒ level is an important feature of the method of simulation.
The observation of the behavior of single particles in the simulations gives some insight into the phenomenon of ultrafast detonations. Although ordinary shock waves are limited in velocity to the sonic velocity in the post-shock gas, an occasional molecule can have a higher forward velocity and move ahead of the shock wave. With very fast reactions these molecules can ignite reactions ahead of the shock wave and force the early release of energy faster than the shock wave alone. ͑We conducted two tests which support this conjecture. In a modification of case D of Table III we found that artificially blocking reaction in cells with temperatures Ͻ30 K reduced the detonation velocity to the C-J velocity. Blocking reaction for collisions involving a molecule with a positive velocity, i.e., motion forward relative to the detonation wave, also reduced the detonation velocity to the C-J velocity.͒ The theoretical prediction of ultrafast detonations provides the challenge of their experimental production and measurement. The likely systems for experimental observation are the H 2 -Cl 2 and the H 2 -F 2 systems with very fast exothermic reactions. 
