Conjectured links between the distribution of values taken by the characteristic polynomials of random orthogonal matrices and that for certain families of L-functions at the centre of the critical strip are used to motivate a series of conjectures concerning the value-distribution of the Fourier coefficients of half-integral weight modular forms related to these L-functions. Our conjectures may be viewed as being analogous to the Sato-Tate conjecture for integral weight modular forms. Numerical evidence is presented in support of them.
Introduction
The limiting value distribution of the Fourier coefficients of integral weight modular forms is given by the celebrated Sato-Tate conjecture. Our purpose here is to identify the implications of some recent conjectures concerning the value-distribution of certain families of L-functions at the centre of the critical strip for the distribution of the Fourier coefficients of related half-integral weight modular forms.
These conjectures concern the relationship between properties of L-functions and random matrix theory. It was conjectured by Montgomery [21] that correlations between the zeros of the Riemann zeta function on the scale of the mean zero separation coincide with those between the phases of the eigenvalues of unitary matrices, chosen at random, uniformly with respect to Haar measure on the unitary group, in the limit of large matrix size. This is supported both by theoretical [21, 26, 2, 3] and extensive numerical [22, 24] evidence. Katz and Sarnak [16] then generalized the connection by suggesting that statistical properties of the zeros within various families of Lfunctions, computed by averaging over a given family, coincide with those of the eigenvalues of random matrices from the various classical compact groups, the particular group being determined by the family in question. Based on these ideas, a link was proposed in [17] between the leading order asymptotics of the value distribution of the Riemann zeta function on its critical line and that of the characteristic polynomials of random unitary matrices, giving, for example, an explicit conjecture for the leading order asymptotics of the moments of the zeta function. This approach was then extended to relate the value distribution of L-functions, in families, at the centre of the critical strip, to that of the characteristic polynomials of matrices from the various classical compact groups [6, 18] . It has also recently been extended to include all lower order terms in the asymptotics [8] . (For other related results, see [14, 15] .) These developments have recently been reviewed in [5, 19] .
Our strategy here is to combine these random-matrix-theory-inspired conjectures for the value distribution of L-functions with formulae due to Waldspurger [31] , Shimura [29] , Kohnen and Zagier [20] , and Baruch and Mao [1] which relate the values taken by L-functions associated with elliptic curves at the centre of the critical strip to the Fourier coefficients of certain halfintegral weight modular forms. This approach was first outlined in [9] , where its implications for the vanishing of L-functions were examined. Here we use the same ideas in order to develop conjectures for the value-distribution of the Fourier coefficients.
The outline of this paper is as follows. In Section 2 we give a brief overview of the relationship between modular forms and L-functions associated with elliptic curves. In Section 3 we review the results from Random Matrix Theory that we shall need, and some conjectures they suggest for the value-distribution of L-functions associated with elliptic curves. In Section 4, we combine results from Section 2 and Section 3 to motivate conjectures for the moments of the Fourier coefficients, the value distribution of the logarithm of the Fourier coefficients, and the distribution of the coefficients themselves. In Section 5 we review the implications, first outlined in [9] , for the vanishing of L-functions at the centre of the critical strip. Finally, in Section 6 we describe numerical experiments whose results support our conjectures.
Modular forms and L-functions
We review in this section the connection between the quadratic twists of modular L-functions and the Fourier coefficients of half-integral weight modular forms. This is central to the motivation underlying the conjectures we make in subsequent sections. In order to be concrete, we concentrate on the case of quadratic twists of L-functions associated with elliptic curves.
Let L E (s) be the L-function associated with an elliptic curve E over Q with Dirichlet series and Euler product given by
with ∆ the discriminant of E, and 
where Q is the conductor of the elliptic curve E and w E = ±1.
is the L-function of the elliptic curve E d , the quadratic twist of E by d.
We shall be interested in the case when
We now come to a key point. The L-functions above are related to half-integer weight modular forms via formulae due to Waldspurger [31] , Shimura [29] , Kohnen and Zagier [20] , and Baruch and Mao [1] . One must distinguish between positive and negative d, and one must also sort them according to various residue classes. This has been worked out for many examples by Tornaria and Rodiguez-Villegas [23] in the case that Q is squarefree. Specifically, for Q squarefree, assume that d < 0 and that χ d (p) = −a p for every p | Q (a p = ±1 for p | Q when Q is squarefree). Notice that such d are restricted to p|Q podd ((p − 1)/2) residue classes mod Q or 4Q, depending on whether Q is odd or even. Then, for such d,
where c E (|d|) ∈ Z are the Fourier coefficients of a weight 3/2 modular form, and where κ E depends on E. For d > 0, Tornaria and Rodriguez-Villegas have worked out the relevant weight 3/2 form for Q prime and d's satisfying χ d (Q) = a Q . One has the same relation as above, but with a different proportionality constant. Some examples are listed in Section 6. In either case, given a coefficient of the weight 3/2 form, the constant κ E can be evaluated either by comparison with the Birch and Swinnerton-Dyer conjecture, or by numerically computing L E (1, χ d ) as a series involving the exponential function.
Our strategy will be to write down conjectures for the value distribution of the Fourier coefficients c(|d|) by coupling the connection (6) with conjectures motivated by random matrix theory for the value distribution of L E (1, χ d ).
L-functions and random matrices
It was conjectured by Montgomery [21] that the zeros of the Riemann zeta function are distributed statistically like the eigenvalues of random hermitian (self-adjoint) matrices, or, equivalently, like the phases of the eigenvalues of random unitary matrices. This extends to the zeros of any given principal L-function [26] . It was conjectured by Katz and Sarnak [16] that the distribution of zeros defined by averaging over families of L-functions with the height up the critical line fixed coincides with the distribution of the phases of the eigenvalues of matrices from one of the classical compact groups, depending on the family in question.
These ideas motivated the conjecture [17] that, asymptotically, the moments of the Riemann zeta function (or any other principal L-function) averaged high on its critical line coincide, up to a simple arithmetical factor, with the moments of the characteristic polynomials of random unitary matrices. This suggestion was then extended to relate the moments of families of L-functions at the centre of the critical strip to those of the characteristic polynomials of matrices from the various classical compact groups [6, 18] .
For any elliptic curve E it is conjectured that the family of even-functional equation quadratic twists
is orthogonal. Specifically, this family conjecturally has symmetry type O + . Thus the value distribution of L E (1, χ d ) should be related to that of the characteristic polynomials of matrices in SO(2N ), at the spectral symmetry point, with N ∼ log(|d|).
For an orthogonal matrix A, the characteristic polynomial may be defined by
The eigenvalues of A form complex conjugate pairs e ±iθn , and so the symmetry point is at θ = 0. The moments of Z(A, 0) are defined by averaging over A with respect to normalized Haar measure for SO(2N ), dA:
It was shown in [18] that for Res > −1/2
and that as
with
where G is Barnes' G-function:
It follows from the fact that G(1) = 1 and
Note that the right-hand side of (10) has a meromorphic continuation to the whole complex s-plane.
It can also be written in terms of a multiple contour integral [7] , a form that will be useful later for comparison with L-functions:
Here ∆(x 1 , . . . , x n ) = 1≤i<j≤n (x j − x i ) and the contours enclose the poles at zero.
The value distributions of the characteristic polynomial and its logarithm can be written down directly using (10) . Let P N (t) denote the probability density function associated with the value distribution of |Z(A, 0)|, i.e.
Then
for any c > 0.
The asymptotics of P N (t) as t → 0 comes from the pole of
which, as N → ∞, is given asymptotically by
Thus
as t → 0.
Importantly for us, one may deduce a central limit theorem for log |Z(A, 0)| from equation (19) (see [18] ):
The above results, proved for the characteristic polynomials of random matrices, suggest the following conjectures for L E (1, χ d ) (these are special cases of those made in [18] , but with the number theoretical details worked out explicitly).
Recall that we are assuming that Q is squarefree.
This imposes a condition, in the case that Q is odd, on d mod Q, and, in the case that Q is even on d mod 4Q (4Q because χ d (2) is periodic with period 8). LetQ = Q if Q is odd and squarefree 4Q if Q is even and squarefree.
Next, we focus our attention on a subset of the d's according to certain residue classes modQ. We let
i.e. the set of negative fundamental discriminants d up to −X, but restricted according to a condition on d modQ. Let
and
i.e. the sth moment of L E (1, χ d ).
For elliptic curves E whose conductor Q is prime, we also look at the set of positive fundamental discriminants
and define W + E (X, t), M + E (X, s) as in the negative case.
Note that
The central conjecture is that as
where
is an arithmetical factor that depends on E. A heuristic for A ± (s) is given in [8] . The following conjectures are then motivated by this.
First we consider the moments of elliptic curve L-functions. (27) ,
Second, for large X, as t → 0 we have
and thus by scaling t so that t = O((log X) −γ ), for γ > 1, we are led to
In addition, we have
We take log L E (1,
The above conjecture is similar to central limit theorems for the Riemann zeta function and other L-functions usually attributed to Selberg [28, 27] . An analogous conjecture is made in [18] for quadratic Dirichlet L-functions.
Further, we have a conjecture, closely related to the preceding one, for the distribution of the full range of values of L E (1, χ d ).
Finally, it is discussed in [8] how (16) leads to conjectures for mean values of L-functions, not just at leading order as in (32) , but including all terms in the expansion down to the constant term.
Conjecture 5 With k an integer
where the contours above enclose the poles at zero and
and A ± k , which depends on E, is the Euler product which is absolutely convergent for
with, for p ∤ Q,
and, for p | Q,
4 Conjectures relating to the value distribution of the Fourier coefficients of half-integral weight forms
Our goal now is to use the conjectures listed at the end of the previous section for the value distribution of the L-functions associated with elliptic curves to motivate conjectures for the value distribution of the Fourier coefficients of half-integral weight forms. These follow straightforwardly from the connection (6).
In each case, we let c(|d|) refer to the coefficients of the corresponding weight 3/2 modular form, as in (6), and κ ± E refer to the corresponding proportionality constant.
Our first conjecture then follows from (36):
We take 2 log c(|d|) − This leads directly to a conjecture for the appropriately normalized distribution of the coefficients themselves, which is analogous to (37).
Our third conjecture follows from (6) and (32):
Further, we have the conjecture following from (6) and (34).
Lastly, we have the analogue of (38)
Conjecture 10 With k an integer, and summing over fundamental discriminants,
The numerical evidence that supports these conjectures is amassed in Section 6.
Frequency of vanishing of L-functions
Examining the frequency of L E (1, χ d ) = 0 as d varies, as well as the order of the zeros, has particular significance in the context of the conjecture of Birch and Swinnerton-Dyer which says that L E (s) has a zero at s = 0 with order exactly equal to the rank of the elliptic curve E. Random matrix theory appears to have a role in predicting the frequency of such zeros. We have argued in [9] that since (6) implies a discretisation of the values of L E (1, χ d ) and
is the probability that L E (1, χ d ) has a value of α or smaller, then the combination of (29) and (30) suggest the following.
Conjecture 11
There is a constant c
This conjecture first appeared in [9] , but was stated with c ± E > 0. However, it became clear in preparing numerics for this paper that c ± E can equal zero, and an arithmetic explanation has been given for one of the examples in our data by Delaunay [13] .
Here the fundamental discriminants have been restricted to prime values to avoid extra two divisibility issues placed on the coefficients c(|d|). This restriction to primes introduces an extra factor of (log X) −1 as in the prime number theorem. The constant c ± E remains somewhat mysterious. The random matrix model suggests that it should be proportional to A ± (−1/2) κ ± E . However, when one attempts to apply the random matrix model to the problem of the discrete values taken on by the c(|d|) one ignores subtle arithmetic. It seems, from numerical experiments, that one needs to take into account further correction factors that depend on the size of the torsion subgroup of E, but this is still not understood. See Section 6.
Let q ∤ Q be a fixed prime. Another conjecture that follows from this approach concerns sorting the d's for which L E (1, χ d ) = 0 according to residue classes mod q, according to whether
Conjecture 12 [9] Let
Then, for q ∤ Q, lim
We believe this conjecture to hold even if we allow d to range over different sets of discriminants, such as |d| restricted to primes.
A more precise conjecture given in [11] incorporates the next term. The lower terms do depend on whether we are looking at S + (X) as opposed to S − (X). We require some notation. Let p be prime. For p | Q set
and for p ∤ Q set
where γ is Euler's constant.
These conjectures are supported by numerical evidence that will be described in the next section.
Numerical Experiments
We present numerics for 2398 elliptic curves and millions of quadratic twists for each curve (|d| < 10 8 ) confirming the aforementioned conjectures. To test these conjectures we used the relation (6) . To make our examples explicit, we list in Table 3 relevant data for 26 of the 2398 elliptic curves examined. The remaining data may be obtained from the L-function database of one of the authors [25] . The ternary forms used were determined by Tornaria and Rodriguez-Villegas [23] .
Each entry in this The name we use for an elliptic curve E corresponds to Cremona's table [10] , but with an extra subscript, either 'i' or 'r', standing for imaginary or real respectively, to specify whether we are looking at quadratic twists L E (s, χ d ) with d < 0 or d > 0. The naming convention used by Cremona includes the conductor Q in the name for the elliptic curve. So, for example, the first entry has name 11A i which is the elliptic curve of conductor 11. The 'i' indicates that we are looking at quadratic twists of 11A with d < 0.
[a 1 , a 2 , a 3 , a 4 , a 6 ] refers to the coefficients defining the equation of E, last part of the first line, while the linear combination, [α 1 , . . . , α r ] , and ternary forms occupy the last two lines of each entry. Each ternary form is specified as a sextuple of integers β = [β 1 , β 2 , β 3 , β 4 , β 5 , β 6 ]. The ternary form is
and the theta associated series is given by
Given this data, one defines
Then, for fundamental discriminants lying in the relevant residue classes in the table (and d < 0 or d > 0 according to the name of the entry), one has
The most comprehensive test carried out [8] for moments involved looking at conjecture 5 for millions of values of L E 11A (1, χ d ), with d < 0 and |d| = 1, 3, 4, 5, 9 mod 11. The coefficients, from [8] , of the polynomials Υ − k in conjecture 5 are given by Table 1 . In checking conjecture 5, we compared −850000<d<0 |d|=1,3,4,5,9 mod 11
to −850000<d<0 |d|=1,3,4,5,9 mod 11
This comparison is depicted in Table 2 . Table 1 :
The first part of Conjecture 1 is, for integral moments, a weaker form of conjecture 5, while conjectures 8 and 10 follow from 1 and 5.
In Figure 1 we depict the numerical value distribution of L 11A i (1, χ d ) , for fundamental discriminants −85, 000, 000 < d < 0, |d| = 1, 3, 4, 5, 9 mod 11, compared to P N (t) obtained by taking the inverse Mellin transform of (10) with N = 20. Because we are neglecting the arithmetic factor in computing the density, a slight cheat was used to get a better fit. The histograms were Table 2 : Moments of L 11A i (1, χ d ) versus their conjectured values, for fundamental discriminants −85, 000, 000 < d < 0, |d| = 1, 3, 4, 5, 9 mod 11, and k = 1, . . . , 4. The data agree with our conjecture to the accuracy to which we have computed the moment polynomials Υ − k .
rescaled by a constant along both axis until the histogram displayed matched up nicely with the solid curve. Considering that we are compensating for leaving out the arithemtic factor in such a naive way, it is a bit surprising how nicely the two fit. The main point we wish to make is that the histogram does exhibit t −1/2 behaviour near the origin in support of part 2 of Conjecture 1. In Figure 2 we verify the central limit theorem described in Conjecture 3. The first picture shows the value distributions, superimposed, of
for the 26 curves described in Tables 3. The second plot depicts the average value distribution of the 26. These are compared against the standard Gaussian predicted in the conjecture and also against the density function associated to the value distribution of
with N = 20. This density is given by
and is shown in [18] to tend to the standard Gaussian as N → ∞. To get a better fit to the numeric value distribution, one would also need to incorporate the arithmetic factor. In the limit, this factor has no effect, but the convergence to the limit is extremely slow. The variability of the arithmetic factor explains why the 26 densities superimposed in Figure 2 don't fall exactly on top of one another. To get a better fit to the average, we set p(t) = P N (g(t))g ′ (t) and plot instead αp(αt), with α = 1.21 chosen so that the density function visually lines up with the data.
Conjecture 12 is verified numerically in the top plot in Figure 3 which compares, for the first one hundred elliptic curves E in our database, and the sets S ± E (X), the predicted value of R q to the actual value R ± q (X), with X = 10 8 .
The horizontal axis is q. For each q and each of the one hundred elliptic curves E we plot R ± q (X) − R q , with X = 10 8 , and q ≤ 3571. For each q on the horizontal there are 100 points corresponding to the 100 values, one for each elliptic curve, of R ± q (X) − R q . We see the values fluctuating about zero, most of the time agreeing to within about .02. The convergence in X is predicted from secondary terms to be logarithmically slow and one gets a better fit by including more terms as predicted in conjecture 13. This is depicted in the second plot of Figure 3 which shows the difference
again with X = 10 8 , q ≤ 3571, and the same one hundred elliptic curves E. We see an improvement to the first plot which uses just the main term.
This improvement is emphasized in Figure 4 which compares the distribution of R ± q (X)−R q for all our 2398 elliptic curves, X = 10 8 , q ≤ 3571, versus the distribution of (71). The latter has smaller variance. These distributions are not Gaussian. They depict the remainder of R ± q (X) compared to the first and second conjectured approximations. There are yet further lower terms and these are given by complicated sums involving the Dirichlet coefficients of L E (s).
To verify conjecture 11 we computed the l.h.s. of (51) divided by
for our 2398 curves (545 of these have c ± E = 0 and these are omitted) and X = 100000, 200000, . . . 10 8 . The resulting values are depicted in Figure 6 . We also display in Figure 5 the same data for a subset of 55 of these curves (those in our database with c ± E = 0 and whose conductor have leading digits 11). The graphs displayed in these two figures appear relatively flat.
To measure how flat these graphs are, we show in Figure 7 the distribution of the slopes of the graphs in Figure 6 , measured by sampling each one at X = 5 × 10 7 and X = 10 8 . Most have log log |d| / log log |d| compared to the random matrix theory counterpart, P N (g(t))g ′ (t) with N = 20 (rescaled as explained in the text), and its limit the standard Gaussian. In the first picture we superimpose the value distributions for the 26 curves described in Table 3 . The second picture shows the average value distribution of the 26. "second_approx_100_curves" Figure 3 : A plot [11] for one hundered elliptic curves of R ± q (X) − R q , top plot, and of (71) , bottom plot, for 2 ≤ q ≤ 3571, X = 10 8 . [11] slopes that are of size less than 10 −10 , and this suggests that the power of X, namely 3/4, in our conjecture is not off by more that .01, and that the power of log(X), namely −5/8 is not off by more than .1. The mean does appear slightly to the right of 0, occuring at .5 × 10 −10 , but this might be the result of using a limited number of curves and also perhaps due to lower order terms.
Next we sort the graphs in Figure 6 by their rightmost values at X = 10 8 , and, in Figure  8 , plot these values against the order of the torsion subgroup of the corresponding elliptic curves. The plot shows that curves with trivial torsion tend to have smaller constants, followed by curves of torsion size equal to 7 or 5 or 3, then 2 and 1 again, etc. We do not yet have an explanation for this phenomenon and do not know how to incorporate it into our model. It seems [25] that to nail down the constant c ± E one would need to incorporate into the model Delaunay's heuristics for Tate-Shavarevich groups [12] . However, it seems that for primes p dividing the order of the torsion subgroup, the probability that c(|d|) is divisible by p deviates in a way we do not yet understand from a prediction made by Delaunay for the probability that the order of the Tate-Shavarevich group is divisible by a given prime. Delaunay's predictions are for all elliptic curves sorted by conductor and here we are examining a skinny set of elliptic curves, namely quadratic twists of a fixed elliptic curve.
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