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Uvod 
)ahǀaljujući ogƌoŵŶoŵ pƌotoku podataka pƌeko hipeƌ-tekst transfer protokola tokom 
poslednjih godina na web seƌǀeƌiŵa se koŶstaŶtŶo geŶeƌišu velike količiŶe podataka o 
koƌišćeŶju web sajtova. Ovi podaci se Ŷajčešće nalaze u formi tekstualnih web server log 
datoteka, i sadƌže iŶfoƌŵaĐije o toŵe koje stƌaŶiĐe odƌeđeŶog ǁeď sajta su korisnici 
posetili u kom trenutku (Facca & Lanzi, 2005; Berendt, Hollink, Luczak-Rösch, Möller & 
Vallet, 2011). Metode koje pripadaju popularnoj istƌažiǀačkoj oblasti „otkrivanje znanja 
u bazama podataka“ primenjuju se i u cilju otkrivanja „prethodno nepoznatih, 
potencijalno korisnih paterna͞ u ovim ogromnim repozitorijumima podataka o 
koƌišćeŶju ǁeď sajtoǀa (Facca & Lanzi, 2005; Wu & Kumar, 2009).  
AŶalitički deo pƌoĐesa otkƌiǀaŶja zŶaŶja u ďazaŵa podataka ƌazǀijeŶ je u poseďŶu 
istƌažiǀačku oďlast pod Ŷaziǀoŵ „rudarenje podataka“ („data mining“). Jedna od 
najpopularnijih data mining metoda je otkrivanje asocijativnih pravila u podacima 
(Fayyad, Piatetsky-Shapiro, Smyth & Uthurusamy, 1996; Hand, Mannila & Smyth, 2001; 
Wu & Kumar, 2009). Primena metoda iz data mining oblasti radi analize podataka koji 
postoje na World Wide Web ŵƌeži tokom poslednjih godina razvila se u posebnu oblast 
istƌažiǀaŶja ŶazǀaŶu „web mining“ (Berendt, 2004; Etzioni, 1996; Singh & Singh, 2010). 
Primena asocijativnih pravila u cilju otkrivanja zŶaŶja o koƌišćeŶju ǁeď sajtoǀa je jedna 
od popularnih metoda koja pripada web mining istƌažiǀačkoj oblasti (Liu, 2007; 
Srivastava, Cooley, Deshpande & Tan, 2000).  
Znanje sadƌžaŶo u formi otkrivenih asocijativnih pravila o koƌišćeŶju ǁeď sajtoǀa ŵože 
se koristiti u Đilju uŶapƌeđeŶja dizajna web sajtova, poǀećaŶja Ŷjihoǀe posećeŶosti i 
iskoƌišćeŶosti. Vlasnicima web sajtova vezanih za elektronsko poslovanje primena ovog 
znanja ŵože poǀećati pƌofit, dok koƌisŶiĐiŵa olakšaǀa i uďƌzaǀa koƌišćeŶje web sajtova. 
Pored toga, otkrivena asocijativna pravila koriste se u raznim sistemima za preporuku 
ǁeď stƌaŶiĐa, kao i u sisteŵiŵa za poǀećaŶje peƌfoƌŵaŶsi ǁeď seƌǀeƌa kešiƌaŶjeŵ ǁeď 
stranica (Berendt, 2004; Chakrabarti, 2000; Liu, 2007; Srivastava, Cooley, Deshpande & 
Tan, 2000). 
Algoritmi za otkrivanje asocijativnih pravila prvobitno su razvijeni za otkrivanje znanja u 
podacima iz takozvanih transakcionih baza podataka. Ovakve baze podataka 
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kaƌakteƌističŶe su za podatke o pƌoizǀodiŵa kupljeŶiŵ u supeƌ-marketima, gde svaka 
tƌaŶsakĐija pƌedstaǀlja skup aƌtikala u datoj potƌošačkoj koƌpi. Proces otkrivanja 
asocijativnih pravila podƌazuŵeǀa pƌoŶalažeŶje korelacija u podacima, u kojima 
prisustvo jednog skupa atributa u odƌeđeŶoj tƌaŶsakĐiji iŵpliĐiƌa prisustvo drugog skupa 
atributa u istoj transakciji, sa odƌeđeŶiŵ stepeŶoŵ siguƌŶosti (Agrawal,  Imielinski & 
Swami, 1993; Agrawal, Mannila, Srikant & Toivonen, 1995).  
U domenu primene asocijativnih pravila na podatke o koƌišćeŶju ǁeď sajtoǀa, pod 
transakcijom se Ŷajčešće podrazumeva web sesija, dok se atributi odnose na prisustvo 
pojedinih web objekta u web sesiji (Srivastava et al., 2000; Liu, 2007). Pri tome se pod 
ǁeď sesijoŵ podƌazuŵeǀa skup ǁeď oďjekata koje je odƌeđeŶi koƌisŶik posetio u toku 
jedŶog pƌetƌažiǀaŶja ǁeď sajta. Asocijativna pravila tada podrazumevaju implikacije koje 
imaju formu „Postojanje jednog skupa web objekata implicira postojanje drugog skupa 
web objekata u istoj web sesiji“. 
JedaŶ od osŶoǀŶih pƌoďleŵa koji ŶegatiǀŶo utiče Ŷa upotƌeďljiǀost asoĐijatiǀŶih pƌaǀila 
u ƌazŶiŵ doŵeŶiŵa pƌiŵeŶe je teŶdeŶĐija postojećih algoritama za otkrivanje 
asoĐijatiǀŶih pƌaǀila da geŶeƌišu pƌeǀeliki ďƌoj pƌaǀila u kojiŵa se aŶalitičaƌi podataka 
teško sŶalaze pri odabiru stvarno korisnih pravila (Tan, Kumar & Srivastava, 2004; Wu & 
Kumar, 2009; Zaki, 2004). Kako bi se umanjio ovaj problem, u liteƌatuƌi je pƌedložeŶ 
ǀeliki ďƌoj ŵateŵatičkih fuŶkĐija koje se ŵogu koƌistiti kao ŵeƌe iŶteƌesaŶtŶosti 
asoĐijatiǀŶih pƌaǀila. MŶogoďƌojŶa istƌažiǀaŶja pƌedlažu i aŶaliziƌaju primenu 
raznovrsnih mera interesantnosti asocijativnih pravila, ukazujući pri tome da nijedna od 
pƌedložeŶih mera ne daje apsolutno kvalitetne rezultate (Carvalho, Freitas & Ebecken, 
2005; Geng & Hamilton, 2006; Hilderman & Hamilton, 2013).  
U slučaju asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa, problem generisanja prevelikog 
broja asocijativnih pravila je dodatno pogoƌšaŶ usled sŶažŶe koƌelaĐije izŵeđu ƌazličitih 
web stranica, koja je Ŷajčešće poslediĐa hipeƌliŶk stƌuktuƌe ǁeď sajtova. GeŶeƌiše se 
preveliki broj asocijativnih pravila sa visokim vrednostima standardnih mera 
inteƌesaŶtŶosti, koja su zapƌaǀo očekiǀaŶa za aŶalitičaƌe podataka i ǁeď ekspeƌte. Takǀa 
pravila ŶegatiǀŶo utiču Ŷa kǀalitet zŶaŶja sadƌžaŶ u skupu otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila 
o koƌišćeŶju ǁeď sajtoǀa, sŵaŶjujući Ŷjegoǀu upotƌeďljiǀost (Cercone & An, 2002; 
Diŵitƌijeǀić & BošŶjak, ϮϬϭϬ; Facca & Lanzi, 2005; Sahar, 2010).   
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Shodno gore navedenom, opšti Đilj ovog istƌažiǀaŶja je razvoj teorijskog okvira i 
uŶapređeŶje ŵetoda za proŶalažeŶje i ǀredŶoǀaŶje asoĐijatiǀŶih praǀila u web server log 
podacima (C1). U okviru opšteg cilja definisani su potciljevi:  
C1.1: UporedŶa aŶaliza priŵeŶe različitih ŵera iŶteresaŶtŶosti praǀila kroz aspekt 
njihove upotrebljivosti za analizu web server log podataka.  
C1.2: Formulisanje smernica pri odabiru mera interesantnosti asocijativnih pravila. 
Kao ispunjenje ovako definisanih ciljeva, očekiǀaŶi teoƌetski dopƌiŶos ovog istƌažiǀaŶja 
je ƌazǀoj ŵetoda kojiŵa se poǀećaǀa kǀalitet otkƌiǀeŶog zŶaŶja, kƌoz poǀećaŶje stǀaƌŶe 
interesantnosti i korisnosti otkrivenih asocijativnih pravila u web server log podacima. 
Fokus istƌažiǀaŶja je Ŷa eliŵiŶisaŶju neinteresantnih asocijativnih pravila o koƌišćeŶju 
web sajtova, kao i na analizi ƌazličitih ŵateŵatičkih mera interesantnosti i formulisanju 
sŵeƌŶiĐa pƌi Ŷjihoǀiŵ odaďiƌu, tako da oŶe što kvalitetnije rangiraju otkrivena 
asocijativna pravila. Na oǀaj ŶačiŶ poǀećaǀa se upotƌeďljiǀost skupa otkƌiǀeŶih 
asocijativnih pravila o koƌišćeŶju ǁeď sajtoǀa od stƌaŶe aŶalitičaƌa podataka.  
PƌaktičŶi Đilj oǀog istƌažiǀaŶja je razvoj softverskog sistema za analizu web log podataka 
sa ŵogućŶošću odaďira postojećih i geŶerisaŶja Ŷoǀih mera interesantnosti asocijativnih 
pravila (C2). U okǀiƌu pƌaktičŶog Đilja defiŶisaŶi su potĐiljeǀi: 
C2.1: Analiza funkcionalnosti odredjenog softverskog sistema za data mining i predlog 
Ŷjegoǀog prošireŶja 
C2.2: ProšireŶje fuŶkĐioŶalŶosti postojećeg softǀerskog sisteŵa u Đilju poďoljšaŶja 
kvaliteta otkrivenog znanja 
Očekuje se da pƌedložeŶi softǀeƌski sistem za analizu web log podataka sadƌži pƌošiƌeŶu 
funkcionalnost, kojoŵ se poǀećaǀa upotrebljivost skupa otkrivenih asocijativnih pravila 
o koƌišćeŶju ǁeď sajtoǀa. Ovaj softverski sistem treba da iŵpleŵeŶtiƌa ŵogućŶost 
eliminacije neinteresantnih asocijativnih pravila, kao i ugradnju novih mera 
interesantnosti, kojima se poǀećaǀa kǀalitet ƌaŶgiƌaŶja otkƌiǀeŶih asocijativnih pravila.  
  
7 
 
Ova doktorska disertacija je organizovana u sedam poglavlja. U prvom poglavlju date su 
definicije asocijativnih pravila, kao jedne od data mining metoda i opisana je njihova 
uloga u procesu otkrivanja znanja. Date su opšte defiŶiĐije osŶoǀŶih pojŵoǀa i 
algoritama vezanih za proces otkrivanja asocijativnih pravila. Takođe je dat kratak 
pregled raznovrsnih domena u kojima se primenjuje znanje dobijeno otkrivanjem 
asocijativnih pravila. 
Drugo poglavlje daje opšti pregled ŵetoda koƌišćeŶih u ǁeď ŵiŶiŶg istƌažiǀačkoj oďlasti. 
Poseban fokus je na metodama vezanim za otkrivanje znanja u web log podacima. 
OpisaŶa je stƌuktuƌa podataka sadƌžaŶih u ǁeď log datotekaŵa, kao i ŵetode za 
pretprocesiranje ovih podataka, kojima se oni pripremaju za primenu data mining 
algoritama. Data je definicija asocijativnih pravila primenjenih u web mining-u, sa 
osvrtom Ŷa speĐifičŶe pƌoďleŵe pƌiŵeŶe asoĐijatiǀŶih pƌaǀila u oǀoŵ doŵeŶu. 
Uporedna analiza algoritama za otkƌiǀaŶje asoĐijatiǀŶih pƌaǀila data je u tƌećeŵ 
poglavlju. Dat je pƌegled ŶajzŶačajŶijih algoƌitaŵa za otkƌiǀaŶje asoĐijatiǀŶih pƌaǀila. 
Potom se analizira uticaj izbora parametara ovih algoritama na kvalitet otkrivenog 
zŶaŶja, pƌi čeŵu je dat pregled metoda za evaluaciju kvaliteta otkrivenih asocijativnih 
pravila.  
Četǀƌto poglaǀlje se detaljŶije ďaǀi ŵeƌaŵa iŶteƌesaŶtŶosti asoĐijatiǀŶih pƌaǀila i 
njihovim uticajem na kvalitet otkrivenog znanja o koƌišćeŶju ǁeď sajtoǀa. U okviru ovog 
poglavlja pƌedložeŶa je primena metoda za eliminaciju neinteresantnih asocijativnih 
pravila i kvalitetnije rangiranje preostalih asocijativnih pravila prema modifikovanim 
ŵeƌaŵa iŶteƌesaŶtŶosti. PƌedložeŶe ŵetode su poƌeđeŶe sa Ŷekiŵ od pƌethodŶih 
istƌažiǀaŶja, kako teoƌetski, tako i na primerima iz stvarnih skupova podataka.  
Softverski sistem, kojim se otkrivaju asocijativna pravila u web log podacima prikazan je 
u petom poglavlju. “isteŵ iŶtegƌiše sǀe faze procesa otkrivanja asocijativnih pravila, od 
pripreme web log podataka, otkrivanja asocijativnih pravila, do metoda za eliminisanje 
neinteresantnih asocijativnih pravila i kvalitetnije rangiranje preostalih asocijativnih 
pravila primenom standardnih i modifikovanih mera interesantnosti. 
Šesto poglaǀlje sadƌži ƌezultate eksperimentalnog istƌažiǀaŶja, koje je izǀƌšeŶo 
koƌišćeŶjeŵ implementiranog softverskog sistema za otkrivanje asocijativnih pravila, 
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primenjeno na dva stvarna skupa web log podataka. Poseban akcenat je dat na 
ispitivanju efikasŶosti pƌedložeŶih ŵetoda za eliminaciju i kvalitetnije rangiranje 
asocijativnih pravila o koƌišćeŶju ǁeď sajtoǀa, pƌiŵeŶoŵ ƌazličitih ŵeƌa iŶteƌesaŶtŶosti. 
PƌikazaŶi su ƌezultati sŵaŶjeŶja ǀeličiŶe skupa otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila o 
koƌišćeŶju ǁeď sajtoǀa pƌiŵeŶoŵ pƌedložeŶih metoda za eliminaciju neinteresantnih 
asoĐijatiǀŶih pƌaǀila. PoƌeđeŶi su ƌezultati ƌaŶgiƌaŶja asoĐijatiǀŶih pƌaǀila pƌiŵeŶoŵ 
standardnih i modifikovanih mera interesantnosti. 
U zaključŶoŵ poglaǀlju dat je pƌegled teoƌetskih i pƌaktičŶih dopƌiŶosa oǀe disertacije. 
Komentarisana je ispuŶjeŶost postaǀljeŶih ŶaučŶih i pƌagmatičŶih Điljeǀa i dat kratak 
pregled osnovnih rezultata istƌažiǀaŶja. Pored toga, pƌedložeŶi su pravci ďudućeg 
istƌažiǀaŶja.  
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1 Asocijativna pravila  
1.1 Definicije asocijativnih pravila 
Algoritam za otkrivanje asocijativnih pravila primenljiv na otkrivanje paterna u 
tƌaŶsakĐioŶiŵ ďazaŵa podataka pƌedložeŶ je početkoŵ deǀedesetih godiŶa dǀadesetog 
veka (Agrawal,  Imielinski & Swami, 1993). U nastavku dajeŵo foƌŵalŶe defiŶiĐije i opšte 
pƌihǀaćeŶu teƌŵiŶologiju osnovnih pojmova u domenu otkrivanja asocijativnih pravila 
(Agrawal, Mannila, Srikant & Toivonen, 1995; Aggarwal & Yu, 1998; Pang-Ning, 
Steinbach & Kumar,  2006).  
Oďziƌoŵ da su ŵetode za pƌoŶalažeŶje asoĐijatiǀŶih pƌaǀila prvobitno pƌedložeŶe za 
otkƌiǀaŶje koƌelaĐija u podaĐiŵa ǀezaŶiŵ za pƌisustǀo aƌtikala u potƌošačkiŵ koƌpaŵa 
kupaca u marketima, standarnda terminologija vezana za proces otkrivanja asocijativnih 
pravila je preuzeta upravo iz ovog domena.  
Neka je  � = {݅ଵ, … , ݅௠}  neki skup elemenata, i neka je stavka (item) neki element skupa � ሺ݅௞ א �ሻ.  
Definicija 1.1 
Transakciona baza podataka ܶ = { ଵܶ, … , ௡ܶ} je skup transakcija �ܶ, pƌi čeŵu �ܶ ⊆ �. 
Definicija 1.2 
Transakcija �ܶ sadrži skup stavki ܺ ⊆ � ako ܺ ⊆ �ܶ . 
Definicija 1.3 
Support skupa stavki ܺ u skupu transakcija ܶ = { ଵܶ, … , ௡ܶ} dat je formulom  ݏݑ݌݌݋ݎݐሺܺሻ = |்೉||்| , pƌi čeŵu |ܶ௑| ozŶačaǀa ďƌoj tƌaŶsakĐija koje sadƌže skup staǀki X, 
dok je |ܶ| kardinalitet skupa T. 
Definicija 1.4 
Asocijativno pravilo je implikacija oblika ܺ → ܻ, pƌi čeŵu ܺ, ܻ ⊆ �  i  ܺ ת ܻ = ∅. 
“Ŷaga asoĐijatiǀŶog pƌaǀila izƌažaǀa se koƌisteći support i confidence ŵeƌe, čiju defiŶiĐiju 
dajemo u nastavku.  
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Definicija 1.5 
Support mera asocijativnog pravila ܺ → ܻ jednaka je support vrednosti skupa ܺ ׫ ܻ: ݏݑ݌݌݋ݎݐሺܺ → ܻሻ = ݏݑ݌݌݋ݎݐሺܺ ׫ ܻሻ = |ܶ௑׫௒||ܶ|  
Support mera asocijativnog pravila ܺ → ܻ  u skupu transakcija ܶ = { ଵܶ, … , ௡ܶ} 
pƌedstaǀlja ǀeƌoǀatŶoću pojaǀljiǀaŶja skupa ܺ ׫ ܻ u nekoj transakciji.  
Definicija 1.6 
Confidence mera asocijativnog pravila ܺ → ܻ  u skupu transakcija ܶ = { ଵܶ, … , ௡ܶ}  
definisana je kao: ܿ݋݂݊ሺܺ → ܻሻ = |ܶ௑׫௒||ܶ௑|  
Confidence mera asocijativnog pravila ܺ → ܻ  u skupu transakcija ܶ = { ଵܶ, … , ௡ܶ} 
pƌedstaǀlja usloǀŶu ǀeƌoǀatŶoću pojaǀljiǀaŶja skupa ܻ u Ŷekoj tƌaŶsakĐiji ako oŶa sadƌži 
skup ܺ. 
Definicija 1.7 
Skup elemenata ܺ ⊆ �  je frekventan u skupu transakcija ܶ = { ଵܶ, … , ௡ܶ} ako njegov 
support prelazi zadati minimalni support prag.  
1.2 Uloga asocijativnih pravila u procesu otkrivanja znanja 
Otkrivanje asocijativnih pravila u ǀelikiŵ ďazaŵa podataka je jedŶa od Ŷajčešće 
koƌišćeŶih ŵetoda u okǀiƌu populaƌŶe istƌažiǀačke oďlasti „Otkrivanje znanja u bazama 
podataka͞. Prema jednoj od definicija, otkrivanje znanja u bazama podataka je 
͞netrivijalni proces identifikovanja validnih, prethodno nepoznatih, potencijalno 
korisnih, korisniku razumljivih paterna u podacima͟ (Fayyad, Piatetsky-Shapiro, Smyth & 
Uthurusamy, 1996; Wu & Kumar, 2009).  
Proces otkrivanja znanja u bazama podataka (Knowledge Discovery in Databases – KDD) 
sastoji se iz ǀiše koƌaka, kao što je pƌikazaŶo Ŷa sliĐi ϭ.ϭ. Tu se podƌazuŵeǀa selekĐija 
podataka iz baze podataka, njihovo pretprocesiranje i transformacija. Potom se na tako 
pƌipƌeŵljeŶe podatke pƌiŵeŶjuju ŵetode čiji je Đilj otkƌiǀaŶje pateƌŶa u podaĐiŵa. Oǀaj 
ĐeŶtƌalŶi, aŶalitički deo KDD pƌoĐesa je izdvojeŶ kao poseďŶa ŶaučŶo-istƌažiǀačka 
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disciplina pod nazivom data mining (rudarenje podataka) (Hand, Mannila & Smyth, 
2001). PosledŶji koƌak KDD pƌoĐesa pƌedstaǀlja eǀaluaĐija otkƌiǀeŶih pateƌŶa, pƌi čeŵu 
se neki od njih mogu interpretirati kao novo znanje (Fayyad, Piatetsky-Shapiro & 
Uthurusamy, 1996).  
 
Slika 1.1 Proces otkrivanja znanja (slika javno dostupna na Internetu)  
 
Data ŵiŶiŶg je iŶteƌdisĐipliŶaƌŶa oďlast koja se Ŷalazi Ŷa pƌeseku izŵeđu statistike, 
ŵašiŶskog učeŶja, upƌaǀljaŶja ďazaŵa podataka i ǀeštačke iŶteligeŶĐije. Pƌeŵa jednoj 
od definicija, data mining je netrivijalni proces identifikovanja takvih paterna u velikim 
skupoǀiŵa podataka, koji iŵaju sledeće kaƌakteƌistike: ǀalidŶi, Ŷoǀi, koƌisŶi i ƌazuŵljiǀi 
(Han, Kamber & Pei, 2011).  
Za razliku od statistike, data mining se bavi analizom velikih baza podataka koji su 
pƌikupljaŶi u ƌazličite sǀƌhe, ali Ŷe u Đilju otkƌiǀaŶja zŶaŶja u Ŷjiŵa. U statistiĐi podaĐi se 
Ŷajčešće pƌikupljaju Ŷa odƌeđeŶe ŶačiŶe, kako ďi se na efikasan ŶačiŶ odgovorilo na 
unapred definisana pitanja. Za razliku od toga, data mining se bavi analizom podataka 
koji su prikupljeni u neke druge svrhe. Cilj data mining algoritama je da se na efikasan 
ŶačiŶ otkƌiju ŶeočekiǀaŶi ŵodeli, odŶosŶo pateƌŶi, u ǀeć pƌikupljeŶiŵ podaĐiŵa ;Hand, 
Mannila & Smyth, 2001; Han, Kamber & Pei, 2011).  
Definicije pojmova vezanih za algoritme otkrivanja asocijativnih pravila ďiće date u 
sledećeŵ poglaǀlju.  
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1.3 Algoritmi za otkrivanje asocijativnih pravila 
Algoritmi za otkrivanje asocijativnih pravila prvi put su primenjeni u takozvanim 
transakcionim bazama podataka. KlasičaŶ pƌiŵeƌ skupa podataka Ŷa koŵe se ŵože 
primeniti proces otkrivanja asocijativnih pravila je skup svih transakcija nastalih prilikom 
kupovine artikala u nekom marketu tokom nekog vremenskog perioda. Pri tome, 
transakcija predstavlja skup artikala u koƌpi potƌošača pƌilikoŵ pojediŶe kupoǀiŶe. 
Asocijativno pravilo je tada implikacija oblika  { ଵܺ, … , ܺ௞} → { ଵܻ, … , ௟ܻ}, pƌi čeŵu su ܺ� i �ܻ pojediŶi aƌtikli u pƌodaǀŶiĐi, i kojoj je pƌidƌužeŶ izƌačuŶati stepeŶ poǀeƌeŶja. KlasičaŶ 
primer asocijativnog pravila je: „KupĐi koji kupuju ŵleko i hleď takođe kupuju piǀo, u 
ϯϱ% slučajeǀa͞ (Brin et al., 1997). 
Proces otkrivanja asocijativnih pravila u datom skupu transakcija podrazumeva 
pƌoŶalažeŶje sǀih asoĐijatiǀŶih pƌaǀila čije suppoƌt (definicija 1.5) i confidence (definicija 
1.6) vrednosti prelaze zadate minimalne pragove (Agrawal & Srikant, 1994; Agrawal, 
et.al., 1995).  
“uppoƌt ŵeƌa iŵa zŶačajŶu osoďiŶu aŶti-monotonosti, koja se koristi u algoritmima za 
otkƌiǀaŶje asoĐijatiǀŶih pƌaǀila, kako ďi se poǀećala efikasnost algoritama. 
CoŶfideŶĐe ŵeƌa se ŵože koƌistiti kao apƌoksiŵaĐija pouzdaŶosti pƌaǀila. Poƌed toga, 
oŶa je ƌazuŵljiǀa aŶalitičaƌiŵa podataka jeƌ ozŶačaǀa usloǀŶu ǀeƌoǀatŶoću. 
Pƌoďleŵ otkƌiǀaŶja asoĐijatiǀŶih pƌaǀila izƌažeŶ koƌisteći suppoƌt i ĐoŶfidence mere 
ŵože biti foƌŵalŶo foƌŵulisaŶ Ŷa sledeći ŶačiŶ: 
Definicija 1.8 
Ako je dat skup stavki �  i skup transakcija ܶ, problem otkrivanja asocijativnih pravila je 
defiŶisaŶ kao pƌoŶalažeŶje skupa svih asoĐijatiǀŶih pƌaǀila čija ǀƌedŶost support mere 
prelazi zadati minsupp pƌag, i čija ǀƌedŶost confidence mere prelazi zadati minconf prag. 
Naivni „brute-force͞ pƌistup za ƌešaǀaŶje pƌoďleŵa otkƌiǀaŶja sǀih asoĐijatiǀŶih pƌaǀila 
za dati skup stavki � i skup transakcija ܶ, podƌazuŵeǀao ďi izƌačuŶaǀaŶje support i 
ĐoŶfideŶĐe ǀƌedŶosti za sǀako ŵoguće asoĐijatiǀŶo pƌaǀilo, kojih iŵa ekspoŶeŶĐijalŶo 
mnogo. Međutiŵ, zahǀaljujući osoďiŶi anti-monotonosti support mere, postoje 
algoƌitŵi koji sŵaŶjuju pƌostoƌ pƌetƌažiǀaŶja i čiŶe oǀaj pƌoĐes zŶatŶo efikasŶijiŵ. 
13 
 
U ǀećiŶi slučajeǀa pƌoĐes otkrivanja asocijativnih pravila odvija se u dve faze:  
1) Otkrivanje svih frekventnih skupova stavki za zadati minimalni support prag 
2) Generisanje svih asocijativnih pravila na osnovu prethodno otkrivenih 
frekventnih skupova stavki, koja prelaze zadati minimalni confidence prag. 
Algoritmi koji realizuju drugu fazu procesa otkrivanja asocijativnih pravila su relativno 
jedŶostaǀŶi i efikasŶi. Međutiŵ, pƌǀa faza oǀog pƌoĐesa je ƌačuŶski zahteǀŶa. Pƌǀo,  ďƌoj 
potencijalno frekventnih skupoǀa staǀki ƌaste ekspoŶeŶĐijalŶo sa ǀeličiŶoŵ skupa �. 
Dƌugo, potƌeďŶo je ǀišestƌuko pƌolažeŶje kƌoz ďazu podataka kako ďi se izǀƌšilo 
pƌeďƌojaǀaŶje tƌaŶsakĐija koje sadƌže poteŶĐijalŶo fƌekǀeŶtŶe skupoǀe staǀki.  
Postoje ƌazŶe ǀeƌzije i optiŵizaĐije algoƌitaŵa za otkƌiǀaŶje asoĐijatiǀŶih pƌaǀila čiji će 
detaljniji pregled biti dat u poglavlju 3.  
1.4 Domeni primene asocijativnih pravila 
Poƌed otkƌiǀaŶja pateƌŶa u potƌošačkiŵ koƌpaŵa, asoĐijatiǀŶa pƌaǀila pronalaze 
primenu u vrlo raznovrsnim domenima. Ona se primenjuju u trgovini, medicinskoj 
dijagnostici, bioinformatici, za otkrivanje paterna u podacima dostupnim na web-u, i u 
mnogim drugim oblastima. U ovom poglavlju dajemo samo neke od primera istƌažiǀaŶja 
u kojima se asocijativna pravila primenjuju u pomenutim domenima. 
Asocijativna pravila se odavno koriste u softverskim aplikacijama u oblasti trgovine, u 
cilju analize preferenci kupaca, kao i preporučiǀaŶja proizvoda na osnovu drugih 
proizvoda koje je dati kupaĐ ǀeć kupio (Sarwar et al., 2000; Schafer, Konstan & Riedl, 
2001). 
U sisteŵiŵa za podƌšku odlučiǀaŶju ;deĐisioŶ suppoƌt sǇsteŵsͿ mogu se koristiti 
takozvana klasifikaciona asocijativna pravila (CARs). Ova vrsta asoĐijatiǀŶih pƌaǀila sadƌži 
odƌeđeŶi ciljni, tzv. target-atribut sa desne strane pravila, i koristi se u okviru algoritama 
za klasifikaciju. Neki od algoritama za otkrivanje klasifikacionih asocijativnih pravila 
pƌedložeŶi su u istƌažiǀaŶjiŵa (Nguyen, Vo, Hong & Thanh, 2013; Nguyen & Nguyen, 
2015).  
Asocijativna pravila se primenjuju u raznim domenima u oblasti medicine. Jedan od 
mnogobrojnih primera primene asocijativnih pravila u medicinskoj dijagnostici je 
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istƌažiǀaŶje ;Soni, Ansari, Sharma & Soni, 2011), gde se ona koriste u okviru sistema za 
predikciju sƌčaŶih ďolesti. Još jedaŶ pƌiŵeƌ je istƌažiǀaŶje ;Wang & Zheng, 2012), gde se 
otkrivaju asocijativna pravila koja povezuju nivo endokrinih hormona kod pacijenata sa 
odƌeđeŶiŵ ďolestiŵa. 
Primena asocijativnih pravila u oblasti genetike i molekularne biologije je šiƌoko 
zastupljena (Fernald, Capriotti, Daneshjou, Karczewski & Altman, 2011). Na primer, 
Manda, McCarthy & Bridges (2013) koriste multi-level asocijativna pravila za otkrivanje 
paterna u ontologiji gena. Shaikh & Beyene ;ϮϬϭϱͿ pƌedlažu koƌišćeŶje asoĐijatiǀŶih 
pravila za otkrivanje grupa genotipa vezanih za invazivne komplikacije oboljenja virusom 
sa zapadnog nila. 
Oblasti u kojima se primenjuju asocijativna pravila vrlo su raznovrsne. Na primer, 
asocijativna pravila se primenjuju u okviru sistema za otkrivanje kriminalnih prevara 
(Phua, Lee, Smith & Gayler, 2010). Kamsu-Foguem, Rigal & Mauget (2013) primenjuju 
asoĐijatiǀŶa pƌaǀila za poǀećaŶje kǀaliteta pƌoĐesa pƌizǀodŶje. Abdullah, Herawan & 
Deris (2014) otkrivaju asocijatiǀŶa pƌaǀila u podaĐiŵa o upisu studeŶata u ǀisokoškolsku 
ustanovu. 
Postoje ŵŶogoďƌojŶa istƌažiǀaŶja koja se ďaǀe pƌiŵeŶoŵ asocijativnih pravila za 
otkrivanje paterna u podacima dostupnim na web-u ;ǁeď ŵiŶiŶgͿ, što je detaljnije 
razmatrano u sledećeŵ poglavlju. 
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2 Web mining 
OgƌoŵŶe količiŶe podataka dostupŶih Ŷa jediŶstǀeŶoj sǀetskoj ŵƌeži ;web u daljem 
tekstu) predstavljaju plodno tle za primenu metoda iz oblasti otkrivanja znanja u bazama 
podataka. Istƌažiǀačka oďlast ŶazǀaŶa „rudarenje web podataka“ (web mining) 
podƌazuŵeǀa koƌišćeŶje data ŵiŶiŶg ŵetoda za autoŵatsko otkƌiǀaŶje i ekstƌakĐiju 
informacija iz web dokumenata i servisa (Etzioni, 1996; Berendt, 2004; Singh & Singh, 
2010).  
2.1 Pregled web mining metoda 
U okviru web mining-a kao oďlasti istƌažiǀanja izdvajaju se tri podoblasti: rudarenje 
sadƌžaja Ŷa ǁeď-u (web content mining), rudarenje strukture web-a (web structure 
miningͿ, i ƌudaƌeŶje podataka o koƌišćeŶju ǁeď-a (web usage mining) (Madria, 
Bhowmick, Ng & Lim, 1999; Kosala & Blockeel, 2000; Anand, Mulvenna & Chevalier, 
2004).  
2.1.1 Rudarenje sadržaja na web-u  
RudaƌeŶje sadƌžaja Ŷa ǁeď-u (web content mining) odnosi se na otkrivanje potencijalno 
korisnih informacija u iŶdeksiƌaŶiŵ sadƌžajiŵa na web-u, koji ŵogu ďiti ƌazličitih ǀƌsta: 
tekstualni, slike, audio, video (Chakrabarti, 2000; “uďašić & BeƌeŶdt, ϮϬϬϵ). Pri tome, 
poseďŶo se izdǀaja oďlast koja se ďaǀi ƌudaƌeŶjeŵ ƌazŶoǀƌsŶog sadƌžaja Ŷa ǁeď-u, pod 
nazivom „multimedia data mining͞ (Oh et.al., 2003; Zaiane et al, 1998). 
Ogroman deo podataka na web-u su nestruktuirani tekstualni podaci, koji se ne nalaze u 
formi tabela ili baze podataka. RudaƌeŶjeŵ tekstualŶih sadƌžaja ďaǀi se oďlast pod 
nazivom „tekst  data mining͞. RudaƌeŶje tekstualŶih sadƌžaja oďuhǀata kategoƌizaĐiju 
teksta, klasifikaciju, klasterovanje dokumenata, otkrivanje potencijalno interesantnih 
paterna i pravila u tekstu (Hotho, Nürnberger & Paaß, 2005; Tan, 1999; Miner, 2012). 
JedaŶ od pƌaǀaĐa istƌažiǀaŶja ďaǀi se metodama reprezentacije tekstualnih dokumenata. 
Pri tome se ŵože koƌistiti ǀektoƌska ƌepƌezeŶtaĐija skupa ƌeči koji se pojaǀljuju u datoŵ 
tekstu koƌišćeŶjeŵ Ŷa ƌazličite ŶačiŶe defiŶisaŶih istakŶutih svojstava (features) (Clifton, 
Cooley & Rennie, 2004; Kaski et.al., 1998). Kao istaknuta svojstva mogu se koristiti 
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ključŶe ƌeči koje se pojaǀljuju u oďučaǀajućeŵ skupu podataka. Pri tome se ŵože 
koƌistiti ŵetoda LateŶtŶog seŵaŶtičkog iŶdeksiƌaŶja ;Deerwester et al., 1990), kojom se 
smanjuje dimenzija originalnog vektora kojim je predstavljen dati dokument. Na primer, 
jedna od tehnika koje se koriste u tu svrhu je „stemming͞, gde se ƌeči koje iŵaju isti 
koren svrstavaju u istu grupu otklanjanjem nastavaka. Za iscrpan pregled metoda iz tekst 
mining oblasti mogu se pogledati mnogobrojni pƌegledŶi ƌadoǀi kao što su (Hotho, 
Nürnberger & Paaß, 2005; Miner, 2012).  
2.1.2 Rudarenje strukture web-a 
Rudarenje strukture web-a (web structure mining) primenjuje se na podatke o 
povezanosti dokumenata na web-u preko hiperlink strukture (Kautz, Selman & Shah, 
1997; Getoor & Diehl, 2005). Pƌi toŵe se čitava struktura web-a ŵože posmatrati kao 
graf povezanih dokumenata (Büchner et.al., 2000). Neke od metoda koje se primenjuju 
u okviru rudarenja strukture web-a iŶspiƌaŶe su tehŶikaŵa iz oďlasti dƌuštǀeŶih ŵƌeža i 
analize citiranosti (Chakrabarti, 2000; Kosala & Blockeel, 2000). Na primer, na osnovu 
ulaznih (incoming) i izlaznih (outgoing) liŶkoǀa ŵogu se otkƌiǀati speĐifičŶe ǀƌste ǁeď 
stƌaŶiĐa, kao što su „hubs͞ i „authorities͞ (Borodin et.al., 2001; Ding et.al., 2004). 
Popularni su algoritmi kojima se modeluje topologija web-a, kao što je algoritam HITS. 
Postoje i njegove optimizacije u kojima se link strukturi web-a dodaje informacija o 
zŶačeŶju sadƌžaja na koji se odnose linkovi, kao i metode za filtriranje izuzetaka 
(outliers) (Ding et al., 2002). ČuǀeŶi algoƌitaŵ PageRank (Page et al., 1999) i njegove 
mnogobrojne optimizacije (Langville & Meyer, 2011) implementirane su u okviru Google 
pƌetƌažiǀača u cilju otkrivanja kvalitetnih i popularnih web stranica, što se koƌisti 
prilikom njihovog rangiranja.  
2.1.3 Rudarenje podataka o korišćenju web-a 
RudaƌeŶje podataka o koƌišćeŶju ǁeď-a (web usage mining) odnosi se na otkrivanje 
zŶaŶja u podaĐiŵa o koƌišćeŶju ǁeď sajtoǀa ;CooleǇ, Moďasheƌ &  “ƌiǀastaǀa, ϭϵϵϳ; 
Dong, 2009; Kosala & Blockeel, 2000; Singh & Singh, 2010). Repozitorijum ovih podataka 
Ŷajčešće pƌedstaǀljaju tekstualŶe log datoteke koje se geŶeƌišu Ŷa ǁeď seƌǀeƌiŵa šiƌoŵ 
sǀeta, a u kojiŵa se čuǀaju podaĐi o pƌistupiŵa ǁeď dokuŵeŶtiŵa i ostaliŵ ǁeď 
objektima od strane posetioca web sajtova. OtkƌiǀaŶje asoĐijatiǀŶih pƌaǀila o koƌišćeŶju 
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web sajtova, što je teŵa oǀe doktoƌske diseƌtaĐije, pripada upravo ovoj podoblasti web 
mining-a.  
PƌaktičŶe pƌiŵeŶe ǁeď usage ŵiŶiŶg ŵetoda ŵogu se sǀƌstati u kategoƌije: (a) 
peƌsoŶalizaĐija ǁeď sadƌžaja, (b) uŶapƌeđeŶje efikasnosti ŶaǀigaĐije kƌoz kešiƌaŶje ǁeď 
stranica, ;ĐͿ uŶapƌeđeŶje dizajŶa ǁeď sajta, ;dͿ poǀećaŶje satisfakĐije kupaĐa u slučaju e-
commerce web sajtova (Facca & Lanzi, 2005; Berendt et al., 2011).  
PeƌsoŶalizaĐija ǁeď sadƌžaja ŵože se postići poƌeđeŶjeŵ poŶašaŶja korisnika (njegove 
navigacione putanje) sa tipičŶiŵ poŶašaŶjeŵ pƌethodŶih koƌisŶika. Na oǀaj ŶačiŶ 
koƌisŶiku se ŵogu pƌepoƌučiti liŶkoǀi koje su pƌethodŶi koƌisŶiĐi, koji se poŶašaju na 
sličaŶ ŶačiŶ takođe posetili. Oǀa ŵetoda Ŷajčešće se ƌealizuje u okǀiƌu sisteŵa za 
pƌepoƌuku sadƌžaja ;Gavalas & Kenteris, 2011; Niwa & Honiden, 2006; Schafer, Konstan 
& Riedl, 2001). Pri tome su u algoritme implementirane u okviru sistema za preporuku 
sadƌžaja često ugƌađeŶe i konceptne ontologije generisane na osnovu ekspertskog 
znanja (Liang & Wang, 2004; Szomszor et.al., 2007).  
KešiƌaŶje ǁeď stƌaŶiĐa u Đilju uŶapƌeđeŶja efikasŶosti ŶaǀigaĐije kƌoz ǁeď sajt 
pƌedložeŶo je u ŵŶogoďƌojŶiŵ istƌažiǀaŶjiŵa ;Bonchi et al., 2001; Yang & Zhang, 2003). 
Postoje i alati za aŶalizu uspešŶosti kešiƌaŶja ǁeď stƌaŶiĐa u Đilju sŵaŶjeŶja opteƌećeŶja 
ǁeď seƌǀeƌa, kao što je ;Wang, Balasubramanian, Krishnamurthy & Wetherall, 2013) 
kojiŵ se geŶeƌišu izǀeštaji o kešiƌaŶju ǁeb stranica Ŷa osŶoǀu opteƌećeŶja ŵƌeže, 
paƌsiƌaŶja ǁeď stƌaŶiĐa, i aktiǀŶosti Ŷa saŵoŵ ǁeď pƌetƌažiǀaču. 
UŶapƌeđeŶje stƌuktuƌe ǁeď sajta pƌiŵeŶoŵ ǁeď usage ŵiŶiŶg ŵetoda je takođe 
aktuelŶa oďlast istƌažiǀaŶja. Na pƌiŵeƌ, Carmona et al. (2012) pƌedlažu uŶapƌeđeŶje e-
ĐoŵŵeƌĐe ǁeď sajta koŵďiŶaĐijoŵ klasteƌoǀaŶja podataka o poŶašaŶju koƌisŶika ǁeď 
sajta i otkƌiǀaŶju asoĐijatiǀŶih o koƌišćeŶju ǁeď sajta. Fu, Shih, Creado & Ju (2002) 
koriste ŵetod za uŶapƌeđeŶje stƌuktuƌe ǁeď sajta, ďaziƌaŶ Ŷa klasifikaĐiji ǁeď stranica u 
dve kategorije – indeksŶe stƌaŶe i sadƌžajŶe stƌaŶe, Ŷa osŶoǀu heuƌistika kao što su vrsta 
web stranice (html), broj linkova na web stranici, učestalost sesija u kojiŵa je data ǁeď 
stƌaŶiĐa posledŶja posećeŶa i pƌosečŶo ǀƌeŵe koje koƌisŶik pƌoǀodi Ŷa datoj stƌaŶiĐi.   
UŶapƌeđeŶje stƌuktuƌe ǁeď sajta aŶalizoŵ pateƌŶa o koƌišćeŶju ǁeď sajta pƌiŵeŶljiǀo je 
i u oblasti e-learning sistema (Romero & Ventura, 2010Ϳ. Pƌi toŵe, ŵoguće je 
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inkorporirati i ontologiju generisanu od strane eksperta, kako bi se navigacioni paterni 
obogatili podacima o konceptima i njihovim relacijama (Becker & Vanzin, 2010).  
Implementirani su mnogobrojni sistemi u kojima se web mining metode primenjuju u 
Đilju poǀećaŶja satisfakĐije kupaĐa i pƌofita u okǀiƌu aplikaĐija elektƌoŶskog posloǀaŶja 
(Facca & Lanzi, 2005; Carmona et al., 2012).  Pri tome, ŵoguće je pƌiŵeŶiti taksonomiju 
na podacima o korisnicima u okviru web usage mining inteligentnog sistema, kao što je 
pƌedložeŶo u ;Deǀi, Deǀi, RaŶi & Rao, ϮϬϭϮͿ. 
2.2 Struktura web log podataka 
PodaĐi o koƌišćeŶju ǁeď sajtoǀa čuǀaju se Ŷa ǁeď seƌǀeƌu u oďliku tekstualŶih „web 
server log datoteka͞. U ovom poglavlju opisan je format web server log datoteka, a 
potom i pregled metoda njihove pripreme za web usage mining proces. 
2.2.1 Originalni format web log podataka 
“tƌuktuƌa ǁeď seƌǀeƌ log datoteka ŵože ďiti u „Common log“ formatu, ili u „Extended 
common log͞ formatu. Svaka linija ove datoteke odnosi se na po jedan zahtev za web 
objektom koji se nalazi na web serveru  (Chitraa, Davamani & Selvdoss, 2010; Cooley, 
Mobasher & Srivastava, 1999; Singh & Singh, 2010).  
U common log formatu, svaka linija web log datoteke sadƌži sledeće staǀke: 
 IP adresa sa koje stiže zahteǀ 
 korisŶičko iŵe ukoliko postoji log sisteŵ Ŷa ǁeď sajtu 
 datum i vreme stizanja zahteva na web server 
 status kod  
 broj poslatih bajtova 
U extended common log formatu, pored gore navedenih podataka, linija datoteke 
takođe sadƌži: 
 url web objekta koji je bio zahtevan pre aktuelnog objekta (referrer url) 
 striŶg koji opisuje iŵe i ǀerziju korisŶikoǀog ǁeď pretražiǀača 
Poƌed koƌišćeŶja podataka iz ǁeď seƌǀeƌ log datoteka, postoje i dƌugi ŶačiŶi sakupljaŶja 
podataka o koƌišćeŶju ǁeď sajtoǀa, kao što su ǁeď kolačići ;ĐookiesͿ, foƌŵulaƌi za 
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registraciju korisnika na web sajtu, kao i klijentski apleti za prikupljanje podataka 
(Chitraa, Davamani & Selvdoss, 2010).  
Weď kolačići sadƌže jediŶstǀeŶi ideŶtifikatoƌ posetioĐa ǁeď sajta, koji se šalje na web 
seƌǀeƌ sa sǀakiŵ Ŷoǀiŵ zahteǀoŵ za ǁeď oďjektoŵ. Na oǀaj ŶačiŶ ŵogu se Ŷepogƌešiǀo 
povezati zahtevi za web objektima sa korisnicima web sajta koji su ih uputili na web 
seƌǀeƌ. Međutiŵ, pƌoďleŵ sa koƌišćeŶjeŵ ǁeď kolačića je što su oŶi često zaďƌaŶjeni na 
koƌisŶikoǀoŵ ǁeď pƌetƌažiǀaču zďog pƌiǀatŶosti podataka (Singh & Singh, 2010). 
Formulari za registraciju korisnika web sajta retko se koriste kao izvor podataka o 
posetaŵa ǁeď sajtu, i to saŵo u ƌetkiŵ slučajeǀiŵa gde koƌisŶiĐi saŵi odlučuju da se 
registruju i unesu svoje podatke (Chitraa, Davamani & Selvdoss, 2010). 
KlijeŶtski apleti za pƌikupljaŶje podataka su pouzdaŶ ŶačiŶ pƌikupljaŶja podataka o 
koƌišćeŶju ǁeď sajtoǀa. Međutiŵ, oŶi se takođe ŵogu koƌistiti saŵo u slučajeǀiŵa kada 
korisnici eksplicitŶo pƌihǀate Ŷjihoǀu iŶstalaĐiju Ŷa sǀoŵ ǁeď pƌetƌažiǀaču ;Tao, Hong & 
Su, 2008). 
2.2.2 Pretprocesiranje web log podataka  
Kako bi se na web log podatke mogle primeniti web usage mining metode neophodno je 
izǀƌšiti pƌipƌeŵu, odŶosŶo pƌetpƌoĐesiƌaŶje oǀih podataka (Cooley, Mobasher & 
Srivastava, 1999).  
Proces pretprocesiranja podataka iz web server log datoteka sastoji se iz najmanje dva 
koraka: (a) eliminacija irelevantnih web zahteva, (b) rekoŶstƌukĐija koƌisŶičkih ǁeď 
sesija. 
Eliminacija irelevantnih web zahteva  
Postoje dve vrste web zahteva koji se skladište u ǁeď log datotekaŵa, a koji su 
irelevantni za proces otkrivanja znanja u podaĐiŵa o koƌišćeŶju ǁeď sajtoǀa (a) zahtevi 
za irelevantnim web objektima, (b) robotski web zahtevi. 
U ǁeď log datotekaŵa čuǀaju se sǀi ǁeď zahteǀi koje klijeŶtski ǁeď pƌetƌažiǀač šalje Ŷa 
ǁeď seƌǀeƌ, uključujući zahteǀe za ǁeď oďjektiŵa ugƌađeŶiŵ u ǁeď stƌaŶiĐe, kao što su 
slike, ŵultiŵedijalŶi sadƌžaji, datoteke koje sadƌže ƌazŶe skƌiptoǀe, stiloǀe, i sličŶo. 
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Eliminacija ovakvih irelevaŶtŶih oďjekata je oďičŶo ƌelatiǀŶo jedŶostaǀaŶ pƌoĐes. 
Prepoznavanje irelevaŶtŶih oďjekata Ŷajčešće se zasŶiǀa Ŷa pƌepozŶaǀaŶju staŶdaƌdŶih 
ekstenzija koje su deo naziva web objekata datog tipa (jpg, png, ŵoǀ, Đss, i sličŶo) 
(Chitraa, Davamani & Selvdoss, 2010). Ovakvi irelevaŶtŶi oďjekti se eliŵiŶišu pƌilikoŵ 
učitaǀaŶja sadƌžaja ǁeď log datoteka u okǀiƌu sisteŵa za otkƌiǀaŶje zŶaŶja u podaĐiŵa o 
koƌišćeŶju ǁeď sajtoǀa, a u skupu podataka se zadƌžaǀaju saŵo zahteǀi za ƌeleǀaŶtŶiŵ 
web dokumentima nekog web sajta.  
Pod robotskim web zahtevima podrazumevaju se zahtevi za web objektima koji nisu 
iŶiĐiƌaŶi od stƌaŶe stǀaƌŶog posetioĐa ǁeď sajta, Ŷego od stƌaŶe ŵašiŶa za pƌetƌažiǀaŶje 
i indeksiranje Web-a. Robotski web zahtevi „zagušuju͞ skup podataka i mogu negativno 
utiĐati Ŷa pƌoĐes otkƌiǀaŶja zŶaŶja o poŶašaŶju koƌisŶika ǁeď sajtoǀa. JedaŶ deo oǀakǀih 
ǁeď zahteǀa je ŵoguće eliŵiŶisati pƌepozŶaǀaŶjeŵ iŵeŶa pozŶatih ǁeď ƌoďota u url 
adƌesi sa koje ǁeď zahteǀ dolazi. DodatŶo pƌečišćaǀaŶje ƌoďotskih ǁeď zahteǀa ŵoguće 
je izǀƌšiti pƌiŵeŶoŵ ƌazŶih heuƌistika, koje se zasŶiǀaju Ŷa ǀƌeŵeŶskoj udaljeŶosti 
izŵeđu ƌazličitih ǁeď zahteǀa koji stižu sa iste IP adƌese, ukupŶoŵ ďƌoju ǁeď zahteǀa 
koji u ƌelatiǀŶo kƌatkoŵ iŶteƌǀalu stižu sa IP adƌese, i sličŶo ;Cooley, Mobasher & 
Srivastava 1999; Chitraa, Davamani & Selvdoss, 2010). 
Rekonstrukcija korisničkih web sesija 
Pod pojmom web sesije podrazumeva se niz zahteva za relevantnim web dokumentima 
Ŷekog ǁeď sajta, upućeŶih na web servere od strane nekog posetioca web sajta tokom 
jedne Ŷjegoǀe sesije pƌetƌažiǀaŶja.  
Weď zahteǀi koji pƌistižu Ŷa ǁeď seƌǀeƌ od stƌaŶe ŵŶoštǀa posetioĐa ǁeď sajtoǀa 
hostovanih Ŷa toŵ ǁeď seƌǀeƌu ďeleže se u ǁeď log datoteke oŶiŵ ƌedosledoŵ kojiŵ 
pƌistižu Ŷa ǁeď seƌǀeƌ. Da ďi se izǀƌšila ƌekonstrukcija web sesija potrebno je jedinstveno 
ideŶtifikoǀati posetioĐa ǁeď sajta, a potoŵ ƌazďiti skup sǀih ǁeď zahteǀa ŶačiŶjeŶih od 
strane datog posetioca na web sesije (Li & Feng, 2009; Spiliopoulou, Mobasher, Berendt 
& Nakagawa, 2003).  
Najjednostavniji ŶačiŶ za ideŶtifikaĐiju posetioĐa ǁeď sajta je oslaŶjati se Ŷa IP adƌesu sa 
koje pƌistiže dati ǁeď zahteǀ. U slučaju pƌoǆǇ seƌǀeƌa, gde ǀiše posetioĐa ǁeď sajta 
koriste deljenu IP adresu, potrebno je koristiti sofisticiranije metode za identifikaciju 
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posetioca, koje mogu uzimati u obzir topologiju web sajta, na osnovu koje se nizovi web 
zahteǀa spajaju u ŵoguće ǁeď sesije.  
Niz sǀih ǁeď zahteǀa ŶačiŶjeŶih od stƌaŶe odƌeđeŶog posetioĐa ǁeď sajta ƌazďija se u 
skup web sesija, tako da se jedna web sesija odŶosi Ŷa jedaŶ događaj pƌetƌažiǀaŶja ǁeď 
sajta od strane datog posetioca. U ovu svrhu mogu se koristiti heuristike zasnovane na 
ǀƌeŵeŶskoŵ iŶteƌǀalu izŵeđu ƌazličitih ǁeď zahteǀa i/ili iŶfoƌŵaĐije o topologiji ǁeď 
sajta (Dettmar, 2004; Li & Feng, 2009).  
2.3 Primena asocijativnih pravila u web mining-u 
Kada se asoĐijatiǀŶa pƌaǀila pƌiŵeŶjuju u Đilju otkƌiǀaŶja zŶaŶja o koƌišćeŶju ǁeď 
sajtova, pod stavkom (item) podrazumeva se web objekat nekog web sajta, pod 
transakcijom se podrazumeva web sesija, dok se pod transakcionom bazom podataka 
podrazumeva skup svih web sesija za dati ǁeď sajt u Ŷekoŵ odƌeđeŶoŵ ǀƌeŵeŶskoŵ 
periodu (Srivastava et al., 2000; Liu, 2007).  
U opšteŵ slučaju asoĐijatiǀŶa pƌaǀila o koƌišćeŶju ǁeď sajtoǀa tada imaju oblik: 
„Postojanje jednog skupa web objekata u web sesiji implicira postojanje drugog skupa 
ǁeď oďjekata u datoj sesiji, sa određeŶiŵ stepeŶoŵ poǀereŶja“. Primer asocijativnog 
pƌaǀila o koƌišćeŶju ǁeď sajta ďi ŵogao ďiti „Ako ǁeď sesija sadƌži ǁeď stƌaŶiĐe 
home.html i contents.html, tada sadƌži i ǁeď stƌaŶiĐu products.html, sa stepenom 
poverenja 40%͞. 
AsoĐijatiǀŶa pƌaǀila o koƌišćeŶju ǁeď sajtoǀa se u ŵŶogiŵ istƌažiǀaŶjiŵa otkrivaju 
implementacijom neke verzije Apriori algoritma (Nanopoulos, Katsaros & Manolopoulos, 
2002; Joshi, Joshi & Yesha, 2003; Diŵitƌijeǀić & BošŶjak, ϮϬϭϭ).   
Cercone & An (2002) poƌede ƌezultate pƌiŵeŶe ƌazličitih ŵeƌa iŶteƌesaŶtŶosti Ŷa 
ƌaŶgiƌaŶje asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa. Međutiŵ, ǀeliki broj 
asocijativnih pƌaǀila ƌaŶgiƌaŶih ŵeđu pƌǀih ϭϬ u oǀoŵ istƌažiǀaŶju iŵaju ekstƌeŵŶo 
visoke vrednosti confidence mere (Cercone & An, 2002), što je ǀƌlo ǀeƌoǀatŶo rezultat 
direktne povezanosti web stranica hiperlink strukturom. Kako bi se umanjio uticaj 
hiperlink strukture Ŷa kǀalitet otkƌiǀeŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa potƌeďŶo je 
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uŵaŶjiti iŶteƌesaŶtŶost pƌaǀila koja sadƌže ǁeď stƌaŶiĐe diƌektŶo poǀezaŶe 
hipeƌliŶkoǀiŵa ;Diŵitƌijeǀić, “uďić & BošŶjak, ϮϬϭ4).  
“eŵaŶtički oďogaćeŶa asoĐijatiǀŶa pƌaǀila o koƌišćeŶju ǁeb sajtova mogu se generisati 
koƌišćenjem informacije o konceptima i njihovim relacijama, pored podataka o url web 
stƌaŶiĐe koja je sadƌžaŶa u ǁeď sesijaŵa (Becker & Vanzin, 2010;  Senkul & Salin, 2012).  
PoseďŶa liŶija istƌažiǀaŶja ďaǀi se otkƌiǀaŶjeŵ asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď 
sajtoǀa Ŷa ŶačiŶ koji Ŷeće ugƌoziti pƌiǀatŶost koƌisŶika ǁeď sajtoǀa ;YaŶ, JiajiŶ & 
Dongmei, 2010; Dimitrijević & KƌuŶić, 2014). 
AktuelŶa oďlast je i otkƌiǀaŶje fazi asoĐijatiǀŶih pƌaǀila, koja se takođe ŵože pƌiŵeŶiti u 
web mining domenu (Wong, Shiu & Pal, 2001). 
AsoĐijatiǀŶa pƌaǀila o koƌišćeŶju ǁeď sajtoǀa iŵaju pƌiŵeŶu u sisteŵiŵa za pƌepoƌuku 
web stranica (Kazienko, 2007; Lazcorreta, Botella & Fernández-Caballero, 2008; Zhang & 
Jiao, 2007), sistemima za preporuku za uŶapƌeđeŶje dizajŶa ǁeď sajtova (Carmona et al. 
2012Ϳ, sisteŵiŵa za kešiƌaŶje ǁeď stƌaŶiĐa ;Nanopoulos, Katsaros & Manolopoulos, 
2002), i raznim e-commerce aplikacijama (Devi, Devi, Rani & Rao, 2012). 
Jedan od osnovnih problema prilikom koƌišćeŶja asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď 
sajtova je visoka korelacija izŵeđu ǁeď stƌaŶiĐa, koja je Ŷajčešće ƌezultat topologije ǁeď 
sajta, a ne stvarnog interesovanja korisnika sajta (Cercone & An, 2002; Cooley, 2003;  
Dimitrijević & Bošnjak, 2010; Kazienko & Pilarczyk, 2008; Lee, Lo & Fu, 2011; Sahar, 
2010; Zaki, 2004). PoslediĐa toga je da statističke ŵeƌe iŶteƌesaŶtŶosti ŶeadekǀatŶo 
ƌaŶgiƌaju otkƌiǀeŶa asoĐijatiǀŶa pƌaǀila o koƌišćeŶju ǁeď sajtoǀa, dajući pƌedŶost 
asoĐijatiǀŶiŵ pƌaǀiliŵa koja sadƌže web stranice povezane hiperlink strukturom web 
sajta. Stoga su u okviƌu oǀog istƌažiǀaŶja (poglavlja 4.2 i 4.3) pƌedložeŶe ŵetode koje 
umanjuju oǀaj pƌoďleŵ, utičući Ŷa sŵaŶjeŶje iŶteƌesaŶtŶosti i eliminaciju jednog dela 
otkrivenih asocijativnih pravila  o koƌišćeŶju ǁeď sajtoǀa. 
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3 Uporedna analiza AP algoritama 
U ovom poglavlju dajeŵo aŶalizu ŶajzŶačajŶijih algoƌitaŵa za otkƌiǀaŶje asoĐijatiǀŶih 
pravila u transakcionim bazama podataka, kao i metoda za njihovu evaluaciju.  
3.1 Pregled najznačajnijih algoritama za otkrivanje asocijativnih 
pravila 
3.1.1 Algoritam „Apriori“  
Apƌioƌi je pƌǀi pƌedložeŶi i još uǀek jedaŶ od ŶajpopulaƌŶijih algoƌitaŵa za geŶeƌisaŶje 
frekventnih skupova, koji se zasniva na osobini anti-monotonosti support mere (Agrawal 
& Srikant, 1994).  
Definicija 3.1 
Neka je dat skup stavki � i neka mera ݂ definisana na skupu svih podskupova od �. Mera  ݂ je anti-monotona ako ǀaži:  ∀ܺ, ܻ ⊆ �  ሺܺ ⊆ ܻሻ → ݂ሺܺሻ ൒ ݂ሺܻሻ   
Lako se ŵože pokazati da suppoƌt ŵeƌa zadoǀoljaǀa pƌiŶĐip aŶti-monotonosti. Ova 
osobina koristi se u Apƌioƌi algoƌitŵu da se sŵaŶji pƌostoƌ pƌetƌažiǀaŶja pƌilikoŵ 
geŶeƌisaŶja sǀih kaŶdidata za fƌekǀeŶtŶe skupoǀe staǀki, kao što je pƌikazaŶo Ŷa sliĐi 3.1 
i oďjašŶjeŶo u Ŷastaǀku.  
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Slika 3.1: Eliminacija kandidata za frekventne skupove stavki koƌisteći osoďiŶu aŶti-
monotonosti 
 
GeŶeƌisaŶje fƌekǀeŶtŶih skupoǀa ǀƌši se po pƌiŶĐipu „pƌǀo u šiƌiŶu͞ (breath-first). Najpre 
se geŶeƌišu sǀi fƌekǀeŶtŶi skupoǀi staǀki dužiŶe ϭ. Na sliĐi 3.1 Ŷjih čiŶe sǀe staǀke Ŷa 
pƌǀoŵ Ŷiǀou ŵƌeže, oďeležeŶe sloǀiŵa a, ď, Đ, d, e. U svakom sledećeŵ koƌaku na 
osŶoǀu skupoǀa dužiŶe k čiji suppoƌt pƌelazi zadati minimalni prag (frekventni skupovi), 
geŶeƌišu se sǀi kaŶdidati za fƌekǀeŶtŶe skupoǀe dužiŶe k+1. Potoŵ se izƌačuŶaǀa 
suppoƌt kaŶdidata i zadƌžaǀaju kaŶdidati čiji suppoƌt pƌelazi ŵiŶiŵalŶi pƌag. 
GeŶeƌisaŶje fƌekǀeŶtŶih skupoǀa staǀki je ƌačuŶski zahteǀaŶ deo pƌoĐesa otkƌiǀaŶja 
asoĐijatiǀŶih pƌaǀila od koga zaǀisi efikasŶost čitaǀog pƌoĐesa ;Ceglar & Roddick, 2006). 
Stoga je optimizacija algoritama za generisanje frekventnih skupova stavki privukla 
ǀeliku pažŶju istƌažiǀača i postoje ƌazŶe ǀeƌzije oǀog algoƌitŵa. 
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3.1.2 Optimizacije „Apriori“ algoritma 
Apriori algoritam smanjuje broj kandidata za frekventne skupoǀe staǀki, čiŵe se 
sŵaŶjuje ƌačuŶska koŵpleksŶost algoƌitŵa, zahteǀi za ŵeŵoƌijoŵ, kao i ďƌoj 
ulazno/izlaznih operacija. Ipak, problemi koje algoritam ne otklanja u potpunosti su 
potƌeďa da se ǀiše puta skeŶiƌa čitaǀa ďaza podataka, kao i čiŶjeŶiĐa da je generisanje 
kandidata za frekventŶe pateƌŶe ƌačuŶski zahteǀŶo. Optimizacije algoritma za 
geŶeƌisaŶje fƌekǀeŶtŶih skupoǀa pƌedložeŶe u liteƌatuƌi iŵaju za Đilj sŵaŶjeŶje ďƌoja 
pƌolaska kƌoz ďazu podataka, kao i pƌiŵeŶu ƌazŶih tehŶika za sŵaŶjeŶje ǀeličiŶe skupa 
kaŶdidata staǀki ugƌađeŶe u pƌoĐes Ŷjihoǀog geŶeƌisaŶja. 
Na primer, algoritam Apriori-TID, pƌedložeŶ od autoƌa oƌigiŶalŶog Apƌioƌi algoƌitŵa 
(Agrawal & Srikant, 1994) zahteva samo jedan prolazak kroz bazu podataka. 
AprioriHybrid algoritam pƌedložeŶ u istom radu, kombinuje originalni Apriori i Apriori-
TID, pƌi čeŵu se postiže ǀeća efikasŶost od oďa koŵďiŶoǀaŶa algoƌitŵa (Agrawal & 
“ƌikaŶt, ϭϵϵϰͿ. Hipp et al. dalje uŶapƌeđuju Apƌioƌi-TID algoƌitaŵ koƌisteći heš staďla 
uŵesto ďƌojača ;Hipp et al. , Güntzer & Nakhaeizadeh, 2000). Apriori-Brave algoritam 
pƌedložeŶ u ;BodoŶ, ϮϬϬϯͿ uključuje kƌiteƌijuŵ za odlučiǀaŶje o koŵďiŶoǀaŶju izŵeđu 
Apriori i Apriori-TID algoƌitaŵa u zaǀisŶosti od ǀeličiŶe sloďodŶe ŵeŵoƌije. 
Algoƌitaŵ u okǀiƌu kojeg se paƌtiĐioŶiše ďaza podataka pƌedložeŶ je u ;“aǀaseƌe, 
Omiecinski & Navathe, 1995). U prvoj fazi ovog algoritma baza podataka se deli na male 
paƌtiĐije koje se Ŷe pƌeklapaju. OŶe se pƌoĐesiƌaju ŶezaǀisŶo kako ďi se pƌoŶašli Ŷjihoǀi 
kandidati za frekventne skupove podataka. VeličiŶa paƌtiĐija se odƌeđuje tako da oŶe 
mogu stati u osnovnu memoriju, te se ne zahteva prolazak kroz bazu podataka na disku.  
U dƌugoj fazi fƌekǀeŶtŶi skupoǀi staǀki pƌoŶalaze se Ŷa osŶoǀu oǀih kaŶdidata, što 
zahteva jedan prolazak kroz bazu podataka. U okviru Dynamic Itemset Counting 
algoƌitŵa pƌedložeŶog u ƌadu ;BƌiŶ et al., ϭϵϵϳͿ takođe se ǀƌši paƌtiĐioŶisaŶje ďaze 
podataka, čiŵe se sŵaŶjuje ďƌoj pƌolazaka kƌoz ďazu podataka. PƌeďƌojaǀaŶje 
transakcija u kojima se kandidat za frekventni skup stavki pojaǀljuje ǀƌši se diŶaŵički, pƌi 
čeŵu se koƌiste paƌtiĐioŶisaŶi ďlokoǀi ďaze podataka.  
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3.1.3 „FP-growth“ algoritam 
Popularni algoritam za generisanje frekventnih paterna „FP-growth͞ prvi put je 
pƌedložeŶ u ƌadu ;Han, J., Pei, J., & Yin, Y. 2000), a potom pƌošiƌeŶ u ǀeƌziji ;HaŶ, J., Pei, 
J., Yin, Y., & Mao, R. 2004). Algoritam se ďaziƌa Ŷa koƌišćeŶju koŵpleksŶih stƌuktuƌa koje 
sadƌže koŶdeŶzoǀaŶu ƌepƌezeŶtaĐiju fƌekǀeŶtŶih pateƌŶa. KoƌišćeŶjeŵ oǀih stƌuktuƌa pƌi 
otkrivanju frekventnih paterna i generisanju asocijativnih pravila smanjuje se broj 
pƌolažeŶja kƌoz ďazu podataka, čiŵe se zŶatŶo poǀećaǀa efikasŶost izǀƌšaǀaŶja 
algoritma.  
Stablo frekventnih paterna (FP-tƌeeͿ je stƌuktuƌa koja sadƌži: 
 koƌeŶi čǀoƌ ozŶačeŶ „null͞ 
 skup podstabala koji predstavljaju prefikse paterna  
 tabelu zaglavlja frekventnih stavki 
Pri tome su u podstablima, kao i u tabeli sve frekventne stavke sortirane prema njihovoj 
frekventnosti u transakcionoj bazi podataka.  
“ǀaki čǀoƌ u podstaďliŵa sadƌži tƌi polja:  
 naziv stavke 
 broj, koji se odŶosi Ŷa ďƌoj tƌaŶsakĐija koje sadƌže deo pateƌŶa kojeg čiŶe čǀoƌoǀi 
staďla izŵeđu koƌeŶa i datog čǀoƌa 
 ǀezu ka daljiŵ čǀoƌoǀiŵa, koji se odŶose Ŷa pateƌŶe koji dati čǀoƌ ŵogu Ŷastaǀiti  
“ǀaki eleŵeŶt taďele zaglaǀlja sadƌži tƌi polja:  
 naziv stavke 
 frekventnost stavke, odnosno broj pojavljivanja stavke u transakcijama 
 ǀezu Ŷa listu čǀoƌoǀa u staďlu sa istiŵ Ŷaziǀoŵ staǀke  
Za generisanje opisanog stabla frekventnih paterna prolazi se kroz bazu podataka da bi 
se izƌačuŶala fƌekǀeŶtŶost sǀake staǀke, posle čega se oŶe soƌtiƌaju pƌeŵa Ŷjihoǀoj 
frekventnosti. Potom se prolazi kroz bazu podataka da bi se svaka transakcija dodala u 
staďlo fƌekǀeŶtŶih pateƌŶa, pƌi čeŵu se iŶkƌeŵeŶtalŶo ŵeŶjaju ďƌojeǀi pojaǀljiǀaŶja 
pojedinih prefiks-paterna za datu transakciju. 
Algoritam FP-gƌoǁth potoŵ koƌisti staďlo fƌekǀeŶtŶih pateƌŶa da geŶeƌiše sǀe 
fƌekǀeŶtŶe pateƌŶe, pƌi čeŵu Ŷije potƌeďaŶ ŶijedaŶ dodatŶi pƌolazak kƌoz ďazu 
podataka.  
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Mana algoritama koji koriste FP-staďlo je što se ǀeličiŶa staďla poǀećaǀa 
eksponencijalno sa brojem frekventnih stavki (Ceglar & Roddick, 2006). Dodatni problem 
je što u slučajeǀiŵa iŶteƌaktiǀŶog data ŵiŶiŶg pƌoĐesa, gde koƌisŶik ŵože pƌoŵeŶiti 
ŵiŶiŵalŶi suppoƌt pƌag, čitaǀo FP-stablo mora biti ponovo generisano (Zhao & 
Bhowmick, 2003). 
Postoje ƌazličite uŶapƌeđeŶe ǀeƌzije osŶoǀŶog FP-gƌoǁth algoƌitŵa kojiŵa se poǀećaǀa 
efikasŶost algoƌitŵa koƌišćeŶjeŵ koŵpaktŶijih FP-stabala.  Na primer, COFI-tree je 
dǀostƌuko poǀezaŶo staďlo kojiŵ se oŵogućuje pƌolazak kƌoz čǀoƌoǀe podstaďala 
frekventnih pateƌŶa u oďa pƌaǀĐa, pƌedložeŶo u ;El-Hajj & Zaïane, 2003). CATS-tree 
sadƌži sǀe staǀke, uključujući i oŶe koje Ŷisu fƌekǀeŶtŶe, pa je Ŷjegoǀa ǀeličiŶa ǀeća u 
odnosu na FP-tƌee, ali olakšaǀa iŶteƌaktiǀŶi data ŵiŶiŶg pƌoĐes ;Cheung & Zaiane, 2003). 
CT-tree je kompaktnije stablo frekventnih stavki, a njegovi autori pokazuju da je 
algoƌitaŵ kojiŵ se geŶeƌišu fƌekǀeŶtŶi pateƌŶi u toŵ slučaju ďƌži ;“uĐahǇo & GopalaŶ, 
ϮϬϬϯͿ. Isti autoƌi pƌedlažu još koŵpaktŶiju stƌuktuƌu ŶazǀaŶu CFP-tree, kojom se 
sŵaŶjuje ǀeličiŶa FP-stabla za oko 50% (Gopalan & Sucahyo, 2004). 
3.2 Uticaj izbora parametara na kvalitet otkrivenog znanja 
Osnovni parametri algoritma za otkrivanje asocijativnih pravila su minimalni support i 
ĐoŶfideŶĐe pƌag. Izďoƌ oǀih paƌaŵetaƌa utiče Ŷa ǀeličiŶu skupa otkrivenih pravila, kao i 
na karakteristike otkrivenih asocijativnih pravila. 
3.2.1 Odabir parametara algoritma za otkrivanje asocijativnih pravila 
Odabirom minimalnog support i confidence praga tokom procesa otkrivanja 
asocijativnih pravila eliŵiŶiše se jedan deo ŶeiŶteƌesaŶtŶih pƌaǀila. Međutiŵ, koƌišćeŶje 
support i confidence mera interesantnosti ima ozbiljne nedostatke (Kotsiantis & 
Kanellopoulos, 2006; Wu & Kumar, 2009).  
Formulacija confidence mere interesantnosti je takva da se ne uzima u obzir 
ǀeƌoǀatŶoća pojaǀljiǀaŶja desŶe stƌaŶe pƌaǀila u podaĐiŵa. AsoĐijatiǀŶa pƌaǀila čija je 
desŶa stƌaŶa saŵa po seďi ǀisoko fƌekǀeŶtŶa iŵaju poǀišeŶe ĐoŶfideŶĐe ǀƌedŶosti, što 
često Ŷe ƌeflektuje stǀaƌŶu statističku koƌelaĐiju leǀe i desŶe stƌaŶe pƌaǀila. U ŵŶogiŵ 
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slučajeǀiŵa asoĐijatiǀŶo pƌaǀilo ŵože iŵati ǀisoku ĐoŶfideŶĐe ǀƌedŶost, a da pƌi toŵe 
postoji čak i ŶegatiǀŶa statistička koƌelaĐija izŵeđu leǀe i desŶe stƌaŶe pƌaǀila.   
Osobina anti-monotonosti support mere asocijativnih pravila koristi se u cilju smanjenja 
veličiŶe pƌostoƌa pƌetƌažiǀaŶja tokoŵ izǀƌšaǀaŶja algoƌitaŵa za geŶeƌisaŶje fƌekǀeŶtŶih 
skupova (Agrawal et al., 1995; Aggarwal & Yu, 1998; Pang-Ning, Steinbach & Kumar,  
2006). PostaǀljaŶjeŵ ŵiŶiŵalŶog suppoƌt pƌaga uŶapƌed se eliŵiŶiše jedaŶ deo pƌaǀila 
koja su apƌioƌi ŶeiŶteƌesaŶtŶa aŶalitičaƌiŵa podataka, čiŵe se sŵaŶjuje pƌostoƌ 
pƌetƌažiǀaŶja. Međutiŵ, pƌoďleŵ sa koƌišćeŶjeŵ suppoƌt ŵeƌe je što oŶa Ŷe ƌeflektuje 
diƌektŶo statističku koƌelaĐiju leǀe i desŶe stƌaŶe asoĐijatiǀŶih pƌaǀila.  
Tan, Kumar & Srivastava  (2004) pokazuju da se postavljanjem minimalnog support 
pƌaga Ŷa Ŷisku ǀƌedŶost ǀećiŶoŵ eliŵiŶišu asoĐijatiǀŶa pƌaǀila koja iŵaju Ŷizak stepeŶ 
koƌelaĐije leǀe i desŶe stƌaŶe. Pƌi toŵe, u istoŵ istƌažiǀaŶju pokazaŶo je i da se 
poǀećaŶjeŵ ǀƌedŶosti ŵiŶiŵalŶog suppoƌt pƌaga postiže podjedŶaka eliŵiŶaĐija pƌaǀila 
čija su leǀa i desŶa stƌaŶa ŶegatiǀŶo ili Ŷisko koƌeliƌaŶe, kao i pƌaǀila čija su leǀa i desŶe 
strana visoko korelirane (Tan, Kumar & Srivastava, 2004). Dakle, poǀećaǀaŶjeŵ 
vrednosti minimalnog support praga problem generisanja prevelikog broja asocijativnih 
pƌaǀila se ŵože uďlažiti, ali tada dolazi do guďitka ǀelikog ďƌoja pƌaǀila čija su leǀa i 
desna strana visoko korelirane, i koja stoga mogu biti potencijalno interesantna 
aŶalitičaƌiŵa podataka. 
Kako ďi se uŵaŶjile ŶegatiǀŶe poslediĐe koƌišćeŶja suppoƌt i ĐoŶfideŶĐe ŵeƌe pƌi 
geŶeƌisaŶju asoĐijatiǀŶih pƌaǀila, u liteƌatuƌi je pƌedložeŶ ǀeliki ďƌoj ŵateŵatičkih 
fuŶkĐija koje se takođe ŵogu koƌistiti kao ŵeƌe iŶteƌesaŶtŶosti asoĐijatiǀŶih pƌaǀila. 
MŶogoďƌojŶa istƌažiǀaŶja pƌedlažu i aŶaliziƌaju ŵateŵatičke fuŶkĐije kao ŵeƌe 
iŶteƌesaŶtŶosti asoĐijatiǀŶih pƌaǀila, ukazujući pƌi toŵe da ŶijedŶa od pƌedložeŶih 
funkcija ne daje apsolutno kvalitetne rezultate (Carvalho, Freitas & Ebecken, 2005; Geng 
& Hamilton, 2006; Hilderman & Hamilton, 2013).  
3.2.2 Metode za evaluaciju kvaliteta otkrivenih asocijativnih pravila 
JedaŶ od Ŷajǀećih pƌoďleŵa pƌi koƌišćeŶju otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila od stƌaŶe 
aŶalitičaƌa podataka je što algoƌitŵi za geŶeƌisaŶje asoĐijativnih pravila rezultuju 
prevelikim brojem pravila (Hilderman & Hamilton, 2013; Tan, Kumar & Srivastava 2004). 
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“toga je zŶatŶa količiŶa istƌažiǀaŶja ǀezaŶa za otkƌiǀaŶje i poǀećaŶje upotƌeďljiǀosti 
asocijativnih pravila usmerena na definisanje kriterijuma za odabir kvalitetnih 
asocijativnih pravila (Geng & Hamilton, 2006; Kontonasios, Spyropoulou & De Bie, 2012).  
U Đilju eǀaluaĐije kǀaliteta otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila pƌedložeŶo je ŵŶoštǀo 
metoda koje se mogu podeliti u dve osnovne grupe – subjektivne i objektivne. 
Subjektivne metode za evaluaciju asocijativnih pravila zasnivaju se na inkorporaciji 
suďjektiǀŶih pƌefeƌeŶĐi u pƌoĐes otkƌiǀaŶja zŶaŶja i uključeŶju ljudskog ekspeƌta u saŵ 
pƌoĐes. Oǀe ŵetode Ŷajčešće se ďaziƌaju Ŷa vizualizaciji, definisanju paterna, ili 
koƌišćeŶju subjektivnih mera interesantnosti (Sahar, 2010).  
Vizualizacija asocijativnih pravila 
Metode ďaziƌaŶe Ŷa ǀizualizaĐiji podƌazuŵeǀaju koƌišćeŶje sisteŵa koji oŵogućuju 
interakciju sa korisnicima tokom procesa otkrivanja asocijativnih pravila. Pri tome je 
uloga korisnika u ovakvim sistemima da interpretiraju i verifikuju otkrivena asocijativna 
pravila (Berendt, 2002).  
Neki koŵeƌĐijalŶi sisteŵi za otkƌiǀaŶje asoĐijatiǀŶih pƌaǀila sadƌže pƌikaz sǀih otkƌiǀeŶih 
pravila koja zadovoljavaju uslove minimalnog support i confidence praga u obliku 
dvodimenzionalnog grafa, gde ose predstavljaju levu, odnosno desnu stranu pravila.  
Poƌed toga, pƌedložeŶe su i dƌuge ŵetode, kao što je koƌišćeŶje ŵozaik gƌafoǀa pƌi 
vizualizaciji skupa otkrivenih praǀila, čiŵe se poƌed pƌaǀila ŵogu ǀizualiziƌati i taďele 
kontigencije koje odgovaraju datim pravilima (Hofmann, Siebes & Wilhelm, 2000). Pored 
toga, Ben Said, Guillet, Richard, Picarougne & Blanchard (2013Ϳ pƌedlažu ŶačiŶ 
vizualizacije otkrivenih asocijativnih pravila gde se uziŵa u oďziƌ koƌelaĐija izŵeđu leǀe i 
desne strane asocijativnog pravila.  
Definisanje paterna asocijativnih pravila 
PƌiŵeŶoŵ ŵetoda ďaziƌaŶiŵ Ŷa pateƌŶiŵa defiŶisaŶiŵ od stƌaŶe aŶalitičaƌa podataka, 
koje otkrivena asocijativna pravila treba da zadovolje otkriva se samo jedan deo 
asocijativnih pravila, koja zadovoljavaju unapred definisane paterne (Baralis, Cagliero, 
Cerquitelli & Garza, 2012Ϳ. PƌoĐes otkƌiǀaŶja asoĐijatiǀŶih pƌaǀila postaje ƌačuŶski 
efikasniji ukoliko su zadati paterni takvi da se mogu ugraditi u algoritme za otkrivanje 
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asoĐijatiǀŶih pƌaǀila i sŵaŶjiti pƌostoƌ pƌetƌažiǀaŶja ;Ayad, El-Makky & Taha, 2001; Ng, 
Lakshmanan, Han & Pang, 1998).  
Subjektivne metode za evaluaciju asocijativnih pravila 
Subjektivne mere interesantnosti asocijativnih pravila bazirane na znanju iz odƌeđeŶog 
domena primene je vrlo teško jasŶo defiŶisati i iŶkoƌpoƌiƌati u pƌoĐes otkƌiǀaŶja zŶaŶja 
(Tan, Kumar & Srivastava 2004).  
Carvalho, Freitas & Ebecken (2005) ispituju korelaĐiju izŵeđu oďjektiǀŶih ŵeƌa 
interesantnosti i stvarnog interesovanja eksperata za otkrivena asocijativna pravila. 
IzǀƌšeŶa je ekspeƌiŵeŶtalŶa eǀaluaĐija ƌazličitih objektivnih mera interesantnosti i 
zaključeŶo da Ŷe postoji ŵeƌa iŶteƌesaŶtŶosti koja zaista odgovara stvarnom 
interesovanju eksperata za otkrivena asocijativna pravila (Carvalho, Freitas & Ebecken, 
2005). 
JedaŶ od pƌistupa defiŶisaŶju suďjektiǀŶih ŵeƌa iŶteƌesaŶtŶosti ďaziƌa se Ŷa koƌišćeŶju 
konceptnih hijerarhija (Pohle, Spiliopoulou, 2002). Tada se konceptna hijerarhija za dati 
doŵeŶ pƌiŵeŶe defiŶiše uŶapƌed od stƌaŶe ekspeƌta, a potoŵ se mogu otkrivati 
asoĐijatiǀŶa pƌaǀila koja su ŶeočekiǀaŶa jeƌ sadƌže staǀke koje Ŷisu ďlisko poǀezaŶe u 
datoj konceptnoj hijerarhiji.  
Još jedaŶ pristup definisanju subjektivnih mera interesantnosti bazira se na dodeljivanju 
ǀƌedŶosti pojediŶiŵ staǀkaŵa koje se ŵogu Ŷaći u asoĐijatiǀŶoŵ pƌaǀilu. OtkƌiǀaŶje 
potencijalno interesantnih asocijativnih pravila tada se bazira na otkrivanju onih pravila 
koja sadƌže vrednije stavke. Ovaj pristup je primenljiv na domen otkrivanja asocijativnih 
pƌaǀila u potƌošačkiŵ koƌpaŵa, gde je ǀƌedŶost staǀki odƌeđeŶa pƌofitoŵ ili ĐeŶoŵ 
pojedinih artikala.  
Pregled subjektivnih metoda za evaluaciju asocijativnih pravila dat je u mnogobrojnim 
istƌažiǀaŶjiŵa (Hilderman & Hamilton, 2013; Zhang, Zhang, Nie & Shi, 2009). 
Objektivne metode za evaluaciju asocijativnih pravila 
Objektivne metode za evaluaciju asocijativnih pravila uzimaju u obzir samo osobine 
skupa podataka na kome se otkrivaju asocijativna pravila i ne zahtevaju ekspertsko 
zŶaŶje. Od aŶalitičaƌa podataka zahteǀa se saŵo da speĐifiĐiƌa ŵiŶiŵalŶi pƌag 
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interesantnosti, radi filtriranja neinteresantnih asocijativnih pravila. U ovu svrhu koriste 
se razne mere interesantnosti, defiŶisaŶe kao ŵateŵatičke fuŶkĐije, čiji pƌegled je dat u 
poglavlju 4.1. 
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4 Mere interesantnosti AP algoritama  
U ovom poglavlju dajemo pregled mera interesantnosti asocijativnih pravila, kao i 
predlog modifikovanih metoda za eliminaciju i rangiranje asocijativnih pravila o 
koƌišćeŶju ǁeď sajtoǀa. Cilj pƌedložeŶih ŵetoda je poǀećaŶje kǀaliteta otkƌiǀeŶih 
asoĐijatiǀŶih pƌaǀila i Ŷjihoǀe upotƌeďljiǀosti od stƌaŶe aŶalitičaƌa podataka. 
4.1 Pregled matematičkih funkcija kao mera interesantnosti 
asocijativnih pravila 
Mateŵatičke mere interesantnosti koje se koriste za rangiranje otkrivenih asocijativnih 
pravila definisane su na tabeli kontigencije asocijativnog pravila.  
Tabela kontigencije asocijativnog pravila oblika ܺ → ܻ data je u Tabeli 4.1. Oznaka ܺ odnosi se na prisustvo skupa elemenata u transakcijama, dok se oznaka ¬ܺ odnosi na 
odsustvo skupa elemenata u transakcijama. Oznaka ݊ሺܺሻ predstavlja broj transakcija 
koje sadƌže skup ܺ, oznaka ݊ሺ¬ܺሻ pƌedstaǀlja ďƌoj tƌaŶsakĐija koje Ŷe sadƌže skup ܺ. 
Oznaka ݊ሺܻܺሻ odnosi se na ݊ሺܺ ׫ ܻሻ, što pƌedstaǀlja ďƌoj tƌaŶsakĐija koje sadƌže 
elemente oba skupa ܺ i ܻ. Oznaka ܰ predstavlja ukupan broj svih transakcija u skupu. 
 ܻ ¬ܻ  ܺ ݊ሺܻܺሻ ݊ሺܺ¬ܻሻ ݊ሺܺሻ ¬ܺ ݊ሺ¬ܻܺሻ ݊ሺ¬ܺ¬ܻሻ ݊ሺ¬ܺሻ 
 ݊ሺܻሻ ݊ሺ¬ܻሻ ܰ 
Tabela 4.1. Tabela kontigencije za asocijativno pravilo oblika ܺ → ܻ 
Piatetsky-Shapiro (1991) navodi tri osnovne osobine koje bi bilo koja objektivna mera 
interesantnosti M trebala da zadovolji (Piatetsky-Shapiro, 1991). 
O1: M = 0 ako su X i Y statistički ŶezaǀisŶi, odŶosŶo ako je �ሺܻܺሻ = �ሺܺሻ�ሺܻሻ 
O2: M se ŵoŶotoŶo poǀećaǀa sa �ሺܻܺሻ kada su �ሺܺሻ i �ሺܻሻ konstantni. 
O3: M monotono opada sa �ሺܺሻ (ili sa �ሺܻሻ) kada se ostali parametri ne 
menjaju.  
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U tabeli 4.2 dato je ϭϬ ŵateŵatičkih funkcija definisanih na tabeli kontigencije 
asocijativnog pravila, kao i pregled osnovnih osobina koje one ispunjavaju ili 
neispunjavaju kao mere interesantnosti asocijativnih pravila. 
OsoďiŶa ;OϭͿ koju Ŷe zadoǀoljaǀaju ϲ od ϭϬ ŵateŵatički fuŶkĐija ŶaǀedeŶih u tabeli 4.2 
je uŶekoliko pƌeoštƌo foƌŵulisaŶa. Na pƌiŵeƌ, lift mera ne zadovoljava ovaj uslov, jer je 
njena vrednost jednaka 1 kada su X i Y statistički ŶezaǀisŶi, dok je u slučaju pozitiǀŶe 
koƌelaĐije ǀeća od ϭ, a u slučaju ŶegatiǀŶe koƌelaĐije ŵaŶja od ϭ.  Tako Ŷeki istƌažiǀači 
pƌedlažu foƌŵulaĐiju osoďiŶe ;OϭͿ gde se tƌaži da ŵeƌa iŶteƌesaŶtŶosti iŵa Ŷeku 
konstantnu vrednost (a ne obavezno vrednost 0) kada su X i Y statistički ŶezaǀisŶi ;TaŶ 
et al. 2004).  
Naziv mere Formula O1 O2 O3 
Support �ሺܻܺሻ - + - 
Confidence �ሺܻ|ܺሻ - + - 
Lift  
�ሺܻܺሻ�ሺܺሻ�ሺܻሻ - + + 
Added value �ሺܻ|ܺሻ − �ሺܻሻ + + + 
Leverage �ሺܻ|ܺሻ − �ሺܺሻ�ሺܻሻ - + + 
Conviction 
�ሺܺ¬ܻሻ�ሺܺሻ�ሺ¬ܻሻ - + - 
Piatetsky-
Shapiro 
�ሺܻܺሻ − �ሺܺሻ�ሺܻሻ + + + 
Odds ratio 
�ሺܻܺሻ�ሺ¬ܺ¬ܻሻ�ሺܺ¬ܻሻ�ሺ¬ܻܺሻ - + + 
Yule’s Q �ሺܻܺሻ�ሺ¬ܺ¬ܻሻ − �ሺܺ¬ܻሻ�ሺ¬ܻܺሻ�ሺܻܺሻ�ሺ¬ܺ¬ܻሻ + �ሺܺ¬ܻሻ�ሺ¬ܻܺሻ + + + 
Yule’s Y √�ሺܻܺሻ�ሺ¬ܺ¬ܻሻ − √�ሺܺ¬ܻሻ�ሺ¬ܻܺሻ√�ሺܻܺሻ�ሺ¬ܺ¬ܻሻ + √�ሺܺ¬ܻሻ�ሺ¬ܻܺሻ + + + 
Tabela 4.2. Mateŵatičke fuŶkĐije kao ŵeƌe iŶteƌesaŶtŶosti asoĐijatiǀŶih pƌaǀila 
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U tabeli 4.2 oznaka �ሺܺሻ = ௡ሺ௑ሻ�  odŶosi se Ŷa ǀeƌoǀatŶoću pojaǀljiǀaŶja skupa staǀki ܺ 
u nekoj transakciji. Oznaka �ሺܻ|ܺሻ = ௡ሺ௑௒ሻ௡ሺ௑ሻ  odnosi se na usloǀŶu ǀeƌoǀatŶoću 
pojavljivanja skupa stavki ܻ u nekoj transakciji, kada je poznato da se ܺ u Ŷjoj takođe 
pojavljuje. Oznaka �ሺܻܺሻ odŶosi se Ŷa ǀeƌoǀatŶoću pojaǀljiǀaŶja eleŵeŶata skupa ܺ i 
skupa ܻ u istoj tƌaŶsakĐiji, odŶosŶo ǀaži:  �ሺܻܺሻ = �ሺܺ ׫ ܻሻ = ௡ሺ௑׫௒ሻ�   .  
Support ŵeƌa se koƌisti kao ŵeƌa zŶačaja asoĐijatiǀŶog pƌaǀila. NjeŶa osoďiŶa anti-
ŵoŶotoŶosti je pƌi toŵe ǀeoŵa koƌisŶa ƌadi sŵaŶjeŶja pƌostoƌa pƌetƌažiǀaŶja pƌilikoŵ 
izǀƌšaǀaŶja algoƌitŵa za pƌoŶalažeŶje poteŶĐijalŶih asoĐijatiǀŶih pƌaǀila (poglavlje 3.1).  
Confidence i conviction mere se često koƌiste kao ŵeƌe tačŶosti asoĐijatiǀŶog pƌaǀila. 
Međutiŵ, oŶe ŵogu doǀesti do zďuŶjujućih ƌezultata, Ŷaƌočito kada je ǀisok support 
desne strane pravila.  
Conviction ŵeƌa iŵa sličŶosti sa lift ŵeƌoŵ. Međutiŵ, oŶa Ŷije siŵetƌičŶa u odŶosu Ŷa 
levu i desnu stranu pravila, jer uzima se uzima u obzir prisustvo leve, i odsustvo desne 
stƌaŶe pƌaǀila u tƌaŶsakĐijaŵa. IŶteƌesaŶtŶa čiŶjeŶiĐa je ŵeđutiŵ da je conviction 
mera monotona u odnosu na confidence i lift.  
Lift ŵeƌa se često koƌisti u data mining aplikacijama kao mera devijacije u odnosu na 
statističku ŶezaǀisŶost ;BƌiŶ et al. ϭϵϵϳ; Bƌijs et al. ϭϵϵϵͿ. Međutiŵ, ŵaŶa lift ŵeƌe je 
njena osetljivost u odnosu na support leve i desne strane asocijativnog pravila. 
Tendencija je da asocijativna pravila koja imaju nizak support leve ili desne strane 
asocijativnog pravila imaju izrazito visoke lift vrednosti, i obrnuto. Added value i 
Piatetsky-Shapiro mere interesantnosti su srodne sa lift merom, ali nemaju ovu 
osobinu, te se nekada koriste umesto lift mere. 
Odds ratio kao mera interesantnosti odnosi se na odnos izgleda da se doďije ƌazličit 
ƌezultat slučajŶe pƌoŵeŶljiǀe. Ako Ŷe ďi postojala koƌelaĐija izŵeđu X i Y, tada bi izgled 
da se X pƌoŶađe u tƌaŶsakĐiji tƌeďao ďiti jedŶak ďez oďziƌa da li Y postoji u toj 
tƌaŶsakĐiji ili Ŷe. Tako se odŶos izgleda da se leǀa stƌaŶa pƌaǀila pƌoŶađe u tƌaŶsakĐiji 
ako oŶa sadƌži ili Ŷe sadƌži desŶu stƌaŶu pƌaǀila, i oďƌŶuto, ŵože koƌistiti da se odƌedi 
sŶaga koƌelaĐije izŵeđu leǀe i desŶe stƌaŶe pƌaǀila. VƌedŶosti odds ratio ŵeƌe kƌeću se 
od Ͳ u slučaju ŵaksiŵalŶo ŶegatiǀŶe koƌelaĐije, do ∞ u slučaju ŵaksiŵalŶo pozitiǀŶe 
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korelacije. Yule’s Q i Yule’s Y mere interesantnosti su normalizacije u odnosu na odds 
ratio, koje njegovu vrednost svode u interval [−ͳ, +ͳ].  
DetaljaŶ pƌegled ǀećeg ďƌoja ŵateŵatičkih fuŶkĐija koje se ŵogu koƌistiti kao ŵeƌe 
iŶteƌesaŶtŶosti asoĐijatiǀŶih pƌaǀila, a dolaze iz ƌazličitih oďlasti pƌiŵeŶjeŶe 
matematike, dat je u preglednim radovima (Tan et al. 2004; Geng & Hamilton, 2006; 
Hilderman & Hamilton, 2013). 
4.2 Uticaj mera interesantnosti na kvalitet otkrivenog znanja 
Kao što je izložeŶo u pƌethodŶiŵ poglaǀljiŵa, i pored velikog broja metoda koje 
poŵažu aŶalitičaƌiŵa podataka pri odabiru potencijalno korisnih asocijativnih pravila, 
ova oblast istƌažiǀaŶja ostaje aktuelŶa, a nijedna metoda ne daje dovoljno dobre 
rezultate.  
U slučaju asocijativnih pƌaǀila o poŶašaŶju posetioĐa ǁeď sajtoǀa, gde postoji 
povezanost web objekata kroz hiperlink strukturu web sajta, dodatno se pogoƌšaǀa 
postojeći pƌoďlem generisanja prevelikog broja asocijatvnih pravila. Ogroman je broj 
pƌaǀila sa ǀisokiŵ ǀƌedŶostiŵa statističkih ŵeƌa iŶteƌesaŶtŶosti, a koja zapƌaǀo Ŷe 
ƌeflektuju iŶteƌesoǀaŶja posetioĐa za sadƌžaj ǁeď oďjekata, ǀeć su ƌezultat poǀezaŶosti 
web objekata hiperlinkovima, koje su posetioci jednostavno primorani da prate kako bi 
došli do željeŶih iŶfoƌŵaĐija ;Cercone & An, 2002; Cooley, 2003;  Dimitrijević & 
Bošnjak, 2014; Kazienko & Pilarczyk, 2008; Liu, 2007; Padmanabhan & Tuzhilin, 2002; 
Sahar, 2010; Zaki, 2004).    
U Đilju uďlažaǀaŶja oǀog pƌoďleŵa, u oǀoŵ poglaǀlju pƌedlažeŵo primenu 
modifikovanih metoda za eliminaciju neinteresantnih asocijativnih pravila. Pored toga, 
u poglaǀlju ϰ.ϯ. pƌedlažeŵo pƌiŵeŶu modifikovanih mera interesantnosti asocijativnih 
pƌaǀila o koƌišćeŶju ǁeď sajtoǀa. Primena pƌedložeŶih metoda ima cilj da smanji 
ǀeličiŶu skupa otkrivenih asocijativnih pravila, i da pomogne da se preostala 
asocijativna pravila kvalitetnije rangiraju. 
U nastavku koristimo terminologiju koja se odnosi speĐifičŶo Ŷa asoĐijatiǀŶa pƌaǀila o 
koƌišćeŶju ǁeď sajtoǀa. Napominjemo da se neke od pƌedložeŶih ŵetoda ŵogu 
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uopštiti i pƌiŵeŶiti i Ŷa dƌuge ǀƌste tƌaŶsakĐioŶih ďaza podataka, što ostaǀljaŵo ǀaŶ 
domena ove disertacije. 
4.2.1 Definicija statističke Z-score mere asocijativnog pravila 
KoƌišćeŶjeŵ statističkih testoǀa ŶezaǀisŶosti kao što je χ2  test mogu se otkriti i 
eliŵiŶisati asoĐijatiǀŶa pƌaǀila koja poǀezuju statistički ŶezaǀisŶe skupoǀe atƌiďuta ;Liu, 
Hsu & Ma, ϭϵϵϵͿ. JedŶa od statističkih ŵeƌa koƌišćeŶa u okviru algoritma za otkrivanje 
statistički opƌaǀdaŶih asoĐijatiǀŶih pƌaǀila je Z-score mera (Hämäläinen, 2010; 
Dimitrijević & Bošnjak, 2014).  
U okǀiƌu oǀog istƌažiǀaŶja pƌedlažeŵo koƌišćeŶje )-score mere pri otkrivanju i 
eliŵiŶaĐiji statistički očekiǀaŶih, neinteresantnih asocijativnih pravila, i to na dva 
ƌazličita ŶačiŶa. U pƌǀoŵ slučaju koƌistiŵo je za otkƌiǀaŶje i eliŵiŶaĐiju asoĐijatiǀŶih 
pƌaǀila koja poǀezuju skupoǀe ǁeď oďjekata koji su statistički ŶezaǀisŶi u skupu sǀih 
sesija Ŷa ŶačiŶ pƌedložeŶ u (Hämäläinen, ϮϬϭϬͿ. U dƌugoŵ slučaju, pƌedlažeŵo ŶjeŶo 
koƌišćeŶje za otkƌiǀaŶje i eliŵiŶaĐiju asoĐijatiǀŶih pƌaǀila koja su statistički očekiǀaŶa u 
odnosu Ŷa opštija pƌaǀila, što je izložeŶo u ŶaƌedŶiŵ poglaǀljiŵa.  
U ovom poglavlju dajemo osnovne definicije i ŶotaĐiju ǀezaŶe za statističku )-score 
ŵeƌu kada se oŶa pƌiŵeŶjuje Ŷa asoĐijatiǀŶa pƌaǀila o koƌišćeŶju ǁeď sajtoǀa. U 
nastavku teksta koristimo ovu notaciju, kao i terminologiju prilagođeŶu otkƌiǀaŶju 
asocijativnih pravila u domenu web mining-a. 
Osnovne definicije i notacija 
Neka je � skup svih web objekata datog sajta, i neka je ܵ skup sesija  ∀ݏ א ܵ, ݏ ⊆ �.  
Neka je ܵ௑ skup sǀih sesija koje sadƌže skup ǁeď oďjekata ܺ ⊆ �.  
Neka su ܦ௑, odnosno ܦ௒ slučajŶi događaji koji pƌedstaǀljaju pojaǀljivanje skupa ܺ, 
odnosno skupa ܻ  u nekoj sesiji ݏ א ܵ , pƌi čeŵu su ܺ  i ܻ   skupovi web objekata   ܺ, ܻ ⊆ �.  Neka je ܦ௑׫௒ slučajŶi događaj koji pƌedstaǀlja pojaǀljiǀaŶje skupa ܺ ׫ ܻ u 
nekoj sesiji ݏ א ܵ.  
Pƌi oǀoj ŶotaĐiji ŶapoŵiŶjeŵo da ǀaži: ܦ௑׫௒ = ܦ௑ ת ܦ௒  , kao i   ܵ௑׫௒ = ܵ௑ ת ܵ௒. 
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Ako su ܦ௑  i ܦ௒ ŶezaǀisŶi slučajŶi događaji u skupu sesija ܵ, tada je ǀeƌoǀatŶoća 
pojaǀljiǀaŶja slučajŶog događaja ܦ௑׫௒  data kao  ݌ = �ሺܺሻ�ሺܻሻ , pƌi čeŵu je �ሺܺሻ = |ௌ೉|௡  , �ሺܻሻ = |ௌೊ|௡ , ݊ = |ܵ|.  
Neka je ܯ slučajŶa pƌoŵeŶljiǀa koja uziŵa ǀƌedŶost očekiǀaŶog ďƌoja pojaǀljiǀaŶja 
slučajŶog događaja ܦ௑׫௒ u skupu sesija ܵ. ܯ ima binomnu raspodelu sa srednjom 
vrednosti � = ݊݌ , varijansom �ଶ = ݊݌ሺͳ − ݌ሻ  i standardnom devijacijom  � =√݊݌ሺͳ − ݌ሻ . 
Neka je ܥ stǀaƌŶi ďƌoj pojaǀljiǀaŶja slučajŶog događaja  ܦ௑׫௒ u skupu sesija ܵ.  
Definicija 4.1 
Z-score kao ŵera statističke zaǀisŶosti skupoǀa web objekata ܺ  i  ܻ u skupu sesija ܵ 
defiŶiše se kao: ܼௌሺܺ, ܻሻ = ܥ − ��  
Z-sĐoƌe ozŶačaǀa za koliko staŶdaƌdŶih deǀijaĐija se izŵeƌeŶi ďƌoj zajedŶičkog 
pojaǀljiǀaŶja skupoǀa X i Y u skupu sesija “ ƌazlikuje od Ŷjihoǀog očekiǀaŶog ďƌoja 
zajedŶičkog pojaǀljiǀaŶja. 
Definicija 4.2 
Z-score kao mera interesantnosti asocijativnog pravila ܺ → ܻ , ܺ, ܻ ⊆ �  defiŶiše se kao 
Z-score ŵeƌa statističke zaǀisŶosti skupova ܺ  i  ܻ u skupu sesija ܵ: ܼௌሺܺ → ܻሻ = ܼௌሺܺ, ܻሻ 
Lema 4.1 
Z-sĐoƌe je siŵetƌičaŶ u odŶosu Ŷa leǀu i desŶu stƌaŶu asoĐijatiǀŶog pƌaǀila, odŶosŶo 
ǀaži: ܼௌሺܺ → ܻሻ = ܼௌሺܻ → ܺሻ = ܼௌሺܺ, ܻሻ 
Dokaz:  Sledi direktno iz definicije 4.2. 
Z-sĐoƌe ǀƌedŶost u okoliŶi Ŷule ukazuje Ŷa statističku ŶezaǀisŶost skupova web 
objekata ܺ  i  ܻ. “hodŶo toŵe, asoĐijatiǀŶo pƌaǀilo čija je )-score vrednost u okolini 
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Ŷule se ŵože eliŵiŶisati iz skupa sǀih pƌaǀila kao ŶeiŶteƌesaŶtŶo, odŶosŶo statistički 
očekiǀaŶo. 
U ƌadu ;HäŵäläiŶeŶ, ϮϬϭϬͿ ǀƌšeŶa je eliŵiŶaĐija statistički očekiǀaŶih pƌaǀila, čiji )-
score ne prelazi zadati minimalni Z-score prag. U okǀiƌu oǀog istƌažiǀaŶja na sličaŶ 
ŶačiŶ ǀƌšiŵo eliŵiŶaĐiju statistički očekiǀaŶih asoĐijativnih pravila, kao jedan od prvih 
koƌaka pƌečišćaǀaŶja skupa otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajta. 
Potom primenjujemo i druge metode za eliminaciju pravila koja preostaju u skupu 
otkƌiǀeŶih pƌaǀila, ali su ipak ŶeiŶteƌesaŶtŶa aŶalitičaƌiŵa podataka, što je opisaŶo u 
narednim poglavljima.  
4.2.2 Relacija opšte/specifično asocijativno pravilo 
U ovom poglavlju dajemo formalnu definiciju pojma opšte/speĐifičŶo asoĐijatiǀŶo 
pƌaǀilo, Ŷa koŵe su zasŶoǀaŶe ŵetode pƌedložeŶe za pƌečišćaǀaŶje skupa asocijativnih 
pƌaǀila o koƌišćeŶju ǁeď sajtoǀa opisaŶe u ŶaƌedŶiŵ poglaǀljiŵa. PƌedložeŶe ŵetode 
su pƌiŵeŶljiǀe Ŷa skupoǀe podataka u kojiŵa postoji ǀisok stepeŶ koƌelaĐije izŵeđu 
atƌiďuta koji čiŶe asoĐijatiǀŶa pƌaǀila, kao što je to slučaj sa asoĐijatiǀŶiŵ pravilima o 
koƌišćeŶju ǁeď sajtoǀa.  
Definicija 4.3 
Ako su skupovi web objekata ܺ, ܺ′ ⊆ � takvi da ܵ௑ ⊆ ܵ௑′ onda je ܺ′ opštiji skup ǁeď 
oďjekata u odŶosu Ŷa speĐifičŶiji skup ǁeď oďjekata ܺ. 
Definicija 4.4 
Neka su ܺ, ܺ′, ܻ ⊆ � skupoǀi ǁeď oďjekata, pƌi čeŵu ǀaži  ܺ′ ת ܻ = ∅  i  ܺ ת ܻ = ∅ . 
Neka je  ܺ′ opštiji skup ǁeď oďjekata u odŶosu Ŷa speĐifičŶiji skup ǁeď oďjekata ܺ. 
Tada je asocijativno pravilo ܺ′ → ܻ  opštije u odŶosu Ŷa speĐifičŶije asoĐijatiǀŶo 
pravilo ܺ → ܻ, dok je asocijativno pravilo ܻ → ܺ′ opštije u odŶosu Ŷa speĐifičŶije 
asocijativno pravilo ܻ → ܺ .  
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4.2.3 Lokalni Z-score kao mera statističke očekivanosti asocijativnog 
pravila u odnosu na opštije asocijativno pravilo 
U ovom poglavlju dajemo definiciju lokalne Z-score mere asocijativnog pravila, koju 
koƌistiŵo pƌi foƌŵulisaŶju usloǀa za eliŵiŶaĐiju asoĐijatiǀŶih pƌaǀila koja su statistički 
očekiǀaŶa u odŶosu Ŷa opštija asoĐijatiǀŶa pƌaǀila.  
4.2.3.1 Opšte definicije i notacija  
Neka ܺ′ ozŶačaǀa opštiji skup ǁeď oďjekata u odŶosu Ŷa speĐifičŶiji skup ǁeď oďjekata ܺ.  Neka ܵ௑′ ozŶačaǀa skup sǀih sesija koje sadƌže skup ǁeď oďjekata ܺ′, pƌi čeŵu je |ܵ௑′| = n’. Neka je ܦ′ slučajŶi događaj koji pƌedstaǀlja pojaǀljiǀaŶje skupa ܺ ׫ ܻ  u 
nekoj sesiji ݏ א ܵ௑′.  
Ako su ܦ௑ i ܦ௒ ŶezaǀisŶi slučajŶi događaji u skupu sesija ܵ௑′ (odnosno kada je dat 
događaj ܦ௑′Ϳ, tada je ǀeƌoǀatŶoća pojaǀljiǀaŶja slučajŶog događaja ܦ′ u skupu sesija ܵ௑′  data kao: ݌′ = �ሺܦ′ሻ = �(ܦ௑׫௒|ܦ௑′) = �(ܦ௑ ת ܦ௒|ܦ௑′)  = �(ܦ௑|ܦ௑′) �(ܦ௒|ܦ௑′)   
Ako dalje ozŶačiŵo �′ሺܺሻ = �(ܦ௑|ܦ௑′),  �′ሺܻሻ = �(ܦ௒|ܦ௑′), tada ǀaži �′ሺܺሻ = |ௌ೉׫೉′|௡′ = |ௌ೉ת ௌ೉′|௡′   ,   �′ሺܻሻ = |ௌೊ׫೉′|௡′ = |ௌೊת ௌ೉′|௡′  . 
Pƌi toŵe ǀaži  �′ሺܺሻ = |ௌ೉|௡′   jer je ܺ′ opštiji skup ǁeď oďjekata u odŶosu Ŷa speĐifičŶiji 
skup web objekata ܺ (definicija 4.3). 
Neka je ܯ′ slučajŶa pƌoŵeŶljiǀa koja uziŵa ǀƌedŶost ďƌoja pojaǀljiǀaŶja slučajŶog 
događaja ܦ′  u skupu sesija ܵ௑′ . Tada ܯ′  ima binomnu raspodelu sa srednjom 
vrednosti �′ = ݊′݌′ , varijansom �′ଶ = ݊′݌′ሺͳ − ݌′ሻ  i standardnom devijacijom  �′ = √݊′݌′ሺͳ − ݌′ሻ . 
Neka je ܥ′ izŵeƌeŶi ďƌoj pojaǀljiǀaŶja slučajŶog događaja ܦ′ u skupu sesija ܵ௑′. 
Neka su su ܺ, ܺ′, ܻ ⊆ � skupovi web objekata takǀi da ǀaži ܺ′ ת ܻ = ∅  i  ܺ ת ܻ = ∅ , i 
neka je ܺ′opštiji skup ǁeď oďjekata u odŶosu Ŷa speĐifičŶiji skup ǁeď oďjekata ܺ. 
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Koƌisteći ŶaǀedeŶu notaciju, u nastavku defiŶišeŵo lokalŶi Z-score kao ŵeƌu statističke 
zavisnosti izŵeđu dǀa skupa ǁeď oďjekata (definicija 4.5). Potom defiŶišeŵo lokalŶi Z-
score kao ŵeƌu statističke očekiǀaŶosti asoĐijatiǀŶog pƌaǀila u odŶosu Ŷa opštije 
asocijativno pravilo (definicije 4.6a i 4.6b).  
Definicija 4.5 
Lokalni Z-score kao ŵeru statističke zaǀisŶosti skupoǀa ǁeď oďjekata ܺ  ݅  ܻ u skupu 
sesija ܵ௑′defiŶišeŵo kao:   ܼ௑′ሺܺ, ܻሻ = ܥ′ − �′�′  , ݌ݎ݅ č݁݉ݑ ݆݁     ܥ′ = |ܵ௑׫௒׫௑′| = |ܵ௑ ת ܵ௒ ת ܵ௑′| = |ܵ௑ ת ܵ௒| �′ = |ܵ௑′| ∙ ݌′  ݌′ = |ܵ௑׫௑′| ∙ |ܵ௒׫௑′||ܵ௑′| ∙ |ܵ௑′| = |ܵ௑ ת ܵ௑′| ∙ |ܵ௒ ת ܵ௑′||ܵ௑′| ∙ |ܵ௑′|  = |ܵ௑| ∙ |ܵ௒ ת ܵ௑′||ܵ௑′| ∙ |ܵ௑′|   �′ = √|ܵ௑′| ∙ ݌′ሺͳ − ݌′ሻ 
Lokalni Z-sĐoƌe pƌedstaǀlja ŵeƌu statističke zaǀisŶosti skupoǀa ǁeď oďjekata ܺ  i  ܻ, ali 
u okviru skupa sesija ܵ௑′, pƌi čeŵu je ܺ′ opštiji skup ǁeď oďjekata u odŶosu Ŷa 
speĐifičŶiji skup ǁeď oďjekata ܺ.  
Preciznije, lokalni Z-sĐoƌe ozŶačaǀa za koliko staŶdaƌdŶih deǀijaĐija se izŵeƌeŶi ďƌoj 
zajedŶičkog pojaǀljiǀaŶja skupoǀa ǁeď oďjekata ܺ  i  ܻ  razlikuje od njihovog 
očekiǀaŶog ďƌoja zajedŶičkog pojaǀljiǀaŶja u skupu sesija ܵ௑′. 
Kada je vrednost ܼ௑′ሺܺ, ܻሻ u okolini nule, skupovi web objekata ܺ  i  ܻ  su statistički 
nezavisni u skupu sesija ܵ௑′. 
Definicija 4.6a    
Lokalni Z-score kao ŵeru statističke očekiǀaŶosti asocijativnog pravila ܺ → ܻ u odnosu 
Ŷa opštije asocijativno pravilo ܺ′ → ܻ defiŶišeŵo kao lokalŶi )-score skupova web 
objekata ܺ  i  ܻ:  ܼ௑′ሺܺ → ܻሻ = ܼ௑′ሺܺ, ܻሻ  
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Definicija 4.6b    
Lokalni Z-score kao ŵeƌu statističke očekiǀaŶosti asocijativnog pravila ܻ → ܺ u odnosu 
Ŷa opštije asoĐijatiǀŶo pƌaǀilo ܻ → ܺ′ defiŶišeŵo kao lokalŶi )-score skupova web 
objekata ܺ  i  ܻ:  ܼ௑′ሺܻ → ܺሻ = ܼ௑′ሺܺ, ܻሻ  
Lokalni Z-score asocijativnog pravila u odŶosu Ŷa opštije asoĐijatiǀŶo pƌaǀilo je 
očigledŶo siŵetƌičaŶ u odŶosu Ŷa leǀu i desŶu stƌaŶu asoĐijatiǀŶog pƌaǀila. 
4.2.3.2 Uslov za eliminaciju statistički očekivanih asocijativnih pravila u 
odnosu na opštija asocijativna pravila 
Definicija 4.7a    
Neka je ܺ′ opštiji skup ǁeď oďjekata u odŶosu Ŷa speĐifičŶiji skup ǁeď oďjekata ܺ. 
Neka u skupu svih asocijativnih pravila postoje asocijativna pravila ܺ → ܻ  i  ܺ′ → ܻ. 
Asocijativno pravilo ܺ → ܻ  smatra se statistički očekiǀaŶo u odŶosu Ŷa opštije 
asocijativno pravilo ܺ′ → ܻ ako ǀaži ܼ௑′ሺܺ, ܻሻ < ܼ݉݅݊. 
Definicija 4.7b 
Neka je ܺ′ opštiji skup ǁeď oďjekata u odŶosu Ŷa speĐifičŶiji skup ǁeď oďjekata ܺ. 
Neka u skupu svih asocijativnih pravila postoje asocijativna pravila ܻ → ܺ i ܻ → ܺ′. 
Asocijativno pravilo ܻ → ܺ  smatra se statistički očekiǀaŶo u odŶosu Ŷa opštije 
asocijativno pravilo ܻ → ܺ′ ako ǀaži ܼ௑′ሺܺ, ܻሻ < ܼ݉݅݊. 
Asocijativno pravilo koje je statistički očekiǀaŶo u odŶosu Ŷa opštije asocijativno 
pravilo koje takođe postoji u skupu sǀih otkƌiǀeŶih pƌaǀila ŵože se eliŵiŶisati iz skupa 
otkrivenih pravila kao neinteresantno. Pri tome, uslov za eliminaciju dozvoljava 
ǀaƌiƌaŶje stǀaƌŶog ďƌoja zajedŶičkog pojaǀljiǀaŶja skupoǀa ܺ i ܻ u odnosu na njihov 
očekiǀaŶi ďƌoj zajedŶičkog pojaǀljiǀaŶja u skupu sesija ܵ௑′, ogƌaŶičeŶo paƌaŵetƌoŵ ܼ݉݅݊, kojiŵ se defiŶiše ŵaksiŵalŶi ďƌoj standardnih devijacija za ovo variranje. 
U okǀiƌu ekspeƌiŵeŶtalŶog istƌažiǀaŶja ;poglaǀlje ϲͿ ǀƌšeŶa je eliŵiŶaĐija statistički 
očekiǀaŶih asoĐijatiǀŶih pƌaǀila u odŶosu Ŷa opštija asoĐijatiǀŶa pƌaǀila, koja su 
otkrivena u stvarnim skupovima podataka. Pri tome parametar ܼ݉݅݊ uzima vrednosti 
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iz uoďičajeŶog intervala od 2 do 4, aŶalogŶo pƌethodŶoŵ istƌažiǀaŶju (Hämäläinen, 
2010). 
Opšta defiŶiĐija statistički očekiǀaŶog asoĐijatiǀŶog pravila u odnosu na opštije 
asocijativno pravilo data definicijama 4.7a i 4.7b obuhvata dva ƌazličita slučaja: 
1. Asocijativna pravila statistički očekiǀaŶa u odnosu na opštija asocijativna 
pravila manje dužiŶe – slučaj ƌazŵatƌaŶ u poglaǀlju 4.2.4 
2. Asocijativna pravila statistički očekiǀaŶa u odŶosu Ŷa opštija asocijativna 
pravila jedŶake dužiŶe, koja postoje u prisustvu konceptne hijerarhije web 
objekata – slučaj ƌazŵatƌaŶ u poglaǀlju ϰ.Ϯ.6.  
PƌedložeŶi metod eliminacije statistički očekiǀaŶih pƌaǀila u pƌisustǀu opštijih pƌaǀila je 
upoƌeđeŶ sa dva postojeća ŵetoda kojiŵa se eliŵiŶišu tƌiǀijalŶa, odŶosŶo očekiǀaŶa 
asocijativna pravila u poglavlju 4.2.7. Motivacija za eliminaciju asocijativnih pravila 
pƌiŵeŶoŵ pƌedložeŶe ŵetode potkrepljena je primerima asocijativnih pravila iz 
stvarnih skupova podataka u poglavlju 4.2.8. 
4.2.4 Eliminacija statistički očekivanih asocijativnih pravila u odnosu 
na opštija asocijativna pravila manje dužine 
U ovom poglavlju razmatramo eliŵiŶaĐiju dužih asoĐijatiǀŶih pƌaǀila, ukoliko su oŶa 
statistički očekiǀaŶa u odŶosu Ŷa kƌaća i opštija asoĐijatiǀŶa pƌaǀila.  
Definicija 4.8 
Neka su su ܺ, ܻ ⊆ �  skupoǀi ǁeď oďjekata pƌi čeŵu ǀaži ܺ ת ܻ = ∅ . DužiŶu 
asocijativnog pravila ܺ → ܻ defiŶišeŵo kao kaƌdiŶalitet skupa ܺ ׫ ܻ. 
Lema 4.2a    
Neka su ܺ, ܺ′, ܻ ⊆ � skupovi web objekata takǀi da ǀaži ܺ′ ⊂ ܺ, ܺ ת ܻ = ∅. Tada je 
asocijativno pravilo ܺ′ → ܻ kƌaće od asocijativnog pravila ܺ → ܻ. 
Dokaz:  ܺ′ ⊂ ܺ ⇒ |ܺ′ ׫ ܻ| < |ܺ ׫ ܻ| ⇒ ܺ′ → ܻ ݆݁ ݇ݎܽć݁ ݋݀ ܺ → ܻ ሺdef. Ͷ.8ሻ  
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Lema 4.2b    
Neka su ܺ, ܺ′, ܻ ⊆ � skupovi web objekata takǀi da ǀaži ܺ′ ⊂ ܺ, ܺ ת ܻ = ∅. Tada je 
asocijativno pravilo ܻ → ܺ′ kƌaće od asocijativnog pravila ܻ → ܺ. 
Dokaz: analogno lemi 4.2a. 
Lema 4.3a    
Neka su ܺ, ܺ′, ܻ ⊆ � skupovi web objekata takǀi da ǀaži ܺ′ ⊂ ܺ, ܺ ת ܻ = ∅. Tada je 
asocijativno pravilo ܺ′ → ܻ opštije u odŶosu Ŷa asocijativno pravilo ܺ → ܻ. 
Dokaz:  ܺ′ ⊂ ܺ ⇒ ሺ∀ݏ א ܵሻሺܺ ⊆ s ⇒ ܺ′ ⊆ sሻ ⇒ ܵ௑ ⊆ ܵ௑′ ⇒ ⇒ ܺ′ → ܻ je opštije asocijativno pravilo u odnosu na ܺ → ܻ ሺ݂݀݁. Ͷ.Ͷሻ 
Asocijativno pravilo ܺ → ܻ za koje postoji kƌaće asocijativno pravilo oblika ܺ′ → ܻ, 
takvo da je ܺ′ ⊂ ܺ ŵože se eliŵiŶisati iz skupa sǀih asoĐijatiǀŶih pƌaǀila ako je ܺ → ܻ 
statistički očekiǀaŶo u odŶosu Ŷa ܺ′ → ܻ (definicija 4.7a).  
Lema 4.3b    
Neka su ܺ, ܺ′, ܻ ⊆ � skupovi web objekata takǀi da ǀaži ܺ′ ⊂ ܺ, ܺ ת ܻ = ∅. Tada je 
asocijativno pravilo ܻ → ܺ′ opštije u odnosu na asocijativno pravilo ܻ → ܺ. 
Dokaz: analogno lemi 4.3a. 
Asocijativno pravilo ܻ → ܺ za koje postoji kƌaće asocijativno pravilo oblika ܻ → ܺ′, 
takvo da je ܺ′ ⊂ ܺ, ŵože se eliŵiŶisati iz skupa sǀih asoĐijatiǀŶih pƌaǀila ako je ܻ → ܺ 
statistički očekiǀaŶo u odŶosu Ŷa ܻ → ܺ′ (definicija 4.7b). 
U okviru softverskog sistema (poglavlje 5) implementiran je algoritam za eliminaciju 
asocijativnih pravila statistički očekiǀaŶih u odŶosu Ŷa kƌaća i opštija pƌaǀila. 
EliŵiŶaĐija se ǀƌši pƌeŵa Ŷiǀoiŵa dužiŶe asocijativnih pravila, počeǀši od Ŷajdužih, 
zaǀƌšiǀši sa eliŵiŶaĐijoŵ asoĐijatiǀŶih pƌaǀila dužiŶe ϯ. Kƌatka asoĐijatiǀŶa pƌaǀila 
dužiŶe Ϯ Ŷije ŵoguće eliŵiŶisati oǀoŵ ŵetodoŵ. Rezultati ekspeƌiŵeŶtalŶog 
istƌažiǀaŶja gde je oǀa eliŵiŶaĐija pƌimenjena na stvarne skupove otkrivenih 
asocijativnih pravila data je u poglavlju 6.2.3.  
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4.2.5 Konceptna hijerarhija web objekata  
U oǀoŵ poglaǀlju defiŶišeŵo koŶĐeptŶu hijeƌaƌhiju ǁeď oďjekata, koja se ŵože 
geŶeƌisati Ŷa osŶoǀu asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa čija je ǀƌedŶost 
ĐoŶfideŶĐe ŵeƌe pƌiďližŶo jedŶaka ϭ. Pƌi toŵe, ǀƌedŶost ĐoŶfideŶĐe ŵeƌe 
asocijativnog pravila ܺ → ܻ, gde su ܺ, ܻ ⊆ � skupovi web objekata je u skladu sa 
opštoŵ defiŶiĐijoŵ ĐoŶfideŶĐe ŵeƌe ;defiŶiĐija ϭ.ϲͿ data kao: ܿ݋݂݊ሺܺ → ܻሻ = |ܵ௑׫௒||ܵ௑| = |ܵ௑ ת ܵ௒||ܵ௑|  
Kao što potǀƌđuju ďƌojŶa ekspeƌiŵeŶtalŶa istƌažiǀaŶja, u skupu asoĐijatiǀŶih pƌaǀila o 
korišćeŶju ǁeď sajtoǀa postoji zŶataŶ ďƌoj pƌaǀila sa ǀƌedŶostiŵa confidence mere u 
okolini 1 (HuaŶg, ϮϬϬϳ; HuaŶg & AŶ, ϮϬϬϮ; Diŵitƌijeǀić & BošŶjak, ϮϬϭϬͿ. Ovo su 
Ŷajčešće kƌatka asocijativna pravila oblika ݔ → ݔ′, pƌi čeŵu su ݔ i ݔ′ web stranice. 
Ovakva pƌaǀila se oďičŶo jaǀljaju u jedŶoŵ od dǀa slučaja: 
1) Na web stranici ݔ′ se nalazi direktan hiperlink ka web stranici ݔ, i to je jedini 
hiperlink ka web stranici ݔ na web sajtu. 
2) Na web sajtu postoji hijerarhijski meni na kome je web stranica ݔ′ direktno 
ŶadƌeđeŶa staǀka za ǁeď stƌaŶiĐu ݔ, i jediŶi ŶačiŶ da se poseti ǁeď stƌaŶiĐa ݔ je 
ako se prethodno poseti web stranica ݔ′. 
U ŶaǀedeŶiŵ slučajeǀiŵa kada postoji takǀa hipeƌliŶk stƌuktuƌa ǁeď sajta gde je ǁeď 
stranica ݔ hijeƌaƌhijski diƌektŶo podƌeđeŶa ǁeb stranici ݔ′, i jediŶi ŶačiŶ da se poseti 
web stranica ݔ je ako se prethodno poseti web stranica ݔ′, ŵožeŵo sŵatƌati da je ǁeď 
stranica ݔ potkoncept u odnosu na web stranicu ݔ′, koja je njen direktni natkoncept.  
Pored toga, asocijativna pravila sa maksimalnom confidence vrednosti se javljaju i u 
slučaju kada Ŷeki od irelevantnih ǁeď oďjekata ugƌađeŶih u neku web stranicu 
gƌeškoŵ Ŷije eliŵiŶisaŶ tokoŵ pƌetpƌoĐesiƌaŶja ǁeď log podataka. Tada postoji 
asocijativno pravilo ݋ → ݔ′, ܿ݋݂݊ሺ݋ → ݔ′ሻ = ͳ, gde je ݔ′ ǁeď stƌaŶiĐa koja sadƌži 
ugƌađeŵ ǁeď oďjekat ݋. U toŵ slučaju će ŵetodom eliminacije asocijativnih pravila 
datom u poglavlju ϰ.Ϯ.ϲ ǀećiŶa drugih asoĐijatiǀŶih pƌaǀila koja sadƌže ǁeď oďjekat ݋ 
biti eliminisana kao statistički očekiǀaŶa u odŶosu Ŷa odgoǀaƌajuća asoĐijatiǀŶa pƌaǀila 
koja sadƌže ǁeď stƌaŶiĐu ݔ′, i Ŷeće opteƌećiǀati skup otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila. 
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Definicija 4.9 
Ako su ݔ, ݔ′ א � web objekti i postoji asocijativno pravilo ݔ → ݔ′ , ܿ݋݂݊ሺݔ → ݔ′ሻ = ͳ, 
tada je ݔ′ natkoncept u odnosu na ݔ. 
Koƌisteći sǀa pƌaǀila ݔ → ݔ′ čija je ǀƌedŶost ĐoŶfideŶĐe ŵeƌe jednaka 1, ŵože se 
ekstrahovati deo konceptne hijerarhije web sajta. Ovako generisana konceptna 
hijeƌaƌhija Ŷe ŵože oďuhǀatiti sǀe ǀeze tipa potkoŶĐept/ŶatkoŶĐept izŵeđu ǁeď 
stƌaŶiĐa sajta, za čega ďi idealŶo ďilo koŶsultoǀati ekspeƌtsko zŶaŶje, ali pƌedstaǀlja 
aproksimaciju dela konceptne hijerarhije web sajta.  
PƌedŶosti koƌišćeŶja oǀako defiŶisaŶe koŶĐeptŶe hijeƌaƌhije su:  
 Zasniva se na strogo definisanim pravilima otkrivenim analizom samih 
podataka. 
 Ne zahteǀa se koƌišćeŶje ekspeƌtskog zŶaŶja. 
 Ne ogƌaŶičaǀa se na web sajtove gde su srodne web stranice organizovane ili 
oďeležeŶe Ŷa odƌeđeŶi ŶačiŶ.  
 Ne zahteǀa se paƌsiƌaŶje hipeƌliŶk stƌuktuƌe ǁeď sajta, što ŵože ďiti 
kompleksan zadatak. 
Pri ekstrahovanju ovakve konceptne hijerarhije treba uzeti u obzir da postoji 
ŵogućŶost da ǀƌedŶost ĐoŶfideŶĐe ŵeƌe pƌaǀila ݔ → ݔ′ bude visoka, ali ne i jednaka 1, 
a da pƌi toŵe ipak postoji ǀeza potkoŶĐept/ŶatkoŶĐept izŵeđu ǁeď stƌaŶiĐa ݔ i ݔ′ kao 
u goƌe ŶaǀedeŶiŵ slučajeǀiŵa ϭͿ i ϮͿ. Na primer, ŵoguće je da jedaŶ deo sesija koje 
sadƌže ǁeď stƌaŶiĐu ݔ Ŷe sadƌži ǁeď stƌaŶiĐu ݔ′ saŵo zato što jedaŶ deo posetioĐa 
ǁeď sajta čuǀa diƌektaŶ „bookmark͞ na web stranicu ݔ, ili je pronalazi direktno preko 
ǁeď pƌetƌažiǀača, ďez pƌethodŶe posete početŶoj stƌaŶiĐi ǁeď sajta, i ďez posete ǁeb 
stranici ݔ′. Iz tog razloga uvodimo definiciju 4.9a: 
Definicija 4.9a 
Ako su ݔ, ݔ′ א � web objekti i postoji asocijativno pravilo ݔ → ݔ′ , ܿ݋݂݊ሺݔ → ݔ′ሻ = ͳ −
, gde je  nenegativna mala vrednost, tada je ݔ′ natkoncept u odnosu na ݔ . 
U skladu sa gore navedenim, prilikom ekstrahovanja konceptne hijerarhije u okviru 
ekspeƌiŵeŶtalŶog istƌažiǀaŶja ;poglaǀlje ϲͿ koƌistiŵo ŵiŶiŵalŶi pƌag vrednosti 
confidence mere pravila ݔ → ݔ′, koji je Ŷešto ŵaŶji od ϭ.   
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4.2.6 Eliminacija statistički očekivanih asocijativnih pravila u odnosu 
na opštija asocijativna pravila jednake dužine 
U ovom poglavlju razmatramo eliminaciju asocijativnih pravila koja su statistički 
očekiǀaŶa u odŶosu Ŷa opštija asoĐijatiǀŶa pƌaǀila jedŶake dužiŶe, u pƌisustǀu relacije 
„natkoncept͞.  
Napomena: U nastavku koristimo ܣݔ kao skƌaćeŶu ozŶaku za ܣ ׫ {ݔ}, pƌi čeŵu ݔ א �, ܣ ⊆ �. Takođe koƌistiŵo ݔ kao skƌaćeŶu ozŶaku za {ݔ}. 
Lema 4.4a 
Neka su ݔ, ݔ′ א �  web objekti takvi da postoji asocijativno pravilo  ݔ → ݔ′,ܿ݋݂݊ሺݔ → ݔ′ሻ = ͳ.  Neka su ܣ, ܤ ⊆ � skupovi web objekata takvi da ǀaži  ܤ ≠ ∅,  ܣ ת ܤ = ∅, ݔ, ݔ′ ב ܣ ׫ ܤ.  Tada je asocijativno pravilo ܣݔ′ → ܤ opštije u odŶosu Ŷa 
asocijativno pravilo  ܣݔ → ܤ. 
Dokaz:   ܿ݋݂݊ሺݔ → ݔ′ሻ = ͳ ⇒ |ௌ�׫�′||ௌ�| = ͳ ⇒  |ܵ�׫�′| = |ܵ�|  ⇒ |ܵ�||ܵ�′| = |ܵ�|  ⇒   ܵ� ⊆ ܵ�′ ⇒  ܵ஺� ⊆ ܵ஺�′ ⇒  ܣݔ′ → ܤ ݆݁ ݋݌šݐ݆݅݁ ܽ. ݌. ݋݀ ܣݔ → ܤ ሺdef Ͷ.Ͷሻ 
Lema 4.4b 
Neka su ݔ, ݔ′ א �  web objekti takvi da postoji asocijativno pravilo  ݔ → ݔ′,ܿ݋݂݊ሺݔ → ݔ′ሻ = ͳ.  Neka su ܣ, ܤ ⊆ � skupovi web objekata takvi da ǀaži ܣ ≠ ∅,  ܣ ת ܤ = ∅, ݔ, ݔ′ ב ܣ ׫ ܤ.  Tada je asocijativno pravilo ܣ → ݔ′ܤ opštije u odŶosu Ŷa 
speĐifičŶije asoĐijatiǀŶo pƌaǀilo  ܣ → ݔܤ. 
Dokaz:  Analogno dokazu leme 4.4a. 
Dakle, asocijativno pravilo oblika ܣݔ → ܤ ŵože se eliŵiŶisati iz skupa sǀih asoĐijatiǀŶih 
pravila ako je ono statistički očekiǀaŶo u odŶosu Ŷa Ŷeko asocijativno pravilo oblika ܣݔ′ → ܤ (definicija 4.7a). Analogno tome, asocijativno pravilo oblika ܣ → ݔܤ ŵože se 
eliminisati iz skupa svih asocijativnih pravila ako je ono statistički očekiǀaŶo u odŶosu 
na neko asocijativno pravilo oblika ܣ → ݔ′ܤ (definicija 4.7b). 
)Ŷačaj oǀe ŵetode eliŵiŶaĐije je i u toŵe što je oŶa pƌiŵeŶljiǀa kako Ŷa duga, tako i 
na kratka asocijativna pravila (pravila koja imaju samo po jednu web stranicu sa obe 
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strane), koja su zbog svoje jedŶostaǀŶosti Ŷajčešće koƌišćeŶa od stƌaŶe aŶalitičaƌa 
podataka (Kazienko, 2009; Schafer, Konstan & Riedl, 2001). 
Eliminacija otkrivenih asocijativnih pravila prema lemama 4.4a i 4.4b implementirana 
je u okviru softverskog sistema (poglavlje 5). U eksperimeŶtalŶoŵ istƌaživanju ova 
metoda eliminacije je primenjena na asocijativna pravila koja preostaju u skupu 
otkrivenih pravila posle primene svih ostalih pƌedložeŶih metoda eliminacije (poglavlje 
6.2.4). 
4.2.6.1 Specijalan slučaj – klaster pravila 
“peĐijalaŶ slučaj ƌelaĐije „natkoncept͞ je situacija u kojoj postoji ĐikličŶa stƌuktuƌa, gde 
su dve ili ǀiše web stranice ŵeđusoďŶo u ƌelaĐiji potkoŶĐept/ŶatkoŶĐept, i to u oďa 
pravca.  
Lema 4.5a 
Neka su ݔ, ݔ′ א � web objekti takvi da postoje asocijativna pravila ݔ → ݔ′,  ݔ′ → ݔ, ܿ݋݂݊ሺݔ → ݔ′ሻ = ͳ, ܿ݋݂݊ሺݔ′ → ݔሻ = ͳ. Neka su ܣ, ܤ ⊆ � skupovi web objekata takvi 
da ǀaži ܣ ≠ ∅,  ܣ ת ܤ = ∅, ݔ, ݔ′ ב ܣ ׫ ܤ.  Tada su ǀƌedŶosti statističkih ŵeƌa 
interesantnosti asocijativnih pravila  ܣݔ′ → ܤ  i  ܣݔ → ܤ jednake. 
Dokaz: ܿ݋݂݊ሺݔ → ݔ′ሻ = ͳ ∧ ܿ݋݂݊ሺݔ′ → ݔሻ = ͳ ⇒ ܵ� = ܵ�′ ⇒ ܵ஺� = ܵ஺�′   
“ledi da su ǀƌedŶosti sǀih ŵeƌa iŶteƌesaŶtŶosti koje su ďaziƌaŶe Ŷa ǀeličiŶi 
skupoǀa sesija koje sadƌže leǀu i/ili desŶu stƌaŶu asoĐijatiǀŶog pƌaǀila jedŶake 
za ova dva pravila. 
Lema 4.5b 
Neka su ݔ, ݔ′ א � web objekti takvi da postoje asocijativna pravila ݔ → ݔ′,  ݔ′ → ݔ, ܿ݋݂݊ሺݔ → ݔ′ሻ = ͳ, ܿ݋݂݊ሺݔ′ → ݔሻ = ͳ. Neka su ܣ, ܤ ⊆ � skupovi web objekata takvi 
da ǀaži ܣ ≠ ∅,  ܣ ת ܤ = ∅, ݔ, ݔ′ ב ܣ ׫ ܤ.  Tada su ǀƌedŶosti statističkih ŵeƌa 
interesantnosti asocijativnih pravila  ܣ → ݔ′ܤ  i  ܣ → ݔܤ  jednake. 
Dokaz: Analogno dokazu leme 4.5a. 
Asocijativna pravila oblika ܣݔ′ → ܤ  i  ܣݔ → ܤ, odnosno oblika ܣ → ݔ′ܤ  i  ܣ → ݔܤ za 
koje ǀaži leŵa ϰ.5a, odnosno lema 4.5b, nazivamo klaster pravilima.  
48 
 
U koŶkƌetŶiŵ skupoǀiŵa podataka za koje je ǀƌšeŶo ekspeƌiŵeŶtalŶo istƌažiǀaŶje 
;poglaǀlje ϲͿ postoje saŵo slučajeǀi gde su dǀe ǁeď stƌaŶiĐe ŵeđusoďŶo u ƌelaĐiji 
potkoŶĐept/ŶatkoŶĐept. U opšteŵ slučaju, gde su ǀiše „klaster͞ web stranica 
ŵeđusoďŶo u ƌelaĐiji „potkoncept/natkoncept͞, postojao ďi čitaǀ „klaster͞ 
asoĐijatiǀŶih pƌaǀila sa jedŶakiŵ ǀƌedŶostiŵa statističkih ŵeƌa iŶteƌesaŶtŶosti. 
OčigledŶo, klasteƌ pƌaǀila su suǀišŶa u skupu sǀih pƌaǀila. DoǀoljŶo je zadƌžati jedno od 
pƌaǀila koje čiŶe klasteƌ, koje je tada pƌedstaǀŶik klasteƌa, a eliŵiŶisati ostala pƌaǀila iz 
klastera kao trivijalna.  
Oďziƌoŵ da su klasteƌ pƌaǀila tƌiǀijalŶa i da je Ŷjihoǀa eliŵiŶaĐija ƌačuŶski jedŶostaǀŶa, 
u okǀiƌu ekspeƌiŵeŶtalŶog istƌaživanja oǀa pƌaǀila se eliŵiŶišu u pƌǀoŵ koƌaku 
pƌećišćaǀaŶja skupa otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila ;poglavlje 6.2.1). Potom se 
primenjuju ostale kompleksnije ŵetode eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila, na 
skup asocijativnih pravila prethodno pƌečišćen eliminisanjem klaster pravila. 
4.2.7 Poređenje sa prethodnim istraživanjima 
Otkrivanje generalizovanih asocijativnih pravila 
KlasičŶa ŵetoda za otkrivanje generalizovanih asocijativnih pravila prvi put je 
pƌedložeŶa u ƌadu ;Srikant & Agrawal, 1997), a potom koƌišćeŶa u brojnim 
istƌažiǀaŶjiŵa (Hong, Lin & Wang, 2003; Kotsiantis & Kanellopoulos, 2006; Tseng & Lin, 
2007; Yang, 2005). Metoda se ďaziƌa Ŷa očekiǀaŶoj ǀƌedŶosti ĐoŶfideŶĐe ŵeƌe 
speĐifičŶog pƌaǀila u odŶosu Ŷa kƌaća, opštija pƌaǀila. Prvi korak pri generalizaciji 
asocijativnih pravila je generisanje novih asocijativnih pravila u kojima su atributi 
zamenjeni njihovim natkonceptima iz zadate konceptne hijerarhije, unapred definisane 
od stƌaŶe ekspeƌta. Potoŵ se ǀƌši eliŵiŶaĐija oŶih speĐifičŶijih pƌaǀila čija je 
ĐoŶfideŶĐe ǀƌedŶost očekiǀaŶa u odŶosu Ŷa ĐoŶfideŶĐe ǀƌedŶost opštijih pƌaǀila.  
U nastavku ovog poglavlja povezujemo pomenutu metodu generalizacije asocijativnih 
pravila sa relacijom „opštije/speĐifičŶije͞ asocijativno pravilo. Potom dajemo paralelu 
izŵeđu očekiǀaŶe ĐoŶfideŶĐe ŵeƌe generalizovanog asocijativnog pravila i lokalne Z-
score mere definisane u poglavlju 4.2.3. 
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U okviru pomenute klasičŶe metode generalizacije, asocijativno pravilo ܴ se eliŵiŶiše 
iz skupa svih pravila ukoliko ǀaži  ܿ݋݂݊ሺܴሻ < ܯ ∙ ݁ݔ݌ܿ݋݂݊ሺܴͿ,  pƌi čeŵu  je M zadati 
koeficijent, dok ݁ݔ݌ܿ݋݂݊ሺܴͿ ozŶačaǀa očekiǀaŶi ĐoŶfideŶĐe pƌaǀila ܴ u odnosu na 
Ŷeko opštije pƌaǀilo ܴ′.  
U zaǀisŶosti od toga da li se skup atƌiďuta koji je opštiji/speĐifičŶiji nalazi sa leve ili 
desne strane pravila ܴ, odnosno pravila ܴ′, Srikant & Agrawal (1997) razlikuju dva 
slučaja:  
1. Opštiji koŶĐept se Ŷalazi sa leǀe stƌaŶe pƌaǀila, odŶosŶo pƌaǀilo ܴ je oblika ܺ → ܻ, a pravilo ܴ′ je oblika ܺ′ → ܻ, pƌi čeŵu je ܺ′ opštiji skup atƌiďuta u 
odnosu na skup atributa ܺ. Tada je očekiǀaŶi ĐoŶfideŶĐe defiŶisaŶ kao: ݁ݔ݌ܿ݋݂݊ሺܺ → ܻሻ = ܿ݋݂݊ሺܺ′ → ܻሻ 
2. Opštiji koŶĐept se Ŷalazi sa desŶe stƌaŶe pƌaǀila, odŶosŶo pƌaǀilo ܴ je oblika ܻ → ܺ, a pravilo ܴ′ ݆݁ oblika ܻ → ܺ′, pƌi čeŵu je ܺ′ opštiji skup atƌiďuta u 
odnosu na skup atributa ܺ. Tada je očekiǀaŶi ĐoŶfideŶĐe defiŶisaŶ kao: ܿ݋݂݊ሺܻ → ܺ ሻ = ܿ݋݂݊ሺܻ → ܺ′) ∙ ܿ݋݂݊ሺܺ′ → ܺሻ 
Leŵaŵa ϰ.ϲ i ϰ.ϳ pokazujeŵo da asoĐijatiǀŶa pƌaǀila čiji je confidence jednak 
očekiǀaŶoŵ u odŶosu Ŷa Ŷeko opštije pƌaǀilo, imaju lokalni Z-score upravo jednak 0.  
Lema 4.6 
Neka su su ܺ, ܺ′, ܻ ⊆ � skupovi web objekata takǀi da ǀaži ܺ′ ת ܻ = ∅,  ܺ ת ܻ = ∅  i  ܺ′ → ܻ je opštije asoĐijatiǀŶo pƌaǀilo u odŶosu Ŷa ܺ → ܻ (def. 4.4). Tada ǀaži: ܼ௑′ሺܺ → ܻሻ = Ͳ  ܽ݇݇݋  ܿ݋݂݊ሺܺ → ܻሻ = ܿ݋݂݊ሺܺ′ → ܻ).  
Dokaz:   ܵ௑ ⊆ ܵ௑′ሺ݂݀݁. Ͷ.͵;  ݂݀݁. Ͷ.Ͷሻ ⇒ ܵ௑׫௑′ = ܵ௑   ܼ௑′ሺܺ → ܻሻ = Ͳ ܽ݇݇݋  |ܵ௑׫௒׫௑′| = |ܵ௑׫௑′| ∙ |ܵ௒׫௑′||ܵ௑′|    ሺ݂݀݁. Ͷ.ͷሻ ܽ݇݇݋  |ܵ௑׫௒| = |ܵ௑| ∙ |ܵ௒׫௑′||ܵ௑′|    
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ܽ݇݇݋  |ܵ௑׫௒||ܵ௑| = |ܵ௑′׫௒||ܵ௑′|  ܽ݇݇݋   ܿ݋݂݊ሺܺ → ܻሻ = ܿ݋݂݊ሺܺ′ → ܻሻ. 
Lema 4.7 
Neka su su ܺ, ܺ′, ܻ ⊆ � skupovi web objekata takǀi da ǀaži ܺ′ ת ܻ = ∅,  ܺ ת ܻ = ∅  i  ܻ → ܺ′ je opštije asoĐijatiǀŶo pƌaǀilo u odŶosu Ŷa ܻ → ܺ (def. 4.4). Tada ǀaži: ܼ௑′ሺܻ → ܺሻ = Ͳ  ܽ݇݇݋  ܿ݋݂݊ሺܻ → ܺሻ = ܿ݋݂݊ሺܻ → ܺ′) ∙ ܿ݋݂݊ሺܺ′ → ܺሻ 
Dokaz:   ܵ௑ ⊆ ܵ௑′ሺ݂݀݁. Ͷ.͵;  ݂݀݁. Ͷ.Ͷሻ ⇒ ܵ௑׫௑′ = ܵ௑   ܿ݋݂݊ሺܻ → ܺሻ =  ܿ݋݂݊ሺܻ → ܺ′) ∙ ܿ݋݂݊ሺܺ′ → ܺሻ    ܽ݇݇݋ |ܵ௒׫௑||ܵ௒| = |ܵ௒׫௑′||ܵ௒| ∙ |ܵ௑׫௑′||ܵ௑′|   ܽ݇݇݋ |ܵ௑׫௒׫௑′| = |ܵ௑׫௑′| ∙ |ܵ௒׫௑′||ܵ௑′|    ܽ݇݇݋ ܼ௑′ሺܻ → ܺሻ = Ͳ  ሺ݂݀݁. Ͷ.ͷሻ. 
)aključujeŵo da će pƌedložeŶiŵ postupkoŵ eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila 
baziranim na lokalnoj Z-score meri svakako biti eliminisana pravila koja imaju tačŶo 
očekiǀaŶu ǀƌedŶost ĐoŶfideŶĐe ŵeƌe u odŶosu Ŷa Ŷeko opštije pƌaǀilo. Međutiŵ, 
sŵatƌaŵo da je u odŶosu Ŷa ŵetod koƌišćeŶ u ;Srikant & Agrawal, 1997), gde se odnos 
očekiǀaŶe i stǀaƌŶe ǀƌedŶosti ĐoŶfideŶĐe ŵeƌe poredi sa zadatom konstantnom M, 
statistički opravdanije koristiti lokalnu Z-score meru za utvrđiǀanje statističke 
očekiǀaŶosti asoĐijatŶih pƌaǀila u odŶosu Ŷa opštija pƌaǀila.  
Eliminacija trivijalnih pravila 
U radovima (Webb & Zhang, 2002) i (Huang & Webb, 2005) ǀƌši se eliŵiŶaĐija 
takozvanih trivijalnih pravila. Za razliku od metode za otkrivanje generalizovanih 
asocijativnih pravila (Srikant & Agrawal, 1997), eliminacija trivijalnih pravila ne 
podƌazuŵeǀa koƌišćeŶje ďilo kakǀe koŶĐeptŶe oŶtologije.  
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PƌeǀedeŶo Ŷa ŶotaĐiju koƌišćeŶu u ovoj disertaciji, u radovima (Webb & Zhang, 2002) i 
(Huang & Webb, 2005) asocijativno pravilo oblika ܺ → ܻ ozŶačeŶo je kao trivijalno ako 
postoji kraće asocijativno pravilo ܺ′ → ܻ  takǀo da ǀaži ܺ′ ⊂ ܺ  i ܿ݋݂݊ሺܺ → ܻሻ =ܿ݋݂݊ሺܺ′ → ܻ). Lemom 4.6 dokazano je da su ovako definisana trivijalna pravila 
speĐijalaŶ slučaj oďuhǀaćeŶ opštiŵ usloǀoŵ eliŵiŶaĐije asoĐijatiǀŶih pƌaǀila statistički 
očekiǀaŶih u odŶosu Ŷa opštija asoĐijatiǀŶa pƌaǀila ;poglaǀlje ϰ.Ϯ.ϰͿ.  
Korišćenje konceptne ontologije 
Brojna istƌažiǀaŶja pƌedlažu koƌišćeŶje oŶtologije koŶĐepata defiŶisaŶe od stƌaŶe 
ekspeƌta, pƌi čeŵu se pƌaǀi ŵapiƌaŶje izŵeđu ǁeď stƌaŶiĐa i opštijih koŶĐepata. Na 
primer, ovakva ontologija se koristi za poǀećaŶje kvaliteta predikcije posete sledećoj 
web stranici u istƌažiǀaŶjiŵa (Becker & Vanzin, 2010;  Mabroukeh & Ezeife, 2009). 
“ličŶiji Ŷašeŵ istƌažiǀaŶju je ƌad ;Senkul & Salin, 2012), gde se pƌedlaže koƌišćeŶje 
konceptne hijerarhije za poǀećaŶje kǀaliteta otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila o 
poŶašaŶju koƌisŶika ǁeď sajtoǀa. Oǀaj ŵetod se takođe oslaŶja Ŷa ekspertsku 
konceptnu hijerarhiju u cilju smanjenja broja otkrivenih pravila. Međutiŵ, ŵana ovog 
pƌistupa je što se guďi nivo granularnosti iŶfoƌŵaĐije sadƌžaŶe u otkrivenim 
asocijativnim pravilima. Umesto url web stranica, otkrivena asocijativna pravila sadƌže 
samo podatke o konceptima kojima web stranice pripadaju (Senkul & Salin, 2012). U 
okǀiƌu istƌažiǀaŶja (Lee, Lo & Fu, 2011) hijerarhijska struktura foldera aproksimira 
konceptnu hijerarhiju, na kojoj se bazira pƌedložeŶi ŵetod za poǀećaŶje tačŶosti 
pƌedikĐije sledeće posećeŶe stƌaŶiĐe. MaŶa oǀog pƌistupa je Ŷjegoǀa ogƌaŶičeŶost Ŷa 
web sajtove organizovane u okviru hijerarhijske strukture foldeƌa, pƌi čeŵu su nazivi 
foldera vidljivi u samoj url adresi web stranica. 
Jedna od prednosti metode pƌedložeŶe u okviru ove disertacije je što se ona oslanja na 
statistički ǀalidŶu ŵeƌu očekiǀaŶosti asoĐijatiǀŶih pƌaǀila u odŶosu Ŷa opštija 
asocijativna pravila. Pored toga, ŵetoda Ŷije ogƌaŶičeŶa Ŷa Ŷeku odƌeđeŶu ǀƌstu ǁeď 
sajtova, niti se zahteva ekspertsko znanje pri definisanju konceptne hijerarhije. Iako se 
ne menja granularnost otkrivenih asocijativnih pravila, koja i dalje sadƌže iŶfoƌŵaĐiju o 
url adresi zahteǀaŶih ǁeď stƌaŶiĐa, ǀeličiŶa skupa otkƌiǀeŶih pƌaǀila se znatno 
sŵaŶjuje, čiŶeći ga upotƌeďljiǀijiŵ za aŶalitičaƌe podataka.  
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4.2.8 Primeri iz stvarnog skupa podataka 
U oǀoŵ poglaǀlju defiŶiĐiju usloǀa za eliŵiŶaĐiju statistički očekiǀaŶih pƌaǀila u 
pƌisustǀu opštijih pƌaǀila potkƌepljujeŵo pƌiŵeƌiŵa iz stǀaƌŶog skupa podataka o 
koƌišćeŶju ǁeď sajta Fakulteta oƌgaŶizaĐioŶih Ŷauka u Beogƌadu.  
Br Levo Desno Conf Lift Z L-Z 
1 
/istrazivanjeirazvoj/index.html   
/vesti/index.html 
/ofakultetu/index.html 0.33 5.7 10.3 < 2.0 
1a /istrazivanjeirazvoj/index.html /ofakultetu/index.html 0.32 5.6 15.7 --- 
2 /vesti/Konkursdrstudije2013.pdf /postdiplomske/index.html 0.37 4.2 16.2 < 2.0 
2a /postdiplomske/doktorske/index.html /postdiplomske/index.html 0.34 3.9 22.6 --- 
3 /ofakultetu/index.html /osnovnestudije/isit/index.html 0.13 2.0 9.6 < 2.0 
3a /ofakultetu/index.html /osnovnestudije/index.html 0.37 2.1 17.4 --- 
3b /osnovnestudije/index.html /osnovnestudije/isit/index.html 0.33 5.2 70.8 --- 
Tabela 4.3. Pƌiŵeƌi statistički očekiǀaŶih pƌaǀila u pƌisustǀu opštijih pƌaǀila 
U Tabeli 4.3 dato je sedam pravila otkrivenih u  ovom skupu podataka. Kolona „Levo͞ 
sadƌži skup atƌiďuta Ŷa leǀoj stƌaŶi pƌaǀila, a koloŶa „Desno͞ sadƌži skup atƌiďuta Ŷa 
desŶoj stƌaŶi pƌaǀila. Pƌaǀilo sa ƌedŶiŵ ďƌojeŵ ϭ sadƌži dǀa atƌiďuta sa leǀe stƌaŶe, dok 
su ostala pƌaǀila kƌatka, odŶosŶo sadƌže po jedaŶ atƌiďut sa oďe stƌaŶe.  
Kolone „Conf͞, „Lift͞ i „Z͞ sadƌže ǀƌedŶosti ĐoŶfideŶĐe, lift i )-score mere 
interesantnosti za svako pravilo, posmatrano u skupu svih web sesija. Ove vrednosti su 
poǀišeŶe za sǀa pƌaǀila, što zŶači da su sǀa pƌaǀila ozŶačeŶa kao poteŶĐijalŶo 
iŶteƌesaŶtŶa aŶalitičaƌu podataka ako se uzŵu u oďziƌ saŵo oǀe statističke ŵeƌe 
interesantnosti.  
Kolona „L-Z͞ sadƌži ǀƌedŶost lokalŶe Z-score ŵeƌe u odŶosu Ŷa opštije asoĐijatiǀŶo 
pravilo. Za pravila 1a, Ϯa, ϯa i ϯď Ŷe postoji opštije pƌaǀilo u skupu sǀih pƌaǀila, pa je 
vrednost lokalne Z-score mere nedefinisana. Za pravila sa rednim brojevima 1, 2 i 3 
vrednost lokalne Z-score mere u odŶosu Ŷa opštije pƌaǀilo je Ŷiska (manja od 2.0). Ova 
pravila su označeŶa za eliŵiŶaĐiju kao statistički očekiǀaŶa u pƌisustǀu opštijih pƌaǀila, 
sa dozvoljenim pragom devijacije ܼ݉݅݊ = ʹ.Ͳ.   
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Pravilo sa ƌedŶiŵ ďƌojeŵ ϭ je statistički očekiǀaŶo u odŶosu Ŷa opštije i kƌaće pƌaǀilo 
1a (slučaj ƌazŵatƌaŶ u poglaǀlju ϰ.Ϯ.ϰ). Primetimo da je pri tome confidence vrednost 
pƌaǀila ϭ pƌiďližŶo jedŶaka ĐoŶfideŶĐe ǀƌedŶosti pƌaǀila ϭa ;koloŶa „Conf͞Ϳ, što je u 
skladu sa očekiǀaŶoŵ confidence vrednosti (Srikant & Agrawal, 1997).  
Pravilo sa ƌedŶiŵ ďƌojeŵ Ϯ je statistički očekiǀaŶo u odŶosu Ŷa opštije pƌaǀilo Ϯa, pƌi 
čeŵu je {/postdiplomske/doktorske/index.html} opštiji koŶĐept u odŶosu Ŷa 
{/vesti/Konkursdrstudije2013.pdf} ;slučaj ƌazŵatƌaŶ u poglaǀlju ϰ.Ϯ.ϲͿ. Primetimo da je 
pri tome ĐoŶfideŶĐe ǀƌedŶost pƌaǀila Ϯ pƌiďližŶo jedŶaka ĐoŶfideŶĐe ǀƌedŶosti pƌaǀila 
2a (kolona „Conf͞Ϳ, što je takođe u skladu sa očekiǀaŶoŵ confidence vrednosti.  
Pƌaǀilo sa ƌedŶiŵ ďƌojeŵ ϯ je statistički očekiǀaŶo u odŶosu Ŷa opštije pƌaǀilo ϯa, pƌi 
čeŵu je {/osnovnestudije/index.html} opštiji koŶĐept u odŶosu Ŷa {/osnovnestudije-
isit/index.html} ;slučaj ƌazŵatƌaŶ u poglaǀlju ϰ.Ϯ.ϲͿ. Pri tome, confidence vrednost 
pƌaǀila ϯ je pƌiďližŶo jedŶaka pƌoizǀodu ĐoŶfideŶĐe ǀƌedŶosti pƌaǀila ϯa i pƌaǀila ϯď 
(kolona „Conf͞Ϳ, što je takođe u skladu sa očekiǀaŶoŵ confidence vrednosti.  
U skladu sa defiŶisaŶiŵ usloǀiŵa za eliŵiŶaĐiju speĐifičŶijih pƌaǀila u pƌisustǀu opštijih 
pravila (definicije 4.7a i 4.7b), pƌaǀila ϭ, Ϯ i ϯ ďiće eliŵiŶisaŶa iz skupa sǀih pƌaǀila. Oǀa 
pravila su ŶeiŶteƌesaŶtŶa i zďuŶjuju aŶalitičaƌa podataka jeƌ su tƌiǀijalŶa, odŶosŶo 
očekiǀaŶa u odŶosu Ŷa opštija pravila 1a, 2a, odnosno 3a. Pri tome, pravila 1 i 2 bila bi 
visoko rangirana primenom standardnih mera interesantnosti (kolone Conf, Lift i Z), 
čiŵe bi dodatŶo zďuŶjiǀala aŶalitičaƌe podataka. 
4.3 Mere interesantnosti u web mining-u  
Nakon eliminacije neinteresantnih asocijativnih pravila primenoŵ ŵetoda pƌedložeŶih 
u prethodnom poglavlju, mogu se koristiti standardne statističke ŵeƌe iŶteƌesaŶtŶosti 
za rangiranje potencijalno korisnih asocijativnih pravila (poglavlje 4.1). Međutiŵ, ove 
ŵeƌe iŶteƌesaŶtŶosti defiŶisaŶe su podƌazuŵeǀajući nezavisnost atributa koji čiŶe 
asocijativno pravilo. Asocijativna praǀila o koƌišćeŶju ǁeď sajtoǀa koja sadƌže ǁeď 
stranice povezane meni i hiperlink strukturom web sajta mogu imati „neopravdano͞ 
poǀišeŶe ǀƌedŶosti staŶdaƌdŶih statističkih mera interesantnosti.  
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Čak i posle eliminacije statistički očekiǀaŶih pƌaǀila pƌiŵeŶoŵ ŵetoda pƌedložeŶih u 
poglavlju 4.2, u skupu otkrivenih asocijativnih pravila ŵože pƌeostati znatan broj 
pƌaǀila čije ǀƌedŶosti staŶdaƌdŶih statističkih ŵeƌa iŶteƌesaŶtŶosti Ŷe odgoǀaƌaju 
Ŷjihoǀoj stǀaƌŶoj iŶteƌesaŶtŶosti sa staŶoǀišta aŶalitičaƌa podataka.   
U ovom poglavlju pƌedlažeŵo ŵodifikaĐiju mera interesantnosti jednog dela 
asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa, koja su deliŵičŶo očekiǀaŶa i Ŷe pƌeǀiše 
iŶteƌesaŶtŶa aŶalitičaƌiŵa podataka, a ipak iŵaju poǀišeŶe ǀƌedŶosti statističkih ŵeƌa 
iŶteƌesaŶtŶosti. “ŵatƌaŵo da se Ŷa oǀaj ŶačiŶ ǀrednosti mera interesantnosti 
asocijativnih pravila o koƌišćeŶju ǁeď sajtoǀa pƌiďližavaju njihovoj stvarnoj 
interesantnosti sa staŶoǀišta aŶalitičaƌa podataka. 
4.3.1 Lokalna interesantnost asocijativnih pravila u odnosu na 
zajednički natkoncept 
PƌedložeŶa ŵodifikacija interesantnosti odnosi se na asocijativna pravila čija leǀa i 
desna strana sadƌže ǁeď stƌaŶiĐe koje su potkoŶĐept zajedŶičkog natkoncepta u okviru 
konceptne hijerarhije definisane u poglavlju 4.2.3. Kada se statističke ŵeƌe 
interesantnosti, čija se ǀƌedŶost ƌačuŶa u odŶosu Ŷa ǀeličiŶu skupa sǀih sesija primene 
na ovakva pravila, ona bivaju „nepravedno͞ visoko rangirana.  
Pƌedlažeŵo da se na takva asocijativna pravila primene ŵeƌe iŶteƌesaŶtŶosti čija se 
ǀƌedŶost ƌačuŶa lokalŶo, u skupu sesija koje sadƌže zajedŶički ŶatkoŶĐept. Obzirom da 
je ǀeličiŶa oǀog skupa zŶatŶo ŵaŶja od ǀeličiŶe skupa sǀih sesija, ǀƌedŶosti statističkih 
mera interesantnosti, kao što su lift, added value i Z-score Ŷa oǀaj ŶačiŶ se znatno 
smanjuju.  
Na primer, vrednost lokalne mere interesantnosti kratkog asocijativnog pravila oblika ݓଵ → ݓଶ, pƌi čeŵu su  ݓଵ i  ݓଶ web stranice, čiji je zajedŶički natkoncept web stranica  ݓ′, ŵože se tuŵačiti Ŷa sledeći ŶačiŶ. PosetioĐi ǁeď sajta koji su posetili ǁeď stƌaŶiĐu ݓ′, i pri tome su takođe posetili ǁeď stƌaŶiĐu ݓଵ, zainteresovani su i za web stranicu ݓଶ, sa odƌeđeŶiŵ stepenom poverenja.  
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4.3.2 Definicija lokalnih mera interesantnosti 
U Ŷastaǀku defiŶišeŵo usloǀ pod kojiŵ pƌedlažeŵo pƌiŵeŶu lokalŶe ŵeƌe 
iŶteƌesaŶtŶosti asoĐijatiǀŶih pƌaǀila ;defiŶiĐija ϰ.ϭϬͿ. Potoŵ defiŶišeŵo sledeće lokalne 
mere interesantnosti: lokalni lift (definicija 4.11), lokalni added value (definicija 4.12) i 
lokalni Z-score (definicija 4.13). 
Napomena: U nastavku i dalje koristimo ݔ  kao skƌaćeŶu ozŶaku za {ݔ}, i ܣݔ kao 
skƌaćeŶu ozŶaku za ܣ ׫ {ݔ}, ݔ א �, ܣ ⊆ �. 
Definicija 4.10 
Neka su ݔଵ, ݔଶ, ݔ′ א � web objekti takvi da je ݔ′ natkoncept za ݔଵ i za ݔଶ (def. 4.9). Neka 
su ܣ, ܤ ⊆ � skupovi web objekata takvi da ǀaži ݔଵ, ݔଶ, ݔ′ ב ܣ ׫ ܤ, ܣ ת ܤ = ∅. Tada 
asocijativno pravilo oblika ܣݔଵ → ܤݔଶ zadovoljava uslov za definisanje lokalnih mera 
interesantnosti. 
Primetimo da pod usloǀiŵa datiŵ defiŶiĐijoŵ ϰ.ϭϬ ǀaži:  ܵ஺�భ , ܵ஻�మ ⊆ ܵ�′, odnosno da 
su ܣݔଵ  i ܤݔଶ  speĐifičŶiji skupovi atƌiďuta u odŶosu Ŷa opštiji skup atƌiďuta {ݔ′} 
(def.4.3).  
Lokalni lift 
Standardna lift mera asocijativnog pravila (poglavlje 4.1) primenjena na asocijativna 
pƌaǀila o koƌišćeŶju ǁeď sajtoǀa opšteg oblika ܺ → ܻ, ܺ, ܻ ⊆ �, ܺ ת ܻ = ∅, koja su 
otkrivena u skupu sesija ܵ ŵože se izƌaziti Ŷa sledeći ŶačiŶ: 
݈݂݅ݐሺܺ → ܻሻ = �ሺܻܺሻ�ሺܺሻ�ሺܻሻ = |ܵ௑׫௒||ܵ||ܵ௑||ܵ| ∙ |ܵ௒||ܵ| = |ܵ௑ ת ܵ௒| ∙ |ܵ||ܵ௑| ∙ |ܵ௒|  
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Definicija 4.11 
Za asocijativno pravilo oblika ܣݔଵ → ܤݔଶ koje zadovoljava uslove date definicijom 
4.10, defiŶišeŵo lokalni lift kao meru interesantnosti: 
݈݂݅ݐܮ݋݈ܿܽሺܣݔଵ → ܤݔଶሻ = |ܵ஺�భ׫஻�మ||ܵ�′||ܵ஺�భ||ܵ�′| ∙ |ܵ஻�మ||ܵ�′| = |ܵ஺�భ ת ܵ஻�మ| ∙ |ܵ�
′||ܵ஺�భ| ∙ |ܵ஻�మ|  
4.3.2.1 Lokalni added value  
Standardna added value mera interesantnosti asocijativnog pravila (poglavlje 4.1) 
pƌiŵeŶjeŶa Ŷa asoĐijatiǀŶa pƌaǀila o koƌišćeŶju ǁeď sajtoǀa opšteg oďlika ܺ → ܻ, ܺ, ܻ ⊆ �, ܺ ת ܻ = ∅, koja su otkrivena u skupu sesija ܵ ŵože se izƌaziti Ŷa sledeći 
ŶačiŶ: ܣ�ሺܺ → ܻሻ = �ሺܻ|ܺሻ − �ሺܻሻ = |ܵ௑׫௒||ܵ௑| − |ܵ௒||ܵ| = |ܵ௑ ת ܵ௒||ܵ௑| − |ܵ௒||ܵ|  
Definicija 4.12 
Za asocijativno pravilo oblika ܣݔଵ → ܤݔଶ koje zadovoljava uslove date definicijom 
4.10, defiŶišeŵo lokalni added value kao meru interesantnosti: ܣ�ܮ݋݈ܿܽሺܣݔଵ → ܤݔଶሻ = |ܵ஺�భ׫஻�మ||ܵ஺�భ| − |ܵ஻�మ||ܵ�′| = |ܵ஺�భ ת ܵ஻�మ||ܵ஺�భ| − |ܵ஻�మ||ܵ�′|  
4.3.2.2 Lokalni Z-score kao mera interesantnosti  
Standardna Z-score mera interesantnosti asocijativnog pravila o koƌišćeŶju web sajtova 
opšteg oďlika ܺ → ܻ data je definicijom 4.2 (poglavlje 4.2.1).  
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Definicija 4.13 
Za asocijativno pravilo oblika ܣݔଵ → ܤݔଶ koje zadovoljava uslove date definicijom 
4.10, defiŶišeŵo lokalni Z-score kao meru interesantnosti u skupu sesija ܵ�′: ܼܮ݋݈ܿܽௌ�′ ሺܣݔଵ → ܤݔଶሻ = ܥ′ − �′�  , ݌ݎ݅ č݁݉ݑ ݆݁ ܥ′ = |ܵ஺�భ׫஻�మ| , �′ = |ܵ�′| ∙ ݌′ , ݌′ = |ܵ஺�భ| ∙ |ܵ஻�మ||ܵ�′| ∙ |ܵ�′|   , �′ = √|ܵ�′| ∙ ݌′ሺͳ − ݌′ሻ 
 
Oďziƌoŵ da ǀaži |ܵ�′| ൑ |ܵ|, ŵože se pokazati da za sǀaku pƌethodŶo defiŶisaŶu 
lokalnu meru interesantnosti ܮ�  ďaziƌaŶu Ŷa staŶdaƌdŶoj statističkoj ŵeƌi 
interesantnosti � ǀaži: ܮ�ሺܣݔଵ → ܤݔଶሻ ൑ �ሺܣݔଵ → ܤݔଶሻ. 
Tri prethodno definisane lokalne mere interesantnosti (lokalni lift, lokalni added value i 
lokalni Z-score) su koƌišćeŶe u ekspeƌiŵeŶtalŶoŵ istƌažiǀaŶju ;poglaǀlje ϲ.ϯͿ i 
implementirane u softverski sistem (poglavlje 5.6). Po analogiji, relativno je 
jednostavno definisati i druge lokalne mere interesantnosti bazirane na standardnim 
statističkiŵ ŵeƌaŵa ;poglaǀlje ϰ.ϭͿ. Pƌi toŵe, tƌeďa iŵati u ǀidu da Ŷeke ŵeƌe 
iŶteƌesaŶtŶosti, kao što je ĐoŶfideŶĐe, Ŷe zaǀise od ǀeličiŶe skupa sǀih sesija. )a takǀe 
mere interesantnosti nema smisla definisati lokalnu meru, jer bi ona za svako 
asocijativno pravilo imala jednaku vrednost kao i standardna mera. 
4.3.3 Primeri iz stvarnog skupa podataka 
Motivaciju za definisanje lokalnih mera interesantnosti potkrepljujemo primerima 
asoĐijatiǀŶih pƌaǀila iz stǀaƌŶog skupa podataka o koƌišćeŶju ǁeď sajta Fakulteta 
organizacionih nauka u Beogradu.  
U Tabeli 4.4 dat je primer sedam pravila otkrivenih u  ovom skupu podataka, koja nisu 
eliminisana primenom ŵetoda za eliŵiŶaĐiju statistički očekiǀaŶih pƌaǀila (poglavlje 
4.2). Kolone „Lift͞ i „Z͞ ozŶačaǀaju ǀƌedŶosti staŶdaƌdŶih lift i )-score mera 
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interesantnosti, dok kolone „L-Lift͞ i „L-Z͞ ozŶačaǀaju ǀƌedŶosti lokalŶih lift i )-score 
mera interesantnosti.  
Br Levo Desno Lift L-Lift Z L-Z 
1 /osnovnestudije/om/index.html /osnovnestudije/men/index.html 17.2 3.4 60.5 19.7 
2 /osnovnestudije/om/index.html /osnovnestudije/uk/index.html 30.2 6.1 73.6 27.8 
3 /osnovnestudije/uk/index.html /osnovnestudije/isit/index.html 6.7 1.3 28.4 3.8 
4 /zivot/index.html /osnovnestudije/index.html 2.6 - 13.8 - 
5 /zivot/index.html /sluzbe/index.html 6.1 - 19.7 - 
6 /zivot/index.html /ofakultetu/index.html 4.5 - 16.9 - 
7 /osnovnestudije/nastava/index.html /osnovnestudije/isit/index.html 3.6 - 15.0 - 
Tabela 4.4. Primeri vrednosti lokalnih mera interesantnosti iz stvarnog skupa podataka 
Prva tri pravila u tabeli 4.4 poǀezuju ǁeď stƌaŶiĐe koje su potkoŶĐepti zajedŶičkog 
natkoncepta. Web stranice /osnovnestudije/om/index.html, 
/osnovnestudije/men/index.html, /osnovnestudije/uk/index.html i  
/osnovnestudije/isit/index.html odnose se na pojedine studijske programe osnovnih 
studija. Njihov zajedŶički ŶatkoŶĐept je ǁeď stƌaŶiĐa /osnovnestudije/index.html, koja 
se odŶosi Ŷa osŶoǀŶe studije uopšte. Pravila sa rednim brojem 4, 5, 6 i 7 povezuju web 
stƌaŶiĐe koje Ŷeŵaju zajedŶički ŶatkoŶĐept, pa za oǀa pƌaǀila Ŷisu defŶisaŶe ǀƌednosti 
lokalnih mera interesantnosti.  
Vrednosti standardnih lift i Z-score mera interesantnosti za prva tri pravila su znatno 
poǀišeŶe u odŶosu Ŷa pƌeostala četiƌi pƌaǀila. Međutiŵ, za aŶalitičaƌe podataka i ǁeď 
mastere, koji su upoznati sa strukturom web sajta i zŶačeŶjeŵ oǀih ǁeď stƌaŶiĐa, pƌǀa 
tri pƌaǀila su doďƌiŵ deloŵ očekiǀaŶa i Ŷe pƌeǀiše iŶteƌesaŶtŶa. Za njih su vrlo 
verovatno barem toliko interesantna i neka od pravila sa rednim brojem 4, 5, 6 i 7 u 
tabeli, koja povezuju web stranice koje nemaju zajedŶički ŶatkoŶĐept, iako iŵaju Ŷiže 
vrednosti standardnih mera interesantnosti („Lift͞ i „Z͞). )aključujeŵo da ƌaŶgiƌaŶje 
navedenih asocijativnih pravila prema standardnim merama interesantnosti ne 
odgoǀaƌa poteŶĐijalŶoj iŶteƌesaŶtŶosti oǀih asoĐijatiǀŶih pƌaǀila sa staŶoǀišta 
aŶalitičaƌa podataka. 
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Sa druge strane, vrednosti lokalnih mera interesantnosti („L-Lift͞ i „L-Z͞) asocijativnih 
pƌaǀila ϭ, Ϯ i ϯ su zŶatŶo Ŷiže od ǀƌednosti njihovih standardnih mera interesantnosti 
(„Lift͞ i „Z͞). Dakle, relativna interesantnost asocijativnih pravila 1, 2 i 3 je znatno 
uŵaŶjeŶa koƌišćeŶjeŵ lokalŶih ŵeƌa iŶteƌesaŶtŶosti. 
Pri tome, pravila sa rednim brojevima 1, 2 i 3 mogu se porediti koƌisteći lokalŶe ŵeƌe 
interesantnosti. Na primer, pravilo sa rednim brojem 3 ima relativno nisku vrednost 
lokalnih mera („L-Lift͞ i „L-Z͞), što se ŵože tuŵačiti Ŷa sledeći ŶačiŶ. Posetioci web 
stranice /osnovnestudije/index.html, koja se odnosi na osnovne studije uopšte, koji 
posećuju ǁeď stƌaŶiĐu /osnovnestudije/uk/index.html (studijski program „Upravljanje 
kvalitetom͟Ϳ Ŷisu pƌeǀiše zaiŶteƌesoǀaŶi za ǁeď stƌaŶiĐu 
/osnovnestudije/isit/index.html (studijski program „Informacione tehnologije͟). Sa 
druge strane, pravilo sa rednim brojem 1 ima poǀišeŶe ǀƌedŶosti lokalŶih ŵeƌa, što se 
ŵože tuŵačiti Ŷa sledeći ŶačiŶ. Posetioci web stranice /osnovnestudije/index.html, 
koja se odŶosi Ŷa osŶoǀŶe studije uopšte, koji posećuju ǁeď stƌaŶiĐu 
/osnovnestudije/om/index.html (studijski program „OpeƌaĐioŶi ŵeŶadžŵeŶt͟) 
zainteresovani su za web stranicu /osnovnestudije/uk/index.html (studijski program 
„Upravljanje kvalitetom͟Ϳ, zŶatŶo ǀiše Ŷego što je to očekiǀaŶo, Ŷa šta ukazuju visoke 
L-Lift i L-Z vrednosti pravila broj 2. 
Rangiranje otkrivenih asocijativnih pravila pƌiŵeŶoŵ lokalŶih i staŶdaƌdŶih statističkih 
mera interesantnosti na stvarnim skupovima podataka detaljnije je analizirano u 
poglavlju 6.3.  
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5 Softverski sistem za otkrivanje asocijativnih pravila o 
korišćenju web sajtova 
U okǀiƌu oǀog istƌažiǀaŶja iŵpleŵeŶtiƌaŶ je softǀeƌski sisteŵ koji oďuhǀata koŵpletaŶ 
pƌoĐes otkƌiǀaŶja asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa. IŵpleŵeŶtiƌaŶe su 
metode za pretprocesiranje web log podataka, algoritmi za generisanje asocijativnih 
pravila, metode za eliminaciju neinteresantnih asocijativnih pravila, kao i metode za 
ƌaŶgiƌaŶje otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila koƌišćeŶjeŵ ǀiše ƌazličitih ŵeƌa 
interesantnosti. Sistem je implementiran kao samostalna Windows aplikacija, koƌisteći 
pƌogƌaŵski jezik C#.NET i ƌazǀojŶo okƌužeŶje M“ Visual “tudio ϮϬϭϬ.  
5.1 Elementi objektno-orijentisanog dizajna  
“oftǀeƌski sisteŵ za otkƌiǀaŶje asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa je 
dizajniran objektno-oƌijeŶtisaŶo. KoƌišćeŶi su poznati principi objektno-orijentisanog 
programiranja – eŶkapsulaĐija, apstƌakĐija, ŶasleđiǀaŶje i poliŵoƌfizaŵ ;Rumbaugh et 
al., 1991; Gamma et al., 1993; Liberty, 2005).  
EŶkapsulaĐija je ŵehaŶizaŵ poŵoću koga se deloǀi pƌogƌaŵskog koda i podaĐi 
oďjediŶjuju u ĐeliŶu. PƌiŶĐip eŶkapsulaĐije je podƌžaŶ koŶĐeptoŵ klase, koja oďuhǀata 
podatke i ŵetode koji služe za pƌistup i ŵaŶipulaĐiju tiŵ podaĐiŵa. IŶstaŶĐe klase 
nazivaju se objekti, koji predstavljaju entitete. Objedinjavanjem podataka i 
pƌogƌaŵskog koda spƌečaǀa se ŵaŶipulaĐija podaĐiŵa od stƌaŶe spoljŶih deloǀa 
pƌogƌaŵa, čiŵe se sŵaŶjuje ŵogućŶost gƌeške pƌi koƌišćeŶju oďjekta. JediŶi ŶačiŶ da 
se pristupi podacima unutar objekta je slanjem „poruka͞ objektu, odnosno pozivom 
jaǀŶih ŵetoda klase kojoj oďjekat pƌipada. Na taj ŶačiŶ se saŵo iŶdiƌektŶo ŵože 
uticati na stanje objekta. Detalji implementacije metoda klase skriveni su od „spoljnog 
sveta͞. Oni se mogu promeniti, bez uticaja na ostale delove programskog koda, koji 
koriste tu klasu.  
ApstƌakĐija podataka je kƌeiƌaŶje pojedŶostaǀljeŶog pogleda Ŷa podatke, pƌi čeŵu se 
ŶepotƌeďŶi detalji sakƌiǀaju. U pƌogƌaŵskiŵ jeziĐiŵa geŶeƌalŶo, apstƌakĐija se postiže 
implementiranjem apstraktnih tipova podataka. U objektno-orijentisanim 
pƌogƌaŵskiŵ jeziĐiŵa to se postiže iŵpleŵeŶtiƌaŶjeŵ klasa. PƌiŶĐipi eŶkapsulaĐije i 
61 
 
apstrakcije u objektno-orijentisanom programiranju su usko povezani i oba se 
zasnivaju na implementiranju klasa, u okviru kojih se izlažu jaǀŶi ŵetodi kao iŶteƌfejs 
za komunikaciju, dok se detalji implementacije sakrivaju. 
NasleđiǀaŶje podƌazuŵeǀa hijeƌaƌhijsku stƌuktuƌu klasa. Pri tome, klase „deca͞ 
(izvedene klase) mogu da naslede podatke i funkcionalnost od klasa „roditelja͞ 
;osŶoǀŶih klasaͿ. Oǀakǀa ƌelaĐija izŵeđu klasa ƌealizuje ƌelaĐiju „je/jeste͞, odnosno 
geŶeƌalizaĐiju. )ahǀaljujući pƌiŶĐipu ŶasleđiǀaŶja izďegaǀa se dupliranje 
iŵpleŵeŶtaĐije fuŶkĐioŶalŶosti, koju izǀedeŶe klase Ŷasleđuju od osŶoǀŶih klasa.  
PƌiŶĐip poliŵoƌfizŵa ozŶačaǀa „jedŶo iŵe, ŵŶoštǀo oďlika͞. U objektno-orijentisanom 
pƌogƌaŵiƌaŶju ŵoguće je iŵpleŵeŶtiƌati ǀiše pƌogƌaŵskih ŵetoda koje iŵaju isto iŵe, 
ali se poŶašaju ƌazličito. Postoje dǀa tipa poliŵoƌfizŵa – pƌeopteƌećiǀaŶje i 
pƌeklapaŶje. PƌeopteƌećiǀaŶje ŵetoda postiže se iŵpleŵeŶtiƌaŶjeŵ ǀiše ŵetoda istog 
iŵeŶa, koji iŵaju ƌazičite tipoǀe paƌaŵetaƌa, te se poziǀaju Ŷa ƌazličit ŶačiŶ. U toŵ 
slučaju odluka o toŵe koji ŵetod će ďiti izǀƌšeŶ doŶosi se u tƌeŶutku koŵpajliƌaŶja 
programa. Drugi tip polimorfizma – pƌeklapaŶje ŵetoda, ŵože se ƌealizoǀati saŵo u 
sklopu sa ŶasleđiǀaŶjeŵ klasa. Tada se iŵpleŵeŶtiƌa ǀiše ŵetoda istog iŵeŶa i istih 
tipova parametaƌa, ali u klasaŵa koje Ŷasleđuju jedŶa dƌugu. Odluka o toŵe koji 
ŵetod će ďiti izǀƌšeŶ doŶosi se tokoŵ izǀƌšaǀaŶja pƌogƌaŵa, u zaǀisŶosti od klase kojoj 
pripada objekat za koji je metod pozvan.  
5.2 Arhitektura sistema 
Softverski sistem za otkrivanje asocijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa sastoji se 
iz dva podsistema. Uloga prvog podsistema je pretprocesiranje web log podataka, dok 
se u okǀiƌu dƌugog otkƌiǀaju asoĐijatiǀŶa pƌaǀila o koƌišćeŶju ǁeď sajtoǀa Ŷa osŶoǀu 
prethodno pripremljenih web log podataka.  
Podsistem za pretprocesiranje web log podataka ima ulogu da pripremi web log 
datoteke za proces otkrivanja asocijativnih pravila. Globalna slika ovog procesa data je 
na slici 5.2, a detalji su opisani u poglavlju 5.3. 
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Slika 5.2. Globalni pogled na proces pretprocesiranja web log podataka 
Podsisteŵ za otkƌiǀaŶje asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa oďuhǀata pƌoĐes 
generisanja asocijativnih pravila, eliminaciju neinteresantnih asocijativnih pravila, 
odƌeđiǀaŶje iŶteƌesaŶtŶosti pƌeostalih asocijativnih pravila i njihovo rangiranje (slika 
5.3). Na ulazu se učitaǀa datoteka koja sadƌži pƌečišćeŶi skup web sesija, a na izlazu se 
geŶeƌišu dǀe datoteke:  
 tabela asocijativnih pravila sa njihovim vrednostima raznih mera 
interesantnosti 
 tabela sličŶosti ƌaŶgiƌaŶja ƌazŶiŵ ŵeƌaŵa iŶteƌesaŶtŶosti ;“peaƌŵaŶ-ov 
koeficijent korelacije ranga)  
Globalna slika ovog procesa data je na slici 5.3, a detalji su opisani u poglavljima 5.4, 
5.5 i 5.6. 
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Slika 5.3. Globalni pogled na proces otkrivanja asocijativnih pravila  
Oba podsistema dizajnirana su kao dvoslojne objektno-orijentisane aplikacije. Prvi sloj 
čiŶi koƌisŶički iŶteƌfejs, dok je u okǀiƌu dƌugog sloja iŵpleŵeŶtiƌaŶa posloǀŶa logika, 
koja uključuje ŵetode za pƌetpƌoĐesiƌaŶje ǁeď log podataka, algoritme za otkrivanje 
asocijativnih pravila, eliminaciju neinteresantnih pravila, kao i metode za rangiranje 
otkƌiǀeŶih pƌaǀila koƌišćeŶjeŵ ǀiše ƌazličitih ŵeƌa iŶteƌesaŶtŶosti. OtkƌiǀeŶa 
asocijativna pravila i njihove mere interesantnosti čuǀaju se u formi Excel datoteka, te 
Ŷije koƌišćeŶ tƌeći sloj, u okǀiƌu kojeg ďi se eǀeŶtualŶo ǀƌšio pƌistup ďazi podataka.  
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Objektno-oƌijeŶtisaŶi dizajŶ i ǀišeslojŶa aƌhitektuƌa oǀog softǀeƌskog sisteŵa 
oŵogućuje Ŷjegoǀu pƌošiƌiǀost i uŶapƌeđeŶje u ŶaƌedŶim verzijama.  
KoƌisŶički iŶteƌfejs tƌeŶutŶo je iŵpleŵeŶtiƌaŶ koƌisteći WiŶdoǁs.Foƌŵs.NET ďiďlioteku 
klasa. U ŶaƌedŶiŵ ǀeƌzijaŵa oǀog softǀeƌskog sisteŵa ďilo ďi ŵoguće zaŵeŶiti sloj 
koƌisŶičkog iŶteƌfejsa i eǀeŶtualŶo ga iŵpleŵeŶtiƌati kao Weď aplikaĐiju, bez ikakvog 
uticaja na sloj poslovne logike. Globalni pogled na arhitekturu sistema prikazan je na 
slici 5.1. 
 
 
 
 
 
Slika 5.1. Globalna arhitektura sistema 
5.2.1 Elementi Weka data mining sistema – poređenje  
Jedan od  trenutno najpopularnijih open-source data mining alata je Weka – softverski 
sisteŵ odƌžaǀaŶ Ŷa UŶiǀeƌzitetu Waikato Ŷa Noǀoŵ )elaŶdu (Hall et al., 2009). Weka 
je data ŵiŶiŶg sisteŵ opšte ŶaŵeŶe, i poƌed otkƌiǀaŶja asoĐijatiǀŶih pƌaǀila sadƌži 
implementaciju raznih algoritama iz oďlasti ŵašiŶskog učeŶja, kao što su klasterovanje, 
klasifikacija, regresiona i korelaciona analiza. Implementiran je kao objektno-
oƌijeŶtisaŶa softǀeƌska aplikaĐija u Jaǀa pƌogƌaŵskoŵ jeziku. Moguće je koƌistiti ga kao 
saŵostalŶu aplikaĐiju, ili koƌistiti Ŷeke od Ŷjegoǀih koŵpoŶeŶti, poziǀajući ih iz 
sopstvenog programskog koda. 
Weka sisteŵ je koƌišćeŶ za otkrivanje asocijativnih pravila o koƌišćeŶju ǁeď sajtoǀa u 
Ŷašeŵ pƌethodŶoŵ istƌažiǀaŶju ;Diŵitƌijeǀić & BošŶjak, ϮϬϭϬͿ. Obzirom da Weka ne 
sadƌži ŵodul za pretprocesiranje web log podataka, u tu sǀƌhu je koƌišćeŶ poseďaŶ alat 
(Dettmar, 2004).  
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Weka sadƌži iŵpleŵeŶtaĐiju jedŶe od ǀeƌzija Apƌioƌi algoƌitŵa za otkƌiǀaŶje 
asocijativnih pravila (Agrawal & Srikant, 1994). Pored minimalnog support parametra, 
algoritam dozvoljava odabir maksimalnog broja otkrivenih pravila. Takođe su 
implementirane četiƌi ŵeƌe interesantnosti: confidence, lift, leverage, i  conviction. 
Modul za otkrivanje asocijativnih pravila u Weka sistemu prihvata ulaznu datoteku u 
takozvanom Arff formatu. Aƌff datoteka sadƌži zaglaǀlje koje opisuje atƌiďute, za kojiŵ 
sledi lista transakcija ;u Ŷašeŵ slučaju ǁeď sesijaͿ, od kojih sǀaka tƌaŶsakĐija sadƌži 
listu atributa i njihovih vrednosti. Postoje dva tipa formata Arff datoteke – prvi je 
pogodaŶ za guste podatke, a dƌugi za pƌoƌeđeŶe. U oďa foƌŵata, ǁeď stƌaŶiĐa se 
predstavlja kao binarni atribut, koji uzima true/false vrednosti u zavisnosti od toga da li 
ona pripada web sesiji. Pojava web stranica u web sesijama je relativno retka, te je za 
otkrivanje asocijativnih pravila u web log datotekama koƌišćeŶ Aƌff foƌŵat pƌedǀiđeŶ 
za pƌoƌeđeŶe podatke. Nakon pretprocesiranja web log datoteke, ƌezultujuće podatke 
je neophodno transformisati u Arff format, što je uƌađeŶo poseďŶiŵ pƌogƌaŵskiŵ 
skriptama ;Diŵitƌijeǀić & BošŶjak, ϮϬϭϬͿ. 
Na slici 5.4 pƌikazaŶ je pƌoĐes otkƌiǀaŶja asoĐijatiǀŶih pƌaǀila koƌišćeŶjeŵ Weka 
sisteŵa ;Diŵitƌijeǀić & BošŶjak, ϮϬϭϬͿ. KoƌišćeŶ je  Weka KnowledgeFlow interface, 
koji oŵogućuje sastaǀljaŶje ƌazličitih Weka ŵodula, koji postaju deo data ŵiŶiŶg 
procesa. Na ulazu se pƌihǀata datoteka u Aƌff foƌŵatu, koja se ŵože pƌelistaǀati 
koƌišćeŶjeŵ TeǆtViewer modula. Ova datoteka se učitaǀa pƌeko Aƌff loadeƌ ŵodula, a 
potom se modulom Apriori otkrivaju asocijativna pravila, koja ulaze u novi TextViewer 
modul, gde se prikazuju rezultati.  
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Slika 5.4: Proces otkrivanja asocijativnih pravila u Weka sisteŵu ;Diŵitƌijeǀić & 
BošŶjak, ϮϬϭϬͿ 
 
JedŶa od ŵaŶa eǀeŶtualŶog koƌišćeŶja Weka sisteŵa u oǀoŵ istƌažiǀaŶju ďila ďi 
čiŶjeŶiĐa da pƌipƌeŵa i pƌetpƌoĐesiƌaŶje ǁeď log podataka Ŷisu iŶtegƌisane u Weka 
sistem. Još ǀažŶije, u okviru Weka sistema implementirane su samo četiƌi ŵeƌe 
iŶteƌesaŶtŶosti asoĐijatiǀŶih pƌaǀila, i Ŷije iŵpleŵeŶtiƌaŶa ŵetoda za pƌečišćaǀaŶje 
asocijativnih pravila. Obzirom da je Weka sofver otvorenog koda, eventualno bi bilo 
ŵoguće pƌošiƌiti Weka sisteŵ dodaǀaŶjeŵ Ŷoǀih ŵeƌa iŶteƌesaŶtŶosti i ŵetoda 
eliminacije neinteresantnih pravila. Međutiŵ, sŵatƌaŵo da je ƌazǀoj ŶezaǀisŶog, 
speĐijalizoǀaŶog softǀeƌskog sisteŵa koji iŶtegƌiše sǀe koƌake pƌoĐesa otkƌiǀaŶja 
asocijativnih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa, uključujući Ŷoǀe ŵetode pƌedložeŶe u 
poglaǀlju ϰ, efikasŶiji ŶačiŶ da izǀƌšiŵo sǀe ekspeƌiŵeŶte pƌedǀiđeŶe oǀiŵ 
istƌažiǀaŶjeŵ.  
Poƌed Weka sisteŵa, Ŷa tƌžištu postoje i koŵeƌĐijalŶi data ŵiŶiŶg sisteŵi, kao što su 
RapidMineƌ, Estaƌd Data MiŶeƌ, IBM AŶalǇtiĐs, itd. Poƌed ŶepƌistupačŶe ĐeŶe, ove 
sisteŵe Ŷe ďi ďilo ŵoguće koƌistiti jeƌ Ŷe podƌžavaju funkcionalnosti potrebne da se 
izǀƌše ekspeƌiŵeŶti pƌoǀeƌe efikasŶosti ŵetoda pƌedložeŶih u oǀoŵ istƌažiǀaŶju. 
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5.3 Pretprocesiranje web log podataka 
Uloga podsistema za pƌetpƌoĐesiƌaŶje ǁeď log podataka je da podatke sadƌžaŶe u 
tekstualŶiŵ ǁeď log datotekaŵa pƌečisti i pƌipƌeŵi za pƌoĐes otkƌiǀaŶja asoĐijatiǀŶih 
pravila.  
Proces pretprocesiranja web log podataka (slika 5.5Ϳ oďuhǀata sledeće koƌake: 
1. Formiranje liste web log zahteva  
Na ulazu se pƌihǀata skup ǁeď log datoteka koje sadƌže podatke o posetaŵa datoŵ 
ǁeď sajtu uskladišteŶe Ŷa ǁeď seƌǀeƌu. PodƌžaŶa su dǀa staŶdaƌdŶa foƌŵata – 
standard i extended web log format (poglavlje 2.2.1). PaƌsiƌaŶjeŵ podataka sadƌžaŶih 
u web log datotekama (klasa LogFile) formira se lista web log zahteva (lista objekata 
klase ReƋuestͿ. Pƌi toŵe se za sǀaki ǁeď log zahteǀ skladište ƌeleǀaŶtŶi podaĐi u okǀiƌu 
Request objekta, koji se koriste u narednim koracima pretprocesiranja:  
 Url – jedinsteni identifikator web objekta na koji se odnosi web zahtev 
 IP – adƌesa sa koje je ǁeď zahteǀ upućeŶ 
 Time – ǀƌeŵe upućiǀaŶja ǁeď zahteǀa 
 SessionID – jedinstveni identifikator web sesije kojoj web zahtev pripada, koji 
se odƌeđuje u ŶaƌedŶiŵ koƌaĐiŵa pƌetpƌoĐesiƌaŶja 
2. Eliminacija irelevantnih web log zahteva  
Eliminacija irelevaŶtŶih ǁeď zahteǀa ǀƌši se u klasi LogFile, koƌisteći tekstualŶu 
datoteku u kojoj se čuǀaju podaĐi o deloǀiŵa Ŷaziǀa irelevantnih web log objekata 
;Ŷajčešće Ŷjihoǀe eksteŶzijeͿ. IrelevaŶtŶi ǁeď oďjekti koji se eliŵiŶišu pƌedstaǀljaju 
slike, aŶiŵaĐije, ugƌađeŶe stiloǀe, i sličŶe poŵoćŶe oďjekte ugƌađeŶe u ǁeď stƌaŶiĐe.  
3. Eliminacija robotskih web zahteva  
Eliminacija robotskih web zahteva ǀƌši se u klasi LogFile, koƌisteći tekstualŶu datoteku 
u kojoj se čuǀaju podaĐi o deloǀiŵa Ŷaziǀa useƌ ageŶata koji se odŶose Ŷa autoŵatske 
web crawler-e (takozvane web robote).  
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4. Formiranje web sesija 
Algoritam za dodeljivanje jedinstvenog identifikatora web sesije svakom web zahtevu 
implementiran je u klasi LogFile. Pri tome se koristi parametar SessionTimeOut, kojim 
se defiŶiše ŵaksiŵalŶo ǀƌeŵe izŵeđu dǀa ǁeď zahteǀa uŶutaƌ jedŶe ǁeď sesije.  
Poƌed toga, ǀƌši se eliŵiŶaĐija kratkih sesija koje sadƌže samo 1 web stranicu, dugih 
sesija koje sadƌže ǀiše od ϭϬ ǁeď stƌaŶiĐa, kao i sesija koje Ŷe sadƌže osŶoǀŶu stƌaŶiĐu 
web sajta. Naime, ovakve web sesije bi mogle nastati od strane eventualno 
nedetektovanih web robota, ili biti nepotpune usled cache-iranja od strane web 
browser-a, pa se eliŵiŶišu u sklopu pƌetpƌoĐesiƌaŶja. 
Rezultat pƌetpƌoĐesiƌaŶja je tekstualŶa datoteka koja sadƌži pƌečišćeŶi skup ǁeď 
zahteva, iz koga su eliminisani zahtevi za irelevantnim web objektima, dok su 
relevantni zahtevi svrstani u web sesije.  
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Slika 5.5. Proces pretprocesiranja web log podataka 
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Dijagram klasa implementiranih u okviru modula za pretprocesiranje web log podataka 
dat je na slici 5.6. Na dijagƌaŵu su pƌikazaŶi Ŷaziǀi ključŶih ŵetoda iŵpleŵeŶtiƌaŶih u 
okviru prikazanih klasa, dok su detalji izostavljeni. 
 
 
Slika 5.6. Dijagram klasa modula za pretprocesiranje web log datoteka 
 
Klasa AppCoŶfig sadƌži opšta podešaǀaŶja: ǀƌeŵe isteka ǁeď sesije, Ŷaziǀe datoteka u 
kojima se nalaze delovi naziva irelevantnih web objekata, kao i robotskih zahteva. 
Pƌilikoŵ pokƌetaŶja sisteŵa oǀi podaĐi se učitaǀaju, a koƌisti ih klasa LogFile, koja 
sadƌži ŵetode Ŷajǀišeg Ŷiǀoa, kojiŵa se ƌealizuju potpƌoĐesi u okǀiƌu pƌoĐesa 
pretprocesiranja: 
 ParseLog – parsiranje web log datoteka i formiranje liste web zahteva 
 RemoveIrrelevant – eliminacija irelevantnih web zahteva 
 RemoveRobots – eliminacija robotskih web zahteva 
 AssignSessions – raspodeljivanje web zahteva prema web sesijama 
71 
 
“ǀaki ǁeď zahteǀ pƌedstaǀljeŶ je kao oďjekat klase ReƋuest, dok klasa LogFile sadƌži 
listu objekata klase Request (listu svih web zahteva).  
U okviru algoritma za dodeljivanje jedinstvenog identifikatora web sesije svakom web 
zahteǀu, koƌisti se klasa IP“tatistiĐsTaďle, koja sadƌži listu oďjekata IP“tatistiĐs klase. 
“ǀaki oďjekat IP“tatistiĐs klase odŶosi se Ŷa po jedŶu IP adƌesu sa koje su upućiǀaŶi 
web zahtevi na web server. Na osnovu ǀƌeŵeŶa kada je posledŶji zahteǀ upućeŶ sa 
date IP adƌese ;LastReƋuestTiŵeͿ odlučuje se o toŵe da li zahteǀ pƌipada ǀeć 
postojećoj ǁeď sesiji ;CuƌƌeŶt“essioŶIDͿ, ili je potƌeďŶo foƌŵiƌati Ŷoǀu ǁeď sesiju. U 
slučaju foƌŵiƌaŶja Ŷoǀe ǁeď sesije, CuƌƌeŶt“essionID za datu IP adresu dobija novu 
vrednost.  
U Đilju ƌaspoƌeđiǀaŶja ǁeď zahteǀa u ǁeď sesije koƌisti se i klasa IP“tatistiĐsTaďle koja 
Ŷasleđuje apstƌaktŶu klasu DiĐtioŶaƌǇ. Na taj ŶačiŶ se iŵpleŵeŶtiƌa iŶdeksiƌaŶi pƌistup 
tabeli IPStatistics objekata, koji sadƌže iŶfoƌŵaĐiju o ǀƌeŵeŶu kada je upućeŶ posledŶji 
ǁeď zahteǀ sa date IP adƌese, pƌi čeŵu se IP adƌesa koƌisti kao iŶdeks IP“tatistiĐs 
tabele.  
5.4 Ugrađeni algoritmi za pronalaženje asocijativnih pravila  
U okviru sistema za otkrivanje asocijativnih pravila o koƌišćeŶju ǁeď sajtoǀa ugƌađeŶa 
je verzija Apriori algoritma opisanog u poglavlju 3.1.  
Proces pƌoŶalaženja asocijativnih pravila odvija se u dve faze (slika 5.7). Ulazni podaci 
se učitaǀaju iz datoteke Ŷastale pƌoĐesoŵ pƌetpƌoĐesiƌaŶja, koja sadƌži pƌečišćeŶi skup 
ǁeď sesija i ǁeď zahteǀa koji iŵ pƌipadaju. Na izlazu se geŶeƌiše taďela otkƌiǀeŶih 
asocijativnih pravila koja se koristi u narednim koracima procesa otkrivanja 
asocijativnih pravila. Pri tome se radi kontrole tabela asocijativnih pravila snima i u 
obliku datoteke na disku.  
U prvoj fazi procesa pronalaze se svi frekventni skupovi stavki (web stranica). U drugoj 
fazi se na osnovu frekventnih skupova stavki pronalaze sva asocijativna pravila. Pri 
tome je u okviru obe faze procesa implementiran odgoǀaƌajući deo Apƌioƌi algoƌitŵa 
(slika 5.7). 
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Slika 5.7.  Proces pƌoŶalaženja asocijativnih pravila 
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Na slici 5.8 pƌikazaŶ je dijagƌaŵ klasa i Ŷjihoǀih ključŶih eleŵeŶata iŵpleŵeŶtiƌaŶih u 
okǀiƌu podsisteŵa za pƌoŶalažeŶje asoĐijatiǀŶih pƌaǀila.  
Klasa App sadƌži osŶoǀŶe paƌaŵetƌe algoƌitŵa za otkƌiǀaŶje asoĐijatiǀŶih pƌaǀila, koji 
se postavljaju prilikom pokretanja sistema. Pored minimalnog support i confidence 
pƌaga ;CoŶfideŶĐeTƌesh i “uppoƌtThƌeshͿ, podešaǀa se i ŵaksiŵalŶa dužiŶa otkƌiǀeŶih 
asocijativnih pravila, koja je ekvivalentna maksimalnom broju nivoa stabla otkrivenih 
frekventnih skupova stavki (MaxLevels). Metoda ParseInputFile parsiranjem ulazne 
datoteke formira listu stavki (objekat  klase ItemTable) i listu web sesija (objekat klase 
“essioŶTaďleͿ. IzǀƌšaǀaŶjeŵ ŵetode GeŶeƌateFƌeƋ“ets geŶeƌiše se taďela fƌekǀeŶtŶih 
skupova (objekat klase FreqSetTable) izvƌšaǀaŶjeŵ iŵpleŵeŶtiƌaŶog Apƌioƌi algoƌitŵa. 
IzǀƌšaǀaŶjeŵ ŵetode GeŶeƌateRules geŶeƌiše se taďela otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila 
(objekat klase RuleTable).  
U okviru Apriori algoritma (poglavlje 3.1) geŶeƌisaŶje fƌekǀeŶtŶih skupoǀa se ǀƌši 
prema nivoima Ŷjihoǀe dužiŶe, počeǀši od dužiŶe ϭ. “ǀaki ŶaƌedŶi Ŷiǀo geŶeƌiše se Ŷa 
osnovu frekventnih skupova prethodnog nivoa. Ovaj algoritam se ponavlja sve dok 
postoje fƌekǀeŶtŶi skupoǀi Ŷa datoŵ Ŷiǀou dužiŶe, ili dok ŵaksiŵalŶi ďƌoj nivoa ne 
dostigne vrednost zadatog parametra MaxLevels.  
“ǀaka ǁeď sesija ;oďjekat klase “essioŶͿ sadƌži ideŶtifikaĐioŶi ďƌoj ǁeď sesije 
;“essioŶIDͿ, IP adƌesu sa koje su pƌistigli ǁeď zahteǀi koji čiŶe ǁeď sesiju ;IPͿ, kao i listu 
staǀki ;ǁeď stƌaŶiĐaͿ koje čiŶe ǁeď sesiju ;oďjekat klase ItemTable). 
Klase “essioŶTaďle i IteŵTaďle iŵpleŵeŶtiƌaju aďstƌaktŶu klasu DiĐtioŶaƌǇ, što čiŶi 
pƌetƌažiǀaŶje taďele ǁeď sesija ;“essioŶTaďleͿ, odŶosŶo taďele ǁeď stƌaŶiĐa 
(ItemTable) efikasnim. Pri tome je tabela web sesija indeksirana prema 
identifikacionom broju web sesije, dok je tabela web stranica indeksirana prema URL 
adresi web stranice. 
“ǀakoj ǁeď stƌaŶiĐi odgoǀaƌa oďjekat klase Iteŵ, u okǀiƌu kojeg se čuǀaju podaĐi o URL 
adƌesi ǁeď stƌaŶiĐe ;UƌlͿ i učestalosti pojaǀljiǀaŶja ǁeď stƌaŶiĐe u skupu web sesija 
(Support).  
Klasa Iteŵ iŵpleŵeŶtiƌa ICoŵpaƌaďle iŶteƌfejs, koji oŵogućuje da liste ǁeď stƌaŶiĐa 
unutar svakog frekventnog skupa budu sortirane alfabetski prema njihovim URL 
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adƌesaŵa. To dopƌiŶosi poǀećaŶju efikasŶosti algoƌitŵa za geŶeƌisaŶje frekventnih 
skupova n-tog nivoa na osnovu frekventnih skupova (n-1)-og Ŷiǀoa, što je deo Apƌioƌi 
algoritma. 
“ǀakoŵ fƌekǀeŶtŶoŵ skupu odgoǀaƌa jedaŶ oďjekat klase FƌeƋ“et, koji sadƌži listu ǁeď 
stƌaŶiĐa koje čiŶe fƌekǀeŶtŶi skup. Pƌi toŵe je sǀaka ǁeď stƌaŶica predstavljena po 
jednim objektom klase Item.  
Svaki objekat klase FreqSetLevel odnosi se na po jedan nivo frekventnih skupova 
geŶeƌisaŶih tokoŵ izǀƌšaǀaŶja Apƌioƌi algoƌitŵa. Tako sǀaki oďjekat klase FƌeƋ“etLeǀel 
sadƌži listu fƌekǀeŶtŶih skupoǀa jedŶake dužiŶe. 
Klasa FƌeƋ“etTaďle sadƌži listu sǀih geŶeƌisaŶih fƌekǀeŶtŶih skupoǀa, ƌaspoƌeđeŶih u 
Ŷiǀoe dužiŶe. Tako oďjekat klase FƌeƋ“etTaďle sadƌži listu sǀih oďjekata klase 
FƌeƋ“etLeǀel, kƌeiƌaŶih tokoŵ izǀƌšaǀaŶja Apƌioƌi algoƌitŵa. 
Svaki objekat klase Rule odnosi se na po jedno asocijativno pravilo. Objekat klase Rule 
sadƌži ƌefeƌeŶĐu Ŷa dǀa oďjekta klase FƌeƋ“et, koji čiŶe leǀu, odŶosŶo desŶu stƌaŶu 
asoĐijatiǀŶog pƌaǀila. U okǀiƌu oďjekta klase Rule čuǀaju se ǀƌedŶosti suppoƌt i 
ĐoŶfideŶĐe ŵeƌe izƌačuŶate za asoĐijatiǀŶo pƌaǀilo tokoŵ izǀƌšaǀaŶja Apƌioƌi 
algoritma.  
“ǀaki oďjekat klase RuleLeǀel sadƌži listu asoĐijatiǀŶih pƌaǀila jedŶake dužiŶe, pƌi čeŵu 
je dužiŶa asoĐijatiǀŶog pƌaǀila defiŶisaŶa kao ukupŶi ďƌoj ǁeď stƌaŶiĐa koje čiŶe 
asocijativno pravilo.  
Oďjekat klase RuleTaďle sadƌži listu sǀih geŶeƌisaŶih asoĐijatiǀŶih pƌaǀila, ƌaspoƌeđeŶih 
u Ŷiǀoe dužiŶe. Dakle, oďjekat klase RuleTaďle sadƌži listu sǀih oďjekata klase 
RuleLevel.  
Klasa IteŵTaďle koƌisti se dǀojako. Oďjekat klase IteŵTaďle sadƌži listu svih stavki (web 
stƌaŶiĐaͿ koje se pojaǀljuju ďaƌ jedŶoŵ u Ŷekoj ǁeď sesiji, i kao takǀa je člaŶ klase App. 
“a dƌuge stƌaŶe, sǀaka ǁeď sesija ;oďjekat klase “essioŶͿ sadƌži ƌefeƌeŶĐu Ŷa po jedaŶ 
objekat klase ItemTable, koji predstavlja listu svih web stƌaŶiĐa koje čiŶe ǁeď sesiju. 
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Slika 5.8. Dijagƌaŵ klasa koje učestǀuju u pƌoĐesu pƌoŶalažeŶja asoĐijatiǀŶih pƌaǀila 
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5.5 Izbor parametara i mera interesantnosti 
Kao ƌezultat pƌoĐesa pƌoŶalažeŶja asoĐijatiǀŶih pƌaǀila opisaŶog u pƌethodŶoŵ 
poglaǀlju geŶeƌiše se taďela asoĐijatiǀŶih pƌaǀila. Pƌi toŵe je za sǀako pƌaǀilo 
izƌačuŶata ǀƌedŶost suppoƌt i ĐoŶfideŶĐe ŵeƌa iŶteƌesaŶtŶosti.  
U okǀiƌu pƌoĐesa pƌoŶalažeŶja asocijativnih pravila i implementiranog Apriori algoritma 
oŵogućeŶ je odaďiƌ ǀƌedŶosti suppoƌt i ĐoŶfideŶĐe paƌaŵetaƌa, Ŷa osŶoǀu kojih se 
deliŵičŶo ǀƌši eliŵiŶaĐija ŶeiŶteƌesaŶtŶih pƌaǀila. Međutiŵ, kao što je oďjašŶjeŶo u 
pƌethodŶiŵ poglaǀljiŵa, i poƌed pažljivog odabira ovih parametara, preostaje preveliki 
ďƌoj pƌaǀila koja iŵaju ǀisoke ǀƌedŶosti statističkih ŵeƌa iŶteƌesaŶtŶosti, a ipak Ŷisu 
stǀaƌŶo iŶteƌesaŶtŶa aŶalitičaƌiŵa podataka. “toga su u Đilju poǀećaŶja kǀaliteta 
otkrivenih asocijativnih pravila, u okǀiƌu sisteŵa za otkƌiǀaŶje pƌaǀila o koƌišćeŶju ǁeď 
sajtova implementirane metode eliminacije neinteresantnih asocijativnih pravila.   
Na slici 5.9 predstavljen je proces eliminacije neinteresantnih asocijativnih pravila na 
osŶoǀu zadatih paƌaŵetaƌa. Na početku pƌoĐesa ǀƌši se geŶeƌisaŶje koŶĐeptŶe 
hijeƌaƌhije ǁeď stƌaŶiĐa Ŷa osŶoǀu asoĐijatiǀŶih pƌaǀila čija ĐoŶfideŶĐe ǀƌedŶost pƌelazi 
maksimalnu vrednost zadatu putem parametra. Drugi korak procesa je eliminacija 
trivijalnih klaster pravila, pƌi čeŵu se koƌisti pƌethodŶo geŶeƌisaŶa koŶĐeptŶa 
hijerarhija. Tƌeći koƌak pƌoĐesa je eliŵiŶaĐija statistički očekivanih asocijativnih pravila. 
Oǀiŵ se eliŵiŶišu pƌaǀila čija ǀƌedŶost )“Đoƌe ŵeƌe iŶteƌesaŶtŶosti Ŷe pƌelazi zadati 
parametar (minimalni ZScore).  
Četǀƌti koƌak pƌoĐesa je eliŵiŶaĐija asoĐijatiǀŶih pƌaǀila koja su očekiǀaŶa u odŶosu Ŷa 
kƌaća pƌaǀila koja takođe postoje u taďeli otkƌiǀeŶih asoĐijatiǀŶih pravila. EliŵiŶišu se 
oŶa pƌaǀila za koja u taďeli asoĐijatiǀŶih pƌaǀila postoji kƌaće pƌaǀilo u odŶosu Ŷa koje 
je lokalna ZScore vrednost manja od zadatog parametra (minimalni lokalni ZScore). 
Peti koƌak pƌoĐesa je eliŵiŶaĐija pƌaǀila koja su očekiǀaŶa u odŶosu Ŷa opštije pƌaǀilo 
iste dužiŶe. Pƌi toŵe je ƌelaĐija „opštije pƌaǀilo͞ definisana u odnosu na prethodno 
generisanu konceptnu hijerarhiju. EliŵiŶišu se oŶa pƌaǀila za koja u taďeli asoĐijatiǀŶih 
pƌaǀila postoji opštije pƌaǀilo jedŶake dužiŶe, u odŶosu na koje je lokalna ZScore 
vrednost manja od zadatog parametra (minimalni lokalni ZScore). 
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Slika 5.9. Proces eliminacije neinteresantnih asocijativnih pravila na osnovu zadatih 
parametara
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Dijagram klasa i Ŷjihoǀih ključŶih elemenata koji učestǀuju u pƌoĐesu eliŵiŶaĐije 
neinteresantnih asocijativnih pravila na osnovu zadatih parametara prikazan je na slici 
5.10.  
Klasa App sadƌži oďjekat klase RuleTaďle, koji sadƌži sǀa otkƌiǀeŶa asoĐijatiǀŶa pƌaǀila, 
kao što je opisaŶo u pƌethodŶoŵ poglaǀlju. Poƌed toga, klasa App sadƌži oďjekat klase 
KoŶĐeptTƌee, koji pƌedstaǀlja koŶĐeptŶo staďlo koƌišćeŶo u pƌoĐesu pƌečišćaǀaŶja 
skupa asocijativnih pravila. 
Konceptno stablo koje se koristi u okviru algoritma za eliminaciju neinteresantnih 
asoĐijatiǀŶih pƌaǀila foƌŵiƌa se Ŷa osŶoǀu kƌatkih asoĐijatiǀŶih pƌaǀila ;čija leǀa i desŶa 
stƌaŶe sadƌže saŵo po jedŶu ǁeď stƌaŶiĐuͿ, a čija ĐoŶfideŶĐe ǀƌedŶost pƌelazi zadati 
parametar ConfMax.  
Klasa App sadƌži oďjekat klase CoŶĐeptTƌee, koji pƌedstaǀlja generisano konceptno 
staďlo. Oďjekat klase CoŶĐeptTƌee sadƌži listu oďjekata klase CoŶĐeptEdge, koji 
predstavljaju grane konceptnog stabla.  
Svaki objekat klase ConceptEdge predstavlja po jednu granu konceptnog stabla. Svakoj 
grani konceptnog stabla odgoǀaƌa po jedŶo asoĐijatiǀŶo pƌaǀilo čija je ĐoŶfideŶĐe 
ǀƌedŶost ǀeća od zadatog paƌaŵetƌa ;CoŶfMaǆͿ. Oďjekat klase CoŶĐeptEdge sadƌži 
ƌefeƌeŶĐe Ŷa goƌŶji i doŶji čǀoƌ te gƌaŶe, koji su pƌedstaǀljeŶi kao objekti klase 
ConceptNode. GorŶji čǀoƌ gƌaŶe odŶosi se Ŷa leǀu stƌaŶu odgoǀaƌajućeg asoĐijatiǀŶog 
pƌaǀila, dok se doŶji čǀoƌ gƌaŶe odŶosi Ŷa desŶu stƌaŶu istog asoĐijatiǀŶog pƌaǀila. 
“ǀaki čǀoƌ koŶĐeptŶog staďla pƌedstaǀljeŶ je kao oďjekat klase CoŶĐeptNode. OŶ sadƌži 
referencu na objekat klase Item, koji predstaǀlja odgoǀaƌajuću ǁeď stƌaŶiĐu. “ǀaki čǀoƌ 
koŶĐeptŶog staďla ŵože pƌipadati jedŶoj ili ǀiše gƌaŶa, koje ŵogu sadƌžati ƌefeƌeŶĐu 
na njega.  
Klasa RulePƌuŶiŶg sadƌži iŵpleŵeŶtiƌaŶe algoƌitŵe za pƌečišćaǀaŶje skupa otkƌiǀeŶih 
asocijativnih pravila.  
Metodoŵ PƌuŶeClusteƌ eliŵiŶišu se klaster asocijativna pravila. U okviru ovog 
algoritma pronalaze se klasteri u konceptnom stablu, takvi da postoji grana u oba 
pƌaǀĐa izŵeđu sǀaka dǀa čǀoƌa klasteƌa.  
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Metodoŵ PƌuŶeGloďal eliŵiŶišu se asoĐijatiǀŶa pƌaǀila statistički očekivana u skupu 
svih web sesija. EliŵiŶišu se pƌaǀila iŵaju ǀƌedŶost ŵiŶiŵalŶe )“Đoƌe ŵeƌe ŵaŶju od 
zadatog parametra (ZScoreGlobalMin). 
Metodoŵ PƌuŶeLoŶgReduŶdaŶt eliŵiŶišu se asoĐijatiǀŶa pƌaǀila koja su očekiǀaŶa u 
odnosu na Ŷeko kƌaće i opštije pravilo. Pri tome se koristi tabela svih otkrivenih 
asoĐijatiǀŶih pƌaǀila ;RuleTaďleͿ kako ďi se za dato pƌaǀilo pƌoŶašla kƌaća i opštija 
pravila.  
Metodoŵ PƌuŶeCoŶĐeptReduŶdaŶt eliŵiŶišu se asoĐijatiǀŶa pƌaǀila koja su očekiǀaŶa 
u odnosu na neko opštije pƌaǀilo jedŶake dužiŶe. Pri tome se koristi generisano 
koŶĐeptŶo staďlo pƌilikoŵ odƌeđiǀaŶja poteŶĐijalŶih opštijih pƌaǀila.  
U okviru algoritama implementiranih u metodama PruneLongRedundant i 
PruneConceptRedundant vrednost lokalne ZScore mere u odnosu na kƌaće i opštije 
pravilo (poglavlje 4.2.2) se izƌačuŶaǀa Ŷa osŶoǀu suppoƌt ǀƌedŶosti odgoǀaƌajućih 
fƌekǀeŶtŶih skupoǀa. Pƌi toŵe se eliŵiŶišu pƌaǀila čija je ǀƌedŶost lokalŶe )“Đoƌe ŵeƌe 
u odŶosu Ŷa Ŷeko opštije pƌaǀilo ŵaŶja od zadatog paƌaŵetƌa ;)“ĐoƌeLocalMin).  
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Slika 5.10. Dijagƌaŵ klasa koje učestǀuju u pƌoĐesu eliŵiŶaĐije ŶeiŶteƌesaŶtŶih asoĐijatiǀŶih pƌaǀila  
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5.6 Implementacija i ugradnja novih mera interesantnosti 
Na slici 5.11 prikazan je proces implementacije novih mera interesantnosti ugƌađeŶih u 
sisteŵ. Taďela skupa pƌečišćeŶih asoĐijatiǀŶih pƌaǀila, iz koga su prethodno eliminisana 
ŶeiŶteƌesaŶtŶa, statistički očekiǀaŶa asoĐijatiǀŶa pƌaǀila koristi se u okviru ovog 
pƌoĐesa. Vƌši se izƌačuŶaǀaŶje ǀƌedŶosti standardnih i modifikovanih mera 
iŶteƌesaŶtŶosti, pƌi čeŵu se koƌisti pƌethodŶo geŶeƌisaŶa koŶĐeptŶa hijeƌaƌhija. Taďela 
asoĐijatiǀŶih pƌaǀila i Ŷjihoǀih izƌačuŶatih ǀƌedŶosti ŵeƌa iŶteƌesaŶtŶosti se upisuje Ŷa 
disk u Excel formatu, kako bi se mogla koristiti u ekspeƌiŵeŶtalŶoŵ istƌažiǀaŶju. 
Takođe se izƌačuŶaǀa sličŶost ƌaŶgiƌaŶja asoĐijatiǀŶih pƌaǀila kada se koƌiste ƌazličite 
implementirane mere interesantnosti. Kao rezultat, na disku se snima datoteka koja 
sadƌži ǀƌedŶosti “peaƌŵaŶ-ovog koeficijenta korelaĐije ƌaŶga za ƌazličite paƌoǀe ŵeƌa 
interesantnosti. Rezultati eksperimenata u kojima su prikazane vrednosti ovih 
koefiĐijeŶata za ƌazličite paƌoǀe ŵeƌa iŶteƌesaŶtŶosti pƌikazaŶi su u poglaǀlju ϲ.ϯ.  
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Slika 5.11. Proces implementacije novih mera interesantnosti  
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Na slici 5.12 pƌikazaŶ je dijagƌaŵ klasa i Ŷjihoǀih ključŶih eleŵeŶata koje učestǀuju u 
procesu implementacije i ugradnje novih mera interesantnosti.  
U okǀiƌu oďjekta klase Rule čuǀaju se ǀƌedŶosti ƌazŶih statističkih ŵeƌa iŶteƌesaŶtŶosti 
odgoǀaƌajućeg asoĐijatiǀŶog pƌaǀila. Foƌŵule za izƌačuŶaǀaŶje staŶdaƌdŶih statističkih 
mera interesantnosti koje se zasnivaju na tabelama kontigencije asocijativnog pravila 
(poglavlje 4.1.1) implementirane su u samoj klasi Rule. U okviru ovih formula koriste se 
Support vrednosti samog asocijativnog pravila, kao i frekventnih skupova leve i desne 
strane asocijativnog pravila.  
IzƌačuŶaǀaŶje ǀƌedŶosti ŵodifikoǀaŶih ŵeƌa iŶteƌesaŶtŶosti za dato asoĐijatiǀŶo 
pravilo oslanja se na prethodno generisanu konceptnu hijerarhiju (ConceptTree). U 
okǀiƌu klase RuleList iŵpleŵeŶtiƌaŶ je algoƌitaŵ za izƌačuŶaǀaŶje ǀƌedŶosti 
modifikovanih mera interesantnosti (ModifiedInteresingness). Pri tome se modifikuje 
iŶteƌesaŶtŶost oŶih asoĐijatiǀŶih pƌaǀila čija su leǀa i desŶa stƌaŶa potkoncepti 
zajedŶičkog ŶatkoŶĐepta.  
Tokom prethodno realizovanog procesa generisanja svih pravila, formirana je tabela 
sǀih pƌaǀila ;RuleTaďleͿ u okǀiƌu koje su pƌaǀila ƌaspoƌeđeŶa pƌeŵa Ŷiǀoiŵa dužiŶe 
(lista objekata klase RuleLevel). Sada se formira lista sǀih pƌaǀila sǀih dužiŶa ;RuleListͿ, 
koja sadƌži Ŷiz ƌefeƌeŶĐi Ŷa sǀe oďjekte klase Rule.  
Niz asoĐijatiǀŶih pƌaǀila u okǀiƌu oďjekta klase RuleList ŵože se soƌtiƌati pƌeŵa 
ƌazličitiŵ kƌiteƌijuŵiŵa, odŶosŶo pƌeŵa ƌazličitiŵ ŵeƌaŵa iŶteƌesaŶtŶosti. Pƌilikom 
soƌtiƌaŶja koƌiste se iŵpleŵeŶtiƌaŶe klase za poƌeđeŶje asoĐijatiǀŶih pƌaǀila pƌeŵa 
ƌazličitiŵ kƌiteƌijuŵiŵa ;CoŶfideŶĐeCoŵpaƌeƌ, AVCoŵpaƌeƌ, LoĐalAVCoŵpaƌeƌ, 
ZScoreComparer, LocalZScoreComparer, LiftComparer, LocalLiftComparer). Tako se 
metodom RankRules klase RuleList ǀƌši ƌaŶgiƌaŶje asoĐijatiǀŶih pƌaǀila pƌeŵa ƌazŶiŵ 
merama interesantnosti i potoŵ poƌedi koƌisteći “peaƌŵanov koeficijent korelacije 
ƌaŶga. Rezultujuće taďela koeficijenta korelacije ranga se upisuju na disk i koriste u 
eksperimentalnoŵ istƌažiǀaŶju. 
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Slika 5.12. Dijagram klasa koje učestǀuju u pƌoĐesu iŵpleŵeŶtaĐije i ugƌadŶje Ŷoǀih mera interesantnosti
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5.7 Prikaz korisničkog interfejsa 
KoƌisŶički iŶteƌfejs sisteŵa za otkƌiǀaŶje asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa 
ƌazǀijeŶ je za potƌeďe oǀog ekspeƌiŵeŶtalŶog istƌažiǀaŶja. Njiŵe je iŵpleŵeŶtiƌaŶa 
osnovna interakcija sa korisnikom vezana za pretprocesiranje web log podataka, 
generisanje asocijativnih pravila, eliminisanje neinteresantnih pravila i rangiranje 
pƌaǀila pƌeŵa ƌazličitiŵ ŵeƌaŵa iŶteƌesaŶtŶosti. 
5.7.1 Korisnička forma za pretprocesiranje web log podataka 
Na slici 5.13 pƌikazaŶa je foƌŵa za pƌetpƌoĐesiƌaŶje ǁeď log podataka. Moguće je 
odaďƌati jedaŶ od dǀa poŶuđeŶa foƌŵata ǁeď log podataka ;opcija 
„Standard/Extended͞) i otvoriti web log datoteku sa diska („Open log file͞). Pri tome se 
ǀƌši paƌsiƌaŶje ǁeď zahteǀa i pƌikazuje Ŷjihoǀ ukupaŶ ďƌoj ;„Total requests͞).  
Eliminacija irelevaŶtŶih ǁeď zahteǀa ǀƌši se akĐijoŵ „Remove irrelevant͞, posle čega se 
prikazuje broj eliminisanih irelevantnih web zahteva.  
Akcijom „Remove robots͞ eliŵiŶišu se ƌoďotski zahteǀi i pƌikazuje Ŷjihoǀ ďƌoj.  
Akcijom „Assign sessions͞ ǀƌši se ƌaspodela ǁeď zahteǀa u ǁeď sesije, pƌikazuje 
ukupan broj web sesija i kreira datoteka Ŷa disku, koja sadƌži ƌeleǀaŶtŶe ǁeď zahteǀe 
ƌaspoƌeđeŶe u ǁeď sesije. Oǀako pƌipƌeŵljeŶa datoteka ŵože se koƌistiti za 
pƌoŶalažeŶje asoĐijatiǀŶih pƌaǀila.  
Akcijom „Write session statistics͞ foƌŵiƌa se koŶtƌolŶa datoteka Ŷa disku koja sadƌži 
statističke podatke o foƌŵiƌaŶiŵ ǁeď sesijaŵa, kao što je ukupaŶ ďƌoj ǁeď zahteǀa u 
svakoj web sesiji. 
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Slika 5.13. KoƌisŶička foƌŵa za pƌetpƌoĐesiƌaŶje ǁeď log datoteteka 
 
5.7.2 Korisnička forma za generisanje asocijativnih pravila  
KoƌisŶička foƌŵa za geŶeƌisaŶje asocijativnih pravila (slika 5.14Ϳ oŵogućuje odaďiƌ 
parametara potrebnih za generisanje frekventnih skupova i asocijativnih pravila o 
koƌišćeŶju ǁeď sajtoǀa.  
Akcija „Open͞ oŵogućuje odaďiƌ datoteke koja sadƌži skup ǁeď zahteǀa ƌaspoƌeđeŶih 
u web sesije, prethodno kreirane kao rezultat pretprocesiranja web log podataka. 
Nakon parsiranja datoteke u odeljku „Sessions͞ prikazuje se ukupan broj web sesija i 
ukupan broj web zahteva u datoteci. Istovremeno, popunjava se lista „Web objects͞ 
koja prikazuje sve web objekte koji se pojavljuju u bar jednoj web sesiji. Pri tome se 
prikazuje Url svakog web objetka i ukupan broj njegovog pojavljivanja u web sesijama.  
Za generisanje frekventnih skupova koristi se parametar „Supp͞, koji predstavlja 
minimalni support prag frekventnih skupova u web sesijama odabrane datoteke. 
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Parametar „Levels͞ pƌedstaǀlja ŵaksiŵalŶi ďƌoj Ŷiǀoa ;ŵaksiŵalŶu dužiŶuͿ geŶeƌisaŶih 
frekventnih skupova.  
Akcija „Generate͞ ispod odeljka „Frequents sets͞ inicira proces generisanja frekventnih 
skupova. KoŶtƌolŶi log pƌikazuje ďƌoj fƌekǀeŶtŶih skupoǀa ;ĐaŶdidatesͿ pƌoŶađeŶih Ŷa 
sǀakoŵ Ŷiǀou dužiŶe. Na kƌaju se pƌikazuje ukupŶo ǀƌeŵe potƌeďŶo za geŶeƌisaŶje 
svih frekventnih skupova. 
Akcija „Generate͞ ispod odeljka „Generating rules͞ inicira generisanje asocijativnih 
pravila na osnovu otkrivenih frekventnih skupova. Pri tome se koristi parametar 
„Conf͞, koji predstavlja minimalni confidence prag koji svako otkriveno asocijativno 
pƌaǀilo ŵoƌa pƌeći. KoŶtƌolŶi log pƌikazuje ďƌoj asoĐijatiǀŶih pƌaǀila ƌazŶih dužiŶa. Na 
kraju se prikazuje ukupno vreme potrebno za generisanje svih asocijativnih pravila. 
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Slika 5.14. KoƌisŶička foƌŵa za geŶeƌisaŶje asoĐijatiǀŶih pƌaǀila 
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5.7.3 Korisnička forma za prečišćavanje i rangiranje asocijativnih 
pravila 
Proces pƌečišćaǀaŶja i ƌaŶgiƌaŶja asoĐijatiǀŶih pƌaǀila podƌžaŶ je opĐijaŵa 
iŵpleŵeŶtiƌaŶiŵ Ŷa koƌisŶičkoj foƌŵi pƌikazaŶoj Ŷa sliĐi ϱ.15.  
Akcijom „Create͞ u odeljku „Hierarchy͞ inicira se kreiranje konceptne hijerarhije, na 
osnovu otkrivenih asocijativnih pravila. Pri tome se odabira vrednost parametra 
„Conf͞, koji pƌedstaǀlja ŵiŶiŵalŶi ĐoŶfideŶĐe asoĐijatiǀŶih pƌaǀila koja učestǀuju u 
kreiranju konceptne hijerarhije.  
Odeljak „Limit͞ služi za ogƌaŶičaǀaŶje ekspeƌiŵeŶata Ŷa kƌatka i/ili pozitiǀŶa 
asocijativna pravila. Akcija „Target͞ ďƌiše sǀa ŶoŶ-target pravila, odnosno pravila koja 
iŵaju ǀiše od jedŶe ǁeď stƌaŶiĐe sa desŶe stƌaŶe pƌaǀila. Akcija „Positive͞ ďƌiše sǀa 
negativna pravila. Pri tome se u odeljku „Pruning log͞ prikazuje broj target/non-target, 
pozitivnih/negativnih i kratkih/dugih pravila.  
Odeljak „Pruning parameters͞ služi za eliŵiŶaĐiju ŶeiŶteƌesaŶtŶih asoĐijatiǀŶih pƌaǀila.  
Akcija „Cluster͞ eliŵiŶiše sǀa „klaster͞ asocijativna pravila.  
Akcija „GlobalZ͞ eliŵiŶiše sǀa asoĐijatiǀŶa pƌaǀila statistički očekiǀaŶa u skupu sǀih 
ǁeď sesija. Pƌi toŵe se eliŵiŶišu sǀa pƌaǀila čiji je )-score manji od zadatog parametra 
„Z-global͞.  
Akcija „Long͞ eliŵiŶiše sǀa duga asoĐijatiǀŶa pƌaǀila koja su očekiǀaŶa u odŶosu Ŷa 
kƌaća i opštija pƌaǀila. Pƌi toŵe se eliŵiŶišu sǀa pƌaǀila čiji je lokalŶi )-score manji od 
zadatog parametra „Z-loc͞.  
Akcija „Concept͞ eliŵiŶiše sǀa asoĐijatiǀŶa pƌaǀila koja su očekiǀaŶa u odŶosu Ŷa 
opštija pƌaǀila u pƌisustǀu koŶĐeptŶe hijeƌaƌhije. Pƌi toŵe se eliŵiŶišu sǀa pƌaǀila čiji je 
lokalni Z-score manji od zadatog parametra „Z-loc͞.  
Posle svake akcije eliminacije asocijativnih pravila u odeljku „Log͞ se ispisuje broj 
eliminisanih kratkih i dugih pravila.   
Odeljak „Modified interestingness͞ odŶosi se Ŷa izƌačuŶaǀaŶje ŵodifikoǀaŶih ŵeƌa 
interesantnosti za asocijativna pravila koja nisu prethodno eliminisana kao 
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neinteresantna. Akcija „Calculate͞ iŶiĐiƌa izƌačuŶaǀaŶje ǀrednosti modifikovanih mera 
iŶteƌesaŶtŶosti za sǀa pƌaǀila čija su leǀa i desŶa stƌaŶa potkoŶĐept zajedŶičkog 
natkoncepta. Akcija „Rank͞ inicira rangiranje asocijativnih pravila prema raznim 
izƌačuŶatiŵ ŵeƌaŵa iŶteƌesaŶtŶosti. Pƌi toŵe se taďele “peaƌŵaŶ-ovog koeficijenta 
korelacije ranga upisuju u datoteku na disku. Eksperimenti u kojima su ove tabele 
pƌikazaŶe za stǀaƌŶe podatke o koƌišćeŶju ǁeď sajtoǀa dati su u poglaǀlju 6.3.  
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Slika 5.15. KoƌisŶička foƌŵa za pƌečišćaǀaŶje i ƌaŶgiƌaŶje asocijativnih pravila 
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5.8 Testiranje sistema na eksperimentalnim podacima 
Eksperimenti u kojima se ispituje efikasnost implementiranog softverskog sistema 
sprovedeni su na dva skupa realnih podataka o posetama web sajtovima dve 
ǀisokoškolske ustanove – Visoke tehŶičke škole stƌukoǀŶih studija u Noǀoŵ “adu ;u 
daljem tekstu „VTŠ͞) i Fakulteta organizacionih nauka u Beogradu (u daljem tekstu 
„FON͞Ϳ. EkspeƌiŵeŶti su izǀƌšeŶi Ŷa laptop ƌačuŶaƌu sledeće koŶfiguƌaĐije: IŶtel 
Core(TM) i7-4500U CPU 1.8GHz, 8GB osnovne memorije, operativni sistem Windows 7, 
64-bit, SP1.  
5.8.1 Osnovne karakteristike eksperimentalnih skupova podataka 
EkspeƌiŵeŶtalŶi skupoǀi podataka pƌeuzeti su sa ǁeď seƌǀeƌa Visoke tehŶičke škole 
strukovnih studija u Novom Sadu i Fakulteta organizacionih nauka u Beogradu u obliku 
tekstualnih web log datoteka u standardnom „W3C extended log file͞ formatu.  
U tabeli 5.1 pƌikazaŶe su osŶoǀŶe kaƌakteƌistike skupoǀa podataka, uključujući peƌiod 
u koŵe su ǁeď zahteǀi ŶačiŶjeŶi, ǀeličiŶu ǁeď log fajloǀa, kao i ukupŶi ďƌoj ǁeď 
zahteǀa pƌe Ŷjihoǀog pƌečišćaǀaŶja i oďƌade.  
Oznaka Web adresa Period Veličina Web zahteva 
FON www.fon.bg.ac.rs 15.06.2013 – 15.07.2013 712,400 kB 2,867,700 
VTŠ www.vtsns.edu.rs 01.02.2013 – 31.04.2013 404,976 kB 1,871,267 
Tabela 5.1. Karakteristike eksperimentalnih skupova podataka 
U tƌeŶutku pƌeuziŵaŶja ǁeď log podataka, oďa ǁeď sajta sadƌže hijeƌaƌhijsku ŵeŶi 
strukturu.  
VTŠ ǁeď sajt sadƌži jedaŶ padajući hijeƌaƌhijski ŵeŶi. KaƌakteƌističŶo je postojaŶje 
ǀećeg ďƌoja poŵoćŶih ǁeď stƌaŶiĐa koje služe saŵo da ďi se sa Ŷjih pƌistupilo 
dokuŵeŶtiŵa kao što su podaĐi o polagaŶju ispita, ƌaspoƌedu pƌedaǀaŶja i ispita, kao i 
pojedinim vestima.  
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FON ǁeď sajt sadƌži dǀa ŵeŶija koja se Ŷe ŵeŶjaju tokoŵ pƌetƌažiǀaŶja sajta – osnovni 
ŵeŶi i ŵeŶi u zaglaǀlju. Poƌed toga sajt sadƌži leǀi i desŶi podmeni koji se menjaju u 
zaǀisŶosti od ǁeď stƌaŶiĐe koja je tƌeŶutŶo učitaŶa. 
VTŠ skup podataka oďuhǀata sǀe ǁeď zahteǀe upućeŶe ǁeď seƌǀeƌu za VTŠ ǁeď sajt u 
peƌiodu od tƌi ŵeseĐa. U toŵ peƌiodu u Visokoj tehŶičkoj školi stƌukoǀŶih studija u 
Novom Sadu je ďio odƌžaǀaŶ ispitŶi ƌok.  
FON skup podataka oďuhǀata sǀe ǁeď zahteǀe upućeŶe ǁeď seƌǀeƌu za FON ǁeď sajt 
u periodu od jednog meseca. U tom periodu na Fakultetu organizacionih nauka u 
Beogƌadu je ďio odƌžaǀaŶ ispitŶi ƌok, kao i upis studeŶata u pƌǀu godiŶu studija.  
5.8.2 Priprema i prečišćavanje web log podataka 
Tabela 5.2 sadƌži ƌezultate pƌipƌeŵe i pƌečišćaǀaŶja FON i VTŠ skupoǀa podataka. U 
tabeli je prikazan ukupan broj web zahteva („Web zahtevi ukupno͞), broj web zahteva 
za irelevaŶtŶiŵ ǁeď oďjektiŵa kao što su slike („Irelevantni zahtevi͞), broj web 
zahteǀa postaǀljaŶih od stƌaŶe ŵašiŶa za iŶdeksiƌaŶje ;„Automatski zahtevi͞), kao i 
broj relevantnih web zahteva koji preostaju posle eliminacije automatskih i 
irelevantnih web zahteva („Relevantni zahtevi͞). Takođe je pƌikazaŶ ďƌoj ǁeď sesija 
dobijenih spajanjem web zahteva u sesije („Ukupno sesija͞), kao i broj relevantnih 
sesija („Relevantne sesije͞) koje preostaju u skupu svih sesija posle eliminacije 
irelevantnih sesija (kratkih sesija, dugih sesija i sesija koje Ŷe sadƌže osŶoǀŶu stƌaŶiĐu 
web sajta. 
 
Skup 
Web zahtevi 
ukupno 
Irelevantni 
zahtevi 
Automatski 
zahtevi 
Relevantni 
zahtevi 
Ukupno     
sesija 
Relevantne 
sesije 
FON 2,867,700 2,314,876 67,681 485,143 203,380 74,841 
VTŠ 1,871,267 1,331,476 135,876 403,915 66,746 32,091 
Tabela 5.2. Rezultati pƌečišćaǀaŶja skupoǀa podataka 
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Iako VTŠ skup podataka oďuhǀata peƌiod od tƌi ŵeseĐa, dok FON skup podataka 
obuhvata period od samo jednog meseca, ukupan broj web sesija za FON skup 
podataka je zŶatŶo ǀeći u odŶosu Ŷa VTŠ skup podataka, jeƌ je FON ǁeď sajt ďio češće 
posećiǀaŶ u odŶosu Ŷa VTŠ ǁeď sajt u datoŵ ǀƌeŵeŶskoŵ peƌiodu.  
Udeo irelevaŶtŶih ǁeď zahteǀa u ukupŶoŵ ďƌoju ǁeď zahteǀa je Ŷešto ǀeći za FON 
ǁeď sajt u odŶosu Ŷa VTŠ ǁeď sajt. Taj odŶos zaǀisi od broja slika i drugih irelevantnih 
web objekata, kojih je Ŷešto ǀiše Ŷa FON ǁeď sajtu u odŶosu Ŷa VTŠ ǁeď sajt. 
UkupaŶ ďƌoj autoŵatskih ǁeď zahteǀa ;geŶeƌisaŶih od stƌaŶe ŵašiŶa za iŶdeksiƌaŶjeͿ 
je gotoǀo tƌostƌuko ǀeći za VTŠ ǁeď sajt, upƌaǀo iz ƌazloga što VTŠ skup podataka 
oďuhǀata tƌostƌuko duži ǀƌeŵeŶski peƌiod u odŶosu Ŷa FON skup podataka, u toku 
koga su relativno ravnomerno pristizali automatski web zahtevi.  
Udeo relevantnih sesija u odnosu na irelevantne je Ŷešto ǀeći za VTŠ ǁeď sajt u odnosu 
na FON ǁeď sajt. Na oǀu ƌazliku Ŷajǀiše utiče čiŶjeŶiĐa da je Ŷa VTŠ ǁeď sajtu ǀeći ďƌoj 
sesija koje sadƌže saŵo jedŶu ǁeď stƌaŶiĐu. Razlog za to je poŶašaŶje koƌisŶika ǁeď 
sajta, koji su u datom vremenskom periodu preko bookmark-a tƌažili saŵo odƌeđeŶi 
podatak Ŷa ǁeď sajtu ;Ŷajčešće ƌezultate polagaŶja ispitaͿ. Takǀe ǁeď sesije Ŷe utiču 
na formiranje asocijativnih pravila, te su eliminisane iz skupova podataka kao 
irelevantne.  
Na oǀako pƌipƌeŵljeŶe podatke o posetaŵa ǁeď sajtoǀiŵa dǀe ǀisokoškolske ustaŶoǀe 
priŵeŶjeŶi su algoƌitŵi za geŶeƌisaŶje, pƌečišćaǀaŶje i ƌaŶgiƌaŶje asoĐijatiǀŶih pƌaǀila i 
aŶaliziƌaŶ je kǀalitet zŶaŶja doďijeŶog pƌošiƌeŶiŵ softǀeƌskiŵ sisteŵoŵ, što je 
prikazano u poglavlju 6.  
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6 Rezultati istraživanja 
U ovom poglavlju analizira se efikasŶost iŵpleŵeŶtiƌaŶih ŵetoda za poǀećaŶje 
kǀaliteta otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa. 
6.1 Uticaj mera interesantnosti AP pri analizi web log podataka 
Na pƌethodŶo pƌipƌeŵljeŶiŵ i pƌečišćeŶiŵ ǁeď log podaĐiŵa izǀƌšeŶo je geŶeƌisaŶje 
asocijativnih pravila primenom Apriori algoritma implementiranog u okviru sistema za 
otkrivanje asocijativnih pravila i analiziran uticaj mera interesantnosti na kvalitet 
rezultata. 
6.1.1 Uticaj support mere pri generisanju frekventnih skupova web 
stranica  
U tabelama 6.1 i 6.2 dati su rezultati generisanja frekventnih skupova web stranica za 
ƌazličite ǀƌedŶosti ŵiŶiŵalŶog suppoƌt pƌaga za skupoǀe podataka VTŠ, odŶosŶo FON. 
U koloni „Web stranice“ dat je broj frekventnih skupova web stranica, u koloni 
„Frekventni skupovi͞ dat je ukupan broj svih frekventnih skupova za dati minimalni 
support prag, a vreme potrebno za njihovo generisanje dato je u koloni „Vreme͞ 
izƌažeŶo u sekuŶdaŵa. 
Support 
Web 
stranice 
Frekventni 
skupovi 
Vreme (s) 
0.0001 816 19805 8764.3 
0.0005 476 3313 2323.8 
0.001 330 1615 1095.7 
0.002 183 720 405.1 
0.005 75 217 157.5 
0.01 43 95 121.6 
0.1 10 13 102.4 
Tabela 6.1. FƌekǀeŶtŶi skupoǀi ǁeď stƌaŶiĐa: VTŠ 
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Support 
Web 
stranice 
Frekventni 
skupovi 
Vreme (s) 
0.0001 281 7776 3447.1 
0.0005 111 1498 558.5 
0.001 80 769 284.7 
0.002 56 360 148.5 
0.005 38 153 89.8 
0.01 28 70 69.0 
0.1 5 0 52.9 
Tabela 6.2. Frekventni skupovi web stranica: FON 
 
Prema podacima datim u tabelama 6.1 i 6.2, za VTŠ ǁeď sajt postoji ǀeći ďƌoj 
frekventnih web stranica, kao i frekventnih skupova web stranica nego za FON web 
sajt, za sve vrednosti minimalnog support praga.  
Grafikoni na slikama 6.1 i 6.2 generisani na osnovu podataka datih u tabelama 6.1 i 6.2, 
prikazuju trend rasta broja frekventnih skupova web stranica, kao i vremena 
potrebnog za njihovo generisanje, u odnosu na broj frekventnih web stranica, 
generisanih za vrednosti minimalnog support praga, koje su date u tabelama 6.3 i 6.4.  
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Slika 6.1. Broj frekventnih skupova web stranica i vreme njihovog generisanja u 
zavisnosti od broja fƌekǀeŶtŶih ǁeď stƌaŶiĐa: VTŠ 
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Slika 6.2. Broj frekventnih skupova web stranica i vreme njihovog generisanja u 
zavisnosti od broja frekventnih web stranica: FON 
 
Kao što je očekiǀaŶo, za oďa skupa podataka ukupaŶ ďƌoj fƌekǀeŶtŶih skupoǀa, kao i 
vreme potrebno za njihovo generisanje raste eksponencijalno sa brojem frekventnih 
web stranica, s tiŵ što ƌaste ďƌže za FON skup podataka Ŷego za VTŠ skup podataka.  
U narednom poglavlju opisujemo rezultate generisanja svih asocijativnih pravila o 
koƌišćeŶju VTŠ i FON ǁeď sajtoǀa, na osnovu frekventnih skupova web stranica za 
zadate vrednosti minimalnog support i confidence praga.  
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6.1.2 Uticaj confidence mere na generisanje asocijativnih pravila  
GeŶeƌisaŶje asoĐijatiǀŶih pƌaǀila Ŷa osŶoǀu fƌekǀeŶtŶih skupoǀa ǁeď stƌaŶiĐa izǀƌšeŶo 
je primenom algoritma implementiranog u okviru sistema za otkrivanje asocijativnih 
pravila. Minimalni confidence prag u svim eksperimentima je konstantan i iznosi 0.1, 
dok su odabrane tri vrednosti minimalnog support praga: 0.005, 0.01 i 0.02.  
Pƌaǀila čija je ĐoŶfideŶĐe ǀƌedŶost ŵaŶja od Ϭ.ϭ Ŷajčešće Ŷisu iŶteƌesaŶtŶa 
aŶalitičaƌiŵa podataka, te su postavljanjem ovakvog minimalnog confidence praga 
eliminisana iz daljeg razmatranja. “ŵatƌaŵo da pƌaǀila čija je ĐoŶfideŶĐe ǀƌedŶost ǀeća 
od Ϭ.ϭ ŵogu poteŶĐijalŶo ďiti iŶteƌesaŶtŶa aŶalitičaƌiŵa podataka, te ostaju u skupu 
sǀih pƌaǀila, a Ŷa Ŷjiŵa se dalje pƌiŵeŶjuju pƌedložeŶe ŵetode pƌečišćaǀaŶja i 
rangiranja asocijativnih pravila.  
)a tƌi odaďƌaŶe ǀƌedŶosti ŵiŶiŵalŶog suppoƌt pƌaga ǀeličiŶe skupoǀa geŶeƌisaŶih 
pƌaǀila, kao i ǀeličiŶe skupoǀa sesija koje sadƌže odgoǀaƌajuće frekventne skupove web 
stranica su dovoljno visoki, tako da su dalji eksperimenti statistički ǀalidŶi. 
Iako su ŵetode pƌedložeŶe u okǀiƌu oǀog istƌažiǀaŶja teoƌetski pƌiŵeŶljiǀe Ŷa opšti 
oblik asocijativnih pravila, proveru njihovih efikasnosti u Đilju uŶapƌeđeŶja kǀaliteta 
otkrivenih pravila ǀƌšiŵo Ŷa podskupu skupa sǀih pƌaǀila – skupu pozitivnih target 
pravila.  
Pozitivna asocijativna pravila definisana su koƌisteći )-sĐoƌe ŵeƌu izŵeđu leǀe i desŶe 
strane asocijativnog pravila. Pozitivna asocijativna pravila su oŶa pƌaǀila čija je 
vrednost Z-sĐoƌe ŵeƌe ǀeća ili jedŶaka sa -2. U protivnom smatramo da se leva i desna 
strana asocijativnog pravila „odbijaju͞, odŶosŶo da postoji ŶegatiǀŶa statistička 
koƌelaĐija ŵeđu Ŷjiŵa, te je takǀo pƌaǀilo defiŶisaŶo kao „negativno͞. Otkrivanje 
negativnih asocijativnih pravila je posebna oblast istƌažiǀaŶja, koja izlazi van okvira ove 
disertacije. 
Target asocijativna pravila, koja sadƌže saŵo jedŶu ǁeď stƌaŶiĐu sa desŶe stƌaŶe, su 
jedŶostaǀŶija za ƌazuŵeǀaŶje i Ŷajčešće koƌišćeŶa od stƌaŶe aŶalitičaƌa podataka. 
Obzirom da je cilj ovog eksperiŵeŶtalŶog istƌažiǀaŶja poǀećaŶje upotƌeďljiǀosti skupa 
otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila od stƌaŶe aŶalitičaƌa podataka, efikasŶost pƌedložeŶih 
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metoda za otkƌiǀaŶje i eliŵiŶaĐiju asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa 
merimo upravo na skupu pozitivnih target asocijativnih pravila.  
U tabelama 6.3 i 6.4 dati su ukupŶi ďƌojeǀi otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila za ƌazličite 
ǀƌedŶosti ŵiŶiŵalŶog suppoƌt pƌaga za skupoǀe podataka VTŠ, odŶosŶo FON. U koloŶi 
„Ukupno pravila͞ dat je ukupan broj generisanih asocijativnih pravila za datu vrednost 
minimalnog support praga. Zatim je dat broj target pravila („Target pravila͞), broj 
pozitivnih target pravila („Target pozitivna͞Ϳ, kao i ďƌoj pozitiǀŶih taƌget pƌaǀila čija je 
ĐoŶfideŶĐe ǀƌedŶost ǀeća od Ϭ.ϭ. Vƌeŵe potrebno za generisanje skupova asocijativnih 
pravila za dati minimalni support prag dato je u koloni „Vreme͞, izƌažeŶo u 
milisekundama.  
Support 
Ukupno 
pravila 
Target 
pravila 
Target 
pozitivna 
Conf        
> 0.1 
Vreme (ms) 
0.0005 15658 7586 6834 5267 889.0 
0.001 6078 3270 2897 2317 271.0 
0.002 2254 1316 1121 915 93.6 
Tabela 6.3. GeŶeƌisaŶje skupoǀa asoĐijatiǀŶih pƌaǀila: VTŠ 
Support 
Ukupno 
pravila 
Target 
pravila 
Target 
pozitivna 
Conf        
> 0.1 
Vreme (ms) 
0.0005 10278 4113 3507 2764 309.0 
0.001 4130 1909 1573 1276 224.0 
0.002 1404 777 612 505 110.0 
Tabela 6.4. Generisanje skupova asocijativnih pravila: FON 
Kao što je pozŶato, ďƌoj otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila za ƌazličite ǀƌedŶosti 
minimalnog support praga (tabele 6.3 i 6.4Ϳ poŶaša se kao ďƌoj frekventnih skupova za 
date vrednosti minimalnog support praga (tabele 6.1 i 6.2). Dakle, broj otkrivenih 
asocijativnih pravila raste eksponencijalno sa brojem frekventnih web stranica, 
odnosno sa smanjenjem minimalnog support praga.  
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6.2 Implementacija i proširenje funkcionalnosti softverskog 
sistema za pronalaženje asocijativnih pravila dodavanjem 
novih mera interesantnosti 
U oǀoŵ poglaǀlju dajeŵo ƌezultate eliŵiŶaĐije statistički očekiǀaŶih asoĐijatiǀŶih 
pravila primenoŵ ŵetoda pƌedložeŶih u poglaǀljiŵa 4.2 i 4.3, i to sledećiŵ 
redosledom: 
1. Eliminacija klaster-asocijativnih pravila  
2. EliŵiŶaĐija statistički očekiǀaŶih pƌaǀila u skupu svih sesija  
3. EliŵiŶaĐija statistički očekiǀaŶih pƌaǀila u pƌisustǀu opštijih pƌaǀila ŵaŶje 
dužiŶe  
4. EliŵiŶaĐija statistički očekiǀaŶih pƌaǀila u pƌisustǀu opštijih pƌaǀila jednake 
dužiŶe, i u pƌisustǀu koŶĐeptŶe hijeƌaƌhije ǁeď stƌaŶiĐa  
Metode eliminacije primenjene u koracima 1. i 2. su algoritamski manje zahtevne u 
odnosu na metode primenjene u koracima 3. i 4., a njihovom pƌiŵeŶoŵ se eliŵiŶišu 
očigledŶo tƌiǀijalŶa asoĐijatiǀŶa pƌaǀila. Metode pƌiŵeŶjeŶe u koƌaĐiŵa ϯ. i ϰ. se u 
ekspeƌiŵeŶtiŵa pƌiŵeŶjuju Ŷa skupu asoĐijatiǀŶih pƌaǀila pƌethodŶo pƌečišćeŶiŵ 
eliŵiŶaĐijoŵ očigledŶo tƌiǀijalŶih asoĐijatiǀŶih pƌaǀila u koƌaĐiŵa ϭ. i Ϯ. Na oǀaj ŶačiŶ 
ŵeƌi se efikasŶost ŵetoda ϯ. i ϰ. u Đilju dodatŶog sŵaŶjeŶja ǀeličiŶe skupa 
asocijativnih pravila kada se na njega prethodno primene elementarnije metode 
eliminacije u koracima 1. i 2.  
Rezultati primene svih metoda eliminacije dati su u tabelama 6.5 i 6.6 za VTŠ skup 
podataka, i u tabelama 6.7 i 6.8 za FON skup podataka. U ekspeƌiŵeŶtiŵa čiji su 
rezultati dati u tabelama 6.5 i 6.7, vrednost minimalnog Z-score praga postavljena je na 
2.0, dok je u ekspeƌiŵeŶtiŵa čiji su ƌezultati dati u tabelama 6.6 i 6.8, ova vrednost 
postavljena na 4.0.  
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Conf Kr Dug 
Kr  
% 
Kla-
ster 
kr 
Kla-
ster 
dug 
Kla-
ster 
uk % 
SO 
kr 
SO 
dug 
SO 
uk % 
Opšt 
dug 
Opšt 
dug % 
Opšt 
konc 
kr 
Opšt 
konc 
kr % 
Opšt 
konc 
dug 
Opšt 
konc 
dug % 
Elim   
dug 
uk 
Elim   
dug 
uk % 
Elim 
kr 
uk 
Elim 
kr 
uk % 
Elim  
uk % 
Support threshold = 0.0005 
0.1-0.2 220 399 35.5 38 90 20.7 3 8 2.2 274 91.0 59 33.0 6 22.2 378 94.7 100 45.5 77.2 
0.2-0.3 158 402 28.2 41 129 30.4 21 49 17.9 199 88.8 28 29.2 3 12.0 380 94.5 90 57.0 83.9 
0.3-0.4 98 300 24.6 13 67 20.1 30 50 25.2 164 89.6 14 25.5 0 0.0 281 93.7 57 58.2 84.9 
0.4-0.5 70 248 22.0 18 56 23.3 8 29 15.2 139 85.3 7 15.9 0 0.0 224 90.3 33 47.1 80.8 
0.5-0.6 34 138 19.8 4 33 21.5 3 7 7.4 86 87.8 6 22.2 0 0.0 126 91.3 13 38.2 80.8 
0.6-0.7 35 143 19.7 3 22 14.0 1 4 3.3 102 87.2 3 9.7 0 0.0 128 89.5 7 20.0 75.8 
0.7-0.8 38 160 19.2 27 71 49.5 0 0 0.0 84 94.4 1 9.1 0 0.0 155 96.9 28 73.7 92.4 
0.8-0.9 53 181 22.6 25 111 58.1 0 0 0.0 67 95.7 3 10.7 0 0.0 178 98.3 28 52.8 88.0 
0.9-1.0 598 1992 23.1 265 1084 52.1 0 0 0.0 898 98.9 76 22.8 0 0.0 1982 99.5 341 57.0 89.7 
Ukupno 1304 3963 24.8 434 1663 39.8 66 147 6.7 2013 93.5 197 24.5 9 6.4 3832 96.7 697 53.5 86.0 
Support threshold = 0.001 
0.1-0.2 112 127 46.9 14 20 14.2 1 2 1.5 92 87.6 23 23.7 3 23.1 117 92.1 38 33.9 64.9 
0.2-0.3 67 120 35.8 10 29 20.9 4 14 12.2 65 84.4 13 24.5 2 16.7 110 91.7 27 40.3 73.3 
0.3-0.4 56 134 29.5 3 17 10.5 17 26 25.3 79 86.8 8 22.2 0 0.0 122 91.0 28 50.0 78.9 
0.4-0.5 31 89 25.8 5 14 15.8 3 5 7.9 55 78.6 5 21.7 0 0.0 74 83.1 13 41.9 72.5 
0.5-0.6 25 70 26.3 3 15 18.9 1 4 6.5 44 86.3 4 19.0 0 0.0 63 90.0 8 32.0 74.7 
0.6-0.7 24 78 23.5 2 13 14.7 0 0 0.0 53 81.5 2 9.1 0 0.0 66 84.6 4 16.7 68.6 
0.7-0.8 25 59 29.8 20 28 57.1 0 0 0.0 28 90.3 0 0.0 0 0.0 56 94.9 20 80.0 90.5 
0.8-0.9 27 48 36.0 13 29 56.0 0 0 0.0 17 89.5 3 21.4 0 0.0 46 95.8 16 59.3 82.7 
0.9-1.0 409 816 33.4 194 384 47.2 0 0 0.0 428 99.1 46 21.4 0 0.0 812 99.5 240 58.7 85.9 
Ukupno 776 1541 33.5 264 549 35.1 26 51 5.1 861 91.5 104 21.4 5 6.3 1466 95.1 394 50.8 80.3 
Support threshold = 0.002 
0.1-0.2 65 39 62.5 6 7 12.5 1 1 2.2 26 83.9 9 15.5 1 20.0 35 89.7 16 24.6 49.0 
0.2-0.3 41 32 56.2 6 10 21.9 1 2 5.3 15 75.0 3 8.8 2 40.0 29 90.6 10 24.4 53.4 
0.3-0.4 27 40 40.3 2 5 10.4 8 4 20.0 25 80.6 1 5.9 0 0.0 34 85.0 11 40.7 67.2 
0.4-0.5 15 36 29.4 2 8 19.6 1 3 9.8 20 80.0 1 8.3 0 0.0 31 86.1 4 26.7 68.6 
0.5-0.6 12 20 37.5 0 2 6.3 0 1 3.3 16 94.1 4 33.3 0 0.0 19 95.0 4 33.3 71.9 
0.6-0.7 16 38 29.6 0 7 13.0 0 0 0.0 28 90.3 2 12.5 0 0.0 35 92.1 2 12.5 68.5 
0.7-0.8 5 17 22.7 4 5 40.9 0 0 0.0 10 83.3 0 0.0 0 0.0 15 88.2 4 80.0 86.4 
0.8-0.9 10 17 37.0 6 12 66.7 0 0 0.0 3 60.0 0 0.0 0 0.0 15 88.2 6 60.0 77.8 
0.9-1.0 184 301 37.9 78 142 45.4 0 0 0.0 157 98.7 16 15.1 0 0.0 299 99.3 94 51.1 81.0 
Ukupno 375 540 41.0 104 198 33.0 11 11 3.6 300 90.6 36 13.8 3 9.7 512 94.8 151 40.3 72.5 
Tabela 6.5. Rezultati pƌiŵeŶe ŵetoda eliŵiŶaĐije: VTŠ, )=Ϯ.Ϭ 
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Conf Kr Dug 
Kr  
% 
Kla-
ster 
kr 
Kla-
ster 
dug 
Kla-
ster 
uk % 
SO 
kr 
SO 
dug 
SO 
uk % 
Opšt 
dug 
Opšt 
dug % 
Opšt 
konc 
kr 
Opšt 
konc 
kr % 
Opšt 
konc 
dug 
Opšt 
konc 
dug % 
Elim   
dug 
uk 
Elim   
dug 
uk % 
Elim 
kr 
uk 
Elim 
kr 
uk % 
Elim  
uk % 
Support threshold = 0.0005 
0.1-0.2 220 399 35.5 38 90 20.7 11 30 8.4 273 97.8 60 35.1 1 16.7 394 98.7 109 49.5 81.3 
0.2-0.3 158 402 28.2 41 129 30.4 23 54 19.7 212 96.8 28 29.8 1 14.3 396 98.5 92 58.2 87.1 
0.3-0.4 98 300 24.6 13 67 20.1 32 50 25.8 174 95.1 18 34.0 0 0.0 291 97.0 63 64.3 88.9 
0.4-0.5 70 248 22.0 18 56 23.3 10 42 21.3 143 95.3 10 23.8 0 0.0 241 97.2 38 54.3 87.7 
0.5-0.6 34 138 19.8 4 33 21.5 5 26 23.0 76 96.2 5 20.0 0 0.0 135 97.8 14 41.2 86.6 
0.6-0.7 35 143 19.7 3 22 14.0 6 21 17.6 97 97.0 1 3.8 0 0.0 140 97.9 10 28.6 84.3 
0.7-0.8 38 160 19.2 27 71 49.5 1 21 22.0 68 100.0 2 20.0 0 0.0 160 100.0 30 78.9 96.0 
0.8-0.9 53 181 22.6 25 111 58.1 1 2 3.1 65 95.6 5 18.5 0 0.0 178 98.3 31 58.5 89.3 
0.9-1.0 598 1992 23.1 265 1084 52.1 4 51 4.4 853 99.5 74 22.5 0 0.0 1988 99.8 343 57.4 90.0 
Ukupno 1304 3963 24.8 434 1663 39.8 93 297 12.3 1961 97.9 203 26.1 2 4.8 3923 99.0 730 56.0 88.3 
Support threshold = 0.001 
0.1-0.2 112 127 46.9 14 20 14.2 4 5 4.4 97 95.1 22 23.4 0 0.0 122 96.1 40 35.7 67.8 
0.2-0.3 67 120 35.8 10 29 20.9 4 14 12.2 72 93.5 13 24.5 1 20.0 116 96.7 27 40.3 76.5 
0.3-0.4 56 134 29.5 3 17 10.5 19 26 26.5 86 94.5 10 29.4 0 0.0 129 96.3 32 57.1 84.7 
0.4-0.5 31 89 25.8 5 14 15.8 4 17 20.8 53 91.4 5 22.7 0 0.0 84 94.4 14 45.2 81.7 
0.5-0.6 25 70 26.3 3 15 18.9 2 11 16.9 42 95.5 3 15.0 0 0.0 68 97.1 8 32.0 80.0 
0.6-0.7 24 78 23.5 2 13 14.7 4 15 21.8 49 98.0 1 5.6 0 0.0 77 98.7 7 29.2 82.4 
0.7-0.8 25 59 29.8 20 28 57.1 0 1 2.8 30 100.0 0 0.0 0 0.0 59 100.0 20 80.0 94.0 
0.8-0.9 27 48 36.0 13 29 56.0 0 0 0.0 17 89.5 4 28.6 0 0.0 46 95.8 17 63.0 84.0 
0.9-1.0 409 816 33.4 194 384 47.2 0 0 0.0 429 99.3 46 21.4 0 0.0 813 99.6 240 58.7 86.0 
Ukupno 776 1541 33.5 264 549 35.1 37 89 8.4 875 96.9 104 21.9 1 3.6 1514 98.2 405 52.2 82.8 
Support threshold = 0.002 
0.1-0.2 65 39 62.5 6 7 12.5 3 1 4.4 27 87.1 8 14.3 0 0.0 35 89.7 17 26.2 50.0 
0.2-0.3 41 32 56.2 6 10 21.9 1 2 5.3 17 85.0 3 8.8 1 33.3 30 93.8 10 24.4 54.8 
0.3-0.4 27 40 40.3 2 5 10.4 10 4 23.3 29 93.5 1 6.7 0 0.0 38 95.0 13 48.1 76.1 
0.4-0.5 15 36 29.4 2 8 19.6 2 8 24.4 17 85.0 0 0.0 0 0.0 33 91.7 4 26.7 72.5 
0.5-0.6 12 20 37.5 0 2 6.3 1 2 10.0 16 100.0 3 27.3 0 0.0 20 100.0 4 33.3 75.0 
0.6-0.7 16 38 29.6 0 7 13.0 4 4 17.0 26 96.3 1 8.3 0 0.0 37 97.4 5 31.3 77.8 
0.7-0.8 5 17 22.7 4 5 40.9 0 0 0.0 12 100.0 0 0.0 0 0.0 17 100.0 4 80.0 95.5 
0.8-0.9 10 17 37.0 6 12 66.7 0 0 0.0 3 60.0 0 0.0 0 0.0 15 88.2 6 60.0 77.8 
0.9-1.0 184 301 37.9 78 142 45.4 0 0 0.0 157 98.7 16 15.1 0 0.0 299 99.3 94 51.1 81.0 
Ukupno 375 540 41.0 104 198 33.0 21 21 6.9 304 94.7 32 12.8 1 5.9 524 97.0 157 41.9 74.4 
Tabela 6.6. Rezultati pƌiŵeŶe ŵetoda eliŵiŶaĐije: VTŠ, )=ϰ.Ϭ  
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Conf Kr Dug 
Kr  
% 
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ster 
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dug 
Kla-
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uk % 
SO 
kr 
SO 
dug 
SO 
uk % 
Opšt 
dug 
Opšt 
dug % 
Opšt 
konc 
kr 
Opšt 
konc 
kr % 
Opšt 
konc 
dug 
Opšt 
konc 
dug % 
Elim   
dug 
uk 
Elim   
dug 
uk % 
Elim 
kr 
uk 
Elim 
kr 
uk % 
Elim  
uk % 
Support threshold = 0.0005 
0.1-0.2 106 525 16.8 0 0 0.0 3 38 6.5 394 80.9 30 29.1 6 6.5 438 83.4 33 31.1 74.6 
0.2-0.3 42 327 11.4 0 0 0.0 5 43 13.0 215 75.7 3 8.1 5 7.2 263 80.4 8 19.0 73.4 
0.3-0.4 33 268 11.0 1 1 0.7 2 31 11.0 175 74.2 4 13.3 1 1.6 208 77.6 7 21.2 71.4 
0.4-0.5 31 265 10.5 0 0 0.0 4 47 17.2 172 78.9 2 7.4 0 0.0 219 82.6 6 19.4 76.0 
0.5-0.6 12 179 6.3 1 0 0.5 0 12 6.3 134 80.2 0 0.0 0 0.0 146 81.6 1 8.3 77.0 
0.6-0.7 9 193 4.5 0 0 0.0 0 0 0.0 161 83.4 0 0.0 0 0.0 161 83.4 0 0.0 79.7 
0.7-0.8 14 153 8.4 3 2 3.0 0 0 0.0 134 88.7 1 9.1 0 0.0 136 88.9 4 28.6 83.8 
0.8-0.9 20 156 11.4 2 2 2.3 0 0 0.0 153 99.4 2 11.1 0 0.0 155 99.4 4 20.0 90.3 
0.9-1.0 44 387 10.2 5 14 4.4 0 0 0.0 370 99.2 4 10.3 0 0.0 384 99.2 9 20.5 91.2 
Ukupno 311 2453 11.3 12 19 1.1 14 171 6.8 1908 84.3 46 16.1 12 3.4 2110 86.0 72 23.2 78.9 
Support threshold = 0.001 
0.1-0.2 73 222 24.7 0 0 0.0 1 13 4.7 154 73.7 17 23.6 3 5.5 170 76.6 18 24.7 63.7 
0.2-0.3 31 142 17.9 0 0 0.0 4 17 12.1 91 72.8 1 3.7 2 5.9 110 77.5 5 16.1 66.5 
0.3-0.4 23 100 18.2 1 1 1.6 2 10 9.9 52 59.1 2 10.5 0 0.0 63 63.6 5 22.7 55.3 
0.4-0.5 22 105 17.3 0 0 0.0 3 16 15.0 64 71.9 1 5.3 0 0.0 80 76.2 4 18.2 66.1 
0.5-0.6 9 87 9.4 0 0 0.0 0 3 3.1 61 72.6 0 0.0 0 0.0 64 73.6 0 0.0 66.7 
0.6-0.7 8 88 8.3 0 0 0.0 0 0 0.0 61 69.3 0 0.0 0 0.0 61 69.3 0 0.0 63.5 
0.7-0.8 8 53 13.1 0 0 0.0 0 0 0.0 44 83.0 1 12.5 0 0.0 44 83.0 1 12.5 73.8 
0.8-0.9 14 69 16.9 0 0 0.0 0 0 0.0 68 98.6 2 14.3 0 0.0 68 98.6 2 14.3 84.3 
0.9-1.0 32 190 13.6 4 12 7.2 0 0 0.0 175 98.3 4 14.3 0 0.0 187 98.4 8 25.0 87.8 
Ukupno 220 1056 17.2 5 13 1.4 10 59 5.5 770 78.3 28 13.7 5 2.3 847 80.2 43 19.5 69.7 
Support threshold = 0.002 
0.1-0.2 49 61 44.5 0 0 0.0 1 6 6.4 38 69.1 8 16.7 1 5.9 45 73.8 9 18.4 49.1 
0.2-0.3 23 51 31.1 0 0 0.0 3 5 10.8 31 67.4 1 5.0 1 6.7 37 72.5 4 17.4 55.4 
0.3-0.4 14 37 27.5 0 0 0.0 1 3 7.8 16 47.1 2 15.4 0 0.0 19 51.4 3 21.4 43.1 
0.4-0.5 16 39 29.1 0 0 0.0 1 6 12.7 23 69.7 0 0.0 0 0.0 29 74.4 1 6.3 54.5 
0.5-0.6 7 28 20.0 0 0 0.0 0 0 0.0 17 60.7 0 0.0 0 0.0 17 60.7 0 0.0 48.6 
0.6-0.7 6 28 17.6 0 0 0.0 0 0 0.0 16 57.1 0 0.0 0 0.0 16 57.1 0 0.0 47.1 
0.7-0.8 4 14 22.2 0 0 0.0 0 0 0.0 9 64.3 1 25.0 0 0.0 9 64.3 1 25.0 55.6 
0.8-0.9 11 27 28.9 0 0 0.0 0 0 0.0 26 96.3 1 9.1 0 0.0 26 96.3 1 9.1 71.1 
0.9-1.0 14 76 15.6 0 0 0.0 0 0 0.0 73 96.1 2 14.3 0 0.0 73 96.1 2 14.3 83.3 
Ukupno 144 361 28.5 0 0 0.0 6 20 5.1 249 73.0 15 10.9 2 2.2 271 75.1 21 14.6 57.8 
Tabela 6.7. Rezultati primene metoda eliminacije: FON, Z=2.0 
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Support threshold = 0.0005 
0.1-0.2 106 525 16.8 0 0 0.0 6 52 9.2 434 91.8 37 37.0 1 2.6 487 92.8 43 40.6 84.0 
0.2-0.3 42 327 11.4 0 0 0.0 9 67 20.6 230 88.5 3 9.1 2 6.7 299 91.4 12 28.6 84.3 
0.3-0.4 33 268 11.0 1 1 0.7 3 48 17.1 195 89.0 4 13.8 0 0.0 244 91.0 8 24.2 83.7 
0.4-0.5 31 265 10.5 0 0 0.0 4 48 17.6 199 91.7 6 22.2 0 0.0 247 93.2 10 32.3 86.8 
0.5-0.6 12 179 6.3 1 0 0.5 0 22 11.6 149 94.9 0 0.0 0 0.0 171 95.5 1 8.3 90.1 
0.6-0.7 9 193 4.5 0 0 0.0 0 17 8.4 164 93.2 1 11.1 0 0.0 181 93.8 1 11.1 90.1 
0.7-0.8 14 153 8.4 3 2 3.0 0 2 1.2 140 94.0 1 9.1 0 0.0 144 94.1 4 28.6 88.6 
0.8-0.9 20 156 11.4 2 2 2.3 0 0 0.0 154 100.0 2 11.1 0 0.0 156 100.0 4 20.0 90.9 
0.9-1.0 44 387 10.2 5 14 4.4 0 0 0.0 372 99.7 4 10.3 0 0.0 386 99.7 9 20.5 91.6 
Ukupno 311 2453 11.3 12 19 1.1 22 256 10.2 2037 93.5 58 20.9 3 2.1 2315 94.4 92 29.6 87.1 
Support threshold = 0.001 
0.1-0.2 73 222 24.7 0 0 0.0 2 19 7.1 181 89.2 25 35.2 1 4.5 201 90.5 27 37.0 77.3 
0.2-0.3 31 142 17.9 0 0 0.0 6 28 19.7 95 83.3 1 4.0 1 5.3 124 87.3 7 22.6 75.7 
0.3-0.4 23 100 18.2 1 1 1.6 2 11 10.7 71 80.7 2 10.0 0 0.0 83 83.0 5 21.7 71.5 
0.4-0.5 22 105 17.3 0 0 0.0 3 17 15.7 77 87.5 3 15.8 0 0.0 94 89.5 6 27.3 78.7 
0.5-0.6 9 87 9.4 0 0 0.0 0 11 11.5 70 92.1 0 0.0 0 0.0 81 93.1 0 0.0 84.4 
0.6-0.7 8 88 8.3 0 0 0.0 0 3 3.1 73 85.9 1 12.5 0 0.0 76 86.4 1 12.5 80.2 
0.7-0.8 8 53 13.1 0 0 0.0 0 0 0.0 47 88.7 1 12.5 0 0.0 47 88.7 1 12.5 78.7 
0.8-0.9 14 69 16.9 0 0 0.0 0 0 0.0 69 100.0 2 14.3 0 0.0 69 100.0 2 14.3 85.5 
0.9-1.0 32 190 13.6 4 12 7.2 0 0 0.0 177 99.4 4 14.3 0 0.0 189 99.5 8 25.0 88.7 
Ukupno 220 1056 17.2 5 13 1.4 13 89 8.1 860 90.1 39 19.3 2 2.1 964 91.3 57 25.9 80.0 
Support threshold = 0.002 
0.1-0.2 49 61 44.5 0 0 0.0 2 8 9.1 47 88.7 13 27.7 1 16.7 56 91.8 15 30.6 64.5 
0.2-0.3 23 51 31.1 0 0 0.0 5 11 21.6 34 85.0 1 5.6 0 0.0 45 88.2 6 26.1 68.9 
0.3-0.4 14 37 27.5 0 0 0.0 1 3 7.8 23 67.6 2 15.4 0 0.0 26 70.3 3 21.4 56.9 
0.4-0.5 16 39 29.1 0 0 0.0 1 7 14.5 26 81.3 1 6.7 0 0.0 33 84.6 2 12.5 63.6 
0.5-0.6 7 28 20.0 0 0 0.0 0 3 8.6 22 88.0 0 0.0 0 0.0 25 89.3 0 0.0 71.4 
0.6-0.7 6 28 17.6 0 0 0.0 0 0 0.0 20 71.4 1 16.7 0 0.0 20 71.4 1 16.7 61.8 
0.7-0.8 4 14 22.2 0 0 0.0 0 0 0.0 10 71.4 1 25.0 0 0.0 10 71.4 1 25.0 61.1 
0.8-0.9 11 27 28.9 0 0 0.0 0 0 0.0 27 100.0 1 9.1 0 0.0 27 100.0 1 9.1 73.7 
0.9-1.0 14 76 15.6 0 0 0.0 0 0 0.0 75 98.7 2 14.3 0 0.0 75 98.7 2 14.3 85.6 
Ukupno 144 361 28.5 0 0 0.0 9 32 8.1 284 86.3 22 16.3 1 2.2 317 87.8 31 21.5 68.9 
Tabela 6.8. Rezultati primene metoda eliminacije: FON, Z=4.0 
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Sva pravila generisana u eksperimentima podeljena su prema intervalima confidence 
vrednosti kojima pripadaju, a koji su u tabelama 6.5, 6.6, 6.7 i 6.8 prikazani u koloni 
„Conf͞. Rezultati eliŵiŶaĐije skupa sǀih pƌaǀila geŶeƌisaŶih za odƌeđeŶi ŵiŶiŵalŶi 
support prag prikazani su u redu „Ukupno͞. Rezultati eliminacije skupa pravila koja 
pƌipadaju odƌeđeŶoŵ ĐoŶfideŶĐe iŶteƌǀalu pƌikazaŶi su u oŶoŵ ƌedu u taďeli, čiji je 
ĐoŶfideŶĐe iŶteƌǀal ozŶačeŶ u koloŶi „Conf͞.  
Kolona „Kr͞ odnosi se na broj target pozitivnih kratkih pravila, dok se kolona „Dug͞ 
odnosi na broj target pozitivnih dugih pravila, generisanih za odgoǀaƌajući ŵiŶiŵalŶi 
support prag i confidence interval. Kolona „Kr %͞ odnosi se na procenat kratkih pravila, 
u odnosu na ukupni broj pravila.  
Kolone „Klaster kr͞ i „Klaster dug͞ odnose se na broj eliminisanih kratkih, odnosno 
dugih, klaster-asocijativnih pravila. Kolona „Klaster uk %͞ odnosi se na procenat 
ukupno eliminisanih klaster-pravila, u odnosu na ukupni broj generisanih pravila 
(kratkih i dugih zajedno).  
Kolone „SO kr͞ i „SO dug͞ odnose se na broj eliminisanih kratkih, odnosno dugih, 
statistički očekiǀaŶih pƌaǀila u skupu sǀih sesija. KoloŶa „SO uk %͞ odnosi se na 
pƌoĐeŶat ukupŶo eliŵiŶisaŶih statistički očekiǀaŶih pƌaǀila u skupu sǀih sesija, u 
odnosu na ukupni broj pravila (kratkih i dugih zajedno), koja preostaju u skupu posle 
eliminacije klaster-asocijativnih pravila.  
Kolona „Opšt dug͞ odŶosi se Ŷa ďƌoj eliŵiŶisaŶih dugih pƌaǀila, koja su statistički 
očekiǀaŶa u pƌisustǀu opštijih pƌaǀila ŵaŶje dužiŶe. KoloŶa „Opšt dug %͞ odnosi se na 
procenat eliminisanih dugih pravila (kolona „Opšt dug͞), u odnosu na broj dugih 
pravila, koja preostaju u skupu posle eliminacije klaster-asocijativnih pravila („Klaster 
dug͞Ϳ i eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila u skupu sǀih sesija ;„SO dug͞).   
Kolone „Opšt koŶĐ kƌ͞ i „Opšt koŶĐ dug͞ odnose se na broj eliminisanih kratkih, 
odŶosŶo dugih, statistički očekiǀaŶih pƌaǀila u pƌisustǀu opštijih pƌaǀila jedŶake 
dužiŶe, koja postoje u pƌisustǀu koŶĐeptŶe hijeƌaƌhije. KoloŶa „Opšt koŶĐ kƌ %͞ odnosi 
se na procenat eliminisanih kratkih pravila („Opšt koŶĐ kƌ͞), u odnosu na broj kratkih 
pravila, koja preostaju u skupu posle eliminacije kratkih klaster-asocijativnih pravila 
(„Klaster kr͞Ϳ i eliŵiŶaĐije kƌatkih statistički očekiǀaŶih pƌaǀila u skupu sǀih sesija ;„SO 
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kr͞). Kolona „Opšt koŶĐ dug %͞ odnosi se na procenat eliminisanih dugih pravila („Opšt 
konc dug͞), u odnosu na broj dugih pravila, koja preostaju u skupu posle eliminacije 
dugih klaster-asocijativnih pravila („Klaster dug͞Ϳ, eliŵiŶaĐije dugih statistički 
očekiǀaŶih pƌaǀila u skupu sǀih sesija ;„SO dug͞), i eliminacije dugih pravila koja su 
statistički očekiǀaŶa u pƌisustǀu opštijih pƌaǀila ŵaŶje dužiŶe ;„Opšt dug͞). 
Kolone „Elim dug uk͞ i „Elim kr uk͞ odnose se na ukupni broj eliminisanih dugih, 
odnosno kratkih asocijativnih pravila primenom svih metoda eliminacije. Kolone „Elim 
dug uk %͞ i „Elim kr uk %͞ odnose se na procenat eliminacije dugih, odnosno kratkih 
pravila, u odnosu na ukupni broj generisanih dugih, odnosno kratkih pravila za date 
vrednosti minimalnog support praga i za dati confidence interval. Kolona „Elim uk %͞ 
odnosi se na procenat eliminacije svih pravila (dugih i kratkih zajedno), u odnosu na 
ukupni broj generisanih pravila za date vrednosti minimalnog support praga i za dati 
confidence interval.  
Rezultati eliminacije prikazani u tabelama 6.5, 6.6, 6.7 i 6.8, detaljno su analizirani u 
narednim poglavljima. 
6.2.1 Eliminacija klaster-asocijativnih pravila 
U ovom poglavlju analiziramo rezultate eliminacije klaster-pravila, koja su rezultat 
postojaŶja ĐikličŶih stƌuktura u konceptnoj hijerarhiji (poglavlje 4.2.3.2).  
Eliminacija klaster-pƌaǀila pƌedstaǀlja pƌǀi koƌak pƌečišćaǀaŶja skupa asoĐijatiǀŶih 
pƌaǀila. EfikasŶost ostalih ŵetoda za eliŵiŶaĐiju statistički očekiǀaŶih asoĐijatiǀŶih 
pravila ispitujemo na skupu otkrivenih asocijativnih pravila, iz koga su prethodno 
eliminisana klaster-pravila.  
UkupaŶ udeo klasteƌ pƌaǀila u VTŠ skupu podataka je ǀisok za sǀe ǀƌedŶosti 
ŵiŶiŵalŶog suppoƌt paƌaŵetƌa i kƌeće se izŵeđu ϯϯ% i ϰϬ%. )a ƌazliku od toga, u FON 
skupu podataka udeo klaster pravila je ǀƌlo Ŷizak i kƌeće se od Ϭ do ϭ.ϰ%. Klasteƌ-
pƌaǀila postoje u VTŠ skupu podataka usled stƌuktuƌe ǁeď sajta, koja uključuje 
poŵoćŶe ǁeď stƌaŶiĐe, koje se ŵoƌaju posetiti da ďi se došlo do tƌažeŶih dokuŵeŶata, 
što je ujedŶo i jediŶi ŶačiŶ da se dođe do tih dokumenata. Pri tome, često jedŶa 
poŵoćŶa php ǁeď stƌaŶiĐa odgoǀaƌa jedŶoŵ tƌažeŶoŵ doc dokumentu, te se takva 
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dǀa ǁeď oďjekta gotoǀo uǀek pojaǀljuju u paƌu u ǁeď sesijaŵa i čiŶe ĐikličŶu 
potkoŶĐept/ŶatkoŶĐept stƌuktuƌu. Čak i saŵo jedŶa oǀakǀa Điklična struktura uzrokuje 
postojaŶje ŵŶoštǀa klasteƌ-asoĐijatiǀŶih pƌaǀila, te je ukupŶo sŵaŶjeŶje ǀeličiŶe skupa 
asocijativnih pravila eliminacijom klaster-pƌaǀila za VTŠ skup podataka zŶačajŶo. 
EliŵiŶaĐiju klasteƌ pƌaǀila ďilo ďi ŵoguće ugƌaditi u fazu geŶeƌisanja frekventnih 
skupoǀa ǁeď stƌaŶiĐa, čiŵe ďi se poǀećala efikasŶost generisanja frekventnih skupova, 
i izbeglo formiranje klaster-pravila, ali oǀu optiŵizaĐiju ostaǀljaŵo kao ŵogućŶost 
ďudućeg istƌažiǀaŶja u Đilju uŶapƌeđeŶja peƌfoƌŵaŶsi softǀeƌskog sistema za otkrivanje 
asoĐijatiǀŶih pƌaǀila o poŶašaŶju koƌisŶika ǁeď sajtoǀa. 
6.2.2 Eliminacija statistički očekivanih pravila u skupu svih sesija 
U oǀoŵ poglaǀlju ƌazŵatƌaŵo učiŶak eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila u skupu 
svih sesija primenom uslova baziranog na minimalnom Z-score pragu (poglavlje 4.2.1). 
Ovu metodu eliminacije primenjujemo na skup asocijativnih pravila prethodno 
pƌečišćeŶ eliŵiŶisaŶjeŵ klasteƌ asoĐijatiǀŶih pƌaǀila, što je opisaŶo u pƌethodŶoŵ 
poglavlju.  
Grafikoni na slikama 6.3 i 6.4, generisani na osnovu podataka datih u tabelama 6.5, 6.6, 
6.7 i 6.8,  pƌikazuju učiŶak eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila u skupu sǀih sesija 
za skupoǀe podataka VTŠ, odŶosŶo FON. Na Y-osi prikazan je procenat smanjenja 
ǀeličiŶe skupa asoĐijatiǀŶih pƌaǀila usled eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila za 
vrednosti minimalnog Z-sĐoƌe pƌaga Ϯ.Ϭ i ϰ.Ϭ, i to za tƌi ƌazličite ǀƌedŶosti ŵiŶiŵalŶog 
support praga, koje su prikazane na X-osi.  
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Slika 6.3. EliŵiŶaĐija statistički očekiǀaŶih pƌaǀila u skupu sǀih sesija: VTŠ 
 
 
Slika 6.4. EliŵiŶaĐija statistički očekiǀaŶih pƌaǀila u skupu sǀih sesija: FON 
 
Kao što je očekiǀaŶo, učiŶak eliŵiŶaĐije asoĐijatiǀŶih pƌaǀila ďlago opada sa 
poǀećaŶjeŵ ŵiŶiŵalŶog suppoƌt pƌaga. EkspeƌiŵeŶti potƌǀƌđuju da je u skupu pƌaǀila 
koja iŵaju Ŷiže support ǀƌedŶosti ǀeći udeo statistički očekiǀaŶih pƌaǀila, u odŶosu Ŷa 
skup praǀila koja iŵaju ǀiše support vrednosti.  
UkupaŶ učiŶak eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila je ƌelatiǀŶo Ŷizak i Ŷalazi se u 
intervalu od 3% do 7% za minimalni Z-score prag od 2.0, i u intervalu od 7% do 13% 
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kada se minimalni Z-sĐoƌe pƌag poǀeća Ŷa ϰ.Ϭ. )a ǀiše ǀƌedŶosti )-score praga ne bi bilo 
statistički opƌaǀdaŶo eliŵiŶisati asoĐijatiǀŶa pƌaǀila, te takǀi ekspeƌiŵeŶti Ŷisu ƌađeŶi.  
S oďziƌoŵ da je ĐoŶfideŶĐe jedŶa od Ŷajčešće koƌišćeŶih ŵeƌa iŶteƌesaŶtŶosti, izǀƌšili 
smo eksperimente u kojima ispitujeŵo učiŶak eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila 
za ƌazličite ǀƌedŶosti ĐoŶfideŶĐe ŵeƌe asoĐijatiǀŶih pƌaǀila. 
Grafikoni na slikama 6.5 i 6.6 pƌikazuju učiŶak eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila 
u skupu sǀih sesija za skupoǀe podataka VTŠ i FON, pƌi čeŵu je vrednost minimalnog Z-
score praga jednaka 2.0. Dati su rezultati za tri vrednosti minimalnog support praga 
(0.0005, 0.001 i 0.002). Pri tome su sva pravila podeljena u grupe prema intervalima 
vrednosti confidence mere kojima pripadaju, a koji su dati na X-osi. Na Y-osi prikazan je 
pƌoĐeŶat sŵaŶjeŶja ǀeličiŶe skupa pƌaǀila čija ĐoŶfideŶĐe ǀƌedŶost pripada 
odƌeđeŶoŵ iŶteƌǀalu, koji je oďeležeŶ na X-osi.  
 
 
Slika 6.5: EliŵiŶaĐija statistički očekiǀaŶih pƌaǀila u skupu sǀih sesija prema confidence 
iŶteƌǀaliŵa: VTŠ 
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Slika 6.6: EliŵiŶaĐija statistički očekiǀaŶih pƌaǀila u skupu sǀih sesija prema confidence 
intervalima: FON 
 
U skladu sa grafikonima prikazanim na slikama 6.3 i 6.4, na grafikonima prikazanim na 
slikaŵa ϲ.ϱ i ϲ.ϲ pƌiŵećuje se da je učiŶak eliŵiŶaĐije Ŷešto ǀeći za Ŷiže ǀƌedŶosti 
minimalnog support praga. 
PoseďŶo je iŶteƌesaŶtŶo što je u gotoǀo sǀiŵ ekspeƌiŵeŶtiŵa Ŷajǀeći udeo statistički 
očekiǀaŶih asoĐijatiǀŶih pƌaǀila ŵeđu pƌaǀiliŵa koja iŵaju ƌelatiǀŶo poǀišeŶe 
confidence vrednosti (u intervalu od 0.3 do 0.5). Analizom konkretnih pravila 
generisanih na skupoǀiŵa podataka VTŠ i FON utǀƌdili sŵo da je ƌazlog oǀe pojaǀe 
često u toŵe što ŵeđu pƌaǀiliŵa čija je ĐoŶfideŶĐe ŵeƌa u iŶteƌǀalu od 0.3 do 0.5, 
postoji ǀeliki ďƌoj pƌaǀila čija je desŶa stƌaŶa ǀisoko fƌekǀeŶtŶa ;suppoƌt ϮϬ-30%). 
Ovakva pravila prelaze ŵiŶiŵalŶi suppoƌt pƌag i iŵaju poǀišeŶu ĐoŶfideŶĐe ǀƌedŶost 
isključiǀo kao poslediĐu ǀisoke fƌekǀeŶtŶosti desŶe stƌaŶe, pƌi čeŵu zapƌaǀo Ŷe postoji 
statistički zŶačajŶa koƌelaĐija leǀe i desŶe stƌaŶe pƌaǀila. Dakle, oǀakǀa pƌaǀila 
ŶepotƌeďŶo opteƌećuju skup otkrivenih pravila i pri tom zbunjuju aŶalitičaƌa podataka, 
pa ih je potpuno opravdano eliminisati. 
“a dƌuge stƌaŶe, ŵeđu asoĐijatiǀŶiŵ pƌaǀiliŵa čija je ǀƌedŶost ĐoŶfideŶĐe ŵeƌe Ŷiska 
;u iŶteƌǀalu od Ϭ.ϭ do Ϭ.ϮͿ Ŷalazi se ǀeliki ďƌoj pƌaǀila čija su leva i desna strana 
poǀezaŶe ǀiše Ŷego što je to statistički očekiǀaŶo. AŶalizoŵ koŶkƌetŶih pƌaǀila 
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geŶeƌisaŶih Ŷa skupoǀiŵa podataka VTŠ i FON utǀƌdili sŵo da oǀa pƌaǀila često 
povezuju web stranice koje nisu direktno povezane hiperlink strukturom web sajta, a 
koje su istoǀƌeŵeŶo posećiǀaŶe češće Ŷego što je to statistički očekiǀaŶo. “ŵatƌaŵo 
da su Ŷeka od oǀih pƌaǀila ŶeočekiǀaŶa, otkƌiǀajući Ŷoǀo zŶaŶje o poŶašaŶju koƌisŶika 
web sajta, te su i pored niskih confidence vrednosti potencijalno interesantna 
analitičaƌiŵa podataka.  
EkspeƌiŵeŶti potǀƌđuju da pƌaǀila koja iŵaju ekstƌeŵŶo ǀisoke ĐoŶfideŶĐe ǀƌedŶosti 
;ǀiše od Ϭ.ϳͿ Ŷisu statistički očekiǀaŶa u skupu sǀih sesija, te ne mogu biti eliminisana 
oǀoŵ ŵetodoŵ. Međutiŵ, aŶalizoŵ koŶkƌetŶih pƌaǀila geŶeƌisaŶih na skupovima 
podataka VTŠ i FON utǀƌdili sŵo da pravila sa ekstremno visokim confidence 
vrednostima gotovo uvek sadƌže ǁeď stƌaŶiĐe izŵeđu kojih postoji diƌektaŶ hipeƌliŶk u 
stƌuktuƌi ǁeď sajta. Visoka statistička koƌelaĐija leǀe i desŶe stƌaŶe oǀih pƌaǀila je samo 
posledica poznate hiperlink strukture web sajta, i stoga smatramo da ona nisu 
poteŶĐijalŶo iŶteƌesaŶtŶa aŶalitičaƌiŵa podataka. Ipak, oǀakǀa pƌaǀila Ŷe ŵogu ďiti 
eliŵiŶisaŶa kao statistički očekiǀaŶa, i ostaju u skupu otkƌiǀeŶih asoĐijatiǀŶih pravila, 
ŶepotƌeďŶo zďuŶjujući aŶalitičaƌe podataka ǀisokiŵ ǀƌedŶostiŵa statističkih ŵeƌa 
interesantnosti. 
GeŶeƌalŶo, ekspeƌiŵeŶti opisaŶi u oǀoŵ poglaǀlju potǀƌđuju pozŶatu čiŶjeŶiĐu da 
confidence nije adekvatna mera interesantnosti asocijativnih pravila, te da postoji 
ǀeliki ďƌoj pƌaǀila sa poǀišeŶiŵ ĐoŶfideŶĐe ǀƌedŶostiŵa koja su apiƌoƌi ŶeiŶteƌesaŶtŶa 
kao statistički očekiǀaŶa, a koja ŵogu ďiti eliŵiŶisaŶa u oǀoj fazi pƌečišćaǀaŶja skupa 
otkƌiǀeŶih pƌaǀila. EkspeƌiŵeŶti takođe pokazuju da je ukupŶi učiŶak eliminacije 
statistički očekiǀaŶih pƌaǀila u skupu sǀih sesija Ŷizak. I posle primene ove metode 
eliminacije, pƌeostaje ǀeliki ďƌoj pƌaǀila koja iŵaju poǀišeŶe ǀƌedŶosti ĐoŶfideŶĐe i )-
sĐoƌe ŵeƌe, a koja ǀƌlo ǀeƌoǀatŶo Ŷisu iŶteƌesaŶtŶa aŶalitičaƌiŵa podataka.  
6.2.3 Eliminacija statistički očekivanih pravila u prisustvu opštijih 
pravila manje dužine 
U oǀoŵ poglaǀlju ƌazŵatƌaŵo učiŶak eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila u 
pƌisustǀu opštijih asoĐijatiǀŶih pƌaǀila ŵaŶje dužiŶe, baziranog na minimalnom Z-score 
paƌaŵetƌu ƌačuŶatoŵ lokalŶo, Ŷa skupu sǀih sesija koje se odŶose Ŷa opštije 
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asocijativno pravilo (poglavlje 4.2.3.1). Obzirom da se ovom metodom mogu eliminisati 
saŵo pƌaǀila koja sadƌže ďaƌ tƌi ǁeď stƌaŶiĐe ;„duga pravila͞ u daljeŵ tekstuͿ, učiŶak 
ove metode eliminacije merimo samo na skupu target pozitivnih dugih pravila, koji je 
pƌethodŶo pƌečišćeŶ eliŵiŶisaŶjeŵ klasteƌ asoĐijatiǀŶih pƌaǀila i statistički očekiǀaŶih 
asocijativnih pravila. 
Grafikoni na slikama 6.7 i 6.8, generisani na osnovu podataka datih u tabelama 6.5, 6.6, 
6.7 i 6.8, pƌikazuju učiŶak oǀe ŵetode eliŵiŶaĐije u eksperimentima na skupovima 
podataka VTŠ, odŶosŶo FON. Na Y-osi pƌikazaŶ je pƌoĐeŶat sŵaŶjeŶja ǀeličiŶe skupa 
target pozitivnih dugih pravila za vrednosti minimalnog Z-score praga 2.0 i 4.0, i to za 
tƌi ƌazličite ǀƌedŶosti ŵiŶiŵalŶog suppoƌt pƌaga, koje su prikazane na X-osi.  
 
 
Slika 6.7. EliŵiŶaĐija statistički očekiǀaŶih pƌaǀila u pƌisustǀu opštijih pƌaǀila manje 
dužiŶe: VTŠ 
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Slika 6.8. EliŵiŶaĐija statistički očekiǀaŶih pƌaǀila u pƌisustǀu opštijih pƌaǀila manje 
dužiŶe: FON 
 
UčiŶak eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila u pƌisustǀu opštijih pƌaǀila ŵaŶje 
dužiŶe u opisanim eksperimentima je izuzetno visok. Za vrednost Z-score praga od 2.0 
učiŶak eliŵiŶaĐije za VTŠ skup podataka se kƌeće od ϵϬ% do ϵϯ%, dok se za FON skup 
podataka kƌeće od ϳϯ% do ϴϰ%. “a poǀećaŶjeŵ ŵiŶiŵalŶog )-score praga na 4.0 
poǀećaǀa se učiŶak eliŵiŶaĐije u pƌoseku za oko ϱ% za VTŠ, i za oko 10% za FON skup 
podataka.  
UčiŶak eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila u pƌisustǀu opštijih pƌaǀila ŵaŶje 
dužiŶe ďlago opada sa poǀećaŶjeŵ ŵiŶiŵalŶog suppoƌt pƌaga, što je u skladu sa 
tƌeŶdoŵ učiŶka eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila u skupu svih sesija. Dakle, 
ŵeđu pƌaǀiliŵa sa Ŷižiŵ suppoƌt ǀƌedŶostiŵa Ŷešto je ǀeći udeo pƌaǀila koja su 
statistički očekiǀaŶa u odŶosu Ŷa kƌaća i opštija pƌaǀila. 
Grafikoni na slikama 6.9 i 6.10 pƌikazuju učiŶak eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila 
u pƌisustǀu opštijih pƌaǀila ŵaŶje dužiŶe za skupoǀe podataka VTŠ i FON, za ǀƌedŶost 
minimalnog Z-score praga od 2.0. Dati su rezultati za tri vrednosti minimalnog support 
praga (0.0005, 0.001 i 0.002). Pri tome su sva pravila podeljena u grupe prema 
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intervalima vrednosti confidence mere, koji su dati na X-osi. Na Y-osi prikazan je 
pƌoĐeŶat sŵaŶjeŶja ǀeličiŶe skupa pƌaǀila čija ĐoŶfideŶĐe ǀƌedŶost pƌipada 
odƌeđeŶoŵ iŶteƌǀalu oďeležeŶom na X-osi.  
 
 
Slika 6.9. EliŵiŶaĐija statistički očekiǀaŶih pƌaǀila u pƌisustǀu opštijih pƌaǀila manje 
dužiŶe pƌeŵa ĐoŶfideŶĐe iŶteƌǀaliŵa: VTŠ 
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Slika 6.10. EliŵiŶaĐija statistički očekiǀaŶih pƌaǀila u pƌisustǀu opštijih pƌaǀila manje 
dužiŶe pƌeŵa ĐoŶfideŶĐe iŶteƌǀaliŵa: FON 
 
IŶteƌesaŶtŶo je da je učiŶak eliŵiŶaĐije Ŷajǀeći za pravila koja imaju ekstremno visoke 
ĐoŶfideŶĐe ǀƌedŶosti. )a pƌaǀila čije su ĐoŶfideŶĐe ǀƌedŶosti ďlizu ŵaksiŵalŶe ;u 
iŶteƌǀalu od Ϭ.ϵ do ϭ.ϬͿ učiŶak eliŵiŶaĐije je ďlizu ϭϬϬ%. Ovakva pravila su trivijalna, i 
ona su gotovo uvek uzrokovana postojanjem kratkih pƌaǀila koja sadƌže saŵo jedŶu 
ǁeď stƌaŶiĐu sa oďe stƌaŶe, i čija je ĐoŶfideŶĐe ǀƌedŶost takođe u ďliziŶi ŵaksiŵalŶe.  
NapoŵiŶjeŵo da osĐilaĐije u pƌoĐeŶtiŵa eliŵiŶaĐije ŵogu ďiti ƌezultat gƌeške u 
merenju zbog malog broja pravila koja ulaze u dati coŶfideŶĐe iŶteƌǀal, što je Ŷaƌočito 
izƌažeŶo za ŵiŶiŵalŶi suppoƌt pƌag Ϭ.ϬϬϮ, kada u Ŷekiŵ ĐoŶfideŶĐe iŶteƌǀaliŵa Ŷeŵa 
statistički zŶačajŶog ďƌoja pƌaǀila. 
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6.2.4 Eliminacija statistički očekivanih pravila u prisustvu konceptne 
hijerarhije 
U ovom poglavlju razmatƌaŵo učiŶak eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila u 
pƌisustǀu opštijih asoĐijatiǀŶih pƌaǀila jedŶake dužiŶe, pƌi čeŵu se ŵiŶiŵalŶi Z-score 
parametaƌ ƌačuŶa lokalŶo, Ŷa skupu sǀih sesija koje se odŶose Ŷa opštije asocijativno 
pravilo (poglavlje 4.2.3.1). Ova metoda eliminacije podrazumeva prethodno formiranje 
konceptne hijerarhije u odnosu na koju se utǀƌđuje ƌelaĐija „opštije/speĐifičŶije 
asocijativno pravilo͞. Ovu metodu primenjujemo na skup target pozitivnih pravila 
posle Ŷjegoǀog pƌečišćaǀaŶja eliminisanjem klaster asocijativnih pravila, statistički 
očekiǀaŶih asoĐijativnih pravila i dugih asoĐijatiǀŶih pƌaǀila koja su statistički očekiǀaŶa 
u odŶosu Ŷa kƌaća i opštija asoĐijatiǀŶa pƌaǀila, čija je eliŵiŶaĐija opisaŶa u poglaǀljiŵa 
(6.2.1, 6.2.2 i 6.2.3). Na taj ŶačiŶ ispitujeŵo zŶačaj pƌiŵeŶe oǀe ŵetode za eliŵiŶaĐiju 
oŶih asoĐijatiǀŶih pƌaǀila koja Ŷe ŵogu ďiti pƌečišćeŶa dƌugiŵ, elementarnijim 
metodama.  
Eliminacija statistički očekiǀaŶih asoĐijatiǀŶih pƌaǀila u pƌisustǀu koŶĐeptŶe hijeƌaƌhije 
utiče kako na duga, tako i na kƌatka asoĐijatiǀŶa pƌaǀila. Međutiŵ, posle pƌethodŶo 
primenjene eliminacije dugih asocijativnih pravila u prethodnom poglavlju, veoma je 
nizak broj dugih pravila koja preostaju u skupu, te eksperimenti u kojima bi se skupovi 
dugih pravila dalje pƌečišćaǀali Ŷisu statistički ǀalidŶi. “a dƌuge stƌaŶe, ǀeličiŶa skupa 
kratkih pravila se ne smanjuje znatno prethodno primenjenim metodama eliminacije. 
Pri tome, kratka pravila su poseďŶo zŶačajŶa zďog sǀoje jedŶostaǀŶosti i lakoće 
razumevanja. Iz ovih razloga, efikasŶost eliŵiŶaĐije statistički očekiǀaŶih pƌaǀila u 
prisustvu konceptne hijerarhije merimo na skupu target pozitivnih kratkih pravila. 
Grafikoni na slikama 6.11, 6.12, 6.13 i 6.14, generisani na osnovu podataka datih u 
tabelama 6.7, 6.8, 6.9 i 6.10, pƌikazuju učiŶak pƌečišćaǀaŶja skupa taƌget pozitiǀŶih 
kƌatkih pƌaǀila za skupoǀe podataka VTŠ, odŶosŶo FON. Na Y-osi prikazan je procenat 
sŵaŶjeŶja ǀeličiŶe skupa taƌget pozitiǀŶih kƌatkih pƌaǀila kuŵulatiǀŶo za dǀe ŵetode 
eliminacije – statistički očekiǀaŶih pƌaǀila gloďalŶo u skupu sǀih sesija ;„SO kr͞) i 
statistički očekiǀaŶih pƌaǀila u pƌisustǀu koŶĐeptŶe hijeƌaƌhije ;„Opšt koŶĐ kƌ͞), jer 
promena minimalnog Z-sĐoƌe pƌaga utiče Ŷa učiŶak eliŵiŶaĐije za oďe oǀe ŵetode.  
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Grafikoni na slikama 6.11 i 6.13 prikazuju rezultate eksperimenata u kojima je vrednost 
minimalnog Z-score praga jednaka 2.0 za skupoǀe podataka VTŠ, odŶosŶo FON. U 
ekspeƌiŵeŶtiŵa čiji je ƌezultat pƌikazaŶ Ŷa gƌafikoŶiŵa 6.12 i 6.14 za skupove 
podataka VTŠ, odŶosŶo FON vrednost minimalnog Z-score praga je jednaka 4.0. Svi 
ekspeƌiŵeŶti izǀƌšeŶi su za tƌi ƌazličite ǀƌedŶosti ŵiŶiŵalŶog suppoƌt pƌaga, koje su 
oďeležeŶe na X-osi. 
 
 
Slika 6.11. EliŵiŶaĐija statistički očekiǀaŶih kƌatkih pƌaǀila u pƌisustǀu opštijih pravila 
jedŶake dužiŶe: VTŠ, )=Ϯ.Ϭ 
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Slika 6.12. EliŵiŶaĐija statistički očekiǀaŶih kƌatkih pƌaǀila u pƌisustǀu opštijih pƌaǀila 
jedŶake dužiŶe: VTŠ, )=ϰ.Ϭ 
 
 
Slika 6.13. EliŵiŶaĐija statistički očekiǀaŶih kƌatkih pƌaǀila u pƌisustǀu opštijih pƌaǀila 
jedŶake dužiŶe: FON, )=Ϯ.Ϭ 
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Slika 6.14. EliŵiŶaĐija statistički očekiǀaŶih kƌatkih pƌaǀila u pƌisustǀu opštijih pƌaǀila 
jedŶake dužiŶe: FON, )=ϰ.Ϭ 
 
Rezultati ekspeƌiŵeŶata pokazuju da je učiŶak eliŵiŶaĐije target pozitivnih kratkih 
pravila u pƌoseku ǀeći za VTŠ skup podataka Ŷego za FON skup podataka. Razlog leži u 
toŵe što je ǀeličiŶa koŶĐeptŶe hijeƌaƌhije zŶatŶo ǀeća za VTŠ skup podataka Ŷego za 
FON skup podataka, usled velikog broja „jakih͞ pravila, koja su poslediĐa stƌuktuƌe VTŠ 
web sajta.   
UčiŶak eliŵiŶaĐije ďlago opada sa poǀećaŶjeŵ ŵiŶiŵalŶog suppoƌt pƌaga, što je u 
skladu sa tƌeŶdoŵ učiŶka eliŵiŶaĐije statistički očekiǀanih pravila u skupu svih sesija, 
kao i statistički očekiǀaŶih pƌaǀila u odŶosu Ŷa kƌaća i opštija pƌaǀila. Dakle, ŵeđu 
pravilima sa Ŷižiŵ suppoƌt ǀƌedŶostiŵa Ŷešto je ǀeći udeo speĐifičŶijih pƌaǀila koja se 
ŵogu eliŵiŶisati kao statistički očekiǀaŶa u odŶosu Ŷa opštija pƌaǀila. 
“a poǀećaŶjeŵ ŵiŶiŵalŶog )-sĐoƌe pƌaga poǀećaǀa se ukupŶi učiŶak eliŵiŶaĐije za 
izŵeđu ϯ% i ϳ% u zaǀisŶosti od skupa podataka i minimalnog support praga. Ukupni 
učiŶak eliŵiŶaĐije kƌeće se u iŶteƌǀalu od ϭϰ% do ϯϰ%, u zaǀisŶosti od skupa podataka, 
minimalnog support praga i minimalnog Z-score praga. 
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6.3 Analiza kvaliteta znanja dobijenog proširenim softverskim 
sistemom 
Kvalitet asocijativnih pravila otkrivenih primenom implementiranog softverskog 
sistema zŶatŶo je poǀećaŶ saŵoŵ čiŶjeŶiĐoŵ da su eliŵiŶisaŶa ŶeiŶteƌesaŶtŶa 
pƌaǀila, kao što je detaljŶo opisaŶo u pƌethodŶoŵ poglaǀlju. PosledŶji koƌak u pƌoĐesu 
otkrivanja asocijativnih pravila je rangiranje ne-eliminisanih pravila primenom 
odgoǀaƌajućih ŵeƌa iŶteƌesaŶtŶosti. U okǀiƌu oǀog poglaǀlja ispitujeŵo pƌiŵeŶu 
implementiranih standardnih i ŵodifikoǀaŶih statističkih ŵeƌa interesantnosti na 
rangiranje asocijativnih pravila otkrivenih u stvarnim skupovima podataka. 
PƌedložeŶe modifikovane statističke ŵeƌe interesantnosti se mogu primenjivati kako 
Ŷa kƌatka, tako i Ŷa duga pƌaǀila. Međutiŵ, pƌečišćaǀaŶje skupa dugih pravila 
primenjeno u prethodnom poglavlju svelo je broj dugih pravila na veoma mali broj 
pravila u ǀećiŶi eksperimenata. Kǀalitet ƌaŶgiƌaŶja oǀih pƌaǀila ďilo ďi teško ǀalidŶo 
izŵeƌiti zďog Ŷjihoǀog ŵalog ďƌoja. Poƌed toga, sŵatƌaŵo da je geŶeƌalŶo teško izǀƌšiti 
pravilno rangiranje dugih pƌaǀila tako da oŶa ďudu zaista koƌisŶa aŶalitičaƌiŵa 
podataka, te se stoga ona retko i upotrebljavaju u praksi. Sa druge strane, kratka 
pravila su zďog lakoće ƌazuŵeǀaŶja Ŷajčešće upotƌeďljaǀaŶa od stƌaŶe aŶalitičaƌa 
podataka, te je razvoj metoda koje ih pravilno rangiraju posebno zŶačajan (Liu, 2007; 
Kazienko, 2009). Iz ovih razloga se u eksperimentima koji se odnose na rangiranje 
asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa u okǀiƌu oǀog istƌažiǀaŶja ogƌaŶičaǀaŵo 
na skup kratkih asocijativnih pravila, a rangiranje dugih pravila ostavljamo kao 
ŵogućŶost ďudućeg istƌažiǀaŶja. 
6.3.1 Rangiranje kratkih asocijativnih pravila 
Pƌilikoŵ ƌaŶgiƌaŶja kƌatkih asoĐijatiǀŶih pƌaǀila, pƌedlažeŵo da se oŶa podele u grupe, 
u zavisnosti od toga da li sadƌže ǁeď stƌaŶice koje su u relaciji potkoncept/natkoncept 
u okǀiƌu pƌisutŶe koŶĐeptŶe hijeƌaƌhije, i to Ŷa sledeći ŶačiŶ:  
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1. Grupa „P-N“ 
Grupu „P-N͞ čiŶe pƌaǀila čija je leǀa stƌaŶa potkoŶĐept desŶe stƌaŶe. CoŶfideŶĐe 
ǀƌedŶost oǀih pƌaǀila je pƌeŵa defiŶiĐiji ƌelaĐije potkoŶĐept/ŶatkoŶept ǀeća od 
zadatog pƌaga ;Ϭ.ϳ u Ŷašiŵ ekspeƌiŵeŶtiŵaͿ. Pƌi toŵe je ďesŵisleŶo koƌistiti 
standardne statističke ŵeƌe iŶteƌesaŶtŶosti za ova pravila jer je skup sesija koje 
sadƌže leǀu stƌaŶu pƌaǀila skoƌo pƌaǀi podskup skupa sesija koje sadƌže desŶu 
stƌaŶu pƌaǀila. “ŵatƌaŵo da pƌaǀila iz oǀe gƌupe Ŷe otkƌiǀaju Ŷoǀo zŶaŶje, ǀeć 
potǀƌđuju ǀezu potkoŶĐept/ŶatkoŶĐept koja je ugƌađeŶa u hipeƌliŶk stƌuktuƌu ǁeď 
sajta. “toga pƌedlažeŵo da se oǀa pƌaǀila izdǀoje u poseďŶu gƌupu čija uloga je da 
opiše koŶĐeptŶu hijeƌaƌhiju web stranica.   
2. Grupa „N-P“ 
Grupu „N-P͞ čiŶe pƌaǀila čija je desŶa stƌaŶa potkoŶĐept leǀe stƌaŶe. Ova pravila se 
ŵogu tuŵačiti u sŵislu: „Posetioci web sajta koji su zainteresovani za koncept N 
zaiŶteƌesoǀaŶi su i za Ŷjegoǀ potkoŶĐept P sa odƌeđeŶiŵ stepeŶoŵ poǀeƌeŶja͞. 
Confidence je dovoljno relevantna mera interesantnosti za pravila iz ove grupe, dok 
je besmisleno koristiti lift, added value i Z-score kao mere interesantnosti za ova 
pƌaǀila. Pƌaǀila iz oǀe gƌupe ŵogu se koƌistiti u speĐifičŶe sǀƌhe, kao što je 
ocenjivanje upotrebljivosti linkova. )ďog speĐifičŶosti zŶačeŶja oǀih pƌaǀila, oŶa se 
ne mogu sǀƌstati u istu gƌupu kao pƌaǀila opšteg oďlika.  
3. Grupa „P1-P2“ 
Grupu „P1-P2͞ čiŶe pƌaǀila čija su leǀa i desŶa stƌaŶa potkoŶĐepti zajedŶičkog 
ŶatkoŶĐepta. Oǀa pƌaǀila se ŵogu tuŵačiti u sŵislu: „Posetioci web sajta koji su 
zainteresovani za koncept N i njegov potkoncept P1, zainteresovani su i za njegov 
potkoŶĐept PϮ, sa odƌeđeŶiŵ stepeŶoŵ poǀeƌeŶja͞. Za rangiranje ovih pravila 
pƌedlažeŵo koƌišćeŶje modifikovanih statističkih ŵeƌa iŶteƌesaŶtŶosti ƌačuŶatih 
lokalŶo, Ŷa skupu sesija koje sadƌže zajedŶički natkoncept (poglavlje 4.7).  
4. Grupa „GEN“ 
Grupu „GEN͞ čiŶe pƌaǀila opšteg oďlika, čija leǀa i desŶa stƌaŶa Ŷisu poǀezaŶe 
vezom potkoncept/natkoncept, niti su one potkoŶĐepti zajedŶičkog ŶatkoŶĐepta. 
)a ƌaŶgiƌaŶje pƌaǀila u oǀoj gƌupi ŵože se koƌistiti ďilo koja staŶdaƌdŶa statistička 
mera interesantnosti.  
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Dok pravila iz grupa „P-N i „N-P͞ iŵaju speĐifičŶo zŶačeŶje i posŵatƌaju se odǀojeŶo, 
pravila iz grupa „P1-P2͞ i „GEN͞ tuŵače se Ŷa sličaŶ ŶačiŶ. Njihoǀo zŶačeŶje iŵa 
smisao: „Posetioci web sajta koji su zaiŶteƌesoǀaŶi za Ŷeki koŶĐept, takođe su 
zaiŶteƌesoǀaŶi i za dƌugi koŶĐept, sa odƌeđeŶiŵ stepeŶoŵ poǀeƌeŶja͞. Ova pravila 
poteŶĐijalŶo otkƌiǀaju Ŷoǀo zŶaŶje o iŶteƌesoǀaŶjiŵa koƌisŶika ǁeď sajta, što je upƌaǀo 
fokus Ŷašeg istƌažiǀaŶja.  
U eksperimentima prikazanim u ovom poglavlju grupe „P1-P2͞ i „GEN͞ su spojene i 
izǀƌšeŶo je zajedŶičko ƌaŶgiƌaŶje pƌaǀila iz oǀe dǀe gƌupe. KoƌišćeŶe su tƌi 
ŵodifikoǀaŶe statističke ŵeƌe iŶteƌesaŶtŶosti: ŵodifikoǀaŶi added ǀalue, ŵodifikoǀaŶi 
lift i modifikovani Z-score.  
VredŶost ŵodifikoǀaŶe statističke ŵeƌe iŶteƌesaŶtŶosti ܯሺܴሻ za neko asocijativno 
pravilo ܴ formira se pƌeŵa sledećeŵ kƌiteƌijuŵu. Ako ܴ pripada grupi pravila „GEN͞, ܯሺܴሻ dobija vrednost standardne statističke ŵeƌe iŶteƌesaŶtŶosti. U pƌotiǀŶoŵ, ako ܴ 
pripada grupi pravila „P1-P2͞, ܯሺܴሻ  dobija vrednost odgoǀaƌajuće lokalŶe mere 
interesantnosti (poglavlje 4.3). 
U ekspeƌiŵeŶtiŵa u okǀiƌu kojih je izǀƌšeŶo ƌaŶgiƌaŶje pƌaǀila iz gƌupa „P1-P2͞ i „GEN͞ 
koƌišćeŶo je sedaŵ statističkih ŵeƌa iŶteƌesaŶtŶosti: 
1. confidence 
2. added value 
3. lift 
4. Z-score 
5. modifikovani added value 
6. modifikovani lift 
7. modifikovani Z-score  
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6.3.2 Primeri iz stvarnog skupa podataka 
Kao primer koji ilustruje razliku u rangiranju standardnom i modifikovanom merom 
interesantnosti, u tabeli 6.9 data su tri kratka pravila otkrivena u  skupu podataka FON, 
u eksperimentu gde je minimalni support prag bio 0.002, a minimalni Z-score prag 4.0. 
Pri tome unija kratkih pravila iz grupa „GEN͞ i „P1-P2͞ generisanih u ovom 
ekspeƌiŵeŶtu sadƌži ukupŶo ϳϳ pƌaǀila.  
 
Levo Desno Grupa AV 
Rang 
AV 
Mod 
AV 
Rang 
MAV 
1 /osnovnestudije/om/index.html /osnovnestudije/uk/index.html P1-P2 0.43 11 0.40 9 
2 /istrazivanjeirazvoj/index.html /ofakultetu/index.html GEN 0.35 18 0.35 13 
3 /osnovnestudije/om/index.html /osnovnestudije/isit/index.html P1-P2 0.43 10 0.24 23 
Tabela 6.9. Primeri rangiranih pravila – modifikovana added value mera 
interesantnosti 
Kolona „Levo͞ u tabeli 6.9 sadƌži url web stranice na levoj strani pravila, a kolona 
„Desno͞ sadƌži url web stranice na desnoj strani pravila. Kolona „Grupa͞ ozŶačaǀa 
grupu kojoj pravilo pripada prema podeli navedenoj u prethodnom poglavlju.  Kolona 
„AV͞ sadƌži ǀƌedŶost added ǀalue ŵeƌe iŶteƌesaŶtŶosti, dok koloŶa „Rang AV͞ sadƌži 
redni broj pravila kada su ona rangirana prema added value meri interesantnosti. 
Kolona „Mod.AV͞ sadƌži ǀƌedŶost ŵodifikoǀaŶe added ǀalue ŵeƌe iŶteresantnosti, dok 
kolona „Rang MAV͞ sadƌži ƌedŶi ďƌoj pƌaǀila kada su oŶa ƌaŶgiƌaŶa pƌeŵa 
modifikovanoj added value meri interesantnosti. 
Web stranica /osnovnestudije/om/index.html odnosi se na studijski program 
„OpeƌaĐioŶi ŵeŶadžŵeŶt͞, web stranica /osnovnestudije/uk/index.html odnosi se na 
studijski program „Upravljanje kvalitetom͞, a web stranica 
/osnovnestudije/isit/index.html odnosi se na studijski program „Informacione 
tehnologije͞ Fakulteta organizacionih nauka u Beogradu. Sve tri web stranice su 
potkoŶĐepti zajedŶičkog ŶatkoŶĐepta „Osnovne studije͞ na koji se odnosi web stranica 
/osnovnestudije/index.html. Web stranice /istrazivanjeirazvoj/index.html  i  
/ofakultetu/index.html nemaju natkoncept i obe se nalaze na osnovnom top-meniju 
web sajta.  
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Ukoliko ďi se ƌaŶgiƌaŶje ǀƌšilo staŶdaƌdŶoŵ added ǀalue ŵeƌoŵ iŶteƌesaŶtŶosti, 
pravila sa rednim brojevima 1 i 3 bila bi rangirana na visokom 10. i 11. mestu („Rang 
AV͞) i imala bi jednaku vrednost mere interesantnosti („AV͞), dok bi pravilo sa rednim 
ďƌojeŵ Ϯ ďilo Ŷiže ƌaŶgiƌaŶo ;Ŷa ϭϴ. ŵestuͿ. KoƌišćeŶjeŵ ŵodifikoǀaŶe added ǀalue 
ŵeƌe iŶteƌesaŶtŶosti pƌiŵećujeŵo da postoji ƌazlika u ƌaŶgiƌaŶju pƌavila sa rednim 
brojevima 1 i 3 („Rang M.AV͞Ϳ. Pƌaǀilo sa ƌedŶiŵ ďƌojeŵ ϭ iŵa ǀišu ǀƌedŶost 
modifikovane added value mere i prema njoj je rangirano na 9. mestu, dok je pravilo sa 
rednim brojem 3 rangirano tek na 23. mestu. Dakle, modifikovana added value mera 
pravila 1 i 3 govori o tome da su posetioci web sajta koji su zainteresovani za osnovne 
studije na studijskom programu „OpeƌaĐioŶi ŵeŶadžŵeŶt͞ ŵŶogo ǀiše zaiŶteƌesoǀaŶi 
za studijski program „Upravljanje kvalitetom͞ nego za studijski program „Informacione 
tehnologije͞ ;što se ŵože očekiǀati s oďziƌoŵ Ŷa sƌodŶost oǀih studijskih pƌogƌaŵaͿ. “a 
dƌuge stƌaŶe, ƌazlika u ǀƌedŶostiŵa staŶdaƌdŶe added ǀalue ŵeƌe izŵeđu pƌaǀila ϭ i ϯ 
toliko je mala da se ova informacija gubi i pravila su podjednako rangirana.  
Praǀilo Ϯ, koje poǀezuje ǁeď stƌaŶiĐe izŵeđu kojih Ŷe postoji hipeƌliŶk Ŷa ǁeď sajtu i 
koje Ŷisu poǀezaŶe ǀezoŵ potkoŶĐept/ŶatkoŶĐept, ŵože ďiti zŶačajŶo aŶalitičaƌiŵa 
podataka i ŶepoželjŶo ďi ďilo ƌaŶgiƌati ga pƌeǀiše Ŷisko u odŶosu Ŷa pƌaǀila ϭ i ϯ, što ďi 
bio slučaj pƌi ƌaŶgiƌaŶju staŶdaƌdŶoŵ added ǀalue ŵeƌoŵ. “ŵatƌaŵo da je Ŷjegoǀo 
ƌaŶgiƌaŶje koƌišćeŶjeŵ ŵodifikovane added value mere („Rang MAV͞Ϳ ďliže Ŷjegoǀoj 
stǀaƌŶoj iŶteƌesaŶtŶosti, u odŶosu Ŷa Ŷjegoǀo ƌaŶgiƌaŶje koƌišćeŶjeŵ staŶdaƌdŶe 
added value mere („Rang AV͞).   
6.3.3 Poređenje rangiranja standardnim statističkim merama 
interesantnosti 
U oǀoŵ poglaǀlju poƌediŵo ƌaŶgiƌaŶje kƌatkih asoĐijatiǀŶih pƌaǀila koƌišćeŶjeŵ četiƌi 
standardne mere interesantnosti: confidence, added value, lift i Z-score. U 
eksperimeŶtiŵa poƌediŵo sličŶost ƌaŶgiƌaŶja puteŵ oǀih ŵeƌa iŶteƌesaŶtŶosti 
koƌišćeŶjeŵ “peaƌŵaŶoǀog koefiĐijeŶta koƌelaĐije ƌaŶga. VƌedŶosti ŵiŶiŵalŶog 
suppoƌt pƌaga su kao i u pƌethodŶoŵ poglaǀlju ǀaƌiƌaŶe izŵeđu Ϭ.ϬϬϬϱ, Ϭ.ϬϬϭ i Ϭ.ϬϬϮ, 
dok je vrednost minimalnog Z-score praga konstantna i iznosi 4.0.  
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U tabelama od 6.10 do 6.15 date su vrednosti Spearmanovog koeficijenta korelacije 
ranga za svaki par mera interesantnosti. “kƌaćeŶiĐa „A.value͞ u tabelama odnosi se na 
added ǀalue, a skƌaćeŶiĐa „Conf͞ na confidence. Oznaka skupa podataka i vrednost 
minimalnog support praga data je u zagradama ispod svake tabele.  
 
 A.value Lift Z-score 
Conf 0.9001 0.2414 0.3021 
A.value - 0.5446 0.5730 
Lift - - 0.8926 
Taďela ϲ.ϭϬ. PoƌeđeŶje ƌaŶgiƌaŶja staŶdaƌdŶiŵ ŵeƌaŵa: VTŠ, “upp=Ϭ.ϬϬϬϱ 
 
 A.value Lift Z-score 
Conf 0.8598 0.1320 0.2325 
A.value - 0.5211 0.5977 
Lift - - 0.9212 
Taďela ϲ.ϭϭ. PoƌeđeŶje ƌaŶgiƌaŶja staŶdaƌdŶiŵ ŵeƌaŵa: VTŠ, Supp=0.001 
 
 A.value Lift Z-score 
Conf 0.818 -0.065 0.0653 
A.value - 0.3900 0.4971 
Lift - - 0.8941 
Taďela ϲ.ϭϮ. PoƌeđeŶje ƌaŶgiƌaŶja staŶdaƌdŶiŵ ŵeƌaŵa: VTŠ, “upp=Ϭ.ϬϬϮ 
 
 A.value Lift Z-score 
Conf 0.9107 0.1956 0.1991 
A.value - 0.4858 0.4348 
Lift - - 0.7234 
Taďela ϲ.ϭϯ. PoƌeđeŶje ƌaŶgiƌaŶja staŶdaƌdŶiŵ ŵeƌaŵa: FON, “upp=Ϭ.ϬϬϬϱ 
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 A.value Lift Z-score 
Conf 0.89308 0.2390 0.2139 
A.value - 0.5401 0.4783 
Lift - - 0.7816 
Taďela ϲ.ϭϰ. PoƌeđeŶje ƌaŶgiƌaŶja staŶdaƌdŶiŵ ŵeƌaŵa: FON, “upp=Ϭ.ϬϬϭ 
 
 A.value Lift Z-score 
Conf 0.8967 0.214 0.1818 
A.value - 0.5109 0.453 
Lift - - 0.8239 
Taďela ϲ.ϭϱ. PoƌeđeŶje ƌaŶgiƌaŶja staŶdaƌdŶiŵ ŵeƌaŵa: FON, “upp=Ϭ.ϬϬϮ 
 
U svim prikazanim ekspeƌiŵeŶtiŵa “peaƌŵaŶoǀ koefiĐijeŶt koƌelaĐije ƌaŶga izŵeđu 
ĐoŶfideŶĐe i added ǀalue ŵeƌe je ǀisok, što zŶači da oǀe dǀe ŵeƌe daju sličŶo 
ƌaŶgiƌaŶje. KoefiĐijeŶt koƌelaĐije ƌaŶga izŵeđu ĐoŶfideŶĐe i lift, kao i izŵeđu 
confidence i Z-score mere je nizak, što ukazuje Ŷa ƌazličitost ƌaŶgiƌaŶja puteŵ oǀih 
ŵeƌa iŶteƌesaŶtŶosti. Ipak, koefiĐijeŶt u ǀećiŶi slučajeǀa zadƌžaǀa pozitiǀŶu ǀƌedŶost, 
što zŶači da postoji pozitiǀŶa koƌelaĐija u ƌaŶgiƌaŶju, ali je Ŷiska. “ličŶost u ƌaŶgiƌaŶju 
izŵeđu added ǀalue i lift, kao i added value i Z-score mere postoji, ali nije izrazito 
ǀisoka, dok je sličŶost u ƌaŶgiƌaŶju izŵeđu lift i )-score mere izrazito visoka u svim 
eksperimentima.   
6.3.4 Poređenje rangiranja standardnim i modifikovanim statističkim 
merama interesantnosti 
U ovom poglaǀlju poƌediŵo ƌaŶgiƌaŶje kƌatkih asoĐijatiǀŶih pƌaǀila koƌišćeŶjeŵ 
standardne i modifikovane added value, standardne i modifikovane lift, kao i 
standardne i modifikovane Z-score mere interesantnosti. Kao i u prethodnom 
poglaǀlju, sličŶost ƌaŶgiƌaŶja ŵeƌiŵo koƌišćeŶjeŵ “peaƌŵaŶovog koeficijenta 
korelacije ranga. Vrednosti minimalnog support praga, kao i u prethodnom poglavlju, 
ǀaƌiƌaŶe su izŵeđu Ϭ.ϬϬϬϱ, Ϭ.ϬϬϭ i Ϭ.ϬϬϮ, dok je vrednost minimalnog Z-score praga 
konstantna i iznosi 4.0.  
128 
 
U tabelama 6.16 i 6.17 date su vrednosti Spearmanovog koeficijenta korelacije ranga 
izŵeđu paƌoǀa staŶdaƌdŶa/ŵodifikoǀaŶa ŵeƌa iŶteƌesaŶtŶosti. KoloŶa „Support͞ 
odnosi se na vrednost minimalnog support praga, kolona „Mod AV͞ odnosi se na 
koƌelaĐiju izŵeđu ŵodifikoǀaŶe i standardne added value mere, kolona „Mod Lift͞ na 
koƌelaĐiju izŵeđu ŵodifikoŶe i staŶdaƌdŶe lift ŵeƌe, a koloŶa „Mod Z-score͞ na 
koƌelaĐiju izŵeđu ŵodifikoŶe i staŶdaƌdŶe )-score mere. Oznaka skupa podataka data 
je u zagradama ispod obe tabele.  
 
Support Mod AV Mod Lift 
Mod       
Z-score 
0.0005 0.8948 0.6787 0.6022 
0.001 0.8770 0.6381 0.5539 
0.002 0.8553 0.5565 0.4733 
Tabela 6.16. Rangiranje modifikovanim merama: FON 
 
Support Mod AV Mod Lift 
Mod       
Z-score 
0.0005 0.8893 0.6971 0.5642 
0.001 0.8512 0.6127 0.5288 
0.002 0.8654 0.5876 0.5234 
Tabela 6.17. Rangiranje modifikovanim merama: VTŠ 
 
EkspeƌiŵeŶti pokazuju da je sličŶost u ƌaŶgiƌaŶju izŵeđu ŵodifikoǀaŶe i staŶdaƌdŶe 
added ǀalue ŵeƌe iŶteƌesaŶtŶosti Ŷešto ǀeća u odŶosu Ŷa sličŶost izŵeđu 
modifikovane i standardne lift, odnosno Z-score mere interesantnosti. Razlog za ovu 
pojaǀu je ǀeƌoǀatŶo u toŵe što ǀƌedŶosti lift i )-sĐoƌe ŵeƌe ǀiše ǀaƌiƌaju kada se sŵaŶji 
ǀeličiŶa skupa sesija u odŶosu Ŷa koji se oŶe ƌačuŶaju. Kada se lift, odŶosŶo )-score 
ǀƌedŶost ƌačuŶaju lokalŶo u Ŷekoŵ podskupu skupa sǀih sesija, dolazi do ǀećih 
osĐilaĐija u odŶosu Ŷa Ŷjihoǀe ǀƌedŶosti ƌačuŶate gloďalŶo u skupu sǀih sesija. 
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7 Zaključak 
Otkrivanje asocijativnih pravila u web log podacima jedna je od popularnih metoda za 
automatsku ekstrakciju potencijalno interesantnih informacija o koƌišćeŶju web 
sajtova. Znanje otkriveno u formi asocijativnih pravila primenjuje se u raznovrsnim 
domenima, kao što su aplikacije elektronskog poslovanja, razni sistemi za 
pƌepoƌučivanje, personalizacija koƌišćeŶja ǁeď sajtoǀa, sistemi za poǀećaŶje 
peƌfoƌŵaŶsi ǁeď seƌǀeƌa kešiƌaŶjeŵ ǁeď stƌaŶiĐa, kao i za uŶapƌeđeŶje ǁeď sajt 
dizajna.  
Analiza dosadašŶjih istƌažiǀaŶja u oďlasti otkrivanja asocijativnih pravila ukazuje da je 
osnovni faktoƌ koji ŶegatiǀŶo utiče Ŷa upotƌeďljiǀost asoĐijatiǀŶih pƌaǀila teŶdeŶĐija 
geŶeƌisaŶja pƌeǀelikog ďƌoja pƌaǀila u kojiŵa se aŶalitičaƌi podataka teško sŶalaze pƌi 
odaďiƌu stǀaƌŶo koƌisŶih pƌaǀila. U slučaju asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď 
sajtova oǀaj pƌoďleŵ je pogoƌšaŶ usled sŶažŶe koƌelaĐije izŵeđu ƌazličitih ǁeď 
stƌaŶiĐa, koja je ƌezultat hipeƌliŶk stƌuktuƌe ǁeď sajtoǀa. Kao poslediĐa toga geŶeƌiše 
se pƌeǀeliki ďƌoj asoĐijatiǀŶih pƌaǀila sa ǀisokiŵ ǀƌedŶostiŵa statističkih ŵeƌa 
interesantnosti, koja su zapƌaǀo očekiǀaŶa i saŵiŵ tiŵ ŶeiŶteƌesaŶtŶa aŶalitičaƌiŵa 
podataka. Postojanje ovakvih asocijativnih pƌaǀila ǀƌlo ŶegatiǀŶo utiče na kvalitet 
zŶaŶja sadƌžaŶ u skupu asocijativnih pravila otkrivenih u web podacima, uŵaŶjujući 
njegovu upotrebljivost. 
Shodno tome, opšti Đilj istƌažiǀaŶja sprovedenog u okviru ove disertacije bio je razvoj 
teorijskog okǀira i uŶapređeŶje ŵetoda za proŶalažeŶje i ǀredŶoǀaŶje asoĐijatiǀŶih 
pravila u web server log podacima.  U okǀiƌu opšteg Đilja defiŶisaŶ je potcilj C1.1 – 
uporedŶa aŶaliza priŵeŶe različitih ŵera iŶteresaŶtŶosti praǀila kroz aspekt Ŷjihoǀe 
upotrebljivosti za analizu web server log podataka, kao i potcilj C1.2 – formulisanje 
smernica pri odabiru mera interesantnosti asocijativnih pravila. 
Jedan od ǀažŶijih teoretskih doprinosa ove disertacije, u okviru ispunjenja opšteg cilja, 
je predlog metode za eliminaciju neinteresantnih asocijativnih pravila, kojom se 
poǀećaǀa upotƌeďljiǀost skupa otkƌiǀeŶih pƌaǀila. PƌedložeŶa je foƌŵalŶa defiŶiĐija 
uslova za elimiŶaĐiju koja se ďaziƌa Ŷa statističkoj )-score meri, definisanoj lokalno, na 
skupu tƌaŶsakĐija ;ǁeď sesijaͿ koje sadƌže opštiji skup atƌiďuta ;ǁeď stƌaŶiĐaͿ.  
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Oǀakǀa defiŶiĐija opšteg usloǀa za eliŵiŶaĐiju asoĐijatiǀŶih pƌaǀila oďuhǀata dǀojako 
pƌečišćaǀaŶje skupa otkrivenih asocijativnih pƌaǀila. U pƌǀoŵ slučaju eliŵiŶišu se 
asoĐijatiǀŶa pƌaǀila koja su statistički očekiǀaŶa u odŶosu Ŷa opštija i kƌaća asoĐijatiǀŶa 
pƌaǀila. U dƌugoŵ slučaju eliŵiŶišu se pƌaǀila koja su statistički očekiǀaŶa u odŶosu Ŷa 
opštija asoĐijatiǀŶa pƌaǀila jedŶake dužiŶe, koja postoje u pƌisustǀu koŶĐeptŶe 
hijerarhije atributa.  
U okviru ove metode pƌedložeŶo je koƌišćeŶje konceptne hijerarhije generisane na 
osnovu asocijativnih pravila čija je ĐoŶfideŶĐe ǀƌedŶost pƌiďližŶa ŵaksiŵalŶoj, a koja 
često postoje u skupoǀiŵa asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa. OgƌaŶičeŶje 
ovakve konceptne hijerarhije je što oŶa Ŷe oďuhǀata sǀe odŶose 
potkoncept/natkoncept koje bi mogao definisati ekspert, ili koji bi eventualno mogli 
ďiti autoŵatski ekstƌahoǀaŶi seŵaŶtičkoŵ aŶalizoŵ ǁeď sajta. “a dƌuge stƌaŶe, 
prednost ovako definisane konceptne hijerarhije je što za ŶjeŶo geŶeƌisaŶje Ŷije 
potƌeďŶo ekspeƌtsko zŶaŶje, Ŷiti se zahteǀa dodatŶo ƌačuŶsko procesiranje, jer se ona 
zasŶiǀa Ŷa ǀeć otkƌiǀeŶiŵ asoĐijatiǀŶiŵ pƌaǀiliŵa.  
PƌedložeŶi metod za eliminaciju neinteresantnih asocijativnih pravila baziran na 
pƌiŵeŶi statističke )-sĐoƌe ŵeƌe iŶteƌesaŶtŶosti je poƌeđeŶ sa dƌugiŵ ŵetodaŵa 
(potcilj C1.1). Teoƌetski je dokazaŶo da je pƌedložeŶi ŵetod opštiji i ǀiše statistički 
opravdan u odnosu na neke od metoda korišćeŶih u pƌethodŶiŵ istƌažiǀaŶjiŵa. 
PoseďŶo je pogodaŶ za pƌiŵeŶu u doŵeŶu otkƌiǀaŶja asoĐijatiǀŶih pƌaǀila o poŶašaŶju 
korisnika web sajtova, gde postoji ǀisoka koƌelaĐija izŵeđu ǁeď stƌaŶiĐa kao poslediĐa 
hiperlink strukture web sajta. 
U okviru potcilja C1.1, izǀƌšeŶa je upoƌedŶa aŶaliza osoďiŶa ƌazličitih statističkih ŵeƌa 
interesantnosti. One su primenjene na rangiranje asocijativnih pravila o koƌišćeŶju ǁeď 
sajtova otkrivenih u dva stvarna skupa web log podataka. Rezultati rangiranja putem 
ƌazličitih mera interesantnosti asocijativnih pravila o koƌišćeŶju ǁeď sajtoǀa poƌeđeŶi 
su primenom Spearmanov-og koeficijenta korelacije ranga. 
Još jedaŶ teoƌetski doprinos, u okviru potcilja C1.2, je predlog modifikacije standardnih 
ŵateŵatičkih ŵeƌa iŶteƌesaŶtŶosti, kojoŵ se poǀećaǀa kǀalitet ƌaŶgiƌaŶja otkƌiǀeŶih 
asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtoǀa. Ova modifikacija primenljiva je u 
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prisustvu prethodno definisane konceptne hijerarhije web objekata. Njome se 
ŵodifikuje iŶteƌesaŶtŶost asoĐijatiǀŶih pƌaǀila čija leǀa i desŶa stƌaŶa sadƌže 
potkoŶĐept zajedŶičkog ŶatkoŶĐepta. Oǀakǀa asoĐijatiǀŶa pƌaǀila iŵaju izƌazito 
poǀišeŶe ǀƌedŶosti staŶdaƌdŶih statističkih ŵeƌa iŶteƌesaŶtŶosti, iako su oŶa Ŷajčešće 
očekiǀaŶa, i saŵiŵ tiŵ ŶeiŶteƌesaŶtŶa aŶalitičaƌiŵa podataka. Eksperimentalno je 
pokazano da ovakva modifikacija mera interesantnosti daje kvalitetnije rangiranje 
asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď sajtova koja preostaju u skupu posle njegovog 
pƌečišćaǀaŶja.  
PƌaktičŶi Đilj oǀog istƌažiǀaŶja bio je razvoj softverskog sistema za analizu web log 
podataka sa ŵogućŶošću odaďira postojećih i geŶerisaŶja Ŷoǀih ŵera iŶteresaŶtŶosti 
asocijativnih pravila (C2). U okǀiƌu pƌaktičŶog cilja definisani su potcilj C2.1 – analiza 
fuŶkĐioŶalŶosti određenog softverskog sistema za data mining i predlog njegovog 
prošireŶja, kao i potcilj C2.2 – prošireŶje fuŶkĐioŶalŶosti postojećeg softǀerskog 
sisteŵa u Đilju poďoljšanja kvaliteta otkrivenog znanja. 
Analiziran je popularni Weka data mining sistem i pƌedložeŶ softǀeƌski sisteŵ koji 
pƌošiƌuje Ŷjegoǀe fuŶkĐioŶalŶosti (potcilj C2.1). PƌedložeŶi softǀeƌski sisteŵ je 
specijalizovan za otkrivanje asocijativnih pravila o korišćeŶju ǁeď sajtoǀa i iŶtegƌiše sǀe 
faze procesa otkrivanja asocijativnih pravila. OďuhǀaćeŶa je priprema web log 
podataka, otkrivanje asocijativnih pravila, iŵpleŵeŶtaĐija pƌedložeŶih metoda za 
eliminisanje neinteresantnih asocijativnih pravila, kao i rangiranje preostalih 
asocijativnih pravila primenom standardnih i modifikovanih mera interesantnosti. 
U okviru potcilja C2.2, implementiraŶ je pƌedložeŶi softverski sistem, kojim se u okviru 
ekspeƌiŵeŶtalŶog istƌažiǀaŶja otkrivaju asocijativna pravila u dva stvarna skupa 
podataka o koƌišćeŶju ǁeď sajtoǀa. Pri tome se eksperimentalno ispituje doprinos 
pƌedložeŶih ŵetoda za poďoljšaŶje kvaliteta otkrivenih asocijativnih pravila o 
koƌišćeŶju ǁeď sajtoǀa.  
Najpre je izǀƌšeŶo pretprocesiranje web log podataka, zatim su generisana asocijativna 
pƌaǀila o poŶašaŶju koƌisŶika ǁeď sajtoǀa Apriori algoritmom, a potom su primenjene 
pƌedložeŶe ŵetode za eliŵiŶaĐiju i ƌaŶgiƌaŶje otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila.  
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U prvom delu eksperimenata je potǀƌđeŶo da ukupan broj frekventnih skupova i 
otkrivenih asocijativnih pravila koja prelaze zadati support/confidence prag raste 
eksponencijalno sa brojem frekventnih web stranica.  
EkspeƌiŵeŶti u kojiŵa se pƌoǀeƌaǀa efikasŶost pƌedložeŶih ŵetoda za pƌečišćaǀaŶje 
skupa otkrivenih asocijatiǀŶih pƌaǀila ǀƌšeŶi su gƌadatiǀŶo, u četiƌi koƌaka. U pƌǀiŵ 
koƌaĐiŵa se pƌiŵeŶjuju jedŶostaǀŶije ŵetode pƌečišćaǀaŶja, i ŵeƌi Ŷjihoǀa efikasŶost 
pƌi sŵaŶjeŶju ǀeličiŶe skupa otkƌiǀeŶih asoĐijatiǀŶih pƌaǀila. U ŶaƌedŶiŵ koƌaĐiŵa 
meri se efikasnost kompleksŶijih ŵetoda pƌečišćaǀaŶja, i to Ŷa skupu asoĐijatiǀŶih 
pravila koja nisu eliminisana prethodno primenjenim, elementarnijim metodama 
pƌečišćaǀaŶja.  
U prvom koraku eliminisana su takozvana „klaster͞ pravila, obzirom da su takva pravila 
očigledŶo tƌiǀijalŶa, a ƌačuŶski ih je jedŶostaǀŶo ideŶtifikoǀati. Ukupan udeo klaster 
pravila u VTŠ ekspeƌiŵeŶtalŶoŵ skupu podataka je visok (od 33% do 40%), dok je u 
FON skupu podataka nizak (od 0% do 1.4%). Postojanje klaster pravila uslovljeno je 
hiperlink strukturom weď sajta, u okǀiƌu koje se dǀe ili ǀiše ǁeď stƌaŶiĐa ŵoƌaju 
posetiti istoǀƌeŵeŶo kako ďi se došlo do tƌažeŶe iŶfoƌŵaĐije. Čak i saŵo jedan takav 
par web stranica uzrokuje postojaŶje ŵŶoštǀa klasteƌ asocijativnih pravila, te je 
ukupŶo sŵaŶjeŶje ǀeličiŶe skupa otkƌiǀeŶih pƌaǀila zŶačajŶo. 
Eliminacija asocijativnih pravila koja su statistički očekiǀaŶa u skupu svih web sesija je 
jedŶa od ŵetoda često pƌedlagaŶa u pƌethodŶiŵ istƌažiǀaŶjiŵa, pa je oŶa pƌiŵeŶjeŶa 
kao dƌugi koƌak pƌoĐesa pƌečišćaǀaŶja skupa otkƌiǀenih asocijativnih pravila. Pri tome 
je za ŵeƌu statističke očekiǀaŶosti asoĐijatiǀŶih pƌaǀila koƌišćeŶa statistička )-score 
ŵeƌa. EkspeƌiŵeŶtiŵa je potǀƌđeŶo da je učiŶak eliŵiŶaĐije statistički očekiǀaŶih 
pravila u skupu otkrivenih pravila nizak (od 3% do 13%, u zavisnosti od skupa podataka 
i vrednosti zadatog minimalnog Z-score praga). PotǀƌđeŶo je i da se učiŶak eliŵiŶaĐije 
blago poǀećaǀa sa sŶižeŶjeŵ ŵiŶiŵalŶog suppoƌt pƌaga, što je u skladu sa pƌethodŶiŵ 
istƌažiǀaŶjiŵa i sa defiŶiĐijoŵ suppoƌt ŵeƌe. EkspeƌiŵeŶti takođe pokazuju da je 
učiŶak eliŵiŶaĐije ǀeći za pƌaǀila koja iŵaju ƌelatiǀŶo ǀisoke ĐoŶfideŶĐe vrednosti (u 
intervalu od 0.3 do 0.5), Ŷego za pƌaǀila sa ĐoŶfideŶĐe ǀƌedŶostiŵa Ŷižiŵ od Ϭ.ϯ. 
Razlog oǀe pojaǀe je što je za ǀeliki ďƌoj pravila poǀišeŶa confidence vrednost samo 
posledica visoke frekventnosti desne strane pravila, pƌi čeŵu zapƌaǀo Ŷe postoji 
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statistički zŶačajŶa koƌelaĐija leǀe i desŶe stƌaŶe pƌaǀila. Visoke confidence vrednosti 
oǀakǀih pƌaǀila zďuŶjuju aŶalitičaƌe podataka, dajući lažŶu sliku o Ŷjihoǀoj 
iŶteƌesaŶtŶosti, te Ŷjihoǀa eliŵiŶaĐija sǀakako poǀećaǀa upotƌeďljiǀost skupa 
otkƌiǀeŶih pƌaǀila. Međutiŵ, ekspeƌiŵeŶti potǀƌđuju da je učiŶak eliŵiŶaĐije statistički 
očekiǀaŶih pƌaǀila u skupu sǀih ǁeď sesija Ŷizak, te ǀeliki ďƌoj potencjalno 
neinteresantnih pravila ostaje u skupu posle primene ove metode.  
Metod pƌedložeŶ u okǀiƌu oǀog istƌažiǀaŶja, kojiŵ se eliŵiŶišu duga pƌaǀila, statistički 
očekiǀaŶa u odŶosu Ŷa kƌaća pƌaǀila koja takođe postoje u skupu sǀih pƌaǀila, 
primenjen je kao tƌeći koƌak u pƌoĐesu pƌečišćaǀaŶja skupa otkƌiǀeŶih asoĐijatiǀŶih 
pƌaǀila.  UčiŶak eliŵiŶaĐije Ŷa sŵaŶjeŶje ǀeličiŶe skupa dugih asoĐijatiǀŶih pƌaǀila u 
sprovedenim eksperimentima je izuzetno visok (od 73% do 93%, u zavisnosti od skupa 
podataka i vredŶosti paƌaŵetaƌaͿ, što zŶačajŶo olakšaǀa sŶalažeŶje aŶalitičaƌiŵa 
podataka pri odabiru potencijalno korisnih pravila.  
U posledŶjeŵ, četǀƌtoŵ koƌaku pƌečišćaǀaŶja pƌiŵeŶjeŶ je pƌedložeŶi ŵetod za 
eliŵiŶaĐiju pƌaǀila koja su statistički očekiǀaŶa u odŶosu Ŷa opštija pƌaǀila, pƌi čeŵu je 
ƌelaĐija opštije/speĐifičŶije pƌaǀilo defiŶisaŶa koŶĐeptŶoŵ hijeƌaƌhijoŵ. KoŶĐeptŶa 
hijeƌaƌhija je koŶstƌuisaŶa Ŷa osŶoǀu otkƌiǀeŶih kƌatkih asoĐijatiǀŶih pƌaǀila čija je 
confidence vrednost u blizini maksimalne. Obzirom da je u pƌethodŶoŵ, tƌećeŵ 
koraku pƌoĐesa pƌečišćaǀaŶja eliŵiŶisaŶa ogƌoŵŶa ǀećiŶa dugih pƌaǀila, efikasnost 
oǀog, posledŶjeg koƌaka pƌečišćaǀaŶja ŵeƌeŶa je Ŷa skupu kƌatkih asoĐijatiǀŶih pravila, 
koji Ŷije ŵogao ďiti pƌečišćeŶ pƌethodŶo pƌiŵeŶjeŶiŵ ŵetodaŵa. UkupŶi učiŶak ove 
eliminacije je u intervalu od 14% do 34%, u zavisnosti od skupa podataka, minimalnog 
support praga i minimalnog Z-sĐoƌe pƌaga. Iako je učiŶak eliŵiŶaĐije kƌatkih pƌaǀila Ŷiži 
u odnosu na eliminaciju dugih pravila primenjenu u prethodnom koraku, eliminacija 
kƌatkih asoĐijatiǀŶih pƌaǀila je poseďŶo zŶačajŶa jeƌ upƌaǀo Ŷjih aŶalitičaƌi podataka 
Ŷajčešće koƌiste.   
Oďziƌoŵ da sǀe pƌiŵeŶjeŶe ŵetode pƌečišćaǀaŶja skupa otkƌiǀeŶih asoĐijatiǀŶih 
pƌaǀila eliŵiŶišu saŵo oŶa pƌaǀila koja su statistički očekiǀaŶa u skupu sǀih ǁeď sesija, 
ili u odŶosu Ŷa postojeća opštija pƌaǀila, oŶe Ŷe doǀode do guďitka poteŶĐijalŶo 
interesaŶtŶih pƌaǀila. Dakle, učiŶak sŵaŶjeŶja ǀeličiŶe skupa otkƌiǀeŶih asoĐijatiǀŶih 
134 
 
pƌaǀila pƌiŵeŶoŵ oǀih ŵetoda diƌektŶo je pƌopoƌĐioŶalaŶ poǀećaŶju kǀaliteta, 
odnosno upotrebljivosti skupa otkrivenih asocijativnih pravila.  
U poslednjoj fazi eksperimentalnog istƌažiǀaŶja ǀƌši se ƌaŶgiƌaŶje asoĐijatiǀŶih pƌaǀila 
koja pƌeostaju u skupu otkƌiǀeŶih pƌaǀila posle Ŷjegoǀog pƌečišćaǀaŶja. Iako je 
pƌedložeŶa ŵodifikaĐija staŶdaƌdŶih ŵeƌa iŶteƌesaŶtŶosti asoĐijatiǀŶih pƌaǀila o 
koƌišćeŶju ǁeď sajtoǀa pƌiŵeŶljiǀa Ŷa opšti oďlik asoĐijatiǀŶih pƌaǀila, ekspeƌiŵeŶtalŶo 
istƌažiǀaŶje je ogƌaŶičeŶo Ŷa ƌaŶgiƌaŶje kƌatkih asoĐijatiǀŶih pravila. Naime, posle 
pƌečišćaǀaŶja skupa otkrivenih pravila u njemu preostaje veoma mali broj dugih 
pravila, pa bi validnost eksperimenata kojima se ispituje njihovo rangiranje bila 
diskutabilna. Nasuprot toga, u skupu otkrivenih pravila preostaje veliki broj 
ŶepƌečišćeŶih kƌatkih pƌaǀila, čije ispƌaǀŶo ƌaŶgiƌaŶje ŵože zŶatŶo olakšati odaďiƌ 
stǀaƌŶo koƌisŶih pƌaǀila aŶalitičaƌiŵa podataka.  
Pre saŵog ƌaŶgiƌaŶja kƌatkih pƌaǀila pƌiŵeŶoŵ ŵateŵatičkih ŵeƌa iŶteƌesaŶtŶosti, 
pƌaǀila su podeljeŶa u četiƌi gƌupe, u zavisnosti od odnosa potkoncept/natkoncept 
izŵeđu leǀe i desŶe stƌaŶe pƌaǀila. Pravila iz prve i druge grupe otkrivaju znanje o 
interesovanjiŵa posetioĐa ǁeď sajtoǀa, dok pƌaǀila iz tƌeće i četǀƌte gƌupe goǀoƌe o 
upotƌeďljiǀosti diƌektŶih hipeƌliŶkoǀa izŵeđu ǁeď stƌaŶiĐa koje čiŶe leǀu, odŶosŶo 
desnu stranu pravila. Obzirom da analiza upotrebljivosti direktnih hiperlinkova nije 
fokus ovog istražiǀaŶja, u ekspeƌiŵeŶtiŵa su ƌaŶgiƌaŶa pƌaǀila iz pƌǀe dǀe gƌupe.  
RaŶgiƌaŶje pƌaǀila je u ekspeƌiŵeŶtiŵa ǀƌšeŶo pƌeŵa ƌazličitiŵ ŵeƌaŵa 
iŶteƌesaŶtŶosti, a sličŶost ƌaŶgiƌaŶja je ŵeƌeŶa koƌisteći “peaƌŵaŶov koeficijent 
korelacije ranga. PokazaŶo je da ĐoŶfideŶĐe i added ǀalue ŵeƌa čiŶe jedaŶ paƌ 
staŶdaƌdŶih ŵeƌa iŶteƌesaŶtŶosti jeƌ koŶzisteŶtŶo daju sličŶo ƌaŶgiƌaŶje, za ƌazličite 
ǀƌedŶosti ŵiŶiŵalŶog suppoƌt pƌaga i ƌazličite skupoǀe podataka. Nasupƌot toga, lift i 
Z-sĐoƌe ŵeƌa čiŶe dƌugi paƌ ŵeƌa iŶteƌesaŶtŶosti jeƌ takođe daju sličŶo ƌaŶgiƌaŶje, koje 
se razlikuje od rangiranja prema confidence, odnosno added value merama.  
Postoji ŵŶoštǀo istƌažiǀaŶja koje se ďaǀi ƌazǀojeŵ kƌiteƌijuŵa za odaďiƌ adekǀatŶih 
mera interesantnosti za dati doŵeŶ pƌiŵeŶe i dati skup podataka. ČiŶjeŶiĐa da dǀe ili 
ǀiše ŵeƌa daju sličŶo ƌaŶgiƌaŶje za ƌazličit izďoƌ paƌaŵetaƌa, ukazuje Ŷa to da je 
dovoljno pri rangiranju koristiti samo jednu od takvih mera kao predstavnika skupa 
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sličŶih ŵeƌa. Dakle, doďijeŶi ƌezultat se ŵože koƌistiti u Đilju sŵaŶjeŶja ukupŶog ďƌoja 
poŶuđeŶih ŵeƌa, što aŶalitičaƌu podataka olakšaǀa odaďiƌ optiŵalŶe ŵeƌe. Ovo 
istƌažiǀaŶje se u ďudućŶosti ŵože pƌošiƌiti tako da oďuhǀati ǀeći ďƌoj mera 
interesantnosti, koje se pri tome mogu klasterovati u odnosu na rezultate rangiranja.  
Kƌoz pƌiŵeƌe ƌaŶgiƌaŶja pƌaǀila iz stǀaƌŶih skupoǀa podataka potǀƌđeŶo je da 
ŵodifikaĐija staŶdaƌdŶih statističkih ŵeƌa iŶteƌesaŶtŶosti sŵaŶjuje ƌaŶg pƌaǀila iz 
dƌuge gƌupe, čija su leǀa i desŶa stƌaŶa potkoŶĐept zajedŶičkog ŶatkoŶĐepta. 
Intuitivno, ovakva modifikacija bolje odgovara stvarnoj interesantnosti pravila sa 
staŶoǀišta aŶalitičaƌa podataka. Neko ďuduće istƌažiǀaŶje u kojeŵ ďi se pƌeĐizŶije 
ŵeƌila stǀaƌŶa iŶteƌesaŶtŶost asoĐijatiǀŶih pƌaǀila ŵoƌalo ďi uključiti poƌeđeŶje 
rangiranja modifikovanim i standardnim merama interesantnosti sa rangiranjem od 
stƌaŶe ljudskih ekspeƌata. Međutiŵ, pƌoďleŵi sa oǀiŵ pƌistupoŵ su suďjektiǀŶost 
ekspeƌata i ƌazŶoǀƌsŶost kƌiteƌijuŵa koje ƌazličiti ekspeƌti koƌiste u ƌazličitiŵ 
situaĐijaŵa, zďog čega se u ǀećiŶi postojećih istƌažiǀaŶja oǀaj pƌistup izďegaǀa.  
Eksperimenti u kojima se poredi rangiranje asocijativnih pravila standardnim i 
modifikovanim merama interesantnosti pokazuju da modikacija lift i Z-sĐoƌe ŵeƌe ǀiše 
umanjuje iŶteƌesaŶtŶost pƌaǀila čija leǀa i desŶa stƌaŶa iŵaju zajedŶički ŶatkoŶĐept, 
Ŷego što to čiŶi ŵodifikaĐija added ǀalue ŵeƌe. Oǀa osoďiŶa ŵodifikoǀaŶih ŵeƌa 
iŶteƌesaŶtŶosti ŵože se uzeti u oďziƌ pƌilikoŵ defiŶisaŶja sŵeƌŶiĐa za odaďiƌ 
odgoǀaƌajućih ŵeƌa iŶteƌesaŶtŶosti od stƌaŶe aŶalitičaƌa podataka Ŷa datoŵ skupu 
podataka, što pƌedstaǀlja aktuelŶu oďlast istƌažiǀaŶja.  
PƌedložeŶe ŵetode za pƌečišćaǀaŶje i ƌaŶgiƌaŶje asoĐijatiǀŶih pƌaǀila o koƌišćeŶju ǁeď 
sajtoǀa ŵoguće je pƌiŵeŶiti i Ŷa opšti oďlik asoĐijatiǀŶih pƌaǀila u ƌazličitiŵ doŵeŶiŵa. 
Metode koje se zasŶiǀaju Ŷa postojaŶju koŶĐeptŶe hijeƌaƌhije defiŶisaŶe Ŷa ŶačiŶ koji 
je u oǀoj diseƌtaĐiji pƌedložeŶ podƌazuŵeǀaju da u skupu otkƌiǀeŶih asoĐijatiǀŶih 
pƌaǀila postoji zŶačajaŶ ďƌoj asoĐijatiǀŶih pƌaǀila čija je ĐoŶfideŶĐe ǀƌedŶost pƌiďližŶa 
ŵaksiŵalŶoj. U opšteŵ slučaju ŵeđutiŵ, ďilo ďi ŵoguće uǀesti koŶĐeptŶu hijeƌaƌhiju 
defiŶisaŶu od stƌaŶe ekspeƌta, a potoŵ ǀƌšiti eliŵiŶaĐiju i ƌaŶgiƌaŶje otkƌiǀeŶih 
asocijativnih pravila u odnosu na ekspertsku konceptŶu hijeƌaƌhiju, što takođe 
pƌedstaǀlja jedaŶ od ŵogućih pƌaǀaĐa daljeg istƌažiǀaŶja.  
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