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ABSTRACT
Using the Murchison Widefield Array (MWA), the low-frequency Square Kilome-
tre Array (SKA1 LOW) precursor located in Western Australia, we have completed the
GaLactic and Extragalactic All-sky MWA (GLEAM) survey, and present the resulting
extragalactic catalogue, utilising the first year of observations. The catalogue covers
24, 831 square degrees, over declinations south of +30◦ and Galactic latitudes outside
10◦ of the Galactic plane, excluding some areas such as the Magellanic Clouds. It
contains 307,455 radio sources with 20 separate flux density measurements across 72–
231 MHz, selected from a time- and frequency- integrated image centred at 200 MHz,
with a resolution of ≈ 2′. Over the catalogued region, we estimate that the catalogue
is 90 % complete at 170 mJy, and 50 % complete at 55 mJy, and large areas are com-
plete at even lower flux density levels. Its reliability is 99.97 % above the detection
threshold of 5σ, which itself is typically 50 mJy. These observations constitute the
widest fractional bandwidth and largest sky area survey at radio frequencies to date,
and calibrate the low frequency flux density scale of the southern sky to better than
10 %. This paper presents details of the flagging, imaging, mosaicking, and source ex-
traction/characterisation, as well as estimates of the completeness and reliability. All
source measurements and images are available online?. This is the first in a series of
publications describing the GLEAM survey results.
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1 INTRODUCTION
Low-frequency (50–350 MHz) radio sky surveys are now at
the forefront of modern radio astronomy, as part of prepara-
tion for the Square Kilometre Array (Dewdney et al. 2015).
Surveys are currently being performed by a range of es-
tablished telescopes, such as the Giant Metrewave Radio
Telescope (GMRT; Swarup et al. 1991) and the Karl G.
Jansky Very Large Array (VLA; Perley et al. 2011). The
last decade has also seen the construction of new radio tele-
scopes, the primary science driver of which is measuring
the emission from high-redshift neutral hydrogen during the
Epoch of Reionisation (EoR), predicted to lie between 50
and 200 MHz (e.g. Furlanetto, Oh & Briggs 2006; Morales
& Wyithe 2010). These instruments include the Low Fre-
quency Array (LOFAR; van Haarlem et al. 2013), the Preci-
sion Array for Probing the Epoch of Reionization (PAPER;
Parsons et al. 2010), the Long Wavelength Array (LWA;
Ellingson et al. 2013), and the Murchison Widefield Array
(MWA; Lonsdale et al. 2009; Tingay et al. 2013).
Recent low-frequency surveys using these established
and new telescopes include: the VLA Low-frequency Sky
Survey Redux at 74 MHz (VLSSr; Lane et al. 2014), the
Multi-Snapshot Sky Survey at 120–180 MHz (MSSS; Heald
et al. 2015), the Tata Institute for Fundamental Research
GMRT Sky Survey at 150 MHz (TGSS; Intema et al. 2016),
and the GaLactic Extragalactic All-sky MWA (GLEAM)
survey at 72–231 MHz (Wayth et al. 2015). These build on
the success of radio sky surveys released in the late 1990s:
the NRAO VLA Sky Survey (NVSS; Condon et al. 1998)
at 1.4 GHz, the Sydney University Molonglo Sky Survey at
843 MHz (SUMSS; Bock, Large & Sadler 1999; Mauch et al.
2003), and the Molonglo Reference Catalogue at 408 MHz
(MRC; Large et al. 1981; Large, Cram & Burgess 1991).
The low observing frequencies of the new surveys in-
crease the challenge of dealing with ionospheric distortion
(∝ ν−2, where ν is frequency) and high sky temperatures from
diffuse Galactic synchrotron emission (∝ ν−2.7). Low frequen-
cies also imply larger fields-of-view, making imaging more
difficult, especially when combined with position-dependent
ionospheric distortion. Additionally, new aperture arrays
such as LOFAR and the MWA, consisting of large arrays
of mutually coupled dipoles instead of traditional parabolic
dishes, present demanding challenges to calibration and
imaging, with complex frequency- and spatially-variant sen-
sitivity patterns on the sky (the“primary beams”). The large
number of antennas in these new arrays, coupled with wide
fields-of-view, also gives rise to massive data volumes which
are logistically and computationally challenging to handle,
putting low-frequency radio astronomy on the cutting edge
of Big Data problems in science.
However, the scientific return is expected to be commen-
surately great; detecting the EoR would constrain the last
remaining unknown period in standard cosmology; measur-
ing the low-frequency spectra of radio galaxies will open win-
dows into high-redshift and synchrotron-self-absorbed popu-
lations; detecting the remains of steep-spectrum ancient ra-
dio jets tells us about the life cycle of active galactic nuclei;
and measuring the full spectral details of relics and haloes
in galaxy clusters constrains the generation mechanisms for
these sources. More details of the science enabled by wide-
band low-frequency observations, and specifically the MWA,
can be found in Bowman et al. (2013).
Further, from the point of view of preparing for SKA1
LOW, the precursor and pathfinder projects currently un-
derway are deeply informing the design process for the SKA.
LOFAR, the MWA, and PAPER are all exploring different
configuration architectures for large-scale low-frequency ar-
rays, different calibration strategies, and different signal ex-
traction strategies for EoR experiments. The MWA is plays
key role in this respect, being located on the site of the
eventual SKA1 LOW, and exercising technical and scientific
aspects of low-frequency radio astronomy in an end-to-end
manner in that environment.
GLEAM is the MWA’s widefield continuum imaging
survey, and has surveyed the sky south of declination +30◦
over a frequency range of 72–231 MHz. Much of the wisdom
accumulated by the MWA team in addressing the challenges
outlined above is expressed in the production of this survey.
As such, the survey represents a significant step forward for a
wide range of astrophysical applications and also represents
substantial progress on the path to SKA1 LOW.
Here we present the first extragalactic radio source cata-
logue from the GLEAM survey, consisting of 307,455 sources
over 24,831 square degrees: the entire southern sky excluding
the Magellanic Clouds and Galactic latitudes within 10◦of
the Galactic Plane. A spectral resolution of 8 MHz enables
multi-frequency studies of radio galaxies, active galactic nu-
clei, and galaxy clusters. A drift scan imaging strategy con-
trols systematics and reduces the number of primary beams
which need to be calibrated (Wayth et al. 2015). This pa-
per describes the first release of survey data products and
will be the first in a series of papers that will describe the
GLEAM survey results over the next few years.
This paper is laid out as follows. Section 2 describes
the observations, and the calibration and imaging strategy
used in data reduction. Section 3 describes the flux density
calibration procedures, including correcting for the MWA
primary beam, and the estimated errors on the procedure;
Section 4 describes the source-finding process, how both re-
solved and unresolved sources are characterised across the
wide frequency bandwith, and the resulting sensitivity and
completeness of the catalogue; Section 5 describes the prop-
erties of the source catalogue such as spectral index distri-
bution and source counts; Section 6 contains a discussion
and conclusion.
All position angles are measured from North through
East (i.e. counter-clockwise). All equatorial co-ordinates are
J2000. Several figures use the “cubehelix” colour scheme
(Green 2011), as it is colour-blind friendly, and desaturates
smoothly to greyscale. Right ascension is abbreviated as RA,
and declination is abbreviated as Dec. The spectral index of
a source, α, is given using the convention S ν ∝ να.
2 OBSERVATIONS AND DATA REDUCTION
2.1 Observations
As detailed by Tingay et al. (2013), the MWA consists of 128
32-dipole antenna “tiles” distributed over an area approxi-
mately 3 km in diameter. Each tile observes two instrumen-
tal polarisations, “X” (16 dipoles oriented East-West) and
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Table 1. GLEAM first year observing parameters. Nflag is the
number of flagged tiles out of the 128 available. The calibrator is
used to find initial bandpass and phase corrections as described
in Section 2.
Date RA range (h) Dec (◦) Nflag Calibrator
2013-08-09 19.5–3.5 −55 10 3C444
2013-08-10 19.5–3.5 −27 4 3C444
2013-08-18 19.5–3.5 −72 7 Pictor A
2013-08-22 19.5–3.5 −13 3 3C444
2013-08-25 19.5–3.5 −40 5 3C444
2013-11-05 0–8 −13 4 Hydra A
2013-11-06 0–8 −40 4 Hydra A
2013-11-07 0–8 +2 4 Hydra A
2013-11-08 0–8 −55 4 Hydra A
2013-11-11 0–8 +19 4 Hydra A
2013-11-12 0–8 −72 4 Hydra A
2013-11-25 0–8 −27 4 Hydra A
2014-03-03 6–16 −27 4 Hydra A
2014-03-04 6–16 −13 4 Hydra A
2014-03-06 6–16 +2 4 Hydra A
2014-03-08 6–16 +19 4 Hydra A
2014-03-09 6–16 −72 4 Virgo A
2014-03-16 6–16 −40 4 Virgo A
2014-03-17 6–16 −55 4 Hydra A
2014-06-09 12–22 −27 8 3C444
2014-06-10 12–22 −40 8 3C444
2014-06-11 12–22 +2 8 Hercules A
2014-06-12 12–18.5 −55 8 3C444
2014-06-13 12–19 −13 8 Centaurus A
2014-06-14 12–22 −72 9 Hercules A
2014-06-15 12–22 +18 13 Virgo A
2014-06-16 18.5–22 −13 8 3C444
2014-06-18 18.5–22 −55 8 3C444
“Y”(16 dipoles oriented North-South), the pointing of which
is controlled by per-tile analogue beam formers. The signals
from the tiles are initially processed by 16 in-field receiver
units, each of which services eight tiles.
As described in Wayth et al. (2015), GLEAM observes
in week-long drift scan campaigns, with a single Dec strip ob-
served each night. The observing bandwidth of 72–231 MHz
is covered by shifting frequencies by 30.72 MHz every two
minutes, avoiding the Orbcomm satellite constellation at
134–139 MHz. Thus, the frequencies of observation are 72–
103 MHz, 103–134 MHz, 139–170 MHz, 170–200 MHz, and
200–231 MHz. These may be further subdivided for imaging
purposes; in this paper, the 30.72 MHz bandwidth is com-
monly subdivided into four 7.68 MHz sub-channels. The na-
tive channel resolution of these observation is 40 kHz and
the native time resolution is 0.5 s.
This paper concerns only data collected in the first year,
i.e. four weeks between June 2013 and July 2014. We also do
not image every observation, since the survey is redundant
across approximately 50 % of the observed RA ranges, and
some parts are adversely affected by the Galactic plane and
Centaurus A. Table 1 lists the observations which have been
used to create this first GLEAM catalogue.
2.2 Flagging and averaging
The raw visibility data are processed using Cotter
(Offringa et al. 2015), which performs flagging using
the AOFlagger algorithm (Offringa, van de Gronde &
Roerdink 2012) and averages the visibilities to a time res-
olution of 4 s and a frequency resolution of 40 kHz, giving
a decorrelation factor of less than a percent at the hori-
zon. Approximately 10 % of the 40 kHz channels are flagged
due to aliasing within the polyphase filterbank. Typical flag-
ging percentages correspond well to those found by Offringa
et al. (2015): 2–3 % in the frequency-modulated (FM: 80–
100 MHz) and digital TV (DTV: 190-220 MHz) bands and
1.5 % elsewhere. In just ≈ 0.5 % of observations in the FM
and DTV bands, high-intensity radio frequency interference
(RFI) renders the entire 30.72 MHz observation unuseable;
these data are simply discarded, as the highly redundant
observing strategy ensures relatively even sky coverage re-
gardless.
2.3 Calibration
Snapshot calibration proceeds in three stages: an initial
transfer of complex antenna-based gain solutions derived
from a bright, well-modelled calibrator, a self-calibration
loop, and a flux scale and astrometry correction to the re-
sulting images. The MRC is extremely useful for calibrat-
ing both the flux density scale and astrometry of GLEAM.
At 408 MHz, the MRC is reasonably close to the GLEAM
frequency range, usefully placed between VLSSr and NVSS
in the Northern sky. It covers most of the GLEAM survey
area, over −85◦ < Dec < +18.◦5, and contains 12,141 dis-
crete sources with S > 0.7 Jy, 92% of which are isolated
and point-like (MFLAG = 0), at a resolution of 2.′62 by
2.86 sec(Dec+35.◦5)′. We make use of this catalogue frequently
during calibration, and when we set the final flux scale of
the catalogue (Section 3).
2.3.1 Initial calibration
Electrical delays have been applied to the instrument such
that less than 180 ◦ of phase rotation is evident over the
observing bandwidth of 30.72 MHz. Given that GLEAM
mostly consists of sky previously unobserved at these fre-
quencies and angular scales, a typical observation cannot
be immediately self-calibrated using an existing model of
the field. We thus perform an initial calibration in a simi-
lar manner to Hurley-Walker et al. (2014): for each of the
five frequency bands, we observe a specific bright calibra-
tor source (Table 2), and Fourier-Transform a model of
the source derived from other low-frequency measurements,
scaled by a model of the primary beam (Sutinjo et al. 2015)
to create a model set of visibilities. Per-40kHz-channel, per-
polarisation, per-antenna complex gains are created using a
least-squares fit of the data to the model via the Common
Astronomy Software Applications (CASA1) task bandpass.
In typical extra-Galactic sky, baselines shorter than 60 m are
not used to perform calibration, due to contamination from
expected large-scale Galactic emission. The calculated an-
tenna amplitude and phase solutions are then applied to the
entire night of drift scan data.
1 http://casa.nrao.edu/
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Table 2 shows the calibrators used for each drift scan, in-
cluding their approximate 200-MHz flux densities and spec-
tral indices. The aim of this initial calibration is to bring the
flux scale to within ≈ 20 % of the literature values for typ-
ical sources, and the phases to within ≈ 5◦ of their correct
values. This allows the creation of an initial sky model from
each observation, in order to begin a self-calibration loop.
2.3.2 Peeling
As the MWA dipoles are arranged in a regular grid in every
tile, and the field-of-view is wide, sources also appear in pri-
mary beam grating sidelobes with sensitivity levels of order
10 % of the main beam response. These sidelobes lie 45–
90◦ from the main lobe: imaging them for every observation
would be prohibitively expensive. Typically, the sidelobes
observe only “faint” extra-Galactic sky, but occasionally a
bright (> 100 Jy) source may cause significant signal in the
visibilities. In these cases, further processing is made con-
siderably easier by first “peeling” such a source from the vis-
ibilities. An automatic script reads a list of bright sources’
positions and flux densities and multiplies it by a model of
the primary beam for that observation. Whenever a source
is expected to be more than 50 Jy in apparent flux density,
it is peeled from the visibilities. Sources fainter than this do
not upset the self-calibration loop.
In a similar fashion to the initial calibration step (Sec-
tion 2.3.1), a model of the source is multiplied by the model
of the primary beam, and Fourier-Transformed into visibility
space. A self-calibration is performed (in both amplitude and
phase), the gains applied to these model visibilities and then
the source is subtracted from the main visibility dataset. We
do not apply the derived gains to the main visibility dataset,
because the primary beam grating lobes have steep spectral
behaviour, which would cause an unusual amplitude gain
factor; the sky covered by the sidelobes also experiences dif-
ferent ionospheric conditions to the main lobe, so applying
these gains would cause a phase distortion in the main lobe.
Table 2 shows the sources peeled from the GLEAM data.
2.3.3 Imaging and self-calibration
The widefield imager WSClean (Offringa et al. 2014) is
used for all imaging, as it deals with the wide-field w-term
effects using w-stacking, can produce a useful projection for
our data, and performs deep imaging in a reasonable time
(≈ 3 hours per 2-minute observation) in a multi-threaded
fashion, suitable for use on supercomputers. All imaging
is performed on a per-observation basis, forming 2-minute
“snapshots” of the sky.
Throughout the imaging process, we image the primary
beam down to the 10 % level, corresponding to squares of
4000 pixels on each side. Pixel scales are chosen such that the
width at half its maximum value (full-width half-maximum;
FWHM) of the synthesised beam is always sampled by at
least four pixels. For example, at the lowest frequency of
72 MHz, the pixel size is 57.′′3 × 57.′′3, and the imaged field-
of-view is 63.◦8 × 63.◦8; for the highest frequency of 231 MHz,
3 http://ned.ipac.caltech.edu/
the pixel size is 23.′′4 × 23.′′4 and the imaged field-of-view is
26.◦0 × 26.◦0.
We use an optimum (u, v)-weighting scheme for imaging
compact objects with the MWA: the “Briggs” scheme, using
a “robust” parameter of −1.0 (close to uniform weighting)
(Briggs 1995). All linear instrumental polarisations are im-
aged, and during the clean process, peaks are detected in
the summed combination of the polarisations, but compo-
nents are refitted to each polarisation once a peak location
is selected. The projection used is a SIN projection centred
on the minimum-w pointing, i.e. hour angle = 0, Dec −26.7◦.
The restoring beam is a 2-D Gaussian fit to the central part
of the dirty beam, and remains very similar in shape (within
10 %) for each frequency band of the entire survey, which will
be important later for mosaicking (Section 2.5).
Using chgcentre, part of the WSClean package, the
peeled visibilities are phase-rotated to the minimum w-term
direction, within 1◦ of zenith. This optimises the speed and
memory use of the w-stacking algorithm (Offringa et al.
2014). The observation is imaged across the entire 30 MHz
bandwidth using multi-frequency synthesis, in instrumental
polarisations (XX, XY, YX, YY), down to the first negative
clean component, without any major cycles. Given the noise-
reducing effects of the initial calibration and peeling steps
described above, this typically results in models of total flux
density ≈ 50− 200 Jy, with around one clean component per
square degree. (For comparison, final models usually have
≈ 25 clean components per square degree and a total flux
density ≈ 100 − 400 Jy.)
These instrumental polarisation images are combined
using the complex primary beam (Sutinjo et al. 2015) into
astronomical Stokes (I, Q, U, V). Based on previous polarisa-
tion observations with the MWA 32-tile prototype (Bernardi
et al. 2013), we expect the vast majority of clean compo-
nents to be unpolarised, so set Q, U and V to zero, in or-
der that the initial self-calibration model is purely unpo-
larised. The Stokes I image is transformed using the same
primary beam model back into instrumental polarisations,
and this new model is Fourier-transformed to create a set of
model visibilities, which are used to derive new per-40-kHz-
channel per-polarisation per-antenna complex gain solutions
(in both amplitude and phase), over the whole observing
interval of 112 s. Identically to the initial calibration step,
baselines shorter than 60 m are not used to determine cali-
bration solutions.
The new gains are then applied to the visibilities.
AOFlagger is rerun on the visibilities in order to flag
any RFI which was missed by the initial flagging step (Sec-
tion 2.2), and is easier to detect now that the data are cal-
ibrated. This is particularly useful for the FM and DTV
bands, where typically another ≈ 1 % of the bandwidth is
flagged per observation. As a measure of image noise, the
root-mean-squared (RMS) of the initial image is measured
and a new clean threshold is set to three times that RMS:
typical values of this new clean threshold are 240–60 mJy
from 72–231 MHz.
At this stage, we divide the 30.72 MHz bandwidth
of each observation into narrower sub-bands of 7.68 MHz,
which will be used throughout the rest of the paper. This
sub-band width was chosen as a compromise between various
factors. As the width of a sub-band increases, the synthesised
beam sidelobes are reduced, and this alongside higher sen-
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Table 2. Sources used for initial bandpass calibration and/or peeled from the data, with approximate flux densities and spectral indices
calculated using measurements over 60–1400 MHz available via the NASA/IPAC Extragalactic Database (NED)3. Exact flux densities
are not needed because the data are self-calibrated during peeling (Section 2.3.2), and every observation is later rescaled to a single flux
scale (see Sections 2.3.3 and 3.2).
Source RA Dec S 200MHz/ Jy α Calibrator/Peeled
3C444 22 14 26 −17 01 36 60 −0.96 C
Centaurus A 13 25 28 −43 01 09 1370 −0.50 C
Hydra A 09 18 06 −12 05 44 280 −0.96 C, P
Pictor A 05 19 50 −45 46 44 390 −0.99 C, P
Hercules A 16 51 08 +04 59 33 377 −1.07 C, P
Virgo A 12 30 49 +12 23 28 861 −0.86 C, P
Crab 05 34 32 +22 00 52 1340 −0.22 P
Cygnus A 19 59 28 +40 44 02 7920 −0.78 P
Cassiopeia A 23 23 28 +58 48 42 11900 −0.41 P
sitivity enables deeper deconvolution. However, the primary
beam model, generated at the centre of the sub-band, be-
comes less correct for the edges of the sub-band, as the band-
width increases. The logistics of processing a large amount
of data becomes more difficult depending on how much the
data is sub-divided, while the potential usefulness of the cat-
alogue increases with higher frequency resolution, as long as
sensitivity is not overly reduced. Dividing the 30.72 MHz
bandwidth into four 7.68-MHz sub-bands is a good compro-
mise between these competing factors. The central area of
the synthesised beam of a 7.68-MHz sub-band at 200 MHz
is shown in Figure 1, showing minima and maxima of order
8 % of the peak response.
Using WSClean, we jointly clean these sub-bands, also
jointly searching for clean components across the instru-
mental polarisations, as in the initial imaging step. Major cy-
cles are performed: typically four per observation. When the
clean threshold is reached, the clean components are re-
stored to make the instrumental polarisation images. These
are again transformed using the primary beam model to
make astronomical Stokes images.
MRC is then used to set a basic flux scale for the snap-
shot images. Typically the self-calibrated images have a flux
scale 10–20% lower than the initial images, as only 80–90%
of sky flux is captured in the initial model at the start of
the self-calibration loop. We note that the loop does not
cause sources uncaptured in the initial model to become
even fainter, as they would in a telescope with fewer an-
tennas (self-calibration bias); instead, all sources become
fainter. We also note that while it would be ideal to per-
form snapshot calibration on a scaled sky model, from e.g.
VLSSr and MRC, attempts to do so resulted in lower-fidelity
images than a direct self-calibration, likely due to poorly-
extrapolated source spectral indices and morphologies. In-
stead, we rescale the flux scale by selecting a sample of
sources and cross-matching them with MRC, then compare
the measured flux densities with those predicted from MRC.
Failing to do this would lead to flux scale variations of order
10–20% between snapshots.
For the purposes of per-snapshot flux calibration,
source-finding is performed using Aegean v1.9.6 (Hancock
et al. 2012) 4 on the primary-beam-corrected Stokes I im-
4 https://github.com/PaulHancock/Aegean
ages, using a minimum threshold of 8σ (typically 1.6–0.3 Jy).
Unresolved sources are selected by using only sources where
the integrated flux density is less than twice the peak flux
density. Sources in positions where the primary beam has
< 20 % of the maximum primary beam sensitivity are dis-
carded, as are any peeled and restored bright (S > 100 Jy)
sources (Table 2). The snapshot catalogue and MRC are
cross-matched using the Starlink Tables Infrastructure Li-
brary Toolset (STILTS; Taylor 2006), using only MRC
sources identified as morphologically simple, and isolated
(MFLAG = 0). The MRC flux densities are scaled to the
relevant snapshot frequency using an assumed spectral in-
dex α = −0.85. (Note that the precise flux scale is irrelevant
as a more thorough flux calibration is performed later; see
Section 3). We calculate the ratio of the scaled MRC flux
densities and the measured snapshot integrated flux densi-
ties, weighting by the square of the signal-to-noise (S/N) of
the sources in the GLEAM snapshot, and use this ratio to
scale the snapshot. Typically around 250 sources are used
to perform the flux calibration. This removes any remaining
RA- (time-) dependent flux scale errors from the drift scans;
these are typically of order 10–20 %.
Typical expected snapshot RMS values are 200 mJy at
72 MHz to 40 mJy at 231 MHz. After the rescaling, the RMS
of the image is measured, and if it is more than double the
expected value for the band, the snapshot is discarded. This
removes a further ≈ 2 % of snapshots.
2.4 Astrometric calibration
Per-snapshot position offsets are introduced from iono-
spheric distortions, which vary slowly over the night. There
is usually also a small (< 20′′) astrometry error constant
across all snapshots that is introduced at the initial calibra-
tion stage, for two reasons: the calibrator models used are
generally scaled from high-frequency observations, where the
morphology of the source may be different, and the calibra-
tor observations are often made at a different location in
the sky, resulting in a different refractive angle through the
ionosphere.
For Declinations south of 18.◦5, the MRC catalogue is
used to determine the reference positions of sources. North
of this Dec, we form a similar catalogue, by cross-matching
NVSS and VLSSr, and calculating a 408 MHz flux den-
sity assuming a simple power law spectral index for ev-
MNRAS 000, 1–30 (2016)
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Figure 1. Central square degree of the synthesised beam of the
MWA at 200–208 MHz, showing the low sidelobe levels.
ery source (S ∝ να), and then discarding all sources with
S 408 MHz < 0.67 Jy, the same minimum flux density as MRC.
For these remaining sources, the NVSS positions are used as
the reference source positions. For sources detected in each
GLEAM snapshot, we use the same source size and signal-
to-noise filters as the previous section. We crossmatch the
“extended” MRC catalogue with every GLEAM snapshot
catalogue, and calculate the position offsets for every source.
In each snapshot there are 100–1000 crossmatched sources,
depending on observation quality and frequency.
Equatorial celestial co-ordinates are not the correct ref-
erence frame for determining widefield ionospheric correc-
tions, particularly near the South Celestial Pole. Therefore,
we convert our RA and Dec offsets into (l,m) offsets. We fit
a radial basis function to these offsets, with a scale size of
10◦, the typical scale size of ionospheric distortions. Figure 2
shows the raw source position offsets and the fitted radial
basis function, for a single night of observing. The radial
basis function is then applied to the original snapshot im-
age, and the original pixel data interpolated onto the modi-
fied grid using a Clough-Tocher 2D interpolator (Clough &
Tocher 1965). The divergence of the ionospheric offset vec-
tors is typically very low, much less than 0.1 %, so no flux
correction needs to be made to the resulting image data.
After astrometric correction, the per-snapshot differ-
ence RMS is of order 10–15′′ at the lowest frequencies and
3–6′′ at the higher frequencies. Based on the FWHM of the
synthesised beam (210–93′′) and the S/N of the sources used
(typically 20), one would expect the RMS from measure-
ment error to be of order 5′′ at the lowest frequencies and
2.′′5 at the highest frequencies (Fomalont 1999). We conclude
that there is a residual direction-dependent ionospheric dis-
tortion of magnitude 5–10′′ at the lowest frequencies, and
0.5–2.5′′ at the higher frequencies. While a visibility-based
direction-dependent calibration for each snapshot would be
ideal, at the time of writing, the algorithms and computa-
tional resources were not available to perform this over the
entire surveyed area.
2.5 Mosaicking
After flagging, self-calibration, imaging, basic flux calibra-
tion and bulk ionospheric correction have been performed,
there exist, for each night, of order 3,200 snapshots of the
sky, in the four instrumental polarisation parameters and
four 7.68-MHz frequency bands for each observation. As an
example, the first twenty primary-beam-corrected and flux-
calibrated snapshots of the 103–111 MHz observations of the
night of 2013 Nov 25 are shown in Figure 3, as well as a
randomly-chosen typical ≈ 12 Jy source, PKS J0141-2706,
and its integrated flux density as measured in each snap-
shot. As is particularly visible at the edges of the image,
correcting the snapshots to astronomical Stokes using the
current primary beam model does not result in flat flux cali-
bration across the image compared to literature values: there
are residual errors in the model of order 5–20 %, worst at fre-
quencies > 180 MHz, at distances of more than 20◦ from the
centre of the primary beam, and at zenith angles of more
than 30◦. For this reason we do not combine the XX and
YY snapshots (or perform any averaging across frequency
bands) at this stage, and instead follow a similar method to
Hurley-Walker et al. (2014) to separately flux-calibrate these
polarisations before combining them into pseudo-Stokes I.
As there are complex errors in the primary beam model,
but compact objects are not typically strongly polarised at
low frequencies, we are unable to correct the instrumental
cross-terms (XY, YX); these are discarded at this stage.
Throughout, we use the mosaicking software swarp
(Bertin et al. 2002). To minimise flux loss from resampling,
images are oversampled by a factor of four when regridded,
before being downsampled back to their original resolution.
When generating mosaics, we weight each snapshot by the
square of its primary beam response; although we know the
primary beam model to be inaccurate, we do not have the
S/N to derive a new primary beam model based on the snap-
shots alone, particularly at the fainter edges toward the null.
This weighting is shown as a dashed line in the bottom right
panel of Figure 3. The strong weighting ensures that where
the beam model is most inaccurate (< 50 % of the full re-
sponse), it is most strongly downweighted (by a factor of
> 4 moving outward from that half-power point). We also
include an inverse-variance weighting based on the typical
RMS of the centre of each snapshot, which optimises the
mosaics toward better S/N, downweighting any snapshot
with residual sidelobes from poorly-peeled sidelobe sources
or residual RFI.
In essence, this follows equation (1) from Sault,
Staveley-Smith & Brouw (1996) which maximises the S/N
in the output mosaic given the changing S/N over the field
in each snapshot due to the primary beam.
For each night, the mosaicking process forms 40 mosaics
from the 20×7.68-MHz sub-bands and the two polarisations,
XX and YY.
3 FLUX SCALING AND PRIMARY BEAM
CORRECTIONS
3.1 Matching the polarisations
The first step we take is to rescale the XX mosaics to match
the YY mosaics, for which the beam model is slightly more
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Figure 2. An animation, at four frames per second, of the measured and modelled ionospheric distortions for 44 observations performed
on the night of 2013 Nov 25, at 72–80 MHz, where the distortions are largest. The left panel shows source position offsets, as measured
by comparing the positions of 8-σ unresolved sources with the MRC and NVSS catalogues (see Section 2.4 for a full description of
the cross-matching). The vectors indicate the direction of the correction that needs to be applied to align GLEAM with the reference
catalogues. The right panel shows a radial basis function fit to these vectors, with values shown over a grid of 50 × 50 points. In both
panels, the axes are plotted in (l,m) rather than in equatorial co-ordinates. The diagonal gap in the source offset measurements in the
last ten observations is caused by the Galactic Plane. In printed versions, only the last frame will display.
accurate, as the YY (E–W) dipole is not foreshortened in
a meridian drift scan. This is carried out by source-finding
on each mosaic, setting a minimum threshold of 8σ and ex-
cluding all resolved and peeled sources. The two catalogues
are cross-matched, and a fifth-order polynomial is fit to the
ratio of the flux densities of the sources measured in the
two polarisations, with respect to Dec. This polynomial is
applied to the XX mosaic to rescale it to match the YY
mosaic. A detailed RMS map of each polarisation is formed
using the Background and Noise Estimator (BANE) from
the Aegean package, and used as the input to an inverse-
variance weighted addition of the two mosaics. This forms
a pseudo-Stokes-I mosaic for each sub-band, which is used
from here onward for further flux calibration. Figure 4 shows
the typical ratios and calculated polynomial corrections for
a night of GLEAM observations.
3.2 Correcting the primary beam error and
establishing the flux density scale
From empirical measurements of the primary beam it was
discovered that the analytical primary beam model is incor-
rect on the order of ∼5 % to ∼20 % (Sutinjo et al. 2015), with
the magnitude depending on the distance from the pointing
centre and the observed Dec strip. While such primary beam
uncertainties are minimised in the mosaicking procedure of
the snapshots, there is still an observed residual variation
in the flux density with respect to Dec in the mosaics. To
correct for this Dec-dependent variation in flux density, and
in the process set the flux density scale empirically, we fit
polynomial functions to the ratio of the measured and pre-
dicted flux densities of bright sources, with respect to Dec,
then apply the calculated correction factors.
While the primary beam model is also dependent on
Dec, polynomials do not need to be derived for every Dec
strip because GLEAM only uses four unique analogue beam-
former settings to perform the drift scans. This means
that three of the settings are mirror-images of each other:
Dec−40◦ and Dec−13◦, Dec−55◦ and Dec+2◦, and Dec−72◦
and Dec+19◦. Therefore, a Dec-dependent primary beam
correction derived for any of these pointings can be applied
to its mirror Dec strip by transposing and reversing the
correction with respect to zenith. (The zenith pointing at
Dec−27◦ is of course symmetric about zenith itself.) In or-
der to interpolate predicted spectra over the GLEAM band,
rather than extrapolating down in frequency, we require a
measured flux density at or below our lowest frequency mea-
surement of 72–80 MHz. Fortunately, we can use VLSSr at
74 MHz, but only for Decs greater than −30◦. Therefore,
we derive polynomial corrections for Dec−13◦, Dec+2◦ and
Dec+19◦, and apply those corrections to both the original
mosaics, and Dec−40◦, Dec−55◦, and Dec −72◦, respectively.
Since the primary beam is dependent on frequency, poly-
nomials are independently derived for each of the twenty
7.68 MHz frequency bands. The calculation proceeds as fol-
lows.
Unresolved sources 8σ above the RMS noise floor of an
individual 7.68 MHz MWA mosaic are identified and cross-
matched with the VLSSr (74 MHz), MRC (408 MHz), and
NVSS (1400 MHz). Each source is required to have an un-
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Figure 3. The left panel shows an animation, at four frames per second, of the central 45◦ × 45◦ of the Dec−27 103–111 MHz drift data
from the first twenty observations taken on the night of 2013 Nov 25, and following the imaging procedure outlined in Section 2.3.3. The
central Dec remains constant throughout at Dec= −26◦47′; the first frame is centred on RA= 00h02m and the last is centred on RA= 03h23m.
The greyscale is linear and runs from −0.1–1 Jy beam−1, and a primary beam correction has been made to produce a pseudo-Stokes-I
view (not truly Stokes I, as the polarisation cross-terms are discarded, as described in Section 2.5). In order to enhance the visibility of
the point sources in this figure, the images in this panel have been convolved with a Gaussian of FWHM 5′. A square indicates the area
shown in the top right panel, which shows PKS J0141-2706 and the surrounding 45′ × 45′, with a linear grayscale from −1–10 Jy beam−1.
The bottom right panel shows the measured integrated flux density of PKS J0141-2706 in each image (points; solid lines), with the local
RMS of the image shown as an error bar. The dashed line shows the square of the primary beam response, which, combined with a global
image RMS measurement, is the weighting given to each measurement at the mosaicking stage. NB: Due to size limits, the animation is
only visible in the online version of this article. In printed versions, the last frame will display; note that in this frame, the test source is
on the edge of the image, so while it is detected, its measured flux density is unreliable.
resolved counterpart in all three catalogues and a VLSSr
counterpart that has a flux density >2 Jy, so as to minimise
the influence of any systematic biases present in VLSSr. Ad-
ditionally, the source must be more than two degrees away
from the edge of the mosaic, have an absolute Galactic lati-
tude greater than 10◦, remain unresolved at all frequencies,
and be flagged as isolated in MRC (MFLAG = 0) and NVSS.
The spectral energy distributions (SEDs) of these sources
formed from the VLSSr, MRC and NVSS flux density mea-
surements must also be well fit by a power law (χ2 < 5:
for the two degrees of freedom, p < 0.08) and have a spec-
tral index α less than −0.5. This excludes sources that are
doubles at the resolution of NVSS, and sources that have
spectral curvature or a flat spectrum, which are more likely
to be variable. The resulting average source density is ap-
proximately three sources per square degree.
Correction factors are derived by comparing the mea-
sured GLEAM flux density and the expected flux density
derived from the power law fit to the VLSSr, MRC and
NVSS flux density measurements. A polynomial is then fit
to the correction factors as a function of Dec, weighted by
the square of the S/N of the source. A cubic polynomial was
always favoured over other polynomial orders as assessed by
the Bayesian fitting procedure described in § 3 of Calling-
ham et al. (2015). For zenith, only sources with Dec> −26.◦7
were fit.
The corrections are applied to the original mosaics and
also mirrored across the zenith and applied to the corre-
sponding mosaic on the opposite side of the sky. Note that
while the corrections are symmetric in elevation, the mosaics
are formed in RA and Dec. The sky rotates more slowly
through the primary beam with increasing |Dec| away from
the equator, leading to a different amount of time on source.
This effect is calculated and removed by measuring and ap-
plying the ratio of the XX:YY corrections North and South
of the zenith.
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Figure 4. Ratios of source peak fluxes measured in YY and XX mosaics from 2013-11-07, centered on Dec +2◦, with respect to Dec.
All 20 sub-bands are shown, from lowest (top-left) to highest (bottom-right) frequencies. The weight of the data is the quadrature sum
of the S/N of the sources in each mosaic, and is represented in a log grayscale, with darker points having higher weight. Fifth-order
polynomial fits to the data are shown as blue solid lines. The Dec range sampled reduces as the primary beam becomes narrower with
increasing frequency.
An example of the polynomials derived for each fre-
quency at Dec+2◦ is provided in Figure 5. A schematic of
the different correction procedures, and how the GLEAM
survey compares to Dec coverage to other well-known radio
surveys, is presented in Figure 6.
Exploiting the symmetry of the primary beam over the
meridian in correcting the flux density Dec-dependence is
contingent on the flux density variation being solely due to
inaccuracies in the primary beam model. It is possible the
ionosphere could produce a similar Dec-dependence due to
variation in electron column density with respect to eleva-
tion, and variations of ionospheric conditions each observing
night (see e.g. Loi et al. 2015). However, we are confident
that the observed Dec-dependence is primarily due to defi-
ciencies in the primary beam model because the polynomials
derived for the same section of the sky on different observing
nights were found to be identical. Additionally, each mosaic
of a Dec strip has overlap regions with the bracketing Dec
strips taken three months apart. The polynomials derived
independently in the bracketing mosaics are identical in the
overlap regions, further suggesting the Dec-dependence in
the flux density is due to the primary beam model. This is
demonstrated in Figure 7, which shows the Dec dependence
in the correction factors is flat after the polynomials have
been applied across the whole survey above a Dec of −30◦.
The Dec-dependent correction procedure alters slightly
at Dec > +18.◦5 as this is the northern limit of MRC. Hence,
sources that have a Dec greater than 18.◦5 have only two flux
density measurements from which to estimate the correct
flux density at the GLEAM observing frequency. This sub-
stantially increases the spread in correction factors due to
the increase in contamination by sources with spectral cur-
vature. Therefore, the precision of the Dec-dependent flux
scale correction is lower for sources with Decs greater than
+18.◦5 and less than −72◦, the latter due to the mirroring
of the corrections. This is conveyed by increased systematic
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Figure 5. The ratio of the predicted flux density from the SEDs formed from VLSSr, MRC and NVSS flux density measurements, to
the GLEAM flux density measurements, for the Dec+2◦ strip, from observations taken on the night of 2013-11-07. All twenty subband
frequencies of GLEAM are presented, with obvious deviations from unity largest for the highest frequencies. The weight of the data is the
quadrature sum of the S/N of the sources in the mosaic, and is represented in a log grayscale, with darker points having higher weight.
Third-order polynomial fits to the data are shown as blue solid lines. The Dec range sampled reduces as the primary beam becomes
narrower with increasing frequency.
uncertainties in the flux density for sources above and below
these Decs (see Section 4.5.1).
Note that in this correction process the flux density
measurements in VLSSr are converted from the flux density
scale of Roger, Costain & Bridle (RCB; 1973) to the flux
density scale of Baars et al. (1977) for this analysis. The
Baars flux density scale is less accurate than the RCB flux
density scale below 300 MHz (Rees 1990) but such inaccu-
racy is on the order of ∼3 % or less (Perley et al., in prep.),
and smaller than the uncertainties introduced by correct-
ing the Dec-dependence. The conversion to the Baars flux
density scale was also to facilitate the use of the GLEAM
survey with other radio frequency catalogues and to ensure
consistency with future southern hemisphere surveys that
will be conducted at frequencies greater than 300 MHz, such
as those to be completed by the Australian Square Kilometre
Array Pathfinder (ASKAP; Hotan et al. 2014).
3.2.1 Independent test of the GLEAM survey flux density
scale
To independently test the accuracy of the flux density scale
of the GLEAM survey, we observed 47 compact sources be-
tween Decs of +25◦ and −45◦ using the P-band system on
the VLA (proposal 14B-498, PI Callingham). The P-band
system is sensitive between 230 and 470 MHz, providing an
overlap at the top of the GLEAM frequency band allowing
a direct comparison of the flux density scales.
The target sources were selected to be compact, non-
variable sources that were brighter than 4 Jy at 408 MHz, cri-
teria used by the well-characterised MS4 catalogue (Burgess
& Hunstead 2006). Sources were observed in two two-minute
snapshot observations with the VLA in either CnB or B con-
figuration. The data reduction was performed using the stan-
dard AIPS packages. 3C48 was used to set the flux density
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Figure 6. A schematic demonstrating the Dec coverage of GLEAM relative to other radio surveys and the correction procedures
performed for the different drift scans. The Dec settings of the drift scans performed are plotted as solid black lines. The Dec coverage
of VLSSr, MRC, SUMSS and NVSS, relative to the GLEAM survey, are represented by coloured symbols. Whether the correction of the
variation in flux density with Dec was derived or reflected from a mirror Dec setting is conveyed by red and blue shading, respectively. The
darker red or blue shading represents greater uncertainty in the flux density scale in that declination range, as discussed in Section 3.2.
Note that in the final images, the transitions are not sharp as depicted here, as the data are inverse-variance weighted by the primary
beam before co-addition.
scale for the observations, which also placed the P-band ob-
servations on the Baars et al. (1977) flux density scale. Any
discrepancy between the GLEAM and P-band was always
less than a difference of ∼5 %, well within the uncertain-
ties on the flux density measurements. Therefore, we find
no disagreement, within uncertainties, at the top end of the
GLEAM band, for the sources in this sample. The SEDs of
two of the sources targeted are provided in Figure 8.
3.2.2 Comparison with other catalogues
Cross-matching the GLEAM extragalactic catalogue with
all other overlapping radio surveys is beyond the scope of
this paper. However, we make a short comment on one of
the most complementary surveys.
The GMRT 150 MHz All-sky Radio Survey released its
First Alternative Data Release (TGSS-ADR1; Intema et al.
2016) at the time of writing of this paper. As TGSS-ADR1
and GLEAM overlap between −53◦ < Dec < +30◦, and
both make measurements at 150 MHz, we performed a pre-
liminary comparison of bright (S 150MHz > 1 Jy), unresolved
((a × b)/(aPSF × bPSF) < 1.1), and classed as fit by a single
Gaussian in TGSS-ADR1) radio sources to compare the two
flux density scales. Using these ≈ 3, 000 sources, we find the
ratio of the GLEAM to TGSS flux density scales is 1.03, av-
eraged over the sky. This 3% difference is within the range
expected since GLEAM and TGSS-ADR1 are on different
flux density scales, with TGSS-ARD1 on the scale of Scaife
& Heald (2012), which is a flux density scale bootstrapped
from the RCB flux density scale.
In this very early data release, there are significant
position-dependent flux density scale discrepancies, which
are due to issues with calibration of the GMRT data. At
the time of writing, these issues are being solved in order
to produce a second data release of TGSS. This first com-
parison was also used for a transients analysis, detailed in
Murphy et al. (submitted). It was also used to remove two
false sources from the GLEAM catalogue, which were FFT
aliases of bright sources just a few degrees outside the im-
aged fields-of-view.
Due to the differing resolutions of the two surveys (25′′
against 2′), fainter sources are more difficult to cross-match
correctly. This is even more true for surveys at different fre-
quencies such as SUMSS (843 MHz; 43′′), as the apparent
morphology of sources can change with frequency. This non-
trivial problem will be considered in more detail in the up-
coming paper Line et al. (in prep), using suitable Bayesian
modelling to discriminate between different potential cross-
matches (Line et al. (submitted)).
3.3 Forming large mosaics
For each sub-band, each week of observations is combined
into a single mosaic, using swarp. This forms four overlap-
ping views of the sky, with some small gaps around very
bright sources, and the Galactic Plane. For observations at
Dec= −72◦, only pixels which fall within ±1 hour of RA of
the observation RA are used, in order to minimise iono-
spheric blurring around the South Celestial Pole. These mo-
saics form the basis of subsequent analysis. We note that
reprojecting all data to a spherical format such as Healpix
(Go´rski et al. 2005) allows the combination of all the data
in the same image plane. However, we found the week-long
mosaics to be the largest useable area without running into
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Figure 7. The overall flux scale of the 151 MHz narrow-band im-
age, compared to source models extrapolated from VLSSr, MRC
and NVSS, as described in Section 3.2. The ordinate axis shows
the ratio of the predicted to measured flux densities and the ab-
scissa shows Dec. The greyscale of the points is the log of their
weights, given by their S/N in the wideband image. The curves on
the right show weighted log-Gaussian fits to the distribution of the
ratios: the outer green dashed line shows the fit for those points
with Dec > 18.◦5, for which no MRC data was available, while the
blue dashed line shows the fit for those points with Dec < 18.◦5,
covered by MRC. The standard deviation of the high-Dec curve is
13 % and the standard deviation of the low-Dec curve is 8 %. The
plots and statistics for other narrow bands are almost identical.
computational memory constraints, and that Zenithal Equal
Area (ZEA; Calabretta & Greisen 2002) is a projection that
gives good results in general purpose software, which is es-
pecially important for accurate source-finding.
3.4 Characterising the point spread function
Typical radio astronomy imaging combines only a few ob-
servations in the image plane, for any given pixel. Due to the
very wide field-of-view of the MWA, and the drift scan strat-
egy, any given pixel in a mosaic includes contributions from
observations over a full hour, during which the ionosphere
may distort the positions of sources by varying amounts.
The bulk astrometric offsets described in Section 2.4 leave
direction-dependent effects of around 5–25′′ , which will be
smallest at the centres of each drift scan, where the sensitiv-
ity of the primary beam is greatest, and below Dec +18.◦5,
where the MRC catalogue is complete. When we form the
week-long mosaics, the lowest frequencies have more overlap
than the higher frequencies.
The result of integrating 20–40 observations, with vari-
ous weights per pixel, tends to be a slight apparent blurring
of the point spread function (PSF). Without characterisa-
tion and correction, all sources will be detected as slightly
resolved by any source-finder, and we will overestimate our
ability to resolve real features. This blurring effect varies
smoothly over the sky due to the slowly-changing contribu-
tion of different observations to each pixel, and increases ap-
parent source areas by 1–25 % depending on the frequency of
observation and ionospheric activity. The effect on a result-
ing source catalogue will be to reduce the observed peak flux
densities of sources, while integrated flux densities should
be preserved. A simple simulation using the typical per-
snapshot position difference RMS for each frequency as com-
puted in Section 2.4 to stack Gaussians in slightly different
positions confirms that the blurring we observe is due to the
residual ionospheric distortions.
There is also a projection effect, from combining multi-
ple SIN-projected images into a single ZEA mosaic. In a SIN
projection, the restoring beam has the correct dimensions
across the entire image. When swarp transforms to a ZEA
projection, the apparent size of sources is conserved, and so
sources with large zenith angle (ZA, = 90◦−elevation) appear
stretched, taking up more pixels than their zenith equiv-
alents. This is entirely a projection effect which scales as
1/ cos ZA. High-ZA sources appear to have larger integrated
flux densities while their peak flux densities are preserved.
Thus, to correctly characterise the PSF, and correctly flux-
calibrate both the peak and integrated flux densities, we
must carefully disentangle the projection and blurring ef-
fects.
The challenge of measuring the blurring effect is rea-
sonably analogous to optical point-spread-function charac-
terisation, for which several general-purpose packages exist,
mainly based on using unresolved sources in the image to
sample the shape of the PSF over the image, and perform-
ing interpolation over the results. However, unlike in the
optical case, in which a population of unresolved stars can
be extracted via their sizes and optical colours, it is difficult
to distinguish genuinely resolved radio sources from blurred
unresolved sources. We use four criteria to distinguish useful
unresolved sources which are characteristic of the PSF:
(i) Not obviously extended: integrated flux density <
2×peak flux density;
(ii) Isolated: does not lie within 10′ of another source;
(iii) Unresolved in other catalogues: Cross-matches with
similarly isolated, point-like MRC (MFLAG = 0) or VLSSr
(a,b < 86′′) sources;
(iv) Gaussian: residual after subtracting fitted Gaussian
is less than 10 % of the peak flux.
Typically this selects 5–15 % of the available sources, giving
a source density of about one source per square degree.
PSF maps are generated by re-projecting the PSF sam-
ple onto a Healpix sphere (Go´rski et al. 2005), with NSIDE=
16 (corresponding to ≈ 13.4 square degrees per pixel). Each
pixel is averaged together with its neighbours: a form of
spherical box-car averaging. During averaging, the sources
are weighted by their S/N (peak flux density divided by local
RMS measurement) multiplied by their Gaussianity (peak
flux density divided by residual of model subtraction). This
process forms smoothly-varying maps as a function of po-
sition on the sky of major axis, minor axis, and position
angle.
In order to restore the peak flux density of the sources,
we multiply all of our images by the degree of blurring that
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Figure 8. Spectral energy distributions of two compact sources (left panel: PKS B0008-421; right panel: PKS B0310-150) targeted by the
VLA to independently test the flux density scale of the GLEAM survey. The P-band and GLEAM data points are shown as blue squares
and red circles, respectively. Purple upward-pointing, green leftward-pointing, yellow rightward-pointing, and navy downward-pointing
triangles are from the surveys VLSSr, MRC, SUMSS, and NVSS, respectively. Note that a model fit (Bicknell, Dopita & O’Dea 1997)
has been applied to both sources and is shown in black. The χ-values for the model fit to the data are displayed in the panel below the
spectral energy distribution.
we measure, but not the projection effect that arises from
the SIN to ZEA transformation. After the PSF map has been
measured, its antecedent mosaic is multiplied by a (position-
dependent) “blur” factor of
R =
aPSFbPSF cos ZA
arstbrst
(1)
where arst and brst are the FWHM of the major and minor
axes of the restoring beam. This has the effect of normalising
the flux density scale such that both peak and integrated flux
densities agree, as long as the correct, position-dependent
PSF is used.
The estimated PSF is stored in the catalogue, and added
to the header of any downloaded postage stamp image. This
allows users to determine whether a source is really ex-
tended, or if there was more ionospheric blurring at that
location. It is also used throughout source-finding for the fi-
nal catalogue: see Section 4. An example of the major axis,
minor axis, and blur factor for a part of the sky at a single
frequency are shown in Figure 9. Position angle is not shown
as it is entirely determined by projection, and thus is almost
always zero (North), except near the zenith where the PSF
is circular and thus position angle is meaningless.
4 SOURCE FINDING AND CATALOGUING
The cataloguing process is carried out in a tiered approach.
For each week of observations a single wideband image
is created which covers the frequency range 170–231 MHz.
This image achieves minimal noise and maximum resolution.
Sources are extracted from this image and quality control
measures are applied to obtain a reference catalogue. The
flux density of each source within this reference catalogue is
then measured in each of the twenty 7.68 MHz narrow-band
images.
4.1 Wideband image
The primary product of the image processing described pre-
viously is a set of twenty images each with a bandwidth
of 7.68 MHz. In order to construct the most sensitive com-
bined image the following process was used: choose N images
starting at the highest frequency (highest resolution) image;
convolve all these images to a common resolution (the low-
est resolution of the N images); combine these images and
measure the noise within this combined image. This process
is repeated with a greater N until the noise no longer de-
creases as more images are added. At this point we have
an image with a good compromise between resolution and
sensitivity. This process results in a wideband image that
covers 170–231 MHz, with a resolution of ≈ 2′ (the FWHM
of the synthesised beam at 170 MHz). This wideband image
is then used to create a reference catalogue for each of the
four observing weeks.
4.2 Wideband image catalogues
Source finding is performed using Aegean with a detection
threshold of 5× the local RMS. The background emission and
RMS noise properties of the wideband images are charac-
terized using BANE, effectively filtering structure of scales
> 10× the size of the local PSF into the background image.
The point spread function is allowed to vary across the im-
age using the characterization described in the previous sec-
tion. A 12.5 deg2 representative subsection of the wideband
image, its measured background, and RMS, are shown in
Figure 10. Note that because the MWA is sensitive to large-
scale Galactic structure, which is not deconvolved, sources
appear on a background which can be positive or negative.
As the diffuse Galactic synchrotron has a steep spectrum of
α = −2.7, the background tends to be larger at lower fre-
quencies. This background is subtracted automatically by
Aegean during source-finding.
Aegean characterizes sources, or groups of sources, as
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Figure 9. Point spread function: the major axis (left panel), the minor axis (middle panel), and the blur factor (right panel) for an
example ≈ 100 square degrees of the lowest sub-band (72–80 MHz) image of GLEAM. White “o”s show the locations of sample sources
used to generate the map, at an average source density of one source per square degree. The left colorbar is to be used with the two left
panels, and the right colorbar for the right panel only.
Figure 10. Example 12.5 square degrees from the GLEAM wideband image. The left panel shows the image itself; the top right panel
shows the background, and the lower right panel shows the RMS. Detected sources are marked on the main image with cyan diamonds.
The PSF for this region is shown as a filled ellipse in the lower left of the main image.
a combination of elliptical Gaussian components. Each com-
ponent is described by a position, peak flux density, major
and minor axis size and position angle. Each component
with the catalogue is assigned a universally unique identifier
(uuid), which has no meaning in and of itself, but plays an
important role in the matching of sources in narrow-band
images.
A number of position-based filters were implemented in
order to remove false detections and sky areas that are be-
yond the scope of this paper. Sources that fell: within 10◦ of
the Galactic plane, within 5.◦5 and 2.◦5 of the Large or Small
Magellanic Clouds, respectively, within 10′ of peeled sources
(Table 2), within 9′ of Centaurus A, or North of Dec+30◦,
were removed from the catalogues. A northern region was
also discarded due to two nights of high ionospheric activity
in the first week of observing, and a further northern region
was discarded because Centaurus A fell in a primary beam
side-lobe and made the self-calibration stage as designed im-
possible. Figure 11 shows the footprint of the survey region
after these positional filters were applied, and Table 3 lists
the exclusion zones.
Note that ionospheric blurring affects the resolution of
the wideband image the least, of order 5 %, due to the high
frequency of its component observations. Thus, source mor-
phologies are well-characterised, despite the residual effects
of ionospheric distortion.
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Figure 11. Detected sources that fall within the green shaded area, described in Table 3, are included in the catalogue.
Table 3. The areas surveyed (top row), flagged (middle rows), and catalogued (final row) in this paper. r indicates the radius around a
source inside which flagging was performed.
Description Region Area / square degrees
Total surveyed area Dec < +30◦ 30,940
Galactic plane Absolute Galactic latitude < 10◦ 4,776
Ionospherically distorted 0◦ < Dec < +30◦ & 22h < RA < 0h 859
Centaurus A (see Table 2) 13h25m28s − 43◦01′09′′, r = 9◦ 254
Sidelobe reflection of Cen A 13h07m < RA < 13h53m & 20◦ < Dec < +30◦ 104
Large Magellanic Cloud 05h23m35s − 69◦45′22′′, r = 5.◦5 95
Small Magellanic Cloud 00h52m38s − 72◦48′01′′, r = 2.◦5 20
Peeled sources (see Table 2) r = 10′ < 1
Final catalogue area 24,831
4.3 Narrow-band image catalogues
The catalogue entries for the narrow-band images are not
created via blind source finding. For each source in the ref-
erence catalogue we measure the flux density in each of the
narrow-band images. We call this measurement process pri-
orised fitting; we utilise Aegean, and outline the processing
here.
Each of the narrow-band images has a different resolu-
tion and so the measurement process begins by determining
the expected shape of the sources from the reference cata-
logue. A source from the reference catalogue is deconvolved
by the local PSF in the wide-band image, and then convolved
with the local PSF from the narrow-band image. All sources
within the reference catalogue are then sorted into groups
such that any sources that overlap at the half-power point of
their respective Gaussian fits are put into the same group.
A fit is then performed for the peak flux of each source,
with the position and newly-determined shape parameters
held fixed. This fit is performed over all sources within a
group at the same time. Rarely, it is not possible to make a
measurement of a source in a narrow-band image. This can
occur if the local PSF was not able to be determined for
that image, or if part of the sky was not able to be imaged
at a particular frequency. Just under 2 % of sources do not
have a measurement in one or more sub-bands.
The fitted and fixed source parameters are recorded and
each source is assigned the same uuid as its corresponding
reference source. The process of associating sources from the
narrow-band images with their reference sources within the
wideband images is achieved by matching uuids. This re-
fitting and matching process guarantees the extraction of
intra-band spectral energy distributions for all sources, with-
out having to rely on position-based cross-matching of cat-
alogues that may describe a single source with a different
number of components in each of the narrow-band images.
Since the narrow-band image measurement process does not
involve blind source finding, there is no signal-to-noise cut
placed on the fluxes from these narrow-band images. As a
result, it is possible for the reported flux in the narrow-band
images to be less than the RMS noise level, or even nega-
tive. The presence or absence of a flux density measurement
at a narrow-band frequency does not indicate a detection or
non-detection, but merely that a measurement was made.
We note that this also avoids overestimation of the flux den-
sity of faint sources in the narrow-band images, because their
shape parameters are not allowed to vary, so cannot be ex-
tended by a local increase in the RMS noise.
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4.4 Final catalogue
Once the narrow-band catalogues have been created and cu-
rated, they are combined together to generate the GLEAM
master catalogue. Where there was overlap between differ-
ent observing weeks, the sky area with the lower RMS noise
was chosen to produce the master catalogue. This catalogue
lists the location of each source as measured in the wide-
band image, the integrated flux, and shape of each source
at each of the frequencies within the survey, along with the
local PSF at the location of each source at each frequency.
The catalogue contains 307, 455 rows, and 311 columns. Col-
umn names, units, and descriptions are shown in Table A.
The electronic version of the full catalogue is available from
VizieR.
4.5 Error derivation
In this section we examine the errors reported in the
GLEAM catalogue. First, we examine the systematic flux
density errors from our primary beam mirroring technique.
Then, we examine the noise properties of the wide-band
source-finding image, as this must be close to Gaussian in
order for sources to be accurately characterised, and for es-
timates of the reliability to be made, which we do in Sec-
tion 4.5.4. Finally, we make an assessment of the catalogue’s
astrometric accuracy. These statistics are given in Table 4.
4.5.1 Flux density scale uncertainty
For the majority of the GLEAM survey, the dominating un-
certainty in the flux density measurements results from the
Dec-dependent flux density correction. This systematic un-
certainty is due to the spread in correction factors, as is
evident in Figure 5 and discussed in Section 3.2. The sys-
tematic uncertainty is calculated as the standard deviation
of a Gaussian fit to the remaining variation in the ratio of
predicted to measured source flux densities, as shown in the
right panel of Figure 7.
For sources lying between Decs −72◦ and +18.◦5, these
uncertainties are 8 ± 0.5 % of the integrated flux density. As
MRC only has coverage up to a Dec of +18.◦5, the system-
atic uncertainties are larger, 11±2 %, for sources with a Dec
greater than +18.5◦ and those with a Dec between −83.◦5 and
−72◦, the latter due to the primary beam mirroring tech-
nique (Section 3.2). Finally, sources with Dec < −83.◦5, near
the South Celestial Pole, have close to ∼80 % systematic un-
certainties as the flux density polynomial corrections used
for this area are mirrored extrapolations from Dec 30◦–36.◦6
(Figure 6). The catalogue therefore contains a column indi-
cating the expected systematic uncertainty for each source,
based on its Dec: 80 % for −90◦ ≤ Dec < −83.◦5 (911 sources);
13 % for −83.◦5 ≤ Dec < −72◦ (8,821 sources) and +18.◦5 ≤
Dec < 30◦ (15,452 sources); and 8 % for −72◦ ≤ Dec < 18.◦5
(280,431 sources).
4.5.2 Noise properties
Here we examine the characteristics of the noise in the wide-
band image. We use a 675 deg2 region where there are a fairly
typical number of bright sources (20 with S > 5 Jy) and the
mean RMS noise is quite low (7.6 mJy beam−1), centred on
RA 3h, Dec −27◦.
To characterise the area outside of detected sources,
we use two different methods: masking the (S > 4σ) pixels
which are used during source characterisation; and subtract-
ing the measured source models from the image. Since the
RMS noise varies over the image, we divide the resulting
images by the original noise images to produce images of
S/N, and plot the distributions of these pixels in Figure 12.
The original image has a negative mean due to the unde-
convolved sidelobes of the diffuse Galactic background; this
has been subtracted from the plotted distributions.
For the masked image, no pixels reach |S/N| > 5σ, which
is consistent with the source-detection algorithm. There is
also a surfeit of pixels with S/N > 2.5σ, which is unsurpris-
ing, because these pixels include the fainter tails of sources
not included when the sources are characterised, as well as
many faint, real, confused sources. The distribution is thus
slightly asymmetric; BANE has attempted to determine a
characteristic RMS noise, but when considering the negative
pixels, this RMS noise appears to be an overestimate of ap-
proximately 7.5 %. This is due to its use of sigma-clipping,
which does not cope well with the large number of 3–5σ con-
fused sources present at this noise level. This is difficult to
correct for, as the noise level varies over the sky, and devis-
ing a new noise estimator is beyond the scope of this paper.
Therefore we note that the images may contain believable
sources which will not appear in the catalogue; this is prefer-
ential to the reverse situtation of underestimating the noise,
and lowering the reliability of the catalogue.
For the residual image, there is both a negative and
positive tail. Note that these pixels are within the extents of
detected sources. They are caused by imperfect modelling of
sources using elliptical Gaussians, which is not unexpected
given that sources may have real extent, and calibration er-
rors act to make sources less Gaussian. We expect any unreal
sources to lie only within 6′ of detected sources, although
calibration errors around extremely bright (S > 100 Jy)
sources are not considered in this particular region of sky
(see Section 4.5.4 for a reliability analysis of the whole sky).
We note here that it is the sidelobe confusion in partic-
ular which limits the depth of this survey; after an effective
integration time of ≈ 10 minutes, some areas of the wideband
image (particularly near zenith, where the primary beam has
most sensitivity) reach RMS noise levels of 5 mJy beam−1.
However, further integration time would not significantly re-
duce the noise, if we continue to individually deconvolve each
snapshot to a 3σ threshold, because fainter sources will never
be cleaned. Instead, it is necessary to use a peeling strat-
egy such as that adopted by Offringa et al. (2016). Eventu-
ally one will reach the classical confusion limit, measured by
Franzen et al. (2016) to be ' 1 mJy beam−1 for the MWA,
at these frequencies. Franzen et al. (2015) describes the con-
fusion properties of the GLEAM survey across the full 72–
231 MHz bandwidth: the confusion at 231 MHz is < 1 mJy,
< 3 % of the typical local RMS at that frequency, while the
confusion at 72 MHz is ≈ 10 mJy, ≈ 10 % of the typical local
RMS at that frequency.
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Figure 12. Noise distribution in a typical 675 square degrees of the wideband source-finding image. BANE measures the average RMS
in this region to be 7.6 mJy beam−1. To show the deviation from Gaussianity, the ordinate is plotted on a log scale. The leftmost panel
shows the distribution of the S/Ns of the pixels in the image produced by subtracting the background and dividing by the RMS map
measured by BANE; the middle panel shows the S/N distribution after masking all (S > 4σ) pixels over which sources were characterised;
the right panel shows the S/N distribution after subtracting the models of the detected sources. The light grey histograms show the
data. The black lines show Gaussians with σ = 1; vertical solid lines indicate the mean values. |S/N| = 1σ is shown with dashed lines,
|S/N| = 2σ is shown with dash-dotted lines, and |S/N| = 5σ is shown with dotted lines. The paucity of negative pixels underneath the
Gaussians shows that BANE over-estimates the noise in this region by ≈ 7.5 %, due to the strong confusion component (grey pixels on
the right-hand side of the distribution in the middle pannel).
4.5.3 Completeness
The completeness of GLEAM cannot be quantified using
existing surveys, due to its unique combination of high sur-
face brightness sensitivity, low frequency of measurement,
and relatively low resolution. As detailed in Section 3.2.2,
GLEAM was cross-matched with TGSS-ADR1 to verify
its flux density scale; unfortunately, this early data release
suffered from position-dependent calibration errors, which
mean its completeness is quite unknown, so it cannot serve
as a reference for the completeness of GLEAM. NVSS and
SUMSS are more sensitive surveys, but for a physically-
reasonable spectral index limit of α = −2.5, their best com-
pleteness limits of S 1.4GHz = 2.5 mJy and S 843MHz = 8 mJy
are, at 200 MHz, only 324 mJy and 292 mJy, respectively. As
nearly 80 % of the GLEAM catalogue sources have flux den-
sities < 300 mJy, and an unknown number of these sources
could have spectral indices ' −2.5, these higher-frequency
surveys cannot be used as a reference for the completeness
of GLEAM. There is also the difficult issue of cross-matching
surveys of very different resolutions; this problem will be ad-
dressed in the upcoming paper Line et al. (in prep).
Instead, simulations are used to quantify the complete-
ness of the GLEAM source catalogue at 200 MHz. It is be-
yond our computational budget to perform these simula-
tions on the individual observations, so the characterisation
is performed after flux-calibrated mosaics have been formed.
Thirty-three realisations were used in which 250,000 simu-
lated point sources of the same flux density were injected
into the 170–231 MHz week-long mosaics. The flux density of
the simulated sources is different for each realisation, span-
ning the range 25 mJy to 1 Jy. The positions of the simulated
sources are chosen randomly but not altered between reali-
sations; to avoid introducing an artificial factor of confusion
in the simulations, simulated sources were not permitted to
lie within 10′ of each other.
Sources are injected into the week-long mosaics using
aeres from the aegean package. Areas flagged from the
GLEAM source catalogue (see Table 3) are excluded from
the simulations. The major and minor axes of the simulated
sources are set to apsf and bpsf , respectively.
For each realisation, the source-finding procedures de-
scribed in Section 4.2 are applied to the mosaics and the
fraction of simulated sources recovered is calculated. In cases
where a simulated source is found to lie too close to a real
(> 5σ) source to be detected separately, the simulated source
is considered to be detected if the recovered source posi-
tion is closer to the simulated rather than the real source
position. This type of completeness simulation therefore ac-
counts for sources that are omitted from the source-finding
process through being too close to a brighter source.
Figure 13 shows the fraction of simulated sources re-
covered as a function of S 200MHz in the entire survey area.
The completeness is estimated to be 50 % at ≈ 55 mJy ris-
ing to 90 % at ≈ 170 mJy. Figure 13 also shows the com-
pleteness as a function of S 200MHz in the most sensitive ar-
eas of the survey (0h < RA < 3h and −60◦ < Dec < −10◦;
10h < RA < 12h and −40◦ < Dec < −15◦) where the noise is
uniform (6.8 ± 1.3 mJy beam−1). The completeness in these
areas is estimated to be 50 % at ≈ 34 mJy and 90 % at
≈ 55 mJy. Errors on the completeness estimate are derived
assuming Poisson errors on the number of simulated sources
detected.
The survey completeness varies substantially across the
sky because of the presence of bright sources and varying
observational data quality. In order to map the variation of
the completeness across the sky, we have produced maps of
the completeness at flux density levels from 25 to 1000 mJy.
The completeness at any pixel position is given by C = Nd/Ns,
where Ns is the number of simulated sources in a circle of
radius 6◦ centred on the pixel and Nd is the number of simu-
lated sources that were detected above 5σ within this same
region of sky. The completeness maps, in fits format, can be
obtained from the supplementary material. Postage stamp
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Table 4. Survey properties and statistics. We divide the survey into four Dec ranges, as shown in Figure 6, because the noise properties,
and astrometric and flux calibration, differ slightly for each range. Values are given as the mean±the standard deviation. The statistics
shown are derived from the wideband (200 MHz) image. The flux scale error applies to all frequencies, and shows the degree to which
GLEAM agrees with other published surveys. The internal flux scale error also applies to all frequencies, and shows the internal consistency
of the flux scale within GLEAM.
Property Dec < −83.◦5 −83.◦5 ≤ Dec < −72◦ −72◦ ≤ Dec < +18.◦5 Dec ≥ 18.◦5
Number of sources 920 8,780 281,931 16,170
RA astrometric offset (′′) −4 ± 16 −4 ± 16 −0.2 ± 3.3 0.5 ± 2.5
Dec astrometric offset (′′) 0.1 ± 3.6 −0.1 ± 3.6 −1.6 ± 3.3 1.7 ± 2.7
External flux scale error (%) 80 13 8 13
Internal flux scale error (%) 3 3 2 3
Completeness at 50 mJy (%) 10 22 54 3
Completeness at 100 mJy (%) 81 83 87 30
Completeness at 160 mJy (%) 96 95 95 56
Completeness at 0.5 Jy (%) 99 99 99 94
Completeness at 1 Jy (%) 100 100 100 97
RMS (mJy beam−1) 23 ± 7 15 ± 5 10 ± 5 28 ± 18
PSF major axis (′′) 196 ± 8 176 ± 8 140 ± 10 192 ± 14
PSF minor axis (′′) 157 ± 9 149 ± 8 131 ± 4 135 ± 2
Figure 13. Estimated completeness of the GLEAM source cat-
alogue as a function of S 200MHz in the entire survey area (black
circles) and in the region used to measure the source counts (red
squares; see Section 5.3).
images from our VO server also include this completeness
information in their headers.
Assuming Poisson statistics, the error on the complete-
ness, δC, is given by
√
Nd/Ns =
√
C/Ns. Given that 200,020
sources were randomly distributed over an area of 24,831
deg2, Ns ≈ 900. Therefore, δC ≈
√
C/30. For example, for
C = 0.9, δC ≈ 0.03 and for C = 0.5, δC ≈ 0.02.
Figure 14 shows completeness maps at 25, 50 and
75 mJy. The completeness is highest close to the zenith.
At 50 mJy, the completeness is ≈ 90 % at most RAs. There
are regions where the completeness at 75 mJy remains poor,
particularly at high Decs, due to the presence of bright con-
taminating sources, rapid sky rotation, and reduced primary
beam sensitivity.
Figure 14. The top, middle and bottom panels show complete-
ness maps at 25, 50 and 75 mJy, respectively, for the regions cov-
ered by the GLEAM catalogue of this paper. Areas which are
excluded from the survey are shaded grey. The image projection
used is Cartesian. The most sensitive areas of the survey in which
the completeness was calculated in Figure 13 are outlined in black.
FITS images of these completeness maps are available online.
4.5.4 Reliability
In order to estimate the reliability of the GLEAM catalogue,
we run the source finder Aegean on the four week-long
mosaics covering 170–231 MHz in exactly the same way
as described in Section 4, except that we used a special
mode of Aegean that only reports sources with negative
flux densities. After applying position-based filtering (Ta-
ble 3), the total number of sources with negative peaks be-
low −5σ, hereafter referred to as “negative”; sources, was 97.
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The most negative recorded peak flux density was −8.3σ. If
the noise distribution were symmetric about zero, we would
expect a number of spurious sources identical to the number
of “negative” sources. The total number of sources above
5σ in the GLEAM catalogue is 307,455 . Using the argu-
ment that there should be as many false positives as de-
tected negative sources, we estimate the reliability to be
1.0 − 97307,455 = 99.97 %. We note that since priorised fitting
was used to characterise sources in the subband images, the
reliability is the same in all subband images.
The majority of the negative sources lie close to bright
sources and result from image artefacts caused by calibration
and deconvolution errors: 67 (69 %) of the negative sources
lie within 6′ of a source brighter than 3 Jy. Sources with
S/Ns . 10 lying within a few arcmin from strong (& 3 Jy)
sources are most likely to be spurious.
4.5.5 Astrometry
We measure the astrometry using the 200-MHz catalogue, as
this provides the locations and morphologies of all sources
in the catalogue. To determine the astrometry, unresolved
((a×b)/(aPSF×bPSF) < 1.1), isolated (no internal match within
10′) GLEAM sources are cross-matched with similarly iso-
lated NVSS and the Sydney University Molonglo Sky Sur-
vey (SUMSS; Bock, Large & Sadler 1999); the positions of
sources in these catalogues are assumed to be correct and RA
and Dec offsets are measured with respect to those positions.
In the well-calibrated Dec range of −72◦ 6 Dec 6 +18.◦5, the
average RA offset is −0.′′2±3.′′3, and the average Dec offset is
−1.′′6±3.′′3. North of +18.◦5, the average RA offset is 0.′′5±2.′′5
and the average Dec offset is 1.′′7±2.′′7. These offsets may be
somewhat different because a modified VLSSr/NVSS cat-
alogue was used to replace MRC North of its Declination
limit of 18.◦5 (see Section 2.4).
Moving south of Dec−72◦, the average RA offset deterio-
rates to −4′′±16′′, while the Dec offset remains reasonable at
−0.′′1±3.′′6. The RA is particularly distorted because the data
have been averaged in the image plane over many hours, on
the edge of the field-of-view, where the ionospheric correc-
tions are poorest. This preferentially smears out the sources
in hour angle, or RA, direction.
For 99% of sources, fitting errors are larger than the
measured average astrometric offsets. Given the scatter in
the measurements, and the small relative size of the worst-
affected regions, we do not attempt to make a correction for
these offsets. Given that we have corrected each snapshot,
residual errors should not vary on scales smaller than the
size of the primary beam. We advise users to use particular
caution when crossmatching sources south of Dec −72◦with
other catalogues. Figure 15 shows the density distribution
of the astrometric offsets, and Gaussian fits to the RA and
Dec offsets.
4.6 Resolved sources
Only objects that can be described well by one or more el-
liptical Gaussians have been included in this catalogue; as
described in Section 4, highly-resolved, diffuse sources are
excluded. We fit 97,103“resolved”sources, as defined by hav-
ing a size (a×b) more than 10 % greater than the local PSF.
Figure 15. Histograms, weighted by source S/N, of astrometric
offsets, for isolated compact GLEAM sources crossmatched with
NVSS and SUMSS as described in Section 4.5.5. The black curves
show Gaussian fits to each histogram. Solid vertical lines indicate
the mean offsets. The top panel shows sources on the northern
edge of the survey, Dec ≥ +18.◦5; the middle panel shows sources
in the main area of the survey, −72 ≤ Dec < +18.◦5; and the lowest
panel shows sources near the South Celestial Pole, Dec < −72◦.
Note that the range on the abscissa changes for the lowest panel.
Our fitting procedure deals with multi-component sources
by fitting the components simultaneously, if their proxim-
ity warrants it. As a guide, 90,237 sources lie within 6′ of
another source. Diffuse, extended, or steep-spectrum struc-
ture visible only at the lowest frequencies will be missing
from the catalogue, as all source selection is performed at
200 MHz, and characterisation is performed by extrapolat-
ing the shape of the source using the difference in frequency
and the measured PSF.
MNRAS 000, 1–30 (2016)
20 Hurley-Walker et al.
5 PROPERTIES OF THE CATALOGUE
Here we compare the catalogue to other MWA data prod-
ucts, measure the spectral indices of its sources, analyse its
source counts, and discuss the challenges associated with
spectral model fitting with GLEAM data. The upcoming
paper White et al. (in prep) calculates a two-point angular
correlation function for the catalogue.
5.1 GLEAM, MWACS and the EoR field
We crossmatch GLEAM with the MWA Commissioning Sur-
vey at 180 MHz (MWACS; Hurley-Walker et al. 2014) and
the deep 163 MHz catalogue of the “zeroth” Epoch of Reion-
isation (EoR) field centred at RA= 00h, Dec= −26.◦7 by Of-
fringa et al. (2016), the flux scale of which is largely set by
MWACS. For sources with S > 1 Jy at 180 MHz, we find
that GLEAM has a flux scale 15 %(±8%) lower than both
of these catalogues. This is likely due to residual primary
beam errors in MWACS, which did not use as accurate a
beam model, or fit a model to the residual flux errors as in
Section 3.2. We note that the flux scale scatter shown in Fig-
ure 7 is also a 2% improvement on the flux scale scatter of
MWACS, shown in Figure 11 of Hurley-Walker et al. (2014).
5.2 Spectral index distribution
The wide bandwidth of GLEAM allows an internal spectral
index calculation; 98 % of sources have a flux density mea-
surement in every sub-band; 75 % of sources have a non-
negative flux density measurement in every sub-band. For
these 245,457 sources, we calculate α using a weighted least-
squares approach.
While a flux density scale error of 8 % is needed to rec-
oncile GLEAM with other surveys (Section 4.5.1), an error
of 2 % gives more consistent results when fitting spectral in-
dices using only the GLEAM data. Specifically, the median
value of the reduced χ2 statistic, which should be unity for
data with well-estimated error bars, is biased low at high flux
densities for a flux density scale error of 8 %, while it is unity
across the catalogue for a flux density scale error of 2 %. We
note that estimating the error in this way is incorrect for a
single measurement, but is not problematic for such a large
catalogue. This error increases to 3 % for Dec > 18.◦5 and
Dec < −72◦.
That the internal flux scale consistency is better than
the external is likely due to a combination of factors: the nar-
row time-frame in which the observations were taken, min-
imising astrophysical variability; the consistency of using a
single instrument with near-uniform spatial frequency sensi-
tivity and calibration rather than a variety of instruments;
the wide field-of-view and large amount of snapshot aver-
aging acting to suppress any flux scale variations on small
scales; and, most importantly, the scale being derived from
identical sources, identical surveys, and from similar large-
angular-scale polynomials (Section 3). Therefore, during the
spectral energy distribution fitting process, we set the error
on each flux density to be the quadrature sum of theAegean
fitting error, and a 2 % (3,%, for Dec > 18.◦5 and Dec < −72◦)
internal flux scale error.
Note that fitting a single power law spectrum ignores
potentially interesting astrophysics, such as jet confinement
Figure 16. The spectral index distribution calculated using
solely the catalogue described in this paper. The cyan line shows
sources with S 200MHz < 0.16 Jy, the black line shows sources
with 0.16 ≤ S 200MHz < 0.5 Jy, the blue line shows sources with
0.5 ≤ S 200MHz < 1.0 Jy, and the red line shows sources with
S 200MHz > 1.0 Jy. The dashed vertical lines of the same colours
show the median values for each flux density cut: −0.78, −0.79,
−0.83, and −0.83, respectively.
or synchrotron self-absorption giving rise to sources with
peaked or flattening spectra. The upcoming paper Calling-
ham et al. (in prep) contains more extensive spectral mod-
elling of such sources found in this catalogue. To exclude
poorly-fit spectral indices from the catalogue presented in
this work, and the spectral indices presented in this section,
we require that χ2 < 34.805, as P(χ2 ≥ 34.805) > 99% for
18 degrees of freedom (i.e. reduced χ2 < 1.93). This results
in calculated spectral indices for 238,364 sources.
The resulting distributions of α for sources with
S 200MHz < 0.16 Jy (122,959 sources), 0.16 ≤ S 200MHz < 0.5 Jy
(86,548 sources), 0.5 ≤ S 200MHz < 1.0 Jy (20,606 sources), and
S 200MHz ≥ 1.0 Jy (12,723 sources), are shown in Figure 16.
The median and semi-inter-quartile-range (SIQR) values of
α for these flux density bins are −0.78 ± 0.20, −0.79 ± 0.15,
−0.83 ± 0.12, and −0.83 ± 0.11, respectively.
Note that only the brightest two bins are substantially
complete over the whole sky, as shown in Table 4. The errors
on the flux densities in the faintest bin are of order 30 %, and
all sources with negative flux density measurements in sub-
bands are discarded, so the wide distribution and slightly
flatter average spectral index of the faintest flux density bin
should not be interpreted as a properties intrinsic to those
sources.
These values are in very good agreement with other
measurements at these frequencies; for instance, VLSSr and
NVSS together measure α = −0.82 with an SIQR of 0.11
(Lane et al. 2014), while in the MSSS verification field,
Heald et al. (2015) use the LOFAR High Band Antenna
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Table 5. Normalised Euclidean differential source counts from
the GLEAM 200 MHz wideband catalogue.
S low S high Smid Raw count S
5
2 dN
dS
Jy Jy Jy Jy
3
2
0.023 0.028 0.025 13 0.3118 ± 0.0173
0.028 0.035 0.031 302 10.12 ± 0.117
0.035 0.044 0.039 2361 110.6 ± 0.455
0.044 0.055 0.049 5060 331.3 ± 0.931
0.055 0.069 0.061 6200 567.3 ± 1.44
0.069 0.086 0.077 5673 725.4 ± 1.93
0.086 0.107 0.096 5105 912.3 ± 2.55
0.107 0.134 0.120 4295 1073 ± 3.27
0.134 0.168 0.150 3573 1247 ± 4.17
0.168 0.210 0.188 2991 1459 ± 5.34
0.210 0.262 0.234 2504 1707 ± 6.82
0.262 0.328 0.293 2013 1918 ± 8.55
0.328 0.410 0.366 1633 2174 ± 10.8
0.410 0.512 0.458 1342 2497 ± 13.6
0.512 0.640 0.572 1080 2808 ± 17.1
0.640 0.800 0.716 795 2889 ± 20.5
0.800 1.000 0.894 652 3311 ± 25.9
1.000 1.250 1.118 465 3301 ± 30.6
1.250 1.562 1.398 414 4107 ± 40.4
1.563 1.953 1.747 284 3937 ± 46.7
1.953 2.441 2.184 203 3933 ± 55.2
2.441 3.052 2.730 141 3818 ± 64.3
3.052 3.815 3.412 101 3822 ± 76.1
3.815 4.768 4.265 76 4019 ± 92.2
4.768 5.960 5.331 30 2217 ± 81
5.960 7.451 6.664 27 2789 ± 107
7.451 9.313 8.330 26 3753 ± 147
9.313 11.642 10.413 18 3631 ± 171
11.642 14.552 13.016 12 3383 ± 195
14.552 18.190 16.270 7 2758 ± 208
18.190 22.737 20.337 7 3855 ± 291
22.737 28.422 25.421 1 769.6 ± 154
28.422 35.527 31.776 1 1076 ± 215
(120–160 MHz) to measure a median α of −0.77. Mauch
et al. (2003) measured a median spectral index of −0.83
across 843–1400 MHz by crossmatching SUMSS and NVSS.
Cross-matching GLEAM with higher-resolution catalogues
to investigate the low-frequency spectral behaviour of radio
sources will be performed in the upcoming paper Line et al.
(in prep).
5.3 Source counts
Using selected subsections of the survey (0h < RA < 3h and
−60◦ < Dec < −10◦; 10h < RA < 12h and −40◦ < Dec < −15◦)
where the noise is low and uniform (6.8 ± 1.3 mJy beam−1),
and the completeness is 90 % at 50 mJy, we calculate the
normalised Euclidean differential source counts with respect
to source integrated flux density. These are tabulated in Ta-
ble 5.
We compare our source counts with those from the 7th
Cambridge survey at 150 MHz (7C Hales et al. 2007), VLSSr
at 74 MHz, and those by Intema et al. (2011), Ghosh et al.
(2012), and Williams, Intema & Ro¨ttgering (2013), whose
measurements with the GMRT at 153 MHz constrain the
counts from 6–400 mJy. We apply a spectral power law scal-
ing of α = −0.75 to bring all surveys to a common frequency
of 150 MHz, and plot the surveys and the 150 MHz astro-
physical source evolution and luminosity model of Massardi
et al. (2010) in Figure 17.
There is excellent agreement between all the surveys
and the Massardi et al. (2010) model for the range 0.5–3 Jy.
Fainter and brighter than this, the surveys plotted disagree
with the model; the bright end discrepancy could be due to
the selection of fields without bright sources, which would
otherwise increase the local RMS.
GLEAM is a relatively low-resolution survey, and con-
fuses unrelated galaxies which are resolved by the other sur-
veys. This may push many sources in faint bins into brighter
bins, as they are confused together into larger, brighter
sources by the PSF; this may account for the slight increase
in observed counts around 100 mJy. The completeness limit
is also clearly evident at the low flux density end; this region
of sky is 90 % complete at 50 mJy, and at this flux density
the GLEAM counts drop dramatically. Franzen et al. (2016)
correct for these effects and derive detailed source counts for
the 600 square degrees imaged by Offringa et al. (2016). A
future paper, Franzen et al (in prep) will perform the same
analysis for the GLEAM survey, over the full bandwidth of
72–231 MHz.
5.4 Spectral fitting with GLEAM data
The spectral coverage of the GLEAM survey represents a di-
vergence from past radio surveys, which mostly surveyed the
radio sky at one frequency with a small bandwidth (e.g. 3C,
MRC, SUMSS, NVSS, VLSSr etc). The twenty flux density
measurements between 72 and 231 MHz reported in GLEAM
provides an unparalleled data set for spectral analysis of ra-
dio sources. However, with this advancement in bandwidth
come statistical challenges for spectral modelling and cor-
rectly combining data from many different telescopes.
For example, since self-calibration and multi-frequency
synthesis were performed on the full 30.72 MHz observing
bandwidth, before it is spilt into four narrower sub-bands of
7.68 MHz, the four derived subband flux densities within one
band are highly correlated. Classical and sidelobe confusion
also produce correlated noise that is dependent on the flux
density of the source (Murdoch, Crawford & Jauncey 1973;
Condon et al. 2012), with faint sources (<1 Jy) having a more
significant degree of correlation across the entire MWA band,
compared to bright sources. Additionally, due to the correc-
tion of the primary beam uncertainties, all of the flux density
measurements are correlated. The combination of these ef-
fects generates a complex covariance function that should
be taken into account when combining GLEAM data with
that from other radio telescopes or surveys. If this correla-
tion between the GLEAM data points are not taken into
account, the remaining trends present in the GLEAM flux
density measurements can dominate any physical relations.
Most notably, the 8 % flux scale error (Section 4.5.1) does
not reduce by 1√
20
when the twenty sub-band data points
are combined (either in a fit or a weighted average), so the
points should never be treated as independent data points
when comparing to data outside the GLEAM survey.
While it is currently not possible to calculate the ex-
act form of the covariance function that exists between the
GLEAM flux density measurements, an approximation can
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Figure 17. Normalised Euclidean source counts at 150 MHz for GLEAM (black circles), 7C (red crosses), VLSSr (yellow diamonds),
and counts by Intema et al. (2011) (blue squares), Ghosh et al. (2012) (cyan pentagons), and Williams, Intema & Ro¨ttgering (2013)
(green hexagons). The 150 MHz astrophysical source evolution and luminosity model of Massardi et al. (2010) is shown as a magenta
line. The 90 % completeness flux density of GLEAM in this region is plotted as a 50 mJy dotted line; the 7C completeness is plotted as a
red dotted line. The top panel shows the source counts and the bottom panel shows the residuals after the Massardi et al. (2010) model
was subtracted.
be made using Gaussian processes. For example, the cor-
relation between the GLEAM flux density measurements
is found to be accurately described by a blocked Mate´rn
covariance function (Rasmussen & Williams 2006), which
produces a stronger correlation between flux density mea-
surements close in frequency space than further away. An
example is provided in Figure 18, which demonstrates how
the fit is incorrect if one assumes the GLEAM data points
are independent.
6 CONCLUSIONS
We have performed a large-scale radio sky survey that we
estimate is 99.5 % complete at 1 Jy for the sky south of
Dec +30◦, excluding the Galactic Plane and a small number
of other regions. The estimated reliability is 99.97 %. The
completeness varies over the sky, and we provide machine-
readable maps of the completeness at different flux density
levels to assist the catalogue user. Using a deep, wideband
image formed across 170–231 MHz, we measured the flux
density of 307,455 detected sources at 20 frequencies span-
ning 72–231 MHz. Source spectral indices derived across this
bandwidth agree with results from other experiments using
much wider frequency lever-arms.
The overall flux density scale accuracy is estimated to
be 8 % for 90 % of the surveyed area. This survey is on the
Baars et al. (1977) flux density scale; a future paper will
examine the agreement between GLEAM and MSSS, unify-
ing the low-frequency flux scales over the whole sky. This
catalogue makes possible reliable flux calibration of other
low-frequency southern sky experiments, such as the search
for the Epoch of Reionisation by the MWA, PAPER, and
eventually the low-frequency Square Kilometre Array.
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Figure 18. Spectral energy distribution of PKS B2059-786
highlighting the different model fits, assuming the flux den-
sity measurements are correlated or independent. Red circles,
green leftward-facing triangle, yellow rightward-facing triangle,
and brown diamonds represent data points from GLEAM, MRC,
SUMSS, and the Australia Telescope Compact Array calibrator
database, respectively. The power-law model fit assuming all the
data points are independent is shown in dark orange. The model
fit assuming the covariance matrix of the MWA flux density mea-
surements is described by a blocked Mate´rn covariance function
is shown in blue. The χ-values for the Gaussian process model fit
to the data are displayed in the panel below the spectral energy
distribution.
The low-frequency flux densities and spectral indices of
hundreds of thousands of radio galaxies are now available,
and cross-matching with higher-resolution data to disentan-
gle confused pairs and reveal morphology should maximise
the utility of our low-frequency flux density measurements.
In this large dataset, there are also likely to be some in-
teresting serendipitous detections. Future papers will search
the survey for transient sources, reprocess the data with a
weighting scheme which increases the impact of the short
baselines of the array, thereby highlighting more diffuse
structures, and publish the Galactic Plane and Magellanic
Clouds.
In addition to the observations used to create the cat-
alogue presented here, the sky has also been observed twice
more during the second year of observations. Processing of
these new data will reduce the overall noise of the survey,
where not already dominated by sidelobe confusion, and im-
prove the sky coverage over the first year of observations.
More advanced processing techniques such as the applica-
tion of direction-dependent gains, may increase the survey
depth further.
All data (images and catalogue) are publicly available
at the MWA Telescope website on the World Wide Web,
http://www.mwatelescope.org.
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APPENDIX A: APPENDIX: LIST OF COLUMN
HEADINGS IN THE CATALOGUE
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Column numbers, names, and units for the catalogue. Source names follow International Astronomical Union naming
conventions for co-ordinate-based naming. Background and RMS measurements were performed by BANE; PSF measurements
were peformed using in-house software as described in Section 3.4; the absolute error on the flux density scale was derived as
described in Section 3.2; the fitted spectral index parameters were derived as described in Section 5.2; all other measurements
were made using Aegean. Aegean incorporates a constrained fitting algorithm. Shape parameters with an error of −1 indicate
that the reported value is equal to either the upper or lower fitting constraint. The columns with the subscript “wide” are
derived from the 200 MHz wide-band image. Subsequently, the subscript indicates the central frequency of the measurement,
in MHz. These sub-band measurements are made using the priorised fitting mode of Aegean, where the position and shape
of the source are determined from the wide-band image, and only the flux density is fitted (see Section 4.3). Note therefore
that some columns in the priorised fit do not have error bars, because they are linearly propagated from the wideband image
values (e.g. major axis a).
Number Name Unit Description
1 Name hh:mm:ss+dd:mm:ss International Astronomical Union name
2 background wide Jy beam−1 Background in wideband image
3 local rms wide Jy beam−1 Local RMS in wideband image
4 ra str hh:mm:ss Right ascension
5 dec str dd:mm:ss Declination
6 RAJ2000 ◦ Right ascension
7 err RAJ2000 ◦ Error on RA
8 DEJ2000 ◦ Declination
9 err DEJ2000 ◦ Error on Dec
10 peak flux wide Jy beam−1 Peak flux density in wideband image
11 err peak flux wide Jy beam−1 Fitting error on peak flux density in wideband image
12 int flux wide Jy Integrated flux density in wideband image
13 err int flux wide Jy Error on integrated flux density in wideband image
14 a wide ′′ Major axis of source in wideband image
15 err a wide ′′ Error on major axis of source in wideband image
16 b wide ′′ Minor axis of source in wideband image
17 err b wide ′′ Error on minor axis of source in wideband image
18 pa wide ◦ Postion angle of source in wideband image
19 err pa wide ◦ Error on position angle of source in wideband image
20 residual mean wide Jy beam−1 Mean of residual after source fitting in wideband image
21 residual std wide Jy beam−1 Standard deviation of residual after source fitting
22 err abs flux pct % Percent error in absolute flux scale - all frequenciesc
23 err fit flux pct % Percent error on internal flux scale - all frequencies
24 psf a wide ′′ Major axis of PSF at location of source in wideband image
25 psf b wide ′′ Minor axis of PSF at location of source in wideband image
26 psf pa wide ◦ Position angle of PSF at location of source in wideband image
27 background 076 Jy beam−1 Background at 76 MHz
28 local rms 076 Jy beam−1 Local RMS at 76 MHz
29 peak flux 076 Jy beam−1 Peak flux density at 76 MHz
30 err peak flux 076 Jy beam−1 Fitting error on peak flux density at 76 MHz
31 int flux 076 Jy Integrated flux density at 76 MHz
32 err int flux 076 Jy Fitting error on integrated flux density at 76 MHz
33 a 076 ′′ Major axis of source at 76 MHz
34 b 076 ′′ Minor axis of source at 76 MHz
35 pa 076 ◦ Position angle of source at 76 MHz
36 residual mean 076 Jy beam−1 Mean of residual after source fitting at 76 MHz
37 residual std 076 Jy beam−1 Standard deviation of residual after source fitting at 76 MHz
38 psf a 076 ′′ Major axis of PSF at location of source at 76 MHz
39 psf b 076 ′′ Minor axis of PSF at location of source at 76 MHz
40 psf pa 076 ◦ Position angle of PSF at location of source at 76 MHz
41 background 084 Jy beam−1 Background at 84 MHz
42 local rms 084 Jy beam−1 Local RMS at 84 MHz
43 peak flux 084 Jy beam−1 Peak flux density at 84 MHz
44 err peak flux 084 Jy beam−1 Fitting error on peak flux density at 84 MHz
45 int flux 084 Jy Integrated flux density at 84 MHz
46 err int flux 084 Jy Fitting error on integrated flux density at 84 MHz
47 a 084 ′′ Major axis of source at 84 MHz
48 b 084 ′′ Minor axis of source at 84 MHz
49 pa 084 ◦ Position angle of source at 84 MHz
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50 residual mean 084 Jy beam−1 Mean of residual after source fitting at 84 MHz
51 residual std 084 Jy beam−1 Standard deviation of residual after source fitting at 84 MHz
52 psf a 084 ′′ Major axis of PSF at location of source at 84 MHz
53 psf b 084 ′′ Minor axis of PSF at location of source at 84 MHz
54 psf pa 084 ◦ Position angle of PSF at location of source at 84 MHz
55 background 092 Jy beam−1 Background at 92 MHz
56 local rms 092 Jy beam−1 Local RMS at 92 MHz
57 peak flux 092 Jy beam−1 Peak flux density at 92 MHz
58 err peak flux 092 Jy beam−1 Fitting error on peak flux density at 92 MHz
59 int flux 092 Jy Integrated flux density at 92 MHz
60 err int flux 092 Jy Fitting error on integrated flux density at 92 MHz
61 a 092 ′′ Major axis of source at 92 MHz
62 b 092 ′′ Minor axis of source at 92 MHz
63 pa 092 ◦ Position angle of source at 92 MHz
64 residual mean 092 Jy beam−1 Mean of residual after source fitting at 92 MHz
65 residual std 092 Jy beam−1 Standard deviation of residual after source fitting at 92 MHz
66 psf a 092 ′′ Major axis of PSF at location of source at 92 MHz
67 psf b 092 ′′ Minor axis of PSF at location of source at 92 MHz
68 psf pa 092 ◦ Position angle of PSF at location of source at 92 MHz
69 background 099 Jy beam−1 Background at 99 MHz
70 local rms 099 Jy beam−1 Local RMS at 99 MHz
71 peak flux 099 Jy beam−1 Peak flux density at 99 MHz
72 err peak flux 099 Jy beam−1 Fitting error on peak flux density at 99 MHz
73 int flux 099 Jy Integrated flux density at 99 MHz
74 err int flux 099 Jy Fitting error on integrated flux density at 99 MHz
75 a 099 ′′ Major axis of source at 99 MHz
76 b 099 ′′ Minor axis of source at 99 MHz
77 pa 099 ◦ Position angle of source at 99 MHz
78 residual mean 099 Jy beam−1 Mean of residual after source fitting at 99 MHz
79 residual std 099 Jy beam−1 Standard deviation of residual after source fitting at 99 MHz
80 psf a 099 ′′ Major axis of PSF at location of source at 99 MHz
81 psf b 099 ′′ Minor axis of PSF at location of source at 99 MHz
82 psf pa 099 ◦ Position angle of PSF at location of source at 99 MHz
83 background 107 Jy beam−1 Background at 107 MHz
84 local rms 107 Jy beam−1 Local RMS at 107 MHz
85 peak flux 107 Jy beam−1 Peak flux density at 107 MHz
86 err peak flux 107 Jy beam−1 Fitting error on peak flux density at 107 MHz
87 int flux 107 Jy Integrated flux density at 107 MHz
88 err int flux 107 Jy Fitting error on integrated flux density at 107 MHz
89 a 107 ′′ Major axis of source at 107 MHz
90 b 107 ′′ Minor axis of source at 107 MHz
91 pa 107 ◦ Position angle of source at 107 MHz
92 residual mean 107 Jy beam−1 Mean of residual after source fitting at 107 MHz
93 residual std 107 Jy beam−1 Standard deviation of residual after source fitting at 107 MHz
94 psf a 107 ′′ Major axis of PSF at location of source at 107 MHz
95 psf b 107 ′′ Minor axis of PSF at location of source at 107 MHz
96 psf pa 107 ◦ Position angle of PSF at location of source at 107 MHz
97 background 115 Jy beam−1 Background at 115 MHz
98 local rms 115 Jy beam−1 Local RMS at 115 MHz
99 peak flux 115 Jy beam−1 Peak flux density at 115 MHz
100 err peak flux 115 Jy beam−1 Fitting error on peak flux density at 115 MHz
101 int flux 115 Jy Integrated flux density at 115 MHz
102 err int flux 115 Jy Fitting error on integrated flux density at 115 MHz
103 a 115 ′′ Major axis of source at 115 MHz
104 b 115 ′′ Minor axis of source at 115 MHz
105 pa 115 ◦ Position angle of source at 115 MHz
106 residual mean 115 Jy beam−1 Mean of residual after source fitting at 115 MHz
107 residual std 115 Jy beam−1 Standard deviation of residual after source fitting at 115 MHz
108 psf a 115 ′′ Major axis of PSF at location of source at 115 MHz
109 psf b 115 ′′ Minor axis of PSF at location of source at 115 MHz
110 psf pa 115 ◦ Position angle of PSF at location of source at 115 MHz
111 background 122 Jy beam−1 Background at 122 MHz
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112 local rms 122 Jy beam−1 Local RMS at 122 MHz
113 peak flux 122 Jy beam−1 Peak flux density at 122 MHz
114 err peak flux 122 Jy beam−1 Fitting error on peak flux density at 122 MHz
115 int flux 122 Jy Integrated flux density at 122 MHz
116 err int flux 122 Jy Fitting error on integrated flux density at 122 MHz
117 a 122 ′′ Major axis of source at 122 MHz
118 b 122 ′′ Minor axis of source at 122 MHz
119 pa 122 ◦ Position angle of source at 122 MHz
120 residual mean 122 Jy beam−1 Mean of residual after source fitting at 122 MHz
121 residual std 122 Jy beam−1 Standard deviation of residual after source fitting at 122 MHz
122 psf a 122 ′′ Major axis of PSF at location of source at 122 MHz
123 psf b 122 ′′ Minor axis of PSF at location of source at 122 MHz
124 psf pa 122 ◦ Position angle of PSF at location of source at 122 MHz
125 background 130 Jy beam−1 Background at 130 MHz
126 local rms 130 Jy beam−1 Local RMS at 130 MHz
127 peak flux 130 Jy beam−1 Peak flux density at 130 MHz
128 err peak flux 130 Jy beam−1 Fitting error on peak flux density at 130 MHz
129 int flux 130 Jy Integrated flux density at 130 MHz
130 err int flux 130 Jy Fitting error on integrated flux density at 130 MHz
131 a 130 ′′ Major axis of source at 130 MHz
132 b 130 ′′ Minor axis of source at 130 MHz
133 pa 130 ◦ Position angle of source at 130 MHz
134 residual mean 130 Jy beam−1 Mean of residual after source fitting at 130 MHz
135 residual std 130 Jy beam−1 Standard deviation of residual after source fitting at 130 MHz
136 psf a 130 ′′ Major axis of PSF at location of source at 130 MHz
137 psf b 130 ′′ Minor axis of PSF at location of source at 130 MHz
138 psf pa 130 ◦ Position angle of PSF at location of source at 130 MHz
139 background 143 Jy beam−1 Background at 143 MHz
140 local rms 143 Jy beam−1 Local RMS at 143 MHz
141 peak flux 143 Jy beam−1 Peak flux density at 143 MHz
142 err peak flux 143 Jy beam−1 Fitting error on peak flux density at 143 MHz
143 int flux 143 Jy Integrated flux density at 143 MHz
144 err int flux 143 Jy Fitting error on integrated flux density at 143 MHz
145 a 143 ′′ Major axis of source at 143 MHz
146 b 143 ′′ Minor axis of source at 143 MHz
147 pa 143 ◦ Position angle of source at 143 MHz
148 residual mean 143 Jy beam−1 Mean of residual after source fitting at 143 MHz
149 residual std 143 Jy beam−1 Standard deviation of residual after source fitting at 143 MHz
150 psf a 143 ′′ Major axis of PSF at location of source at 143 MHz
151 psf b 143 ′′ Minor axis of PSF at location of source at 143 MHz
152 psf pa 143 ◦ Position angle of PSF at location of source at 143 MHz
153 background 151 Jy beam−1 Background at 151 MHz
154 local rms 151 Jy beam−1 Local RMS at 151 MHz
155 peak flux 151 Jy beam−1 Peak flux density at 151 MHz
156 err peak flux 151 Jy beam−1 Fitting error on peak flux density at 151 MHz
157 int flux 151 Jy Integrated flux density at 151 MHz
158 err int flux 151 Jy Fitting error on integrated flux density at 151 MHz
159 a 151 ′′ Major axis of source at 151 MHz
160 b 151 ′′ Minor axis of source at 151 MHz
161 pa 151 ◦ Position angle of source at 151 MHz
162 residual mean 151 Jy beam−1 Mean of residual after source fitting at 151 MHz
163 residual std 151 Jy beam−1 Standard deviation of residual after source fitting at 151 MHz
164 psf a 151 ′′ Major axis of PSF at location of source at 151 MHz
165 psf b 151 ′′ Minor axis of PSF at location of source at 151 MHz
166 psf pa 151 ◦ Position angle of PSF at location of source at 151 MHz
167 background 158 Jy beam−1 Background at 158 MHz
168 local rms 158 Jy beam−1 Local RMS at 158 MHz
169 peak flux 158 Jy beam−1 Peak flux density at 158 MHz
170 err peak flux 158 Jy beam−1 Fitting error on peak flux density at 158 MHz
171 int flux 158 Jy Integrated flux density at 158 MHz
172 err int flux 158 Jy Fitting error on integrated flux density at 158 MHz
173 a 158 ′′ Major axis of source at 158 MHz
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174 b 158 ′′ Minor axis of source at 158 MHz
175 pa 158 ◦ Position angle of source at 158 MHz
176 residual mean 158 Jy beam−1 Mean of residual after source fitting at 158 MHz
177 residual std 158 Jy beam−1 Standard deviation of residual after source fitting at 158 MHz
178 psf a 158 ′′ Major axis of PSF at location of source at 158 MHz
179 psf b 158 ′′ Minor axis of PSF at location of source at 158 MHz
180 psf pa 158 ◦ Position angle of PSF at location of source at 158 MHz
181 background 166 Jy beam−1 Background at 166 MHz
182 local rms 166 Jy beam−1 Local RMS at 166 MHz
183 peak flux 166 Jy beam−1 Peak flux density at 166 MHz
184 err peak flux 166 Jy beam−1 Fitting error on peak flux density at 166 MHz
185 int flux 166 Jy Integrated flux density at 166 MHz
186 err int flux 166 Jy Fitting error on integrated flux density at 166 MHz
187 a 166 ′′ Major axis of source at 166 MHz
188 b 166 ′′ Minor axis of source at 166 MHz
189 pa 166 ◦ Position angle of source at 166 MHz
190 residual mean 166 Jy beam−1 Mean of residual after source fitting at 166 MHz
191 residual std 166 Jy beam−1 Standard deviation of residual after source fitting at 166 MHz
192 psf a 166 ′′ Major axis of PSF at location of source at 166 MHz
193 psf b 166 ′′ Minor axis of PSF at location of source at 166 MHz
194 psf pa 166 ◦ Position angle of PSF at location of source at 166 MHz
195 background 174 Jy beam−1 Background at 174 MHz
196 local rms 174 Jy beam−1 Local RMS at 174 MHz
197 peak flux 174 Jy beam−1 Peak flux density at 174 MHz
198 err peak flux 174 Jy beam−1 Fitting error on peak flux density at 174 MHz
199 int flux 174 Jy Integrated flux density at 174 MHz
200 err int flux 174 Jy Fitting error on integrated flux density at 174 MHz
201 a 174 ′′ Major axis of source at 174 MHz
202 b 174 ′′ Minor axis of source at 174 MHz
203 pa 174 ◦ Position angle of source at 174 MHz
204 residual mean 174 Jy beam−1 Mean of residual after source fitting at 174 MHz
205 residual std 174 Jy beam−1 Standard deviation of residual after source fitting at 174 MHz
206 psf a 174 ′′ Major axis of PSF at location of source at 174 MHz
207 psf b 174 ′′ Minor axis of PSF at location of source at 174 MHz
208 psf pa 174 ◦ Position angle of PSF at location of source at 174 MHz
209 background 181 Jy beam−1 Background at 181 MHz
210 local rms 181 Jy beam−1 Local RMS at 181 MHz
211 peak flux 181 Jy beam−1 Peak flux density at 181 MHz
212 err peak flux 181 Jy beam−1 Fitting error on peak flux density at 181 MHz
213 int flux 181 Jy Integrated flux density at 181 MHz
214 err int flux 181 Jy Fitting error on integrated flux density at 181 MHz
215 a 181 ′′ Major axis of source at 181 MHz
216 b 181 ′′ Minor axis of source at 181 MHz
217 pa 181 ◦ Position angle of source at 181 MHz
218 residual mean 181 Jy beam−1 Mean of residual after source fitting at 181 MHz
219 residual std 181 Jy beam−1 Standard deviation of residual after source fitting at 181 MHz
220 psf a 181 ′′ Major axis of PSF at location of source at 181 MHz
221 psf b 181 ′′ Minor axis of PSF at location of source at 181 MHz
222 psf pa 181 ◦ Position angle of PSF at location of source at 181 MHz
223 background 189 Jy beam−1 Background at 189 MHz
224 local rms 189 Jy beam−1 Local RMS at 189 MHz
225 peak flux 189 Jy beam−1 Peak flux density at 189 MHz
226 err peak flux 189 Jy beam−1 Fitting error on peak flux density at 189 MHz
227 int flux 189 Jy Integrated flux density at 189 MHz
228 err int flux 189 Jy Fitting error on integrated flux density at 189 MHz
229 a 189 ′′ Major axis of source at 189 MHz
230 b 189 ′′ Minor axis of source at 189 MHz
231 pa 189 ◦ Position angle of source at 189 MHz
232 residual mean 189 Jy beam−1 Mean of residual after source fitting at 189 MHz
233 residual std 189 Jy beam−1 Standard deviation of residual after source fitting at 189 MHz
234 psf a 189 ′′ Major axis of PSF at location of source at 189 MHz
235 psf b 189 ′′ Minor axis of PSF at location of source at 189 MHz
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236 psf pa 189 ◦ Position angle of PSF at location of source at 189 MHz
237 background 197 Jy beam−1 Background at 197 MHz
238 local rms 197 Jy beam−1 Local RMS at 197 MHz
239 peak flux 197 Jy beam−1 Peak flux density at 197 MHz
240 err peak flux 197 Jy beam−1 Fitting error on peak flux density at 197 MHz
241 int flux 197 Jy Integrated flux density at 197 MHz
242 err int flux 197 Jy Fitting error on integrated flux density at 197 MHz
243 a 197 ′′ Major axis of source at 197 MHz
244 b 197 ′′ Minor axis of source at 197 MHz
245 pa 197 ◦ Position angle of source at 197 MHz
246 residual mean 197 Jy beam−1 Mean of residual after source fitting at 197 MHz
247 residual std 197 Jy beam−1 Standard deviation of residual after source fitting at 197 MHz
248 psf a 197 ′′ Major axis of PSF at location of source at 197 MHz
249 psf b 197 ′′ Minor axis of PSF at location of source at 197 MHz
250 psf pa 197 ◦ Position angle of PSF at location of source at 197 MHz
251 background 204 Jy beam−1 Background at 204 MHz
252 local rms 204 Jy beam−1 Local RMS at 204 MHz
253 peak flux 204 Jy beam−1 Peak flux density at 204 MHz
254 err peak flux 204 Jy beam−1 Fitting error on peak flux density at 204 MHz
255 int flux 204 Jy Integrated flux density at 204 MHz
256 err int flux 204 Jy Fitting error on integrated flux density at 204 MHz
257 a 204 ′′ Major axis of source at 204 MHz
258 b 204 ′′ Minor axis of source at 204 MHz
259 pa 204 ◦ Position angle of source at 204 MHz
260 residual mean 204 Jy beam−1 Mean of residual after source fitting at 204 MHz
261 residual std 204 Jy beam−1 Standard deviation of residual after source fitting at 204 MHz
262 psf a 204 ′′ Major axis of PSF at location of source at 204 MHz
263 psf b 204 ′′ Minor axis of PSF at location of source at 204 MHz
264 psf pa 204 ◦ Position angle of PSF at location of source at 204 MHz
265 background 212 Jy beam−1 Background at 212 MHz
266 local rms 212 Jy beam−1 Local RMS at 212 MHz
267 peak flux 212 Jy beam−1 Peak flux density at 212 MHz
268 err peak flux 212 Jy beam−1 Fitting error on peak flux density at 212 MHz
269 int flux 212 Jy Integrated flux density at 212 MHz
270 err int flux 212 Jy Fitting error on integrated flux density at 212 MHz
271 a 212 ′′ Major axis of source at 212 MHz
272 b 212 ′′ Minor axis of source at 212 MHz
273 pa 212 ◦ Position angle of source at 212 MHz
274 residual mean 212 Jy beam−1 Mean of residual after source fitting at 212 MHz
275 residual std 212 Jy beam−1 Standard deviation of residual after source fitting at 212 MHz
276 psf a 212 ′′ Major axis of PSF at location of source at 212 MHz
277 psf b 212 ′′ Minor axis of PSF at location of source at 212 MHz
278 psf pa 212 ◦ Position angle of PSF at location of source at 212 MHz
279 background 220 Jy beam−1 Background at 220 MHz
280 local rms 220 Jy beam−1 Local RMS at 220 MHz
281 peak flux 220 Jy beam−1 Peak flux density at 220 MHz
282 err peak flux 220 Jy beam−1 Fitting error on peak flux density at 220 MHz
283 int flux 220 Jy Integrated flux density at 220 MHz
284 err int flux 220 Jy Fitting error on integrated flux density at 220 MHz
285 a 220 ′′ Major axis of source at 220 MHz
286 b 220 ′′ Minor axis of source at 220 MHz
287 pa 220 ◦ Position angle of source at 220 MHz
288 residual mean 220 Jy beam−1 Mean of residual after source fitting at 220 MHz
289 residual std 220 Jy beam−1 Standard deviation of residual after source fitting at 220 MHz
290 psf a 220 ′′ Major axis of PSF at location of source at 220 MHz
291 psf b 220 ′′ Minor axis of PSF at location of source at 220 MHz
292 psf pa 220 ◦ Position angle of PSF at location of source at 220 MHz
293 background 227 Jy beam−1 Background at 227 MHz
294 local rms 227 Jy beam−1 Local RMS at 227 MHz
295 peak flux 227 Jy beam−1 Peak flux density at 227 MHz
296 err peak flux 227 Jy beam−1 Fitting error on peak flux density at 227 MHz
297 int flux 227 Jy Integrated flux density at 227 MHz
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298 err int flux 227 Jy Fitting error on integrated flux density at 227 MHz
299 a 227 ′′ Major axis of source at 227 MHz
300 b 227 ′′ Minor axis of source at 227 MHz
301 pa 227 ◦ Position angle of source at 227 MHz
302 residual mean 227 Jy beam−1 Mean of residual after source fitting at 227 MHz
303 residual std 227 Jy beam−1 Standard deviation of residual after source fitting at 227 MHz
304 psf a 227 ′′ Major axis of PSF at location of source at 227 MHz
305 psf b 227 ′′ Minor axis of PSF at location of source at 227 MHz
306 psf pa 227 ◦ Position angle of PSF at location of source at 227 MHz
307 int flux fit 200 Jy Fitted flux density at 200 MHz
308 err int flux fit 200 Jy Error on fitted flux density at 200 MHz
309 alpha – Fitted spectral index assuming a power-law SED
310 err alpha – Error on fitted spectral index
311 reduced chi2 – Reduced χ2 statistic for power-law SED fit
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