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Abstract
The eigenvalue correlation functions for random matrix ensembles are fundamental descrip-
tors of the statistical properties of these ensembles. In this work we present a five-step
method for the calculation of these correlation functions, based upon the method of (skew-)
orthogonal polynomials. This scheme systematises existing methods and also involves some
new techniques. By way of illustration we apply the scheme to the well known case of the
Gaussian orthogonal ensemble, before moving on to the real Ginibre ensemble. A general-
ising parameter is then introduced to interpolate between the GOE and the real Ginibre
ensemble. These real matrices have orthogonal symmetry, which is known to lead to Pfaf-
fian or quaternion determinant processes, yet Pfaffians and quaternion determinants are not
defined for odd-sized matrices. We present two methods for the calculation of the corre-
lation functions in this case: the first is an extension of the even method, and the second
establishes the odd case as a limit of the even case.
Having demonstrated our methods by reclaiming known results, we move on to study
an ensemble of matrices Y = A−1B, where A and B are each real Ginibre matrices. This
ensemble is known as the real spherical ensemble. By a convenient fractional linear trans-
formation, we map the eigenvalues into the unit disk to obtain a rotationally invariant
distribution of eigenvalues. The correlation functions are then calculated in terms of these
new variables by means of finding the relevant skew-orthogonal polynomials. The expected
number of real eigenvalues is computed, as is the probability of obtaining any number of
real eigenvalues; the latter is compared to numerical simulation. The generating function
for these probabilities is given by an explicit factorised polynomial, in which the zeroes are
gamma functions.
We show that in the limit of large matrix dimension, the eigenvalues (after stereographic
projection) are uniformly distributed on the sphere, a result which is part of a universality
result called the spherical law. By taking a different limit, we also show that the local
behaviour of the eigenvalues matches that of the real Ginibre ensemble, which corresponds
to the planar limit of the sphere.
Lastly, we examine the third ensemble in the triumvirate, the real truncated ensemble,
which is formed by truncating L rows and columns from an N × N Haar distributed or-
thogonal matrix. By applying the five-step scheme and by averaging over characteristic
polynomials we proceed to calculate correlation functions and probabilities analogously to
the other ensembles considered in this work. The probabilities of obtaining real eigenvalues
are again compared to numerical simulation. In the large N limit (with small L) we find that
the eigenvalues are uniformly distributed on the anti-sphere (after being suitably projected).
This leads to a conjecture that, analogous to the circular law and the spherical law, there
exists an anti-spherical law. As we found for the spherical ensemble, we also find that in
some limits the behaviour of this ensemble matches that of the real Ginibre ensemble.
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Preface
The odd-dimensional method of Chapters 3.3.2 and 4.6.2 was joint work with Peter For-
rester, and began as an offshoot of his Australian Research Council (ARC) project on the
integrability aspects of random matrix theory. Our work was originally published in [63].
Most of the content of Chapter 6 was also work with Peter Forrester, which was developed
collaboratively and published jointly in [64]. I have since reworked the paper into the present
format so that it coheres with the overall structure of the thesis.
The remainder of the thesis is largely an attempt to unify various existing methods in
the field, and as such a number of prior results have been included. This will hopefully have
the additional benefit of providing a useful self-contained resource for students and others.
Any previous results are, of course, clearly identified as such and the original references are
cited.
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1 Introduction
One feels the need to start at the beginning, by defining what a random matrix is. At
its broadest, the term is self-explanatory: we pick a matrix at random (using a specific
distribution) from a set of matrices. This set is defined by some desired attributes of the
matrices, such as Hermitian, orthogonal, non-singular or Gaussian distributed entries. To
study a ‘typical’ matrix from the set, one thinks of picking a matrix randomly from an
ensemble of all matrices having the particular attributes of interest. However, as we are
cautioned in [49], we should not confuse a ‘typical’ random matrix with ‘any old’ matrix;
the matrices under study here have a very rich structure. A short and very readable general
introductory review of the field is found in [40], while [69, 120, 4] contain reviews of a more
technical nature and [86, 39, 35] focus on the applications of random matrices. Standard
texts include [37, 119, 16, 38, 14, 59].
The main focus of the field of random matrix theory is to analyse the eigenvalue distri-
bution of the ensemble, although the behaviour of the eigenvectors may also be of interest.
We remind the reader that the eigenvalues of a matrix A are the set of λ that satisfy the
equation det(A−λ1) = 0, where 1 is the identity matrix. This determinant is a polynomial
in λ, called the characteristic polynomial of the matrix A, and so the eigenvalues of a matrix
are also the zeroes of its corresponding characteristic polynomial. From this observation, we
expect that there should be a close correspondence between results concerning eigenvalue
distributions in random matrix theory and those of the distributions of zeroes in the theory
of random polynomials. Indeed, this turns out to be true, although the relationship extends
far beyond the characteristic polynomial. We will not pursue random polynomial theory
here; the interested reader should see [90] and references therein.
It may be expected a priori that the eigenvalues of a random matrix are scattered
uniformly at random over their support (exhibiting the ‘clumpy’ patterns typical of such
data), however this is far from true and they instead display strongly correlated behaviour.
In this thesis we develop a method for calculating correlation functions for several ensembles
of matrices with real elements. Many of the results are new, although, since it is our hope
that this work will form a useful part of the reference literature for those working with real
random matrices, we have attempted to provide a self-contained treatment, which explains
its voluminous nature. Our original contributions include: a streamlined method for the
calculation of the correlation kernel, for both even- and odd-sized matrices (unpublished) in
Chapters 2 and 3; an alternative method for calculating correlation functions for odd-sized
matrices [63] in Chapter 3.3.2; and the calculation of the correlation functions for the real
spherical ensemble [64] in Chapter 6. The methods developed and presented here have also
been applied in the papers [67] and [60]. We have also provided various reworkings and
reinterpretations of known results, as well as calculations and simulations of the probability
of obtaining some number of real eigenvalues.
The study of random matrices can be traced back to Hurwitz [94] (which is included in
[95]) where he presented a parameterisation of the orthogonal group and then computed its
1
volume form in terms of generalized Euler angles, which are a standard set of co-ordinates
describing the rotation of one co-ordinate frame relative to another. In [137] the authors
discuss Hurwitz’s parameterisation and then use it as a practical way to generate random
orthogonal matrices.
A significant milestone was passed in 1928 with the paper by Wishart [169], where the
purpose of his study was to analyse the estimated variance of an underlying population by
taking N samples from the population. If one writes the normalised, centred variables as
a vector x˜ = [(xj − x¯)/√N ]j=1,...,N , where x¯ is the mean of the sample, then the variance
is given by x˜T · x˜. However, when there are multiple variates x(1)j , x(2)j , ..., x(M)j , then one
needs to consider all possible dot products x˜(l)T · x˜(m), l,m = 1, ...,M of the corresponding
vectors. These dot products can be conveniently written in the form XTX, where X is an
N×M matrix with these vectors forming the columns, a structure which has become known
as a Wishart matrix. Wishart’s contribution was to find the distribution of these variances
for general M ; he did so by adapting a geometrical technique that had previously been used
by Fisher to establish the M = 2 case in [56].
One of the major technical achievements in the field came in 1939 with the (more or
less) simultaneous calculation of various Jacobians, showing that they depend on a product
of differences [57, 91, 142, 82, 121],
∏
1≤j<k≤N
|λk − λj |β (1)
(see [13] for a review of these calculations and a discussion of the timing of their publication).
A Vandermonde factor in the eigenvalue distribution can be interpreted as repulsion between
eigenvalues, where β is the ‘strength’ of the repulsion between them. This repulsion implies
that the eigenvalues will tend to be more evenly spread over the support than if there were no
interaction. In the latter case, where they are independent, then we have a Poisson process
and one expects a spacing distribution like that in Figure 1.0.1a, in which case clumping
of the points tends to occur. Numerical simulations on real symmetric matrices confirmed
that the eigenvalues are inclined to repel [140], leading to a spacing distribution like Figure
1.0.1b, which turns out to be characteristic of determinantal processes, of which random
matrix eigenvalue distributions is an example.
Interest in random matrices within the physics community began with Eugene Wigner
in the 1950s. The problem being faced at the time was the analysis of the highly excited
states of heavy nuclei. Modelling the problem as a set of interacting particles quickly leads
to a set of unwieldy coupled equations. Rather, Wigner [161] suggested that a statistical
approach might be more useful, and he conjectured that the distribution of the spacing
between energy levels will be well approximated by the eigenvalue spacing distribution of
large symmetric matrices (this statement became known as the Wigner surmise) [163, 164].
This suggestion was based upon the physical reasoning that the nuclear energy levels corre-
sponding to the same spin should repel, and that for small spacing the number of spacings
2
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Figure 1.0.1: Spacing distributions for a) e−x, representing a Poisson process, and b) xe−x
2
,
representing a random matrix process.
should be approximately linearly dependent on the spacing distance (giving a graph some-
thing like Figure 1.0.1b); this expectation was also proposed by Landau and Smorodinsky
[105, Lecture 7]. Experimental results such as those in [136, 87, 22] confirmed that this was
true. In [135, 141] the authors comprehensively demonstrated that the repulsive nature of
the energy levels could indeed be modeled by eigenvalues of symmetric matrices, and that
the results matched Wigner’s predictions. Further, they demonstrated that atomic spectra
obey a similar repulsion, which was also confirmed in [29], although the evidence tends to be
less convincing than that of the nuclear levels. (For more evidence on nuclear energy levels
and random matrix distributions, see [24].)
Remark 1.1. An excellent reference for historical information on nuclear and atomic spectra
is [134], where many of these seminal papers are collected along with an introductory review
of the theory by the editor.
Random matrix eigenvalue distributions have also been compared to other quantum sys-
tems in a similar spirit; for instance, in [23] the spacing of eigenvalues in the quantum Sinai
billiard are found to agree with those of a certain random matrix ensemble (the Gaussian
orthogonal ensemble, to be introduced below). Another interpretation of these eigenvalues
is as a Coulomb gas within a confining background potential; a viewpoint that Forrester
employs in [59], following Dyson [44]. Outside the arena of physics, a random matrix dis-
tribution has been favourably compared to the distribution of zeroes of the Riemann zeta
function (see [39, 59] for reviews and references), and in [35] Deift points to various social
behaviours (boarding a plane, sorting playing cards, bus timetabling) that appear to obey
Gaussian ensemble statistics.
Remark 1.2. Clearly, during the development of random matrix theory the comparison
of theory with physical experiments and numerical simulations was a key factor in the
progress of the field, and in this work we continue with this tradition. Since large numerical
computations are relatively easy to perform on a desktop computer these days, we present
plots of simulated spectra and numerical estimates of various probabilities, and compare
them to the analytical results.
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In the series of papers [43, 44, 45] Dyson established that random matrix ensembles
can naturally be classified into three classes corresponding to physical symmetries: time-
reversal invariance with an even number of spins; time-reversal invariance with an odd
number of spins; and systems without time-reversal invariance. He identified that each of
these ensembles is connected to one of the classical groups studied by Weyl — orthogonal,
symplectic and unitary respectively — by its invariance under conjugation by matrices
from these groups. In [46] Dyson deepens the argument, showing how this classification
is isomorphic to that identified in Wigner’s similar work on time-inversion groups [167]
(Wigner’s original work was published, in German, in [160], which was reprinted in [159]),
and how these correspondences are fundamentally due to a theorem of Frobenius [41, Section
11], which states that there are exactly three associative division algebras over the real
number field: the real numbers, the complex numbers, and the real quaternions (see Chapter
2.3.1 for a definition of a real quaternion). One finds that in each of these ensembles (and
many since), the eigenvalue jpdf contains a Vandermonde product (1). Dyson called this
tripartite division the three-fold way and found that they can be conveniently characterised
by the parameter β in (1), with β = 1 corresponding to the orthogonal ensemble, β = 2
corresponding to the unitary ensemble and β = 4 corresponding to the symplectic ensemble.
In the case of matrices with Gaussian entries, this corresponds to real, complex and real
quaternion matrices respectively, with the ensembles being called the Gaussian orthogonal
ensemble (GOE), Gaussian unitary ensemble (GUE) and the Gaussian symplectic ensemble
(GSE). In this work we will deal exclusively with ensembles of real matrices, that is, with
β = 1.
Dyson focused on what became known as the circular ensembles — the circular orthog-
onal ensemble (COE), the circular unitary ensemble (CUE) and the circular symplectic
ensemble (CSE) — which consist of symmetric unitary, general unitary and self-dual uni-
tary matrices respectively. These circular ensembles produced eigenvalues with compact
support (the unit circle), which had the physical benefit of allowing a uniform probability
distribution to be imposed. The matrices are drawn from the relevant invariant (or Haar)
measure (see Chapter 2.2 for more on this point). The unitary (β = 2) ensemble turned out
to be simplest, mathematically, to work with and in [45] a determinantal structure of its
correlation functions was found. Dyson’s seminal papers established the framework within
which random matrix analysis was found to be naturally conducted; indeed in [115] Mehta
applied the methods to the Gaussian ensembles and likewise found determinantal correlation
functions.
The next step forward was contained in [47], where it was determined that the eigenvalue
correlation functions for the β = 1 and β = 4 circular ensembles were given by quaternion
determinants (see Chapter 2.3.1 for definitions) of matrices with 2×2 matrix kernels (which
reduced to determinants of 1×1 kernels in the known β = 2 case). This was shortly followed
by the work in [116] where Dyson’s method was adapted to obtain similar results for the
analogous Gaussian ensembles. The structural properties of these results has turned out
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to be another feature of random matrix studies; β = 2 ensembles produce determinantal
correlation functions, while β = 1 and β = 4 ensembles result in quaternion determinant or
Pfaffian structures (where quaternion determinants and Pfaffians may, for the moment, be
thought of as the square root of a determinant; see Chapter 2.3 for a more punctilious de-
scription). More recently however, Sinclair [148] has shown that there is a Pfaffian structure
for β = 2, which does not appear to be a trivial rewriting of a determinant. In the same
paper, that author goes on to establish that generalised Pfaffian structures (hyperpfaffians)
occur for the Hermitian and circular ensembles for more general β — when β = L2 (L an
integer) and β = M2 + 1 (M an odd integer). For a specific example of a β = 2 Pfaffian
correlation function see [102]; also see [67] for further applications of this idea.
Some years before the publication of these correlation functions, the Gaussian ensembles
were generalised by Ginibre [77] by relaxing the Hermitivity constraint on the entries of the
matrices. He defined three non-Hermitian ensembles of real, complex and real quaternion
Gaussian entries. Although these ensembles do not obey the same invariance properties that
the Gaussian ensembles do, they are often called the Ginibre orthogonal (GinOE), Ginibre
unitary (GinUE) and Ginibre symplectic (GinSE) ensembles respectively, in analogue with
the Gaussian ensembles. (In this work, we will refer to them as the real, complex and real
quaternion Ginibre ensembles to keep in mind that invariance under the respective group is
a key attribute of the Gaussian ensembles, and not of the Ginibre ensembles.)
While the eigenvalues of the (Hermitian) Gaussian ensembles, which all lay on the real
line, had straightforward physical interpretation as energy levels, the spectra of the Ginibre
matrices, which lay in the complex plane, did not have immediate physical motivation. How-
ever applications were forthcoming, and indeed it has been claimed ([6]) that non-Hermitian
random matrices are now just as physically applicable as their Hermitian comrades. One
of the first applications to be found for real non-Hermitian ensembles was in the work of
May [112], where it was determined that the stability of a large biological web depended on
all eigenvalues of a corresponding matrix having negative real part, and so analysis of the
eigenvalue distribution was required.
As discussed above, the eigenvalues of Hermitian random matrices tend to repel, and it
turns out that those of non-Hermitian matrices do so as well. In Figure 1.0.2 we compare
a Poisson process in the unit disk (Figure 1.0.2a) with an eigenvalue distribution over the
same region (Figure 1.0.2b); note the clumping of points in the former, and the more uniform
distribution in the latter. These eigenvalue distributions have been interpreted as a two-
dimensional Coulomb gas [59], or as describing a Voronoi tessellation of the plane [107] that
is more uniform than that given by a Poisson process [89]. This latter viewpoint can be
applied to analyse situations where one expects, due to physical considerations, that there
would be some repulsion between some entities such as trees in a forest, bird nesting sites
or impurities in metals [107]. Other uses of random non-Hermitian matrices have included
synchronisation in random networks, statistical analysis of neurological activity, quantum
chaos and polynuclear growth processes (see [6, 100, 59] for overviews and further references).
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(a) (b)
Figure 1.0.2: (a) 1000 points placed uniformly at random in the unit disk (a Poisson process),
(b) Eigenvalues (scaled into the unit disk) of a 1000× 1000 complex Ginibre matrix.
In his original paper Ginibre found that the eigenvalue jpdf for the (non-Hermitian)
complex ensemble involved the product of differences (1), and was structurally similar to
that of the Gaussian ensembles. He went on to calculate the general n-point correlations
for the complex case and found they were given by the determinant of a 1× 1 kernel, again
similar to the complex circular and Gaussian ensembles. In the case of the real quaternion
matrices he was able to state the eigenvalue jpdf, but not to calculate the correlations as he
lacked the quaternion determinant structure that Dyson would later introduce to the theory.
The 1-, 2- and 3-point functions for β = 4 were identified by Mehta in [115] with the full
correlations appearing many years later in the second edition of his book [118].
The real ensemble, however, proved much more difficult and is the subject of Chapter
4 of the present work. First note from classical linear algebra or polynomial theory that a
generic N ×N real matrix has 0 ≤ k ≤ N (with k of the same parity as N) real eigenvalues
and (N−k)/2 complex conjugate pairs of eigenvalues; so the eigenvalues come in two distinct
species. This is a significant difference from the ensembles considered previously, where only
one species was present: all eigenvalues are real for the Gaussian ensembles; they all lie on
the unit circle for the circular ensembles; and the eigenvalues are general complex numbers
for β = 2 and strictly non-real complex for β = 4 Ginibre ensembles. Ginibre was only able
to establish the eigenvalue jpdf for the real ensemble in the restricted case that all eigenval-
ues were real, with the jpdf for general k not appearing until [108] and again independently
in [50] where new methods of matrix decomposition were employed (see below). The cor-
relation functions were yet longer in coming, needing a result from [146], which established
a quaternion determinant or Pfaffian form of the ensemble average, allowing Forrester and
Nagao to calculate the real and complex correlation functions (for N even) in [65]. As for
the GOE, the correlations had a quaternion determinant or Pfaffian structure with a 2× 2
kernel. These correlations were generalised to include real–complex cross-correlations in
[149] and independently in [27], again only for even dimensional matrices. The odd case was
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identified shortly afterwards by Sommers and Wieczorek [151], Forrester and the present
author [63] and Sinclair [147] using three separate methods.
The difficulties that led to such a long delay in first the identification of the eigenvalue
jpdf and then the full even and odd correlation functions for the real Ginibre ensemble
were several. Classical results in linear algebra tell us that symmetric real matrices are
orthogonally diagonalisable, that is, a symmetric matrix S can be decomposed as
S = OTDO, (2)
where D = diag[λ1, ..., λN ] is a diagonal matrix containing the eigenvalues and O is a matrix
whose columns are the corresponding orthonormal eigenvectors [83]. The integration over
the orthogonal matrices (which gives us the volume of the orthogonal group O(N)) has a
known evaluation, meaning that the dependence on the eigenvectors can be integrated out of
the problem. However, asymmetric real matrices do not have this property; the diagonalising
matrices are not orthogonal. Progress required the introduction of the Schur decomposition
(see Chapter 4.2), where the diagonal structure (2) is forfeited, with D being replaced by an
upper triangular matrix with the eigenvalues of S on the diagonal. The benefit is that the
conjugating matrices are still orthogonal, and so they can be integrated over with known
methods. This, of course, comes at the cost of requiring an extra N(N − 1)/2 integrations
over the upper triangular entries. The Schur decomposition method was employed in [50],
and a closely related form — related via elementary row operations — was used in [108], to
obtain the joint distribution of the eigenvalues.
Yet even when the eigenvalue jpdf is established, there are more complications. In the
case of the classical orthogonal ensembles, Dyson and Mehta were able to use an integration
theorem (Proposition 2.30) to calculate the correlation functions from the eigenvalue jpdf,
however, as pointed out in [6], this does not work for the real Ginibre ensemble. The
distinction is that the eigenvalue jpdf for the real Ginibre ensemble pertains to one particular
(N, k) pair (recall that k is the number of real eigenvalues), yet the system is only normalised
for the sum over all k; Dyson’s integration theorem does not seem applicable to this sum.
In [6] the authors presented a Pfaffian integration formula to deal with this problem, but
shortly thereafter the formulation of [147] circumvented the problem entirely by presenting
the ensemble average as a Pfaffian independent of k. Using this structure, and applying
functional differentiation, the real–real and complex–complex correlations were established
in [66] via explicit calculation of the skew-orthogonal polynomials (see Chapters 2.4 and 4.4),
which, as mentioned above, then led to the full correlations in [149, 27] in the restricted case
that the system size is even. Yet, silver linings abound — this bipartite nature of the set of
eigenvalues leads to a particularly interesting question about the real Ginibre ensemble that
was raised in [50]: what is the probability of obtaining k real eigenvalues from an N×N real
matrix? We will investigate this for each of the non-Hermitian ensembles (Chapters 4.4.1,
5.3.1, 6.4 and 7.4).
In the case when the matrix dimension is odd, we must overcome more hurdles. Pfaffians
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are only defined for even-sized matrices and to adapt them to odd-size involves ‘bordering’
by a new row and column or by removing a row and column from a computable even-sized
system (see Chapters 3 and 4.6). These are not new ideas; they were used by de Bruijn in
[34], although the bordering procedure for Pfaffians can be traced back, at least, to Cayley
in 1855 [32], and the generation of an odd system from an even system has an even older
pedigree, being found in Pfaff’s original presentation of the theory in 1815 [133] where he
was motivated by reducing a set of ordinary differential equations in 2m variables to a set
of equations in 2m− 1 variables (for a (somewhat) modern interpretation of these historical
articles, see [122, 123]).
This even–odd asymmetry does not show itself in the β = 2 or β = 4 ensembles since
the complex ensembles resulted in determinant structures which are insensitive to the parity
of the matrix, while an N × N real quaternion matrix ensemble can be effectively viewed
as a restricted class of 2N × 2N complex matrices, and so they have an underlying even
dimension. For the real Ginibre ensemble, we can explicitly identify the culprit. It turns out
that since there is one real eigenvalue guaranteed to exist in an odd-sized real matrix (since
the eigenvalues are real or complex-conjugate paired), this eigenvalue naturally forms the
final row and column; it seems that the technical problems presented by the odd case are
due to the fact that this preordained real eigenvalue exists at all. The problem arises when
one attempts to apply the important method of integration over alternate variables, which
was developed by de Bruijn and Mehta in [34, 114, 115], to obtain a Pfaffian expression for
the partition function. This method pairs all the eigenvalues to allow one to overcome the
asymmetry in the eigenvalue jpdf when β = 1, but of course, in the case of N odd, one
eigenvalue must be unpaired and dealt with separately. This leads to other consequences,
for example, given that the odd-sized matrix has at least one real eigenvalue, the probability
of obtaining k real eigenvalues is qualitatively different in the even and odd cases (for finite
N) (see (154) and (158)), although they are the same in the large N limit.
The Ginibre ensembles can be generalised to the partially symmetric ensembles (see
Chapter 5) by the incorporation of a parameter −1 < τ < 1 (by convention). These
ensembles interpolate between the symmetric/Hermitian/self-dual Gaussian ensembles (τ →
1) and ensembles of anti-symmetric/anti-Hermitian/anti-self-dual Gaussian matrices (τ →
−1); τ = 0 corresponds to the Ginibre ensembles, with maximum asymmetry. With τ
bounded away from 1, then in the large N limit the eigenvalue distributions and correlations
are just scaled forms of those in the Ginibre ensembles. However, by carefully taking τ → 1
with increasing N it is shown in [73] (where ensembles of complex matrices are discussed
and this limit is called the weakly non-Hermitian limit) that a new cross-over regime is
obtained that interpolates between the apparently qualitatively different behaviours of the
Ginibre and Gaussian ensembles. These partially-symmetric matrix ensembles have found
application in the study of neural networks (see [108] and references therein) and in quantum
chaotic scattering [74]. Another interesting review is contained in [100]. (For a review on
related non-Hermitian ensembles as applied to quantum chromodynamics (QCD) see [3].)
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Similar to Dyson’s three-fold classification of the matrix ensembles — having real, com-
plex or real quaternion elements — a new tripartite scheme has become apparent recently
(see [103, 104] where it was introduced in the context of Gaussian analytic functions). From
differential geometry we know that there are three distinct surfaces corresponding to constant
Gaussian curvature κ: the plane (κ = 0), the sphere (κ > 0) and the anti- or pseudo-sphere
(κ < 0). For the Ginibre ensembles, one finds that in the limit of large matrix dimension
the eigenvalues tend to uniform density on a (planar) disk (the so-called circular law ; see
below), and we identify these ensembles with the plane. The sphere can be identified with
the problem of generalised eigenvalues, that is, the set of λj given by the solutions to the
equation
det(B− λA) = 0, (3)
where A,B are some N × N matrices. Assuming that A is invertible, these generalised
eigenvalues are equivalent to the eigenvalues of the matrix Y = A−1B. In [104] Krishnapur
considers the case where A and B are complex Ginibre matrices. It turns out that these
eigenvalues have uniform density on the sphere (under stereographic projection) and so
ensembles of these matrices are appellated spherical ensembles. Similar to the complex
Ginibre ensemble, the complex spherical ensemble can be thought of as modelling a gas of
charged particles, this time on a sphere; the works [28, 61, 59] highlight the analogies. In
[63] Forrester and the present author analyse the analogous real (β = 1) spherical ensemble,
where the matrices A,B are real Ginibre matrices. This is the subject of Chapter 6.
The last in the geometrical triumvirate are the ensembles corresponding to the anti-
sphere. By truncating a number L of rows and columns from an N ×N (complex) unitary
matrix (that is, a matrix from the CUE) Z˙yczkowski and Sommers [173] form the complex
truncated ensemble. Various applications of these truncated unitary matrices have been
found, such as quantum chaotic scattering and conductance (see [74] and references therein
and [58]) and the zeroes of Kac random polynomials [60]. The analogous real ensemble,
which was briefly discussed in [173], is the truncation of real orthogonal matrices, the eigen-
value jpdf and correlation functions of which were contained in [101]. The analysis of these
truncated ensembles is somewhat more intricate than those of Ginibre or spherical ensem-
bles since the size of the truncation relative to the dimension of the unitary matrix leads
to qualitatively different eigenvalue behaviour. For example, if the truncation is large then
the eigenvalue statistics (under certain scaling) approach those of the real Ginibre ensemble,
since the orthogonality constraint has small effect, but with a small truncation, then the
orthogonality is strongly felt and the eigenvalues cluster near the unit circle. We find that
the eigenvalues are uniformly distributed on the anti-sphere in the limit of large dimension,
hence the correspondence with a surface having constant κ < 0.
Since each of these surfaces has constant curvature, we can reasonably expect a uniform
distribution of eigenvalues over some region of support. However, this should be contrasted
with the work in [55] where they study the analogous problem on a particular surface (called
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Flamm’s paraboloid, which arises in general relativity) with non-constant curvature, resulting
in a non-uniform density in the thermodynamic limit.
In the various analyses of the ensembles discussed above there are several techniques
and approaches that are regularly employed. It is the purpose of this work to present a
systematic approach that can be used for each of the real (corresponding to β = 1) ensem-
bles in the 12-part classification: the 3 symmetric/Hermitian/self-dual Gaussian ensembles
and the 9 non-symmetric/non-Hermitian/non-self-dual ensembles corresponding to each of
the surfaces of constant Gaussian curvature. Specifically, in Chapter 2 we lay out a 5-step
scheme that is applicable to all the ensembles to be discussed, applying them to the GOE
by way of illustration; the method can be broadly described as the (skew-) orthogonal poly-
nomial method, since knowledge of such polynomials allows explicit calculation of statistical
quantities. Then in the following chapters we apply the 5 steps to the real cases of the
Ginibre ensemble (including the real partially symmetric ensemble as a generalisation), the
spherical ensemble and the truncated ensemble. Only in the last of these (the real truncated
ensemble) will we find that the scheme has some shortcomings, with another method, which
has been applied in [151, 63, 101] (and is discussed in Chapters 6.7 and 7.6), seeming to be
the more useful in that case.
It should be mentioned that this geometric classification is one of a number of clas-
sification schemes in the random matrix literature. The work by Altland and Zirnbauer
([172, 12]) classifies Hermitian random matrix ensembles by the requirement of symmetry
under conjugation by various operators. A correspondence between this classification and
the families of symmetric spaces (which are also defined by their symmetries), as categorised
by Cartan [30, 31], is identified. This classification includes Dyson’s ‘threefold way’ and that
of Verbaarschot [156], where he identifies a ‘threefold way’ for the chiral ensembles. (We
will briefly revisit chiral ensembles in Chapter 8.) In [20] and [110] the set of symmetries is
broadened to include non-Hermitian matrix ensembles, which introduces a further twenty
symmetric spaces (bringing the total to thirty classes). It turns out that the classification
of the non-Hermitian cases is not as useful as that in the Hermitian cases — for Hermitian
ensembles, the form of the Jacobian for the change of variables to the eigenvalue jpdf is
determined by its classification, however, this is not true for the non-Hermitian cases. We
will not pursue these classifications any further here; the interested reader is referred to the
original references as stated, or to [59, Chapter 15.11].
Lying behind all the results in the study of random matrices is the concept of universality,
which is analogous to the central limit theorem in classical probability theory. Universality
refers to the observed phenomena that the statistics of high dimensional matrices tend to
some unique behaviour, dependent only on some structural feature of the ensemble rather
than on the particular distribution of the entries. In the case of the Gaussian ensembles, the
statistics of Hermitian matrices with identically and independently distributed (iid) standard
normal (N [0, 1]) entries converge to those of Hermitian matrices with iid entries from any
mean zero, unit variance distribution with the same value of β. An important result to come
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from the considerations of these random matrices is Wigner’s semi-circle law [165] for the
density of the eigenvalues (see Chapter 2.5.2). Although it did not provide good agreement
with experiments on nuclear energy levels (as the spacing distribution did), since the energy
levels certainly do not have a semi-circular distribution, it has proven to be ubiquitous in the
study of random Hermitian matrices. A similar result in the case of the Ginibre matrices is
the circular law (Chapter 4.7.1) often attributed to Girko [78, 79], which states that for large
matrix size the eigenvalue densities of ensembles with iid entries drawn from a distribution
with mean zero and unit variance converge to the uniform distribution on a disk of radius√
N . We will also discuss an elliptical law for the partially-symmetric ensembles (Chapter
5.6) and a spherical law for the spherical ensembles (Chapter 6.6), which will lead us to the
conjecture of an anti-spherical law for the truncated ensembles by analogy (Chapter 7.6.2).
We also find that, in various scaled limits, the real and complex members of the novem-
partite categorisation of ensembles (real, complex and real quaternion versions of Ginibre,
spherical and truncated matrices) have identical behaviour. The real quaternion (β = 4)
cases of the spherical and truncated ensembles have yet to be explored, although they are
expected to conform to the same behaviour. This is another interpretation of universality
and we discuss it in Chapters 6.6.1 and 7.6.2.
Treating the concept of universality more generally we can find analogies of our results in
the studies of random tensors [111], random walks and random involutions [18], the zeroes
of random polynomials [51, 17, 60], and, as discussed above, in seemingly unrelated physical
applications: from nuclear energy levels, to Coulomb gases to car parking [36]. When rumi-
nating on such contemplations, as with so many things in random matrix theory, we may
invoke the spirit of Wigner; this time calling to mind his observation of the “unreasonable
effectiveness of mathematics” [168] (as did the authors of [6]). In the same way that the
central limit theorem is the justification for the common appearance of the normal distribu-
tion in large “real world” data sets, it seems that random matrix universality is pointing us
to something fundamental (and yet fundamentally mystifying) in the relationship between
the eigenvalues of a random matrix and the operation of our universe.
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2 The Gaussian orthogonal ensemble
The eigenvalue pdf for a number of ensembles of random matrices with real entries is in-
tegrable. By this we mean that probabilistic quantities such as the generalised partition
function and the correlation functions exhibit special structures leading to closed form ex-
pressions. Our concern with the detail of such calculation can be broken down into five
steps:
I. specification of the distribution of matrix elements;
II. changing variables to find the distribution of eigenvalues;
III. establishing a Pfaffian or quaternion determinant form of the generalised partition
function;
IV. finding the appropriate skew-orthogonal polynomials to simplify the Pfaffian or quater-
nion determinant;
V. calculating the correlations in terms of Pfaffians or quaternion determinants with ex-
plicit entries.
(For definitions of Pfaffians and quaternion determinants see Chapter 2.3.1.) We will first
illustrate the steps using the case of the Gaussian Orthogonal Ensemble (GOE), before
applying them to the non-symmetric ensembles in the remaining chapters of this work.
Remark 2.1. There are, of course, methods that do not follow this structure, however, in
this work we restrict our scope to these steps.
2.1 Step I: Joint probability density function of the matrix ele-
ments
This first step, calculating the joint probability density function (jpdf), is essentially the
statement of the problem, however, this does not mean that the distribution is necessarily
obvious. Indeed, in the case of the spherical ensemble of Chapter 6 the element distribution
is first specified as a product of the distribution of the component matrices; obtaining
knowledge of the elements of the matrix product requires quite a deal of calculation. Further,
as we shall see in Chapter 7, for the case of anti-spherical ensemble the matrix distribution
is non-analytic for large truncations. (Specifically, the normalisation in (338) does not exist
when the number of truncated rows and columns is less than the number of rows and columns
retained.)
2.1.1 GOE element jpdf
The formalism we use here follows that of [59, Chapters 6 & 7]. The GOE consists of real,
symmetric matrices X, containing Gaussian distributed elements. Specifically, the diagonal
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and strictly upper triangular elements individually have distributions
1√
2pi
e−x
2
jj/2 and
1√
pi
e−x
2
jk (4)
respectively. Elementary probability theory tells us that the probability of a set of multiple
random, independent events is the product of these individual probability density functions.
Thus, for our real, symmetric matrices with elements distributed as in (4), we have for the
jpdf P (X) of the entries of X
P (X) =
N∏
j=1
1√
2pi
e−x
2
jj/2
∏
1≤j<k≤N
1√
pi
e−x
2
jk = 2−N/2pi−N(N+1)/4
N∏
j,k=1
e−x
2
jk/2
= 2−N/2pi−N(N+1)/4e−
∑N
j,k=1 x
2
jk/2 = 2−N/2pi−N(N+1)/4e−(1/2)TrX
2
, (5)
where Tr is the matrix trace. We note that
∫
P (X)
∏
1≤j≤k≤N dxjk = 1, where each of
the N(N + 1)/2 integrals is over (−∞,∞), and so P (X) is, of course, a probability density
function. The ensemble is called orthogonal because P (X)
∏
1≤j≤k≤N dxjk is unchanged by
orthogonal conjugation; we will make this clear after Proposition 2.8.
We now have the elemental distribution but we are ultimately interested in the distri-
bution of the eigenvalues of the matrices specified by (4). To gain some insight into the
expected eigenvalue distribution we can simulate a sequence of random matrices and plot
the resulting density. In Figure 2.1.1 we have plotted the eigenvalue density for 1000 inde-
pendent GOE matrices of size 500× 500.
Remark 2.2. Note that in Figure 2.1.1 we have normalised the density to have total mass
one and scaled the x axis so that the reader will be all the more awed when we compare the
results to the known asymptotic limit in (96).
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Figure 2.1.1: Eigenvalue density of 1000 independent 500× 500 GOE matrices, normalised
and scaled by
√
2N .
The candid pattern in the data suggests the integrable nature of the problem.
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2.2 Step II: Eigenvalue jpdf
The goal here is to re-express the element jpdf in terms of the eigenvalues of the matrices that
compose the ensemble. The idea is to separate the eigenvalues from the other independent
variables — relating to the eigenvectors — in some fashion. Indeed, the key part of this
step is to choose a convenient matrix decomposition that exposes the eigenvalues in such a
way that the remaining degrees of freedom can be integrated over yielding a constant overall
factor. This means that the problem is essentially one of changing variables and calculating
the associated Jacobian.
2.2.1 GOE eigenvalue jpdf
With ~λ = {λ1, . . . , λN} the eigenvalues of X, we see that we are looking to change variables
and integrate (with somewhat loose notation) according to
∫
P (X)
∏
1≤j≤k≤N
dxj,k = Q(~λ)
N∏
j=1
dλj , (6)
where Q(~λ) is the eigenvalue jpdf. We understand the integral in (6) to be over the N(N −
1)/2 variables relating to the eigenvectors, leaving only the dependence on the eigenvalues
λj . This will be made precise below.
Remark 2.3. Note that in this work we will consistently use P to denote the probability
distribution of a matrix (or the elements of the matrix), while Q denotes the distribution of
the eigenvalues of the matrix.
To carry out the change of variables we use the decomposition (2) of real symmetric matrices
to write
X = RLRT , (7)
where L is diagonal, containing the N eigenvalues of X, and R is a real, orthogonal matrix
whose columns are the corresponding normalised eigenvectors. The decomposition will be
unique if i) we order the eigenvalues in L, and ii) we specify that the first row of R is
non-negative.
First, recall that the appropriate operation for products of differentials is the wedge
product (although in (6) we used product notation since they are the same in this setting).
Definition 2.4. With X = [xij ]i,j=1,...,N , let dX be the matrix of differentials of the
elements of X,
dX =

dx11 dx12 · · · dx1N
dx21 dx22 · · · dx2N
...
...
. . .
...
dxN1 dxN2 · · · dxNN
 .
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Definition 2.5. Let (dX) be the wedge product of the independent elements of dX.
In the case of X an N ×N real, symmetric matrix we have
(dX) =
∧
1≤j≤k≤N
dxjk,
and so we rewrite (6) as ∫
P (X)(dX) = Q(~λ)(d~λ), (8)
where, as in (6), the integral is understood to be over the variables relating to the eigenvec-
tors.
Remark 2.6. Although products of differentials are understood to be wedge products, we
will commonly use the notation of (6) when no confusion is likely.
To proceed with the enterprise of calculating Q(~λ), first recall from multivariable calculus
that in order to change variables from {xj}j=1,...,N to {yj}j=1,...,N we use the identity
N∧
j=1
dxi = |J |
N∧
j=1
dyj , (9)
where J is known as the Jacobian, and is defined as
J := det
[
∂xj
∂yk
]
j,k=1,...,N
.
Comparing (6) with (9), and keeping in mind that the products of differentials in the former
are in fact wedge products, we see that calculating the Jacobian is a key part of our program,
yet it is not the whole program. In (9) there are an equal number of differentials on both
sides of the equation, indeed the Jacobian would not even be defined if the number of
differentials were not equal. Yet, on the right hand side (RHS) of (6) we see that there
are N independent differentials, while on the left hand side (LHS) there are N(N + 1)/2,
which, the incisive reader will note, is often considerably more than N . In fact, the change
of variables equation we are actually interested in (ignoring constants for the moment) is
e−(1/2)TrX
2
(dX) = |J |e−
∑N
j=1 λ
2
j/2(d~λ)(d~p), (10)
where ~p = {p1, ..., pN(N−1)/2} are variables associated with the eigenvectors in the decom-
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position (7) and
J = det

∂x11
∂λ1
∂x12
∂λ1
· · · ∂xNN∂λ1
...
...
. . .
...
∂x11
∂λN
∂x1N
∂λN
· · · ∂xNN∂λN
∂x11
∂p1
∂x12
∂p1
· · · ∂xNN∂p1
...
...
. . .
...
∂x11
∂pN(N−1)/2
∂x12
∂pN(N−1)/2
· · · ∂xNN∂pN(N−1)/2

. (11)
Since the differentials (d~p) do not appear on the right hand side of (6), the variables
{p1, ..., pN(N−1)/2} are considered undesirables, and so we will integrate them out of the
final expression, which will leave us with Q(~λ).
Before progressing, we establish a useful lemma, which we will repeatedly compel into
service.
Lemma 2.7 ([124] Theorem 2.1.6). Let Z := [zj,k]j,k=1,...,N = A
TMA where
A := [aj,k]j,k=1,...,N is a fixed, real, non-singular matrix and M := [mj,k]j,k=1,...,N is a real,
symmetric matrix. Then
(dZ) = det(A)N+1(dM)
Proof : Firstly, noting that A is fixed, we apply the product rule of differentiation to find
that dZ := d(ATMA) = AT dMA. Next we note that
(dZ) = p(A)(dM), (12)
where p(A) is some polynomial in the aj,k. This is clear from (9) since each dzj,k is a
polynomial in the variables dmj,k with coefficients from A. Again using (12) we have that
((A1A2)
T dMA1A2) = p(A1A2)(dM).
But we can also write
((A1A2)
T dMA1A2) = p(A2)(A
T
1 dMA1)
= p(A2)p(A1)(dM)
and so we have the factorisation property
p(A1A2) = p(A1)p(A2). (13)
From the working in [109] we know that by considering the elementary rotation, stretching
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and shearing matrices, the only polynomial satisfying this property is
p(A) = (det A)m, (14)
for some integer m. By taking A = diag[a, 1, ..., 1] we find that (dZ) = aN+1(dM), and so
m = N + 1. Substituting this into (14) and then (14) into (12) gives the result.

We may now compute the Jacobian corresponding to the change of variables (8).
Proposition 2.8. For X an N ×N real, symmetric matrix we have
(dX) =
∏
1≤j<k≤N
|λk − λj |
N∧
j=1
dλj (R
T dR), (15)
where λ1, ..., λN are the eigenvalues of X, and R is real orthogonal.
Proof : Applying the product rule of differentiation to (7) we have
dX = dRLRT + RdLRT + RLdRT .
It will prove convenient to premultiply by RT and post multiply by R giving
RT dXR = RT dRL + LdRTR + dL
= RT dRL− LRT dR + dL, (16)
where we have used the fact that RRT = 1 and the corollary dRTR = −RT dR. The
convenience comes from the fact that now the first two terms in (16) are products of the same
matrices. Although it appears this convenience may come at the expense of complicating
the LHS of (16) we use Lemma 2.7 to see that (RT dXR) = (det R)N+1(dX). Then when
we recall that det R = ±1 and only the magnitude of the Jacobian is retained, we see that
after taking wedge products, we have escaped penalty.
By explicit multiplication we have
RT dRL− LRT dR + dL =
dλ1 (λ2 − λ1)~r1T · d~r2 · · · (λN − λ1)~r1T · d~rN
(λ2 − λ1)~r1T · d~r2 dλ2 · · · (λN − λ2)~r2T · d~rN
...
...
. . .
...
(λN − λ1)~r1T · d~rN (λN − λ2)~r2T · d~rN · · · dλN
 ,
where we have used the equalities rTj · dri = drTi · rj = −rTi · drj (the first equality follows
since scalars are invariant under transposition, and the second is another consequence of
RRT = 1).
Taking wedge products of both sides of (16) gives the result. Note that this tells us the
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natural choice for the variables pj in (11) is such that each dpj is one of {~ri · d~rj}i<j .

The key structural component of the eigenvalue jpdf is apparent from Proposition 2.8
— the product of differences between eigenvalues. It is a ubiquitous occurrence in random
matrix theory and is one of the unifying themes of the study.
In the previous section we mentioned that the reason for the appellation orthogonal to
describe the ensemble of real, symmetric Gaussian matrices is that the normalised quantity
P (X)(dX) is unchanged by orthogonal conjugation; we can now see why this is true. First
note from (5) that P (X) is invariant under any conjugation X →M−1XM because of the
cyclic property of the trace operator. Second, we examine the measure (dX) from (15). The
differential n(n − 1)/2-form (RT dR) is invariant under the left operation OR, where O is
a fixed, orthogonal N ×N matrix because
(RT dR)→ ((OR)T d(OR)) = (RTOT d(O)R + RTOTOd(R)) = (RT dR), (17)
where the first term vanishes since O is fixed. We also see that (RT dR) is invariant under
right operation ROT using similar reasoning,
(RT dR)→ (ORT d(R)OT ) = (RT dR), (18)
where the equality follows from Lemma 2.7 with dM = RT dR, and A = OT , since det O =
1. Note that (17) and (18) also imply that, for any operations CR and RC, if (RT dR)
is invariant then CTC = 1 = det C, or in other words, (RT dR) in only invariant under
orthogonal transformation. So the GOE is well-defined by orthogonal invariance.
A measure with such invariance properties is called a left and/or right invariant mea-
sure, or a (left/right) Haar measure. (An excellent technical treatment of Haar measure is
contained in [125], while [124] is also very informative, specifically regarding the orthogonal
group.)
Definition 2.9. Let G be a locally compact topological group and H a Borel subgroup of
G. If µ is a measure on H and µ(h ∗H) = µ(H) for all h ∈ H then call µ a left invariant
measure or left Haar measure.
Similarly, if µ(H) = µ(H ∗ h) then µ is called a right invariant measure or right Haar
measure.
It can be shown that left and right Haar measure is unique (up to a constant multiple),
and in the case of the orthogonal group, the left and right Haar measures are the same (since
O(N) is compact). Combining this with the statements above we have that
(RT dR) (19)
is the unique Haar (or invariant) measure on O(N), and we say the volume of O(N) is given
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by
vol(O(N)) :=
∫
O(N)
(RT dR). (20)
In order to complete the calculation of the eigenvalue jpdf we must calculate this volume,
under the restriction that the first row of R is positive. This amounts to integrating out the
variables corresponding to the eigenvectors, which was the task implied by (6) and (8).
Proposition 2.10 ([124] Corollary 2.1.16). Let R be an N × N real, orthogonal matrix,
with the first row of R restricted to be positive, then we have∫
(RT dR) =
piN(N+1)/4∏N
j=1 Γ(j/2)
. (21)
Proof : Let Z = [zj,k]j,k=1,...,N with the elements distributed as standard Gaussians
1√
2pi
e−z
2
j,k/2.
(Note that Z differs from X as defined in (4) since Z is not required to be symmetric.) The
jpdf of the elements of Z is therefore
P (Z) = (2pi)−N
2/2e−
∑N
j,k=1 z
2
j,k/2 = (2pi)−N
2/2e−Tr(Z
TZ),
and, because the Gaussian distributions are normalised,∫
P (Z)(dZ) = 1, (22)
where the domain of integration is RN2 .
Now write Z as Z = HT where H and T are N ×N matrices, H is orthogonal and T is
upper triangular; this is known as a QR decomposition (here Q = H and T = R) and can
be accomplished by the Gram-Schmidt algorithm. To make the decomposition unique, the
diagonal elements of T are specified to be positive. With this decomposition we have
Tr(ZTZ) = Tr(TTT) =
∑
1≤j≤k≤N
t2j,k.
We also have
(dZ) =
N∏
j=1
tN−jj,j (dT)(H
T dH),
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which we can establish using the method of Proposition 2.8. We see that (22) becomes
∫ N∏
j=1
tN−jj,j
∏
1≤j≤k≤N
e−t
2
j,k/2dtj,k
∫
(HT dH) = (2pi)N
2/2, (23)
where the integrals over tj,k can be evaluated thusly
∫ N∏
j=1
tN−jj,j
∏
1≤j≤k≤N
e−t
2
j,k/2dtj,k
=
∏
1≤j<k≤N
∫ ∞
−∞
e−t
2
j,k/2dtj,k
N∏
j=1
∫ ∞
0
e−t
2
j,j/2tN−jj,j dtj,j
=
∏
1≤j<k≤N
√
2pi
N∏
j=1
2j/2−1Γ(j/2)
= 2N
2/2−NpiN(N−1)/4
N∏
j=1
Γ(j/2). (24)
Substituting (24) into (23) we have∫
(HT dH) =
2NpiN(N+1)/4∏N
j=1 Γ(j/2)
. (25)
Since we specified the first row of R to be positive, we divide through by 2N (the number
of possible signs in the first row) and we have the result.

Remark 2.11. Note that in the proof of Proposition 2.10 we found that
vol(O(N)) =
2NpiN(N+1)/4∏N
j=1 Γ(j/2)
. (26)
This will be of use in Chapter 7.
Combining Propositions 2.8 and 2.10 with (10) we have the eigenvalue jpdf, which was
first identified with the GOE (up to normalisation) in [163].
Proposition 2.12. For X an N ×N real, symmetric matrix with iid Gaussian entries, the
jpdf for the set ~λ = {λ1, ..., λN}, the eigenvalues of X, is
Q(~λ) = 2−3N/2
N∏
j=1
e−λ
2
j/2
Γ(j/2 + 1)
∏
1≤j<k≤N
|λk − λj |. (27)
Proof : Substituting (15) into (8) using (21) we almost have the result. The only extra
concern is the constraints i and ii as discussed below (7). We have already accounted for
the specification of the first row as positive at the end of the proof of Proposition 2.10, while
the relaxation of the ordering on the eigenvalues introduces a factor of (N !)−1.
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Remark 2.13. Note that we have implicitly ignored the matrices with repeated eigenvalues;
we can do this since they form a set of measure zero inside the set of all GOE matrices. For
the same reason we also ignore singular matrices and so we may take inverses with impunity.
2.3 Step III: Pfaffian form of generalised partition function
As mentioned after Proposition 2.8, the main structural feature of (27) is the product of
differences (1) with β = 1, and this is one of the characteristic attributes of eigenvalue
distributions where the entries of the matrix are real. (Recall from the Introduction that
when the entries are complex then we find the same product raised to the power β > 1.) A
product of this form naturally leads to a determinantal expression via the identity
∏
1≤j<k≤n
(xk − xj) = det

1 x1 x
2
1 · · · xn−11
1 x2 x
2
2 · · · xn−12
...
...
...
. . .
...
1 xn x
2
n · · · xn−1n
 , (28)
where (28) is referred to as a Vandermonde determinant. We can modify the identity to the
form
∏
1≤j<k≤n
(xk − xj) = det

p0(x1) p1(x1) p2(x1) · · · pn−1(x1)
p0(x2) p1(x2) p2(x2) · · · pn−1(x2)
...
...
...
. . .
...
p0(xn) p1(xn) p2(xn) · · · pn−1(xn)
 , (29)
where pm(x) is a monic polynomial of degree m, by adding to each column appropriate
multiples of the other columns. It will turn out that (29) is a more useful form for our
desideratum.
This is all very gratifying, and will be crucial to the story that follows, however, in the
case of GOE (and the other β = 1 ensembles), we can look past the determinant and evince
a deeper Pfaffian (or quaternion determinant) structure in a quantity called the generalised
partition function, from which we will calculate the correlation functions.
Remark 2.14. This Pfaffian structure also shows itself in the β = 4 cases, although we shall
not study them in this work. On the other hand, β = 2 is traditionally analysed at the
level of determinants and misses the Pfaffian substructure. While a determinant can always
be rewritten trivially as a Pfaffian (see (35) and the surrounding discussion), in [148] it is
shown that there is a Pfaffian structure for β = 2 which does not appear to be such a trivial
rewriting, and in [102] an explicit example of this has been found in the setting of chiral
matrix ensembles (see also [67]).
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2.3.1 Quaternion determinants and Pfaffians
The quaternion determinant was used by Dyson [47] as a convenient notation for writing the
eigenvalue correlation functions for the β = 1 and 4 cases of the circular ensemble. We will
find that our correlations here similarly contain a quaternion structure and so we review
some of the theory ([119] contains a similar discussion). A good historical and technical
overview is provided in [48].
A quaternion is analogous to a complex number, except it has four basis vectors instead
of two. Typically they are written in the form q = q0 + iq1 + jq2 + kq3, with the relations
i2 = j2 = k2 = ijk = −1, and the ql are in general complex. Alternatively, quaternions can
be represented as 2× 2 matrices q = q01 + q1e1 + q2e2 + q3e3 using the Pauli spin matrices
σx, σy, σz
1 :=
[
1 0
0 1
]
, e1 := iσz =
[
i 0
0 −i
]
,
e2 := iσy =
[
0 1
−1 0
]
, e3 := iσx =
[
0 i
i 0
]
.
For q0 = a+ ib, q1 = c+ id, q2 = e+ if, q3 = g + ih we have
q =
[
w x
y z
]
, (30)
where w = (a−d)+i(b+c), x = (e−h)+i(f+g), y = −(e+h)+i(g−f), z = (a+d)+i(b−c).
The analogue of complex conjugation for quaternions we denote q¯ = q0− iq1− jq2− kq3, or
in the matrix representation
q¯ =
[
z −x
−y w
]
.
With the representation (30) an N ×N matrix with quaternion elements Q = [qj,k] can be
viewed as a 2N × 2N matrix with complex elements.
In the case that q0, q1, q2, q3 ∈ R we say that q is a real quaternion and from (30), with
α = a+ ic and β = e+ ig, we have
q =
[
α β
−β¯ α¯
]
, (31)
with conjugate
q¯ =
[
α¯ −β
β¯ α
]
.
A matrix Q = [qj,k], is said to be quaternion real if all the quaternion elements qj,k are real
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quaternions.
We denote by QD the matrix [q¯k,j ], and we call it the dual of Q. If Q = Q
D then Q is
said to be self-dual.
Definition 2.15 (Quaternion determinant). Let Q = [qj,k] be an N × N self-dual matrix
of 2× 2 real quaternions as in (31). The quaternion determinant is defined by
qdet[Q] =
∑
P∈SN
(−1)N−l
l∏
1
(qabqbc · · · qsa)(0). (32)
The superscript (0) denotes the operation 12Tr of the quantity in brackets. P is any permu-
tation of (1, ..., N) that consists of l disjoint cycles of the form (a→ b→ c→ · · · → s→ a).
Remark 2.16. If the qj,k are scalar multiples of the identity, say qj,k = cj,k12, then qdet[Q] =
det[C] where C = [cj,k].
A structure that is closely related to the quaternion determinant is the Pfaffian.
Definition 2.17 (Pfaffian). Let X = [xij ]i,j=1,...,2N , where xji = −xij , so that X is an
anti-symmetric matrix of even size. Then the Pfaffian of X is defined by
Pf[X] =
∗∑
P (2l)>P (2l−1)
ε(P )xP (1),P (2)xP (3),P (4) · · · xP (2N−1),P (2N)
=
1
2NN !
∑
P∈S2N
ε(P )xP (1),P (2)xP (3),P (4) · · · xP (2N−1),P (2N), (33)
where S2N is the group of permutations of 2N letters and ε(P ) is the sign of the permutation
P . The * above the first sum indicates that the sum is over distinct terms only (that is, all
permutations of the pairs of indices are regarded as identical).
Remark 2.18. In the second equality of (33) the factors of 2 are associated with the restriction
P (2l) > P (2l − 1) while the factorial is associated with counting only distinct terms (N ! is
the number of ways of arranging the N pairs of indices {P (2l − 1), P (2l)}).
Remark 2.19. At the risk of confusion, we shall use the terms skew-symmetric and anti-
symmetric synonymously.
In his 1815 publication, in an effort to solve certain classes of differential equations, Pfaff
dealt with a structure that became what we know as Pfaffians. Determinants were not in
common use at the time, and so they were not seen as being of a similar form. The treatment
was formalised by Jacobi and recognised as an analogue of a determinant, indeed it was he
who proved that skew-symmetric determinants of odd size are zero. As for nomenclature,
Jacobi referred to Pfaff’s Method (‘Pfaffsche Methode’) in 1827, but when Cayley takes up
the discussion in 1847 he refers to Jacobi (‘les fonctions de M. Jacobi ’), before changing the
eponym to Pfaff in a paper of 1854. The following relationship between a Pfaffian and a
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determinant of a skew-symmetric matrix A,
(PfA)2 = det A, (34)
is also a classical result.
Remark 2.20. The historical information comes from Thomas Muir in [122] and [123]. He
provides interesting contextualising commentary on many of the seminal papers in the theory
of determinants.
We can also trivially rewrite any determinant as a Pfaffian of a chequerboard matrix
det A = Pf A˜1, (35)
where the (2i − 1)-th row of A˜1 is [0, ai,1, 0, ai,1, ..., 0, ai,N ], with the remaining elements
being determined by the required anti-symmetry. For example, with N = 3,
A˜1 =

0 a11 0 a1,2 0 a1,3
−a11 0 −a2,1 0 −a3,1 0
0 a2,1 0 a2,2 0 a2,3
−a1,2 0 −a2,2 0 −a3,2 0
0 a3,1 0 a3,2 0 a3,3
−a1,3 0 −a2,3 0 −a3,3 0

. (36)
A more compact description of this correspondence specifies the determinant matrix in terms
of the chequerboard matrix
PfA˜1 = det[α2i−1,2j ]i,j=1,...,N , (37)
where A˜1 = [αi,j ]i,j=1,...,2N . We will have use of (37) in Chapter 4.4.1.
Alternatively, we may rewrite the determinant as a Pfaffian with blocks of zeros on the
diagonal
det A = Pf
[
0N×N A˜2
−A˜2 0N×N
]
,
where A˜2 is given by elementary transformations of A as so
A˜2 =
[
a2i−1,j
−a2i,j
]
i=1,...,N/2
j=1,...,N
.
From these facts we note Pfaffian/quaternion determinantal processes are equivalent to
determinantal processes, albeit with special structure.
Usefully, Pfaffians can be calculated using a form of Laplace expansion. To calculate a
determinant, recall that we can expand along any row or column. For example, expand a
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matrix A = [aij ]i,j=1,...n along the first row:
det[A] = a1,1det[A]
1,1 − a1,2det[A]1,2 + · · ·(−1)n+1a1,ndet[A]1,n,
where det[A]i,j means the determinant of the matrix left over after deleting the ith row and
jth column.
The analogous expansion for a Pfaffian involves deleting two rows and two columns each
time. For example, expanding a skew-symmetric matrix B = [bij ]i,j=1,...n (n even) along
the first row:
Pf[B] = b1,1Pf[B]
1,1 − b1,2Pf[B]1,2 + · · ·(−1)nb1,nPf[B]1,n,
where Pf[Bi,j ] means the Pfaffian of the matrix left after deleting the ith and jth rows and
the ith and jth columns. Laplace expansion requires n! calculations for a determinant, and
n!! = n · (n− 2) · (n− 4) · ... in the case of a Pfaffian.
We can also identify quaternion determinant and Pfaffian analogues of a diagonal matrix.
A determinant is most easily calculated if its matrix is diagonal, since then
det
(
diag[a1, ..., aN ]
)
=
N∏
j=1
aj .
From (32) we see that the analogous result for the quaternion determinant is
qdet
(
diag[a1, a1, ..., aN/2, aN/2]
)
=
N/2∏
j=1
aj . (38)
In the case of Pfaffians, however, clearly, diagonal matrices (with at least one non-zero
element) are not skew-symmetric and so the Pfaffian of a diagonal matrix is undefined.
However, we can define a suitably analogous matrix for a Pfaffian as
A(D) =

A1 0 · · · 0
0 A2 · · · 0
...
...
. . .
...
0 0 · · · AN/2
 , (39)
where Aj =
[
0 aj
−aj 0
]
and 0 is the 2 × 2 zero matrix. That is, the matrix has entries
{a1, ..., aN/2} along the diagonal above the main diagonal, and {−a1, ...,−aN/2} on the
diagonal just below the main diagonal, with zeros elsewhere. We call such a matrix skew-
diagonal. The analogy with the diagonal matrix of a quaternion determinant (38) comes
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from the fact that
PfA(D) =
N/2∏
j=1
aj . (40)
Note that in (39) and (40), we have implicitly assumed that N is even. In the case that N
is odd there are additional technical details, which are dealt with in Chapter 3.
From the preceding we see that there is clearly a relationship between quaternion deter-
minants and Pfaffians, and we would like to formalise this, but we first need the quaternion
determinant analogue of (34) for M a self-dual matrix [47, Theorem 2],
(qdet[M])2 = det[M]. (41)
We also need to define
Z2N := 1N ⊗
[
0 −1
1 0
]
. (42)
Proposition 2.21. With M a 2N × 2N self-dual matrix and Z2N from (42) we have
Pf[MZ−12N ] = Pf[Z
−1
2NM] = qdet[M],
Pf[MZ2N ] = Pf[Z2NM] = (−1)Nqdet[M]. (43)
Proof: First we must be sure that the equations are well formed, that is, that if M is a
self-dual matrix then the result of operation by Z2N or Z
−1
2N is anti-symmetric. Note that
the tangible effect of right multiplication by Z−12N on any matrix M is to interchange every
pair of columns, and multiply the leftmost of each pair by −1. That of left multiplication
is to interchange every pair of rows and multiply the bottom-most by −1. (Right/left
multiplication by Z2N will also interchange each pair of columns/rows, but will multiply the
rightmost column/top-most row of each pair by −1, since Z−12N = −Z2N .)
If the elements of M are {mj,k}j,k=1,...,2N then self-duality implies m2j−1,2k−1 = m2k,2j ,
m2j−1,2k = −m2k−1,2j , m2j,2k−1 = −m2k,2j−1, m2j,2k = m2k−1,2j−1. If we now operate
on this matrix with Z−12N on the right, the discussion above shows that the second index
in each entry is switched from even to odd or vice-versa, with the extra condition that
a change from even to odd picks up a negative sign. Applying this to the entries of M
we have m2j−1,2k = −m2k,2j−1,m2j−1,2k−1 = −m2k−1,2j−1,m2j,2k = −m2k,2j ,m2j,2k−1 =
−m2k−1,2j , which the condition for an anti-symmetric matrix. A similar argument also
works for the other operations.
From (40) we see that Pf[Z−12N ] = 1 = (−1)NPf[Z2N ], and so, by (34) and (41) we have
that
(Pf[MZ−12N ])
2 = det[MZ−12N ] = det[Z
−1
2NM] = det[M] = (qdet[M])
2
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and
(Pf[MZ2N ])
2 = (−1)2N det[MZ2N ] = (−1)2N det[Z2NM] = (−1)2N det[M]
= ((−1)Nqdet[M])2. (44)
With M the identity we establish the sign after taking the square root.

We can generalise the preceding result to any skew-diagonal matrix.
Corollary 2.22. For a skew-diagonal 2N × 2N matrix A as defined in (39) and a self-dual
2N × 2N matrix M we have
Pf[MA] = Pf[AM] = Pf[A] qdet[M] =
N/2∏
j=1
aj qdet[M].
Proof : First note that A = DZ−12N = Z
−1
2ND where D = diag[a0, a0, a1, a1, ..., aN , aN ].
Then
Pf[MA] = Pf[AM] = Pf[DZ−12NM]
=
N/2∏
j=1
aj Pf[Z
−1
2NM]
where we have used (33) for the last equality. The result now follows from Proposition 2.21.

With Proposition 2.21 in mind, we see that quaternion determinants and Pfaffians are
trivially related, a relation that will be exploited in this work. The only subtlety is that the
Pfaffian matrix must be anti-symmetric and the quaternion matrix must be self-dual.
2.3.2 Generalised partition function
With P (x1, ..., xN ) a probability density function, the average of the function f(x1, ..., xN )
is
〈f(x1, ..., xN )〉P :=
∫
Ω
f(x1, ..., xN )P (x1, ..., xN )dx1 · · · dxN , (45)
where Ω is the support of P . A special case is f(x1, ..., xN ) =
∏N
j=1 u(xj); choosing u(x) =
χx∈S , where χA = 1 if A is true and χA = 0 otherwise, gives that (45) equals the probability
that all eigenvalues are in the set S. Our interest in 〈∏Nj=1 u(xj)〉P for general u stems from
its use in calculating correlation functions by applying functional differentiation (see (70)
below), although, it does have more general use. For instance, if u(x) = 1− ζχxj∈J then the
probability that n eigenvalues lie in the set J is given by the nth derivative with respect to
ζ (times some combinatorial factor). See [59, Chapter 8] and [154] for more details.
27
Definition 2.23. Let Q(x) be the jpdf of the set x = {x1, ..., xN} and define the generalised
partition function of x as
ZN [u] :=
〈 N∏
j=1
u(xj)
〉
Q
=
∫ N∏
j=1
u(xj) Q(x) dx. (46)
In the case that x =
⋃m
l=1 x
(l), that is, x consists of multiple disjoint sets x(l) = {x(l)1 , ..., x(l)Nl},
each containing elements of a different species, then define
ZN [u1, ..., um] :=
∫ N1∏
j=1
u1
(
x
(1)
j
)
· · ·
Nm∏
j=1
um
(
x
(m)
j
)Q(x) dx. (47)
The multiple disjoint sets of Definition 2.23 correspond to the sets of eigenvalues in the
ensemble. While (47) is unnecessarily general for a study of GOE (where there are only
real eigenvalues), it will become relevant in the following chapters where we discuss matrices
whose eigenvalues are either real, or non-real complex conjugate pairs.
It will turn out that the generalised partition function for GOE can be written in a
convenient quaternion determinant or Pfaffian form, and then, in such a case, the correla-
tion functions — given as functional derivatives in (70) below — are a particularly terse
quaternion determinant or Pfaffian expression.
2.3.3 Pfaffian generalised partition function for GOE, N even
Before we proceed, note that Definition 2.17 only applies when the size of the matrix is even
— for now we will make this assumption. The case of N odd will be dealt with in Chapter
3, where the particular problems presented by parity will be explored.
In the case of GOE we have only one species of eigenvalue (they are all real) and so we
substitute (27) into (46) to find
ZN [u] = 2
−3N/2
N∏
j=1
1
Γ(j/2 + 1)
∫ ∞
−∞
dλ1 · · ·
∫ ∞
−∞
dλN
×
N∏
j=1
u(λj) e
−λ2j/2
∏
1≤j<k≤N
|λk − λj |. (48)
Since Q(~λ) from Proposition 2.12 is a jpdf, we see that ZN [1] = 1.
Our task now is to express (48) in Pfaffian form. The method that will be used here and in
the following chapters is known as the method of integration over alternate variables, which
was introduced by de Bruijn [34] and applied to the present problem by Mehta [114, 115].
The purpose of this method is to deal with the absolute value signs around the product of
differences in the eigenvalue jpdf. The method is required since we note that (29) refers
to a signed product of differences, and so we cannot apply (29) to (48) directly. However,
if the eigenvalues have their ordering reinstated — which is equivalent to a corresponding
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restriction to the domain of integration — then the | · | can be removed and the identity
applies. Integration over alternate variables is a technique to perform these integrals with
ordered domain over a Vandermonde determinant. The method will be illustrated in the
proof of the following proposition.
Proposition 2.24. Let Q(~λ) be the eigenvalue jpdf for the GOE matrices, as given in (27).
For N even the generalised partition function (as defined in (46)) for Q(~λ) is
ZN [u] =
N !
2N
N∏
j=1
1
Γ(j/2 + 1)
Pf[γjk]j,k=1,...,N , (49)
where
γjk =
1
2
∫ ∞
−∞
dx e−x
2/2 u(x) pj−1(x)
∫ ∞
−∞
dy e−y
2/2 u(y) pk−1(y) sgn(y − x), (50)
and {pj(x)}j,k=0,1,...,N−1 are arbitrary monic polynomials of degree j.
Proof : We start by ordering the eigenvalues −∞ < x1 < · · · < xN < ∞ (incurring a
factor of N !) in (48) so that we can remove the | · | from the product of differences, putting
it into Vandermonde form. With AN := 2
−3N/2∏N
j=1
1
Γ(j/2+1) this reordering gives
ZN [u] = ANN !
∫ x2
−∞
dx1
∫ x3
x1
dx2 · · ·
∫ ∞
xN−1
dxN
N∏
j=1
e−x
2
j/2 u(xj)
∏
1≤j<k≤N
(xk − xj)
= ANN !
∫ x2
−∞
dx1
∫ x3
x1
dx2 · · ·
∫ ∞
xN−1
dxN det
[
e−x
2
j/2u(xj)pk−1(xj)
]
j,k=1,...,N
= ANN !
∫ x4
−∞
dx2
∫ x6
x2
dx4 · · ·
∫ ∞
xN−2
dxN
× det
[ ∫ x2j
−∞ e
−x2/2u(x)pk−1(x)dx
e−x
2
2j/2u(x2j)pk−1(x2j)
]
j=1,...,N/2
k=1,...,N
,
where, for the second equality, we have used (29) and for the third we have made use of
the observation that all dependence on xi occurs in row i so the integrals can be applied
individually to the relevant row of the determinant. The integrals over the odd numbered
variables have been moved into the determinant and then, by adding the first row to the
third row, and the first and third rows to the fifth row, and so on, all the integrals have
lower terminal −∞.
We see that the determinant is now symmetric in the variables x2, x4, ..., xN , and so we
can remove the ordering x2 < x4 < ... < xN at the cost of dividing by (N/2)!. Expanding
the determinant we find
ZN [u] = AN
N !
(N/2)!
∑
P∈SN
ε(P )
N/2∏
l=1
µP (2l−1),P (2l),
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where
µj,k :=
∫ ∞
−∞
dx e−x
2/2 u(x) pk−1(x)
∫ x
−∞
dy e−y
2/2 u(y) pj−1(y), (51)
and ε(P ) is the sign of the permutation P . By defining
γj,k :=
1
2
(µj,k − µk,j),
then we can restrict the sum to terms with P (2l) > P (2l − 1) and use the second equality
in Definition 2.17 (recalling Remark 2.18) to write
ZN [u] = AN2
N/2N !
∗∑
P∈SN
P (2l)>P (2l−1)
ε(P )
N/2∏
l=1
γP (2l−1),P (2l).
Now using the first equality in Definition 2.17 we have the result.

2.4 Step IV: Skew-orthogonal polynomials
As discussed above, if a Pfaffian is in skew-diagonal form (39), then it is easily calculated
as the product of the upper diagonal entries. With the goal of achieving such a simplified
form, we define an inner product 〈pj , pk〉 with a set of monic polynomials p0, p1, . . . such
that for aj 6= 0
〈p2j , p2k〉 = 〈p2j+1, p2k+1〉 = 0, 〈p2j , p2k+1〉 = −〈p2k+1, p2j〉 = δj,kaj . (52)
Using these polynomials, the matrix [〈pj , pk〉]j,k=0,...,N−1 is in skew-diagonal form and its
Pfaffian is given by (40). We call the polynomials satisfying (52) skew-orthogonal polyno-
mials. If an appropriate inner-product can be defined such that the matrix in (49) is of
the form [〈pj , pk〉]j,k=0,...,N−1, and the corresponding skew-orthogonal polynomials can be
found, then the calculation of ZN will be greatly simplified, and the correlation function
may be computed. This, then, is the next task.
2.4.1 Skew-orthogonal polynomials for GOE
Definition 2.25. Let 〈p, q〉 be the inner product defined by
〈p, q〉 := 1
2
∫ ∞
−∞
dx e−x
2/2 p(x)
∫ ∞
−∞
dy e−y
2/2 q(y) sgn(y − x). (53)
Also let {Rj}j=0,1,... be a set of monic skew-orthogonal polynomials, satisfying the conditions
(52) with respect to the inner product (53). (These are not unique as any replacement
p2m+1(x) 7→ p2m+1(x) + c p2m(x), where c is some constant, leaves (52) unchanged by the
linearity property of inner products.)
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Remark 2.26. There exist formulae for the skew-orthogonal polynomials, corresponding to
various weight functions, in determinantal [68] and Pfaffian forms [7], however the calcu-
lations implied by these methods may not be tractable (for instance, in the case of the
truncated ensembles of Chapter 7).
We note that since the inner product (53) is just γjk
∣∣
u=1
of Proposition 2.24, then
the skew-orthogonal polynomials R0, R1, ... corresponding to this inner product will skew-
diagonalise the matrix in (49) with u = 1. We will present these skew-orthogonal poly-
nomials, and verify that they indeed satisfy (52) — a derivation of these polynomials can
be found in [2] and [59, Chapter 6.4], where use is made of facts pertaining to the β = 2
and β = 4 Gaussian ensembles. The skew-orthogonal polynomials for GOE turn out to be
proportional to the Hermite polynomials
Hn(x) := (−1)nex2 d
n
dxn
e−x
2
=
bn/2c∑
m=0
(−1)m2(n−m)
(
n
2m
)
(2m)!
2mm!
x(n−2m), (54)
where n = 0, 1, ... corresponds to the degree of the polynomial and bxc is the floor function.
Note that Hn(x) is an even or odd function of x depending on the parity of n. The Hermite
polynomials have the remarkable recursive properties
Hn+1(x) = 2x Hn(x)− 2n Hn−1(x), d
dx
Hn(x) = 2n Hn−1(x), (55)
as well as satisfying the orthogonality condition∫ ∞
−∞
Hn(x)Hm(x)e
−x2dx = δn,mn! 2n
√
pi. (56)
Given that (53) also has a negative squared exponential weight, in light of (56) it is perhaps
not surprising that Hermite polynomials appear as a result of skew-orthogonalising.
Proposition 2.27. Let Hn(x) (n = 0, 1, ...) be the Hermite polynomials (54). Skew-
orthogonal polynomials corresponding to the inner product (53) are
R2j(x) =
H2j(x)
22j
, R2j+1(x) =
H2j+1(x)
22j+1
− j H2j−1(x)
22j−1
=
ex
2/2
22j
d
dx
e−x
2/2H2j(x). (57)
The normalisation is
〈R2j , R2j+1〉 = rj = Γ(2j + 1)
22j
√
pi. (58)
Proof : The anti-symmetric condition is apparent from the presence of the sign function
in (53). The conditions 〈R2j , R2k〉 = 〈R2j+1, R2k+1〉 = 0 are easily checked: the inner
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integral (over y) will yield a function of opposite parity to the integrand of the outer integral,
resulting in integration over an odd function from −∞ to ∞, and so it is zero.
Now assume the polynomial degrees are of opposite parity. First, using the recursive
properties (55) of Hermite polynomials we can establish the second equality of R2j+1(x) in
(57). With this in hand we find that
〈R2j , R2j+1〉 = 2−4j
∫ ∞
−∞
e−x
2
H2j(x)H2k(x) dx
and then from the orthogonality property (56) we have (58).

The immediate consequence of the polynomials in Proposition 2.27 is that the Pfaffian
in (49) can be evaluated using (40) as
Pf[γj,k]
∣∣∣
u=1
=
N/2−1∏
j=0
rj . (59)
Hence we can calculate ZN [1], which turns out to be 1, as we knew it must be from the com-
ment below (48). However, the important point is not that the generalised partition function
has unit evaluation, but that the form it takes, using the skew-orthogonal polynomials, will
be useful in the calculation of the correlation functions.
Corollary 2.28. With the generalised partition function ZN [u] from (48) and r0, ..., rN/2−1
given by (58), we have
ZN [1] = 1 =
N !
2N
N∏
j=1
1
Γ(j/2 + 1)
N/2−1∏
j=0
rj . (60)
2.5 Step V: Correlation functions
A statistic commonly of interest in random matrix systems is the eigenvalue density and
higher order generalisations of the density, collectively called correlation functions. A calcu-
lation of these correlation functions for various ensembles is a major aim of this work. We
begin with the definition of correlation functions and then go on to discuss various tools and
methods used in their calculation.
Definition 2.29. For an ensemble of N ×N matrices with eigenvalues λ1, ..., λN in the set
Ω and with eigenvalue jpdf Q(λ1, ..., λN ) the n-point correlation function of the positions
r1, ..., rn is given by
ρ(n)(r1, ..., rn) :=
N(N − 1) · · · (N − n+ 1)
ZN [1]
∫
Ω
dλn+1 · · ·
∫
Ω
dλN
×Q(r1, ..., rn, λn+1, ..., λN ). (61)
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The eigenvalue density is the n = 1 case of (61). While the interpretation of the density
(as the number of eigenvalues per unit volume) is clear, the higher order correlations are
less perspicuous. A viewpoint in terms of conditional probabilities is that the ratio
ρ(n)(r1, ..., rn)
ρ(n−1)(r1, ..., rn−1)
is equal to the eigenvalue density at rn given that there are eigenvalues at r1, ..., rn−1.
One of the common ways to calculate the correlation functions is by using a recursion for
integrals of quaternion determinants, known as the Dyson Integration Theorem [47, 117, 6].
Proposition 2.30. Dyson Integration Theorem Let f(x, y) be a function of real, com-
plex or quaternion variables where
f¯(x, y) = f(y, x),
with f¯ being the function f , the complex conjugate of f or the dual of f depending on whether
x and y are real, complex or quaternion respectively.
Also let ∫
f(x, x)dµ(x) = c, (62)∫
f(x, y)f(y, z)dµ(y) = f(x, z) + λf(x, z)− f(x, z)λ, (63)
for some suitable measure dµ, a constant scalar c and a constant quaternion λ.
Then for a matrix Fn×n = [f(xi, xj)]n×n we have∫
qdet[Fn×n]dµ(xn) = (c− n+ 1) qdet[F(n−1)×(n−1)].
(For a proof see Theorem 5.1.4 in [119].)
Examining Proposition 2.30 with (61) in mind, we see that it will be possible to calculate
the correlation functions if the eigenvalue jpdf is in the form of a quaternion determinant
(or Pfaffian). This is indeed possible (see [47, 117]), although this is not the approach we
employ and we include it only for completeness. We do not use Dyson’s theorem because
for real non-symmetric ensembles (discussed in Chapters 4–7) we cannot satisfy (62) and
(63), collectively called the projection property in [6]. In that paper the authors establish a
generalised form of Dyson’s theorem, which they call the Pfaffian integration theorem, and
use it to find the probability of obtaining some number of real eigenvalues in terms of zonal
polynomials. Still, this does not suit our later purposes and we adopt instead a strategy
first used in [154], but with some significant modifications. This requires use of the general
operator identity
det(1 + AB) = det(1 + BA) (64)
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and the quaternion determinant analogue
qdet(1 + AB) = qdet(1 + BA), (65)
(provided that the product BA is self-dual) where, for our purposes, 1,A and B are N ×N
matrices, and 1 is specifically the identity matrix. We will also employ the Fredholm deter-
minant and its comrades the Fredholm quaternion determinant and the Fredholm Pfaffian.
Definition 2.31. Let K be an integral operator with kernel K(x, y) and λ a complex
parameter, then the Fredholm determinant is defined by
det[1 + λK] := 1 +
∞∑
s=1
λs
s!
∫ ∞
−∞
dx1 · · ·
∫ ∞
−∞
dxs det[K(xj , xk)]j,k=1,...,s.
In the case that the matrix [K(xj , xk)]j,k=1,...,s is self-dual, we define the Fredholm quater-
nion determinant
qdet[1 + λK] := 1 +
∞∑
s=1
λs
s!
∫ ∞
−∞
dx1 · · ·
∫ ∞
−∞
dxs qdet[K(xj , xk)]j,k=1,...,s,
and, when [K(xj , xk)]j,k=1,...,s is anti-symmetric, the Fredholm Pfaffian
Pf[1 + λK] := 1 +
∞∑
s=1
λs
s!
∫ ∞
−∞
dx1 · · ·
∫ ∞
−∞
dxs Pf[K(xj , xk)]j,k=1,...,s.
Remark 2.32. We note that while the Fredholm determinant has been known for over a
century, the Fredholm Pfaffian seems to have be been introduced in [138], and was then
used in [26] to prove some variants of the Pfaffian integration theorem discussed above. The
first mention of a Fredholm quaternion determinant in the literature appears to be in [154];
of course, by Corollary 2.22, it is a trivial rewriting of the Fredholm Pfaffian.
Remark 2.33. Since these definitions involve infinite sums, there is the question of conver-
gence. However, we sidestep this complication since we will only be using operators of finite
rank, and thus, the sums are of finite length.
Although we shall not tackle theN odd case until Chapter 3, a key technical consideration
in that case will be the square root of a Fredholm determinant. We would like the square
root to be a Fredholm quaternion determinant or Pfaffian (depending on the attributes of
K) in analogue with (34) and (41). However, we cannot invoke the ‘Freshman’s dream’ (that
the power of a sum is the sum of the powers [93]) and so we require a more subtle approach.
Instead, we first establish that Fredholm operators are limiting cases of some discretised
form.
Lemma 2.34 ([158], Chapter XI). Let λ be some complex variable and {x1, ..., xm} ∈ Rm,
with fixed δ := xj − xj−1 for all 1 ≤ j ≤ m (that is, δ is the constant distance between any
two of the variables), considered as a discretisation of an interval I. Then, for some integral
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operator K with kernel K(x, y) supported on I and
K˜m(δ) =

δK(x1, x1) δK(x1, x2) · · · δK(x1, xm)
δK(x2, x1) δK(x2, x2) · · · δK(x2, xm)
...
...
. . .
...
δK(xm, x1) δK(xm, x2) · · · δK(xm, xm)
 ,
we have
lim
δ→0
m→∞
det[1− λK˜m(δ)] = det[1− λK], (66)
and, in the case that K˜m is self-dual,
lim
δ→0
m→∞
qdet[1− λK˜m(δ)] = qdet[1− λK],
or, in the case that K˜m is anti-symmetric,
lim
δ→0
m→∞
Pf[1− λK˜m(δ)] = Pf[1− λK].
Proof : Expanding the LHS of (66) in powers of λ we have
det
[
1− λK˜m(δ)
]
= 1− λ
m∑
p=1
δK(xp, xp) +
λ2
2!
m∑
p,q=1
δ2 det
[
K(xp, xp) K(xp, xq)
K(xq, xp) K(xq, xq)
]
− λ
3
3!
m∑
p,q,r=1
δ3 det

K(xp, xp) K(xp, xq) K(xp, xr)
K(xq, xp) K(xq, xq) K(xq, xr)
K(xr, xp) K(xq, xr) K(xr, xr)
+ · · · (67)
where the sum continues up to the m-th power of λ. Taking m → ∞ and δ → 0 the sums
become Riemann integrals and (67) becomes
1− λ
∫
I
dx K(x, x) +
λ2
2!
∫
I
dx
∫
I
dy det
[
K(x, x) K(x, y)
K(y, x) K(y, y)
]
+ · · ·.
Recalling Definition 2.31 establishes (66). Applying the same reasoning to the Fredholm
quaternion determinant and Pfaffian we have the remaining results.

Observe that (66) allows us to intepret the LHS’s of Definition 2.31 as the product∏∞
j=1(1 + λµj), where µj are the eigenvalues of K; for this infinite product to make sense
we require some technical assumptions on K (see [158, Section XI.1]).
Combining Lemma 2.34 with (34) and (41) the desired square root relationships between
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the Fredholm operators now follow trivially; we quote them here as corollaries for ease of
reference.
Corollary 2.35. Let K be an integral operator with kernel K(x, y) and with Fredholm
determinant, Fredholm quaternion determinant and Fredholm Pfaffian as in Definition 2.31,
then we have (
det[1 + λK]
)1/2
= qdet[1 + λK] (68)
in the case that [K(xj , xk)]j,k=1,2,... is self-dual, and(
det[1 + λK]
)1/2
= Pf[1 + λK] (69)
in the case that [K(xj , xk)]j,k=1,2,... is anti-symmetric.
The utility of these Fredholm operators comes from an alternative form of the correlation
functions: with ZN [a] from (46) the n-point correlation function is
ρ(n)(r1, ..., rn) =
1
ZN [a]
δn
δa(r1) · · · δa(rn)ZN [a]
∣∣∣∣∣
a=1
. (70)
We can describe the equivalence between Definition 2.29 and (70) in a heuristic fashion: while
(61) relies on integrating over the density function to leave only the number of eigenvalues
desired, (70) starts by integrating over all eigenvalues (which is the partition function) and
then “undoes” a number of integrals equal to the number of eigenvalues one wishes to keep.
This heuristic points to our intended use of the Fredholm operators (defined as sums of
integrals); the functional differentiation will pick out only the particular term required.
The method that we develop here, particularly that in Proposition 2.38, is inspired by
the approaches of Forrester [59, Chapter 5.2] and Tracy and Widom [154] (for the even case)
where they use (64) to find the correlation functions for Hermitian ensembles, and the work
of Borodin and Sinclair for both the even [27] and odd [147] cases. (In [149] and [151] the
authors also use (70) to obtain the eigenvalue correlations for N even and odd (respectively),
however the details are somewhat different to our techniques and we will not pursue their
methods here.) In [27] the authors use the Pfaffian identity
Pf(C−T −ATBA)
Pf(C−T )
=
Pf(B−T −ACAT )
Pf(B−T )
, (71)
which is due to Rains [138], where B and C are 2m × 2m and 2n × 2n anti-symmetric
matrices respectively, and A is any 2m×2n matrix. Proposition 2.38 unifies the approaches
of Forrester, Tracy and Widom, with that of Borodin and Sinclair.
The advantage of our method is that all cases — symmetric and asymmetric for both
even and odd — can be dealt with in the same framework, with only minor modifications and
generalisations at each step. There are also hints that the method may also be applicable
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to ensembles with a higher number of distinct species of eigenvalue, such as the ∗-cosquare
ensembles discussed in Chapter 8.
2.5.1 GOE n-point correlations, N even
Definition 2.36. With R0(x), R1(x), ... the skew-orthogonal polynomials of Proposition
2.27 and rj := 〈R2j , R2j+1〉 the corresponding normalisations, let
Φk(x) :=
1
2
∫ ∞
−∞
dy Rk(y) e
−y2/2 sgn(x− y). (72)
Then let f(x, y) be the 2× 2 matrix
f(x, y) =
[
S(x, y) I˜(x, y)
D(x, y) S(y, x)
]
, (73)
where
S(x, y) =
N/2−1∑
j=0
e−y
2/2
rj
(
Φ2j(x)R2j+1(y)− Φ2j+1(x)R2j(y)
)
,
D(x, y) =
N/2−1∑
j=0
e−(x
2+y2)/2
rj
(
R2j(x)R2j+1(y)−R2j+1(x)R2j(y)
)
,
I˜(x, y) := I(x, y) +
1
2
sgn(y − x)
=
N/2−1∑
j=0
1
rj
(
Φ2j+1(x)Φ2j(y)− Φ2j(x)Φ2j+1(y)
)
+
1
2
sgn(y − x).
Since the correlation functions will turn out to be quaternion determinants of matrices
composed of blocks of (73), f(x, y) is known as a correlation kernel. From (43) we find the
equivalent kernel for the correlations expressed as Pfaffians,
f(x, y)Z−12 =
[
−I˜(x, y) S(x, y)
−S(y, x) D(x, y)
]
. (74)
The term Pfaffian kernel is also used to refer to (74).
Here we point out a simple relationship between the elements of f(x, y), which explains
the choice of the appellations D(x, y) and I(x, y).
Lemma 2.37. The elements of f(x, y) are thusly related
D(x, y) =
∂
∂x
S(x, y), I(x, y) =
1
2
∫ ∞
−∞
S(x, z)sgn(z − y)dz
= −
∫ y
x
S(x, z)dz.
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Proof : The derivative for D(x, y) can be done simply when one recalls the identity
∂
∂x sgn(x − a) = 2δ(x − a). The first equality of I(x, y) can be seen by inspection, and the
second equality is verified by noting that the two sides agree along the line y = x, and the
derivatives with respect to both x and y are equal (the differentiation can be accomplished
using the method of differentiating under the integral sign).

Using Definition 2.36, we will rewrite the generalised partition function (49) by applying
the identity (65). First, recall that an integral operator T with kernel K(x, y) supported on
I operates on a function h thusly,
T h[x] =
∫
I
K(x, y)h(y)dy, (75)
with the convention that y is always the variable of integration. The square brackets indicate
that the resulting function (after the operation by the integral operator) is a function of x.
We use the notation a⊗ b to denote an operator with kernel K(x, y) = a(x)b(y), that is, a
kernel that factorises as separate functions of x and y, in which case we have
a⊗ b h[x] = a(x)
∫
I
b(y)h(y)dy. (76)
We now use (65) to convert the problem from a 2 dimensional function in variable-sized
matrix to a variable dimensional function in a 2 × 2 matrix, which is how we will present
the correlation functions.
Proposition 2.38. Let γjk be as in (50) and f(x, y) be as in (73). Then, by using the
skew-orthogonal polynomials of Proposition 2.27, we have
Pf[γjk]j,k=1,...,N =
N/2−1∏
j=0
rj qdet[12 + f
T (u− 12)], (77)
where 12 is the 2 × 2 identity matrix, and fT (u − 12) is the matrix integral operator with
kernel fT (x, y)diag[u(y)−1, u(y)−1] (that is, we have a Fredholm quaternion determinant).
Proof : In the definition of γjk in (50) we let u = σ + 1 and ψj(x) := e
−x2/2Rj−1(x),
where R0, R1, ... are the skew-orthogonal polynomials (57), and denote by  the integral
operator with kernel sgn(x− y)/2. We then have
γjk = γjk
∣∣∣
u=1
−
∫ ∞
−∞
(
σ(x)ψj(x)ψk[x]− σ(x)ψk(x)ψj [x]− σ(x)ψk(x)(σψj)[x]
)
dx
= γ
(1)
jk − γ(σ)jk ,
with γ
(1)
jk := γjk
∣∣
u=1
and γ
(σ)
jk the remaining term. With the skew-orthogonal polynomials
we see that [γ
(1)
jk ] is of the form (39), and so it can be written DZ
−1
N with ZN as in (42) and
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D = diag[r0, r0, r1, r1, ..., rN/2, rN/2]. We then have
Pf[γjk] = Pf(DZ
−1
N − [γ(σ)jk ])
= Pf
(
DZ−1N (1N − ZND−1[γ(σ)jk ])
)
=
N/2−1∏
j=0
rj qdet
(
1N − ZND−1[γ(σ)jk ]
)
,
where, for the last equality, we have used Corollary 2.22. Defining
G2j−1(x) := ψ2j(x), G2j(x) := −ψ2j−1(x), (78)
and recalling the effect of operation by ZN (as discussed in the proof of Proposition 2.21)
we find
Pf[γjk]j,k=1,...,N =
N/2−1∏
j=0
rj qdet
[
δj,k+
1
rb(j−1)/2c
∫ ∞
−∞
(
σ(x)Gj(x)ψk[x]− σ(x)ψk(x)Gj [x]− σ(x)ψk(x)(σGj)[x]
)
dx
]
(79)
with bzc the floor function. Now let A be the N × 2 matrix-valued integral operator on
(−∞,∞) with kernel Z−1N D−1σ(y)(ΩE)T where
Ω :=
[
−σ −1
1 0
]
and E :=
[
ψ1(y) · · · ψN (y)
ψ1[y] · · · ψN [y]
]
. (80)
(Care should be taken to note that the top-left element of Ω is an integral operator acting
on the elements of E.) Explicitly, the kernel of A can be written[
− σ(y)rb(j−1)/2c
(
Gj [y] + (σGj)[y]
) σ(y)
rb(j−1)/2c
Gj(y)
]
j=1,...,N
,
which we include for clarity. Now with B = E we have
1N − ZND−1[γ(σ)jk ] = 1N + AB (81)
and we may make use of (65). With the definitions above, we see that 12 + BA is the 2× 2
matrix integral operator 1−∑Nj=1 1rb(j−1)/2c(ψj ⊗ σGj + ψj ⊗ σ(σGj)) ∑Nj=1 1rb(j−1)/2cψj ⊗ σGj
−∑Nj=1 1rb(j−1)/2c(ψj ⊗ σGj + ψj ⊗ σ(σGj)) 1 +∑Nj=1 1rb(j−1)/2c ψj ⊗ σGj
 (82)
using the integral operator notation of (76). To achieve the final result we should like to
eliminate terms containing the factor σ, since we will then be able to factor out σ and
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make the impending functional differentiation straightforward. However, the appearance of
the σ factor is only an apparent complication and will be dealt with by a judicious matrix
factorisation. We have
BA = E Z−1N D
−1σ(y)(ΩE)T = E Z−1N D
−1σ(y)ETΩT , (83)
and
ΩT
[
1 0
−σ 1
]
=
[
σ 1
−1 0
][
1 0
−σ 1
]
= Z−12 (84)
(where taking the transpose of Ω includes the interchange of the variables x and y in ).
Replacing ΩT using (84) we find that the kernel of (82) factorises as
12 + BA =
([
1 0
−σ 1
]
+ E Z−1N D
−1σ(y)ETZ−12
)[
1 0
σ 1
]
=
 1−∑Nj=1 1rb(j−1)/2cψj ⊗ σGj ∑Nj=1 1rb(j−1)/2cψj ⊗ σGj
−σ −∑Nj=1 1rb(j−1)/2c ψj ⊗ σGj 1 +∑Nj=1 1rb(j−1)/2c ψj ⊗ σGj
[ 1 0
σ 1
]
. (85)
The equality of (82) and (85) can also be checked directly by noting that ψj ⊗ σ(σGj) =
−ψj ⊗ σGj(σ) where, on the right hand side, the operator σ is understood to act before
the larger integral operator; to wit
ψj ⊗ σGj(σ)h[x] = ψj(x)
∫ ∞
−∞
dyσ(y)Gj(y)
∫ ∞
−∞
σ(z)h(z)sgn(y − z)dz. (86)
Similarly ψj ⊗ σ(σGj) = −ψj ⊗ σGj(σ).
The right-most matrix in (85) has quaternion determinant 1 and, recalling that the
transpose of a matrix integral operator involves both the transpose of the matrix itself and
also transposition of the operator variables, we can identify the remaining matrix in (85)
with the right hand side of (77). The only caveat is that we obtain the negative of D and I˜
as defined in Definition 2.36, however since they only appear as the product D(α, β)I˜(α, β)
in the expansion of the Fredholm quaternion determinant the result is unchanged.

With Proposition 2.38 in hand, we see from (49) that
ZN [u] =
N !
2N
N∏
j=1
1
Γ(j/2 + 1)
N/2−1∏
j=0
rj qdet[12 + f
T (u− 12)], (87)
and we can now establish the general n-point correlation functions. Note that (87) contains
a Fredholm quaternion determinant, and so, by the discussion under (70), we expect that
we will apply functional differentiation to pick out the particular term corresponding to the
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desired correlation function.
In the following proposition we find a quaternion determinant expression for the correla-
tion functions, and then apply Proposition 2.21 in an ‘after-the-fact’ manner to conveniently
find the Pfaffian expression, which is how the correlations were written in [27]. However,
in the proof of Proposition 2.38 above, we can see a deeper structural connection between
the two expressions. Recall that to obtain (85) we used (84) to factorise ΩT in (83). If we
instead wrote
1 + BA =
(
(ΩT )−1 + E Z−1N D
−1σ(y)ET
)
ΩT ,
then we are led directly to a Pfaffian form of (77), and then to Pfaffian correlation functions.
This is essentially how Rains’ identity (71) comes into play.
Remark 2.39. In fact, (71) plays a more significant role in our proof of Proposition 2.38 than
it may, at first, appear. The seemingly miraculous appearance of the matrices Ω and E in
(80) was inspired by Rains’ identity. Recalling (34) and using some simple algebra, we see
that (71) becomes
det(1−CTATBA)1/2 = det(1−BTACAT )1/2. (88)
In the case that C is skew-diagonal, we have quaternion determinants, instead of square roots
of determinants. Using (88) one can conjecture the form of the required integral operators.
Proposition 2.40. With f(x, y) as in Definition 2.36, the n-point eigenvalue correlations
for the GOE, with N even, are given by
ρ(n)(x1, ..., xn) = qdet[f(xl, xm)]l,m=1,...,n
= Pf[f(xl, xm)Z
−1
2 ]l,m=1,...,n. (89)
Proof : Recalling Definition 2.31 we see that (87) becomes
ZN [u] =
N !
2N
N∏
j=1
1
Γ(j/2 + 1)
N/2−1∏
j=0
rj
×
(
1 +
∞∑
k=1
1
k!
∫ ∞
−∞
dx1 (u(x1)− 1) · · ·
∫ ∞
−∞
dxk (u(xk)− 1) qdet[f(xl, xm)]l,m=1,...,k
)
.
Now to make use of (70) we first note that only terms with k ≥ n survive the functional
differentiation, and then any terms with k > n will be killed off once u = 1. So we are left
with the n! terms corresponding to k = n, giving
ρ(n)(x1, ..., xn) =
∏N/2−1
j=0 rj
Pf[γjk]j,k=1,...,N
∣∣∣
u=1
qdet[f(xl, xm)]l,m=1,...,n.
Recalling (59) we have the first equality in (89), and by using (43) we have the second.
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2.5.2 Summation formulae for the kernel elements, N even
Here we will show that the sum S(x, y) in Definition 2.36 can be performed explicitly. This
will be of use in analysing the large N limit of the density, and will give us the leading
order behaviour that we see in Figure 2.1.1. Further, since we have the inter-relationships
of Lemma 2.37, a closed form for S(x, y) implies that all the correlation functions can be
written in a closed form.
First we quote a classical result, known as the Christoffel–Darboux formula.
Proposition 2.41. With a set of orthogonal polynomials {q0(x), ..., qn(x)} with highest
degree coefficient kn, and
(qj , qk) :=
∫ ∞
−∞
e−z
2
qj(z)qk(z)dz,
we have
n∑
j=0
qj(x)qj(y)
(qj , qj)
=
kn
(qn, qn)kn+1
qn+1(x)qn(y)− qn(x)qn+1(y)
x− y . (90)
(For proofs we refer the reader to [153] and [59].) By taking the limit y → x in (90) we
also have the formula
n∑
j=0
(
qj(x)
)2
(qj , qj)
=
kn
(qn, qn)kn+1
(
q′n+1(x)qn(x)− q′n(x)qn+1(x)
)
, (91)
where the apostrophe represents differentiation with respect to x. Note that in our case, we
are using monic Hermite polynomials and so kj = 1 for all j = 0, ..., n.
Using (90), with the working given in [59, Chapter 6.4.2], we have
S(x, y) =
e−(x
2+y2)/2
2N−1
√
pi Γ(N − 1)
HN−1(x)HN−2(y)−HN−2(x)HN−1(y)
x− y
+
e−y
2/2
2
√
pi Γ(N − 1)HN−1(y)ΦN−2(x), (92)
where the Hj(x) are the Hermite polynomials (54) and Φj(x) is from (72). Since the density
is defined as the one-point correlation we see from (89) that
ρ(1)(x) = S(x, x). (93)
By applying (91) and (55) to (92) we have that
ρ(1)(x) =
e−x
2
2N−2
√
pi Γ(N − 1)
(
(N − 1)(HN−2(x))2 − (N − 2)HN−3(x)HN−1(x)
)
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+
e−x
2/2
2
√
pi Γ(N − 1)HN−1(x)ΦN−2(x). (94)
Using an electrostatic analogy, reasoning in [119, Chapter 4.2] and [59, Chapter 1.4]
concludes that the leading order behaviour of the eigenvalue density will be given by
ρ(1)(x) =
1
pi
√
2N − x2, (95)
which is a semi-circle of radius
√
2N . This suggests taking the normalised limit
lim
N→∞
√
2
N
ρ(1)
(√
2Nx
)
=
{
2
pi
√
1− x2, |x| < 1,
0, |x| ≥ 1. (96)
(One way to carry out this task is to use the so-called Plancherel-Rotach asymptotic formula
for Hermite polynomials. In [59, Chapter 1.4.3], the author obtains the semi-circular density
by reframing the question as a Riemann-Hilbert problem.) In Figure 2.5.2 we compare the
simulated eigenvalue density of Figure 2.1.1 to (96). Using the knowledge that the density
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Figure 2.5.2: Comparison of the simulated eigenvalue density of Figure 2.1.1 with the solid
line given by the analytic result in (96).
tends towards (95), we scale the eigenvalues x˜j = piρxj/
√
N , where ρ is the average bulk
density, to obtain the bulk limiting form of the general correlation functions [75] [59, Chapter
7.8.1]
lim
N→∞
(
piρ√
N
)n
ρ(n) (x˜1, ..., x˜n)
= ρnqdet
[
Sbulk(xj , xk) I˜
bulk(xj , xk)
Dbulk(xj , xk) S
bulk(xk, xj)
]
j,k=1,...,n
, (97)
where
Sbulk(xj , xk) =
sinpiρ (xj − xk)
piρ (xj − xk) ,
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I˜bulk(xj , xk) =
1
piρ
∫ piρ (xj−xk)
0
sin t
t
dt+
1
2ρ
sgn(xk − xj),
Dbulk(xj , xk) =
∂
∂xj
sinpiρ (xj − xk)
piρ (xj − xk) .
The limiting density (96) appears commonly in Hermitian and symmetric random matrix
ensembles and is known as Wigner’s semi-circle law. It was first conjectured in the 1950s
based upon numerical evidence before being shown analytically by Wigner in 1955 [162] for
a restricted class of matrices, and then found to apply to a broader range of matrices in
[166]. Various results since then, including [130, 98, 16], have established a quite general
form of the law.
Proposition 2.42 (Semi-circle law). Let X = [xj,k]j,k=1,...,N be Hermitian, with iid entries
(up to the required symmetry) xj,k drawn from any distribution of zero mean and variance
1. Then the scaled eigenvalue density of X tends to (96) as N →∞.
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3 The importance of being odd
As mentioned at the beginning of Chapter 2.3.1, Definition 2.17 implies that the Pfaffian
of a matrix X is only defined if X is of even dimension. In [34] de Bruijn discusses how
the definition can be interpreted to include odd-sized matrices. We will stick with the
convention that Definition 2.17 only applies to even-sized matrices, however his methods —
which involve bordering an odd-sized matrix with an extra row and column, or calculating
the N odd case by removing one variable to infinity in the N + 1 case — turn out to be
similar to our development.
We see from Proposition 2.12 that the eigenvalue jpdf is insensitive to the parity of N ,
so the calculation up to that point does not need to be modified. But when Pfaffians are
introduced in Step III (Chapter 2.3) things go awry. It is at this point that we pick up
the calculation, with N now specified to be odd. We present two methods for calculating
the correlation functions for odd-sized matrices: one in which an extra row and column are
added to the generalised partition function (49) ([129] and [70] use similar constructions
for the circular ensembles); while the other uses the known correlations for a 2N -sized
system and removes one eigenvalue off to infinity, leaving the correlations of a (2N − 1)-
sized system. Note that these techniques were not required for the original calculations of the
GOE correlation functions for odd matrix size, since Proposition 2.30 was used. However, we
develop these techniques here since Dyson’s method is not applicable to the other ensembles
that will be considered in the following chapters of the present work, and we hope to provide
a unified treatment.
For the first approach (involving functional differentiation) the plan is to modify the
method of integration over alternate variables in such a way as to generate an even-sized
Pfaffian for N odd, giving ZN [u]. It is this modification to the alternate variable method that
essentially distinguishes the treatment of N odd from N even in all of the β = 1 ensembles.
We will then rewrite ZN [u] as a Fredholm quaternion determinant and Fredholm Pfaffian
and apply functional differentiation as in the even case to find the correlation functions.
However, there is a further complication in establishing the Fredholm operators for N odd:
because of the structure of the odd generalised partition function, the calculation cannot be
carried out strictly as a Pfaffian or quaternion determinant, since non-anti-symmetric and
non-self-dual matrices are involved. Instead, we resort to a determinantal form and then
use Corollary 2.35 after the fact.
3.1 Pfaffian generalised partition function for GOE, N odd
Here we derive the N odd analogue of Proposition 2.24 again using the method of integration
over alternate variables. Recall from the proof of that proposition that the method relied
on pairing up the rows (corresponding to pairing up the eigenvalues) in the Vandermonde
determinant to symmetrise ZN [u]. However, with N odd, there is clearly a difficulty as
there will be one unpaired row. Dealing with this row is something of a technical task, but
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it naturally leads to an even-sized Pfaffian, with an N × N block bordered by a row and
column corresponding to the unpaired eigenvalue. This type of method was applied
Proposition 3.1 ([115]). Let Q(~λ) be as in (27). For N odd the generalised partition
function for Q(~λ) is
ZN odd[u] =
N !
2N+1/2
N∏
j=1
1
Γ(j/2 + 1)
Pf
[
[γjk] [νj ]
[−νk] 0
]
j,k=1,...,N
, (98)
where γjk, pj(x) and u are as in Proposition 2.24 and
νk :=
∫ ∞
−∞
e−x
2/2u(x)pk−1(x) dx. (99)
Proof: As in the even case we order the eigenvalues in (48) according to −∞ < x1 <
· · · < xN < ∞, picking up a factor of N !, and let AN := 2−3N/2
∏N
j=1
1
Γ(j/2+1) . We then
have
ZN [u] = ANN !
∫ x2
−∞
dx1
∫ x3
x1
dx2 · · ·
∫ ∞
xN−1
dxN
N∏
j=1
e−x
2
j/2u(xj)
∏
1≤j<k≤N
(xk − xj)
= ANN !
∫ x2
−∞
dx1
∫ x3
x1
dx2 · · ·
∫ ∞
xN−1
dxN det
[
e−x
2
j/2u(xj)pk−1(xj)
]
j,k=1,...,N
= ANN !
∫ x4
−∞
dx2
∫ x6
x2
dx4 · · ·
∫ xN−1
xN−3
dxN−1
× det

[ ∫ x2j
−∞ e
−x2/2u(x)pk−1(x)dx
e−x
2
2j/2u(x2j)pk−1(x2j)
]
∫∞
−∞ e
−x2/2u(x)pk−1(x)dx

j=1,...,(N−1)/2
k=1,...,N
= AN
N !
((N − 1)/2)!
∫ ∞
−∞
dx2
∫ ∞
−∞
dx4 · · ·
∫ ∞
−∞
dxN−1
× det

[ ∫ x2j
−∞ e
−x2/2u(x)pk−1(x)dx
e−x
2
2j/2u(x2j)pk−1(x2j)
]
∫∞
−∞ e
−x2/2u(x)pk−1(x)dx

j=1,...,(N−1)/2
k=1,...,N
,
where, for the third equality, we have added rows to make the integrals inside the determinant
start at −∞, and for the last equality we removed the ordering on the (N − 1)/2 variables
outside the determinant.
With µjk as in (51), expanding the determinant yields
ZN [a] = AN
N !
(N/2)!
∑
P∈SN
ε(P )νP (N)
(N−1)/2∏
l=1
µP (2l−1),P (2l),
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and restricting the sum to terms with P (2l) > P (2l − 1) we have
ZN [a] = AN2
(N−1)/2N !
∗∑
P∈SN
P (2l)>P (2l−1)
ε(P )νP (N)
(N−1)/2∏
l=1
γP (2l−1),P (2l).
Now, letting νP (N),N+1 := νP (N) we use the first equality in Definition 2.17 and we have the
result.

3.2 Skew-orthogonal polynomials
Since (98) contains a Pfaffian, it will be simplest to calculate if we pick polynomials that
skew-diagonalise the matrix as in the even case. However, we note that with the polynomials
(57) νi
∣∣
u=1
6= 0 for any 1 ≤ i ≤ N , instead we see that the matrix is of the form
Ao =

A 0N−1 bN−1
0TN−1 0 bN
−bTN−1 −bN 0
 (100)
where A is given by (39) and bN−1 = [b1 b2 · · · bN−1]T . So this matrix differs from
that of (39) in that it contains two extra rows and columns that border the N − 1×N − 1
skew-diagonal matrix. While this matrix is not strictly skew-diagonal, it will serve our turn
since by Laplace expansion
PfAo = bN
(N−1)/2∏
j=1
aj .
and so we say the matrix Ao is odd skew-diagonal. However, a key difference between the
even and odd skew-diagonal matrices is their inverses. An even skew-diagonal matrix can be
written as DZ−1N where D is some diagonal matrix with every non-zero element repeated,
and so its inverse is simply ZND
−1 (a fact that was exploited in Proposition 2.38). Yet an
odd skew-diagonal matrix Ao cannot be decomposed in such a fashion; the inverse is of the
more complicated form
A−1o =

A−1 cN−1 0N−1
−cTN−1 0 −b−1N
0TN−1 b
−1
N 0
 (101)
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where cN−1 = [ b2a1bN
−b1
a1bN
b4
a2bN
−b3
a2bN
· · · bN−1a(N−1)/2bN
−bN−2
a(N−1)/2bN
]T , although we note that
A−1o is still anti-symmetric and the Pfaffian is
PfA−1o =
bN (N−1)/2∏
j=1
aj
−1 , (102)
as we should expect.
3.3 GOE n-point correlations, N odd
Definition 3.2. With the definitions as used in Proposition 2.36 and νk as defined in (99),
let fodd(x, y) be the 2× 2 matrix
fodd(x, y) =
[
Sodd(x, y) I˜odd(x, y)
Dodd(x, y) Sodd(y, x)
]
, (103)
where
Sodd(x, y) =
(N−1)/2−1∑
j=0
e−y
2/2
rj
(
Φˆ2j(x)Rˆ2j+1(y)− Φˆ2j+1(x)Rˆ2j(y)
)
+
e−y
2/2
ν¯N
RN−1(y),
Dodd(x, y) =
(N−1)/2−1∑
j=0
e−(x
2+y2)/2
rj
(
Rˆ2j(x)Rˆ2j+1(y)− Rˆ2j+1(x)Rˆ2j(y)
)
,
I˜odd(x, y) := Iodd(x, y) +
1
2
sgn(y − x)
=
(N−1)/2−1∑
j=0
1
rj
(
Φˆ2j+1(x)Φˆ2j(y)− Φˆ2j(x)Φˆ2j+1(y)
)
+
1
2
sgn(y − x)
+
1
ν¯N
(
ΦN−1(x)− ΦN−1(y)
)
,
with ν¯j := νj
∣∣
u=1
and
Rˆj(x) := Rj(x)− ν¯j+1
ν¯N
RN−1(x), (104)
Φˆj(x) :=
1
2
∫ ∞
−∞
dy Rˆj(y) e
−y2/2 sgn(x− y).
Again, the Pfaffian equivalent is
fodd(x, y)Z
−1
2 =
[
−I˜(x, y) S(x, y)
−S(y, x) D(x, y)
]
. (105)
To give away the ending, we will find that the correlations for the odd case are given by
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(89) with f(x, y) replaced by fodd(x, y). The obvious way to obtain this result is to repeat
the calculations of Chapter 2.5.1 using ZN odd[u] of (98) instead of ZN [u] from (49). The
presentation of this method in the proof of Proposition 2.38 is such that, with a minor
modification, we can proceed in the same fashion, highlighting the structural similarity
between the even and odd cases.
A perhaps more elegant approach is to use the known result for N even and combine it
with the physical intuition that a system containing an even number of interacting particles
will tend to a system with one fewer particles if one of them is removed to infinity. This
process works well for eigenvalues in an open set (such as here and in the Ginibre ensembles
of Chapter 4), however if the eigenvalues are contained in a compact set (such as the spherical
ensemble of Chapter 6) then this method does not seem applicable.
3.3.1 Functional differentiation method
In the following proposition we will modify the proof of Proposition 2.38 to produce the
odd analogue. The required modification is essentially the addition of an extra column to
the matrix E in (80). This approach is similar to that in [147] where use was made of (71)
while we use (64), although in that paper the matrix equivalent to E (labelled A) is of much
larger size: (N + 1)× 2T where T is some integer larger than 2N .
Proposition 3.3. Let γjk be as in (50), νk as in (99), with ν¯k := νk
∣∣
u=1
. Then, using the
skew-orthogonal polynomials of Proposition 2.27, we have
Pf
[
[γjk] [νj ]
[−νk] 0
]
j,k=1,...,N
=
ν¯N (N−1)/2−1∏
j=0
rj
 qdet[12 + fTodd(u− 12)], (106)
where fTodd(u−12) is the matrix integral operator with kernel fTodd(x, y) diag[u(y)−1, u(y)−1].
Proof : The proof for the odd case proceeds along the same lines as for the even case in
Proposition 2.38: we look for a pair of matrices A and B such that the left hand side of
(106) can be expressed as 1 + AB and then apply (64).
First, for convenience, we define
C :=
[
[γjk] [νj ]
[−νk] 0
]
j,k=1,...,N
.
Then with ψj := e
−x2/2Rj−1 and u = σ + 1 as in Proposition 2.38 we have
C = C(1) −C(σ),
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where C
(1)
jk := Cjk
∣∣∣
u=1
,
C
(σ)
jk :=
∫ ∞
−∞
(
σ(x)ψj(x)ψk[x]− σ(x)ψk(x)ψj [x]− σ(x)ψk(x)(σψj)[x]
)
dx
for 1 ≤ j < k ≤ N and
C
(σ)
j,N+1 = −
∫ ∞
−∞
e−x
2/2σ(x)Rj−1(x) dx (107)
for 1 ≤ j ≤ N , with the remaining elements being established by the anti-symmetry of C.
Clearly
Pf C = Pf
(
C(1)
(
1N+1 − (C(1))−1C(σ)
))
.
From the discussion at the beginning of Chapter 3.2 we know that with the skew-orthogonal
polynomials (57) C(1) is of the form (100) and not of the form (39) and so we cannot apply
Corollary 2.22. Instead we square both sides to obtain
det C =
ν¯N (N−1)/2−1∏
j=0
rj
2 det(1N+1 − (C(1))−1C(σ)). (108)
Recall Ω from (80) and extend the 2×N matrix E with an extra column, defining
Eodd :=
[
ψ1(y) · · · ψN (y) 0
ψ1[y] · · · ψN [y] −1
]
. (109)
In analogy with the even case, we let A be the N + 1 × 2 integral operator on (−∞,∞)
with kernel (C(1))−1σ(y)(ΩEodd)T , although (C(1))−1 has the structure (101). Carrying
out the explicit computation of the kernel of A we find the ‘hat’ structure of (104) emerges
naturally, so we define ψˆ and Gˆ to be the equivalent definitions used in Proposition 2.38 but
replacing R with Rˆ.
The kernel of A is then the N + 1× 2 matrix
[− σ(y)rb(j−1)/2c
(
Gˆj [y] + (σGˆj)[y]
)
] [ σ(y)rb(j−1)/2c Gˆj(y)]
σ(y)
∑N−2
k=0 Xk
(
Gk[y] + (σGk)[y]
)
+ σ(y)ν¯N −σ(y)
∑N−2
k=0 XkGk(y)
σ(y)
ν¯N
(
ψN [y] + (σψN )[y]
) −σ(y)ν¯N ψN (y)

j=1,...,N−1
,
where Xk := ν¯k/(rb(k−1)/2cν¯N ). With B = Eodd we then have 1N+1 − (C(1))−1C(σ) =
1N+1 + AB. Applying (64) then 1N+1 + BA equals[
1 + κ1,1 κ1,2
κ2,1 1 + κ2,2
]
, (110)
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where
κ1,1 =−
N−1∑
j=1
1
rb(j−1)/2c
(
ψˆj ⊗ σGˆj + ψˆj ⊗ σ(σGˆj)
)
+
1
ν¯N
ψN ⊗ σ,
κ1,2 =−
N−1∑
j=1
1
rb(j−1)/2c
(
ψˆj ⊗ σGˆj + ψˆj ⊗ σ(σGˆj)
)
+
1
ν¯N
ψN ⊗ σ
− 1
ν¯N
(1⊗ σ(σψN ) + 1⊗ σψN ) ,
κ2,1 =
N−1∑
j=1
1
rb(j−1)/2c
ψˆj ⊗ σGˆj ,
κ2,2 =
N−1∑
j=1
1
rb(j−1)/2c
ψˆj ⊗ σGˆj + 1
ν¯N
1⊗ σψN .
With the decomposition of ΩT given by (84) we factorise (110) as 1−∑N−1j=1 1rb(j−1)/2c ψˆj ⊗ σGˆj + 1ν¯N ψN ⊗ σ
−σ −∑N−1j=1 1rb(j−1)/2c ψˆj ⊗ σGˆj + 1ν¯N (ψN ⊗ σ − 1⊗ σψN )
∑N−1
j=1
1
rb(j−1)/2c
ψˆj ⊗ σGˆj
1 +
∑N−1
j=1
1
rb(j−1)/2c
ψˆj ⊗ σGˆj + 1ν¯N 1⊗ σψN
[ 1 0
σ 1
]
, (111)
which, as we saw in (82) and (85), eliminates the apparent complication of the factor σ.
The matrix on the right in (111) has determinant 1 and, recalling that fodd is invari-
ant under the coincidental replacements I˜(x, y) → −I˜(x, y), D(x, y) → −D(x, y), we have
established the square of (106). Applying Corollary 2.35 then gives the result.

By comparing (110) and (111) to their counterparts (82) and (85) in the even case
the similarity in the methods used is clear, which highlights the reason for this particular
presentation. The key difference was that the matrix in the generalised partition function
was skew-diagonalised in the even case, but not in the odd case.
Corollary 3.4. With ZN odd[u] as in Proposition 3.1 we have
ZN odd[u] =
N !
2N+1/2
N∏
j=1
1
Γ(j/2 + 1)
ν¯N (N−1)/2−1∏
j=0
rj
 qdet[12 + fTodd(u− 12)].
Proof : Substitute (106) into (98).

Now, applying function differentiation as in Proposition 2.40, we find the N odd corre-
lations.
Proposition 3.5. With fodd(xj , xk) from Definition 3.2 the nth-order correlation function
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for GOE, with N odd, is
ρ(n)(x1, ..., xn) = qdet[fodd(xl, xm)]l,m=1,...,n
= Pf[fodd(xl, xm)Z
−1
2 ]l,m=1,...,n.
3.3.2 Odd from even
An alternative approach to the problem of deducing N odd correlations is to take the known
result in the even case and then somehow generate the odd case from that. To this end we
can imagine that if one of the eigenvalues is removed to infinity, then we essentially have
two independent systems: one of N − 1 eigenvalues, and one with a single eigenvalue. The
probability function is then the product of the individual probabilities. So the calculation
of the odd case from that of the even with this ‘eigenvalue off to infinity’ method will be a
useful strategy if there exists an fN such that (27) exhibits the factorisation
Q(~λ) ∼ fN (λN ) Q(λ1, ..., λN−1).
|λN |→∞
(112)
Note that for finite N
Q(~λ) = 2−3(N−1)/2
N−1∏
j=1
e−λ
2
j/2
Γ(j/2 + 1)
∏
1≤j<k≤N−1
|λk − λj |
× 2−3/2 e
−λ2N/2
Γ(N/2 + 1)
N−1∏
j=1
|λN − λj |.
So with
fN (x) = 2
−3/2 e
−x2/2xN−1
Γ(N/2 + 1)
(113)
(27) satisfies (112), and using (61) we then have
ρN(m)(r1, ..., rm) ∼ NfN (rm) ρN−1(m−1)(r1, ..., rm−1),
|rm|→∞
(114)
where the superscripts refer to the number of variables in the relevant distribution function.
We now seek an interpretation of NfN (rm).
Lemma 3.6. Let
Q(x1, ..., xN ) := 1
CN
N∏
j=1
e−V (xj)
∏
1≤j<k≤N
|xk − xj | (115)
be the joint probability density function of the variables x1, ..., xN and define
FN (x) := CN−1
CN
xN−1e−V (r). (116)
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Then, with r := x1, we have
ρ(1)(r) ∼ NFN (r).
|r|→∞
Proof : Applying (61) to (115) yields
ρ1(r) = N
e−V (r)
CN
∫ ∞
−∞
dx2 · · ·
∫ ∞
−∞
dxN
N∏
j=2
|r − xj | e−V (xj)
∏
2≤j<k≤N
|xk − xj |
∼
|r|→∞
N
CN−1
CN
rN−1e−V (r)
1
CN−1
∫ ∞
−∞
dx2 · · ·
∫ ∞
−∞
dxN
×
N∏
j=2
e−V (xj)
∏
2≤j<k≤N
|xk − xj |. (117)
SinceQ(x1, ..., xN ) was defined as a probability density function in (115) (that is, the integral
is normalised to 1), the integral in (117) equals CN−1 and we have the result.

With (114) and Lemma 3.6 we have
ρN(m)(λ1, ..., λm) ∼ ρN(1)(rm)ρN−1(m−1)(r1, ..., rm−1),
|rm|→∞
(118)
with the minor caveat that in the case that the eigenvalues are ordered (which they are in
this case) one must be careful to remove only the largest eigenvalue off to infinity; however,
this amounts to nothing more than a relabeling.
So we see that from knowledge of the m-point correlation with N even, we can find the
(m− 1)-point correlation with N odd, by factoring out the density of the largest eigenvalue
and taking the limit. Our task now is to use (118) to deduce Proposition 3.5 from Proposition
2.40; and for that we begin with humble row and column reduction.
Recalling (74) we write out the Pfaffian in (89), explicitly identifying the last two rows
and columns, thusly
ρ(m)(x1, ..., xm) =
Pf

[
−I˜(xi, xj) S(xi, xj)
−S(xj , xi) D(xi, xj)
] [
−I˜(xi, xm) S(xi, xm)
−S(xm, xi) D(xi, xm)
]
[
−I˜(xm, xj) S(xm, xj)
−S(xj , xm) D(xm, xj)
] [
0 S(xm, xm)
−S(xm, xm) 0
]

i,j=1,...,m−1
,
for some fixed m. This matrix consists of four submatrices of sizes
• Top left: 2(m− 1)× 2(m− 1),
• Top right: 2(m− 1)× 2,
• Bottom left: 2× 2(m− 1),
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• Bottom right: 2× 2.
Applying elementary row and column operations yields
ρ(m)(x1, ..., xm) =
S(xm, xm) Pf

 −I˜∗(xi, xj) S∗(xi, xj)
−S∗(xj , xi) D∗(xi, xj)
  −I˜(xi, xm) 0
−S(xm, xi) 0

 −I˜(xm, xj) S(xm, xj)
0 0
  0 1
−1 0


i,j=1,...,m−1
= S(xm, xm) Pf
 −I˜∗(xi, xj) S∗(xi, xj)
−S∗(xj , xi) D∗(xi, xj)

i,j=1,...,m−1
, (119)
where
D∗(xi, xj) := D(xi, xj)− D(xi, xm)S(xm, xj)
S(xm, xm)
− S(xm, xi)D(xm, xj)
S(xm, xm)
,
S∗(xi, xj) := S(xi, xj)− S(xi, xm)S(xm, xj)
S(xm, xm)
− D(xm, xj)I˜(xi, xm)
S(xm, xm)
,
I˜∗(xi, xj) := I˜(xi, xj)− S(xi, xm)I˜(xm, xj)
S(xm, xm)
− S(xj , xm)I˜(xi, xm)
S(xm, xm)
.
The second equality in (119) can be seen by using the Laplace expansion method for Pfaffians
discussed in Chapter 2.3.1. Recalling (93) we see that (119) factors out ρN(1)(xm) as required
by (118). To reclaim Proposition 3.5 we must then have
D∗(xi, xj)
∣∣∣
xm→∞
= Dodd(xi, xj)
∣∣∣
N→N−1
,
S∗(xi, xj)
∣∣∣
xm→∞
= Sodd(xi, xj)
∣∣∣
N→N−1
,
I˜∗(xi, xj)
∣∣∣
xm→∞
= I˜odd(xi, xj)
∣∣∣
N→N−1
, (120)
which is easily established when we note from Definition 2.36 that as xm →∞
S(xm, xm)→ e
−x2m/2
rN/2−1
RN−1(xm)
1
2
ν¯N−1,
D(xi, xm)→ e
−(x2i+x2m)/2
rN/2−1
RN−2(xi) RN−1(xm),
S(xi, xm)→ e
−x2/2
rN/2−1
ΦN−2(xi) RN−1(xm),
S(xm, xi)→
N/2−1∑
k=0
e−x
2
i /2
rk
[
R2k+1(xi)
1
2
ν¯2k+1 −R2k(xi) 1
2
ν¯2k+2
]
,
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I˜(xi, xm)→
N/2−1∑
k=0
1
rk
[
Φ2k+1(xi)
1
2
ν¯2k+1 − Φ2k(xi) 1
2
ν¯2k+2
]
+
1
2
. (121)
Remark 3.7. Note that it may appear to the reader that an error has been made: the limiting
forms of S(xm, xi) and I˜(xi, xm) contain terms with factors of ν¯N whilst the odd forms of the
kernel elements on the right hand side of (120) (with N → N−1) have only ν¯N−1 terms and
lower. This seems to indicate that the sums in (121) should be restricted to k = 0, ..., N/2−2.
However, this is only an apparent problem since the six terms corresponding to k = N/2−1
in the limiting forms of D∗, S∗ and I˜∗ are conjoined in a conspiracy of cancellation, resolving
the problem.
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4 Real asymmetric ensemble
In this chapter we modify the Gaussian orthogonal ensemble of Chapter 2 by relaxing the
symmetry constraint on the elements of the matrices. As discussed in the introduction, the
resulting ensemble was first formulated by Ginibre in 1965 [77], where he also considered
non-Hermitian complex and non-self-dual real quaternion matrices. As with the GOE, GUE
and GSE these real, complex and real quaternion Ginibre ensembles correspond to β = 1, 2
and 4 respectively. Recall that these ensembles do not obey the same invariance under
orthogonal, unitary and symplectic groups, although they are sometimes denoted GinOE,
GinUE and GinSE by analogy. In keeping with the theme of this work, we will only be
looking at the case β = 1 of real, asymmetric Gaussian matrices.
The effective difference between this ensemble and those considered earlier by Dyson and
Mehta is that the eigenvalues are no longer constrained to a one dimensional support since,
in general, a real matrix may have both real and complex conjugate paired eigenvalues.
Given that the complex eigenvalues always come in conjugate pairs, we see that the number
of real eigenvalues k must be of the same parity as the size N of the matrix. While these
facts may be unsurprising when one knows a little linear algebra, it is remarkable since for us
it means the real line is populated with eigenvalues despite having measure zero inside the
support of the set of all eigenvalues. We will find in Chapter 4.7 that the expected number
of real eigenvalues is proportional to
√
N [52].
The existence of both real and non-real complex eigenvalues is particular to the β = 1
(real) case of Ginibre’s ensembles, and is a significant complication. Indeed in his original
paper, Ginibre was able to find the eigenvalue distribution for β = 4 and both the eigenvalue
distribution and the correlation functions for β = 2. However, for β = 1 he was only able to
calculate the distribution in the restricted case that all the eigenvalues are real — the full
jpdf was not calculated until 1991 in [108] and the full correlation functions not until 2008
[65, 149, 151, 27, 63, 147]. A major source of trouble is that the Dyson integration theorem
(Proposition 2.30) does not hold for real, asymmetric matrices, as pointed out in [6]. The
effect of this bipartite set of eigenvalues is that the partition function is now a sum over the
individual partition functions for each k.
Further, as for the GOE, the odd case again presents more difficulties, however it turns
out that we can overcome them in exactly the same way: we find that there is naturally an
extra row and column bordering the odd sized Pfaffian in the generalised partition function.
Interestingly, this extra row and column have a more natural interpretation in the present
setting: they correspond to the one real eigenvalue that is required to exist in an odd-sized
real matrix (recalling from above that the eigenvalues are real or one of a complex conjugate
pair).
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4.1 Element distribution
According to the procedure outlined in Chapter 2, our first task is to specify the matrix
element distribution. In the case of the real Ginibre ensemble this is particularly simple: for
a matrix X = [xj,k]j,k=1,...,N each element is independently drawn from a standard Gaussian
distribution,
1√
2pi
e−x
2
j,k/2, (122)
meaning that the element jpdf is
P (X) = (2pi)−N
2/2
N∏
j,k=1
e−x
2
j,k/2 = (2pi)−N
2/2e−(TrXX
T )/2. (123)
As mentioned above, the real Ginibre ensemble effectively contains two species of eigen-
values: real and non-real complex. To have a clear picture in our mind, we can produce a
simulated eigenvalue plot; Figure 4.1.1 clearly displays the finite probability of finding real
eigenvalues, which were absent in the complex Ginibre ensemble of Figure 1.0.2b.
Figure 4.1.1: Plot of eigenvalues from 50 independent 75 × 75 asymmetric real Gaussian
matrices (3750 points in total). Note the density of eigenvalues along the real line and the
reflective symmetry of the upper and lower half planes.
We can also generate plots analogous to Figure 2.1.1 for the GOE, of the density of these
real eigenvalues for varying matrix dimension, see Figure 4.1.2. Note that Figure 4.1.2 also
tells us the average number of real eigenvalues in these simulations for each matrix size;
these compare favourably to the
√
N behaviour of (199), which is the expected number of
these reals in the large N limit [52].
We will discuss the probability of finding real eigenvalues at length, so we make the
following definition.
57
-2 0 2 4
500
1000
1500
(a) N = 2, 14206 reals
-4 -2 0 2 4
500
1000
1500
2000
(b) N = 4, 19490 reals
-4 -2 0 2 4 6
500
1000
1500
2000
2500
(c) N = 9, 27960 reals
-6 -4 -2 0 2 4 6
500
1000
1500
2000
2500
3000
(d) N = 16, 36104 reals
-5 0 5
500
1000
1500
2000
2500
3000
3500
(e) N = 25, 44300 reals
-5 0 5 10
1000
2000
3000
4000
(f) N = 49, 60774 reals
-10 -5 0 5 10
1000
2000
3000
4000
5000
(g) N = 100, 84418 reals
Figure 4.1.2: Real eigenvalue density for 10,000 instances of N × N real Ginibre matrices;
the second value is the number of real eigenvalues in that simulation.
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Definition 4.1. Let X be an N ×N matrix. Define pN,k as the probability that there are
k real eigenvalues amongst the N total eigenvalues of X.
We can estimate the probability of finding some number of real eigenvalues in an N ×
N matrix from the real Ginibre ensemble by a Monte Carlo simulation, the results are
contained in Table 4.1.1. Another feature to note is the apparently circular distribution of
the eigenvalues in the complex plane. This is an illustration of the so-called Girko’s Circular
Law which will be discussed in Chapter 4.7.1.
Simulated pN,k Simulated pN,k Simulated pN,k
p2,2 0.70762 p3,3 0.35349 p38,38 0.00000
p2,0 0.29238 p3,1 0.64651 p38,36 0.00000
p4,4 0.12440 p5,5 0.03116 p38,34 0.00000
p4,2 0.72249 p5,3 0.51300 p38,32 0.00000
p4,0 0.15311 p5,1 0.45584 p38,30 0.00000
p6,6 0.00506 p7,7 0.00073 p38,28 0.00000
p6,4 0.25231 p7,5 0.08343 p38,26 0.00000
p6,2 0.64888 p7,3 0.57908 p38,24 0.00000
p6,0 0.09375 p7,1 0.33676 p38,22 0.00000
p8,8 0.00006 p9,9 0.00000 p38,20 0.00000
p8,6 0.02052 p9,7 0.00359 p38,18 0.00000
p8,4 0.34469 p9,5 0.14479 p38,16 0.00000
p8,2 0.57257 p9,3 0.59056 p38,14 0.00001
p8,0 0.06216 p9,1 0.26106 p38,12 0.00075
p10,10 0.00000 p11,11 0.00000 p38,10 0.01751
p10,8 0.00041 p11,9 0.00001 p38,8 0.14862
p10,6 0.04477 p11,7 0.01006 p38,6 0.4093
p10,4 0.41561 p11,5 0.20768 p38,4 0.34735
p10,2 0.49503 p11,3 0.58174 p38,2 0.07475
p10,0 0.04418 p11,1 0.20051 p38,0 0.00171
Table 4.1.1: Experimentally determined probabilities pN,k from simulations of 100,000 in-
dependent real Ginibre matrices.
4.2 Eigenvalue jpdf
As in Chapter 2.2.1 one would like to diagonalise the matrix X so that the N2 −N degrees
of freedom corresponding to the eigenvectors can be integrated over, leaving only the de-
pendence on the eigenvalues. Since real symmetric matrices are diagonalised by orthogonal
matrices, a fact we used in (7), integration over the elements of the diagonalising matrices
(which amounts to computation of the volume of O(N), the group of orthogonal N × N
matrices) was a readily computable problem; this is the content of Proposition 2.10. In [77]
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this was the approach of Ginibre as he attempted to calculate the eigenvalue distributions
and correlation functions by diagonalising these non-Hermitian matrices, however he was
unable to proceed very far in this direction for the β = 1 (real asymmetric) matrices. The
set of eigenvectors do not form an orthonormal basis, and so these matrices are not orthog-
onally diagonalisable as real symmetric matrices are. This means that the integral over the
diagonalising matrices is not given by (21), and in fact appears intractable.
Progress was made in 1991 [108] and, independently, in [50], where diagonal decom-
position was abandoned in favour of upper triangular decomposition; in particular, Schur
decomposition.
Remark 4.2. The decomposition used in [108] was not that of Schur, however the triangu-
lar matrix they used was equivalent to that in (125) through elementary row and column
operations.
To express a matrix in this form, first note that if a general N × N real matrix A has
k real eigenvalues then it has (N − k)/2 complex conjugate pairs of eigenvalues. The Schur
decomposition of A is then [144]
A = QRQT , (124)
where Q is orthogonal and R is the block upper triangular matrix
R =

λ1 ... R1,k R1,k+1 ... R1,m
. . .
...
...
...
λk Rk,k+1 ... Rk,m
zk+1 ... Rk+1,m
0
. . .
...
zm

, m = (N + k)/2, (125)
where, on the diagonal, we have the real eigenvalues λj and the 2× 2 blocks
zj =
[
xj −cj
bj xj
]
,where bj , cj > 0, (126)
corresponding to the complex eigenvalues xj ± iyj , yj =
√
bjcj . (This correspondence is
clear since the eigenvalues of zj are xj ± iyj .) Note that the dimension of Ri,j depends on
its position in R:
• 1× 1 for i, j ≤ k,
• 1× 2 for i ≤ k, j > k,
• 2× 2 for i, j > k.
(Proofs (in English) of the Schur decomposition are available in several places, for example
see [83, Theorem 7.1.3].)
60
This decomposition is not yet unique for two reasons; first, we know that, in general,
eigenvectors are unique only up to normalisation and direction. Since Q corresponds to
the eigenvectors and it is orthogonal, the normalisation constraint is already imposed. To
fix the sign, we specify that the first row of Q must be positive. Second, it is clear that
the eigenvalues are at present arbitrarily ordered along the diagonal of R, so we choose the
ordering
λ1 < · · · < λk and xk+1 < · · · < xm (127)
and (124) is now a 1-1 correspondence.
Remark 4.3. Note that, as we did for the GOE, we are ignore singular matrices and matrices
with repeated eigenvalues since the set of these matrices has measure zero in the real Ginibre
ensemble.
The benefit of using the Schur decomposition in place of diagonalisation is that the inte-
gral over the conjugating matrices is given by (21). Of course, the strictly upper triangular
components of R must now be integrated over (which will leave us with just the 1× 1 and
2 × 2 diagonal blocks corresponding to the eigenvalues), but we shall see that the depen-
dence on these variables factorises. Note that in Chapter 6 (for the real spherical ensemble),
where we also use Schur decomposition, the situation is significantly more complicated as
the integral over these upper triangular elements no longer factorises.
We will next calculate the Jacobian for the change of variables from the elements of
the matrix A to the eigenvalues of A and find that as in Proposition 2.8 (the symmetric
analogue) we will have a product of differences of eigenvalues. However, here the structure is
slightly more complicated due to the existence of both real and non-real complex eigenvalues.
In an attempt to arrest confusion, we first define the notation for this product.
Definition 4.4. Let k be a positive integer. Then with tj = λj ∈ R for j ≤ k and
tj = wj ∈ C\R for j > k define
|λ(tj)− λ(ti)| :=

|λj − λi|, for k ≥ j > i,
|wj − λi||w¯j − λi|, for j > k ≥ i,
|wj − wi||w¯j − wi|
×|wj − w¯i||w¯j − w¯i|, for j > i > k.
(128)
We can now state the asymmetric analogue of Proposition 2.8.
Proposition 4.5 ([50] Theorem 5.1). Decomposing a real matrix A according to the Schur
decomposition (124) we have
(dA) = 2(N−k)/2
∏
j<p
|λ(Rpp)− λ(Rjj)|(dR˜)(QT dQ)
×
k∏
j=1
dλj
(N+k)/2∏
l=k+1
|bl − cl| dxldbldcl, (129)
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where R˜ is the strictly upper triangular part of (125) and Q is an orthogonal matrix with
the first row specified to be positive.
Proof : In analogue with (16) we begin with the decomposition (124) and apply the
product rule of differentiation to find
QT dAQ = dR + QT dQR−RQT dQ.
Now let dO := QT dQ and we see that the ij-th element of QT dAQ is
dRij + dOijRjj −RiidOij +
∑
l<j
dOilRlj −
∑
l>i
RildOlj ,
or, specialising to particular cases,
dOijRjj −RiidOij +
∑
l<j
dOilRlj −
∑
l>i
RildOlj , for i > j,
dRii +
∑
l<i
dOilRli −
∑
l>i
RildOli, for i = j, (130)
dRij + dOijRjj −RiidOij +
∑
l<j
dOilRlj −
∑
l>i
RildOlj , for i < j.
Noting that dOij = −dOji (which is a consequence of the fact QQT = 1) we find that taking
the wedge product of the elements of QT dAQ in the order j = 1, i = N,N − 1, ..., 1 then
j = 2, i = N,N − 1, ..., 1 et cetera, up to j = N, i = N,N − 1, ..., 1 each of the differentials
in the summations over l in (130) have already been wedged and so, for the purposes of the
wedge product, they can be ignored. Let dO˜ be the matrix dO excluding the 2 × 2 blocks
dOii along the diagonal, which have the form[
0 doi
−doi 0
]
,
for some doi. Then the wedge product of the off-diagonal elements is∏
j<p
|λ(Rpp)− λ(Rjj)|(dO˜)(dR˜), (131)
using the notation defined in (128). More explicitly, the (dR˜) factor in (131) comes from the
dRij terms in (130) while the remaining factors are given by the terms dOijRjj −RiidOij ,
each of which contributes
|λj − λi| for k ≥ j > i,
(x2j − λ2i )2 + y2j for j > k ≥ i,(
(xj − xi)2 + (yj − yi)2
) · ((xj − xi)2 + (yj + yi)2) for j > i > k,
which we see is the same as (128) with wl = xl + iyl. (We can also establish (131) directly
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using [50, Lemma 5.1].) For i = j ≤ k we pick up just dλi, while for i = j > k, the middle
row in (130) becomes [
dxi + (bi − ci)doi dbi
−dci dxi + (ci − bi)doi
]
and the wedge product of these elements is
2(N−k)/2
(N+k)/2∏
l=k+1
|bl − cl|doldxldbldcl.
So then collecting the doi together with (dO˜) gives (dO) and we have the result.

Remark 4.6. In the case that k = N we note that (129) reduces (as expected) to (15), since
R˜ is then the zero matrix.
Proposition 4.7 ([108, 50]). Let A = [aij ] be an N×N real matrix with standard Gaussian
entries. Then if A has sets of real and complex eigenvalues, Λ = {λi}i=1,...,k and W =
{wi, w¯i}i=1,...,(N−k)/2 respectively, the eigenvalue jpdf is
QN,k(Λ,W ) = CN,k
k∏
i=1
e−λ
2
i /2
(N−k)/2∏
j=1
e−(w
2
j+w¯
2
j )/2 erfc(
√
2|Im(wj)|)
∣∣∆(Λ ∪W )∣∣, (132)
where ∆({xi}) :=
∏
i<j(xj − xi) and
CN,k :=
2−N(N−1)/4−k/2
k!((N − k)/2)!∏Nl=1 Γ(l/2) . (133)
Proof : We begin with the matrix element distribution (123). Let δj := bj − cj then,
using the Schur decomposition (124), we see that
e−Tr(AA
T )/2 = e−
∑
i<j r
2
ij/2e−
∑k
j=1 λ
2
j/2e−
∑(N−k)/2
j=1 x
2
j+y
2
j+δ
2
j/2, (134)
where [rij ] := R˜ are the strictly upper triangular elements of R. We can change variables
from b, c to y, δ with the equation
dbldcl =
2yl√
δ2l + 4y
2
l
dyldδl, (135)
where −∞ < δ < ∞ (and not 0 < δ < ∞ as claimed in [50, Lemma 5.2]). Taking the
product of (134) and (129), using (135), yields
e−Tr(AA
T )/2(dA) = 2(N−k)e−
∑
i<j r
2
ij/2e−
∑k
j=1 λ
2
j/2e−
∑(N−k)/2
j=1 x
2
j+y
2
j+δ
2
j/2
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×
∏
j<p
∣∣λ(Rpp)− λ(Rjj)∣∣(dR˜)(QT dQ) k∏
j=1
dλj
(N+k)/2∏
l=k+1
2 |δl| yl√
δ2l + 4y
2
l
dxldyldδl. (136)
Combining
∏(N+k)/2
l=k+1 2yl with the product of differences in (136) gives |∆(Λ ∪W )|.
As we would like the end result expressed in terms of the eigenvalue variables λl, xl and
yl, we plan to integrate over the variables δl. Since the variables δl and yl are coupled, this
gives a function of yl, which can be explicitly determined according to∫ δ=∞
δ=−∞
|δ| e−δ2/2√
δ2 + 4y2
dδ = 2
∫ ∞
δ=0
δ e−δ
2/2√
δ2 + 4y2
dδ
=
√
2pi e2y
2
erfc(
√
2 |y|), (137)
where the second equality in (137) is given in [85, 3.362.2] after a change of variables (al-
though in Edelman this evaluation included an erroneous factor of 2, which cancelled the
factor of 1/2 introduced in relation to (135)). This result can be verified by checking that
both sides agree at y = 0 and that they have identical derivatives.
We need to integrate out the unwanted N2 − N independent elements contained in Q
and R˜: we have the integral over the orthogonal matrices from Proposition 2.10, and the
integrals over the rij are simple Gaussians. Lastly, the factorials in the denominator of CN,k
come from relaxing the ordering on the k real eigenvalues and (N − k)/2 non-real complex
conjugate pairs of eigenvalues.

Remark 4.8. The integrals over R˜ were quite straightforward in the proof of Proposition
4.7 since each of them was a standard Gaussian. If this is not the case, however, then
this calculation can be a significant technical hurdle. We will return to this point when we
calculate the eigenvalue jpdf for the real, spherical ensemble in Chapter 6.2, where a more
involved technique must be employed.
In the following section we will find an expression for the probabilities of obtaining any
number of real eigenvalues, however in the restricted case that k = N (that is, we obtain
all real eigenvalues) we can directly integrate the eigenvalue jpdf (132) by using the Selberg
integral
SN (λ1, λ2, λ) :=
∫ 1
0
dt1 · · ·
∫ 1
0
dtN
N∏
l=1
tλ1l (1− tl)λ2
∏
1≤j<l≤N
|tl − tj |2λ, (138)
which can be evaluated as the product of gamma functions [145]
SN (λ1, λ2, λ) =
N−1∏
j=0
Γ(λ1 + 1 + jλ)Γ(λ2 + 1 + jλ)Γ(1 + λ(j + 1))
Γ(λ1 + λ2 + 2 + λ(N + j − 1))Γ(1 + λ) . (139)
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With k = N we have
pN,N = CN,N
∫ ∞
−∞
dλ1 · · ·
∫ ∞
−∞
dλN
N∏
i=1
e−λ
2
i /2
∏
j<l
|λl − λj |. (140)
This multiple integral is known as a Mehta integral [118], and by using (139), we find it has
evaluation [59, Chapter 4.7]
23N/2
N∏
j=1
Γ(j/2 + 1). (141)
Substitution of (141) into (140) gives [50, Corollary 7.1]
pN,N = 2
−N(N−1)/4, (142)
where we have used the Gamma function identity
Γ(n)Γ(n+ 1/2) =
√
pi Γ(2n)
22n−1
.
4.3 Generalised partition function
4.3.1 N even
With the eigenvalue distribution firmly in hand, we proceed to express the generalised
partition function as a quaternion determinant or Pfaffian. As the anamnestic reader will
recall, for the GOE we substituted the eigenvalue jpdf (27) into (46), the definition of ZN [u],
and then applied the method of integration over alternate variables. However, as alluded
to below Definition 2.23, the situation for real, asymmetric matrices is complicated by the
existence of two species of eigenvalues, which means we must take (47), with m = 2, as our
definition of the generalised partition function. We then have
Zk,(N−k)/2[u, v] = CN,k
∫ ∞
−∞
dλ1 · · ·
∫ ∞
∞
dλk
∫
R2+
dw1 · · ·
∫
R2+
dw(N−k)/2
×
k∏
i=1
u(λi) e
−λ2i /2
(N−k)/2∏
j=1
v(wj) e
−(w2j+w¯2j )/2erfc(
√
2|Im(wj)|) |∆(Λ ∪W )|. (143)
It will turn out that, as with the GOE in Chapter 2.3.3, the generalised partition function
is dependent on the parity of N . Note that (143) is independent of the parity of N , but, as
we did for the GOE, we proceed under the assumption that N is even, postponing the odd
case until Chapter 4.3.2.
Since (143) is an integral over all the variables for a fixed number k of real eigenvalues,
we see that
pN,k = Zk,(N−k)/2[1, 1], (144)
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where pN,k, from Definition 4.1, is the probability of finding k real eigenvalues from an
N ×N real Ginibre matrix. A generating function for these probabilities is then
ZN (ζ) :=
N/2∑
k=0
ζkZ2k,(N−2k)/2[1, 1]. (145)
But, of course, confining the correlations to a particular k number of real eigenvalues is
not in keeping with the realities of the problem, in which the number of real eigenvalues is
not known a priori. Consequently, we must introduce the summed-up generalised partition
function
ZN [u, v] =
N∑
k=0
] Zk,(N−k)/2[u, v], (146)
where ] indicates that the sum is restricted to values of k with the same parity as N (in
this case even). Our plan is to first find a quaternion determinant/Pfaffian form of (143),
at which point the sum in (146) is able to be performed quite simply.
Now we undertake the integration over alternate variables, with one further caveat: the
ordering is no longer as simple as it was for GOE. However, the reader will see that this
is just a small technical consideration and the procedure is not changed in any substantial
way.
Proposition 4.9 ([146, 65]). The generalised partition function Zk,(N−k)/2[u, v], for k and
N even, can be written in the Pfaffian form
Zk,(N−k)/2[u, v] =
2−N(N+1)/4∏N
l=1 Γ(l/2)
[ζk/2]Pf[ζαj,l + βj,l], (147)
where [ζn] means the coefficient of ζn and, with monic polynomials {pi(x)} of degree i,
αj,l =
∫ ∞
−∞
dx u(x)
∫ ∞
−∞
dy u(y) e−(x
2+y2)/2pj−1(x)pl−1(y) sgn(y − x),
βj,l = 2i
∫
R2+
dw v(w) erfc(
√
2|Im(w)|) e−(w2+w¯2)/2
×
(
pj−1(w)pl−1(w¯)− pl−1(w)pj−1(w¯)
)
.
(148)
Proof: To remove the absolute value sign from the Vandermonde in (143) we start by
ordering the real eigenvalues as λ1 < ... < λk, picking up a factor of k!. Recall that
|∆(Λ ∪W )| = ∏1≤j<l≤N |tl − tj |, where tj ∈ R for j ≤ k, and tj ∈ C\R for j > k. So with
l > k, as long as tj 6= t¯l, we have both |tl−tj | and its complex conjugate in the Vandermonde
product (recall the structure of (128)) and so we can remove the absolute value. For the
factors where tj = t¯l (of which there are (N − k)/2), then we can remove the absolute value
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as long as we multiply by i. Using (29) we have the Vandermonde determinant
∆(Λ ∪W ) = det

[pl−1(λj)]j=1,...,k[
pl−1(wj)
pl−1(w¯j)
]
j=1,...,(N−k)/2

l=1,...,N
, (149)
which we substitute into (143) giving
Zk,(N−k)/2[u, v] = CN,ki
(N−k)/2 k!
(k/2)!
∫
R2+
dw1 · · ·
∫
R2+
dw(N−k)/2
×
(N−k)/2∏
j=1
v(wl) e
−(w2j+w¯2j )/2 erfc(
√
2|Im(wj)|)
∫ ∞
−∞
dλ2
∫ ∞
−∞
dλ4 · · ·
∫ ∞
∞
dλk
× det

[ ∫ λ2j
−∞ e
−x2/2u(x)pl−1(x)dx
e−λ
2
2j/2u(λ2j)pl−1(λ2j)
]
j=1,...,k[
pl−1(wj)
pl−1(w¯j)
]
j=1,...,(N−k)/2

l=1,...,N
, (150)
where, as in Proposition 2.24, we have again added appropriate rows to make all the integrals
inside the determinant begin at −∞. The (k/2)! in the denominator comes from relaxing
the ordering on the real eigenvalues λ2, λ4, ..., λk.
Expanding the determinant we have
Zk,(N−k)/2[u, v] = CN,k
k!
(k/2)!
∑
P∈SN
ε(P )
k/2∏
l=1
aP (2l−1),P (2l)
N/2∏
l=k/2+1
bP (2l−1),P (2l),
where
aj,l :=
∫ ∞
−∞
dx u(x)e−x
2/2pl−1(x)
∫ x
−∞
dy u(y)e−y
2/2pj−1(y),
bj,l := i
∫
R2+
dw v(w) erfc(
√
2|Im(w)|) e−(w2+w¯2)/2 pj−1(w)pl−1(w¯).
(151)
Let
αj,l := aj,l − al,j ,
βj,l := 2(bj,l − bl,j),
(152)
then we have the restriction P (2l) > P (2l − 1) and we write
Zk,(N−k)/2[u, v] = CN,k
k!
(k/2)!2(N−k)/2
×
∑
P∈SN
P (2l)>P (2l−1)
ε(P )
k/2∏
l=1
αP (2l−1),P (2l)
N/2∏
l=k/2+1
βP (2l−1),P (2l)
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= CN,k
k!((N − k)/2)!
2(N−k)/2
∗∑
P∈SN
P (2l)>P (2l−1)
ε(P )
k/2∏
l=1
αP (2l−1),P (2l)
N/2∏
l=k/2+1
βP (2l−1),P (2l)
= CN,k
k!((N − k)/2)!
2(N−k)/2
[ζk/2]Pf[ζαj,l + βj,l]j,l=1,...,N ,
where we have used Definition 2.17, recalling Remark 2.18. Note that the (k−N)/2 factors
of 2 are to compensate for the factor of 2 introduced in the definition of β. The result now
follows immediately on substitution of CN,k from (133).

Performing the sum in (146) gives us that the generalised partition function for general
N and k (recalling that k must be of the same parity as N) is
ZN [u, v] =
2−N(N+1)/4∏N
l=1 Γ(l/2)
Pf[αj,l + βj,l]j,l=1,...,N . (153)
We also find that the generating function for the probabilities (145) becomes
ZN (ζ) =
2−N(N+1)/4∏N
l=1 Γ(l/2)
Pf[ζαj,l + βj,l]j,l=1,...,N
∣∣∣
u=v=1
. (154)
From (154), (144) and (145) we can see that the probabilities for the extremal values of k
are
pN,N =
2−N(N+1)/4∏N
l=1 Γ(l/2)
Pf[αj,l
∣∣
u=1
]j,l=1,...,N (155)
for all real eigenvalues, and
pN,0 =
2−N(N+1)/4∏N
l=1 Γ(l/2)
Pf[βj,l
∣∣
v=1
]j,l=1,...,N
for all complex eigenvalues.
4.3.2 N odd
As discussed at the beginning of Chapter 4.3.1, the generalised partition function is parity
dependent, in direct analogy with the GOE. Interestingly, the intricacies introduced by the
odd case have a more natural interpretation in the real Ginibre ensemble. Recall that the
application of integration over alternate variables in Proposition 3.1 was complicated by
the extra unpaired row in the Vandermonde determinant, which led to the Pfaffian of an
odd-sized matrix with a border row and column corresponding to this extra eigenvalue. We
will see the same structure for the real Ginibre matrices, however, this border now directly
corresponds to the single real eigenvalue that is guaranteed to exist in an odd-sized real,
asymmetric matrix. This is a consequence of the fact the eigenvalues of real, symmetric
matrices are real or a complex conjugate pair.
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Aside from some small technical considerations, the procedure is otherwise identical to
the N odd case of the GOE: we begin with the parity insensitive eigenvalue jpdf (132),
and apply a modified form of integration over alternate variables to give us an even-sized
Pfaffian.
Proposition 4.10. Let αj,l and βj,l be as in Proposition 4.9 and νj as in (99). Then, for
N, k odd, the generalised partition function for real, Ginibre matrices is
Zoddk,(N−k)/2[u, v] =
2−N(N+1)/4∏N
l=1 Γ(l/2)
[ζ(k−1)/2]Pf
[
[ζαj,l + βj,l] [νj ]
[−νl] 0
]
j,l=1,...,N
. (156)
Proof : First we remove the absolute value from the Vandermonde in (132) in the same
way as in Proposition 4.9, multiplying by k! i(N−k)/2. Then, using (149), the odd analogue
of (150) is
Zoddk,(N−k)/2[u, v] = CN,k i
(N−k)/2 k!
((k − 1)/2)!
∫
R2+
dw1 · · ·
∫
R2+
dw(N−k)/2
×
(N−k)/2∏
j=1
v(wl) e
−(w2j+w¯2j )/2 erfc(
√
2|Im(wj)|)
∫ ∞
−∞
dλ2
∫ ∞
−∞
dλ4 · · ·
∫ ∞
−∞
dλk−1
× det

[ ∫ λ2j
−∞ u(λ)e
−λ2/2pl−1(λ)dλ
u(λ2j)e
−λ22j/2pl−1(λ2j)
]
j=1,...,(k−1)/2[
pl−1(wj)
pl−1(w¯j)
]
j=1,...,(N−k)/2∫∞
−∞ u(λ)e
−λ2/2pl−1(λ)dλ

l=1,...,N
,
where we have shifted the row corresponding to the kth eigenvalue to the bottom row.
(Since this involves an even number of row transpositions the determinant is unchanged.)
Expanding the determinant, with aj,l, bj,l from (151) and αj,l, βj,l from (152), we have
Zoddk,(N−k)/2[u, v] = CN,k
k!
((k − 1)/2)!
×
∑
P∈SN
ε(P ) νP (N)
(k−1)/2∏
l=1
aP (2l−1),P (2l)
(N−1)/2∏
l=(k+1)/2
bP (2l−1),P (2l)
= CN,k
k!((N − k)/2)!
2(N−k)/2
×
∗∑
P∈SN
P (2l)>P (2l−1)
ε(P ) νP (N)
(k−1)/2∏
l=1
αP (2l−1),P (2l)
(N−1)/2∏
l=(k+1)/2
βP (2l−1),P (2l),
and, with CN,k from (133), we have the result.

As for N even, Zoddk,(N−k)/2[u, v] is the generalised partition function for only one part of
the relevant problem and we in fact need to sum over all possible k. The analogues of (146)
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and (153) are then
ZoddN [u, v] :=
N∑
k=1
] Zoddk,(N−k)/2[u, v]
=
2−N(N+1)/4∏N
l=1 Γ(l/2)
Pf
[
[αj,l + βj,l] [νj ]
[−νl] 0
]
j,l=1,...,N
, (157)
and those of (145) and (154) for the probabilities of finding k (odd) real eigenvalues are
ZoddN (ζ) :=
(N−1)/2∑
k=0
ζkZ2k+1,(N−1−2k)/2[1, 1]
=
(N−1)/2∑
k=0
ζkp2k+1,(N−1−2k)/2
=
2−N(N+1)/4∏N
l=1 Γ(l/2)
Pf
[
[ζαj,l + βj,l] [νj ]
[−νl] 0
]
j,l=1,...,N
∣∣∣∣∣∣
u=v=1
. (158)
The probabilities for the extremal values of k are also analogous.
4.4 Skew-orthogonal polynomials for the real Ginibre ensemble
As we saw in the case of the GOE, the Pfaffian in (153) will be most easily calculated if we
can find the appropriate polynomials that skew-diagonalise the matrix, or, for (157), make
it odd skew-diagonal as in (100). Recall that in Definition 2.25 we defined a skew-inner
product based on the double integrals γj,l from Proposition 2.24, which were the entries of
the (N even) generalised partition function. Here we will make the analogous definition,
this time using the αj,l and βj,l of Proposition 4.9.
Definition 4.11. Let {pj}j=1,2,... be a set of monic polynomials of degree N . Define the
inner product
(pj , pl) :=
∫ ∞
−∞
dx
∫ ∞
−∞
dy e−(x
2+y2)/2pj(x)pl(y) sgn(y − x)
+ 2i
∫
R2+
dw erfc(
√
2|Im(w)|) e−(w2+w¯2)/2
(
pj(w)pl(w¯)− pl(w)pj(w¯)
)
= αj+1,l+1 + βj+1,l+1
∣∣
u=v=1
, (159)
with αj,l and βj,l as in (148).
We would like to find monic polynomials that satisfy the skew-orthogonality properties
(p2j , p2l) = (p2j+1, p2l+1) = 0, (p2j , p2l+1) = −(p2l+1, p2j) = δj,lrj , (160)
although note that the anti-symmetry property is obvious from the definition of the inner
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product (159). The polynomials for the real Ginibre ensemble were first presented in [65].
Proposition 4.12. The skew-orthogonal polynomials for the real Ginibre ensemble are
p2j(x) = x
2j , p2j+1(x) = x
2j+1 − 2j x2j−1, (161)
with normalisation
(p2j , p2j+1) = rj = 2
√
2pi Γ(2j + 1). (162)
The direct verification that these polynomials are in fact skew-orthogonal with respect
to the inner product is somewhat of a chore; we will only sketch some of the salient points.
In the case (p2j , p2l) or (p2j+1, p2l+1) we see that the integrand in β2j+1,2l+1 and β2j+2,2l+2
is odd (since erfc is an odd function), and so β2j+1,2l+1 = β2j+2,2l+2 = 0. Also, α2j+1,2l+1 =
α2j+2,2l+2 = 0 by the same reasoning as in Proposition 2.27 (the inner integral produces an
odd integrand for the outer integral). For the remaining properties, including the calculation
of the normalisation, the reader is referred to [66] for the details.
Remark 4.13. The details we have omitted from the verification of the skew-orthogonal
polynomials involve finding recursions for the α and β integrals of (159). We will partially
address this issue in the following, when we discuss the calculation of the probabilities pN,k.
Remark 4.14. The skew-orthogonal polynomials may also be found via an average over a
characteristic polynomial (see [7]) or indirectly using knowledge of the average of the product
of two characteristic polynomials; we will pursue this latter method further in Chapters 6.7
and 7.4.
4.4.1 Probability of k real eigenvalues
Recall from (144) that pN,k, the probability of obtaining k real eigenvalues from an N ×N
real, Gaussian matrix, is given by Zk,(N−k)/2[1, 1]. In order to calculate the probabilities
using (147) and (156) we substitute ζαj,l + βj,l = (ζ − 1)αj,l + αj,l + βj,l = (ζ − 1)αj,l +
δj,lrb(j−1)/2c. Recalling that αj,l is anti-symmetric we can calculate the (non-zero) αj,l
∣∣
u=1
using the relation
α2j+1,2l+2
∣∣
u=1
= 2l Il−1,j − Il,j , (163)
where Ij,l satisfies the recursions
Ij+1,l = (2j + 2)Ij,l − 2Γ(j + l + 3/2)
Ij,l+1 = (2l + 1)Ij,l + 2Γ(j + l + 3/2),
(164)
with I0,0 = −2
√
pi [66]. Combining (164) and (163) we have
α2j+1,2l+2
∣∣
u=1
= 2 Γ(j + l + 1/2). (165)
71
For N odd we see from (156) that we also need to calculate νj
∣∣
u=1
, however from its
definition (99) we have νj
∣∣
u=1
= 0 for j even and for j odd we integrate by parts to find
νj
∣∣
u=1
= (j − 2)!!
√
2pi. (166)
With the entries of the matrices so specified, we can then calculate the probabilities, although
we still have an unwieldy N × N Pfaffian to deal with. This situation can be improved
somewhat by noting that with the polynomials (161) (or indeed with any set of alternating
even and odd functions) the Pfaffian matrix takes on a chequer pattern like (36), and so it
can be written as an N/2×N/2 determinant using (37). Generally an order p determinant
can be computed in floating point arithmetic using O(p3) operations, although the bit length
of intermediate values can become exponentially long, and ill-conditioning can result if this is
truncated [152]. Alternatively, computer algebra can be used. The results of our calculations
appear in Table A.1 of Appendix A where they are compared to the results of the simulations
in Table 4.1.1. Note that the exact results for N = 1, ..., 9 appeared in [50, Table 1], while
those for N = 12 are listed in [6, Table 2].
The probability pN,N (that all eigenvalues are real) in (142), which we calculated directly
from the eigenvalue jpdf, can, of course, be obtained from (155) or the odd equivalent from
(158). The formula (142) makes precise what we see experimentally in Table 4.1.1: the
chance of finding all real eigenvalues rapidly decreases with N , yet for any finite N we still
have a non-zero probability that they are all real. Another interesting fact (which we can
guess at from the table) established in the same work [50, Corollary 7.2] is that all the
probabilities are of the form r +
√
2 s where r and s are rational numbers.
We are now also in a position to quantify EN , the expected number of real eigenvalues.
We see from (145) that (for N even) this will be given by
EN = 2
∂
∂ζ
ZN (ζ)
∣∣∣
ζ=1
. (167)
We will find, however, that we can calculate the expected value quite easily once we have
the correlation functions and so we delay discussion of EN until Chapter 4.7.
Remark 4.15. In (167) we have required that N be even, however this is just an artifact of
the definition of the generating function ZN . If the power of ζ in (145) were 2k and in (158)
it were 2k+1 then we could use (167) (without the factor of 2) for both even and odd cases.
As it stands, for N odd we have
EoddN = 2
∂
∂ζ
ZoddN (ζ) + ζ
−1ZoddN (ζ)
∣∣∣∣∣
ζ=1
.
4.5 Eigenvalue correlations for N even
As we have stressed, the difficulty we face in the case of the real Ginibre ensemble is the
occurrence of two distinct species of eigenvalues. Consequently (recall the discussion below
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Proposition 2.30) the real Ginibre ensemble does not satisfy (62) nor (63). If one attempts to
apply that theorem it turns out that because the appropriate partition function is (146) (a
sum over the possible values of k) it is not possible to normalise the result of the integration
on the left hand side, and so the right hand side does not eventuate. More details about
this are contained in [6], where the authors propose a way to integrate Pfaffians that avoids
these complications. They then apply this method to calculate pN,k in terms of zonal
polynomials. We will not pursue their method here since by using the generalised partition
function with the relevant skew-orthogonal polynomials we are able to find a simple form for
the computation of pN,k, and further, we can push on to calculate the correlation functions
with the same tools.
Recall that in Proposition 2.40 we found the correlation functions were given as a quater-
nion determinant with the 2 × 2 correlation kernel f(x, y) from (73). In that case (GOE
matrices), all the eigenvalues are of a single species, and so the 2 × 2 block represents the
correlations between any pair of eigenvalues. In the present asymmetric case, the eigenvalues
are now in two disjoint sets: real, and non-real complex. (We may use the term complex to
refer to these non-real complex eigenvalues if no confusion is likely.) So we will not be sur-
prised to discover that a separate 2×2 block is required for each pairing of eigenvalue species.
Indeed, the correlation functions are built up from real-real, real-complex, complex-real and
complex-complex 2× 2 blocks, each of which has the same structure as f(x, y).
Definition 4.16. Let p0, p1, ... be the skew-orthogonal polynomials (161) and r0, r1, ... the
corresponding normalisations. With N even define
S(µ, η) = 2
N
2 −1∑
j=0
1
rj
[
q2j(µ)τ2j+1(η)− q2j+1(µ)τ2j(η)
]
,
D(µ, η) = 2
N
2 −1∑
j=0
1
rj
[
q2j(µ)q2j+1(η)− q2j+1(µ)q2j(η)
]
,
I˜(µ, η) = 2
N
2 −1∑
j=0
1
rj
[
τ2j(µ)τ2j+1(η)− τ2j+1(µ)τ2j(η)
]
+ (µ, η)
=: I(µ, η) + (µ, η),
where
qj(µ) = e
−µ2/2
√
erfc(
√
2|Im(µ)|) pj(µ),
τj(µ) =
{
− 12
∫∞
−∞ sgn(µ− z) qj(z) dz, µ ∈ R,
iqj(µ¯), µ ∈ R+2 ,
(µ, η) =
{
1
2 sgn(µ− η), µ, η ∈ R,
0, otherwise.
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And, in terms of these quantities, define
K(µ, η) =
[
S(µ, η) −D(µ, η)
I˜(µ, η) S(η, µ)
]
. (168)
There are specific 2 × 2 blocks corresponding to each of the four types of pairs of reals
and complexes. The reader may find it helpful to look at the explicit forms of the kernel
elements for each of these cases; they are written out in Appendix B.1. Also note that we
have assumed N is even; we will require a modification to the kernel elements in the case N
is odd, which will be dealt with in course.
In the restricted case that the eigenvalues are all real or all complex, the kernel (168)
was identified in [65], with the cross-correlations being furnished in [149] and, using notation
similar to ours, independently in [27], although the latter uses Pfaffians instead of quaternion
determinants. By Proposition 2.21 the matrices of Pfaffians and quaternion determinants
are related by a factor of Z−12 , so the Pfaffian kernel is[
S(µ, η) −D(µ, η)
I˜(µ, η) S(η, µ)
]
Z−12 =
[
D(µ, η) S(µ, η)
−S(η, µ) I˜(µ, η)
]
, (169)
which is identical to that in [27].
As in Lemma 2.37 for the GOE we have some relationships between the kernel elements,
although here there are more options to consider since there are four pairs of real and
complex eigenvalues. These relationships are easily verified (particularly when the explicit
forms in the appendix are kept in mind) and so no proof is given.
Lemma 4.17. With the functions S,D and I˜ as given in Definition 4.16, and using the
convention that x, y ∈ R and w, z ∈ C\R we have
I˜r,r(x, y) = −
∫ y
x
Sr,r(t, y)dt+
1
2
sgn(x− y),
I˜c,r(w, x) = −I˜r,c(x,w) = iSc,r(w¯, x),
I˜c,c(w, x) = iSc,c(w¯, z),
Dr,r(x, y) = − ∂
∂y
Sr,r(x, y),
Dr,c(x,w) = −Dc,r(w, x) = −iSr,c(x, w¯),
Dc,r(w, x) = −Dr,c(x,w) = − ∂
∂x
Sc,r(w, x),
Dc,c(w, z) = −iSc,c(w, z¯),
(170)
where the subscripts r and c are to clarify the domain.
Remark 4.18. Note the ‘missing’ relation — from the apparent symmetries it is expected
that I˜r,c(x,w) could be calculated as some integral of Sr,c(x,w). This can be done for the
even case, however it cannot be done in the odd case because of the extra term that appears
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in I˜r,c(x,w), which is dependent on the complex variable (see Appendix B.2). Of course, we
are still able to obtain I˜r,c(x,w) by its anti-symmetry and so the missing relation does not
affect the formulation.
In this section we will present two methods for calculating the correlation functions;
both based on functional differentiation and both beginning with ZN [u, v] from (153). The
first method produces a Fredholm quaternion determinant with a 4 × 4 kernel, instead of
a 2 × 2 kernel as in (87), where each 2 × 2 block relates to a different pairing of reals
and complexes. This method highlights the separate treatments required for the different
pairings, however, it needs more general functional differentiation and Fredholm operators.
The second method, which is more in keeping with the literature on the topic [149, 27, 147],
uses a perhaps less natural approach where a generalised variable is used to stand for both
real and complex variables as required, although it results in a 2 × 2 kernel and allows the
use of the existing functional differentiation and Fredholm operators from the GOE case.
Of course, both methods result in the same correlation functions with kernel given by (168),
and each is easily generalised to the odd case using the same method as that in Proposition
3.3.
Remark 4.19. Although we say that the 2 × 2 kernel method is more in keeping with the
literature on the topic, a variant of the 4 × 4 kernel method can be found in [59, Chapter
6.7].
4.5.1 Two component 4× 4 kernel method
We would like to apply functional differentiation again (as in the case of the GOE in Chapter
2.5.1) to find the correlation functions ρ(n1,n2)(x1, ..., xn1 , w1, ..., wn2) with n1 real and n2
non-real complex eigenvalues. However, it seems (70) is inadequate for our needs since it
contains only one species of eigenvalue; we require instead the formula
ρ(n1,n2)(x1, ..., xn1 , w1, ..., wn2) :=
1
ZN [u, v]
δn1+n2
δu(x1) · · · δu(xn1)δv(w1) · · · δv(wn2)
ZN [u, v]
∣∣∣
u=v=1
. (171)
This formula augurs well, however, we will also require a generalised form of the Fredholm
operators to make use of it.
Definition 4.20. Let λ be a constant parameter and KG an integral operator with kernel[
κ11(x, y) κ12(x, z)
κ21(w, y) κ22(w, z),
]
,
having two species of variable, {x, y} and {w, z}, and
K(xi, xj , wm, wn)s,t :=
[
κ11(xi, xj) κ12(xi, wn)
κ21(wm, xj) κ22(wm, wn)
]
i,j=1,...,s
m,n=1,...,t
.
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Then
det[1 + λKG] :=
∞∑
s=0
∞∑
t=0
λs+t
s!t!
∫
dx1 · · ·
∫
dxs
∫
dw1 · · ·
∫
dwt
× detK(xi, xj , wm, wn)s,t,
qdet[1 + λKG] :=
∞∑
s=0
∞∑
t=0
λs+t
s!t!
∫
dx1 · · ·
∫
dxs
∫
dw1 · · ·
∫
dwt
× qdetK(xi, xj , wm, wn)s,t,
when K(xi, xj , wm, wn)s,t is self-dual, and
Pf[1 + λKG] :=
∞∑
s=0
∞∑
t=0
λs+t
s!t!
∫
dx1 · · ·
∫
dxs
∫
dw1 · · ·
∫
dwt
× Pf K(xi, xj , wm, wn)s,t,
when K(xi, xj , wm, wn)s,t is anti-symmetric. The first term (s = t = 0) in each sum is taken
to be 1.
By following the same method of proof as in Lemma 2.34, we can establish its analogue
in this case, which then gives us the analogue of Corollary 2.35.
Corollary 4.21. With the definitions of Definition 4.20 we have
(det[1 + λKG]))
1/2
= qdet[1 + λKG]
in the case that K(xi, xj , wm, wn)s,t is self-dual, and
(det[1 + λKG]))
1/2
= Pf[1 + λKG]
when K(xi, xj , wm, wn)s,t is anti-symmetric.
We can see that with (171) applied to the Fredholm operators in Definition 4.20, we will
be able to pick out the term in the expansion of the integral operator corresponding to any
number of real and complex eigenvalues. The only difficulty that remains then is to express
the generalised partition function as a Fredholm quaternion determinant, in analogue with
(87).
We will use the integral operator definitions of (75) and (76), where it will be recalled
that, by convention, y is the variable of integration. Here we use the convention that we
integrate the real variable y or the complex variable z. (We never have both y and z in the
same expression so the convention can be applied consistently.)
Proposition 4.22. Let x, y ∈ R and w, z ∈ C\R. Then, with αij and βij as in Proposition
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4.9, we have
Pf[αij + βij ]i,j=1,...,N =
N/2−1∏
j=0
rj qdet[14 + KG(t− 14)], (172)
where KG(t− 14) is the 4× 4 matrix integral operator with kernel
[
K(x, y) K(x, z)
K(w, y) K(w, z)
]
u(y)− 1 0 0 0
0 u(y)− 1 0 0
0 0 v(z)− 1 0
0 0 0 v(z)− 1
 ,
with K(µ, η) as in (168).
Proof : Let
u = σ + 1,
v = η + 1,
ψj(x) := e
−x2/2pj−1(x)
φj(z) :=
√
erfc(
√
2|Im(z)|) e−z2/2pj−1(z). (173)
We still require the integral operator  as used in Proposition 2.38 for the real integrals, but
we also need to expand it to include the complex case,
f [η] =
{
1
2
∫
R ψ(y) sgn(η − y)dy, η ∈ R,
−i φ(η¯), η ∈ C\R. (174)
So then
αj,l + βj,l = (αj,l + βj,l)
∣∣∣
u=v=1
− 2
∫ ∞
−∞
σ(x)
(
ψj(x)ψk[x]− ψk(x)ψj [x]− ψk(x)(σψj)[x]
)
dx
− 2
∫
R2+
η(z)
(
φj(z)φl[z]− φj [z]φl(z)
)
dz
= (αj,l + βj,l)
(1) − (αj,l + βj,l)(τ), (175)
where (αj,l + βj,l)
(1) := (αj,l + βj,l)
∣∣∣
u=v=1
and (αj,l + βj,l)
(τ) is the two remaining terms.
By using the skew-orthogonal polynomials we can decompose
[
(αj,l + βj,l)
(1)
]
j,l=1,...,N
as in
the proof of Corollary 2.22 with DZ−1N , using ZN from (42) and
D = diag[r0, r0, r1, r1, ..., rN/2, rN/2].
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Recall Gj(x) from (78) and let
H2j−1(z) := φ2j(z), H2j(z) := −φ2j−1(z),
then
Pf[αj,l + βj,l]j,l=1,...,N =
N/2−1∏
j=0
rj qdet
[
δj,l
+
2
rb(j−1)/2c
∫ ∞
−∞
σ(x)
(
Gj(x)ψk[x]− ψk(x)Gj [x]− ψk(x)(σGj)[x]
)
dx
+
2
rb(j−1)/2c
∫
R2+
η(z)
(
Hj(z)φl[z]− Hj [z]φl(z)
)
dz
]
.
Now if we define
ΩG :=

−σ −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 and F :=

ψ1(y) · · · ψN (y)
ψ1[y] · · · ψN [y]
φ1(z) · · · φN (z)
φ1[z] · · · φN [z]
 (176)
then we can proceed in much the same way as for Proposition 2.38, with ΩG and F replacing
Ω and E respectively. To wit, let A be the integral operator with kernel
2Z−1N D
−1(τ(σ, η)ΩGF)T , where τ(σ, η) = diag[σ(y), σ(y), η(z), η(z)], and B = F. Then
1N − ZND−1[(αj,l + βj,l)(τ)] = 1N + AB
(cf. (81)) and we apply (65). Since the kernel of A is of the form[
− 2σ(y)rb(j−1)/2c
(
Gj [y] + (σGj)[y]
) 2σ(y)
rb(j−1)/2c
Gj(y)
− 2η(z)rb(j−1)/2c Hj [z]
2η(z)
rb(j−1)/2c
Hj(z)
]
j=1,...,N
(which is N × 4) and B is 4 × N , after using (65) we are left with a 4 × 4 matrix-valued
integral operator, with kernel
14 + BA =
[
κ˜r,r κ˜r,c
κ˜c,r κ˜c,c
]
,
where
κ˜r,r =
 1−∑Nj=1 2rb(j−1)/2c(ψj ⊗ σGj + ψj ⊗ σ(σGj))
−∑Nj=1 2rb(j−1)/2c(ψj ⊗ σGj + ψj ⊗ σ(σGj))∑N
j=1
2
rb(j−1)/2c
ψj ⊗ σGj
1 +
∑N
j=1
2
rb(j−1)/2c
ψj ⊗ σGj
 ,
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κ˜r,c =
 −∑Nj=1 2rb(j−1)/2cψj ⊗ ηHj ∑Nj=1 2rb(j−1)/2cψj ⊗ ηHj
−∑Nj=1 2rb(j−1)/2c ψj ⊗ ηHj ∑Nj=1 2rb(j−1)/2c ψj ⊗ ηHj
 ,
κ˜c,r =
 −∑Nj=1 2rb(j−1)/2cφj ⊗ σGj ∑Nj=1 2rb(j−1)/2cφj ⊗ σGj
−∑Nj=1 2rb(j−1)/2c φj ⊗ σGj ∑Nj=1 2rb(j−1)/2c φj ⊗ σGj
 ,
κ˜c,c =
 1−∑Nj=1 2rb(j−1)/2cφj ⊗ ηHj ∑Nj=1 2rb(j−1)/2cφj ⊗ ηHj
−∑Nj=1 2rb(j−1)/2c φj ⊗ ηHj 1 +∑Nj=1 2rb(j−1)/2c φj ⊗ ηHj
 .
Noting that
ΩTG

1 0 0 0
−σ 1 0 0
0 0 1 0
0 0 0 1
 = Z−14 , (177)
we can rewrite BA as
BA = 2EZ−1N D(τ(σ, η)ΩGF)
T = 2EZ−1N DF
TΩTGτ(σ, η)
= 2EZ−1N DF
TZ−14 τ(σ, η)

1 0 0 0
σ 1 0 0
0 0 1 0
0 0 0 1
 , (178)
where we are keeping with the convention of (86), that the operator σ from ΩG acts before
the larger operator. We can now remove terms with factors σ by factorising 14 +BA thusly
14 + BA =
[
κr,r κr,c
κc,r κc,c
] 
1 0 0 0
σ 1 0 0
0 0 1 0
0 0 0 1
 , (179)
where
κr,r =
 1−∑Nj=1 2rb(j−1)/2cψj ⊗ σGj ∑Nj=1 2rb(j−1)/2cψj ⊗ σGj
−σ −∑Nj=1 2rb(j−1)/2c ψj ⊗ σGj 1 +∑Nj=1 2rb(j−1)/2c ψj ⊗ σGj
 ,
κr,c =
 −∑Nj=1 2rb(j−1)/2cψj ⊗ ηHj ∑Nj=1 2rb(j−1)/2cψj ⊗ ηHj
−∑Nj=1 2rb(j−1)/2c ψj ⊗ ηHj ∑Nj=1 2rb(j−1)/2c ψj ⊗ ηHj
 ,
κc,r =
 −∑Nj=1 2rb(j−1)/2cφj ⊗ σGj ∑Nj=1 2rb(j−1)/2cφj ⊗ σGj
−∑Nj=1 2rb(j−1)/2c φj ⊗ σGj ∑Nj=1 2rb(j−1)/2c φj ⊗ σGj
 ,
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κc,c =
 1−∑Nj=1 2rb(j−1)/2cφj ⊗ ηHj ∑Nj=1 2rb(j−1)/2cφj ⊗ ηHj
−∑Nj=1 2rb(j−1)/2c φj ⊗ ηHj 1 +∑Nj=1 2rb(j−1)/2c φj ⊗ ηHj
 .
The matrix on the right of (179) has unit quaternion determinant and so we have the result
(up to the sign of the D and I˜ entries, which, as discussed in Proposition 2.38, leaves the
result unchanged).

Substitution of (172) into (153) gives us the desired form of the generalised partition
function,
ZN [u, v] =
2−N(N+1)/4∏N
l=1 Γ(l/2)
N/2−1∏
j=0
rj qdet[14 + KG(t− 14)], (180)
recalling that this Fredholm quaternion determinant involves a double sum, as defined in
Definition 4.20. So now we apply (171), which will pick out the term in (180) corresponding
to n1 real eigenvalues and n2 complex conjugate pairs of eigenvalues, that is, the sought
correlation function. (The proof is readily adapted from that of Proposition 2.40.)
Proposition 4.23 ([65, 149, 27]). Let N be an even integer. Then, with K(µ, η) from
(168), the real Ginibre eigenvalue correlation function for n1 real and n2 non-real, complex
conjugate pairs is
ρ(n1,n2)(x1, ..., xn1 , w1, ..., wn2) = qdet
[
K(xi, xj) K(xi, wm)
K(wl, xj) K(wl, wm)
]
i,j=1,...,n1
l,m=1,...,n2
= Pf
([
K(xi, xj) K(xi, wm)
K(wl, xj) K(wl, wm)
]
Z−12(n1+n2)
)
i,j=1,...,n1
l,m=1,...,n2
, xi ∈ R, wi ∈ R+2 .
4.5.2 One component 2× 2 kernel method
Here we find the correlation functions by using the observation that if we can treat both real
and complex eigenvalues in the same manner, then we will be able to apply the method of
Proposition 2.38 more or less directly. Conceptually, we integrate along the real line and then
over upper complex plane, all with one (hopefully) convenient notation. This technique can
be seen as a limit of that used in [27]. A suggestion of this approach can be found in (174),
where we have defined a single operator that depends on the reality of the variable. The
approach here then is to define all functions and operators such that they act appropriately
on real or complex variables. Of course, we must find the same correlation functions as
by any other method, so the end result will again be Proposition 4.23. We include this
method for two reasons: first, the idea of treating the real and complex eigenvalues together
is commonly employed in the literature on the real Ginibre ensemble (and, as mentioned
above, has already appeared briefly in (174)); and second, it highlights that our approach
here is broadly applicable.
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To this end let the uppercase variables X,Y stand for the variables x, y real or w, z
complex as required. Also let
f(X) =
{
f1(x), x ∈ R,
f2(w), w ∈ C\R.
The key to this method is the measure: if x is real and w non-real complex, then we define
the measure µ for the uppercase variables X,Y as∫
f(X) dµ(X) =
∫ ∞
−∞
f1(x) dx+
∫
R2+
f2(w) dw. (181)
With these modifications, we can now treat the real and complex variables together.
Proposition 4.24. Let αj,l and βj,l be as in (148), and let X,Y be real or non-real complex
variables as required. Then, with the skew-orthogonal polynomials (161) and corresponding
normalisations (162), we have
Pf[αj,l + βj,l]j,l=1,...,N =
N/2−1∏
j=0
rj qdet[12 + K(t− 12)], (182)
where K(t − 12) is an integral operator with kernel K(X,Y )diag[t(Y ) − 1, t(Y ) − 1], with
K(x, y) as in (168) and
t(Y ) =
{
u(Y ), Y ∈ R,
v(Y ), Y ∈ C\R.
Proof : With u, v, ψj(x) and φj(x) from (173) let,
ϕ(X) =
{
ψ(X), X ∈ R,
φ(X), X ∈ C\R, θ(X) =
{
σ(X), X ∈ R,
η(X), X ∈ C\R,
and recall the integral operator  of (174). Now, with the measure defined in (181) and
(αj,l + βj,l)
(1) from (175), we have
αj,l + βj,l = (αj,l + βj,l)
∣∣∣
u=v=1
− 2
∫
θ(Y )
(
ϕj(Y )ϕk[Y ]− ϕk(Y )ϕj [Y ]− ϕk(Y )(θϕj)[Y ]
)
dµ(Y )
=: (αj,l + βj,l)
(1) − (αj,l + βj,l)(θ),
where if  appears to the left of θ in a term that corresponds to a complex number then it
is understood to be zero.
With the matrix re-written in this form, where both the real and complex cases are
treated simultaneously, we can now apply the same method of proof as in Proposition
2.38, with ϕ replacing ψ. Explicitly, using the skew-orthogonal polynomials we decompose
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[
(αj,l + βj,l)
(1)
]
j,l=1,...,N
as DZ−1N recalling ZN from (42) and with
D = diag[r0, r0, r1, r1, ..., rN/2, rN/2]. Letting
G2j−1(t) := ϕ2j(t), G2j(t) := −ϕ2j−1(t),
we have
Pf[αj,l + βj,l]j,l=1,...,N =
N/2−1∏
j=0
rj qdet
[
δj,l
+
2
rb(j−1)/2c
∫ ∞
−∞
θ(Y )
(
Gj(Y )ϕk[Y ]− ϕk(Y )Gj [Y ]− ϕk(Y )(θGj)[Y ]
)
dµ(Y )
]
.
With Ωθ as in (80), but with θ replacing σ, and
Eϕ :=
[
ϕ1(Y ) · · · ϕN (Y )
ϕ1[Y ] · · · ϕN [Y ]
]
, (183)
let A be the N×2 matrix-valued integral operator on C with kernel 2Z−1N D−1θ(Y )(ΩθEϕ)T
and B = Eϕ. Then
1N − ZND−1[αj,l + βj,l](θ) = 1N + AB
and we may apply (65) to give
12 + BA =
 1−∑Nj=1 2rb(j−1)/2c (ϕj ⊗ θGj + ϕj ⊗ θ(θGj))
−∑Nj=1 2rb(j−1)/2c (ϕj ⊗ θGj + ϕj ⊗ θ(θGj))∑N
j=1
2
rb(j−1)/2c
ϕj ⊗ θGj
1 +
∑N
j=1
2
rb(j−1)/2c
ϕj ⊗ θGj

=
 1−∑Nj=1 2rb(j−1)/2cϕj ⊗ θGj ∑Nj=1 2rb(j−1)/2cϕj ⊗ θGj
−θ −∑Nj=1 2rb(j−1)/2c ϕj ⊗ θGj 1 +∑Nj=1 2rb(j−1)/2c ϕj ⊗ θGj
[ 1 0
θ 1
]
, (184)
where we have used (84) to obtain the second equality (with Ω replaced by Ωθ). The matrix
on the right hand side of (184) has unit quaternion determinant and so we have the result
(up to the sign of the D and I˜ entries).

If we relabel ZN [u, v] in (153) as Z
(ϕ)
N [t], with u, v appropriately replaced by t, then
substitute in (182), we have
Z
(ϕ)
N [t] =
2−N(N+1)/4∏N
l=1 Γ(l/2)
N/2−1∏
j=0
rj qdet[12 + K(t− 12)], (185)
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which is analogous (87). We must also rewrite (70) as
ρ(m)(X1, ..., Xm) =
1
Z
(ϕ)
N [t]
δm
δt(X1) · · · δt(Xm)Z
(ϕ)
N [t]
∣∣∣
t=1
, (186)
where m = n1 + n2. Substitution of (185) into (186), and then replacing Xi with xj real or
wj non-real complex as obliged then gives Proposition 4.23.
Remark 4.25. It is clear that both methods can be generalised to a higher number of eigen-
value domains (here we have only R and R+2 ). To use the 4 × 4 method, an extra 2 rows
and/or columns are added to the matrices E and Ω in (80) for each new domain. For l
domains you would finish up with a 2l × 2l kernel, with which to use with a suitably ex-
panded Fredholm operator. While for the 2× 2 method, we may appropriately redefine the
functions and measure to include all the cases. Of the two methods, the first seems the
more transparent, where each row and column can be identified with a particular domain,
however the second highlights the universal nature of the problem.
4.6 Eigenvalue correlations for N odd
Roughly speaking, the method of integration over alternate variables and the evenness of
Pfaffians are technically why N odd requires a separate treatment, but the conceptual hurdle
comes from the requirement that there must be at least one real eigenvalue in a real, odd-
sized matrix. This also highlights one reason why the odd β = 2 and β = 4 Ginibre ensembles
have not presented significantly more difficulties than their even counterparts — in these
cases the sets of matrices with real eigenvalues have measure zero in the eigenvalue support.
The odd case was first successfully dealt with in [151] by invoking artificial Grassman-
nians, shortly followed by [63] where the authors demonstrated that the N odd correlations
can be obtained as a limiting case of the correlations for N even, as demonstrated in Chapter
3.3.2. Lastly, in [147] it was shown how one obtains the N odd correlations by modifying
the approach taken in [27]. As with the GOE we will first use a modified form of this lat-
ter approach (using Fredholm operators and applying functional differentiation) in Chapter
4.6.1, and then look at obtaining the odd case as a limit of the even case in Chapter 4.6.2.
Although functional differentiation is also employed in [151], the particulars of their method
are sufficiently outside the scope of this work that we shall not investigate them here.
Definition 4.26. Let p0, p1, ... be the skew-orthogonal polynomials (161) and r0, r1, ... the
corresponding normalisations, and let νj be as in (99) and ν¯j = νj
∣∣
u=1
as it was in Propo-
sition 3.3. Define
Sodd(µ, η) = 2
N−1
2 −1∑
j=0
1
rj
[
qˆ2j(µ)τˆ2j+1(η)− qˆ2j+1(µ)τˆ2j(η)
]
+ κ(µ, η),
Dodd(µ, η) = 2
N−1
2 −1∑
j=0
1
rj
[
qˆ2j(µ)qˆ2j+1(η)− qˆ2j+1(µ)qˆ2j(η)
]
,
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I˜odd(µ, η) = 2
N−1
2 −1∑
j=0
1
rj
[
τˆ2j(µ)τˆ2j+1(η)− τˆ2j+1(µ)τˆ2j(η)
]
+ (µ, η) + θ(µ, η),
where (µ, η) is from Definition 4.16 and
pˆj(µ) = pj(µ)− ν¯j+1
ν¯N
pN−1(µ),
qˆj(µ) = e
−µ2/2
√
erfc(
√
2|Im(µ)|) pˆj(µ),
τˆj(µ) =
{
− 12
∫∞
−∞ sgn(µ− z) qˆj(z) dz, µ ∈ R,
iqˆj(µ¯), µ ∈ R+2 ,
κ(µ, η) =
{
qN−1(µ)/ν¯N , η ∈ R,
0, otherwise,
θ(µ, η) =
(
χ(η∈R)τN−1(µ)− χ(µ∈R)τN−1(η)
)
/ν¯N ,
with the indicator function χ(A) = 1 for A true and zero for A false. Then, let
Kodd(µ, η) =
[
Sodd(µ, η) −Dodd(µ, η)
I˜odd(µ, η) Sodd(η, µ)
]
.
In Appendix B.2 the kernel elements for N odd are written out explicitly. As with
the even kernel elements in Definition 4.16 the odd kernel elements also satisfy the inter-
relationships in Lemma 4.17.
4.6.1 Functional differentiation method
As may be expected from the previous, both the functional differentiation methods, using
either the 4× 4 or 2× 2 kernels, can be adapted to the odd case. We find for both that with
N odd the proof for the Fredholm operator form of the Pfaffian differs from the even case in
exactly the way the odd case of the GOE differed from its respective even case. Explicitly,
in order to find a Fredholm operator form of the Pfaffian in (157), we are led to consider an
odd skew-diagonal matrix of the form (100) and its inverse, which takes us outside the space
of matrices that can be decomposed as DZ−12N , with D diagonal, and thus, outside the realm
of Pfaffians and quaternion determinants. However, as in the GOE odd case, this involves
only technical minutiae, and instead, the real difference between even and odd cases boils
down to simply the inclusion of an additional column in the matrices F and Eϕ (for the
4× 4 and 2× 2 methods respectively). Since the technique has already been demonstrated
in the GOE case, we will only briefly consider these modified methods, starting with the
4× 4 kernel.
Proposition 4.27. With x, y ∈ R and w, z ∈ C\R then, using Definition 4.26, the N odd
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analogue of Proposition 4.22 is
Pf
[
[αj,l + βj,l] [νj ]
[−νl] 0
]
j,l=1,...,N
= ν¯N
(N−1)/2−1∏
j=0
rj qdet[14 + Kodd(t− 14)], (187)
where Kodd(t− 14) is an integral operator with kernel
[
Kodd(x, y) Kodd(x, z)
Kodd(w, y) Kodd(w, z)
]
u(y)− 1 0 0 0
0 u(y)− 1 0 0
0 0 v(z)− 1 0
0 0 0 v(z)− 1
 .
Proof : If we let
C :=
[
[αj,l + βj,l] [νj ]
[−νl] 0
]
j,l=1,...,N
then we note that C(1) := C∣∣
u=v=1
is of the form (100) (although with bj = ν¯j = 0 for j
even), and thus Corollary 2.22 does not apply. So, as in the case of the GOE, we work with
(Pf C)2 = det C instead of Pf C itself. Note that
C = C(1) − C(τ),
where C(τ)j,l := (αj,l + βj,l)(τ) of (175) for 1 ≤ j < k ≤ N , and C(τ)j,N+1 := C(τ)j,N+1 of (107).
Now substitute
Fodd :=

ψ1(y) · · · ψN (y) 0
ψ1[y] · · · ψN [y] −1
φ1(z) · · · φN (z) 0
φ1[z] · · · φN [z] 0

for F in (176) and define A to be the (N + 1)× 4 integral operator with kernel
2(C(1))−1(τ(σ, η)ΩGFodd)T , where the remaining notation is from Proposition 4.22. Then,
with B = Fodd, we apply (64) and obtain
14 + BA =
[
κ˜oddr,r κ˜
odd
r,c
κ˜oddc,r κ˜
odd
c,c
]
, (188)
where
κ˜r,r =
 1−∑Nj=1 2rb(j−1)/2c (ψˆj ⊗ σGˆj + ψˆj ⊗ σ(σGˆj))+ 1ν¯N ψN ⊗ σ
f∑N
j=1
2
rb(j−1)/2c
ψˆj ⊗ σGˆj
1 +
∑N
j=1
2
rb(j−1)/2c
ψˆj ⊗ σGˆj + 1ν¯N 1⊗ σψN
 ,
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κ˜r,c =
 −∑Nj=1 2rb(j−1)/2c ψˆj ⊗ ηHˆj ∑Nj=1 2rb(j−1)/2c ψˆj ⊗ ηHˆj
−∑Nj=1 2rb(j−1)/2c ψˆj ⊗ ηHˆj − 1ν¯N 1⊗ ηφN ∑Nj=1 2rb(j−1)/2c ψˆj ⊗ ηHˆj
 ,
κ˜c,r =
 −∑Nj=1 2rb(j−1)/2c φˆj ⊗ σGˆj + 1ν¯N ψN ⊗ σ ∑Nj=1 2rb(j−1)/2c φˆj ⊗ σGˆj
−∑Nj=1 2rb(j−1)/2c φˆj ⊗ σGˆj + 1ν¯N φN ⊗ σ ∑Nj=1 2rb(j−1)/2c φˆj ⊗ σGˆj
 ,
κ˜c,c =
 1−∑Nj=1 2rb(j−1)/2c φˆj ⊗ ηHˆj ∑Nj=1 2rb(j−1)/2c φˆj ⊗ ηHˆj
−∑Nj=1 2rb(j−1)/2c φˆj ⊗ ηHˆj 1 +∑Nj=1 2rb(j−1)/2c φˆj ⊗ ηHˆj
 ,
with
f := −
N∑
j=1
2
rb(j−1)/2c
(
ψˆj ⊗ σGˆj + ψˆj ⊗ σ(σGˆj)
)
+
1
ν¯N
(
ψN ⊗ σ − 1⊗ σ(σψN )− 1⊗ σψN
)
,
and ψˆj , φˆj , Gˆj and Hˆj are given by the ‘non-hat’ versions from Proposition 4.22 with pj
replaced by pˆj of Definition 4.26. Now we use (177) to factorise (188), and then apply
Corollary 2.35 to obtain the result.

Remark 4.28. By comparing Propositions 2.38, 3.3, 4.22 and 4.27 one can see why this
method has been used: with minor variations it can be applied to both the even and odd
cases of the GOE and the real, Ginibre ensemble, which has a pleasing symmetry. This
also points to the future possibilities of easily generalising this method to systems with an
arbitrary number of distinct particle species. But that, as they say, is another story (and
ahead of known applications). (See Chapter 8 for possible uses.)
Substitution of (187) into (157) yields
ZoddN [u, v] =
2−N(N+1)/4∏N
l=1 Γ(l/2)
ν¯N
(N−1)/2−1∏
j=0
rj qdet[14 + Kodd(t− 14)], (189)
and, as is now routine, the correlation functions are given upon substitution of (189) into
(171).
Proposition 4.29 ([151, 63, 147]). For the real Ginibre ensemble of odd-sized matrices
the correlation functions for n1 real eigenvalues and n2 non-real complex conjugate pairs of
eigenvalues are
ρ(n1,n2)(x1, ..., xn1 , w1, ..., wn2) = qdet
[
Kodd(xi, xj) Kodd(xi, wm)
Kodd(wl, xj) Kodd(wl, wm)
]
i,j=1,...,n1
l,m=1,...,n2
= Pf
[ Kodd(xi, xj) Kodd(xi, wm)
Kodd(wl, xj) Kodd(wl, wm)
]
i,j=1,...,n1
l,m=1,...,n2
Z−12(n1+n2)
 , xi ∈ R, wi ∈ R+2 .
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Remark 4.30. To use the 2× 2 kernel method, the essential step is to replace Eϕ with
Eϕ,odd :=
[
ϕ1(Y ) · · · ϕN (Y ) 0
ϕ1[Y ] · · · ϕN [Y ] −1
]
,
in Proposition 4.24, then Proposition 4.29 follows by adapting the odd method used in
Proposition 3.3.
4.6.2 Odd from even
Here we can, more or less, directly apply the method of Chapter 3.3.2 to precipitate the odd
case from the even case for the real Ginibre ensemble. In fact, the method was originally
presented in [63] with the real Ginibre case in mind, only using the simpler GOE case to
illustrate the technique.
To ensure success, we look for a factorisation analogous to (112). Using (132) we separate
out the dependence on the eigenvalue λ1 to obtain
QN,k(Λ,W ) = CN,k e
−λ21/2
k∏
j=2
|λ1 − λj |
(N−k)/2∏
j=1
|λ1 − wj ||λ1 − w¯j |
×
k∏
j=2
e−λ
2
j/2
(N−k)/2∏
j=1
e−(w
2
j+w¯
2
j )/2erfc(
√
2|Im(wj)|)|∆(Λ˜1,W )|,
where Λ˜j is the Λ of Proposition 4.7 without λj . Now we let λ1 tend to infinity to find
QN,k(Λ,W ) ∼ CN,kCN−1,k−1 e−λ
2
1/2λN−11 QN−1,k−1(Λ˜1,W )
λ1→∞
, (190)
which is the required analogue of (112). Define
gN,k(λ1) :=
CN,k
CN−1,k−1
e−λ
2
1/2λN−11 =
e−λ
2
1/2λN−11
k 2N/2Γ(N/2)
,
then
δ
δu(λ1)
Zk,(N−k)/2[u, v] ∼
λ1→∞
k gN,k(λ1) Zk−1,(N−k)/2[u, v],
recalling Zk,(N−k)/2[u, v] from (147). So with ZN [u, v] from (146) we have
δ
δu(λ1)
ZN [u, v] =
N∑
k=0
] δ
δu(λ1)
Zk,(N−k)/2[u, v]
∼
λ1→∞
N−1∑
k=1
] k gN,k(λ1) Zk−1,(N−k)/2[u, v]
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=
e−λ
2
1/2λN−11
2N/2Γ(N/2)
N−1∑
k=1
] Zk−1,(N−k)/2[u, v]
=
e−λ
2
1/2λN−11
2N/2Γ(N/2)
ZN−1[u, v], (191)
where the ] indicates that the sum is only over those values k with the same parity as the
upper terminal.
Recalling from (171) that
ρ(1,0)(λ1) =
1
ZN [u, v]
δ
δu(λ1)
ZN [u, v]
∣∣∣
u=v=1
(192)
and that ZN [1, 1] = 1 for all N , it follows from (191) that with gN (λ) := kgN,k(λ)
ρN(1,0)(λ1) ∼ gN (λ1),
which is the analogue of Lemma 3.6, and so we have
QN,k(Λ,W ) ∼
λ1→∞
ρ(1,0)(λ1)QN−1,k−1(Λ˜1,W ),
which is the sought factorisation. Now, making use of (171), in the general case we obtain
ρ
(N)
(n1,n2)
(x1, ..., xn1 , w1, ..., wn2) ∼x1→∞ ρ
(N)
(1,0)(x1) ρ
(N−1)
(n1−1,n2)(x2, ..., xn1 , w1, ..., wn2),
the analogue of (118). So, as with the GOE, knowledge of the correlation functions for
N even enables us to find the correlation functions for a system of N − 1 eigenvalues by
factoring out the density of the largest real eigenvalue and taking the limit.
Using the correlation function in Pfaffian form (recall the Pfaffian kernel (169), which
we call KN here), we shift the rows and columns corresponding to the eigenvalue xk to the
far right and bottom of the matrix as so
Pf

KN (xi, xj) KN (xi, wm) KN (xi, xk)
KN (wl, xj) KN (wl, wm) KN (wl, xk)
KN (xk, xj) KN (xk, wm) KN (xk, xk)

i,j=1,...,n1−1
l,m=1,...,n2
. (193)
Since this involves shifting 2 rows and 2 columns an even number of times the Pfaffian is
unchanged. The sizes of the submatrices in (193) are:
• top left: 2(n1 − 1)× 2(n1 − 1); top centre: 2(n1 − 1)× 2(n2);
top right: 2(n1 − 1)× 2.
• centre left: 2(n2)× 2(n1 − 1); centre: 2(n2)× 2(n2);
centre right: 2(n2)× 2.
• bottom left: 2× 2(n1 − 1); bottom centre: 2× 2(n2);
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bottom right: 2× 2.
We now perform the same row and column reduction as in (119), finding that the ‘starred’
kernel elements are slightly complicated by the existence of both real and complex eigen-
values. Then, on taking the limit xk → ∞ the starred kernel elements reduce to their odd
counterparts, with N replaced by N − 1, and we recover Proposition 4.29. The details are
ommitted as the procedure is a straightforward modification of that described in Chapter
3.3.2.
4.7 Correlation kernel elements and large N limits
The summations in the kernel elements of Definitions 4.16 and 4.26 can be performed ex-
plicitly on substitution of the skew-orthogonal polynomials (161) [66, 27]. We list the results
for S(µ, η) for each of the four combinations of real and complex eigenvalues, but first we
recall the definitions
Γ(N, x) :=
∫ ∞
x
tN−1e−tdt γ(N, x) :=
∫ x
0
tN−1e−tdt
=Γ(N)e−x
N∑
j=1
xj−1
(j − 1)! , =Γ(N)− Γ(N, x), (194)
which are called the upper and lower incomplete gamma functions respectively. By substi-
tuting the polynomials (161) into S(µ, η) (with µ = x, η = y ∈ R) and performing some
manipulations involving the formulae
∫ x
−∞
e−u
2/2u2k+1du = −(2k)!! e−x2/2
k∑
l=0
x2l
(2l)!!
,∫ x
−∞
e−u
2/2u2kdu = (2k − 1)!!
∫ x
−∞
e−u
2/2du
− (2k − 1)!! e−x2/2
k∑
l=0
x2l−1
(2l − 1)!! ,
we obtain a closed form of Sr,r(x, y). The other kernel elements can be similarly summed
and we have
Sr,r(x, y) =
1√
2pi
[
e−(x−y)
2/2 Γ(N − 1, xy)
Γ(N − 1) + 2
(N−3)/2e−x
2/2xN−1sgn(y)
γ(N−1
2
, y2/2)
Γ(N − 1)
]
,
Sr,c(x,w) =
ie−(x−w¯)
2/2
√
2pi
(w¯ − x)Γ(N − 1, xw¯)
Γ(N − 1)
√
erfc(
√
2|Im(w)|),
Sc,r(w, x) =
1√
2pi
[
e−(w−x)
2/2 Γ(N − 1, wx)
Γ(N − 1) + 2
(N−3)/2e−w
2/2wN−1sgn(x)
γ(N−1
2
, x2/2)
Γ(N − 1)
]
×
√
erfc(
√
2|Im(w)|),
Sc,c(w, z) =
ie−(w−z¯)
2/2
√
2pi
(z¯ − w)Γ(N − 1, wz¯)
Γ(N − 1)
√
erfc(
√
2|Im(w)|)
√
erfc(
√
2|Im(z)|),
(195)
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where we again use the convention that x, y are real and w, z are non-real complex. The
remaining kernel elements D(µ, η) and I˜(µ, η) can also be written in such a form by direct
summation or by using Lemma 4.17. (The one caveat to the previous statement is that
there does not seem to be a closed form of Ir,r(x, y).) Note that the equations in (195)
are independent of the parity of N , and so we suspect that they hold in both the even and
odd cases. This can be checked by explicitly performing the sums in Definition 4.26 using
the skew-orthogonal polynomials; one then obtains the same set of equations explicitly. See
Appendix B.3 for the full set of summed kernel elements.
Recall from (93) that for the GOE the density — which is identical to the 1-point
correlation function — of real eigenvalues was given by S(x, x); similarly for the real Ginibre
ensemble we see from (195) that the density of real eigenvalues is given by [52]
ρr(1)(x) = Sr,r(x, x)
=
1√
2pi
[
Γ(N − 1, x2)
Γ(N − 1) + 2
(N−3)/2e−x
2/2|x|N−1 γ(
N−1
2 , x
2/2)
Γ(N − 1)
]
, (196)
and the density of complex eigenvalues is given by [50]
ρc(1)(w) = Sc,c(w,w)
=
√
2
pi
ve2v
2 Γ(N − 1, |w|2)
Γ(N − 1) erfc(
√
2v), (197)
where w = u+ iv.
In Chapter 4.4.1 we discussed the probability pN,k of obtaining k real eigenvalues from
an N×N real Ginibre matrix, and we mentioned that an interesting related quantity is EN ,
the expected number of real eigenvalues. By integrating (196) over the real line we have a
simpler method of calculating EN than using (167), and, with a result from [85, 3.196.1],
we find
EN =
1
2
+
√
2
pi
Γ(N + 1/2)
Γ(N)
2F1(1,−1/2;N ; 1/2)
=
1
2
+
√
2N
pi
(
1− 3
8N
− 3
128N2
+
27
1024N3
+
499
32768N4
+O(1/N5)
)
, (198)
which was first identified in [52, Corollaries 5.1 and 5.2]. Clearly, from (198) we see that
EN ∼
√
2N
pi
(199)
for large N . In [65] the authors calculated the large N variance in the number of real
eigenvalues
σ2N = (2−
√
2)EN , (200)
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which, in Chapter 6.4, we will compare to the analogous result for the real spherical ensemble,
finding that they are identical.
We can also find the large N limits of the kernel elements. Firstly we look for the limit
in the bulk: let N → ∞ with x, y, w, z fixed. Noting from (194) that Γ(N, x) → Γ(N) for
large N (and so γ(N, x)→ 0) we have [65, 27]
Sbulkr,r (x, y) =
1√
2pi
e−(x−y)
2/2,
Sbulkr,c (x,w) =
i√
2pi
√
erfc(
√
2|Im(w)|) (w¯ − x)e−(x−w¯)2/2,
Sbulkc,r (w, x) =
1√
2pi
√
erfc(
√
2|Im(w)|) e−(w−x)2/2,
Sbulkc,c (w, z) =
i√
2pi
√
erfc(
√
2|Im(w)|)
√
erfc(
√
2|Im(z)|) (z¯ − w)e−(z¯−w)2/2. (201)
We will see in Chapter 4.7.1 that the eigenvalue support tends to a disk centred at the origin
with radius
√
N and so we can calculate the limiting kernel elements at the real edge (the
edge of the support on the real line) by taking X = x − √N (and similarly for Y,W,Z).
Then, with the following asymptotic forms for large N
γ(N − j + 1, N) ∼ Γ(N − j + 1)
2
(
1 + erf(j/
√
2N)
)
,
Γ(N − j + 1) ∼
√
2piNN−j+1/2e−Ne−j
2/2N ,(
1 +
x√
N
)N−1
∼ ex
√
N−x2/2,
we have [65, 27]
Sedger,r (X,Y ) =
1√
2pi
[e−(X−Y )2/2
2
erfc
(X + Y√
2
)
+
e−X
2
2
√
2
(1 + erf Y )
]
,
Sedger,c (X,W ) =
i
2
√
2pi
√
erfc(
√
2|Im(W )|) (W −X)e−(X−W )2/2erfc
(X +W√
2
)
,
Sedgec,r (W,X) =
1√
2pi
[e−(W−X)2/2
2
√
erfc(
√
2|Im(W )|) erfc
(X +W√
2
)
+
e−W
2
2
√
2
(1 + erf X)
]
,
Sedgec,c (W,Z) =
i
2
√
2pi
√
erfc(
√
2|Im(W )|)
√
erfc(
√
2|Im(Z)|)
× (Z −W )e−(Z−W )2/2erfc
(W + Z√
2
)
. (202)
For a full list of the limiting kernel elements in the bulk and at the edge see (B.2) and (B.3)
in Appendix B.3.
These edge and bulk results have been taken somewhere near the real line where the
effect of the non-zero density on the real line can still be felt. If one were to look at the
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limits away from the real line, then one expects this effect to vanish. Indeed this is what
happens; from [27] the limiting bulk correlations for the complex eigenvalues away from the
real line are given by
lim
N→∞
ρc(n)(w1, ..., wn) = det
[
1
pi
e−(wj−w¯l)
2/2
]
j,l=1,...,n
, (203)
and for the complex edge
lim
N→∞
ρc(n)(W1, ...,Wn) = det
[
1
pi
e−(Wj−W l)
2/2erfc
(Wj u¯+W lu√
2
)]
j,l=1,...,n
, (204)
where Wj = wj − u
√
N with u ∈ C and |u| = 1 so that u is just rotation around the edge.
These correlations are identical to those of the complex Ginibre ensemble, which we expect
since (203) and (204) represent the eigenvalue correlations away from the effect of any real
eigenvalues, and the complex Ginibre ensemble has no real eigenvalues at all. This naturally
leads us onto the topic of universality and the circular law, which we review in the next
section.
4.7.1 Circular law
Recall that in Chapter 2.5.2 we discussed the semi-circle law, Proposition 2.42, which states
that for the Hermitian ensembles, with entries drawn from any mean zero, finite variance
probability distribution, the eigenvalue density tends towards a semi-circle. There is an
analogous result for non-Hermitian matrices called the circular law.
If one normalises the eigenvalues by dividing by
√
N (label these eigenvalues as w˜) then
it turns out that the density of complex eigenvalues tends to uniformity on the unit circle.
Further, when we recall (199), which shows the expected number of real eigenvalues goes
only as
√
N , then we see that the distribution of general eigenvalues for the real Ginibre
ensemble tends to uniformity on the unit disk.
Proposition 4.31 ([50]). The limiting density of eigenvalues, scaled by 1/
√
N , in the real
Ginibre ensemble is
ρc(1)(w˜) = pi
−1χ|w˜|<1, (205)
where χx is the indicator function.
Proof : With w = u+ iv we change variables u˜ = u/
√
N, v˜ = v/
√
N in (197) giving
ρ˜(1)(w˜) = N
√
2N
pi
v˜e2Nv˜
2 Γ(N − 1, N(u˜2 + v˜2))
Γ(N − 1) erfc(
√
2N |v˜|),
where we have multiplied by N (the Jacobian of the change of variables). We are therefore
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looking to calculate
ρc(1)(w˜) = lim
N→∞
ρ˜(1)(w˜)
N
. (206)
Writing out the incomplete Gamma function using the definition
Γ(N − 1, Nα) =
∫ ∞
Nα
tN−2e−tdt,
we see that the integral will be dominated by the maximum of the integrand in the large N
limit. Rewriting this integrand as
e(N−2)(log t)−t
we maximise this exponent by differentiating to find tmax = N − 2 ∼ N . So if α < 1, the
maximum falls inside the interval of integration and the incomplete Gamma function tends
to the complete Gamma function for large N . If α > 1, then it will be of lower order than
the complete function. This gives us
Γ(N − 1, Nα)
Γ(N − 1) →
{
1, α < 1,
0, α > 1.
(207)
Lastly, using [1, 7.1.13] we find that for general v˜
√
Nv˜e2Nv˜
2
erfc(v˜
√
2N) ∼
N→∞
1√
2pi
. (208)
Substitution of these results into (206) gives (205).

One can get an immediate sense of this result by looking at the simulation results in
Figure 4.1.1. The complex eigenvalues are contained in a disk of radius roughly
√
N . The
uniformity is clearly spoiled by the eigenvalues on the real line, but, as discussed above,
these real eigenvalues have diminishing effect as N becomes large.
Proposition 4.31 is specific to the real Ginibre ensemble, however it forms part of a wider
class of results collectively known as the circular law. The origins of the circular law can be
traced back to (at least) the 1960’s (although there are claims that it was being discussed
a decade earlier [15]). In [115, Chapter 12.1] Mehta shows that the eigenvalue density for
the complex Ginibre ensemble (complex asymmetric matrices) approaches uniformity inside
the disk of radius
√
N and zero outside the disk. Edelman showed the same is true for the
real Ginibre ensemble [50] (Proposition 4.31). One specific version of the circular law then
states that for iid Gaussian matrices the support of the normalised eigenvalues w˜ = w/
√
N
approaches the unit disk and the density inside the disk approaches uniformity as N →∞.
The name of the law is often prefixed by that of Girko [78, 79] who attempted to relax the
Gaussian constraint; wanting to show that the eigenvalues of matrices with iid entries drawn
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from any mean zero, finite variance distribution will display the same density in the large
N limit. However, the consensus view seems to be that there were sufficiently many errors
in Girko’s work that the proof did not withstand scrutiny. By making some assumptions on
the moments of the distribution Bai [15] built on Girko’s work and furnished a proof under
such restrictions. Further refinements were made by Go¨tze and Tikhomirov [84], Pan and
Zhou [128] and Tao and Vu [155, Corollary 1.17]. We quote the latter result here.
Proposition 4.32 (Circular law). For an N × N random matrix with iid entries from a
distribution with finite mean and variance 1 the distribution of the normalised eigenvalues
approaches the uniform distribution on the unit disk as N →∞.
The proof of Proposition 4.32 in [155] relies on first establishing the universality of the
limiting distribution of eigenvalues. In this context, universality means that the eigenvalue
distribution in the large N limit is independent of the probability distribution of the matrix
elements. Having established this universality the authors use the circular result for the
case of Gaussian distributed elements, which, as mentioned above, was contained in [115],
to prove the general circular law.
Note that if one has the circular law in advance, then it gives us a simple way of finding
the asymptotic behaviour of EN . First we see that, with x = y, (201) implies that the
limiting density of real eigenvalues is 1/
√
2pi. Since the circular law tells us that general
eigenvalues are only supported on (−√N,√N) as N → ∞, by directly integrating the
limiting density over the real line we obtain (199).
By similar reasoning to Proposition 4.31 we can find the limiting density of just the real
eigenvalues, scaled into the unit disk by letting x˜ = x/
√
N ,
ρr(1)(
√
Nx˜) =
√
N
2pi
. (209)
Remarkably, we see that the real eigenvalues, despite being a lower-order contribution to the
system, are also distributed uniformly. We will compare (209) to the analogous results in
the real spherical (Chapter 6) and real truncated ensembles (Chapter 7) and find the same
behaviour.
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5 Partially symmetric real Ginibre ensemble
From the previous chapter we know the limiting density of real eigenvalues for the real
Ginibre ensemble is constant on the interval (−√N,√N) (set x = y in the first equation of
(201)), and zero elsewhere. We also know that in the GOE, the limiting density of (real)
eigenvalues is supported on (−√2N,√2N), but is decidedly not constant (recall (96)); it is
a semi-circle. One can imagine that as the symmetry constraint is relaxed the eigenvalue
density transitions between these two regimes. Another transition that we expect to see is
the probability of all real eigenvalues pN,N decreasing from 1 in the GOE to that given in
(142) for the real Ginibre ensemble. One of the goals of this chapter is to make these ideas
concrete by analysing the partially symmetric real Ginibre ensemble.
This ensemble was analysed in [150] (building on the work of [33]) where they identified
the elliptical law, which describes the eigenvalue density as its behaviour changes from that
of the circular law (205) to that of the semi-circle law (96), for Gaussian real asymmetric
matrices. (The elliptical law seems to have been first discussed by Girko [80, 81].) The
eigenvalue jpdf of the partially symmetric real ensemble was presented in [108] along with
the asymmetric (real Ginibre) specialisation. Refinements to the analysis were presented in
[53], where it was shown that the density of eigenvalues contains a singular delta function
term corresponding to the non-zero density on the real line. The full correlation functions, in
the case of N even were contained in [66] by generalising the orthogonal polynomial method
used for the real Ginibre ensemble. (See [74, 100] for reviews.)
5.1 Element distribution
Any matrix X can be decomposed into a sum of symmetric and anti-symmetric matrices;
we choose the decomposition
X =
1√
b
(
S +
√
cA
)
, (210)
where c := (1− τ)/(1 + τ), −1 < τ < 1 and b ∈ R. With τ → 1 then c→ 0 and so we obtain
symmetric matrices while with τ → −1 we see that c → ∞, however by suitably scaling b
we can control this behaviour and access anti-symmetric matrices. The matrix X will be
completely asymmetric when τ = 0, meaning c = 1.
For our purposes in this chapter we will take S to be a GOE matrix, that is a symmetric
real, Gaussian matrix with iid elements distributed as in (4). The matrix A is the anti-
symmetric analogue with iid elements
1√
pi
e−x
2
jl , j < l, (211)
with the remaining elements determined by anti-symmetry. So an ensemble of the matrices
(210) with τ → 1 recovers the GOE, while with τ = 0 we have the real Ginibre ensemble.
We also have an anti-symmetric Gaussian ensemble in the limit τ → −1; see [119] where the
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author finds a semi-circular density in analogue with that of the GOE.
We will see that with the inclusion of this parameter we can access statistics interpolating
between the ensembles discussed in Chapters 2 and 4 of the present work. We will proceed
using the 5 step method, which says that we first require the matrix or element distribution.
Lemma 5.1. The wedge product of the independent elements of X in terms of the wedge
products of the independent elements of S and A is
(dX) = (2
√
c)N(N−1)/2 b−N
2/2 (dS)(dA).
Proof : Each element in dX contributes a factor of
√
b and each of the independent
elements of A contributes a factor of
√
c; we can now ignore b and c. From (210) the
elements of dX are
dxjl =

dsjl + dajl, j < l,
dsjj , j = l,
dslj − dalj , l < j.
When wedging together each element in the strict upper triangle (of which there are N(N −
1)/2), we have two choices: either the symmetric or anti-symmetric element. Picking one
then forces the corresponding choice in the lower triangle. Picking the other incurs a factor
of (−1), which is cancelled by the anti-symmetry of the wedge product. Taking the absolute
value then gives the result.

Proposition 5.2 ([66]). Let S be a real, symmetric matrix with iid elements distributed
as in (4), and let A be a real, anti-symmetric matrix with iid elements according to (211).
Then the pdf of the matrices X from (210) is
P (X)τ,b =
bN
2/2
(2pi)N2/2cN(N−1)/4
e−b
TrXXT−τTrX2
2(1−τ) . (212)
Proof : Since the matrices S = [sjl] and A = [ajl] are independent, we take the product
of their elemental probability densities
N∏
j=1
1√
2pi
e−s
2
jj/2
∏
1≤j<l≤N
1√
pi
e−s
2
jl
∏
1≤j<l≤N
1√
pi
e−a
2
jl ,
which we can rewrite as
1
2N/2
1
piN2/2
e−(Tr S
2−TrA2)/2. (213)
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Using (210) we can express S and A in terms of X and XT thusly
S =
√
b
c
X−XT
2
,
A =
√
b
2
(X + XT ),
(214)
and so
Tr S2 − Tr A2 = b
1− τ
(
Tr XXT − τTr X2
)
. (215)
Substituting (215) into (213) and multiplying by the Jacobian for the change of variables
(214), which is the content of Lemma 5.1, we have the result.

Up to a constant factor, we see that with τ = 0 (212) reduces to the real Ginibre pdf
(123) and, with τ → 1 (recalling that in this limit XT → X) we have the GOE (5).
The question of interest is: what happens to the eigenvalue distribution as τ is varied?
We can gain some insight into the answer through numerical simulations of these ensembles.
Figure 5.1.1: Eigenvalues for 25 independent 64 × 64 matrices as defined in (210). The
left, middle and right plots correspond to τ = 12 , 0,− 12 respectively. In all three simulations
b = 1.
As Figure 5.1.1 illustrates, the eigenvalue distribution for τ = 0 is circular with a distinct
non-zero density of eigenvalues on the real line (this we of course knew from Chapter 4).
As τ → 1 the matrices in the ensemble become more symmetric and the eigenvalues tend
to congregate near the real line, forming an ellipse with major axis in the real direction.
Conversely, with τ → −1 the eigenvalues collapse onto the imaginary axis as the ensemble
approaches anti-symmetry, and the major axis of the ellipse is in the imaginary direction.
We will not discuss anti-symmetric ensembles any further but we direct the interested reader
to [119], and one can also find related self-dual matrices in [88]. Note that since all these par-
tially symmetric matrices are consistently real, we have a non-zero density of real eigenvalues
for all τ ∈ (−1, 1).
The distributions in Figure 5.1.1 may lead one to conjecture that there is an elliptical
law, which degenerates to the circular law when τ = 0. Indeed this is the case and we will
analyse the situation further in Chapter 5.6. Another interesting point is that the ellipse
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must collapse onto the real axis in the limit τ → 1, since we must end up in the GOE in
this limit. This leads to singular behaviour in the eigenvalue density as it shifts from being
uniform in the ellipse, to semi-circular on the real line. The details of the analysis involve
the strongly symmetric (or weakly non-symmetric) limit [73], which we discuss in Chapter
5.6.1.
5.2 Eigenvalue jpdf
As mentioned above, (212) reduces to (123) when τ = 0. By a simple scaling argument
we can use this fact to deduce the eigenvalue jpdf for the partly symmetric ensemble from
Proposition 4.7, which is the corresponding result for τ = 0.
Proposition 5.3 ([108]). The eigenvalue jpdf for the partially symmetric real Ginibre ma-
trices X from (210) is
QN,k,τ,b(Λ,W ) = CN,k,τ,b
k∏
i=1
e−bλ
2
i /2
×
(N−k)/2∏
j=1
e−b(w
2
j+w¯
2
j )/2 erfc
(√
2b
1− τ |Im(wj)|
)∣∣∆(Λ ∪W )∣∣, (216)
where Λ = {λi}i=1,...,k and W = {wi, w¯i}i=1,...,(N−k)/2 are the sets of real and non-real
complex eigenvalues respectively, and
CN,k,τ,b :=
bN(N+1)/4(1 + τ)N(N−1)/42−N(N−1)/4−k/2
k!((N − k)/2)!∏Nl=1 Γ(l/2) .
Proof : Note that with
X→ Y =
√
b
1− τ X, (217)
we have
(dX)→ (dY) =
(
b
(1− τ)
)N2/2
(dX),
and so the pdf for the real Ginibre matrices (123) becomes
P (Y)(dY) = P
(√
b
1− τX
)
(dY)
=
(
b
2pi(1− τ)
)N2/2
e−bTrXX
T /2(1−τ)(dX) =: Pˆ (X)(dX). (218)
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We use (218) to rewrite (212) as
P (X)τ,b =
(1 + τ)N(N−1)/4
(1− τ)−N(N+1)/4 e
τb (TrX2)/2(1−τ)Pˆ (X).
Now from Proposition 4.7 we see that the eigenvalue jpdf corresponding to Pˆ (X), for the
scaled matrices, is given by applying (217) to (132) and is
(
b
1− τ
)N/2
QN,k
(√
b
1− τ Λ,
√
b
1− τ W
)
.
The exponential factor containing Tr X2 can be immediately written in terms of the eigen-
values of X and so we have
QN,k,τ,b =
(1 + τ)N(N−1)/4
(1− τ)−N(N+1)/4
(
b
1− τ
)N/2 k∏
j=1
eτb λ
2/2(1−τ)
×
(N−k)/2∏
j=1
eτb (w
2
j+w¯
2
j )/2(1−τ) QN,k
(√
b
1− τ Λ,
√
b
1− τ W
)
,
from which the result follows on factoring
√
b/(1− τ) out of the Vandermonde product.

5.3 Generalised partition function
Since the structure of the eigenvalue jpdf (216) for the partially symmetric ensemble is
identical to that of the real Ginibre ensemble (132) we can immediately write down the
generalised partition function for the former by substituting it into (47), setting m = 2.
Proposition 5.4 ([66]). With −1 < τ < 1 the generalised partition function for the partially
symmetric real Ginibre ensemble, with k,N even, can be written
Zk,(N−k)/2[u, v]τ =
bN(N+1)/4(1 + τ)N(N−1)/4
2N(N+1)/4
∏N
l=1 Γ(l/2)
[ζk/2]Pf
[
ζ α
(τ)
j,l + β
(τ)
j,l
]
j,l=1,...,N
, (219)
where [ζn] means the coefficient of ζn and, with monic polynomials {pi(x)} of degree i,
α
(τ)
j,l =
∫ ∞
−∞
dx u(x)
∫ ∞
−∞
dy u(y)e−b(x
2+y2)/2pj−1(x)pl−1(y) sgn(y − x),
β
(τ)
j,l = 2i
∫
R2+
dw v(w) erfc
(√
2b
1− τ |Im(w)|
)
e−b(w
2+w¯2)/2
×
(
pj−1(w)pl−1(w¯)− pl−1(w)pj−1(w¯)
)
.
(220)
Proposition 5.5. With −1 < τ < 1 and α(τ)j,l , β(τ)j,l as in (220) the generalised partition
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function for k,N odd can be written
Zoddk,(N−k)/2[u, v]τ =
bN(N+1)/4(1 + τ)N(N−1)/4
2N(N+1)/4
∏N
l=1 Γ(l/2)
× [ζ(k−1)/2]Pf
 [ζα(τ)j,l + β(τ)j,l ] [ν(τ)j ][
−ν(τ)l
]
0

j,l=1,...,N
, (221)
where
ν
(τ)
l =
∫ ∞
−∞
e−bx
2/2u(x)pl−1(x) dx. (222)
The corresponding summed partition functions come from substituting (219) and (221)
into (146) and its odd equivalent, resulting in
ZN [u, v]τ =
bN(N+1)/4(1 + τ)N(N−1)/4
2N(N+1)/4
∏N
l=1 Γ(l/2)
Pf
[
α
(τ)
j,l + β
(τ)
j,l
]
j,l=1,...,N
, (223)
and
ZoddN [u, v]τ =
bN(N+1)/4(1 + τ)N(N−1)/4
2N(N+1)/4
∏N
l=1 Γ(l/2)
Pf
 [α(τ)j,l + β(τ)j,l ] [ν(τ)j ][
−ν(τ)l
]
0

j,l=1,...,N
. (224)
5.3.1 Probability of k real eigenvalues
As for the real Ginibre ensemble the probability of obtaining k real eigenvalues from an
N × N partially symmetric matrix is given by integrating QN,k,τ,b from (216) over all k
real and (N − k)/2 complex conjugate pairs of eigenvalues. Note that by changing variables
λj →
√
bλj and wj →
√
bwj the parameter b scales out of this integral and so the probability,
which we call pN,k,τ in this chapter, is independent of b, and so b can therefore be set
arbitrarily. We choose b = 1 for convenience in this section.
Recall from Chapter 4.4 that we put off the discussion of the probabilities until we had
obtained the skew-orthogonal polynomials (161) relevant to the real Ginibre ensemble. In
that case the polynomials were quite simple and the calculation of αj,l, βj,l and ν¯j could be
performed. However, in the present setting, we find (in Chapter 5.4) that the polynomials are
not as simple as for real Ginibre (they interpolate between the real Ginibre polynomials and
the Hermite polynomials of the GOE) and instead the calculations can be done more easily
by (following [66]) assuming a different (non-skew-orthogonal) form of the polynomials. The
polynomials we use are pj(x) = x
j and, applying integration by parts, we have
α
(τ)
2j−1,2l
∣∣∣
u=1
= 2l(l − 1)!
l∑
p=1
Γ(j + p− 3/2)
2p−1(p− 1)! , (225)
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β
(τ)
2j−1,2l
∣∣∣
v=1
= −4
2j−2∑
s=0
2l−1∑
t=0
s+t odd
(−1)t
(
2j − 2
s
)(
2l − 1
t
)
× Γ(j + l − 1− (s+ t)/2)) Is+t, (226)
where
Ij =
(−1)(j−1)/2((j − 1)/2)!
2
√ 2
1 + τ
(j−1)/2∑
p=0
(−1)p
(
1− τ
1 + τ
)p
(1/2)p
p!
− 1
 (227)
(see [66] for the intermediate steps). For the odd case we also need the evaluation of ν
(τ)
j
∣∣
u=1
,
but with b = 1 and our current choice of polynomial the evaluation is identical to that in
the real Ginibre ensemble using the skew-orthogonal polynomials applicable to that case,
and so ν
(τ)
j
∣∣
u=1
is given by (166). We can then calculate the probabilities in terms of the
generalised partition functions (219) and (221)
pN,k,τ =
{
Zk,(N−k)/2[1, 1]τ , N even,
Zoddk,(N−k)/2[1, 1]τ , N odd.
For the case that k = N , that is, when all eigenvalues are real, we can write down the
evaluation of the probabilities by first noting from (219), recalling (147), that
pN,N,τ = ZN,0[1, 1]τ = (1 + τ)
N(N−1)/4ZN,0[1, 1],
since the αj,l, with polynomials pj(x) = x
j do not depend on τ . Then using (142) we see
pN,N,τ =
(
1 + τ
2
)N(N−1)/4
. (228)
Of course, since (228) is independent of the parity of N , we obtain the same result if we use
the odd analogues. Note that we now see pN,N,τ → 1 for τ → 1 and pN,N,τ → 2−N(N−1)/4
for τ → 0, facts that we anticipated in the discussion at the beginning of this chapter by
considering the GOE and real Ginibre ensemble.
The values of pN,k,τ for τ = 1/2 and τ = −1/2 are contained in Appendix C, Tables C.1
and C.2 respectively, where we compare them to some simulated results. From looking at
the data in this table we notice that for certain τ all the probabilities are rational.
Proposition 5.6. The probabilities pN,k,τ , given by (219) for N even and (221) for N odd,
are all rational if τ = 2r2 − 1, where −1 < r < 1 is a rational number.
Proof : First note that the gamma functions do not contribute any irrational factors for
any value of τ . To see this, first we focus on N even. In this case the Pfaffian in (219)
will always be a product of α
(τ)
j,l s and β
(τ)
j,l s, containing N/2 factors in total. Each of these
factors contributes
√
pi from the gamma functions in (225) and (226), which are cancelled by
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∏N
l=1 Γ(l/2) in the denominator of the pre-factor. When N is odd, the Pfaffian has pi
(N+1)/4,
including the contribution from ν
(τ)
j
∣∣
u=1
. Again these are cancelled by the product of gamma
functions in the pre-factor.
We now deal with the remaining sources of irrationality. With τ = 2r2 − 1 then we see
from (225), (226) and (227) that αj,l and βj,l contain only rational factors (other than the
gamma functions, which we have already dealt with). Since we have an integer number of
factors of αj,l and βj,l in the expansion of the Pfaffian from (219) it follows that the Pfaffian
does not contribute to the irrationality of pN,k,τ when N is even. For N odd each term in
the Pfaffian contains a factor of ν
(τ)
j
∣∣
u=1
and, from (166), this contributes
√
2.
The prefactor in (219) has the potentially irrational factor
(1 + τ)N(N−1)/4
2N(N+1)/4
,
however we substitute for τ as specified above and find
(2r2)N(N−1)/4
2N(N+1)/4
= rN(N−1)/2 2−N/2, (229)
which is rational for all even N , and for N odd the
√
2 from the Pfaffian cancels the irrational
factor in (229).

5.4 Skew-orthogonal polynomials
As we know from the previous chapters, skew-orthogonalising the Pfaffians in (223) and
(224) allows us to calculate the correlation functions. In analogue with Definition 4.11 we
would like to define an inner product based upon α
(τ)
j,l and β
(τ)
j,l from (220). Before we do
so, however, recall that (219) and (221) are independent of b and so we can set it to any
(positive real) value for our convenience. This convenient value turns out to be
b =
1
1 + τ
, (230)
and so from here forth we will assume (230).
Definition 5.7. Define the inner product
〈p, q〉τ :=
∫ ∞
−∞
dx
∫ ∞
−∞
dy e−
x2+y2
2(1+τ) pj(x)pl(y) sgn(y − x)
+ 2i
∫
R2+
dw erfc
(√ 2
1− τ2 |Im(w)|
)
e−
w2+w¯2
2(1+τ)
(
pj(w)pl(w¯)− pl(w)pj(w¯)
)
= α
(τ)
j+1,l+1 + β
(τ)
j+1,l+1
∣∣
u=v=1, b=1/(1+τ)
. (231)
Proposition 5.8 ([66]). With Hj(z) the Hermite polynomials from (54), let Cj(z) be the
102
scaled monic Hermite polynomials
Cj(z) :=
(τ
2
)j/2
Hj
(
z√
2τ
)
. (232)
The polynomials skew-orthogonal with respect to the inner-product (231) are
R2j(z) = C2j(z), R2j+1(z) = C2j+1(z)− 2j C2j−1(z),
with normalisation
r
(τ)
j = Γ(2j + 1) 2
√
2pi (1 + τ). (233)
The derivation of the polynomials in Proposition 5.8 is the general τ version of that used
to obtain Proposition 4.12; the reader is referred to [66] for the details, or to [9] for a method
using an average over a characteristic polynomial.
Note that all but the first term in Hj(z/(
√
2τ)) has τ l, where −j/2 < l ≤ 0 and so only
the leading term of Cj(z) is non-vanishing as τ → 0. The leading term has unit coefficient
and so Definition 5.7 and Proposition 5.8 reduce to their real Ginibre counterparts (Definition
4.11 and Proposition 4.12 respectively) when τ → 0. With τ → 1, and changing variables
x → x/√2, y → y/√2, we reclaim the GOE inner product of Definition 2.25 and the skew-
orthogonal polynomials of Proposition 2.27.
5.5 Correlation functions
Since the structure of the generalised partition function (219) is identical to that of the real
Ginibre ensemble (147), we can apply the machinery of Chapter 4.5 to find the correlations.
Similarly, in [8] the authors adapt the method of averaging over characteristic polynomials
from the real Ginibre to the partially symmetric real Ginibre case, although we will not
pursue their method here.
We first define a correlation kernel analogous to those in the real Ginibre ensemble
(Definition 4.16) and the GOE (Definition 2.36).
Definition 5.9. Let N be even. With R0, R1, ... the skew-orthogonal polynomials of Propo-
sition 5.8 and r
(τ)
0 , r
(τ)
1 , ... the corresponding normalisations, define
S(µ, η)τ = 2
N
2 −1∑
j=0
1
r
(τ)
j
[
q2j(µ)ϕ2j+1(η)− q2j+1(µ)ϕ2j(η)
]
,
D(µ, η)τ = 2
N
2 −1∑
j=0
1
r
(τ)
j
[
q2j(µ)q2j+1(η)− q2j+1(µ)q2j(η)
]
,
I˜(µ, η)τ = 2
N
2 −1∑
j=0
1
r
(τ)
j
[
ϕ2j(µ)ϕ2j+1(η)− ϕ2j+1(µ)ϕ2j(η)
]
+ (µ, η)
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=: I(µ, η)τ + (µ, η),
where
h(µ) = e−µ
2/2(1+τ)
√√√√erfc(√ 2
1− τ2 |Im(µ)|
)
,
qj(µ) = h(µ)Rj(µ),
ϕj(µ) =
{
− 12
∫∞
−∞ sgn(µ− z) qj(z) dz, µ ∈ R,
iqj(µ¯), µ ∈ R+2 ,
and (µ, η) is from Definition 4.16.
In terms of these quantities, define
K(τ)(µ, η) =
[
S(µ, η)τ −D(µ, η)τ
I˜(µ, η)τ S(η, µ)τ
]
. (234)
By undertaking either the 4 × 4 or 2 × 2 kernel method of Chapter 4.5 we find the
correlation functions for N even.
Proposition 5.10 ([66]). Let N be even. Then, with K(τ)(µ, η) from (234), the correlation
functions for n1 real and n2 non-real, complex conjugate pairs of eigenvalues in the partially
symmetric real Ginibre ensemble are
ρ(n1,n2)(x1, ..., xn1 , w1, ..., wn2)τ = qdet
[
K(τ)(xi, xj) K
(τ)(xi, wm)
K(τ)(wl, xj) K
(τ)(wl, wm)
]
i,j=1,...,n1,
l,m=1,...,n2
= Pf
([
K(τ)(xi, xj) K
(τ)(xi, wm)
K(τ)(wl, xj) K
(τ)(wl, wm)
]
Z−12(n1+n2)
)
i,j=1,...,n1,
l,m=1,...,n2
, xi ∈ R, wi ∈ R+2 .
We can likewise apply the functional differentiation methods of Chapter 4.6.1 or use the
‘odd-from-even’ approach of Chapter 4.6.2 to obtain the N odd case.
Definition 5.11. Let N be odd. With R0, R1, ... the skew-orthogonal polynomials in Propo-
sition 5.8, r
(τ)
0 , r
(τ)
1 , ... the corresponding normalisations (233), and ν
(τ)
j as in (222) (with
ν¯
(τ)
j := ν
(τ)
j
∣∣
u=1
), define
Sodd(µ, η)τ = 2
N−1
2 −1∑
j=0
1
r
(τ)
j
[
qˆ2j(µ)ϕˆ2j+1(η)− qˆ2j+1(µ)ϕˆ2j(η)
]
+ κ(µ, η),
Dodd(µ, η)τ = 2
N−1
2 −1∑
j=0
1
r
(τ)
j
[
qˆ2j(µ)qˆ2j+1(η)− qˆ2j+1(µ)qˆ2j(η)
]
,
I˜odd(µ, η)τ = 2
N−1
2 −1∑
j=0
1
r
(τ)
j
[
ϕˆ2j(µ)ϕˆ2j+1(η)− ϕˆ2j+1(µ)ϕˆ2j(η)
]
+ (µ, η) + θ(µ, η),
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where (µ, η) is from Definition 4.16 and
Rˆj(µ) = Rj(µ)−
ν¯
(τ)
j+1
ν¯
(τ)
N
RN−1(µ),
qˆj(µ) = h(µ) Rˆj(µ),
ϕˆj(µ) =
{
− 12
∫∞
−∞ sgn(µ− z) qˆj(z) dz, µ ∈ R,
iqˆj(µ¯), µ ∈ R+2 ,
κ(µ, η) =
{
qN−1(µ)/ν¯
(τ)
N , η ∈ R,
0, otherwise,
θ(µ, η) =
(
χ(η∈R)ϕN−1(µ)− χ(µ∈R)ϕN−1(η)
)
/ν¯
(τ)
N ,
with the indicator function χ(A) = 1 for A true and zero for A false. Then, let
K
(τ)
odd(µ, η) =
[
Sodd(µ, η)τ −Dodd(µ, η)τ
I˜odd(µ, η)τ S
odd(η, µ)τ
]
. (235)
Proposition 5.12. Let N be odd. Then with K
(τ)
odd(µ, η) from (235), the (n1, n2)-point
correlation functions for the partially symmetric real Ginibre ensemble are
ρ(n1,n2)(x1, ..., xn1 , w1, ..., wn2)τ = qdet
[
K
(τ)
odd(xi, xj) K
(τ)
odd(xi, wm)
K
(τ)
odd(wl, xj) K
(τ)
odd(wl, wm)
]
i,j=1,...,n1,
l,m=1,...,n2
= Pf
([
K
(τ)
odd(xi, xj) K
(τ)
odd(xi, wm)
K
(τ)
odd(wl, xj) K
(τ)
odd(wl, wm)
]
Z−12(n1+n2)
)
i,j=1,...,n1,
l,m=1,...,n2
, xi ∈ R, wi ∈ R+2 .
5.6 Correlation kernel elements
We expect that the correlation kernel elements will be deformations of those in the real
Ginibre case of Chapter 4.7. To establish this claim we use an integral representation of the
Hermite polynomials to write (232) as
Cn(z) =
1√
pi
∫ ∞
−∞
e−t
2
(z + i
√
2τt)n dt, (236)
which we can verify by expanding the integrand using the binomial theorem and comparing
the result to (54). With (236) we can express D(µ, η)τ in terms of the D(µ, η)0 := D(µ, η)
from Definition 4.16 thusly
D(µ, η)τ =
h(µ)h(η)
pi(1 + τ)
∫ ∞
−∞
dt1 e
−t21
∫ ∞
−∞
dt2 e
−t22
×
(
w(µ+ i
√
2τt1)w(η + i
√
2τt2)
)−1
D(µ+ i
√
2τt1, η + i
√
2τt2)0, (237)
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where h(x) is from Definition 5.9 and w(x) = h(x)
∣∣∣
τ=0
= e−x
2/2
√
erfc(
√
2|Im(x)|). Similar
transformations also hold for Sc,c(µ, η)τ and Sr,c(µ, η)τ (where the second variable is complex
conjugated) and I˜c,c(µ, η) (where both variables are conjugated).
Remark 5.13. The transformation (237) does not hold for the remaining kernel elements
since they all contain factors of ϕj(x).
To obtain the limiting complex correlation kernel in the bulk (in the strongly non-
symmetric limit where τ is bounded away from 1) we can directly apply the transform
(237) using the real Ginibre result from (201). This yields
Sbulkc,c (w, z)τ =
i√
2pi
√√√√erfc(√ 2
1− τ2 |Im(w)|
)√√√√erfc(√ 2
1− τ2 |Im(z)|
)
× z¯ − w
(1− τ2) e
−(z¯−w)2/2(1−τ2),
and so the bulk limiting complex density is given by [66]
ρbulk(1) (w)τ = S
bulk
c,c (w,w)τ =
√
2
pi
erfc
(√
2
1− τ2 v
)
v e2v
2/(1−τ2)
1− τ2 , (238)
where w = u+ iv ∈ R+2 .
For the real case we cannot simply apply (237) to (201) since, as mentioned in Remark
5.13 the appearance of ϕj factors invalidates its use. Instead, we substitute the skew-
orthogonal polynomials of Proposition 5.8 and perform similar manipulations to those lead-
ing to (195) and find [66]
Sr,r(x, y)τ =
e−(x
2+y2)/2(1+τ)
√
2pi
N−2∑
k=0
Ck(x)Ck(y)
k!
+
e−x
2/2(1+τ)
√
2pi(1 + τ)
CN−1(x)ΦN−2(y)
(N − 2)! , (239)
giving the large N limit
lim
N→∞
Sr,r(x, y)τ =
e−(x−y)
2/2(1−τ2)√
2pi(1− τ2) =: S
bulk
r,r (x, y)τ . (240)
The limiting bulk density is given by (240) with x = y.
By comparing (238) and (240) to (201) we see that we can obtain the general τ bulk
densities for the complex eigenvalues by changing variables
u→ u/(
√
1− τ2), v → v/(
√
1− τ2) (241)
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in Sbulkc,c (u+ iv, u+ iv)dudv, and for the real case by using
x→ x/(
√
1− τ2) (242)
in Sbulkr,r (x, x)dx. Indeed, through the use of the inter-relationships (170) we obtain the bulk
limiting form of the general correlation functions from
ρ(τ)n1,n2(x1, ..., xn1 , w1, ..., wn2)dx1...dxn1dw1, ..., dwn2 (243)
by applying the scaling (241) and (242) to (201) and (B.2).
In [42] the authors describe the boundary of a Coulomb gas (which from [59] we know is
analogous to a system of eigenvalues of a random matrix) by looking for the point w = x+iy
that maximises the difference between the densities of systems with N and N + 1 particles;
to wit, to maximise
ρ(1)(w)
∣∣∣
N 7→N+1
− ρ(1)(w).
Substituting the real Ginibre result (195) for D(s, t)0 in (237), it is shown in [66] that
ρ(1)(w)
∣∣∣
N 7→N+1
− ρ(1)(w) ∼
√
2 |CN−2(w)|2
pi(1 + τ)Γ(N − 1)e
−(2|w|2−τ(w2+w¯2))/2(1−τ2). (244)
By maximising this difference with respect to w the working in [42] shows that (244) implies
the boundary is an ellipse with semi-axes (1+ τ)
√
N and (1− τ)√N ; a fact we illustrated in
the plots of Figure 5.1.1. We can then find the partially symmetric analogue to Proposition
4.31.
Proposition 5.14 ([150]). With zˆ = z/
√
N the limiting distribution of complex eigenvalues
zˆ in the partially symmetric real Ginibre ensemble is
ρc(1)(zˆ)τ =
χzˆ∈E
pi(1− τ2) , (245)
where E is the ellipse centred at the origin with semi-axes (1 + τ) and (1− τ).
Proof : We already know from (244) that the boundary of the support is the ellipse with
semi-axes (1 + τ) and (1− τ). So all that remains is to show that the density is uniform on
the ellipse as stated.
Making the change of variables wˆ = w/
√
N and zˆ = z/
√
z in (237) we have
Dc,c(
√
Nwˆ,
√
Nzˆ)τ =
h(
√
Nwˆ)h(
√
Nzˆ)√
2pi(1 + τ)pi
∫ ∞
−∞
dt1 e
−t21
∫ ∞
−∞
dt2 e
−t22
× (
√
Nzˆ + i
√
2τt2 −
√
Nwˆ − i
√
2τt1)
N−1∑
j=1
((
√
Nwˆ + i
√
2τt1)(
√
Nzˆ + i
√
2τt2))
j−1
(j − 1)! . (246)
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Using the knowledge that for large N
N−1∑
j=1
xj
j!
∼ ex,
we can perform the resulting integrals in (246) to obtain
Dc,c(
√
Nwˆ,
√
Nzˆ)τ ∼
√
N
2pi(1− τ2)
(zˆ − wˆ)
1− τ2 e
N(wˆ−zˆ)2/2(1−τ2)
×
(
erfc
(√
2N
1− τ2 Im(wˆ)
)
erfc
(√
2N
1− τ2 Im(zˆ)
))1/2
.
Using (170) we have, by following the same reasoning in Proposition 4.31,
ρc(1)(
√
Nzˆ) = Sc,c(
√
Nzˆ,
√
Nzˆ)τ ∼
√
2
pi
√
N
1− τ2
yˆ
1− τ2 e
2Nyˆ2/(1−τ2)erfc
(√
2N
1− τ2 yˆ
)
,
where zˆ = xˆ+ iyˆ. Noting the asymptotic behaviour (208), we have the result.

In [150] the authors point out that the projection of (245) gives a generalised semi-circle,
which reduces to Wigner’s semi-circle in the limit τ → 1.
Remark 5.15. Note that the analysis of the partially symmetric ensemble neatly explains
why there is superficially a discrepancy between the radius of support in the GOE limit
((−√2N,√2N) from (96)) and the real Ginibre limit ((−√N,√N) from (205)); with fixed
b = 1/(1 + τ) then as τ → 1 we see from (210) that X→ S/√2.
From the universality established in [155], we can conclude that since Proposition 4.32
holds in the case τ = 0 for all distributions with finite mean and variance 1, we also have,
by scaling, the equivalent general elliptical law, for general τ .
5.6.1 Strongly symmetric limit
To analyse the regime of cross-over between symmetric and asymmetric matrices we follow
[66] and use the idea of [73, 53] to let
τ = 1− α2/N (247)
and allow N →∞. Since we know that in the large N limit we will recover the semi-circular
density (96), the eigenvalues will be supported on [−2√N, 2√N ] and the average spacing
between them must be on the order of 1/
√
N . With this in mind we scale the eigenvalues
by
x→ xpi/
√
N, (248)
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so that we have unit (real) density, and (239) becomes
pi√
N
Srr
(
pix√
N
,
piy√
N
)
1−α2N
∼
√
pi
2N
e
−pi2 x2+y2
2N−α2
N−2∑
k=0
(1− α2/N)k
2kk!
×Hk
(
pix√
2N − 2α2
)
Hk
(
piy√
2N − 2α2
)
,
where we have ignored the second term in (239) since it tends to zero because of the factorial
denominator. Applying the asymptotic formula [127, 18.15.26]
Γ(n/2 + 1)
Γ(n+ 1)
e−x
2/2Hn(x) = cos(
√
2n+ 1 x− npi/2) +O(n−1/2),
and noting the asymptotic behaviour
(1− α2/N)k ∼ e−kα2/N ,
we have [66]
pi√
N
Srr
(
pix√
N
,
piy√
N
)
1−α2N
∼
N−2∑
k=1
√
1
kN
e−kα
2/N
× cos
(√
2k + 1
2N
pix− kpi
2
)
cos
(√
2k + 1
2N
piy − kpi
2
)
, (249)
where we have used the identity
Γ(k + 1)
Γ(k/2 + 1)
=
2kΓ((k + 1)/2)√
pi
,
and then the large x behaviour Γ(x+ a)/Γ(x) ∼ xa.
The cosine multiple angle formulae tell us that cosx cos y = (cos(x+ y) + cos(x− y))/2
and so the cosine product in (249) becomes
1
2
cos
(√
2k + 1
2N
pi(x+ y)− kpi
)
+
1
2
cos
(√
2k + 1
2N
pi(x− y)
)
.
To leading order, the contributions from the first term are cancelled because of the (±1)
introduced by the −kpi term, and so we are left with
Sr,r(x, y)1−α2N
∼
N−2∑
k=1
√
1
kN
e−kα
2/N cos
(√
k
N
pi(x− y)
)
.
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Letting tk := k/N ∈ (0, 1) we rewrite this as
N−2∑
k=1
e−α
2tk
N
√
tk
cos
(
pi(x− y)√tk
)
=
N−2∑
k=1
e−α
2tk
√
tk
cos
(
pi(x− y)√tk
)
∆k, (250)
where ∆k := tk − tk−1 = 1/N is the eigenvalue spacing. The right hand side of (250) is a
Riemann sum approximation to a definite integral and so in the large N limit we have [66]
pi√
N
Srr
(
pix√
N
,
piy√
N
)
1−α2N
∼
∫ 1
0
e−α
2t cos (pi(x− y)t) dt, (251)
where we have changed variables t → t2. By taking the limit α → 0 in (251) we see that
we reclaim Sbulk(xj , xk) from (97) and so we have indeed obtained GOE behaviour as the
τ → 1 limit of the partially symmetric real Ginibre ensemble, as we expected.
We can apply the same procedure to the complex case, recalling that both the real and
imaginary parts of each eigenvalue must be scaled according to (248), that is we make the
replacement wj → piwj/
√
N = pi(uj + ivj)/
√
N . So, with τ specified by (247), we have
e−(w
2
j+w¯
2
j )/2(1+τ)
√√√√erfc(√ 2
1− τ2 vj
)
→ e−pi2(w2j+w¯2j )/(4N−2α2)
√√√√erfc(√ 2
2α2/N − α4/N2
pivj√
N
)
∼
√
erfc
(pivj
α
)
,
and we obtain [66]
lim
N→∞
(
pi√
N
)2
Scc
(
piw1√
N
,
piw2√
N
)
τ
= ipi
√
erfc
(piv1
α
)
erfc
(piv2
α
)
×
∫ 1
0
te−α
2t2 sin(pit(w¯1 − w2))dt. (252)
By summing (251) and (252) we reclaim the result of Efetov [53, (5.30)].
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6 Real Spherical Ensemble
In Chapter 5 we generalised the real Ginibre ensemble with the inclusion of the parameter τ ,
which controlled the degree of symmetry in the matrices. Here we consider a different gener-
alisation that can be viewed from either a geometric viewpoint or as a problem in generalised
eigenvalues. Recall that the real Ginibre ensemble possessed an eigenvalue distribution that
‘naturally’ lay in the plane — by that we mean that in the large N limit the circular law
takes effect and the distribution is uniform on the unit (planar) disk. The ensemble of this
chapter has eigenvalues that ‘naturally’ live on the sphere; the second of the triumvirate of
surfaces of constant curvature discussed in the Introduction.
As it happens, the ensemble that we discuss here is intimately related to a question raised
in [52] concerning the distribution of generalised eigenvalues of a pair of real matrices. Recall
from the introduction that a generalised eigenvalue of the set {A,B}, where A and B are
N×N matrices, is a value of λ satisfying the equation (3), det(B−λA) = 0. The authors of
[52] provide a geometric interpretation of the problem: regard the pair of matrices A,B as
two vectors in RN2 . The corresponding plane spanned by these vectors then intersects the
sphere SN
2−1 to give a great circle. The real generalised eigenvalues relate to the intersection
of this great circle with the set ∆N of all N ×N singular matrices X such that Tr XXT = 1
(thus choose X = c(A− λB) for suitable c). With A,B having standard Gaussian entries,
the great circle has uniform measure, so the expected number of real eigenvalues is equal to
the expected number of intersections of ∆N with a random great circle.
Another feature of the random generalised eigenvalue problem studied in [52] is the den-
sity ρ(1)(λ) of real generalised eigenvalues. By writing λ = tan θ the generalised eigenvalue
equation reads det(cosθB − sinθA) = 0. Using the fact that a pair of standard Gaus-
sians (x1, x2) is, as a distribution in the plane, invariant under rotation, it was noted that
(cosθ, sinθ) must be distributed uniformly on the unit circle, and so, by dθ = dλ/(1 + λ2),
ρ(1)(λ) =
1
pi
EN
1 + λ2
. (253)
The appearance of circles and spheres can be anticipated. First recall that a Cauchy
random variable C can be defined as the ratio of two Gaussian random variables, and its
density is
1
pi(1 + C2) . (254)
(Note that we are only interested in the standard Cauchy distribution here, which is cen-
tred at zero and with scale parameter equal to one.) In other words, a Cauchy distributed
real variable has uniform distribution on a great circle of a sphere when stereographically
projected. Second, note that by factoring out A from the determinant in (3) the generalised
eigenvalue problem is equivalent to the standard eigenvalue problem for the matrix A−1B.
Since A and B are both random matrices with Gaussian entries, A−1B is the matrix equiv-
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alent of a Cauchy random variable. Indeed, in [52] the authors refer to these matrices as
‘Cauchy matrices’.
Remark 6.1. Note that by Remark 4.3 we can assume that A is invertible.
This leads us to define the real, spherical ensemble, consisting of matrices
Y = A−1B, (255)
where A,B are N×N real, Ginibre matrices with elements specified by (122). In this chapter
we shall investigate the statistics of its eigenvalues, particularly in regards to stereographic
projection onto the sphere. An analogous ensemble has been studied in [104, 90], where A
and B are complex Ginibre matrices. The real spherical and complex spherical ensembles
are analogous in the same way that the real Ginibre and complex Ginibre ensembles are
analogous, and the GOE and GUE are analogous.
As with the real Ginibre matrices, the real spherical matrices differ from their complex
comrades is that they exhibit a finite probability of having real eigenvalues, which, in the
present case, corresponds to a great circle of uniform non-zero density of eigenvalues. To
illustrate this point we have simulated an eigenvalue distribution and stereographically pro-
jected it in Figure 6.0.1. As with the real Ginibre case, in the large N limit the effect of the
real eigenvalues becomes negligible. In [64] the authors show that the large N distribution
matches that of the complex spherical ensemble, leading them to conjecture that there exists
a spherical law that is analogous to the circular law of Proposition 4.32. This has since been
established [25].
A major difference in the analysis of this ensemble compared to that of Chapter 4 is that
we will not study the eigenvalues themselves directly. Given that we expect a more or less
uniform distribution on the sphere (with the exception of the great circle corresponding to
the real line) we use the fractional linear transformation
z =
1
i
w − 1
w + 1
, (256)
which maps the upper half-plane into the unit disk, with the real axis on the circumference.
In the case that z = λ ∈ R then w lies on the unit circle and we can write
λ =
1
i
(
1− 2
e+ 1
)
= tan
θ
2
, (257)
with the convention e := eiθ. In terms of the sphere, this is a projection of one hemisphere
into the unit disk. The transformation (256) allows us to take advantage of the rotational
symmetry of the problem, enabling us to compute an otherwise intractable integral.
One of the technical consequences of this choice of co-ordinates is that the Pfaffian in the
generalised partition function (the real spherical analogue of (147)) can be skew-diagonalised
for general ζ, which was not possible in the real Ginibre case. This results in probabilities
pN,k that are products over the α and β, which are computationally easier than the Pfaffian
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Figure 6.0.1: A stereographic projection of the eigenvalues from 120 independent 100× 100
matrices of the form (255). The great circle of real eigenvalues can be clearly seen.
or determinant structures heretofore encountered. We will discuss this further in Chapter
6.4.
Analysis similar to our study of the real spherical ensemble has been undertaken in
[28, 61], where a Coulomb gas confined to a sphere is examined (although the authors of
the latter paper use a system consisting of two oppositely charged species of particle). This
viewpoint was exploited in [64] to obtain two sum rules for our system here. Also, we remark
that there is an analogy with the random polynomials
pn(z) =
n∑
p=0
(
n
p
)1/2
apz
p, ap ∼ N [0, 1]. (258)
When stereographically projected onto the sphere there is of order
√
N zeros on a great circle
corresponding to the real axis [51], but for N large the density is asymptotically uniform on
the sphere [113], which is what we find for the generalised eigenvalues.
6.1 Element distribution
As for the other ensembles already considered in this work, we must first establish the
elemental distribution. For N ×N matrices A and B taken from the real Ginibre ensemble,
with distributions given by (123), we wish to write down the probability density function
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P(Y) of Y = A−1B. This requires changing variables in the joint density of A and B,
(2pi)−N
2
e−Tr(AA
T+BBT )/2(dA)(dB), (259)
to those of Y and then integrating out the remaining N2 independent variables. For this
we will need the following pieces of theory.
Lemma 6.2 ([124] Theorem 2.1.5). For X = αYβ, where αP×P and βQ×Q are arbitrary
real matrices and YP×Q has PQ independent entries (ie. the wedge product (dY) has PQ
factors) then
(dX) =
∣∣det(α⊗ βT )∣∣ (dY)
=
∣∣det(α)Qdet(β)P ∣∣ (dY).
Lemma 6.3 ([124] Theorem 2.1.14). For an N×M matrix (with M ≥ N) X, if M = XXT
then
(dX) = c˜ detM(N−M−1)/2(dM), (260)
where c˜ is independent of M.
The following is another corollary of the Selberg integral (138).
Corollary 6.4 ([59] Proposition 4.7.3). By making the replacements tl 7→ xl/L, 2λ = β, λ1 =
βL/2 and λ2 = βL/2 in (138) we have the limit
lim
L→∞
LN+Naβ/2+βN(N−1)/2SN (βa/2, βL/2, β/2)
=
∫ ∞
0
dx1 · · ·
∫ ∞
0
dxN
N∏
l=1
x
βa/2
l e
−βxl/2
∏
1≤j<l≤N
|xl − xj |β
= (β/2)−N(aβ/2+1+(N−1)β/2)
N−1∏
j=0
Γ (1 + (j + 1)β/2) Γ(aβ/2 + 1 + jβ/2)
Γ(1 + β/2)
. (261)
We may now establish the jpdf for the elements of the matrix Y.
Proposition 6.5. Let A,B be N × N real Ginibre matrices, having elements distributed
according to (122), and let Y = A−1B. The probability density function of Y is
P(Y) = pi−N2/2
N−1∏
j=0
Γ((N + 1)/2 + j/2)
Γ((j + 1)/2)
det(1N + YY
T )−N . (262)
Proof: Writing B = AY we let α = A and β = 1N in Lemma 6.2 to see that
(dB) = |detA|N (dY). (263)
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Using (263) we change variables in (259) to obtain
(2pi)−N
2
e−
1
2 Tr(AA
T (1N+YY
T ))|detAAT |N/2(dA)(dY).
Setting C := AAT , Lemma 6.3 tells us that (dA) = c˜ (det C)−1/2(dC) for some c˜ to be
determined. Integrating over C (noting that C is positive definite, denoted C > 0) we have
P(Y)(dY) = (2pi)−N2 c˜
∫
C>0
(det C)(N−1)/2e−
1
2 Tr(C(1N+YY
T ))(dC)(dY)
= (2pi)−N
2
c˜
∫
C>0
(det C)(N−1)/2e−
1
2 Tr((1N+YY
T )1/2C(1N+YY
T )1/2)(dC)(dY).
Carrying out the change of variables C 7→ (1N + YYT )1/2C(1N + YYT )1/2 we use Lemma
2.7 to find
P(Y)(dY) = (2pi)−N2 c˜ det(1N + YYT )−N
∫
C>0
(det C)(N−1)/2e−
1
2
TrC(dC)(dY).
Taking an integral transform of both sides of (260) we can calculate c˜ as∫
e−Tr(AA
T )/2(dA) = c˜
∫
C>0
e−(TrC)/2
(dC)
(det C)1/2
,
where, on the LHS, we have N2 standard Gaussian integrals and so
c˜ =
(2pi)N
2/2∫
C>0
(det C)−1/2e−(TrC)/2(dC)
.
Substituting for c˜ in the above formula for P(Y)(dY) gives
P(Y)(dY) = (2pi)−N2/2det(1N + YYT )−N
∫
C>0
det(C)(N−1)/2e−Tr(C)/2(dC)∫
C>0
det(C)−1/2e−Tr(C)/2(dC)
(dY).
Since C is symmetric we may use Proposition 2.8 to rewrite the ratio of integrals as∫
C>0
(det C)(N−1)/2e−(TrC)/2(dC)∫
C>0
(det C)−1/2e−(TrC)/2(dC)
=
∫
(0,∞)N
∏N
l=1 x
(N−1)/2
l e
−xl/2∏N
j<k |xk − xj |dx1 · · · dxN∫
(0,∞)N
∏N
l=1 x
−1/2
l e
−xl/2∏N
j<k |xk − xj |dx1 · · · dxN
,
which is seen to be a ratio of the Selberg-type integrals of Corollary 6.4. The result follows
on using the formula (261).

From the discussion at the beginning of this chapter we know that a Cauchy variable
has distribution (254) and we see that (262) is a matrix analogue of this distribution, which
we anticipated since A−1B is the matrix analogue of a Cauchy variable. Note that when
N = 1 (262) is exactly (254).
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6.2 Eigenvalue distribution
As we know from the study of the real Ginibre ensemble, for a general N×N non-symmetric
real matrix, we will have have 0 ≤ k ≤ N real eigenvalues, where N has the same parity as
k. From knowledge of (262), by a suitable change of variables, we can extract the eigenvalue
distribution for each allowed k. In this task we are motivated by the work on the analogous
complex spherical ensemble of Hough et al [90] (see also [62]). In particular, we again work
with the real Schur decomposition (124), yielding Y = QRNQ
T , where Q is real orthogonal
(each column is an eigenvector of Y, with the restriction that the entry in the first row is
positive) and RN is the same as R in (125) (where we have introduced a subscript denoting
the number of rows and columns for later convenience). For a unique decomposition we
impose the ordering (127).
Since we are looking to change variables from the elements of Y to the eigenvalues of Y
as implied by the real Schur decomposition, before proceeding we first need knowledge of
the corresponding Jacobian. With R˜N the strictly upper triangular part of RN , we know
from Proposition 4.5 that
(dY) = 2(N−k)/2
∏
j<p
|λ(Rpp)− λ(Rjj)|
(N+k)/2∏
l=k+1
|bl − cl|
× (dR˜N )(QT dQ)
k∏
s=1
dλs
(N+k)/2∏
l=k+1
dxldbldcj ,
using the notation of (128). Note that the dependence on Q can be immediately dispensed
with by integrating over (QT dQ) using (21).
So far the procedure is exactly the same as for the real Ginibre ensemble, but the in-
tegration over the elements of R˜N is no longer straightforward. Indeed, following [90],
we integrate over the columns in R˜N corresponding to each of the eigenvalues (or pair
of complex conjugate eigenvalues) in turn, starting with the two columns on the far right
(corresponding to the complex conjugate pair with largest real part). This process is then
iterated from right to left, until the complex eigenvalue columns are exhausted. We then
move on to iteratively integrate over the single columns above the real eigenvalues, which
will then leave us with the eigenvalue jpdf. This procedure can be found in the work of Hua
[92].
6.2.1 Complex eigenvalue columns
In the region j > k of RN we can isolate the last two rows and columns to write
RN =
[
RN−2 u
0T zm
]
, (264)
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where u is of size (N − 2)× 2 and 0T is of size 2× (N − 2). So then
1N + RNR
T
N
=
[
1N−2 + RN−2RTN−2 + uu
T uzTm
zmu
T 12 + zmz
T
m
]
=
[
1N−2 + RN−2RTN−2 + uu
T − uzTm(12 + zmzTm)−1zmuT 0
zmu
T 12 + zmz
T
m
]
,
where we have used elementary row operations to obtain the second equality. Before pro-
ceeding, note the identity
zTm(12 + zmz
T
m)
−1zm
= zTm(12 − zmzTm + zmzTmzmzTm − zmzTmzmzTmzmzTm + ...)zm
= (12 − zTmzm + zTmzmzTmzm − ...)zTmzm
= (12 + z
T
mzm)
−1zTmzm
= 12 − (12 + zTmzm)−1. (265)
This enables us to expand the determinant as so
det
(
1N + RNR
T
N
)
= det
(
12 + zmz
T
m
)
det
(
1N−2 + RN−2RTN−2 + u(12 + zmz
T
m)
−1uT
)
= det
(
12 + zmz
T
m) det(1N−2 + RN−2R
T
N−2
)
× det (1N−2 + (1N−2 + RN−2RTN−2)−1u(12 + zmzTm)−1uT )
= det
(
12 + zmz
T
m) det(1N−2 + RN−2R
T
N−2
)
× det
(
12 + (12 + zmz
T
m)
−1/2uT (1N−2 + RN−2RTN−2)
−1u(12 + zmzTm)
−1/2
)
, (266)
where we have used (265) to obtain the first quality and (64) to obtain the third.
We are now in a position to integrate over the elements of the matrix u∫
(du)
det(1N + RNRTN )
N
=
1
det(12 + zmzTm)N det(1N−2 + RN−2RTN−2)N
×
∫
(du)
det(12 + (12 + zmzTm)−1/2uT (1N−2 + RN−2RTN−2)−1u(12 + zmzTm)−1/2)N
,
where the integral for each independent real component of u is over the real line. Changing
variables v = (1N−2 + RN−2RTN−2)
−1/2 u (12 + zmzTm)
−1/2 we use Lemma 6.2 to find∫
(du)
det(1N + RNRTN )
N
=
1
det(12 + zmzTm)
N/2+1 det(1N−2 + RN−2RTN−2)N−1
×
∫
(dv)
det(12 + vT v)N
.
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Iterating over all columns corresponding to complex eigenvalues we have∫
(duN−2) · · · (duk+1)
det(1N + RNRTN )
N
=
1
det(1k + RkRTk )
(N+k)/2
×
(N+k)/2∏
s=k+1
1
det(12 + zszTs )
N/2+1
(N−k)/2−1∏
s=0
∫
(dvN−2−2s)
det(12 + vTN−2−2svN−2−2s)N−s
, (267)
where the subscripts ∗ on the matrices v∗, du∗, dv∗ denote their number of rows.
To evaluate each of the (N − k)/2 integrals we use a method similar to that used in
Proposition 6.5. Firstly, for each vN−2−2s, we let vTN−2−2svN−2−2s = C and apply Lemma
6.3 to get
(dvN−2−2s) = c˜ (det C)(N−2s−5)/2(dC), (268)
and
c˜
∫
(det C)(N−2s−5)/2e−TrC(dC) =
∫
e−Tr(v
T v)(dv) = piN−2s−2. (269)
So, with κ := (N − 2s− 5)/2,∫
(dvN−2−2s)
det(12 + vTN−2−2svN−2−2s)N−s
= piN−2s−2
∫
(det C)κ det(12 + C)
s−N (dC)∫
(det C)κe−TrC(dC)
= piN−2s−2
∫ ∞
0
∫ ∞
0
xκ1
(1 + x1)N−s
xκ2
(1 + x2)N−s
|x1 − x2|dx1dx2
×
(∫ ∞
0
∫ ∞
0
xκ1x
κ
2e
−x1e−x2 |x1 − x2|dx1dx2
)−1
= piN−2s−2
∫ 1
0
∫ 1
0
yκ1 y
κ
2 (1− y1)(N−1)/2(1− y2)(N−1)/2|y1 − y2|dy1dy2
×
(∫ ∞
0
∫ ∞
0
xκ1x
κ
2e
−x1e−x2 |x1 − x2|dx1dx2
)−1
, (270)
where use was made of Proposition 2.8 for the second equality, and the change of variables
y = x/(1 + x) for the third. We now have a ratio of Selberg-type integrals which can be
evaluated using (261) as ∫
det(12 + v
T
N−2−2svN−2−2s)
−(N−s)(dv)
= piN−2s−2
Γ((N + 1)/2)
Γ(N − s− 1/2)
Γ(N/2 + 1)
Γ(N − 2) . (271)
The case N odd, k = 1, corresponding to s = (N − 1)/2 − 1 is special since then vN−2−2s
consists of 1 row and 2 columns, and thus is the only case in which the number of rows is
less than the number of columns and so Lemma 6.3 does not apply. We must then write
det(12 + v
T
N−2−2svN−2−2s)
−p = (1 + vN−2−2svTN−2−2s)
−p,
118
using (64). However, it turns out that the change this implies to (270) does not effect the
evaluation (271). So in all cases, after having integrated over the columns corresponding to
complex eigenvalues we are left with
∫
(duN−2) · · · (duk+1)
det(1N + RNRTN )
N
=
(N+k)/2∏
s=k+1
1
det(12 + zszTs )
N/2+1
×
(N−k)/2−1∏
s=0
piN−2s−2
Γ((N + 1)/2)
Γ(N − s− 1/2)
Γ(N/2 + 1)
Γ(N − 2)
1
det(1k + RkRTk )
(N+k)/2
.
It remains to compute the integrals over the columns corresponding to the real eigenval-
ues.
6.2.2 Real eigenvalue columns
We see that we are left with a function of Rk, which is the upper-left sub-block of RN .
Similar to the process in the previous section, we isolate the last row and column
Rk =
[
Rk−1 uk−1
0T λk
]
,
where now uk−1 is of size (k − 1) × 1 and 0T is of size 1 × (k − 1). Following the same
procedure that led to (266) for the columns corresponding to the complex eigenvalues, we
find
det(1k + RkR
T
k ) = (1 + λ
2
k) det(1k−1 + Rk−1R
T
k−1)
× (1 + (1 + λ2k)−1uTk−1(1k−1 + Rk−1RTk−1)−1uk−1) .
Setting vk−1 = (1j−1 + Rj−1RTj−1)
−1/2uk−1(1 + λ2j )
−1/2 and again making use of Lemma
6.2 we have∫
(duk−1)
det(1k + RkRTk )
(N+k)/2
=
1
(1 + λ2k)
(N+1)/2 det
(
1k−1 + Rk−1RTk−1
)(N+k−1)/2 ∫ (dvk−1)(1 + vTk−1vk−1)(N+k)/2 .
Iterating over the remaining columns of Rk gives∫
(duk−1) · · · (du1)
det(1 + RkRTk )
(N+k)/2
=
k∏
s=1
1
(1 + λ2s)
(N+1)/2
k−1∏
s=1
∫
(dvk−s)
(1 + vTk−svk−s)(N+k)/2−(s−1)/2
(cf. (267)). To evaluate the integrals, we use the same method as for the integrals in (267)
— involving Lemma 6.3 and a now one-dimensional case of the Selberg integral, which is
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the beta integral. This gives∫
(dvk−s)
(1 + vTk−svk−s)(N+k)/2−(s−1)/2
= pi(k−s)/2
Γ((N + 1)/2)
Γ((N + k − s+ 1)/2) ,
and so ∫
(duk−1) · · · (du1)
det(1k + RkRTk )
(N+k)/2
=
k∏
s=1
1
(1 + λ2s)
(N+1)/2
k−1∏
s=1
pi(k−s)/2
Γ((N + 1)/2)
Γ((N + k − s+ 1)/2) .
6.2.3 Eigenvalue jpdf and fractional linear transformation
According to the working in the preceding section (262) has been reduced to the following
distribution of {λi, xi, bi, ci} (with xi, bi and ci from (126))
pi−(N−k)/4Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
(
Γ((N + 1)/2)
Γ(N/2 + 1)
)k/2 N−1∏
j=1
1
Γ(j/2)2
×
(N+k)/2∏
s=k+1
1
det(1 + zszTs )
N/2+1
k∏
s=1
1
(1 + λ2s)
(N+1)/2
2(N−k)/2
(N+k)/2∏
l=k+1
|bl − cl|
×
∏
j<p
|λ(Rpp)− λ(Rjj)|, (272)
where use has been made of the simplification
k−1∏
s=1
pi(k−s)/2
Γ((N + 1)/2)
Γ((N + k − s+ 1)/2)
(N−k)/2−1∏
s=0
piN−2s−2
Γ((N + 1)/2)
Γ(N − s− 1/2)
Γ(N/2 + 1)
Γ(N − s)
= pi(k+N
2−2N)/4Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
(
Γ((N + 1)/2)
Γ(N/2 + 1)
)k/2
×
N−1∏
s=0
1
Γ((N + 1 + s)/2)
.
With s = 1 + x
2
s + y
2
s and δs = bs − cs we see that det(12 + zszTs ) = 2s + δ2s . We can
use (135) to change variables from bl, cl to yl, δl recalling the correction that −∞ < δ <∞.
Now we integrate over δ∫ δ=∞
δ=−∞
|bs − cs|
det(1 + zszTs )
N/2+1
dxsdbsdcs
= 4ys
∫ δ=∞
δ=0
δ dδ
(2s + δ
2)N/2+1
√
4y2 + δ2
dxsdys
= 4ys
∫ t=∞
t=2ys
dt
(2s − 4y2s + t2)N/2+1
dxsdys. (273)
Substituting (273) in (272) as appropriate gives the reduced jpdf, but (273) as written ap-
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pears intractable for further analysis. On the other hand the discussion at the beginning
of this chapter suggests that when projected on to the sphere the eigenvalue density is un-
changed by rotation in the X–Z plane, where X,Y, Z are the co-ordinates after stereographic
projection. This suggests that simplifications can be achieved by an appropriate mapping
of the half-plane that contains the rotational symmetry of the half sphere.
We therefore introduce the fractional linear transformation (256) mapping the upper
half-plane to the interior of the unit disk, with (257) (recalling the definition of e) mapping
the real line to a great circle through the poles. In particular, the complicated dependence
on xs and ys in (273) is now unravelled.
Lemma 6.6. Let s = 1 + x
2
s + y
2
s . With the change of co-ordinates (256) we have
ys
∫ t=∞
t=2ys
dt
(2s − 4y2s + t2)N/2+1
dxsdys
=
(1− |ws|2) |1 + ws|2N−4
22N−2 |ws|N+1
∫ ∞
|ws|−1−|ws|
2
dt
(1 + t2)
N/2+1
dusdvs. (274)
Proof : Noting that
ys =
1− |ws|2
|1 + ws|2 ,
2s − 4y2s =
16|ws|2
|1 + ws|4 ,
dxsdys =
∣∣∣ dzs
dws
∣∣∣2dusdvs = 4|1 + ws|4 dusdvs,
we reduce the given expression to
16
|1 + ws|4
1− |ws|2
|1 + ws|2
∫ ∞
2(1−|ws|2)
|1+ws|2
dt(
16|ws|2
|1+ws|4 + t
2
)N/2+1 dusdvs. (275)
The RHS of (274) results from (275) after the change of variables t 7→ 4|ws|t/|1 + ws|2.

For the product of differences in (272), the substitutions (256) and (257) give
k∏
j<p
|λp − λj | = (−2i)k(k−1)/2
k∏
s=1
(e¯s)
(k−1)/2
|es + 1|k−1
k∏
j<p
(ep − ej)
for the real-real factors,
k∏
j=1
(N+k)/2∏
s=k+1
|λj − zs||λj − z¯s| = (−1)k(N−k)/22(N−k)k
k∏
j=1
(e¯j)
(N−k)/2
∣∣∣∣ 1ej + 1
∣∣∣∣(N−k)
×
(N+k)/2∏
s=k+1
(w¯s)
k
∣∣∣∣ 1ws + 1
∣∣∣∣2k k∏
j=1
(N+k)/2∏
s=k+1
(ws − ej)
(
1
w¯s
− ej
)
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for the real-complex factors, and
∏
k+1≤a<b≤(N+k)/2
|za − zb||z¯a − z¯b|
(N+k)/2∏
c,d=k+1
c6=d
|zc − z¯d| = (−2)2(
N−k
2
N−k−2
2 )
(N+k)/2∏
j=k+1
(1− |wj |2)−1
×
(N+k)/2∏
s=k+1
(w¯)N−k−1
∣∣∣∣ 1ws + 1
∣∣∣∣2(N−k−2) ∏
a<b
(wb − wa)
(
1
w¯b
− 1
w¯a
) (N+k)/2∏
c,d=k+1
(
1
w¯d
− wc
)
for complex-complex. An essential feature is that, apart from the creation of some one-body
terms, the product of difference structure is conserved by the substitutions. Combining all
this, and using the identity ∣∣∣∣ 1ej + 1
∣∣∣∣N−1 = ( 12 cos(θj/2)
)N−1
,
we have the explicit form of the eigenvalue jpdf in the variables (256) and (257).
Proposition 6.7. Let A,B be N × N real Ginibre matrices having elements distributed
according to (122), and let Y = A−1B. In the variables (256) and (257) the eigenvalue jpdf
of Y, conditioned to have k real eigenvalues (k being of the same parity as N), is
Q(Y) = Ak,N
k∏
j=1
τ(ej)
(N+k)/2∏
s=k+1
1
|ws|2 τ(ws)τ
(
1
w¯s
)
∆
(
e,w,
1
w¯
)
, (276)
with e = {e1, ..., ek}, w = {w1, w¯1, ..., w(N−k)/2, w¯(N−k)/2} and
Ak,N =
(−1)(N−k)/2((N−k)/2−1)/2+(N−k)k/2−k(k−1)/4
2(N(N−1)+k)/2
N∏
j=1
1
Γ(j/2)2
× Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2,
τ(x) =
(
1
x
)(N−1)/2 [
1√
pi
∫ ∞
|x|−1−|x|
2
dt
(1 + t2)
N/2+1
]1/2
,
∆
(
e,w,
1
w¯
)
=
∏
j<p
(ep − ej)
k∏
j=1
(N+k)/2∏
s=k+1
(ws − ej)
(
1
w¯s
− ej
)
×
∏
a<b
(wb − wa)
(
1
w¯s
− 1
w¯s
) (N+k)/2∏
c,d=k+1
(
1
w¯d
− wc
)
.
Note that when x ∈ R we have
τ(x) =
(
1
x
)(N−1)/2(
Γ((N + 1)/2)
2 Γ(N/2)
)1/2
. (277)
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6.3 Generalised partition function
Conceptually, the procedure in this section is identical to that of Chapter 4.3 for both even
and odd. To find a Pfaffian form of the generalised partition function (or ensemble average)
we integrate over the eigenvalue jpdf (276), introducing some indeterminants u, v. Writing
the Vandermonde product as an N × N determinant we apply the method of integration
over alternate variables ultimately resulting in an N/2 × N/2 Pfaffian. However, the key
technical difference from Chapter 4.3 is a re-ordering of the matrix columns during the
alternate variable integration, which is slightly more complicated in the odd case (292) than
the even (282). It will turn out that these re-orderings result in separate even and odd
skew-orthogonal polynomials (see Propositions 6.11 and 6.14), which have the benefit of
skew-orthogonalising the generalised partition function Pfaffian for general ζ, unlike in the
real Ginibre ensemble.
With Q(Y) from (276) we use (47) (with m = 2) to define the generalised partition
function of the spherical ensemble
Zk,(N−k)/2[u, v]S =
1
((N − k)/2)!
∫ θ2
0
dθ1
∫ θ3
θ1
dθ2 · · ·
∫ 2pi
θk−1
dθk
k∏
l=1
u(el)
×
∫
Ω
dwk+1 · · ·
∫
Ω
dw(N+k)/2
(N+k)/2∏
s=k+1
v(ws)Q(Y) (278)
for fixed k, where Ω is the unit disk, and the factor of 1/((N − k)/2)! comes from relaxing
the ordering constraint on the complex eigenvalues. Note the ordering of the angles θj
corresponding to the real eigenvalues is in accord with the ordering (127) of {λi}. As for
the GOE and the real Ginibre ensemble it is at this point that parity considerations become
important.
6.3.1 N even
Proposition 6.8. Let {pj(x)} be a set of monic polynomials of degree j, and define
q2j(x) = p2j(x), q2j+1(x) = pN−1−2j(x). (279)
The generalised partition function for the real spherical ensemble, with N even, is
Zk,(N−k)/2[u, v]S =
(−1)(N/2)(N/2−1)/2
2N(N−1)/2
Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
×
N∏
s=1
1
Γ(s/2)2
[ζk]Pf
[
ζ2αj,l + βj,l
]
, (280)
with [ζk] denoting the coefficient of ζk, and where
αj,k = − i
2
∫ 2pi
0
dθ1 u(e1)τ(e1)
∫ 2pi
0
dθ2 u(e2)τ(e2)qj−1(e1)qk−1(e2) sgn(θ2 − θ1),
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βj,k =
∫
Ω
dw v(w)τ(w)τ
(
1
w¯
)
1
|w|2
(
qj−1(w)qk−1
(
1
w¯
)
− qk−1(w)qj−1
(
1
w¯
))
. (281)
Proof: With pl(x) an arbitrary monic polynomial of degree l, using (29) the Vandermonde
product in Q(Y) can be written
∆
(
e,w,
1
w¯
)
= det

[pl−1(ej)]j=1,...,k
[pl−1(ws)]s=k+1,...,(N+k)/2
[pl−1(1/w¯s)]s=k+1,...,(N+k)/2

l=1,...,N
= (−1)(N−k)/2((N−k)/2−1)/2det

[pl−1(ej)]j=1,...,k[
pl−1(ws)
pl−1(1/w¯s)
]
s=k+1,...,(N+k)/2

l=1,...,N
,
where, for the second equality, we have interlaced the rows corresponding to complex con-
jugate pairs; this will be convenient later.
Next, as in Proposition 4.9, we apply the method of integration over alternate variables
to the ej , which correspond to the real eigenvalues,
Zk,(N−k)/2[u, v]S = (−1)(N−k)/2((N−k)/2−1)/2 Ak,N
(k/2)!((N − k)/2)!
×
∫ 2pi
0
dθ2
∫ 2pi
0
dθ4 · · ·
∫ 2pi
0
dθk
∫
Ω
dwk+1 · · ·
∫
Ω
dw(N+k)/2
(N+k)/2∏
s=k+1
v(ws)
×
(N+k)/2∏
s=k+1
1
|ws|2 τ(ws)τ
(
1
w¯s
)
det

[ ∫ θ2j
0
u(θ)τ(e)pl−1(e)dθ
u(θ2j)τ(e2j)pl−1(e2j)
]
j=1,...k/2[
pl−1(ws)
pl−1(1/w¯s)
]
s=k+1,...,(N+k)/2

l=1,...,N
.
Re-order columns in the determinant according to
p0, pN−1, p2, pN−3, · · ·, pN−2, p1, (282)
which introduces a factor of (−1)(N/2)(N/2−1)/2. For labeling purposes define
q2j(x) = p2j(x), q2j+1(x) = pN−1−2j(x).
Expanding the determinant according to its definition as a signed sum over permutations,
then performing the remaining integrations gives
Zk,(N−k)/2[u, v]S = (−1)(N−k)/2((N−k)/2−1)/2 Ak,N
(k/2)!((N − k)/2)!
×
∑
P∈SN
ε(P )
k/2∏
l=1
aP (2l−1),P (2l)
N/2∏
l=k/2+1
bP (2l−1),P (2l),
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where
aj,k =
∫ 2pi
0
dθ1 u(θ1)τ(e1)qj−1(e1)
∫ θ1
0
dθ2 u(θ2)τ(e2)qk−1(e2),
bj,k =
∫
Ω
dw v(w)τ(w)τ
(
1
w¯
)
1
|w|2 qj−1(w) qk−1
(
1
w¯
)
.
If we now impose the restriction P (2l) > P (2l − 1), (l = 1, . . . , N/2) this can be rewritten
as
Zk,(N−k)/2[u, v]S = (−1)(N−k)/2((N−k)/2−1)/2(2i)k/2Ak,N
×
∑
P∈SN
P (2l)>P (2l−1)
ε(P )
k/2∏
l=1
αP (2l−1),P (2l)
N/2∏
l=k/2+1
βP (2l−1),P (2l), (283)
with αj,k, βj,k given by (281). With Definition 2.17 we can write (283) in terms of a Pfaffian,
and (280) follows.

The summed up partition function for the real symmetric ensemble we define as
ZN [u, v]S :=
N∑
k=0
k even
Zk,(N−k)/2[u, v]S (284)
analogously to (146), and substitution of (280) yields
ZN [u, v]S =
(−1)(N/2)(N/2−1)/2
2N(N−1)/2
Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
×
N∏
s=1
1
Γ(s/2)2
Pf [αj,l + βj,l] . (285)
Recall that Zk,(N−k)/2[1, 1]S is the probability of finding k real eigenvalues and (N−k)/2
complex eigenvalues, and so the generating function for these probabilities pN,k is
ZN (ζ)S :=
N∑
k=0
k even
ζkpN,k =
N/2∑
k=0
ζ2kZ2k,(N−2k)/2[1, 1]S , (286)
which becomes
ZN (ζ)S =
(−1)(N/2)(N/2−1)/2
2N(N−1)/2
Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
×
N∏
j=1
1
Γ(j/2)2
Pf
[
ζ2αj,l + βj,l
] ∣∣∣∣∣
u=v=1
. (287)
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6.3.2 N odd
The calculation of the generalised partition function for N odd proceeds along the same
lines as Proposition 6.8 for N even, but with a more complicated ordering of the columns
during the integration over alternate variables, the purpose of which is to aid in finding the
skew-orthogonal polynomials.
Proposition 6.9. With monic polynomials {pj(x)} of degree j and αj,l, βj,l as in (281),
the generalised partition function for the real spherical ensemble, with N odd, is
Zoddk,(N−k)/2[u, v]S =
(−1)(N−1)/4((N−1)/2)−1)
2N(N−1)/2
Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
×
N∏
s=1
1
Γ(s/2)2
[ζk−1]Pf
[ [
ζ2αi,j + βi,j
]
[νi]
[−νj ] 0
]
i,j=1,...,N
, (288)
where,
νl :=
1√
2
∫ 2pi
0
u(θ)τ(e)ql−1(e)dθ, (289)
and
q2j = p2j ,
q2j+1 = pN−1−2j ,
}
0 ≤ 2j < (N − 1)/2,
q2j = p2j+1,
q2j+1 = pN−1−(2j+1),
}
(N − 1)/2 ≤ 2j < N − 1,
qN−1 = p(N−1)/2. (290)
Proof: As for the even case write the Vandermonde product of Q(Y) as
∆
(
e,w,
1
w¯
)
= det

[pl−1(ej)]j=1,...,k−1
[pl−1(ws)]s=k+1,...,(N+k)/2
[pl−1(1/w¯s)]s=k+1,...,(N+k)/2

l=0,...,N
= (−1)(N−k)/2((N−k)/2−1)/2det

[pl−1(ej)]j=1,...,k[
pl−1(ws)
pl−1(1/w¯s)
]
s=k+1,...,(N+k)/2
[pl−1(ek)]

l=1,...,N
, (291)
where we have moved the row corresponding to the kth real eigenvalue to the bottom of
the matrix. (It proves to be more convenient to convert this latter matrix to Pfaffian form
than the equivalent matrix where the kth row is not moved.) This always involves an even
number of transpositions so no overall factor is required. The shifted row corresponds to the
single unpaired real eigenvalue that must exist in any odd-sized real matrix, a fact that is
guaranteed by N and k being of the same parity. The factors of −1 come from the reordering
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of complex eigenvalue rows, exactly as in the even case. Now we substitute (291) into (278)
and apply integration over alternate variables, as in Proposition 6.8, to find
Zoddk,(N−k)/2[u, v]S = (−1)(N−k)/2((N−k)/2−1)/2 Ak,N((k − 1)/2)!((N − k)/2)!
×
∫ 2pi
0
dθ2
∫ 2pi
0
dθ4 · · ·
∫ 2pi
0
dθk−1
∫
Ω
dwk+1 · · ·
∫
Ω
dw(N+k)/2
(N+k)/2∏
s=k+1
v(ws)
×
(N+k)/2∏
s=k+1
1
|ws|2 τ(ws)τ
(
1
w¯s
)
det

[ ∫ θ2j
0
u(θ)τ(e)pl−1(e)dθ
u(θ2j)τ(e2j)pl−1(e2j)
]
j=1,...(k−1)/2[
pl−1(ws)
pl−1(1/w¯s)
]
s=k+1,...,(N+k)/2[∫ 2pi
0
u(θ)τ(e)pl−1(e) dθ
]

l=1,...,N
.
We need to reorder the columns of the determinant in a similar way to that of (282),
although with the key difference of shifting the middle column to the end. The re-ordering
is then
p0, pN−1, p2, pN−3, ..., p(N−1)/2−1,2 , p(N−1)/2+1,2 ,
p(N−1)/2+2,1 , p(N−1)/2−2,1 , ..., pN−4, p3, pN−2, p1, p(N−1)/2, (292)
where
1,2 =
{
1, for (N − 1)/2 even,
2, for (N − 1)/2 odd,
2,1 =
{
2, for (N − 1)/2 even,
1, for (N − 1)/2 odd.
This introduces a factor of (−1)(N−1)/2+(N−1)/2((N−1)/2−1)/2. Also, for N odd, the factors
of −1 in Ak,N can be re-written by noting
(−1)(N−k)k/2−k(k−1)/4 = (−1)(N−1)/2−(k−1)/4,
which gives us an overall factor of
(−1)(N−k)/2((N−k)/2−1)/2 (−1)(N−1)/2+(N−1)/2((N−1)/2−1)/2 Ak,N
=
(−1)(N−1)/4((N−1)/2)−1)−(k−1)/4
2(N(N−1)+k)/2
Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
×
N∏
s=1
1
Γ(s/2)2
.
Now we again expand the determinant as a signed sum over permutations and impose the
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restriction P (2l) > P (2l − 1), which gives us the odd analogue of (283),
Zoddk,(N−k)/2[u, v]S =
(−1)(N−1)/4((N−1)/2)−1)
2N(N−1)/2
Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
×
N∏
j=1
1
Γ(j/2)2
∑
P∈SN
P (2l)>P (2l−1)
ε(P ) νP (N),N+1
(k−1)/2∏
l=1
αP (2l−1),P (2l)
(N−1)/2∏
l=(k+1)/2
βP (2l−1),P (2l),
where νP (N) := νP (N),N+1 is given by (289). Using the Pfaffian definition (33), (288) now
follows.

The analogous definition to (284) for N odd is
ZoddN [u, v]S :=
N∑
k=1
k odd
Zoddk,(N−k)/2[u, v]S , (293)
and substituting (288) we have
ZoddN [u, v]S =
(−1)(N−1)/4((N−1)/2)−1)
2N(N−1)/2
Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
×
N∏
s=1
1
Γ(s/2)2
Pf
[
[αj,l + βj,l] [νj ]
[−νl] 0
]
j,l=1,...,N
.
The generating function for the probabilities with N odd is
ZoddN (ζ)S :=
N∑
k=1
k odd
ζkpN,k =
(N−1)/2∑
k=0
ζ2k+1Zodd2k+1,(N−2k−1)/2[1, 1]S , (294)
and
ZoddN (ζ)S =
(−1)(N−1)/4((N−1)/2)−1)
2N(N−1)/2
Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
× ζ
N∏
s=1
1
Γ(s/2)2
Pf
[ [
ζ2αj,l + βj,l
]
[νj ]
[−νl] 0
]
j,l=1,...,N
∣∣∣∣∣
u=v=1
. (295)
In the next section we will see that with the relevant skew-orthogonal polynomials, the
probabilities for both even and odd can be calculated in a straightforward manner.
6.4 Skew-orthogonal polynomials
Recall that the Pfaffian in the generating function (154) for the even case of the real Ginibre
ensemble was brought to skew-diagonal form (39) using the polynomials (161) only when
ζ = 1. This means that the calculation of the probabilities seems to inevitably involve the
calculation of a Pfaffian or determinant — recall that we obtained a chequerboard N ×N
Pfaffian, which can be rewritten as an N/2×N/2 determinant according to (37) — and so
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is computationally intensive when using exact arithmetic. Separately, when discussing the
probabilities of the partially symmetric real Ginibre ensemble in Chapter 5.3.1, we found
that we could use the monomials pj(x) = x
j to calculate the α
(τ)
2j−1,2l
∣∣
u=1
and β
(τ)
2j−1,2l
∣∣
v=1
individually, however these did not skew-diagonalise the matrix.
For the problem at hand we can obtain both of these benefits simultaneously: we explic-
itly construct polynomials qi(x) that, for general ζ, skew-diagonalise the matrix in (287).
The polynomials turn out to be quite simple, and it was knowledge of these polynomials
that motivated the definition of the {qi(x)} in terms of the {pi(x)} in (279). Further, we
find that with some modification, we can also use a similar set of polynomials to bring the
matrix in (295) to a form which, for our purposes, is equivalent to the odd skew-diagonal
form (100), for all ζ.
Definition 6.10. For monic polynomials pj(x), pl(x) of degree j and l respectively, define
the inner product
〈pj , pl〉S := − i
2
∫ 2pi
0
dθ1 τ(e1)
∫ 2pi
0
dθ2 τ(e2)pj(e1)pl(e2) sgn(θ2 − θ1)
+
∫
Ω
dw τ(w)τ
(
1
w¯
)
1
|w|2
(
pj(w)pl
(
1
w¯
)
− pl(w)pj
(
1
w¯
))
= αj+1,l+1 + βj+1,l+1
∣∣
u=v=1
, (296)
where αj,l, βj,l are from (281).
We will also find it convenient to define
αˆj,l := αj,l
∣∣
u=1
,
βˆj,l := βj,l
∣∣
v=1
, (297)
and
αˆl := αˆ2l+1,2l+2,
βˆl := βˆ2l+1,2l+2. (298)
Proposition 6.11. The inner product (296) satisfies the skew-orthogonality conditions
(160) using the polynomials pj(x) = x
j and thus, according to (279),
q2j(x) = x
2j , q2j+1(x) = x
N−1−2j . (299)
The normalisations αˆl, βˆl from (298) are
αˆl =
2pi
N − 1− 4l
Γ((N + 1)/2)
Γ(N/2 + 1)
,
βˆl =
2
√
pi
N − 1− 4l
(
2N
Γ(2l + 1)Γ(N − 2l)
Γ(N + 1)
−√pi Γ((N + 1)/2)
Γ(N/2 + 1)
)
. (300)
129
Proof : The skew-symmetry property αˆj,l = −αˆl,j , βˆj,l = −βˆl,j can be checked by
observation, so to establish the result we must show that each of αˆj,l and βˆj,l are non-zero
only for j = 2t+ 1, l = 2t+ 2 in which case they have the evaluations stated.
From (281), we have
αˆj+1,l+1 = c
i
2
∫ 2pi
0
dθ1 e
iθ1(j˜−(N−1)/2)
∫ 2pi
θ1
dθ2 e
iθ2(l˜−(N−1)/2
− c i
2
∫ 2pi
0
dθ1 e
iθ1(j˜−(N−1)/2)
∫ θ1
0
dθ2 e
iθ2(l˜−(N−1)/2,
where c is a constant factor and j˜ = 2j or j˜ = N − 1 − 2j for j even or odd respectively.
Performing the inner integrals over θ2, using the fact that j˜ 6= (N−1)/2 since j is an integer
and N is even, we find
αˆj+1,l+1 = c
2
2l˜ −N + 1
∫ 2pi
0
dθ1 e
iθ1(j˜+l˜−N+1), (301)
which is non-zero only in the case that l˜ = N − 1 − j˜, which implies j = 2t + 1, l = 2t + 2
(for αˆj+1,l+1 positive). The evaluation of (301) in this case is straightforward. To obtain
the conditions on s and t where βˆs,t 6= 0 we repeat the procedure used above by writing
out τ(w), τ(w¯−1), q2j and q2j+1. The fact that s = 2j + 1 and t = 2j + 2 for a non-zero
evaluation is then immediate.
It remains to evaluate βˆ2j+1,2j+2 =: βˆj , which turns out to require knowledge of a non-
standard form of the beta integral. Thus, after converting to polar co-ordinates, setting
c := |w|2 and integrating by parts, one obtains
βˆj = − 2pi
3/2
N − 1− 4j
Γ((N + 1)/2)
Γ(N/2 + 1)
+
2N+1pi
N − 1− 4j
∫ 1
0
c2j + cN−2j−1
(1 + c)N+1
dc. (302)
According to [85, Equation 3.216 (1)], for general a, b such that Re b > 0, Re (a− b) > 0,∫ 1
0
(tb−1 + ta−b−1)(1 + t)−a dt =
Γ(b)Γ(a− b)
Γ(a)
,
and so, with b = y, a− b = x, we have a non-standard form of the beta integral∫ 1
0
tx−1(1− t)y−1 dt = Γ(x)Γ(y)
Γ(x+ y)
.
The stated formula for βˆj now follows.
Alternatively, by some manipulations the integral in (302) can be transformed to∫ 1
0
c2j + cN−2j−1
(1 + c)N+1
dc =
1
2j + 1
2F1(2j + 1, N + 1, 2j + 2;−1)
+
1
N − 2j 2F1(N − 2j,N + 1, N + 1− 2j;−1). (303)
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We see that the RHS of (303) must equal Γ(2j + 1)Γ(N − 2j)/Γ(N + 1) for the result to be
obtained, a condition which can be shown to be equivalent to the statement
1 =
2j∑
s=0
2s−NΓ(N − s)
Γ(2j + 1− s)Γ(N − 2j) +
N−2j−1∑
s=0
2s−NΓ(N − 2j − s)
Γ(2j + 1)Γ(N − 2j) . (304)
With j = 0 the RHS of (304) can be evaluated as
1
2N
+
N−1∑
s=0
1
2N−s
= 1,
where we have used the formula
∑j
s=1 2
−j = 1 − 2−j . We now establish (304) inductively
for all integer j ∈ [0, N/2 − 1]. Through the use of Zeilberger’s algorithm [170, 171] (in
Mathematica form [131]) we obtain a proof that
2j∑
s=0
2s−NΓ(N − s)
Γ(2j + 1− s)Γ(N − 2j) +
N−2j−1∑
s=0
2s−NΓ(N − 2j − s)
Γ(2j + 1)Γ(N − 2j)
=
2j+1∑
s=0
2s−NΓ(N − s)
Γ(2j + 2− s)Γ(N − 2j − 1) +
N−2j−2∑
s=0
2s−NΓ(N − 2j − 1− s)
Γ(2j + 2)Γ(N − 2j) ,
so the RHS of (304) is unchanged by 2j 7→ 2j + 1 for all j ∈ [0, N/2 − 1], and so this
establishes (300).

Since Proposition 6.11 tells us that both αˆj,l and βˆj,l are independently skew-
orthogonalised by the polynomials (299) for general ζ, we have that
Pf
[
ζ2αj,l + βj,l
]
j,l=1,2,...,N
∣∣∣
u=v=1
=
N/2−1∏
l=0
ζ2αˆl + βˆl. (305)
Substitution of (305) into (287) gives us the generating function for the probabilities pN,k
ZN (ζ)S =
(−1)(N/2)(N/2−1)/2
2N(N−1)/2
Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
×
N∏
s=1
1
Γ(s/2)2
N/2−1∏
l=0
ζ2αˆl + βˆl. (306)
The probability pN,N that all eigenvalues are real is the coefficient of ζ
N in (306) and is
pN,N = pi
N/2 Γ((N + 1)/2)
N/2
2N(N−2)/2
N∏
s=1
1
Γ(s/2)2
N/2−1∏
l=0
1
N − 1− 4l ,
where we have used the fact that bN/4c (the floor function of N/4) is of the same parity as
N/2(N/2− 1)/2.
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We can also use the polynomials (299) to calculate the expected number of real eigen-
values EN and the variance σ
2
N .
Corollary 6.12. With N even the expected number of real eigenvalues of an N ×N matrix
Y = A−1B is [52]
EN =
∂
∂ζ
ZN (ζ)
∣∣∣∣
ζ=1
=
N/2−1∑
l=0
2 αˆl
αˆl + βˆl
=
√
piΓ((N + 1)/2)
Γ(N/2)
. (307)
The variance in the number of real eigenvalues is
σ2N =
∂2
∂ζ2
ZN (ζ)
∣∣∣
ζ=1
+ EN − E2N = 2EN − 4
N/2−1∑
l=0
αˆ2l
(αˆl + βˆl)2
= 2EN − 2
√
pi
Γ((N + 1)/2)2Γ(N − 1/2)
Γ(N/2)2Γ(N)
. (308)
Proof : The second equalities follow from the first and (306) through simple differentia-
tion, while for the third equalities use has been made of the summations
N/2−1∑
j=0
(N − 1
2j
)
= 2N−2
and
N/2−1∑
j=0
(N − 1
2j
)2
=
1
2
N−1∑
j=0
(N − 1
j
)2
=
1
2
(2N − 2
N − 1
)
=
Γ(2N − 1)
2(Γ(N))2
=
22N−3 Γ((2N − 1)/2)√
pi Γ(N)
,
where use was made of [85, 0.157 (1)].

The result (307) was first derived by Edelman et al. [52] using ideas from integral geom-
etry. (This statement is generalised to one concerning eigenvalues of a matrix polynomial
in [51].) A corollary, also noted in [52], is that for N →∞
EN ∼
√
piN
2
(
1− 1
4N
+
1
32N2
+
5
128N3
− 21
2048N4
+ O
( 1
N5
))
, (309)
which gives the leading order behaviour for large N . We also note that, to leading order,
(308) implies the variance is related to the mean by σ2N ∼ (2−
√
2)EN , which coincidentally
(?) is the same asymptotic relation as (200), the analogous result for the real Ginibre
ensemble.
The explicit form of the generating function (306) allows for the computation of the large
N limiting form of the probability density of the scaled number of real eigenvalues.
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Figure 6.4.2: A plot of p300,k, that is, the probability of finding k real eigenvalues from a
300× 300 real matrix Y = A−1B, where A,B are real matrices with iid Gaussian elements.
The points were calculated using (306), while the solid line is the Gaussian curve implied by
Proposition 6.13 (with a normalising factor of 2 since N and k must be of the same parity).
Proposition 6.13. Let σ2N and EN be as in Corollary 6.12, and let pN,k be the probability
of obtaining k eigenvalues from N total eigenvalues. We have
lim
N→∞
supx∈(−∞,∞)
∣∣∣σNpN,bσNx+ENc − 1√
2pi
e−x
2/2
∣∣∣ = 0,
where b·c denotes the floor function.
Proof : For a given n, let {pn(k)}k=0,1,...,n be a sequence such that
PN (x) =
n∑
k=0
pn(k)x
k
has the properties that the zeros of PN (x) are all on the real axis, and PN (1) = 1. Let
µn =
n∑
k=0
kpn(k), σ
2
n =
n∑
k=0
k2pn(k)− µ2n,
and suppose σn →∞ as n→∞. A local limit theorem due to Bender [19] gives
lim
n→∞ supx∈(−∞,∞)
∣∣∣σnpn(bσnx+ µnc)− 1√
2pi
e−x
2/2
∣∣∣ = 0.
Application of this general theorem to ZN (ζ) in (286), with ζ
2 = x, gives the stated result. 
The implication of Proposition 6.13 is that our probabilities pN,k (suitably scaled) will
tend to lie on a Gaussian curve as N becomes large. In Figure 6.4.2 we have calculated the
value of pN,k for N = 300, k = 2, 4, ..., 38 and overlaid it with the Gaussian curve given by
Proposition 6.13; the agreement is clear. (We do not, as yet, have any further results to
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explain the slight systematic shift of the points relative to the curve.)
6.4.1 N odd
As discussed at the beginning of Chapter 6.4 we can find polynomials that will reduce the
matrix in (295) to an easily computable form for all ζ. The column reordering (292) means
while these polynomials are still monomials, compared to the even case the labeling is more
complicated, since there was the additional movement of the middle column to the end. The
first half of the polynomials are the same as the even case, while the second half are modified
by j → j + 1/2. The middle polynomial must be singled out for special treatment.
Proposition 6.14. Let N be odd. The skew-orthogonal polynomials with respect to the
inner product (296) are
q2j(x) = x
2j ,
q2j+1(x) = x
N−1−2j ,
}
0 ≤ 2j < (N − 1)/2,
q2j(x) = x
2j+1,
q2j+1(x) = x
N−1−(2j+1),
}
(N − 1)/2 ≤ 2j < N − 1,
and
qN−1(x) = x(N−1)/2
+
(N−1)/2−1∑
j=0
(
〈q2j+1, x(N−1)/2〉S
αˆj + βˆj
q2j(x)− 〈q2j , x
(N−1)/2〉S
αˆj + βˆj
q2j+1(x)
)
.
With these polynomials
αˆoddj = αˆj ,
βˆoddj = βˆj ,
}
0 ≤ 2j < (N − 1)/2,
αˆoddj = αˆj+1/2,
βˆoddj = βˆj+1/2,
}
(N − 1)/2 ≤ 2j < N − 1,
αˆs,N + βˆs,N = αˆN,s + βˆN,s = 0, s ≤ N,
ν¯N := ν
∣∣
u=1
= pi
√
Γ((N+1)/2)
Γ(N/2+1) ,
where αˆj , βˆj are as in (300) and
αˆj+1/2 =
2pi
N − 3− 4j
Γ((N + 1)/2)
Γ(N/2 + 1)
,
βˆj+1/2 =
2
√
pi
N − 3− 4j
(
2N
Γ(2j + 2)Γ(N − 2j − 1)
Γ(N + 1)
−√piΓ((N + 1)/2)
Γ(N/2 + 1)
)
.
Proof: For 0 ≤ 2j < (N − 1)/2 we have the result by Proposition 6.11 and replacing
j 7→ j + 1/2 we have result for (N − 1)/2 ≤ 2j < N − 1. By the construction of qN−1(x),
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we see that αˆs,N + βˆs,N = 0 for 1 ≤ s ≤ N . Writing out νˆl using the definition (289), the
fact that it is non-zero only for l = N is clear, that is, only when l = N does the angular
dependence cancel from the integral, in which case the evaluation is straightforward.

With the polynomials of Proposition 6.14 the matrix in (295) for general ζ (and u = v =
1) has the structure 
P gN−1 0N−1
−gTN−1 0 hN
0TN−1 −hN 0
 , (310)
where P is skew-diagonal and gN−1 is an N −1 dimensional non-zero vector. This structure
happens to be identical to that of (101) with A−1 = P, gj = cj and hN = −b−1N , and we
therefore know from (102) that the Pfaffian of the matrix in (310) is equal to
hN
(N−1)/2∏
j=1
pj .
This means the odd analogue of (305) is
Pf
[ [
ζ2αi,j + βi,j
]
[νi]
[−νj ] 0
]
i,j=1,...,N
∣∣∣∣∣∣
u=v=1
= ν¯N
d(N−1)/4e−1∏
l=0
(
ζ2αˆl + βˆl
) (N−1)/2−1∏
l=d(N−1)/4e
(
ζ2αˆl+1/2 + βˆl+1/2
)
.
where dxe is the ceiling function on x. Substituting this into (295) gives
ZoddN (ζ) =
(−1)(N−1)/4((N−1)/2)−1)
2N(N−1)/2
Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
N∏
s=1
1
Γ(s/2)2
× ζ ν¯N
d(N−1)/4e−1∏
l=0
(
ζ2αˆl + βˆl
) (N−1)/2−1∏
l=d(N−1)/4e
(
ζ2αˆl+1/2 + βˆl+1/2
)
. (311)
From (311) we can calculate the expected number of real eigenvalues in the case of N
odd, which we know from [52] is given by (307) independent of the parity of N . Similarly,
we can check that the formula (308) for the variance also holds independent of the parity of
N .
Corollary 6.15. For N odd, the expected number of real eigenvalues of Y can be written
EoddN =
∂
∂ζ
ZoddN (ζ)
∣∣∣∣
ζ=1
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= 1 +
d(N−1)/4e−1∑
l=0
2 αˆl
αˆl + βˆl
+
(N−1)/2−1∑
l=d(N−1)/4e
2 αˆl+1/2
αˆl+1/2 + βˆl+1/2
,
which has evaluation (307). The variance for N odd is
(σoddN )
2 =
∂2
∂ζ2
ZoddN (ζ)
∣∣∣∣
ζ=1
= 2(EN − 1)−
d(N−1)/4e−1∑
l=0
4 αˆ2l
(αˆl + βˆl)2
+
(N−1)/2−1∑
l=d(N−1)/4e
4 αˆ2l+1/2
(αˆl+1/2 + βˆl+1/2)2
,
which has evaluation (308).
Proof: The formulae in terms of αˆl and βˆl follow from (311) recalling the definition of
ZoddN from (294). For the summations we use the identity
d(N−1)/4e−1∑
l=0
(
N − 1
2l
)p
+
(N−1)/2−1∑
l=d(N−1)/4e
(
N − 1
2l + 1
)p
=
(N−1)/2−1∑
l=0
(
N − 1
l
)p
,
which holds for integer p and for both (N − 1)/4 ∈ Z and (N − 1)/4 ∈ Z+ 1/2. We obtain
this identity by checking these two cases.

The values of pN,k for N = 2, ..., 7, calculated using (306) and (311), are listed in Table
D.1 of Appendix D, along with the results of a simulation of 100,000 matrices. A remarkable
fact can be immediately seen in the table: the probabilities for even N are polynomials in
pi of degree N/2, while for odd N they are rational numbers. The key difference is that
(N + 1)/2 and N/2 + 1 alternate as integers and half integers, depending on whether N is
even or odd. These values introduce factors of
√
pi through the gamma functions.
Proposition 6.16. Let pN,k be the probability of finding k real eigenvalues in a matrix
Y = A−1B, where A,B are real Ginibre matrices. Then for N even, pN,k is a polynomial
in pi of degree N/2. For N odd, pN,k is a rational number.
Proof : For N even, from (300) αˆl and the second term in βˆl both yield factors of pi
3/2.
The pre-factor in (280) yields pi−N/4. Combining these two facts we find the highest power
of pi is N/2. Noting that the first term in βˆl has a factor of pi
1/2 and expanding the product
in (280) gives terms of lower order in pi.
For the odd case, the pre-factor in (288) gives pi−N/4−1/2. Then by noting that (ζ2αˆl+βˆl)
and (ζ2αˆl+1/2 + βˆl+1/2) both give factors of pi
1/2 and νN gives pi
3/4 we see that the end result
is a rational number.

6.5 Correlation functions
As we did for the GOE and for the real Ginibre ensemble we would like to make use of
knowledge of the Pfaffian form of the generating function (285), and the skew-orthogonal
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polynomials (299), to compute the (N even) correlation functions ρ(k1,k2). In the present
setting, the latter specifies the probability density for k1 eigenvalues occurring at specific
points on the unit circle, and k2 eigenvalues occurring at specific points in the unit disk.
Analogous to (171), the (k1, k2)-point correlation function can be calculated in terms of the
summed up generalised partition function (284) by functional differentiation,
ρ(k1,k2)(e,w) =
1
ZN [u, v]
δk1+k2
δu(e1) · · · δu(ek1)δv(w1) · · · δv(wk2)
ZN [u, v]
∣∣∣
u=v=1
. (312)
Comparing (276) to (132) and (280) to (147), we see that the equations governing the
eigenvalue statistics in the real Ginibre and real spherical ensembles are strikingly similar.
As such, we expect that the correlation functions for the spherical ensemble will display
similar characteristics to those of the real Ginibre ensemble. Indeed, this is what we find.
Definition 6.17. Let N be even, and {qj(x)} be the set of monic skew-orthogonal polyno-
mials (299). Define
D(xi, xj)S =
N
2 −1∑
l=0
1
rl
[
a2l(xi)a2l+1(xj)− a2l+1(xi)a2l(xj)
]
,
S(xi, xj)S =
N
2 −1∑
l=0
1
rl
[
a2l(xi)b2l+1(xj)− a2l+1(xi)b2l(xj)
]
,
I˜(xi, xj)S =
N
2 −1∑
l=0
1
rl
[
b2l(xi)b2l+1(xj)− b2l+1(xi)b2l(xj)
]
+ (xi, xj),
where
aj(x) =
{
|x|−1τ(x) qj(x), x ∈ D,√−i/2 τ(x)qj(x), x ∈ ∂D,
bj(x) =
{
|x|−1τ(x¯−1) qj(x¯−1), x ∈ D,√−i/2 ∫ 2pi
0
τ(eiθ)qj(e
iθ)sgn(θ − arg(x))dθ, x ∈ ∂D,
(xi, xj) =
{
sgn(arg(xi)− arg(xj)), xi, xj ∈ ∂D,
0, otherwise,
rl = αˆl + βˆl,
and D is the unit disk, with ∂D its boundary. Also define
KN (s, t)S =
[
S(s, t)S −D(s, t)S
I˜(s, t)S S(t, s)S
]
. (313)
From Proposition 6.8 we see that the generalised partition function for the real spherical
ensemble (N even) is structurally identical to the analogous quantity for the real Ginibre
ensemble from Proposition 4.9 upon the identifications pj(w) ↔ qj(w), pj(w¯) ↔ qj(1/w¯).
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So, by the working in Chapter 4.5 we obtain the correlation functions for the real spherical
ensemble.
Proposition 6.18. Let N be even, Y be an N ×N matrix as in (255). The (k1, k2)-point
correlation function is
ρ(k1,k2)(e,w) = qdet
[
KN (ei, ej)S KN (ei, wm)S
KN (wl, ej)S KN (wl, wm)S
]
(314)
= Pf
([
KN (ei, ej)S KN (ei, wm)S
KN (wl, ej)S KN (wl, wm)S
]
Z−12(k1+k2)
)
, ei ∈ ∂D, wi ∈ D,
where e = {e1, ..., ek1} and {w1, ..., wk2}, and Z2n is from (42).
Similar to the even case, the generalised partition functions (156) and (288) are struc-
turally identical under the replacement mentioned above, but note that we cannot use the
odd-from-even method of Chapters 3.3.2 and 4.6.2. Recall that the method relies on remov-
ing the variable corresponding to the largest real eigenvalue off to infinity. However, in the
current situation we have transformed our real eigenvalues λj into the complex exponentials
ej according to (257) (recalling the definition of ej), and so the variables in (314) corre-
sponding to the real eigenvalues are constrained to lie on the unit circle. So the question
of whether the method applies to the spherical ensemble is equivalent to asking whether it
can be applied to the circular ensembles. It may be possible to project the eigenvalues from
the circle onto the real line, remove one to infinity and then project back, although this
is, as yet, unknown. (In [63], only the Gaussian and Ginibre ensembles were considered.)
However, the method of functional differentiation still remains viable, and by applying the
procedures of Chapter 4.6.1 to (288) we can obtain the N odd correlations.
Definition 6.19. Let N be odd, and {qj(x)} be the set of monic skew-orthogonal polyno-
mials of Proposition 6.14. Define
Dodd(xi, xj)S =
d(N−1)/4e−1∑
l=0
1
rl
[
a2l(xi)a2l+1(xj)− a2l+1(xi)a2l(xj)
]
+
(N−1)/2−1∑
l=d(N−1)/4e
1
rl+1/2
[
a2l(xi)a2l+1(xj)− a2l+1(xi)a2l(xj)
]
,
Sodd(xi, xj)S =
d(N−1)/4e−1∑
l=0
1
rl
[
a2l(xi)b2l+1(xj)− a2l+1(xi)b2l(xj)
]
+
(N−1)/2−1∑
l=d(N−1)/4e
1
rl+1/2
[
a2l(xi)b2l+1(xj)− a2l+1(xi)b2l(xj)
]
+ κ(xi, xj),
I˜odd(xi, xj)S =
d(N−1)/4e−1∑
l=0
1
rl
[
b2l(xi)b2l+1(xj)− b2l+1(xi)b2l(xj)
]
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+(N−1)/2−1∑
l=d(N−1)/4e
1
rl+1/2
[
b2l(xi)b2l+1(xj)− b2l+1(xi)b2l(xj)
]
+ (xi, xj) + σ(xi, xj),
where aj(x), bj(x) and (xi, xj) are as in Definition 6.17, and
κ(xi, xj) =
{
τ(xi)
νN
qN−1(xi), xj ∈ ∂D,
0, otherwise,
σ(xi, xj) =

1
νN
(bN−1(xi)− bN−1(xj)), xi, xj ∈ ∂D,
− 1νN bN−1(xj), xi ∈ ∂D, xj ∈ D,
1
νN
bN−1(xi), xi ∈ D, xj ∈ ∂D,
0, otherwise,
rl+1/2 = αˆl+1/2 + βˆl+1/2.
Also define
KoddN (s, t)S =
[
Sodd(s, t)S −Dodd(s, t)S
I˜odd(s, t)S S
odd(t, s)S
]
. (315)
Theorem 6.20. With N odd, the correlation functions for Y = A−1B are given by
ρ(k1,k2)(e,w) = qdet
[
KoddN (ei, ej)S K
odd
N (ei, wm)S
KoddN (wl, ej)S K
odd
N (wl, wm)S
]
= Pf
([
KoddN (ei, ej)S K
odd
N (ei, wm)S
KoddN (wl, ej)S K
odd
N (wl, wm)S
]
Z−12(k1+k2)
)
, ei ∈ ∂D, wi ∈ D. (316)
6.6 Kernel element evaluations and scaled limits
As for the GOE and real Ginibre ensembles, the correlations in (314) and (316) are com-
pletely determined by the 2 × 2 kernels (313) and (315). The elements of these kernels
countenance relations analogous to those of Lemma 4.17. We only list the relations for the
even kernel; those for the odd kernel are similar.
Lemma 6.21. The elements of the correlation kernel (313) obey the relations
I˜r,r(e1, e2)S =
∫ θ2
θ1
Sr,r(e, e2)S dθ + sgn(θ1 − θ2),
I˜r,c(e, w)S = −I˜c,r(w, e)S = 1|w|2Sc,r(w¯
−1, e)S ,
I˜c,c(w1, w2)S =
1
|w1|2Sc,c(w¯
−1
1 , w2)S ,
Dr,r(e1, e2)S =
∂
∂θ2
Sr,r(e1, e2)S ,
Dc,r(w, e)S = Dr,c(e, w)S =
1
|w|2Sr,c(e, w¯
−1)S ,
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Dc,c(w1, w2)S =
1
|w2|2Sc,c(w1, w¯
−1
2 )S . (317)
We can write the S∗,∗(s, t) in a summed-up form, which, remarkably, holds for both even
and odd.
Proposition 6.22. The elements Sr,r(s, t)S, Sr,c(s, t)S, Sc,r(s, t)S and Sc,c(s, t)S of the
correlation kernel (313), corresponding to real-real, real-complex, complex-real and complex-
complex eigenvalue pairs respectively, can be evaluated as
Sr,r(e1, e2)S =
Γ((N + 1)/2)
2
√
piΓ(N/2)
cos
(
θ2 − θ1
2
)N−1
,
Sc,r(w, e1)S =
( −i√
pi
)1/2
1
rw
iN
2N
√
pi
√
Γ((N + 1)/2)
Γ(N/2 + 1)
[∫ ∞
r
−1
w −rw
2
dt
(1 + t2)N/2+1
]1/2
×
(
e−i(θw−θ1)/2
r
1/2
w
+
ei(θw−θ1)/2
r
−1/2
w
)N−1
,
Sr,c(e1, w)S =
( −i√
pi
)1/2
1
rw
N(N − 1)
2N+2
√
pi
[∫ ∞
r
−1
w −rw
2
dt
(1 + t2)N/2+1
]1/2√
Γ((N + 1)/2)
Γ(N/2 + 1)
×
(
e−i(θ1−θw)/2
r
1/2
w
+
ei(θ1−θw)/2
r
−1/2
w
)N−2(
e−i(θ1−θw)/2
r
1/2
w
− e
i(θ1−θw)/2
r
−1/2
w
)
,
Sc,c(w, z)S =
N(N − 1)
2N+1pirwrz
[∫ ∞
r
−1
w −rw
2
dt
(1 + t2)N/2+1
]1/2 [∫ ∞
r
−1
z −rz
2
dt
(1 + t2)N/2+1
]1/2
×
(
ei(θz−θw)/2
(rwrz)1/2
+
e−i(θz−θw)/2
(rwrz)−1/2
)N−2(
ei(θz−θw)/2
(rwrz)1/2
− e
−i(θz−θw)/2
(rwrz)−1/2
)
,
for N even or odd, where w, z := rwe
iθw , rze
iθz .
Proof: Using the binomial theorem we can establish the identity
1
2
(
d
dx
(1 + x)2n−1 +
d
dx
(1− x)2n−1
)
=
n−1∑
p=0
2p
(
2n− 1
2p
)
x2p−1
With this identity and the polynomials of Proposition 6.11 (for the even case) and Propo-
sition 6.14 (for the odd case) the respective sums can be performed.

From Proposition 6.22 we can use the equations (317) to obtain the other kernel elements.
According to Propositions 6.18 and 6.22, we know that the real and complex densities
are given by
ρr(1)(θ) := ρ(1,0)(e) = Sr,r(e, e)S =
Γ((N + 1)/2)
2
√
piΓ(N/2)
, (318)
and
ρc(1)(w) := ρ(0,1)(w) = Sc,c(w,w)S
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=
N(N − 1)
2N+1pir2
(
1
r
+ r
)N−2(
1
r
− r
)∫ ∞
r−1−r
2
dt
(1 + t2)N/2+1
, (319)
respectively. Note that
∫ 2pi
0
ρr(1)(θ)dθ = EN and so the evaluation (307) is immediate from
(318). Since ρr(1)(θ) = EN/2pi we can use (309) to give us the large N form of the density
ρr(1)(θ) ∼
1
2pi
√
piN
2
, (320)
while integration by parts of (319) shows
ρc(1)(w) ∼
(N − 1)
pi
1
(1 + r2)2
− N − 1
N − 2
1
pi
1
(1− r2)2 + O
( 1
N
)
, (321)
valid for r ∈ [0, 1−O(1/√N)]. Note that the real eigenvalue density is only proportional to√
N , and so to leading order in N the density of general eigenvalues is
N
pi
1
(1 + r2)2
, (322)
for all r ∈ [0, 1]. This is a Cauchy distribution and, projected stereographically onto the
half sphere, gives a uniform distribution. Note also that we have a uniform density of real
eigenvalues in (320), which we recall was manifested in the analogous real Ginibre result
(209).
Remark 6.23. This 1/N convergence in (321) should be contrasted with the exponential
convergence in the case of the polynomials (258) (see [113]).
The uniform spherical distribution implied by (322) led to a conjecture in [64] that there
is a spherical law analogous to the circular law of Proposition 4.32. This conjecture has since
been proven by adapting the method of [155] used to prove the circular law. Specifically, in
[25] the author shows that the eigenvalue density for a matrix Y = A−1B, where A,B have
general iid mean zero, variance one distributed elements, converges to that where A,B are
(complex) Gaussian distributed. Then using (322) the spherical law follows.
Proposition 6.24 (Spherical law, [25]). Let Y = A−1B, where A,B are N ×N matrices
with iid elements from a distribution with mean 0 and variance 1. Then the density of
eigenvalues of Y approaches the uniform distribution on the unit sphere under stereographic
projection as N →∞.
6.6.1 Scaled limit
Before implementing the fractional linear transformations (256) and (257), we have from
(253) that the density of real eigenvalues near the origin is proportional to EN , and thus√
N . Taking a scaled limit — involving changing the variables so that the real and complex
densities are of order unity — is of interest in this case because the resulting correlations are
expected to be the same as for the eigenvalues of the real Ginibre ensemble, scaled near the
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origin, which we calculated in Chapter 4.7 and listed the results in (B.2) of Appendix B.3.
This expectation is based upon the geometrical knowledge that locally a sphere resembles a
plane.
Remark 6.25. In the complex case, an analogy between the eigenvalue jpdf of the gener-
alised eigenvalue problem and the Boltzmann factor for the two-dimensional one-component
plasma on a sphere [28], together with the analogy between the eigenvalue jpdf for the Gini-
bre matrices and the two-dimensional one-component plasma in the plane [11] allow this
latter point (the similarity to the bulk real Ginibre correlations) to be anticipated from a
Coulomb gas perspective.
In the present problem, with our use of the transformed variables (256) and (257), the
original origin has been mapped to (1, 0). We must choose scaled co-ordinates so that in
the vicinity of this point the real and complex eigenvalues have a density of order unity. For
the real eigenvalues, from the knowledge that their expected value is of order
√
N and that
they are uniform on the unit circle, with ej := e
ixj , we scale
xj 7→ 2Xj√
N
. (323)
For the complex eigenvalues, which total of order N in the unit disk, an order one density
will result by writing
wj 7→ 1 + 2i√
N
Wj (324)
Note that the real and imaginary parts have been interchanged to match the geometry of
the problem in the Ginibre ensemble, that is so the eigenvalues are again distributed in the
upper half-plane, including the real line. The factors of 2 in (323) and (324) are included so
an exact correspondence with the results of (201) and (B.2) can be obtained.
Remark 6.26. Since the eigenvalue density is rotationally invariant under (256), we can
choose any point on the unit circle in (324); we have chosen the image of the original origin
for convenience.
Since Sr,r(x, x)S is interpreted as a density, the normalised quantity is Sr,r(x, x)Sdx. It
then follows that in the more general case we must look at the scaled limit of Sr,r(x, y)S
√
dxdy
and Sc,c(w1, w2)S
√
d2w1d2w2. For Sr,c(x,w)S and Sc,r(w, x)S we require that the product
Sr,c(x,w)SSc,r(w, x)Sdxd
2w has a well defined limit. From (323) and (324) we see
√
dxdy 7→ 2√
N
√
dXdY ,
dxd2w 7→
(
4
N
)3/2
dXd2W,√
d2w1d2w2 7→ 4
N
√
d2W1d2W2.
With this change of variables the large N form of the correlation kernel for the spherical
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ensemble matches that of the Ginibre ensemble.
Proposition 6.27. Recall KN (s, t)S from (313). Replacing xj and wj according to (323)
and (324) then taking N →∞ gives
2√
N
KN (ei, ej)S ∼ Kbulkr,r (Xi, Xj),
25/2
N
KN (ei, wj)S ∼ Kbulkr,c (Xi,Wj),
√
2√
N
KN (wi, ej)S ∼ −
(
Kbulkr,c (Wi, Xj)
)T
,
4
N
KN (wi, wj)S ∼ Kbulkc,c (Wi,Wj),
with Kbulkr,r (µ, η),K
bulk
r,c (µ, η) and K
bulk
c,c (µ, η) as in (B.2).
Proof: From the explicit functional forms of Proposition 6.22, we see that elementary
limits suffice. For example, changing variables t 7→ 2t/√N shows∫ ∞
r
−1
w −rw
2
dt
(1 + t2)N/2+1
∼
√
pi
2N
erfc(
√
2ImW ).
Combining such calculations we obtain
2√
N
Sr,r(ei, ej)S ∼ 1√
2pi
e−(Xi−Xj)
2/2,
25/2
N
Sr,c(ei, wj)S ∼
√−i√
2pi
√
erfc(
√
2ImWj) e
−(Xi−W j)2/2 i(W j −Xi),
√
2√
N
Sc,r(wi, ej)S ∼
√−i√
2pi
√
erfc(
√
2ImWi) ie
−(Wi−Xj)2/2,
4
N
Sc,c(wi, wj)S ∼ 1√
2pi
√
erfc(
√
2ImWi)
√
erfc(
√
2ImWj)
× i(W j −Wi)e−(Wi−W j)2/2,
which is in agreement with the diagonal entries on the RHS of the present proposition, as
implied by (201) (when one recalls that Sr,c and Sc,r never appear individually; only as the
product Sr,cSc,r).
Performing the remaining limits, or by recalling the inter-relationships (317), the other
kernel elements D and I can be obtained from S, giving the off-diagonal entries required in
(B.2).

6.7 Averages over characteristic polynomials
In [149, 151] the author/s used an average over characteristic polynomials to obtain the
correlation kernels. This method is again successfully applied in [101] to the real truncated
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ensemble (which we will discuss in Chapter 7). As emphasised in [72, 8] there is a large class
of eigenvalue jpdfs such that the eigenvalue density is given in terms of an average over the
corresponding characteristic polynomials. This is true of the one-point function (density)
for the complex eigenvalues, with N → N + 2 (for convenience), in the present generalised
eigenvalue problem for which the jpdf is given by (276). To establish such, write
CN (z) =
k∏
j=1
(z − ej)
(N+k)/2∏
s=k+1
(z − ws)(z − 1/w¯s) (325)
for the characteristic polynomial in the N × N case of Y = A−1B conditioned to have k
real eigenvalues, with eigenvalues transformed according to (256) and (257). Letting
G˜N :=
(−1)(N/2)(N/2−1)/2
2N(N−1)/2
Γ((N + 1)/2)N/2Γ(N/2 + 1)N/2
N∏
s=1
1
Γ(s/2)2
,
which is the pre-factor in (287), then it follows from (276) and the definition of the density
that
ρ
(N+2,c)
(1) (z) =
G˜N+2
G˜N
1
|z|2 τ(z)τ(1/z¯)(1/z¯ − z)〈CN (z)CN (1/z¯)〉, (326)
where the superscript N + 2 denotes the number of eigenvalues in the system. Of course
we can therefore read off from (319) the exact form of the average in (326). Moreover, in
keeping with the development in [8], we can use our integration methods to compute the more
general average 〈CN (z1)CN (1/z¯2)〉, which we expect to be closely related to Sc,c(z1, z2)S , in
accordance with known results from the real, complex and real quaternion Ginibre ensembles
[99, 10, 5, 8, 151].
Note that we will also introduce a superscript on α and β to indicate the size of system
that they relate to, that is α
(t)
j,l has j, l = 1, ..., t, and αˆ
(t)
s are the corresponding normalisa-
tions.
Proposition 6.28. With the characteristic polynomial CN (z) given by (325) and 〈·〉 an
average with respect to (276) summed over k, one has
〈CN (z1)CN (1/z¯2)〉 = G˜N
G˜N+2
(1/z¯2 − z1)−1
×
N/2∑
s=0
1
α
(N+2)
s + β
(N+2)
s
(
z2s1 (1/z¯2)
2s+1 − z2s+11 (1/z¯2)2s
)
=
G˜N
G˜N+2
(1/z¯2 − z1)−1
(
τ(z1)
|z1|
τ(1/z¯2)
|z2|
)−1
Dc,c(z1, 1/z¯2)|N→N+2 , (327)
where it is assumed N is even. Furthermore
Sc,c(z1, z2)S |N→N+2 =
G˜N+2
G˜N
τ(z1)
|z1|
τ(1/z¯2)
|z2| (1/z¯2 − z1)〈CN (z1)CN (1/z¯2)〉,
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from which we reclaim (326).
Proof: From (276) we see that
CN (z1)CN (1/z¯2)Q(Y ) = Ak,N
k∏
j=1
τ(ej)
(N+k)/2∏
s=k+1
1
|ws|2 τ(ws)τ
(
1
w¯s
)
×(1/z¯2 − z1)−1∆
(
e,w,
1
w¯
, z1,
1
z¯2
)
.
Integrating over e and w gives
〈CN (z1)CN (1/z¯2〉
k fixed
= G˜N (1/z¯2 − z1)−1
× [κN/2][ζk]Pf
[
κ
(
ζ2αˆ
(N+2)
j,l + βˆ
(N+2)
j,l
)
+ γ
(N+2)
j,l
]
,
where γ
(t)
j,l = qj−1(z1)ql−1(1/z¯2)−ql−1(z1)qj−1(1/z¯2) (j, l = 1, ..., t), and recalling from (297)
that the ‘hat’ on α, β indicates that u = v = 1. Note that the matrix[
κ
(
ζ2αˆ
(N+2)
j,l + βˆ
(N+2)
j,l
)
+ γ
(N+2)
j,l
]
is of dimension (N + 2)× (N + 2). Summing over k leads to
〈CN (z1)CN (1/z¯2〉 :=
N∑
k=0
k even
〈CN (z1)CN (1/z¯2〉
k fixed
= G˜N (1/z¯2 − z1)−1[κN/2]Pf
[
κ
(
αˆ
(N+2)
j,l + βˆ
(N+2)
j,l
)
+ γ
(N+2)
j,l
]
.
Using the skew-orthogonal polynomials (299), we find
[κN/2]Pf
[
κ
(
αˆ
(N+2)
j,l + βˆ
(N+2)
j,l
)
+ γ
(N+2)
j,l
]
=
N/2∑
s=0
γ2s+1,2s+2
N/2∏
j=0
j 6=s
(
αˆ
(N+2)
j + βˆ
(N+2)
j
)
.
The evaluation now follows upon recalling the form of
ZN+2(1)S = 1 = G˜N+2
N/2∏
l=0
αˆ
(N+2)
l + βˆ
(N+2)
l
implied by (306).
The expression for Sc,c(z1, z2)S |N→N+2 is a simple manipulation of (327).

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7 Truncations of orthogonal matrices
As discussed in the Introduction, the three homogeneous two-dimensional manifolds with
constant Gaussian curvature κ > 0, κ = 0, or κ < 0 (being the sphere, plane and pseudo- or
anti-sphere respectively) correspond to certain random matrix ensembles. We have identi-
fied the real Ginibre ensemble (Chapter 4) with the plane and the real spherical ensemble
(Chapter 6) with the sphere. In this chapter we consider the last of the triumvirate: the
anti-sphere, which corresponds to ensembles of truncated unitary or orthogonal matrices.
The real truncated ensemble consists of sub-blocks of random, Haar-distributed orthog-
onal matrices (recall (19)). Enter, stage left, the following definition.
Definition 7.1. With N = L+M , let R be an N ×N Haar distributed random orthogonal
matrix. Decompose R as follows
R =
[
A B
C D
]
, (328)
where A is of size L×L and D is of size M ×M , with the dimensions of B and C implicit.
We will concern ourselves with the analysis of the bottom-right block, labeled here as D.
Remark 7.2. Since the matrix R is Haar distributed, it is invariant under linear transforma-
tions and so every sub-block of size M ×M manifests the same statistics. We have chosen
the bottom-right sub-block to keep our notation consistent with that in [60], which is, in
turn, consistent with [104].
An important distinction between this ensemble and those of the previous chapters in
this work is that the eigenvalues of D (with L > 0) must lie strictly inside the unit circle.
(This consideration has implications for the calculation of the odd correlations, which we
will discuss in Chapter 7.5.2.) This can be seen by considering the induced 2-norm on N×N
matrices
||M||2 = max{||Mx||2 : x ∈ RN , ||x||2 = 1}, (329)
where ||x||2 =
√
x21 + x
2
2 + ...+ x
2
N is the usual 2-norm on (real) vectors; (329) is equivalent
to the spectral norm
√
λmax(MTM), which in our case gives us the eigenvalue of largest
absolute value. We can think of the matrix D as
Rˆ =
[
0 0
0 D
]
,
and from the definition of (329) we see that ||Rˆ||2 = ||D||2. By writing Rˆ = PR, where P is
some matrix, we apply the sub-multiplicative property (||AB|| ≤ ||A||||B||) of the spectral
norm to find ||Rˆ||2 ≤ ||P||2||R||2 = ||P||2, where the equality follows since orthogonal
matrices have norm one. Note that P is the projection operator on any vector x (it sends
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some number of elements to zero), and so ||Px||2 ≤ ||x||2, which implies ||P||2 ≤ 1. Therefore
the eigenvalues of Rˆ must lie in the unit disk, and consequently, so must those of D.
Remark 7.3. Note that we can assume that all eigenvalues satisfy |λ| < 1 since, in the
space of all Haar distributed random orthogonal matrices, matrices whose truncation yields
eigenvalues on the unit circle form a set of measure zero.
As happened with the Gaussian and spherical ensembles, truncated matrices with com-
plex entries (that is, truncations of unitary matrices) were more successfully dealt with
before those with real entries (see [173, 132] for the details relating to the complex trun-
cated ensemble). In [173], while focussing primarily on the complex case, the authors briefly
discuss the real case and complete some preliminary calculations. Yet it was not until [101]
the distribution of the sub-blocks and their eigenvalues were established. The authors of
the latter paper go on to find a Pfaffian form of the correlations and compute the cor-
relation kernel, which largely completes the study; although in [60] the author finds the
skew-orthogonal polynomials and establishes a correspondence between the eigenvalues of
D and Kac random polynomials in the particular case when M = N − 1. The fact that the
correlation functions were found before the skew-orthogonal polynomials means (naturally)
that the so-called orthogonal polynomial method, which heretofore in this work we have
been using, was not the method by which the correlations were established. Indeed, the
method of [101] is based upon earlier work [10, 8] using averages over characteristic poly-
nomials, a method we discussed in Chapter 6.7. In this chapter we proceed with the same
five-step procedure as used in earlier chapters, with the caveat that it is not yet known how
to derive the skew-orthogonal polynomials independently of the correlation kernel. (In [68]
and [7] the authors present determinantal and Pfaffian (respectively) formulae for finding
skew-orthogonal polynomials in the basis of the monomials, however it is not known how to
perform the integrals this method entails; see also [59, Ex. 6.1 Q4] and [54].)
We expect that there are three limiting regimes of interest, which correspond to the
behaviour of α := M/N : i) α → 1, where L is fixed or grows only subdominantly; ii)
0 < α < 1, where both L and M grow proportionately to N , that is,
M = αN and L = γN = (1− α)N ; (330)
iii) α→ 0, where M is fixed or grows subdominantly. If α is restricted to be less than 1 (cases
(ii) and (iii)), then the ensemble will exhibit weakly orthogonal behaviour, which matches
that of the real Ginibre ensemble. This is anticipated, since with a relatively large number
of rows and columns deleted then the elements in D will only weakly feel the orthogonality
constraint imposed on R, and so the elements should be more or less independent Gaussians.
There is a well known theorem of Jiang [97] to this effect. On the other hand, if α → 1
then the orthogonality of R is keenly felt and so we call this case the strongly orthogonal
regime. In this limit, the behaviour is analogous to that of the real spherical ensemble, with
the spherical geometry replaced by that of anti-spherical geometry. This will lead us to an
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anti-spherical conjecture, analogous to Proposition 6.24, at the end of this chapter.
7.1 Matrix distribution
Since the matrix R is orthogonal, we must have CCT + DDT = 1M giving that the joint
distribution of C and D is
P (C,D) ∝ δ(CCT + DDT − 1M ). (331)
To furnish the normalisation we begin by noting that this constraint defines the manifold
VN,M = {(C,D) ∈ RN×M : CCT + DDT = 1} in the set of all N ×M matrices. We think
of VN,M as a set of M orthonormal vectors of length N ; this manifold is called the Stiefel
manifold. A well-known algebraic result tells us that the Stiefel manifold can be written as
a quotient group.
Lemma 7.4. Let X be a set, G a group that acts on X and Gx the stabilizer of x ∈ X by
G, that is Gx = {g ∈ G : g ∗ x = x} where ∗ is the group operation. Then
G/Gx ∼= G ∗ x. (332)
Proof : Define the map ψ : G/Gx → G ∗ x by ψ(gx) = g ∗ x, where g is a representative
from the equivalence class gx ∈ G/Gx. Since any element of g∗x ∈ G∗x has a corresponding
class in G/Gx, we have that ψ is surjective. To establish injectivity, let gx, hx ∈ G/Gx, then
we have ψ(gx) = ψ(hx) ⇔ g ∗ x = h ∗ x ⇔ h−1g ∗ x = x ⇔ h−1g ∈ Gx ⇔ h ≡ g
mod Gx ⇔ gx = hx. Note that we have used the fact that Gx is a subgroup of G to
establish the only if direction in the third relation. ψ is therefore a bijection, and the result
follows.

We call G ∗ x the orbit of the element x ∈ X under the action of G.
If X is finite then we can deduce the orbit-stabliser theorem.
Proposition 7.5 (Orbit-Stabliser Theorem). Let X be a finite set, G a finite group and Gx
the stabilizer of x ∈ X by G. Then, with Orb(x) := G ∗ x the orbit of x under G, we have
|G|/|Gx| = |Orb(x)|,
where |H| is the order (or cardinality) of the group H.
Proof : By Lagrange’s (Group) Theorem we have that |G| = [G : H] · |H|, where [G : H]
is defined as the cardinality of the coset space G/H, called the index of H in G. Since
Orb(x) := G ∗ x, the result follows from the isomorphic relation (332).

Lagrange’s theorem is a statement about how many cosets of H there are in G, however if
one is interested in the volume of an infinite set, then we need to make precise the statement
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“G is γ times larger H”. By carefully defining suitable measures, taking limits and viewing
the isomorphism in (332) as a topological isomorphism, one establishes that [125]
vol(G/Gx) =
vol(G)
vol(Gx)
= vol(Orb(x)), (333)
where the volume is with respect to Haar measure (20).
To apply these results to our business we take G = O(N), the orthogonal group of degree
N , which acts on VN,M . Note that any set of orthonormal vectors can be transformed into
any other under the operation of O(N). This is the same as saying that the action of O(N)
on VN,M is transitive, that is O(N) ∗ f = VN,M , for any f ∈ VN,M . To pick a specific
stabliser, we may choose f0 = {e1, ..., eM}, where the ej are the standard basis vectors in
RN . Then
Gf0 =
{[
1M 0
0 QL×L
]
: QL×L is an orthogonal L× L matrix
}
∼= O(L).
Combining this information, we have from (332) that O(N)/O(L) ∼= VN,M (where, as noted
above, the isomorphism is to be interpreted as a topological isomorphism between locally
compact topological groups). From (333) we then have
vol(VN,M ) =
vol(O(N))
vol(O(L))
,
where vol(O(N)) is the volume of O(N) with respect to Haar measure, and is given by (26).
We have therefore found the normalisation in (331) giving [101]
P (C,D) =
vol(O(L))
vol(O(N))
δ(CCT + DDT − 1M ). (334)
The distribution of the sub-block D itself, however, is a somewhat delicate procedure. For
small M (compared to L) the elements of the sub-block are roughly independent Gaussians,
and the distribution is smooth [97]. But when M becomes too large the orthogonality of
R introduces singular effects to the distribution. This is also seen in the analogous case of
truncations of unitary matrices [96]. We will proceed to integrate over the matrices C in
(334), although we will find that we must accept the restriction L ≥ M . Interestingly, it
will turn out that the subsequent eigenvalue jpdf is insensitive to these concerns.
Proposition 7.6 ([58, 101]). With L ≥M the probability density function for D, an M×M
sub-block of R is
P (D) =
(vol(O(L)))2
vol(O(N))vol(O(L−M)) det(1−D
TD)(L−M−1)/2. (335)
Proof : To obtain the matrix pdf of D we will integrate over the matrices C in (334).
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First note that the delta function therein can be rewritten as the product of delta functions
M∏
j=1
δ(cˆjj + dˆjj − 1)
∏
1≤i<j≤M
δ(cˆij + dˆij),
where CCT = [cˆi,j ]i,j=1,...,M and DD
T = [dˆi,j ]i,j=1,...,M . Using a Fourier integral represen-
tation of the delta function we can write
δ(cˆjj + dˆjj − 1) = 1
2pi
∫ ∞
−∞
ei(cˆjj+dˆjj−1)hjjdhjj ,
δ(cˆij + dˆij) =
1
2pi
∫ ∞
−∞
ei(cˆij+dˆij)hijdhij ,
where the hij are real variables, and so∫
δ(CCT + DDT − 1M )(dC) =(
1
2pi
)M(M+1)/2 ∫
(dC)
∫
(dH) ei Tr(H(CC
T+DDT−1M )), (336)
where H is an M ×M real, symmetric matrix with diagonal elements hjj and off-diagonal
elements hij/2. Perturbing H using H−µ1M , where µ > 0, will enable us to use the integral
evaluation [59, Proposition 3.2.8]
Im,n(Qm) :=
∫
e
i
2 Tr(HmQm)
(
det(Hm − µ1m)
)−n
(dHm)
=
2mpim(m+1)/2im(−1)m(m−1)/2∏n
j=n−m+1 Γ(j)
(
det
(
i
2
Qm
))n−(m+1)/2
e
i
2µTr(Qm), (337)
with n ≥ m/2, where Hm and Qm are m×m real, symmetric matrices. (From this point we
will only concern ourselves with proportional relations; the normalisation will be calculated
post hoc.) Introducing the aforementioned perturbation, we rewrite (336) as∫
δ(CCT + DDT − 1M )(dC)
∝ lim
µ→0+
∫
(dC)
∫
(dH) ei Tr((H−iµ1M )(CC
T+DDT−1M ))
∝ lim
µ→0+
∫
(dC)
∫
(dH) det(H− iµ1M )−L/2 ei Tr(CCT+(H−iµ1M )(DDT−1M )),
where we have changed variables C → (H − iµ1M )1/2 C, which introduces a Jacobian of
det(H − iµ1M )−L/2 using Lemma 6.2. We may now interchange the order of integration
and perform the integrals over C to find that the matrix pdf is proportional to
lim
µ→0+
∫
(dH) det(H− iµ1M )−L/2 ei Tr
(
(H−iµ1M )(DDT−1M )
)
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= lim
µ→0+
∫
(dH) det(H− iµ1M )−L/2 ei Tr
(
H(DDT−1M )
)
.
With m = M,n = L/2 and Qm = 2(DD
T − 1M ) the preceding limit can be written in
terms of the integral Im,n and we may now make use of (337) to yield
lim
µ→0+
IM,L/2(2(DD
T − 1M ))
∝ lim
µ→0+
(det(1M −DDT ))(L−M−1)/2eµTr(DDT−1M )
= det(1M −DDT )(L−M−1)/2.
Note that, by the condition on m and n in (337), we must have L ≥M .
The proportionality constant C˜M,L is defined by the condition that
C˜M,L
∫
det(1M −DTD)(L−M−1)/2(dD) = 1. (338)
To calculate C˜M,L we will apply the change of variables D
TD = G, and so we first calculate
the constant for this transformation as so
1 =
(
1
2pi
)M2/2 ∫
e−Tr(D
TD)/2(dD)
= bM
(
1
2pi
)M2/2 ∫
(det G)−1/2e−TrG/2(dG)
= BM
(
1
2pi
)M2/2 ∫ ∞
0
dλ1 · · ·
∫ ∞
0
dλM
M∏
j=1
λ
−1/2
j e
−λj/2
∏
j<l
|λl − λj |, (339)
where the λj are the eigenvalues of G. To obtain the second equality we have used Lemma 6.3
and to obtain the third we have used Proposition 2.8; bM and BM respectively incorporate
the proportionality constants for these transformations. Note that the integral in the second
equality is over positive definite matrices. With Corollary 6.4 we can evaluate the integral
in (339) and find
B−1M = pi
−M2/2
M−1∏
j=0
Γ((j + 3)/2)Γ((j + 1)/2)
Γ(3/2)
= pi−M(M+1)/2 Γ(M + 1)
M−1∏
j=1
(Γ(j/2))2. (340)
Now we change variables in (338) to obtain
(
C˜M,L
)−1
= bM
∫
(det G)−1/2 det(1M −G)(L−M−1)/2(dG)
= BM
∫ 1
0
dλ1 · · ·
∫ 1
0
dλM
M∏
j=1
λ
−1/2
j (1− λj)(L−M−1)/2
∏
j<l
|λl − λj |.
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With BM from (340) and using (139) we then have
(
C˜M,L
)−1
=
piM(M+1)/2
Γ(M + 1)
∏M
j=1(Γ(j/2))
2
×
M−1∏
j=0
Γ((j + 1)/2)Γ((L−M + 1 + j)/2)Γ((j + 3)/2)
Γ((L+ 1 + j)/2)Γ(3/2)
= piM
2/2
M−1∏
j=0
Γ((L−M + 1 + j)/2)
Γ((L+ 1 + j)/2)
.
By noting that
M−1∏
j=0
Γ((L+ 1 + j)/2) =
∏L+M
j=1 Γ(j/2)∏L
j=1 Γ(j/2)
,
M−1∏
j=0
Γ((L−M + 1− j)/2) =
∏L
j=1 Γ(j/2)∏L−M
j=1 Γ(j/2)
we can manipulate C˜M,L to give us the result.

As with the ensembles in our previous chapters, we find that computer simulations are
easily generated and provide an immediate guide to the results we can expect. In Figure
7.1.1 we have plotted eigenvalues from various truncations of 50 independent 75× 75 Haar
distributed random orthogonal matrices. Note that for small L (large M) the eigenvalues
are largely congested on the unit circle, and as L→ N they are restricted to a smaller disk,
becoming more uniformly spread. Also note that, in all cases, there is clearly a non-zero
density of real eigenvalues, which, as we have noted in previous chapters, is a distinctive
feature of ensembles of real matrices.
Remark 7.7. The generation of Haar distributed random matrices was done by first gener-
ating a random Gaussian matrix (that is, a real Ginibre matrix) and then applying Gram-
Schmidt orthogonalisation to obtain a Haar distributed orthogonal matrix. For a very
readable introductory description of this see [40], or for a more technical treatment see
[132].
7.2 Eigenvalue distribution
In order to write the eigenvalue distribution in a concise way we will use the following
definition.
Definition 7.8. With µ ∈ C let
ω(µ) =

(
L(L−1)
2pi |1− µ2|L−2
∫ 1
2|Im(µ)|/|1−µ2|(1− t2)(L−3)/2dt
)1/2
, L > 1,(
1
2pi
)1/2 |1− µ2|−1/2, L = 1. (341)
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Figure 7.1.1: Eigenvalue plots for truncations of 50 independent 75 × 75 random
Haar distributed orthogonal matrices, with (from left to right, top to bottom) M =
74, 72, 70, 42, 38, 36, 15, 5.
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Note that the integral in (341) (for L > 1) will play the same role here as the erfc function
did in (132) for the real Ginibre ensemble, and as the integral in the function τ(x) did in
(276) for the spherical ensemble. If µ = x ∈ R then the integral in the first case of (341)
becomes the Beta function∫ 1
0
(1− t2)(L−3)/2dt = 1
2
∫ 1
0
t−1/2(1− t)(L−3)/2dt
=:
1
2
B
(
1
2
,
L− 1
2
)
=
√
pi
2
Γ((L− 1)/2)
Γ(L/2)
(342)
and so
ω(x) =
(1− x2)L/2−1√
2 pi1/4
(
L
Γ((L+ 1)/2)
Γ(L/2)
)1/2
, (343)
which, with L = 1, gives us the second case in (341) immediately.
At the end of the previous chapter we found the explicit distribution of the sub-block
matrices D, under the restriction that M ≤ L, by integrating out the dependence on the sub-
block C. This result, (335), gives us a convenient way of finding the eigenvalue distribution
using the tools that we successfully employed to obtain the distribution of the eigenvalues
in the real Ginibre and real spherical ensembles in earlier chapters. The single caveat is that
we have the aforementioned restriction M ≤ L, which, as discussed in the introduction to
this chapter, is a weakly orthogonal regime. The need for this restriction with this approach
can be seen in (338), which can only be satisfied for (L−M − 1)/2 ≥ 1/2. It turns out that
the eigenvalue jpdf for this restricted case is identical to that in the general case. We will
proceed with the calculation of the jpdf, assuming M ≤ L, in the same fashion that led to
(276). This will be followed by a discussion of how to establish the general case.
Proposition 7.9 ([101]). Let D be an M ×M sub-block of an (L + M) × (L + M) Haar
distributed random orthogonal matrix as in (328). Then D has k real eigenvalues Λ =
{λ1, ..., λk} and M − k complex conjugate paired eigenvalues W = {z1, z¯1, ..., z(M−k)/2,
z¯(M−k)/2}. With the eigenvalues ordered as in (127) the eigenvalue jpdf is
Q(Λ,W )T = CM,L
k∏
j=1
ω(λj)
(M−k)/2∏
j=1
2i ω(zj)
2 ∆(Λ ∪W ), (344)
where ∆({xj}) =
∏
i<j(xj − xi) as in Proposition 4.7,
CM,L :=
vol(O(L))vol(O(M))
vol(O(L+M))
(
(2pi)L
L!
)M/2
, (345)
and vol(O(X)) is from (26).
Remark 7.10. Note that (345) is the corrected normalisation; it was incorrectly stated in
[101].
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Proof : Letting C˜M,L stand for the prefactor in (335) we see that
C˜M,L det(1−DTD)(L−M−1)/2
is structurally similar to (262) and so we expect that we may apply a Schur decomposition
(124), followed by the iterated integration technique of Chapter 6.2, to make progress. We
write D = QRMQ
T , where RM is a the block upper-triangular matrix (125) with the
diagonal 1 × 1 and 2 × 2 blocks corresponding to the real and complex conjugate pairs of
eigenvalues respectively, and Q is the real orthogonal matrix of corresponding eigenvectors
(with the restriction that the first row of Q is positive). With the ordering (127) the
decomposition is unique.
The Jacobian of the change of variables from the elements of D to the eigenvalues of D
is given by Proposition 4.5,
(dD) = 2(M−k)/2
∏
j<p
|λ(Rpp)− λ(Rjj)|
(M+k)/2∏
l=k+1
|bl − cl|
× (dR˜M )(QT dQ)
k∏
s=1
dλs
(M+k)/2∏
l=k+1
dxldbldcl,
and we recall the integral over (QTQ) from (21). By decomposing
RM =
[
RM−2 uM−2
0T zm
]
as in (264), we may now directly apply the iterated integration technique (for the com-
plex eigenvalue columns) of Chapter 6.2.1 by replacing det(1N + RNR
T
N )
−N therein with
det(1M −RMRTM )(L−M−1)/2, giving∫
det(1M −RMRTM )(L−M−1)/2(duM−2) · · · (duk+2)
= det(1k −RkRTk )(L−k−1)/2
(M+k)/2∏
s=k+1
det(12 − zszTs )(L−3)/2
×
(M−k)/2−1∏
s=0
∫
det(12 − vTM−2s−2vM−2s−2)s+(L−M−1)/2(dvM−2s−2), (346)
where vj = (1j − RjRTj )−1/2uj(12 − zm−(M−2−j)/2zTm−(M−2−j)/2)−1/2. Note that so far
we have only changed variables and have not performed any of the integrals on the LHS of
(346). The task now is to perform the integrals on the RHS.
Defining the 2× 2 matrix C := vTM−2s−2vM−2s−2 we use Lemma 6.3 to write
(dvM−2s−2) = c˜ det C(M−2s−5)/2(dC). (347)
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In order to calculate c˜ (since it is independent of vM−2s−2), we can take the elements of
vM−2s−2 to be independent variables in the interval (−∞,∞), as was done in (269). Then,
using the notation p = M − 2s− 2, q = (M − 2s− 5)/2 for ease of expression,
c˜ =
∫
e−Tr v
T
p vp(dvp)∫
e−TrC (det C)q (dC)
=
pip∫∞
0
dx1
∫∞
0
dx2 x
q
1 e
−x1 xq2 e−x2 |x2 − x1|
,
with x1 and x2 the eigenvalues of C, having used Proposition 2.8 to change variables from
the entries of C to its eigenvalues in the denominator of the second equality. We can now
calculate the integrals on the RHS of (346) by the change of variables (347)∫
det(12 − vTp vp)s+(L−M−1)/2(dvp)
= c˜
∫
det (12 −C)s+(L−M−1)/2 (det C)q (dC)
= pip
∫ 1
0
dy1
∫ 1
0
dy2
(
(1− y1)(1− y2)
)s+(L−M−1)/2
(y1y2)
qe−x1e−x2 |x2 − x1|∫∞
0
dx1
∫∞
0
dx2 x
q
1 e
−x1 xq2 e−x2 |x2 − x1|
= piM−2s−2
Γ((L−M + 1)/2 + s)Γ((L−M)/2 + 1 + s)
Γ((L− 1)/2)Γ(L/2) , (348)
where we have used the Selberg integrals (139) and (261).
If we let
Rk =
[
Rk−2 uk−2
0T zm
]
then we can apply the method of Chapter 6.2.2 to integrate over the off-diagonal elements
in the real eigenvalue columns, and we obtain∫
det(1k −RkRTk )(L−k−1)/2(duk) · · · (du1)
=
k∏
s=1
(1− λ2s)L/2−1
k−1∏
s=1
∫
(1− vTk−svk−s)(L−k+s)/2−1(dvk−s). (349)
The integral on the right hand side of (349) can be evaluated analogously to (348),∫
(1− vTk−svk−s)(L−k+s)/2−1(dvk−s) = pi(k−s)/2
Γ((L− k + s)/2)
Γ(L/2)
.
Combining the preceding we find the density of the truncated matrix D is
C˜M,L2
(M−k)/2 ∏
j<p
|λ(Rpp)− λ(Rjj)| pi
M(M+1)/4∏M
j=1 Γ(j/2)
×
k∏
s=1
(1− λ2s)L/2−1pi(k−s)/2
Γ((L− k + s)/2)
Γ(L/2)
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×
(M+k)/2∏
l=k+1
|bl − cl|det(12 − zlzTl )(L−3)/2
×
(M−k)/2−1∏
l=0
piM−2l−2
Γ((L−M + 1)/2 + l)Γ((L−M)/2 + 1 + l)
Γ((L− 1)/2)Γ(L/2)
×
k∏
s=1
dλs
(M+k)/2∏
l=k+1
dxldbldcl. (350)
We now wish to remove the dependence on bl and cl. With l := 1−x2l −y2l and δl := bl− cl
then by explicit calculation we see that det(12 − zlzTl ) = 2l − δ2l . Using (135) (noting again
the correction there to the domain of δ) we have
∫ δ=l
δ=−l
|bl − cl|det(12 − zlzTl )q dxldbldcl = 4yl
∫ δ=l
δ=0
δ(2l − δ2)q dδ√
δ2 + 4y2l
dxldyl
= 4yl|1− z2l |2q+1
∫ t=1
t=2|yl|/|1−z2l |
(1− t2)q dt dxldyl, (351)
where the second equality follows after some changes of variable analogous to those of (273).
By some rearrangement we have the identities
(M−k)/2−1∏
l=0
Γ((L−M + 1)/2 + l)Γ((L−M)/2 + 1 + l)
k∏
s=1
Γ((L− k + s)/2)
=
vol(O(L−M))
vol(O(L))
2LpiL(L+1)/4
2L−Mpi(L−M)(L−M+1)/4
,
k∏
s=1
Γ(L/2)
(M−k)/2−1∏
l=0
Γ((L− 1)/2)Γ(L/2) = Γ(L/2)k(22−L√pi Γ(L− 1))(M−k)/2
and, recalling that
(M+k)/2∏
l=k+1
(−2iyl)
∏
j<p
|λ(Rpp)− λ(Rjj)| = ∆(Λ ∪W ),
(350) becomes
C˜M,L∆(Λ ∪W )vol(O(M))vol(O(L−M))
vol(O(L))
(
(2pi)L
Γ(L+ 1)
)M/2
×
k∏
s=1
(
L(L− 1)
2pi
)1/2
(1− λ2s)L/2−1
[∫ 1
0
(1− t2)(L−3)/2dt
]1/2
×
(M+k)/2∏
l=k+1
2i
L(L− 1)
2pi
|1− z2l |L−2
∫ t=1
t=2|yl|/|1−z2l |
(1− t2)(L−3)/2 dt
×
k∏
s=1
dλs
(M+k)/2∏
l=k+1
dxldyl,
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where we have used (342) and the facts
(M−k)/2−1∏
l=0
piM−2l−2 = pi−(M−k)(M+k−2)/4, Γ(z)Γ(z + 1/2) =
√
pi Γ(2z)
22z−1
.
The result (344) now follows by simplifying.

Remark 7.11. Note the domains of integration in the numerator of the second equality of
(348); this follows since D is sub-unitary (that is, all its eigenvalues are < 1) and so all the
Rj are sub-unitary, which further implies that the norms of the columns of uj and vj are,
at most, unity.
Remark 7.12. The proof of Proposition 7.9 neatly demonstrates the analogy with the earlier
ensembles considered in this work. For instance, comparing (351) with the same step in the
real Ginibre ensemble (137), we see that the integral in (351) is the equivalent of the erfc
function for the real truncated ensemble. Likewise, we can see the similarity to (274) in the
real spherical ensemble.
Recall that the restriction L ≥ M in Proposition 7.9 originates from the procedure of
integrating over the sub-blocks C in (334), using (337), to obtain the distribution of the
matrices D. In [101] the restriction on the size of the truncation is side-stepped by using the
Schur decomposition of D in (334) before integrating, and then applying the delta function
orthogonality conditions to progressively integrate over R˜ and C. This method involves the
introduction of new matrices Xj that act on sub-blocks of C; these matrices Xj satisfy a
recursive relation that makes the problem tractable. It turns out that when done in this way
the Jacobian introduced by the integration over R˜ is exactly cancelled by that introduced
by integration over C. The problem is then reduced to a product of integrals over 2 × 2
blocks, which can each be done explicitly. In performing this calculation the authors of
[101] were guided by the analogous calculation in the case of truncations of unitary matrices
[173, 74, 96, 139]. The end result is identical to (344), which is why we have dropped the
L ≥M condition from the statement of Proposition 7.9.
With the eigenvalue jpdf specified we can find the probability of all real eigenvalues in
the same way that we obtained (140).
Proposition 7.13. With the eigenvalue probability distribution Q(Λ,W )T of (344) the prob-
ability of obtaining all real eigenvalues is
pM,M =
2M(L−1)+M
2/2 CM,L
pi3M/4Γ(M + 1)
(
L
Γ((L+ 1)/2)
Γ(L/2)
)M/2
×
M−1∏
j=0
Γ((L+ j)/2)2Γ((j + 3)/2)
Γ(L+ (M + j − 1)/2) . (352)
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Proof : Setting k = M in (344) gives
Q(Λ, ∅)T
∣∣∣
k=M
= CM,L
(
L
Γ((L+ 1)/2)
2
√
pi Γ(L/2)
)M/2
×
M∏
j=1
(1− λ2j )L/2−1
∏
j<l
(λl − λj). (353)
Letting AM,L stand for the pre-factor which is independent of the λj in (353) and a :=
M(L− 1) +M(M − 1)/2 we integrate over the λj
pM,M =
AM,L
M !
∫ 1
−1
dλ1 · · ·
∫ 1
−1
dλM
M∏
j=1
(1− λ2j )L/2−1
∏
j<l
|λl − λj |
= AM,L 2
a
∫ 1
0
ds1 · · ·
∫ 1
0
dsM
M∏
j=1
(
sj(1− sj)
)L/2−1∏
j<l
|sl − sj |, (354)
where, to obtain the first equality, we removed the ordering on the λj , incurring a factor of
(M !)−1, and, for the second, we changed variables sj = (1 + λj)/2. We see that (354) is
now in the form of a Selberg integral (138). Applying (139) to (354) gives the result.

The reader will have noted that we can compare the probabilities in (352) with simulation,
however once we find the generalised partition function and skew-orthogonal polynomials
in the following chapters, we will have a formula for the probability of a general number of
real eigenvalues, and so we delay further discussion of this point until Chapter 7.4.
7.3 Generalised partition function
The eigenvalue jpdf (344) is structurally identical to that of the real Ginibre ensemble in
(132), and so we can directly apply the method of Proposition 4.9 to obtain the generalised
partition function for M even.
Proposition 7.14. Let M be even and
αj,l =
∫ 1
−1
dx u(x)
∫ 1
−1
dy u(y) ω(x)ω(y)pj−1(x)pl−1(y) sgn(y − x),
βj,l = 2i
∫
D+
dz v(z) ω(z)2
(
pj−1(z)pl−1(z¯)− pl−1(z)pj−1(z¯)
)
, (355)
where {pj(x)}j=1,2,... are monic polynomials of degree j, and D+ is the upper half of the unit
disk. The generalised partition function for k real eigenvalues and M − k non-real complex
eigenvalues in the real truncated ensemble is
Zk,(M−k)/2[u, v]T = CM,L [ζk/2]Pf[ζαj,l + βj,l]j,l=1,...,M , (356)
with CM,L from (345).
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Likewise, we can apply the method of Proposition 4.10 to find a Pfaffian form for M
odd.
Proposition 7.15. Let M be odd, αj,l, βj,l be as in (355),
ϑj :=
∫ 1
−1
u(x) ω(x)pj−1(x)dx, (357)
and CM,L as in (345). The generalised partition function for the real truncated ensemble
with M odd is
Zoddk,(M−k)/2[u, v]T = CM,L [ζ
(k−1)/2]Pf
[
[ζαj,l + βj,l] [ϑj ]
[ϑl] 0
]
j,l=1,...,M
. (358)
The summed-up generalised partition functions are then
ZM [u, v]T :=
M∑
k=0
]Zk,(M−k)/2[u, v]T
= CM,L Pf[αj,l + βj,l]j,l=1,...,M , (359)
and
ZoddM [u, v]T :=
M∑
k=1
]Zoddk,(M−k)/2[u, v]T
= CM,L Pf
[
[ζαj,l + βj,l] [ϑj ]
[ϑl] 0
]
j,l=1,...,M
, (360)
where the ] indicates that the sum is only over those values of k with the same parity as M .
A generating function analogous to (145) for the probabilities pM,k of obtaining k real
eigenvalues from D is
ZM (ζ)T = CM,L Pf[ζαj,l + βj,l]j,l=1,...,M
∣∣∣
u=v=1
, (361)
with the probability of all real eigenvalues given by
pM,M = CM,L Pf[αj,l
∣∣
u=1
]j,l=1,...,M ,
from which we can recover (352), using the skew-orthogonal polynomials (364) of the next
section. The odd probabilities are found similarly,
ZoddM (ζ)T = CM,L Pf
[
[ζαj,l + βj,l] [ϑj ]
[ϑl] 0
]
j,l=1,...,M
∣∣∣∣∣
u=v=1
. (362)
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7.4 Skew-orthogonal polynomials
As with the GOE, real Ginibre and real spherical ensembles, we can use the orthogonal
polynomial method to make progress towards the eigenvalue correlation functions. Although
this was not historically how the theory progressed, in order to keep the development of the
truncated ensemble consistent with the other ensembles in this work, we introduce the
polynomials at this point; the derivation of them relies on a procedure involving averages
over characteristic polynomials from Chapter 6.7. We will outline its use in the current
context in Chapter 7.6. As mentioned at the beginning of this chapter, there are formulae for
calculating the skew-orthogonal polynomials independently of the correlation kernel however,
the application of these methods to the real truncated ensemble has not so far been successful.
Definition 7.16. With x, y ∈ R and z ∈ C\R define the inner product for the real truncated
ensemble
〈pj , pl〉T :=
∫ 1
−1
∫ 1
−1
ω(x)ω(y)pj(x)pl(y)sgn(y − x)dxdy (363)
+ 2i
∫
D+
ω(z)2
(
pj(z)pl(z¯)− pl(z)pj(z¯)
)
dz
= αj+1,l+1 + βj+1,l+1
∣∣∣
u=v=1
,
where D+ is the upper half unit disk.
We now seek monic polynomials that satisfy analogous conditions to those of (160), that
is, polynomials for which
〈p2j , p2l〉T = 〈p2j+1, p2l+1〉T = 0, 〈p2j , p2l+1〉T = −〈p2l+1, p2j〉T = δj,l rj .
The requisite polynomials are similar to those of (161) for the real Ginibre ensemble.
Proposition 7.17 ([60]). The polynomials
p2j(x) = x
2j , p2j+1(x) = x
2j+1 − 2j
L+ 2j
x2j−1, (364)
are skew-orthogonal with respect to the inner product (363), with
〈p2j , p2j+1〉T = rj = L!(2j)!
(L+ 2j)!
. (365)
These polynomials were first presented in [60], and, as mentioned above, the deriva-
tion relies on the method of averaging over the characteristic polynomial of sub-blocks
D(M−2)×(M−2) of R(N−2)×(N−2). This method was used in [101] as a way to calculate the
kernel element D(µ, η)T (to be introduced in (366)), and the result of which was used by
Forrester to extract the skew-orthogonal polynomials (364) [60]. As mentioned at the be-
ginning of this chapter, it is not known how to derive the polynomials directly without first
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evaluating the correlation kernel; formulae such as those in [68] and [7] lead to integrals that
appear intractable. In Chapter 8 we make some suggestions for how the skew-orthogonal
polynomials might be found using the classical Jacobi polynomials.
With the polynomials (364) we can evaluate the probabilities pM,k implied by (361)
and (362) for specific values of L. In Appendix E we have tabulated the probabilities for
M = 2, ..., 6 with L = 1, 2, 3, 8, and compared them to simulations. Note that as L increases
(giving the more weakly orthogonal regimes), the pM,k approach the probabilities pN,k of
the real Ginibre ensemble in Table A.1 of Appendix A — for example, compare Table A.1
to Table E.4.
7.5 Correlation functions
7.5.1 M even
To again highlight the analogy with the correlations of the real Ginibre and real spherical
ensembles, we use similar notation here for the correlation kernel, trusting that no confusion
is likely.
Definition 7.18. Let p0, p1, ... be the skew-orthogonal polynomials (364) and r0, r1, ... the
normalisations (365). With (µ, η) from Definition 4.16, let
S(µ, η)T = 2
M
2 −1∑
j=0
1
rj
[
q2j(µ)τ2j+1(η)− q2j+1(µ)τ2j(η)
]
,
D(µ, η)T = 2
M
2 −1∑
j=0
1
rj
[
q2j(µ)q2j+1(η)− q2j+1(µ)q2j(η)
]
,
I˜(µ, η)T = 2
M
2 −1∑
j=0
1
rj
[
τ2j(µ)τ2j+1(η)− τ2j+1(µ)τ2j(η)
]
+ (µ, η),
(366)
where
qj(µ) = ω(µ) pj(µ),
τj(µ) =
{
− 12
∫ 1
−1 sgn(µ− z) qj(z) dz, µ ∈ R,
iqj(µ¯), µ ∈ D+.
(367)
Define
K(µ, η)T =
[
S(µ, η)T −D(µ, η)T
I˜(µ, η)T S(η, µ)T
]
. (368)
Note that the S,D, I˜ of (366) obey the same inter-relationships as in the real Ginibre
case, contained in Lemma 4.17, similar to those for the real spherical ensemble, Lemma 6.21.
Since (344) and (356) are structurally identical to their real Ginibre counterparts (132)
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and (147), with ω(µ) replacing e−µ
2/2
√
erfc(
√
2|Im(µ)|), we can apply the methods of Chap-
ter 4.5 to obtain the correlation functions, the details of which we omit.
Proposition 7.19. Let M be even. With K(µ, η)T from (368), the real truncated eigenvalue
correlation function for n1 real and n2 non-real, complex conjugate pairs is
ρ(n1,n2)(x1, ..., xn1 , z1, ..., zn2)T = qdet
[
Krr(xi, xj)T Krc(xi, zm)T
Kcr(zl, xj)T Kcc(zl, zm)T
]
i,j=1,...,n1
l,m=1,...,n2
= Pf
([
Krr(xi, xj)T Krc(xi, zm)T
Kcr(zl, xj)T Kcc(zl, zm)T
]
Z−12(n1+n2)
)
i,j=1,...,n1
l,m=1,...,n2
, xi ∈ R, zi ∈ D+,
where D+ is the upper half of the unit disk.
7.5.2 M odd
The M odd correlations use an analogous kernel to that in Definition 4.26.
Definition 7.20. Let p0, p1, ... be the skew-orthogonal polynomials (364), r0, r1, ... the nor-
malisations (365) and ϑj := ϑj
∣∣
u=1
from (357). With (µ, η) from Definition 4.16, let
Sodd(µ, η)T = 2
M−1
2 −1∑
j=0
1
rj
[
qˆ2j(µ)τˆ2j+1(η)− qˆ2j+1(µ)τˆ2j(η)
]
+ κ(µ, η),
Dodd(µ, η)T = 2
M−1
2 −1∑
j=0
1
rj
[
qˆ2j(µ)qˆ2j+1(η)− qˆ2j+1(µ)qˆ2j(η)
]
,
I˜odd(µ, η)T = 2
M−1
2 −1∑
j=0
1
rj
[
τˆ2j(µ)τˆ2j+1(η)− τˆ2j+1(µ)τˆ2j(η)
]
+ (µ, η) + θ(µ, η),
where
pˆj(µ) = pj(µ)− ϑj+1
ϑN
pN−1(µ),
qˆj(µ) = ω(µ) pˆj(µ),
τˆj(µ) =
{
− 12
∫ 1
−1 sgn(µ− z) qˆj(z) dz, µ ∈ R,
iqˆj(µ¯), µ ∈ D+,
κ(µ, η) =
{
qN−1(µ)/ϑN , η ∈ R,
0, otherwise,
θ(µ, η) =
(
χ(η∈R)τN−1(µ)− χ(µ∈R)τN−1(η)
)
/ϑN ,
and qj(µ), τj(µ) are from Definition 7.18, with the indicator function χ(A) = 1 for A true
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and zero for A false. Then, let
Kodd(µ, η)T =
[
Sodd(µ, η)T −Dodd(µ, η)T
I˜odd(µ, η)T S
odd(η, µ)T
]
. (369)
As for the even case, we see that (358) is identical in structure to its real Ginibre coun-
terpart (156), and so we were able to immediately write down the correlation functions.
However, as for the odd case of the real spherical ensemble in Chapter 6.5, we cannot apply
the ‘odd-from-even’ technique of Chapter 4.6.2. (Recall that for the GOE (Chapter 3.3.2)
and the real Ginibre ensemble (Chapter 4.6.2), we were able to generate the odd correla-
tions from the known even cases by removing one of the eigenvalues off to infinity, effectively
leaving a system of k − 1 real eigenvalues, and N − 1 total eigenvalues. Of course, for the
GOE, N = k.) In the real spherical ensemble, we were unable to use this technique because
we had applied the fractional linear transformation (256), since the natural co-ordinate set
for analysis was the unit disk. Hence, all the transformed eigenvalues (from the upper half
plane) were constrained to have |z| ≤ 1.
For the real truncated ensemble, as discussed above Remark 7.3, all the eigenvalues are
necessarily contained inside the unit disk by the nature of truncations of orthogonal matrices,
and so the removal of one eigenvalue off to infinity is meaningless. Of course, we can still use
the functional differentiation method of Chapter 4.6.1, which again highlights the utility of
the method of Propositions 2.38 and 3.3 (and their real Ginibre counterparts Propositions
4.22, 4.24 and 4.27). As for the even case in the previous section, we omit the details.
Proposition 7.21. Let M be odd. With Kodd(µ, η)T from (369), the real truncated eigen-
value correlation function for n1 real and n2 non-real, complex conjugate pairs is
ρ(n1,n2)(x1, ..., xn1 , z1, ..., zn2)T = qdet
[
Koddrr (xi, xj)T K
odd
rc (xi, zm)T
Koddcr (zl, xj)T K
odd
cc (zl, zm)T
]
i,j=1,...,n1
l,m=1,...,n2
= Pf
([
Koddrr (xi, xj)T K
odd
rc (xi, zm)T
Koddcr (zl, xj)T K
odd
cc (zl, zm)T
]
Z−12(n1+n2)
)
i,j=1,...,n1
l,m=1,...,n2
, xi ∈ R, zi ∈ D+.
7.6 Correlation kernel elements
In the previous ensembles considered in this work, we have successfully used the method
of orthogonal polynomials to find the correlation kernel elements. However, as already
mentioned, in [60] the skew-orthogonal polynomials were found by working backwards from
the earlier work of [101], which already identified the correlation kernel using averages over
characteristic polynomials. We will follow these developments here, first looking at the
evaluation of the characteristic polynomial, then using the known inter-relationships between
the kernel elements (Lemma 4.17) to find most of the kernel. The remaining elements can
be obtained from the same inter-relationships after performing a calculation analogous to
one in [66] pertaining to the partially symmetric real Ginibre ensemble of Chapter 5.
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Since det(t − Xn×n) =
∏n
j=1(t − xj) where {xj} are the eigenvalues of Xn×n, we see
from Proposition 6.28 that [60]
(µ− η)〈 det(µ−D(M−2)×(M−2))(η −D(M−2)×(M−2))〉
=
M/2−1∑
j=0
1
rj
(
p2j+1(µ)p2j(η)− p2j(µ)p2j+1(η)
)
= −(2 ω(µ)ω(η))−1D(µ, η)T .
Combining this with the result of [101, Eq. (8)] we have
D(µ, η)T = 2 ω(µ)ω(η)(η − µ)
M−2∑
j=0
(L+ j)!
L!j!
(µη)j . (370)
Note from Definition 7.18 that (370) holds for all four combinations of real and complex
variables µ, η, and further, we see that it is parity independent (so it holds for M odd as
well). Using (170) we can obtain some of the other kernel elements via the relations
Scc(z1, z2)T = iDcc(z1, z¯2)T ,
I˜cc(z1, z2)T = iScc(z¯1, z2)T = −Dcc(z¯1, z¯2)T ,
Src(x, z)T = iDcc(x, z¯)T . (371)
The remaining kernel elements are related by the equations
Scr(z, x)T = Srr(z, x)T ,
I˜rr(x, y)T = −
∫ y
x
Srr(t, y)T dt+
1
2
sgn(x− y),
I˜cr(z, x)T = −I˜rc(x, z)T = iScr(z, x)T . (372)
Accordingly, if we find an expression for Srr(x, y)T then we will have completely specified
the kernel. Using techniques from [66] the calculation of this quantity is carried out in [60,
Section 3.2]. First note that, with the skew-orthogonal polynomials (364), and qj(x), τj(x)
from Definition 7.18, we have the facts
M/2−1∑
j=0
q2j+1(x)τ2j(y)
rj
=
xM−1τM−2(y)
rM/2−1
−
M/2−2∑
j=0
(L+ 2j + 1)!
L!(2j + 1)!
x2j+1
(
τ2j+2(y)− 2j + 1
L+ 2j + 1
τ2j(y)
)
,
and
p2j+1(x) = − (1− x
2)1−L/2
L+ 2j
d
dx
(
x2j(1− x2)L/2
)
,
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p2j+2(x)− 2j + 1
L+ 2j + 1
p2j(x) = − (1− x
2)1−L/2
L+ 2j + 1
d
dx
(
x2j+1(1− x2)L/2
)
,
and, from the definition of τj(µ) (367), the corollaries
τ2j+1(x) =
(1− x2)L/2
L+ 2j
(
L
2
√
pi
Γ((L+ 1)/2)
Γ(L/2)
)1/2
x2j ,
τ2j+2(x)− 2j + 1
L+ 2j + 1
τ2j(x) =
(1− x2)L/2
L+ 2j + 1
(
L
2
√
pi
Γ((L+ 1)/2)
Γ(L/2)
)1/2
x2j+1, (373)
for x ∈ R. Substitution of these into the definition of Srr(x, y)T from (366) yields
Srr(x, y)T = − 2 ω(x)
rM/2−1
xM−1τM−2(y)
+
Γ((L+ 1)/2)√
pi Γ(L/2)
(1− x2)L/2−1(1− y2)L/2
M−2∑
j=0
(L+ j − 1)!
(L− 1)!j! x
jyj . (374)
So by (372) we have now specified all kernel elements.
From the preceding chapters in this work we expect that the density of real eigenvalues
will be given by Srr(x, x)T , which is the n1 = 1, n2 = 0 case of Proposition 7.19. Using
the expression for Srr(x, x)T given by (374), we apply an identity for the regularised Beta
function [100],
Is(a, b) :=
∫ s
0
ta−1(1− t)b−1dt/B(a, b)
= 1− (1− s)b
a−1∑
j=0
(
b− 1 + j
j
)
sj , (375)
to write the density as
ρr(1)(x)T = Srr(x, x)T = −
2 ω(x)
rM/2−1
xM−1τM−2(x)
+
Γ((L+ 1)/2)√
pi Γ(L/2)
1− Ix2(M − 1, L)
1− x2 , (376)
which is equivalent to that in [101].
The complex-complex density is more straightforward; from (370), using (371), we obtain
Scc(w, z)T = 2i ω(w)ω(z¯)(z¯ − w)
M−2∑
j=0
(L+ j)!
L!j!
(wz¯)j ,
from which we see that the complex density, assuming L 6= 1, is
ρc(1)(z)T = Scc(z, z)T = 4 Im(z) (ω(z))
2Im(z)
M−2∑
j=0
(L+ j)!
L!j!
|z|2j
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=
2 Im(z)L(L− 1)
pi
|1− z2|L−2
∫ 1
2|Im(z)|/|1−z2|
(1− t2)(L−3)/2dt
×
M−2∑
j=0
(L+ j)!
L!j!
|z|2j
=
2 Im(z)L(L− 1)
pi
|1− z2|L−2
(1− |z|2)L+1
∫ 1
2|Im(z)|/|1−z2|
(1− t2)(L−3)/2dt
× (1− I|z|2(M − 1, L+ 1)), (377)
where we have used (375) to obtain the last equality.
In the case L = 1 we require the second definition in (341), so (376) and (377) respectively
become
ρr(1)(x)T
∣∣∣
L=1
=
√
2(M − 1)xM−1τM−2(x)√
pi(1− x2)1/2 +
(1− x2M−2)
pi(1− x2) ,
ρc(1)(z)T
∣∣∣
L=1
=
2 Im(z)
pi|1− z2|(1− |z|2)2
(
1−M |z|2M−2 + (M − 1)|z|2M) ,
where the incomplete Beta functions are integrated using elementary techniques. Of course,
we could also have found this directly from (366) using the L = 1 cases of (373),
τ2j+1(x)
∣∣∣
L=1
=
(1− x2)1/2√
2pi(2j + 1)
x2j ,
τ2j+2(x)
∣∣∣
L=1
− 2j + 1
2j + 2
τ2j(x)
∣∣∣
L=1
=
(1− x2)1/2√
2pi(2j + 2)
x2j+1.
7.6.1 Large M and L limits
As discussed in the introduction to this chapter, there are three limiting regimes of interest:
α → 1, 0 < α < 1 and α → 0, where we recall α = M/N . We now investigate the real and
complex densities in each of these cases.
Real density
We see from (371) and (372) that if we have expressions for the limits of D(µ, η)T and
Srr(x, y)T then we can obtain all the limiting kernel elements by those relations. To that
end, note that we can use the classical identity, valid for |t| < 1,
1
(1− t)n =
∞∑
j=0
(
n− 1 + j
j
)
tj , (378)
to obtain the large M , fixed L limit of (370)
lim
M→∞
L fixed
D(µ, η)T =
2 ω(µ)ω(η) (η − µ)
(1− µη)L+1 ,
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for all combinations of real and complex µ and η. For µ, η ∈ R the large M limit of (374) is
lim
M→∞
L fixed
Srr(x, y)T =
Γ((L+ 1)/2)√
pi Γ(L/2)
(1− x2)L/2−1(1− y2)L/2
(1− xy)L . (379)
A particularly interesting case of this limit was identified in [60], where, with L = 1, the
correlation kernel is identical to that encountered when looking at the correlations between
the zeroes of the Kac polynomials. In Appendix E.1 we list these kernels. By letting x = y
in (379) we have the real density in the strongly orthogonal regime, which is the α→ 1 limit
of (382) below. (It turns out that the limiting densities for α → 1 regime have the same
form as those in the 0 < α < 1 regime, and so we state them together in Proposition 7.22.)
Since the Beta function is a key factor in the densities, for the remainder of the chapter
we will make repeated use of its asymptotic behaviour
B(x, y) ∼
√
2pi
xx−1/2yy−1/2
(x+ y)x+y−1/2
, x, y →∞, (380)
and
B(x, y) ∼ Γ(y)
xy
, x→∞, y fixed. (381)
Proposition 7.22 ([101]). The limiting real density in the strongly orthogonal regime (α→
1) is given by
ρr(1)(x)T ∼
N→∞
Γ((L+ 1)/2)√
pi Γ(L/2)
1
1− x2 , −1 < x < 1, (382)
and in the weakly orthogonal regimes (0 < α < 1 or α→ 1) is given by
ρr(1)(x)T ∼
N→∞
√
L
2pi
1
1− x2 , −
√
α < x <
√
α. (383)
Proof : We will assume that the first term in (376) tends to zero for the time being, and
concentrate on the second term. We will then show that the first term does indeed tend to
zero as assumed.
The result (382) in the case α→ 1 follows from (379) with x = y, or by substituting (378)
into (376) (recalling (375)). For (383), that is with α < 1, we must analyse the behaviour
of Ix2(M − 1, L) =
∫ x2
0
tM−2(1− t)L−1dt/B(M − 1, L), and we use the same approach that
led to (207), which entails rewriting the integrand thusly
tM−2(1− t)L−1 = exp
(
(αN − 2) log t+ ((1− α)N − 1) log(1− t)
)
.
Note that in the large N limit, the integrand will be dominated by the maximum of (αN −
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2) log t+ ((1− α)N − 1) log(1− t), which, by differentiating, we find to be
tmax = (αN − 2)/(N − 3) ∼
N→∞
α.
Also recall that B(a, b) is the s→ 1 limit of ∫ s
0
ta−1(1− t)b−1dt, and so
Ix2(M − 1, L) ∼
N→∞
{
1, x2 > α,
0, x2 < α,
(384)
which gives us the bounds in (382).
It remains to show that the first term in (376) tends to zero for large N . Writing it out
we have
L
2pi
Γ((L+ 1)/2)√
pi Γ(L/2)
(1− x2)L/2−1xM−1
B(L,M − 2)
∫ 1
−1
sgn(x− z)(1− z2)L/2−1pM−2(z)dz. (385)
Note that ∫ 1
−1
sgn(x− z)(1− z2)L/2−1pM−2(z)dz
=
1
2
[∫ x2
0
z(M−3)/2(1− z)L/2−1dz −
∫ 1
x2
z(M−3)/2(1− z)L/2−1dz
]
= B(x2, (M − 1)/2, L/2)−B(M − 1/2, L/2)/2
= B((M − 1)/2, L/2)
(
Ix2((M − 1)/2, L/2)− 1/2
)
.
From (384) we see that this tends to ±B((M − 1)/2, L/2)/2 for large N (that is, as either
or both of L and M tend to ∞); without loss of generality we can take the positive part
since if a tends to zero, then so does −a. Now assume that L is fixed. Using the asymptotic
behaviour of the Beta function (381) we see the large M behaviour of (385) is
AL M
2LxM−1, (386)
where AL is the remaining factors independent of M . Since x < 1, (386) tends to zero for
large M .
In the case that L,M → ∞, we need a more involved approach. Using (381) we can
write
Γ((L+ 1)/2)√
pi Γ(L/2)
=
L− 1
2pi
B
(
1
2
,
L− 1
2
)
∼
L→∞
√
L
2pi
, (387)
and using (380) we have
1
B(L,M − 2) ∼
1√
2pi
(L+M − 2)L+M−5/2
LL−1/2 (M − 2)M−5/2 .
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Combining the preceding with the proportionality of M and L to N (according to (330)),
we obtain
2 ω(x)
rM/2−1
xM−1τM−2(x) ∼ (1− x
2)(1−α)N/2xαN√
2pi
(
(1− α)N + αN
)N/2
(
(1− α)N
)(1−α)N/2
(αN)αN/2
.
By rearranging, we find that for large N
2 ω(x)
rM/2−1
xM−1τM−2(x)→ 0⇔
(
1− x2
1− α
)(1−α)N/2(
x2
α
)αN/2
→ 0,
or equivalently, by exponentiating, that
(1− α) log
(
1− x2
1− α
)
+ α log
(
x2
α
)
< 0. (388)
By differentiating the LHS of (388) with respect to α and x, we find that it is strictly
decreasing for x, α ∈ (0, 1) and α 6= x2, and since the LHS is zero for α = x2 (388) is
satisfied for all x and α except for where they are equal. We can see that the first term
in (376) goes to zero for α = x2 when combining the asymptotic Beta function behaviours
together under that assumption.

We see from (318) that (382) is the anti-spherical analogue of the real eigenvalue density
for the real spherical ensemble (recalling that the variables in the former case had been
transformed according to (257)). Indeed, in the case L = 1 (in the α→ 1 strongly orthogonal
regime), (382) obviously reduces to
lim
M→∞
ρr(1)(x)T
∣∣∣
L=1
=
1
pi(1− x2) , (389)
indicating (via the artanh function) that the real eigenvalues are uniformly distributed on
what might be called a ‘great anti-circle’ on the anti-sphere. This formula appeared in [60]
where it was identified with the asymptotic density of real zeroes of Kac random polynomials
(from [21]).
With (330), we see that (383) is
ρr(1)(x)T ∼
N→∞
√
(1− α)N
2pi
1
1− x2 , −
√
α < x <
√
α. (390)
Comparing (390) to (209) we can see that in the (weakly orthogonal) regimes α < 1 we have
a
√
N prefactor, which matches that in the Ginibre case.
Complex density
Note that we could have found (389) from (E.1) as the 1-point real–real correlation.
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Likewise, we can read off the 1-point complex–complex correlation for L = 1,
lim
M→∞
ρc1(z)
∣∣∣
L=1
=
2y
pi(1− |z|2)2|1− z2| . (391)
With only marginally more work, we can establish the complex density for arbitrary L. As
for the real density, the complex densities in the three regimes can all be stated together.
Proposition 7.23 ([101]). The limiting complex density in the strongly orthogonal regime
(α→ 1) is
ρc(1)(z)T ∼
N→∞
2 Im(z)L(L− 1)
pi
|1− z2|L−2
(1− |z|2)L+1
×
∫ 1
2|Im(z)|/|1−z2|
(1− t2)(L−3)/2dt, −1 < z < 1, (392)
and in the weakly orthogonal regimes (0 < α < 1 or α→ 1) is given by
ρc(1)(z)T ∼
(1− α)N
pi
1
(1− |z|2)2 , −
√
α < z <
√
α. (393)
Proof : To obtain (392), we begin with (377) and apply the same reasoning as that that
led to (384). For (393) we must consider the large L limit of the integral in (392). We
note that the integrand is maximised for t as close to zero as possible. This implies that
the dominant contribution to the density will be when t → v := 2|Im(z)|/|1 − z2|. We
exponentiate the logarithm of the integrand and Taylor expand up to first order about the
point v to find
L− 3
2
log(1− v2)− (L− 3)v
1− v2 (t− v).
Integrating this from v to 1 we have∫ 1
v
(1− t2)(L−3)/2dt ∼ (1− v2)(L−3)/2e
(L−3)v2
1−v2
∫ 1
v
e
− (L−3)vt
1−v2 dt
=
(1− v)(L−1)/2
(L− 3)v −
(1− v)(L−1)/2
(L− 3)v e
(L−3)v
1−v2 (v
2−v)
∼ (1− v
2)(L−1)/2
Lt
=
(1− |z|2)L−1
L t |1− z2|L−1 , (394)
since v2− v < 0, where we have used the fact that |1− z2|2− 4y2 = (1− |z|2)2. Use of (394)
gives us the result (393).

Remark 7.24. Note that we can indeed interpret (391) as the L = 1 case of (392) since in
that case we must have used the weight on the second line of (341) and so the integral and
the factors L(L− 1) on the RHS of (392) do not appear.
Comparison of (393) with (322) again shows clearly that we have the anti-spherical
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analogue of the latter, and on projection to the hyperbolic plane, we have a
√
L density
inside a unit disk, which matches (205) in the real Ginibre ensemble. Also note that (393)
is rotationally invariant, meaning that the symmetry-breaking effect of the real eigenvalues
has been overwhelmed by the large number of eigenvalues surrounding any non-real complex
point. This implies that this ensemble should be manifesting behaviour similar to that of
an ensemble of truncated unitary matrices. Indeed, comparison of (393) to results in [173]
confirms this expectation to be true. This same effect was observed in Chapter 4.7 (where
the real Ginibre ensemble degenerates to the complex Ginibre ensemble) and in Chapter 6.6
(where the real spherical ensemble approaches the complex spherical ensemble) at points
away from the real line, in the limit of a large number of eigenvalues. In Chapter 7.6.2 we
will discuss this further.
Expected number of real eigenvalues
Part of the consideration of this unification of the correlation functions for analogous
real and complex ensembles is the expected number of real eigenvalues. Since the effect of
the real eigenvalues becomes negligible in the limit of large matrix dimension, we expect
that the number of real eigenvalues grows more slowly than the number of total eigenvalues.
This turns out to be true, however we shall see that the expectation is qualitatively different
in the strong and weak orthogonality regimes.
Proposition 7.25 ([101]). The expected number of real eigenvalues for fixed 0 < α < 1 and
large N is
E
(T )
N ∼ 2
Γ((L+ 1)/2)√
pi Γ(L/2)
artanh
√
α. (395)
Proof : The result is obtained by integrating (382) over (−√α,√α).

• Strongly orthogonal: To obtain the behaviour in the α→ 1 strongly orthogonal regime
we use the logarithmic expression for artanh z to write
2 artanh
√
α = log
1 +
√
α
1−√α = log
1 +
√
1− γ
1−√1− γ
∼ log 4− γ
γ
= log(4− γ)− logL+ logN,
with γ from (330). Combining this with (395) we have for large M and small L
E
(T )
M ∼
Γ((L+ 1)/2)√
pi Γ(L/2)
logM. (396)
• Weakly orthogonal: Using the expansion artanh(x) = x + x3/2 + x5/5 + ... we have,
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in the case that α→ 0,
E
(T )
N ∼
√
2(α− α2)N
pi
∼
√
2M
pi
, (397)
where we have also used (387) and recalled from (330) that α = M/N . Comparing
(397) to (199) we see that, in the weakly orthogonal limits, we have correspondence
with the real Ginibre ensemble.
7.6.2 Universality and the ‘anti-spherical’ conjecture
As we saw in the previous section, the expected number of real eigenvalues in both the
strongly orthogonal (396) and weakly orthogonal limits (397) grows much more slowly than
does the total number of eigenvalues. This same behaviour was manifest in both the real
Ginibre and real spherical ensembles (see Chapters 4.7 and 6.4 respectively), which led to the
observation that, in the limit of large matrix dimension, the general eigenvalue density of the
real (Ginibre/spherical) ensemble approached that of the corresponding complex ensemble.
Recall from (393), and the discussion below it, that we have the same phenomenon here.
This leads us to conjecture that there is a law analogous to the circular law (Proposition
4.31) and spherical law (Proposition 6.24) for the anti-spherical case.
Conjecture 7.26 (Anti-spherical law). Let X be an N ×N matrix with iid entries, of zero
mean and variance one. If Xˆ is obtained from X by Gram-Schmidt orthogonalisation and
Xˆ =
[
AL×L BL×M
CM×L DM×M
]
N×N
,
then the eigenvalues of DM×M are uniformly distributed, when projected on the anti-sphere,
in the limit of large N .
Remark 7.27. In [173] the authors present some interesting diagrams showing the eigenvalue
density profiles for various values of M and N for truncations of both orthogonal and unitary
matrices.
We are also now in a position to identify a different correspondence. In the discussion
at the beginning of this chapter we anticipated that for L large we should obtain some
Ginibre-like behaviour. We can make the correspondence exact in the regime α → 0. In
effect we will undertake the anti-spherical analogue of the procedure in Chapter 6.6.1; we
focus our view on a small enough region surrounding the origin such that the curvature
of the underlying space (here κ < 0) can be neglected, and so we are approximating the
planar case. We must keep the eigenvalues sufficiently close to the real line to preserve the
distinctive β = 1 behaviour and so we scale them by 1/
√
L, which we will find results in the
bulk real Ginibre statistics.
Recall from the discussion at the beginning of Chapter 7.6 that once the kernel elements
D and Srr are specified, we can use the interrelations (371) and (372) to obtain the remaining
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ones. First note that
(L+ j)!
L!
∼ Lj , (398)
and so
M−2∑
j=0
(L+ j)!
L!j!
(µη
L
)j
∼
L→∞
M−2∑
j=0
(µη)j
j!
= eµη
Γ(M − 1, µη)
Γ(M − 1) .
We also have
L− 2
L
log |1− µ2/L| ∼ −µ
2 + µ¯2
4
,
and
∫ 1
ν
(1− t2)(L−3)/2dt ∼
∫ 1
ν
e−L t
2/2dt =
√
2
L
∫ √L/2
ν
√
L/2
e−t
2
dt
∼
√
2
L
∫ ∞
√
2 Im(z)
e−t
2
dt =
√
pi
2L
erfc(
√
2 Im(z)), (399)
where ν = 2 Im(z/
√
L)/|1− z2/L|. Using these in (370) we have
D
(
µ/
√
L, η/
√
L
)
T
∼
L→∞
L(η − µ)√
2pi
e−(µ
2+µ¯2)/4e−(η
2+η¯2)/4
√
erfc
(√
2Im(µ)
)
erfc
(√
2Im(η)
)
× eµη Γ(M − 1, µη)
Γ(M − 1) . (400)
Next, we apply the same 1/
√
L scaling to (374),
Srr(x/
√
L, y/
√
L)T =
L
2
Γ((L+ 1)/2)√
pi Γ(L/2)
(x/
√
L)M−1(1− x2/L)L/2−1 (L+M − 2)!
L!(M − 2)!
×
∫ 1
−1
sgn(y/
√
L− z)zM−2(1− z2)L/2−1dz
+
Γ((L+ 1)/2)√
piΓ(L/2)
(1− x2/L)L/2−1(1− y2/L)L/2
M−2∑
j=0
(L+ j − 1)!
(L− 1)!j!
(xy
L
)j
, (401)
with M assumed to be even for convenience. The second term in (401) can be dealt with
using exactly the same procedure that led to (400), while for the first term note that
∫ 1
−1
sgn(y/
√
L− z)zM−2(1− z2)L/2−1dz = 2 sgn(y)
∫ y/√L
0
zM−2(1− z2)L/2−1dz
∼
L→∞
2 sgn(y)
∫ y/√L
0
zM−2e−Lz
2/2dz = sgn(y)
(
2
L
)(M−1)/2
γ((M − 1)/2, y2/2),
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which gives
Srr(x/
√
L, y/
√
L)T ∼
L→∞
√
L
2pi
(
2(M−3)/2sgn(y)xM−1e−x
2/2 γ((M − 1)/2, y2/2)
Γ(M − 1)
+e−(x−y)
2/2 Γ(M − 1, xy)
Γ(M − 1)
)
, (402)
where we have also used (398).
We can use (371) and (372) to compare (400) and (402) to the corresponding real Ginibre
results in (195). Also, by taking x = y ∈ R and µ = η = z ∈ C, we obtain the real and
complex densities
ρr(1)
(
x/
√
L
)
= Srr
(
x/
√
L, x/
√
L
)
T
∼
L→∞
√
L
2pi
(
2(M−3)/2|x|M−1e−x2/2 γ((M − 1)/2, x
2/2)
Γ(M − 1)
+
Γ(M − 1, x2)
Γ(M − 1)
)
, (403)
ρc(1)
(
z/
√
L
)
= Scc
(
z/
√
L, z/
√
L
)
T
∼
L→∞
√
2
pi
L y e−(z+z¯)
2/2 Γ(M − 1, |z|2)
Γ(M − 1) erfc(
√
2y),
(404)
which agree with (196) and (197), up to a factor of
√
L in the real case, and L in the complex
case. (The same factors appeared in (400) and (402).) We anticipate these factors since in
the large N limit the complex eigenvalues, for instance, are supported on a disk of radius√
α and so
#eigenvalues
area
=
M
piα
∼
α→0
L
pi
.
The real case follows, since those eigenvalues are supported on an interval of radius
√
L.
As expected, we have found correspondence with the real Ginibre ensemble in the weakly
orthogonal regimes — demonstrated by (404) and (403). A visual demonstration is found
in Figure 7.6.2, where 7.6.2a represents the standard real Ginibre ensemble and 7.6.2b rep-
resents the large L limit of the real truncated ensemble; both sets of eigenvalues have been
scaled to the unit disk. We may also compare the pN,k statistics in Tables A.1 and E.4
where we find some convergence.
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(a) (b)
Figure 7.6.2: Eigenvalues from 200 instances of: (a) 20× 20 real Ginibre matrices, scaled by
1/
√
N ; and (b) 1600× 1600 real truncated matrices with M = 20, scaled by √N/M .
8 Further work
The first obvious direction to proceed from the results presented in this work is to establish
(one way or the other) Conjecture 7.26, the anti-spherical law. It seems that an extension
of the method of Tao and Vu [155] (which they used for the circular law), akin to that of
Bordenave [25] for the spherical law, will enable this statement to be proven. We can also ask
a deeper question on the eigenvalue distribution of these truncated ensembles. Recall from
the discussion in Chapter 7.1 that the distribution of the sub-block matrix D from (328)
contains singular factors when L < M (that is, for a small truncation), but when L ≥ M
then we have the continuous expression (335). The question then is: why is it that the
eigenvalue distribution (344), which we established from (335), turns out to be identical to
that obtained in [101], where the restriction on the relative size of L and M was circumvented
(as outlined below Remark 7.12)? Somehow the singularities in the distribution of the sub-
block vanish when we change variables to the distribution of eigenvalues.
Another anomaly in the case of the truncated ensemble is that we have not been able to
strictly apply the 5-step method of Chapter 2 as we did successfully with the other ensembles
in this work; the missing component is that we do not yet know how to calculate the skew-
orthogonal polynomials (364) independently of the correlation kernel (370). One way to do
this might be by first noting from [59, Chapter 6] that with a = b = L− 1 the Jacobi weight
function
(1− x)(a−1)/2(1 + x)(b−1)/2, x ∈ (−1, 1),
is structurally similar to (343). The relevant skew-orthogonal polynomials are constructed
from the classical Jacobi polynomials as described by Forrester [59]. It may be possible
to use these results, perhaps by introducing an interpolating parameter like that used in
Chapter 5, to obtain the skew-orthogonal polynomials for the real truncated ensemble.
As discussed in the Introduction, Dyson’s three-fold way tells us that random matrix
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ensembles are naturally classified by the parameter β in (1). In this work we have focused
on the β = 1 real matrix ensembles; the β = 4 cases of the spherical and truncated ensembles
are yet to be investigated, while for the β = 4 Ginibre ensemble see [99].
From the construction of the real spherical ensemble in Chapter 6 we see that the product
A−1B (with A and B having Gaussian entries) is a matrix generalisation of a Cauchy random
variable. We may attempt to form a spherical ensemble from any such product of Gaussian
matrices, including the Hermitian Gaussian ensembles (GOE, GUE and GSE). Note that
while the inverse of a Hermitian matrix is still Hermitian, the product of two Hermitian
matrices is not in general Hermitian. This means that we expect the eigenvalues of A,B
to be complex. For instance, take A,B as GOE matrices (4), then by simulation we obtain
Figure 8.0.1. Since the product A−1B is a general real matrix we are not surprised to find
a ring corresponding to a non-zero density of real eigenvalues.
Figure 8.0.1: Stereographic projection of the eigenvalues of 1000 instances of the product
A−1B, where A,B are GOE matrices.
However, if the matrices are taken from the GUE or the GSE, as in Figure 8.0.2, then
we see the same ring, although these matrices have complex entries, and so a priori we
do not expect any real eigenvalues at all. Superficially, these distributions resemble those
of the real spherical ensemble (Figure 6.0.1), although note that for increasing β (that is,
from the GOE with β = 1 in Figure 8.0.1 to the GUE with β = 2 in Figure 8.0.2a, to the
GSE with β = 4 in Figure 8.0.2b) there is stronger repulsion from the great circle. It would
be interesting to discover if this density is, firstly integrable, and secondly identical to the
analogous spherical ensembles.
As suggested by Christopher Sinclair, from numerical simulations we can find another
construction that seems to reproduce the real spherical distribution: the ∗-cosquare ensemble
A∗A−1, where A is a complex Ginibre matrix. As we see in Figure 8.0.3a, we have a ring of
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(a) (b)
Figure 8.0.2: Stereographic projection of the eigenvalues of 1000 instances of the product
A−1B, where A,B are (a) GUE matrices and (b) GSE matrices.
eigenvalues around the equator instead of through the poles as in Figure 6.0.1, but otherwise
the distributions seem identical. This equatorial ring comes from the non-zero density of
eigenvalues on the unit circle that is an attribute of these ∗-cosquare ensembles; in the 1× 1
case this is clear since re−iθ/reiθ = e−2iθ obviously lies on the unit circle. One suspects
that the distribution of A∗A−1 should match that of the real Ginibre ensemble. We can
further enliven matters by taking A a real Ginibre matrix, which results in a spherical
distribution such as in Figure 8.0.3b. Note that we now have two rings; one corresponding
to the eigenvalues on the unit circle (coming from the ∗-cosquare construction) and another
corresponding to the real eigenvalues that we expect in any real matrix. This represents a
set of three species of eigenvalue. In this case the constructions we developed in Chapter
4.5 for calculating the correlation functions of multiple disjoint sets of eigenvalues will likely
prove useful. For example, we expect to find a 6× 6 kernel in the result analogous to (172),
to which we could apply functional differentiation to calculate the correlation functions.
We can obtain a similar distribution by taking spherical (A−1B) products of matrices
that arise in the study of chiral ensembles. A chiral ensemble contains matrices of the form
X =
[
0L×L CL×M
(DL×M )T 0M×M
]
;
these ensembles have attracted increasing interest over the last two decades (beginning with
[156, 157]) because of their relationship with quantum chromodynamics (QCD). Using the
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(a) (b)
Figure 8.0.3: Stereographic projection of the eigenvalues of 1000 instances of the product
A∗A−1, where A is (a) a complex Ginibre matrix and (b) a real Ginibre matrix.
relation
det
[
M1 M2
M3 M4
]
= det(M4) det(M1 −M2(M4)−1M3)
the eigenvalues of X are seen to be given by the ± square roots of the eigenvalues of the
product CDT , which implies that they come in three distinct species: purely real, purely
imaginary, and ± conjugate paired quadruplets. In the case that
C = P + µQ, D = PT − µQT , (405)
where P,Q are iid real Gaussian matrices and µ ∈ (0, 1], the eigenvalue distribution and
correlation functions are calculated in [9]. Since these chiral matrices have three eigenvalue
species, to obtain a distribution resembling that in Figure 8.0.3b, we might ask for the
eigenvalue distribution of the matrix
X−11 X2 =
[
0 C1
DT1 0
]−1 [
0 C2
DT2 0
]
=
[
(DT1 )
−1DT2 0
0 (C1)
−1C2
]
, (406)
where the Ci and Dj are all N × N iid real Gaussian matrices. However the RHS of
(406) implies that the set of eigenvalues of X−11 X2 is just the union of the eigenvalue sets
of the individual real spherical matrices (DT1 )
−1DT2 and (C1)
−1C2, and so we obtain a
distribution like that in Figure 6.0.1. Instead, if we take the ± square roots of the eigenvalues
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of Y = A−1B, where
A = C1D
T
1 , B = C2D
T
2 , (407)
with C1,C2,D1,D2 each an iid real Gaussian matrix, then we obtain a distribution such as
that in Figure 8.0.4 under stereographic projection. Although the matrix Y can be written
as (C1D
T
1 )
−1C2DT2 = (C
−T
1 D
−1
1 )
TC2D
T
2 , this is a quite different ensemble to that studied
in [9] since the distribution of the factors A−T and B in (407) are not the same as those of
(405). Investigation of these ensembles as well as the ∗-cosquare ensembles above (with the
Figure 8.0.4: Stereographic projection of the eigenvalues of 1000 instances of the product
(C1D
T
1 )
−1C2DT2 , where C1,C2,D1,D2 are 10× 10 real Ginibre matrices.
tools described in this work) may lead to the hyperpfaffian structures considered in [148].
As discussed in several parts of the present work, the eigenvalues of random matrices
are mutually repulsive, and so have a more uniform distribution than that typically seen
in the ‘clumpy’ Poisson distribution (compare Figures 1.0.2a and 1.0.2b). This observation
led to the work in [107], where the authors used the eigenvalues of a complex Ginibre
matrix to generate a Voronoi tessellation, which is more uniform than that generated from
Poisson points. A Voronoi tessellation in this context is a tiling made of Voronoi cells or
polygons, each of which surrounds one eigenvalue and contains all the points closer to that
eigenvalue than to any other. The authors compared this tiling to that corresponding to the
cellular structure of cucumbers, where they analysed the statistics of the cells including area,
perimeter, side length and number of sides. It seems likely that the same analysis (excluding
the vegetables) can be performed on a Voronoi tessellation of the sphere, adapting the work in
[143]. The spherical geometry introduces a richer structure since it is known (by considering
the Euler characteristic) that a sphere cannot be tiled by hexagons. This fact implies that
some number of other polygons are required to complete the tessellation. For example, if the
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only other polygon is a pentagon, then there must be 12 of those present, while if pentagons
are also allowed, then there must be exactly 12 more pentagons than heptagons. From such
considerations one expects to obtain quite different statistics to those seen in the analogous
problem on the plane. The complex analogue of the real spherical ensemble provides a way
of randomly distributing repulsive points on a sphere, and so it can be used to generate
one of these more uniform Voronoi tessellations, which is a convenient place to begin the
spherical analysis.
An important fact in the considerations of the circular law and its analogues (the spherical
law and the anti-spherical law) is that the number of real eigenvalues grows sub-dominantly;
see (199), (309) and (395). Without this fact being true, the circular, spherical and anti-
spherical laws could not hold. Clearly, the number of total eigenvalues for an N ×N matrix
is N , and from (199) we know that the number of reals in the real Ginibre ensemble is
proportional to
√
N . Experimental evidence in [52] suggests that this
√
N law is universal
for an ensemble of matrices with iid entries from any zero mean, finite variance distribution.
This is as yet unconfirmed. Further, we see from (309) that there is at least one ensemble
(the real spherical ensemble) with non-iid entries that exhibits a similar behaviour. This
may lead one to speculate that the
√
N law extends to non-iid ensembles, however the
real truncated ensemble shows that this is not true. We see from (395) that the
√
N law
only holds in the weakly orthogonal limits, which as we discussed, just reclaims the real
Ginibre results. In the strongly orthogonal limit, the number of reals grows as logN . An
investigation of real eigenvalues seems to have been neglected amidst the general coalescence
of interest around the distribution of complex eigenvalues, yet is clearly warranted.
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Appendices
A Probability of k real eigenvalues for the real Ginibre
ensemble
Exact pN,k Decimal pN,k Simulation
p2,2
1
2
√
2 0.70711 0.70762
p2,0 1− 12
√
2 0.29289 0.29238
p3,3
1
4
√
2 0.35355 0.35349
p3,1 1− 14
√
2 0.64645 0.64651
p4,4
1
8 0.125 0.12440
p4,2
11
16
√
2− 14 0.72227 0.72249
p4,0
9
8 − 1116
√
2 0.15273 0.15311
p5,5
1
32 0.03125 0.03116
p5,3
13
32
√
2− 116 0.51202 0.51300
p5,1
33
32 − 1332
√
2 0.45673 0.45584
p6,6
1
256
√
2 0.00552 0.00506
p6,4 − 3256
√
2 + 2711024 0.24808 0.25231
p6,2 − 271512 + 107128
√
2 0.65290 0.64888
p6,0
1295
1024 − 5364
√
2 0.09350 0.09375
p7,7
1
2048
√
2 0.00069 0.00073
p7,5
355
4096 − 32048
√
2 0.08460 0.08343
p7,3 − 3552048 + 10872048
√
2 0.66394 0.57908
p7,1
4451
4096 − 10852048
√
2 0.33744 0.33676
p8,8
1
16384 0.00006 0.00006
p8,6 − 14096 + 3851262144
√
2 0.02053 0.02052
p8,4
53519
131072 − 11553262144
√
2 0.34599 0.34469
p8,2 − 5348765536 + 257185262144
√
2 0.57131 0.57257
p8,0
184551
131072 − 249483262144
√
2 0.06210 0.06216
p9,9
1
262144 0.00000 0.00000
p9,7 − 165536 + 52972097152
√
2 0.00356 0.00359
p9,5
82347
524288 − 158912097152
√
2 0.14635 0.14479
p9,3 − 82339262144 + 13455552097152
√
2 0.59328 0.59056
p9,1
606625
524288 − 13349612097152
√
2 0.25681 0.26106
p10,10
1
8388608
√
2 0.00000 0.00000
p10,8
236539
536870912 − 58388608
√
2 0.00044 0.00041
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Exact pN,k Decimal pN,k Simulation
p10,6
35098479
1073741824
√
2− 236539134217728 0.04447 0.04477
p10,4
149206217
268435456 − 1052928771073741824
√
2 0.41716 0.41561
p10,2
1216831949
1073741824
√
2− 148733139134217728 0.49453 0.49503
p10,0
834100651
536870912 − 11462928771073741824
√
2 0.04341 0.04418
p11,11
1
268435456
√
2 0.00000 0.00000
p11,9
333123
8589934592 − 5268435456
√
2 0.00004 0.00001
p11,7 − 3331232147183648 + 602623158589934592
√
2 0.00977 0.01006
p11,5
1020788137
4294967296 − 1807863058589934592
√
2 0.20791 0.20768
p11,3 -
1020121891
2147483648 +
6423679969
8589934592
√
2 0.58254 0.58174
p11,1
10629845251
8589934592 − 63031558518589934592
√
2 0.19975 0.20051
p12,12
1
8589934592 0.00000 0.00000
p12,10
3781485
2199023255552
√
2− 34294967296 0.00000 0.00000
p12,8
27511372605
17592186044416 − 189074252199023255552 0.00155 0.00152
p12,6
126455775487
2199023255552
√
2− 275113521254398046511104 0.07507 0.07482
p12,4
6237846960567
8796093022208 − 3792916967612199023255552
√
2 0.46524 0.46194
p12,2
356179603371
274877906944
√
2− 61828242645094398046511104 0.42669 0.42909
p12,0
29930323227453
17592186044416 − 12982928898771099511627776
√
2 0.03145 0.03263
p38,38 — 0.00000 0.00000
...
...
...
...
p38,16 — 0.00000 0.00000
p38,14 — 0.00001 0.00001
p38,12 — 0.00064 0.00075
p38,10 — 0.01768 0.01751
p38,8 — 0.14961 0.14862
p38,6 — 0.40845 0.4093
p38,4 — 0.34706 0.34735
p38,2 — 0.07474 0.07475
p38,0 — 0.00182 0.00171
Table A.1: Comparison of the simulated probabilities from Table 4.1.1 with the analytical
results calculated from (154) and (158) using the results in Chapter 4.4.1. Note that the
analytical results for p38,k have been omitted to conserve space.
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B Real Ginibre correlation kernel elements
B.1 N even
As an aid to the reader, we list here the explicit forms of the correlation kernel elements
for N even in the real Ginibre ensemble. The following section, Appendix B.2, contains the
kernel elements for N odd. In Chapter B.3 we list the kernels in summed up form and with
the various limits discussed in Chapter 4.7. The convention used in this appendix, as in the
bulk of this work, is x, y ∈ R and w, z ∈ R+2 .
Define
Φj(x) :=
∫ ∞
−∞
sgn(x− z)e−z2/2pj(z)dz, (B.1)
then the explicit forms of the correlation kernel elements in Definition 4.16 are
Sr,r(x, y) = e
−x2/2
N
2
−1∑
k=0
1
rk
[
p2k+1(x)Φ2k(y)− p2k(x)Φ2k+1(y)
]
,
Sr,c(x,w) = 2ie
−(x2+w¯2)/2
√
erfc(
√
2|Im(w)|)
N
2
−1∑
k=0
1
rk
[
p2k(x)p2k+1(w¯)− p2k+1(x)p2k(w¯)
]
,
Sc,r(w, x) = e
−w2/2
√
erfc(
√
2|Im(w)|)
N
2
−1∑
k=0
1
rk
[
p2k+1(w)Φ2k(x)− p2k(w)Φ2k+1(x)
]
,
Sc,c(w, z) = 2ie
−(w2+z¯2)/2
√
erfc(
√
2|Im(w)|)
√
erfc(
√
2|Im(z)|)
×
N
2
−1∑
k=0
1
rk
[
p2k(w)p2k+1(z¯)− p2k+1(w)p2k(z¯)
]
,
Dr,r(x, y) = 2e
−(x2+y2)/2
N
2
−1∑
k=0
1
rk
[
p2k(x)p2k+1(y)− p2k+1(x)p2k(y)
]
,
Dr,c(x,w) = 2e
−(x2+w2)/2
√
erfc(
√
2|Im(w)|)
N
2
−1∑
k=0
1
rk
[
p2k(x)p2k+1(w)− p2k+1(x)p2k(w)
]
,
Dc,r(x,w) = 2e
−(w2+x2)/2
√
erfc(
√
2|Im(w)|)
N
2
−1∑
k=0
1
rk
[
p2k(w)p2k+1(x)− p2k+1(w)p2k(x)
]
,
Dc,c(w, z) = 2e
−(w2+z2)/2
√
erfc(
√
2|Im(w)|)
√
erfc(
√
2|Im(z)|)
×
N
2
−1∑
k=0
1
rk
[
p2k(w)p2k+1(z)− p2k+1(w)p2k(z)
]
,
I˜r,r(x, y) =
1
2
N
2
−1∑
k=0
1
rk
[
Φ2k(x)Φ2k+1(y)− Φ2k+1(x)Φ2k(y)
]
+
1
2
sgn(x− y),
I˜r,c(x,w) = ie
−w¯2/2
√
erfc(
√
2|Im(w)|)
N
2
−1∑
k=0
1
rk
[
Φ2k+1(x)p2k(w¯)− Φ2k(x)p2k+1(w¯)
]
,
I˜c,r(w, x) = ie
−w¯2/2
√
erfc(
√
2|Im(w)|)
N
2
−1∑
k=0
1
rk
[
p2k+1(w¯)Φ2k(x)− p2k(w¯)Φ2k+1(x)
]
,
I˜c,c(w, z) = 2e
−(w¯2+z¯2)/2
√
erfc(
√
2|Im(w)|)
√
erfc(
√
2|Im(z)|)
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×
N
2
−1∑
k=0
1
rk
[
p2k+1(w¯)p2k(z¯)− p2k(w¯)p2k+1(z¯)
]
.
B.2 N odd
The explicit forms of the correlation kernel elements for N odd, of Definition 4.26, are
Soddr,r (x, y) = e
−x2/2
N−1
2
−1∑
k=0
1
rk
[
p2k+1(x)Φ2k(y)− p2k(x)Φ2k+1(y)
− ν¯2k+1
ν¯N
(
p2k+1(x)ΦN−1(y)− pN−1(x)Φ2k+1(y)
)
+
ν¯2k+2
ν¯N
(
p2k(x)ΦN−1(y)− pN−1(x)Φ2k(y)
)]
+
e−x
2/2
ν¯N
pN−1(x),
Soddr,c (x,w) = 2ie
−(x2+w¯2)/2
√
erfc(
√
2|Im(w)|)
×
N−1
2
−1∑
k=0
1
rk
[
p2k(x)p2k+1(w¯)− p2k+1(x)p2k(w¯)
− ν¯2k+1
ν¯N
(
pN−1(x)p2k+1(w¯)− p2k+1(x)pN−1(w¯)
)
+
ν¯2k+2
ν¯N
(
pN−1(x)p2k(w¯)− p2k(x)pN−1(w¯)
)]
,
Soddc,r (w, x) = e
−w2/2
√
erfc(
√
2|Im(w)|)
×
N−1
2
−1∑
k=0
1
rk
[
p2k+1(w)Φ2k(x)− p2k(w)Φ2k+1(x)
− ν¯2k+1
ν¯N
(
p2k+1(w)ΦN−1(x)− pN−1(w)Φ2k+1(x)
)
+
ν¯2k+2
ν¯N
(
p2k(w)ΦN−1(x)− pN−1(w)Φ2k(x)
)]
+
e−w
2/2
√
erfc(
√
2|Im(w)|)
ν¯N
pN−1(w),
Soddc,c (w, z) = 2ie
−(w2+z¯2)/2
√
erfc(
√
2|Im(w)|)
√
erfc(
√
2|Im(z)|)
×
N−1
2
−1∑
k=0
1
rk
[
p2k(w)p2k+1(z¯)− p2k+1(w)p2k(z¯)
− ν¯2k+1
ν¯N
(
pN−1(w)p2k+1(z¯)− p2k+1(w)pN−1(z¯)
)
+
ν¯2k+2
ν¯N
(
pN−1(w)p2k(z¯)− p2k(w)pN−1(z¯)
)]
,
Doddr,r (x, y) = 2e
−(x2+y2)/2
N−1
2
−1∑
k=0
1
rk
[
p2k(x)p2k+1(y)− p2k+1(x)p2k(y)
− ν¯2k+1
ν¯N
(
pN−1(x)p2k+1(y)− p2k+1(x)pN−1(y)
)
+
ν¯2k+2
ν¯N
(
pN−1(x)p2k(y)− p2k(x)pN−1(y)
)]
,
Doddr,c (x,w) = 2e
−(x2+w2)/2
√
erfc(
√
2|Im(w)|)
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×
N−1
2
−1∑
k=0
1
rk
[
p2k(x)p2k+1(w)− p2k+1(x)p2k(w)
− ν¯2k+1
ν¯N
(
pN−1(x)p2k+1(w)− p2k+1(x)pN−1(w)
)
+
ν¯2k+2
ν¯N
(
pN−1(x)p2k(w)− p2k(x)pN−1(w)
)]
,
Doddc,r (w, x) = 2e
−(w2+x2)/2
√
erfc(
√
2|Im(w)|)
×
N−1
2
−1∑
k=0
1
rk
[
p2k(w)p2k+1(x)− p2k+1(w)p2k(x)
− ν¯2k+1
ν¯N
(
pN−1(w)p2k+1(x)− p2k+1(w)pN−1(x)
)
+
ν¯2k+2
ν¯N
(
pN−1(w)p2k(x)− p2k(w)pN−1(x)
)]
,
Doddc,c (w, z) = 2e
−(w2+z2)/2
√
erfc(
√
2|Im(w)|)
√
erfc(
√
2|Im(z)|)
×
N−1
2
−1∑
k=0
1
rk
[
p2k(w)p2k+1(z)− p2k+1(w)p2k(z)
− ν¯2k+1
ν¯N
(
pN−1(w)p2k+1(z)− p2k+1(w)pN−1(z)
)
+
ν¯2k+2
ν¯N
(
pN−1(w)p2k(z)− p2k(w)pN−1(z)
)]
,
I˜oddr,r (x, y) =
1
2
N−1
2
−1∑
k=0
1
rk
[
Φ2k(x)Φ2k+1(y)− Φ2k+1(x)Φ2k(y)
− ν¯2k+1
ν¯N
(
ΦN−1(x)Φ2k+1(y)− Φ2k+1(x)ΦN−1(y)
)
+
ν¯2k+2
ν¯N
(
ΦN−1(x)Φ2k(y)− Φ2k(x)ΦN−1(y)
)]
+
1
2
sgn(x− y) + ΦN−1(x)− ΦN−1(y)
2ν¯N
,
I˜oddr,c (x,w) = ie
−w¯2/2
√
erfc(
√
2|Im(w)|)
×
N−1
2
−1∑
k=0
1
rk
[
Φ2k+1(x)p2k(w¯)− Φ2k(x)p2k+1(w¯)
− ν¯2k+1
ν¯N
(
Φ2k+1(x)pN−1(w¯)− ΦN−1(x)p2k+1(w¯)
)
+
ν¯2k+2
ν¯N
(
Φ2k(x)pN−1(w¯)− ΦN−1(x)p2k(w¯)
)]
− i
e−w¯
2/2
√
erfc(
√
2|Im(w)|)
ν¯N
pN−1(w¯),
I˜oddc,r (w, x) = ie
−w¯2/2
√
erfc(
√
2|Im(w)|)
×
N−1
2
−1∑
k=0
1
rk
[
p2k+1(w¯)Φ2k(x)− p2k(w¯)Φ2k+1(x)
− ν¯2k+1
ν¯N
(
p2k+1(w¯)ΦN−1(x)− pN−1(w¯)Φ2k+1(x)
)
+
ν¯2k+2
ν¯N
(
p2k(w¯)ΦN−1(x)− pN−1(w¯)Φ2k(x)
)]
198
+ i
e−w¯
2/2
√
erfc(
√
2|Im(w)|)
ν¯N
pN−1(w¯),
I˜oddc,c (w, z) = 2e
−(w¯2+z¯2)/2
√
erfc(
√
2|Im(w)|)
√
erfc(
√
2|Im(z)|)
×
N−1
2
−1∑
k=0
1
rk
[
p2k+1(w¯)2k(z¯)− p2k(w¯)p2k+1(z¯)
− ν¯2k+1
ν¯N
(
p2k+1(w¯)pN−1(z¯)− pN−1(w¯)p2k+1(z¯)
)
+
ν¯2k+2
ν¯N
(
p2k(w¯)pN−1(z¯)− pN−1(w¯)p2k(z¯)
)]
,
with ν¯j as in Definition 4.26 and Φj(x) as in (B.1).
B.3 Summed and limiting forms of the real Ginibre correlation
kernel elements
In Chapter 4.7 we discussed the summed and limiting forms of the correlation kernel elements
S(µ, η); here we write out the summed forms of every kernel element, which are contained
in [27, Theorems 8, 10 & 12]. Note that they restrict their results to N even, while we allow
N to be either even or odd (except for I˜r,r(x, y), where we give the even and odd forms
explicitly).
Starting with the case of finite N , we have the summed forms of the kernel elements
from Definitions 4.16 and 4.26
Sr,r(x, y) =
1√
2pi
[
e−(x−y)
2/2 Γ(N − 1, xy)
Γ(N − 1) + 2
(N−3)/2e−x
2/2xN−1sgn(y)
γ(N−1
2
, y2/2)
Γ(N − 1)
]
,
Sr,c(x,w) =
ie−(x−w¯)
2/2
√
2pi
(w¯ − x)Γ(N − 1, xw¯)
Γ(N − 1)
√
erfc(
√
2|Im(w)|),
Sc,r(w, x) =
1√
2pi
[
e−(w−x)
2/2 Γ(N − 1, wx)
Γ(N − 1) + 2
(N−3)/2e−w
2/2wN−1sgn(x)
γ(N−1
2
, x2/2)
Γ(N − 1)
]
×
√
erfc(
√
2|Im(w)|),
Sc,c(w, z) =
ie−(w−z¯)
2/2
√
2pi
(z¯ − w)Γ(N − 1, wz¯)
Γ(N − 1)
√
erfc(
√
2|Im(w)|)
√
erfc(
√
2|Im(z)|),
Dr,r(x, y) =
e−(x−y)
2/2
√
2pi
(y − x)Γ(N − 1, xy)
Γ(N − 1) ,
Dr,c(x,w) =
e−(x−w)
2/2
√
2pi
√
erfc(
√
2|Im(w)|) (w − x)Γ(N − 1, xw)
Γ(N − 1) ,
Dc,r(w, x) =
e−(w−x)
2/2
√
2pi
√
erfc(
√
2|Im(w)|) (x− w)Γ(N − 1, wx)
Γ(N − 1) ,
Dc,c(w, z) =
e−(w−z)
2/2
√
2pi
√
erfc(
√
2|Im(w)|)
√
erfc(
√
2|Im(z)|) (z − w)Γ(N − 1, wz)
Γ(N − 1) ,
I˜r,r(x, y) =
e−x
2/2
√
2pi
N/2−1∑
k=0
x2k
(2k)!
2(2k−1)/2γ
(
2k + 1
2
,
y2
2
)
− e
−y2/2
√
2pi
N/2−1∑
k=0
y2k
(2k)!
2(2k−1)/2γ
(
2k + 1
2
,
x2
2
)
+
1
2
sgn(x− y),
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I˜oddr,r (x, y) =
e−x
2/2
√
2pi
(N−1)/2−1∑
k=0
x2k
(2k)!
(
2(2k−1)/2γ
(
2k + 1
2
,
y2
2
)
− ν¯2k+1
ν¯N
2N/2−1γ
(
N/2, y2/2
))
− e
−y2/2
√
2pi
(N−1)/2−1∑
k=0
y2k
(2k)!
(
2(2k−1)/2γ
(
2k + 1
2
,
x2
2
)
− ν¯2k+1
ν¯N
2N/2−1γ
(
N/2, x2/2
))
+
2N/2−1
ν¯N
(
γ
(
N/2, x2/2
)− γ (N/2, y2/2) )+ 1
2
sgn(x− y),
I˜r,c(x,w) =
−i√
2pi
[
e−(x−w¯)
2/2 Γ(N − 1, xw¯)
Γ(N − 1) + 2
(N−3)/2e−w¯
2/2w¯N−1sgn(x)
γ(N−1
2
, x2/2)
Γ(N − 1)
]
×
√
erfc(
√
2|Im(w)|),
I˜c,r(w, x) =
i√
2pi
[
e−(w¯−x)
2/2 Γ(N − 1, w¯x)
Γ(N − 1) + 2
(N−3)/2e−w¯
2/2w¯N−1sgn(x)
γ(N−1
2
, x2/2)
Γ(N − 1)
]
,
×
√
erfc(
√
2|Im(w)|),
I˜c,c(w, z) =
ie−(w¯−z¯)
2/2
√
2pi
(w¯ − z¯)Γ(N − 1, w¯z¯)
Γ(N − 1)
√
erfc(
√
2|Im(w)|)
√
erfc(
√
2|Im(z)|),
which includes the equations from (195) for completeness.
The limiting kernels at the origin (or anywhere in the bulk near the real line) are
Kbulkrr (x, y) =
[
1√
2pi
e−(x−y)
2/2 1√
2pi
(x− y)e−(x−y)2/2
1
2 sgn(x− y)erfc(|x− y|/
√
2) 1√
2pi
e−(x−y)
2/2
]
,
Kbulkrc (x,w) =
√
erfc(
√
2|Im(z)|)
2pi
[
i(w¯ − x)e−(x−w¯)2/2 (x− w)e−(x−w)2/2
−ie−(x−w¯)2/2 e−(x−z)2/2
]
,
Kbulkcc (w, z) =
√
erfc(
√
2|Im(w)|)erfc(√2|Im(z)|)
2pi
(B.2)
×
[
i(z¯ − w)e−(w−z¯)2/2 (w − z)e−(w−z)2/2
(w¯ − z¯)e−(w¯−z¯)2/2 i(w¯ − z)e−(w¯−z)2/2
]
,
recalling that the block structure of the quaternion determinant correlation kernel is given
by (168).
Remark B.1. We have omitted the complex-real kernel since this is obtained from the real-
complex kernel by the necessary anti-symmetry of the Pfaffian. Also note that in [27] the
kernels are written as Pfaffian kernels but here they are kernels of quaternion determinants;
the conversion is in (169).
For the real edge here we quote the result of [27, Theorem 12] (although we allow N to
be odd), which gives slightly more general forms than those of (202). The extra generality
comes from the inclusion of the parameter u = ±1, which essentially lets you shift to the
positive or negative real edge. If we redefine Xj := u
√
N + rj and likewise for Y,W,Z then
Sedger,r (X,Y ) =
1√
2pi
[
e−(X−Y )
2/2
2
erfc
(
u
X + Y√
2
)
+
e−X
2
2
√
2
(1 + erf uY )
]
,
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Sedger,c (X,W ) =
i
2
√
2pi
√
erfc(
√
2|Im(W )|) (W −X)e−(X−W )2/2erfc
(
u
X +W√
2
)
,
Sedgec,r (W,X) =
1√
2pi
[e−(W−X)2/2
2
√
erfc(
√
2|Im(W )|) erfc
(
u
X +W√
2
)
+
e−W
2
2
√
2
(1 + erf uX)
]
,
Sedgec,c (W,Z) =
i
2
√
2pi
√
erfc(
√
2|Im(W )|)
√
erfc(
√
2|Im(Z)|)
× (Z −W )e−(Z−W )2/2erfc
(
u
W + Z√
2
)
,
Dedger,r (X,Y ) =
e−(X−Y )
2/2
2
√
2pi
(Y −X)erfc
(
u
X + Y√
2
)
,
Dedger,c (X,W ) =
e−(X−W )
2/2
2
√
2pi
√
erfc(
√
2|Im(W )|) (W −X)erfc
(
u
X +W√
2
)
,
Dedgec,r (W,X) =
e−(W−X)
2/2
2
√
2pi
√
erfc(
√
2|Im(W )|) (X −W )erfc
(
u
W +X√
2
)
,
Dedgec,c (W,Z) =
e−(W−Z)
2/2
2
√
2pi
√
erfc(
√
2|Im(W )|)
√
erfc(
√
2|Im(Z)|)
× (Z −W ) erfc
(
u
W + Z√
2
)
,
I˜edger,r (X,Y ) =
sgn(X − Y )
2
erfc
(
|X − Y |√
2
)
,
I˜edger,c (X,W ) =
−ie−(X−W )2/2
2
√
2pi
√
erfc(
√
2|Im(W )|) erfc
(
u
X +W√
2
)
− ie
W
2
4
√
pi
(1 + erf uX),
I˜edgec,r (W,X) =
ie−(W−X)
2/2
2
√
2pi
√
erfc(
√
2|Im(W )|) erfc
(
u
W +X√
2
)
+
ieW
2
4
√
pi
(1 + erf uX),
I˜edgec,c (W,Z) =
1
2
√
2pi
√
erfc(
√
2|Im(W )|)
√
erfc(
√
2|Im(Z)|)
× (W − Z)e−(W−Z)2/2erfc
(
u
W + Z√
2
)
. (B.3)
C Probability of k real eigenvalues for the partially sym-
metric real Ginibre ensemble
τ = 1/2 Exact pN,k,−1/2 Decimal pN,k,−1/2 Simulation
p2,2
√
3
2 0.86603 0.8669
p2,0 1−
√
3
2 0.13397 0.1331
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τ = 1/2 Exact pN,k,−1/2 Decimal pN,k,−1/2 Simulation
p3,3
3
√
3
8 0.649519 0.6462
p3,1 1− 3
√
3
8 0.350481 0.3538
p4,4
27
64 0.42188 0.4216
p4,2
51
√
3
64 − 2732 0.53648 0.5367
p4,0
91
64 − 51
√
3
64 0.04165 0.0417
p5,5
243
1024 0.237305 0.239
p5,3
159
√
3
256 − 243512 0.601157 0.5991
p5,1
1267
1024 − 159
√
3
256 0.161539 0.1619
p6,6
2187
√
3
32768 0.1156 0.1124
p6,4
115317
131072 − 6561
√
3
32768 0.532 0.5377
p6,2
39609
32768 − 11531765536 0.33406 0.332
p6,0
246389
131072 − 35235
√
3
32768 0.01735 0.0179
Table C.1: Exact values of pN,k,1/2 for the partially symmetric real Ginibre ensemble with
τ = 1/2. These exact values are compared with the simulated results of 10000 independent
matrices.
τ = −1/2 Exact pN,k,−1/2 Decimal pN,k,−1/2 Simulation
p2,2
1
2 0.5 0.4994
p2,0
1
2 0.5 0.5006
p3,3
1
8 0.125 0.1248
p3,1
7
8 0.875 0.8752
p4,4
1
64 0.01563 0.0136
p4,2
41
64 0.64063 0.6455
p4,0
11
32 0.34375 0.3409
p5,5
1
1024 0.00098 0.006
p5,3
121
512 0.23633 0.2368
p5,1
781
1024 0.7627 0.7626
p6,6
1
32768 0.00003 0.0001
p6,4
5907
131072 0.04507 0.0462
p6,2
45591
65536 0.69566 0.6955
p6,0
33979
131072 0.25924 0.2582
Table C.2: Exact values of pN,k,−1/2 for the partially symmetric real Ginibre ensemble with
τ = −1/2. These exact values are compared with the simulated results of 10000 independent
matrices.
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D Probability of k real eigenvalues for the real spherical
ensemble
Exact pN,k Decimal pN,k Simulation
p2,2
1
4pi 0.785398 0.78691
p2,0 1− 14pi 0.214602 0.21309
p3,3
1
2 0.5 0.50051
p3,1
1
2 0.5 0.49949
p4,4
27
1024pi
2 0.260234 0.25705
p4,2
3
8pi − 27512pi2 0.65763 0.66053
p4,0 1− 38pi + 271024pi2 0.0821365 0.08242
p5,5
1
9 0.111111 0.11167
p5,3
11
18 0.611111 0.60969
p5,1
5
18 0.277778 0.27864
p6,6
84375
67108864pi
3 0.0389837 0.03898
p6,4
14625
262144pi
2 − 25312567108864pi3 0.433673 0.43216
p6,2
15
32pi − 14625131072pi2 + 25312567108864pi3 0.488323 0.48873
p6,0 1− 1532pi + 14625262144pi2 − 8437567108864pi3 0.0390194 0.04013
p7,7
9
800 0.01125 0.01178
p7,5
39
160 0.24375 0.24244
p7,3
463
800 0.57875 0.57933
p7,1
133
800 0.16625 0.16645
Table D.1: Calculations of pN,k, the probability of finding k real eigenvalues from an N ×N
matrix Y = A−1B. The left column is the analytic calculation, the middle column is the
analytic calculation in decimal. These are compared to the right column, which contains
the results of a numerical simulation of 100,000 matrices.
E Probability of k real eigenvalues for the real trun-
cated ensemble
L = 1 Exact pM,k Decimal pM,k Simulation
p2,2
2
pi 0.63662 0.63436
p2,0 1− 2pi 0.36338 0.36561
p3,3
2
3pi 0.21221 0.2127
p3,1 1− 23pi 0.78780 0.7873
p4,4
16
45pi2 0.03603 0.03572
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L = 1 Exact pM,k Decimal pM,k Simulation
p4,2
12
5pi − 3245pi2 0.69190 0.69057
p4,0 1 +
16
45pi2 − 125pi 0.27209 0.27371
p5,5
16
525pi2 0.00309 0.00298
p5,3
20
21pi − 32525pi2 0.29700 0.295
p5,1 1 +
16
525pi2 − 2021pi 0.69994 0.70202
p6,6
2048
496125pi3 0.00013 0.00015
p6,4
7136
11025pi2 − 2048165375pi3 0.06518 0.0656
p6,2
118
45pi − 1427211025pi2 + 2048165375pi3 0.70392 0.70276
p6,0 1− 2048496125pi3 + 713611025pi2 − 11845pi 0.23077 0.23149
Table E.1: Exact values of pM,k for the real truncated ensemble with L = 1. These exact
values are compared with the simulated results of 10000 independent matrices.
L = 2 Exact pM,k Decimal pM,k Simulation
p2,2
2
3 0.66667 0.66696
p2,0
1
3 0.33333 0.33304
p3,3
4
15 0.26667 0.26841
p3,1
11
15 0.73333 0.73159
p4,4
32
525 0.06095 0.06146
p4,2
376
525 0.71619 0.71647
p4,0
39
175 0.22286 0.22207
p5,5
256
33075 0.00774 0.00755
p5,3
12508
33075 0.37817 0.3749
p5,1
20311
33075 0.61409 0.61755
p6,6
4069
7640325 0.00054 0.00051
p6,4
95552
848925 0.11256 0.11259
p6,2
1814282
2546775 0.71239 0.71006
p6,0
266683
1528065 0.17452 0.17684
Table E.2: Exact values of pM,k for the real truncated ensemble with L = 2. These exact
values are compared with the simulated results of 10000 independent matrices.
L = 3 Exact pM,k Decimal pM,k Simulation
p2,2
32
15pi 0.67906 0.6785
p2,0 1− 3215pi 0.32094 0.3215
p3,3
32
35pi 0.29103 0.29265
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L = 3 Exact pM,k Decimal pM,k Simulation
p3,1 1− 3235pi 0.70898 0.70735
p4,4
8192
11025pi2 0.07529 0.07474
p4,2
96
35pi − 1638411025pi2 0.72251 0.7235
p4,0 1 +
8192
11025pi2 − 9635pi 0.20221 0.20176
p5,5
8192
72765pi2 0.01141 0.01137
p5,3
4768
3465pi − 1638472765pi2 0.41520 0.41723
p5,1 1− 47683465pi + 819272765pi2 0.57340 0.5714
p6,6
33554432
1092566475pi3 0.00099 0.0009
p6,4
73842688
52026975pi2 − 33554432364188825pi3 0.14084 0.13993
p6,2
46784
15015pi − 14768537652026975pi2 + 33554432364188825pi3 0.70715 0.70648
p6,0 1− 4678415015pi + 7384268852026975pi2 − 335544321092566475pi3 0.15102 0.15269
Table E.3: Exact values of pM,k for the real truncated ensemble with L = 3. These exact
values are compared with the simulated results of 10000 independent matrices.
L = 8 Exact pM,k Decimal pM,k Simulation
p2,2
896
1287 0.69620 0.7003
p2,0
391
1287 0.30381 0.2997
p3,3
7168
21879 0.32762 0.32883
p3,1
14711
21879 0.67238 0.67117
p4,4
102760448
1010569131 0.10167 0.10117
p4,2
244424320
336856377 0.72560 0.72606
p4,0
174535723
1010569131 0.17271 0.17277
p5,5
1174405120
57602440467 0.02039 0.02044
p5,3
27164852224
57602440467 0.47159 0.47229
p5,1
29263183123
57602440467 0.50802 0.50727
p6,6
4810363371520
1854356964327153 0.00259 0.00266
p6,4
1088085255258112
5563070892981459 0.19560 0.1949
p6,2
3808688634609280
5563070892981459 0.68464 0.68399
p6,0
651865912999507
5563070892981459 0.11718 0.11845
Table E.4: Exact values of pM,k for the real truncated ensemble with L = 8. These exact
values are compared with the simulated results of 10000 independent matrices.
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E.1 Strongly orthogonal limit of the correlation kernel for the real
truncated ensemble
From (328) we see that the limit M →∞, L = 1 corresponds to D begin strongly orthogonal.
In this limit, the quaternion determinant matrix from Proposition 7.19 becomes [101, 60][
κL=1rr (xi, xj) κ
L=1
rc (xi, zm)
κL=1cr (zl, xj) κ
L=1
rr (zl, zm)
]
i,j=1,...,n1
l,m=1,...,n2
,
where
κL=1rr (x, y) := Krr(x, y)T
∣∣∣
L=1
=
1
pi

√
1−y2√
1−x2(1−xy)
(x−y)√
(1−x2)(1−y2)(1−xy)2
sgn(y − x) arcsin
√
(1−x2)(1−y2)
1−xy
√
1−x2√
1−y2(1−xy)
 ,
κL=1rc (x, z) := Krc(x, z)T
∣∣∣
L=1
=
1
pi
 −i(x−z¯)√(1−x2)|1−z2|(1−xz¯)2 (x−z)√(1−x2)|1−z2|(1−xz)2
−i√1−x2√
|1−z¯2|(1−xz¯)
√
1−x2√
|1−z2|(1−xz)
 ,
κL=1cr (z, x) := Kcr(z, x)T
∣∣∣
L=1
=
1
pi

√
(1−x2)√
|1−z2|(1−zx)2
(z−x)√
(1−x2)|1−z2|(1−zx)2
i
√
1−x2√
|1−z¯2|(1−z¯x)
i(z¯−x)√
(1−x2)|1−z2|(1−z¯x)2
 ,
κL=1cc (z1, z2) := Kcc(z1, z2)T
∣∣∣
L=1
=
1
pi
 i(z¯2−z1)√|1−z21 ||1−z22 |(1−z1z¯2)2 (z1−z2)√|1−z21 ||1−z22 |(1−z1z2)2
(z¯1−z¯2)√
|1−z21 ||1−z22 |(1−z¯1z¯2)2
i(z¯1−z2)√
|1−z21 ||1−z22 |(1−z¯1z2)2
 . (E.1)
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