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ABSTRACT
Recent studies of neutral atomic hydrogen (H i) in nearby galaxies found that all field
disk galaxies are H i saturated, in that they carry roughly as much H i as permitted
before this gas becomes gravitationally unstable. By taking this H i saturation for
granted, the atomic gas fraction fatm of galactic disks can be predicted as a function of
the stability parameter q = jσ/(GM), where M and j are the baryonic mass and spe-
cific angular momentum of the disk and σ is the H i velocity dispersion (Obreschkow
et al. 2016). The log-ratio ∆ fq between this predictor and the observed atomic fraction
can be seen as a physically motivated ‘H i deficiency’. While field disk galaxies have
∆ fq ≈ 0, objects subject to environmental removal of H i are expected to have ∆ fq > 0.
Within this framework, we revisit the H i deficiencies of satellite galaxies in the Virgo
cluster and in clusters of the EAGLE simulation. We find that observed and simulated
cluster galaxies are H i deficient and that ∆ fq slightly increases when getting closer
to the cluster centres. The ∆ fq values are similar to traditional H i deficiency estima-
tors, but ∆ fq is more directly comparable between observations and simulations than
morphology-based deficiency estimators. By tracking the simulated H i deficient clus-
ter galaxies back in time, we confirm that ∆ fq ≈ 0 until the galaxies first enter a halo
with Mhalo > 1013M, at which moment they quickly lose H i by environmental effects.
Finally, we use the simulation to investigate the links between ∆ fq and quenching of
star formation.
Key words: galaxies formation — galaxies evolution — galaxies interactions —
galaxies kinematics and dynamics
1 INTRODUCTION
Neutral atomic gas (H i) is found in most galaxies. It is a
pivotal way-station in the evolution of galaxies: cooling ac-
cretion flows deliver H i gas to galactic disks (e.g. van de
Voort & Schaye 2012; Faucher-Gigue`re et al. 2015), where,
given the right conditions, the H i can collapse into clouds
and combine into molecular gas (H2) and further into stars.
In turn, H i can also be the exhaust product of stellar winds
and supernovae and get pushed out of galactic disks by
energetic feedback (e.g. Faber & Gallagher 1976; Faucher-
Gigue`re et al. 2015; Ford et al. 2013; Lagos et al. 2014).
Because of the physical importance of H i, the amount
of this gas in a galaxy is a key parameter in galaxy evolution
studies. However, since field disk galaxies span many (> 5)
orders of magnitude in stellar (and halo) mass, the most
physically meaningful quantity is the atomic mass fraction,
? E-mail: jie.li@icrar.org
rather than the absolute amount of H i. In this work, the
neutral atomic gas fraction of a galaxy is defined as
fatm ≡ 1.35MHIM , (1)
where M = M∗ + 1.35(MHI +MH2 ) is the baryonic mass, M∗ is
the stellar mass, MHI is the H i mass, MH2 is the molecular
hydrogen mass and the factor 1.35 accounts for the univer-
sal Helium fraction, which is hard to measure directly on a
galaxy-by-galaxy basis.
Observations of H i in rest-frame 21cm emission re-
vealed that fatm varies considerably between different galax-
ies (Maddox et al. 2015; Catinella et al. 2018; Chung et al.
2009). These empirical variations hold interesting clues on
qualitatively different physics. However, a priori, it is not
obvious whether these differences are due to internal dif-
ferences (i.e. differences in other galaxy properties) or to
external differences related to the galactic environment. In
fact, both can be important. As for internal differences, it
is well established that fatm exhibits a weak but systematic
© 2018 The Authors
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dependence on stellar mass (Catinella et al. 2010) and a
pronounced dependence on the morphology (Haynes & Gio-
vanelli 1984), size (Boselli & Gavazzi 2009) and spin parame-
ter (Huang et al. 2012) of the galactic disk. Even without an
understanding of the causalities between these observables,
it is thus clear that fatm relates strongly to internal physics.
In turn, it is also well established that fatm can be strongly
reduced by environmental effects, especially in dense clus-
ter environments. Already early observations (e.g. Davies &
Lewis 1973; Giovanelli & Haynes 1985) have found that spi-
ral galaxies near the core region of clusters are very deficient
in H i, compared to field galaxies of similar morphology and
size. Many mechanisms can drive such deficiencies (see re-
view Boselli et al. 2014b); for example (1) stripping of H i by
the ram pressure of the hot intra-cluster medium Gunn &
Gott 1972, (2) tidal stripping by gravitational forces (Mer-
ritt 1983), (3) heating by dynamical friction causing the H i
to be ‘harassed’ (Moore et al. 1996), (4) merger-driven star-
bursts consuming a lot of H i (Hopkins et al. 2006) and (5)
suppressed supply of new gas despite ongoing star formation
(strangulation) (Peng et al. 2015).
In studying environmental effects on H i, it is crucial to
separate the most important internal effects on fatm from
external ones. In other words, we would like to measure the
deficiency (or excess) in fatm due to external effects. The
definition of such a ‘deficiency’ parameter is not obvious,
as it requires to calibrate the typical H i content of galaxies
against a property that is not (or significantly less) affected
by the environment than the cold gas reservoir. From an ob-
servational point of view, the concept of H i deficiency has
originally been introduced by Haynes & Giovanelli (1984)
as the difference, in terms of log( fatm), between the observed
H i mass and the value expected for a field galaxy with the
same morphological type and optical diameter. While em-
pirical, this relation is based on the assumption that envi-
ronment affects H i without affecting the optical size. Ad-
mittedly, this definition has hampered a quantitative com-
parison with predictions from theoretical models for which
visual morphologies cannot be easily obtained. Thus, in re-
cent years, significant effort has gone into calibrating new
H i-deficiency parameters using physical quantities directly
comparable with predictions from models. Among them, the
combination of stellar surface density and ultraviolet colour
presented by Catinella et al. (2010, 2018) is the one that
mimics most closely the original definition, and has allowed
detailed comparisons with semi-analytical models of ram-
pressure and starvation (see Cortese et al. 2011). Conversely,
calibrations based on just stellar mass or optical luminosity
perform quite poorly as mass is a poor predictor of fatm (see
Catinella et al. 2010; Brown et al. 2015).
An interesting alternative to an empirical calibration of
fatm is offered by a recently proposed parameter-free physi-
cal model for fatm in disk galaxies (Obreschkow et al. 2016,
hereafter O16). An empirical extension of this model to other
baryonic components has recently been presented by Romeo
(2020) (see also Romeo & Mogotsi 2018). The O16 model
(detailed in Section 2) relies on the assumption that disk
galaxies (as defined in the next paragraph) contain as much
H i as they can in a gravitationally stable manner, given their
baryonic mass M and baryonic specific angular momentum
(sAM) j = J/M. Apart from the straightforward physical
interpretation of this calibration, the model of O16 has the
advantage that it can be applied to observational data in
the same way as to numerical simulations (e.g. Stevens et al.
2018; Wang et al. 2018), hence allowing for an unbiased com-
parison.
In this paper, we use the O16 model to revisit H i defi-
ciencies in the satellite galaxies of the Virgo cluster, studied
in the VIVA survey (Chung et al. 2009), and compare these
measurements to cluster galaxies in the EAGLE simulation
(Schaye et al. 2015; Crain et al. 2015; McAlpine et al. 2016).
The objective is to critically discuss the use of the O16 model
as a diagnostics of environmental effects which affects pri-
marily the gas fraction but not (or much less) j, as well as
to use this model as a bridge between observations and sim-
ulations to better understand the nature and implications of
such effects.
Throughout this work, we will concentrate on ‘disk’
galaxies, here defined as all objects showing a clear sig-
nature of global rotation in their H i velocity maps. These
galaxies encompass spiral and irregular optical morpholo-
gies and they can exhibit environmental disturbances such
as tidal or pressure-driven stripping. For comparison with
cluster galaxies, we will use the term ‘field’ galaxies to de-
note objects, which are not part of a group/cluster, show no
major companion and no signs of ongoing or past interac-
tions/mergers in their H i maps.
This paper is organised as follows. We start by sum-
marising the O16 model and defining a H i deficiency esti-
mator based on this model (Section 2). Section 3 explores
this H i deficiency in Virgo cluster galaxies and compares this
deficiency to traditional estimators. Section 4 explores the
OG16-based H i deficiency estimator in the EAGLE simula-
tion and compares the results to observations. Conclusions
and a summary are given in Section 5.
2 PHYSICALLY MOTIVATED H i
DEFICIENCY
In an effort to explain the observed correlations between the
H i content and j in field disk galaxies, O16 introduced an
analytical model for the atomic gas mass that can be sup-
ported against gravitational collapse in a flat exponential
disk with circular rotation. Relying on Toomre (1964) like
stability considerations, they found that the maximum sta-
ble value of fatm depends on the mass and kinematics of a
disk through a single dimensionless parameter q, defined as
q =
jσ
GM
, (2)
where G is the gravitational constant, M and j are the
baryonic (stars+cold gas) mass and sAM and σ is the one-
dimensional velocity dispersion of the ‘warm’ H i gas. We
take this dispersion to be σ = 10 km/s, consistent with the
observational results (Walter et al. 2008; Leroy et al. 2008)
that nearby spiral galaxies exhibit a galaxy-independent and
radius-independent dispersion between roughly 8 km/s and
12 km/s. Incidentally, this dispersion approximately corre-
sponds to the thermal motion of hydrogen and the super-
sonic turbulence in the interstellar medium at a temperature
of 104 K, characteristic for the phase transition from H ii to
H i. To the extent that σ is considered fixed by such funda-
mental physical considerations, the O16 model is completely
parameter-free.
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Figure 1. Atomic gas fraction versus the q-parameter for local
field galaxies from different samples. The black line is the approx-
imation (Eq. (3)) to the O16 model, with its uncertainty region
due to the variance of the velocity dispersion shown as gray shad-
ing.
The exact relation between q and fatm depends on the
rotation velocity as a function of radius. However, this effect
of the rotation curve is small (see different lines in Figure 2 of
O16) and the q– fatm relation is generally well approximated
by the truncated power law
fatm = min{1, 2.5q1.12}. (3)
This function is plotted as the solid line in Figure 1.
All field disk galaxies (as defined in Section 1) with suf-
ficient H i and optical data for an accurate determination
of q and fatm, analysed so far, satisfy this relation within a
log-normal scatter of about 0.16 dex standard deviation, as
shown in Figure 1. The data shown here spans five orders
of magnitude in stellar mass and include galaxies that have
very high H i fractions (Lutz et al. 2018) and low H i fractions
(Murugeshan et al. 2019) for their stellar mass and absolute
r-band magnitude, respectively. In other words, these H i ex-
treme galaxies have extremely high/low sAM j for their mass
(see Figure A1), but for their effective stability parameter
q, their H i content is, in fact, normal. This result suggests
that field disk galaxies in the local universe reside at the
H i saturation point, approximated by Eq. (3). Interestingly,
a recent analysis of cosmological zoom-simulations (Wang
et al. 2018) showed that this statement holds true for most
field disk galaxies at any redshift. This implies that Eq. (3)
is a nearly universal and physically motivated relation for
field disk galaxies.
Given the accuracy of the O16 model in predicting the
H i mass of undisturbed galaxies, it seems sensible to define
the H i deficiency of galaxies by their offset from Eq. (3),
i.e. as
∆ fq = log10
(
min{1, 2.5q1.12}
)
− log10 ( fatm) . (4)
The higher the value of ∆ fq , the more H i deficient a galaxy
is.
With respect to more common definitions of the H i de-
ficiency (e.g. see Section 3.4), ∆ fq has the advantages that
it can be directly interpreted as the H i deficiency relative to
the saturation point and that it does not require any tun-
ing to a reference sample. As we will demonstrate in the
following, ∆ fq can be accurately measured in kinematic ob-
servations and simulations and thus offers a new bridge for
comparing them in a like-to-like fashion.
3 CLUES FROM THE VIVA OBSERVATION
3.1 Sample and data
To study the position of real cluster galaxies in the (q, fatm)-
plane, we rely on the data from the VLA Imaging of Virgo
in Atomic gas (VIVA, Chung et al. 2009) survey. These data
are optimal for this purpose because they provide us with
spatially resolved 21cm spectral line data, showing both the
amount of H i and its Doppler velocity along the line-of-
sight at a spatial resolution of 15” (1.2 kpc at 17 Mpc). The
use of such resolved kinematic data permits us to avoid the
usual assumptions that (1) most material orbits the galaxy
at the maximum circular velocity and (2) that this velocity
is measured by the 21cm line width (e.g. W50). In fact, both
these assumptions, especially the second one, are hard to
justify in stripped systems. The full VIVA sample counts 53
galaxies (48 spirals and 5 irregulars), all showing at least
some rotation. In this sense and in terms of the range of
stellar j/M the VIVA sample is similar to the the THINGS
sample.
Our analysis also requires stellar masses and optical
sizes. These were drawn from the analysis of the GALEX-
enhanced Herschel Reference Survey (HRS) data by Cortese
et al. (2012), where stellar masses were derived using a (g-
i)-colour-dependent mass-to-light ratio. Of the 53 VIVA ob-
jects, 41 are given stellar masses. We deliberately exclude
merging or strongly interacting systems, where two galaxies
are visibly connected in H i. These are four galaxies (NGC
4294/4299, NGC 4567/4568), of which one was already re-
jected because it had no separate stellar mass. This leaves
us with a sample of 38 galaxies for the present analysis.
The definitions of fatm and q both refer to all baryons
(stars+cold gas). Sometimes, the cold gas can have a signifi-
cant molecular component. In the analysis of this paper, we
include molecular masses determined from 12CO(1–0) emis-
sion in the cold gas study of the HRS (Boselli et al. 2014a).
We used the data corresponding to a constant CO-to-H2
conversion XCO = 2.3 · 1020 cm−2/(K km s−1) – the typical
Milky Way value, not accounting for helium (Bolatto et al.
2013). Of our 38 galaxies, 37 have CO data. The molecular
mass of the remaining object NGC 4606 is neglected.
All data are analysed assuming that the galaxies are
situated at a distance of 17 Mpc, except for NGC 4380 and
NGC 4424 which are assumed to lie at the Virgo B dis-
tance of 23 Mpc and NGC 4561 at a Hubble flow distance
of 20.14 Mpc (following the HRS data).
3.2 Measurements
In order to measure j of the stellar and cold gas compo-
nents, we assume that the galaxies rotate in a thin disk and
that the stars co-rotate around the galactic centre at the
MNRAS 000, 1–15 (2018)
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Figure 2. H i velocity-intensity maps of four galaxies in the VIVA sample. Stripping becomes stronger from the left to the right. Intensity
represents the H i surface density (moment 0 map) as shown by the colorbar. The grey circles show the approximate resolution (FWHM)
of 15′′. The orientation and aspect ratio of the ellipses show the position angle and inclination of the galaxies (from Chung et al. 2009).
The sizes of these ellipses are such that they contain half of the r-band emission (solid) and H i (dashed).
same velocity as the gas, hence neglecting so-called asym-
metric drift due to the different dispersion of stars and gas.
This approximation is consistent with spectroscopic observa-
tions in large late-type galaxies, but tends to over-estimate
the stellar rotation by up to 20% in more dispersion-rich
systems (Cortese et al. 2016). This error is comparable to
other measurement uncertainties in j, e.g. due to inclination
uncertainties (see the end of this section).
The sAM of stars ( j∗) and H i ( jHI) can be evaluated
from the 2D kinematic data, some examples of which are
shown in Figure 2. Explicitly, the j values are computed as
jphase =
∑
k mkrkvk∑
k mk
, (5)
where the sum goes over the pixels k in the images and each
pixel has a mass mk , a galacto-centric radius rk and a circular
velocity vk . These three quantities are evaluated as follows.
• The mass map {mk } of H i is taken as the 21cm moment
0 map. For stars, the mass map is approximated by an ex-
ponential disk model, m ∝ exp(−r/rd), where the scale radius
rd is computed as rd = Re/1.678 with Re being the r-band
effective radius from Cortese et al. (2012). Exponentials of-
fer a good approximation of j∗ and allow us to extrapolate
the optical data into the noise-dominated parts of the im-
ages (e.g. OG14; Romanowsky & Fall 2012). In galaxies with
a significant stellar bulge (i.e. the Sa-Sb types in the sam-
ple, such as NGC4606), Re/1.678 underestimates the scale
rd of the exponential profile at large radii, leading to an
underestimation of j∗. This is partially compensated by the
overestimation of j∗ caused by neglecting asymmetric drift.
• The radii {rk } in the plane of the galaxy are obtained
from the radii sk in the plane of the sky using the standard
deprojection equation r = F(x, y;α, i)s with a function F that
depends on the (x, y)-position in the image, as well as on the
position angle α and inclination i of the galaxy. The explicit
expression can be found in Eq. (B3) of OG14.
• The circular velocities {vk } in the plane of the galaxy are
computed from the line-of-sight velocities vz (1st moment of
H i line) using the deprojection equation v = C(x, y;α, i)vz ,
given in Eq. (B4) of OG14.
The H i images of VIVA are large enough and deep
enough (typical H i column density of 3–5 ·1019 cm−2) for the
values of jHI to be converged within a few percents (based on
the detailed convergence study in OG14). However, in some
galaxies the optical disk extends beyond the H i disk, mean-
ing that no velocity data is available in their outer parts.
In these cases, the moment 1 map of H i is extrapolated be-
yond the observations assuming a flat rotation curve with
a velocity fixed at the 90% quantile of the observed pixels.
The relative increase of j∗ due to this extrapolation varies
between 0% and ∼ 100% with a mean of 25%. We caution,
that this method bears some risk that the rotation curve
has not yet reached the flat part, which would lead to an
underestimation of j∗ and thus of q and ∆ fq . However, this
effect must be small since the maximum H i velocity of our
galaxy sample is consistent with the local baryonic Tully-
Fisher relation (McGaugh & Schombert 2015).
When deprojecting the data, care must be applied to di-
vergencies: F diverges for edge-on galaxies (i = 90◦), whereas
C diverges for face-on galaxies (i = 0◦), as well as on the mi-
nor axis for galaxies of any inclination. Measurement errors
of pixels close to a divergency can lead to large uncertain-
ties in j. To avoid this problem, the sums in Eq. (5) are only
taken over pixels where F < 3 and C < 3. In other words, the
observed radii and velocities are never multiplied by more
than a factor 3 in the deprojection procedure. In axially
symmetric galaxies, this rejection of pixels has no system-
atic effect on j, since the numerator and denominator in
Eq. (5) are reduced by the same factor. Since the minimum
of |C | is sin−1 i (along the major axis), the requirement that
|C | < 3 implies that only galaxies with sin−1 i < 3, i.e. i > 20◦
can be used. All galaxies in our sample satisfy this condition,
since the minimum inclination is 30◦.
In summary, we have measurements of the stellar j∗ =
J∗/M∗ and atomic jHI = JHI/MHI. As we do not have suffi-
cient data for good measurements of molecular sAM values,
jH2 , we assume that these values are identical to j∗. This is
justified by the approximate congruence between molecular
and stellar material in nearby star-forming galaxies (Walter
et al. 2008). For heavily stripped galaxies, where both the H i
and H2 disks have been significantly truncated, jH2 might be
closer to jHI. However, a test of these heavily stripped galax-
ies (∆ fq > 0.5) shows that their sAM changes only by about
a percent if approximating jH2 ≈ jHI instead of jH2 ≈ j∗. For
the one galaxy without CO data, the H2 mass is neglected.
The error made in doing so is at most a few percent, based
on the other 37 galaxies with CO data.
The baryonic sAM j can then be computed as the mass-
MNRAS 000, 1–15 (2018)
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Figure 3. Atomic gas fraction versus parameter q. Diamonds
are the Virgo galaxies from the VIVA survey. Gray points are the
field galaxies from Figure 1. The color bar represents the ratio
between projected distance to the giant elliptical galaxy M87 at
the centre of Virgo A and the virial radius of Virgo A (1.55 Mpc,
Ferrarese, et al. 2012).
weighted mean sAM of the components,
j =
J
M
=
(M∗ + 1.35MH2) j∗ + 1.35MHI jHI
M∗ + 1.35(MHI + MH2)
. (6)
where the factor 1.35 ensures that Helium is accounted for
in the atomic and molecular component.
Measurement uncertainties of j are computed through
linear propagation of inclination uncertainties of 10◦ and
assuming an additional extrapolation error of 10%, roughly
the uncertainty in the maximum rotation velocity used for
this extrapolation.
In environmentally perturbed and stripped systems, the
assumption of a flat disk at constant inclination and posi-
tion angle potentially introduces significant systematic er-
rors in j, which are hard to estimate. However, the H i mass
fraction in stripped regions, is generally very small and of-
ten exaggerated in non-linear luminosity scales, such as in
Figure 2. In fact, even in one of the most heavily stripped
galaxies NGC 4424, only 35% of the H i resides in the non-
symmetric tail and of the stellar mass fraction in this tail is
significantly smaller. Neglecting this material only changes
the resulting value of q ∝ j/M by a few percent.
All sAM measurements with statistical uncertainties
are listed in Table 1. The table also lists the resulting val-
ues of q, computed using a fixed H i velocity dispersion of
σ = 10 km/s for all galaxies. This assumption (justified in
Section 2) was made since the velocity resolution (10 km/s)
of VIVA is insufficient for a direct measurement. The table
also shows the atomic gas fractions fatm and H i deficien-
cies, calculated using Eqs. (1) and (4), respectively. Where
available molecular masses are included.
3.3 Results of the Virgo sample
The diamonds in Figure 3 show the 38 Virgo galaxies of
our sample in the (q, fatm)-plane. As expected, most of these
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Figure 4. H i deficiency as a function of projected distance from
galaxies to the cluster centre M87. The upper axis shows the
distances normalized to the virial radius of 1.55 Mpc. The red
diamonds show the mean value of ∆ fq in VIVA, binned by pro-
jected distance. The two right-most bins (distance > 1.6 Mpc)
are slightly wider to ensure that each bin contains at least three
objects. The grey points and their uncertainty of 1σ are from
Figure 2 in Boselli & Gavazzi (2006), presenting the average H i
deficiency in each bin from a larger, optically controlled sample.
Their H i deficiencies are measured by Eq. 8 (∆ fD , detailed dis-
cussion in Sec 3.4.2). The orange point is NGC 4772, who is likely
to have experienced a minor merger recently.
galaxies lie below the analytical relation, in the H i under-
saturated region. Almost all our Virgo galaxies, except for
most of those right at the edge of the cluster (green–yellow
colours in the figure), lie significantly (> 0.2 dex) below the
analytical relation, whereas almost of all field galaxies of the
reference sample (grey stars) lie on the analytical relation.
This suggests that the (q, fatm)-plane is a useful diagnostic
for the presence of environmental effects that do not signif-
icantly affect q. Indeed, in stellar mass-dominated galactic
disks, q only has a weak dependence on H i, which vanishes if
j∗ = jHI. Thus, even if H i is heavily stripped, q only changes
slightly. For instance, removing all the H i from the Milky
Way would only decrease its q-value by ∼ 5%.
The offset of the galaxies from the analytical q– fatm re-
lation of H i saturated systems is quantified by ∆ fq . Fig-
ure 4 shows this theoretically motivated ‘H i deficiency’ ∆ fq
as a function of the projected distance of the galaxies to the
central cluster galaxy M87. As naively expected and well-
established (e.g. Davies & Lewis 1973; Giovanelli & Haynes
1985; Chung et al. 2009), there is a trend for the H i defi-
ciency to increase with the proximity to the cluster centre.
However, this qualitative statement is subject to a list of
caveats:
• The decrease of ∆ fq with increasing radius is slightly
stronger than observed in optically complete samples (gray
points in Figure 4; Boselli & Gavazzi 2006), but the statis-
tical significance of this tension is marginal because of the
small number of objects.
• Some galaxies might already have had a peri-centre pas-
MNRAS 000, 1–15 (2018)
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Table 1. Key properties of the galaxies in our subsample of VIVA. Columns are as follows. (1) Galaxy names; (2) stellar masses from
Cortese et al. (2012), with a typical uncertainty ∼0.15 dex; (3) total H i mass from Chung et al. (2009); (4) H i mass uncertainty; (5) H2
mass from Boselli et al. (2014a); (6) H2 mass uncertainty; (7) half-mass radii in r-band from Cortese et al. (2012); (8) half-mass radii of
H i (determined from the VIVA moment 0 maps); (9) stellar sAM; (10) sAM of H i; (11) typical uncertainty of j∗ and jHI; (12) parameter
q; (13) neutral atomic gas fraction; (14) H i deficiency ∆ fq . In the units, lg stands for the base-10 logarithm.
ID M∗ MHI ∆MHI MH2 ∆MH2 R
opt
e R
HI
e j∗ jHI ∆j q fatm ∆ fq
– lg(M) lg(M) lg(M) lg(M) lg(M) kpc kpc lg(kpc km/s) lg(kpc km/s) lg(kpc km/s) – – –
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14)
IC 3392 9.77 7.69 0.34 8.62 0.19 2.60 1.60 2.56 2.20 0.05 0.129 0.010 1.39
NGC 4192 10.65 9.68 0.04 9.39 0.20 9.70 16.50 3.41 3.52 0.04 0.113 0.119 0.27
NGC 4216 11.00 9.30 0.09 9.21 0.20 6.30 13.60 3.22 3.66 0.04 0.038 0.026 0.40
NGC 4222 9.31 8.86 0.10 8.06 0.19 3.80 7.40 2.68 3.06 0.04 0.501 0.308 0.51
NGC 4254 10.39 9.70 0.04 10.02 0.05 5.10 9.90 3.06 3.30 0.21 0.065 0.149 -0.10
NGC 4298 10.10 8.75 0.08 9.16 0.18 3.90 4.10 2.75 2.71 0.07 0.085 0.050 0.50
NGC 4302 10.44 9.22 0.07 9.29 0.18 7.90 10.30 3.29 3.38 0.04 0.142 0.069 0.61
NGC 4321 10.71 9.51 0.02 9.91 0.05 8.10 10.70 3.33 3.34 0.18 0.075 0.066 0.32
NGC 4330 9.52 8.70 0.10 8.61 0.19 6.00 4.90 3.13 3.05 0.04 0.674 0.149 0.83
NGC 4351 9.17 8.53 0.06 8.11 – 2.60 2.90 2.21 2.17 0.09 0.175 0.217 0.21
NGC 4380 10.06 8.16 0.19 8.84 0.19 5.90 5.60 2.94 2.80 0.07 0.160 0.015 1.32
NGC 4383 9.42 9.52 0.05 8.48 0.09 1.40 9.90 1.94 3.16 0.06 0.277 0.595 -0.00
NGC 4388 10.14 8.62 0.26 8.78 0.20 5.00 4.50 3.26 3.04 0.04 0.275 0.037 1.20
NGC 4396 9.25 8.99 0.09 8.55 0.18 4.50 5.80 2.75 2.94 0.04 0.439 0.369 0.43
NGC 4402 10.04 8.62 0.18 9.31 0.05 4.70 4.10 3.00 2.77 0.04 0.160 0.039 0.91
NGC 4419 10.24 7.82 0.62 9.11 0.05 2.60 2.50 2.91 3.01 0.05 0.098 0.005 1.60
NGC 4424 9.91 8.34 0.07 8.86 0.18 5.20 6.70 2.35 2.01 0.06 0.054 0.031 0.48
NGC 4450 10.70 8.51 0.08 9.07 0.20 4.70 5.80 3.07 3.07 0.11 0.052 0.008 1.04
NGC 4457 10.43 8.34 0.11 9.19 – 2.00 2.50 2.38 2.38 0.18 0.019 0.010 0.47
NGC 4501 10.98 9.27 0.06 9.88 0.05 6.00 8.20 3.30 3.36 0.06 0.043 0.023 0.50
NGC 4522 9.38 8.58 0.13 8.90 0.18 4.10 4.10 2.93 2.81 0.04 0.481 0.129 0.89
NGC 4532 9.21 9.34 0.03 8.30 0.18 2.70 6.20 2.27 2.58 0.05 0.146 0.610 -0.32
NGC 4535 10.45 9.57 0.02 9.55 0.05 8.60 13.20 3.25 3.37 0.10 0.113 0.132 0.22
NGC 4536 10.26 9.73 0.02 9.45 0.05 7.80 12.80 3.20 3.33 0.05 0.137 0.248 0.04
NGC 4548 10.74 8.86 0.03 8.88 0.05 6.10 8.70 3.16 3.19 0.14 0.059 0.017 0.79
NGC 4561 8.99 9.20 0.03 8.57 – 2.40 5.40 1.83 2.54 0.18 0.149 0.591 -0.30
NGC 4569 10.66 8.85 0.10 9.69 0.05 8.70 4.90 3.41 3.00 0.05 0.111 0.018 1.07
NGC 4579 10.94 8.80 0.12 9.36 0.05 4.80 6.60 3.15 3.27 0.14 0.036 0.009 0.81
NGC 4580 9.99 7.50 0.34 8.60 0.18 2.50 1.20 2.57 2.32 0.13 0.083 0.004 1.57
NGC 4606 9.77 7.45 0.23 – – 3.00 0.80 2.48 1.83 0.06 0.118 0.006 1.55
NGC 4607 9.60 8.39 0.16 8.80 0.19 3.50 3.30 2.87 2.76 0.04 0.329 0.064 1.05
NGC 4651 10.13 9.66 0.03 8.96 0.21 3.20 8.20 2.87 3.24 0.08 0.115 0.295 -0.12
NGC 4654 10.14 9.52 0.03 9.61 0.05 5.10 7.80 2.95 3.06 0.07 0.092 0.188 -0.04
NGC 4689 10.19 8.73 0.05 9.31 0.05 5.10 4.50 2.93 2.79 0.15 0.103 0.038 0.71
NGC 4698 10.52 9.27 0.03 8.65 – 4.30 16.90 3.00 3.55 0.05 0.076 0.069 0.30
NGC 4713 9.22 9.51 0.03 8.72 0.18 2.60 8.70 2.40 2.80 0.08 0.172 0.648 -0.27
NGC 4772 10.25 8.97 0.06 8.48 – 4.40 6.20 3.07 3.28 0.06 0.146 0.065 0.65
NGC 4808 9.49 9.61 0.03 8.59 0.19 2.40 12.40 2.42 3.25 0.05 0.300 0.603 0.03
sage, where they might have been stripped of their H i con-
tent, even if now they are situated at large radii.
• Other environmental effects than stripping could have
affected selected galaxies. For instance, NGC 4772 (the or-
ange point in Figure 4) is likely to have experienced a minor
merger recently (Haynes et al. 2000).
Numerical simulations, such as the one discussed in Section 4
can resolve these caveats, as they provide access to three-
dimensional geometries and a look back in time.
3.4 Comparison between different H i deficiencies
Let us now compare the new H i deficiency estimator ∆ fq
to two more familiar empirical estimators, mainly uses in
simulation-based studies (Section 3.4.1) and observational
environmental studies (Section 3.4.2), respectively.
3.4.1 H i deficiency relative to stellar mass
A simple way of defining a H i deficiency, often used for sim-
ulations (e.g. Crain et al. 2017; Stevens et al. 2019), is to
measure the offset of a galaxy from the mean stellar mass-H i
mass relation, or, equivalently the baryon mass-H i fraction
relation, M– fatm. Formally, this definition of the H i defi-
ciency can be written as
∆ fM = log10
[
0.5
(
M
109M
)−0.37]
− log10 ( fatm) , (7)
where the first term on the right-hand-side denotes the mean
value of fatm at baryonic (stellar+cold gas) mass M in a
volume-complete sample of galaxies, given by O16 and con-
sistent with the optically-selected GASS sample Catinella
et al. (2010).
The advantage of this definition is its simplicity, only
requiring global stellar mass (light) and H i-mass measure-
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7ments. However, this simplicity comes at the cost of several
disadvantages. Firstly, the definition of ∆ fM is purely phe-
nomenological, providing no insight into the physical causes
of H i-rich and H i-poor galaxies. Secondly, the M– fatm dis-
tribution exhibits a large intrinsic scatter (∼ 0.5 dex, see
O16 Figure 3), even for spiral galaxies that show no evi-
dence of environmental effects, hence making ∆ fM a poor
diagnostic of such effects. Thirdly, H i-selected samples are
biased towards H i-rich galaxies in the M– fatm space and
therefore biased negatively in ∆ fM . At least in field galax-
ies, this inherent bias towards H i-rich galaxies does not (or
at most weakly) bias ∆ fq , because the H i-rich systems are
indeed the ones with high spin and thus high q, as shown in
the Appendix Figure A1. However, we make the comparison
here for reference.
Figure 5(a) shows the comparison of ∆ fM and ∆ fq in
our sample of 38 Virgo galaxies. From this figure, ∆ fM -∆ fq is
close to one-to-one relation despite a small offset (∼ 0.1 dex)
due to aforementioned selection effects. In this case, ∆ fM
can be used to identify H i deficient galaxies.
Cosmological simulations can bypass concerns of selec-
tion bias, since they are limited by mass and volume rather
than sensitivity. Also, the mean M– fatm relation (or M∗–
MHI relation) is well-defined. For instance, one can select all
central galaxies (as opposed to satellites) to determine the
median value of MHI as a function of stellar mass and then
compute the deficiency ∆ fM of the satellites relative to this
relation. Such an approach has been presented, for instance,
by Crain et al. (2017) for the EAGLE simulations, Stevens
et al. (2018) for the Illustris-TNG simulations and Lagos
et al. (2011, 2018) for semi-analytic models.
3.4.2 H i deficiency relative to optical size
Traditional definitions of H i deficiencies, used in observa-
tional environmental studies, compare the H i mass of indi-
vidual galaxies to that of field galaxies of the same optical
size and (sometimes) same morphological type (Haynes &
Giovanelli 1984). Formally this can be written as
∆ fD = log10MrefHI − log10MobsHI , (8)
where MrefHI is the expected H i mass of field galaxies and M
obs
HI
is the observed value of an individual object. The variation
of MrefHI with morphological type is often modelled as using
a power law approximation
log10h2MrefHI = A + Blog10(h2D2) (9)
where D is optical diameter (e.g. at the 25 mag/arcsec2
isophote), h ≈ 0.7 is the Hubble parameter and A and B
are numerical constants. These constants are normally cali-
brated separately to each morphological Hubble type, such
as shown in Table 3 of Boselli & Gavazzi (2009).
Indeed Figure 5(b) shows that ∆ fD and ∆ fq fall nearly
on a one-to-one relation. This similarity between ∆ fD and
∆ fq can be understood from the fact that the galactic size is
determined by the sAM (Fall & Efstathiou 1980; Mo, Mao
& White 1998). However, in very high H i-rich galaxies, ∆ fD
and ∆ fq will diverge. The value of ∆ fD can even be negative,
while ∆ fq ∼ 0, because (1) the optical diameter is much
smaller than the baryonic diameter, and (2) ∆ fq is based on
the gas fraction, who has maximum value 1.
In environmental observational studies of H i, ∆ fD is
widely used. However, in cosmological simulations, the defi-
nition and measurement of morphological types is somewhat
cumbersome and thus ∆ fD is not normally used.
In summary, the estimator ∆ fD often has similar val-
ues to ∆ fq , but the latter has the advantages of (1) being
easily useable with observations and simulations, as well as
(2) having a more straightforward physical interpretation in
terms of the H i saturation point.
4 INSIGHTS FROM THE EAGLE
SIMULATIONS
In this section, we investigate how the cluster galaxies in a
hydrodynamics cosmological simulation evolve in the q− fatm
plane. The advantage of such a simulation is that we can
trace the history of the galaxies and explore the evolution
of fatm through cosmic time. We use the EAGLE simulation
(Schaye et al. 2015; Crain et al. 2015; McAlpine et al. 2016),
which successfully reproduce several statistical gas proper-
ties of a volume-complete sample, such as the total neutral
gas (H i +H2)-stellar mass relation (Bahe´ et al. 2016), the
scaling relation between H2 mass and stellar mass, star for-
mation rate and stellar surface density of galaxies (Lagos
et al. 2015), and reasonably well the H i-stellar mass relation
of galaxies (Crain et al. 2017). Particularly relevant to our
work are the results of Marasco et al. (2016), who showed
that EAGLE reproduces the observed decrease in the H i-
to-stellar mass ratio with increasing parent halo mass (up
to 1014.75M). We here use the largest EAGLE simulation
box with a volume of (100Mpc)3, which contains 10 galaxy
clusters of halo masses > 1014M.
4.1 EAGLE simulation
The EAGLE simulation suite (details in Schaye et al. 2015,
Crain et al. 2015 and McAlpine et al. 2016) consists of a large
number of cosmological hydrodynamic simulations with dif-
ferent resolutions, cosmological volumes, run with a modified
version of the parallel N-body smoothed particle hydrody-
namics (SPH) code GADGET-3. The simulation follows the
formation and evolution of galaxies and supermassive black
holes in a standard Λ cold dark matter universe, and uses
several subgrid physics modules including (1) star forma-
tion (Schaye & Dalla Vecchia 2008), (2) stellar evolution and
chemical enrichment (Wiersma et al. 2009b), (3) radiative
cooling and photoheating (Wiersma et al. 2009a), (4) stellar
feedback (Dalla Vecchia & Schaye 2012), and (5) black hole
growth and active galactic nucleus (AGN) feedback (Rosas-
Guevara et al. 2015). Table 2 provides the parameters of the
Ref-L100N1504 simulation used in this paper.
4.1.1 Calculation of the H i fraction
The temperature and density of the gas in EAGLE are cal-
culated directly as part of the hydrodynamic simulation, ac-
counting for radiative cooling and feedback processes us-
ing subgrid models. A global temperature floor, Teos(ρ), is
imposed, corresponding to a polytropic equation of state,
P ∝ ργeosg , where γeos = 4/3. This equation is normalised
to give a temperature Teos = 8 × 103 K at nH = 10−1 cm−3,
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Figure 5. Comparison between the different H i deficiency estimators ∆ fD , ∆ fM and ∆ fq . The colour bar shows the atomic gas fraction.
Dashed lines are the one-to-one relations.
Table 2. Basic properties of the EAGLE run Ref-L100N1504.
Here, cMpc and ckpc refer to comoving Mpc and kpc, respectively,
while pkpc refers to physical kpc.
Property Units Value
(1) Comoving box side L cMpc 100
(2) Number of particles 2 × 15043
(3) Gas particle mass M 1.81 × 106
(4) DM particle mass M 9.7 × 106
(5) Gravitational softening length ckpc 2.66
(6) Max. gravitational softening length pkpc 0.7
which is typical of the warm interstellar medium (e.g. Rich-
ings et al. 2014).
Hence, the ionised, atomic and molecular gas phases of
the interstellar medium are not separated while running the
simulation (and thus not fully consistent with the instanta-
neous star formation rates). Therefore, the amount of atomic
material was calculated in post-processing by Lagos et al.
(2015). They first computed the neutral (atomic+molecular)
gas fraction of each particle following the prescription of
Rahmati et al. (2013), which was calibrated to cosmological
simulations coupled with full radiative transfer calculations.
Rahmati et al. (2013) presented fitting functions to calcu-
late the neutral fraction on a particle-by-particle basis from
the gas temperature and density, and the total ionization
rate (photoionization plus collisional ionization). Given the
neutral gas fraction of a particle, Lagos et al. (2015) ap-
plied the Gnedin & Kravtsov (2011) model to split this gas
further into its atomic and molecular phases. This model
assumes that the dust-to-gas ratio and the radiation field
are the driving processes setting the H i/H2 ratio. It further
assumes that the dust catalyses the formation of H2, while
the UV radiation destroys the dust, preventing the forma-
tion of H2. Lagos et al. (2015) assume the dust-to-mass ratio
to scale with the local gas metallicity and the radiation field
to scale with the local surface density of the star formation
rate.
Given this way of computing H i masses in EAGLE, we
then compute the atomic gas fractions fatm of each cluster
galaxy using the definition of Eq. (1), as in the observations.
The mass limit of the EAGLE simulation implies a H i mass
limit close to 107M. Galaxies with less H i will be repre-
sented by zero H i mass. We account for this effect in our
statistical analysis of Section 4.4.
4.1.2 Calculation of the q parameter
The parameter q remains as defined in Eq. (2). We assume
σ = 10 km/s for the H i and the global j is calculated via:
j =
M∗ j∗ + 1.35Mgas jgas
M∗ + 1.35Mgas
, (10)
where M∗ and j∗ are the mass and sAM of stars, and Mgas and
jgas are the mass and the sAM of the neutral hydrogen (H i
+H2). This equation slightly differs from Eq. (6), because
the neutral gas phases have been combined into a mean jgas
in Lagos et al. (2017), but note that this does not affect
the global baryonic j. Lagos et al. computed j∗ and jgas by
summing over all relevant particles k,
jphase =
Σkmkrk × vkΣkmk
 , (11)
where mk are the particle masses and rk and vk are the
position and velocity vectors, relative to the centre-of-mass.
To estimate j∗, they used star particles only, while the es-
timation of jgas made use of all gas particles that have a
neutral gas fraction > 0. Lagos et al. showed that the stellar
M∗– j∗ relation in EAGLE galaxies of different morphologies
has good agreement with measurements in the local universe
by Romanowsky & Fall (2012); Obreschkow & Glazebrook
(2014); Cortese et al. (2016).
The resolution limit of the simulation constrains the
galaxy selection. Schaye et al. (2015) suggested that the
results are consistent between the simulations being used
here and higher resolution, smaller volume simulations for
M∗ ≥ 109 M. Lagos et al. (2017) showed that the estimation
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9of j∗ is converged for M∗ ≥ 109.5M (see their Appendix A).
We analyze galaxies with M∗ ≥ 109.5M in this paper.
4.1.3 EAGLE clusters
In EAGLE, haloes are identified using a friend-of-friends
algorithm (FoF, Davis et al. 1985). There are 10 clusters
with Mhalo > 1014M and 205 smaller clusters (or ‘massive
groups’) with 1013M 6 Mhalo < 1014M at z = 0. In this
paper, we use the 10 massive clusters for comparing ∆ fq be-
tween EAGLE and VIVA (Section 4.2), while we also include
the smaller clusters in the following time-evolution analysis
(Section 4.3) for increased statistical power.
We measure the distance of satellite galaxies from the
centre of their cluster and compare the results with the ob-
servation. The coordinates of each galaxy are available from
the EAGLE public database (McAlpine et al. 2016). We use
the centre of potential of the FoF group as the cluster cen-
tre and measure the 3D distance to the satellites in units of
R200 (of the particular cluster). The shapes of the clusters
are irregular because they are defined by as FoF groups. We
select the galaxies at z = 0 that lie within less than 1.75R200
from the cluster centres, regardless of whether these galaxies
belong to the cluster, to do our analysis and comparison.
4.2 H i fraction in EAGLE cluster galaxies at z = 0
We now compare the VIVA data against a comparable sam-
ple of EAGLE cluster galaxies. For consistency between the
two data set, we only consider the 10 most massive EAGLE
clusters (Mhalo > 1014M), of which we select the satel-
lite galaxies at radii < 1.75R200 and with M∗ > 109.5M,
MHI > 107.45M and q > 0.01. The M∗ cut is, in fact, nec-
essary because of the resolution of the simulation (see Sec-
tion 4.1.2), but it happens to be an almost perfect match to
the VIVA sample, which has just four objects slightly below
109.5M (109.22±0.15M being the smallest value). The MHI
cut matches the minimum value in the VIVA subsample (see
Table 1). Likewise, the selection q > 0.01 is approximately
consistent with the q-range in VIVA. Furthermore, this crite-
rion effectively corresponds to a morphology selection to disk
dominated galaxies (as constant values of q ∝ j/M approxi-
mately correspond to different morphologies Obreschkow &
Glazebrook 2014). Overall, this selection results in a sample
of 200 galaxies across all 10 clusters. Note that EAGLE used
a FoF algorithm to determine whether a galaxy belongs the
cluster or not. Of the 200 galaxies, 117 physically belong to
a cluster in this sense, while the remaining 83 are close to
the cluster, but do not belong to the FoF.
Before using the selected sample of EAGLE cluster
galaxies to study H i deficiencies ∆ fq , we first check if sim-
ilarly selected field galaxies are indeed H i saturated in the
sense of Eq. (3). To this end, we consider the simulated
galaxies with halo masses 1011M < Mhalo 6 1012M and
exclude those who have satellites and have been moving into
a cluster/massive group in the past. Apart from this crite-
rion, we apply exactly the same selection as for the EAGLE
cluster galaxies, that is M∗ > 109.5M, MHI > 107.45M and
q > 0.01. This results in a sample of 2100 field galaxies. Field
galaxies suffer less from environmental effects and are thus
expected to be H i saturated.
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Figure 6. Number density of EAGLE field and cluster galaxies
as a function of ∆ fq . The median and standard deviation of the
field galaxies are 0.20 and 0.29, respectively. The median and
standard deviation of the cluster galaxies (in the FoF) are 0.85
and 0.58, respectively. The cluster galaxies show a much more
significant positive tail into the stripped regime. The p-value of
the Kolmogorov-Smirnov test for these two distributions is 10−5,
comfirming that the two distributions are different.
Figure 6 shows the ∆ fq-histograms of EAGLE field and
cluster galaxies. The simulated field galaxies exhibit a peak
near ∆ fq ∼ 0.2, while cluster galaxies are scattered to sig-
nificantly larger values of ∆ fq , demonstrating that the sim-
ulated cluster galaxies are indeed more frequently H i defi-
cient than the field galaxies. The fact that the mean of field
galaxies is ∆ fq ∼ 0.2 rather than ∆ fq ∼ 0 is likely caused
by a slight underestimation of the H i mass in EAGLE (for
galaxies in this halo mass range), also seen in an the offset
of MHI − M∗ relative to observations (see Figure 7 in Crain
et al. 2017). In principle, one could introduce an ad hoc
correction of 0.2dex for the simulated ∆ fq-values at z = 0.
However, since this correction is small compared to the typ-
ical values of stripped galaxies and systematic uncertainties
in the determination of ∆ fq , we decided not to apply such a
correction.
Figure 7 shows the EAGLE cluster galaxies in the
q − fatm plane (at z = 0). Most of the simulated satellite
galaxies lie in the H i undersaturated region, similarly to the
observational data (Figure 3). An advantage of the simula-
tion is that we can investigate the causes of H i deficiencies.
Following Marasco et al. (2016), the dominant cause of H i
deficiencies in EAGLE clusters more massive than 1014M is
ram pressure stripping, with a significant secondary contri-
bution from high-speed satellite-satellite encounters, causing
dynamical heating of the cold gas. Tidal stripping plays a
negligible role in our EAGLE satellites, but becomes impor-
tant in group-scale haloes (< 1013M).
In Figure 8, we show the ∆ fq-distance relation in EA-
GLE compared to VIVA and samples from Boselli & Gavazzi
(2006). We find that the tendency of galaxies to become
more H i deficient as they get closer to the cluster centre is
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Figure 7. (q, fatm)-distribution of the EAGLE satellite galaxies
in clusters with Mhalo > 1014M, selected as described in Section
4.2. The circles are identified inside the (FoF) clusters while the
crosses are outside the (FoF) clusters. The solid line and shading
show the q − fatm relation for field galaxies as in Figure 1. The
colour bar shows the 3D distance from the satellite galaxies to
the cluster centre.
qualitatively similar in EAGLE and VIVA. Quantitatively
the trend is more pronounced in VIVA because, as we men-
tioned in Section 3.3, VIVA lacks statistical power because
of the limited number of galaxies at a radii & 2 Mpc. In
line with this explanation, the EAGLE data is more consis-
tent with the H i deficiency trend of an complete optically
selected sample (binned grey points in Figure 8).
The simulated data in Figure 8 shows very large scat-
ter at all distances from the cluster centre. This scatter is
probably attributed to similar effects as in empirical data
(see bullet points in Section 3.3), that is the clusters are not
fully relaxed, galaxies at identical radii have very different
histories, some galaxies have mutual interactions that affect
their H i, etc. Furthermore, galaxies at the same distance
from the cluster centre may reside in different intra-cluster
medium (ICM) densities, because large clusters are gener-
ally not spherically symmetric. In EAGLE this is clear from
the fact that many galaxies outside the spherical radius R200
lie still within the FoF group (blue dots at R > R200), while
other galaxies inside this spherical radius lie outside the FoF
group (purple crosses at R < R200). Likewise, real clusters are
often aspherical (Jauzac, et al. 2016; Stroe, et al. 2015).
4.3 Tracing the H i evolution history of cluster
galaxies
Part of the reason for the large scatter in the simulated
distance–∆ fq relation (Figure 8) is that satellite galaxies
with similar distances to their cluster centres have different
histories. To understand the variety of these histories, we
traced the satellite galaxies identified at z = 0 back in time
to redshift z = 2 or to the highest redshift where the galaxy’s
stellar mass lies still above the resolution limit (109M).
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Figure 8. ∆ fq as a function of the 3D distance to the centre
of potential of EAGLE galaxies. The blue points represent the
galaxies inside the friends-of-friends (FoF) group of the clusters.
In turn, the purple crosses denote galaxies outside the FoF groups.
The bigger the size of the symbols, the larger the baryonic mass of
a galaxy. The green diamonds and line represent the mean value
of all the selected EAGLE galaxies in different radius bins. As in
Figure 4, the red line is the ∆ fq -distance relation from VIVA and
the grey points are from the optical sample of Boselli & Gavazzi
(2006). All data are normalized to the virial radius 1.55 Mpc.
This provides a maximum of 13 snapshots per galaxy. In
order to trace the infall history, we only retain the galaxies
that have lived in a smaller halo (< 1013M) before enter-
ing the cluster. Of our 117 cluster galaxies (in EAGLE FoFs
> 1014M), 113 (97%) satisfy this selection criterion. We re-
fer to this sample of 113 galaxies with resolved histories as
‘Sample 1’.
The time interval between snapshots is ≈ 0.5 − 1 Gyr,
depending on the snapshot (see McAlpine et al. 2016). We
use the merger trees from Qu et al. (2017), which are avail-
able in the public database, to reconstruct the history of
the satellite galaxies. In addition, we record the halo mass,
stellar mass, the H i mass from Lagos et al. (2015) and the
sAM from Lagos et al. (2017) for each galaxy at different
redshifts, from which we can reconstruct their q and fatm
histories.
Sample 1 has been designed to have a very similar se-
lection to the VIVA sample, while also allowing to track the
galaxies back in time. However, with only 113 galaxies, this
sample has limited statistical power. In order to increase the
statistical power of the evolution analysis, we also consider a
second sample (‘sample 2’), in which the minimum limit for
the final halo mass at z = 0 has been reduced from 1014M to
1013M.This change increases the sample size to 690, while
likely maintaining ram pressure stripping as the most signif-
icant source of H i deficiencies following the detailed analysis
by Marasco et al. (2016). Note that Sample 1 is a subset of
Sample 2.
Before presenting a statistical analysis of Sample 1 and
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Figure 9. Three tracks of EAGLE galaxies in the q − fatm plane
from z ≈ 2 to z = 0. Arrows show the direction of time. The colours
of the points represent the mass of the parent halo. The top and
middle panels show the stripped satellite galaxies in our sample
(heavily stripped+less stripped, 92% in total), while bottom panel
shows rarer cases of pre-processing (∼8%) in haloes with Mhalo <
1013M.
2, let us illustrate the evolution of some individual galax-
ies in the q − fatm plane as they fall into a cluster. Figure 9
shows three such evolutionary tracks. In most cases, strip-
ping starts occuring in haloes > 1013M, as highlighted by
the yellow colouring chosen for these haloes. We classify the
evolutionary tracks into three classes, corresponding to the
three panels in Figure 9. The first and second class (panels
a and b) include all the galaxies that are not significantly
H i deficient (∆ fq < 0.5) before entering a halo more mas-
sive than 1013M. In EAGLE, 90% (92%) of the galaxies
fall into this category in Sample 1 (Sample 2). The differ-
ence between the first and second class lies in the final H i
deficiency at z = 0. The first class (panel a) contains all the
strongly stripped cases (∆ fq > 0.5 at z = 0); the second class
(panel b) contains all the weakly stripped cases (∆ fq < 0.5
at z = 0). In EAGLE, 52% (49%) fall into the first class;
38% (43%) fall into the second class. The most common
reason for objects to fall into the second class is that they
have not been long enough in a massive halo (e.g. only for 2
snapshots in Figure 9b). The remaining objects in the sec-
ond class orbit the massive halo at large radii (& 0.8R200),
where stripping is less effective. Finally, there is a third class
of galaxies (panel c), which are already significantly H i defi-
cient (∆ fq > 0.5) before entering a massive halo (> 1013M).
These galaxies have been ‘pre-processed’ in a smaller galaxy
group (typically between 1012 and 1013M) prior to enter-
ing the massive halo. In EAGLE, 10% (8%) of the cluster
galaxies fall into this category.
A way of representing the statistical evolution of ∆ fq of
satellite galaxies from Sample 1 and Sample 2 is shown in
Figure 10. This figure displays the histogram of ∆ fq in four
different snapshots: immediately before entering a halo of
Mhalo > 1013M, refered as the snapshot t −1, the first snap-
shot after falling into such a halo (refered as the snapshot
t), one snapshot later (refered as the snapshot t + 1) and at
z = 0 (which mixes various relative times t, t+1,t+2...).
In Figure 10(a), the galaxies from Samples 1 and 2 ex-
hibit a quite symmetric distribution in ∆ fq with a mean
close to zero, showing that no significant H i deficiencies are
seen, on average. The only statistically significant exception
are a few systems in the positive tail at ∆ fq > 0.5, which
correspond to pre-processed systems such as shown in Fig-
ure 9c.
At later times (panels (b)–(d)), the galaxies become in-
creasingly H i deficient. The sparse snapshots in EAGLE
limit a precise determination of when exactly the galaxies
enter a cluster and how quickly their H i removal occurs. On
average, the galaxies are 5–100-times H i deficient at z = 0,
i.e. their H i mass is 5–100 times smaller than the saturation
mass (16- and 84-percentile range).
4.4 Discussion of quenching process of EAGLE
cluster galaxies
Let us finally discuss the link between the H i deficiency
estimator ∆ fq and the suppression of star formation. Obser-
vations (e.g. Cortese & Hughes 2009; Boselli et al. 2014a)
present a tight relation between the specific star formation
rates and traditional H i deficiency parameters, indicating
that the removal of gas changes faster than the quenching
of the star formation activity. In hydrodynamic simulations
and semi-analytic models, galaxies with suppressed star for-
mation (SF) are typical also very H i poor or even have a
complete absence of gas (Lagos et al. 2014; Marasco et al.
2016; Crain et al. 2017; Lagos et al. 2018; Stevens et al. 2019,
among ohters). Among the physical processes behind this re-
lation are galaxy-galaxy encounters (Marasco et al. 2016),
ram pressure stripping (Stevens et al. 2019), strangulation
(Lagos et al. 2018).
Here, we define the amount of relative suppression of
star formation as the offset of a galaxy from the ‘main se-
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(a)
(b)
(c)
(d)
Figure 10. ∆ fq distributions of satellite galaxies in Sample 1
(black lines) and Sample 2 (filled histograms), defined in the 2nd
paragraph of Section 4.3. The four panels represent four differ-
ent snapshots, relative to the time the galaxies first enter their
haloes with Mhalo > 1013M (details in Section 4.3). The num-
ber of galaxies are given in the legend for Sample 1 (Sample 2 in
parentheses).
quence’, i.e. the mean M∗– ÛM∗ relation at the considered red-
shift. The offset is measured in logarithmic units along the
ÛM∗-axis,
∆ ÛM∗ = log10( ÛMMS∗ ) − log10( ÛMgal∗ ), (12)
where the reference value ÛMMS∗ is drawn from a redshift-
dependent power-law fit to the M∗– ÛM∗ relation, for the sub-
sample of galaxies with stellar masses between 109M and
1010.5M and with specific star-formation rates (sSFR =ÛM∗/M∗) whose log10(sSFR/[Gyr−1]) > −2 + 0.5z. This sSFR
cut (for z < 2) was proposed by Furlong et al. (2015) for the
EAGLE simulations to exclude passive galaxies from the fit.
In other words, we fit the main sequence to EAGLE
galaxies that are considered as star-forming at their redshift,
as Eq. 13 shows, and we use this fit to estimate the distance
to the main sequence for individual galaxies.
log10
(
sSFRMS
Gyr
)
= −0.14 × log10
M∗
M
− 0.47 (13)
The evolution of the star firmation main sequence as a
function of redshift in EAGLE is similar to the observations
(a)
(b)
(c)
(d)
Figure 11. ∆ fq −∆ ÛM∗ relation of the galaxy sample for the same
snapshots (relative to entering the cluster) shown in Figure 10.
The solid points are Sample 1 and the empty points are Sample
2. The solid line shows the median value of sample 1 and the
dashed line for sample 2. Light and dark grey shaded regions
represent 1/5 to 5 and 1/3 to 3 factors below and above the SF
main sequence, respectively. These factors are commonly used in
the literature to define the SF main sequence width (Be´thermin
et al. 2015). The black squares and lines show the mean value of
∆ ÛM∗ in bins of ∆ fq .
(see Fig. 7 in Furlong et al. 2015), following the power law
(z + 1)n with n ∼ 3.5.
Figure 11 presents the ∆ fq − ∆ ÛM∗ relation for the same
snapshots (relative to entering the cluster) as shown in Fig-
ure 10. The two samples present a similar trend.
When the gas is removed (∆ fq becomes positively
skewed), galaxies suppress their SFR moderately (∆ ÛM∗ be-
comes larger) compared to their decrease in H i content,
which may indicate the time delay between quenching and
removal of H i gas. An important part of this delay is that the
H i is stripped preferentially in the galactic outskirts, where
the H i depletion time can be much longer than on average.
Thus, removing this outer H i only has a weak effect star
formation.
Interestingly, the ∆ fq–∆ ÛM∗ is not a one-to-one relation,
in that the relative amount of SF suppression is smaller
than the H i deficiency, irrespective of how long ago the
suppression started. This finding is qualitatively consistent
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with observations in the range of ∆ fq < 1 (e.g. Cortese &
Hughes 2009) and explainable by the fact that stripping
preferentially acts on the low-density outskirts of galactic
disks, where the specific star formation rates of H i are very
low. Removing this H i only implies a relatively small ef-
fect on star-formation. However, in heavily stripped systems
(∆ fq > 1), the results of observations and our simulated sam-
ple are in tension. Cortese & Hughes (2009); Boselli et al.
(2014b) showed that when ∆ fD > 1 (which is similar to ∆ fq),
few galaxies are still in the SF main sequence while most of
them are quenched. In our comparison sample (Sample 1),
however, many galaxies are still on the SF main sequence
despite them having ∆ fq > 1. It remains unclear how sig-
nificant this tension is since the empirical evidence is sub-
ject to small number statistics and the EAGLE simulation is
pushed to its mass resolution limit. Therefore, the ∆ fq−∆ ÛM∗
relation is an interesting topic for future investigations.
A direct comparison of the slope in the ∆ fq–∆ ÛM∗ be-
tween different models is not straight forward. For instance
Figure 8 of Stevens et al. (2019) shows that ∆ ÛM∗ and ∆ fq co-
vary, but a direct comparison to our study is complicated by
different analysis techniques. A comparison of the ∆ fq–∆ ÛM∗
between models and observations could offer an interesting
avenue for future research, which might benefit from the use
of ∆ fq as a uniform definition of H i deficiencies.
5 CONCLUSIONS
In this paper, we analysed the H i deficiencies of environmen-
tally affected cluster galaxies in the theoretical framework of
the (q, fatm)-plane, where q is the atomic stability parameter
introduced by O16. Field disk galaxies lie on a tight rela-
tion in this plane, which matches the analytically predicted
relation for H i-saturated exponential disks. The offset ∆ fq
from this relation is thus a sensible definition of a galaxy’s
H i deficiency accounting for its baryonic mass and sAM, i.e.
its major dynamical properties.
By applying ∆ fq to the galaxies in the VIVA survey, we
confirmed the validity of ∆ fq as a sensitive probe of environ-
mental removal/suppression of H i (e.g. due to stripping).
In doing so, the q-values of the VIVA galaxies were com-
puted using angular momentum measurements from spa-
tially resolved kinematic 21cm data. By calculating ∆ fq for
cluster galaxies in the EAGLE simulation, we confirmed
that this simulation exhibits a qualitatively similar trend of
H i-deficiencies as a function of cluster-centric distance, al-
though a more quantitative comparison would require more
than one observed cluster. The simulation allowed us to trace
stripped galaxies back in time and determine the moment
when the H i deficiencies first become detectable. Trough a
statistical analysis of 690 galaxies in haloes more massive
than 1013M, we found that the ∆ fq distribution morphs
significantly (towards positive values) as soon as the galax-
ies first enter the virial sphere of a halo more massive than
1013M. This is paralleled by a slightly delayed quenching
in the star-formation activity.
Compared to standard non-kinematic empirical defini-
tions of H i deficiencies (such as the stellar mass based ∆ fM ,
or the optical size+morphology based ∆ fD), ∆ fq exhibits a
list of interesting advantages: (1) it has a direct physical in-
terpretation in terms of the H i saturation point; (2) In the
case of disk-dominated systems, ∆ fq does not require any
calibration to a reference sample of field galaxies, although
we used such a reference sample to demonstrate that ∆ fq ≈ 0
in this case; (3) ∆ fq can be measured in observations and
simulations in a like-to-like way. These advantages come at
the prize of requiring kinematic data, ideally kinematic maps
with . 1 kpc spatial and . 10 km/s velocity resolution in the
rest-frame.
With the fast rise of integral field spectroscopy surveys
(e.g. SAMI, HECTOR, MANGA) and radio interferometry
surveys of H i (e.g. WALLABY and DINGO) on the Aus-
tralian Square Kilometre Array Pathfinder (ASKAP) will
move the field of survey astronomy towards large galaxy
samples with sufficient data for accurate mass and angular
momentum measurements and hence good determinations of
∆ fq . Data from these surveys, as well as unresolved H i data
from optically complete alternative surveys (e.g. Catinella
et al. 2018) will enable much more systematic analyses of
galaxies in the (q, fatm)-plane. These studies will allow testing
detailed theoretical predictions emerging from cosmological
simulations and semi-analytic models. For instance, Stevens
et al. (2018), using the semi-analytic model DARK SAGE,
qualitatively predicted the different q– fatm distributions of
galaxies, whose H i was removed by entirely different mech-
anisms, such as ram pressure stripping, minor mergers and
quasar-mode feedback.
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APPENDIX A: VIVA DATA WITH
UNCERTAINTIES
Figure A1 shows the M − fatm relation for disk field galaxies.
The scatter of this relation is much larger than that of the
q − fatm relation. The samples of Lutz et al. (2018) and Mu-
rugeshan et al. (2019) are H i extreme for their mass, but for
their stability parameter q, their H i fractions are normal.
Figure A2 shows the q– fatm relation of the VIVA data
with log-normal statistical uncertainties plotted as error
bars. The uncertainties of q combine the uncertainties of es-
timating M∗ (Cortese et al. 2012), j derived from Section 3
and a global 40% uncertainty of the H i velocity dispersion
σ (Obreschkow et al. 2016). The absolute uncertainties of
MHI and MH2 are negligible compared to those of M∗. The
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Figure A2. VIVA data in the (q, fatm)-plane with log-normal un-
certainties.
uncertainty of fatm includes those of M∗ (Cortese et al. 2012)
and MHI (Chung et al. 2009).
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