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Abstract
We give a new expression for the inner product of two kernel functions associated to a cusp form. Among
other applications, it yields an extension of a formula of Kohnen and Zagier, and another proof of Manin’s
Periods Theorem. Cohen’s representation of these kernels as series is also generalized.
1 Introduction
1.1 Background
Let
f(z) =
∞∑
n=1
af (n)e
2πinz (1.1)
be in Sk(Γ), the C-vector space of holomorphic, weight k cusp forms for the modular group Γ = PSL2(Z).
The L-function of f is
L(f, s) :=
∞∑
n=1
af (n)
ns
(1.2)
defined for Re(s) large. It is an Euler product when f is an eigenfunction of all Hecke operators Tm. Let
Bk be the unique basis of Sk consisting of such Hecke eigenforms, normalized to have af (1) = 1. The
completed L-function is
L∗(f, s) := (2pi)−sΓ(s)L(f, s) =
∫ ∞
0
f(iy)ys−1 dy (1.3)
and is analytic for all s ∈ C. For integers n with 0 6 n 6 k − 2 the nth period of f is
rn(f) := L
∗(f, n+ 1).
A celebrated result of Manin, his Periods Theorem [16], states that the ratios of all the periods for n even (and
separately for n odd) lie in the field Kf generated by the coefficients af (n) when f ∈ Bk. His proof uses the
Eichler-Shimura isomorphism and a computation involving continued fractions. Shimura extends Manin’s
result to all Hecke congruence groups with a different proof [22]. Zagier in [24, §5] provides another route
to the Periods Theorem. This proof relies on the Rankin-Cohen bracket (3.10) and extending an identity
of Rankin (3.11). We give a new proof of Manin’s Periods Theorem in section 4.3 by extending a result of
Kohnen and Zagier in [13] which we describe next. With the Petersson inner product
〈f, g〉 :=
∫
Γ\H
ykf(z)g(z)dµz (1.4)
there must exist Rn ∈ Sk such that
〈f,Rn〉 = rn(f) (1.5)
for all f ∈ Sk(Γ) and every 0 6 n 6 k − 2. Kohnen and Zagier show that, remarkably, for m 6≡ n mod 2,
〈Rm, Rn〉 is a rational number given by an explicit formula involving the Bernoulli numbers. To state it, for
n ∈ Z put
ρ(2n) :=
{
(−1)n+1B2n/(2n)! n > 0
0 n < 0
(1.6)
so that ρ(0) = −1 and ρ(2n) > 0 for n > 0. Set m˜ := k − 2−m and n˜ := k − 2− n.
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Theorem 1.1. [13] For integersm,n of opposite parity with 0 < m,n < k − 2
22−k(k − 2)!〈Rm, Rn〉 = ρ(m− n˜+ 1)m!n! + ρ(−m+ n˜+ 1)m˜!n˜!
+(−1)k/2ρ(m− n+ 1)m!n˜! + (−1)k/2ρ(−m+ n+ 1)m˜!n!.
For simplicity we have omitted the cases whenm or n equals 0 or k−2. See Theorem 4.1 for the complete
statement.
1.2 Statement of main results
We further this study to non-critical values by focusing on the kernel function of L∗(f, s) rather than L∗(f, n)
with n a critical value only. One of our motivating questions was to what extent formulas, such as that for
〈Rm, Rn〉 generalize. Indeed, extending (1.5), for every s ∈ C there must exist Dk(z, s) ∈ Sk such that
〈Dk(·, s), f〉 = L∗(f, s) (1.7)
for all f ∈ Sk. Clearly, Rn = Dk(·, n + 1). Our first main result shows that the Petersson scalar product of
two values of the a priori unknown kernel Dk(·, s) can be explicitly interpreted in terms of familiar objects.
With the Poincare´ series
Pl(z) :=
∑
γ∈Γ∞\Γ
e2πilz
j(γ, z)k
∈ Sk (1.8)
for j(( a bc d ), z) := cz + d and non-holomorphic Eisenstein series
E∗k(z, s) := pi
−sΓ(s+ |k|/2)ζ(2s)
∑
γ∈Γ∞\Γ
Im(γz)s
(
j(γ, z)
|j(γ, z)|
)−k
we prove the following.
Theorem 1.2. For all s, w ∈ C
2 · pik/2Γ(k − 1)
〈
TlDk(·, s),Dk(·, w)
〉
= (−1)k2/2(4pil)k−1
〈
Pl, y
−k/2E∗k1(·, u¯)E∗k2(·, v¯)
〉
. (1.9)
Here k1, k2 are any non-negative even integers with k1 + k2 = k and
2u = s+ w − k + 1, 2v = −s+ w + 1. (1.10)
Including the operator Tl on the left of (1.9) is very natural, giving a description of the Hecke action and,
as we shall show in section 4.2, there are interesting arithmetic applications. We use Theorem 1.2 to prove
an extension of Theorem 1.1. With s, w ∈ Z>0 set
Zs,w(x) := (−1)(s+w+1)/2
(
k − 2
s− 1
)−1 k−1∑
r=0
(−x)r
(
k − 1− w
r
)(
w − 1 + r
k − 1− s
)
. (1.11)
Theorem 1.3. For 4 6 k ∈ 2Z and integers s, w of opposite parity satisfying 1 6 s, w 6 k − 1
(k − 2)!22−k
〈
TlDk(·, s),Dk(·, w)
〉
= σ2v−1(l)
[
ρ(2u)lk−1−wΓ(s)Γ(w) + ρ(2− 2u)ls−1Γ(k − s)Γ(k − w)
]
+ (−1)k/2σ2u−1(l)
[
ρ(2v)lk−1−wΓ(k − s)Γ(w) + ρ(2 − 2v)lk−1−sΓ(s)Γ(k − w)
]
+ 2(−1)k/2(k − 2)!lk−1−w
l−1∑
n=1
σ2u−1(n)σ2v−1(l − n)Zs,w(n/l)
− σk−1(l)
(k − 1)ρ(k)
[(
δw,1(−1)(k−s)/2 + δw,k−1(−1)s/2
)
Γ(s)Γ(k − s)ρ(s)ρ(k − s)
+
(
δs,1(−1)(k−w)/2 + δs,k−1(−1)w/2
)
Γ(w)Γ(k − w)ρ(w)ρ(k − w)
]
. (1.12)
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For s = m + 1, w = n + 1, this gives an explicit expression for the rational number 〈TlRm, Rn〉. As
described below, statements equivalent to Theorem 1.3 have already appeared in the literature, using a
variety of proof techniques. Our proof is new and relies on choosing k1 and k2 so that the series E
∗
k1
(z, u¯)
andE∗k2(z, v¯) above only have terms in their Fourier expansions with e
2πinx for n > 0. In this way we obtain
finite sums from the right side of (1.9). This is carried out in sections 2 and 3. In section 4.3, as an application
of Theorem 1.3, we prove Manin’s Periods Theorem with similar methods to those of [22, 24, 13].
The advantage of using Theorem 1.2 is that it allows us to consider Dk(z, s), Dk(z, w) and the inner
product
〈
TlDk(·, s),Dk(·, w)
〉
at other interesting values of s and w. This is the subject of current work. For
example, 〈Rn, Rn〉 is related by (1.9) to Eisenstein series with u, v half-integral. Further, since both sides
of (1.9) are analytic in s and w we may study derivatives of L-series. Finally, in relation to Theorem 1.2,
we speculate that it might be used to uncover weaker forms of the Periods Theorem for values outside the
critical strip.
Kohnen and Zagier’s first proof of Theorem 1.1 in [13, Theorem 1, p 203] uses a holomorphic kernel due
to Cohen:
Ck(z, s) :=
∑
γ∈Γ
1
(γz)sj(γ, z)k
(1.13)
with z in the upper half plane H and s taking integer values between 2 and k − 2. Up to a constant, (1.13) is
Rs−1. As with Dk(z, s), we may examine Ck(z, s) as s = σ + it ranges over all of C. With z ∈ H and s ∈ C,
the expression zs is well defined by
zs = es log z, (1.14)
where we take the principal branch of the log. For any fixed s ∈ C, zs is a holomorphic function of z in H.
We prove the following result.
Theorem 1.4. The series Ck(z, s) defined by (1.13) is absolutely convergent for σ ∈ (1, k − 1). The convergence is
uniform for σ in compact subsets of (1, k − 1). For each s with σ ∈ (1, k − 1) we have Ck(z, s) ∈ Sk(Γ), the space of
holomorphic, weight k cusp forms for Γ.
This is proved in section 5 where Ck(z, s) is better understood as a special case of the series
Ω∞(z, τ ; s, k) :=
∑
γ∈Γ
1
(γz − τ)sj(γ, z)k
with z ∈ H, τ ∈ H ∪ R and Γ a Fuchsian group of the first kind. We show in (5.25) that
Ck(z, s) = 22−k(−1)k/2pie−siπ/2 Γ(k − 1)
Γ(s)Γ(k − s)Dk(z, s).
To our knowledge, this is the first explicit construction of a kernel of L∗(f, s) for s in the critical strip in
terms of a series. In most of the many works in which explicit kernels play an important role, for example
[5, 6, 22, 23], what is expressed as an inner product is notL∗(f, s) itself but either the critical values ofL∗(f, s)
or products of different values of L∗(f, s). It is natural to expect that expressions of L∗(f, s) itself as an inner
product will be easier to handle, especially in questions involving analytic aspects such as derivatives of
L-functions etc.
Kohnen and Zagier’s second proof of Theorem 1.1 in [13, Theorem 3, p 215] employs the Rankin-Cohen
bracket and special cases of Theorem 1.3 appear in [13, p 215]. This proof is extended and elegantly recast
by Zagier [25] into a four variable generating function. Theorem 1.3 may be derived, with some work, from
[25, Main Theorem (3rd version), p 460]. Fukuhara exploits Dedekind symbols to prove a result equivalent
to Theorem 1.3 in [3, Theorem 2.9 (2)]. These theorems have also been extended to higher levels by a number
of authors, with proofs using the Cohen kernel. Antoniadis in [1] and Fukuhara and Yang in [4] generalize
Theorem 1.1 to all Hecke congruence groups Γ0(N). The results of [1] are valid for N square free. Much
simpler formulas, valid for all N , are found in [4, Theorem 1.1]. In [4, Theorem 1.3] they further show how
to extend Theorem 1.3 to Γ0(N). We expect our methods to extend naturally to these higher levels too.
Acknowledgement. We thank Professor Fukuhara for his valuable comments on an earlier version of
this paper.
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2 Eisenstein series and the kernel Dk
2.1 An inner product formula
We recall some properties of non-holomorphic Eisenstein series needed in the sequel. Set
θk(s) := pi
−sΓ(s+ |k|/2)ζ(2s)
and for a convenient normalization put
E∗k(z, s) := θk(s)
∑
γ∈Γ∞\Γ
Im(γz)s
(
j(γ, z)
|j(γ, z)|
)−k
. (2.1)
Then (2.1) converges to an analytic function of s ∈ C and z ∈ H for Re(s) > 1. It transforms as
E∗k(γz, s) =
(
j(γ, z)
|j(γ, z)|
)k
E∗k(z, s)
for all γ ∈ Γ. The weight 0 Eisenstein series has the Fourier expansion
E∗0 (z; s) = θ(s)y
s + θ(1− s)y1−s +
∑
06=m∈Z
σ2s−1(|m|)
|m|s Ws(mz) (2.2)
as shown in [9, Theorem 3.4] whereWs is the Whittaker function and
σs(m) :=
∑
d|m
ds = msσ−s(m) (2.3)
the usual divisor function. With the weight lowering and raising operators
Lk := −2iy d
dz
− k/2, Rk := 2iy d
dz
+ k/2 (2.4)
we have
LkE
∗
k(z, s) =
{
E∗k−2(z, s) k 6 0
(s+ |k|/2− 1)(s− |k|/2)E∗k−2(z, s) k > 0
, (2.5)
RkE
∗
k(z, s) =
{
E∗k+2(z, s) k > 0
(s+ |k|/2− 1)(s− |k|/2)E∗k+2(z, s) k < 0
. (2.6)
Thus, for k ∈ 2Z,
E∗k(z, s) = θk(s)y
s + θk(1− s)y1−s +
∑
06=l∈Z
σ2s−1(|l|)
|l|s
k/2∑
r=−k/2
Pk/2r (−4pily)Ws+r(lz)
where Pk/2r is a polynomial of degree k/2 that may be given explicitly [19]. Hence E∗k(z, s) has a meromor-
phic continuation to all s ∈ C.
Recall from the introduction that Bk is the basis for Sk of Hecke eigenforms, normalized with first coef-
ficient 1. Thus, for any f ∈ Bk we have Tlf = λf (l)f with f(z) =
∑∞
l=1 λf (l)e
2πilz . Also λf (l) ∈ R since
〈Tlf, f〉 = 〈f, Tlf〉. We will need the next formula.
Proposition 2.1. Let k1, k2 be even and non-negative with k = k1 + k2. Then for f ∈ Bk and all s, w ∈ C
2 · pik/2L∗(f, s)L∗(f, w) = (−1)k2/2
〈
f, y−k/2E∗k1(·, u¯)E∗k2(·, v¯)
〉
(2.7)
with u and v given by (1.10).
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Proof. Define the convolution L-series
L(f ⊗ E(·, v), w) :=
∞∑
n=1
af (n)σ2v−1(n)
nw
.
Unfolding E∗k(z, u¯) we find〈
f, y−k/2E∗k(·, u¯)E∗0 (·, v¯)
〉
=
ζ(2u)Γ(s)Γ(w)
2k−2+2upik/2−1+2u
L(f ⊗ E(·, v), w). (2.8)
Lemma 2.2. For even k1, k2 with k = k1 + k2 and k1, k2 − 2 > 0〈
f, y−k/2E∗k1 (·, u¯)E∗k2 (·, v¯)
〉
= −
〈
f, y−k/2E∗k1+2(·, u¯)E∗k2−2(·, v¯)
〉
.
Proof. With 〈, 〉0 denoting the inner product (1.4) with k = 0,〈
yk/2f, E∗k1(·, u¯)E∗k2(·, v¯)
〉
0
=
〈
yk/2fE∗−k1(·, u), Rk2−2E∗k2−2(·, v¯)
〉
0
= −
〈
Lk2
(
yk/2fE∗−k1(·, u)
)
, E∗k2−2(·, v¯)
〉
0
= −
〈
Lk
(
yk/2f
)
E∗−k1(·, u) + yk/2fL−k1
(
E∗−k1(·, u)
)
, E∗k2−2(·, v¯)
〉
0
= −
〈
yk/2fE∗−k1−2(·, u), E∗k2−2(·, v¯)
〉
0
= −
〈
yk/2f, E∗k1+2(·, u¯)E∗k2−2(·, v¯)
〉
0
.
We used (2.5), (2.6) and that Lk
(
yk/2f
)
= 0. Moving the lowering and raising operators inside the inner
product is justified in [10, Prop. 9.3], for example. The lemma is proved.
It follows easily that〈
f, y−k/2E∗k1(·, u¯)E∗k2(·, v¯)
〉
= (−1)k2/2
〈
f, y−k/2E∗k(·, u¯)E∗0 (·, v¯)
〉
(2.9)
for k = k1 + k2 and k1, k2 > 0. Combining (2.8) and (2.9) shows
〈
f, y−k/2E∗k1(·, u¯)E∗k2(·, v¯)
〉
= (−1)k2/2 ζ(2u)Γ(s)Γ(w)
2k−2+2upik/2−1+2u
L(f ⊗ E(·, v), w) (2.10)
for k = k1 + k2 and k1, k2 > 0. By comparing Euler products as in [8, p 232], for example,
L(f ⊗ E(·, v), w) = L(f, s)L(f, w)/ζ(2u). (2.11)
Hence (2.10) and (2.11) complete the proof of the proposition.
Remark. With (2.5), (2.6) in Lemma 2.2 we obtain
〈
f, y−k/2E∗k1(·, u¯)E∗k2(·, v¯)
〉
= (−1)k2/2Γ(u+ |k1|/2)
Γ(u+ k1/2)
Γ(v + |k2|/2)
Γ(v + k2/2)
〈
f, y−k/2E∗k(·, u¯)E∗0 (·, v¯)
〉
for all k1, k2 ∈ 2Zwith k = k1 + k2 (removing the restriction k1, k2 − 2 > 0).
2.2 Proof of Theorem 1.2
Proof. We may write Dk(z, s) in terms of the basis Bk:
Dk(z, s) =
∑
f∈Bk
〈Dk(·, s), f〉〈f, f〉−1f(z)
=
∑
f∈Bk
L∗(f, s)〈f, f〉−1f(z). (2.12)
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Equation (2.12) makes it clear that Dk(z, s) is an entire function of s. Also with (2.12) we obtain
〈Dk(·, s),Dk(·, w)〉 =
∑
f,g∈Bk
L∗(f, s)L∗(g, w)〈f, f〉−1〈g, g〉−1〈f, g〉
=
∑
f∈Bk
L∗(f, s)L∗(f, w)〈f, f〉−1. (2.13)
Since
TlDk(z, s) =
∑
f∈Bk
λf (l)L
∗(f, s)〈f, f〉−1f(z)
we find
〈TlDk(·, s),Dk(·, w)〉 =
∑
f∈Bk
λf (l)L
∗(f, s)L∗(f, w)〈f, f〉−1. (2.14)
Use Proposition 2.1 to express the product of L-functions in (2.14) as an inner product where u, v are given
by (1.10) and k1, k2 ∈ 2Z>0 satisfy k1 + k2 = k. We see that
2 · pik/2〈TlDk(·, s),Dk(·, w)〉 = (−1)k2/2
∑
f∈Bk
λf (l)
〈
f, y−k/2E∗k1 (·, u¯)E∗k2 (·, v¯)
〉
〈f, f〉−1
= (−1)k2/2
〈
TlP , y−k/2E∗k1(·, u¯)E∗k2 (·, v¯)
〉
for
P :=
∑
f∈Bk
〈f, f〉−1f.
Then
〈f, TlP〉 = λf (l) =
〈
f, Pl(4pil)
k−1/Γ(k − 1)
〉
for all f ∈ Bk so we must have TlP = Pl(4pil)k−1/Γ(k − 1). This finishes the proof of Theorem 1.2.
3 A formula for the inner product
〈
TlDk(·, s),Dk(·, w)
〉
3.1 Eisenstein series at integer values of s
For k, h ∈ Z and u ∈ Z>0 define h∗ := |h− 1/2| − 1/2 and
Akh(u) :=
(−1)k/2
u!
Γ(h− k/2 + u)
Γ(h− k/2)
Γ(h+ |k|/2)
Γ(h+ k/2− u) . (3.1)
It may be checked, working case by case, that
Akh(u) 6= 0 ⇐⇒ 0 6 u 6 k/2− 1− h∗ for h∗ < k/2. (3.2)
Similarly, when h∗ > k/2we have Akh(u) 6= 0 if and only if 0 6 u 6 k/2 + h∗.
Theorem 3.1. For all k ∈ 2Z and h ∈ Z,
E∗k(z, h) = θk(h)y
h + θk(1 − h)y1−h +
∑
m∈Z>0
σ2h−1(|m|)
|m|h e
2πimz
h∗+k/2∑
u=0
Akh(u) · (4pi|m|y)−u+k/2
+
∑
m∈Z<0
σ2h−1(|m|)
|m|h e
2πimz
h∗−k/2∑
u=0
A−kh (u) · (4pi|m|y)−u−k/2. (3.3)
Proof. Begin with the expansion (2.2). The Whittaker function may be expressed in terms of exponential
functions at integer values s = h. This yields (3.3) for k = 0. Applying the raising and lowering operators
and induction on k completes the proof. See [19] for more details.
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We shall be interested in the case when there are no terms in (3.3) with m < 0. This happens exactly
when h∗ − k/2 < 0. Therefore, for u, v ∈ Z, the product E∗k1(z, u)E∗k2(z, v) appearing on the right side of
(1.9) will only have terms involving e2πinx for n > 0 if and only if
1− k1/2 6 u 6 k1/2 and 1− k2/2 6 v 6 k2/2. (3.4)
Throughout the paper we shall use the correspondence (u, v) ↔ (s, w) that we have already met in (1.10)
with
s = u− v + k/2, w = u+ v + k/2− 1.
Note the symmetries:
s→ k − s ⇐⇒ (u, v)→ (v, u)
w → k − w ⇐⇒ (u, v)→ (1− v, 1− u)
u→ 1− u ⇐⇒ (s, w)→ (k − w, k − s)
v → 1− v ⇐⇒ (s, w)→ (w, s).
Lemma 3.2. For u, v ∈ Z and k a positive even integer, there exist positive even k1, k2 satisfying k1 + k2 = k and
(3.4) if and only if
1 6 s, w 6 k − 1 and s 6≡ w mod 2. (3.5)
Proof. Note that u, v ∈ Z exactly when s, w are integers of opposite parity. If u, v satisfy (3.4) then
2− k/2 6 u+ v 6 k/2 and 1− k/2 6 u− v 6 k/2− 1 (3.6)
and (3.5) follows. Conversely, suppose (3.5) holds. Then so does (3.6) and consequently
1− k/2 6 (u− 1/2) + (v − 1/2) 6 k/2− 1 and 1− k/2 6 (u− 1/2)− (v − 1/2) 6 k/2− 1
so that |(u− 1/2)± (v− 1/2)| 6 k/2− 1. Hence |u− 1/2|+ |v − 1/2| 6 k/2− 1 and u∗ + v∗ 6 k/2− 2. Thus,
there exist positive, even k1, k2 so that u
∗ < k1/2, v
∗ < k2/2 and k1 + k2 = k. This is equivalent to (3.4).
3.2 Holomorphic projection
The holomorphic Eisenstein series is
Ek(z) :=
∑
γ∈Γ∞\Γ
1
j(γ, z)k
=
1
2
∑
c,d∈Z
(c,d)=1
1
(cz + d)k
,
see for example [26, p13], converging for 4 6 k ∈ 2Z to a modular form in the spaceMk(Γ) of holomorphic,
weight k functions with possible polynomial growth at cusps. It has the Fourier expansion
Ek(z) = 1− 2k
Bk
∞∑
m=1
σk−1(m)e
2πimz . (3.7)
We recall a result of Sturm [23], extended by Zagier [26, Appendix C].
Lemma 3.3. Suppose F : H→ C is smooth, weight k, satisfies F (z)≪ y−ǫ as y →∞ and has the expansion
F (z) =
∑
l∈Z
Fl(y)e
2πilx
then
〈F, Pl〉 =
∫ ∞
0
Fl(y)e
−2πlyyk−2 dy. (3.8)
The significance of Lemma 3.3 and (3.8) are that they allow us to calculate the Fourier coefficients of
pihol(F ), the projection of F into the space Sk with respect to the Petersson inner product. Thus
pihol(F ) =
1
(k − 2)!
∞∑
l=1
(4pil)k−1〈F, Pl〉e2πilz ∈ Sk.
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3.3 Proof of Theorem 1.3
Since
E∗k1(z, u) = θk1(u)y
u + θk1(1− u)y1−u +O(e−2πy)
as y →∞ we have
y−k/2E∗k1(z, u)E
∗
k2(z, v) = θk1(u)θk2(v)y
w+1−k + θk1(u)θk2(1− v)ys+1−k
+θk1(1− u)θk2(v)y1−s + θk1(1− u)θk2(1− v)y1−w +O(e−2πy)
Thus, for 1 6 s, w 6 k − 1, the function F (z) := y−k/2E∗k1(z, u)E∗k2(z, v) satisfies the conditions of Lemma
3.3 except for the four cases when s or w equals 1 or k − 1. We may subtract a multiple of Ek in these cases
to remove the constant term. Recalling (1.8) and noting that 〈Ek, Pl〉 = 0,〈
Pl, y
−k/2E∗k1(z, u)E
∗
k2(z, v)
〉
=
〈
Pl, y
−k/2E∗k1(z, u)E
∗
k2(z, v)− λ(s, w)Ek
〉
=
∫ ∞
0
Fl(y)e
−2πlyyk−2 dy
for
λ(s, w) := δw,k−1θk1(u)θk2(v) + δs,k−1θk1(u)θk2(1− v) + δs,1θk1(1 − u)θk2(v) + δw,1θk1(1− u)θk2(1− v)
and
y−k/2E∗k1(z, u)E
∗
k2(z, v)− λ(s, w)Ek =
∑
l∈Z
Fl(y)e
2πilx.
With the expansion (3.3),
E∗k(z, u) =
∞∑
n=0
ek(n; y, u)e
2πinx
when 1− k/2 6 u 6 k/2 for
ek(0; y, u) = θk(u)y
u + θk(1− u)y1−u,
ek(n; y, u) =
σ2u−1(n)
nu
e−2πny
k/2−1−u∗∑
r=0
Aku(r)(4piny)−r+k/2 (n > 0).
Thus Fl(y) breaks up into three natural pieces Λ1(y) + Λ2(y) + Λ3(y) with
Λ1(y) = y
−k/2ek1(0; y, u)ek2(l; y, v) + y
−k/2ek1(l; y, u)ek2(0; y, v),
Λ2(y) =
l−1∑
n=1
y−k/2ek1(n; y, u)ek2(l − n; y, v),
Λ3(y) = −λ(s, w) (2pii)
k
Γ(k)ζ(k)
σk−1(l)e
−2πly.
Setting
Ψi(s, w; l) := (−1)k2/22k−1pik/2−1lk−1
∫ ∞
0
Λi(y)e
−2πlyyk−2 dy
we have by Theorem 1.2 that
(k − 2)!22−k
〈
TlDk(·, s), Dk(·, w)
〉
= Ψ := Ψ1 +Ψ2 +Ψ3. (3.9)
With Propositions 3.4, 3.5 and 3.6 below we compute the right side of (3.9) and complete the proof of
Theorem 1.3.
Remark. The nth Rankin-Cohen bracket [f, g]n of f ∈Mk1 , g ∈Mk2 is (see for example [26, p. 249])
[f, g]n :=
∑
n1+n2=n
(−1)n1
(
n+ k1 − 1
n1
)(
n+ k2 − 1
n2
)
f (n1)g(n2) (3.10)
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and we have [f, g]n ∈Mk1+k2+2n. In [24] Zagier proves the identity
〈f, [Ek1 , Ek2 ]n〉 = (−1)k1/2(2pii)n23−k
k1k2
Bk1Bk2
Γ(k − 1)
Γ(k − n− 1)L
∗(f, n+ 1)L∗(f, n+ k2) (3.11)
where k = k1 + k2 + 2n and f ∈ Bk. (The n = 0 case is due to Rankin.) Replace k1, k2, n in (3.11) by
2u, 2v, k− 1− w respectively and compare the result with (2.7) to see that
pihol
(
y−k/2E∗k1(z, u)E
∗
k2(z, v)
)
=
(−1)k2/2+u2k−4pik/2Γ(w)B2uB2v
(2pii)k−1−wΓ(k − 1)uv [E2u, E2v]k−1−w (3.12)
for u, v > 2, u+ v < k/2. In showing (3.12) we also utilized the functional equation
L∗(f, k − s) = (−1)k/2L∗(f, s) (3.13)
as in, for example [27, (46)] (we give a novel new proof of (3.13) in section 5.5). Kohnen and Zagier use (3.11)
to prove Theorems 4.1 and 4.2 below, see [13, p 214].
3.3.1 Calculating Ψ1(s, w; l)
Proposition 3.4. For s, w of opposite parity and satisfying 1 6 s, w 6 k − 1
Ψ1(s, w; l) = σ2v−1(l)
[
ρ(2u)lk−1−wΓ(s)Γ(w) + ρ(2− 2u)ls−1Γ(k − s)Γ(k − w)
]
+ (−1)k/2σ2u−1(l)
[
ρ(2v)lk−1−wΓ(k − s)Γ(w) + ρ(2− 2v)lk−1−sΓ(s)Γ(k − w)
]
.
Proof. Write
Fk1,k2(l;u, v) :=
∫ ∞
0
θk1(u)y
u

σ2v−1(l)
lv
e−2πly
k2/2−1−v
∗∑
r=0
Ak2v (r)(4pily)−r+k2/2

 e−2πlyyk/2−2 dy
= θk1(u)
σ2v−1(l)
lv
k2/2−1−v
∗∑
r=0
Ak2v (r)
(4pil)u+k/2−1
∫ ∞
0
(4pily)u+k/2−1(4pily)−r+k2/2e−4πly
dy
y
=
(4pi)vθk1(u)σ2v−1(l)
(4pil)k/2−1+u+v
k2/2−1−v
∗∑
r=0
Ak2v (r)Γ(k/2 + k2/2− 1 + u− r).
We have
Ak2v (r) = (−1)k2/2+rr!
(
k2/2− v
r
)(
k2/2− 1 + v
r
)
(3.14)
(by (3.2) it is nonzero exactly for 0 6 r 6 k2/2− 1− v∗), so that
k2/2−1−v
∗∑
r=0
Ak2v (r)Γ(k/2 + k2/2− 1 + u− r)
= (−1)k2/2
k2/2−1−v
∗∑
r=0
(−1)r
(
k2/2− v
r
)(
k2/2− 1 + v
r
)
r!(k/2 + k2/2− 2 + u− r)!
= (−1)k2/2(v + k2/2− 1)!(u− v + k/2− 1)!
k2/2−1−v
∗∑
r=0
(−1)r
(
k2/2− v
k2/2− v − r
)(
k/2 + k2/2− 2 + u− r
u− v + k/2− 1
)
= (−1)v(v + k2/2− 1)!(u− v + k/2− 1)!
∑
t
(−1)t
(
k2/2− v
t
)(
(k/2− 2 + u+ v) + t
u− v + k/2− 1
)
.
Using the identity (which may be proved as in Lemma 4.4)
∑
t
(−1)t
(
a
t
)(
b+ t
c
)
= (−1)a
(
b
c− a
)
(3.15)
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and ζ(2n) = 22n−1pi2nρ(2n) we obtain
Fk1,k2(l;u, v) =
(−1)k2/2ρ(2u)σ2v−1(l)
2(4pil)k/2−1lu+v
Γ(s)Γ(w). (3.16)
Clearly∫ ∞
0
Λ1(y)e
−2πlyyk−2 dy = Fk1,k2(l;u, v) + Fk1,k2(l; 1− u, v) + Fk2,k1(l; v, u) + Fk2,k1(l; 1− v, u)
and the Proposition follows.
3.3.2 Calculating Ψ3(s, w; l)
Proposition 3.5. For s, w of opposite parity and satisfying 1 6 s, w 6 k − 1
Ψ3(s, w; l) = − σk−1(l)
(k − 1)ρ(k)
[(
δw,1(−1)(k−s)/2 + δw,k−1(−1)s/2
)
Γ(s)Γ(k − s)ρ(s)ρ(k − s)
+
(
δs,1(−1)(k−w)/2 + δs,k−1(−1)w/2
)
Γ(w)Γ(k − w)ρ(w)ρ(k − w)
]
.
Proof. It is easy to show that
∫ ∞
0
Λ3(y)e
−2πlyyk−2 dy = −λ(s, w) (−1)
k/2(2pi)kσk−1(l)
(k − 1)ζ(k)(4pil)k−1 .
Also λ(s, w) simplifies a good deal. For example, when w = k − 1we have u = s/2 and v = (k − s)/2. Since
k1 is chosen (recall Lemma 3.2) so that u
∗ = s/2− 1 < k1/2 it follows that k1 = s and k2 = k − s. Therefore
w = k − 1 =⇒ θk1(u)θk2(v) = pi−k/2Γ(s)Γ(k − s)ζ(s)ζ(k − s).
The other terms in λ(s, w) behave similarly and
λ(s, w) = pi−k/2 [(δw,1 + δw,k−1)Γ(s)Γ(k − s)ζ(s)ζ(k − s) + (δs,1 + δs,k−1)Γ(w)Γ(k − w)ζ(w)ζ(k − w)] .
Finally, noting that for any n ∈ 2Z
ζ(n)ζ(k − n)
ζ(k)
=
ρ(n)ρ(k − n)
2ρ(k)
we obtain the proposition.
3.3.3 Calculating Ψ2(s, w; l)
Recall the definition (1.11) of the polynomial Zs,w(x).
Proposition 3.6. For s, w of opposite parity and satisfying 1 6 s, w 6 k − 1
Ψ2(s, w; l) = 2(−1)k/2(k − 2)!lk−1−w
l−1∑
n=1
σ2u−1(n)σ2v−1(l − n)Zs,w(n/l). (3.17)
Proof. For each n between 1 and l − 1
∫ ∞
0
ek1(n; y, u)ek2(l − n; y, v)e−2πlyyk/2−2 dy =
σ2u−1(n)
nu
σ2v−1(l − n)
(l − n)v
×
k1/2−1−u
∗∑
a=0
k2/2−1−v
∗∑
b=0
Ak1u (a)Ak2v (b)
∫ ∞
0
e−4πlyyk/2−1(4piny)−a+k1/2(4pi(l − n)y)−b+k2/2 dy
y
=
σ2u−1(n)σ2v−1(l − n)l−w
(4pi)k/2−1
∑
a,b
Ak1u (a)Ak2v (b)
(n
l
)k1/2−u−a (
1− n
l
)k2/2−v−b
Γ(k − 1− a− b).
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Thus we have
Ψ2(s, w; l) = 2 · lk−1−w
l−1∑
n=1
σ2u−1(n)σ2v−1(l − n)Ys,w(n/l)
on setting
Ys,w(x) := (−1)k2/2
∑
a,b
Ak1u (a)Ak2v (b)xk1/2−u−a(1− x)k2/2−v−b(k − 2− a− b)! (3.18)
To complete the proof we need to demonstrate that Ys,w(x) = (−1)k/2(k− 2)!Zs,w(x). We see from (3.9) and
Propositions 3.4, 3.5 that Ψ2(s, w; l) must be independent of the choice of k1, k2 satisfying (3.4). Choose k1
so that k1/2− 1− u∗ = 0 to simplify (3.18). Thus a = 0 and, with (3.14), Ak1u (0) = (−1)k1/2. Hence
Ys,w(x) = (−1)k/2xk1/2−u
k2/2−1−v
∗∑
b=0
Ak2v (b)(1− x)k2/2−v−b(k − 2− b)!
Use the formula (3.14) and the binomial expansion of (1 − x)k2/2−v−b to obtain
Ys,w(x) = (−1)k/2+k2/2(k2/2− v)!xk1/2−u
k2/2−v−b∑
r=0
(k − k2/2− 2 + v + r)!(−x)r/r!
×
∑
b
(−1)b
(
k2/2− 1 + v
k2/2− 1 + v − b
)(
k − 2− b
k − k2/2− 2 + v + r
)
.
The combinatorial identity (3.15), substituting t for k2/2− 1 + v − b, evaluates the inner sum over b and
Ys,w(x) = (−1)u
∗+1 (k − 2)!(
k−2
k/2+u∗−v
)xu∗+1−u∑
r
(−x)r
(
k/2− 1− u∗ − v
r
)(
k/2− 1 + u∗ + v + r
k/2− 2− u∗ + v
)
where we replaced k1/2 by u
∗ + 1 and k2/2 by k/2 − u∗ − 1. Recall that if u 6 0 (equivalent to s + w < k)
then u∗ = −u. If u > 1 ( s+ w > k) then u∗ = u− 1. Therefore (−1)k/2Ys,w(x)/(k − 2)! equals
(−1)(s+w−1)/2xk−s−w
(
k − 2
w − 1
)−1∑
t
(−x)t
(
s− 1
t
)(
k − 1− s+ t
w − 1
)
if s+ w < k, (3.19)
(−1)(s+w+1)/2
(
k − 2
s− 1
)−1∑
r
(−x)r
(
k − 1− w
r
)(
w − 1 + r
k − 1− s
)
if s+ w > k. (3.20)
The change of variables r = t+ k− s−w in (3.19) implies (3.19) equals (3.20) for all s and w. This completes
the proof of the proposition.
4 Applications of Theorem 1.3
4.1 The Kohnen Zagier formula
Specializing Theorem 1.3 to l = 1 andwith s, w replaced bym+1 and n+1we retrieve Kohnen and Zagier’s
formula. To state their result, recall that m˜ := k − 2−m, n˜ := k − 2− n.
Theorem 4.1. [13] For integersm,n of opposite parity with 0 6 m,n 6 k − 2
22−k(k − 2)!〈Rm, Rn〉 = ρ(m− n˜+ 1)m!n! + ρ(−m+ n˜+ 1)m˜!n˜!
+(−1)k/2ρ(m− n+ 1)m!n˜! + (−1)k/2ρ(−m+ n+ 1)m˜!n! (4.1)
where, ifm or n equals 0 or k − 2, we must add
(−1)m−12 m!m˜!ρ(m+ 1)ρ(m˜+ 1)
(k − 1)ρ(k)
(
(−1)k/2δn,0+δn,k−2
)
+(−1)n−12 n!n˜!ρ(n+ 1)ρ(n˜+ 1)
(k − 1)ρ(k)
(
(−1)k/2δm,0+δm,k−2
)
to the right side of (4.1).
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Lanphier in [15] uncovers combinatorial connections between the raising operators (2.4) of Maass and
Shimura and the Rankin-Cohen bracket (3.10). This leads to another proof of Theorem 4.1. For example,
with (2.13) we may also express Theorem 1.3, specialized to l = 1, as
∑
f∈Bk
L∗(f, s)L∗(f, w)
〈f, f〉 =
Ψ(s, w; 1)
22−k(k − 2)! .
This is [15, Corollary 3]1. The general case of Theorem 1.3 may be formulated as
∑
f∈Bk
λf (l)L
∗(f, s)L∗(f, w)
〈f, f〉 =
Ψ(s, w; l)
22−k(k − 2)! (4.2)
with the rational number Ψ(s, w; l) given by the right side of (1.12). See [25] for a different treatment of the
left side of (4.2).
4.2 Ramanujan-style identities
The right side of Theorem 1.3 must evaluate to 0 for k = 4, 6, 8, 10, 14 since, for these weights, cusp forms
do not exist. The resulting identities may be verified and serve to check the statement of the theorem. For
k = 12 we must have
〈
TlD(·, s),D(·, w)
〉
/
〈D(·, s),D(·, w)〉 = τ(l), Ramanujan’s tau function. Choosing
u = v = 1 for example yields
(6l − 1)σ1(l)− 5σ3(l) + 12
l−1∑
n=1
σ1(n)σ1(l − n) = 0 (4.3)
when k = 4, an identity of Ramanujan [21, (2)]. Another proof of (4.3) using holomorphic projection appears
in [26, p 288]. For 6 6 k 6 14we obtain equalities involving only σ1 and τ :
l−1∑
n=1
σ1(n)σ1(l − n)
[
l − 2n
]
= 0, (k = 6)
(l − 1)l2σ1(l) + 12
l−1∑
n=1
σ1(n)σ1(l − n)
[
l2 − 5ln+ 5n2
]
= 0, (k = 8)
l−1∑
n=1
σ1(n)σ1(l − n)
[
l3 − 9l2n+ 21ln2 − 14n3
]
= 0, (k = 10)
1
3
(5− 2l)l4σ1(l)− 20
l−1∑
n=1
σ1(n)σ1(l − n)
[
l4 − 14l3n+ 56l2n2 − 84ln3 + 42n4
]
= τ(l), (k = 12)
l−1∑
n=1
σ1(n)σ1(l − n)
[
l5 − 20l4n+ 120l3n2 − 300l2n3 + 330ln4 − 132n5
]
= 0. (k = 14)
Niebur’s formula [17]
l4σ1(l)− 24
l−1∑
n=1
σ1(n)σ1(l − n)
[
18l2n2 − 52ln3 + 35n4
]
= τ(l)
is a linear combination of the above equalities with k = 6, 8, 10, 12. See also [18, (9.5c)], for example.
4.3 The Periods Theorem
Let f ∈ Bk and Kf the field obtained by adjoining the coefficients af (n) to Q. Then Kf ⊂ R because Tn is
self adjoint. (From (4.5) below it follows thatKf is totally real.) Let gj for 1 6 j 6 d be a Miller basis for Sk,
1The right side in the statement of that Corollary should be multiplied by a missing −Bl/(2l).
see [14, Chapter X, Theorem 4.4]. The Fourier coefficients of gi are in Z and of the first d coefficients, only
the jth is non-zero (it equals 1).
Since Tn maps the column vector (g1, · · · , gd)T to [Tn](g1, · · · , gd)T for [Tn] a d× dmatrix with entries in
Z, we see that the eigenvalues of Tn are roots of a degree d polynomial and hence the degree of any element
ofKf over Q is at most d. This is [26, Theorem 3]. Also
f =
d∑
j=1
λf (j)gj (4.4)
and it follows thatKf is a finite extension of Qwith [Kf : Q] 6 d
d.
We now prove Manin’s Periods Theorem [16], in the slightly more precise form of [13, p 202]. See also
Shimura’s general result [22, Theorem 1].
Theorem 4.2. Given f ∈ Bk there exist ω+(f), ω−(f) ∈ R such that ω+(f)ω−(f) =
〈
f, f
〉
and
L∗(f, s)/ω+(f), L
∗(f, w)/ω−(f) ∈ Kf
for all s, w with 1 6 s, w 6 k − 1 and s even, w odd.
Proof. Set
Hs,w(z) := pihol
[
(−1)k2/2y−k/2E∗k1 (z, u)E∗k2(z, v)/(2pik/2)
]
∈ Sk(Γ).
Then, recalling Proposition 2.1, we have L∗(f, s)L∗(f, w) =
〈
f,Hs¯,w¯
〉
. By Theorem 1.2 we know
〈
(−1)k2/2y−k/2E∗k1(z, u)E∗k2(z, v)/(2pik/2), Pl
〉
=
(k − 2)!
(4pil)k−1
〈
TlDk(·, s),Dk(·, w)
〉
which implies
Hs,w(z) =
∞∑
l=1
〈
TlDk(·, s),Dk(·, w)
〉
e2πilz.
Hence, for s, w of opposite parity satisfying 1 6 s, w 6 k − 1, Theorem 1.3 shows that Hs,w(z) has rational
Fourier coefficients. For any g ∈ Sk with rational Fourier coefficients and f ∈ Bk we have
〈
f, g
〉
= c
〈
f, f
〉
with c ∈ Kf , see Lemma 4.3 below. Thus
L∗(f, k − 2)L∗(f, k − 1) = 〈f,Hk−2,k−1〉 = cf〈f, f〉
for cf ∈ Kf and the left side is nonzero because the Euler products converge for Re(s) > k/2 + 1/2. Set
ω+(f) :=
cf
〈
f, f
〉
L∗(f, k − 1) , ω−(f) :=
〈
f, f
〉
L∗(f, k − 2) .
Then, for s even and 1 < s < k − 1,
L∗(f, s)
ω+(f)
=
L∗(f, s)L∗(f, k − 1)
cf
〈
f, f
〉 =
〈
f,Hs,k−1
〉
cf
〈
f, f
〉 = c′f
〈
f, f
〉
cf
〈
f, f
〉 ∈ Kf
and similarly for w odd, as required.
The following lemma is implicit in the proofs of [13], [24] and a special case of [22, Lemma 4]. Since the
proof is short and instructive we include it for completeness.
Lemma 4.3. For any g ∈ Sk with rational Fourier coefficients and f ∈ Bk, a normalized Hecke form,〈
g, f
〉
/
〈
f, f
〉 ∈ Kf .
13
Proof. Let σ be any automorphism of C, z 7→ zσ, necessarily fixing Q. For any h =∑∞n=1 a(n)e2πinz ∈ Sk(Γ)
define hσ =
∑∞
n=1 a(n)
σe2πinz . Let f ∈ Bk and writing f in terms of the Miller basis, as in (4.4), we find
Tn(f
σ) =
∑
j
λf (j)
σ · Tngj =
∑
j
(
λf (j) · Tngj
)σ
= (Tnf)
σ = (λf (n)f)
σ = λf (n)
σfσ. (4.5)
It follows that fσ ∈ Bk also and thus σ permutes the set Bk = {fi}16i6d. Let f = f1, say. By (4.4) we know
(f1, . . . , fd)
T = M(g1, . . . , gd)
T where the d × d matrixM has entries in K = Kf1Kf2 · · ·Kfd , as doesM−1.
It follows that g =
∑
i cifi with ci ∈ K . Then
〈
g, f
〉
= c1
〈
f, f
〉
. Also, since gσ = g,〈
g, fσ
〉
= cσ1
〈
fσ, fσ
〉
.
Therefore cσ1 = c1 if σ fixes the elements of Kf . Now K is finite extension of Kf , and normal since any
embedding of K in C permutes Bk. Hence cσ1 = c1 for all σ ∈ Gal(K/Kf). The Galois correspondence then
implies c1 ∈ Kf .
4.4 Functional equations
In this section we explore in detail the functional equations of both sides of (3.9). Define the symmetries α,
β acting on pairs (s, w) ∈ C2 as follows:
(s, w)
α−→ (w, s), (s, w) β−→ (k − s, w).
They generate the Dihedral group with 8 elements
D8 =
〈
α, β : α2 = β2 = (αβ)4 = I
〉
.
Note that the effects of α, β on the pairs (u, v) related to (s, w) by (1.10) are
(u, v) −→ (u, 1− v), (u, v) −→ (v, u)
respectively. With α, β acting on functions of s, w via the left regular representation, we may describe the
functional equations of
〈
TlDk(·, s),Dk(·, w)
〉
. With (2.12) and the functional equation (3.13) we obtain
Dk(z, k − s) = (−1)k/2Dk(z, s). (4.6)
Also we know that Tl is self adjoint. Therefore
α
[〈
TlDk(·, s),Dk(·, w)
〉]
=
〈
TlDk(·, s),Dk(·, w)
〉
, β
[〈
TlDk(·, s),Dk(·, w)
〉]
= (−1)k/2〈TlDk(·, s),Dk(·, w)〉.
Now for integers s, w of opposite parity satisfying 1 6 s, w 6 k − 1 we see quickly from Propositions 3.4
and 3.5 that the Ψi have the same functional equations for i = 1, 3:
α
[
Ψi(s, w; l)
]
= Ψi(s, w; l), β
[
Ψi(s, w; l)
]
= (−1)k/2Ψi(s, w; l). (4.7)
Hence (4.7) must be true for i = 2 also. We verify this elegant symmetry directly.
First, we note from the equality of (3.19), (3.20) that
Zk−w,k−s(x) = x
s+w−kZs,w(x).
It follows that
βαβ
[
Ψ2(s, w; l)
]
= Ψ2(s, w; l).
Proposition 4.4. We have
Zk−s,w(1− x) = (−1)k/2Zs,w(x).
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Proof. With (1.11) we need to verify
(−1)s
∑
r
(−1 + x)r
(
k − 1− w
r
)(
w − 1 + r
s− 1
)
=
∑
r
(−x)r
(
k − 1− w
r
)(
w − 1 + r
k − 1− s
)
. (4.8)
We define a generating function p(x, y) as follows
p(x, y) := [1− x(1 + y)]k−1−w(1 + y)w−1
=
∑
r
(−x(1 + y))r(1 + y)w−1
(
k − 1− w
r
)
=
∑
r,t
(−x)r
(
k − 1− w
r
)(
w − 1 + r
t
)
yt. (4.9)
With the identity yk−2p(1− x, 1/y) = (−1)w+1p(x, y) we also find
p(x, y) = (−1)w+1
∑
r,t
(−1 + x)r
(
k − 1− w
r
)(
w − 1 + r
t
)
yk−2−t. (4.10)
Equating powers of y in (4.9), (4.10) shows (4.8) and finishes the proposition’s proof.
As a consequence of Proposition 4.4 and (2.3),
β
[
Ψ2(s, w; l)
]
= (−1)k/2Ψ2(s, w; l).
Since β, βαβ generateD8 we have verified (4.7) when i = 2.
5 Cohen’s series representation
5.1
In this section let Γ ⊆ PSL2(R) be a Fuchsian group of the first kind, such as Γ0(N), with fixed representa-
tives for inequivalent cusps {a, b, c, . . .}. We restrict our attention to the case where Γ has at least one cusp;
the compact case will be similar. The subgroup Γa of all elements in Γ that fix a is isomorphic to Z. There
exists a scaling matrix σa ∈ SL2(R) so that σa∞ = a and
σa
−1Γaσa =
{
±
(
1 m
0 1
) ∣∣∣∣ m ∈ Z
}
.
See [9] for further details. Define the series
Ωa(z, τ ; s, k) :=
∑
γ∈Γ
1
(σa−1γz − τ )sj(σa−1γ, z)k (5.1)
for z ∈ H and τ ∈ H ∪ R. Special cases of this series have been considered by Petersson for τ ∈ H and
s = k in [20, p 56] (also by Zagier [14] in his proof of the Eichler-Selberg trace formula), and by Cohen for
τ = 0 and integral s between 2 and k − 2, see [13, p 204]. We will see in (5.25) below that (5.1) gives a series
representation for Dk(z, s).
5.2 Convergence
Proposition 5.1. The series Ωa(z, τ ; s, k) defined by (5.1) is absolutely convergent
(i) for 1 < σ when τ ∈ H,
(ii) for 1 < σ < k/2 when τ ∈ R,
(iii) for 1 < σ < k − 1 when σaτ is a cusp of Γ.
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In all cases, the convergence is uniform for σ in compact subsets.
Proof. First note that |j(γ, z)|−2 = Im(γz)/y. Also
|z−s| 6 eπt|z|−σ
for z ∈ H by (1.14). Consequently
j(σb, z)
−kΩa(σbz, τ ; s, k)≪ y−k/2
∑
γ∈Γ
Im(σa
−1γσbz)
k/2
|σa−1γσbz − τ |σ . (5.2)
To estimate the right side of (5.2) with an integral, we use the following result from [7, (5.2)], for example.
For h(z) holomorphic on H and 2 6 k ∈ R,
yk/2|h(z)| 6 1
cε,k
∫∫
B(z,ε)
Im(w)k/2|h(w)| dµw
with B(z, ε) the hyperbolic ball centered at z of radius ε and cε,k a constant depending only on ε and k.
Therefore
j(σb, z)
−kΩa(σbz, τ ; s, k)≪ y
−k/2
cε,k
∑
γ∈Γ
∫∫
B(σa−1γσbz,ε)
Im(w)k/2
|w − τ |σ dµw. (5.3)
We may choose a radius ε so that the balls B(σa
−1γσbz, ε) are disjoint for all γ ∈ Γ, but ε will depend on z.
It is simpler to fix ε = 1/2, say, and note that (see [9, (2.44)])
#{γ ∈ Γ : ρ(γz, z) < 1} ≪ yΓ(z) + 1
where we define the invariant height function
yΓ(z) := max
a
max
γ∈Γ
(
Im(σa
−1γz)
)
(5.4)
as in [9, Chapter 2]. The larger yΓ(z) is, the closer z is to a cusp of Γ. From [11, Lemma A.1] we have the
upper bound
yΓ(σbz) 6 (cΓ + 1/cΓ)(y + 1/y) (5.5)
with any cusp b. (For a lower bound, consult [11, Lemma A.2].) Here, cΓ is a positive constant depending
only on Γ and our choice of inequivalent cusps. (For example, it is 1/N for Γ = Γ0(N) with N prime and
cusps at∞ and 0.) Hence, for all γ ∈ Γ,
Im(σa
−1γσbz) 6 (cΓ + 1/cΓ)(y + 1/y) (5.6)
from (5.4) and (5.5). Now if w ∈ B(z, 1/2) then it is easy to verify that Im(w) < ey. Set
T (z,Γ) := e(cΓ + 1/cΓ)(y + 1/y).
We have thus shown that⋃
γ∈Γ
B(σa
−1γσbz, 1/2) ⊆ B := {w ∈ H : Im(w) < T (z,Γ)}
where each point is counted with multiplicity≪ y + 1/y. From (5.3) we then have
j(σb, z)
−kΩa(σbz, τ ; s, k)≪ y−k/2(y + 1/y)
∫∫
B
Im(w)k/2
|w − τ |σ dµw. (5.7)
Let α+ iβ = −τ . We consider three cases.
Case (i). If τ ∈ H then so is −τ and β > 0. Recall the formula∫ ∞
−∞
dx
(x2 + y2)σ/2
=
√
pi
Γ
(
(σ − 1)/2)
Γ(σ/2)
1
yσ−1
(5.8)
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for σ > 1. Letting w = u+ iv on the right side of (5.7), we have
y−k/2(y + 1/y)
∫ T (z,Γ)
0
∫ ∞
−∞
vk/2−2
((α+ u)2 + (β + v)2)
σ/2
dudv ≪ y−k/2(y + 1/y)
∫ T (z,Γ)
0
vk/2−2
(β + v)σ−1
dv
≪ y−k/2(y + 1/y)
∫ T (z,Γ)
1
vk/2−1−σ dv
≪ y−k/2(y + 1/y)k/2−σ+1
provided 1 < σ and k > 2. We have arrived at the bound
j(σb, z)
−kΩa(σbz, τ ; s, k)≪ y1−σ + yσ−k−1 (5.9)
with an implied constant depending only on τ, s, k and Γ. Therefore, for τ ∈ H, (5.1) is absolutely convergent
for 1 < σ. The convergence is uniform for σ in compact sets.
Case (ii). If τ ∈ R then β = 0. A similar analysis to Case (i) above shows (5.9) also holds for 1 < σ < k/2
with an implied constant depending only on τ, s, k and Γ. Therefore, for τ ∈ R, (5.1) is absolutely convergent
for 1 < σ < k/2. The convergence is uniform for σ in compact sets.
Case (iii). If σaτ is a cusp of Γ thenwemay write σaτ = δc for some δ ∈ Γ and c one of our set of inequivalent
cusps. We need the following lemma which essentially says that, for each cusp of Γ, points in a Γ-orbit of z
must lie outside some disc in H that is tangent to R at that cusp.
Lemma 5.2. For all γ ∈ Γ, z ∈ H and τ ∈ R with σaτ a cusp of Γ, we have
Im(σa
−1γσbz)
|σa−1γσbz − τ |2
≪ y + 1/y (5.10)
where the implied constant depends on Γ and τ alone.
Proof. We have δ−1γ ∈ Γ and by (5.6)
Im(σc
−1(δ−1γ)σbz)≪ (y + 1/y) (5.11)
with an implied constant depending only on Γ. Also
Im(σc
−1δ−1γσbz) = Im(σc
−1δ−1σa · σa−1γσbz)
= Im(( ∗ ∗c d )σa
−1γσbz) (5.12)
on labelling σc
−1δ−1σa as (
∗ ∗
c d ). We have(
d ∗
−c ∗
)
= (σc
−1δ−1σa)
−1 = σa
−1δσc
so that
τ = σa
−1δc = σa
−1δσc∞ = −d/c. (5.13)
Since τ ∈ R, (5.13) implies c 6= 0. Hence
Im(( ∗ ∗c d )σa
−1γσbz) =
Im(σa
−1γσbz)
|c · σa−1γσbz + d|2
=
Im(σa
−1γσbz)
|c|2 |σa−1γσbz − τ |2
. (5.14)
It follows from (5.11), (5.12) and (5.14) that
Im(σa
−1γσbz)
|c|2 |σa−1γσbz − τ |2
≪ y + 1/y
and, since c depends only on Γ and the choice of cusps and τ , the proof of the lemma is complete.
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Now z′ ∈ B(z, ε) if and only if σa−1γσbz′ ∈ B(σa−1γσbz, ε). Also, for z = x+ iy, z′ = x′+ iy′ we see that
z′ ∈ B(z, ε) implies y′ + 1/y′ < e(y + 1/y) for ε < 1. Thus, if we replace z in (5.10) by z′ ∈ B(z, ε) we find
Im(σa
−1γσbz
′)
|σa−1γσbz′ − τ |2
≪ y + 1/y.
Hence w ∈ B(σa−1γσbz, ε) implies
1
|w − τ |2 ≪
y + 1/y
Im(w)
(5.15)
for an implied constant depending only on Γ and τ . Let B′ be the elements w of B that also satisfy (5.15).
For 1 < σ choose r satisfying 1 < r < σ. From (5.7) we obtain
j(σb, z)
−kΩa(σbz, τ ; s, k) ≪ y−k/2(y + 1/y)
∫∫
B′
Im(w)k/2
|w − τ |σ dµw
= y−k/2(y + 1/y)
∫∫
B′
Im(w)k/2
|w − τ |r |w − τ |σ−r dµw
≪ y−k/2(y + 1/y)
∫ T (z,Γ)
0
∫ ∞
−∞
vk/2−2−(σ−r)/2(y + 1/y)(σ−r)/2
((α + u)2 + v2)
r/2
dudv
≪ y−k/2(y + 1/y)(σ−r)/2+1
∫ T (z,Γ)
0
v(k−σ−r)/2−1 dv.
Thus, for σ < k − r we conclude that
j(σb, z)
−kΩa(σbz, τ ; s, k)≪ y1−r + yr−k−1. (5.16)
Therefore, for σaτ a cusp, (5.1) is absolutely convergence for 1 < σ < k − 1. The convergence is uniform for
σ in compact sets.
Proposition 5.3. The series Ωa(z, τ ; s, k), as a function of z, is in Sk(Γ) when s is in the domain of absolute conver-
gence corresponding to τ described in Proposition 5.1 (and σ < k + 1 in case (i)).
Proof. It is clear that Ωa(z, τ ; s, k) is a holomorphic function of z, since the convergence in Proposition 5.1 is
uniform. That it is weight k in z is easily verified. It only remains to check that it decays as z approaches
each cusp b. To this end we consider
j(σb, z)
−kΩa(σbz, τ ; s, k). (5.17)
Verifying that (5.17) is invariant as z → z + 1, it must have the Fourier expansion
j(σb, z)
−kΩa(σbz, τ ; s, k) =
∑
m∈Z
aab(m)e
2πimz .
With (5.9) and (5.16) we find
aab(m) =
∫ 1+iY
iY
j(σb, z)
−kΩa(σbz, τ ; s, k)e
−2πimz dz ≪ Y −Ae2πmY
for some A > 0. Thus, letting Y → ∞, we see that aab(m) = 0 for m 6 0. This completes the proof that
Ωa(z, τ ; s, k) is a cusp form.
5.3 Analytic Continuation
5.3.1 Continuation to a left half-plane
We review next some results that we will require on the symmetrized Hurwitz zeta function
ζZ(z, s) :=
∑
n∈Z
1
(z + n)s
. (5.18)
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We shall only be concerned with z ∈ H. Clearly (5.18) is absolutely convergent for Re(s) > 1. Using
Lipschitz summation we have, as in [12, Thm. 1],
ζZ(z, s) =
(2pi)s
esiπ/2Γ(s)
∞∑
n=1
ns−1e2πinz. (5.19)
It is clear that (5.19) is now an analytic function of s for all s ∈ C, extending the definition of ζZ(z, s).
Moreover, with elementary estimates on (5.19) we obtain
ζZ(z, s)≪
{
e−2πy (1 + y−σ) if σ 6= 0
e−2πy (1 + | log y|) if σ = 0, (5.20)
for all s ∈ C, z ∈ H and an implied constant depending only on s.
Rearranging the absolutely convergent (5.1), we have
Ωa(z, τ ; s, k) =
∑
γ∈Γa\Γ
∑
n∈Z
1
(σa−1γz + n− τ )sj(σa−1γ, z)k
=
∑
γ∈Γa\Γ
ζZ(σa
−1γz − τ, s)
j(σa−1γ, z)k
(5.21)
for all swith 1 < σ < k/2. But from (5.20) we have
∑
γ∈Γa\Γ
ζZ(σa
−1γz − τ, s)
j(σa−1γ, z)k
≪ y−k/2
∑
γ∈Γa\Γ
(
Im(σa
−1γz)k/2−σ + Im(σa
−1γz)k/2
)
= y−k/2 (Ea(z, k/2− σ) + Ea(z, k/2))
provided k/2 − σ > 1 and k/2 > 1. The Eisenstein series Ea(z, s) are absolutely convergent for σ > 1, as
in [9]. Thus we see that the right hand side of (5.21) converges to an analytic function of s for σ < k/2 − 1.
If k > 6 then σ < k/2 − 1 overlaps with 1 < σ and we have shown that Ωa(z, τ ; s, k) has an analytic
continuation to a left half plane.
5.3.2 Continuation to all of C
Now let f(z) ∈ Sk(Γ) have Fourier expansion at the cusp a
j(σa, z)
−kf(σaz) =
∞∑
m=1
aa(m)e
2πimz
and for µ ∈ H ∪ R define
La(f, s;µ) :=
∞∑
m=1
aa(m)e
2πimµ
ms
.
From the bound aa(m) ≪ m(k−1)/2 on average, as in [8, Corollary 5.2], we see that La(f, s;µ) is absolutely
convergent for Re(s) > (k + 1)/2. Also
L∗
a
(f, s;µ) := (2pi)−sΓ(s)La(f, s;µ) =
∫ ∞
0
(f |kσa)(iy + µ)ys−1 dy (5.22)
which is analytic for s in all of C for Im(µ) > 0 or σaµ a cusp of Γ.
Proposition 5.4. For 1 < σ < k/2− 1 we have
〈Ωa(·, τ ; s, k), f〉 = 22−kpie−siπ/2 Γ(k − 1)
Γ(s)Γ(k − s)L
∗
a(f, k − s;−τ).
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Proof. After unfolding we have
〈Ωa(·, τ ; s, k), f〉 =
∫ ∞
0
∫ 1
0
yk−2ζZ(z − τ , s)j(σa, z)−kf(σaz)dxdy
=
(2pi)s
esiπ/2Γ(s)
∫ ∞
0
∫ 1
0
yk−2
(
∞∑
m=1
ms−1e2πim(z−τ)
)(
∞∑
n=1
aa(n)e
−2πinz
)
dxdy
=
(2pi)s
esiπ/2Γ(s)
∫ ∞
0
yk−2
(
∞∑
m=1
ms−1aa(m)e
−4πmye−2πimτ
)
dy
=
(2pi)s
esiπ/2Γ(s)
Γ(k − 1)
(4pi)k−1
La(f, k − s;−τ)
and (5.22) completes the proof.
Let fj with 1 6 j 6 n be an orthonormal basis for Sk(Γ). We find
Ωa(z, τ ; s, k) =
∑
j
〈Ωa(·, τ ; s, k), fj〉fj(z)
= 22−kpie−siπ/2
Γ(k − 1)
Γ(s)Γ(k − s)
∑
j
L∗a(fj , k − s;−τ)fj(z). (5.23)
Thus (5.23) gives the continuation of Ωa(z, τ ; s, k) to all s ∈ C, except in the case when τ ∈ R and σaτ is not
a cusp. We have proved
Theorem 5.5. Let k > 6. The series Ωa(z, τ ; s, k), originally defined by (5.1) for at least 1 < Re(s) < k/2, has a
meromorphic continuation to all s ∈ C for τ ∈ H or τ ∈ R and σaτ a cusp of Γ. In the case that τ ∈ R and σaτ is not
a cusp we only have the continuation for Re(s) < k/2. In all cases Ωa(z, τ ; s, k) is a cusp form in z.
Remark. If we set s = k in (5.1) and restrict to τ ∈ H we obtain a series first considered by Petersson [20].
We have Ω∞(z, τ ; k, k) in Sk(Γ) both as a function of z and of τ . By Proposition 5.4
〈Ω∞(·, τ ; k, k), f〉 = (−1)k/222−kpi/(k − 1)f(τ).
so that Ω∞(z, τ ; k, k) is a reproducing kernel. Hence
Ω∞(z, τ ; k, k) = (−1)k/222−kpi/(k − 1)
∑
j
fj(z)fj(τ)
for any orthonormal basis fj . The series Ω∞(z, τ ; k, k) my also be recognized as the 0th elliptic Poincare´
series, see [20], [2, p 260] or [7, Section 4].
5.4 Cohen’s kernel at general arguments
We examine in more detail some special cases of Theorem 5.5, including the connection with Dk(z, s). Let
Γ = Γ0(N), the Hecke congruence group of level N for the remainder of this section. It has cusps at∞ and
0. These are Γ-equivalent when N = 1 and inequivalent otherwise. In either case set
Ck(z, s) := Ω∞(z, 0; s, k).
With Theorem 5.5 we see that it is a cusp form for all s ∈ C. For any cusp form f we have
〈Ck(·, s), f〉 = 22−kpie−siπ/2 Γ(k − 1)
Γ(s)Γ(k − s)L
∗(f, k − s). (5.24)
Comparing (5.24) with (1.7) and using (4.6) yields
Ck(z, s) = 22−k(−1)k/2pie−siπ/2 Γ(k − 1)
Γ(s)Γ(k − s)Dk(z, s) (5.25)
for Γ = Γ0(1).
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5.5 A functional equation
Let ω =
(
0 −1
N 0
)
. We have Γ0(N) = ω
−1Γ0(N)ω. As in [8, p112] define the operator W : Sk(Γ0(N)) →
Sk(Γ0(N)) by Wf = f |kω. We have W 2f = f and 〈Wf,Wg〉 = 〈f, g〉 for all f , g in Sk(Γ). ThereforeW is
self-adjoint and we may choose our orthonormal basis to be eigenfunctions ofW :
Wfj = ηjfj
for all j with ηj = ±1 necessarily.
Theorem 5.6. For all s ∈ C
Ck(z, k − s) = esiπNk/2−sCk(z, s)|kω. (5.26)
Proof. Starting with the original definition (1.13) of Ck(z, s), which we know is absolutely convergent for
1 < Re(s) < k − 1,
Ck(z, s) =
∑
γ∈Γ
1
(ω−1γωz)sj(ω−1γω, z)k
=
∑
γ∈Γ
1(
−1
Nγωz
)s
j(ω−1, γωz)kj(γ, ωz)kj(ω, z)k
=
Nse−siπ
j(ω, z)k
∑
γ∈Γ
1
(γωz)k−sj(γ, ωz)k
= Ns−k/2e−siπCk(z, k − s)|kω
where we used
(−1/z)s = es log(−1/z) = es(iπ−log z) = esiπ · e−s log z = esiπz−s
for z ∈ H. The proof follows by analytic continuation.
The functional equations for the L-functions L(fj , s)may be recovered easily from Theorem 5.6. Simply
apply (5.26) to (5.23) and equate coefficients of fj to get
(√
N
2pi
)s
Γ(s)L(fj , s) = ηj i
k
(√
N
2pi
)k−s
Γ(k − s)L(fj , k − s). (5.27)
See [8, Thm. 7.2], for example, for the standard proof of (5.27).
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