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Résumé
Les travaux réalisés au cours de cette thèse s’inscrivent dans les problématiques de locali-
sation d’un véhicule par vision. Nous nous plaçons en particulier dans le cas de parcours sur
de longues distances, c’est à dire plusieurs kilomètres. Les méthodes actuelles de localisation
et cartographie simultanées souffrent de problèmes de dérives qui les rendent difficilement ex-
ploitables après plusieurs centaines de mètres. Nous proposons dans ce mémoire de pallier ces
limites en exploitant une connaissance a priori sur la géométrie de l’environnement parcouru.
Cette information est extraite d’un Système d’Information Géographique. En particulier, les
travaux réalisés se basent sur les modèles 3D des bâtiments des villes et sur une carte de la
route.
Dans la première partie de ce mémoire, nous proposons une approche permettant de corri-
ger hors ligne une reconstruction SLAM en exploitant la connaissance d’un modèle 3D simple
de l’environnement. Cette correction s’applique en deux étapes. En premier lieu, un recalage
non-rigide entre le nuage de points reconstruit et le modèle 3D est effectué de sorte à retrouver
la cohérence globale de la reconstruction. Dans le but de raffiner le nuage de points obtenu, un
ajustement de faisceaux contraint par le SIG est alors effectué sur l’ensemble de la reconstruc-
tion. La particularité de cet ajustement de faisceaux est qu’il prend implicitement en compte les
contraintes géométriques apportées par le modèle 3D. La reconstruction ainsi corrigée est alors
utilisée en tant que base de données pour la relocalisation en ligne d’une caméra mobile. La
précision de relocalisation obtenue est en particulier suffisante pour les applications de réalité
augmentée.
Dans la deuxième partie de ce mémoire, nous détaillons une solution permettant de corriger
en ligne la reconstruction SLAM. Pour cela, les contraintes géométriques apportées par le SIG
sont exploitées au fur et à mesure de la trajectoire du véhicule. Nous montrons tout d’abord que
la connaissance de la position relative de la caméra par rapport à la route permet de corriger
de façon robuste la dérive de facteur d’échelle. De plus, lorsque les contraintes géométriques
sont suffisantes, la reconstruction SLAM réalisée jusqu’à l’instant courant est recalée sur le SIG.
Cela permet de corriger ponctuellement la dérive observée sur la position courante de la caméra.
Le processus complet permet dès lors de localiser le véhicule avec une précision semblable à
celle d’un système GPS sur des trajectoires de plusieurs kilomètres.
Les deux méthodes proposées ont été testées à la fois sur des séquences de synthèse et
réelles. Des résultats qualitatifs et quantitatifs sont présentés tout au long de ce mémoire.





This thesis deals with the vision based geolocalisation of a vehicle. In particular, the pro-
blem of localisation on large sequences, i.e. several kilometers, is studied. In this context, state
of the art Simultaneous Localisation and Mapping systems suffer from drift. In consequence,
existing SLAM methods can not provide accurate localisation of the camera after several hun-
dred meters. Thus, we propose in this thesis to avoid the drift phenomenon by exploiting a
simple knowledge about the geometry of the environment. This information is provided by a
Geographical Information System. In particular, our work is based on coarse 3D city models
and road maps.
In the first part, we propose an offline two steps correction of SLAM reconstructions based
on a 3D city model of the area. First, the reconstructed 3D point cloud and this 3D city model
are aligned through a non-rigid transformation. This step allows the SLAM reconstruction to
regain its global consistency. Then, a bundle adjustment constrained with the GIS is applied on
the entire reconstruction to refine its geometry. The innovation of this bundle adjustment is that
it takes into account the geometrical constraints provided by the 3D city model in a single term.
The obtained 3D point cloud can then be considered as a feature landmark database. Finally,
this database is used to localise a moving camera in real-time. In pratice, the precision of the
obtained localisation is sufficient for augmented reality applications.
In the second part of this manuscript, we present a solution which makes possible the online
correction of a SLAM reconstruction. The GIS geometrical constraints are exploited over the
vehicle trajectory. First, we show that the scale factor drift can be robustly corrected thanks to
the knowledge of the ground plane equation. Furthermore, the current SLAM reconstruction
is fitted onto the GIS when the geometrical constraints are sufficient. It punctually ensures the
correction of the current camera position. The entire process allows the geolocalisation of a
vehicle on several kilometers. The obtained precision is close to GPS.
The two proposed solutions have been validated of both synthetic and real sequences. Quan-
titative and qualitative experiments are presented over this manuscript.







n Espace E de dimension n
M Matrice
v Vecteur
[t]× Matrice antisymétrique créée à partir du vecteur t
M+ Pseudo-inverse de la matrice M
F Fonction mathématique
Géométrie euclidienne et projective
∼ Egalité à un facteur non-nul près
q Point 2D
q˜ Coordonnées homogènes du point 2D
Q Point 3D
Q˜ Coordonnées homogènes du point 3D
d Droite de l’espace
Π Plan de l’espace
R Matrice de rotation
t Vecteur de translation
S Transformation géométrique 3D
S Matrice de transformation associée à S
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x NOTATIONS ET ACRONYMES
Caméras et reconstruction 3D
C Caméra
I Image capturée par la caméra
P˜ Matrice de projection




Cj je caméra reconstruite
Qi ie point 3D reconstruit
qij Observation du i
e point 3D par la je caméra
B Fragment de reconstruction 3D
Acronymes
ICP Iterative Closest Point
MAD Median Absolute Deviation (Valeur absolue des écarts à la médiane)
SfM Structure from Motion (Stéréo-mouvement)
SIG Système d’Information Géographique
SLAM Simultaneous Localization and Mapping (Localisation et cartographie
simultanées)
ST-CBA Single-Term Constrained Bundle Adjustment (Ajustement de faisceaux
contraint à un seul terme)
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Introduction
Aujourd’hui ancré dans le quotidien d’une grande partie des populations, le GPS (pour Glo-
bal Positioning System) est à l’origine un projet de recherche de l’armée américaine lancé dans
les années 1960. En 1995, la flotte de satellites constituée est suffisante pour permettre aux mili-
taires de localiser, avec une précision de l’ordre du décamètre, un récepteur GPS sur l’ensemble
de la planète. A cette époque, certains signaux sont volontairement cryptés afin de limiter la
précision exploitable par les applications civiles. Cette précision n’est alors que de l’ordre de
la centaine de mètres. Le tournant du système GPS a lieu en l’an 2000, lorsque le gouverne-
ment américain décide d’arrêter le cryptage de ces signaux. Dès lors, toutes les applications
civiles peuvent bénéficier de la même précision que les militaires. C’est grâce à cette annonce
que les systèmes de navigation GPS vont connaître l’explosion qu’on leur connaît aujourd’hui.
En particulier, cette évolution rapide et l’importance stratégique de posséder un tel système de
positionnement vont amener différents programmes visant à proposer des constellations de sa-
tellites alternatives au système américain. On peut penser en particulier au programme russe
GLONASS ainsi qu’au programme européen GALILEO.
A l’heure actuelle, les systèmes de navigation sont principalement utilisés dans les domaines
de la randonnée, de la navigation aérienne, maritime et terrestre. C’est ce dernier domaine qui
sera l’objet de l’étude de ce mémoire. Les produits disponibles aujourd’hui sont suffisamment
aboutis pour permettre de localiser un véhicule en temps-réel sur l’ensemble du territoire. Ba-
sés principalement sur le signal GPS, ces dispositifs exploitent une carte de l’environnement
afin d’améliorer la précision de la localisation fournie. Néanmoins, quelques limites critiques
existent encore aujourd’hui sur ces systèmes. En particulier, un des inconvénients principaux
est la faible précision obtenue dans les milieux urbains, en particulier dans les centres-villes
denses. On y parle souvent de la configuration de canyon urbain. Plusieurs phénomènes ex-
pliquent cette mauvaise précision. Tout d’abord, le nombre de satellites observables est souvent
limité du fait de l’occultation des signaux par les bâtiments. Dès lors, il est possible que trop
peu de satellites soient observables pour permettre la localisation. Même s’ils sont suffisam-
ment nombreux, les satellites visibles peuvent alors présenter des conditions dégénérées (e.g.
alignés le long de l’axe de la rue). A cela s’ajoute le problème du multi-trajet : avant de parvenir
au récepteur, les signaux sont réfléchis par les différentes façades des bâtiments. La mesure du
temps de parcours des signaux du satellite au récepteur est alors faussée. Tous ces différents
phénomènes entraînent une dégradation notable de la précision de la localisation.
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2 INTRODUCTION
Localisation et vision par ordinateur
Dans le but de pallier ces difficultés, différentes communautés scientifiques (en particulier
dans les domaines de la robotique et de la vision par ordinateur) ont travaillé de sorte à proposer
un système de géolocalisation reposant sur l’utilisation d’une ou plusieurs caméras. L’intérêt de
l’utilisation de la vision est multiple. Tout d’abord, la précision qu’il est envisageable d’obtenir
à terme est nettement meilleure que celle du système GPS classique, en particulier dans les
centres-villes. De plus, à l’estimation de la position courante du capteur s’ajoute son orientation,
information qui n’est pas disponible lors de l’utilisation exclusive des signaux GPS. Enfin,
et c’est un point important, l’utilisation d’un tel capteur permet une meilleure restitution des
informations à l’utilisateur. En effet, les indications de navigation peuvent ainsi être directement
ajoutées sur l’image courante de la route : on parle alors de réalité augmentée. La précision des
indications est ainsi accrue et l’utilisateur ne perd plus de vue ce qu’il se passe sur la route.
(a) (b)
(c)
FIGURE 1 – Exemples de systèmes d’aide à la navigation exploitant la vision. La vidéo et
les images sont récemment apparues dans les système d’aide à la navigation, par exemple (a) le
Travel Pilot 700, (b) Google Navigation et (c) Wikitude Drive.
Preuve de l’intérêt de ces études, le monde industriel a récemment commercialisé les pre-
miers produits tirant partie de cette nouvelle information apportée par les images. En premier
lieu, la société Blaupunkt (figure 1(a)) a intégré une caméra à son boîtier Travel Pilot 1. Celle-ci
est utilisée en particulier afin de superposer les indications de changements de direction sur le
flux vidéo. Néanmoins, cette information n’est pas recalée précisément sur les images. Le but ici
est uniquement de permettre à l’utilisateur de voir la route même lorsqu’il consulte son système
1. www.blaupunkt.de/produkte/navigation/mobile-navigation/produkt/
3de navigation. Plus récemment, les équipes Google ont proposé le logiciel Google Navigation 2
(figure 1(b)). L’idée de ce produit est de proposer un système où les informations de navigation
sont superposées sur les images issues de Google Street View. Cela permet de rendre les direc-
tives fournies par le système de navigation plus facile à interpréter par l’utilisateur, en particulier
dans les carrefours complexes. Cependant, les images utilisées sont ici des images statiques. On
perd donc l’intérêt de l’utilisation d’un flux vidéo en temps-réel. En février 2010, la société
Mobilizy a été primée au concours annuel de Navteq pour son logiciel pour smartphone intitulé
Wikitude Drive 3. Pour la première fois, un produit commercial propose un système d’aide à la
navigation automobile utilisant de la réalité augmentée en temps-réel. Après un test grandeur
nature sur 2000 utilisateurs, le produit devrait être commercialisé aux environs du mois de juin
2010. Les informations sur le fonctionnement technique ainsi que sur les possibilités de ce pro-
duit ne sont pas encore disponibles. Il est donc aujourd’hui difficile de juger l’efficacité (en
terme de robustesse et de précision) de cette solution.
Les travaux présentés dans ce mémoire ont pour vocation de contribuer à la problématique
liée aux systèmes de navigation par vision. En particulier, nos travaux visent à étudier la façon
dont peut être exploité un Système d’Information Géographique dans ce contexte (en particulier
un modèle 3D simple des bâtiments de la zone parcourue).
Contexte de la thèse
Cette thèse a été effectuée entre octobre 2007 et septembre 2010 au Laboratoire Vision et
Ingénierie des Contenus (LVIC) du CEA LIST, à Saclay. L’ensemble des travaux ont été réalisés
en cotutelle avec l’équipe Comsee du LASMEA, à Clermont-Ferrand.
Contributions
Nos contributions s’articulent autour de deux parties distinctes qui correspondent à deux
approches différentes proposées pour résoudre le problème de la localisation par vision. La
première approche proposée consiste à construire hors ligne une base d’amers visuels géoré-
férencée à partir de laquelle il sera possible de géolocaliser une caméra mobile en temps réel.
Pour cela, nous proposons un processus permettant la correction hors ligne d’une reconstruction
SLAM en exploitant un modèle 3D de l’environnement parcouru. Les contributions majeures
de cette partie sont :
⊲ Correction grossière par recalage (chapitre 3). Un modèle de déformation par mor-
ceaux approximant la dérive du processus SLAM est tout d’abord proposé. Ce modèle
est alors exploité pour retrouver la cohérence globale de la reconstruction SLAM. Pour
cela, un recalage non-rigide est effectué entre le nuage de points reconstruit et le modèle
3D de la ville.
⊲ Raffinement de la reconstruction (chapitre 4). Dans le but de raffiner la reconstruction
SLAM obtenue après l’étape de recalage, un ajustement de faisceaux spécifique est ef-




faisceaux est de prendre en compte implicitement les contraintes géométriques apportées
par le modèle 3D de la ville.
⊲ Application à la réalité augmentée (chapitre 6). Dans le cadre des activités du labo-
ratoire, une méthode de relocalisation exploitant la base d’amers créée a été proposée.
Celle-ci permet de corriger ponctuellement la méthode SLAM grâce à l’information ap-
portée par les points 3D géoréférencés de la base de données. Un concept d’application
d’aide à la navigation par réalité augmentée est également présenté.
La deuxième méthode proposée explore la possibilité d’effectuer la correction du proces-
sus SLAM en ligne (i.e. au fur et à mesure de la reconstruction) sans nécessiter de construire
au préalable une base de données de l’environnement parcouru. Pour cela, deux contributions
principales sont présentées :
⊲ Correction du facteur d’échelle (chapitre 7). La connaissance de la position relative
entre la caméra et le sol permet de corriger la dérive en facteur d’échelle du processus
SLAM. En particulier, nous proposons une approche qui exploite le mouvement estimé
par une méthode SLAM de façon à simplifier et à rendre plus robuste l’estimation du
facteur d’échelle.
⊲ Correction de l’erreur accumulée (chapitre 8). Une méthode permettant de corriger
ponctuellement l’erreur de positionnement courante de la caméra est détaillée. Pour cela,
nous proposons de recaler, lorsque les contraintes géométriques sont suffisantes, la re-
construction SLAM réalisée jusqu’à l’instant courant avec les informations extraites du
Système d’Information Géographique (modèle 3D de la ville ou carte de la route).
En plus du domaine de la localisation d’un véhicule visé dans ces travaux, certaines contribu-
tions peuvent être exploitées dans des contextes différents. Ainsi, le modèle de transformation
proposé au chapitre 3 et la méthode de localisation du chapitre 6 ont été utilisés pour localiser
un piéton au sein d’un bâtiment dans le cadre du projet EasyInteraction. De plus, l’ensemble de
la méthode de correction hors ligne d’une reconstruction SLAM est actuellement à l’étude dans
le projet CLIMB dans le but de géolocaliser un ensemble de caméras autour d’un bâtiment dont
un modèle 3D grossier est connu. Ces caméras pourront être alors par exemple utilisées pour
texturer ce modèle 3D. Enfin, le nouvel ajustement de faisceaux proposé pourra être utilisé sur
des modèles CAO autres que ceux issus d’un SIG, en particulier dans le cadre de localisation et
de suivi d’objets.
Les travaux réalisés au cours de cette thèse ont donné lieu à plusieurs publications (Lothe
et al. (2009a,b,c,d, 2010a,c,b); Gay-Bellile et al. (2010)).
Organisation du mémoire
En premier lieu, le chapitre 1 fait un tour d’horizon des méthodes de SLAM classiques puis
présente les travaux qui existent aujourd’hui sur l’exploitation d’un SIG pour la localisation
d’une caméra. Le chapitre 2 présente quant à lui l’ensemble des notations et des outils de bases
nécessaires à la bonne compréhension du mémoire.
La structure de la suite du mémoire est guidée par les deux solutions proposées pour la
localisation d’un véhicule en temps-réel. Dans la partie I sont présentées l’étape de correction
5grossière (chapitre 3) et l’étape de raffinement (chapitre 4) permettant de corriger hors ligne
une reconstruction SLAM à l’aide d’un modèle 3D de ville. Les résultats obtenus sur cette mé-
thode sont illustrés dans le chapitre 5 puis exploités dans une application de réalité augmentée
(chapitre 6). La deuxième partie détaille les deux processus permettant la correction en ligne
de la dérive du SLAM. Le chapitre 7 contient les informations relatives à la correction du fac-
teur d’échelle. Le chapitre 8 décrit alors de quelle façon le SIG peut être exploité pour corriger
ponctuellement la position courante de la caméra.
Nous dressons enfin un bilan des travaux réalisés et présentons différentes perspectives en-




Ce premier chapitre a pour but, dans un premier temps, de faire le tour d’horizon des ap-
proches existantes pour la localisation d’une unique caméra sans connaissance a priori sur
l’environnement parcouru. Dans un second temps, des méthodes exploitant une connaissance
partielle sur cet environnement (issue d’un Système d’Information Géographique) seront pré-
sentées.
1.1 Localisation monoculaire en environnement inconnu
Dans cette section, nous présenterons tout d’abord l’approche générale classique permettant
de résoudre le problème de la localisation d’une caméra mobile (embarquée sur un véhicule
dans le cas qui nous intéresse). Ensuite, nous détaillerons les principales méthodes qui existent
aujourd’hui. Enfin, les limites liées à ces méthodes seront mises en avant.
1.1.1 Idée générale
Le principe de la localisation par vision monoculaire d’un véhicule est identique pour la
grande majorité des méthodes. La première position de la caméra est inconnue et est donc fixée
arbitrairement. Par la suite, le déplacement en 3 dimensions de la caméra dans l’environnement
qui l’entoure va se traduire visuellement dans l’image par un déplacement en 2 dimensions
des éléments d’intérêt de l’image. Ces éléments d’intérêt sont généralement des zones ou plus
couramment des points de l’image qu’il est possible de suivre au fil du flux vidéo, c’est à dire
entre les différentes images.
A partir de l’observation du déplacement de ces éléments d’intérêt, il est possible d’inférer
le mouvement de la caméra. Ceci peut être réalisé directement à partir de l’information 2D :
on parlera alors généralement d’odométrie visuelle. Une autre approche qui s’est fortement
développée ces dernières années consiste à passer par l’intermédiaire de la création d’une carte
3D de l’environnement. Nous parlerons dans la suite de SLAM (Simultaneous Localization and
Mapping) ou de SfM (Structure from Motion) incrémental.
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1.1.2 Familles de méthodes existantes
Les premiers travaux sur la localisation en environnement inconnu sont apparus dans le cou-
rant des années 1980 et sont souvent associés aux publications de Smith and Cheesman (1987)
et de Moutarlier and Chatila (1989). Depuis, trois familles principales coexistent : l’odométrie
visuelle, la localisation et cartographie simultanées (SLAM) et les méthodes de reconstructions
3D (Structure from Motion). Notons qu’il est souvent difficile de classer les méthodes de l’état
de l’art dans ces différentes catégories. En effet, initialement, ces familles se distinguaient prin-
cipalement par le but qu’elles visaient. L’odométrie visuelle était principalement axée sur la
reconstruction de la trajectoire de la caméra, le Structure from Motion sur la géométrie 3D de
l’environnement et le SLAM sur ces deux informations à la fois. Néanmoins, nous allons voir
que ces différentes méthodes tendent aujourd’hui à se rapprocher.
1.1.2.1 Odométrie visuelle
Comme nous l’avons précisé précédemment, l’idée de l’odométrie visuelle est de relier di-
rectement le déplacement 2D des éléments d’intérêt dans les images au déplacement en 3D de
la caméra. En particulier, ceci implique qu’aucune reconstruction 3D de l’environnement n’est
nécessaire à la localisation de la caméra au fil du temps. Pour résoudre ce problème, il est par
exemple possible de s’appuyer sur la géométrie épipolaire liant les images successives (comme
le font Tardif et al. (2008) pour obtenir la rotation du mouvement) ou d’aligner au mieux ces
images (Comport et al. (2007)). Néanmoins, l’estimation du déplacement à partir de la transfor-
mation 2D observée dans les images est un processus généralement coûteux et peu robuste. De
ce fait, il est souvent nécessaire de simplifier la transformation 2D recherchée entre les images.
Pour cela, une idée classique utilisée en odométrie visuelle est d’exploiter une hypothèse simple
sur l’environnement. En particulier, dans le cadre du déplacement d’un véhicule terrestre, il est
courant d’utiliser le mouvement particulier du sol qui est alors supposé plan (Scaramuzza and
Siegwart (2008); Wang et al. (2005); Ke and Kanade (2003); Liang and Pears (2002)) ou de
plusieurs plans de la scène (Simond and Rives (2004); Silveira et al. (2008)). Cette idée utilise
alors le fait que les observations d’un même plan entre plusieurs images décrivent une homo-
graphie. Une fois cette homographie calculée, il est alors possible d’en extraire en particulier le
déplacement de la caméra (Triggs (1998)). Ainsi, la trajectoire du véhicule peut être reconstruite
sur l’ensemble de la séquence vidéo.
1.1.2.2 Localisation et cartographie simultanées par vision
Le processus de localisation et cartographie simultanées (SLAM) est un problème relati-
vement ancien dans le domaine de la robotique. L’idée sous-jacente à cette approche est que
l’observation d’un même point d’intérêt à des instants différents permet de connaître sa posi-
tion 3D. Il est ainsi possible de reconstruire une carte de l’environnement au fil du temps sous
la forme d’un nuage de points 3D. Une fois cette carte créée à l’instant t, il est alors possible de
localiser la caméra à l’instant t + 1 à partir de celle-ci. Dès lors que la caméra est localisée, la
carte peut être mise à jour grâce aux observations réalisées à l’instant t+1 : de nouveaux amers
sont créés et la position des amers déjà existants est raffinée. Pour répondre à ce problème, la
communauté robotique s’appuie sur des outils statistiques tels que le filtre à particules (Eade
and Drummond (2006)) ou le filtre de Kalman (Davison et al. (2007); Lemaire et al. (2007)).
Ce dernier, dans sa version étendue (Kalman (1960)), reste néanmoins actuellement le plus ré-
pandu. Dans les systèmes de SLAM par vision basés sur le filtre de Kalman, le vecteur d’état
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est composé à la fois de la pose courante de la caméra et de la position de l’ensemble des amers
qui constituent la carte. Lorsqu’une nouvelle image est disponible, elle contient des amers qui
sont déjà dans la carte de l’environnement. Ce sont ces observations qui vont permettre de lo-
caliser la caméra. La carte est alors enrichie. La position des amers existants est raffinée et de
nouveaux amers sont ajoutés, ce qui permet de cartographier des zones de l’environnement qui
n’ont pas encore été explorées. De plus, à tout instant, une matrice de covariance est associée
au vecteur d’état. Celle-ci permet de quantifier l’incertitude sur chacune des données de l’état
courant. Notons de plus que, du fait qu’elle exploite constamment l’ensemble de la carte, l’ap-
proche SLAM permet de prendre en compte intrinsèquement la fermeture de boucle. Celle-ci
consiste à corriger la carte de l’environnement (et donc de la position courante de la caméra) à
partir d’amers rencontrées précédemment puis observés à nouveau.
Néanmoins, la limite la plus importante de l’approche SLAM basée sur le filtre de Kalman
est le temps de traitement nécessaire à son fonctionnement. En effet, l’étape de mise à jour
(c’est à dire l’étape permettant de calculer la pose courante de la caméra et de raffiner la carte) a
une complexité en N2, où N est la taille du vecteur d’état. Dès lors, dès que la taille de la carte
reconstruite est importante (i.e. plus d’une centaine de points), un traitement en temps-réel n’est
plus envisageable avec la méthode en l’état. Notons cependant que des travaux récents cherchent
à pallier ce problème. Par exemple, Civera et al. (2009) suppriment de la carte les points qui
ne sont plus observés au fur et à mesure de la trajectoire. De leur côté, Leonard and Newman
(2003) proposent de gérer plusieurs sous-cartes. Notons néanmoins que dans ces différents cas,
la gestion de la fermeture de boucles n’est alors plus automatique. Des solutions spécifiques
doivent alors être proposées (Clemente et al. (2007)).
1.1.2.3 Structure from Motion
En parallèle, la communauté de vision par ordinateur s’est également intéressée au pro-
blème de la localisation d’une caméra mobile (et donc par extension d’un robot). Au contraire
de la communauté robotique, les outils utilisés sont des outils d’optimisation. En particulier,
le filtre de Kalman est remplacé par l’ajustement de faisceaux (Triggs et al. (2000)). Dans un
premier temps, le défi de cette communauté a été de réaliser une reconstruction 3D (généra-
lement sous la forme d’un nuage de points 3D et d’un ensemble de caméras localisées par
rapport à ce nuage) à partir d’une collection d’images. On parle alors de Structure from Motion
(parfois traduit Stéréo-mouvement en français). Des travaux récents montrent qu’il est désor-
mais possible d’obtenir des reconstructions de qualité pour des environnements de très grande
ampleur (à l’échelle d’une ville) à partir de photos librement disponibles sur internet (Agar-
wal et al. (2009)). La qualité des reconstructions obtenues est en particulier liée au fait que,
contrairement à l’approche SLAM, toutes les images sont connues dès le début du processus.
Néanmoins, l’inconvénient de l’approche SfM est que la localisation des caméras est réalisée
hors ligne.
De façon à pallier ce problème, une nouvelle approche de Structure from Motion incrémen-
tal est apparue (Nister et al. (2004); Mouragnon et al. (2006); Engels et al. (2006)). Celle-ci
consiste à utiliser en ligne et de façon incrémentale les outils classiques de vision par ordina-
teur (triangulation, calcul de pose, ajustement de faisceaux, etc.). La reconstruction 3D ainsi
que la localisation du capteur se fait dans ce cas au fur et à mesure de l’arrivée de nouvelles
images. A l’heure actuelle, ces méthodes permettent d’obtenir en temps-réel une localisation de
caméra sur de longues distances (plusieurs kilomètres). En particulier, certaines études (Civera
et al. (2009); Klein and Murray (2007)) ont mis en avant que la précision obtenue grâce à l’ap-
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proche de Structure from Motion incrémental avec ajustement de faisceaux est meilleure que
pour les méthodes de SLAM. Notons de plus que des travaux récents permettent de combler
certaines différences qui existaient avec le SLAM, à savoir la propagation des covariances à
travers l’ajustement de faisceaux (Eudes and Lhuillier (2009)), l’exploitation de points recons-
truits déjà rencontrés auparavant (Klein and Murray (2007)) en particulier pour la fermeture de
boucles (Strasdat et al. (2010)).
Comme nous venons de le constater, sous le nom de SLAM et de Structure from Motion
incrémental se retrouvent des méthodes ayant le même but : localiser en temps réel une caméra
dans un milieu inconnu en passant par l’intermédiaire de la création en ligne d’une carte de
l’environnement. De plus, même si les méthodes d’odométrie visuelle n’exploitent pas de carte
de l’environnement pour se localiser, il est tout à fait possible d’en construire une au fur et à
mesure que la trajectoire est reconstruite (e.g. Scaramuzza et al. (2009b)). En ce sens, les trois
méthodes présentées permettent bien de réaliser simultanément la localisation d’une caméra et
la cartographie de l’environnement parcouru. Voilà pourquoi nous ne distinguerons générale-
ment plus ces notions dans la suite de ce mémoire. Nous parlerons le plus souvent de SLAM
(ou localisation et cartographie simultanées) puisque selon nous, c’est ce terme qui traduit le
mieux l’idée générale sur laquelle s’appuient ces méthodes.
1.1.3 Limites des méthodes existantes
Si les méthodes de SLAM monoculaire actuelles permettent de reconstruire la trajectoire
d’une caméra sur des distances importantes, elles présentent néanmoins encore aujourd’hui des
limites qui empêchent leur utilisation dans un grand nombre d’applications.
1.1.3.1 Localisation non géoréférencée
Dans l’approche classique du SLAM, aucune information n’est disponible sur l’environne-
ment dans lequel la caméra évolue. L’endroit précis dans le monde (i.e. la géolocalisation) de
cette caméra est par conséquent inconnu. En effet, la seule information fournie par le SLAM
est le déplacement relatif de la caméra au fil du temps. L’absence de géolocalisation n’est pas
nécessairement problématique dans certaines applications (reconstruction de trajectoire, suivi
de convois, etc.). Néanmoins, cela devient une limite bloquante pour proposer une alternative
au système GPS classique par exemple.
1.1.3.2 Dérives sur les longues trajectoires
La cause principale de la dérive observée dans les processus de SLAM est l’erreur qui existe
sur les mesures effectuées dans les images. En effet, l’ensemble du système SLAM s’appuie sur
des points d’intérêt détectés dans les images successives. Cependant, l’étape de détection des
points d’intérêt n’est pas parfaite. Les coordonnées des points d’intérêt présentent en effet un
bruit, généralement supposé gaussien. Naturellement, les erreurs effectuées sur les mesures 2D
ont un impact direct sur la reconstruction 3D des points observés et sur la localisation de la
caméra. En particulier, nos expériences menées sur la méthode proposée par Mouragnon et al.
(2006) mettent en avant deux types de dérives principales : l’accumulation d’erreur et la dérive
du facteur d’échelle.
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Accumulation d’erreur. Le processus de SLAM est un processus incrémental. En effet, la
position reconstruite de la caméra à l’instant t dépend des données collectées jusqu’à l’instant
t − 1. Or, comme nous l’avons souligné ci-avant, l’estimation de l’état courant (i.e. la position
de la caméra et des amers dans la carte) à partir des données de l’instant précédent est entachée
d’erreurs. En effet, des erreurs directement liées à la méthode (erreurs dans les données obser-
vées) et à son exécution (précision de calcul limitée sur les machines) impliquent une erreur
sur le calcul du déplacement relatif entre les instants t − 1 et t. De plus, à l’erreur réalisée sur
l’estimation du déplacement entre les instants t − 1 et t s’ajoute l’erreur initialement réalisée
sur l’état à l’instant t−1. Au cours du processus de SLAM, les erreurs s’ajoutent donc à chaque
nouvelle estimation : on parle alors du phénomène d’accumulation d’erreur. Ainsi, l’erreur réa-
lisée sur la position de la caméra et sur la structure de la carte augmente au fil du temps. Sur des
séquences vidéos de taille importante, l’état courant de la scène fourni par le SLAM peut donc
être très éloigné de la réalité de la scène. Dès lors, les méthodes de SLAM peuvent difficilement
être utilisées en l’état sur plusieurs kilomètres. Dans la suite de ce mémoire, nous désignerons
ce problème comme étant la dérive liée à l’accumulation d’erreur.
Dérive du facteur d’échelle. Dans certaines configurations, l’estimation de la pose à partir
d’observations 3D peut être fortement erronée. On peut par exemple penser aux cas où les points
observés sont mal répartis dans l’image, le cas où la scène n’est pas rigide (e.g. nombreux vé-
hicules se déplaçant), etc. Si l’accumulation d’erreur est une dérive relativement lente et lisse,
l’erreur associée à ce genre de mauvaises configurations est généralement beaucoup plus impor-
tante et localisée dans le temps. En théorie, dans ces configurations, c’est l’ensemble de la pose
de la caméra (i.e. les 3 composantes en translation et les 3 composantes en rotation) qui peut
être erronée. Néanmoins, nous observons expérimentalement que l’erreur se situe quasiment
uniquement sur la norme du déplacement entre la caméra courante et la caméra précédente.
Cette norme étant incorrecte, l’ensemble des points 3D observés sont reconstruits à une mau-
vaise échelle. Par la nature incrémentale du processus SLAM, ce mauvais facteur d’échelle est
alors transmis de proche en proche à l’ensemble de la suite de la reconstruction SLAM. Dans
ce mémoire, nous parlerons de ce phénomène sous le nom de dérive en facteur d’échelle.
1.2 Environnements partiellement connus : exploitation des
Systèmes d’Information Géographique
Afin de pallier les limites des méthodes SLAM citées dans la section précédente, une idée
récente consiste à exploiter une information additionnelle sur l’environnement parcouru issue
d’un Système d’Information Géographique (SIG). En pratique, la donnée utilisée est très sou-
vent une image satellite ou un modèle 2D (empreinte au sol) ou 3D des bâtiments de la zone
explorée. L’augmentation récente du nombre de travaux basés sur cette approche peut s’expli-
quer par différentes raisons. Tout d’abord, les données des SIG (détaillées à la section 2.6.2)
sont exemptes de dérive. De plus, ces données sont de plus en plus largement utilisées, en par-
ticulier depuis l’apparition des interfaces web grand public. A cela s’ajoute le fait que certains
organismes et certaines communautés les distribuent désormais librement (ceci sera détaillé
à la section 2.6.2). Pour exploiter ce nouveau type d’information, différentes approches sont
proposées.
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1.2.1 Exploitation de l’information photo-géométrique
Dans des environnements restreints (i.e. à l’échelle d’une place) ou spécifiques (e.g. bâti-
ments architecturaux, etc.), il est parfois possible de se procurer un modèle 3D de l’environ-
nement avec une texture de haute qualité et qui est appliquée avec précision sur ce modèle.
Dès lors, il est envisageable d’exploiter l’information photométrique associée à ce modèle 3D.
L’image courante de la caméra peut en effet être recalée à chaque instant à la texture de ce
modèle. La caméra est alors localisée en temps-réel par rapport au modèle 3D. Si celui est
géolocalisé, la caméra l’est donc également.
Par exemple, Reitmayr and Drummond (2006) utilisent la texture du modèle dans le but
d’améliorer leur algorithme de suivi de contours. En effet, aux contours correspondant aux
arêtes des bâtiments s’ajoutent les contours liés aux motifs de la texture (changement de couleur,
de matière, texture avec motifs apparents, etc.). L’information disponible est par conséquent
plus importante, ce qui permet d’améliorer la robustesse et la précision du recalage. Cappelle
et al. (2010) proposent une approche différente dans un contexte véhicule. Un odomètre couplé
à un gyroscope fournit une première estimation de la pose courante de la caméra. Cette position
est alors raffinée en utilisant la texture du modèle 3D de l’environnement. Pour cela, l’idée
qu’ils proposent consiste à synthétiser des images virtuelles à proximité de la pose estimée
(figure 1.1). La pose correspondant à l’image virtuelle visuellement la plus proche de l’image
réelle courante est alors retenue comme une nouvelle observation de la pose courante.
FIGURE 1.1 – Utilisation de modèles 3D texturés. Il est possible de mettre en correspondance
l’image courante (à gauche) avec une image de synthèse générée à partir du SIG (à droite)
(extrait de Cappelle et al. (2010)).
Les approches présentées ci-avant permettent d’obtenir en temps-réel une localisation pré-
cise de la caméra mobile. Néanmoins, ces méthodes restent peu adaptées aux grands environ-
nements du fait de la difficulté et du coût liés à l’obtention de ce type de modèles texturés. Dès
lors, la communauté de vision par ordinateur a proposé d’utiliser comme modèles 3D texturés
les reconstructions obtenues à partir des méthodes de Structure from Motion. En effet, une fois
un tel nuage de points reconstruits, il est possible de relocaliser en temps-réel une caméra en
mettant en relation ses observations courantes avec les points 3D de la reconstruction (Royer
et al. (2007); Irschara et al. (2009)). Un des problèmes de cette approche est que la caméra est
alors uniquement localisée par rapport à ce nuage de points. En particulier, pour que la caméra
soit géolocalisée, il est nécessaire que le nuage de points le soit au préalable. De plus, tout
comme pour la méthode proposée par Cappelle et al. (2010), l’association entre les observa-
tions courantes de la caméra et les points du modèle est uniquement basée sur de l’information
photométrique (généralement par une mise en correspondance de descripteurs). Par conséquent,
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cette approche est peu robuste aux changements de point de vue et aux conditions d’illumination
(position du soleil, heure de la journée, etc.). Notons cependant que dans l’approche retenue par
Cappelle et al. (2010), le passage par la génération d’une image de synthèse permet d’éviter les
problèmes de robustesse liés aux changements de point de vue.
1.2.2 Exploitation exclusive de l’information géométrique
Pour pallier les limites liées à l’utilisation unique d’une information photométrique, il est
intéressant d’exploiter uniquement l’information géométrique apportée par le Système d’Infor-
mation Géographique. En effet, cette information est durable dans le temps et est indépendante
des conditions d’observation. Peu de travaux sur cette approche existaient au début de notre
étude (en 2007) et, comme nous allons le voir, l’activité dans ce domaine a fortement augmen-
tée au cours de ces trois dernières années (i.e. en parallèle de nos travaux ou par la suite). Les
travaux existants aujourd’hui peuvent être différenciés par le fait que la localisation de la caméra
soit réalisée hors ligne ou en ligne.
1.2.2.1 Localisation hors ligne
Comme indiqué dans la section 1.1.2.3, les méthodes de Structure from Motion permettent
de reconstruire à partir d’une collection d’images un nuage de points décrivant la géométrie de
la scène ainsi que la position de l’ensemble de ces images. L’information issue du Système d’In-
formation Géographique 3D peut alors être utilisée de façon à géolocaliser cette reconstruction.
Dans le cas où les prises de vue sont convergentes (i.e. points de vue différents du même ob-
jet), les dérives décrites dans la section 1.1.3 peuvent souvent être négligées. La géolocalisation
de la reconstruction revient alors à chercher la similitude (dans l’espace ou dans le plan) qui
permet d’aligner au mieux la reconstruction SfM au SIG. Par exemple, Grzeszczuk et al. (2009)
cherchent à recaler le nuage de points reconstruit sur l’empreinte des bâtiments extraite d’une
image satellite. Plus récemment, Strecha et al. (2010) ont montré que la même approche pouvait
être employée en substituant l’empreinte des bâtiments par leur modèle 3D (figure 1.2(b)). Dans
leurs travaux, en plus de la distance entre le nuage de points et les bâtiments, Kaminsky et al.
(2009) proposent de prendre en compte la notion d’espace vide (figure 1.2(a)). Pour cela, ils
partent du principe que si une caméra observe un point, c’est nécessairement qu’aucun obstacle
ne se situe entre ces deux éléments. Le fait d’ajouter cet aspect à la fonction de coût à minimi-
ser permet alors de désambiguïser certaines configurations et donc d’améliorer la robustesse du
recalage.
Dans le cas où la dérive de la reconstruction ne peut plus être négligée (trajectoire d’un
véhicule sur une distance importante par exemple), la transformation nécessaire pour aligner
la reconstruction au SIG n’est plus uniquement une similitude. Un modèle de transformation
plus complexe (à définir) doit être utilisé. Dans ce cas, le recalage entre la reconstruction et le
SIG permet à la fois de corriger et de géolocaliser la reconstruction SfM. Plusieurs types de
données ont été récemment exploitées pour réaliser cette correction. Par exemple, Levin and
Szeliski (2004) utilisent une carte de la trajectoire dessinée à la main. Cette méthode ayant pour
limite la faible précision de la carte dessinée, Saurer et al. (2010) ont proposé de la remplacer
par un ensemble de points de contrôle, ceux-ci étant fixés par l’utilisateur sur le plan de la zone
parcourue. Dans le même esprit, Pylvänäinen et al. (2010) se sont inspirés des travaux que nous
avons proposés (Lothe et al. (2009d)) afin d’exploiter le modèle 3D des bâtiments d’un quartier
pour corriger le nuage de points reconstruit (obtenu dans ce cas non pas par vision mais grâce à
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(a) (b)
FIGURE 1.2 – Recalage d’une reconstruction SfM sur un SIG. Le recalage peut s’effectuer
par exemple sur (a) une image satellite (extrait de Kaminsky et al. (2009)) ou (b) un modèle 3D
des bâtiments (extrait de Strecha et al. (2010)).
un LIDAR).
Une fois la reconstruction SfM ainsi alignée sur le SIG, toutes les images qui composent
cette reconstruction sont bien géolocalisées. Cette localisation hors ligne est par exemple utile
pour des applications de visites virtuelles (Irschara et al. (2009); Saurer et al. (2010)). De plus,
comme cela a été mentionné à la section 1.2.1, cette reconstruction SfM peut aussi être consi-
dérée comme étant une base de données à partir de laquelle une caméra mobile pourra alors être
localisée en ligne (Royer et al. (2007)). Néanmoins, dans ce cas, la méthode retombe sur les
limites liées à l’utilisation de données photométriques.
1.2.2.2 Localisation en ligne
Localisation d’une unique image. Une première famille de travaux visent à estimer la posi-
tion absolue d’une unique image au sein de l’environnement. Par exemple, Pink (2008) propose
de construire au préalable (i.e. hors ligne) une carte de la zone couverte. Cette carte rassemble
l’ensemble des marquages au sol extraits des images satellites. Une fois cette carte créée, elle
peut alors être exploitée pour localiser la caméra. Une première position grossière est obtenue
par l’intermédiaire d’un GPS. Les marquages au sol de l’image sont alors détectés et alignés
au mieux avec la carte par l’intermédiaire d’un algorithme de type ICP (Iterative Closest Point,
Rusinkiewicz and Levoy (2001)). Une autre approche récemment proposée est d’utiliser l’em-
preinte au sol des bâtiments (Bioret et al. (2009); Cham et al. (2010)). L’idée sous-jacente à
cette approche est d’extraire la forme des bâtiments observés à partir de l’image. Une fois cette
étape réalisée, la structure estimée est alors recherchée au sein de la carte des empreintes au
sol. Le principal inconvénient de ces méthodes est de se limiter à une unique image. De ce fait,
la position de la caméra ne peut pas toujours être déterminée (plusieurs solutions possibles) ou
peut être parfois erronée (erreur ou manque de mise à jour dans la carte utilisée). Pour éviter ces
problèmes, il est alors nécessaire d’utiliser un autre capteur (comme par exemple le fait Pink
(2008)) qui permet alors de filtrer la pose estimée à partir de l’image.
Localisation d’une caméra mobile. Une autre famille de méthodes tend à localiser une ca-
méra en mouvement en exploitant en ligne l’information issue du SIG. Contrairement aux mé-
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thodes présentées dans la section 1.2.1, seule l’information géométrique du SIG est ici exploi-
tée. Il est ainsi possible de localiser en temps-réel une caméra mobile sans reposer sur la mise
en correspondance d’images temporellement éloignées. Au jour d’aujourd’hui, peu de travaux
ont été réalisés dans ce domaine. Néanmoins, de premières idées apparaissent. En particulier,
Sourimant et al. (2007) ont proposé, de sorte à calculer la position 3D des points observés, de
remplacer la géométrie multi-vue classique par la rétroprojection de leurs observations sur le
modèle 3D (figure 1.3). De la même manière que pour les processus de SLAM, les points 3D
obtenus sont utilisés pour localiser la caméra suivante et la carte est alors enrichie (figure 1.3).
Cependant, une fois calculée, la position des points 3D n’est jamais remise en cause. Ainsi, la
précision de cette position est directement liée à la précision du modèle 3D de l’environnement.
La pose des caméras suivantes étant calculée à partir de ces points, la localisation à chaque
instant de la caméra mobile varie donc avec la précision du SIG utilisé. Par ailleurs, dans leurs
travaux de suivi d’objets, Vacchetti et al. (2004) ont montré que cette approche pouvait être
utilisée avec succès dès lors que le modèle 3D utilisé est suffisamment précis. Notons cepen-
dant que dans ces travaux, en plus des points rétroprojetés sur le modèle 3D, des points 3D du
modèle connus au préalable sont également utilisés lors du calcul de pose. Cela permet d’éviter
les problèmes de dérive inhérents aux méthodes de localisation incrémentales. De tels points
3D peuvent être par exemple récoltés dans une phase d’apprentissage préalable (Platonov et al.
(2006)). Cependant, la nécessité de reconnaître des points 3D connus de l’environnement nous
ramènent aux problèmes liés à l’utilisation de l’information photométrique d’un modèle 3D.
FIGURE 1.3 – Exploitation de la géométrie du modèle 3D. Si un modèle 3D de l’environne-
ment est connu, la géométrie multi-vue peut être remplacée par la rétroprojection des observa-
tions sur ce modèle (extrait de Sourimant et al. (2007)).
16 CHAP. 1 : ETAT DE L’ART
CHAPITRE 2
Notions de base et données utilisées
Dans ce chapitre, nous introduisons les notions de base et notations nécessaires à la com-
préhension du mémoire. Après avoir introduit le concept de géométrie projective, nous présen-
terons les caméras perspectives et la géométrie qui leur est associée. Plus de détails sur ces
notions peuvent être trouvées dans le livre de Hartley and Zisserman (2004). Nous décrirons
enfin les méthodes et données d’entrée de nos travaux, à savoir un algorithme de localisation
et cartographie simultanées par vision monoculaire et les modèles 3D des milieux urbains.
2.1 Géométrie projective
Sur l’espace vectoriel Rn+1, il est possible de définir la relation d’équivalence suivante :
u ∼ v⇐⇒ ∃λ ∈ R∗/u = λv (2.1)
L’ensemble des classes d’équivalence de Rn+1 pour cette relation “∼ ”définit un espace appelé
espace projectif. Cet espace, de dimension n, sera noté Pn. Si des études théoriques de ces
espaces existent, nous nous intéresserons dans nos travaux à la géométrie projective qui leur est
associée et qui permet en particulier de formaliser la notion de point à l’infini dans les espaces
affines.
Un vecteur de l’espace projectif Pn aura pour coordonnées :
x˜ = (x1 . . . xn+1)
T (2.2)
avec les xi non tous nuls. Si xn+1 est non nul, ce vecteur x˜ représente le vecteur x de Rn
avec x = (x1/xn+1 . . . xn/xn+1)
T. Dans le cas contraire, le vecteur x˜ décrit un point à
l’infini. Les coordonnées x˜ sont appelées coordonnées homogènes de x. Dans l’ensemble du
mémoire, l’utilisation du tilde indiquera que les coordonnées utilisées sont les coordonnées
homogènes. L’ensemble des notations sont répertoriées à la page ix. Nous appellerons π la
fonction permettant de passer des coordonnées homogènes aux coordonnées euclidiennes, à
savoir :
π : Pn → Rn
(x1 . . . xn+1)
T 7→ (x1/xn+1 . . . xn/xn+1)T (2.3)
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Dans la suite de ce chapitre, nous allons étudier le cas particulier de cette géométrie en deux
puis trois dimensions.
2.1.1 Le plan projectif
L’espace projectif de dimension 2 est appelé plan projectif. Un point de P2 est représenté par
un vecteur de dimension 3 : q˜ = (x y w)T. De même, une droite d’équation ax + by + c = 0
peut être représentée par le vecteur l = (a b c)T. Cette notation homogène permet de définir
simplement la notion d’appartenance du point q˜ à la droite l, à savoir :
lTq˜ = 0 (2.4)
L’équation de la droite l passant par les points q1 et q2 est obtenue en calculant leur produit
vectoriel :
l = q˜1 ∧ q˜2 (2.5)
Dans l’espace P2, droites et points jouent un rôle équivalent : c’est ce qu’on appelle le
principe de dualité. En particulier, à partir de l’équation duale de l’équation précédente, il est
possible de calculer le point d’intersection de deux droites l1 et l2 :
q˜ = l1 ∧ l2 (2.6)
2.1.2 L’espace projectif 3D
Un point Q de R3 aura pour coordonnées homogènes dans P3 le vecteur
Q˜ = (X Y Z W )T. Dans cet espace de dimension 3, le dual du point Q˜ est le planΠ d’équa-
tion aX + bY + cZ + d = 0 qui est représenté par le vecteurΠ = (a b c d)T. L’appartenance
du point Q˜ au planΠ est alors donné par la relation :
ΠTQ˜ = 0 (2.7)
2.2 Caméras perspectives et géométrie associée
Dans le cadre de nos travaux, nous travaillerons sur les caméras perspectives. Ces caméras
sont des caméras centrales, c’est à dire qu’il est considéré que l’ensemble des rayons lumineux
passent par un seul et unique point avant d’atteindre le capteur (voir figure 2.1). De plus, les
caméras utilisées respectent le modèle des caméras sténopé idéales, ce qui permet en particulier
de préserver la colinéarité.
Dans la suite, nous présenterons tout d’abord les différents paramètres qui caractérisent ce
type de caméras. Nous présenterons alors la géométrie reliant les images observées par plusieurs
caméras. Enfin, nous étudierons les méthodes permettant de retrouver le déplacement de ces
caméras ainsi que la structure de l’environnement à partir des images qu’elles observent.
2.2.1 Projection perspective
La projection perspective vise à calculer, pour tout point Q de R3, la position 2D q de sa
projection dans l’image. Basée sur la projection centrale, cette transformation consiste à calculer
l’intersection du plan de la rétine de la caméra (i.e. le capteur) avec le rayon de projection de
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Q. Ce dernier est défini comme étant la droite reliant le point Q au centre de la caméra (figure
2.1).
Cette projection peut être vue comme un enchaînement de trois transformations géomé-
triques (figure 2.1) :
⊲ La première transformation est un changement de repère qui consiste à exprimer les
coordonnées de Q dans le repère lié à la caméra. Ce changement de repère est défini par
les paramètres extrinsèques de la caméra. Dans la suite du mémoire, en cas d’ambiguité,
les points 3D seront indicés W ou C en fonction du repère dans lequel sont exprimées
leurs coordonnées (respectivement monde ou caméra).
⊲ La deuxième transformation est la projection centrale du point 3D. Elle revient à passer
du point 3D (exprimé dans le repère caméra) au point d’intersection du rayon de projec-
tion et du capteur. Les coordonnées 2D du point résultant sont alors exprimées dans le
plan de la rétine (en mm).
⊲ La troisième transformation est un changement de repère 2D qui vise à passer du repère
rétine (repère lié à la physique du capteur et où les coordonnées sont exprimées en mm)
au repère image de la caméra (repère géométrique où les coordonnées sont exprimées en
pixels). Cette transformation est définie par les paramètres intrinsèques de la caméra.

















FIGURE 2.1 – Projection perspective. La projection perspective peut être vue comme trois
transformations géométriques consécutives pour les points 3D.
Dans la suite du mémoire, afin d’éviter les confusions, nous différencierons les notations
utilisées pour les points 2D en fonction du repère dans lequel ils sont exprimés. Ainsi, les points
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2D du repère rétinien seront notésm et ceux du repère image seront notés q.
La projection perspective est donc une transformation projective A˜ : P3 → P2. En pra-
tique, elle sera représentée par une matrice de projection P˜ de dimension (3× 4). La projection
perspective s’exprime alors par la relation matricielle suivante :
q˜ ∼ P˜Q˜W (2.8)
La matrice P˜ se décompose selon les trois transformations citées précédemment :
P˜ = K
1 0 0 00 1 0 0
0 0 1 0




où K est la matrice de calibrage (de taille 3 × 3) de la caméra,
1 0 0 00 1 0 0
0 0 1 0






la matrice de pose.
2.2.1.1 Paramètres extrinsèques
Les paramètres extrinsèques d’une caméra caractérisent la pose de celle-ci dans le repère
monde. La pose d’une caméra possède 6 degrés de liberté :
⊲ La position 3D du centre optique, décrit par le vecteur t = (tx ty tz)
T
⊲ L’orientation 3D de la caméra. En pratique, cette orientation sera représentée sous la
forme d’une matrice de rotation R, cette matrice pouvant être obtenue à partir des trois
angles d’Euler par exemple.
Les paramètres extrinsèques de la caméra permettent d’établir les changements de repère














Lorsqu’on utilise les coordonnées homogènes, la projection centrale d’un point QC en le
pointm est une fonction linéaire de P3 7→ P2 caractérisée par la matrice de dimension 3× 4 :
q˜ ∼
1 0 0 00 1 0 0
0 0 1 0
 Q˜C (2.12)
Dans de nombreuses publications, le changement de repère 3D et la projection centrale sont
vus comme une unique projection centrale à partir d’un point 3D dans le repère monde. Cela
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s’écrit matriciellement :
m˜ ∼
1 0 0 00 1 0 0

















2.2.1.3 Paramètres intrinsèques et distorsion
Les paramètres intrinsèques définissent les propriétés géométriques du capteur de la caméra.
Dans notre étude, nous considérons que les pixels sont carrés. La matrice de calibrage K peut
alors s’exprimer sous la forme :
K =
f0 0 u00 f0 v0
0 0 1
 (2.15)
Nous retrouvons dans la matrice de calibrage les différents paramètres intrinsèques, à savoir :
⊲ f0 la distance focale. Exprimée en pixel par unité de mesure, elle décrit la distance or-
thogonale entre le centre et la rétine de la caméra.
⊲ (u0 v0)
T le point principal. Souvent approximé comme étant le centre du capteur, il est
plus précisément l’intersection entre l’axe optique et la rétine de la caméra (figure 2.1).
Il est important de noter que les capteurs à courte focale peuvent présenter un phénomène de
distorsion important. Ceci se traduit visuellement par une déformation des lignes droites dans
l’image sous forme de courbes. Pour corriger cela, il est possible d’ajouter au calibrage de la
caméra des paramètres de distorsion permettant de passer de la position observée d’un point 2D
dans l’image à sa position réelle, c’est à dire corrigée de toute distorsion.
Dans le cadre de ce mémoire, nous considérerons à la fois que la matrice de calibrage est
connue et que les entrées de nos algorithmes ont été préalablement corrigées en distorsion. En
pratique, la distorsion radiale est modélisée en utilisant 5 coefficients. La distorsion tangentielle
étant beaucoup plus faible, elle sera négligée dans nos travaux. Pour plus de renseignements sur
le calibrage des caméras, nous invitons le lecteur à se référer à l’article de Lavest et al. (1998).
2.2.2 Notion de rétroprojection
La rétroprojection peut être vue comme l’opération inverse de la projection. Son but est
d’inférer la position d’un point 3D Q à partir de son observation q dans l’image. Néanmoins,
à partir d’un seule image, il est impossible d’obtenir la position exacte du point 3D. En effet,
l’utilisation d’une seule caméra ne permet pas de retrouver la profondeur à laquelle se situe ce
point. La rétroprojection d’un point de l’image se traduit sous la forme du rayon optique qui
passe à la fois par le centre de la caméra C et par l’observation q. La position du point 3D est
donc exprimée à un facteur λ près qui reflète la profondeur du point sur ce rayon :
Q˜(λ) ∼ P˜+q˜ + λC˜ (2.16)
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où P˜+ désigne la pseudo-inverse de la matrice P˜ :
P˜
+ = P˜T(P˜P˜T)−1 (2.17)
De la même façon, on peut définir la rétroprojection d’une droite l dans l’image qui décrit
un plan de l’espace 3DΠ :
Π ∼ P˜Tl (2.18)
2.3 Géométrie multi-vue
Lorsqu’une même scène est observée par plusieurs vues, il est possible d’estimer le dépla-
cement relatif entre les différentes caméras et de calculer la géométrie 3D de l’environnement
observé. Ce cas de figure peut apparaître dans différentes configurations :
⊲ Configuration spatiale. Cette configuration correspond au cas où plusieurs caméras ob-
servent simultanément une même scène à partir de différents points de vue.
⊲ Configuration temporelle. Dans ce cas, une seule caméra se déplace dans l’environne-
ment. L’ensemble des vues correspond alors aux points de vue de la caméra capturés à
des instants différents.
Dans le cadre de ce mémoire, nous nous pencherons sur la configuration temporelle. Néan-
moins, il est important de noter que ces deux configurations, dans le cas d’une scène rigide, sont
équivalentes et peuvent être traitées de façon identique.
Cette partie se consacrera à l’étude de la géométrie entre deux vues. Des méthodes complé-
mentaires sur 3 et N vues peuvent être trouvées dans le livre de Hartley and Zisserman (2004).
2.3.1 Géométrie épipolaire
La géométrie épipolaire décrit les contraintes reliant les observations d’une même scène
observée par deux caméras, notées C1 et C2 (figure 2.2). Ces contraintes sont directement liées
au déplacement relatif (également appelé positionnement relatif) entre les deux caméras mais
sont totalement indépendantes de la structure de la scène. Toutefois, il est important de rappeler
que dans le cas du déplacement d’une caméra (i.e. dans le cas de la configuration temporelle),
la géométrie épipolaire est uniquement vérifiée si la scène observée est rigide.
2.3.1.1 Matrice fondamentale
La matrice fondamentale exprime la relation épipolaire dans le cas où les paramètres in-
ternes des caméras sont inconnus. Ainsi, pour un point q1 de l’image de la première caméra,
il est possible de calculer la droite l2 sur laquelle se situe l’observation correspondante dans la
deuxième caméra (figure 2.2) :
l2 ∼ Fq˜1 (2.19)
La droite l2 est appelée droite épipolaire associée à q1. De plus, si deux observations q1 et q2
correspondent au même point de l’espace, elles vérifient :
q˜2
T
Fq˜1 = 0 (2.20)
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FIGURE 2.2 – Géométrie épipolaire. La géométrie épipolaire définit des contraintes géomé-
triques entre les différentes observations d’un même point de l’espace.
Cette relation permet d’estimer la matrice fondamentale à partir d’associations 2D entre
deux images. En pratique, F peut se calculer à l’aide de 8 points (Hartley (1997)) ou à partir de
7 points sous certaines hypothèses (Torr and Murray (1997)).
Dans chacune des images, un point joue un rôle particulier. Il s’agit des deux épipôles e1
et e2. Ils correspondent à la projection dans l’image du centre optique de l’autre caméra. Les
épipôles présentent deux caractéristiques intéressantes. Tout d’abord, ils définissent le noyau
de F : Fe˜i = 0,∀i ∈ {1, 2}. De plus, les épipôles correspondent aux points d’intersection de
toutes les droites épipolaires de chacune des images.
2.3.1.2 Matrice essentielle
La matrice essentielle E peut être vue comme le cas particulier de la matrice fondamentale
dans le cas où le calibrage des caméras (K1 et K2) est connu, ce qui est le cas qui nous intéresse
en particulier. La relation entre matrice essentielle et matrice fondamentale est la suivante :
E ∼ K2TFK1 (2.21)









q˜1 = 0 (2.22)
où K2
−T est la transposée inverse de K2. Pour estimer la matrice essentielle, Nistér (2004) a
proposé un algorithme efficace appelé algorithme des 5 points.
2.3.1.3 Relation entre matrice essentielle et déplacement relatif
En fonction des cas d’étude, la matrice essentielle peut avoir différentes utilisations. En effet,
il existe une relation qui lie la matrice essentielle du couple de caméras (C1, C2) au déplacement
relatif entre ces caméras. Le déplacement relatif est défini par le couple (R1→2, t1→2). Une
formalisation en sera faite à la section 2.3.2.1. La relation entre E, R1→2 et t1→2 s’écrit :
E = [t1→2]× R1→2 (2.23)
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où [t]× est la matrice antisymétrique construite à partir du vecteur t, à savoir :
[t]× =
 0 −tz tytz 0 −tx
−ty tx 0
 (2.24)
Dès lors, deux cas de figure sont possibles. Si le déplacement entre les caméras est connu,
la matrice essentielle permet de réduire la recherche de point d’intérêt correspondant à 1 di-
mension (le long de la droite épipolaire). Dans le cas contraire, une estimation de la matrice
essentielle (grâce à l’appariement d’au moins 5 points) permet de retrouver le déplacement
relatif entre les caméras. Cette notion sera développée dans la section 2.3.2.2.
2.3.2 Calcul de la géométrie de l’environnement
Dans cette section, nous allons présenter l’ensemble des outils mathématiques élémentaires
qui permettent de calculer la géométrie d’une scène 3D, à savoir la pose des différentes caméras
ainsi que le nuage de points 3D associés aux points d’intérêt observés.
2.3.2.1 Poses de caméras et déplacement relatif
Le but de cette section est de formaliser la notion de déplacement relatif entre deux caméras
ainsi que les notations associées. Comme nous l’avons vu précédemment, la pose des caméras
























les coordonnées de Q respectivement dans les repères liés aux caméras C1
et C2 et QW ce même point exprimé dans le repère monde. Afin de fixer les notations, nous
appellerons (R1→2, t1→2) le déplacement relatif entre les caméras, c’est à dire la transformation
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2.3.2.2 Calcul du déplacement relatif par associations 2D/2D
Lorsque la structure de l’environnement est inconnue, il est tout de même possible de cal-
culer le déplacement relatif entre deux caméras. Cela nécessite d’associer les observations des
2 caméras qui correspondent aux mêmes points 3D de l’environnement. Comme nous l’avons
vu précédemment (section 2.3.1), ceci permet de calculer la matrice fondamentale (algorithme
des 8 points, Hartley (1997)) ou essentielle (algorithme des 5 points, Nistér (2004)). Il est alors
possible d’extraire d’une de ces matrices le déplacement inter-caméra (R1→2, t1→2).
Dans le cas de caméras non-calibrées, R1→2 et t1→2 sont calculés à partir de la matrice
fondamentale (Hartley and Zisserman (2004)). Dans ce cas, le déplacement inter-caméra ne
peut être retrouvé qu’à une transformation projective près. En particulier, ceci induit qu’il est
impossible de retrouver les rapports de distance et les angles.
Le calibrage des caméras étant connu dans notre étude, il est préférable d’utiliser la matrice
essentielle. La décomposition en valeurs singulières SVD (Faugeras (1993)) de celle-ci permet
en effet d’en extraire 4 couples solution possibles pour R1→2 et t1→2. Parmi ces 4 couples, on
retient le couple permettant de reconstruire les 5 points ayant servi au calcul de E devant les 2
caméras . Le détail de cette décomposition peut être trouvé dans l’article de Nistér (2004).
Dans le cas calibré, le déplacement relatif entre les 2 caméras (et donc toute la structure
3D sous-jacente) est défini à un facteur près. En effet, dans le cas du calcul du déplacement
par associations 2D/2D, le facteur d’échelle de la scène (c’est à dire sa métrique) n’est pas
observable. En pratique, cette échelle est donc fixée arbitrairement.
Notons également que seul le déplacement relatif est défini mais pas la pose des caméras
dans le repère monde. En effet, aucune information de localisation absolue n’est fournie de sorte
que les deux caméras obtenues sont positionnées à une rotation et une translation près dans le
monde. Ainsi, si le déplacement relatif est défini à un facteur près, la pose absolue des caméras
est définie à 7 degrés près. Une transformation 3D possédant ces 7 degrés de liberté est appelée







avec s le facteur d’échelle, R la rotation et t la translation.
2.3.2.3 Calcul de la structure de l’environnement
Nous avons vu que la rétroprojection d’une observation 2D d’un point de l’espace permet
d’obtenir sa position 3D à la profondeur près (section 2.2.2). Dès lors qu’au moins 2 caméras
dont la pose et le calibrage sont connus observent ce point, la profondeur du point peut être
estimée. On parle alors de triangulation du point. L’idée de la triangulation est de calculer
l’intersection des rayons optiques issus des 2 observations. En pratique, à cause des bruits sur
les différentes données (calibrage, pose des caméras, position des observations, etc.), les rayons
ne s’intersectent pas. Dans le cas de 2 caméras, la triangulation du point 3D peut par exemple
être considéré comme étant le point équidistant des deux rayons (figure 2.3).
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FIGURE 2.3 – Triangulation de points 3D. La structure de l’environnement peut être obtenue
par triangulation des observations dans les images.
Dans un but de robustesse et de précision des calculs numériques, la notion de triangulation
peut être généralisée à plus de 2 caméras. Par exemple, dans le cas de 3 caméras, il est possible
de calculer 3 triangulations différentes à partir des couples de caméras (1,2), (2,3) et (1,3). Le
résultat final de la triangulation est alors le barycentre de ces 3 points. Il existe également une
approche linéaire permettant de trianguler un point observé par N -vues en utilisant la méthode
DLT (Hartley and Zisserman (2004)).
2.3.2.4 Calcul de pose par associations 2D/3D
Une fois la structure de l’environnement partiellement connue, il est possible de calculer la
pose d’une caméra tiers à partir d’associations réalisées entre les observations 2D de son image
et la position 3D de 3 points de l’environnement. De nombreuses méthodes ont été proposées
pour résoudre ce problème. Une comparaison de certaines de ces méthodes peut être trouvée
dans l’article de Haralick et al. (1994). Plus récemment, Lepetit et al. (2009) ont proposé une
nouvelle approche plus performante (en temps de calcul et en précision) du calcul de pose.
L’utilisation d’associations 2D/3D plutôt que 2D/2D présente plusieurs avantages. Tout
d’abord, il est à noter que le calcul de pose 2D/3D est beaucoup plus rapide que le calcul
de pose 2D/2D (l’estimation de la matrice essentielle étant une étape coûteuse). De plus, nous
avons vu précédemment que l’extraction des paramètres à partir de la matrice essentielle ne
permet pas d’estimer le facteur d’échelle et donc en particulier la norme de la translation entre
les différentes caméras. Avec l’approche 2D/3D, le facteur d’échelle peut être estimé à partir
de l’observation de la distance entre les différents points de l’espace. Enfin, Tardif et al. (2008)
ont montré que l’utilisation de l’approche 2D/3D offre un calcul plus précis de la position de la
caméra.
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2.3.2.5 Erreur de reprojection et ajustement de faisceaux
Lorsqu’un ensemble de points 3D et de caméras sont reconstruits à l’aide des méthodes
définies précédemment, il est nécessaire de définir une erreur permettant de mesurer la qualité
de cette reconstruction. L’idée principale de cette erreur est de mesurer la distance entre l’endroit
où le point est détecté dans l’image et sa position estimée. Si des erreurs 3D ont été proposées
(par exemple mesurer la distance entre le rayon optique issu de l’observation et le point 3D),
il a été montré qu’il est généralement préférable d’utiliser une erreur 2D (Lu et al. (2000)), en
particulier pour éviter que les points 3D au loin aient une erreur plus importante du fait de leur
profondeur.
La solution couramment retenue est l’erreur de reprojection (figure 2.4). Elle consiste à
mesurer la distance 2D entre l’observation du point 3D dans l’image (c’est à dire la position 2D
du point d’intérêt) et la projection du point 3D reconstruit dans cette même image :
r = ||q − π(P˜Q˜)|| (2.32)
FIGURE 2.4 – Erreur de reprojection. L’erreur de reprojection est la distance entre l’observa-
tion q d’un point Q et sa projection dans l’image π(P˜Q˜).
Les méthodes de calcul de pose des caméras et de la structure de l’environnement telles
qu’elles ont été présentées précédemment ne fournissent pas une solution optimale au problème
de reconstruction et localisation simultanées. Pour corriger cela, il est possible de raffiner l’en-
semble des paramètres de la scène (à savoir les 6 paramètres de pose de chaque caméra et les 3
paramètres de la position de chaque point 3D) en cherchant à minimiser l’erreur de reprojection
pour chacun des couples caméra-point 3D observé. On parle alors d’ajustement de faisceaux.
La fonction à minimiser s’écrit donc :





||qij − π(P˜jQ˜i)||2 (2.33)
où les (CEi )i sont les 6 paramètres extrinsèques et (P˜j)j les matrices de projection des caméras,
(Qi)i les points 3D et qij l’observation du point i dans la caméra j. L’ensemble Aj contient
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l’ensemble des indices des points 3D vus par la caméra j. Afin de minimiser cette fonction de
coût, on utilisera un algorithme de minimisation non-linéaire. Ce type d’algorithme sera décrit
dans la section 2.5.3.
2.4 Cas d’une scène plane
Dans cette section, nous présentons ce que deviennent les relations qui existent entre deux
caméras dans le cas où la scène observée est planaire.
2.4.1 Homographies 2D
Une homographie H (ou transformation projective) 2D est une transformation linéaire in-
versible de P2 dans P2 qui conserve l’alignement. Le théorème suivant permet de caractériser
de façon matricielle les homographies 2D :
Théorème 1 Une fonction H : P2 → P2 est une homographie si et seulement si il existe une
matrice H de taille 3× 3 telle que pour tout point q˜ de P2,H(q˜) = Hq˜.
La matrice H est homogène : elle est définie à un facteur près et possède donc 8 degrés de
liberté.
Un des cas courants d’utilisation des homographies 2D est celui décrit dans la figure 2.5.
Nous nous plaçons ici dans le cas de deux caméras observant un planΠ de l’espace. La projec-
tion centrale du plan de l’espace au plan image (et réciproquement) définit une homographie 2D
(les coordonnées des points 2D étant exprimées dans le repère 2D relatif à chacun des plans). Un
résultat intéressant est alors que, pour tout point 3D Q appartenant au plan Π, la fonction pas-
sant des coordonnées de son obervation q1 dans l’image 1 aux coordonnées de son observation
q2 dans l’image 2 est également une homographie. En effet, la composition de 2 homographies
est une homographie. Le lien entre les observations peut donc s’écrire :
q˜2 ∼ H1→2q˜1
∼
h11 h12 h13h21 h22 h23
h31 h32 h33
 q˜1 (2.34)
2.4.2 Relation entre homographie 2D, équation de plan et déplacement
relatif
Le but de cette partie est de montrer qu’il est possible de définir une relation entre le dépla-
cement relatif des caméras (R1→2, t1→2), l’équation du plan observé Π et l’homographie liant
les observations de ce plan dans les 2 images.
Pour cela, nous nous plaçons dans le cadre d’étude présenté par la figure 2.5. Deux caméras
C1 et C2 observent un même plan Π. La normale de ce plan, dans le repère lié à C1, est notée n
et l’équation du plan Π dans ce même repère est (n d)T, où d est la distance de C1 au plan.
Les coordonnées de q1 sont exprimées dans le repère image (figure 2.1, page 19). Notons
m1 les coordonnées du point q1 dans le repère de la rétine :
m˜1 ∼ K1−1q˜1 (2.35)
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FIGURE 2.5 –Homographies 2D. Les coordonnées des observations correspondantes de points
3D situés sur un même plan de l’espace sont reliées par une homographie 2D.



































On peut revenir à la relation entre les points q˜1 et q˜2, c’est à dire aux points 2D exprimés
dans le repère image :
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La relation entre homographie 2D, équation du plan et déplacement inter-caméra s’écrit donc :











L’équation 2.41 est en particulier couramment utilisée pour estimer le déplacement d’une
caméra. En effet, à partir de l’estimation de la matrice H (obtenue par exemple avec la méthode
DLT détaillée dans le livre de Hartley and Zisserman (2004)), Faugeras (1993) a montré qu’il
est possible d’extraire les 6 paramètres (R1→2, t1→2) du déplacement relatif et 2 paramètres liés
au plan (2 paramètres suffisent pour la normale, celle-ci étant normée). Il est à noter qu’il y a
une ambiguité entre la norme de t1→2 et la distance au plan d. Cela revient à dire que, comme
pour la matrice essentielle, la norme du déplacement entre les 2 caméras n’est pas directement
estimable. Pour cela, il est nécessaire de connaître a priori la distance d.
2.5 Optimisation numérique
Dans cette section, nous introduisons les notions et méthodes mathématiques relatives à
la résolution des problèmes numériques rencontrés dans la plupart des problèmes de vision et
en particulier dans nos travaux. La vocation de cette section n’est pas de détailler les théories
mathématiques sous-jacentes mais de faire un tour d’horizon des méthodes utiles. Après avoir
détaillé le cadre d’étude de cette section, nous présenterons successivement les méthodes de ré-
solution linéaires et non-linéaires. Nous finirons en présentant différentes approches permettant
d’améliorer la robustesse de ces méthodes.
2.5.1 Moindres carrés
En vision par ordinateur en particulier, le problème à résoudre peut souvent être vu comme
la recherche d’un ensemble de paramètres x̂ = {x̂1, . . . , x̂K} tel que :
F(x̂) = y (2.42)
où F est la fonction modélisant le problème étudié et y = {y1, . . . , yM} un ensemble de me-
sures connues. Dans la pratique, cette égalité stricte ne peut pas être obtenue. Ceci est dû aux
erreurs de mesure et de calcul numérique par exemple. On définit dans ce cas l’erreur résiduelle
comme étant la différence entre les mesures et le modèle appliqué aux paramètres estimés :
r(x) = F(x)− y (2.43)
L’approche couramment utilisée pour résoudre le problème posé est alors la méthode des




où la fonction de coût ε à minimiser est :







2.5 Optimisation numérique 31
En particulier, dans le cas où la distribution des erreurs est gaussienne, l’estimation aux
moindres carrés correspond à l’estimation du maximum de vraisemblance. Dans ce cas, la so-
lution obtenue est optimale au sens statistique du terme.
L’approche utilisée pour résoudre ce problème dépend alors de la linéarité de la fonction F .
2.5.2 Méthodes de résolution linéaires
Lorsque la fonction F est linéaire, il existe une matrice F telle que pour tout x, F(x) = Fx.
Deux cas de figure sont alors à différencier.
Système linéaire homogène. Lorsque le vecteur des mesures y est nul, on parle de système
homogène. La fonction de coût s’écrit alors :
ε(x) = ||Fx||2 (2.46)
La solution aux moindres carrés de cette équation, si on prend la contrainte que ||x|| = 1, corres-
pond au vecteur propre associé à la plus petite valeur propre de la matrice F. Ce vecteur propre
peut être facilement obtenu en utilisant la décomposition SVD (Singular Value Decomposition)
de F.
Système linéaire non-homogène. Dans le cas où le vecteur des mesures est non-nul, la fonc-
tion de coût est de la forme :
ε(x) = ||Fx− y||2 (2.47)
Dans ce cas, la solution au sens des moindres carrés peut être obtenue à l’aide de la pseudo-
inverse de la matrice F (voir l’équation 2.17) :
x̂ = F+y (2.48)
2.5.3 Méthodes de résolution non-linéaires
Lorsque la fonction ε est non-linéaire, il est possible de résoudre le problème posé en utili-
sant une méthode itérative. En fonction de la méthode retenue, l’hypothèse faite pour permettre
la résolution est que la fonction ε est localement linéaire ou quadratique. Le principe est alors
de trouver la direction et la longueur de pas (c’est à dire la distance à parcourir dans cette direc-
tion), dans l’espace des paramètres, qui permet de diminuer au mieux l’erreur résiduelle. Les
paramètres sont alors modifiés à l’aide de l’incrément ainsi calculé et le processus est réitéré
depuis la nouvelle valeur des paramètres.
Chacune des méthodes de résolution non-linéaire se distingue sur ces notions d’optima-
lité concernant la direction et la longueur de pas à choisir. Voici les méthodes principalement
utilisées en vision par ordinateur :
⊲ Descente de gradient. La descente de gradient est une méthode de résolution du premier
ordre. La direction de déplacement choisie est directement liée au gradient de la fonction
étudiée. La longueur de pas est généralement fixée à 1. L’avantage de cette approche
est qu’elle converge efficacement lorsque la solution initiale est éloignée du minimum
recherché.
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⊲ Gauss-Newton. La méthode de Gauss-Newton est une méthode du second ordre. Elle
s’appuie principalement sur la dérivée seconde de la fonction afin d’obtenir la direction
et la longueur de l’incrément à chaque itération. Plus sensible à la condition initiale que
la descente de gradient, elle assure néanmoins une convergence plus efficace lorsque les
paramètres sont proches de la solution.
⊲ Levenberg-Marquardt. La méthode d’optimisation non-linéaire de Levenberg-
Marquardt (Levenberg (1944)) est la méthode la plus couramment utilisée pour les pro-
blèmes rencontrés dans ce mémoire. L’idée sous-jacente à cette méthode est de combiner
les deux approches précédemment citées afin de profiter de leur avantage respectif. Ainsi,
lorsque la solution est éloignée, c’est l’algorithme de descente de gradient qui sera pri-
vilégié. En se rapprochant de la solution, c’est la méthode de Gauss-Newton qui sera
prépondérante afin d’accélérer la convergence.
Il est important de noter que les méthodes présentées ci-dessus n’assurent pas la convergence
vers le minimum global de la fonction ε. En effet, ces méthodes itératives sont particulièrement
sensibles aux minima locaux. Cela implique que la condition initiale (c’est à dire le jeu de
paramètres initial) doit être aussi proche que possible de la solution recherchée.
2.5.4 Optimisation robuste
Les méthodes de résolution numérique ci-avant ont été présentées dans le cadre où les dif-
férentes données sont supposées correctes, c’est à dire que la distribution des erreurs est gaus-
sienne. Dans la pratique, de nombreuses mesures peuvent être erronées : on parle alors de don-
nées aberrantes (ou outliers en anglais). L’apparition de données aberrantes est généralement
due au fait que les données mesurées ne suivent pas la modélisation du problème étudié. On
peut par exemple penser à une mauvaise association de points d’intérêt lors de l’estimation de
la matrice essentielle, ou à la présence d’un point qui ne se situe pas sur le plan 3D Π lors de
l’estimation d’une homographie 2D.
Afin d’être robuste à ces données aberrantes, différentes approches ont été proposées.
2.5.4.1 RANSAC et LMedS
Les méthodes RANSAC (RANdom SAmple Consensus, Fischler and Bolles (1981)) et LMedS
(Least Median of Squares, Rousseeuw and Leroy (1987)) sont des méthodes robustes où l’idée
est de trouver un sous-ensemble des M mesures y, de taille N (où N est le nombre minimum
de mesures nécessaires à la résolution du problème posé), qui offre la meilleure estimation des
paramètres x̂. Les deux méthodes s’appuient sur le même algorithme. Cet algorithme et les
notations qui lui sont associées sont décrits dans le tableau 2.1. Néanmoins, les deux méthodes
diffèrent sur la définition de l’optimalité des paramètres x̂.
RANdom SAmple Consensus (RANSAC). La définition de l’optimalité de x̂ pour la mé-
thode RANSAC est la suivante :
⊲ La mesure de qualité est la taille du support correspondant au jeu de paramètres x̂i. Le
support Si est l’ensemble des mesures, parmi les M mesures y, qui sont satisfaites par
les paramètres, c’est à dire pour lesquelles ||Fj(x̂i) − yj|| < ξ où ξ est un seuil à
définir.
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⊲ Le tirage finalement retenu est celui qui donne le support le plus grand :
if = argmax
i
card(Si) où card(Si) est le cardinal de l’ensemble Si.
La performance de l’algorithme RANSAC est directement liée au fait de pouvoir définir le seuil
ξ avec précision de façon à filtrer les points aberrants et ceux qui ne le sont pas.
Least Median of Squares (LMedS). L’approche LMedS permet de s’affranchir de ce seuil
lorsque le taux de points non-aberrants est supérieur à 50%. Alors que l’algorithme de RANSAC
vise à maximiser la taille du support, c’est à dire le nombre de points non-aberrants, la méthode
LMedS a pour but de minimiser l’erreur médiane des résidus. Le critère d’optimalité pour le
LMedS s’écrit donc comme suit :
⊲ La mesure de qualité est ici le calcul de la médiane des résidus :
ei = medj||Fj(x̂i) − yj||.
⊲ La sélection du meilleur tirage se fait en sélectionnant celui qui donne l’erreur la plus
faible : if = argmin
i
ei.
L’hypothèse de 50% de points non-aberrants peut être remplacée par n’importe quel autre pour-
centage en remplaçant l’utilisation de la médiane par la mesure adaptée. On ne parle alors plus
de minimisation aux moindres médians mais de minimisation aux moindres quantiles. Notons
que la qualité de l’estimation réalisée grâce au LMedS est fonction de la précision avec laquelle
la valeur du quantile a été fixée.
RANdom SAmple Consensus (RANSAC) / Least Median of Squares (LMedS)
⊲ Estimation du nombre de tirages nécessaires. On calcule tout d’abord le nombre de tirages
à réaliser parmi les mesures y. En effet, afin de diminuer les temps de calcul, tous les sous-
ensembles de N mesures ne seront pas testés. Une estimation du ratio entre points aberrants et
points corrects permet d’obtenir le nombre de tirages à réaliser afin de s’assurer de trouver la
solution optimale avec une probabilité choisie (voir Fischler and Bolles (1981)).
⊲ Pour chacun des tirages, indicés i :
• Tirage. On tire un ensemble deN mesures parmi lesM mesures de départ y . Cet ensemble
est noté Yi.
• Résolution. On résout l’équation décrivant le problème étudié (à partir d’une des méthodes
décrites aux sections 2.5.2 et 2.5.3) pour d’obtenir une solution x̂i à partir des mesures Yi.
• Mesure de qualité. On mesure alors la qualité de l’estimation des paramètres x̂i. Ce critère
dépend de la méthode choisie (RANSAC ou LMedS).
⊲ Sélection du meilleur tirage. On garde le tirage, indicé if , qui optimise la mesure de qualité
définie.
⊲ Calcul des paramètres x̂. Les paramètres x̂ sont alors calculés à partir de toutes les mesures
qui respectent le critère de qualité pour la valeur x̂if des paramètres. Ces mesures, considérées
non-aberrantes, sont également appelées inliers.
TABLE 2.1 – Description simplifiée de l’algorithme à la base de RANSAC et LMedS
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2.5.4.2 M-estimateurs
Nous avons vu à l’équation 2.45 que la résolution d’un problème aux moindres carrés s’écrit
sous la forme ε(x) =
∑
i ||ri(x)||2. La figure 2.6(a) montre que, dans la fonction ε, la contri-
bution de chacun des résidus est quadratique. Cela implique que plus un point sera aberrant (et
donc plus son résidu sera important), plus son influence dans la fonction de coût sera grande.
Pour éviter cela, il est possible de pondérer les résidus avec un estimateur robuste, dans notre
cas un M-estimateur ρ, dont le but est de réduire l’influence des points aberrants. La fonction





De nombreux M-estimateurs ont été proposés dans la littérature (Huber (1981)). Les trois
que nous allons présenter ici ont été choisis car ils sont courants en vision par ordinateur et ils
présentent tous les trois une gestion différente des résidus aberrants :
⊲ LeM-estimateur de Tukey (figure 2.6(b)) rend l’influence des résidus constante pour tous












⊲ Avec le M-estimateur de Huber (figure 2.6(c)), l’évolution du poids des points aberrants










⊲ Enfin, le M-estimateur de Geman-McClure (figure 2.6(d)) donne une évolution asymp-





Pour tous les M-estimateurs, il est nécessaire de régler le seuil σ qui correspond à la valeur
de résidu à partir de laquelle les points sont considérés comme étant aberrants. S’il est possible
dans certains problèmes de fixer ce seuil à une valeur précise, il est intéressant de pouvoir
estimer automatiquement cette valeur à partir des résidus mesurés. En particulier, la médiane
des écarts absolus à la médiane (notée MAD dans le mémoire pourMedian Absolute Deviation)
permet d’estimer ce seuil dans les cas où la distribution des résidus étudiés peut être assimilée
à une distribution gaussienne (Malis and Marchand (2006)).
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FIGURE 2.6 – Exemples de M-estimateurs. (a) représente la contribution quadratique des
erreurs. Les 3 autres figures représentent ce que devient cette contribution en utilisant les M-
estimateurs (b) de Tukey, (c) de Huber et (d) de Geman-McClure pour σ = 40.
2.6 Algorithmes et données utilisés
Le but de cette section est de présenter les deux entrées principales de notre méthode. Nous
présenterons tout d’abord un algorithme de localisation et cartographie simultanées par vision
monoculaire avant d’introduire les modèles 3D de villes que nous utilisons.
2.6.1 Algorithme de localisation et cartographie simultanées
La méthode que nous présentons dans ce mémoire s’appuie fortement sur la méthode de
SLAM monoculaire proposée par Mouragnon et al. (2006) (schématisée dans la figure 2.7).
Comme cela a été décrit dans la section 1.1, les algorithmes de SLAM monoculaire ont pour
but de localiser une caméra dans un environnement inconnu. La résolution de ce problème
s’effectue en passant par la construction en ligne d’une carte de l’environnement à partir des
observations réalisées par la caméra au cours du temps. Ainsi, à l’instant t+1, la caméra observe
des amers déjà présents dans la carte de l’environnement. Ces observations vont permettre de
localiser la caméra. La carte pourra alors être enrichie : la position des amers existantes pourra
être raffinée et de nouveaux amers seront ajoutés, ce qui permet de cartographier des zones de
l’environnement qui n’ont pas encore été explorées.
Sans entrer dans les détails d’implémentation, nous allons détailler ci-après comment sont
réalisées ces différentes étapes dans la méthode proposée par Mouragnon et al. (2006). Cela
permettra en particulier d’introduire les notions nécessaires à la bonne compréhension de la
suite du mémoire.
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FIGURE 2.7 – Schéma du fonctionnement du SLAM de Mouragnon et al. (2006).
2.6.1.1 Traitements 2D
Le but des traitements 2D (c’est à dire au niveau des images) de la méthode d’odométrie
visuelle est triple : détecter les points d’intérêt, associer les points d’intérêt correspondant entre
les images successives et enfin fournir un critère indiquant si l’image courante est une image
clé ou non (cette notion étant définie plus loin).
Points d’intérêt. Les points d’intérêt utilisés dans la méthode de Mouragnon sont des points
de Harris (Harris and Stephens (1988)) : il a été montré par Schmid et al. (2000) que ces points
d’intérêt offrent une bonne répétabilité, ce qui maximise les chances de pouvoir détecter les
mêmes points dans les images successives. Il est à noter que la détection des points d’intérêt est
faite par baquets, c’est à dire que l’image est découpée en sous-zones et que les points d’intérêt
sont recherchés dans chacune de ces zones. Ceci permet de mieux répartir les points d’intérêt
dans l’image, ce qui est une configuration nécessaire pour maximiser la qualité des résultats des
différents processus de reconstruction 3D. Plus de détails sur les détecteurs de points d’intérêt
et leur performance respective peuvent être trouvés dans l’article de Mikolajczyk and Schmid
(2002).
Descripteurs associés. Le descripteur d’un point d’intérêt est la signature permettant de me-
surer sa similarité avec tout autre point d’intérêt. L’idée du descripteur est de calculer la si-
gnature du voisinage du point d’intérêt considéré. Pour mettre en correspondance les points
d’intérêt, on mesure alors la distance entre leurs descripteurs respectifs (cette mesure étant dé-
pendante du type de descripteur utilisé). La taille du voisinage pris en compte pour le calcul
du descripteur peut être choisie automatiquement à partir de l’échelle du point d’intérêt (par
exemple pour SIFT, Lowe (2004)). Dans notre contexte, le voisinage est une fenêtre de taille
constante (20× 20).
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Le descripteur utilisé dans la méthode d’origine est la corrélation ZNCC (Zero Normalized
Cross Correlation). L’idée de la ZNCC est de comparer l’intensité lumineuse des voisinages
des points d’intérêt à associer. Cependant, la méthode ZNCC est une méthode peu robuste aux
changements d’apparence importants, et donc aux larges déplacements de caméra. Dans notre
étude, ce descripteur a été remplacé par le descripteur SURF (Speeded Up Robust Features, Bay
et al. (2006)) qui repose sur la distribution des ondelettes de Haar 2D sur le voisinage des points
d’intérêt. D’autres descripteurs ont été présentés et comparés dans l’article de Mikolajczyk and
Schmid (2005).
Notions d’image clé. Dans la méthode de SLAM utilisée, toutes les images de la vidéo n’ont
pas le même rôle. Certaines images seront uniquement localisées dans l’environnement pré-
cédemment reconstruit. Les autres images, appelées images clés, ont un rôle particulier. Nous
verrons dans la section suivante que ces images sont utilisées par la brique de reconstruction
3D. Il est donc nécessaire de définir un critère permettant de savoir si une image est clé ou non.
Le critère proposé par Mouragnon et al. (2006) est un critère essentiellement 2D : une image est
déclarée comme étant clé lorsque le nombre d’appariements 2D entre cette image et la dernière
image clé est inférieur à un seuilM (M = 400 points ici).
2.6.1.2 Traitements 3D
Les données créées par la brique 2D, c’est à dire les associations de points d’intérêt et la
détection d’images clés, sont utilisées par les algorithmes de localisation et de reconstruction
3D. Dans cette section, nous allons brièvement présenter les différents cas de figure rencontrés.
Initialisation. Au début de la reconstruction, seules les informations calculées par le suivi
2D sont disponibles. En particulier, aucune information sur la structure de l’environnement
n’est fournie. La première étape de la reconstruction 3D est donc d’initialiser la carte de l’en-
vironnement, c’est à dire la pose des premières caméras et la position des points 3D observés
(figure 2.8(a)). Pour cela, dès que la brique 2D a détecté 3 images clés, la structure peut être
retrouvée grâce aux associations 2D/2D fournies et à un calcul de la matrice essentielle (section
2.3.2.2). Une fois la reconstruction initialisée, le processus incrémental est lancé.
Traitement des caméras. Dès lors que l’initialisation est réalisée, les appariements 2D four-
nis par le module de suivi permettent de remonter à des associations 2D/3D entre les points
d’intérêt de l’image courante et les points 3D préalablement reconstruits. La pose de la caméra
courante (figure 2.8(b)) peut alors être estimée à partir de ces appariements (section 2.3.2.4).
Si la caméra courante est détectée comme étant une caméra clé, elle est alors utilisée pour
augmenter la reconstruction de l’environnement (figure 2.8(c)) :
⊲ Sa pose et ses observations sont utilisées pour trianguler de nouveaux points 3D (sec-
tion 2.3.2.3).
⊲ Un ajustement de faisceaux est appliqué pour raffiner la géométrie de la reconstruction.
La particularité des travaux de Mouragnon et al. (2006) est que l’ajustement de faisceaux
ne raffine pas l’ensemble de la reconstruction. En effet, afin d’assurer un traitement temps-
réel, l’ajustement de faisceaux est uniquement réalisé sur une sous-partie de la reconstruction.
Cette sous-partie est constituée desM dernières caméras clés (M = 20 dans notre étude) et des
points 3D associés. De plus, parmi cette structure, seuls les paramètres desN dernières caméras
clés (dans notre cas N = 3) et des points 3D qu’elles observent sont raffinés. Les M − N
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(a) Initialisation. L’initialisation de la structure à partir de 3 images clés est réa-
lisée à l’aide de l’algorithme des 5 points.
(b) Localisation de la caméra. Chaque nouvelle image est localisée à partir des
points 3D déjà reconstruits.
(c) Création d’une nouvelle caméra clé. Si la caméra courante est clé, elle est
alors utilisée pour trianguler de nouveaux points 3D. Les paramètres des 3 der-
nières caméras clés et des points 3D qu’elles observent sont alors raffinés à l’aide
d’un ajustement de faisceaux.
FIGURE 2.8 – Résumé de la méthode de reconstruction 3D utilisée (Mouragnon et al.
(2006)). Les caméras en pointillés sont des caméras classiques et les caméras en trait plein sont
des caméras clés. Les images encadrées en rouge sont les images détectées comme étant des
images clés.
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autres caméras clés sont fixées, ce qui permet d’apporter les contraintes assurant la cohérence
géométrique de la reconstruction de proche en proche. On parle dans ce cas d’ajustement de
faisceaux local ou glissant.
Mouragnon et al. (2006) ont montré que cette méthode permet de réaliser des reconstructions
de grande échelle en temps-réel. En particulier, les expériences ont montré que les résultats
obtenus sont similaires aux méthodes utilisant un ajustement de faisceaux global (par exemple
Royer et al. (2005)). Des exemples de reconstructions obtenues avec cette méthode peuvent être
trouvés à la figure 2.9.
(a) (b)
(c) (d)
FIGURE 2.9 –Reconstructions SLAM. Exemples de reconstructions obtenues avec la méthode
de Mouragnon et al. (2006) sur une distance de 400 mètres (a,b) et sur une distance de 1.5
kilomètres (c,d).
Cependant, et comme nous l’avons détaillé à la section 1.1.3, cet algorithme de SLAM
monoculaire est sensible à l’accumulation des erreurs ainsi qu’à la dérive du facteur d’échelle.
Nous allons maintenant présenter les modèles 3D de villes qui seront utilisés dans notre méthode
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afin de corriger ces dérives.
2.6.2 Les modèles 3D urbains
Dans cette section, nous détaillerons les caractéristiques des modèles 3D disponibles à
grande échelle puis nous présenterons les modèles utilisés dans nos travaux.
2.6.2.1 Système d’Information Géographique
Un Système d’Information Géographique (SIG) est un système d’information permettant
de représenter un ensemble de données géoréférencées. La plupart du temps, ces données sont
représentées sous formes de différentes couches apportant chacune leurs informations : cadastre,
route, image satellite, bâtiments 3D, etc. Ces bases de données sont de plus en plus présentes
dans notre quotidien à travers, par exemple, les systèmes d’assistance à la navigation, les visites
virtuelles, les projets architecturaux, les cartes du monde interactives, etc. De plus, si elles
étaient auparavant principalement destinées aux professionnels dans le cadre de leurs activités,
elles sont désormais de plus en plus utilisées par le grand public. A ce titre, la présentation de




FIGURE 2.10 – Exemples de SIG. (a) Google Earth, (b) Microsoft Bing Map 3D et (c) Ter-
raExplorer (interface du Géoportail) sont parmi les SIG les plus consultés.
2.6 Algorithmes et données utilisés 41
2.6.2.2 Les modèles 3D à grande échelle.
Les modèles 3D disponibles dans les SIG ont différentes provenances. Ils sont majoritaire-
ment issus d’instituts nationaux (par exemple l’IGN 1 pour le Géoportail 2 en France), de collec-
tivités locales ou d’entreprises spécialisées. Dernièrement, des communautés se sont formées
autour de la création de modèles 3D. Par exemple, le groupe Google propose le logiciel Google
SketchUp 3 qui permet de créer aisément des modèles 3D et de les incorporer dans Google Earth.
Tout cela permet l’apparition rapide de données 3D pour des zones de plus en plus larges.
Il est néanmoins important de noter que les modèles 3D disponibles à grande échelle dans les
SIG sont des modèles approximatifs. Notons que la faible précision de ces modèles constituera
un point crucial de nos travaux. En particulier les modèles 3D diffèrent souvent de la réalité sur
ces points :
⊲ Simplification de la géométrie. La géométrie des modèles 3D ne détaille que la structure
globale des bâtiments. Ainsi, la surface des façades est discrétisée en un nombre fini de
plans 3D, en général un seul plan par façade. En particulier, les portes, les fenêtres et
les colonnades sont absentes en 3D et n’apparaissent que sur la texture du modèle. Ceci
implique donc que l’information géométrique fournie par ces modèles est limitée.
⊲ Géométrie imprécise. En plus d’être simplifiée, la géométrie obtenue est imprécise. En
effet, pour permettre de créer des modèles à grande échelle, des processus automatiques
ont été déployés. Ces processus reposent en général sur des mesures d’images satelli-
taires (Elaksher et al. (2002)), ce qui limite la précision obtenue et peut engendrer des
erreurs. Ainsi, il sera nécessaire de prendre en compte cette incertitude au cours de nos
différents processus.
⊲ Texture uniquement photoréaliste. Actuellement, les textures associées aux modèles
3D sont de faible qualité (figure 2.11), par exemple afin de limiter la taille du SIG. De
plus, leur recalage sur les modèles est généralement très grossier. Ceci implique que
l’information de texture n’est pas utilisable dans notre contexte.
Il est important de noter que les modèles décrits ci-dessus correspondent à l’état des modèles
au début de nos travaux, en 2007. Au jour d’aujourd’hui, la géométrie tend à s’améliorer pour
atteindre dans certains endroits une précision de 10 cm (Hyères et Montbéliard par exemple pour
le Géoportail). On peut raisonnablement imaginer que la précision des modèles va continuer à
s’améliorer tandis que leur disponibilité va croître de façon importante. L’intérêt de l’utilisation
de modèles plus précis sera étudié dans les perspectives de nos travaux (page 158).
2.6.2.3 Caractéristiques des modèles 3D utilisés
La majorité de nos expériences se situent dans les rues de Versailles (figure 2.12(a)). Ne
disposant pas, au début de nos travaux, de modèles 3D de cet environnement, nous avons utilisé
ceux provenant du site du Géoportail. Plus précisément, nous avons utilisé les outils de mesure
disponibles dans l’interface graphique associée au Géoportail afin de recréer le modèle 3D du
quartier qui nous intéresse. Le modèle obtenu est affiché sur la figure 2.12(b).
1. Institut Géographique National - www.ign.fr
2. www.geoportail.fr
3. Site de la communauté : sketchup.google.com/intl/fr/community
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(a) (b)
FIGURE 2.11 – Modèles 3D texturés. La texture des modèles 3D est généralement de faible
qualité (Google Earth).
Les modèles du Géoportail, pour Versailles, ont une précision de l’ordre de 1 mètre. Ayant
utilisé les outils de mesure, nous pensons qu’il est raisonnable de considérer que notre modèle
3D a une précision de l’ordre de 2 mètres. Comme nous l’avons vu précédemment, la géométrie
locale (c’est à dire les portes, balcons, etc.) est absente. La reconstruction 3D issue du SLAM
ne pourra donc pas s’aligner parfaitement avec le modèle 3D. Afin de modéliser cette erreur,
nous faisons l’hypothèse que la distance dr entre le modèle 3D et l’environnement réel (c’est
à dire la distance orthogonale entre le point sur la surface du modèle et sa position réelle dans
la scène) est une variable gaussienne de faible écart-type σ (dans l’idéal moins de 2 mètres) et













FIGURE 2.12 – Modèle 3D utilisé dans nos travaux. (a) est le quartier de Versailles que nous
avons modélisé. (b) est le modèle 3D associé à cet environnement dans lequel sont représentées
deux trajectoires reconstruites.
Les différentes observations et hypothèses faites sur les modèles 3D utilisés seront nos hy-
pothèses de travail pour l’ensemble de ce mémoire.
Première partie
Création d’une base d’amers visuels et
relocalisation d’une caméra mobile
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Présentation de la méthode
La première partie de ce mémoire a pour but de présenter une chaîne complète permettant
la relocalisation d’une caméra dans un centre urbain dense. La méthode proposée est sché-
matisée dans la figure 2.13. Le processus complet présente deux sous-processus distincts : la
construction de la base d’amers (hors-ligne) et la relocalisation dans cette base (en ligne).
Construction de la base d’amers visuels
Problématique
De nombreuses méthodes de relocalisation reposent sur la disponibilité d’un modèle de l’en-
vironnement constitué d’amers visuels, c’est à dire d’un nuage de points 3D pour lesquels on
dispose d’une description de leur apparence photométrique. Ce modèle constitue une base de
données à partir de laquelle il est alors possible de relocaliser une caméra mobile. Cette idée a
déjà été largement utilisée, particulièrement en robotique pour la localisation et la navigation
autonome. Généralement, la base de données d’amers est construite à partir d’un algorithme
de type Structure from Motion (Royer et al. (2007); Irschara et al. (2009)). Cependant, la base
d’amers ainsi obtenue n’est pas exempte de défauts. En effet, celle-ci est exprimée dans un re-
père arbitraire et, dans le cas de SfM monoculaire, à une échelle arbitraire. Une localisation
estimée à partir d’une telle base d’amers ne peut donc pas fournir une localisation géoréféren-
cée. De plus, comme nous l’avons vu précédemment (section 1.1.3), ces reconstructions sont
sensibles aux dérives, ce qui rend la base incohérente à grande échelle. Cette incohérence a
peu d’influence lorsque l’information recherchée est uniquement un déplacement relatif, par
exemple pour le suivi de convois. Néanmoins, l’impact devient important lorsque l’information
recherchée est une localisation absolue. Or, le but de nos travaux étant de localiser un véhi-
cule dans un centre urbain, c’est ce type d’information absolue qui nous intéresse. C’est en
ce sens que nous proposons dans cette partie une méthode permettant de corriger a posteriori
une reconstruction SLAM en milieu urbain afin de la rendre exploitable par un processus de
relocalisation absolue.
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Limites des méthodes existantes
Comme cela a été vu dans la section 1.2.2, plusieurs méthodes existent dans le cas où les
reconstructions sont supposées sans dérive. La correction se limite alors à corriger le facteur
d’échelle et à géoréférencer la base d’amers résultante. Par exemple, il a récemment été pro-
posé des méthodes permettant d’aligner les nuages de points reconstruits avec une image sa-
tellite (Kaminsky et al. (2009)) ou un modèle 3D de l’environnement (Strecha et al. (2010)).
Néanmoins, dans ces différentes approches, la géométrie de la reconstruction 3D n’est jamais
remise en cause.
Plusieurs méthodes ont déjà été proposées pour à la fois géoréférencer et corriger la re-
construction SLAM lorsque celle-ci présente une dérive importante. Tout d’abord, Clemente
et al. (2007) proposent d’utiliser la détection et la correction de boucles afin de corriger la re-
construction SLAM sans l’apport d’information supplémentaire. Cependant, cette méthode de
correction n’est applicable que dans les contextes particuliers où la trajectoire repasse plusieurs
fois au même endroit. D’autres travaux ont été proposés dans le cas où une information grossière
sur l’environnement parcouru est disponible. En particulier, les problématiques rencontrées par
Levin and Szeliski (2004) sont proches des nôtres. Leur idée est d’utiliser une carte simple (dans
leur cas dessinée à la main) de la trajectoire parcourue pour corriger a posteriori la dérive subie
par leur méthode de SLAM. Pour cela, ils proposent tout d’abord d’aligner grossièrement la
reconstruction avec la carte associée en utilisant une transformation simple. Pour raffiner la re-
construction obtenue, ils appliquent alors un ajustement de faisceaux global. On notera que cette
deuxième étape n’intègre aucune information issue de la carte. En l’absence de ces contraintes
supplémentaires, l’ajustement de faisceaux global peut converger vers une solution incohérente
avec la carte, voire revenir à la solution initiale.
Approche proposée
Afin de corriger les reconstructions SLAM, nous proposons d’utiliser les contraintes géo-
métriques apportées par un modèle 3D simple de l’environnement, comme décrit à la sec-
tion 2.6.2.3. Notre approche consiste à estimer la transformation permettant d’aligner les points
3D de la base d’amers appartenant à des façades de bâtiments avec les plans représentant ces
même façades dans le modèle. La dérive de la reconstruction SLAM étant généralement trop
complexe pour que cette transformation soit estimée directement, notre méthode de correction
se décompose en 2 étapes progressives :
⊲ ICP non-rigide. La première étape (décrite au chapitre 3) consiste à appliquer à la re-
construction 3D une transformation simplifiée de façon à retrouver sa cohérence globale.
Pour cela, nous proposons tout d’abord une classe de transformations décrivant au mieux
les déformations induites par le processus du SLAM. Les paramètres de la transformation
recherchée sont alors estimés à l’aide d’un algorithme ICP (Iterative Closest Point).
⊲ Nouvel ajustement de faisceaux. La seconde étape (décrite au chapitre 4) consiste à
raffiner la correction. Pour cela, un modèle de transformation plus complexe est optimisé
à l’aide d’un nouvel ajustement de faisceaux. Cet ajustement de faisceaux intègre à la
fois des contraintes visuelles, c’est à dire l’erreur de reprojection des points observés, et
la contrainte d’appartenance des points 3D au modèle.
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L’ensemble de ce processus sera testé sur des séquences de synthèse et réelles au chapitre 5
afin d’évaluer qualitativement et quantitativement sa précision et sa robustesse.
FIGURE 2.13 – Résumé de la méthode. La méthode proposée consiste à construire une base
d’amers visuels à partir de laquelle il sera possible de se relocaliser.
Relocalisation d’une caméra mobile
Le deuxième processus de cette partie a pour objectif de relocaliser une caméra mobile dans
l’environnement précédemment appris. En effet, une fois la base d’amers visuels créée (hors
ligne), il est possible de relocaliser une caméra se déplaçant au sein de cette base de données
(en ligne). Ceci est possible grâce à l’appariement des points d’intérêt de l’image courante avec
ceux constituant la base.
Nous montrerons également dans ce chapitre que la pose de la caméra obtenue est suffisam-
ment précise pour pouvoir être utilisée dans des applications de réalité augmentée, par exemple
pour des scénarii d’aide à la navigation.
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CHAPITRE 3
ICP non-rigide
Dans ce chapitre, nous présentons un algorithme permettant d’aligner grossièrement une
reconstruction SLAM contenant des dérives (obtenue dans notre cas avec l’algorithme de Mou-
ragnon et al. (2006)) avec un modèle 3D de ville. Même si ces modèles 3D sont peu précis (voir
leur description à la section 2.6.2.3), ils sont considérés sans dérive, c’est à dire globalement
cohérents. Cette information supplémentaire permettra donc de corriger la dérive du SLAM,
qui se traduit généralement visuellement par l’écrasement de la reconstruction. Après avoir
introduit les approches classiques permettant d’aligner différents ensembles de données (sec-
tion 3.1), nous présenterons le modèle de transformations utilisé pour aligner la reconstruction
et le modèle 3D (section 3.2). Nous décrirons alors le processus d’alignement (section 3.3).
Les travaux décrits dans ce chapitre ont donné lieu à deux publications (Lothe et al.
(2009a,b)).
3.1 Méthodes d’alignement 3D
Aligner deux ensembles de données 3D est un domaine de recherche très actif, en particulier
en modélisation 3D. La méthode fréquemment utilisée aujourd’hui est l’ICP (Iterative Closest
Point). Un état de l’art sur l’ICP et ses variantes peut être trouvé dans l’article de Rusinkiewicz
and Levoy (2001). L’idée directrice de cette approche est de décomposer le problème d’aligne-
ment en deux sous-problèmes :
⊲ Association des données. Elle consiste à créer des paires entre les données des deux
ensembles. Chacun des éléments du premier ensemble est associé à l’élément qui lui cor-
respond dans le deuxième ensemble. Cette correspondance étant généralement inconnue,
on associe chaque élément à l’élément qui lui est le plus proche dans l’autre ensemble.
Il est donc nécessaire de définir une métrique permettant de mesurer la distance entre
les éléments des deux ensembles. La notion souvent utilisée est la distance euclidienne.
Néanmoins, des métriques plus complexes (probabilité, notion d’apparence, de forme,
etc.) peuvent être mises en place de façon à améliorer la mise en correspondance des
éléments et ainsi limiter les faux appariements (Rusinkiewicz and Levoy (2001)).
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⊲ Minimisation de l’erreur.Une fois les associations réalisées, la deuxième étape consiste
à minimiser la distance entre les éléments associés. Il est donc nécessaire de définir
à la fois une métrique (qui n’est pas nécessairement la même que celle utilisée pour
l’association des données) et l’espace des transformations 3D dans lequel peuvent être
modifiés les ensembles de données de façon à minimiser cette métrique. Généralement,
les transformations utilisées sont les transformations euclidiennes (à savoir une rotation
et une translation).
Ces deux étapes sont itérées jusqu’à convergence. Ce processus itératif permet de remettre
en cause les associations de données après chaque minimisation. On espère ainsi converger vers
la solution optimale. Notons cependant que rien n’assure la convergence de l’algorithme ICP.
Dans les cas particuliers où une carte de distance est calculable à l’avance, Fitzgibbon (2001)
a montré que ces deux étapes peuvent être résolues simultanément. Néanmoins, cette approche
semble peu appropriée dans notre cas, en particulier puisque l’environnement considéré possède
3 dimensions et est vaste, ce qui complexifie le calcul d’une telle carte de distance.
Dans la suite, nous allons définir les différents éléments qui caractérisent l’approche ICP, à
savoir l’espace des transformations 3D considéré, l’association des données et la méthode de
minimisation de la fonction d’erreur utilisée.
3.2 Espace de transformations utilisé
Nous avons vu précédemment que le cas le plus courant est de rechercher la transformation
euclidienne (voire une similitude) entre les deux ensembles de données (par exemple dans les
travaux de Kaminsky et al. (2009)). Cependant, dans notre cas de figure, les déformations in-
duites par les dérives du SLAM sont très complexes et le problème ne peut donc pas se limiter
à la recherche d’une rotation et d’une translation. Afin de pallier les limites des transformations
euclidiennes, des méthodes d’alignement non-rigide ont été proposées. Le terme non-rigide est
employé ici au sens large, c’est à dire dès lors que la transformation recherchée a plus de degrés
de liberté qu’une rotation, une translation et un facteur d’échelle.
En raison de leur grand nombre de degrés de liberté, les transformations non-rigides né-
cessitent généralement d’être contraintes à une sous-classe de transformations afin d’assurer la
bonne convergence de l’algorithme. Par exemple, Castellani et al. (2007) utilisent un terme de
régularisation afin de limiter les déformations utilisées à celles physiquement possibles pour une
feuille de papier. De la même manière, nous allons proposer un modèle simplifié de la dérive
que le SLAM présente dans notre contexte. Ce modèle amènera à une classe de transformations
non-rigides qui modélisent de manière relativement réaliste les déformations produites par cette
dérive, tout en conservant un nombre de degrés de liberté suffisamment réduit pour assurer la
convergence de l’algorithme d’optimisation.
3.2.1 Modélisation de la dérive du SLAM
La dérive du SLAM est un phénomène complexe et difficile à formaliser. La modélisation
que nous en faisons dans cette partie est une forte approximation. Néanmoins, nous verrons
dans la partie expérimentale (chapitre 5) que celle-ci est suffisamment bonne pour permettre un
alignement correct entre la reconstruction 3D et le modèle de l’environnement.
Pour définir l’espace de transformations considéré, nous nous sommes appuyés sur les résul-
tats expérimentaux obtenus avec la méthode de Mouragnon et al. (2006). Nous avons observé
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que le facteur d’échelle, lorsque que la caméra regarde vers l’avant du véhicule, est quasi-
constant sur les lignes droites alors qu’il a tendance à être fortement modifié dans les virages
(voir par exemple la figure 2.9, page 39). Nous avons donc décidé d’utiliser une transformation
affine par morceaux : les lignes droites de la trajectoire sont considérées comme des éléments
extensibles et des articulations sont placées à chaque virage. Ainsi, les transformations retenues
sont des similitudes par morceaux avec contraintes de jointure aux extrémités. Il est intéressant
de noter qu’on retrouve ces transformations dans les travaux de Levin and Szeliski (2004) pour
mettre en correspondance une trajectoire reconstruite par le processus SLAM avec une carte
grossière de la trajectoire parcourue.
3.2.2 Fragmentation de la reconstruction
Les transformations obtenues étant des transformations par segments, il est nécessaire avant
toute chose de fragmenter la reconstruction, c’est à dire de segmenter la trajectoire reconstruite
de la caméra (section 3.2.2.1) et d’associer à chacun des segments de caméras obtenus les points
3D qui lui sont liés (section 3.2.2.2).
3.2.2.1 Approximation polygonale de la trajectoire
Afin de segmenter la trajectoire reconstruite, nous avons repris la méthode proposée par
Lowe (1987) pour la segmentation de contours. Cette étape est également appelée approxima-
tion polygonale.
La figure 3.1 résume la méthode utilisée. Considérons la trajectoire reconstruite comme un
ensemble de caméras temporellement ordonnées {C1 . . . CM}. Tout d’abord, nous considérons










où d(l, Ci) est la distance orthogonale entre la droite l et la caméra Ci. On note dmax = d(l, Cim)
cette distance maximale.
Afin de mesurer la qualité d’approximation de l’ensemble {C1 . . . CM} par la droite l, on
définit le critère Ψ :




Cette valeur est directement liée à la qualité d’approximation du segment. Ψ est élevé lorsque
la longueur du segment est grande devant dmax. Autrement dit, plus Ψ est grand, plus l’ap-
proximation de {C1 . . . CM} par l est bonne. Nous pouvons faire la même opération sur les
sous-segments {C1 . . . Cim} et {Cim . . . CM} :
Ψr = Ψ({C1 . . . CM})
Ψg = Ψ({C1 . . . Cim})
Ψd = Ψ({Cim . . . CM})
(3.3)
On regarde alors si un des sous-segments est de meilleur qualité que le segment principal, c’est
à dire si :
max(Ψg,Ψd) > σ ×Ψr (3.4)
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Si cette équation est vérifiée, la caméra Cim est conservée comme extrémité d’un segment de
trajectoire et le processus est lancé récursivement sur les deux sous-segments. Dans le cas
contraire, le segment l est conservé comme étant le segment minimal. Le facteur σ est un facteur
à ajuster en fonction de la qualité de l’approximation polygonale recherchée. Des exemples de
segmentation de trajectoire peuvent être trouvés dans la partie expérimentale (chapitre 5).
FIGURE 3.1 –Approximation polygonale de la trajectoire du véhicule.Cette méthode permet
de découper en segments la trajectoire reconstruite.
3.2.2.2 Formation des fragments de la reconstruction
A la sortie de la segmentation de la trajectoire, nous disposons donc de m segments
(Ti)1≤i≤m dont les extrémités sont deux caméras notées ei et ei+1. Une fois la trajectoire décou-
pée, chacun des points 3D reconstruits doit être associé à un segment de caméras. Le point 3D
subira alors la même transformation 3D que le segment de caméras auquel il est rattaché.
Afin de définir à quel segment appartient un point 3D, on définit la notion de visibilité.
Nous dirons qu’un segment voit un point 3D si au moins une caméra de ce segment observe
ce point. Deux cas de figure sont alors possibles. Le cas le plus simple apparaît quand seule-
ment un segment voit le point : il est alors lié à ce segment. Dans l’autre cas, si le point est
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observé par plusieurs segments (dans les virages), plusieurs politiques sont possibles : associer
ce point 3D au segment qui le voit en premier, en dernier, qui le voit le plus, etc. Nous avons
testé expérimentalement ces différentes politiques et il s’avère qu’elles fournissent des résultats
équivalents. Nous avons donc choisi arbitrairement d’associer le point au segment qui l’observe
en dernier.
Dans la suite, nous appellerons Bi un fragment composé des caméras du segment Ti (c’est à
dire incluses entre les extrémités ei et ei+1) et des points 3D associés. Il est important de noter
que pour 2 ≤ i ≤ m− 1, le fragment Bi partage ses extrémités avec ses fragments voisins Bi−1
et Bi+1.
3.2.3 Paramétrisation des transformations retenues
Nous avons vu précédemment que les transformations utilisées dans l’ICP sont des simili-
tudes par morceaux avec contraintes de jointure aux extrémités. En pratique, ces transformations
sont paramétrées par le déplacement des extrémités (ei)1≤i≤m+1 de chacun des segments, c’est
à dire leur translation 3D dans l’espace.
Prenons l’exemple d’un déplacement de l’extrémité ei (figure 3.2). Dans cet exemple, l’ex-
trémité ei subit une translation t. Pour le fragment Bi−1, cette translation peut également être
vue comme une similitude centrée en ei−1, de rotation R et de facteur s (figure 3.2(b)). C’est
cette similitude, notée S(ei−1, s,R), qui est alors appliquée à l’ensemble des caméras et points
3D du fragment Bi−1 (figure 3.2(c)). Le même raisonnement est réalisé sur le fragment Bi où la
translation de ei est vue comme la similitude S ′(ei+1, s′,R′).
(a) (b) (c)
FIGURE 3.2 – Exemple d’une transformation par fragments sur une reconstruction
SLAM. (a) La segmentation de la reconstruction originale. (b) L’extrémité ei subit une trans-
lation. La similitude S(ei−1, s,R) est déduite de ce déplacement et est appliquée au fragment
Bi−1. Un traitement équivalent est réalisé sur le fragment Bi. (c) montre le résultat de cette
transformation : les deux fragments liés à l’extrémité déplacée ont été modifiés.
Notons que cette paramétrisation des transformations ne permet pas de modifier l’angle de
roulis des caméras, c’est à dire la rotation autour de l’axe optique. Le fait de ne pas optimiser
l’angle de roulis est un choix que nous avons fait dans ce chapitre. En effet, nous avons re-
marqué que dans le cadre d’une caméra embarquée sur un véhicule, l’estimation de l’angle de
roulis réalisée par le processus du SLAM est relativement correcte. Nos expériences nous ont
également montré qu’optimiser l’angle de roulis pendant l’ICP non-rigide n’améliore pas les
résultats obtenus. Au contraire, cela produit généralement une dégradation des résultats lorsque
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beaucoup de points 3D reconstruits ne se situent pas sur les façades (voitures, arbres, etc.). Ce
phénomène a également été récemment observé par Strecha et al. (2010).
Il est cependant nécessaire de fixer au départ l’angle de roulis global de la reconstruction par
rapport au modèle 3D. Sourimant et al. (2007) ont montré qu’à partir d’un modèle 3D simple
de l’environnement, il est possible d’obtenir facilement un modèle d’élévation du terrain en
utilisant la triangulation de Delaunay (Delaunay (1934)). De plus, de tels modèles d’élévation
sont désormais librement accessibles (e.g. sur le site de GeoNames 1). La hauteur de la caméra
sur le véhicule étant connue, il est alors possible d’ajuster le roulis de la reconstruction afin
de minimiser l’erreur d’élévation des caméras. Pour chaque segment de trajectoire, l’erreur
d’élévation résiduelle est alors corrigée en modifiant l’angle de roulis du segment précédent.
Ceci nous fournit une approximation correcte de l’angle de roulis de chacun des segments par
rapport au repère monde. Notons de plus que cet angle sera remis en cause dans la deuxième
étape de correction (chapitre 4).
En pratique, l’altitude des caméras n’est pas optimisée. En effet, seuls les points reconstruits
sur le sol permettent de fixer ce paramètre. Néanmoins, il apparaît qu’en proportion, très peu
de points du sol sont reconstruits. Néanmoins, la caméra étant rigidement liée au véhicule, sa
distance au sol est connue. Ainsi, l’altitude de chacune des caméras est donc fixée à l’aide
d’une carte d’élévation du terrain (dans nos expériences, l’élévation est supposée constante sur
l’ensemble du parcours).
3.3 Recherche de l’alignement optimal
Notre modèle de déformation étant défini, il est possible d’aligner le nuage de points 3D
reconstruit avec le modèle 3D de l’environnement en utilisant un algorithme de type ICP. Pour
cela, nous allons préciser ci-après les 2 étapes principales caractérisant ces algorithmes, à savoir
l’association des données et la minimisation de l’erreur associée. Pour cela, nous considérons
dans cette section que nous possédons en entrée de l’ICP le modèle 3D de l’environnement et
la reconstruction SLAM fragmentée comme expliquée précédemment.
3.3.1 Métrique utilisée et association des données
Le but de nos travaux étant d’aligner le nuage de points reconstruit avec le modèle 3D, il
nous faut définir une métrique permettant d’évaluer la qualité de cet alignement. La métrique ω
choisie dans notre étude est la distance orthogonale d entre un point 3D et le plan du modèle
3DM auquel il appartient. Comme nous l’avons vu dans la description des méthodes ICP (sec-
tion 3.1), les correspondances réelles entre les points 3D et les plans du modèle étant inconnues,






Rappelons que pendant chaque étape de minimisation de l’ICP, l’association des données
est constante. Ainsi, nous noterons dans la suiteΠhi le plan associé au pointQi. Il est important
1. www.geonames.org
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de noter que la distance d prend en compte le fait que les plans 3D sont des plans finis : pour
être associé au plan Π, un point 3D Q doit avoir sa projection orthogonale à l’intérieur des
limites de Π. Les points qui ne sont associés à aucun plan sont alors simplement retirés de
l’optimisation.
3.3.2 Minimisation robuste de la métrique
Dans notre étude, la métrique utilisée pour l’association des données et pour la minimisa-
tion de l’erreur est la même. Ainsi, dès lors que la fonction ω est définie, on peut chercher la
similitude par morceaux qui minimise cette métrique pour l’ensemble des données associées.
Nous avons vu à la section 3.2.3 que ces transformations sont paramétrées par la position des
extrémités des fragments (e1 . . . em). Le problème revient donc à chercher la position de ces
extrémités qui minimise la fonction de coût ǫ :













Robustesse aux points aberrants. L’association (Qi,Πhi) étant réalisée au plus proche, elle
peut être erronée. En effet, il est possible que le point Qi ne soit pas dans la réalité sur le plan
Πhi . Ces mauvaises associations peuvent être liées à deux raisons principales : une initialisation
trop éloignée de Qi par rapport à sa position réelle ou le fait que ce point n’est pas positionné
sur le modèle dans la réalité (i.e. n’appartient pas à une façade). Dans les deux cas, le terme
d(Qi,Πhi) peut être alors prépondérant et donc empêcher l’obtention du minimum recherché.





Le M-estimateur utilisé est le M-estimateur de Tukey (Huber (1981)). Le seuil du M-
estimateur peut être réglé automatiquement grâce au MAD lorsque la distribution des erreurs
peut être assimilée à une gaussienne. Or, il s’avère que cette hypothèse n’est vérifiée que sur cha-
cun des fragments (figure 3.3(b)) mais pas sur la reconstruction dans sa globalité (figure 3.3(a)).
Le seuil ξ utilisé par le M-estimateur ne peut donc pas être global mais il doit être propre à
chacun des fragments de la reconstruction.
Pondération des fragments. En l’état actuel, on notera alors que l’influence de chacun des
fragments dans le processus d’optimisation n’est pas la même. En effet, l’influence d’un frag-
ment B dépend :
⊲ du seuil de Tukey ξ appliqué aux résidus de celui-ci
⊲ du nombre de points 3D qu’il contient (noté cardQ(B))
Pour assurer une meilleure convergence de notre algorithme, nous proposons donc de norma-
liser l’influence de chaque fragment vis à vis de ces deux paramètres. Tout d’abord, afin que
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l’influence d’un fragment ne dépende plus du seuil du Tukey qui lui est associé, nous proposons






où li est l’indice du fragment contenant le point Qi, et ρ′li le M-estimateur de Tukey normalisé















































FIGURE 3.3 – Histogramme de la distance point-plan avant l’étape d’ICP non-rigide.
(a) est l’histogramme sur l’ensemble de la reconstruction et (b) est l’histogramme sur un seul
fragment.
Pour éviter le second problème, c’est à dire que les fragments possédant peu de points 3D ne
soient pas optimisés en faveur des fragments plus conséquents, nous avons décidé de normaliser
les résidus des points 3D de chacun des fragments en fonction de leur cardinal. Le M-estimateur










Dans notre cas, c’est alors l’algorithme de Levenberg-Marquardt (Levenberg (1944)) qui est
utilisé afin de minimiser cette erreur.
3.3.3 Initialisation de l’algorithme
L’association des données se faisant au sens de l’élément le plus proche, il est nécessaire que
l’ICP non-rigide soit initialisé le plus proche possible de la solution. Dans notre cadre d’étude,
cela revient à placer les extrémités des segments proches de l’endroit où elles se trouvent en
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réalité. Cette initialisation peut par exemple être réalisée avec les données GPS si de telles don-
nées sont associées aux images. En effet, Kaminsky et al. (2009) ont montré que l’utilisation de
ce type d’informations donne une initialisation qui est suffisamment correcte pour les méthodes
d’alignement de modèles. N’ayant pas cette information à notre disposition dans notre cas, nous
utiliserons dans nos expériences une interface graphique afin de simuler les données GPS.
3.4 Discussion
La figure 3.4 donne un exemple de reconstruction SLAM obtenue après l’ICP non-rigide
sur une séquence de synthèse (cette séquence sera étudiée en détail dans le chapitre 5). Nous
pouvons voir sur cette figure que la géométrie globale de la reconstruction est cohérente avec le
modèle 3D. Néanmoins, deux limites principales peuvent d’ores et déjà être mises en avant.
Tout d’abord, la correction appliquée dans les virages n’est pas satisfaisante. En effet, la
fragmentation de la reconstruction crée au niveau des virages une discontinuité sur le facteur
d’échelle estimé. De plus, un point 3D n’étant associé qu’au fragment qui l’observe en dernier,




FIGURE 3.4 – Résultat de l’alignement par ICP non-rigide. Les pyramides rouges sont les
caméras reconstruites et les sphères vertes représentent la vérité terrain. On peut observer que
la position des caméras semble correcte, excepté dans le sens de la trajectoire, et que le nuage
de points reconstruits n’est pas parfaitement aligné avec le modèle 3D.
De plus, au sein même des fragments, les erreurs de positionnement des caméras peuvent
être encore localement importantes. En effet, la modélisation de la dérive du SLAM que nous
avons choisie (section 3.2.1) n’est qu’une approximation grossière de la réalité puisque, même
si elle est généralement plus faible, cette dérive apparaît également dans les lignes droites. Les
transformations utilisées dans l’ICP non-rigide sont donc trop contraintes pour pouvoir corriger
précisément la reconstruction SLAM. Ceci est confirmé par la figure 3.4 qui illustre les résultats
obtenus sur la séquence Synthèse 1 (voir section B.1). Sur cette figure, on peut voir que l’erreur
résiduelle sur le positionnement des caméras est encore importante dans les lignes droites, en
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particulier dans la direction de la trajectoire de la caméra. Des résultats supplémentaires sur
l’étape d’ICP non-rigide pourront être trouvés dans le chapitre 5.
Par ailleurs, dans des travaux récents, Pylvänäinen et al. (2010) ont repris l’idée d’ICP non-
rigide présenté dans ce chapitre dans le but de corriger et de géoréférencer un nuage de points
obtenu grâce à un LIDAR. Cependant, dans leur cas, la totalité de la reconstruction n’est pas
optimisée simultanément. Pour chaque carrefour, ils choisissent de prendre en compte les points
(et les positions de LIDAR qui s’y rapportent) placés à une certaine distance de cette intersec-
tion. Pour chaque carrefour, ils recherchent alors la similitude qui permet d’aligner au mieux la
sous-reconstruction SLAM retenue avec le modèle 3D de ville. En conséquence, la position de
chaque entité (point et dispositif LIDAR) peut être optimisée indépendamment pour différentes
intersections. Au final, ces éléments ont donc plusieurs positions éventuelles. La position rete-
nue est alors une interpolation entre toutes ces positions. Cela permet de limiter le problème
de discontinuité que nous rencontrons à l’issue de l’ICP non-rigide et de lisser la correction
appliquée à la reconstruction SLAM.
Dans le chapitre suivant, nous allons présenter le second processus de notre méthode. C’est
ce second processus qui permet, dans notre approche, de remettre en cause les limites de l’ICP
non-rigide et ainsi corriger les erreurs résiduelles observées à sa sortie.
CHAPITRE 4
Ajustements de faisceaux contraints par un SIG
Dans cette section, nous proposons une méthode permettant de corriger les erreurs locales
résiduelles de la reconstruction SLAM à la sortie de l’ICP non-rigide. Ainsi, après avoir mis
en évidence les limites des méthodes utilisées habituellement pour raffiner les reconstructions
SLAM, nous présenterons une nouvelle approche permettant de prendre en compte à la fois les
informations images et les contraintes apportées par le modèle 3D.
Les travaux décrits dans ce chapitre ont donné lieu à plusieurs publications (Lothe et al.
(2009c,d, 2010a)).
4.1 Méthodes classiques et limites
Pour atteindre des corrections plus fines, il est nécessaire de relâcher les contraintes impo-
sées dans l’ICP non-rigide. La méthode classique utilisée en vision par ordinateur pour optimi-
ser la structure d’une reconstruction (c’est à dire la pose des caméras et la position des points
3D) est l’ajustement de faisceaux (Triggs et al. (2000)).
Dans cette section, nous allons tout d’abord montrer qu’un ajustement de faisceaux clas-
sique, c’est à dire n’incluant pas de contrainte relative au modèle 3D de la scène, ne permet pas
de garantir une amélioration du résultat obtenu à l’issue de l’étape d’ICP. Nous présenterons
ensuite une méthode classique permettant d’introduire le modèle 3D de la scène comme une
contrainte supplémentaire dans l’ajustement de faisceaux.
4.1.1 Ajustement de faisceaux classique
L’ajustement de faisceaux classique optimise uniquement les relations géométriques qui
existent entre les caméras et les points 3D. Ainsi, la fonction de coût de cet ajustement de
faisceaux est l’erreur de reprojection des points 3D (Qi)i dans les caméras (Cj)j (voir la sec-
tion 2.3.2.5 pour plus de détails). Les paramètres optimisés sont la position des points 3D et les
paramètres externes des caméras (CEj )j , le calibrage étant considéré connu :





||qij − π(P˜jQ˜i)||2 (4.1)
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où P˜j est la matrice de projection de la jeme caméra.
Par exemple, c’est cet ajustement de faisceaux qui est utilisé par Levin and Szeliski (2004)
afin de raffiner la géométrie de leur reconstruction. Leur idée est que la correction grossière
qu’ils appliquent au préalable à la reconstruction grâce à la carte de la trajectoire permet d’amé-
liorer l’initialisation de l’ajustement de faisceaux. Ils considèrent alors que celui-ci a une grande
probabilité de converger vers la solution optimale.
Dans notre contexte, appliquer cet ajustement de faisceaux à l’issue de l’ICP va permettre
de retrouver une cohérence entre les points 3D et les caméras qui les observent, en particulier
dans les virages. Cependant, au cours de ce processus d’optimisation, aucune contrainte n’est
introduite pour assurer la cohérence globale de la reconstruction avec le modèle 3D de la scène,
et ainsi éviter une dérive du facteur d’échelle. Cette perte de cohérence globale est confirmée
expérimentalement. En effet, si l’erreur de reprojection a bien diminué suite à l’ajustement de
faisceaux, on observe une perte de cohérence aussi bien entre le nuage de points reconstruit et
le modèle 3D qu’entre la trajectoire estimée de la caméra et la trajectoire réelle. Des exemples
de perte de cohérence sont illustrés dans la figure 4.1 et le tableau 4.1.
Erreur de la trajectoire reconstruite
Perte de cohérence entre le nuage 
de points 3D et le modèle associé Avant
Après
AprèsAvant
FIGURE 4.1 – Comportement de l’ajustement de faisceaux classique sur la séquence Syn-
thèse 1. Appliquer une optimisation géométrique classique après l’ICP non-rigide peut amener
à une mauvaise déformation de la reconstruction.
4.1.2 Combinaison linéaire de fonctions de coût
Comme l’a montré le paragraphe précédent, les seules contraintes de la géométrie multi-
vue ne sont pas suffisantes pour assurer la convergence de l’ajustement de faisceaux vers la
solution optimale (au sens géométrique). Nous proposons donc d’introduire des contraintes
supplémentaires relatives au modèle 3D de la scène. Il est néanmoins intéressant de noter que






les caméras et la vérité terrain (m)
0,51 0,57
Ecart-type (m) 0,59 0,46
Distance point-plan moyenne (m) 0,11 0,15
Ecart-type (m) 0,08 0,10
Seuil du Tukey 0,38 ×
TABLE 4.1 – Résultats numériques obtenus avec l’ajustement de faisceaux classique sur
la séquence Synthèse 1. On peut voir que l’ajustement de faisceaux classique a tendance à
dégrader les résultats de l’ICP non-rigide.
certaines approches (e.g. Bartoli and Sturm (2003)), bien que n’utilisant pas de modèle 3D tel
que nous le proposons, s’appuient sur l’hypothèse de la planéité par morceaux de la scène de
sorte à améliorer la reconstruction 3D.
Dans notre cas, tout comme lors de l’étape d’ICP, nous proposons d’ajouter un terme favo-
risant l’appartenance des points 3D du SLAM au modèle 3D de la scène. Une méthode clas-
siquement utilisée lorsque deux critères sont à minimiser simultanément est de minimiser leur
somme (Horn and Schunck (1981); Chui and Rangarajan (2003); Modersitzki (2004); Pilet et al.
(2005); Michot et al. (2010)):
FCL(CE1 , . . . ,CEN ,Q1, . . . ,QM) = F(CE1 , . . . ,CEN ,Q1, . . . ,QM)+α×G(Q1, . . . ,QM) (4.2)
où F est la fonction de reprojection classique et G une métrique entre les points reconstruits
et le modèle 3D. Une telle fonction a été développée et testée dans le cadre de nos travaux. Sa
description peut être trouvée dans l’annexe A.
Le facteur α est un facteur permettant de pondérer les deux critères. En effet, en plus de
n’avoir pas forcément la même unité, les deux fonctions n’ont pas nécessairement le même
ordre de grandeur. Il est donc nécessaire de pondérer ces fonctions afin d’éviter que le processus
de minimisation privilégie uniquement un des deux critères.
La principale difficulté lorsqu’on utilise des combinaisons linéaires de fonctions de coût est
de trouver le facteur α qui donne la solution optimale. De plus, la meilleure valeur du facteur
α est généralement fortement dépendante de la séquence traitée (Bartoli et al. (2008)). Cette
méthode a été évaluée dans notre contexte pour plusieurs valeurs de α. Les résultats obtenus
sont consignés dans le tableau 4.2. Cette expérience souligne la sensibilité de cette méthode vis
à vis du choix du paramètre α. En effet, les résultats obtenus ont montré qu’une faible variation
de α peut avoir un impact notable sur la reconstruction SLAM obtenue. On notera même que
certaines valeurs de α peuvent entraîner une dégradation de cette reconstruction. Dans la section
suivante, nous allons donc présenter une solution permettant de s’affranchir du paramètre α.
4.2 Approche proposée : ST-CBA
L’approche que nous proposons est de définir une nouvelle fonction de coût prenant en
compte, dans un unique terme, à la fois l’information image et l’information 3D liée au mo-


































les caméras et la vérité terrain (m)
0,51 0,52 0,48 0,32 0,35 0,42 0,53
Ecart-type (m) 0,59 0,89 0,67 0,23 0,23 0,35 0,77
Distance point-plan moyenne(m) 0.11 0,13 0,06 0,05 0,05 0,05 0,05
Ecart-type (m) 0,08 0,04 0,06 0,07 0,07 0,07 0,07
Seuil du Tukey 0,38 × × × × × ×
TABLE 4.2 – Qualité de la reconstruction en fonction du facteur α sur la séquence Syn-
thèse 1. De faibles variations du facteur α entraînent des modifications importantes sur la re-
construction SLAM. Les meilleurs résultats sont en vert tandis que les résultats dégradés sont
en rouge.
dèle de l’environnement. Dans la suite de ce mémoire, nous dénoterons cet ajustement de fais-
ceaux par l’acronyme ST-CBA (pour Single-Term Constrained Bundle Adjustment). De plus,
afin d’éviter les problèmes de pondération liés à la profondeur des points 3D (plus de détails
concernant ce problème peuvent être trouvés dans l’annexe A), la fonction de coût utilisée se
présente sous la forme d’une erreur de reprojection. Notons que la fonction retenue peut être
mise en relation avec l’approche retenue par Vacchetti et al. (2004) pour le suivi d’objets 3D.
4.2.1 Fonction de coût proposée
L’idée de l’approche que nous proposons est de favoriser chacun des pointsQi à être sur leur
plan le plus procheΠhi (figure 4.2(a)). Pour cela, nous allons passer par un point intermédiaire,
noté Q′i, qui représentera la position la plus cohérente du point Qi si on le considère comme
étant sur le modèle. Ce point Q′i est défini comme étant l’isobarycentre des rétroprojections de
(qij)j sur le planΠhi (figures 4.2(b) et 4.2(c)).
Puisque le point Qi résulte de la triangulation de ces observations 2D (qij)j , déplacer le
point Qi vers le point Q′i équivaut à faire converger les rayons optiques issus des observations
(qij)j sur le point Q′i. Ce résultat est également équivalent à minimiser l’erreur de reprojection
entre le point Q′i et les points d’intérêt qui lui sont associés (qij)j (figure 4.2(d)).














||qij − π(P˜jQ˜′i({CEk }k∈Di ,Πhi))||2 (4.3)
oùDi est l’ensemble des indices des caméras qui observent le pointQi. Tout comme dans l’ICP
non-rigide (section 3.3), nous considérons que l’association point-plan est constante, c’est à
dire que pour chacun des points Q′i, le plan associé Πhi est le même durant l’ensemble de





FIGURE 4.2 – Fonction de coût proposée. Exemple d’un point 3D Qi observé par 3 caméras.
Les étapes successives sont décrites par les sous-figures (a) à (d). Les résidus sont les distances
2D entre (qij)j , les observations de Qi, et (q′ij)j , les projections de son point 3D associé Q′i.
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la minimisation. Ainsi, la position du point Q′i dépend uniquement des paramètres des camé-
ras qui l’observent et de l’équation du plan Πhi . Cela implique que pendant l’optimisation, le
mouvement deQ′i est cohérent avec le déplacement des caméras qui l’observent. Notons qu’en
pratique, l’altitude des caméras n’est pas optimisée. Comme pour l’étape d’ICP non-rigide (sec-
tion 3.2.3), elle est fixée grâce à un modèle d’élévation du terrain.
4.2.2 Optimisation robuste
Afin de maximiser les chances d’atteindre la solution optimale de notre problème, il est
nécessaire d’assurer la robustesse de la minimisation de l’équation 4.3 à la présence de don-
nées aberrantes. Ces données aberrantes ont plusieurs origines possibles : points reconstruits
n’appartenant pas au modèle 3D dans la réalité, associations point-plan erronées, etc. Ainsi,
plusieurs processus robustes ont été mis en place.
4.2.2.1 Robustesse aux points aberrants
Certains points 3D peuvent être mal reconstruits ou ne pas appartenir dans la réalité au
modèle 3D (par exemple les points appartenant à un arbre situé devant une façade, à une voi-
ture garée sur le trottoir, etc.). Afin d’être robuste à ces points aberrants, nous utilisons un
















||qij − π(P˜jQ˜′i({CEk }k∈Di ,Πhi))||
)
(4.4)
Le M-estimateur ρGM retenu ici est le M-estimateur de Geman-McClure (Huber (1981)). En
effet, nous avons observé expérimentalement que grâce à l’évolution asymptotique de sa valeur,
ce M-estimateur donne une convergence plus rapide et précise que les autres M-estimateurs
classiques, à savoir Tukey et Huber (figure 4.3(a)). Le seuil du M-estimateur est réglé de façon
automatique grâce au MAD.

















































































Convergence sans remise en cause
Convergence avec remise en cause
(b)
FIGURE 4.3 – Robustesse de l’ajustement de faisceaux. (a) montre que le M-estimateur de
Geman-McClure semble fournir la meilleure convergence. (b) affiche l’intérêt de remettre en
cause l’association point-plan dans l’optimisation.
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4.2.2.2 Remise en cause des associations point-plan
Dans la section précédente, nous avons précisé que l’association point-plan est constante
au cours de la minimisation. Une mauvaise position initiale du point Qi pouvant amener à la
sélection d’un mauvais plan, il est possible que nombre d’associations point-plan soient erro-
nées dans le processus d’optimisation. Ceci peut alors empêcher de converger vers la solution
optimale (figure 4.3(b)). Tout comme pour l’ICP non-rigide, il est nécessaire de mettre à jour
la position des points (Qi)i au cours de l’optimisation afin de remettre en cause les différentes
associations point-plan.
Ainsi, la solution globale proposée pour minimiser l’équation 4.3 est un processus itératif
semblable à celui de l’ICP non-rigide :
1. Associer les points (Qi)i aux plans les plus proches (Πhi)i.
2. Trouver la pose optimale des caméras en minimisant la fonction de coût (4.3) grâce à
l’algorithme de Levenberg-Marquardt (Levenberg (1944)).
3. Retrianguler les points (Qi)i à partir des nouvelles poses de caméras obtenues. Notons
que la position de Qi est obtenue par triangulation des observations (qij)j puisque cette
position n’est pas nécessairement la position de Q′i.
4. Recommencer à l’étape 1.
Dans la pratique, nous effectuons 10 itérations du processus, avec 10 itérations pour chacun
des Levenberg-Marquardt. La figure 4.4 montre brièvement les résultats obtenus après la mé-
thode totale proposée (i.e. l’ICP non-rigide et l’ajustement de faisceaux ST-CBA) sur la même
séquence de synthèse que la figure 3.4, page 59. En comparant les figures 4.4 et 3.4, nous pou-
vons observer que la précision des positions des caméras a été nettement améliorée. De même,




FIGURE 4.4 – Résultat de la reconstruction après l’ajustement de faisceaux proposé. Les
pyramides rouges sont les caméras reconstruites et les sphères vertes représentent la vérité ter-
rain. L’erreur résiduelle sur la position des caméras, même le long de la trajectoire, est faible.
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Dans le chapitre suivant, nous présentons des résultats détaillés sur les deux étapes du pro-
cessus proposé, à savoir l’ICP non-rigide et l’ajustement de faisceaux ST-CBA.
CHAPITRE 5
Résultats expérimentaux
Ce chapitre a pour but de valider expérimentalement la méthode de construction de base
d’amers visuels proposée dans les deux chapitres précédents. Tout d’abord, des séquences de
synthèse seront étudiées afin de mesurer quantitativement la précision des reconstructions ob-
tenues ainsi que la robustesse de la méthode proposée. Ensuite, différentes séquences réelles
seront traitées afin de vérifier la faisabilité de la méthode dans des conditions réalistes.
5.1 Evaluation quantitative sur des données de synthèse
Ne disposant pas de données (séquence vidéo, modèle 3D de ville) associées à une vérité
terrain (trajectoire réelle de la caméra, modèle 3D précis de l’environnement), nous avons eu
recours à des données de synthèse pour mener une évaluation quantitative de notre méthode.
Dans la pratique, les séquences de synthèse sont des séquences vidéos 640 × 480 réalisées à
partir du logiciel 3DS Max (figure 5.1). La séquence vidéo obtenue est alors utilisée en entrée
de l’algorithme de SLAM.
(a) (b) (c)
FIGURE 5.1 – Extraits d’une vidéo de synthèse. Les séquences de synthèse sont des vidéos
réalisées à partir d’un logiciel de modélisation 3D.
Deux séquences de synthèse différentes ont été créées (voir le tableau 5.1) afin de mesurer
respectivement la précision et la robustesse de la méthode proposée.
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Longueur (m) Nombre de caméras clés Nombre de points 3D reconstruits
Synthèse 1 420 218 6848
Synthèse 2 420 184 6258
TABLE 5.1 – Statistiques sur les reconstructions de synthèse.
5.1.1 Evaluation de la précision
La première séquence (appelée Synthèse 1, voir section B.1) a été réalisée à partir de l’envi-
ronnement 3D décrit dans la figure 5.2(a). Le but de cette première expérience est de mesurer la
qualité de la méthode dans un environnement parfait. De ce fait, le modèle 3D utilisé pour corri-
ger la reconstruction SLAM est le modèle 3D exact de l’environnement. Il est ainsi possible de
décorréler les problèmes liés à la méthode proposée de ceux liés à l’inexactitude du modèle 3D
associé. En particulier, l’hypothèse que nous faisons sur la qualité du modèle 3D, à savoir que
sa distance à la scène réelle est assimilable à une gaussienne centrée en 0 et de faible écart-type
(section 2.6.2.3), est ici parfaitement respectée.
5.1.1.1 Reconstruction SLAM originale
La figure 5.2(b) affiche la reconstruction obtenue à la sortie de l’algorithme de SLAM. Rap-
pelons que dans notre cas, nous utilisons l’algorithme d’odométrie visuelle proposé par Mou-
ragnon et al. (2006). Il est possible d’observer sur cette figure la dérive inhérente au SLAM. En
effet, nous pouvons voir que la trajectoire ne boucle pas, c’est à dire que la position de la pre-
mière et de la dernière caméra sont différentes, alors qu’elles sont identiques dans la séquence
vidéo. Ce résultat est corroboré par la figure 5.3, dans laquelle on voit nettement la dérive du
facteur d’échelle (ici un écrasement) tout au long de la trajectoire. Pour cette figure, le facteur
d’échelle est calculé comme étant le ratio de la distance inter-caméra entre la reconstruction et
la vérité terrain.
5.1.1.2 Résultats de l’ICP non-rigide
La première étape à réaliser est de fragmenter la reconstruction SLAM. La figure 5.2(b)
donne le résultat de cette fragmentation : les sphères rouges sont les extrémités des segments
et les points 3D reconstruits sont colorés en fonction du segment de trajectoire auquel ils sont
associés. La fragmentation obtenue avec la méthode automatique proposée semble cohérente
avec celle qu’un utilisateur aurait pu réaliser manuellement.
Une fois la fragmentation effectuée, nous avons initialisé l’ICP non-rigide en simulant l’uti-
lisation de données GPS (figure 5.2(c)) : chacune des extrémités des fragments a été placée au-
tour du modèle 3D (via une interface graphique) avec une erreur proche de celle obtenue avec
un système GPS classique. La figure 5.2(d) illustre la reconstruction obtenue suite à l’étape
d’ICP non-rigide. Il est intéressant de noter que désormais, la boucle de trajectoire est reformée
alors qu’aucune contrainte de boucle n’est intégrée à la méthode. Ceci valide le fait que l’ICP
non-rigide permet de retrouver la cohérence globale de la géométrie de la reconstruction.
Le tableau 5.2 confirme numériquement cette amélioration. Les statistiques de ce tableau
ont été calculées sur les 5591 points 3D retenus comme non-aberrants par l’ICP non-rigide,
parmi les 6848 points reconstruits par le SLAM. En particulier, on peut noter que la distance






FIGURE 5.2 – Déroulement de la méthode sur la séquence Synthèse 1. (a) est le modèle 3D
utilisé pour générer et traiter la séquence. (b) est la reconstruction à la sortie de l’algorithme
de Mouragnon et al. (2006). La fragmentation de la reconstruction y est également représentée
à l’aide d’un code couleur sur les points 3D reconstruits. Les extrémités des fragments sont
représentées par les sphères rouges. (c) montre l’initialisation de la reconstruction avant l’ICP
non-rigide. (d) affiche la reconstruction finalement obtenue : les points 3D bleus sont les points
conservés par le M-estimateur et les points rouges sont les points aberrants.
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Résultats de notre méthode
FIGURE 5.3 –Evolution du facteur d’échelle sur la séquence Synthèse 1. La dérive du facteur
d’échelle est visible sur la reconstruction originale. Avec notre méthode, la facteur d’échelle
obtenu est centré sur 1 (la courbe d’une reconstruction parfaite étant la droite y = 1).
moyenne entre la position de la caméra reconstruite et sa vérité terrain passe d’environ 4 mètres
à 50 centimètres après l’ICP non-rigide.
La figure 5.4(a) représente l’erreur de positionnement des caméras clés sur l’ensemble de
la trajectoire. Les résultats qu’elle affiche nuancent ceux du tableau 5.2. En effet, on voit que
l’erreur résiduelle sur la position des caméras peut être encore très importante pour certaines,
en particulier dans la direction de leur axe focal. Comme nous l’avons souligné dans la sec-
tion 3.4, cette erreur résiduelle est due à l’hypothèse de travail que nous faisons dans l’ICP
non-rigide. En effet, nous observons que considérer le facteur d’échelle comme étant constant
























































































































les caméras et la vérité terrain (m)
4,61 0,51 0,59 0,32 0,14
Ecart-type (m) 2,25 0,59 0,54 0,23 0,10
Distance médiane entre
les caméras et la vérité terrain (m)
5,16 0,22 0,38 0,23 0,10
Distance point-plan moyenne (m) 3,37 0,11 0,15 0,05 0,08
Ecart-type (m) 3,9 0,08 0,10 0,07 0,08
Seuil du Tukey × 0,38 × × ×
TABLE 5.2 – Résultats numériques obtenus sur la séquence Synthèse 1. Chaque valeur est
une moyenne sur l’ensemble de la reconstruction.
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5.1.1.3 Apport de l’ajustement de faisceaux ST-CBA
La figure 5.4(d) fournit les résultats de la reconstruction obtenue lorsqu’ont été appliqués
à la fois l’ICP non-rigide puis l’ajustement de faisceaux proposé. Nous voyons dès lors que
l’erreur résiduelle de positionnement est très nettement diminuée, pour obtenir finalement une
erreur de positionnement moyenne de 14 centimètres.
















































(a) Après l’ICP non-rigide
















































(b) Après l’ICP non-rigide + l’ajustement de fais-
ceaux classique
















































(c) Après l’ICP non-rigide + l’ajustement de fais-
ceaux par combinaison linéaire (α = 0, 5)
















































(d) Après l’ICP non-rigide + l’ajustement de fais-
ceaux ST-CBA
FIGURE 5.4 – Erreur de positionnement des caméras sur la séquence Synthèse 1. Le repère
(X, Y, Z) est relatif à chacune des caméras : Z correspond à l’axe optique, X la direction
latérale et Y l’altitude.
Les figures 5.4(b), 5.4(c) ainsi que le tableau 5.2 permettent de comparer numériquement
les résultats de l’ajustement de faisceaux proposé avec l’ajustement de faisceaux classique
(section 4.1.1) ainsi que l’ajustement de faisceaux par combinaison linéaire des résidus (sec-
tion 4.1.2). Notons que les résultats sur l’ajustement de faisceaux par combinaison linéaire ont
été obtenus pour α = 0.5, cette valeur donnant les meilleurs résultats sur cette séquence (voir
l’annexe A). Nous retrouvons numériquement les observations faites dans le chapitre 4. En ef-
fet, du fait de la perte des contraintes liées au modèle 3D, l’ajustement de faisceaux classique
tend à dégrader les résultats. De plus, même si la méthode basée sur la combinaison linéaire des
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résidus permet de baisser l’erreur de positionnement des caméras, la méthode proposée fournit
une précision deux fois meilleure sur cette séquence. Il est également intéressant de noter que la
précision des positions des caméras est en effet meilleure pour notre méthode alors que la dis-
tance point-modèle moyenne est supérieure. Cela revient à dire que la précision sur la position
des caméras est meilleure alors que la cohérence entre le nuage de points et le modèle est moins
bonne. Cela tend à montrer que la méthode que nous proposons ne force pas les points 3D à
être sur le modèle mais qu’elle prend intrinsèquement en compte la dispersion pouvant exister
entre le nuage de points et le modèle.
5.1.2 Evaluation de la robustesse
Comme annoncé précédemment, une seconde séquence de synthèse (appelée Synthèse 2,
voir section B.2) a été réalisée de façon à analyser la robustesse de la méthode à l’utilisation
d’un modèle 3D erroné (car simplifié) de l’environnement. Etudier la robustesse revient dans
ce cas à regarder si la méthode proposée conserve la géométrie locale du nuage de points,
information qui n’apparaît pas sur le modèle 3D utilisé.
Pour cela, nous avons complexifié l’environnement réel dans lequel est tournée la vidéo
(figure 5.5(a)), alors que le modèle 3D fourni à la méthode est uniquement une approximation
de la géométrie réelle de la scène (figure 5.5(b)).
5.1.2.1 Robustesse de la reconstruction à un modèle 3D erroné
La reconstruction obtenue après notre méthode pour cette nouvelle séquence apparaît sur
la figure 5.5(d). Trois tests différents ont été réalisés de façon à tester la robustesse de notre
méthode dans différentes conditions. Pour rappel, notre hypothèse de travail est que la distri-
bution de l’erreur entre le modèle 3D et l’environnement qu’il décrit peut être assimilée à une
gaussienne centrée en 0 et de faible écart-type (voir la section 2.6.2.3 pour plus de détails).
Test 1 : hypothèse de travail respectée (caméras clés 0 à 45). Le premier test réalisé suit
l’hypothèse de travail fixée. Le mur (annoté 1 sur la figure) n’est en réalité pas plan mais a
la forme d’une vague. Nous pouvons voir que cette structure est bien reconstruite alors que
l’information n’apparaît pas dans le modèle 3D.
Test 2 : hypothèse de travail non respectée localement (caméras clés 150 à 170). Le
deuxième test a été de placer un coin incurvé dans la scène réelle (annoté 2). Ainsi, dans ce
coin, notre hypothèse de travail n’est plus respectée. Néanmoins, nous voyons que cette erreur
locale ne semble pas perturber la reconstruction. Cela peut s’expliquer par le fait que, l’erreur
étant très locale, chaque caméra clé observe à la fois des points 3D qui sont sur la partie er-
ronée du modèle mais également des points 3D sur la partie correcte. Ainsi, pour chacune des
caméras, les points 3D qu’elles observent suivent majoritairement l’hypothèse de travail fixée.
Test 3 : hypothèse de travail non respectée à grande échelle (caméras clés 60 à 85). Le
dernier test vise à analyser le comportement de la méthode lorsque notre hypothèse de travail
n’est pas respectée sur une large zone (annotée 3.1 et 3.2). En pratique, un mur entier a été
fortement incurvé. Précisément, la distance entre le modèle 3D et l’environnement au milieu du
mur est de 2 mètres. Deux cas de figure sont à distinguer :







FIGURE 5.5 – Robustesse à un modèle 3D erroné. (a) est le modèle 3D utilisé pour créer
la séquence vidéo. (b) est le modèle 3D simplifié fourni à la méthode. (c) est la reconstruction
originale obtenue avec la méthode proposée par Mouragnon et al. (2006). (d) est la superposition
du modèle réel (en gris), du modèle fourni (en bleu) et de la reconstruction finalement obtenue
(en rouge). Même si le modèle 3D fourni est une forte approximation de la réalité en plusieurs
endroits, la reconstruction obtenue est quasiment toujours en accord avec la scène réelle.
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⊲ Pour la première partie du mur (annotée 3.1), on remarque que les points reconstruits
ont tendance à être plaqués sur le modèle 3D, ce qui entraîne localement une mauvaise
reconstruction des points et des caméras. A cet endroit, les caméras n’observent que des
points sur le mur erroné et la distribution de l’erreur n’est plus centrée en 0mais possède
un biais important. Notons cependant qu’afin de rentrer dans nos hypothèses de travail, et
conformément à ce qui est généralement effectué dans la réalité, il suffirait de modéliser
ce type de larges murs incurvés comme un ensemble de plans.
⊲ Dans la seconde partie du mur (annotée 3.2), les caméras observent à nouveau une ma-
jorité de points 3D situés sur une partie correcte du modèle (sur le mur de l’autre côté
de la route et en face). Nous sommes alors dans les mêmes conditions que lors du test 2.
Dans ce cas, on peut s’apercevoir que la position des caméras est à nouveau cohérente
et que le mur incurvé est bien reconstruit. De plus, toute la suite de la reconstruction est
cohérente avec la scène réelle.
5.1.2.2 Précision obtenue
Si la robustesse (en terme de reconstruction locale) vient d’être montrée expérimentalement,
il est cependant intéressant de regarder ce que devient alors la précision de la reconstruction
obtenue.
Ces résultats sont mis en avant par la figure 5.6 ainsi que par le tableau 5.3. Trois remarques
principales peuvent en être tirées. Tout d’abord, la figure 5.6(b) met clairement en avant l’er-
reur de reconstruction observée lors du test 3 : aux environs de la caméra clé 70, l’erreur de
positionnement des caméras atteint jusqu’à 1,4 mètre d’erreur. De plus, on peut remarquer que
sur le premier segment de trajectoire qui présente le mur en vague (entre les caméras clés 1
et 45), l’ajustement de faisceaux à tendance à dégrader légèrement les résultats (de l’ordre de
20 centimètres au maximum). Néanmoins, ce résultat est à nuancer vis à vis du résultat obtenu
après l’ICP non-rigide sur cette portion de trajectoire. En effet, la figure 5.6(a) montre que la
précision de la reconstruction après l’ICP non-rigide est très bonne. On peut d’ailleurs noter que
la distance moyenne des caméras à la vérité terrain est de 18 centimètres après l’ICP non-rigide
(tableau 5.3), ce qui est proche des résultats obtenus après l’ajustement de faisceaux lorsque
le modèle est parfait. Ce bon résultat est équivalent à dire que le facteur d’échelle a été bien
estimé sur cette séquence par l’algorithme de SLAM. Néanmoins, on note que pour la fin de la
séquence (après la caméra 70), la précision des caméras est à nouveau améliorée par l’ajuste-
ment de faisceaux. Ceci est confirmé par le calcul de la médiane des distances entre les caméras
et leur vérité terrain (tableau 5.3). En effet, la médiane peut être vue comme une moyenne ro-
buste aux données aberrantes (ici la partie mal reconstruite de la trajectoire). En particulier, on
peut voir que le coin incurvé (correspondant au test 2) ne semble pas influer sur la précision
obtenue pour les caméras qui l’observent.
Notons que les statistiques sur la distance entre les points 3D reconstruits et le modèle 3D
utilisé ne sont pas réalisées pour cette séquence. En effet, ce modèle 3D étant erroné dans cette
expérience, la distance point-plan n’apporterait pas d’information sur la qualité de la recons-
truction.
Cette expérience a permis de mettre en évidence que, tant que notre hypothèse de travail
est respectée pour la majorité du modèle 3D, la méthode proposée est robuste aux erreurs et
imprécisions du modèle 3D fourni en entrée de la méthode.
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(a) Après l’ICP non-rigide
















































(b) Après l’ICP non-rigide + l’ajustement de
faisceaux ST-CBA
FIGURE 5.6 – Précision obtenue avec un modèle 3D erroné. Le repère (X, Y, Z) est relatif à






les caméras et la vérité terrain (m)
0,18 0,24
Ecart-type (m) 0,14 0,30
Distance médiane entre
les caméras et la vérité terrain (m)
0,16 0,11
TABLE 5.3 – Statistiques sur la précision obtenue avec un modèle erroné.
5.2 Evaluation qualitative sur des données réelles
Des séquences réelles ont été tournées dans le but de confronter la méthode proposée aux
conditions rencontrées dans un environnement réel. Ces séquences, réalisées dans Versailles,
mettent en avant des exemples d’occultation des bâtiments observés (arbres, voitures), de bâti-
ments approximatifs par rapport à la géométrie réelle, etc.
5.2.1 Données utilisées
Les séquences réelles ont été enregistrées avec une caméra perspective monochrome
GUPPY F-046B (capteur 1/2”). L’optique utilisée est une optique à large champ de vue (focale
de 4mm). Le calibrage de la caméra a été effectué à l’aide d’une méthode classique utilisant une
cible 2D connue (Lavest et al. (1998)).
Cette caméra enregistre des images de résolution 640 × 480 à une fréquence de 30 images
par seconde (figure 5.7). La courte focale induit des distorsions importantes dans l’image qu’il
est nécessaire de traiter dans l’algorithme de reconstruction. Les paramètres de distorsion de la
caméra sont également obtenus lors de son calibrage.
Le modèle 3D de l’environnement utilisé (figure 5.8(b)) est un modèle simple, uniquement
composé de plans verticaux décrivant les différentes façades (comme décrit à la section 2.6.2.3).
Ce modèle a été créé à partir des outils de mesure fournis sur le site du Géoportail. On considère
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(a) (b) (c)
FIGURE 5.7 – Extraits des séquences vidéos à Versailles. Les séquences réelles sont des
vidéos 640× 480 qui ont été enregistrées avec une caméra perspective simple.
donc que ce modèle a une précision d’environ 2 mètres. Le fait que ce modèle ne décrive que
grossièrement l’environnement réel sera mis en évidence par la figure 5.11(b), page 81.
5.2.2 Résultats obtenus
Les séquences réelles, appelées Versailles 1 (voir section B.3) et Versailles 2 (voir sec-
tion B.4), sont des trajets de respectivement 1,5 et 2 kilomètres (voir tableau 5.4). Les différentes
étapes de la méthode sur ces séquences sont représentées dans la figure 5.8. Les reconstructions
obtenues à partir de l’algorithme de SLAM (dans notre cas celui de Mouragnon et al. (2006))
illustrent bien le phénomène de dérive inhérent à ce type de méthode (figures 5.8(d) et 5.8(g)).
En effet, ces reconstructions ont été placées manuellement dans le même repère que le modèle
3D et le facteur d’échelle a été fixé de façon à ce que les deux premiers virages soient cohé-
rents avec ce modèle. On peut alors observer que la trajectoire devient incohérente dès le virage
suivant.
Longueur (m) Nombre de caméras clés Nombre de points 3D reconstruits
Versailles 1 1500 240 16761
Versailles 2 2000 313 14780
TABLE 5.4 – Statistiques sur les séquences réelles.
Comme pour les séquences de synthèse, l’initialisation de la position des extrémités des
fragments de trajectoire a été réalisée en simulant les erreurs liées au système GPS classique
grâce à une interface graphique (figures 5.8(e) et 5.8(h)). Les résultats obtenus suite à l’appli-
cation de notre méthode illustrent bien que celle-ci permet de corriger la dérive du SLAM pour
l’ensemble de la trajectoire. En particulier, la superposition des reconstructions finales avec
l’image satellite de l’environnement parcouru (figure 5.9) met en avant le fait que ces recons-
tructions respectent la géométrie de la scène réelle : la trajectoire de la caméra est cohérente
avec le tracé de la route sur l’ensemble du trajet et le nuage de points reconstruit semble décrire
correctement le contour des différents bâtiments.




FIGURE 5.8 – Séquences de Versailles. La première ligne présente les informations sur les
séquences réalisées : les deux trajectoires (a) et (c) et le modèle 3D utilisé (b). La deuxième et
la troisième ligne affichent l’état des reconstructions à différents moments du processus respec-
tivement pour Versailles 1 et Versailles 2 : la reconstruction initiale obtenue avec la méthode
de Mouragnon et al. (2006) (d,g), l’initialisation avant l’ICP non-rigide (e,h) et le résultat après
notre méthode (f,i).
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(a) (b)
FIGURE 5.9 – Recalage des reconstructions obtenues sur les images satellites. Les recons-
tructions s’alignent correctement avec l’image satellite de la zone parcourue.
5.2.3 Evaluation qualitative de la précision obtenue
Ne disposant pas de vérité terrain pour les séquences réelles, il nous est impossible de
quantifier numériquement la qualité de la reconstruction finale ainsi que de mesurer l’apport
de l’ajustement de faisceaux par rapport à l’ICP non-rigide seul. Néanmoins, quelques expé-
riences et résultats supplémentaires effectués permettent d’évaluer qualitativement la précision
de la méthode proposée.
5.2.3.1 Apport de l’ajustement de faisceaux ST-CBA
Sans vérité terrain sur la position des caméras, il est particulièrement difficile de mesurer le
gain de précision apporté par l’ajustement de faisceaux. Cependant, on peut mesurer visuelle-
ment ce gain en observant non pas les caméras mais la structure de la scène reconstruite (c’est
à dire le nuage de points) puisque celle-ci est directement liée à la pose des caméras. La fi-
gure 5.10 donne un exemple d’amélioration de la structure observée sur la première séquence
réelle. Cette amélioration concerne un pan de mur (entouré sur l’image) perpendiculaire à la
façade du bâtiment, juste après un virage. Ce mur n’est pas modélisé sur le modèle 3D de
l’environnement mais apparaît nettement sur la reconstruction SLAM obtenue.
Cependant, après l’ICP non-rigide, on peut voir que ce mur est mal reconstruit : les points
qui le décrivent ont une dispersion importante et le mur n’est pas perpendiculaire à la façade
du bâtiment. Cela peut s’expliquer par le fait que, lors de l’ICP non-rigide, la fragmentation de
la reconstruction crée au niveau des virages une discontinuité à la fois sur le facteur d’échelle
estimé et sur le lien entre les caméras et les points 3D observés. Or, les points 3D de ce mur ne
dépendent pas tous du même fragment et sont donc optimisés indépendamment, ce qui implique
l’absence de cohérence de cet ensemble de points.
Après l’étape supplémentaire d’ajustement de faisceaux, on peut alors observer que ce mur
est mieux reconstruit : la dispersion des points est moindre et son orthogonalité avec la façade est
retrouvée. Ceci tend à montrer que l’ajustement de faisceaux a permis de rétablir la continuité
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dans les relations entre caméras et points et que, de plus, la position des caméras avant et après
le virage a été corrigée.
FIGURE 5.10 – Exemple d’amélioration de la géométrie locale. L’ajustement de faisceaux
ST-CBA permet d’améliorer la géométrie locale de la reconstruction obtenue après l’ICP non-
rigide.
5.2.3.2 Précision obtenue
Comme nous l’avons vu précédemment, nous ne disposons pas des données de vérité terrain
qui permettraient d’apprécier la précision de la position obtenue pour les caméras reconstruites.
Néanmoins, une première expérience qui consiste à projeter le modèle 3D dans les images clés
reconstruites (figure 5.11) met en avant que le recalage entre les images et ce modèle semble
correct. Notons que cela ne permet pas de conclure que la position des caméras est très précise
mais uniquement qu’elle l’est suffisamment pour projeter correctement le modèle 3D dans les
images. Par ailleurs, c’est ce dernier aspect qui nous intéresse en particulier dans le cadre de
nos travaux.
Pour apprécier visuellement la précision de la position 3D des caméras, nous avons super-
posé les deux reconstructions obtenues (figure 5.12), ces deux reconstructions ayant été réali-
sées dans le même quartier de Versailles. Le résultat obtenu permet de montrer que la précision
des reconstructions est suffisante pour distinguer les différentes voies de circulation d’une même
rue avec des voies de circulation de taille classique (entre 2 et 4 mètres de large).
5.3 Discussion
Au terme des différentes expérimentations réalisées, il est nécessaire de discuter la perfor-
mance de l’approche proposée, en particulier par rapport à l’application de relocalisation visée,
et de pointer les limites et difficultés rencontrées par la méthode dans son état actuel.
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(a) (b)
FIGURE 5.11 – Projection du modèle 3D de ville dans les caméras clés. Le modèle 3D gros-
sier de l’environnement peut être proche (a) ou éloigné (b) de la géométrie réelle de la scène
parcourue.
FIGURE 5.12 – Fusion de plusieurs reconstructions. Les deux reconstructions des séquences
de Versailles ont été réalisées dans le même quartier. Les zooms montrent qu’il est possible de
discerner les différentes voies.
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5.3.1 Performance de l’approche proposée
La performance de la méthode est liée à la fois à la précision des reconstructions obtenues
ainsi qu’au temps de traitement nécessaire à l’obtention de ces reconstructions.
5.3.1.1 Qualité des résultats obtenus
Les expériences réalisées dans ce chapitre ont permis de montrer que les reconstructions
obtenues semblent correctes, même lorsque le modèle 3D de l’environnement comporte des
informations simplifiées ou erronées. Cela est en particulier rendu possible par la fonction de
coût proposée dans l’ajustement de faisceaux qui permet de prendre en compte l’incertitude
sur la précision du modèle. En effet, cette fonction ne force pas les points à se plaquer sur
les murs et l’optimisation globale (c’est à dire de l’ensemble des caméras et des points 3D)
est suffisamment contrainte pour conserver la précision locale apportée par le nuage de points
reconstruit.
Néanmoins, il est à noter que si la géométrie locale du modèle 3D peut être remise en cause
par l’information apportée par la reconstruction SLAM, cela n’est plus vrai en ce qui concerne
la géométrie globale. En effet, la dérive du facteur d’échelle ne pouvant être quantifiée, la re-
construction SLAM n’apporte pas d’information globale en laquelle on peut avoir confiance,
en particulier sur les dimensions de la scène. La géométrie globale, qui se traduit en particulier
par l’échelle de la scène dans notre problématique, est donc uniquement apportée par le modèle
3D (à travers la largeur et la longueur des routes par exemple). Cela implique qu’une erreur sur
les dimensions du modèle 3D aura des répercussions directes sur la reconstruction finalement
obtenue : celle-ci s’alignera au mieux avec le modèle 3D mais sera donc incohérente avec la
scène réelle si le modèle l’est lui-même.
Cependant, ce comportement est à nuancer pour deux raisons principales. Tout d’abord,
comme nous l’avons dit précédemment, les modèles issus des SIG possèdent généralement une
erreur limitée (métrique) et leur précision tend à s’améliorer, des modèles décimétriques étant
par exemple en train d’apparaître sur le Géoportail (section 2.6.2.3). De plus, l’application qui
est visée dans nos travaux est l’aide à la navigation par réalité augmentée. Or, pour la réalité
augmentée, la caméra devra être en priorité recalée par rapport au modèle puisque c’est sur ce
modèle que seront ajoutées les informations additionnelles à fournir à l’utilisateur. Au contraire,
la précision de la position de la caméra dans le monde n’est pas critique si on se limite à cette
seule application.
5.3.1.2 Temps de traitement nécessaires
Pour qu’une méthode soit exploitable en pratique, il est nécessaire que le temps de traitement
relatif à son exécution soit raisonnable. Nous allons donc ici essayer de donner un ordre de
grandeur du temps nécessaire au déroulement de notre méthode.
La première étape de notre approche (i.e. l’ICP non-rigide) a été entièrement codée en C++.
Avec le code tel qu’il est aujourd’hui, l’ICP non-rigide sur la séquence Versailles 1 s’exécute en
moins d’une minute pour 10 itérations des étapes d’association des données et de minimisation
de la métrique. Notons cependant que les dérivées sont calculées numériquement dans l’algo-
rithme de Levenberg-Marquardt. Le passage à un calcul analytique permettra donc d’améliorer
nettement le temps nécessaire à l’exécution de cette étape.
Dans le cadre de nos expériences, les différents ajustements de faisceaux ont été dévelop-
pés et testés sous Matlab. Les temps de traitement obtenus sont par conséquent importants. En
84 CHAP. 5 : RÉSULTATS EXPÉRIMENTAUX
pratique, l’optimisation sur la séquence Versailles 1 (composée de 10 itérations des étapes d’as-
sociation des données et de minimisation de la métrique) prend environ 5 heures, le calcul des
dérivées étant ici aussi numérique. A titre de comparaison, l’ajustement de faisceaux classique
codé en Matlab nécessite environ 3 heures pour converger sur cette même séquence. Cette dif-
férence peut s’expliquer par le fait que l’implémentation de l’ajustement de faisceaux ST-CBA
se prête moins facilement à une écriture matricielle. Or, c’est ce type d’écriture matricielle qui
permet de réduire fortement les temps de calcul sous Matlab. Il est intéressant d’envisager les
temps de traitement qu’il serait possible d’obtenir après un passage en C++. Des travaux (en par-
ticulier ceux de Mouragnon et al. (2006)) ont montré que l’ajustement de faisceaux classique
peut être calculé très efficacement. Pour cela, l’idée est d’exploiter la structure creuse de la hes-
sienne associée à ce problème (figure 5.13). La structure de la hessienne associée à l’ajustement
de faisceaux spécifique est également creuse (figure 5.13). Il serait donc intéressant d’étudier la
structure exacte de cette matrice et de l’exploiter afin d’accélérer l’inversion de la hessienne au
sein du Levenberg-Marquardt. On peut dès lors penser que les temps de calcul nécessaires à la
résolution de notre problème pourraient être raisonnablement courts, voire suffisamment faibles
pour une utilisation temps-réel dans le cadre d’un ajustement de faisceaux local.
(a) (130396× 68484) (b) (68484× 68484)
(c) (55529× 1440) (d) (1440× 1440)
FIGURE 5.13 – Comparaison des matrices jacobiennes et hessiennes. (a) et (b) sont les
matrices jacobiennes et hessiennes de l’ajustement de faisceaux classique. (c) et (d) sont les
matrices jacobiennes et hessiennes de l’ajustement de faisceaux ST-CBA proposé.
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5.3.2 Limites de la méthode actuelle
Comme nous l’avons vu, la méthode telle que présentée dans ce mémoire permet d’obte-
nir des reconstructions 3D d’environnements étendus avec une précision relativement correcte.
Cependant, une des limites rencontrées lors des expérimentations est sa robustesse dans le cas
où la majorité des points reconstruits ne se situe pas sur les bâtiments. Ce cas de figure peut se
produire pour deux raisons principales.
Points 3D occultants. La présence de nombreux points non situés sur les murs peut s’ex-
pliquer par la présence d’objets occultants entre la caméra et le bâtiment. Ce phénomène est
relativement fréquent dans le cadre automobile à cause par exemple des arbres et des véhicules
stationnés. Actuellement, ces points sont filtrés automatiquement par le seuil du M-estimateur à
la fois dans l’ICP non-rigide (en fonction de la distance orthogonale au modèle) et dans l’ajus-
tement de faisceaux (en fonction de l’erreur de reprojection). Néanmoins, ce seuil est réglé à
l’aide du MAD sous l’hypothèse que la distribution d’erreur est gaussienne, hypothèse qui n’est
plus vérifiée lorsque les points occultants sont très nombreux. Cela peut entraîner un mauvais
filtrage des points 3D qui ne sont pas sur les bâtiments dans la réalité et donc amener à une
convergence de la méthode vers une solution erronée.
Il serait donc intéressant de classifier en amont les points reconstruits pour savoir s’ils sont
situés ou non sur le bâtiment et ainsi assurer la convergence de la méthode. Pour cela, des
contraintes géométriques pourraient être utilisées : reconstruction de patchs 3D orientés (ceci
sera traité dans la section 8.3.2), recherche des plans principaux, etc. On peut également penser
à utiliser des approches basées sur la segmentation des images afin de distinguer les zones liées
à la route, aux bâtiments, aux voitures, etc.
Absence de bâtiments. Dans les scènes réelles, il est courant que certaines rues ou portions
de rues soient dépourvues de bâtiments. Dans ce cas, puisque les points 3D qui ne sont associés
à aucun plan sont retirés de l’optimisation (que ce soit dans l’ICP non-rigide ou l’ajustement de
faisceaux), une importante partie de l’information liant les caméras entre elles est perdue. Ce
manque d’information ne permet pas d’optimiser certaines caméras, les paramètres de celles-ci
n’étant pas suffisamment contraints par la structure conservée. Des expériences ont par ailleurs
montré qu’optimiser la pose de ces caméras entraîne des erreurs de reconstruction lors de l’ajus-
tement de faisceaux (figure 5.14). Avec la méthode en l’état, il est donc nécessaire de retirer ces
caméras de l’optimisation pour éviter ce phénomène et la pose de ces caméras n’est donc pas
raffinée.
Il semble donc nécessaire d’intégrer dans l’ajustement de faisceaux les contraintes liées aux
points reconstruits qui ne sont pas situés sur le modèle 3D. Pour cela, on peut penser à utiliser
pour chacun des points 3D de la reconstruction le résidu correspondant à son cas : l’erreur de
reprojection proposée si le point est sur un mur et l’erreur de reprojection classique sinon. Ces
différents résidus pourraient alors être minimisés simultanément puisque les deux types d’erreur
se rapportent à une erreur de reprojection. Néanmoins, des expérimentations ont été réalisées et
ont montré que les deux types de résidus ont des ordres de grandeur différents, ce qui amène
à des reconstructions considérablement erronées. Cela est dû en particulier à la simplicité du
modèle 3D utilisé : l’erreur de reprojection spécifique proposée, étant directement liée à ce
modèle, est généralement plus importante qu’une erreur de reprojection classique. Il est alors
nécessaire de réfléchir à une approche permettant de pondérer automatiquement les deux types
de résidus pour égaliser leur poids dans l’optimisation.
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(a) Reconstruction après l’ICP non-rigide (b) Reconstruction après l’ajustement de fais-
ceaux
FIGURE 5.14 – Exemple de manque de contrainte dans l’ajustement de faisceaux. Dans le
virage, les caméras n’observent aucun point sur le modèle : leur pose n’est donc pas contrainte
dans l’ajustement de faisceaux, ce qui amène localement à une mauvaise reconstruction.
Nous pensons qu’il sera important de résoudre ces problèmes en vue de traiter un nombre
conséquent de séquences dans des environnements complexes et variés. En ce sens, les dif-
férents points précédemment cités semblent être des perspectives directes de nos travaux
(page 158).
CHAPITRE 6
Relocalisation et réalité augmentée
Dans ce chapitre, nous étudions la possibilité de relocaliser une caméra mobile au sein
de l’environnement préalablement appris. Nous nous attarderons tout d’abord à montrer que
la base d’amers créée à partir de notre méthode se prête bien à ce type d’application. Nous
présenterons alors une application complète d’aide à la navigation s’appuyant à la fois sur le
SLAM de Mouragnon et al. (2006) et sur la base d’amers décrivant l’environnement.
Les travaux décrits dans ce chapitre ont donné lieu à une publication (Gay-Bellile et al.
(2010)).
6.1 Présentation de l’application visée
Le but de ce chapitre est de montrer que la base apprise avec la méthode proposée peut
être utilisée avec succès pour des applications de relocalisation d’une caméra mobile. Nous
souhaitons également montrer que la relocalisation est alors suffisamment précise pour des ap-
plications de réalité augmentée, en particulier dans le scénario d’aide à la navigation qui nous
intéresse.
La base de données utilisée est le nuage de points reconstruit à l’aide de la méthode proposée
dans cette partie. Chacun des points 3D de la base est associé aux descripteurs 2D, dans notre
cas obtenus avec SURF (Bay et al. (2006)), de ses observations dans les images de la séquence
d’apprentissage.
Dans la suite, nous tâcherons de localiser une caméra mobile dans cette base de données
(figure 6.1(b)), c’est à dire de localiser chacune des images de la nouvelle séquence vidéo dans
l’environnement préalablement appris. La caméra embarquée sur le véhicule est la même que
celle utilisée pour l’apprentissage (section 5.2.1) et sa position sur le véhicule est identique. La
trajectoire réelle suivie par le véhicule fait environ 500 mètres de long (figure 6.1(a)).
87
88 CHAP. 6 : RELOCALISATION ET RÉALITÉ AUGMENTÉE
(a) (b)
FIGURE 6.1 – Données utilisées pour la relocalisation. La relocalisation consiste à localiser
l’ensemble des images de la nouvelle séquence vidéo (a) au sein de la base d’amers créée
précédemment (b).
6.2 Localisation absolue dans la base d’amers
Dans cette section, chacune des images de la vidéo est localisée indépendamment des autres,
c’est à dire qu’aucun filtrage temporel n’est utilisé entre les images successives. Le but de cette
expérience est de montrer que la base créée permet très souvent de localiser avec précision une
image sans information a priori sur sa localisation.
Ainsi, pour chaque image à localiser, nous cherchons tout d’abord à associer les points d’in-
térêt qui y sont détectés avec ceux de la base. Pour cela, nous cherchons pour chacun des points
d’intérêt de l’image courante celui qui lui est le plus proche dans la base (en terme de distance
associée au descripteur utilisé). Notons que la recherche du point d’intérêt le plus proche est
exhaustive dans cette section. Cependant, afin de gagner en performance, plusieurs méthodes
permettant de grouper en amont les descripteurs de la base par ressemblance photogrammé-
trique ont été proposées. On trouve parmi les approches les plus connues les Randomized Trees
(Lepetit and Fua (2006)) et les Vocabulary Trees (Nister and Stewenius (2006)). Ces associa-
tions de points d’intérêt permettent de constituer des paires entre les points d’intérêt de l’image
courante et les points 3D de la base. Ces associations 2D/3D permettent alors d’estimer la pose
courante de la caméra (Haralick et al. (1994)), la robustesse de ce calcul étant assurée par l’uti-
lisation d’un processus RANSAC (Fischler and Bolles (1981)).
Le résultat de la relocalisation de la caméra sur l’ensemble de la trajectoire est donné par
la figure 6.2. Nous pouvons voir que globalement la trajectoire a été bien reconstruite, c’est à
dire que la grande majorité des images ont été bien localisées. Néanmoins, certaines images ont
un géoréférencement incorrect (figure 6.2(c)). Cette erreur de positionnement peut être due à
différentes raisons. Généralement, cela est le résultat de mauvaises associations 2D/3D résultant
de motifs répétitifs dans la structure de l’environnement par exemple. Un autre cas qui se produit
souvent est un calcul de pose erroné à cause d’un mauvais conditionnement du problème, par
exemple lorsque les points 3D utilisés sont coplanaires ou qu’ils sont mal répartis dans l’image.
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(a)
(b) (c)
FIGURE 6.2 – Relocalisation d’une caméra dans un environnement connu. Le fait de locali-
ser toutes les images indépendamment (b-c) peut amener des erreurs de localisation importante
(a).
Pour cette dernière situation, il est possible de calculer la covariance (c’est à dire l’incerti-
tude) de la pose calculée (Royer et al. (2007)). Néanmoins, dans l’application de guidage qui
nous intéresse, la pose se doit d’être précise à chaque image pour pouvoir superposer avec cohé-
rence l’information voulue sur le flux vidéo. De plus, il apparaît nettement que localiser chacune
des images indépendamment entraîne un jittering (c’est à dire un phénomène de tremblement)
très important pour les éléments ajoutés en surimpression.
Afin de pallier ces problèmes, une méthode de relocalisation prenant en compte à la fois
l’information temporelle et l’information géométrique a été proposée dans le laboratoire.
6.3 Vers une application d’aide à la navigation
Comme nous l’avons vu précédemment, afin de localiser une caméra mobile de façon pré-
cise, robuste et fluide, il est nécessaire d’intégrer dans le suivi deux types d’informations :
⊲ une information temporelle, apportée dans cette étude par l’utilisation d’un algorithme
de SLAM monoculaire, qui permettra à la fois de lisser la trajectoire reconstruite et
d’assurer la cohérence entre les images successives
⊲ une information géoréférencée, fournie par la base d’amers construite, qui évitera la
dérive de la position de la caméra en fournissant une connaissance sur la position absolue
de certains amers
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6.3.1 Limites de l’existant
De nombreux travaux, combinant SLAM et information absolue, ont été récemment propo-
sés. Par exemple, Castle andMurray (2009) s’appuient sur la méthode PTAM (Parallel Tracking
and Mapping, Klein and Murray (2007)). PTAM est une méthode de SLAM utilisant un ajuste-
ment de faisceaux pour construire simultanément la trajectoire de la caméra ainsi qu’une carte
de la zone parcourue. La principale différence avec la méthode de Mouragnon et al. (2006) est
l’utilisation qui est faite de cette carte. En effet, dans la méthode de Mouragnon et al. (2006),
l’association des points d’intérêt de l’image courante est faite uniquement avec les derniers
points 3D reconstruits. Au contraire, faisant l’hypothèse que l’environnement parcouru est ré-
duit, Klein and Murray (2007) proposent pour chaque nouvelle image d’y projeter l’ensemble
de la carte déjà construite et de réaliser les associations entre les points d’intérêt de l’image
courante et ces points projetés. Cela permet de toujours prendre en compte l’ensemble des in-
formations de la carte et d’être donc moins sensible au problème de dérive. L’idée proposée par
Castle and Murray (2009) est alors simplement de placer au sein de cette base des points connus
et géoréférencés. L’ajustement de faisceaux prend alors en compte simultanément et de façon
transparente l’information absolue apportée par ces points ainsi que l’information temporelle
apportée par le reste de la carte. Notons que Vacchetti et al. (2004) proposent une approche
similaire pour le suivi d’objet dont le modèle CAO est connu, l’information absolue étant dans
ce cas des points du modèle dont la texture est connue préalablement.
Néanmoins, même si ces approches sont bien adaptées aux environnements réduits où l’in-
formation globale apportée peut être fournie très précisément, elles sont difficilement utilisables
avec succès dans notre approche. En effet, il est nécessaire de prendre en compte le fait que,
dans notre cas, la précision de la base d’amers est liée à celle des modèles 3D utilisés, précision
qui reste limitée comme nous l’avons précisé à la section 2.6.2.3. Ainsi, on voit expérimenta-
lement que les résidus liés aux points 3D de la base et ceux liés aux points 3D reconstruits en
ligne par le SLAM n’ont pas le même ordre de grandeur, ce qui ne permet pas de les prendre en
compte simultanément dans l’ajustement de faisceaux.
6.3.2 Approche proposée
Ne pouvant pas traiter les points géoréférencés et les points reconstruits en ligne simul-
tanément, l’idée principale de la méthode que nous proposons (Gay-Bellile et al. (2010)) est
d’utiliser chacune des données aux moments opportuns.
Le principe de la méthode développée est le suivant. Le flux vidéo courant (c’est à dire
enregistré en ligne par la caméra mobile) est traité en temps-réel par la méthode de SLAM de
Mouragnon et al. (2006). Afin d’éviter la dérive inhérente à ce type de méthodes, l’idée consiste
à corriger au fur et à mesure la reconstruction SLAM à partir des données géoréférencées. Pour
cela, un traitement spécifique est réalisé à chaque nouvelle image clé. Deux poses sont calculées
pour cette image :
⊲ la pose fournie par le module SLAM, cette pose étant erronée à cause de la dérive du
facteur d’échelle
⊲ la pose calculée à partir de la base d’amers visuels. Cette pose est supposée correcte
et précise. Plusieurs filtres classiques peuvent être utilisés en pratique pour s’en assurer
(répartition des points d’intérêt dans l’image, ratio d’inliers retenus, . . . )
La transformation entre ces deux poses (figure 6.3(a)) définit complètement la dérive du SLAM :
l’erreur de rotation, de translation ainsi que le facteur d’échelle (fourni par exemple par le
rapport des distances entre les points reconstruits avec le SLAM et ces mêmes points dans la
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base d’amers). Cette similitude est alors utilisée pour corriger la reconstruction SLAM. Tout
d’abord, l’ensemble de la reconstruction est déplacée de telle sorte que la caméra clé courante
ait la pose définie par les informations géoréférencées (figure 6.3(b)). Le facteur d’échelle est
alors utilisé (figure 6.3(c)) pour corriger la norme du déplacement des 20 dernières caméras
clés, c’est à dire celles utilisées dans l’ajustement de faisceaux local. Ainsi, le facteur d’échelle




FIGURE 6.3 – Couplage du SLAM avec des données géoréférencées. La reconstruction
SLAM est corrigée en utilisant les données géoréférencées (a) : une transformation euclidienne
est appliquée pour corriger la pose de la caméra clé courante (b) et le facteur d’échelle est alors
corrigé (c).
Le processus complet décrit dans cette section ne fonctionne que lorsque la pose calculée à
partir des données géoréférencées est correcte. Or, nous avons vu précédemment (section 6.2)
qu’il arrive que celle-ci soit erronée. Pour éviter cela, plusieurs filtres ont été mis en place : vé-
rification des contraintes épipolaires, du ratio d’inliers conservés pour le calcul de la pose, de la
bonne répartition de ces points dans l’image, etc. Ces différents filtres permettent de maximiser
les chances d’obtenir une pose non-aberrante. Dès lors, deux cas de figure sont possibles : si la
pose passe les filtres, la reconstruction SLAM est corrigée grâce à elle ; dans le cas contraire,
aucune correction n’est appliquée et le processus de SLAM continue.
6.3.3 Résultats
La méthode proposée a été testée sur la séquence présentée à la section 6.1. La vitesse de
traitement est environ de 40 images par seconde sur un PC de bureau classique. Nous pouvons
voir sur la figure 6.4 que la trajectoire est globalement plus cohérente que lors de l’utilisation
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unique des données géoréférencées (figure 6.2). Notons qu’ici, seules les images clés sont affi-
chées puisque ce sont les seules qui sont remises en cause grâce aux données de la base d’amers
visuels.
Nous pouvons également noter que la précision obtenue avec cette méthode permet d’ajou-
ter avec une précision convenable des informations en surimpression. De plus, il apparaît très
nettement que la vidéo résultante est beaucoup plus fluide et donc plus agréable pour l’utilisa-
teur.
FIGURE 6.4 – Relocalisation pour l’aide à la navigation. La méthode proposée permet de
relocaliser précisément une caméra mobile dans un environnement préalablement appris.
Dans le cadre des activités récentes du laboratoire, la méthode de relocalisation a été testée
sur une autre séquence vidéo (en violet sur la figure 6.5, la trajectoire orange correspondant à
la séquence présentée ci-avant). Cette séquence fait environ 650 mètres et a été tournée avec la
même caméra que celle ayant servie à la construction de la base de données. Comme on peut le
voir, la qualité visuelle de la restitution a également été améliorée.
6.4 Discussion 93
FIGURE 6.5 –Résultats complémentaires en réalité augmentée. La méthode de relocalisation
proposée a été testée sur différentes séquences de plusieurs centaines de mètres.
6.4 Discussion
Au terme de cette partie, nous avons montré qu’il est possible, à partir d’un flux vidéo et
d’un modèle 3D grossier, de construire une base d’amers d’un large environnement. Nous avons
par la suite illustré que cette base d’amers peut être utilisée avec succès pour la relocalisation
d’une caméra mobile dans l’environnement appris et que cette relocalisation est suffisamment
précise pour être utilisée dans des applications de réalité augmentée.
Néanmoins, puisque la relocalisation s’appuie sur l’association de descripteurs de points
d’intérêt, elle en partage les limites. En particulier, l’association des descripteurs est particu-
lièrement sensible aux changements d’illumination et aux changements de points de vue. Or,
ces conditions varient fortement dans le contexte extérieur qui nous intéresse. Pour assurer la
robustesse de la relocalisation, plusieurs politiques sont dès lors envisageables. On peut par
exemple penser à créer des bases de données dans différentes conditions. La base utilisée sera
alors choisie en fonction de l’heure de la journée, des conditions climatiques, etc. On pourrait
également penser à ce que les véhicules qui utilisent cette base puissent également la modifier :
cela pourrait alors permettre qu’elle soit régulièrement mise à jour.
Dans la suite de ce mémoire, nous allons aborder une toute autre approche. En effet, afin
d’éviter les problèmes liés aux descripteurs, nous allons proposer une méthode de localisation
d’une caméra mobile sans apprentissage préalable. Afin de corriger le SLAM en ligne, cette mé-
thode s’appuiera non pas sur des données photométriques mais uniquement sur la connaissance
de la géométrie du SIG, donnée constante sur une grande échelle de temps.
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Deuxième partie
Vers la correction en ligne d’une
reconstruction SLAM
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98 CONTENU DE LA PARTIE
Présentation de la méthode
Dans cette deuxième partie, nous allons étudier la possibilité de localiser en temps-réel un
véhicule à l’aide d’une unique caméra et d’un SIG simple de la scène. L’approche proposée
s’appuie sur la méthode de Mouragnon et al. (2006) et consiste à lui apporter des informations
supplémentaires permettant de corriger à la fois la dérive du facteur d’échelle et la dérive liée
à l’accumulation d’erreur.
Une partie des travaux décrits dans cette partie ont donné lieu à une publication (Lothe
et al. (2010c)).
Objectif détaillé de l’étude réalisée
Dans cette section, nous allons tout d’abord décrire la nouvelle problématique de notre
étude. Nous expliquerons alors en quoi les outils précédemment proposés (partie I) ne peuvent
être utilisés en l’état pour résoudre le nouveau problème posé.
Localisation en ligne d’un véhicule en milieu urbain
L’objectif de cette seconde partie est de pouvoir localiser en temps-réel un véhicule se dé-
plaçant dans un milieu urbain. La méthode proposée dans la partie I permet d’obtenir une loca-
lisation fine de la caméra mais présente plusieurs inconvénients notables :
⊲ Sensibilité aux variations d’observation. La méthode de relocalisation précédemment
proposée se base sur la mise en correspondance d’amers visuels entre la base de don-
nées créée et l’observation courante de la caméra mobile. Ces appariements sont basés
sur de l’information photométrique La méthode est par conséquent sensible aux varia-
tions d’illumination et de point de vue vis à vis de la séquence vidéo ayant servi à la
construction de la base de données.
⊲ Apprentissage coûteux. Cette approche nécessite la construction a priori de la base de
données. Cette méthode, bien qu’automatique, deviendrait coûteuse en temps de traite-
ment sur de très grands environnements. De plus, les données utiles dans cette base sont
des données photométriques. Or, ce type de données n’est pas très stable dans le temps.
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Ceci implique la nécessité de réenregistrer régulièrement des séquences vidéos afin de
mettre à jour les bases de données.
Pour pallier ces différents problèmes, nous proposons dans cette partie d’exploiter unique-
ment un modèle géométrique de l’environnement. En effet, l’utilisation de la géométrie des
bâtiments d’une ville présente plusieurs avantages :
⊲ Stabilité dans le temps. L’information liée à la géométrie des bâtiments des villes peut
être raisonnablement considérée comme étant stable dans le temps.
⊲ Invariance aux conditions d’observation. Contrairement à l’information photomé-
trique, l’information géométrique ne dépend pas du point de vue ni des conditions d’illu-
mination.
⊲ Large distribution. De tels modèles sont déjà largement distribués dans les applications
de localisation sur internet et tendent à apparaître dans les systèmes de navigation. Ainsi,
il n’est pas nécessaire de créer ces modèles pour pouvoir les utiliser. Il suffit au contraire
d’exploiter des données qui sont pré-existantes dans de nombreux dispositifs.
Pour parvenir à localiser la caméra au sein de ce modèle 3D de ville, une méthode de SLAM
classique est utilisée pour inférer en temps-réel la géométrie de l’environnement parcouru ainsi
que la trajectoire du véhicule. Le processus de localisation proposé consiste alors à aligner la
géométrie reconstruite par l’algorithme de SLAM et le SIG de la ville. On notera que l’infor-
mation photométrique est ici uniquement utilisée pour reconstruire en ligne la géométrie de
l’environnement parcouru. Par conséquent, l’apparence visuelle d’un amer est uniquement uti-
lisée sur un court laps de temps et pour des points de vue proches les uns des autres. Dans ces
conditions, l’information photométrique peut être considérée comme étant stable.
Limites de l’adaptation de la méthode précédente
Pour résoudre le nouveau problème fixé, il est naturel en premier lieu de penser à utiliser
désormais en ligne les méthodes qui ont été proposées et utilisées précédemment hors ligne
pour la construction de la base d’amers. En effet, dans les deux cas de figure le but est le même,
c’est à dire aligner une reconstruction SLAM avec le SIG fourni. En particulier, il serait naturel
de vouloir remplacer dans la méthode de SLAM de Mouragnon et al. (2006) l’ajustement de
faisceaux classique par celui proposé dans le chapitre 4. Ceci permettrait en effet de prendre en
compte le modèle 3D au fur et à mesure de la reconstruction (et donc de la localisation).
Néanmoins, une différence importante existe entre les approches hors ligne et en ligne. En
effet, dans la partie I, l’alignement est réalisé a posteriori, sur l’ensemble de la reconstruction
en même temps. Au contraire, si la correction est faite en ligne, nous disposons uniquement
des informations récoltées par le SLAM jusqu’à l’instant courant. De plus, dans la méthode de
Mouragnon et al. (2006), l’ajustement de faisceaux n’est réalisé que sur une fenêtre réduite de la
reconstruction pour des raisons d’efficacité (section 2.6.1). En pratique, seuls les paramètres des
3 dernières caméras et des points 3D liés sont optimisés. Dans ce cas, la majorité des points op-
timisés ne sont pas nécessairement sur le modèle (par exemple lorsque le véhicule passe à côté
d’une voiture, d’un arbre, etc.). Or, nous avons vu précédemment que l’ajustement de faisceaux
proposé fournit de bons résultats lorsque la majorité des points reconstruits se situent effecti-
vement sur le modèle 3D. Pour la construction de la base d’amers, l’ajustement de faisceaux
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est global (c’est à dire que l’ensemble des caméras sont optimisées simultanément) si bien que
cette hypothèse est très souvent globalement respectée. Expérimentalement, nous voyons alors
qu’utiliser directement l’ajustement de faisceaux ST-CBA dans le SLAM a tendance à plaquer
l’ensemble des points sur le modèle, ce qui amène très rapidement à une mauvaise reconstruc-
tion de la trajectoire.
Nous venons d’expliquer en quoi il est difficilement envisageable, de façon immédiate, d’in-
tégrer la correction de la reconstruction SLAM à chaque image clé. Cette observation nous a
donc amenés à proposer une approche alternative.
Approche proposée
L’idée principale de notre approche est d’exploiter des données simples sur la géométrie de
l’environnement parcouru. Après avoir présenté ces données, nous montrerons quelles sont les
contraintes qu’il est possible d’en extraire afin de corriger en ligne le processus de SLAM.
Données utilisées
Pour des raisons d’embarquabilité (développées à la section 7.1.1), nous ne souhaitons pas
utiliser de capteur supplémentaire. Les données que nous exploitons dans cette partie sont donc
uniquement des informations géométriques, facilement embarquables sur un véhicule :
⊲ Equation du plan du sol. Nous supposons que l’équation du plan du sol dans le re-
père caméra est connue. La caméra étant sur un véhicule terrestre, cette équation est par
conséquent constante au cours du temps. Il suffit donc de réaliser, au préalable, une étape
de calibrage externe entre la caméra et le plan de la route.
⊲ Système d’Information Géographique.Nous considérons également que nous connais-
sons un Système d’Information Géographique lié à l’environnement parcouru. Parmi les
données du SIG embarqué, deux types d’information seront utilisés dans notre approche.
Tout d’abord, nous exploiterons les modèles de bâtiments 3D (figure 6.6(a)) tels que dé-
crits dans la section 2.6.2.3. Nous montrerons de plus que lorsque ces modèles 3D ne
sont pas disponibles (en particulier en dehors des villes), il est possible de les substituer
avec succès par une carte simple de la route.
Exploitation de ces données
Pour rendre les méthodes SLAM monoculaires exploitables sur des séquences de grande
échelle, il est nécessaire de corriger à la fois leur dérive en échelle et la dérive liée à l’accumu-
lation des erreurs en position et en orientation. Dans les chapitres suivants, deux processus sont
proposés afin de corriger respectivement ces deux types de dérive :
⊲ Correction du facteur d’échelle. (chapitre 7) Le facteur d’échelle est corrigé en exploi-
tant la connaissance de la position relative entre la caméra et le plan du sol. En effet,
s’il est connu qu’il est possible d’extraire en particulier le facteur d’échelle à partir de
l’homographie estimée du sol (section 2.4.2), nous montrerons que l’estimation du mou-
vement du véhicule fournie par le SLAM permet de résoudre ce problème de manière
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(a) (b)
FIGURE 6.6 – Données du Système d’Information Géographique 3D. (a) est un exemple de
modèle 3D. (b) est un exemple de carte, obtenue par sous-échantillonage d’un trajectomètre.
plus rapide et plus robuste que les approches habituelles. Nous présenterons alors égale-
ment comment le facteur d’échelle ainsi estimé est utilisé pour corriger le processus de
SLAM.
⊲ Correction de l’accumulation d’erreur. (chapitre 8) La connaissance du SIG est ex-
ploitée afin de corriger l’accumulation d’erreur réalisée sur la position et l’orientation du
véhicule. Cette correction est obtenue en alignant la reconstruction SLAM avec le SIG
lorsque cela est possible.
Pour chacun de ces processus, nous présenterons tout d’abord les paramètres qu’il est pos-
sible d’estimer à partir de l’information supplémentaire utilisée. Nous présenterons alors com-
ment sont estimés ces paramètres et la façon dont ils sont intégrés au processus SLAM.
Il est important de noter que ces deux processus sont indissociables. En effet, la correction
du facteur d’échelle seule ne permet pas d’éviter la dérive liée à l’accumulation d’erreur. D’un
autre côté, puisqu’il est basé sur une technique de recalage, le processus de correction de l’accu-
mulation d’erreur nécessite une initialisation relativement proche de la solution. Cette condition
ne peut être vérifiée que si le facteur d’échelle n’a pas trop dérivé.
CHAPITRE 7
Méthode de correction du facteur d’échelle
Dans ce chapitre, nous proposons une méthode robuste permettant la correction du facteur
d’échelle (i.e. la norme du déplacement) au cours de la reconstruction SLAM. Nous allons tout
d’abord montrer qu’en couplant le déplacement relatif estimé par le SLAM avec l’équation du
plan du sol, il est possible d’exprimer le mouvement des points du sol sous la forme d’une
homographie paramétrée par une seule inconnue : le facteur d’échelle. Une fois le facteur
estimé, nous présenterons une méthode d’intégration de ce facteur d’échelle qui permettra ainsi
de corriger en temps-réel la trajectoire reconstruite du véhicule.
7.1 Etat de l’art
Le problème de l’estimation du facteur d’échelle, qui est équivalent à l’estimation de la
norme du déplacement de la caméra au cours du temps, est un problème majeur pour les mé-
thodes de SLAM. Ainsi, de nombreuses approches ont déjà été proposées pour résoudre ce
problème.
7.1.1 Utilisation d’un capteur tiers
Une première famille d’approches propose d’exploiter un capteur supplémentaire qui fournit
directement ou indirectement la norme du déplacement. Par exemple, il est possible d’utiliser
une centrale inertielle haut de gamme (Strelow and Singh (2004); Hol et al. (2007)) ou, plus
naturellement dans le cadre du véhicule, un odomètre (Scaramuzza et al. (2009b); Kaess and
Dellaert (2010)) ou un GPS (Agrawal and Konolige (2006); Ikeda et al. (2007)). Néanmoins,
nous souhaitons que le dispositif proposé soit bas-coût (ce qui exclu l’utilisation d’une centrale
inertielle haut de gamme), qu’il puisse être intégré aux véhicules déjà en circulation (ce qui
exclu l’utilisation de l’odomètre) et qu’il soit robuste en centre ville, là où le système GPS est
difficilement utilisable à cause du masquage des signaux par les bâtiments. C’est en ce sens que
nous souhaitons éviter d’utiliser un capteur supplémentaire dans notre étude. Notons de plus
qu’il est intéressant de chercher à tirer le maximum d’information du flux vidéo seul. En effet,
cela permettra alors de rendre plus efficace la fusion éventuelle avec d’autres capteurs.
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7.1.2 Utilisation d’une information tierce
Dans le cas où on se limite à l’utilisation du capteur caméra seul, de nombreuses méthodes
ont été proposées pour calculer le mouvement et la norme du déplacement de la caméra mobile.
Quelle que soit l’approche retenue, les méthodes reposent toutes sur une notion d’étalon. Cet
étalon peut correspondre aux dimensions connues d’un élément de la scène directement observé
ou à une distance relative au positionnement de la caméra montée sur le véhicule (cette mesure
étant alors observée indirectement). Nous allons maintenant présenter les approches les plus
utilisées dans le cadre du déplacement d’un véhicule, ces méthodes étant regroupées en fonction
de l’information supplémentaire qu’elles utilisent.
7.1.2.1 Points 3D géoréférencés
Dans l’approche de Davison et al. (2007) par exemple, le facteur d’échelle est initialisé puis
contraint grâce à l’observation d’une cible fournissant quatre points 3D dont la position dans le
monde est connue. Le facteur d’échelle est donc observable à tout instant à travers la distance
entre ces quatre points. Si cette approche est efficace dans les zones contrôlées (intérieur, milieu
industriel, etc.), elle est difficilement utilisable dans le contexte qui nous intéresse puisqu’aucun
point 3D géolocalisé avec précision n’est observable.
7.1.2.2 Stéréoscopie
La stéréoscopie consiste à utiliser non pas une seule caméra mais une paire de caméras rigi-
dement liées (Nister et al. (2006); Lemaire et al. (2007); Comport et al. (2007)). Si le calibrage
(i.e. le déplacement relatif ainsi que sa norme) entre ces deux capteurs est connu, la métrique est
alors implicitement observée à tout instant. En particulier, une scène triangulée à partir d’une
paire stéréo calibrée est reconstruite au bon facteur d’échelle. Néanmoins, comme nous l’avons
évoqué précédemment, une des contraintes fixées dans nos travaux est de pouvoir localiser le
véhicule à partir d’une unique caméra.
7.1.2.3 Homographie du plan de la route
Une approche classiquement utilisée pour calculer le déplacement d’un véhicule terrestre
consiste à utiliser l’apparence du plan du sol (Simond and Rives (2004); Dumortier et al. (2006);
Scaramuzza and Siegwart (2008)). En effet, la route étant considérée plane, les observations des
points du sol dans les images successives suivent une homographie, cette homographie pouvant
par exemple être estimée à l’aide de la méthode DLT (Hartley and Zisserman (2004)). Or, Fau-
geras (1993) a montré qu’il est possible d’extraire de la matrice d’homographie à la fois le
déplacement relatif et l’équation du plan observé. Néanmoins, en vision monoculaire, il existe
une ambiguïté entre la norme du déplacement de la caméra et la distance entre la caméra et le
plan de la route. Dès lors, si la distance de la caméra à la route est connue, il est possible de
déduire la norme du déplacement de la caméra. Cependant, cette approche présente deux pro-
blèmes majeurs. Tout d’abord, l’extraction des paramètres recherchés à partir de l’homographie
est un processus numériquement instable. En particulier, une mauvaise répartition des points
dans l’image peut fortement perturber les paramètres de mouvement estimés. De plus, dans
cette approche, à la fois l’estimation du mouvement et celle du facteur d’échelle reposent sur
le suivi de points d’intérêt sur le sol. Or, en pratique, le sol est peu texturé et peut être parfois
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occulté (par exemple par la présence des voitures lorsque le trafic est dense). La robustesse de
l’estimation du mouvement du véhicule n’est donc pas assurée tout au long de la séquence.
7.1.2.4 Mouvement non holonome
Dans une approche récente, Scaramuzza et al. (2009a) proposent d’exploiter le fait qu’un
véhicule terrestre classique est non holonome. En particulier, cela implique que lorsqu’il tourne,
le véhicule suit un arc de cercle théoriquement parfait ayant pour centre l’intersection des axes
des roues avant et arrière. Scaramuzza et al. (2009a) montrent alors qu’en connaissant la dis-
tance entre la caméra et le centre du véhicule (i.e. le milieu de l’essieu arrière), il est possible de
calculer le facteur d’échelle de la scène reconstruite durant les virages. Ce facteur n’étant cal-
culé que dans les virages, il est nécessaire que la dérive soit négligeable dans les lignes droites.
Dans leurs travaux, cette hypothèse est acceptable. En effet, la caméra utilisée est une caméra
omnidirectionnelle et il a été montré que l’utilisation de ce type de capteur permet de réduire
fortement la dérive observée dans les méthodes SLAM monoculaires (Tardif et al. (2008)).
Cependant, cette dérive est importante avec une caméra perspective et il est donc nécessaire
d’estimer plus régulièrement le facteur d’échelle dans notre cas.
Dans la suite, nous allons présenter une nouvelle approche permettant de conserver une esti-
mation robuste du mouvement tout en permettant un calcul régulier du facteur d’échelle.
7.2 Contraintes disponibles et positionnement de nos travaux
Dans cette section, nous allons tout d’abord présenter les données que nous supposons
connaître dans ce chapitre. Nous présenterons alors l’idée générale de l’approche retenue. Nous
énumérerons enfin les différentes étapes nécessaires à la résolution de notre problème.
7.2.1 Données exploitées
La donnée dont nous disposons dans ce chapitre est la connaissance de la position de la
caméra par rapport au sol. La connaissance de cette donnée dans notre cadre d’étude est réaliste.
En effet, la caméra étant fixée sur un véhicule qui est lui-même lié au sol, la pose relative entre
la caméra et le sol est constante au cours du temps. De plus, elle peut être aisément obtenue à
l’aide d’une étape de calibrage préalable.
Dès lors, nous proposons d’utiliser cette information pour corriger le facteur d’échelle au
cours de la reconstruction à partir de l’homographie du sol. Comme cela a été précisé dans la
section 7.1.2.3, c’est en particulier la connaissance de la distance entre la route et la caméra qui
nous permettra de retrouver l’échelle de la scène. Si on néglige pour l’instant les problèmes liés
à l’occultation éventuelle du sol ou à son manque de texture, on peut noter que l’information liée
à l’observation de la route est disponible pour chaque image de la séquence vidéo. Cependant,
pour pouvoir estimer correctement et avec précision une homographie entre deux images, il est
nécessaire que le déplacement effectué entre celles-ci ne soit pas trop faible. Au contraire, une
trop grande variation dans les images peut empêcher d’estimer cette transformation. Dans le
but de se placer dans des conditions optimales, nous n’estimerons donc l’homographie (et par
conséquent le facteur d’échelle) qu’entre les images clés successives retenues par le processus
de SLAM.
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7.2.2 Approche proposée
Comme nous l’avons vu précédemment, nous souhaitons proposer une méthode permettant
de calculer régulièrement (dans l’idéal à chaque nouvelle image clé) le facteur d’échelle de la
reconstruction. Néanmoins, comme nous l’avons souligné, les données liées à l’observation du
sol ne sont pas toujours disponibles en pratique. En effet, le sol est parfois peu texturé, il peut
être occulté par exemple par d’autres véhicules, etc. L’estimation du facteur d’échelle ne sera
donc pas forcément possible pour chaque image clé. Afin d’assurer la robustesse de la locali-
sation du véhicule à tout instant, il est donc nécessaire que l’estimation du mouvement de la
caméra ne dépende pas du succès de l’estimation du facteur d’échelle. Ainsi, deux différences
majeures sont proposées dans ce chapitre pour pallier les limites des méthodes classiques d’odo-
métrie visuelle basées sur l’observation du sol (par exemple Scaramuzza and Siegwart (2008)) :
⊲ l’estimation du mouvement est réalisée avec la méthode de Mouragnon et al. (2006). On
notera que le déplacement relatif fourni par cette méthode peut être considéré comme
étant précis (à la norme près), en particulier puisqu’il est optimisé dans un ajustement de
faisceaux.
⊲ l’estimation du facteur d’échelle courant est essayée à chaque nouvelle image clé. Pour
cela, la connaissance fournie par le SLAM du déplacement relatif entre les deux dernières
caméras clés est utilisée de façon à contraindre le problème de recherche du facteur
d’échelle. Ceci permettra en particulier d’améliorer la robustesse et donc la fréquence de
cette estimation.
Le facteur d’échelle étant calculé en dehors de l’estimation du mouvement, il sera alors
nécessaire de le réinjecter dans la méthode SLAM pour corriger effectivement au fur et à mesure
la localisation de la caméra.
Après avoir décrit les différents outils mis en place pour répondre à notre problématique
(section 7.3), nous présenterons et validerons la méthode proposée dans le but d’estimer le
facteur d’échelle (sections 7.4 et 7.5). La méthode permettant d’intégrer l’information ainsi
calculée sera alors présentée (section 7.6).
7.3 Outils nécessaires à l’estimation du facteur d’échelle
Dans cette section, nous identifierons tout d’abord les problèmes à résoudre pour permettre
l’estimation du facteur d’échelle. Par la suite, les différents modules répondant à ces probléma-
tiques seront détaillés.
7.3.1 Aperçu de l’algorithme développé pour l’estimation du facteur
d’échelle
Nous allons ici présenter les principes généraux des différents modules nécessaires à l’éla-
boration de la méthode proposée.
L’approche proposée repose sur quatre modules différents, dont trois d’entre eux sont des
contributions de nos travaux (figure 7.1) :
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FIGURE 7.1 – Modules nécessaires à l’estimation du facteur d’échelle. Pour estimer le fac-
teur d’échelle, trois problèmes sont à résoudre : la sélection des points sur la route, l’estimation
du facteur d’échelle et la validation du facteur obtenu.
⊲ Appariement des points d’intérêt entre les images clés successives. Il est tout d’abord
nécessaire de détecter et d’apparier les points d’intérêt des deux dernières images clés.
Néanmoins, cette étape est déjà réalisée par le processus SLAM et n’a donc pas à être
effectuée à nouveau.
⊲ Sélection des points situés sur le sol. L’estimation du facteur d’échelle se faisant à partir
de l’homographie suivie par les points du sol, il est alors nécessaire de sélectionner parmi
les points d’intérêt détectés et appariés ceux qui correspondent aux points 3D situés sur
le sol dans la réalité.
⊲ Estimation robuste du facteur d’échelle. Cette étape s’inspire des méthodes classiques
qui consistent à estimer l’homographie suivie par les points du sol afin d’y extraire en-
suite en particulier la norme du mouvement. L’originalité de notre méthode vient du
fait qu’elle exploite le mouvement fourni par l’algorithme de SLAM pour contraindre le
processus et ainsi le rendre plus robuste.
⊲ Validation du facteur d’échelle estimé. L’étape de sélection des points situés sur le sol
est une étape délicate, en particulier dans des conditions réelles de circulation. L’esti-
mation du facteur d’échelle se faisant sur ces points, il est donc important de valider ce
calcul a posteriori. Pour cela, deux critères de validation seront proposés. Notons dès à
présent que cela accentue le fait que le facteur d’échelle ne sera pas disponible pour l’en-
semble des couples d’images clés successives. Cependant, cela ne remet pas en cause la
robustesse de la méthode d’estimation du mouvement puisque celle-ci est indépendante
du calcul du facteur d’échelle. En pratique, lorsque le facteur d’échelle ne pourra pas être
calculé, c’est celui propagé par la méthode SLAM qui sera conservé.
7.3.2 Module d’estimation du facteur d’échelle
Le premier module proposé consiste en une nouvelle formalisation du problème d’estima-
tion du facteur d’échelle. Une méthode mathématique permettant de résoudre ce problème sera
alors détaillée.
7.3.2.1 Le facteur d’échelle comme seul paramètre de l’homographie du sol
Pour estimer le facteur d’échelle, nous nous plaçons dans le contexte décrit par la figure 7.2 :
les deux dernières caméras clés (notées C1 et C2) observent le plan du sol. L’équation du plan
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du sol exprimée dans C1 (c’est à dire la position relative entre la caméra et sol) est supposée
connue. Notons de plus qu’il est raisonnable de considérer que cette équation est la même pour
toutes les caméras clés puisque le véhicule (et donc la caméra) est rigidement lié au sol.
Nous considérons dans cette partie que nous avons préalablement sélectionné un sous-
ensemble de m points 3D (Qi)1≤i≤m (associés aux observations (qi1,qi2)1≤i≤m) qui ont été
filtrés comme étant sur le sol. Cette étape de sélection sera décrite à la section 7.3.3.
FIGURE 7.2 –Contexte de la recherche du facteur d’échelle. Pour estimer le facteur d’échelle,
nous nous plaçons dans le cadre de deux caméras clés observant le même plan connu (le plan
du sol).
Les points (Qi)1≤i≤m appartenant tous au même plan de l’espace, leurs couples d’observa-
tions sont reliés par une homographieH1→2 (représentée matriciellement par H1→2) :
q˜i2 ∼ H1→2q˜i1 (7.1)
avec




où K est la matrice de calibrage de la caméra, (R1→2, t1→2) le déplacement relatif de la caméra,
n la normale du plan et d la distance caméra-plan (toutes deux exprimées dans le repère de la
caméra C1).
Dans notre cas, le déplacement relatif entre les caméras a été préalablement estimé par le
processus de SLAM. Les résultats des travaux de Mouragnon et al. (2006) ont montré que, au
facteur d’échelle près, ce déplacement relatif est calculé avec précision. Ceci est directement
lié au fait que la pose des N dernières caméras clés est optimisée par un ajustement de fais-
ceaux local à chaque création d’une nouvelle image clé (voir le descriptif de la méthode à la
section 2.6.1). Il est donc possible de considérer qu’en plus de l’équation du sol (n, d), les don-
nées R1→2 et t1→2||t1→2|| sont connues. Ainsi, dans notre contexte, l’homographieH est connue à un
paramètre près qui est le facteur d’échelle λ :




Nous pouvons déduire de cette équation que la recherche du facteur d’échelle peut être
exprimée comme étant la recherche du λ qui minimise l’erreur de transfert liée à l’homographie
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H1→2(λ). Cependant, optimiser uniquement la valeur de λ n’est pas optimale. En effet, les
valeurs de (n, d,R1→2, t1→2) n’étant pas parfaites, il serait nécessaire de les remettre en cause
au cours de l’optimisation. Néanmoins, nous avons observé expérimentalement que le fait de
relâcher ces paramètres induit des problèmes de convergence importants du fait par exemple
de la mauvaise distribution des points dans l’image, d’une mauvaise sélection des points sur
la route, etc. C’est pourquoi nous avons pris la décision de n’optimiser que la valeur de λ.
Remarquons que Scaramuzza et al. (2009b) ont récemment tiré des conclusions similaires dans
leur problème. En particulier, ils ont également été amenés à limiter les degrés de liberté du
mouvement recherché du véhicule.
7.3.2.2 Résolution numérique du problème
Le problème étant désormais formalisé, nous allons étudier ici la méthode permettant d’esti-
mer le facteur d’échelle à partir d’un ensemble de couples de points d’intérêt qui sont supposés
être sur le sol.
Estimation linéaire. L’idée de la première étape de l’optimisation est de calculer une pre-
mière estimation linéaire de λ qui sera alors utilisée comme initialisation pour l’optimisation
non-linéaire.
L’équation 7.1 est équivalente à dire que les vecteurs q˜i2 et H1→2q˜
i
1 sont colinéaires. En
particulier, leur produit vectoriel est donc nul :
q˜i2 × H1→2q˜i1 = 0 (7.4)
En développant cette relation pour l’ensemble desm points du sol, on peut en déduire la relation
linéaire suivante :
λA = B (7.5)
où A et B sont deux matrices de dimensions (3×m). On peut alors résoudre cette équation au
sens des moindres carrés, à savoir :
λ = A+B (7.6)
où A+ est la matrice pseudo-inverse de A. Des données aberrantes pouvant se trouver parmi les
données utilisées (mauvais appariements, etc.), cette estimation linéaire est rendue robuste par
l’utilisation du consensus RANSAC (Fischler and Bolles (1981)).
Optimisation non-linéaire. La valeur obtenue pour λ peut alors être raffinée grâce à un
processus classique de minimisation non-linéaire. En pratique, l’algorithme de Levenberg-
Marquardt (Levenberg (1944)) est utilisé afin de minimiser l’erreur de transfert symétrique E




||qi2 − π(H(λ)q˜i1)||2 + ||qi1 − π(H(λ)−1q˜i2)||2 (7.7)
où π est la fonction permettant de passer des notations homogènes aux coordonnées eucli-
diennes (voir la section 2.1). A l’instar de l’estimation linéaire, l’optimisation non-linéaire est
rendue robuste par l’utilisation du M-estimateur de Tukey ρT dont le seuil est réglé automati-
quement grâce au MAD. La fonction F effectivement minimisée est alors :
F(λ) =∑
i
ρT (||qi2 − π(H(λ)q˜i1)||+ ||qi1 − π(H(λ)−1q˜i2)||) (7.8)
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7.3.3 Modules de sélection des points d’intérêt situés sur le sol
Pour pouvoir calculer λ à partir de la méthode décrite ci-avant, il est nécessaire de pouvoir
sélectionner parmi les points d’intérêt ceux qui correspondent aux points 3D étant sur le sol.
Une approche classique (Adams et al. (2002); Scaramuzza and Siegwart (2008)) pour résoudre
ce problème est de rechercher l’homographie principale existante entre les deux images clés,
c’est à dire l’homographie qui relie le plus de points d’intérêt de ces deux images. Cette ho-
mographie est recherchée grâce au consensus RANSAC (Fischler and Bolles (1981)), le but de
ce consensus étant de déterminer le plus grand sous-ensemble de points satisfaisant la même
homographie. L’hypothèse faite alors est que le plan de l’image contenant le plus de points
3D observés est le plan du sol. Néanmoins, comme le montre la figure 7.3, cette hypothèse
est souvent mise à mal dans un contexte urbain réel. En effet, de nombreux éléments hors du
sol peuvent appartenir à un même plan de l’espace (coffre de voiture, ensemble de véhicules
stationnés, façades des bâtiments, etc.). Dès lors, le plan le plus large observé dans les images
n’est plus nécessairement le plan du sol.
FIGURE 7.3 – Recherche de l’homographie principale d’un couple d’images. Dans un
contexte urbain complexe, la recherche de l’homographie principale à l’aide du consensus
RANSAC ne sélectionne pas toujours les points de la route. Les croix rouges sont les points
d’intérêt de la zone route (i.e. sous l’horizon) et les ronds verts sont ceux retenus par le proces-
sus RANSAC.
Pour éviter ce problème, il a été proposé (Simond and Rives (2004); Dumortier et al. (2006))
de travailler sur une sous-zone de l’image correspondant à la route, par exemple en détectant
a priori cette zone à partir des lignes de fuite ou des marquages au sol. Néanmoins, notons que
ce prétraitement ne permet pas d’éviter les problèmes liés à la présence des véhicules situés sur
la route, qu’ils soient stationnés ou en circulation.
Dans notre étude, nous limiterons la recherche des points d’intérêt situés sur le sol dans la
zone de l’image située en dessous de l’horizon, celui-ci pouvant être calculé automatiquement
dans notre cas puisque l’équation du plan du sol est connue dans le repère caméra. En pratique,
pour définir la zone route, nous appliquons un décalage de 20 pixels en dessous de l’horizon de
façon à filtrer les points d’intérêt détectés à l’infini, ces points pouvant perturber les différents
calculs numériques réalisés dans cette partie.
Dans la suite, nous allons présenter deux nouvelles approches complémentaires visant à
sélectionner parmi les points détectés dans les images ceux étant situés sur le sol.
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7.3.3.1 Sélection globale
La première approche proposée est appelée sélection globale car elle n’utilise aucun a priori
sur la norme du déplacement entre les deux caméras considérées. Ceci lui permet en particulier
d’être robuste à la dérive du facteur d’échelle.
Approche proposée. L’idée générale de l’approche globale est que si un point est sur le sol,
il est nécessairement le plus bas dans la scène reconstruite (ceci étant vrai dans un milieu urbain
classique). Néanmoins, dans la pratique, cela n’est pas toujours respecté. En effet, les erreurs
numériques, les objets mouvants dans la scène, etc. sont souvent à l’origine de la présence de
points aberrants pouvant être reconstruits sous le sol. Dans le sens contraire, le point reconstruit
le plus bas n’est pas nécessairement sur le sol. En effet, dans le cas où le sol est très peu texturé,
les points reconstruits les plus bas correspondent par exemple souvent à des points situés sur les
véhicules stationnés sur le bas-côté.
Pour chacun des points 3D reconstruits, il est donc nécessaire d’obtenir des critères per-
mettant de fournir sa hauteur mais également sa probabilité d’être un point du sol. Pour cela,
nous proposons de nous appuyer sur la paramétrisation de l’homographie du sol décrite à la
section 7.3.2.1. En effet, l’homographie étant définie par le seul paramètre λ, il est possible
d’obtenir pour chaque couple de points d’intérêt appariés (qi1,q
i
2) deux informations complé-
mentaires :
⊲ sa hauteur par rapport aux autres points 3D. En effet, le facteur d’échelle λi calculé pour
ce couple de points peut être traduit comme une information sur son altitude. Ainsi, le
facteur d’échelle calculé peut être perçu comme la quantité de mouvement à appliquer
entre les deux caméras afin de plaquer au sol le point 3D considéré. Dès lors, plus λi est
petit, plus le point 3D est bas dans la scène.
⊲ sa probabilité d’être sur le sol. En effet, l’estimation de λi est associé au résidu ri. Ce
résidu correspond à l’erreur de transfert symétrique associée à l’homographie H1→2(λi)
calculée uniquement sur le couple (qi1,q
i
2). Ce résidu peut être vu comme un critère de
qualité mesurant si le couple de points d’intérêt respecte ou non le modèle de transfor-
mation 2D fixé par le plan du sol.
A partir de ces deux données, il est possible de définir un filtre qui sélectionne, parmi les
couples de points d’intérêt, ceux qui ont la plus grande probabilité d’être sur le sol. L’idée de
ce filtre est que pour être sur le sol, un point doit être le plus bas de la scène (i.e. associé au λi
le plus faible) et suivre la contrainte imposée par le modèle de transformation du sol (i.e. avoir
un résidu ri peu élevé). L’idée est alors de considérer que le sol est associé au facteur λi le plus
faible parmi ceux dont le résidu ri est inférieur à un seuil ǫ donné. Dès lors, l’ensemble des
points de l’image retenus comme étant sur le sol sont tous les points de faible résidu (i.e. avec
ri < ǫ) dont le facteur d’échelle associé est proche de celui du sol (i.e. avec une faible variation
par rapport au λi retenu).
Description de l’algorithme utilisé. En pratique, nous commençons donc par calculer les
données (λi, ri) pour l’ensemble des couples de points d’intérêt (qi1,q
i
2)i. Ces données sont
alors rangées dans l’ordre des λ croissants (figure 7.4). Parmi ces données, nous commençons
par retirer les couples de points pour lesquels le résidu ri est supérieur à ǫ (figure 7.4(b)). En
pratique, nous fixons ǫ = 2 pixels. Parmi les données restantes, nous notons λimin la valeur la
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plus faible des facteurs d’échelle. Dès lors, l’ensemble des couples de points retenus E comme
étant sur le sol sont les couples dont la valeur λi a une variation inférieure à γ % par rapport à












où γ est le seuil de variation à régler. Dans nos expériences, nous avons fixé γ = 20%.
(a) (b)
FIGURE 7.4 – Données utilisées pour la sélection globale des points du sol. Pour chaque
couple de points d’intérêt, on peut calculer (a) le facteur d’échelle associé et (b) l’erreur rési-
duelle obtenue pour ce facteur d’échelle sur ce couple de points d’intérêt. Les résidus filtrés
comme aberrants sont dans l’encadré rouge. Les facteurs d’échelle correspondant aux points
retenus comme étant sur le sol sont dans l’encadré vert.
Dès lors, le facteur d’échelle peut être calculé à partir de l’ensemble des points de E grâce à
la méthode de résolution décrite à la section 7.3.2.
Discussion. Le plus grand intérêt de la sélection globale est qu’elle n’utilise aucun a priori sur
la norme du déplacement inter-caméra. Cette particularité lui assure d’être robuste à la dérive
du facteur d’échelle. Expérimentalement, comme le montre la figure 7.5, nous avons observé
que cette méthode donne de bons résultats lorsque l’environnement parcouru est relativement
simple (c’est à dire avec peu d’objets qui occultent la route).
Néanmoins, dans des environnements plus complexes, cette méthode échoue souvent : puis-
qu’aucun a priori sur λ n’est utilisé ici, la méthode doit s’appuyer sur des hypothèses fortes.
En particulier, la sélection du facteur d’échelle le plus bas comme étant celui du sol et les
seuils (ǫ, γ) à régler amènent généralement à éliminer certains points qui sont pourtant sur le
sol dans la réalité. Cette méthode est donc qualifiée comme étant peu sélective. De plus, cette
approche est sensible à l’incertitude liée aux données (d,n,R1→2, t1→2) qui définissent l’ho-
mographie. En effet, lorsque ces données sont peu précises, le modèle d’homographie qu’elles
définissent ne correspond pas exactement au modèle de mouvement des points du sol. L’homo-
graphie H1→2(λ) étant alors plus ou moins imprécise, les couples (λi, ri) estimés peuvent être
erronés. Rappelons de plus que dans cette partie, nous faisons l’hypothèse que le point associé
au λi le plus faible est sur la route. Néanmoins, comme nous l’avons souligné, la seule infor-
mation que nous avons réellement est qu’il s’agit du point 3D reconstruit le plus bas, mais rien
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(a) (b)
FIGURE 7.5 – Résultats obtenus avec la sélection globale. Les croix rouges sont les points
d’intérêt détectés dans la zone route et les ronds verts sont ceux retenus par la sélection globale.
n’assure qu’il appartienne à la route. Ces limites nécessiteront de valider a posteriori le facteur
calculé, ce point étant étudié à la section 7.3.4.
7.3.3.2 Sélection locale
Dans cette section, nous allons présenter une approche dite locale qui utilise la dernière
estimation du facteur d’échelle pour sélectionner avec robustesse les points situés sur le sol.
Description. La principale idée de la sélection locale consiste à utiliser d’une part que la
hauteur entre la caméra et le sol est connue et d’autre part que localement (c’est à dire sur moins
de 5 caméras clés) la norme du déplacement fournie par le SLAM ne dérive que faiblement.
Ainsi, si le facteur d’échelle a pu être calculé récemment, la norme du déplacement courant
issue du SLAM remise à l’échelle grâce à cette dernière estimation de λ fournit une bonne
approximation de la norme réelle du déplacement courant.
FIGURE 7.6 –Méthode de sélection locale des points du sol. En utilisant la dernière estimation
de λ, il est localement possible de filtrer les points 3D en fonction de leur distance au sol.
A partir de cette information, et puisque l’équation du plan dans la caméra est connue, il
est possible de filtrer les points 3D reconstruits par rapport à leur position 3D (obtenue par
triangulation dans le processus de SLAM). En pratique (figure 7.6), la norme du déplacement
estimée n’étant pas parfaite, nous sélectionnons tous les points situés à une distance du sol
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inférieure à un seuil s (15 centimètres dans nos expériences). Cela permet de prendre en compte
la variation possible de λ depuis sa dernière estimation.
Discussion. L’utilisation du calibrage entre la caméra et le plan de la route rend la méthode
de sélection locale très sélective, en particulier dans les environnements complexes (figure 7.7).
En particulier, la comparaison des figures 7.7(a) et 7.3 (page 110) met en avant la robustesse de
la méthode proposée dans un environnement réaliste.
Néanmoins, la principale limite de cette méthode est son manque de robustesse face à la
dérive du SLAM. En effet, le filtrage des points nécessite une bonne approximation a priori de
λ, ce qui n’est plus le cas dès lors que son estimation n’a pu être réalisée pendant un nombre
important de caméras clés (par exemple dans le cas d’une zone de trafic important ou d’une
large zone avec un sol trop peu texturé).
(a) (b)
FIGURE 7.7 – Exemples de résultats obtenus avec la sélection locale. Les croix rouges sont
les points d’intérêt détectés dans la zone route et les ronds verts sont ceux retenus par la méthode
locale.
Nous allons maintenant présenter comment il est possible de valider le facteur d’échelle
estimé à partir des points du sol sélectionnés.
7.3.4 Modules de validation du facteur estimé
Comme nous venons de le voir, la sélection des points du sol parmi tous les points recons-
truits est une étape difficile, en particulier lorsque la scène parcourue est complexe. Le facteur
d’échelle étant calculé à partir de ces points, il est donc nécessaire de qualifier a posteriori la
confiance associée à son estimation. En ce sens, nous allons maintenant présenter les modules
permettant de valider le facteur d’échelle estimé. Deux critères sont proposés dans la suite : le
critère souple visant à vérifier que la résolution numérique s’est bien déroulée et le critère strict
qui a pour but de vérifier le facteur d’échelle calculé lorsque celui-ci a été estimé à partir de
données sur lesquelles nous n’avons pas entière confiance.
7.3.4.1 Critère souple
Le critère souple est composé de deux mesures dont les buts sont complémentaires. La pre-
mière mesure vise à vérifier que la méthode d’estimation s’est effectuée dans un contexte per-
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mettant une estimation robuste. En pratique, il est vérifié qu’au moins 4 couples de points d’in-
térêt ont été retenus comme non-aberrants (i.e. avec une erreur résiduelle inférieure au MAD)
durant l’optimisation non-linéaire de λ (section 7.3.2.2). La deuxième mesure quant à elle véri-
fie que le λ obtenu est bien en accord avec les données utilisées. Pour cela, il est nécessaire que
le RMS obtenu sur les points non-aberrants soit inférieur à 2 pixels.
7.3.4.2 Critère strict
Comme son nom l’indique, le but du critère strict est de proposer des contraintes fortes sur
le λ estimé. Cela est utile en particulier lorsque la confiance qu’on peut avoir dans les points
3D utilisés pour son estimation est faible. L’idée principale de la validation stricte est de faire
l’hypothèse que parmi tous les points d’intérêt pouvant être détectés dans la zone route (c’est à
dire sous l’horizon), au moins 20% sont réellement situés sur la route. Le critère strict revient
alors à vérifier qu’au moins 20% des couples de points d’intérêt de la zone route sont en accord
avec le λ estimé. Pour cela, la validation stricte est composée de quatres étapes successives :
⊲ Détection de nouveaux points d’intérêt. Dans chacune des deux dernières images clés,
nous lançons une détection dense (i.e. avec un seuil lâche) de points d’intérêt de Harris
(figure 7.8(a)). Notons qu’aucun descripteur n’est ici calculé, ce qui permet d’assurer un
faible temps de traitement.
⊲ Transfert des points d’intérêt de l’image 1 dans l’image 2. Tous les points détectés
dans la première image clé sont transférés dans la deuxième image clé en utilisant l’ho-
mographieH1→2(λ) associée à l’estimation courante du facteur d’échelle (figure 7.8(a)).
⊲ Association au plus proche. Chacun des points d’intérêt détectés dans la deuxième
image est associé à un point transféré depuis la première image (figure 7.8(b)). Le fac-
teur d’échelle estimé étant supposé correct, cette association est réalisée au plus proche
(en terme de distance euclidienne). En particulier, l’association au plus proche permet de
gagner en temps de traitement par rapport à une association basée sur les descripteurs.
⊲ Mesure de la qualité. Nous vérifions alors qu’au moins 20% des couples ainsi for-
més présentent une distance inférieure à 2 pixels. Si c’est le cas, le facteur d’échelle est
conservé. Dans le cas contraire, il est rejeté.
Dans la section suivante, nous allons présenter la façon dont les différents modules détaillés
ci-avant sont agencés de façon à obtenir une méthode robuste d’estimation du facteur d’échelle.
7.4 Méthodes d’estimation du facteur d’échelle proposées
Dans cette section seront présentées différentes méthodes permettant d’estimer le facteur
d’échelle. Ces différentes méthodes se différencient par la façon dont les modules (sélection,
estimation et validation) sont reliés entre eux. Après avoir décrit des méthodes s’appuyant res-
pectivement sur la sélection locale et globale, la méthode hybride retenue sera détaillée.
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(a)
(b)
FIGURE 7.8 – Aperçu de la validation stricte. (a) représente la détection dense de points
d’intérêt dans la zone route dans les deux images clés et le transfert des points de la première
image dans la deuxième. (b) illustre la mise en correspondance de ces points au plus proche.
7.4.1 Méthode d’estimation globale
La première méthode est appelée méthode globale dans le sens où elle s’appuie sur la sé-
lection globale des points sur le sol (figure 7.9). Après avoir sélectionné les points par la mé-
thode de sélection globale (section 7.3.3.1), le facteur est estimé par résolution linéaire puis
non-linéaire (section 7.3.2.2). Le facteur ainsi estimé est alors validé par le critère souple (sec-
tion 7.3.4.1), de façon à s’assurer que la résolution du problème s’est effectuée dans de bonnes
conditions. Si la validation par le critère souple réussit, une validation par critère strict est fi-
nalement lancée. En effet, comme indiqué dans la section 7.3.3.1, la sélection globale est peu
sélective et la confiance qu’on peut avoir dans les données sélectionnées est par conséquent
faible.
La méthode globale s’appuyant sur la méthode de sélection globale, elle en partage en consé-
quence les avantages et inconvénients. Ainsi, cette méthode est robuste à la dérive du facteur
d’échelle. Néanmoins, de part son manque de sélectivité, l’estimation du facteur ne peut pas
être réalisée très régulièrement.
7.4.2 Méthode d’estimation locale
Dans la méthode d’estimation locale (figure 7.10), les points du sol sont tout d’abord sélec-
tionnés grâce à la méthode de sélection locale (section 7.3.3.2). Ces points sont alors exploités
7.4 Méthodes d’estimation du facteur d’échelle proposées 117
FIGURE 7.9 – Description de la méthode globale.
pour estimer la valeur du facteur d’échelle (section 7.3.2.2). Le facteur ainsi estimé est alors
contrôlé par le critère de validation souple (section 7.3.4.1). Dès lors, si le facteur d’échelle
courant a une évolution importante par rapport au dernier facteur d’échelle estimé (en pratique
plus de 20%), il est nécessaire de valider le facteur obtenu par le critère strict. En effet, la mé-
thode de sélection locale s’appuie sur l’hypothèse que le facteur d’échelle a peu évolué depuis
sa dernière estimation. Si le résultat obtenu est non-conforme à cette hypothèse, il est donc
préférable de vérifier que la valeur obtenue soit correcte.
FIGURE 7.10 – Description de la méthode locale.
Tout comme le module de sélection locale sur lequel elle se base, cette méthode a l’avantage
de souvent sélectionner l’ensemble des points 3D situés sur le sol. Cependant, elle reste très
sensible à la dérive du facteur d’échelle.
7.4.3 Méthode retenue : une approche hybride
Nous l’avons vu précédemment, les méthodes d’estimation locale et globale sont complé-
mentaires : la méthode locale est très sélective mais peu robuste à la dérive du facteur d’échelle
alors que la méthode globale est peu sélective mais est nullement influencée par la dérive du
facteur d’échelle.
La méthode finale retenue est une méthode hybride visant à prendre en compte les avan-
tages de chacune des méthodes tout en limitant leurs inconvénients. Ainsi, comme le montre
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FIGURE 7.11 – Résumé de la méthode d’estimation du facteur d’échelle hybride. La mé-
thode proposée comporte trois nouveaux modules : la détection des points sur la route, l’esti-
mation du facteur d’échelle et la validation du facteur obtenu.
la figure 7.11, à chaque nouvelle caméra clé, nous testons tout d’abord la méthode globale. En
effet, cette méthode ne demandant aucun a priori sur le facteur d’échelle, elle permet de pallier
une éventuelle mauvaise estimation antérieure. Si la méthode globale échoue (i.e. qu’un des cri-
tères de validation n’est pas respecté), la méthode locale est alors essayée. Dès lors, si une des
deux méthodes réussit, le facteur d’échelle estimé est conservé et utilisé pour corriger la norme
du déplacement courant du SLAM (section 7.6). Dans la cas contraire, le facteur d’échelle est
rejeté et la norme fournie par le SLAM n’est pas remise en cause.
7.5 Validation expérimentale de l’estimation du facteur
d’échelle
Dans cette section, nous proposons une validation expérimentale de la méthode d’estimation
du facteur d’échelle présentée ci-avant. Ainsi, après avoir décrit le protocole expérimental uti-
lisé, nous détaillerons les résultats obtenus, en particulier en comparant la méthode de sélection
hybride aux méthodes locale et globale seules. Nous discuterons alors des limites de la méthode
et présenterons des perspectives permettant de les pallier.
7.5.1 Protocole expérimental
Après avoir détaillé la séquence vidéo sur laquelle sera testée la méthode d’estimation du
facteur d’échelle proposée, les résultats de la méthode SLAM classique seront présentés.
7.5.1.1 Données utilisées
Dans cette section, nous travaillons sur une nouvelle séquence vidéo obtenue grâce au pro-
jet ODIAAC (ANR 06-PDIT-016-01). Les informations de cette séquence sont regroupées dans
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les figures 7.12 et 7.13. La vidéo, tournée dans Saint-Quentin-en-Yvelines (France), retrans-
crit le parcours d’un véhicule sur une trajectoire d’environ 4,5 kilomètres dans des condi-
tions réelles de circulation. La caméra embarquée sur le véhicule est une caméra perspective
MARLIN F-033B qui fournit des images 640× 480 à raison de 30 images par seconde.
FIGURE 7.12 – Trajectoire de la séquence ODIAAC. Cette séquence est un parcours de 4,5
kilomètres dans Saint-Quentin-en-Yvelines (France).
(a) (b) (c)
FIGURE 7.13 – Extraits de la séquence ODIAAC. La séquence ODIAAC est une vidéo
640× 480 enregistrée avec une caméra perspective simple.
L’intérêt majeur de cette séquence vidéo est qu’elle a été synchronisée avec des données
provenant d’un trajectomètre (IXSEA LANDINS). Les données de ce capteur sont précises
pour la majorité du parcours (inférieures au mètre en absolu), même si des erreurs de l’ordre de
2 mètres sont parfois observées. Nous nous servirons donc de ce capteur pour établir la vérité
terrain de la position de chacune des caméras clés reconstruites (figure 7.14).
Dans notre algorithme, nous faisons l’hypothèse que l’équation du sol (à savoir la normale
n et la distance caméra-sol d) est connue dans le repère de la caméra. En pratique, ne disposant
pas de cette information, nous avons dû l’estimer grossièrement. Nous avons donc fixé une
valeur grossière pour la distance d à partir des données constructeurs du véhicule. Pour sa part,
la normale n a été calculée à l’aide d’une image de la séquence présentant un passage piéton.
En effet, une fois les points d’intérêt correspondant aux coins du passage piéton triangulés, il
est possible d’estimer de façon robuste la valeur de la normale.
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FIGURE 7.14 – Vérité terrain de la séquence ODIAAC. Le trajectomètre embarqué est utilisé
pour créer la vérité terrain en position de chacune des caméras clés.
7.5.1.2 Reconstruction SLAM originale
La reconstruction SLAM obtenue sur cette séquence avec la méthode originale de Mou-
ragnon et al. (2006) est décrite dans le tableau 7.1 et la figure 7.15. La reconstruction finale
contient 1296 caméras clés et 39304 points 3D reconstruits. Cela revient à dire qu’en moyenne
une image clé est créée tous les 3,5 mètres.
Longueur (m) Nombre de caméras clés Nombre de points 3D reconstruits
ODIAAC 4500 1296 39304
TABLE 7.1 – Statistiques sur la reconstruction de la séquence ODIAAC.
De plus, il est important de noter que la dérive du facteur d’échelle est particulièrement
importante sur cette séquence. En effet, on aperçoit sur la figure 7.15 qu’après la place ovale
(située en haut à droite de la trajectoire), le facteur d’échelle se réduit considérablement, ce qui
rend la reconstruction globalement incohérente.
7.5.2 Résultats obtenus
Dans un premier temps, nous allons ici présenter les résultats obtenus sur l’estimation du
facteur d’échelle pour la séquence ODIAAC. Nous nous placerons ensuite dans un scénario
spécifique qui permettra de mettre en avant l’intérêt de la méthode hybride.
7.5.2.1 Calcul du facteur d’échelle
Afin de quantifier nos résultats, nous allons comparer les valeurs obtenues sur l’estimation
de la norme du déplacement inter-caméra clé avec celles fournies par la vérité terrain. Nous
allons en particulier comparer la méthode finale proposée (i.e. la méthode hybride) avec les
méthodes locale et globale seules. Notons que pour pouvoir fonctionner, la méthode locale
seule nécessite une initialisation correcte du facteur d’échelle pour les deux premières caméras
clés. Dès lors, les trois méthodes seront testées avec la même initialisation du facteur d’échelle
dans le but de pouvoir comparer leurs résultats.
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FIGURE 7.15 – Reconstruction SLAM originale obtenue. La superposition de la reconstruc-
tion SLAM originale (en bleu) et la vérité terrain (en rouge) met en avant que la dérive de la
méthode de Mouragnon et al. (2006) peut être très importante sur de grandes distances.
Il est important de rappeler que, de part les étapes de validation a posteriori de chacune des
méthodes, le facteur d’échelle n’est pas calculé pour tous les couples d’images clés successives.
Toutes les statistiques présentées ci-après sont donc calculées uniquement sur le sous-ensemble
de couples de caméras clés sur lesquels l’estimation de λ a réussi. Ces résultats sont consignés
dans le tableau 7.2.
Méthode locale Méthode globale Méthode hybride
Réussite de l’estimation (%) 33,9 13,7 56,3
Erreur résiduelle moyenne
sur la distance inter-caméra (m)
0,11 0,15 0,17
Ecart-type (m) 0,13 0,17 0,19
Erreur résiduelle médiane
sur la distance inter-caméra (m)
0,06 0,09 0,10
Erreur résiduelle moyenne
sur la distance inter-caméra (%)
6,19 6,32 6,82
Ecart-type (%) 5,79 6,11 6,66
Erreur résiduelle médiane
sur la distance inter-caméra (%)
4,27 4,53 4,82
TABLE 7.2 – Statistiques sur l’estimation du facteur d’échelle. Les statistiques sont uni-
quement calculées sur les couples d’images clés pour lesquels le calcul du facteur d’échelle a
réussi.
Rappelons que le critère définissant si une caméra clé doit être créée ou non est uniquement
basée sur l’information image (section 2.6.1). Dès lors, la distance réelle entre deux caméras clés
varie d’un couple de caméras clés successives à l’autre. Pour mesurer la qualité de l’estimation
du facteur d’échelle, il est donc important de prendre en compte à la fois l’erreur absolue (en
mètre) mais également l’erreur relative (en pourcentage).
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La première observation importante qu’il est possible de faire est que les résultats sur la
précision de l’estimation de λ sont quasiment équivalents pour les trois approches. En effet,
l’erreur résiduelle moyenne sur la distance inter-caméra clé (où le facteur a pu être calculé) est
d’environ 15 centimètres (soit 6,32%) pour toutes les méthodes. Les variations obtenues d’une
méthode à l’autre sont au maximum de 6 centimètres (entre la méthode locale et la méthode
hybride). Cependant, cette mesure n’est pas significative puisqu’elle rentre dans l’incertitude de
la vérité terrain.
La différence importante entre les différentes méthodes se situe sur le taux d’estimations
réussies. La méthode hybride a un taux de réussite de 56,3% (c’est à dire en moyenne une
estimation réussie tous les 6,3 mètres) alors que la méthode locale et globale parviennent à
calculer λ dans respectivement 33,9% et 13,7% des cas (soit respectivement en moyenne tous
les 10,6 mètres et 26,9 mètres). Le faible taux obtenu par la méthode globale s’explique à la fois
de part le fait que cette méthode n’utilise aucun a priori sur le facteur d’échelle, ce qui rend la
sélection des points sur le sol plus délicate, et de part la validation stricte qui peut dans certains
cas éliminer des estimations correctes.
Sur cette séquence, les résultats obtenus par la méthode locale sont très corrects et rela-
tivement proches de ceux obtenus par la méthode hybride, même en terme de taux de calculs
réussis. En effet, sur cette séquence vidéo, l’hypothèse que le facteur d’échelle est suffisamment
souvent calculé correctement pour que la méthode locale fonctionne est constamment respec-
tée. En vue de montrer l’intérêt majeur de l’approche hybride pour la robustesse de l’estimation
de λ, nous allons désormais nous placer dans un scénario spécifique qui reflète une situation
courante dans les conditions réelles de circulation.
7.5.2.2 Scénario de trafic dense
Le scénario dans lequel vont être comparées les méthodes locale et hybride est détaillé dans
la figure 7.16. Dans ce scénario, nous simulons un trafic dense sur une large zone du trajet (400
mètres) qui empêche de pouvoir calculer le facteur d’échelle sur l’ensemble de cette zone.
FIGURE 7.16 – Scénario d’un trafic dense. Dans ce scénario, on fait l’hypothèse que le trafic
est trop dense pour permettre l’estimation du facteur d’échelle sur une large période.
En pratique, nous lançons donc les deux méthodes d’estimation à comparer en invalidant
toutes les estimations de λ faites sur cette zone. Le tableau 7.3 rassemble les statistiques alors
obtenues.
Ces résultats mettent en avant les résultats que nous pouvions attendre. La méthode locale
voit son taux de calculs réussis passer de 33,9% à 16,6%. Ceci indique que la méthode n’a
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Méthode locale Méthode hybride
Réussite de l’estimation (%) 16,6 44
Erreur résiduelle moyenne
sur la distance inter-caméra (m)
0,12 0,15
Ecart-type (m) 0,15 0,18
Erreur résiduelle médiane
sur la distance inter-caméra (m)
0,08 0,09
Erreur résiduelle moyenne
sur la distance inter-caméra (%)
6,22 6,67
Ecart-type (%) 5,98 6,54
Erreur résiduelle médiane
sur la distance inter-caméra (%)
4,47 4,83
TABLE 7.3 – Statistiques sur l’estimation du facteur d’échelle pour le scénario proposé.
Les statistiques sont uniquement calculées sur les couples d’images clés pour lesquels le calcul
du facteur d’échelle a réussi.
pas pu reprendre l’estimation de λ après la zone de trafic. En effet, l’estimation n’ayant pas
pu s’effectuer sur 400 mètres, la dérive du SLAM est trop importante pour que la dernière
estimation du facteur d’échelle soit une approximation correcte du facteur d’échelle courant.
Au contraire, on voit que la méthode hybride a un taux de réussite beaucoup plus élevé. Cette
méthode est donc bien capable d’estimer le facteur d’échelle sans aucun a priori sur sa valeur.
L’estimation du facteur d’échelle a donc pu reprendre normalement après la zone de trafic.
7.5.2.3 Temps de traitement
La méthode d’estimation hybride du facteur d’échelle est actuellement prototypée en Mat-
lab, avec un calcul des dérivées en numérique lors de l’optimisation non-linéaire. L’estimation
du facteur d’échelle entre deux images clés nécessite entre 0,4 et 0,9 secondes, en fonction des
étapes nécessaires à cette estimation (estimation globale suffisante ou pas, nécessité d’une va-
lidation stricte, etc.). Il est donc raisonnable de penser que le passage en C++ rendra possible
cette estimation sans réduire les performances du processus de SLAM. Cela est d’autant plus
vrai que l’estimation du facteur d’échelle est indépendante du processus de SLAM. Il serait
alors naturel que cette estimation soit réalisée dans un thread séparé.
7.5.3 Discussion
L’ensemble des résultats précédents montrent que la méthode hybride proposée permet
de conjuguer les avantages des méthodes locale et globale. De plus, les statistiques obtenues
tendent à montrer que l’approche proposée permet d’estimer le facteur d’échelle régulièrement
(de l’ordre d’une caméra clé sur deux en moyenne) et de façon relativement précise (avec une
erreur moyenne d’environ 7%).
Néanmoins, les résultats obtenus sur la séquence Versailles 1 (section 5.2.1) viennent pon-
dérer ces résultats. En effet, même si aucune vérité terrain ne permet de quantifier les résultats
obtenus sur cette séquence, il apparaît clairement que le facteur d’échelle est calculé moins fré-
quemment (de l’ordre d’une caméra clé sur quatre) et avec beaucoup moins de précision. Cette
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baisse de résultats s’explique par le fait que dans cette séquence, l’hypothèse que la normale au
sol soit constante par rapport à la caméra n’est pas respectée. En effet, les routes empruntées
sont de petites routes bombées et abîmées, ce qui peut entraîner une variation de la normale.
Ceci entraîne alors une mauvaise détection des points sur le sol et donc une mauvaise estima-
tion de λ (ces deux processus étant directement liés à la connaissance de n et d). La figure 7.17
illustre ce type de problème. La mauvaise connaissance de la normale se traduit visuellement
par une mauvaise estimation de la ligne d’horizon.
(a) (b)
FIGURE 7.17 – Illustration de la mauvaise estimation de la normale du sol. Dans le cas où
la surface de la route n’est pas parfaitement plane, l’hypothèse de constance de la normale du
sol n’est plus vérifiée. La sélection des points sur la route échoue alors. Les croix rouges sont les
points d’intérêt détectés dans la zone route et les ronds verts sont ceux retenus par la méthode
proposée.
Cependant, pour plusieurs endroits délicats de la séquence, nous avons essayé de fournir à la
méthode une estimation correcte de la normale (cette estimation ayant été faite manuellement).
La figure 7.18 illustre alors le fait que, dès lors que la donnée n est correcte, la méthode proposée
permet de calculer avec réussite λ là même où elle échouait précédemment. Ainsi, remettre en
cause la normale de la route permettrait d’améliorer la robustesse de la méthode proposée. Pour
cela, nous pouvons par exemple penser à utiliser un capteur tiers (e.g. une centrale inertielle) ou
une méthode d’estimation des points de fuite basée uniquement sur la vision (par exemple en
utilisant les résultats récents proposés par Tardif (2009)).
Cette validation expérimentale a montré qu’il était possible d’estimer efficacement le facteur
d’échelle du SLAM uniquement à partir des données images. Néanmoins, ce calcul étant réalisé
dans un processus extérieur, il est nécessaire de réinjecter cette nouvelle donnée dans le proces-
sus de SLAM afin de corriger la localisation du véhicule au fur et à mesure de son parcours.
Dans la section suivante, nous allons en ce sens présenter la méthode d’intégration du facteur
d’échelle proposée et les résultats de localisation alors obtenus.
7.6 Intégration du facteur d’échelle dans la méthode SLAM
Dans cette section, nous allons poser les notations liées à l’intégration du facteur d’échelle.
Après avoir décrit les méthodes existantes et leurs limites, nous proposerons une solution per-
mettant de résoudre notre problème en temps-réel.
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(a) (b)
FIGURE 7.18 – Résultat obtenu avec une meilleure estimation de la normale. Dès lors que
l’estimation de la normale est correcte, la méthode d’estimation du facteur d’échelle proposée
fournit à nouveau des résultats corrects. Les croix rouges sont les points d’intérêt détectés dans
la zone route et les ronds verts sont ceux retenus par la méthode proposée.
7.6.1 Contexte du problème étudié
La méthode proposée dans la section 7.4 permet d’estimer le facteur d’échelle entre deux
caméras clés successives. Néanmoins, nous avons vu précédemment que les informations ex-
traites des images ne sont pas toujours suffisantes pour rendre l’estimation du facteur d’échelle
possible. L’estimation du facteur d’échelle n’est donc pas disponible pour tous les couples de
caméras clés successives.
Le contexte de la problématique liée à l’intégration du facteur d’échelle est donc celui décrit
dans la figure 7.19. Nous considérons que le facteur d’échelle λi a pu être calculé entre les
caméras Ci−1 et Ci et que cette donnée a été intégrée à la méthode SLAM. La distance entre les
caméras Ci−1 et Ci a donc été corrigée en fonction de la valeur λi. Pour les caméras suivantes
(entre Ci et Cj−1), nous considérons que le facteur d’échelle n’a pas pu être estimé. La distance
inter-caméra pour toutes ces caméras est donc celle qui est fournie par le processus de SLAM.
Nous nous plaçons alors dans le cas où une nouvelle caméra clé Cj est créée et que le facteur
d’échelle λj entre les caméras Cj−1 et Cj a pu être estimé. Le problème est alors de savoir
comment intégrer cette nouvelle donnée dans la méthode de SLAM.
FIGURE 7.19 – Contexte de l’intégration du facteur d’échelle. Le facteur d’échelle n’a pu
être estimé que pour les couples de caméras (Ci−1, Ci) et (Cj−1, Cj).
Puisque le facteur d’échelle entre les caméras Cj−1 et Cj a pu être estimé, nous disposons de
deux hypothèses différentes sur la position réelle de la caméra Cj . En se rapportant aux notions
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généralement utilisées en fusion de données (e.g. Konolige et al. (2007)), nous avons, pour la
position réelle de Cj , deux observations différentes (figure 7.20), à savoir :
⊲ Observation 1. La première observation sur la position réelle est la position fournie par
la méthode de SLAM seule (figure 7.20(a)).
⊲ Observation 2. La valeur de λj permet d’obtenir une autre position probable de la ca-
méra clé courante. Cette deuxième position peut par exemple être obtenue en corrigeant
la distance entre toutes les paires de caméras clés successives entre les caméras Ci et Cj
à l’aide du facteur λj (figure 7.20(b)).
(a) Observation 1
(b) Observation 2
FIGURE 7.20 – Observations de la position de la caméra clé courante. Le SLAM (a) et l’es-
timation du facteur d’échelle (b) fournissent deux positions probables de la caméra clé courante.
Le problème est alors de savoir comment fusionner ces deux informations afin d’obtenir la
meilleure estimation possible de la position de la caméra Cj .
7.6.2 Limites des méthodes existantes
Les problématiques de fusion d’informations représentent un domaine très actif de la re-
cherche, en particulier en robotique. Pour résoudre le problème auquel nous sommes confron-
tés, deux méthodes sont couramment utilisées : le filtre de Kalman et l’ajout d’une contrainte
dans l’ajustement de faisceaux. Ces deux méthodes se différencient par le fait qu’elles utilisent
une approche statistique ou géométrique du problème.
7.6.2.1 Filtre de Kalman
La méthode la plus classique en fusion de données est le filtre de Kalman (Kalman (1960)).
L’idée de cet algorithme est de mettre à jour la position courante estimée de la caméra (i.e. la
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prédiction) à l’aide des nouvelles données observées (i.e. les observations). Cette étape, appelée
mise à jour, est réalisée à partir de formules mathématiques définies par le filtre de Kalman.
Néanmoins, pour que cette étape de mise à jour soit efficace, il est nécessaire de connaître
les covariances des données de prédiction et d’observation, c’est à dire une information sur
l’incertitude associée à ces données. Cependant, dans notre étude, nous n’avons accès à aucune
information de ce type. En effet, il est très difficile de pouvoir fournir une incertitude relative à
l’estimation du facteur d’échelle. De plus, même si des méthodes récentes proposent un calcul
de covariance pour la méthode de SLAM utilisée (Eudes and Lhuillier (2009)), cette covariance
ne prend pas en compte la dérive du facteur d’échelle. Cela signifie que si le facteur d’échelle
n’est pas corrigé durant une période importante, la covariance calculée peut devenir incohérente
avec la position de la caméra clé associée.
Dès lors, il est déconseillé d’utiliser le filtre de Kalman. En effet, Mittu and Segaria (2000)
ont montré que l’efficacité de ce filtre est directement liée à la qualité des covariances associées
aux différentes données.
7.6.2.2 Contrainte de l’ajustement de faisceaux
Une autre approche parfois utilisée est d’ajouter une information géométrique dans l’ajus-
tement de faisceaux du SLAM de façon à contraindre la convergence lors de l’optimisation. En
pratique, l’idée consiste à ajouter à la fonction de reprojection classique une autre fonction de
coût relative à la contrainte additionnelle. Dans notre étude, cette fonction (notée Ji) pourrait
par exemple être la différence de distance inter-caméra entre les caméras Ci−1 et Ci et la distance
fournie par l’estimation du facteur d’échelle. La fonction de coût finale G à optimiser est alors
du type :
G = (Fi+1 + αi+1Ji+1) + · · ·+ (Fj + αjJj) (7.10)
où (αi)i sont des paramètres qui permettent de pondérer l’intervention de la contrainte supplé-
mentaire dans la minimisation et Fi la fonction de reprojection classique liée à la caméra Ci.
L’optimisation de la fonction G est très dépendante de la valeur des (αi)i. Il est donc néces-
saire de calculer précisément les (αi)i afin d’obtenir le minimum recherché. Dans le cas où on
cherche à estimer le maximum de vraisemblance sous l’hypothèse que la distribution de l’erreur
est gaussienne, la valeur des (αi)i peut être directement déduite des covariances. Comme nous
l’avons vu précédemment, les covariances (et donc les (αi)i) sont inconnues dans notre cadre
d’étude. Dans ce contexte, des méthodes ont été proposées afin d’estimer automatiquement la
valeur des (αi)i. En particulier, la validation croisée a déjà été utilisée dans des contextes de
SLAM (Farenzena et al. (2008)) et plus récemment, une méthode basée sur les L-Curve a été
proposée par Michot et al. (2010) pour fusionner la méthode de SLAM de Mouragnon et al.
(2006) avec une donnée provenant d’un odomètre.
Néanmoins, ces méthodes sont très coûteuses en temps de calcul et sont donc classique-
ment utilisées sur l’optimisation d’une seule caméra, la recherche du paramètre α étant alors
un problème à une seule dimension. Dans notre cas, il est nécessaire d’optimiser (j − i) ca-
méras simultanément. Le problème de recherche des critères (αi)i devient alors un problème à
(j − i) dimensions. Le temps de calcul alors nécessaire devient trop important pour envisager
un traitement temps-réel.
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7.6.3 Approche retenue
Comme nous avons pu le voir, il est particulièrement difficile de fusionner en temps-réel les
différentes informations que nous possédons, pour deux raisons en particulier :
⊲ la dérive du facteur d’échelle n’étant pas quantifiable, il n’est rapidement plus possible
de faire confiance à la position fournie par le SLAM.
⊲ le facteur d’échelle n’étant pas disponible à chaque caméra clé dans notre cas, il est
nécessaire de corriger un ensemble parfois important de caméras. Les temps de calcul
nécessaires à l’utilisation d’une optimisation simultanée de toutes ces caméras sont alors
trop importants pour des applications temps-réel.
De part ces différentes remarques, nous avons décidé d’utiliser une méthode très simple
mais qui nous permettra de tester rapidement l’intégration du facteur d’échelle calculé dans la
méthode de SLAM. L’idée que nous utilisons est alors de faire entièrement confiance à notre
observation, c’est à dire au facteur d’échelle calculé. Notons dès à présent que le même type
d’approche a été employée par Scaramuzza et al. (2009b). En effet, dans leurs travaux, la norme
du déplacement de la caméra est fixée comme étant celle fournie par l’odomètre et n’est jamais
remise en cause par l’information issue du flux vidéo.
Nous avons montré précédemment (figure 7.20(b)) qu’à partir de la valeur λj , il est pos-
sible de corriger l’historique de la reconstruction et ainsi d’en déduire la position de la caméra
courante Cj . Néanmoins, en propageant de cette façon le facteur d’échelle λj entre les caméras
Ci et Cj , nous faisons l’hypothèse que le facteur d’échelle est constant entre ces caméras. Cette
hypothèse n’étant que très approximative, il serait alors préférable de réaliser suite à cela un
ajustement de faisceaux sur l’ensemble des caméras entre Ci+1 et Cj−1, processus qui augmen-
terait alors fortement les temps de calcul et qui empêcherait donc le fonctionnement temps-réel
de la méthode SLAM.
L’idée que nous utiliserons est donc de propager entre les caméras Ci et Cj un facteur
d’échelle qui correspond le plus possible à la réalité. Ainsi, plutôt que de propager λj sur tous
les couples de caméras, nous réalisons une interpolation linéaire entre λi et λj (figure 7.21). En
effet, nos expériences sur l’analyse du facteur d’échelle (figure 5.3, page 72) nous ont montré
que la dérive du facteur d’échelle peut généralement être modélisée grossièrement comme étant
localement linéaire.
FIGURE 7.21 – Approche proposée pour l’intégration du facteur d’échelle. Le facteur
d’échelle propagé entre les caméras Ci et Cj est une interpolation linéaire entre λi et λj .
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Une fois les caméras ainsi repositionnées, les points 3D observés sont retriangulés à partir
de ces nouvelles poses de caméras. Cette étape rapide permet de garder la cohérence entre les
caméras clés et le nuage de points 3D. De plus, le nuage de points étant remis à la bonne échelle,
le processus de SLAM va implicitement transmettre le facteur d’échelle ainsi corrigé à la suite
de la reconstruction.
L’approche proposée est simple mais permet d’intégrer le facteur d’échelle dans la méthode
de SLAM sans nécessiter un temps de calcul important. Cela nous permettra en particulier de
tester rapidement l’apport pour le processus SLAM de l’estimation du facteur d’échelle. Dans la
section ci-après, nous allons de plus mettre en évidence que, malgré la simplicité de l’approche
retenue, les résultats obtenus sont très satisfaisants.
7.7 Résultats expérimentaux
Cette section a pour but de présenter les résultats obtenus avec la méthode de correction
du facteur d’échelle proposée dans ce chapitre (i.e. l’estimation et l’intégration du facteur
d’échelle). Après avoir décrit le protocole expérimental suivi pour ces expériences, nous dé-
taillerons alors les résultats obtenus sur deux séquences différentes.
7.7.1 Protocole expérimental
Le facteur d’échelle qui sera intégré dans la méthode de SLAM est celui calculé avec la
méthode proposée dans le chapitre précédent (appelée méthode hybride dans la section 7.5).
Avec la méthode d’intégration du facteur d’échelle retenue dans ce chapitre, il existe deux
estimations distinctes de la position de chacune des caméras clés. La première position possible
est celle estimée par la méthode SLAM, au moment même de la création de cette caméra clé.
Le facteur d’échelle associé à cette position provient alors de la dernière estimation possible du
facteur d’échelle (pour un couple de caméras clés précédent) qui a ensuite été propagée par le
processus de SLAM. L’autre position possible est celle obtenue après la correction a posteriori
du facteur d’échelle, c’est à dire suite à la rétropropagation du facteur d’échelle d’un couple de
caméras ultérieur. Le facteur d’échelle associé à cette position est alors issu de l’interpolation
linéaire entre le dernier facteur d’échelle estimé avant celle-ci et le premier facteur d’échelle
estimé après celle-ci. Dès lors, deux types de résultats peuvent être considérés en fonction de
l’application visée :
⊲ Trajectométrie. Si le but est de reconstruire la trajectoire du véhicule a posteriori, les
données à étudier sont alors celles liées à la reconstruction SLAM finale, c’est à dire
incluant la correction de l’historique. Dans la suite, nous parlerons de reconstruction
avec historique corrigé.
⊲ Localisation temps-réel. Si le but est de localiser un véhicule en temps-réel (à l’instar
des systèmes de localisation basés GPS), les données à étudier sont les positions de la
caméra mobile à chaque instant. En particulier, cela revient à dire que la position finale
des caméras clés est celle qu’elles ont à leur création, sans aucune correction a posteriori.
Nous désignerons cette reconstruction comme localisation à chaque instant.
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7.7.2 Résultats obtenus
Dans cette section, nous détaillerons les résultats obtenus tout d’abord sur la séquence
ODIAAC puis sur la séquence Versailles 1.
7.7.2.1 Séquence ODIAAC
Dans cette première sous-section, nous allons décrire les résultats obtenus sur la séquence
ODIAAC qui est détaillée dans la section 7.5.1. Un résumé de cette séquence peut être trouvé
dans la figure 7.22. Comme nous l’avons vu précédemment, l’avantage de cette séquence est es-
sentiellement que nous possédons une vérité terrain (fournie par un trajectomètre) de la position
de la caméra à chaque instant.
(a) (b)
FIGURE 7.22 – Résumé de la séquence ODIAAC. La séquence ODIAAC (a) est une trajec-
toire de 4,5 kilomètres. (b) est la trajectoire reconstruite par la méthode SLAM seule (en bleu)
comparée à la vérité terrain (en rouge).
Les deux reconstructions possibles obtenues après intégration du facteur d’échelle (i.e. la
reconstruction avec historique corrigé et la localisation à chaque instant) sont regroupées dans
la figure 7.23. Ces deux reconstructions sont très proches, la différence majeure étant que
la localisation à chaque instant présente localement des discontinuités dans la trajectoire (fi-
gure 7.23(b)). En effet, la position des caméras clés pour lesquelles le facteur d’échelle peut
être calculé est corrigée à l’aide de cette donnée supplémentaire, ce qui implique cette disconti-
nuité.
En comparant les figures 7.22(b) et 7.23, il apparaît visuellement que la méthode de cal-
cul du facteur d’échelle et de son intégration permet d’éviter la dérive de ce facteur observée
habituellement dans la méthode de SLAM classique. Notons de plus que la méthode proposée
permet en particulier d’obtenir la métrique de la trajectoire reconstruite, information qui n’est
pas disponible dans les méthodes de SLAM monoculaire.
Les résultats numériques présentés dans la figure 7.24 et le tableau 7.4 corroborent les ob-
servations faites précédemment. Notons que contrairement à la section 7.5, les statistiques sont
ici calculées sur l’ensemble des couples de caméras clés. Le SLAM seul ne possédant aucune
métrique, nous avons initialisé les deux premières caméras clés avec la distance fournie par le
trajectomètre.
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(a)
(b)
FIGURE 7.23 – Reconstructions obtenues après l’intégration du facteur d’échelle sur la sé-
quence ODIAAC. La première ligne est la reconstruction avec historique corrigé. La deuxième








Erreur moyenne sur la
distance inter-caméra (m)
1,86 0,26 0,40
Ecart-type (m) 1,76 0,25 0,78
Erreur médiane sur la
distance inter-caméra (m)
1,46 0,16 0,21
Erreur moyenne sur la
distance inter-caméra (%)
54,49 7,44 14,91
Ecart-type (%) 27,63 6,16 35,59
Erreur médiane sur la
distance inter-caméra (%)
66,37 6,37 8,48
TABLE 7.4 – Statistiques sur l’intégration du facteur d’échelle sur la séquence ODIAAC.
Les statistiques sont calculées sur l’ensemble des caméras clés.
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Méthode de SLAM classique
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Méthode de SLAM classique
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Méthode de SLAM classique
(d)
FIGURE 7.24 – Résultats numériques sur l’intégration du facteur d’échelle sur la séquence
ODIAAC. La première ligne (a,b) est relative à la reconstruction avec historique corrigé. La
deuxième ligne (c,d) est relative à la localisation à chaque instant.
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Le bruit observable sur les données de localisation à chaque instant est lié à la discontinuité
de la trajectoire dont nous avons discuté précédemment. Il est donc préférable de prendre en
compte la médiane de l’erreur plutôt que sa moyenne, cette dernière étant plus sensible à ce
type de bruit. Cette observation étant faite, nous retrouvons numériquement le bénéfice de la
correction de la dérive du facteur d’échelle. En effet, si l’erreur moyenne de distance inter-
caméra est de 54,49% dans la méthode de SLAM seule, elle est réduite à environ 10% après
intégration du facteur d’échelle.
7.7.2.2 Séquence Versailles 1
La méthode d’intégration du facteur d’échelle a également été testée sur la séquence Ver-
sailles 1 (précédemment détaillée à la section 5.2). Rappelons que pour cette séquence, nous ne
disposons d’aucune vérité terrain. Il n’est donc pas possible de comparer ici la reconstruction
a posteriori de la localisation à chaque instant. De plus, les deux types de reconstruction étant
visuellement identiques, nous ne présenterons ici que la localisation à chaque instant.
Comme nous l’avons vu dans le chapitre précédent (section 7.5.3), le calcul du facteur
d’échelle est délicat sur la séquence tournée à Versailles du fait de la non-planarité de la route.
La normale de la route n’est alors pas constante tout au long du trajet, ce qui entre en contra-
diction avec nos hypothèses de travail. Aucune méthode d’estimation automatique (par vision,
IMU, etc.) n’étant pour l’instant intégrée à notre méthode d’estimation du facteur d’échelle,
nous ne traiterons que la sous-partie de la séquence de Versailles 1 pour laquelle l’hypothèse de
planarité de la route est majoritairement respectée (figure 7.25(a)).
(a) (b) (c)
FIGURE 7.25 – Résultats sur la séquence de Versailles. (a) est la vérité terrain, (b) la recons-
truction SLAM seule et (c) la reconstruction obtenue après intégration du facteur d’échelle.
En comparant visuellement la reconstruction obtenue par la méthode SLAM (figure 7.25(b))
avec le résultat de notre méthode (figure 7.25(c)), nous pouvons apercevoir que la dérive du
facteur d’échelle est fortement réduite. En effet, en superposant les différentes reconstructions
sur le modèle 3D de la ville, il est possible de mettre en avant que la trajectoire obtenue grâce à
la méthode proposée est plus proche de la vérité terrain que la trajectoire obtenue par la méthode
de SLAM seule.
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7.8 Discussion
Nous avons pu voir dans ce chapitre que la méthode proposée pour estimer puis intégrer
le facteur d’échelle dans le SLAM permet de réduire sensiblement la dérive inhérente à cette
méthode. Par exemple, nous avons vu que sur une séquence de 4,5 kilomètres, l’erreur moyenne
de distance inter-caméra passe de 54,49% à environ 10%. Il est donc généralement possible de
garantir une localisation relativement précise sur plusieurs dizaines de mètres.
Néanmoins, à grande échelle, la correction du facteur d’échelle n’est pas suffisante. En effet,
avec une erreur relative de distance inter-caméra de l’ordre de 10%, la dernière caméra clé (sur
4,5 kilomètres) pourrait être localisée dans le pire des cas avec une erreur de l’ordre de 450
mètres. Ceci est dû au fait que la méthode proposée n’utilise pas, en l’état, d’information absolue
sur la localisation de la caméra. Ainsi, la dérive liée à l’accumulation d’erreur est toujours
présente et peut être très elevée dès lors que la distance parcourue est importante.
C’est en ce sens que nous allons proposer dans le chapitre suivant une approche permettant
d’apporter cette information absolue manquante. Ceci permettra de corriger ponctuellement la
dérive d’accumulation du SLAM et ainsi de permettre une localisation précise du véhicule sur
de longues distances (i.e. plusieurs kilomètres).
CHAPITRE 8
Méthode de correction de l’accumulation d’erreur
Dans ce chapitre, nous allons montrer qu’il est possible d’extraire d’un Système d’Infor-
mation Géographique une information absolue sur la position courante de la caméra. Nous
montrerons alors que cette information peut être exploitée afin de corriger ponctuellement la
dérive de la méthode de SLAM liée à l’accumulation d’erreur. En particulier, nous montre-
rons qu’un modèle 3D de la ville ou une carte de la route peuvent être utilisés pour corriger
ponctuellement la position courante de la caméra.
8.1 Objectif de l’étude
L’objectif de ce chapitre est de corriger la dérive résiduelle observée sur la méthode de
SLAM encore présente après la correction du facteur d’échelle. En effet, les expériences pré-
sentées à la section 7.7 ont mis en avant que, malgré la correction du facteur d’échelle, la dérive
résiduelle liée à l’accumulation d’erreur peut être encore très importante sur des trajectoires
de grande échelle. Le but de ce chapitre est donc d’estimer et de corriger cette dérive. Pour
cela, nous exprimons cette dérive comme étant la transformation 3D qui existe entre la position
courante estimée de la caméra et sa position réelle. Notons dès à présent que la reconstruc-
tion SLAM est préalablement corrigée en facteur d’échelle grâce à la méthode proposée dans
le chapitre 7. Ceci permet de simplifier la transformation 3D recherchée, ce qui rend son esti-
mation plus robuste. Ainsi, la transformation recherchée dans ce chapitre est uniquement une
transformation euclidienne, c’est à dire une rotation et une translation dans l’espace, et non une
similitude.
Pour estimer cette transformation, nous proposons d’exploiter l’information apportée par
un SIG, comme celui détaillé dans l’introduction de cette partie. En pratique, nous proposons
d’estimer la dérive accumulée en cherchant ponctuellement la transformation euclidienne qui
permet de recaler la reconstruction SLAM courante sur le SIG. Rappelons que les méthodes
de recalage ne sont efficaces que si la position initiale des deux ensembles à aligner n’est pas
trop éloignée de la solution recherchée. Dans notre approche, c’est la correction du facteur
d’échelle (chapitre 7) que nous effectuons au fil de la méthode SLAM qui permet de fournir
cette initialisation.
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Au cours de ce chapitre, nous préciserons tout d’abord les configurations dans lesquelles les
contraintes géométriques entre la reconstruction SLAM et le SIG sont suffisantes pour permettre
un tel recalage. En fonction des données disponibles sur l’environnement parcouru, l’estimation
de la dérive sera réalisée en associant soit les points reconstruits avec le modèle 3D de la ville
(section 8.3), soit les caméras clés avec la carte de la route (section 8.4). Une fois la dérive
estimée, nous détaillerons alors comment cette information est intégrée dans la méthode de
SLAM (section 8.5). Enfin, la méthode proposée sera évaluée sur plusieurs séquences de grande
échelle (section 8.6).
8.2 Alignement et contraintes géométriques exploitables
Le but de cette section est de présenter les contraintes apportées par un Système d’Informa-
tion Géographique. Comme nous allons le voir, l’information qu’il est possible d’en extraire est
différente en fonction de la géométrie du lieu parcouru.
8.2.1 Paramètres contraints dans les lignes droites
Comme cela a été détaillé dans la section précédente, l’information recherchée dans ce
chapitre est la transformation euclidienne (i.e. la translation et la rotation) qui existe entre la
position estimée courante de la caméra et sa position réelle. Or, dans les lignes droites, il n’est
pas possible d’estimer tous les paramètres de cette transformation. En effet, la reconstruction
SLAM obtenue dans une ligne droite peut être translatée le long de la direction de sa trajectoire
sans perdre la cohérence avec le SIG (figure 8.1) : on parle alors du problème d’aperture. Ce
phénomène est intuitif lors de l’utilisation d’une carte de la route. Etant donné la simplicité
des SIG exploités dans nos travaux, le phénomène d’aperture apparaît également lors de l’uti-
lisation des modèles 3D. En effet, comme nous le savons, ces modèles 3D ne présentent très
généralement qu’un unique plan pour représenter la façade des bâtiments (section 2.6.2.3). En
conséquence, au cours des lignes droites, les contraintes géométriques fournies par ce modèle
sont trop faibles pour estimer la dérive en translation.
(a)
(b)
FIGURE 8.1 – Illustration du problème d’aperture dans les lignes droites. Les lignes droites
ne fournissent pas assez d’informations géométriques pour contraindre la reconstruction SLAM.
(a) et (b) sont deux positions différentes possibles pour la reconstruction.
Néanmoins, il est possible de retrouver l’erreur en orientation accumulée sur la reconstruc-
tion SLAM (figure 8.2). Dans notre cadre d’étude, nous ne pourrons cependant extraire cette
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information que lors de l’utilisation d’une carte de la route. En effet, des expériences ont montré
que la précision des modèles 3D de l’environnement et le bruit existant sur le nuage de points
reconstruit ne permettent pas de recaler précisément ces données au cours des lignes droites.
FIGURE 8.2 – Estimation possible de la rotation. Lors de l’utilisation d’une carte de la route,
il est possible d’estimer l’erreur d’orientation accumulée.
8.2.2 Paramètres contraints dans les virages
Dans les virages, le problème d’aperture disparaît (figure 8.3). En effet, les contraintes ap-
portées par le virage rendent possible la détermination de la rotation et de la translation recher-
chées, à la fois lors de l’utilisation d’une carte de la route et d’un modèle 3D (les façades des
bâtiments étant très généralement parallèles à la route).
(a)
(b)
FIGURE 8.3 – Contraintes géométriques dans les virages. Les contraintes géométriques dans
les virages permettent de fixer tous les paramètres de l’alignement recherché. En effet, contrai-
rement à la figure (a), la figure (b) permet d’expliquer la géométrie reconstruite par le SLAM.
Notons qu’il sera donc nécessaire de différencier les lignes droites des virages au cours de
la reconstruction. Afin de détecter les virages, nous utiliserons la méthode de polygonalisation
proposée par Lowe (1987) à chaque nouvelle image clé. L’apparition d’un nouveau segment est
alors équivalent à l’apparition d’un virage.
A partir des observations réalisées dans cette section, nous allons présenter comment est
estimée la dérive en accumulation d’erreur dans le cas de l’utilisation d’un modèle 3D de la
ville (section 8.3) puis dans le cas de l’utilisation d’une carte de la route (section 8.4).
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8.3 Estimation de la dérive à l’aide d’un modèle 3D de ville
Dans notre problématique, l’estimation de la dérive est équivalente à la recherche de la
transformation qui permet le recalage entre la reconstruction SLAM et le SIG 3D. Dans cette
section, nous allons détailler la façon dont est effectué ce recalage lors de l’exploitation d’un
modèle 3D de la ville.
8.3.1 Aperçu de la méthode
L’idée de cette section est de rechercher le meilleur recalage entre le nuage de points re-
construit et le modèle 3D de la ville. La méthode de recalage utilisée ici est une adaptation de
l’approche proposée dans le chapitre 3. Néanmoins, des différences importantes impliquent des
changements notables dans cette section :
⊲ nous ne travaillons ici que sur un sous-ensemble de la reconstruction (qui correspond au
virage courant). Les contraintes géométriques existantes entre le nuage de points recons-
truit et les bâtiments 3D sont donc beaucoup plus réduites. Pour assurer la robustesse
de l’alignement, nous limitons donc la transformation recherchée à une transformation
2D constituée de la position 2D de la reconstruction (dans le plan horizontal) et de son
orientation autour de la verticale (angle de lacet).
⊲ la méthode de correction du facteur d’échelle implique des erreurs relatives de l’ordre de
10% (section 7.7). Ainsi, après une longue ligne droite, l’erreur de positionnement des
caméras clés peut être importante. Cette position étant utilisée comme initialisation du
recalage, l’association point-plan au plus proche peut être erronée (figure 8.4(a)). Nous
proposons donc désormais d’associer chaque point reconstruit non pas au plan le plus
proche mais à celui qui est le plus probable. Pour cela, les amers reconstruits dans la
méthode SLAM ne sont désormais plus de simples points 3D mais des patchs orientés.
La normale de ces patchs peut alors être utilisée pour améliorer l’association des données
(figure 8.4(b)).
(a) (b)
FIGURE 8.4 – Amélioration des associations point-plan. Les normales des points 3D peuvent
être utilisées pour améliorer l’association des données. Les liens verts sont les associations
correctes et les rouges les associations incorrectes. (a) représente les associations au plus proche.
(b) représente les associations prenant en compte les normales.
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Ainsi, après avoir présenté la façon dont sont estimés les patchs orientés, nous décrirons alors
comment la méthode de recalage tire profit de cette nouvelle information.
8.3.2 Calcul de patchs orientés
La méthode présentée ici pour calculer la normale associée au voisinage de chaque point 3D
reconstruit est inspirée des approches utilisées par exemple par Molton et al. (2004); Berger and
Lacroix (2008); Charmette et al. (2009). Le contexte dans lequel nous nous plaçons est décrit
dans la figure 8.5, où C1 et C2 sont deux images clés qui observent un point Qi.
FIGURE 8.5 – Contexte de l’estimation des normales.
8.3.2.1 Formalisation du problème
L’idée générale sur laquelle s’appuie l’estimation de la normale d’un point 3D est de consi-
dérer que le voisinage de ce point 3D peut être approximé localement comme étant plan. Dès
lors, nous savons que le déplacement relatif entre les deux caméras, l’équation de ce plan et
l’homographie suivie par les points situés sur ce plan sont liées par la relation :




où le déplacement relatif (R1→2, t1→2) entre les caméras clés est connu (car fourni par le
SLAM). n est la normale du plan et d la distance entre le plan et la caméra C1. Cette distance
peut être exprimée comme le produit scalaire entre les coordonnées du point 3D : d = QTn. La
normale est alors la seule inconnue de l’équation :
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8.3.2.2 Estimation initiale
Une première estimation de la normale (notée n0) est nécessaire lors de la création d’un
point 3D, c’est à dire lorsqu’il est vu pour la première fois. La normale initiale n0 est fixée
comme étant le vecteur reliant le point 3D et le centre de la première caméra qui l’observe.
8.3.2.3 Optimisation de la normale
A chaque nouvelle image clé, la normale de chacun des points 3D qu’elle observe peut être
raffinée. Ainsi, pour raffiner la normale nj d’un point Qi, on minimisera l’erreur de transfert








où π est la fonction permettant de passer des notations homogènes aux coordonnées eucli-
diennes (voir la section 2.1). Ij est l’image capturée par la jème caméra observant le point
3D considéré. qi0 est l’observation de ce point par la première caméra qui le voit. V(qi0) est
un voisinage autour de cette observation (en pratique une fenêtre carrée 25× 25 centrée sur ce
point).
Une optimisation non-linéaire permet alors de minimiser cette erreur de transfert, la dernière
estimation de la normale (i.e. nj) étant utilisée comme initialisation de cette minimisation. La
normale étant un vecteur de dimension 3 normalisé, seuls deux paramètres sont à optimiser. En
pratique, la normale raffinée nj+1 est définie comme étant la dernière estimation de la normale
nj à laquelle on ajoute un incrément ninc, avec ninc = αnx+βny (figure 8.5). La normale nj+1
peut alors s’écrire :
nj+1 = nj + ninc
= nj + (αnx + βny)
(8.4)
(α, β) deviennent alors les seuls paramètres à estimer :






||Ij+1(π(H0→j+1(ni + ninc)x˜))− I0(x)||2 (8.5)
où




A chaque nouvelle caméra clé, l’équation 8.5 doit être résolue pour l’ensemble des points
3D qu’elle observe. Afin d’assurer un temps de traitement minimal, la méthode de résolution
par composition inverse proposée par Baker and Matthews (2004) est utilisée. L’avantage de
cette approche est que la jacobienne du problème à résoudre est constante au cours de la mini-
misation, ce qui implique que son calcul n’a besoin d’être réalisé qu’une seule fois.
8.3.2.4 Ambiguïté sur le sens de la normale
L’homographie H(n) étant définie à un facteur près, il y a une ambiguïté sur le sens de
la normale associée aux points 3D. Dans les travaux de Molton et al. (2004) par exemple, les
patchs sont très souvent observés de façon fronto-parallèle. La normale initiale n0 est alors
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suffisamment proche de la solution réelle pour que le sens de la normale soit correctement
défini. Cependant, dans le contexte qui nous intéresse, les patchs plans observés sont situés sur
les bâtiments le long de la route et sont donc quasiment tangents à l’axe optique des caméras.
Ceci revient à dire que la normale réelle du patch est souvent perpendiculaire à l’axe optique
de la caméra. Dans ce cas de figure, la normale initiale n0 peut donc être très éloignée de la
solution réelle. En pratique, il arrive alors souvent que cette mauvaise estimation de n0 entraîne
une erreur sur le sens de la normale.
Or dans notre cas, le sens de la normale est important puisque c’est cette information qui
nous permettra de différencier les plans auxquels seront associés les points 3D reconstruits.
Ainsi, après chaque raffinement d’une normale, nous utilisons une méthode visant à déterminer
le sens de celle-ci. Nous savons que les points que nous cherchons particulièrement à recons-
truire sont sur des façades perpendiculaires à l’axe optique de la caméra mobile. Ceci implique
que plus la caméra avance, plus le rayon optique issu de la caméra et passant par le point 3D est
proche de la normale de ce point. A chaque nouvelle caméra clé observant le point Qi, le sens
de la normale est choisi comme étant celui qui rend négatif le produit scalaire entre la normale
et le rayon optique issu de la caméra et passant par ce point (figure 8.6) :
−−→CjQi
T
n < 0 (8.7)

FIGURE 8.6 –Ambiguïté sur le sens de la normale. La méthode de validation proposée permet
de fixer le sens des normales reconstruites. La normale verte est la normale retenue alors que la
normale rouge est la normale rejetée par notre critère.
8.3.2.5 Reconstruction obtenue
La figure 8.7(a) illustre un exemple de nuage de points reconstruits associés à leur normale
ainsi estimée. Comme le montre cette figure, les normales reconstruites sont bruitées. Néan-
moins, nous pouvons constater que ces normales sont globalement cohérentes avec la scène
réelle reconstruite. Nos verrons en particulier dans la suite de ce chapitre que la précision obte-
nue sur ces normales est suffisante pour différencier efficacement les différents plans du modèle
3D.
8.3.3 Recalage par ICP
Les normales des points 3D reconstruits étant désormais calculées, la méthode ICP peut être
utilisée pour recaler le nuage de points reconstruits et le modèle 3D. Tout d’abord, il sera montré
que l’association des données peut être améliorée grâce à la connaissance de ces normales. Dès
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(a)
(b)
FIGURE 8.7 – Exemple de normales reconstruites. Les normales reconstruites (b) sont géné-
ralement bruitées mais restent cohérentes avec la scène réelle (a).
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lors, nous montrerons que le recalage optimal peut être trouvé en minimisant la métrique relative
à ces associations.
8.3.3.1 Association des données
Contrairement au chapitre 3, le recalage entre les points reconstruits et le modèle 3D ne se
fait pas sur l’ensemble de la reconstruction SLAM mais uniquement sur les données caractéri-
sant le virage qui est en train d’être parcouru. Pour cela, nous prenons en compte dans l’ICP la
sous-reconstruction SLAM constituée des 20 dernières caméras clés situées avant le virage et
de toutes les caméras clés reconstruites après le virage, la notion d’avant et après virage étant
définie par la polygonalisation de la trajectoire (section 8.2).
Comme nous l’avons vu précédemment (section 8.3.1), l’association point-plan au plus
proche n’est plus optimale lorsque l’alignement est réalisé en ligne. Pour gagner en robus-
tesse, l’idée principale est de permettre l’association entre un point et un plan uniquement s’ils
possèdent tous deux des normales dont l’orientation est proche. Ainsi, le plan Πhi associé au




oùM∗ est le sous-ensemble de plans deM dont les normales sont cohérentes avec celle de Qi
et d est la distance orthogonale entre un point 3D et les plans deM∗. En pratique, la normale
d’un plan est dite cohérente avec celle de Qi si l’angle entre ces deux vecteurs est inférieur à
π/4.
Notons que l’étape d’association réalisée ici n’est validée que si au moinsN points 3D (dans
nos expériences 150) sont effectivement associés à un plan (i.e. si leur normale est cohérente
avec au moins un plan du modèle) avant et après le virage. En effet, dans le cas contraire, trop
peu de données sont utilisées pour assurer la robustesse de l’alignement. La méthode de recalage
n’est alors pas lancée immédiatement mais sera retentée à la caméra clé suivante.
8.3.3.2 Minimisation de l’erreur associée
Une fois l’association des données réalisée, il est nécessaire de définir la métrique à minimi-
ser. Celle-ci est très proche de la métrique définie dans le chapitre 3. Deux différences notables
sont cependant à prendre en compte :
⊲ Réduction du nombre de paramètres. A des fins d’amélioration de la robustesse,
le nombre de paramètres à estimer ici est limité par rapport à l’étude du chapitre 3.
Pour cela, la sous-reconstruction SLAM prise en compte dans le recalage est considérée
comme étant rigide. Ainsi, seuls 3 paramètres sont pris en compte : (X, Y ), le déplace-
ment 2D dans le plan horizontal et ψ, l’orientation autour du vecteur orthogonal au sol.
⊲ Nouvelle normalisation des données. Il a été défini dans la section 3.3 qu’il était né-
cessaire de normaliser les résidus des points de façon à donner à chaque fragment le
même poids dans la minimisation. Dans le présent cadre d’étude, nous ne normaliserons
plus les résidus par rapport au fragment auquel ils sont liés (puisqu’un seul fragment est
considéré ici) mais par rapport aux plans du modèle.
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Dès lors, le problème à résoudre est de trouver les paramètres (X, Y, ψ) :












où Nhi est l’ensemble des points 3D associés au plan Πhi , card(Nhi) est son cardinal et ρhi le
M-estimateur de Tukey dont le seuil est calculé sur les résidus deNhi (grâce au MAD). L’équa-
tion 8.9 est alors en pratique résolue grâce à l’algorithme de Levenberg-Marquardt (Levenberg
(1944)).
8.3.3.3 Itération de l’ICP
Dans les méthodes ICP classiques (voir section 3.1), les étapes d’association de données
et de minimisation de la métrique sont itérées de façon à permettre aux points 3D de chan-
ger le plan auquel ils sont associés. Néanmoins, il apparaît que dans notre cadre d’étude une
seule itération est suffisante pour atteindre le recalage recherché. Ceci s’explique à la fois par
le fait que l’initialisation de l’ICP est en règle générale proche de la solution (grâce à la correc-
tion du facteur d’échelle) et que l’association des données est réalisée de façon robuste grâce à
l’information apportée par les normales. La majorité des points 3D reconstruits sont donc géné-
ralement liés dès la première association au plan qui leur correspond dans la réalité. Enfin, les
points aberrants restant sont automatiquement rejetés de part l’utilisation du M-estimateur.
Dans la section suivante, nous allons montrer comment les bâtiments 3D peuvent être rem-
placés par une carte de la route, en particulier hors des villes.
8.4 Estimation de la dérive à l’aide d’une carte de la route
Dans cette section, nous nous plaçons sous l’hypothèse qu’aucun modèle 3D n’est dispo-
nible pour la zone parcourue (par exemple en dehors des villes). Nous montrons alors que le
recalage effectué entre le nuage de points et le modèle 3D peut être remplacé par un recalage
entre les caméras clés reconstruites et la route.
8.4.1 Aperçu de la méthode
La carte simple de la route utilisée est considérée comme étant un ensemble de segments
3D. Afin de réaliser le recalage entre la trajectoire reconstruite et la carte de la route, l’idée
est alors de remplacer la distance entre les points 3D reconstruits et le modèle 3D utilisée à
la section 8.3.3) par une nouvelle distance entre les caméras clés reconstruites et la carte de la
route.
Néanmoins, il est à noter que les données utilisées (à savoir les caméras clés reconstruites et
la carte de la route) sont nettement moins bruitées que lors de l’utilisation des bâtiments 3D. En
particulier, nous savons que toutes les caméras reconstruites sont situées sur la route. Dès lors,
comme nous l’avons précisé à la section 8.2, l’information issue de la carte pourra être utilisée
dans deux contextes différents :
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⊲ Pour estimer la dérive d’orientation dans les lignes droites. La qualité des données
utilisées permet d’estimer la dérive de cap de la reconstruction, c’est à dire son orien-
tation autour de la verticale, au cours des lignes droites. Ceci permet alors d’arriver au
niveau des virages avec l’erreur la plus faible possible.
⊲ Pour estimer la dérive de position dans les virages. A l’instar de la méthode s’ap-
puyant sur le modèle 3D, la carte de la route permet d’estimer l’erreur d’accumulation
en position au moment des virages.
Une fois la distance utilisée définie, la suite de cette section détaillera les méthodes d’ali-
gnement évoquées ci-avant entre la reconstruction SLAM et la carte de la route.
8.4.2 Distance utilisée
La métrique recherchée a pour but de mesurer si la trajectoire calculée (i.e. l’ensemble des
caméras clés reconstruites) est cohérente avec la carte de la route. La carte étant décrite comme
un ensemble de segments 3D, l’idée la plus classique serait de retenir la distance au plus proche,
c’est à dire la distance orthogonale d entre la caméra et le segment de route qui lui est le plus
proche (figure 8.8(a)) :
d(Ci,R) = minj d(Ci,Dj) (8.11)
où d est la distance orthogonale,R la carte de la route et (Dj)j l’ensemble des segments qui la
composent. Néanmoins, même si cette distance est efficace lorsque la reconstruction SLAM est
proche de sa position réelle, elle n’est plus pertinente en cas de dérive importante (figure 8.8(a)).
Remarquons que ces conclusions sont équivalentes à celles précédemment réalisées dans la sec-
tion 8.3.1 sur l’utilisation de la distance orthogonale pour l’association entre les points recons-
truits et le modèle 3D de ville.
Pour pallier ces problèmes de mauvaises associations entre caméras et segments de route, la
distance au segment le plus proche est remplacée par une distance au segment le plus probable.
Nous définissons donc une nouvelle distance caméra-segment notée dT (Ci,Dj). Celle-ci cor-
respond à la distance entre la caméra Ci et le segment de carte Dj le long de la perpendiculaire
à la direction de la trajectoire reconstruite au niveau de la caméra Ci (figure 8.8(b)). La direction
de la trajectoire pour la caméra Ci est définie comme étant le vecteur joignant les caméras Ci−1
et Ci+1. Cette nouvelle distance étant définie, la métrique retenue entre une caméra et la carte de
la route s’exprime sous la forme :
d(Ci,R) = minj dT (Ci,Dj) (8.12)
avec
dT (Ci,Dj) = +∞ (8.13)
si la perpendiculaire à la trajectoire en la caméra Ci et le segment de carte Dj ne s’intersecte
pas.
Comme l’illustre la figure 8.8(b), la nouvelle distance proposée permet de mieux prendre en
compte la géométrie de la reconstruction. Ainsi, cette distance est plus robuste à une mauvaise
position initiale de la reconstruction SLAM par rapport à la carte. De plus, afin de lever les
ambiguïtés entre les différentes voies de circulation parallèles, la distance entre une caméra et
un segment est fixée comme étant infinie si leurs sens de circulation respectifs ne sont pas les
mêmes. En pratique, on vérifie pour cela que le produit scalaire entre la direction de la trajectoire
au niveau la caméra considérée et celui de la route est positif.
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(a)
(b)
FIGURE 8.8 – Distance utilisée entre la reconstruction SLAM et la route. La distance ortho-
gonale à la route (a) peut amener à de mauvaises associations. La distance prenant en compte la
direction de la trajectoire (b) permet d’y pallier.
8.4.3 Estimation de la dérive en orientation dans les lignes droites
Comme nous l’avons vu à la section 8.2, il est possible d’estimer l’erreur accumulée en
orientation au cours des lignes droites grâce à l’information apportée par une carte de la route.
Pour cela, on recherche l’angle de la rotation autour de la verticale (i.e. l’angle de lacet) qui
permet de recaler au mieux la trajectoire reconstruite sur la route, c’est à dire qui minimise la
distance d définie dans l’équation 8.12. Pour des raisons de temps de traitement, l’estimation de
la dérive en orientation n’est pas effectuée à chaque nouvelle image clé. De plus, seul un sous-
ensemble de la reconstruction est pris en compte. La fonctionF , minimisée grâce à l’algorithme




ρT (dT (S(ψ, Ci),R)) (8.14)
où S(ψ, Ci) est la rotation de la caméra Ci d’angle ψ autour de l’axe gravité passant par le
centre de la caméra médiane (i.e. C(2N−M+1)/2). ρT est le M-estimateur de Tukey dont le seuil
est fixé automatiquement grâce au MAD. N est l’indice de la caméra clé courante et M le
nombre de caméras clés prises en compte dans l’optimisation. En pratique, nous avons réalisé
nos expériences en optimisant le cap de la reconstruction toutes les 20 caméras clés sur les 20
dernières caméras clés reconstruites (M = 20).
Il est important de noter que, le cap ayant pu dériver depuis sa dernière correction, optimiser
uniquement le lacet de la reconstruction en cours n’est pas suffisant. En effet, en plus de cette
rotation, une translation est également à appliquer au sous-ensemble de caméras considéré dans
l’optimisation (figures 8.9(a) et 8.9(b)). Cependant, étant donné le problème d’aperture mis en
avant à la section 8.2, cette translation ne peut pas être optimisée avec l’angle de lacet durant la
minimisation de F . Nous avons donc choisi d’appliquer avant l’optimisation de l’angle de lacet
la translation qui permet de placer le centre de rotation (i.e. la caméra médiane C(2N−M+1)/2) sur
la route. Afin d’être le plus cohérent possible avec la trajectoire reconstruite, cette translation
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est effectuée le long de la perpendiculaire à la trajectoire reconstruite au niveau de la caméra




FIGURE 8.9 – Les étapes de la correction du cap de la reconstruction. Pour corriger le cap
d’une reconstruction SLAM (a), deux étapes sont nécessaires : corriger la translation (b) puis
corriger l’orientation (c).
Notons qu’en pratique, nous n’utilisons plus ici l’approche ICP. En particulier, les étapes
d’association des données et de minimisation ne sont plus distinguées. En effet, très peu de
résidus ont besoin d’être calculé ici. Nos expériences ont montré qu’il était alors plus efficace
(en terme de temps de traitement) de remettre en cause l’association des données au sein même
de l’optimisation.
8.4.4 Estimation de la dérive dans les virages
A l’instar de l’approche qui a été utilisée lors de l’exploitation des modèles 3D des bâtiments
(section 8.3.3), les virages présentent suffisamment de contraintes géométriques pour permettre
d’estimer l’erreur accumulée sur la position de la caméra. En effet, lorsqu’un virage est détecté
dans la reconstruction courante (voir section 8.2), cette erreur peut être estimée en cherchant
la transformation euclidienne qui recale au mieux les dernières caméras clés reconstruites sur
la route. Comme dans la section 8.3.3, la transformation recherchée est limitée à 2 dimensions.
Les paramètres à estimer ici sont à la fois l’angle de lacet ψ et la position 2D (X, Y ) dans le
plan horizontal. La fonction de coût F à minimiser est donc la suivante :
F(X, Y, ψ) =
N∑
i=N−M+1
ρli(dT (S({X, Y, ψ}, Ci),R)) (8.15)
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où S({X, Y, ψ}, Ci) est la rotation de la caméra Ci d’angle ψ autour de l’axe gravité passant par
le centre de la caméra médiane (i.e. C(2N−M+1)/2) puis sa translation selon le vecteur (X, Y ).N
est l’indice de la caméra clé courante et M est le nombre de caméras considérées dans l’opti-
misation. Dans nos expériences, les caméras considérées sont les 20 dernières caméras situées
avant le virage et l’ensemble des caméras situées après le virage. Notons que l’optimisation
n’est lancé que si au moins 10 caméras ont été créées après le virage. Ceci a pour but d’avoir
suffisamment de contraintes pour recaler la reconstruction SLAM sans ambiguïté.
ρli est le M-estimateur de Tukey dont le seuil est fixé grâce au MAD. Notons cependant
que, de façon similaire aux observations faites sur l’alignement des points 3D avec le modèle
(section 8.3), le seuil du M-estimateur n’est pas le même pour toutes les caméras. En effet,
du fait de la dérive, les caméras après le virage sont généralement initialement beaucoup plus
éloignées de la route que les caméras avant le virage (figure 8.10(a)). Ainsi, un seuil de Tukey
sera utilisé pour les caméras avant le virage et un autre seuil sera utilisé pour les caméras après
le virage. Dès lors, il sera nécessaire de normaliser les résidus afin que tous aient un poids
similaire dans l’optimisation. Le M-estimateur finalement retenu est donc ρ†li :
ρ†li =





ρli(d(S({X, Y, ψ}, Cj)× card(Nli)
(8.16)
où Nli est l’ensemble des caméras appartenant au fragment li (i.e. ici avant ou après le virage)
et card(Nli) le cardinal de cet ensemble. La fonction F finalement optimisée est donc :
F(X, Y, ψ) =
N∑
j=N−M+1
ρ†li(d(S({X, Y, ψ}, Ci),R)) (8.17)
(a) (b)
FIGURE 8.10 – Exemple de recalage dans les virages. Le recalage dans les virages permet de
corriger l’accumulation d’erreur en position.
Notons que, comme cela a été précisé pour l’estimation du cap dans les lignes droites (sec-
tion 8.4.3), l’approche ICP n’est pas employée. En effet, du fait du faible nombre de résidus
à calculer, il semble également ici plus efficace de remettre en cause l’association entre les
caméras et les segments de la route directement au sein de l’optimisation.
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Il a été montré dans les sections 8.3 et 8.4 que la transformation euclidienne relatant la dérive
en accumulation d’erreur peut être ponctuellement estimée (totalement ou partiellement) à partir
de la connaissance d’un SIG. Dans la section suivante, nous présenterons la façon dont est
exploitée cette transformation afin de corriger en ligne la trajectoire estimée du véhicule.
8.5 Intégration de la nouvelle information
A l’issue des sections 8.3 et 8.4, nous disposons d’une estimation de l’erreur accumulée
sous la forme d’une transformation euclidienne. Cette transformation euclidienne traduit le dé-
placement entre la position de la caméra estimée par le SLAM et la position estimée à l’aide du
SIG. Cette transformation étant estimée à l’extérieur du processus SLAM, il est alors nécessaire
de la réinjecter dans la reconstruction dans le but de corriger son erreur d’accumulation.
Comme cela était le cas pour l’intégration du facteur d’échelle (section 7.6), nous disposons
donc pour la caméra courante de deux observations différentes pour la même pose de caméra.
A l’instar de ce qui a été présentée dans cette section 7.6, les méthodes classiques de fusion
de données sont difficilement utilisables de façon efficace dans notre contexte. Ceci est dû en
particulier au fait qu’aucune covariance n’est associée à nos observations. Plus de détails à ce
sujet peuvent être trouvés dans la section 7.6.
A partir de ce constat, nous avons décidé de faire entièrement confiance à l’estimation réa-
lisée à l’aide du SIG. La pose retenue pour la caméra courante est donc la pose estimée par
le SLAM à laquelle est appliquée la transformation euclidienne calculée précédemment. Néan-
moins, pour le bon déroulement du SLAM, il est également nécessaire que l’historique des
caméras clés reste cohérent avec la nouvelle position courante. Il est par conséquent nécessaire
de définir la correction à apporter à chacun des éléments reconstruits (i.e. les caméras ainsi que
les points 3D) de l’historique. Dans le but d’obtenir au final une trajectoire globalement cohé-
rente, il serait donc bénéfique de définir un modèle de déformations reflétant au mieux la dérive
d’accumulation d’erreur. Par exemple, on pourrait pour cela se baser sur le modèle élastique
défini dans la section 3.2. Néanmoins, dans cette partie, l’information recherchée est avant tout
la position courante de la caméra à chaque instant. La correction de l’historique n’a donc pas
besoin d’être très réaliste. Cette correction doit uniquement permettre au processus de SLAM de
pouvoir continuer l’estimation de la trajectoire. En ce sens, la méthode de correction que nous
utilisons est très simple : l’ensemble de la reconstruction est considéré comme un ensemble
rigide. La transformation euclidienne estimée est donc appliquée à chacun des éléments de la
reconstruction (i.e. à toutes les caméras et points 3D reconstruits).
La méthode d’intégration présentée ci-avant est très simple et reste critiquable. En particu-
lier, on peut penser qu’une correction plus fine de l’historique pourrait permettre d’améliorer
la précision de la suite du processus SLAM. Néanmoins, la méthode retenue nous permettra de
valider rapidement que l’utilisation d’un SIG peut permettre de réduire ponctuellement l’erreur
accumulée au cours du processus.
8.6 Résultats expérimentaux
Nous allons présenter ici les résultats obtenus sur la méthode de localisation absolue com-
plète (i.e. la correction du facteur d’échelle et de l’accumulation d’erreur). Après avoir détaillé
le protocole expérimental suivi, nous présenterons alors les résultats obtenus pour l’utilisation
des modèles 3D puis pour l’utilisation d’une carte de la route.
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8.6.1 Protocole expérimental
Le facteur d’échelle utilisé dans les expériences présentées ici est corrigé grâce à la méthode
proposée dans le chapitre 7. Les résultats obtenus sur la correction de l’accumulation d’erreur
seront présentées sur deux séquences différentes. Ces séquences exploiteront respectivement le
modèle 3D des bâtiments et une carte de la route. Notons qu’en pratique, nous ne disposons
pas d’une telle carte. Afin d’en créer une, nous avons sous-échantillonné les données du trajec-
tomètre de la séquence ODIAAC (séquence décrite à la section 7.5.1). Cette carte ainsi créée
nous permettra de tester rapidement l’approche proposée. Néanmoins, au jour d’aujourd’hui, de
telles cartes sont librement distribuées par exemple par la communauté OpenStreetMap 1.
La méthode de localisation absolue s’appuyant sur la connaissance des bâtiments 3D a été
testée sur la sous-séquence de Versailles (décrite à la section 7.7.2.2) pour laquelle le calcul du
facteur d’échelle est possible. En effet, nous possédons actuellement les données associées aux
bâtiments 3D uniquement sur ce quartier de Versailles. Aucune vérité terrain n’étant associée
à cette séquence, nous jugerons de la qualité de la reconstruction uniquement visuellement, en
fonction de la cohérence de la trajectoire reconstruite par rapport au modèle 3D de l’environne-
ment.
La méthode de localisation absolue s’appuyant sur une carte de la route a été testée sur
la séquence ODIAAC (présentée en détail dans la section 7.5.1). Comme cela a été mis en
avant précédemment, l’avantage principal de cette séquence est que le flux vidéo est associé
à un trajectomètre. Ces données supplémentaires permettent d’obtenir une vérité terrain sur la
position des caméras clés.
8.6.2 Résultats sur l’exploitation des bâtiments
La figure 8.11 résume les trajectoires obtenues pour les différentes étapes de la méthode
proposée. La trajectoire représentée pour la méthode complète (figure 8.11(d)) est celle qui
correspond à la localisation à chaque instant, c’est à dire sans correction a posteriori de l’histo-
rique. En première observation, nous pouvons remarquer que cette trajectoire est bien cohérente
avec le parcours réel effectué (figure 8.11(a)). En particulier, la dérive d’accumulation qui est
encore observable après la correction du facteur d’échelle (figure 8.11(c)) est cette fois corrigée
à chacun des virages.
La trajectoire finale obtenue présente des discontinuités dans les virages qui sont le témoi-
gnage du recalage par ICP réalisé à ces endroits. Comme on peut le voir, ces recalages per-
mettent d’annuler l’erreur de positionnement accumulée dans les différentes lignes droites. Il
est important de noter que le seuil fixé sur le nombre de points associés nécessaires pour activer
le recalage (section 8.3.3) agit directement sur la localisation obtenue. En effet, c’est ce seuil
qui permet de régler le rapport entre la réactivité de la méthode (plus le seuil est faible, plus le
recalage sera lancé tôt) et la robustesse de la méthode (plus le seuil est élevé, plus le nombre
d’appariements nécessaires est important).
Ces résultats, ainsi que la superposition de la trajectoire obtenue avec l’image satellite de la
zone concernée (figure 8.12), tendent à montrer que la méthode proposée permet de localiser
de façon relativement précise le véhicule. En particulier, en annulant ponctuellement la dérive
d’accumulation d’erreur, la méthode de recalage rend possible la localisation du véhicule sur
des trajectoires de grande échelle.
1. www.openstreetmap.fr
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(a) (b)
(c) (d)
FIGURE 8.11 – Les différentes étapes de la méthode proposée sur la séquence Versailles
1. (a) est la trajectoire réelle. Les trajectoires sont celles obtenues avec (b) la méthode SLAM
seule, (c) la méthode de correction du facteur d’échelle et (d) la méthode proposée complète.
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FIGURE 8.12 – Résultat de la localisation absolue obtenue sur la séquence Versailles 1.
8.6.3 Résultats sur l’exploitation d’une carte de la route
Les différentes étapes de la méthode proposée sont résumées dans la figure 8.13. Les fi-
gures 8.13(b) et 8.13(c) reprennent les résultats de la correction du facteur d’échelle détaillés
dans la section 7.7.
La comparaison des figures 8.13(c) et 8.13(d) met clairement en avant l’intérêt de l’ajout
de l’information absolue. Comme nous l’avions constaté dans la section 7.7.2.1, la méthode
de correction du facteur d’échelle ne permet pas de localiser précisément une caméra mobile à
grande échelle. En effet, l’erreur accumulée sur la position et le cap de la caméra mobile rend
rapidement la localisation fortement erronée. Au contraire, la figure 8.13(d) met en avant que la
méthode de recalage proposée permet de toujours rester cohérent avec la carte de la route. En
particulier, les discontinuités dans la trajectoire obtenue correspondent aux recalages effectués
dans les virages. Notons que, comme cela a été mis en avant pour la méthode de recalage sur
les bâtiments (section 8.6.2), le seuil fixé sur le nombre minimal de caméras nécessaires après
le virage pour lancer le recalage permet de régler le ratio entre la robustesse et la réactivité de
la méthode.
La figure 8.14, ainsi que le tableau 8.1, confirment les résultats présentés. On peut en parti-
culier y voir l’évolution de l’erreur absolue de positionnement de la caméra mobile au cours de
la trajectoire. Il y apparaît clairement que les recalages dans les virages permettent de réduire
notablement l’erreur accumulée dans les lignes droites (figure 8.14(b)). L’erreur de positionne-
ment moyenne obtenue par la méthode complète proposée est d’environ 15 mètres, ce qui est
de l’ordre de grandeur de la localisation obtenue par un capteur GPS. La superposition de la
trajectoire reconstruite avec l’image satellite associée (figure 8.15) met en avant la cohérence et
la précision de la trajectoire obtenue.
8.6.4 Temps de traitement
La méthode étant destinée à rendre possible la localisation d’un véhicule en temps réel, il
est intéressant d’étudier si l’approche proposée peut atteindre une cadence suffisamment im-




FIGURE 8.13 – Les différentes étapes de la méthode proposée sur la séquence ODIAAC.
(a) est la vérité terrain. Les trajectoires sont celles obtenues avec (b) la méthode SLAM seule,
(c) la méthode de correction du facteur d’échelle et (d) la méthode proposée complète. Chacune
de ces reconstructions est superposée à la vérité terrain.
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Après correction complète
(a)
































FIGURE 8.14 – Evolution de l’erreur de positionnement absolue. (a) compare l’évolution de
l’erreur de positionnement absolue pour la méthode SLAM seule, la méthode de correction du
facteur d’échelle et la méthode de localisation proposée complète. (b) est le détail du résultat









Erreur moyenne sur le
positionnement absolu (m)
241,6 51,2 14,7
Ecart-type (m) 196,9 36,1 8,4
Erreur médiane sur le
positionnement absolu (m)
193,4 44,3 13,5
TABLE 8.1 – Statistiques sur la localisation absolue. Les statistiques sont calculées sur l’en-
semble des caméras clés.
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FIGURE 8.15 – Résultat de la localisation absolue obtenue sur la séquence ODIAAC.
portante pour permettre une localisation assez rapide. Nous avons expliqué dans la section 7.5
que les temps de traitement nécessaires à la correction du facteur d’échelle sont potentiellement
suffisamment faibles pour que cette correction soit intégrée au processus en ligne.
Pour obtenir la méthode complète, il est également nécessaire d’incorporer au SLAM le
processus de correction de l’accumulation d’erreur présenté dans ce chapitre. La totalité de ce
traitement a été implémentée en C++, sans effort particulier sur l’optimisation du code écrit.
En l’état, le processus de SLAM auquel est ajouté la méthode de correction présentée ici a un
temps de traitement de l’ordre d’une demi-seconde par image clé, sachant qu’une image clé
est créée en moyenne toutes les demi-secondes à 50 km/h. La majorité du temps de calcul est
occupée par deux étapes :
⊲ Estimation du recalage. A l’instar de ce qui a été fait dans la première partie, les déri-
vées de l’ICP sont calculées numériquement. Un calcul analytique de ces dérivées per-
mettra donc d’accélérer considérablement le recalage.
⊲ Estimation des patchs orientés. A chaque image clé, une cinquantaine de patchs sont
observés. C’est donc une cinquantaine de normales qu’il est nécessaire de raffiner. En
l’état, la méthode d’estimation des normales des patchs orientés possède un code op-
timisé. En particulier, la méthode d’alignement par composition inverse proposée par
Baker and Matthews (2004) permet de réduire considérablement les temps de calcul.
Néanmoins, le calcul des normales est entièrement effectué par le CPU. Or, une implé-
mentation sur GPU permettrait d’accélérer fortement ce type de calcul.
Ainsi, même si elle ne l’est pas actuellement, il est raisonnable d’envisager que la méthode
de localisation proposée dans cette partie puisse s’effectuer en temps-réel.
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8.7 Discussion
Dans ce chapitre, nous avons avant tout souhaité montrer que la connaissance d’un SIG
simple de l’environnement peut permettre de corriger la dérive inhérente aux méthodes SLAM.
La méthode résultante permet ainsi de localiser un véhicule sur des séquences de plusieurs
kilomètres.
En particulier, il a été illustré que le SIG permet d’estimer l’erreur d’accumulation en ef-
fectuant un recalage entre la reconstruction SLAM et ce SIG lorsque cela est possible. Les
expériences ont montré que la méthode proposée complète, c’est à dire la correction du facteur
d’échelle et la correction liée au SIG, permet de localiser la caméra mobile avec une précision
de l’ordre de 15 mètres. Le système proposé peut donc par exemple être utilisé comme une
alternative au système GPS classique dans les milieux denses où le masquage des signaux GPS
est fréquent.
Néanmoins, en l’état, la méthode proposée possède encore des problèmes qu’il faudra ré-
soudre pour assurer sa robustesse et améliorer sa précision. En particulier, il est important de
remarquer que dans l’approche proposée, l’erreur de positionnement n’est pas uniformément
répartie sur la trajectoire. En effet, l’erreur s’accumule dans les lignes droites avant d’être for-
tement réduite dans les virages (pour atteindre moins de 3 mètres d’erreur dans ces endroits).
Les statistiques sur la localisation absolue du véhicule vont donc être fortement dépendantes de
la trajectoire parcourue. Ainsi, plus les lignes droites sont longues, plus l’accumulation d’er-
reur sera importante. La localisation de la caméra pourra alors être grandement erronée. Au
contraire, plus la trajectoire comporte de virages et de courtes lignes droites, plus les statis-
tiques seront bonnes. On peut en particulier raisonnablement penser que la localisation sur la
séquence de Versailles a une erreur moyenne nettement inférieure à la séquence ODIAAC.
Une des perspectives directes de l’approche proposée serait donc de permettre une correc-
tion de l’accumulation d’erreur dans les lignes droites. On peut penser en particulier à utiliser les
informations géométriques issues des carrefours traversés. L’utilisation de modèles de bâtiments
plus précis pourrait certainement également apporter des contraintes géométriques exploitables
dans les lignes droites.
Conclusion
Travaux réalisés
Notre objectif dans cette thèse a été de proposer une solution pour la géolocalisation par
vision d’un véhicule sur des parcours de plusieurs kilomètres. En particulier, nous souhaitions
montrer que l’information apportée par un Système d’Information Géographique peut être uti-
lisée dans le but de corriger les dérives inhérentes aux méthodes de localisation et cartographie
simultanées classiques. Nos travaux se sont articulés autour de deux approches distinctes pré-
sentant des avantages et inconvénients différents.
La première solution proposée consiste à construire hors ligne une base d’amers visuels géo-
référencée à partir de laquelle il est alors possible de localiser une caméra mobile en temps-réel.
Notre contribution a été de proposer un processus permettant de construire automatiquement
une telle base de données à partir d’une reconstruction SLAM et d’un modèle 3D de l’envi-
ronnement. En particulier, deux étapes ont été présentées : un ICP non-rigide, ayant pour but
de corriger la cohérence globale de la reconstruction, puis l’ajustement de faisceaux ST-CBA
visant à raffiner le résultat obtenu. La méthode a été expérimentée sur différentes séquences de
synthèse et réelles. De plus, le concept général de localisation en ligne d’une caméra a été validé
par un exemple d’application d’aide à la navigation.
Dans un deuxième temps, nous avons souhaité explorer la possibilité de corriger la recons-
truction SLAM en ligne (c’est à dire au fur et à mesure du parcours) uniquement à partir de
l’information géométrique extraite du SIG. Le fait de localiser la caméra à l’aide d’une infor-
mation purement géométrique offre plusieurs avantages. Tout d’abord, ceci permet de se passer
de la nécessité de construire et de maintenir à jour une base de données d’amers visuels décri-
vant l’environnement. De plus, puisque non basée sur de la mise en correspondance de données
photométriques, la méthode est insensible aux conditions d’observation de la scène. Enfin, l’in-
formation utilisée n’a pas besoin de contenir d’information de texture, ce qui la rend plus com-
pacte et par conséquent plus facile à embarquer. Afin de démontrer la faisabilité et l’intérêt de
cette approche, nous avons proposé une méthode relativement simple mais fonctionnelle. Cette
méthode est constituée de deux processus distincts. Tout d’abord, nous avons proposé une mé-
thode d’estimation du facteur d’échelle qui utilise la connaissance de la distance entre la caméra
et le sol. En particulier, nous avons montré qu’il est possible d’exploiter le mouvement estimé
par le SLAM dans le but de rendre plus robuste le processus de calcul du facteur d’échelle. Dès
lors, cette formalisation est utilisée afin de corriger en temps-réel la dérive en facteur d’échelle
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de la méthode SLAM. Nous avons alors montré qu’il est possible de corriger ponctuellement
la position courante de la caméra en exploitant le Système d’Information Géographique dont
nous disposons. Pour cela, la reconstruction SLAM est recalée, lorsque cela est possible, sur un
modèle 3D de l’environnement ou une carte de la route. La validation expérimentale a permis
de conclure qu’une telle approche permet de géolocaliser un véhicule sur des trajectoires de
plusieurs kilomètres.
Perspectives
Avant toute chose, la vocation de nos travaux a été de montrer l’intérêt d’exploiter un Sys-
tème d’Information Géographique pour contraindre les méthodes de SLAM. Ceci implique que
nos travaux sont avant tout des démonstrations de la faisabilité de cette idée. Néanmoins, les
résultats obtenus sont encourageants et confirment l’intérêt d’une telle approche. Les études et
expériences réalisées nous ont permis de mettre en évidence certaines perspectives directes de
nos travaux :
⊲ Exploitation des points de l’environnement. En l’état actuel, les points 3D reconstruits
qui ne sont pas situés sur le modèle 3D (arbres, véhicules, etc.) ne sont pas pris en compte
lors de l’ajustement de faisceaux ST-CBA. Il semble pourtant intéressant d’exploiter cette
information. En effet, cela permettrait d’utiliser une information en plus grande quantité
et mieux répartie dans l’image. Cela permettrait également de résoudre les problèmes
liés à l’absence de bâtiments (section 5.3.2). Pour cela, il serait possible de s’inspirer de
l’approche proposée par Vacchetti et al. (2004). La fonction de coût contiendrait alors à
la fois les résidus liés à la nouvelle fonction de coût proposée pour les points du modèle
et les résidus liés à la reprojection classique pour les autres points. Cependant, il sera
alors nécessaire de résoudre les problèmes liés à la pondération de ces résidus afin de
s’assurer que les deux types d’erreur aient le même poids dans la minimisation. Des tests
récents réalisés au sein du laboratoire confirment que cette approche tend à améliorer la
précision et la robustesse de l’ajustement de faisceaux.
⊲ Meilleure différenciation des points 3D reconstruits. A la perspective présentée ci-
dessus s’ajoute naturellement le problème de différenciation des points 3D, c’est à dire
la façon dont on peut définir si un point 3D reconstruit est sur un bâtiment ou non dans
la réalité. Pour cela, on peut par exemple penser à détecter dans les images les éléments
généralement observés dans un milieu urbain (arbres, véhicules garés sur le bas-côté,
routes, bâtiments, etc.). En particulier, Brostow et al. (2008) ont montré que la structure
reconstruite par l’algorithme SLAM peut être utilisée afin de segmenter efficacement
l’image courante. Dès lors, un point 3D pourrait être caractérisé par le type de zone dans
laquelle se situent ses observations.
⊲ Utilisation de modèles 3D plus précis. Comme cela a été présenté dans la sec-
tion 2.6.2.3, les modèles 3D que nous utilisons sont très peu précis et très peu détaillés.
Néanmoins, la qualité des modèles disponibles s’est très nettement améliorée ces der-
nières années. Les façades des bâtiments sont souvent plus détaillées. De plus, les dif-
férents bâtiments d’une même rue sont facilement différentiables et leur géométrie est
raffinée. Dès lors, il sera important de s’interroger sur les avantages et les inconvénients
liés à l’utilisation de tels modèles. On peut raisonnablement penser que l’information
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fournie par ces nouveaux modèles apportera des contraintes supplémentaires, en par-
ticulier dans les lignes droites. Ainsi, les problèmes d’aperture que nous rencontrons
(section 8.2) pourraient être évités. L’accumulation d’erreur encore importante que nous
observons dans les lignes droites (section 8.7) serait alors corrigée. Néanmoins, on peut
penser que l’utilisation de modèles 3D complexes amènera des temps de calcul et de
transfert certainement très importants.
⊲ Etude des contraintes informatiques liées aux Systèmes d’Information Géogra-
phique. Enfin, des problèmes d’implémentation seront également à considérer dans l’op-
tique de fournir un produit final. En particulier, en l’état actuel, le Système d’Informa-
tion Géographique est directement inclus dans la brique logicielle développée. Ainsi,
nous avons pour l’instant masqué les problèmes liés à la communication avec le SIG. En
particulier, il sera important de mesurer les temps de latences observés lors de l’interro-
gation d’un SIG. Il sera alors très certainement nécessaire de modifier l’approche retenue
en fonction de cette latence.
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ANNEXEA
Ajustement de faisceaux par combinaison linéaire des
fonctions de coût
Dans cette première annexe est détaillée une fonction de coût permettant d’intégrer à l’ajus-
tement de faisceaux classique la contrainte associée à la connaissance d’un modèle 3D de la
scène. Ainsi, cette fonction de coût sera une combinaison linéaire de deux métriques traduisant
respectivement la contrainte de reprojection des points 3D et la contrainte d’appartenance des
points 3D au modèle.
Les travaux décrits dans ce chapitre ont donné lieu à une publication (Lothe et al. (2010b)).
A.1 Approches existantes
Lorsque deux métriques dépendantes F et G sont à minimiser simultanément, une approche
souvent retenue est de minimiser leur somme. Néanmoins, en pratique, les fonctions F et G
n’ont pas nécessairement le même ordre de grandeur (voire parfois la même unité). Ainsi, il
est possible qu’une de ces deux métriques soit prépondérante dans la minimisation, ce qui em-
pêche alors la convergence vers la solution recherchée. Dès lors, un facteur α est introduit de
façon à pondérer ces deux fonctions (Horn and Schunck (1981); Chui and Rangarajan (2003);
Modersitzki (2004); Pilet et al. (2005); Michot et al. (2010)). La fonction FCL à minimiser est
alors :
FCL = F + α× G (A.1)
La principale difficulté lorsqu’on utilise ce type d’approches est de déterminer le facteur α
qui fournit la solution optimale. Notons qu’ici, la notion d’optimalité se rapporte non pas à la
valeur de α qui fournira le minimum absolu de FCL (qui serait nécessairement α = 0) mais à
celle qui permettra d’obtenir la solution réellement recherchée. Déterminer α est d’autant plus
problématique que la meilleure valeur de ce facteur est généralement fortement dépendante de
la séquence traitée (Bartoli et al. (2008)). En pratique, ce paramètre est généralement fixé ma-
nuellement. Notons cependant que certaines méthodes tendent à l’estimer automatiquement.
On peut citer notamment la validation croisée (Farenzena et al. (2008)) et plus récemment la
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méthode basée sur les L-Curve (Michot et al. (2010)). Néanmoins, les temps de calcul néces-
saires à l’estimation automatique de α deviennent rapidement extrêmement importants lorsque
le nombre de paramètres à optimiser est élevé.
A.2 Utilisation dans notre cadre d’étude
Adapter cette approche à notre cadre d’étude revient à déterminer les fonctions FIP et G
telles que :
FCL = FIP + α× G (A.2)
où FIP est la fonction de coût relative à la contrainte entre les points 3D et leurs observations
dans les images. La fonction de coût G est liée quant à elle à la contrainte d’appartenance des
points reconstruits au modèle 3D.
A.2.1 Contrainte d’appartenance au modèle 3D
La fonction G a pour but de traduire la contrainte d’appartenance des points 3D au modèle
3D des bâtiments. La distance d’un point 3D Qi au modèle est définie comme étant la distance
orthogonale d entre ce point 3D et le plan Πhi du modèle qui lui est le plus proche. Pour
pondérer au mieux les deux métriques dans l’optimisation, il est préférable que chaque point
3D ait autant de résidus issus de la contrainte au mur que de l’erreur de reprojection. La distance
entre le point 3DQi etΠhi sera donc prise en compte pour chacune des observations deQi. La
fonction G retenue est donc :





où N est le nombre de caméras reconstruites et Aj l’ensemble des indices des points observés
par la caméra j.
A.2.2 Critère de cohérence dans les images
La fonction FIP a pour but de mesurer l’erreur de reconstruction effectuée sur le point 3D
Qi par rapport à ses observations dans les images. Nous avons vu que l’erreur classiquement
utilisée pour cela est l’erreur de reprojection (section 2.3.2.5). Néanmoins, l’erreur de reprojec-
tion est une erreur 2D. Cette erreur est donc incompatible avec l’erreur liée à G. En effet, pour
garantir la cohérence de la fonction FCL, il est préférable que les fonctions FIP et G aient la
même unité de mesure.
En ce sens, Ramalingam et al. (2006) ont proposé de mesurer l’erreur de reconstruction
du point Qi comme étant la distance entre ce point 3D et chacun des rayons optiques issus
de ses observations dans les images. Notre approche est de remplacer l’utilisation du rayon
optique par les plans d’interprétation Πi,jx et Π
i,j
y . Ces plans sont deux plans particuliers qui
correspondent à la rétro-projection des droites parallèles aux axes de l’image et passant par
l’observation considérée (figure A.1).
Dès lors, la fonction de coût FIP relative à la contrainte apportée par les images peut
s’écrire :





(d(Qi,Πi,jx )2 + d(Qi,Πi,jy )2) (A.4)
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FIGURE A.1 – Plans d’interprétation et résidus 3D. Les deux résidus sont les distances entre
le point Qi et les plansΠi,jx etΠi,jy .
où CEj sont les paramètres intrinsèques de la caméra Cj .
A.2.3 Métrique utilisée et optimisation
Les deux fonctions FIP et G étant précisées, il nous est maintenant possible de définir la
fonction de coût FCL retenue. Nous détaillerons alors l’algorithme permettant de la minimiser
de façon robuste.
A.2.3.1 Fonction de coût retenue
Grâce à cette nouvelle expression de l’erreur de reprojection, chaque observation du point
Qi est liée à trois plans différents de l’espace : le plan d’interprétation Πi,jx , le plan d’interpré-
tation Πi,jy et le plan Πhi du modèle le plus proche de Qi. La fonction de coût FIP peut donc
s’écrire comme étant :






d(Qi,Πi,jx )2 + d(Qi,Πi,jy )2 + α d(Qi,Πhi)2
)
(A.5)
où α est le scalaire permettant de pondérer les duex critères. Dans notre cas, sa valeur sera fixée
manuellement (voir section A.3).
A.2.3.2 Robustesse de l’optimisation
Pour assurer la convergence vers le minimum recherché, il est nécessaire d’être robuste à la
fois aux points aberrants et aux mauvaises associations point-plan.
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Robustesse aux points aberrants. Pour être robuste aux points aberrants (appariements 2D
erronés, points 3D n’appartenant pas au modèle dans la réalité, etc.), le M-Estimateur de Tukey
ρT est utilisé. Le seuil de ce M-estimateur est alors réglé automatiquement à l’aide du MAD.
La fonction concrètement optimisée est alors :







d(Qi,Πi,jx ) + d(Qi,Πi,jy ) + α d(Qi,Πhi)
)
(A.6)
Remise en cause des associations point-plan. A l’instar de l’ajustement de faisceaux pro-
posé dans la section 4.2, il est nécessaire de remettre en cause au cours de l’optimisation l’as-
sociation entre le point 3D Qi et le plan qui lui est le plus proche. La méthode d’optimisation
retenue consiste alors à itérer deux étapes :
⊲ Associations des données. Chacun des points 3D reconstruits est associé au plan Πhi
du modèle qui lui est le plus proche au sens de la distance orthogonale. Notons que cette
association prend en compte le fait que les plans (Πi)i sont des plans finis. Ainsi, pour
être associé au plan Π, un point 3D Q doit avoir sa projection orthogonale à l’intérieur
des limites de Π. Les points qui ne sont associés à aucun plan sont alors simplement
retirés de l’optimisation.
⊲ Minimisation de la métrique. Une fois l’association des données réalisée, la métrique
FIP est minimisée à l’aide de l’algorithme de Levenberg-Marquardt (Levenberg (1944)).
A.3 Résultats expérimentaux
Dans cette section, nous tâcherons de présenter des résultats quantitatifs et qualitatifs sur
les reconstructions obtenues grâce à la méthode présentée dans cette annexe. Notons que ces
résultats pourront être comparés aux résultats obtenus avec les autres méthodes proposées (cha-
pitre 5).
A.3.1 Protocole expérimental
Les tests réalisés ci-après consistent à optimiser la scène 3D obtenue après l’ICP non-rigide
(chapitre 3) dont les résultats seront rappelés par la suite. Comme nous l’avons vu précé-
demment (section A.2.3.2), cette optimisation consiste alors à itérer les étapes d’association
de données et de minimisation de la métrique retenue. En pratique, 10 itérations association-
minimisation sont effectuées. Chacune des minimisations comprend 10 itérations du Levenberg-
Marquardt.
A.3.2 Résultats obtenus
Dans cette section seront décrits les résultats obtenus sur la séquence Synthèse 1 puis sur la
séquence Versailles 1.
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A.3.2.1 Séquence Synthèse 1
Des premiers tests ont été réalisés sur la séquence Synthèse 1 décrite à la section 5.1. Comme
précisé auparavant, l’avantage de cette séquence est qu’elle fournit une vérité terrain de la posi-
tion de la caméra à chaque instant. Des mesures quantitatives sur les résultats obtenus sont donc
possibles.
Cette vérité terrain nous permettra également de déterminer la valeur optimale du paramètre
α. En pratique, 20 valeurs différentes ont été testées entre 0 et 2. Les statistiques obtenues sur les
reconstructions pour les valeurs les plus significatives de α sont répertoriées dans le tableau A.1.
Cette expérience souligne la sensibilité de cette méthode vis à vis du choix du paramètre α. En
effet, les résultats obtenus montrent qu’une faible variation de α peut avoir un impact notable sur
la reconstruction SLAM obtenue. On notera même que certaines valeurs de α peuvent entraîner
une dégradation de cette reconstruction. Par exemple, pour α = 2, la distance moyenne entre










































les caméras et la vérité terrain (m)
0,51 0,52 0,48 0,32 0,35 0,42 0,53
Ecart-type (m) 0,59 0,89 0,67 0,23 0,23 0,35 0,77
Distance point-plan moyenne (m) 0,11 0,13 0,06 0,05 0,05 0,05 0,05
Ecart-type (m) 0,08 0,04 0,06 0,07 0,07 0,07 0,07
Seuil de Tukey 0,38 × × × × × ×
TABLE A.1 – Résultats numériques obtenus sur la séquence de synthèse. Chaque valeur est
une moyenne sur l’ensemble de la reconstruction.
Nous avons vu précédemment que le paramètre α a pour but de régler le poids des fonctions
FIP et G dans la minimisation. Ainsi, dans notre cas, plus la valeur de α sera élevée, plus les
points auront tendance à être plaqués sur les murs. Ce phénomène est directement observable
sur la figure A.2. En effet, en comparant les reconstructions obtenues avec différentes valeurs
de α, on peut apercevoir que la géométrie de ces reconstructions sont très dépendantes de la
valeur de α. En particulier, pour α = 2 (figure A.2(c)), les points 3D sont presque tous forcés
à être sur le modèle 3D. Ceci explique les mauvais résultats observés pour cette valeur dans le
tableau A.1.
Néanmoins, nos expériences sur cette séquence de synthèse nous ont permis de déterminer
que la valeur optimale de α (i.e. celle qui donne la reconstruction la plus proche de la vérité
terrain) est α = 0.5. Cette valeur permet de réduire notablement l’erreur de positionnement
des caméras présente à la sortie de l’étape d’ICP non rigide (figure A.3). En particulier, le
tableau A.1 indique que l’erreur de positionnement moyenne des caméras passe de 50 à 35
centimètres.
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(a) α = 0.01 (b) α = 0.5 (c) α = 2
FIGURE A.2 – Reconstructions obtenus pour différentes valeurs de α. Plus la valeur de α
augmente, plus les points 3D ont tendance à être plaqués sur le modèle.
A.3.2.2 Séquence Versailles 1
Des tests ont également été réalisés sur la séquence réelle Versailles 1 afin d’étudier l’adap-
tabilité de la méthode à un environnement réel. Une description détaillée de cette séquence peut
être trouvée à la section 5.2. Comme il a été précisé dans cette même section, aucune vérité ter-
rain n’est disponible sur cette séquence. Les résultats obtenus seront donc uniquement analysés
quantitativement. De plus, de part cette absence de vérité terrain, il est impossible de définir
la valeur de α optimale. Nous utiliserons donc la valeur optimale trouvée sur la séquence de
synthèse, c’est à dire α = 0, 5.
La figure A.4 regroupe les différentes étapes de la méthode complète proposée (i.e. ICP
non-rigide suivi de l’ajustement de faisceaux proposé ici). En particulier, la figure A.4(c) met
en avant la reconstruction obtenue suite à l’étape d’ICP non-rigide suivie de l’ajustement de
faisceaux proposé dans cette annexe. Le premier commentaire qu’il est possible de faire est que
la reconstruction finale a retrouvé sa cohérence globale vis à vis du modèle 3D de l’environne-
ment.
Néanmoins, le nuage de points reconstruit semble être plaqué de façon importante sur le
modèle 3D des bâtiments. Cela met en avant les deux problèmes majeurs de cette approche. Tout
d’abord, cela montre qu’il est important de régler finement la valeur du paramètre α. En effet,
il semblerait que dans cette expérience, la valeur retenue (i.e. α = 0, 5) soit trop élevée, ce qui
implique un poids important de la contrainte aux plans dans la minimisation. Il en découle dès
lors que, comme nous l’avions évoqué à la section A.1, la valeur optimale de α est dépendante
de la séquence traitée. En effet, si α = 0, 5 est optimale sur la séquence Synthèse 1, il semblerait
que ce réglage ne convienne pas à la séquence Versailles 1.
C’est pour pallier ces différents problèmes que nous avons proposé dans nos travaux une
nouvelle fonction de coût qui prend en compte à la fois les contraintes aux plans et les
contraintes de reprojection dans les images sans nécessiter le réglage d’un paramètre de pondé-
ration. Cette fonction de coût est présentée dans le chapitre 4.
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(a) Après l’ICP non-rigide
















































(b) Après l’ICP non-rigide + l’ajustement de
faisceaux par combinaison linéaire (α = 0, 5)
FIGURE A.3 – Erreur de positionnement des caméras. Le repère (X, Y, Z) est relatif à
chacune des caméras : Z correspond à l’axe optique, X la direction latérale et Y l’altitude.
(a) (b) (c)
FIGURE A.4 – Résultats sur la séquence Versailles 1. (a) est la reconstruction initiale obtenue
avec la méthode de Mouragnon et al. (2006), (b) est l’initialisation avant l’ICP non-rigide et
(c) est la reconstruction obtenue après l’ICP non-rigide puis l’ajustement de faisceaux présenté
dans cet annexe.
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B.1 Séquence Synthèse 1
B.1.1 Statistiques
Longueur (m) Nombre de caméras clés Nombre de points 3D reconstruits
Synthèse 1 420 218 6848
TABLE B.1 – Statistiques sur la séquence Synthèse 1.




FIGURE B.1 – Captures de la séquence Synthèse 1.
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B.2 Séquence Synthèse 2
B.2.1 Statistiques
Longueur (m) Nombre de caméras clés Nombre de points 3D reconstruits
Synthèse 2 420 184 6258
TABLE B.2 – Statistiques sur la séquence Synthèse 2.




FIGURE B.2 – Captures de la séquence Synthèse 2.
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B.3 Séquence Versailles 1
B.3.1 Statistiques
Longueur (m) Nombre de caméras clés Nombre de points 3D reconstruits
Versailles 1 1500 240 16761
TABLE B.3 – Statistiques sur la séquence Versailles 1.




FIGURE B.3 – Captures de la séquence Versailles 1.
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B.4 Séquence Versailles 2
B.4.1 Statistiques
Longueur (m) Nombre de caméras clés Nombre de points 3D reconstruits
Versailles 2 2000 313 14780
TABLE B.4 – Statistiques sur la séquence Versailles 2.




FIGURE B.4 – Captures de la séquence Versailles 2.
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B.5 Séquence ODIAAC
B.5.1 Statistiques
Longueur (m) Nombre de caméras clés Nombre de points 3D reconstruits
ODIAAC 4500 1296 39304
TABLE B.5 – Statistiques sur la séquence ODIAAC.




FIGURE B.5 – Captures de la séquence ODIAAC.
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Résumé
Les travaux réalisés au cours de cette thèse s’inscrivent dans les problématiques de locali-
sation d’un véhicule par vision. Nous nous plaçons en particulier dans le cas de parcours sur
de longues distances, c’est à dire plusieurs kilomètres. Les méthodes actuelles de localisation
et cartographie simultanées souffrent de problèmes de dérives qui les rendent difficilement ex-
ploitables après plusieurs centaines de mètres. Nous proposons dans ce mémoire de pallier ces
limites en exploitant une connaissance a priori sur la géométrie de l’environnement parcouru.
Cette information est extraite d’un Système d’Information Géographique. En particulier, les
travaux réalisés se basent sur les modèles 3D des bâtiments des villes et sur une carte de la
route.
Dans la première partie de ce mémoire, nous proposons une approche permettant de corri-
ger hors ligne une reconstruction SLAM en exploitant la connaissance d’un modèle 3D simple
de l’environnement. Cette correction s’applique en deux étapes. En premier lieu, un recalage
non-rigide entre le nuage de points reconstruit et le modèle 3D est effectué de sorte à retrouver
la cohérence globale de la reconstruction. Dans le but de raffiner le nuage de points obtenu, un
ajustement de faisceaux contraint par le SIG est alors effectué sur l’ensemble de la reconstruc-
tion. La particularité de cet ajustement de faisceaux est qu’il prend implicitement en compte les
contraintes géométriques apportées par le modèle 3D. La reconstruction ainsi corrigée est alors
utilisée en tant que base de données pour la relocalisation en ligne d’une caméra mobile. La
précision de relocalisation obtenue est en particulier suffisante pour les applications de réalité
augmentée.
Dans la deuxième partie de ce mémoire, nous détaillons une solution permettant de corriger
en ligne la reconstruction SLAM. Pour cela, les contraintes géométriques apportées par le SIG
sont exploitées au fur et à mesure de la trajectoire du véhicule. Nous montrons tout d’abord que
la connaissance de la position relative de la caméra par rapport à la route permet de corriger
de façon robuste la dérive de facteur d’échelle. De plus, lorsque les contraintes géométriques
sont suffisantes, la reconstruction SLAM réalisée jusqu’à l’instant courant est recalée sur le SIG.
Cela permet de corriger ponctuellement la dérive observée sur la position courante de la caméra.
Le processus complet permet dès lors de localiser le véhicule avec une précision semblable à
celle d’un système GPS sur des trajectoires de plusieurs kilomètres.
Les deux méthodes proposées ont été testées à la fois sur des séquences de synthèse et
réelles. Des résultats qualitatifs et quantitatifs sont présentés tout au long de ce mémoire.
Mots clés : Localisation et cartographie simultanées par vision, géolocalisation de véhicule,
Système d’Information Géographique.
