Multiple Burnside rings and Brauer induction formulae  by Takegahara, Yugen
Journal of Algebra 324 (2010) 1656–1686Contents lists available at ScienceDirect
Journal of Algebra
www.elsevier.com/locate/jalgebra
Multiple Burnside rings and Brauer induction formulae
Yugen Takegahara
Muroran Institute of Technology, 27-1 Mizumoto, Muroran 050-8585, Japan
a r t i c l e i n f o a b s t r a c t
Article history:
Received 9 November 2009
Communicated by Michel Broué
Dedicated to Professor Tomoyuki Yoshida on
the occasion of his 60th birthday
Keywords:
Burnside ring
Brauer’s induction theorem
Let G be a ﬁnite group, and suppose that G is an operator group
of a ﬁnite group A. Deﬁne S(G, A) = {(H,σ ) | H ∈ S(G) and σ ∈
Z1(H, A)}, where S(G) is the set of subgroups of G and Z1(H, A)
is the set of crossed homomorphisms from H to A. We view G
as an operator group of the opposite group A◦ of A, and make
S(G, A) into a left A◦  G-set. The ring Ω(G, A) is deﬁned to be a
commutative ring consisting of all formal Z-linear combinations of
A◦  G-orbits in S(G, A). Idempotent formulae for Q ⊗Z Ω(G, A)
not only imply a generalization of Dress’ induction theorem but
bring, in the case where Z1(G, A) is the set of linear C-characters
of G , Boltje’s explicit formula for Brauer’s induction theorem and
its hyperelementary version.
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1. Introduction
Throughout the paper G stands for a ﬁnite group. The Burnside ring Ω(G) of G is the Grothendieck
ring of permutation representations of G . The theory of Burnside rings, which has been ﬁrst devel-
oped by Solomon [22] and Dress [12], involves various subjects in ﬁnite group theory, and some
previous papers deal with the application of Burnside rings to induction theorems in representa-
tion theory of ﬁnite groups [3,6,10]. The application of idempotent formulae for the Burnside algebra
Q ⊗Z Ω(G) to Brauer’s explicit formula for Artin’s induction theorem (cf. [8, Satz 1]) has been found
by Solomon [22]. The improvement of idempotent formulae for the Burnside algebra and its applica-
tion to Brown’s theorem for the Euler characteristic of the poset of nontrivial p-subgroups of a ﬁnite
group (see [9,20]) have been given by Gluck [17], and later independently by Yoshida [25]. And fur-
thermore, Yoshida [25] has applied idempotent formulae for the Burnside algebra to Dress’ induction
theorem (cf. [13, Theorem 7.1]) and Brauer’s explicit version of Artin’s induction theorem for virtual
C-characters (cf. [8, Satz 2]).
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has introduced another explicit Brauer induction formula by algebraic and combinatorial methods.
Explicit Brauer induction formulae come out of maps from the ring R(G) of virtual C-characters
of G to the free abelian group R+(G) on the G-conjugacy classes of linear C-characters of subgroups
of G . Existence the p-hyperelementary version of explicit Brauer induction formulae is an immediate
consequence of [5, Corollary 9.4].
In this paper, we develop the study of R+(G) and its generalization, and apply idempotent formu-
lae for Q ⊗Z R+(G) to a reduction of Boltje’s explicit formula for Brauer’s induction theorem to the
type of hyperelementary groups.
Our generalization of R+(G) requires a notion about bisets. A group A is called a G-group if G is
an operator group of it (cf. [23, Chapter 1, Deﬁnition 8.1]), that is, G acts on A via a homomorphism
from G to the group of automorphisms of A. Now let A be a ﬁnite G-group. Given g ∈ G and a ∈ A,
we denote by ga the effect of g on a. For a free right A-set Y , let Hom(G,Σ(Y ))A denote the set of
homomorphisms α from G to the symmetric group Σ(Y ) on Y such that
α(g)(ya) = α(g)(y) ga
for all g ∈ G , y ∈ Y , and a ∈ A. A ﬁnite free right A-set Y is called a (G, A)-set if it is the left G-set
with the action given by an element of Hom(G,Σ(Y ))A .
We describe the category of (G, A)-sets. A mapping between (G, A)-sets is called a morphism
of (G, A)-sets if it is a morphism both of left G-sets and of right A-sets. The effect of an element g
of G on an element y of a (G, A)-set Y is denoted by gy. For a (G, A)-set Y , the set Y /A of A-orbits
{ya | a ∈ A}, y ∈ Y , in Y is considered to be the left G-set with the action given by
g{ya | a ∈ A} = {(gy) ga ∣∣ a ∈ A}
for all g ∈ G and y ∈ Y . A (G, A)-set Y is said to be simple if Y /A is a transitive left G-set. Given a
pair of (G, A)-sets Y and Y ′ , both their disjoint union Y ∪˙ Y ′ and Cartesian product Y × Y ′ are also
(G, A)-sets. Every (G, A)-set is a disjoint union of simple (G, A)-sets. In Section 2 we determine all
the isomorphism classes of simple (G, A)-sets.
Let Ω(G, A) be the Grothendieck ring of the category of (G, A)-sets (see also Section 2), and call
it the multiple Burnside ring of G with respect to A. Many properties of ordinary Burnside rings were
generalized by Yoshida [27], including idempotent formulae. We extend some basic results shown
in [27] to the theory of multiple Burnside rings. When A is abelian, the additive group Ω(G, A)
forms the monomial Burnside ring which Dress [14] introduced long ago (see [2,4,18]). However, the
multiplication of monomial Burnside rings is different from that of multiple Burnside rings. We denote
by ω a primitive |G|th root of the unity, and consider 〈ω〉 as a G-group on which G acts trivially. The
additive group Ω(G, 〈ω〉) is regarded as R+(G).
In Sections 3 and 4, we give a Burnside homomorphism and a Cauchy–Frobenius homomorphism,
and establish a fundamental theorem. In Section 5, we explore idempotent formulae for Q⊗ZΩ(G, A),
and present the standard expansion for each element of Q ⊗Z Ω(G, A). In Section 6 we investigate
restriction, induction, and conjugation for Ω(G, A). In Section 7 we generalize Dress’ induction theo-
rem for Burnside rings (cf. [11, Proposition 6.3.2], [27, 6.21 Theorem]) and Brauer’s explicit version of
Artin’s induction theorem for virtual C-characters. Idempotent formulae in particular are important
for the proofs of their generalizations.
A ﬁnite group is said to be elementary if it is the direct product of a p-subgroup and a cyclic p′-
subgroup for some prime p. In [7] Brauer proved that every irreducible C-character of a ﬁnite group
is a Z-linear combination of C-characters induced from linear C-characters of elementary subgroups.
This result is called Brauer’s induction theorem. A ﬁnite group is said to be hyperelementary if it
contains a cyclic normal p-complement for some prime p. In Chapter 8 we reach Boltje’s explicit
formula for Brauer’s induction theorem (cf. [4, (2.6)]) and reduce it to the type of hyperelementary
groups. (Unfortunately, neither formulae is of the type of elementary groups.) Some basic properties
of Ω(G, 〈ω〉) are necessary to explicit Brauer induction formulae. For the proof of a certain result, we
also need a special case of a theorem of Gallagher (see Lemma 8.1).
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Let A◦ be the opposite group of A. For each a ∈ A, let a◦ denote the element of A◦ corresponding
to a. By deﬁnition, a◦b◦ = (ba)◦ for all a,b ∈ A. View A◦ as the G-group with the action given by
g(a◦)= ( ga)◦
for all g ∈ G and a ∈ A, and let F be the semidirect product A◦ G of A◦ and G . Given a (G, A)-set Y ,
we make Y into a left F -set by deﬁning (
a◦, g
)
y = (gy)a
for all (a◦, g) ∈ F and y ∈ Y . A (G, A)-set Y is simple if and only if it is a transitive left F -set.
A bijection of (G, A)-sets is an isomorphism of left F -sets if and only if it is an isomorphism of
(G, A)-sets.
For a group V and a V -group B , a mapping σ from V to B is called a crossed homomorphism if
σ(x1x2) = σ(x1) x1σ(x2)
for all x1, x2 ∈ V . We denote by Z1(V , B) the set of crossed homomorphisms from a group V to a
V -group B .
Let H be an arbitrary subgroup of G , and ﬁx a complete set {g1, g2, . . . , gn} of representatives of
left cosets of H in G such that g1 is the identity, say G , of G . We consider the Cartesian product
A × (G/H) as the free right A-set with the action given by
(a, g jH)b = (ab, g jH)
for all (a, g j H) ∈ A × (G/H) and b ∈ A. Suppose that σ ∈ Z1(H, A), and deﬁne an element ασ of
Hom(G,Σ(A × (G/H)))A by
ασ (g)(a, g jH) =
( g j′ σ (g−1j′ gg j) ga, g j′H),
where ag j H = g j′ H , for all g ∈ G and (a, g j H) ∈ A × (G/H) (cf. [24, Lemma 1]). For shortness’ sake
we denote by (G/H)σ the simple (G, A)-set A × (G/H) with the left action of G given by ασ . Now
view (G/H)σ as a simple left F -set, and set
F(H,σ ) =
{(
σ(h)◦−1,h
) ∈ F ∣∣ h ∈ H}.
Then F(H,σ ) is the stabilizer of the element (A, H), A the identity of A, i.e.,
F(H,σ ) =
{(
a◦, g
) ∈ F ∣∣ (g(A, H))a = (A, H)}.
Thus (G/H)σ ∼= F/F(H,σ ) as left F -sets. This simple (G, A)-set (G/H)σ is crucial for our studies, but
we need hardly use the action ασ .
We denote by S(G) the set of subgroups of G and set
S(G, A) = {(H,σ ) ∣∣ H ∈ S(G) and σ ∈ Z1(H, A)}.
Lemma 2.1. Let Y be a simple (G, A)-set. Then Y ∼= (G/H)σ as (G, A)-sets for some (H, σ ) ∈ S(G, A).
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F y =
{(
a◦, g
) ∈ F ∣∣ (gy)a = y} and H = {g ∈ G | gy = ya for some a ∈ A}.
Then Y ∼= F/F y as left F -sets, and H ∈ S(G). Deﬁne a mapping σ from H to A by
hy = yσ(h)
for all h ∈ H . Then σ ∈ Z1(H, A), because
(h1h2)y = h1(h2 y) = h1
(
yσ(h2)
)= (h1 y) h1σ(h2) = yσ(h1) h1σ(h2)
for all h1,h2 ∈ H . Observe now that (a◦, g) ∈ F(H,σ ) if and only if (a◦, g) ∈ F y . Thus F y = F(H,σ ) ,
whence Y ∼= (G/H)σ as left F -sets. This completes the proof. 
Let (H, σ ) ∈ S(G, A). Given g ∈ G and a ∈ A, we deﬁne a mapping gσ from g H to A by gσ(x) =
gσ(g−1xg) for all x ∈ g H , and deﬁne a mapping σ a from H to A by σ a(h) = a−1σ(h) ha for all h ∈ H .
Here g H = gHg−1.
Lemma 2.2. Let (H, σ ) ∈ S(G, A), and let (a◦, g) ∈ F . Then (gσ)a ∈ Z1( g H, A) and F( g H,(gσ)a) =
(a◦, g)F(H,σ )(a◦, g)−1 .
Proof. The proof is straightforward. 
If (a◦, g), (b◦, r) ∈ F and if (H, σ ) ∈ S(G, A), then by Lemma 2.2,
F( gr H,(grσ )gba) =
(
a◦, g
)(
b◦, r
)
F(H,σ )
(
b◦, r
)−1(
a◦, g
)−1 = F( g( r H),(g((rσ )b))a).
Thus S(G, A) is a left F -set with the action given by(
a◦, g
)
(H,σ ) = ( g H, (gσ)a)
for all (a◦, g) ∈ F and (H, σ ) ∈ S(G, A). Given g ∈ G and a ∈ A, we have( g H, g(σ a))= (◦A, g)(a◦, G)(H,σ ) = ( ga◦, g)(H,σ ) = ( g H, (gσ)ga)
for all (H, σ ) ∈ S(G, A).
Lemma 2.3. Let (H, σ ), (U , τ ) ∈ S(G, A). Then (G/H)σ ∼= (G/U )τ as (G, A)-sets if and only if
(a◦, g)(H, σ ) = (U , τ ) for some (a◦, g) ∈ F .
Proof. For each (a◦, g) ∈ F , it follows from Lemma 2.2 that (a◦, g)(H, σ ) = (U , τ ) if and only if
(a◦, g)F(H,σ )(a◦, g)−1 = F(U ,τ ) . Thus the assertion follows from the fact that F/F(H,σ ) ∼= F/F(U ,τ )
as left F -sets if and only if (a◦, g)F(H,σ )(a◦, g)−1 = F(U ,τ ) for some (a◦, g) ∈ F . This completes the
proof. 
Let S(G, A) be a complete set of representatives of F -orbits in S(G, A).
Proposition 2.4. Let Y be a simple (G, A)-set. Then there exists a unique element (H, σ ) of S(G, A) such that
Y ∼= (G/H)σ as (G, A)-sets.
Proof. The assertion follows from Lemmas 2.1 and 2.3. 
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by (a◦, g)σ = (gσ)a for all (a◦, g) ∈ A◦  NG(H), and denote by H1G(H, A) a complete set of represen-
tatives of A◦  NG(H)-orbits in Z1(H, A). Here NG(H) is the normalizer of H in G , and A◦  NG(H)
is the subgroup of F consisting of all (a◦, g) with a ∈ A and g ∈ NG(H). Obviously, there exists a full
set Cl(G) of nonconjugate subgroups of G such that
S(G, A) = {(H,σ ) ∣∣ H ∈ Cl(G) and σ ∈ H1G(H, A)}.
Suppose that F(G, A) is the free abelian group on the isomorphism classes of (G, A)-sets. For each
(G, A)-set Y , let Y be the isomorphism class of (G, A)-sets represented by Y . Let F(G, A)0 denote
the subgroup of F(G, A) generated by all expressions Y ∪˙ Y ′ − Y − Y ′ with Y and Y ′ are (G, A)-sets.
Deﬁne multiplication on the generators of F(G, A) by
Y × Y ′ = Y × Y ′,
and extend it to F(G, A) by linearly. Then F(G, A) is a commutative ring, and moreover, F(G, A)0 is
an ideal of F(G, A). We now deﬁne Ω(G, A) to be the quotient F(G, A)/F(G, A)0. In a word, Ω(G, A)
is the Grothendieck ring of the category of (G, A)-sets. This multiplication is different from the one
introduced by Dress, and the ring Ω(G, A) has no identity element. For each (G, A)-set Y , we denote
by [Y ] the coset Y + F(G, A)0 of F(G, A)0 in F(G, A) represented by Y .
Lemma 2.6. Let Y and Y ′ be (G, A)-sets. Then [Y ] = [Y ′] if and only if Y = Y ′ .
Proof. The proof is analogous to that of [10, (80.4) Lemma]. 
The next proposition follows from Proposition 2.4 and Lemma 2.6.
Proposition 2.7. The elements [(G/H)σ ], (H, σ ) ∈ S(G, A), form a free Z-basis of the Z-lattice Ω(G, A).
We denote by X an F -invariant subset of S(G, A) and set X = X∩ S(G, A). Following Yoshida [27],
we deﬁne Ω(G, A,X) to be the subgroup of Ω(G, A) generated by all [(G/H)σ ] with (H, σ ) ∈ X.
3. A Burnside homomorphism
Let (H, σ ) ∈ S(G, A). For a (G, A)-set Y , let inv(H,σ )(Y ) denote the set of F(H,σ )-invariant elements
of Y , i.e.,
inv(H,σ )(Y ) =
{
y ∈ Y ∣∣ hy = yσ(h) for all h ∈ H}.
We deﬁne a group homomorphism ϕ(H,σ ) from F(G, A) to Z by
ϕ(H,σ )(Y ) =
∣∣inv(H,σ )(Y )∣∣
for all (G, A)-sets Y . Then for any (G, A)-sets Y and Y ′ ,
ϕ(H,σ )
(
Y ∪˙ Y ′)= ϕ(H,σ )(Y ) + ϕ(H,σ )(Y ′)
and
ϕ(H,σ )
(
Y × Y ′)= ϕ(H,σ )(Y )ϕ(H,σ )(Y ′).
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momorphism from Ω(G, A) to Z such that
ϕ(H,σ )
([Y ])= ∣∣inv(H,σ )(Y )∣∣
for all (G, A)-sets Y .
Lemma 3.1. Let (H, σ ) ∈ S(G, A), and suppose that (U , τ ) = (a◦, g)(H, σ )where (a◦, g) ∈ F . Then ϕ(H,σ ) =
ϕ(U ,τ ) .
Proof. The assertion is an immediate consequence of Lemma 2.2. 
We write τ =A σ and (H, τ ) =A (H, σ ) if (H, σ ) ∈ S(G, A) and if there exists some a ∈ A such
that τ = σ a .
Lemma 3.2. Let (H, σ ) ∈ S(G, A). Then hσ =A σ for any h ∈ H.
Proof. Given x ∈ H , we have
(hσ)(x) = hσ (h−1xh)= hσ (h−1)σ(x) xσ(h) = σ(h)−1σ(x) xσ(h) = σσ(h)(x).
This completes the proof. 
For each (H, σ ) ∈ S(G, A), set Aσ = {a ∈ A | σ a = σ }. The next lemma plays an important role in
the study of Ω(G, A,X).
Lemma 3.3. Let (H, σ ), (U , τ ) ∈ S(G, A). Then
ϕ(H,σ )
([
(G/U )τ
])= |Aσ ||U | 
{r ∈ G ∣∣ H  rU and σ =A (rτ )|H},
where (rτ )|H is the restriction of rτ into H.
Proof. Since (G/U )τ ∼= F/F(U ,τ ) as left F -sets, it follows that
ϕ(H,σ )
([
(G/U )τ
])= 
{y ∈ (G/U )τ ∣∣ (σ(h)◦−1,h)y = y for all h ∈ H}
= 
{(a◦, r)F(U ,τ ) ∈ F/F(U ,τ ) ∣∣ F(H,σ )  (a◦, r)F(U ,τ )(a◦, r)−1}
= 1|U |

{(
a◦, r
) ∈ F ∣∣ F(H,σ )  (a◦, r)F(U ,τ )(a◦, r)−1}.
Combining this fact with Lemma 2.2, we have
ϕ(H,σ )
([
(G/U )τ
])= 1|U |
{(a◦, r) ∈ F ∣∣ H  rU and σ = (rτ )a|H}
= |Aσ ||U | 

{
r ∈ G ∣∣ H  rU and σ =A (rτ )|H}.
This completes the proof. 
1662 Y. Takegahara / Journal of Algebra 324 (2010) 1656–1686Let (H, σ ) ∈ S(G, A). We deﬁne
NG(H,σ ) =
{
g ∈ G ∣∣ g H = H and gσ =A σ}.
By Lemma 3.2, NG(H, σ ) contains H . We set
W (H,σ ) = NG(H,σ )/H .
Lemma 3.4. For each (H, σ ) ∈ S(G, A), ϕ(H,σ )([(G/H)σ ]) = |Aσ | · |W (H, σ )|.
Proof. The lemma is an immediate consequence of Lemma 3.3. 
The following theorem follows form Lemmas 3.3 and 3.4.
Theorem 3.5. Suppose that [Y ], [Y ′] ∈ Ω(G, A,X). Then [Y ] = [Y ′] if and only if ϕ(H,σ )([Y ]) = ϕ(H,σ )([Y ′])
for all (H, σ ) ∈ X.
Proof. The proof is analogous to that of [10, (80.10) Theorem (Burnside)]. 
Let Ω˜(G, A,X) be the direct product
∏
(H,σ )∈X Z of |X| copies of the ring Z of rational integers,
and call it a ghost ring.
We deﬁne a homomorphism ϕX from Ω(G, A,X) to Ω˜(G, A,X) by
ϕX(x) =
(
ϕ(H,σ )(x)
)
(H,σ )∈X ∈ Ω˜(G, A,X)
for all x ∈ Ω(G, A,X), and call it a Burnside homomorphism. By Theorem 3.5, ϕX is a monomorphism.
View Q ⊗Z Ω˜(G, A,X) as ∏(H,σ )∈X Q. Given (U , τ ) ∈ X, we set
x(U ,τ ) = 1
ϕ(U ,τ )([(G/U )τ ])ϕX
([
(G/U )τ
]) ∈ Q ⊗Z Ω˜(G, A,X).
Lemma 3.6. Let (U , τ ) ∈ X. Then ϕ(U ,τ )([(G/U )τ ]) divides ϕ(H,σ )([(G/U )τ ]) for each (H, σ ) ∈ X.
Proof. We may assume that ϕ(H,σ )([(G/U )τ ]) = 0. By Lemma 3.3, σ =A (rτ )|H for some r ∈ G . Hence
|Aτ | divides |Aσ |. Now set
IH =
{
r ∈ G ∣∣ H  rU and σ =A (rτ )|H}.
Then it follows from Lemmas 3.3 and 3.4 that
ϕ(H,σ )([(G/U )τ ])
ϕ(U ,τ )([(G/U )τ ]) =
|Aσ |
|Aτ | ·
|IH |
|NG(U , τ )| = k ·
|IH |
|NG(U , τ )|
for some positive integer k. Moreover, |NG(U , τ )| divides |IH |, because IH is a union of left cosets
of NG(U , τ ) in G . Thus we conclude that ϕ(U ,τ )([(G/U )τ ]) divides ϕ(H,σ )([(G/U )τ ]). This completes
the proof. 
This lemma implies that x(U ,τ ) ∈ Ω˜(G, A,X) for any (U , τ ) ∈ X. Combining this fact with Lem-
mas 3.3 and 3.4, we obtain the following.
Proposition 3.7. The elements x(U ,τ ) , (U , τ ) ∈ X, form a free Z-basis of the Z-lattice Ω˜(G, A,X).
Proof. The proof is analogous to that of [10, (80.15) Proposition]. 
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∏
(H,σ )∈X Z/|Aσ | · |W (H, σ )|Z of all groups Z/|Aσ | ·
|W (H, σ )|Z with (H, σ ) ∈ X, and call it an obstruction group.
Corollary 3.8.We have Ω˜(G, A,X)/ ImϕX ∼= Obs(G, A,X).
Proof. By Propositions 2.7 and 3.7,
ImϕX =
⊕
(U ,τ )∈X
ϕX
([
(G/U )τ
])
Z
and
Ω˜(G, A,X) =
⊕
(U ,τ )∈X
1
ϕ(U ,τ )([(G/U )τ ])ϕX
([
(G/U )τ
])
Z.
Hence we have
Ω˜(G, A,X)/ ImϕX ∼=
∏
(U ,τ )∈X
Z/ϕ(U ,τ )
([
(G/U )τ
])
Z.
The assertion now follows from Lemma 3.4. This completes the proof. 
4. A fundamental theorem
Let p be a prime, and let Z(p) be the localization of Z at p. Set
Ω(G, A,X)(p) = Z(p) ⊗Z Ω(G, A,X)
and
Ω˜(G, A,X)(p) = Z(p) ⊗Z Ω˜(G, A,X).
We consider the set {[(G/U )τ ] | (U , τ ) ∈ X} as a free Z(p)-basis of Ω(G, A,X)(p) . For each (H, σ ) ∈ X,
let δ(H,σ ) denote the element (δ(H,σ )(U ,τ ))(U ,τ )∈X , where
δ(H,σ )(U ,τ ) =
{
1 if (H,σ ) = (U , τ ),
0 otherwise,
of Ω˜(G, A,X). We identify Ω˜(G, A,X)(p) with
∏
(H,σ )∈X Z(p) , and view the elements δ(H,σ ) ,
(H, σ ) ∈ X, of Ω˜(G, A,X) as the primitive idempotents of Ω˜(G, A,X)(p) .
Let ϕ(p)X be the monomorphism from Ω(G, A,X)(p) to Ω˜(G, A,X)(p) determined by ϕX . By Corol-
lary 3.8, we have
Ω˜(G, A,X)(p)/ Imϕ
(p)
X
∼= Z(p) ⊗Z Obs(G, A,X).
For each natural number x, let xp denote the p-part of x. We now set
Obs(G, A,X)(p) =
∏
(H,σ )∈X
Z(p)/|Aσ |p ·
∣∣W (H,σ )∣∣pZ(p).
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(H,σ )∈X Z/|Aσ |p · |W (H, σ )|pZ.
For each (H, σ ) ∈ S(G, A) and for each g ∈ NG(H, σ ), we set
Zσ
(〈g〉H, A)= {ν ∈ Z1(〈g〉H, A) ∣∣ σ = ν|H},
where 〈g〉 is the cyclic group generated by g . Consider Zσ (〈g〉H, A) to be the right Aσ -set with the
action given by νa(x) = a−1ν(x) xa for all a ∈ Aσ and x ∈ 〈g〉H , and let Zσ (〈g〉H, A) denote a complete
set of representatives of Aσ -orbits in Zσ (〈g〉H, A).
The following lemma is similar to [27, 2.7 Lemma (Cauchy–Frobenius)].
Lemma 4.1. Let (H, σ ) ∈ S(G, A), and let V be a subgroup of W (H, σ ). Then
∑
gH∈V ,
ν∈Zσ (〈g〉H,A)
ϕ(〈g〉H,ν)
([
(G/U )τ
])≡ 0 (mod |Aσ | · |V |)
for any (U , τ ) ∈ S(G, A).
Proof. By using Lemma 3.3, we have
∑
gH∈V ,
ν∈Zσ (〈g〉H,A)
ϕ(〈g〉H,ν)
([
(G/U )τ
])= ∑
gH∈V ,
ν∈Zσ (〈g〉H,A)
|Aν |
|U | 

{
r ∈ G ∣∣ 〈g〉H  rU and ν =A (rτ )|〈g〉H}
= |Aσ ||U |
∑
gH∈V ,
ν∈Zσ (〈g〉H,A)


{
r ∈ G ∣∣ 〈g〉H  rU and ν =A (rτ )|〈g〉H}.
Suppose now that 〈g〉H  rU with g ∈ NG(H, σ ) and r ∈ G . Then ν =A (rτ )|〈g〉H for some ν ∈
Zσ (〈g〉H, A) if and only if σ =A (rτ )|H . Moreover, if σ =A (rτ )|H , then there exists a unique element
ν of Zσ (〈g〉H, A) such that ν =A (rτ )|〈g〉H . Thus
∑
gH∈V ,
ν∈Zσ (〈g〉H,A)
ϕ(〈g〉H,ν)
([
(G/U )τ
])= |Aσ ||U | ∑
gH∈V
m〈g〉H ,
where
m〈g〉H = 

{
r ∈ G ∣∣ 〈g〉H  rU and σ =A (rτ )|H}.
Now set
IH =
{
rU ∈ G/U ∣∣ H  rU and σ =A (r′τ )∣∣H for any r′ ∈ rU},
and set
I gH =
{
rU ∈ IH
∣∣ 〈g〉H  rU}
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gH∈V ,
ν∈Zσ (〈g〉H,A)
ϕ(〈g〉H,ν)
([
(G/U )τ
])= |Aσ | ∑
gH∈V
|I gH |. (I)
View IH as the left V -set with the action given by
gHrU = grU
for all gH ∈ V and rU ∈ IH . Then
I gH = {rU ∈ IH | gHrU = rU }
for each gH ∈ V . Hence it follows from [27, 2.7 Lemma (Cauchy–Frobenius)] that∑
gH∈V
|I gH | = |V | · |V \ IH |,
where V \ IH is the set of V -orbits in IH (see also [15]). Thus (I) yields
∑
gH∈V ,
ν∈Zσ (〈g〉H,A)
ϕ(〈g〉H,ν)
([
(G/U )τ
])= |Aσ | · |V | · |V \ IH | ≡ 0 (mod |Aσ | · |V |),
completing the proof. 
A partially order  of S(G, A) is deﬁned by
(H,σ ) (U , τ ) :⇐⇒ H  U and σ = τ |H .
We denote by Λ∞ the set consisting of all primes and the symbol ∞. Let Λ be a subset of Λ∞ .
When X = S(G, A), we assume that Λ = Λ∞ .
Let (H, σ ) ∈ S(G, A). For each prime p, we ﬁx a Sylow p-subgroup W (H, σ )p of W (H, σ ). Set
W (H, σ )∞ = W (H, σ ).
We now consider a condition about G , X, and Λ.
Conjecture ((CGX)Λ). Let p ∈ Λ, and let (U , τ ) ∈ X. Suppose that gU ∈ W (U , τ )p . If ν ∈ Zτ (〈g〉U , A), then
the subset {(H, σ ) ∈ X | (〈g〉U , ν) (H, σ )} of X contains a unique minimal element, denoted by (〈g〉U , ν),
with respect to .
Obviously, Condition (CGS(G,A))Λ∞ holds for G . Following [27], we suppose from now on that Con-
dition (CGX)Λ holds for G , X, and Λ.
Lemma 4.2. Let p ∈ Λ, and let (H, σ ) ∈ X. Suppose that gH ∈ W (H, σ )p . Then for each ν ∈ Zσ (〈g〉H, A)
and for each (U , τ ) ∈ X,
ϕ(〈g〉H,ν)
([
(G/U )τ
])= ϕ(〈g〉H,ν)([(G/U )τ ]).
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ϕ(〈g〉H,ν)
([
(G/U )τ
])= 1|U |
{(a◦, r) ∈ F ∣∣ (〈g〉H, ν) ( rU , (rτ )a)}
= 1|U |

{(
a◦, r
) ∈ F ∣∣ (〈g〉H, ν) ( rU , (rτ )a)}
= ϕ(〈g〉H,ν)
([
(G/U )τ
])
,
completing the proof. 
Given a Z-lattice R and a natural number x, we set R(∞) = R and x∞ = x. Let p ∈ Λ. For each
(U , τ ) ∈ X, let Pr(p)(U ,τ ) be the projection from Obs(G, A,X)(p) to Z(p)/|Aτ |p · |W (U , τ )|pZ(p) , i.e.,
Pr(p)(U ,τ )
(
(z(H,σ ))(H,σ )∈X
)= z(U ,τ )
for all (z(H,σ ))(H,σ )∈X ∈ Obs(G, A,X)(p) . If (y(H,σ ))(H,σ )∈X ∈ Ω˜(G, A,X)(p) and if (U , τ ) =A ( g H, gσ)
with (H, σ ) ∈ X and g ∈ G , then we set y(U ,τ ) = y(H,σ ) . For each  ∈ N and for each x ∈ Z(p) , the
symbol x mod  denotes the coset x + Z(p) of Z(p) by Z(p) containing x. We now deﬁne a homo-
morphism ψ(p)X from Ω˜(G, A,X)(p) to Obs(G, A,X)(p) by
Pr(p)(U ,τ )
(
ψ
(p)
X
(
(y(H,σ ))(H,σ )∈X
))= ∑
gU∈W (U ,τ )p,
ν∈Zτ (〈g〉U ,A)
y(〈g〉U ,ν) mod |Aτ |p ·
∣∣W (U , τ )∣∣p
for all (y(H,σ ))(H,σ )∈X ∈ Ω˜(G, A,X)(p) and (U , τ ) ∈ X, and call it a Cauchy–Frobenius homomorphism.
If r ∈ NG(U , τ ), then∑
gU∈W (U ,τ )p,
ν∈Zτ (〈g〉U ,A)
y(〈g〉U ,ν) =
∑
gU∈W (U ,τ )p,
ν∈Zτ (〈g〉U ,A)
y( r〈g〉U ,rν) =
∑
gU∈ rU W (U ,τ )p,
ν∈Zτ (〈g〉U ,A)
y(〈g〉U ,ν).
Thus ψ(p)X is independent of the choice of a Sylow p-subgroup W (U , τ )p of W (U , τ ).
A partially order (G,A) of S(G, A) is deﬁned by
(H,σ )(G,A) (U , τ ) :⇐⇒ H  gU and σ =A (gτ )|H for some g ∈ G.
Lemma 4.3. For each p ∈ Λ, ψ(p)X is an epimorphism.
Proof. Set δ(H,σ ) = (δ(H,σ )(U ,τ ) mod |Aτ |p · |W (U , τ )|p)(U ,τ )∈X ∈ Obs(G, A,X)(p) for each (H, σ ) ∈ X.
Obviously, the elements δ(H,σ ) , (H, σ ) ∈ X, form a Z(p)-generating set of Obs(G, A,X)(p) . Now set
S0 =
{
(H,σ ) ∈ X ∣∣ δ(H,σ ) /∈ Imψ(p)X },
and suppose that S0 = ∅. Let (H, σ ) be a minimal element of S0 with respect to (G,A) . Then no
element (U , τ ) of S0 − {(H, σ )} satisﬁes (U , τ )(G,A) (H, σ ), and thereby,
Pr(p)(U ,τ )
(
ψ
(p)
X (δ(H,σ ))
)= {1 mod |Aτ |p · |W (U , τ )|p if (U , τ ) = (H,σ ),
0 mod |A | · |W (U , τ )| if (U , τ ) ∈ S − {(H,σ )}.τ p p 0
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S0 = ∅ and Imψ(p)X = Obs(G, A,X)(p) , completing the proof. 
We write ϕ(∞)X = ϕX . The next lemma follows from Lemmas 3.1, 4.1, and 4.2.
Lemma 4.4. For each p ∈ Λ, Imϕ(p)X ⊆ kerψ(p)X .
We are now in position to state the following fundamental theorem, which is a generalization of
[27, 2.9 Proposition (Fundamental Theorem for Burnside Rings)] (see also [11, Proposition 1.3.5] and
[26, Lemma 2.1]).
Theorem 4.5. For each p ∈ Λ, the sequence
0−→ Ω(G, A,X)(p)
ϕ
(p)
X−→ Ω˜(G, A,X)(p)
ψ
(p)
X−→ Obs(G, A,X)(p) −→ 0
of abelian groups is exact.
Proof. By Theorem 3.5, ϕ(p)X is a monomorphism. Moreover, using Corollary 3.8 and Lemma 4.4, we
have Imϕ(p)X = kerψ(p)X . The assertion follows from these facts and Lemma 4.3. We have thus proved
the theorem. 
Corollary 4.6. For each p ∈ Λ, there exists a unique ring structure of Ω(G, A,X)(p) such that ϕ(p)X is a ring
homomorphism.
Proof. The proof is analogous to that of [27, 3.11 Theorem, (a)]. By Theorem 4.5, it suﬃces to verify
that
ϕ
(p)
X
([
(G/H)σ
])
ϕ
(p)
X
([(
G/H ′
)
σ ′
]) ∈ Imϕ(p)X (II)
for all (H, σ ), (H ′, σ ′) ∈ X. Let (U , τ ) ∈ X. Then by Lemmas 3.1 and 4.2,
Pr(p)(U ,τ )
(
ψ
(p)
X
(
ϕ
(p)
X
([
(G/H)σ
])
ϕ
(p)
X
([(
G/H ′
)
σ ′
])))
=
∑
gU∈W (U ,τ )p
ν∈Zτ (〈g〉U ,A)
ϕ(〈g〉U ,ν)
([
(G/H)σ
])
ϕ(〈g〉U ,ν)
([(
G/H ′
)
σ ′
])
mod |Aτ |p ·
∣∣W (U , τ )∣∣p
=
∑
gU∈W (U ,τ )p
ν∈Zτ (〈g〉U ,A)
ϕ(〈g〉U ,ν)
([
(G/H)σ ×
(
G/H ′
)
σ ′
])
mod |Aτ |p ·
∣∣W (U , τ )∣∣p .
Combining this formula with Proposition 2.7 and Lemma 4.1, we have
Pr(p)(U ,τ )
(
ψ
(p)
X
(
ϕ
(p)
X
([
(G/H)σ
])
ϕ
(p)
X
([(
G/H ′
)
σ ′
])))= 0 mod |Aτ |p · ∣∣W (U , τ )∣∣p .
Hence (II) follows from Theorem 4.5. This completes the proof. 
From now on, for each p ∈ Λ, we suppose Ω(G, A,X)(p) to have the ring structure such that ϕ(p)X
is a ring homomorphism.
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Consider X to be the right A-set with the action given by
(H,σ )a = (H,σ a)
for all (H, σ ) ∈ X and a ∈ A, and choose a complete set X˜ of representatives of A-orbits in X so that
X˜ ⊇ X. We view X˜ as the left G-set with the action given by
g(H,σ ) = (U , τ ) ∈ X˜ with (U , τ ) =A ( g H, gσ)
for all g ∈ G and (H, σ ) ∈ X˜. Here g′(g(H, σ )) = g′g(H, σ ) for all g, g′ ∈ G , because
( g′g H, g′((gσ)a))= ( g′g H, (g′gσ )g′a)
for any a ∈ A. In this context, X is a complete set of representatives of G-orbits in X˜. Moreover, if
(H, σ ) ∈ X˜, then NG(H, σ ) is the stabilizer of (H, σ ).
We deﬁne a partially order A of X˜ by
(H,σ )A (U , τ ) :⇐⇒ H  U and σ =A τ |H .
If (H, σ ) A (U , τ ), where (H, σ ), (U , τ ) ∈ X˜, then g(H, σ ) A g(U , τ ) for any g ∈ G , because
(H, σ ) (U , τ a) for some a ∈ A and
g(H,σ ) =A
( g H, gσ ) ( gU , g(τ a))= ( gU , (gτ )ga)=A g(U , τ ).
Deﬁne functions ζ and δ from the Cartesian product X˜ × X˜ to Z by
ζ
(
(H,σ ), (U , τ )
)= {1 if (H,σ )A (U , τ ),
0 otherwise,
and
δ
(
(H,σ ), (U , τ )
)= {1 if (H,σ ) = (U , τ ),
0 otherwise
for all (H, σ ), (U , τ ) ∈ X˜. The Möbius function on the poset (X˜,A) is a function μX˜ from X˜ × X˜ to
Z deﬁned by ∑
(U ,τ )∈X˜
ζ
((
H ′,σ ′
)
, (U , τ )
)
μX˜
(
(U , τ ), (H,σ )
)= δ((H ′,σ ′), (H,σ ))
for all (H, σ ), (H ′, σ ′) ∈ X˜ (see [1]).
Set Ω(G, A,X)(0) = Q ⊗Z Ω(G, A,X) and Ω˜(G, A,X)(0) = Q ⊗Z Ω˜(G, A,X). View the set
{[(G/U )τ ] | (U , τ ) ∈ X} as a Q-basis of Ω(G, A,X)(0) . For each (H, σ ) ∈ X, we deﬁne an element
e(H,σ ) of Ω(G, A,X)(0) by
e(H,σ ) = 1|Aσ | · |NG(H,σ )|
∑
(U ,τ )∈X˜
|U |μX˜
(
(U , τ ), (H,σ )
)[
(G/U )τ
]
.
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Proposition 2.7, ϕ(0)X is an isomorphism. We suppose Ω(G, A,X)(0) to have the ring structure such
that ϕ(0)X is a ring isomorphism, and view the elements δ(H,σ ) , (H, σ ) ∈ X, of Ω˜(G, A,X) as the prim-
itive idempotents of Ω˜(G, A,X)(0) .
The following theorem is a generalization of [27, 4.2 Theorem].
Theorem 5.1. For any (H, σ ) ∈ X, ϕ(0)X (e(H,σ )) = δ(H,σ ) . The elements e(H,σ ) , (H, σ ) ∈ X, are the primitive
idempotents of Ω(G, A,X)(0) .
Proof. Let (H ′, σ ′) ∈ X. By using Lemma 3.3, we have
ϕ(H ′,σ ′)
([
(G/U )τ
])= |Aσ ′ ||U | 
{r ∈ G ∣∣ (H ′,σ ′)A ( rU , rτ )}
= |Aσ ′ ||U |
∑
r∈G
ζ
((
H ′,σ ′
)
, r(U , τ )
)
= |Aσ ′ ||U |
∑
r∈G
ζ
(
r
(
H ′,σ ′
)
, (U , τ )
)
for each (U , τ ) ∈ X˜. Hence
ϕ(H ′,σ ′)
(|Aσ | · ∣∣NG(H,σ )∣∣e(H,σ ))= ∑
(U ,τ )∈X˜
|U |μX˜
(
(U , τ ), (H,σ )
)
ϕ(H ′,σ ′)
([
(G/U )τ
])
= |Aσ ′ |
∑
(U ,τ )∈X˜
∑
r∈G
ζ
(
r
(
H ′,σ ′
)
, (U , τ )
)
μX˜
(
(U , τ ), (H,σ )
)
= |Aσ ′ |
∑
r∈G
δ
(
r
(
H ′,σ ′
)
, (H,σ )
)
=
{ |Aσ | · ∣∣NG(H,σ )∣∣ if (H ′,σ ′)= (H,σ ),
0 otherwise.
This completes the proof. 
Remark 5.2. Let μ denote the Möbius function of the poset (S(G),). Suppose that X = S(G, A), and
let (H, σ ) ∈ X. Then
μX˜
(
(U , τ ), (H,σ )
)= {μ(U , H) if (U , τ )A (H,σ ),
0 otherwise
for all (U , τ ) ∈ X˜, and thereby,
e(H,σ ) = 1|Aσ | · |NG(H,σ )|
∑
U∈S(H)
|U |μ(U , H)[(G/U )σ |U ].
When A = {A}, this idempotent formula has been given by Gluck [17], and later independently by
Yoshida [25].
1670 Y. Takegahara / Journal of Algebra 324 (2010) 1656–1686We write Ω(G, A)(0) = Q ⊗Z Ω(G, A). Given (H, σ ) ∈ S(G, A), we deﬁne ϕ(0)(H,σ ) to be the ring
homomorphism from Ω(G, A)(0) to Q determined by ϕ(H,σ ) .
Corollary 5.3 (Standard expansion). For each x ∈ Ω(G, A,X)(0) ,
x =
∑
(U ,τ )∈X
1
|W (U , τ )|
( ∑
(H,σ )∈X˜
μX˜
(
(U , τ ), (H,σ )
)ϕ(0)(H,σ )(x)
|Aσ |
)[
(G/U )τ
]
.
Proof. The proof is analogous to that of [27, 4.3 Corollary (Standard expansion)]. By Theorem 5.1, we
have
x =
∑
(H,σ )∈X
ϕ
(0)
(H,σ )(x)e(H,σ ) =
∑
(H,σ )∈X
ϕ
(0)
(H,σ )(x)
|Aσ | · |NG(H,σ )|
∑
(U ,τ )∈X˜
|U |μX˜
(
(U , τ ), (H,σ )
)[
(G/U )τ
]
.
If (H, σ ) ∈ X˜ and if (U , τ ) = g(H, σ ) with g ∈ G , then ϕ(0)(H,σ )(x) = ϕ(0)(U ,τ )(x), |Aσ | = |Aτ |, and
|W (H, σ )| = |W (U , τ )|. Thus
x = 1|G|
∑
(H,σ )∈X˜
ϕ
(0)
(H,σ )(x)
|Aσ |
∑
(U ,τ )∈X˜
|U |μX˜
(
(U , τ ), (H,σ )
)[
(G/U )τ
]
= 1|G|
∑
(U ,τ )∈X˜
|U |
( ∑
(H,σ )∈X˜
μX˜
(
(U , τ ), (H,σ )
)ϕ(0)(H,σ )(x)
|Aσ |
)[
(G/U )τ
]
=
∑
(U ,τ )∈X
1
|W (U , τ )|
( ∑
(H,σ )∈X˜
μX˜
(
(U , τ ), (H,σ )
)ϕ(0)(H,σ )(x)
|Aσ |
)[
(G/U )τ
]
,
completing the proof. 
Let σ ∈ Z1(G, A). We deﬁne an element xσ of Ω(G, A,X)(0) by
ϕ
(0)
(U ,τ )(xσ ) =
{ |Aτ | if τ =A σ |U ,
0 otherwise
for any (U , τ ) ∈ X. If X = S(G, A), then by Lemmas 3.2 and 3.3,
xσ =
[
(G/G)σ
] ∈ Ω(G, A).
Recall that F acts on X. Given (H, σ ) ∈ X, we denote by o(H, σ ) the F -orbit containing (H, σ ).
For each p ∈ Λ, let ∼p be the equivalence relation on the set of F -orbits in X generated by
o
(〈g〉H, ν)∼p o(H,σ )
for (H, σ ) ∈ X, gH ∈ W (H, σ )p , and ν ∈ Zσ (〈g〉H, A). We deﬁne the equivalence relation ∼p , where
p ∈ Λ, on X by
(H,σ ) ∼p (U , τ ) :⇐⇒ o(H,σ ) ∼p o(U , τ ),
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(H,σ ) ∼0 (U , τ ) :⇐⇒ o(H,σ ) = o(U , τ ).
For each p ∈ Λ ∪ {0} and for each (H, σ ) ∈ X, set
ep(H,σ ) =
∑
(H,σ )∼p(U ,τ )∈X
e(U ,τ ),
where the sum is taken over all (U , τ ) ∈ X with (H, σ ) ∼p (U , τ ).
Set |G|0 = 1. The next theorem is concerned with [27, 4.12 Theorem].
Theorem 5.4. Let p ∈ Λ ∪ {0}, and let (H, σ ′) ∈ X. Suppose that σ ∈ Z1(G, A). Then
xσ e
p
(H,σ ′) =
∑
(U ,τ )∈X
1
|W (U , τ )|
( ∑
(U ′,τ ′)∈X˜p,σ
(H,σ ′)
μX˜
(
(U , τ ),
(
U ′, τ ′
)))[
(G/U )τ
]
,
where
X˜
p,σ
(H,σ ′) =
{(
U ′, τ ′
) ∈ X˜ ∣∣ (U ′, τ ′)∼p (H,σ ′) and τ ′ =A σ |U ′}.
Moreover,
|G|
|G|p xσ e
p
(H,σ ′) ∈ Ω(G, A,X).
Proof. Since ϕ(0)X (xσ e
p
(H,σ ′)) = ϕ(0)X (xσ )ϕ(0)X (ep(H,σ ′)), it follows from Theorem 5.1 that for any
(U , τ ) ∈ X,
ϕ
(0)
(U ,τ )
(
xσ e
p
(H,σ ′)
)= { |Aτ | if (H,σ ′) ∼p (U , τ ) and τ =A σ |U ,
0 if (H,σ ′) p (U , τ ) or τ =A σ |U .
If (U , τ ) ∈ X and if (U ′, τ ′) = (a◦, g)(U , τ ) with (a◦, g) ∈ F , then |Aτ | = |Aτ ′ | and (U , τ ) ∼p (U ′, τ ′).
Hence Lemmas 3.1 and 3.2 yield
ϕ
(0)
(U ′,τ ′)
(
xσ e
p
(H,σ ′)
)= { |Aτ ′ | if (H,σ ′) ∼p (U ′, τ ′) and τ ′ =A σ |U ′ ,
0 if (H,σ ′) p (U ′, τ ′) or τ ′ =A σ |U ′
for all (U ′, τ ′) ∈ X. The ﬁrst statement follows from this fact and Corollary 5.3. Let p ∈ Λ, and let
(U , τ ) ∈ X. To prove the second statement, we claim that∑
gU∈W (U ,τ )p,
ν∈Zτ (〈g〉U ,A)
x(〈g〉U ,ν) ≡ 0
(
mod |Aτ |p ·
∣∣W (U , τ )∣∣p),
where x(〈g〉U ,ν) = ϕ(0)(〈g〉U ,ν)(xσ e
p
(H,σ ′)). Let gU ∈ W (U , τ )p . Then
x(〈g〉U ,ν) =
{ |Aν | if (H,σ ′) ∼p (〈g〉U , ν) and ν =A σ |〈g〉U ,
0 if (H,σ ′) p (〈g〉U , ν) or ν =A σ |〈g〉U
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Then for any ν ∈ Zτ (〈g〉U , A), ν =A σ |〈g〉U if and only if ν =A ν0. Let {a1,a2, . . . ,ak}, k = |Aτ |/|Aν0 |,
be a complete set of representatives of right cosets of Aν0 in Aτ . Then {ν ∈ Zτ (〈g〉U , A) | ν =A ν0} ={νa10 , νa20 , . . . , νak0 }. We also have |Aνa10 | = · · · = |Aνak0 | = |Aν0 |. Thus
∑
ν∈Zτ (〈g〉U ,A)
x(〈g〉U ,ν) =
k∑
i=1
|A
ν
ai
0
| = |Aτ |.
Observe that this number is independent of the choice of gU . Then∑
gU∈W (U ,τ )p,
ν∈Zτ (〈g〉U ,A)
x(〈g〉U ,ν) = |Aτ | ·
∣∣W (U , τ )∣∣p ≡ 0 (mod |Aτ |p · ∣∣W (U , τ )∣∣p),
as claimed. Combining this fact with Theorem 4.5, we have
xσ e
p
(H,σ ′) ∈ Ω(G, A,X)(p).
The second statement now follows from the ﬁrst one. This completes the proof. 
Corollary 5.5. Keep the notation of Theorem 5.4. If p ∈ Λ, then for any (U , τ ) ∈ X,∑
(U ′,τ ′)∈X˜p,σ
(H,σ ′)
μX˜
(
(U , τ ),
(
U ′, τ ′
))≡ 0 (mod ∣∣W (U , τ )∣∣p).
6. Restriction, induction, and conjugation
Let H ∈ S(G). Then A is viewed as an H-group via the restriction of operators from G to H . Let
p ∈ Λ. We set
XH =
{
(U , τ ) ∈ X ∣∣ U  H}
and deﬁne a ring homomorphism r˜esGH from Ω˜(G, A,X)(p) to Ω˜(H, A,XH )(p) by
r˜esGH
(
(y(U ,τ ))(U ,τ )∈X
)= (y(U ′,τ ′))(U ′,τ ′)∈XH .
The following proposition is a generalization of [27, 6.3 Proposition].
Proposition 6.1. Let H ∈ S(G), and suppose that Condition (CHXH )Λ holds. Let p ∈ Λ, and suppose
Ω(H, A,XH )(p) to have the ring structure such that ϕ
(p)
XH
is a ring homomorphism. Then r˜esGH determines
a unique ring homomorphism resGH from Ω(G, A,X)(p) to Ω(H, A,XH )(p) such that the diagram
Ω(G, A,X)(p)
resGH
ϕ
(p)
X
Ω˜(G, A,X)(p)
r˜esGH
Ω(H, A,XH )(p)
ϕ
(p)
XH
Ω˜(H, A,XH )(p)
(III)
is commutative.
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gU∈WH (U ,τ )p,
ν∈Zτ (〈g〉U ,A)
ϕ(〈g〉U ,ν)
([(
G/H ′
)
σ
])≡ 0 (mod |A|p · ∣∣WH (U , τ )∣∣p),
where WH (U , τ )p is a Sylow p-subgroup of NH (U , τ )/U . Combining this fact with Lemmas 3.1 and
4.2, we have Im(r˜esGH ◦ϕ(p)X ) kerψ(p)XH . The statement is now a consequence of Theorem 4.5. We have
thus proved the proposition. 
We write Ω(G, A)(p) = Z(p) ⊗Z Ω(G, A). For each (G, A)-set Y , the restriction resGHY of the left
G-set Y is an (H, A)-set. We deﬁne the restriction resGH from Ω(G, A)(p) to Ω(H, A)(p) by
resGH
( ∑
(U ,τ )∈S(G,A)
(U ,τ )
[
(G/U )τ
])= ∑
(U ,τ )∈S(G,A)
(U ,τ )
[
resGH (G/U )τ
]
,
where (U ,τ ) ∈ Z(p) . This map is a ring homomorphism. Since
ϕ(H ′,σ )
([
(G/U )τ
])= ϕ(H ′,σ )([resGH (G/U )τ ])
for all (U , τ ) ∈ S(G, A) and (H ′, σ ) ∈ S(G, A)H , it follows form Lemma 3.1 that the diagram (III) with
X = S(G, A) is commutative.
The induction map indGH from Ω(H, A,XH )(p) to Ω(G, A,X)(p) is deﬁned by
indGH
( ∑
(U ,τ )∈XH
(U ,τ )
[
(H/U )τ
])= ∑
(U ,τ )∈XH
(U ,τ )
[
(G/U )τ
]
,
where (U ,τ ) ∈ Z(p) .
Remark 6.2. Let H ∈ S(G), and let S be an (H, A)-set. We consider the Cartesian product G × S to be
the left H-set with the action given by
h(x, s) = (xh−1,hs)
for all h ∈ H and (x, s) ∈ G × S , and denote by G ×H S the set of H-orbits in G × S . For each (x, s) ∈
G × S , (x, s) denotes the H-orbit containing (x, s). We view G ×H S as the (G, A)-set with the action
given by
g
(
(x, s)a
)= (gx, s x−1a)
for all g ∈ G , (x, s) ∈ G × S , and a ∈ A. Here it is obvious that this action is well deﬁned. This (G, A)-
set G ×H S is called the induced (G, A)-set from S and denoted by indGH S (see also [10, §80]). For any
(U , τ ) ∈ S(H, A), we have
indGH (H/U )τ ∼= (G/U )τ
as (G, A)-sets.
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ϕ(H ′,σ )
(
indGH
([
(H/U )τ
]))= 1|H| ∑
g∈G, g H ′H
ϕ( g H ′,gσ )
([
(H/U )τ
])
,
where the sum is taken over all elements g of G such that g H ′  H.
Proof. The proof is analogous to that of [27, 6.11 Lemma]. By Lemma 3.3, we have
ϕ(H ′,σ )
(
indGH
([
(H/U )τ
]))= |Aσ ||U | 
{r ∈ G ∣∣ H ′  rU and σ =A (rτ )|H ′}
= |Aσ ||U |
∑
gH∈G/H


{
r ∈ H ∣∣ H ′  grU and σ =A (grτ )|H ′}
= |Aσ ||H| · |U |
∑
g∈G


{
r ∈ H ∣∣ H ′  grU and σ =A (grτ )|H ′}
= 1|H|
∑
g∈G
|Agσ |
|U | · 

{
r ∈ H ∣∣ g H ′  rU and gσ =A (rτ )|g H ′}
= 1|H|
∑
g∈G, g H ′H
ϕ( g H ′,gσ )
([
(H/U )τ
])
,
completing the proof. 
The conjugation maps congH , g ∈ G , from Ω(H, A,XH )(p) to Ω( g H, A,Xg H )(p) are deﬁned by
congH
( ∑
(U ,τ )∈XH
(U ,τ )
[
(H/U )τ
])= ∑
(U ,τ )∈XH
(U ,τ )
[( g H/gU)gτ ],
where (U ,τ ) ∈ Z(p) .
Remark 6.4. Let H ∈ S(G), and let S be an (H, A)-set. Given g ∈ G , we make the set g S of all symbols
gs with s ∈ S into the ( g H, A)-set by deﬁning(
ghg−1(gs)
)
a = g((hs) g−1a)
for all h ∈ H , s ∈ S , and a ∈ A. Here the action of A◦  g H on g S is given by(
◦A, g
)(
a◦,h
)(
◦A, g
)−1
(gs) = g((a◦,h)s)
for all (a◦,h) ∈ A◦  H and s ∈ S . For any (U , τ ) ∈ S(H, A), we have
g(H/U )τ ∼=
( g H/gU)gτ
as ( g H, A)-sets.
We now generalize [27, 6.12 Lemma (Mackey decomposition)].
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(C
gU∩H
Xg U∩H )Λ , g ∈ G, hold. If x ∈ Ω(U , A,XU )(p) , then
resGH ◦ indGU (x) =
∑
HgU∈H\G/U
indHgU∩H ◦ res
gU
gU∩H ◦ congU (x),
where the sum is taken over all (H,U )-double cosets HgU , g ∈ G, of G. Moreover, if (U , τ ) ∈ X and if X is
closed under intersection, then
resGH
([
(G/U )τ
])= ∑
HgU∈H\G/U
[
(H/gU ∩ H)(gτ )|gU∩H
]
.
Proof. Let (H ′, σ ) ∈ XH . Then ϕ(H ′,σ )(resGH ◦ indGU (x)) = ϕ(H ′,σ )(indGU (x)). By Lemmas 3.1, 3.3, and 6.3,
we have
ϕ(H ′,σ )
(
indGU (x)
)= 1|U | ∑
g∈G, g H ′U
ϕ( g H ′,gσ )(x)
=
∑
g∈G/U , g−1 H ′U
ϕ
( g
−1 H ′,g−1σ )(x)
=
∑
g∈G/U , H ′ gU
ϕ(H ′,σ )
(
congU (x)
)
=
∑
HgU∈H\G/U
∑
h gU∩H∈H/gU∩H,
H ′ h( gU∩H)
ϕ(H ′,σ )
(
conhgU (x)
)
=
∑
HgU∈H\G/U
1
| gU ∩ H|
∑
h∈H,
H ′ h( gU∩H)
ϕ
( h
−1 H ′,h−1σ )
(
congU (x)
)
=
∑
HgU∈H\G/U
ϕ(H ′,σ )
(
indHgU∩H ◦ res
gU
gU∩H ◦ congU (x)
)
.
Hence the ﬁrst assertion is a consequence of Theorem 4.5. The second assertion is an immediate
consequence of the ﬁrst one. This completes the proof. 
The next lemma is a generalization of [27, 6.13 Lemma (Frobenius reciprocity)].
Lemma 6.6. Keep the hypotheses and notation of Proposition 6.1. Then
indGH (x) · y = indGH
(
x · resGH (y)
)
for all x ∈ Ω(H, A,XH )(p) and y ∈ Ω(G, A,X)(p) .
Proof. Let (H ′, σ ) ∈ X. Then by Lemmas 3.1 and 6.3,
ϕ(H ′,σ )
(
indGH (x) · y
)= 1|H| ∑
g∈G, g H ′H
ϕ( g H ′,gσ )(x)ϕ(H ′,σ )(y)
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∑
g∈G, g H ′H
ϕ( g H ′,gσ )
(
x · resGH (y)
)
= ϕ(H ′,σ )
(
indGH
(
x · resGH (y)
))
.
Hence the statement follows from Theorem 4.5. This completes the proof. 
7. Induction theorems
We denote by Y a subset of S(G) closed under conjugation, and deﬁne
Ω(G, A,X)Y = {x ∈ Ω(G, A,X) ∣∣ ϕ(U ,τ )(x) = 0 for all (U , τ ) ∈ X with U ∈ Y}.
If Y is closed under subgroups, then
Ω(G, A)Y = {x ∈ Ω(G, A) ∣∣ resGH (x) = 0 for all H ∈ Y}.
Lemma 7.1. Let p ∈ Λ ∪ {0}, and let (H, σ ) ∈ X. If xep(H,σ ) ∈ Ω(G, A,X) with x ∈ Ω(G, A,X)(0) , then either
xep(H,σ ) ∈ Ω(G, A,X)Y,
or else
(H,σ ) ∼p (U , τ )
for some (U , τ ) ∈ X with U ∈ Y.
Proof. Suppose that xep
(H,σ ) /∈ Ω(G, A,X)Y . Then
ϕ
(0)
(U ,τ )
(
xep(H,σ )
) = 0
for some (U , τ ) ∈ X with U ∈ Y. Hence the assertion follows from Theorem 5.1. This completes the
proof. 
For each p ∈ Λ ∪ {0}, we set
HpY =
{
(H,σ ) ∈ X ∣∣ (H,σ ) ∼p (U , τ ) for some (U , τ ) ∈ X with U ∈ Y},
and deﬁne
Ω(G, A,X)HpY =
∑
(H,σ )∈HpY
{
indGH (x)
∣∣ x ∈ Ω(H, A,XH )}.
Induction theorems for Burnside rings require the following lemma.
Lemma 7.2. Let p ∈ Λ ∪ {0}, and suppose that σ ∈ Z1(G, A). Then
|G|
|G|p xσ e
p
(H,σ ′) ∈ Ω(G, A,X)HpY ∪ Ω(G, A,X)Y
for any (H, σ ′) ∈ X.
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xep
(H,σ ′) /∈ Ω(G, A,X)Y . Then by Lemma 7.1, we have (H, σ ′) ∈ HpY. This, combined with Theo-
rem 5.4, shows that xep
(H,σ ′) ∈ Ω(G, A,X)HpY . Thus either xep(H,σ ′) ∈ Ω(G, A,X)Y , or else xep(H,σ ′) ∈
Ω(G, A,X)HpY . This completes the proof. 
We now state a generalization of Dress’ induction theorem for Burnside rings (see also [27, 6.21
Theorem]).
Theorem 7.3. Let p ∈ Λ ∪ {0}, and suppose that σ ∈ Z1(G, A). Then
|G|
|G|p xσ ∈ Ω(G, A,X)HpY + Ω(G, A,X)
Y.
Moreover, if ∞ ∈ Λ and if (CHXH ){∞} holds for any H ∈ Y, then
|G|
|G|p xσΩ(G, A,X) ⊆ Ω(G, A,X)HpY + Ω(G, A,X)
Y.
Proof. Let ι be the identity of Ω(G, A,X)(0) . Then by Theorem 5.1,
ι =
∑
(H,σ )∈X/∼p
ep(H,σ ),
where the sum is taken over a complete set of representatives of ∼p-equivalence classes on X.
Hence the ﬁrst assertion is a consequence of Lemma 7.2. If ∞ ∈ Λ, then Ω(G, A,X)Y is an ideal
of Ω(G, A,X). If ∞ ∈ Λ and if (CHXH ){∞} holds for any H ∈ Y, then by Lemma 6.6, Ω(G, A,X)HpY is
also an ideal of Ω(G, A,X). Hence the second assertion follows from the ﬁrst one. This completes the
proof. 
For each prime p and for each ﬁnite group V , O p(V ) denotes the smallest normal subgroup of V
with V /O p(V ) is a p-group.
Lemma 7.4. Suppose that X = S(G, A). Let p be a prime, and let (U , τ ) ∈ X. If (H, σ ) ∼p (U , τ ), then
o(O p(H),σ |O p(H)) = o(O p(U ), τ |O p(U )).
Proof. We may assume that H = 〈g〉U and τ = σ |U for some gU ∈ W (U , τ )p . Obviously, U 
O p(U ) O p(H), which yields O p(U ) = O p(H). Moreover, we have σ |O p(H) = τ |O p(U ) . This completes
the proof. 
Given a prime p, we set
Yp = {H ∈ S(G) ∣∣ O p(H) = O p(U ) for some U ∈ Y},
and deﬁne
Ω(G, A)Yp =
∑
H∈Yp
{
indGH (x)
∣∣ x ∈ Ω(H, A)}.
By Lemma 6.6, Ω(G, A)Yp is an ideal of Ω(G, A). Evidently, Ω(G, A)Y is also an ideal of Ω(G, A).
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|G|
|G|p
[
(G/G)σ
]
ep
(H,σ ′) ∈ Ω(G, A)Yp ∪ Ω(G, A)Y.
Proof. By Lemma 7.4, Ω(G, A)HpY ⊆ Ω(G, A)Yp . Hence the lemma is a consequence of Lemma 7.2.
This completes the proof. 
The following theorem is also a generalization of Dress’ induction theorem for Burnside rings (see
also [11, Proposition 6.3.2]).
Theorem 7.6. Let p be a prime. Then for each σ ∈ Z1(G, A),
|G|
|G|p
[
(G/G)σ
] ∈ Ω(G, A)Yp + Ω(G, A)Y.
Proof. The theorem is a consequence of Lemma 7.5. (The proof is analogous to that of Theo-
rem 7.3.) 
Using Chinese Remainder Theorem, we obtain a corollary to Theorem 7.6.
Corollary 7.7. For each σ ∈ Z1(G, A),[
(G/G)σ
] ∈ ∑
p∈Λ(G)
Ω(G, A)Yp + Ω(G, A)Y,
where Λ(G) is the set of primes dividing |G|.
We are successful in ﬁnding a generalization of Brauer’s explicit version of Artin’s induction theo-
rem for virtual C-characters of G (see Corollary 7.10).
Theorem 7.8. Let μ be the Möbius function of the poset (S(G),), and let C(G) be the set of cyclic subgroups
of G. Suppose that X = S(G, A). If x is an element of Ω(G, A)(0) such that ϕ(0)(H,σ )(x) is a multiple of |Aσ | for
any (H, σ ) ∈ X, then
|G| · x−
∑
(U ,τ )∈C(G,A)
|U |
( ∑
(H,σ )∈C(G,A)
(U ,τ )
μ(U , H)
ϕ
(0)
(H,σ )(x)
|Aσ |
)[
(G/U )τ
] ∈ Ω(G, A)C(G),
where
C(G, A) = {(U , τ ) ∈ X˜ ∣∣ U ∈ C(G)}
and
C(G,A)(U ,τ ) =
{
(H,σ ) ∈ C(G, A) ∣∣ (U , τ )A (H,σ )}.
Proof. By using Theorem 5.1, we have
x =
∑
(H ′,σ ′)∈X
xe(H ′,σ ′).
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|G| · xe(H ′,σ ′) =
∑
(U ,τ )∈X˜
|U |
( ∑
(H ′,σ ′)∼0(H,σ )∈X˜
μX˜
(
(U , τ ), (H,σ )
)ϕ(0)(H,σ )(x)
|Aσ |
)[
(G/U )τ
]
,
where the second sum is taken over all (H, σ ) ∈ X˜ with (H ′, σ ′) ∼0 (H, σ ), and hence |G| · xe(H ′,σ ′) ∈
Ω(G, A). Set
y =
∑
(H ′,σ ′)∈X, H ′∈C(G)
xe(H ′,σ ′),
where the sum is taken over all (H ′, σ ′) ∈ X with H ′ ∈ C(G). Then by Lemma 7.1,
|G|(x− y) ∈ Ω(G, A)C(G).
Moreover, we have
|G| · y =
∑
(U ,τ )∈C(G,A)
|U |
( ∑
(H,σ )∈C(G,A)
(U ,τ )
μX˜
(
(U , τ ), (H,σ )
)ϕ(0)(H,σ )(x)
|Aσ |
)[
(G/U )τ
]
.
Observe now that
μX˜
(
(U , τ ), (H,σ )
)= μ(U , H)
for all (U , τ ) ∈ C(G, A) and (H, σ ) ∈ C(G,A)(U ,τ ) . Then we have
|G| · y =
∑
(U ,τ )∈C(G,A)
|U |
( ∑
(H,σ )∈C(G,A)
(U ,τ )
μ(U , H)
ϕ
(0)
(H,σ )(x)
|Aσ |
)[
(G/U )τ
]
.
This completes the proof. 
Let K be a ﬁeld. For each (G, A)-set Y , the K -vector space KY generated by all elements of Y
is viewed as a left KG-module. Let a(KG) be the representation ring of ﬁnitely generated left KG-
modules. Given a ﬁnitely generated left KG-module M , we denote by [M] the element of a(KG)
corresponding to the isomorphism class of M . There exists a ring homomorphism, say Γ , from
Ω(G, A) to a(KG) such that Γ ([Y ]) = [KY ] for all Y ∈ Ω(G, A).
We can now state a corollary to Theorem 7.8.
Corollary 7.9. Keep the notation of Theorem 7.8, and assume further that K is a ﬁeld of characteristic 0. Then
for each σ ∈ Z1(G, A),
[
K (G/G)σ
]= 1|G| ∑
U∈C(G)
|U |
( ∑
H∈C(G)
μ(U , H)
)[
K (G/U )σ |U
]
.
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ϕ
(0)
(H,σ ′)(x) =
{ |Aσ ′ | if σ ′ =A σ |H ,
0 otherwise
for any (H, σ ′) ∈ X. Hence Theorem 7.8 yields
|G| · x−
∑
(U ,τ )∈C(G,A)
|U |
( ∑
(H,σ ′)∈C(G,A)
(U ,τ ) , σ
′=Aσ |H
μ(U , H)
)[
(G/U )τ
] ∈ Ω(G, A)C(G),
where the second sum is taken over all (H, σ ′) ∈ C(G,A)(U ,τ ) with σ ′ =A σ |H . Moreover,
∑
(U ,τ )∈C(G,A)
|U |
( ∑
(H,σ ′)∈C(G,A)
(U ,τ ) , σ
′=Aσ |H
μ(U , H)
)[
(G/U )τ
]
=
∑
U∈C(G)
|U |
( ∑
H∈C(G)
μ(U , H)
)[
(G/U )σ |U
]
.
Thus
[
K (G/G)σ
]= Γ (x) = 1|G| ∑
U∈C(G)
|U |
( ∑
H∈C(G)
μ(U , H)
)[
K (G/U )σ |U
]
,
completing the proof. 
We conclude this section with the following Brauer’s explicit version of Artin’s induction theorem
for virtual C-characters of G (cf. [4, (3.3) Corollary], [8, Satz 2], [25, Corollary 4.5]).
Corollary 7.10. (See [4,8,25].) Keep the notation of Theorem 7.8. Then
χ = 1|G|
∑
U∈C(G)
|U |
( ∑
H∈C(G)
μ(U , H)
)
(χ |U )G
for any χ ∈ R(G). Here the superscript G denotes the induction.
Proof. Let 1G be the trivial C-character of G . Then by Corollary 7.9 with K = C and A = {A},
1G = 1|G|
∑
U∈C(G)
|U |
( ∑
H∈C(G)
μ(U , H)
)
(1U )
G .
Multiplying χ , we obtain the required equation. 
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To begin with we state a special case of a theorem of Gallagher [16, Theorem 2] (see also
[10, (11.7) Corollary] and [19, (6.17) Corollary]).
Lemma 8.1. (See [16].) Let N be a normal subgroup of G, and let τ be an irreducible C-character of N. If τ
extends to a C-character σ of G, then every irreducible component σ ′ of τ G is of the form σ ′ = ρσ for a
uniquely determined irreducible C-character ρ of G/N.
The next lemma plays a crucial role in our proof of the key, Proposition 8.3, to explicit Brauer
induction formulae.
Lemma 8.2. Let N be a normal subgroup of G, and suppose that G = 〈g〉N for some g ∈ G. If τ is a linear
C-character of N and if τ is invariant in G, then every irreducible component of τ G is an extension of τ .
Proof. Observe that kerτ contains the commutator subgroup of G . Then it follows from
[19, (5.5) Corollary] that there is an extension of τ to G . (See [19, Problem (6.17)].) Hence the state-
ment follows from Lemma 8.1. This completes the proof. 
In this section we suppose that A = 〈ω〉. For each H ∈ S(G), we view Z1(H, A) as the set of linear
C-characters of H .
Given χ,χ ′ ∈ R(V ), V a ﬁnite group, let [χ,χ ′] denote the inner product of χ and χ ′ . We deﬁne
a mapping ΨG from R(G) to Ω(G, A)(0) by
ϕ
(0)
(H,σ )
(
ΨG(χ)
)= [σ ,χ |H ] · |A|
for all χ ∈ R(G) and (H, σ ) ∈ S(G, A).
Let Λ(G) be the set of primes dividing |G|. We set
S p(G) = {H ∈ S(G) ∣∣ O p(H) is cyclic}
for each p ∈ Λ(G), and set S∞(G) = S(G). Let μ denote the Möbius function of the poset (S(G),).
Given χ ∈ R(G), p ∈ Λ(G) ∪ {∞}, and (U , τ ) ∈ S(G, A), we set
S(G,A)
(U ,τ ) =
{
(H,σ ) ∈ S(G, A) ∣∣ (U , τ ) (H,σ )},
and deﬁne
〈
χ,τ G
〉
(p) =
1
|W (U , τ )|
∑
(H,σ )∈S(G,A)
(U ,τ ) , H∈S p(G)
μ(U , H)[σ ,χ |H ],
where the sum is taken over all (H, σ ) ∈ S(G,A)(U ,τ ) with H ∈ S p(G).
Proposition 8.3. Suppose that A = 〈ω〉 and X = S(G, A). Let p ∈ Λ(G) ∪ {∞}, and let χ ∈ R(G). Then
∑
(H,σ )∈X/∼p , H∈S p(G)
ΨG(χ)e
p
(H,σ ) =
∑
(U ,τ )∈X
〈
χ,τ G
〉
(p)
[
(G/U )τ
]
,
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|G|
|G|p ΨG(χ)e
p
(H,σ ) ∈ Ω(G, A)
for all (H, σ ) ∈ X.
Proof. Let (H, σ ) ∈ X. For each (U , τ ) ∈ X, set
〈
χ,τ G
〉p
(H,σ ) =
1
|W (U , τ )|
∑
(H,σ )∼p(U ′,τ ′)∈S(G,A)(U ,τ )
μ
(
U ,U ′
)[
τ ′,χ |U ′
]
,
where the sum is taken over all (U ′, τ ′) ∈ S(G,A)(U ,τ ) with (U ′, τ ′) ∼p (H, σ ). By using Theorem 5.1, we
have
ϕ
(0)
(U ′,τ ′)
(
ΨG(χ)e
p
(H,σ )
)= { [τ ′,χ |U ′ ] · |A| if (H,σ ) ∼p (U ′, τ ′),
0 otherwise
for any (U ′, τ ′) ∈ X. This, combined with Corollary 5.3, shows that
ΨG(χ)e
p
(H,σ ) =
∑
(U ,τ )∈X
〈
χ,τ G
〉p
(H,σ )
[
(G/U )τ
]
, (IV)
and thereby, the ﬁrst assertion follows from Lemma 7.4. On the other hand,
ϕ
(0)
X
(
ΨG(χ)e
p
(H,σ )
)= (ϕ(0)
(U ′,τ ′)
(
ΨG(χ)e
p
(H,σ )
))
(U ′,τ ′)∈X ∈ Ω˜(G, A,X)(p),
and moreover, Lemma 8.2 yields
Pr(p)(U ,τ )
(
ψ
(p)
X
(
ϕ
(0)
X
(
ΨG(χ)e
p
(H,σ )
)))= ∑
gU∈W (U ,τ )p,
ν∈Zτ (〈g〉U ,A)
[ν,χ |〈g〉U ] · |A| mod |A|p ·
∣∣W (U , τ )∣∣p
=
∑
gU∈W (U ,τ )p
[τ ,χ |U ] · |A| mod |A|p ·
∣∣W (U , τ )∣∣p
= 0 mod |A|p ·
∣∣W (U , τ )∣∣p
for any (U , τ ) ∈ X with (H, σ ) ∼p (U , τ ). We also have
Pr(p)(U ,τ )
(
ψ
(p)
X
(
ϕ
(0)
X
(
ΨG(χ)e
p
(H,σ )
)))= 0 mod |A|p · ∣∣W (U , τ )∣∣p
for any (U , τ ) ∈ X with (H, σ ) p (U , τ ). Hence Theorem 4.5 implies that
ΨG(χ)e
p
(H,σ ) ∈ Ω(G, A)(p),
and thereby, the second assertion follows from (IV). This completes the proof. 
A corollary to Proposition 8.3 has been proved by Boltje.
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ΨG(χ) =
∑
(U ,τ )∈X
〈
χ,τ G
〉
(∞)
[
(G/U )τ
]
,
and
ΨG(χ) ∈ Ω(G, A).
Proof. Since
ΨG(χ) =
∑
(H,σ )∈X
ΨG(χ)e(H,σ ),
the corollary follows from Proposition 8.3 with p = ∞. This completes the proof. 
We deﬁne a mapping ΦG from Ω(G, A) to R(G) by
ΦG
( ∑
(U ,τ )∈S(G,A)
(U ,τ )
[
(G/U )τ
])= ∑
(U ,τ )∈S(G,A)
(U ,τ )τ
G ,
where (U ,τ ) ∈ Z. The following lemma, which is also due to Boltje, is essential to explicit Brauer
induction formulae.
Lemma 8.5. (See [4].) Suppose that A = 〈ω〉 and X = S(G, A). Let H ∈ S(G).
(i) For each (U , τ ) ∈ X,
ΦH
(
resGH
([
(G/U )τ
]))= τ G |H .
(ii) Let χ ∈ R(G). Then
resGH
(
ΨG(χ)
)= ΨH (χ |H ).
If H is cyclic, then
ΦH
(
ΨH (χ |H )
)= χ |H .
Proof. From [10, (10.13) Subgroup Theorem] and Lemma 6.5, we know that
ΦH
(
resGH
([
(G/U )τ
]))= ΦH( ∑
HgU∈H\G/U
[
(H/gU ∩ H)(gτ )|gU∩H
])= τ G |H .
This proves (i). By deﬁnition, we have
r˜esGH ◦ ϕS(G,A)
(
ΨG(χ)
)= ϕS(H,A)(ΨH (χ |H )).
Furthermore,
ϕS(H,A) ◦ resGH
(
ΨG(χ)
)= ϕS(H,A)(ΨH (χ |H )),
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H is cyclic, then it follows from Corollary 8.4 that
ΦH
(
ΨH (χ |H )
)
(x) =
∑
(U ,τ )∈S(H,A)
|U |
|H|
( ∑
(U ′,τ ′)∈S(H,A)
(U ,τ )
μ
(
U ,U ′
)[
τ ′,χ |U ′
])
τ H (x)
=
∑
(U ,τ )∈S(H,A)
|U |
|H|
( ∑
U ′∈S(H)
μ
(
U ,U ′
)[
τ ,χ |U
])
τ H (x)
for any x ∈ H . The second statement of (ii) is an immediate consequence of this fact. We have thus
proved the lemma. 
We now state Boltje’s explicit formula for Brauer’s induction theorem.
Theorem 8.6. (See [4].) Suppose that A = 〈ω〉 and X = S(G, A). Let χ ∈ R(G). Then〈
χ,τ G
〉
(∞) ∈ Z
for all (U , τ ) ∈ X, and
χ =
∑
(U ,τ )∈X
〈
χ,τ G
〉
(∞)τ
G .
Moreover, ΨG is a monomorphism of additive groups.
Proof. The ﬁrst assertion is a consequence of Corollary 8.4. By Corollary 8.4 and Lemma 8.5,
χ |H = ΦH
(
resGH
(
ΨG(χ)
))= ∑
(U ,τ )∈X
〈
χ,τ G
〉
(∞)τ
G |H
for all cyclic subgroups H of G , which yields the second assertion. The last assertion follows from the
second one and Corollary 8.4. This completes the proof. 
The formula in Theorem 8.6 is reduced to the type of hyperelementary groups.
Theorem 8.7. Suppose that A = 〈ω〉 and X = S(G, A). Let χ ∈ R(G). Then
|G|
|G|p
〈
χ,τ G
〉
(p) ∈ Z
for all (U , τ ) ∈ X and p ∈ Λ(G). If integers p , p ∈ Λ(G), satisfy∑
p∈Λ(G)
p
|G|
|G|p = 1,
then
χ =
∑
(U ,τ )∈Xhyper
( ∑
p∈Λ(G)
p
|G|
|G|p
〈
χ,τ G
〉
(p)
)
τ G ,
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Xhyper =
{
(U , τ ) ∈ X ∣∣ U ∈ S p(G) for some p ∈ Λ(G)}.
Proof. The ﬁrst statement is a consequence of Proposition 8.3. Since S p(G) is closed under subgroups,
it follows that 〈χ,τ G 〉(p) = 0 for any (U , τ ) /∈ Xhyper. This, combined with Proposition 8.3, shows that∑
(H,σ )∈X/∼p , H∈S p(G)
ΨG(χ)e
p
(H,σ ) =
∑
(U ,τ )∈Xhyper
〈
χ,τ G
〉
(p)
[
(G/U )τ
]
.
Hence
ΨG(χ) −
∑
(U ,τ )∈Xhyper
〈
χ,τ G
〉
(p)
[
(G/U )τ
]= ∑
(H,σ )∈X/∼p , H /∈S p(G)
ΨG(χ)e
p
(H,σ ).
Moreover, it follows from Proposition 8.3 that
|G|
|G|p ΨG(χ)e
p
(H,σ ) ∈ Ω(G, A)
for all (H, σ ) ∈ X. Now let C(G) be the set of cyclic subgroups of G . Then by Lemmas 7.1 and 7.4, we
have
|G|
|G|p ΨG(χ) −
∑
(U ,τ )∈Xhyper
|G|
|G|p
〈
χ,τ G
〉
(p)
[
(G/U )τ
] ∈ Ω(G, A)C(G).
Thus
ΨG(χ) −
∑
(U ,τ )∈Xhyper
( ∑
p∈Λ(G)
p
|G|
|G|p
〈
χ,τ G
〉
(p)
)[
(G/U )τ
] ∈ Ω(G, A)C(G).
By using Lemma 8.5, we conclude that
χ |H = ΦH
(
resGH
(
ΨG(χ)
))= ∑
(U ,τ )∈Xhyper
( ∑
p∈Λ(G)
p
|G|
|G|p
〈
χ,τ G
〉
(p)
)
τ G |H
for all H ∈ C(G). This completes the proof. 
Remark 8.8. Theorem 8.7 is practically obtained in [5].
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