We describe a spectral method for the numerical solution of the Vlasov-Poisson system where the velocity space is decomposed by means of an Hermite basis, and the configuration space is discretized via a Fourier decomposition. The novelty of our approach is an implicit time discretization that allows exact conservation of charge, momentum and energy. The computational efficiency and the cost-effectiveness of this method are compared to the fully-implicit PIC method recently introduced by Lapenta (2011) and Chen et al. (2011) . The following examples are discussed: Langmuir wave, Landau damping, ion-acoustic wave, two-stream instability. The Fourier-Hermite spectral method can achieve solutions that are several orders of magnitude more accurate at a fraction of the cost with respect to PIC.
Introduction
The Vlasov equation represents the cornerstone for the kinetic modeling of collisionless plasmas. It describes the time evolution of the distribution function of a population of charged particles that respond self-consistently to the effect of self-and externally induced electromagnetic fields. The numerical solution of the Vlasov equation for collisionless plasmas represents a very active area of research. The main challenge resides in the fact that the distribution function lives in a six dimensional phase space. Unarguably, the most widely used technique to solve the Vlasov equation is the Particle-In-Cell (PIC) method [1, 2] . The main idea, originally developed in the 1950s, is to sample the distribution function in velocity space by means of a discrete number of superparticles. The electromagnetic field is represented on a grid in the computational domain, and the super-particles move through the grid according to the Lorentz force that is calculated by interpolation from the grid to the particles position. The particles interactions are therefore mediated by the grid, and in this way the number of operations per time step is reduced from ∼N 2 p (if the total force on a particle is calculated by summing the * Corresponding author.
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pair interaction with every other particle) to ∼N p (with N p the number of super-particles). A comprehensive review of the PIC methodology can be found in [3] .
The primary shortcoming of PIC simulations is related to the numerical noise: even starting from an equilibrium configuration, the discrete nature of the particles generates instantaneous (i.e. within the first time step) unphysical perturbations that produce a 'noise ground' level in the fields, below which any physical signal is lost. The most obvious way to reduce the noise in PIC is by increasing the number of super-particles, i.e. refining the discretization in velocity space. The main problem is that while the simulation time scales roughly linearly with N p , the noise ground level decreases only as N −1/2 p , as typical of Monte Carlo methods, implying that problems that require a high signal-to-noise ratio require significant computational resources. Some examples that illustrate the impact of the particle noise on the efficiency of PIC codes are the recent studies in space plasmas on the acceleration of particles in the solar wind and the coupling between large scale turbulence and small scale (i.e. kinetic) dissipative effects [4] [5] [6] . PIC codes have demonstrated very poor performances for these problems. In two-dimensional (2D) simulations, [7] have shown that at least ∼10, 000 particles per cell (equivalent to ∼10 6 in 3D) are needed to achieve a sufficiently large signal-to-noise ratio. heat flux, etc.) that describe the plasma macroscopically and are usually the physical quantities of interest. As a consequence, the use of the Hermite basis allows a smooth transition from a fluid to a kinetic description by simply increasing the number of coefficients retained [53] . This is an important and crucial feature of this method in approaching multi-scale problems and in assessing the importance of kinetic effects, which is not available in PIC or Vlasov methods that are forced to treat the full distribution function.
This paper builds largely upon the work of [50] . In Ref. [50] two different Hermite bases (so called 'asymmetrically' and 'symmetrically' weighted) and their properties were discussed, and a qualitative comparison between the Fourier-Hermite (FH) method and the PIC method was presented for simulations of Landau damping and bump-on-tail instability. Here we expand that work presenting an implicit time discretization, and quantitatively comparing the new scheme with an implicit PIC. Furthermore, we will show that with this discretization and periodic boundary conditions it is possible to conserve the total charge, momentum, and energy exactly in a finite time step (in contrast, as we discuss below, only charge and energy is conserved in the implicit PIC of [54] ).
Explicit PIC has often been criticized due to its stringent requirements on the choice of the time step and grid size, for numerical stability reasons. In fact, an explicit PIC code requires the resolution of the smallest time scale and the shortest spatial scale, even when the physics of interest only involves larger time/spatial scales. Of course, this generally translates into the requirement for large computational resources. Historically, the search for more efficient PIC schemes based on implicit time discretization dates back to the 1980s, when the implicit moment [55] [56] [57] and the direct implicit [58, 59] methods were introduced. Both methods rely on a linearization of the equations for the electromagnetic fields, and, thus, they should be more properly regarded as semi-implicit methods. Using these techniques, the numerical stability is greatly improved (with respect to explicit PIC), but energy is still not conserved exactly and, at each time step, there is a small inconsistency between the charge and current densities calculated from the particles and the one that is used for advancing the fields. Some authors have suggested that such limitations are responsible for the accumulation of numerical errors that preclude semi-implicit PIC simulations to run for long time intervals [54, 60] . Recently, however, [61] and [54] have formulated and successfully implemented a fully-implicit, one-dimensional PIC code (see also [62] for an electromagnetic extension). The main feature that characterizes fully-implicit PIC is that particles and fields are advanced simultaneously through a Jacobian-Free Newton-Krylov (JFNK) solver, and converged nonlinearly within a certain tolerance. Moreover, by using the socalled particle enslavement, the nonlinear solver converges on a residual that does not contain particle positions and velocities. In the fully-implicit PIC method, energy is conserved within the level imposed by the nonlinear tolerance (i.e. almost exactly). [54] have shown that by implementing a sub-stepping procedure that makes particles stop every time they cross a cell boundary, the charge is also conserved exactly. On the other hand, momentum is not conserved and must be monitored throughout the simulation (in contrast to semi-implicit PIC that exactly conserves the momentum, but not the energy).
When comparing different schemes, the key information is represented by the CPU time needed to obtain a solution with a certain accuracy (this metric was not considered in [50] ), in order to be able to assess which method must be preferred (and for which conditions). Hence, our comparisons between FH and PIC are presented in terms of computational efficiency and efficacy. The former is essentially represented by the CPU time required to achieve a certain accuracy in the solution, while the latter is a measure of the cost-effectiveness of the algorithm, i.e. how much an increased resolution and consequently a longer CPU time is paid off in terms of better accuracy [63] .
For the examples presented in this paper involving mostly nearequilibrium Maxwellian plasmas in one dimension, the FH method is several orders of magnitude more accurate than PIC for equal CPU time or, conversely, results with the same level of accuracy can be obtained in a fraction of CPU time.
The paper is organized as follows. In Section 2, we introduce the Fourier-Hermite expansion of the Vlasov-Poisson system in one dimension (1D). We use a fully-implicit discretization of the equation based on the Crank-Nicolson scheme, which leads to a nonlinear system of equations that is solved numerically by means of a JFNK solver. We also show that the fully-implicit discretization ensures exact charge, momentum and energy conservation. Section 3 presents the comparison between FH and PIC for four standard cases: Langmuir wave, linear Landau damping, two-stream instability, and ion acoustic wave. We present conclusions in Section 4.
Numerical method: Fourier-Hermite basis
We study the Vlasov-Poisson system in the 2-dimensional phase space (x, v), where x denotes position and v velocity. The phase space is assumed to be periodic in x. In order to describe the method we specialize to the case of a plasma consisting of an electron and a singly charged ion species. 
Here f s is the particle distribution function, q s and m s are the charge and mass of the particles of species s (s = e, i for electrons and ions, respectively) and E is the electric field. The electric field is self-consistently calculated through the Poisson equation:
The discretization in velocity employs the asymmetricallyweighted Hermite basis:
where H n is the nth Hermite polynomial, defined as
The distribution function f (x, v, t) is defined as: [50, 64, 51] . In this work, we allow even more flexibility by introducing the free parameter u s , which is a shift in the Hermite function argument. The usefulness of such a parameter will be discussed in Section 4.4. Formulas for calculating the optimal values for α s and u s were presented in [51] .
The Hermite basis has the following properties (δ n,m is the Kronecker delta):
vΨ n (ξ ) = α
One can multiply Eq. (1) by Ψ n (ξ ), integrate in dξ and, by using such properties, obtain:
Similarly, the Poisson Eq. (2) becomes:
One can notice the well-known property that the electric field is related uniquely to the 0th order expansion coefficients C s 0 , i.e., the density. By now treating E(x) and C n (x, t) by means of a standard discrete Fourier decomposition (with L the domain length, and 2N + 1 modes):
and using the orthogonality of the Fourier basis, one can finally derive an infinite set of ordinary differential equations for the coefficients C s n,k (t):
where n(k) is the index associated with the Hermite (Fourier) basis. The expression for the electric field reads:
We note that the Fourier representation of Poisson Eq. (11) leaves the constant E 0 undefined, while imposing the constraint α i C i 0,0 = α e C e 0,0 (which physically means that the plasma is neutral). However, the absence of an externally imposed electric field and the periodicity of the domain dictates that E 0 = 0.
The solution of Eq. (14) is the main objective of this paper. An important point to realize is that the only non-linearity of this equation is in the last term, which couples the electric field with the distribution function via a convolution. Also, in the Hermite (velocity) space, the nth coefficient C n is coupled only to C n−1 , C n+1 , to itself (if u s ̸ = 0), and to C 0 . Eq. (14) is discretized in time with a second order accurate fully-implicit Crank-Nicolson scheme [65] , which, for each species, reads (omitting subscript s): (17) where subscript t indicates the time step. In summary, the problem is reduced to the numerical solution of the set of nonlinear equation (17) . We have employed a JacobianFree Newton-Krylov solver, which algorithmically consists in defining Eq. (17) as a residual that is iteratively minimized at each time step [66] .
Conservation properties
As noted in [50] , the decomposition in the asymmetric Fourier-Hermite basis allows conservation of particle number and momentum exactly, irrespective of the chosen time discretization scheme. On the other hand, exact energy conservation was not possible with the operator splitting scheme in Ref. [50] . It is however possible to recover exact energy conservation by employing the fully-implicit time discretization proposed here. The simultaneous conservation of charge, momentum and energy is an important property of this technique, especially when compared with PIC codes. Indeed, it is important to emphasize that no existing PIC code can simultaneously conserve energy and momentum. In practice, this means that the non-conserved quantity must be monitored throughout the simulation in order to ensure that its error is somehow bounded.
Following [50] , the total number of particles for each species is defined as
By inspection of Eq. (14) one can see that The single species linear momentum is defined as:
In order to prove the conservation of momentum, one can calculate the time derivative of the coefficients C 
By taking into account that E −m is the complex conjugate of E m (since the electric field in physical space is a real quantity), it fol-
and therefore the last term in parenthesis in Eq. (22) is zero. Hence
The following proof of the conservation of energy for the FH scheme is, for simplicity, carried out for a single species. More general cases are straightforward, but with more cumbersome algebra. The kinetic and potential energy W K and W E are defined as:
The change of potential energy between time t + 1 and time t is
where Eq. (17) has been used. Re and Im indicate the real and imaginary parts of a complex quantity. Similarly, one can calculate the change of kinetic energy between times t + 1 and time t, consid- 
Filamentation and artificial collisionality
The development of increasingly smaller phase space structures in a collisionless plasma is very well known in plasma physics and typically referred to as the filamentation process. A classical and well-studied example where filamentation occurs is linear Landau damping, i.e., the damping in time of an initial electric field perturbation due to wave-particle resonances [67] . In this case filamentation is due to the presence of the factor exp[−ikvt] (k is the wavevector of the perturbation) in the perturbed distribution function that creates oscillations with smaller and smaller wavelengths in velocity space as time evolves. Clearly, any discretization of the velocity space is associated with a minimum wavelength that can be resolved, and, therefore, any numerical simulation of the filamentation process with fixed resolution is bound to fail after a certain time.
In the case of the FH expansion method, it is known that the time at which the simulation is unable to capture filamentation due to lack of resolution in velocity space scales approximately as the square root of the number of Hermite modes, N H [48, 68, 50] . This time is known as the recurrence time: the effect of the lack of resolution is to reconstruct a distribution function similar to the initial one, from which the Landau damping starts again in a recurrent way. Fig. 1 shows the recurrence effect for the linear Landau damping studied with the FH code (this case will be studied in more detail in Section 4.2). Blue, black, and red lines show the amplitude of E 1 (the Fourier component of the electric field perturbed at time T = 0) for N H = 10, 40, 160, respectively. One can appreciate that the time at which the simulation manifests the recurrence phenomenon approximately doubles when N H is multiplied by a factor of 4, as obtained in [50] .
Several fixes have been suggested in the literature in order to overcome the filamentation process in Vlasov codes. They involve some form of filtering or smoothing of the high order moments of the distribution function (see, e.g. [69, 70] ) or, equivalently, the introduction of a weakly-collisional operator [48] .
In this work, we have tested the effect of a collisional operator. This is a purely numerical artifact, that does not represent physical collisions, and must be used by tuning it such that the physical results of interest are unaffected, while the small filamentation structures are damped. We have opted for a collision operator C that acts on the coefficient C n,k as:
where ν is the collisional rate applied to the last Hermite coefficients C N H −1,k . The collision operator of Eq. (25) can be constructed as a nonlinear combination of terms involving the Lenard-Bernstein collision operator C LB [71] :
which, in the Fourier-Hermite space, reads:
An important point is that the Lenard-Bernstein operator transformed in the Fourier-Hermite space acts on all the coefficients C n,k , including n = 0, 1, 2, while our operator is defined in such a way that it does not change the first three Hermite modes. The reason for choosing the form in Eq. (25) is that it conserves charge, momentum, and energy, by leaving C 0,k , C 1,k , C 2,k unchanged. This result holds independently of the value of ν. The fact that this operator does not have a physical interpretation is not important, since our goal is to study collisionless plasmas. Also, the regime of validity of the simulation will be reduced to times for which the collisional rate is not dominant. Of course, other forms of the collision operator might be employed: for instance [72] proposes an iterative version of Eq. (26) . The crucial feature, however, is that the damping rate applied to the coefficient C n,k must increase (in absolute value) with increasing Hermite index n. The effect of the artificial collision operator is to damp the highest modes of the Hermite expansion. The convergence of the series implies that |C n+1 |/|C n | → 0 for large enough n. However, high n modes can grow due to the filamentation process or even just due to numerical errors. As we will show in Section 4.4, this can lead to numerical instabilities if the growth of the large n modes is not suppressed artificially.
The effect of collisionality on the Landau damping study is presented in Fig. 2 the important result presented in [73] , and rediscussed in [74] . It is well known that Landau damping in a collisionless plasma is due to the effect of the destructive interference of a continuous spectrum of singular eigenmodes (the Case-Van Kampen modes). [73] have shown that a Lenard-Bernstein collisional operator changes the spectrum of the linear Vlasov problem by replacing the singular continuous spectrum with a set of proper discrete eigenmodes, and that the Landau damping is recovered as a discrete mode (along with other modes). In this context, Fig. 2 clearly shows that the right damping rate (consistent with Landau damping) can be recovered. One has to keep in mind, however, that although the macroscopic nature of the plasma has been preserved, the microscopic information associated with the high order moments of the distribution function is irreversibly modified by applying the collisional operator. On the other hand, in most simulations of a kinetic collisionless plasma, the use of an artificial collisional operator is necessary because filamentation is an intrinsic feature. Once again, the underlying assumption (to be verified through a convergence study) is that the use of artificial collisions will not affect the macroscopic evolution of the system. Obviously, a PIC code is not immune to filamentation problems: the use of a discrete number of super-particles implies a finite resolution in velocity space. However, the fact that any velocity value can be assigned to a single particle and hence that the discretized phase-space is not gridded in any standard way makes it difficult to quantify the relationship between the number of particles and the actual resolution in velocity space. On the other hand, it is very well-known that PIC simulations have difficulties in reproducing the fine details of a distribution function, such as high tails (contrary to Eulerian Vlasov codes, see, e.g., [4, 75, 76] ). In Fig. 3 , we show that although PIC simulations do not present recurrence similarly to Vlasov codes, the lack of resolution in velocity space still manifests itself and produces inaccurate results. Top, middle and bottom panels show PIC results (black line) for number of particles per cell N pcel = 1600, 6400, and 25,600, respectively.
The red line is a reference solution calculated with the FH code (with N H = 100). For all three of these cases, the correct result is lost at some point, and the solution becomes essentially noise. A useful way of understanding this deviation from the correct solution is to look at the signal-to-noise ratio. In Fig. 4 , we show the time evolution of the Landau damping test for different values of the initial perturbation ε (see Section 4 for the discussion of the initialization) from PIC simulations with 2,000,000 particles per cell. The black line indicates the noise level, which has been calculated as the maximum value of |E 1 | in a case without initial perturbation (ε = 0). Blue and red lines denote simulations with ε = 0.001 and ε = 0.01, respectively. The black dashed line shows the theoretical Landau damping rate. Although the two simulations have the same number of particles per cell, starting with a lower initial amplitude (blue line) (i.e. at a lower signalto-noise level), clearly impacts the result: the Landau damping is almost immediately lost for ε = 0.001. In other words, the noise ground level sets the amplitude of a signal at which the simulation loses any physical interpretation. Of course, in the Hermite method, there is no noise ground level and the equivalent simulation (shown in Fig. 1) is independent of the value of the initial perturbation (given that the value is small enough to be in the linear regime).
Results
In this section we compare the performance of the FourierHermite (FH) method with the PIC method, both implemented with fully-implicit time discretization. For the fully-implicit PIC method, we follow the approach of [54] , that nonlinearly solves the Ampere equation discretized in time with a Crank-Nicolson scheme. The current density is self-consistently calculated from the particles. The only difference between the fully-implicit PIC used in this paper and the one employed in [54] is that we do not use a space filter (smoothing), for the following reason. We have calculated the numerical plasma frequency from a PIC simulation of Langmuir wave in a cold plasma, and we have verified that its deviation from the theoretical plasma frequency (equal to 1, in normalized units) is 4 times larger when using the binomial filter adopted in [54] . The PIC code employs linear interpolation, usually referred to as 'Cloud-in-Cell' (CIC) [1] . Note that higher order interpolation schemes have been proposed, for instance, in [77, 78] . In order to make the comparison as fair as possible, we keep the same number of grid points for FH and PIC. Note that, by solving Ampere's instead of Poisson's equation, the fullyimplicit PIC method does not require a space derivative operator. Hence, there is no equivalent of the Fourier discretization in the PIC. Of course, the grid spacing introduces a numerical error in the current accumulation and interpolation routines. Finally, although a preconditioned version of the fully-implicit PIC has been presented in [60] , we use the unpreconditioned version here, so that both method are unpreconditioned. Since the focus of this work is on the discretization in velocity space, i.e. the comparison between the spectral Hermite method and the use of super-particles, all simulations are performed for the same choice of timestep and grid size. The comparison is characterized by the following three metrics:
1. the error with respect to a 'reference' highly accurate solution as a function of CPU time and velocity discretization (number of Hermite modes N H for FH and number of particles per cell N pcel for PIC); 2. the error with respect to the 'previous' solution (i.e. less refined in velocity space); 3. the efficacy defined as the inverse of the product of CPU time and error.
The error used for all runs is calculated as the L 1 norm of the difference between two electric field solutions, averaged in time.
The error in (2) is what is actually used by a user who is performing a convergence study to decide when the solution is accurate enough. The efficacy is a useful indicator of the cost-effectiveness of an algorithm. It measures whether an additional cost in terms of CPU time is compensated by a gain in terms of accuracy. Clearly, an algorithm performs well if the efficacy increases notably with increasing CPU time. In this regard, we note that the PIC algorithm, by construction, performs badly in terms of efficacy since the error scales as N −1/2 pcel , while the computing time scales roughly linearly with N pcel . Therefore, the efficacy scales as the inverse of the square root of the CPU time, i.e., it actually decreases with increasing CPU time. Hence, from a pure cost-effectiveness point of view, it is never advantageous to increase the number of particles in a PIC code to reduce the error. On the other hand, one is often forced to have a large number of particles such that the physical signal is above the noise level (see e.g. [7] ). On the other hand the FH efficacy grows exponentially, as typical of spectral methods.
For all the cases discussed below we initialize the electrons (ions) with a Maxwellian distribution function with thermal velocity α e (α i ). For the Langmuir wave, the Landau damping and the two-stream instability tests the ions constitute a fixed background, while for the study of the ion-acoustic wave they evolve. The initial electric field is initialized as: (28) where ε is the amplitude of the initial perturbation. In Fourier space, such an initialization corresponds to:
and the density is initialized consistently. For all runs, the number of grid points (Fourier modes for FH) is equal to 2N + 1 = 33 and the timestep is t = 0.05. We use the nsoli routine described in [66] for the JFNK solver. The Krylov solver is a nonpreconditioned restarted GMRES. For all simulations reported in this paper, the Newton-Krylov absolute and relative tolerances are set to 10 −8 . All the codes are written in MATLAB and run on an Intel Xeon 3.40 GHz Linux box.
Langmuir wave
The parameters are chosen as follows: L = 2π , α e = 0.1 (black line). For this case both PIC and FH reach a low error with a relatively low number of particles per cell and Hermite coefficients, respectively. This would not be the case with an explicit PIC (not shown), and thus one can infer that the conservation of energy is beneficial, in this case, to assure a faster convergence of the solution. The two bottom panels of Fig. 5 show the error (left) and the efficacy (right) as a function of the CPU time. Black circles are for PIC and red circles are for FH. Here the error is with respect to the reference solution. Although both methods are extremely accurate, as a figure of merit, in order to reach an error of the order of 10 −11 , the FH method takes about 30 s, while the PIC takes about 3300 s, i.e. more than 100 times longer. This is reflected in computing the efficacy (right-bottom panel). As anticipated, the PIC efficacy scales as the inverse of the square root of the CPU time (black line), i.e. it decreases with increasing CPU time. In contrast, the FH efficacy increases by about 4 orders of magnitude when the CPU time increases by a factor of 4 (from 15 to 60 s).
Landau damping
The Landau damping case is run with the following parameters:
The errors are averaged in the time window from T = 0 to T = 3. After T = 3 the PIC reference solution (with N pcel = 102,400) is affected by a low noise-tosignal ratio. This is shown in Fig. 6 . Here the black line is the PIC reference solution and the blue line is the result from FH with N H = 100. Clearly both results do not suffer from recurrence/noise up to T = 3. Additionally, we show with red circles the result from FH when a collisionality ν = 2 is used, with N H = 20.
Adding a collisional term allows the elimination of the recurrence problem for FH, even using a low number of Hermite polynomials. corresponds to a CPU time of 26 s for FH and about 6400 s for the PIC, with a ratio between the two times approximately equal to 250. Conversely a simulation that takes 200 s achieves errors equal to 10 −3 and 10 −9 for PIC and FH, respectively, i.e. FH is 6 orders of magnitude more accurate for equal CPU time. On this test, we have also tried the space filtering (smoothing) described in [54] , and verified that the results do not change qualitatively. In Fig. 8 , we show the energy (left) and momentum (right) conservation for this test, for different Newton-Krylov absolute and relative tolerances. ]. For convenience, the absolute and relative tolerances in the Newton-Krylov solver are equal.
Ion-acoustic wave
The ion-acoustic wave is often used as a benchmark test since it involves multi-scale physics. In fact, it is generated by a perturbation in the ion density only, and has a frequency much lower than the electron plasma frequency, but it still requires accurate representation of the electron dynamics. The parameters for this case are the following: The mass ratio between ions and electrons is equal to 1836; the ratio between electron and ion temperature is equal to 10, L = 10, α e = √ 2, ε = 0.2. The collisionality is ν = 1.
The initial perturbation is large enough to drive nonlinear interactions. Fig. 9 shows the time evolution of the amplitude of the first 4 Fourier modes. E 1 is the mode initially excited, and its higher harmonics (E 2 , E 3 , etc.) are excited via wave-wave interactions. The For the fundamental mode (top panel), there is good agreement between FH and PIC, although one can notice a certain amount of noise in the PIC results. The first harmonic E 2 is quite noisy in the PIC results, but there is still a qualitative agreement between the two methods, with the PIC solution having the correct order of magnitude and approximately the correct frequency. However, for the PIC solution, harmonics higher than the second (E 3 and E 4 plotted respectively in the third and last panel) are at the noise ground level and completely miss the correct physical evolution. This is an example where, although the fundamental mode has been excited at a large (nonlinear) amplitude, the PIC method is able to capture only the largest scale fluctuations, completely missing the lower amplitude interactions. We have described a similar shortcoming of PIC elsewhere [79] , for a very different physical phenomenon (the plasma echo). As we anticipated, it is not surprising that the numerical noise known to plague PIC plays a similar role in explicit, semi-implicit and fully-implicit versions of the algorithm, even though one expects the latter to be the most accurate of the three methods.
The performance/efficacy study for the ion-acoustic test is presented in Fig. 10 . One can see that this is a much harder test, and in general the errors are larger than in the previous examples for similar N pcel and N H . For this case, the PIC method recovers the theoretical scaling with N pcel only for the first few data points (top-left panel). This is an indication that even the most accurate solution (N pcel = 102,400) taken as a 'reference' is, in reality still far from convergence. The FH method is also not yet in the full spectral convergence regime. With regards to the comparison between PIC and FH performance and efficacy, conclusions similar to previous cases hold. Note that this case has a generally longer CPU time with respect, for instance, to the Landau damping case, simply because we have run the simulations for many more timesteps (the ionacoustic wave frequency is about 60 times lower than the electron plasma frequency). The errors of PIC and FH are of similar orders of magnitude for CPU times smaller than 1000 s (left-bottom panel). However, the gap in errors between the two methods becomes as large as two orders of magnitude for CPU times of about 20,000 s.
Two-stream instability
The two-stream instability is a classical textbook study often used as a benchmark for kinetic plasma codes. It is a linear instability that is excited when the plasma consists of two populations of particles counter-streaming with a large enough relative speed. We initialize the electron distribution function as f e = 0.5e
with U the drift velocity. The distribution function in Eq. (30) can be efficiently described in the FH method as two distinct electron populations by set- 
Conclusions
We have described a spectral method to numerically solve the Vlasov-Poisson equations that describe the evolution of a collisionless plasma. The velocity and configuration spaces are discretized by means of an Hermite and Fourier basis, respectively. In this paper, we have introduced an implicit Crank-Nicolson discretization in time, which is charge, momentum, and energy conserving. The simultaneous conservation of these three quantities is a very important property of this method, especially when compared with PIC methods. Indeed, no PIC code is able to simultaneously conserve momentum and energy and thus require monitoring of the non-conserved quantity. Of course, other Vlasov schemes focus on the positivity preservation, which is not guaranteed in the FH scheme, but usually at the expenses of energy conservation.
We have compared the performance of the implicit FH method with the recently proposed implicit PIC code for the case of onedimensional, electrostatic simulations. The comparison results for Langmuir wave, Landau damping, ion-acoustic wave, and two-stream instability are summarized in Figs. 5, 7 and 10, 12, respectively. The two metrics that we have considered in order to fairly assess which method is computationally more advantageous are errors and efficacy as a function of CPU time. In particular, we evaluate the efficacy of a simulation, computed as the inverse of the product of its error (relative to an accurate 'reference' solution) and the CPU time to measure the cost-effectiveness of a method or, in other words, how much a larger CPU time is paid off in terms of better accuracy.
Although each simulation is quantitatively different, they all share the same conclusion that the FH method is orders of magnitude more efficient than PIC, at least for the examples considered. We have also shown, for the test case of the ion-acoustic wave, that the PIC code is unable to correctly capture the higher-order harmonics of the excited dominant mode (excited at nonlinear amplitude), making any analysis of wave-wave coupling and energy transfer impossible. This is an important problem that can impact PIC applications in areas such as plasma turbulence (see, e.g. [6, 80] ), suggesting that denoising techniques are mandatory for PIC there.
We notice that a multidimensional extension of the Hermite basis has been already successfully employed in [51] , in a linear context. Further developments of the FH method in terms of optimization of the Hermite basis will be critical for multidimensional applications of this technique, and will be considered in future work. Finally, it is fair to mention that the application of this method to large size real physics problems would likely require some sort of parallelization. It is known that the parallelization of a Fourier basis can badly affect performance. In this respect, local spatial discretizations, such as spectral elements, should also be investigated (and their effect on the conservation properties).
