The main technique used to edge-colour graphs requiring ∆ + 2 or more colours is the method of Tashkinov trees. We present a specific limit to this method, in terms of Kempe changes. We also provide a new Tashkinov tree extension.
Introduction
Let G be a loopless graph. The chromatic index of G, denoted χ (G), is the minimum number k of colours needed to k-edge-colour the graph -that is, to assign colours {1, 2, . . . , k} to the edges of G so that adjacent edges receive different colours. It is obvious that χ (G) ≥ ∆, where ∆ denotes the maximum degree of G. If G is simple then Vizing's Theorem [14] tells us that χ (G) ∈ {∆, ∆ + 1}, however determining χ (G) exactly is known to be NP-hard, even for simple cubic G [4] . A second lower bound for χ (G) is given by the density parameter ρ(G) , where is the maximum size of a colour class in G[S]). Goldberg [3] and Seymour [11] conjectured that in general, χ (G) ∈ {∆, ∆ + 1, ρ(G) } (or equivalently, χ (G) ≤ max{ ρ(G) , ∆ + 1}). If this conjecture is true, then it would imply a polynomial-time algorithm for first checking whether or not χ (G) > ∆ + 1, and then, if the answer is yes, computing χ (G) exactly -in contrast to the NPhardness of edge-colouring. This implication is due to Edmonds [1] ; see also [8] for an explanation. An asymptotic version of the Goldberg-Seymour conjecture is known (Kahn [5] ), and the conjecture is known to be true for all graphs not containing a K − 5 -minor (Marcotte [7] ). Most other results towards the conjecture use the method of Tashkinov trees to establish an approximation -namely, to establish a result of the form χ (G) ≤ max{ ρ , ∆ + s} for some s > 1. For example, Scheide [10] proved such an approximation with s = ∆+12 14 ; see Stiebitz et al. [12] for a complete survey. In this paper we present a specific limit to the method of Tashkinov trees. We also provide a new Tashkinov tree extension. there is an edge e v joining a vertex in W ϕ e 0 to v that is coloured α, and there is a vertex u v ∈ W ϕ e 0 that is missing α (i.e. α is not used on any edge incident to u v ).
At any point during the recursive process, the current vertices in W ϕ e 0 , along with e 0 and the edges that have been used in step 2, namely {e v |v ∈ W ϕ e 0 }, form a tree called a ϕ-Tashkinov tree starting at e 0 . While there may be different maximal ϕ-Tashkinov trees starting at e 0 (owing to different possible choices for e v ), the vertex set of such a maximal tree, namely W ϕ e 0 , is unique. Tashkinov's Theorem [13] says that either W ϕ e 0 is ϕ-elementary (no pair of vertices in W ϕ e 0 have a common missing colour), or that there is a sequence of Kempe changes that will modify ϕ so that both ends of e 0 have a common missing colour, and hence the colouring can be extended to e 0 .
If 
where the "+1" comes from the uncoloured edge e 0 . In this situation, if k < χ (G)−1, then one should add a new colour to ϕ and start the analysis again (i.e. consider again the resulting W ϕ e 0 ). On the other hand, if there are no defective colours and k = χ (G) − 1, then the above sequence of inequalities proves that χ (G) = ρ(G) , as desired.
We now know that in order to prove χ (G) ≤ max{ ρ , ∆ + s} via the method of Tashkinov trees, we "just" need to prove that, assuming χ (G) > ∆ + s, W ϕ e 0 has no defective colours, for e 0 some edge left uncoloured by ϕ, and ϕ some partial (χ (G) − 1)-edge-colouring with maximum domain (i.e. colouring the most edges among all partial (χ (G) − 1)-edge-colourings of G). When s is relatively large, this may not be too difficult: for any such colouring, the total number of colours in ϕ is χ (G) − 1, however each vertex in W ϕ e 0 has at least χ (G) − 1 − ∆ ≥ 1 missing colours (all of which are distinct since the vertices of W ϕ e 0 are ϕ-elementary). If there is a defective colour, then it is in addition to the missing colours (by the maximality of our tree), so we get that
where the "+2" is from the extra colours missing at the ends of e 0 . Rearranging this equation, we get
Since χ (G) > ∆ + s, the larger |W ϕ e 0 | and/or s is, the tighter this bound will be. If we are able to argue that |W ϕ e 0 | is sufficiently large as to make this inequality invalid, then we get our desired approximation. Here, all of the work is in building a large Tashkinov tree.
As s gets smaller, it becomes more difficult to argue that a sufficiently large Tashkinov tree exists. In particular, it is easy to construct examples for s = 1 where W ϕ e 0 does have defective colours. Here, the natural approach is to do some Kempe changes to modify ϕ so that the new W ϕ e 0 is larger and does not have any defective colours, and this seems to work well in practice. However, is such a sequence of Kempe changes always possible? That is, can the basic method of Tashkinov trees described above possibly capture the density required to prove the GoldbergSeymour Conjecture in general? In Section 2 we present an example which answers this question in the negative (Theorem 1). In fact the second author claimed such an example in her PhD thesis [9] , but a flaw was later found. Here we have a completely new example with no such failing.
The example of Section 2 does not mean the method of Tashkinov trees should be abandoned, but it does tell us that, without a technique beyond Kempe changes for modifying colourings, we cannot just rely on W ϕ e 0 to induce our dense subgraph H. Other authors, in particular Favrholt, Stiebitz and Toft [2] , have already done work to define a set W ⊃ W ϕ e 0 that is ϕ-elementary and hence provides an improved candidate for H. We establish a new such result in Section 3.
A limiting example
The subject of this section is the graph G and partial edge-colouring ϕ given in Figure 1 . Every edge in G is coloured except for the edge e 0 , and in general a single line in the picture represents a number of parallel edges in G, whose colours are written along that line. The encircled colours at the vertices are those colours missing at each vertex. The only vertex without encircled colours is also the only labelled vertex in the graph, x, and every colour except for α is missing at x. There are 18 colours used in total in this graph, the colours 1-17, and the colour α. For each of these 18 colours, let v i denote the vertex missing colour i in the figure (so v 2 = v 3 and v 4 = v 5 by this convention). The following theorem provides a negative answer to the question asked in the introduction, that is, it establishes a firm limit to the method of Tashkinov trees. 
1, 6, 9, 11 13, 15, 17 Theorem 1. Let G, ϕ, and e 0 be as in Figure 1 . Then χ (G) ≥ ∆ + 2, and ϕ is a partial (χ − 1)-edge-colouring of G with maximum domain. However, for any ψ obtained from ϕ by a sequence of Kempe changes, W ψ e 0 has a defective colour and has
Proof. We can see that ρ(G) = 19 with V (G) − x being the only subset of vertices achieving this density. Since G is 19-colourable (using ϕ and one extra colour for e 0 ), we get that χ (G) = ρ(G) = 19. Note that as ∆(G) = 17, this means that χ (G) = ∆ + 2 and that ϕ is a (χ (G) − 1)-edge-colouring of G − e 0 . In Figure 1 ,
, v 17 }, with defective colour α. We will show that even after any number of Kempe changes, we cannot increase the size of this set, and in particular, we can never achieve W We consider the subgraph induced by each pair of colours in ϕ. The possible components for such a subgraph are: a copy of 2K 2 (a doubled edge), an alternating path, or an even cycle of length longer than two.
Claim 1.
No pair of colours in ϕ induce a subgraph containing more than one alternating path.
Proof of Claim. Suppose some pair of colours did induce two alternating paths. Then the four distinct ends of these paths are each missing one of the two colours in question. However, the colour α is missing only at the vertex x, and every other colour is missing at exactly one vertex in G − x and also at x. So, these four distinct vertices are not possible.
Given Claim 1, if a pair of colours does not induce at least one cycle of length longer than two, then any Kempe change involving those colours is merely a relabelling of ϕ. Most pairs of colours in ϕ fall into this category. To see this, it is useful to use the symmetry of ϕ and group some of the colours together. We let A = {6, 7}, B = {16, 17}, C = {8, 9, . . . , 15}, and U = {2, 3, 4, 5}, but treat 1 and α on their own. Let a, a ∈ A, b, b ∈ B, c, c ∈ C and u, u ∈ U . Then a manual check verifies that the subgraph induced by any of the following pairs of colours consists of a single alternating path and copies of 2K 2 : {a, a }, {a, b}, {a, c}, {a, u}, {a, 1}, {a, α}, {b, b }, {b, c}, {b, u}, {b, 1}, {b, α}, {c, c }, {c, u}, {c, 1}, {c, α}, {u, 1}.
It remains only to consider the pairs {u, u }, {u, α}, {1, α}, each of which does induce a cycle of length longer than 2. The easiest of these cases is {u, u } equal to {2, 3} or {4, 5}. In this situation, the induced subgraph has no alternating path and just consists of a single alternating cycle and copies of 2K 2 . So again here, any Kempe change is just a relabelling of ϕ. In the remaining cases, the subgraph induced contains both an alternating path and an alternating cycle of length longer than two, so there are Kempe changes which are not just relabellings of ϕ.
Consider first {u, u } where u ∈ {2, 3} and u ∈ {4, 5}. The subgraph induced by these colours contains the path v 2 , v 1 , v 4 , copies of 2K 2 , and a 6-cycle containing the pairs of vertices v 6 , v 7 , v i , v i+1 , and v j , v j+1 for some distinct i, j ∈ {8, 10, 12, 14}. Note that we get an isomorphic copy of G, say G , by mapping v i and v j to each other and mapping v i+1 to v j+1 to each other. We will argue that doing the (u, u )-switch along the 6-cycle (i.e. switching the colours u and u along the 6-cycle) results in a colouring which is not a relabelling of ϕ on G, but is in fact a relabelling of ϕ on the isomorphic graph G .
To this end, consider ϕ on G, and imagine first executing the (i, j)-switch along the alternating path starting at v i (which ends at v j ) and then the (i+1, j +1)-switch along the alternating path starting at v i+1 (which ends at v j+1 ). We have already concluded that both of these switches result in merely a relabelling of ϕ on G, so the result of both actions, say ϕ 0 , is also a relabelling of ϕ on G. Now apply the isomorphism described above to get ϕ 0 on the isomorphic graph G . This is exactly the same result as if we did the (u, u )-switch along the 6-cycle to modify ϕ in G.
Consider now the pair {u, α}. The subgraph induced by this pair contains a path with vertex set {x, v 1 , v 2 , v 4 }, copies of 2K 2 , and a 6-cycle containing the pairs of vertices v 6 , v 7 , v i , v i+1 , and v 16 , v 17 for some i ∈ {8, 10, 12, 14}. We can make an argument identical to that of the previous case, except that instead of v j and v j+1 (and the colours j and j +1) we have instead the vertices v 16 and v 17 (and the colours 16 and 17), respectively.
It remains now only to consider the subgraph induced by {1, α}. The induced subgraph consists of the single-edge path from x to v 1 , copies of 2K 2 , and the 6-cycle v 2 , v 4 , v 7 , v 17 , v 16 , v 6 . By doing a Kempe change on either the cycle or the path, we actually do get a new colouring (say ϕ ), which is not a relabelling of ϕ in G or in any isomorphic copy of G. We thus proceed with caution.
Without loss of generality, let us say that ϕ has been obtained by switching 1 and α along the path xv 1 . Then W ϕ e 0 = {v 1 , v 2 , v 4 }, which is obviously too small to capture the required density of 19. However, we must also consider any sequence of Kempe changes that could be done to ϕ which might allow this set to increase in size. If such a sequence exists, we must be able to start with a switch involving exactly one of 1 or α. We will show that every such switch is either just a relabelling of ϕ on G, or a relabelling of ϕ on an isomorphic copy of G, and this will complete our proof.
The pairs {a, α}, {b, α} and {c, α} induce, in ϕ, a single path ending at x along with some copies of 2K 2 . The subgraph they induce in ϕ is different only in that each path is truncated at v 1 . Similarly, the pairs {a, 1}, {b, 1}, {c, 1}, {u, 1} induce, in ϕ, a single path ending at v 1 along with some copies of 2K 2 . The subgraph they induce in ϕ is different only in that the path is extended to x and there are no isolated vertices. So, in all of these cases, we get only a relabelling of ϕ by making a switch.
The only remaining pair to consider is {u, α}. Recall that in ϕ, the subgraph induced by this pair contains a path with vertex set {x, v 1 , v 2 , v 4 }, copies of 2K 2 , and a 6-cycle containing the pairs of vertices v 6 , v 7 , v i , v i+1 , and v 16 , v 17 for some i ∈ {8, 10, 12, 14}. The difference in ϕ is just that the path ends at v 1 instead of x. Our above argument about switching on the {u, α} cycle in ϕ therefore works identically in ϕ . So, we conclude that such a switch would just be a relabelling of ϕ on a graph isomorphic to G.
In the above example of Figure 1 , it may seem as though the Kempe changes were insufficient because of the placement of e 0 . Suppose that, in addition to Kempe changes, we allow e 0 to be moved -that is, for the colour from some edge to be removed provided it allows for e 0 to be coloured. In ϕ, the (u, u )-alternating path where u ∈ {2, 3} and u ∈ {4, 5} forms a cycle with e 0 , and hence e 0 could be moved along this cycle (triangle). However, changing ϕ and e 0 in this way would have no effect on W ϕ e 0 . Moreover, without first doing one or more Kempe changes, the only colours we could use to colour e 0 would be one of {2, 3, 4, 5}, and the effect would be the same as moving the edge around the triangle Theorem 2. Let G be a loopless graph with χ (G) ≥ ∆ + 2, let ϕ be a partial kedge-colouring of G with k ≥ ∆ + 1 colours, and let e 0 be an edge uncoloured by ϕ. If none of the following statements are true:
(1) There is a sequence of Kempe changes that transform ϕ into a colouring ϕ where the two ends of e 0 have a common missing colour (and hence ϕ can be extended to e 0 ).
(2) There is a sequence of Kempe changes that transform ϕ into a colouring ϕ where |W ϕ e 0 | > |W ϕ e 0 |.
then all of the following statements are true: (2) is not true is needed. We now extend this by proving (c). To this end, the following claim is useful. where the +2 comes from the fact that e 0 is uncoloured. We also know that
Hence we have our desired result.
Let the vertices of Q α,β be w 1 , w 1 , . . . , w q (note w 1 , w 2 are as in (b)). Suppose first that there exists ε ∈ ϕ(w i ) ∩ ϕ(v) for some v ∈ W ϕ e 0 and some i ∈ {1, 2, . . . , q}. We show by induction on i that this cannot occur. If i = 1 or 2 then (b) tells us this immediately. Now suppose that i ≥ 3. We may assume, without loss of generality, that ε ∈ U . Now choose δ ∈ ϕ(w i−1 ) (that is, choose a colour δ that is missing at w i−1 ). Since ϕ has at least ∆ + 1 colours, we can do this. Note that, by induction, δ ∈ M ϕ e 0 . Consider the maximal (ε, δ)-alternating path L beginning at w i−1 , and define ϕ to the the edge-colouring obtained by switching ε and δ along L. Note that this does not change the colours of any edges in T (since neither colour was in U ϕ T ) nor P α,β , nor does it change the colours missing at any vertices in W ϕ e 0 , aside from perhaps v (if L ends at v). If L does not end at v, then after the switch we have our desired result by induction since w i−1 and v are now both missing ε. So, suppose that L does end at v. In this case, after the switch, ε ∈ ϕ(w i−1 ) ∩ ϕ(w i ). By recolouring the edge between these two vertices with ε, P α,β will end at w i−1 , violating (b).
Suppose now that there exists ε ∈ ϕ(w i ) ∩ ϕ(w j ) for some i, j ∈ {1, 2, . . . , q} with i < j. We show that this cannot occur with an induction on j, and a secondary induction on j − i. Note that by the result we have just established, we know that ε ∈ M ϕ e 0 . By (b) we may assume that j ≥ 3. If j − i = 1, then we do as we did at the end of the previous case: we recolour the edge between the two vertices, truncating P α,β for a contradiction to (b). Hence we may assume that j − 1 ≥ 2. Choose δ ∈ ϕ(w i+1 ). By our above work we know that δ ∈ M ϕ e 0 . Consider the maximal (ε, δ)-alternating path L starting at w i+1 . Define ϕ by switching ε and δ along L. Note that since both ε and δ are not in M ϕ e 0 (nor are they α or β), this switch does not change the colours of any edges in T or P α,β , nor does it change the colours missing at any vertices in W ϕ e 0 . After the switch, we either complete our proof by primary induction hypothesis with w i and w i+1 (if L does not end at w i ), or we complete our proof by secondary induction hypothesis with w i+1 and w j (if L ends at w i ).
Theorem 1 proves that, for the example in Figure 1 , density cannot be captured by a Tashkinov tree, even if we allow for an unlimited number of Kempe changes. However, the structure in Theorem 2(b) does capture density for that example. To see this, note that there, M ϕ e 0 = {1, 2, . . . , 15}, D ϕ e 0 = {α}, and we can take T so that U ϕ T = {1, 2, 3, 4, 5}. So by choosing β = 6, for example, we get that P α,β has w 1 = v 16 and w 2 = v 17 . Hence part (b) tells us that W ϕ e 0 ∪ {w 1 , w 2 } = V (G) \ x is ϕ-elementary. This set does capture density since ρ(V (G) \ x) = χ (G). We can, however, modify this example (to Figure 3) so that (b) is no longer sufficient, although (c) is. In Figure 3 , we use the same conventions as in Figure 1 in terms of indicating the colours used on each edge and missing at each vertex, and in labelling a vertex v i if the colour i is missed there. Proof. We can see that ρ(G) = 29 with V (G) − x being the only subset of vertices achieving this density. Since G is 29-colourable (using ϕ and one extra colour for e 0 ), we get that χ (G) = ρ(G) = 29. Note that as ∆(G) = 27, this means that χ (G) = ∆ + 2 and that ϕ is a (χ (G) − 1)-edge-colouring of G − e 0 .
In Figure 3 , W It is useful to describe how we made Figure 3 from Figure 1 . First, for each edge of colour i ∈ {8, 10, 12, 14, 16} (in Figure 1) we made a parallel edge and gave it colour i+11. Then, for each edge of colour i+1 ∈ {9, 11, 13, 15, 17} we made a parallel edge and gave it colour i + 10. This process yielded the new colours 18, . . . , 27. Then, we took the set of the edges E i between v i and v i+1 (for i ∈ {8, 10, 12, 14, 16}) and made two copies of E i : we deleted the original set, but placed one copy of E i between v i and the new vertex v i+10 , and place the other copy of E i between v i+1 and v i+11 ; to the first copy we added a parallel edge coloured i + 11, and to the second copy we added a parallel edge coloured i + 10. Finally we put three edges between v i and v i+1 (for i ∈ {8, 10, 12, 14, 16}), and coloured these three edges with the colours i, i + 1, and i 2 − 2 , except in the case of i = 16, where we used the colour α in place of i 2 − 2. Given the way that we made Figure 3 from Figure 1 , every pair of colours in {α, 1, 2, . . . , 17} (i.e. every pair of colours from Figure 1 ) induce as components the same number of paths and the same number of long (length more than 2) cycles in Figure 3 as they did in Figure 1 , although these paths and even cycles may be longer than they were before. Hence, given the argument in the proof of Theorem 1, the only such pairs inducing both a path component and a long cycle component in Figure 3 are {u, u }, {u, α}, {u , α}, and {1, α}, where u ∈ {2, 3} and u ∈ {4, 5}.
In Figure 3 , view each colour i ∈ {8, 10, 12, 14, 16} as being twinned with the colour i + 11, and each colour i + 1 ∈ {9, 11, 13, 15, 17} as twinned with the colour i + 10. Each such twinning induces only copies of 2K 2 , except for one path of length 2. Because of this, a pair of colours from {18, . . . , 27} induces a subgraph which is the same as the subgraph induced by their twins in {8, . . . , 17}, except that the former will have two more copies of 2K 2 and the path in the latter will be four edges longer. Moreover, given a pair of colours {w, y} with w ∈ {α, 1, 2, . . . , 17} and y ∈ {18, . . . , 27} (where w and y are not twins), the subgraph induced by {w, x} is the same as the subgraph induced by {w, y } (where y is the twin of y), except that the length of the path component and the number of 2K 2 components will be different.
It remains now only to consider the pairs {u, u }, {u, α}, {u , α}, and {1, α}, where u ∈ {2, 3} and u ∈ {4, 5}. All of these pairs do induce subgraphs consisting of both a path and a long even cycle, in addition to copies of 2K 2 . In the proof of Theorem 1 we dealt with all of these pairs, save {1, α}, in the same way: by showing that a switch along the long cycle is equivalent to a relabelling of an isomorphic copy of G. We will do this again here, although we need to do slightly more work to get the relabelling.
Consider a pair {u, u }, {u, α}, or {u , α}, where u ∈ {2, 3} and u ∈ {4, 5}. The long cycle induced by this pair is the 10-cycle (v 6 
, for some distinct i, j ∈ {8, 10, 12, 14, 16}. Note that we get an isomorphic copy of G, say G , by mapping v i , v i+10 , v i+11 , v i+1 to v j , v j+10 , v j+11 , v j+1 , and vice versa. We will argue that swapping the pair of colours in question around the 10-cycle results in a colouring which is not a relabelling of ϕ on G, but is in fact a relabelling of ϕ on the isomorphic graph G .
To this end, consider ϕ on G, and imagine executing all of the following switches, in sequence: the (i, j)-switch starting at v i (and ending at v j ), the (i+1, j +1)-switch starting at v i+1 (and ending at v j+1 ), the (i + 10, j + 10)-switch starting at v i+10 (and ending at v j+10 ), and the (i + 11, j + 11)-switch starting at v i+11 (and ending at v j+11 ). We have already concluded that all of these switches result in merely a relabelling of ϕ on G, so the result of all 4 actions, say ϕ 0 , is also a relabelling of ϕ on G. Now apply the isomorphism described above to get ϕ 0 on the isomorphic graph G . This is exactly the same result as if we switched along the 10-cycle in question.
It remains now only to consider the pair {1, α}. As in the proof of Theorem 1, by performing a Kempe change on either the path or cycle induced by {1, α}, we actually get a new colouring (say ϕ ) which is not a relabelling of ϕ in G or in any isomorphic copy of G. Without loss of generality, let us say ϕ has been obtained by switching 1 and α along the path xv 1 . Then W ϕ e 0 = {v 1 , v 2 , v 4 }, which is obviously too small to capture the density of 29. However, we must also consider any sequence of Kempe changes that could be done to ϕ which might allow this set to increase in size. If such a sequence exists, we must be able to start with a switch involving exactly one of 1 or α. We will show that each such switch is just a relabelling of ϕ on G, or a relabelling of ϕ on an isomorphic copy of G, and this will complete our proof.
The pairs {s, α} with s ∈ {6, 7, . . . , 27} induce, in ϕ, a single path ending at x along with some copies of 2K 2 . The subgraph they induce in ϕ is different only in that each path is truncated at v 1 . Similarly, the pairs {s, 1} induce, in ϕ, a single path ending at v 1 along with some copies of 2K 2 . The subgraph they induce in ϕ is different only in that the path is extended to x and there are no isolated vertices. So, in all of these cases, we get only a relabelling of ϕ by making a switch.
The only remaining pair to consider is {x, α} where y ∈ {2, 3, 4, 5}. Recall that in ϕ, the subgraph induced by this pair contains a path with vertex set {y, v 1 , v 2 , v 4 }, copies of 2K 2 , and a 10-cycle (v 6 , v i , v i+10 , v i+11 , v i+1 , v 7 , v 17 , v 27 , v 26 , v 16 ) for some i ∈ {8, 10, 12, 14}. The difference in ϕ is just that the path ends at v 1 instead of y. Our above argument about switching on the {y, α} cycle in ϕ therefore works identically in ϕ . So, we conclude that such a switch would just be a relabelling of ϕ on a graph isomorphic to G.
