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We introduce a new family of N logN best basis search algorithms for functions
of more than one variable. These algorithms search the collection of anisotropic
wavelet packet and cosine packet bases and output a minimum entropy basis for a
given function. These algorithms are constructed after treating the model problem of
computing best Walsh packet bases. Several intermediate algorithms for conducting
mixed isotropic/anisotropic best basis searches in the function’s various coordinate
directions are also presented. Ó 2000 Academic Press
1. INTRODUCTION
Developing algorithms which search through a library of waveforms and find that
collection whose features most efficiently describe the features found in a signal is an
important task. For one-dimensional signals, the general framework was set up in the
context of wavelet packets and cosine packets by Coifman and Wickerhauser [5]—a bottom
to top search procedure in a homogeneous tree which minimizes an additive cost function.
More recently, Villemoes and Thiele [10] constructed a search algorithm for computing
optimal Walsh packet bases. In two or more dimensions, an unresolved issue has been how
to search through the various anisotropic libraries. As described in Wickerhauser’s recent
book [11, pp. 309, 310], when computing in two or more dimensions, one is faced with
the choice of either searching through a quad tree or other homogeneous tree of isotropic
subspaces, or selecting a basis from among the multitude of available nonseparable and
tensor product basis, because the apparent cost of searching through this larger anisotropic
library is prohibitive. In fact, Wickerhauser shows that the apparent number of nodes in the
tree alone is order N2, where N is the number of samples in the image. In this paper, we
introduce a collection of N logN algorithms for computing best nonseparable anisotropic
bases from a variety of libraries in two or more dimensions.
1 Current address: Schlumberger Doll Research, Old Quarry Road, Ridgefield, Connecticut, 06877-4108. Fax:
(203)438-3819.
86
1063-5203/00 $35.00
Copyright Ó 2000 by Academic Press
All rights of reproduction in any form reserved.
ANISOTROPIC WALSH BASES AND RELATIVES 87
After some preliminaries, we first introduce an anisotropic time domain Walsh algorithm
and then modify it to obtain fast algorithms for computing various best anisotropic bases
which arise from smoothly segmenting a signal, such as best cosine packet bases. Next a
frequency domain anisotropic Walsh algorithm is presented and then modified to allow for
the fast computation of various anisotropic best bases which arise from employing filters,
such as wavelet packet bases. We extend all of these two-dimensional algorithms to higher
dimensions and discuss some important intermediate results: using an isotropic search in
some coordinate directions of the signal and an anisotropic search in the other coordinates.
We then show how all the computations described here naturally decouple and allow the
algorithms to be parallelized.
2. TWO PRELIMINARIES: WALSH BASES AND ENTROPY
To emphasize the more geometric aspects of this construction, we make an identification
of various subspaces of RN ⊗RN with dyadic subrectangles of the unit square, where for
simplicity’s sake, we assume that N is a power of 2. Namely, we denote by V s2b2s1b1 , for
0 ≤ s1, s2 ≤ log2N (scale or size), and 0 ≤ bi < N/2si , for i = 1,2 (position), both the
dyadic rectangle
V
s2b2
s1b1
=
[
b12s1
N
,
(b1 + 1)2s1
N
]
×
[
b22s2
N
,
(b2 + 1)2s2
N
]
and the subspace of RN ⊗RN given by
V
s2b2
s1b1
= span〈Eet1 ⊗ Eet2, bi2si ≤ ti < (bi + 1)2si , i = 1,2〉,
where Eet , 0≤ t < N , is the standard basis for RN .
Any partition of the unit square gives a corresponding decomposition of RN ⊗RN into
subspaces. Clearly we are just thinking of dividing N by N matrices into dyadic blocks.
See Fig. 1.
We can find a basis of Walsh functions for each V s2b2s1b1 , namely the tensor product of a
Walsh basis on 2s1 points with another Walsh basis on 2s2 points. To generate a discrete
Walsh basis for R2s , denote by wf (t) the t th entry of the f th basis vector and start with
w0(t)=
√
1
2s
for all 0≤ t < 2s .
FIG. 1. A function which is nonzero in V 1130 ∪ V 2112 (left), listed as a function and (right), shown as an image.
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FIG. 2. The first four Walsh basis functions.
Then we use the following set of two-scale equations to generate the remaining 2s − 1
vectors: for even f , let
w2f (t)=
{
wf (2t) 0≤ t < 2s−1
wf (2t − 2s) 2s−1 ≤ t < 2s
(1)
w2f+1(t)=
{
wf (2t) 0≤ t < 2s−1
−wf (2t − 2s) 2s−1 ≤ t < 2s ,
(2)
and for odd f , let
w2f (t)=
{
wf (2t) 0≤ t < 2s−1
−wf (2t − 2s) 2s−1 ≤ t < 2s
(3)
w2f+1(t)=
{
wf (2t) 0≤ t < 2s−1
wf (2t − 2s) 2s−1 ≤ t < 2s .
(4)
Note that the f in wf (t) refers to the number of sign changes (zero crossings) in the
sequence wf (t), 0≤ t < 2s , and thus is a rough estimate of relative frequency. See Fig. 2.
By padding these Walsh bases for R2s1 and R2s2 with a proper number of zeros and
computing their tensor product, we can get a basis for V s2b2s1b1 consisting of Walsh functions.
See Fig. 3 for two examples.
FIG. 3. Two example basis functions: w1(x)w1(y) ∈ V 2112 and w3(x)w1(y) ∈ V 1130 .
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The Walsh transform,W(g)(f1), of a function g(t), 0≤ t < 2s , is simply the function’s
coordinates in a Walsh basis on 2s points:
W(g)(f1)= 〈g,wf1〉, 0≤ f1 < 2s .
By the Walsh transform, W(g)(f1, f2), in two dimensions of a signal g(t1, t2), where
0 ≤ ti < 2si , i = 1,2, we mean the function’s coordinates in the tensor product Walsh
basis described above:
W(g)(f1, f2)= 〈g,wf1 ,wf2〉, 0≤ fi < 2si , i = 1,2.
As to how effective a particular choice of basis is in describing the features found in some
signal of norm 1, g, there are a number of measurement tools. For simplicity we follow [5]
and use the standard entropy measure, though as usual, any additive cost function will do
(see, for example, [9]). If {vk} denotes a basis for g, the entropy of g in the basis, {vk}, is
defined as
e2(g, {vk})=
∑
k
|〈g, vk〉|2 log |〈g, vk〉|2.
A low entropy for a basis and signal pair means that only a few parameters are needed
to capture the major features of the signal. Relative entropy refers to partial sums of this
quantity.
The task we are immediately concerned with here in the Walsh case is, given an N by N
matrix A, to compute a dyadic partition of the unit square (and hence a subcollection of
the V s2b2s1b1 subspaces which together span R
N ⊗RN ) so that the signal has minimal entropy
in the corresponding two-dimensional anisotropic Walsh basis. As the paper develops we
shall see how this discussion leads to a number of results and algorithms concerning the
computation of anisotropic bases.
3. WALSH ALGORITHM I
Consider the tree of dyadic decompositions of the unit square pictured in Fig. 4 for the
case N = 4, e.g., R4 ⊗ R4. Each V s2b2s1b1 appears exactly once in the diagram. The tree has
2 log2N levels and log2N + 1 nodes on level log2N . There are a total of 4N2 − 4N + 1
spaces V s2b2s1b1 in the diagram. One should take note that this tree (modulo some informative
spacing) appears as Fig. 9.9 in [11].
LEMMA 3.1. The coordinates of an N by N matrix A in the subspaces V s2b2s1b1 can all
be computed in N2(log2N)2 operations.
This follows from the following fact. Suppose one has the Walsh coordinates af1,f2 and
bf1,f2 , 0≤ f1 < 2s1−1, 0≤ f2 < 2s2 , of A on two congruent rectangles A and B (here f1
refers to the Walsh coordinate in the x variable while f2 refers to the coordinate in the y
variable) which share a common edge and whose union is a rectangle C (see Fig. 5).
The Walsh coordinates cf1,f2 , 0≤ f1 < 2s1 , 0≤ f2 < 2s2 , of A on the rectangle C are
simply obtained with the following formula: for even f1,
c2f1,f2 =
1√
2
(af1,f2 + bf1,f2) (5)
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FIG. 4. Tree diagram of subspaces of R4 ⊗R4.
c2f1+1,f2 =
1√
2
(af1,f2 − bf1,f2), (6)
and for odd f1,
c2f1,f2 =
1√
2
(af1,f2 − bf1,f2) (7)
c2f1+1,f2 =
1√
2
(af1,f2 + bf1,f2). (8)
This change of coordinates is a direct consequence of (1)–(4) ((1)–(4) is (5)–(8) stated
in terms of basis functions instead of coordinates) and requires order 2s1+s2 operations. If
we were dealing with a partition of C horizontally into D and E as in Fig. 5, completely
similar statements would apply to show the same operation count.
FIG. 5. Two partitions of a subspace.
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To compute the Walsh coordinates of A we use the tree diagram in Fig. 4 as follows.
Note that V 0,t20,t1 = A(t1, t2); the node at the bottom of the tree of subspaces is the image
itself. We can compute the Walsh coordinates in each node of the tree from bottom to top
as follows: at each node in the tree, there are collected all subspaces V s2,b2s1,b1 which share
fixed scales s1 and s2. To compute the coordinates ofA in this collection of (homogeneous)
subspaces we use the coordinates of A either in the collection of spaces V s2,·s1−1,· or in the
collection V s2−1,·s1,· found at an adjacent node on the next lower level of the tree diagram.
There are N2/2s1+s2 spaces V s2b2s1b1 , and the above remark shows that 2
s1+s2 operations are
required to computeA’s coordinates in each V s2b2s1b1 , for a total ofN2 operations. Since there
are at most (log2N + 1)2 nodes in our tree diagram, the cost of computing all the Walsh
coordinates of A is just
N2(log2N)2.
Upon computing these “global” Walsh coordinates for A on each subspace V s2b2s1b1 and
computing the relative entropies of A in these subspaces (an operation which also costs
N2(log2N)2 operations), we now perform a search which chooses a dyadic partition of the
unit square which has minimal entropy. This search algorithm is built around the following
lemma (see Fig. 5 for an informative picture).
LEMMA 3.2. Let C = V s2b2s1b1 , A = V
s2b2
s1−1,2b1 , B = V
s2b2
s1−1,2b1+1, D = V
s2−1,2b2
s1b1
, E =
V
s2−1,2b2+1
s1b1
for some si , bi , i = 1,2. Let
m(H)= {relative entropy of a collection V s4b4s3b3 ⊆H which
partition H and which have minimal entropy}
g(H)= {relative entropy of “global” Walsh basis on H }.
Then m(C)=min{g(C),m(A)+m(B),m(D)+m(E)}.
Proof. This follows from a simple induction argument and the fact that given any
dyadic partition of C (e.g., including one representing a minimal entropy basis or
segmentation for C) either the segmentation of C vertically or horizontally divides C
without cutting any of the elements of the partition.
The search algorithm proceeds as follows. It is literally a dynamic programming
algorithm.
S–1. Begin on the next to lowest level of the tree with the first node. Apply the
above lemma to each V s2b2s1b1 rectangle in the node. Keep track only of whether the best basis
for V s2b2s1b1 is the global basis, or whether it has a vertical or horizontal segmentation.
S–2. Proceed across each level in the tree and from the lowest level to higher
levels computing optimal choices for the spaces V s2b2s1b1 until you reach the root node.
S–3. Upon reaching the top node in the tree, proceed down the tree, following
the optimal segmentation decisions made at each V s2b2s1b1 encountered. The lemma shows
that the collection of path ends encountered describes a partition of the unit square with
minimum entropy.
Since there are 4N2 − 4N + 1 spaces V s2b2s1b1 and none of the spaces on the lowest level
of the tree diagram requires processing during the search, the cost of the search algorithm
is approximately 3N2.
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Remark 3.1. Homogeneous trees of isotropic subspaces employ the nodes in the tree
diagram which contain subspaces V s2b2s1b1 for which s1 = Cs2, for some constant C. For
example, a typical quad tree analysis [11] could employ the nodes which lie on the vertical
axis through the center of the tree diagram, e.g., the subspaces V s2b2s1b1 for which s1 = s2.
3.1. A Relative: Best Anisotropic Cosine Packet Bases
We now wish to extend this algorithm for Walsh functions to smooth basis functions,
namely the library of anisotropic cosine packets. To do this we now identify V s2b2s1b1 = V
I2
I1
with the dyadic rectangle
I1 × I2 =
[
b12s1
N
,
(b1 + 1)2s1
N
]
×
[
b22s2
N
,
(b2 + 1)2s2
N
]
and we identify V s2b2s1b1 with the subspace of L2([0,1] × [0,1]) spanned by the collection of
basis elements
S
I1I2
f1f2
(x, y)= bI1(x)bI2(y) cos
(
(2f1 + 1)pi2 2
s ′1
(
x − bi2
s1
N
))
× cos
(
(2f2 + 1)pi2 2
s ′2
(
y − b22
s2
N
))
,
where the bells bIj are basically supported on the interval Ij , and s′j = log2N − sj for
j = 1,2 (see below).
To make these spaces V s2b2s1b1 satisfy the same completeness, orthogonality, and partial
orderings described in the tree diagram, we must have that for any dyadic partition, {V I2I1 },
of [0,1] × [0,1], ∑
{V I1I2 }
b2I1(x)b
2
I2
(y)≡ 1
and that the bells bI1I2(x, y) = bI1(x)bI2(y) be mirror images of each other across the
common edges of the partition no matter what level in the tree diagram they come from.
This can be accomplished using the standard folding techniques described in [11, p. 104].
Notice that this restriction is also present when searching through any homogeneous tree
of isotropic subspaces.
With this replacement of cosine packets for Walsh functions, we can apply verbatim
the above search algorithm for Walsh functions and thereby compute a minimal entropy
anisotropic cosine packet basis. The cost of the search algorithm is still order N2 (e.g.,
the number of subspaces V s2b2s1b1 in the tree diagram). The coordinate computation requires
order N2(log2N)4 operations.
Remark 3.2. A number of types of processing which involve smoothly segmenting an
image into subimages either in time or in frequency can be placed into this computing
framework, including, for instance, the brushlets (see [3]).
4. WALSH ALGORITHM II
This second Walsh algorithm is basically a frequency domain version of the first Walsh
algorithm. That is, consider performing the same analysis described in Section 2, not onA,
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but on W(A), the Walsh transform of A. Let K be the resulting minimal entropy partition
of [0,1] × [0,1]. Let wfI denote the Walsh function supported on the dyadic interval I
with f zero crossings. We have
W(A)=
∑
I1×I2∈K
∑
f1,f2
〈W(A),wf1I1 ,w
f2
I2
〉wf1I1 w
f2
I2
.
ApplyingW∗ to both sides and using Parseval we obtain a new expansion forA in terms
of Walsh functions:
A=
∑
I1×I2∈K
∑
f1,f2
〈A,W∗(wf1I1 w
f2
I2
)〉W∗(wf1I1 w
f2
I2
). (9)
The Walsh functions in this new expansion ofA are organized in terms of their frequency
support, instead of their time domain support. In fact, we now define some spaces Vˆ s2b2s1b1
which classify Walsh functions according to the support of their Walsh transforms:
Vˆ
s2b2
s1b1
= span{wmI wnJ : supportW∗(wmI wnJ )= V s2b2s1b1 }
= span
{
w
b1
I ′1
w
b2
I ′2
∣∣ I ′j = [fj2s ′jN , (fj + 1)2
s ′j
N
]
, for j = 1,2
}
.
Evidently, each space Vˆ s2b2s1b1 is spanned by the translates of a single function. We can
construct a tree diagram for these spaces Vˆ s2b2s1b1 by just placing a “ ˆ” above each V
s2b2
s1b1
in
our original tree diagram (see Fig. 4). Due to the fact that W is unitary, the Vˆ s2b2s1b1 spaces
retain the orthogonality and partial ordering properties described in the tree diagram. Note
that whereasAt1,t2 = V 0,t20,t1 was located at the bottom of the original tree diagram, now the
coordinates of A in Vˆ log2N,0log2N,0 (located at the top of the new tree diagram) are exactly the
entries of A.
All we have done thus far in this section is essentially to conjugate the first Walsh
algorithm by the Walsh transform. However, what we must do now is to compute the
coordinates ofA in the spaces Vˆ s2b2s1b1 without using the Walsh transform, namely by low and
high pass filtering the image A. An easy calculation shows that if the coordinates of A in
Vˆ
s2b2
s1b1
are denoted by cf1,f2 , 0≤ fj < 2sj , j = 1,2, then the coordinates ofA in the spaces
Vˆ
s2−1,2b2
s1,b1
and Vˆ s2−1,2b2+1s1,b1 are given by df1,f2 and ef1,f2 , 0 ≤ f1 < 2s1 , 0 ≤ f2 < 2s2−1,
where for even b2,
df1f2 =
1√
2
(cf1,2f2 + cf1,2f2+1)
ef1f2 =
1√
2
(cf1,2f2 − cf1,2f2+1),
and for odd b2,
df1f2 =
1√
2
(cf1,2f2 − cf1,2f2+1)
ef1f2 =
1√
2
(cf1,2f2 + cf1,2f2+1).
Completely similar computations show how to compute the coordinates in Vˆ s2,b2s1−1,2b1 and
Vˆ
s2,b2
s1−1,2b1+1 from those of Vˆ
s2b2
s1b1
.
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Thus, instead of starting from the bottom of the tree and computing all coordinates as we
slide up the tree diagram, we proceed down the tree, filtering the coordinates of A in the
subspace Vˆ s2,·s1,· in the x direction to obtain the coordinates in Vˆ
s2,·
s1−1,· and in the y direction
to obtain the coordinates in Vˆ s2−1,·s1,· .
One can prove another easy lemma showing that computing all these coordinates in
this way requires order N2(log2N)2 operations. The search algorithm, which costs 3N2
operations, can be applied verbatim. In this way, this second Walsh algorithm produces a
minimal entropy dyadic partition on the Walsh frequency side and hence a second type of
best anisotropic Walsh packet basis for a matrix A.
4.1. A Relative: Best Anisotropic Wavelet Packet Bases
The apparatus described in the previous section can be used for computing minimal
entropy anisotropic wavelet packet expansions: we simply use longer filters. We now
define the subspaces Vˆ s2b2s1b1 using the subband filtering procedure described above. As in
the Walsh case, the entries ofA are exactly the coordinates contained in the node Vˆ log2N,0log2N,0 .
We define the coordinates of A in the rest of the subspaces Vˆ s2b2s1b1 recursively as follows:
if the coordinates of A in Vˆ s2b2s1b1 are denoted by cf1,f2 , 0 ≤ fj < 2sj , j = 1,2, then the
coordinates of A in the spaces Vˆ s2−1,2b2s1,b1 and Vˆ
s2−1,2b2+1
s1,b1
are given by df1,f2 and ef1,f2 ,
0≤ f1 < 2s1 , 0≤ f2 < 2s2−1, where for even b2,
df1f2 =
L−1∑
l=0
hlcf1,2f2+l
ef1f2 =
L−1∑
l=0
glcf1,2f2+l ,
and for odd b2,
df1f2 =
L−1∑
l=0
glcf1,2f2+l
ef1f2 =
L−1∑
l=0
hlcf1,2f2+l ,
where hk and gk are low and high pass filters which satisfy the quadrature mirror filter
condition:
L−1∑
l=0
hlhl+2d = δ0,d and gl = (−1)l+1hL−1−1.
Furthermore, if the coordinates of A in the spaces Vˆ s2,b2s1−1,2b1 and Vˆ
s2,b2
s1−1,2b1+1 are given by
af1,f2 and bf1,f2 , 0≤ f2 < 2s2 , 0≤ f1 < 2s1−1 , where for even b1,
af1f2 =
L−1∑
l=0
hlc2f1+l,f2
bf1f2 =
L−1∑
l=0
glc2f1+l,f2,
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and for odd b1,
af1f2 =
L−1∑
l=0
glc2f1+l,f2
bf1f2 =
L−1∑
l=0
hlc2f1+l,f2 .
In light of the fact that the processes of filtering in the x and y directions commute (these
bases arise as a tensor product), the subspaces Vˆ s2b2s1b1 are well defined. The quadrature
mirror filter condition shows that the subspaces Vˆ s2b2s1b1 satisfy the same completeness,
orthogonality, and partial orderings as they did in the Walsh case, and again, the same
fast search algorithm can be employed verbatim. The use of longer filters increases the
cost of computing the coordinates of A in the subspaces Vˆ s2b2s1b1 only by a constant factor.
Remark 4.1. All of these algorithms/recipes can easily be modified to deal with
functions supported on rectangles. Analyzing N by M images has roughly the same cost
schedule: the tree diagram (which has a skewed shape) has log2N + log2M + 1 levels,
(log2N + 1)(log2M + 1) nodes, and 4MN − 2N − 2M + 1 subspaces V jlik . The search
algorithm costs approximately 3MN operations, and the entire analysis requires order
NM log2N log2M operations.
Remark 4.2. The construction outlined above is easily modified to use biorthogonal
filters. All operation count estimates go through as before.
5. HIGHER DIMENSIONS
Here we outline the completely straightforward extension of these algorithms for
analyzing higher dimensional signals using, for example, the cosine packet and wavelet
packet libraries (or even a mixture of the two). Suppose we have an N1 by N2 by N3
signal, A. We first will define the spaces s3b3V s2b2s1b1 (0≤ si < log2N1; 0≤ bi < 2log2Ni−si ;
i = 1,2,3). First we make an identification of s3b3V s2b2s1b1 = I3V
I2
I1
with the dyadic rectangle
I1 × I2 × I3, where
Ij :=
[
bj2sj
N
,
(bj + 1)2sj
N
]
, j = 1,2,3,
and then with the subspace of L2([0,1]3) spanned by the collection of basis elements
S
I1I2I3
f1f2f3
(x, y)=
3∏
j=1
bIj (x) cos
(
(2fj + 1)pi2 2
s ′j
(
y − bj2
sj
N
))
. (10)
The resulting tree diagram sits in a parallelepiped in R3 with log2N1 + log2N2 +
log2N3 + 1 levels. On each level L of the tree are the homogeneous subspaces s3b3V s2b2s1b1
with s1 + s2 + s3 = L, while there are (log2N1 + 1)(log2N2 + 1)(log2N3 + 1) nodes in
the entire tree. A simple calculation shows that the total number of subspaces s3b3V s2b2s1b1 is
equal to
∏3
j=1 2Nj − 1: thus the search algorithm costs basically 7
∏3
j=1Nj operations.
The operations count for this cosine packet algorithm is order
∏3
j=1Nj log2Nj .
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As for the use of the wavelet packet library for analyzing a multidimensional signal, we
follow a completely similar strategy. Let log2N3,0Vˆ log2N2,0log2N1,0 be the function itself, and define
the remainder of the spaces s3b3 Vˆ s2b2s1b1 recursively via the subband filtering scheme: for
example, suppose we have the coordinates cf1,f2,f3 of our matrixA in the space s3b3Vˆ s2b2s1b1 .
Let the coordinates ofA in the space s3b3 Vˆ s2−1,2b2s1b1 and s3b3 Vˆ
s2−1,2b2+1
s1b1
be denoted df1,f2,f3
and ef1,f2,f3 , 0≤ fj < 2sj , j = 1,3, and 0≤ f2 < 2s2−1, where for even b2,
df1f2f3 =
L−1∑
l=0
hlcf1,2f2+l,f3
ef1f2f3 =
L−1∑
l=0
glcf1,2f2+l,f3,
and for odd b2,
df1f2f3 =
L−1∑
l=0
glcf1,2f2+l,f3
ef1f2f3 =
L−1∑
l=0
hlcf1,2f2+l,f3 .
The spaces s3b3 Vˆ s2,b2s1b1 obey the same orthogonality and partial ordering described in the
tree diagram, and exactly the same considerations as above show that computing the best
wavelet packet basis for a three-dimensional signal requires
∏3
j=1Nj log2Nj operations.
Remark 5.1. In more than three dimensions, say for an N1×N2× · · ·×Nd image, the
resulting algorithm would have
∏
m(2Nm − 1)≈ 2dN subspaces V in a tree diagram with∑
m log2Nm + d levels. The operations count for the entire analysis is
∏
mNm log2Nm.
6. INTERMEDIATE RESULTS
Coifman has pointed out several important intermediate results. Suppose that we process
a video with T frames and wish to perform an isotropic analysis of each image (e.g., use
dyadic squares in our smooth segmentation of each frame, say following the techniques
of [1]) and an anisotropic analysis in the frame number direction (e.g., analyze a few or
very many coordinates from neighboring frames). We perform this analysis using the tree
in Fig. 6. Indeed, one can segment the subspaces of the video in the two spatial directions
when proceeding down a left branch of the tree, while filtering coordinates of the video
in various subspaces when proceeding down the right branch of the tree. The number of
nodes in this tree is (logN + 1)(logT + 1), not (logN + 1)2(logT + 1), as it would be if
we were performing an anisotropic analysis in all three coordinate directions. The number
of subspaces s3b3V s2,b2s1b1 is 4N
2T , instead of 8N2T as in the fully anisotropic analysis,
and the number of operations required to compute the coordinates in these subspaces is
N2T logN logT instead of N2T (logN)2 logT .
Clearly this discussion also applies to analyzing signals by treating various groups
of isotropic coordinate directions, while treating the remaining coordinates with an
anisotropic analysis. Suppose we analyze a signal with d directions and size N =∏dl=1Nl
by collecting together G groups of isotropic coordinates and anisotropic coordinates:
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FIG. 6. Tree diagram for 2D isotropic × 1D anisotropic search.
(N1 × · · · ×Nk1)× (Nk1+1 × · · · ×Nk2)× · · · × (NkG−1+1 × · · · ×NkG)
× NkG+1 × · · · ×Nd︸ ︷︷ ︸
anisotropic coordinates
.
We build a tree diagram with G+ (d −KG) lattice directions. The number of nodes in
the tree will be
#nodes=
(
G∏
l=1
logNkl + 1
)(∏
l>kG
logNl + 1
)
.
The number of subspaces in the tree (and hence the number of operations required for the
search procedure) will be 2G2d−kGN1 · · ·Nd = 2G2d−kGN , and the number of operations
required to compute the coordinates in these subspaces will be
N1 · · ·Nd
G∏
l=1
logNkl
∏
l>kG
logNl.
7. PARALLEL PROCESSING
The algorithms in Sections 2, 3, and 4 provide a convenient structure for organizing
these anisotropic wavelet packet and cosine packet bases in two or more dimensions. In
this Section, we show that the computation of (i) the “global” coordinates of A in the
spaces Vˆ s2b2s1b1 and (ii) the relative entropies of A in those subspaces (e.g., all the processing
required before using the search algorithm) decouples according to the signal’s coordinate
directions. We show that the search algorithm procedure can also be reorganized in terms
of the signal’s coordinate directions. These facts allow us to parallelize this part of the
processing and achieve N logN algorithms. We will also use these facts to show that
implementing the algorithms in this paper on a serial or parallel machine requires order N
memory storage requirements.
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7.1. Computing Subspace Coordinates
Suppose, for instance, that we are computing the wavelet packet coefficients for an N
by M by T matrix A. The computation decouples according to coordinate direction as
follows:
CP–1. Compute the coordinates of A in logT ,0Vˆ logM,0s1b1 for s1 = 0, . . . , logN
and 0 ≤ b1 < N/2s1 by simply filtering the image in the x direction. Note that one need
only hold in memory the coordinates from the subspaces logT ,0Vˆ logM,0s1−1,· while computing
the coordinates for the subspaces logT ,0Vˆ logM,0s1,· . Also compute the relative entropies of A
in these groups of “global” coordinates. The above processing requires order NMT logM
operations.
CP–2. Assign to each processor Ps1 , s1 = 0, . . . , logN , the task of computing
in the coordinates of A in the subspaces logT ,0Vˆ s2,·s1,· using the coordinates of A in the
collection of homogeneous subspaces logT ,0Vˆ logM,0s1,· . Compute the relative entropies of A
in these coordinates as well. We are simply filtering each of the logN +1 images produced
by step CP–1 in the y direction on independent processors. Each such task requires
NMT logN operations.
CP–3. Assign to each processor Ps1s2 , s1 = 0, . . . , logN and s2 = 0, . . . , logM ,
the task of computing the coordinates of A in the subspaces s3,b3 Vˆ s2,b2s1,b1 using the
coordinates of A in the collection of homogeneous subspaces logT ,0Vˆ s2,·s1,· . Compute the
relative entropies of A in these coordinates as well. We are simply filtering each of the
(logM + 1)(logN + 1) images produced by step CP–2 in the z direction on independent
processors. Each such task requires NMT logT operations.
It is easy to see that the effective operations count of this parallelized version of the
processing is NMT (logN + logM + logT ) = NMT logNMT and requires the use of
logN logM processors. Similarly, when T = 1 and we are analyzing an image, the use
of CP–1 and CP–2 and the fact that the search algorithm requires order 3MN operations
shows that the cost of analyzing an image is order NM logNM operations and requires
the use of only logN + 1 processors.
Remark 7.1. Exactly the same procedure parallelizes the fully anisotropic algo-
rithm in higher dimensions and shows that the effective operations count becomes∏
Nm
∑
logNm =∏Nm log∏Nm, e.g., N logN .
Remark 7.2. A similar procedure parallelizes the mixed isotropic/anisotropic algorithm
presented in Section 6. Here the operations count becomes
(∏
Nl
)( G∑
l=1
logNkl +
∑
l>kG
logNl
)
.
Remark 7.3. A completely similar discussion shows that computing best cosine packet
bases in higher dimensions using this framework has an effective operations count of∏
Nm
∑
(logNm)2.
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7.2. Search Algorithm
Mohlenkamp [8] has made a similar observation concerning the structure of the
search algorithm. The search algorithm is still required to be a serial procedure (e.g., no
decoupling according to coordinate directions is possible), but the search algorithm need
not proceed level by level in the tree diagram. Instead, the search algorithm can proceed
along each coordinate direction, as the following pseudocode demonstrates.
7.2.1. Pseudocode for Search Algorithm
Comment: Moves between nodes in the tree diagram
do xlev = 0, logN
do ylev = 0, logM
do zlev = 0, logT
Comment: Loops over the subspaces in zlev,·V ylev,·xlev,·
do xbox = 0, 2logN−xlev − 1
do ybox = 0, 2logM−ylev − 1
do zbox = 0, 2logT−zlev − 1
Choose the best basis from among:
1. global basis on zlev,zboxV ylev,yboxxlev,xbox
2. best basis from the x children
zlev,zboxV
ylev,ybox
xlev−1,2xbox ∪ zlev,zboxV ylev,yboxxlev−1,2xbox+1
3. best basis from the y children
zlev,zboxV
ylev−1,2ybox
xlev,xbox ∪ zlev,zboxV ylev−1,2ybox+1xlev,xbox
4. best basis from the z children
zlev−1,2zboxV ylev,yboxxlev,xbox ∪ zlev−1,2zbox+1V ylev,yboxxlev,xbox
The memory required to store the entropy figures required in the best basis search (as
well as the number of operations required to execute the search algorithm) is 2dN , where d
is the dimension of the signal.
8. NUMBER OF BASES
Two recursions help quantify the number of bases resulting from the use of the quad tree
analysis and the analysis proposed in this paper.
If Q(l) is the number of bases (segmentations) of a subspace (square) on level l of the
quad tree analysis, then
Q(l)= 1+Q4(l + 1).
If B(l1, l2) is the number of bases (segmentations) of a subspace (rectangle) on level l1
of the anisotropic analysis in the x direction and level l2 of the analysis in the y direction,
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FIG. 7. Number of bases resulting from a Quad Tree Analysis and from an anisotropic analysis.
then
B(l1, l2)= 1+B2(l1 + 1, l2)+B2(l1, l2 + 1)−B4(l1 + 1, l2 + 1).
The table in Fig. 7 summarizes some sample results.
9. TOY EXAMPLE
In Fig. 8, we display a toy example to illustrate the basic concepts of this paper. In the
example, we compute the best anisotropic Haar wavelet packet basis for a 4 by 4 matrix.
For simplicity, we use the cost function
e2(g, {vk})= #
{
vk | |〈g, vk〉|> 12
}
.
The original matrix is in the top node of the tree diagram and the coordinates in all other
subspaces are written into the diagram. In or near each subspace (rectangle), the letter V
or H indicates whether the best basis for the subspace has a partition in the x direction or
in the y direction, while the absence of a letter designation means that the best basis for
the subspace is the global basis. Also the seven subspaces in the best basis are highlighted.
10. DISCUSSION
Best basis searches through homogeneous trees of isotropic subspaces are widely used
in wavelet analysis. In this paper we have introduced a collection of N logN algorithms
which allow the user to compute with the entire anisotropic cosine packet and wavelet
packet libraries in two or more dimensions.
The obvious first task is to identify those situations where the additional analysis
flexibility is clearly worthwhile. What is clear is that these situations should occur
whenever the major features of the signal being analyzed can vary considerably with the
coordinate direction. Areas of interest where such analyses may be useful include (i) the
task of applying various matrices to arbitrary vectors as in [2, 6, 7], (ii) the task of denoising
various images and videos, (iii) signal and texture classification, and (iv) various domain
decomposition problems.
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FIG. 8. Toy example of a best anisotropic Haar wavelet packet analysis of a 4 by 4 matrix. The coordinates
in each subspace are written into the diagram. V means that the best basis for the indicated subspace has a
segmentation in the x direction, while H means that the best basis has a segmentation in the y direction. No H
or V marking indicates that the best basis for the indicated subspace is the “global” Walsh basis.
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APPENDIX: NOMENCLATURE
RN N dimensional vector space over the reals
⊗ tensor product operator
Eem standard basis for RN
V
s2b2
s1b1
rectangle [b12s1/N, (b1 + 1)2s1/N] × [b22s2/N, (b2 + 1)2s2/N]
V
s2b2
s1b1
subspace of RN ⊗RN spanned by Eet1 ⊗ Eet2 , bi2si < ti ≤ (bi + 1)2si , i = 1,2
Ewf f th Walsh basis vector
wf (t) t th entry of Ewf
wkI Walsh basis function supported on the interval I with k zero crossings
f vector with entries ft
A matrix or image with entriesAt∞,t∈
W(g) discrete Walsh transform of g
{vk} any basis of RN ⊗RN
e2(g, {vk}) entropy of a signal g in basis {vk}
A, B, C, H various rectangles in the unit square
akl , bkl , ckl Walsh coordinates for A when restricted to A, B, C, respectively
m(H) minimum relative entropy of f , restricted to H , over all possible
Walsh bases supported on H
g(H) relative entropy of f , restricted to H , in “global” Walsh basis for H
V
I2
I1
V
s2b2
s1b1
, where Ij = [bj2sj /N, (bj + 1)2sj /N], j = 1,2
bI (x) bell function supported mainly on I
S
I1I2
f1f2
(x, y) local cosine basis element supported mainly on I1 × I2
K partition of the unit square into rectangles
Vˆ
s2b2
s1b1
rectangle [b12s1/N, (b1 + 1)2s1/N] × [b22s2/N, (b2 + 1)2s2/N]
Vˆ
s2b2
s1b1
subspace of RN ⊗RN spanned by all functions whose Walsh transforms
are supported only on V jl
ik
hm entries of a low pass filter
gm entries of a high pass filter
Nk dimension of the function A in its kth coordinate direction
s3b3V
s2b2
s1b1
3D analog of V s2b2s1b1
s3b3 Vˆ
s2b2
s1b1
3D analog of Vˆ s2b2s1b1
S
I1I2I3
f1f2f3
(x, y) 3D analog of SI1I2
f1f2
(x, y)
G number of groups of isotropic coordinate directions inA
km number of coordinates on the mth such group
Pi ith processor in an array of processors
P(i, j) (i, j)th processor in an array of processors
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