We develop an approach to time-consistent risk evaluation of continuous-time processes in Markov systems. Our analysis is based on dual representation of coherent risk measures, differentiability concepts for multivalued mappings, and a refined concept of time consistency. We prove that the risk measures are defined by a family of risk evaluation functionals (transition risk mappings), which depend on state, time, and the transition function. Their dual representations are risk multikernels of the Markov system. We introduce the concept of a semi-derivative of a risk multikernel and use it to generalize the concept of a generator of a Markov process. Using these semi-derivatives, we derive a system of ordinary differential equations that the risk evaluation must satisfy, which generalize the classical backward Kolmogorov equations for Markov processes. Additionally, we construct convergent discrete-time approximations to the continuous-time risk measures.
Introduction
In this paper, we focus on time-consistent risk evaluation of continuous-time processes in Markov systems. While the theory of dynamic risk measures is quite advanced, Markov systems require special attention and dedicated analysis, due to their wide practical application.
The theory of risk measures has been initiated in [1, 27] and developed mainly in the area of finance (see [9, 15, 23, 24, 44] and the references therein). The main thrust was to study continuity and differentiability properties, and to develop the dual representation of risk measures in various functional space settings.
The foundations of conditional risk mappings and dynamic risk measures were developed in [46] . Further advances were made in [19, 36, 45, 6] . The theory of dynamic measures of risk in discrete time were developed in [2, 8, 11, 12, 19, 20, 22, 35] . In this research, the concept of time-consistency plays a key role. It is well-known that most static risk measures evaluated on a random final cost Z T cannot be represented in a time-consistent way (as compositions of one-step conditional risk measures).
Continuous-time measures of risk and different notions of their time-consistency were analyzed in [7, 10, 29, 42, 47] , among others. Most effort was devoted again to time-dependent dual representations, semimartingale properties, and to applications to finance. The development of the theory of continuous-time measures of risk suffered a slowdown after a result of [30] , which shows that law invariant risk measures allow dynamically consistent updates only when they belong to the family of entropic risk measures, which is parametrized by a single scalar parameter. This result, however, has been obtained in the setting of one final cost, and with law invariance understood as equality of the risk evaluation for all intermediate times and for all random variables having identical distribution. In particular, when two random variables have the same distribution, but their conditional distributions at intermediate times differ, the assumptions of [30] still require that their risk evaluations at all times are identical.
Our goal is to develop the theory of dynamic risk measures for continuous-time stochastic processes that can emerge in a Markov system. So far, only a limited number of works follow this avenue. In [43] , we proposed a class of discrete-time risk measures, which we called Markov measures, and we applied them to measure risk in Markov decision processes. In [21] , the structure of these measures was derived from a refined concept of time consistency, and their application to partially observable discrete-time processes was studied. In continuous time, the article [13] derives the structure of dynamic risk measures for Brownian filtrations, showing that they can be obtained as solutions to backward stochastic differential equations. In [48] , the drivers of these equations are related to one-step conditional risk measures in short time intervals.
In the present paper, we focus on continuous-time and discrete-space Markov systems. We derive a system of ordinary differential equations for the risk process, which generalizes the classical backward Kolmogorov equations. This derivation is based on dual representation of coherent risk measures, methods of set-valued analysis, an a refined concept of time consistency. The use conditional distributions in a Markov system helps avoid the paradox of [30] . Our approach also allows for a construction of discrete-time approximations and analysis of their convergence to the continuous-time risk evaluation.
The key step in our analysis is based on generalized differentiation of multivalued mappings arising in our context, which we call risk multikernels. We differentiate them in the direction of the generator of the Markov system. In this way, the Markov dynamics of the system and the risk model are integrated. Several concepts of differentiability of a multifunction are available in the literature (e.g., [3, 4, 33, 38, 49] ). We use a version of semi-differentiability, which is associated with a similar but not equivalent notion, introduced in [33] ; it corresponds to the concept of tangential approximations due to Robinson [37] . Semi-differentiability properties of multifuctions were studied in detail in [16, 17, 18] and were applied to stability analysis and asymptotic behavior of stochastic optimization problems (see also [28] ).
The paper is organized as follows. In section 2, we recall the relevant concepts related to the main objects of our study: the continuous-time discrete-space Markov system, and dynamic risk measures. In section 3, we introduce the concept of stochastic conditional time consistency for risk measures in Markov systems. In section 4, we analyze the structure of such risk measures. We prove that they are defined by a family of state-and time-dependent functionals, which we call transition risk mappings. Section 5 studies risk contributions in infinitesimal increments of time. In section 6, we derive dual representations of transition risk mappings, in form of risk multikernels, as introduced in discrete-time in [43] . Section 7 uses techniques of set-valued analysis to study differential properties of risk multikernels. We introduce the concept of a semi-derivative in this context, similar to [17] . Semi-derivatives of risk multikernels generalize the concept of a generator of a Markov process; we call them risk multigenerators. We calculate the multigenerators for risk transition mappings derived from the Average Value at Risk and mean-semideviation risk measures. In section 8, we derive a system of ordinary differential equations that the risk evaluation must satisfy. These equations generalize the classical backward Kolmogorov equations for Markov processes. Finally, in section 9, we use our results to construct convergent discrete-time risk approximations to a risk measure in a continuous-time model.
Preliminaries

A Continuous-Time Markov Chain
Let X be a finite state space. We consider a continuous-time Markov chain {X t } 0≤t≤T with the transition function Q t,r (y|x) = P(X r = y | X t = x), where x, y ∈ X and 0 ≤ t < r ≤ T . We assume that the transition rates
are well-defined, finite, and uniformly bounded for all 0 ≤ t ≤ T . Here, δ x (y) = 1, if y = x, and 0 otherwise. Clearly, we have G t (y|x) ≥ 0 for all y x, and y∈X G t (y|x) = 0, for all x ∈ X. We adopt the view of a generator G t as a mapping from X to the set M(X) of signed measures on X; its value at state x is G t ( · |x).
Let us denote by Ξ ξ t,r , where 0 ≤ t < r ≤ T , the space of piecewise-constant, right-continuous functions x : [t, r] → X with x t = ξ. The space is equipped with the σ-algebra generated by the finite-dimensional cylinders of the form x ∈ Ξ ξ t,r : x t i = y i , i = 1, . . . , I , where I is any natural number, t i ∈ [t, r], y i ∈ X. It is well known (see, e.g., [14, sec. 4.5] ) that for every ξ ∈ X, the transition function Q defines a probability measure P ξ t,r on the space Ξ ξ t,r . A process X t,ξ τ t≤τ≤r with paths in Ξ ξ t,r distributed according to this measure exists. We define Ξ t,r = ξ∈X Ξ ξ t,r . Let {F t } 0≤t≤T be the filtration generated by the process {X t } 0≤t≤T . We consider stochastic processes {Z t } 0≤t≤T , taking values in R, adapted to this filtration.
Then, for each t, a measurable functional φ t :
With an abuse of notation, we still use Z t to denote this functional. We denote by Z t the space of all bounded F t -measurable random variables. We assume that lower values of Z t are preferred, e.g., Z t represents " cumulative cost" evaluated at time t.
Dynamic Measures of Risk
We briefly recall basic definitions of conditional and dynamic risk measures. 
Stochastic Conditional Time Consistency
We refine the concept of time consistency by employing conditional distributions and stochastic orders, extending the discrete-time construction of [21] . 
It is strongly stochastically conditionally time-consistent, if for any two times r 1 , r 2 ∈ [t, T ], the relation
implies (2).
The stochastic order " st " is understood as follows: for all η ∈ R
Theorem 3.2. If a dynamic risk measure ̺ = ̺ t,T t∈[0,T ] is stochastically conditionally timeconsistent, normalized, and has the translation property, then it is time consistent and has the local property.
Proof. Let us verify time consistency. For any Z T ∈ Z T , it follows from the translation and normalization properties that
Then it follows from Definition 3.1 that
, which is time consistency. Let us verify the local property. For an event A ∈ F t , we set r = T and W T = A Z T in Definition 3.1. Two cases may occur:
In both cases,
, which is the local property. For functions c ∈ L ∞ ([t, r] × X) and f ∈ L ∞ (X), we consider random variables of the following form:
Transition Risk Mappings
We shall derive the structure of risk measures for this class of random variables. For 0 ≤ t ≤ r ≤ T and ξ t ∈ X we define
Theorem 4.1. If a dynamic risk measure ̺ = ̺ t,T t∈[0,T ] is stochastically conditionally timeconsistent, normalized, and has the translation property, then for every 0 ≤ t ≤ r ≤ T and every
Moreover, for every ξ [0,t] ∈ Ξ 0,t , the functional ς
t,r is law invariant with respect to the probability measure P
Proof. Suppose we are interested in the evaluation of risk of two random variables:
Consider any r ∈ (t, T ]. Due to the stochastic conditional time consistency, if
It follows that a function ς
Law invariance follows from the fact that in (6) only the distribution of ̺ r,T (W) | ξ [0,t] matters. Due to the translation property, we obtain the following risk evaluation of
By virtue of Theorem 3.2, ̺ has the local property, and thus formula (5) follows.
Further refinement can be achieved by restricting the class of measures of risk.
Definition 4.2. A dynamic risk measure
From now on, for brevity, Markovian risk measures having the local property will be denoted as follows: [0,t] ) and our results simplify in a substantial way.
Transition Risk Mappings in Short Intervals
If c ≡ 0, we have v t (ξ t ) = ̺ t,T f (X t,ξ t T ) (ξ
Corollary 5.1. If a dynamic risk measure ̺ = ̺ t,T t∈[0,T ] is stochastically conditionally timeconsistent, translation invariant, and Markovian, then for every 0 ≤ t ≤ r ≤ T and every
ξ t ∈ X a functional ς ξ t t,r : L ∞ (X) → R exists such that for every Z T = f (X T ) we have v t (ξ t ) = ς ξ t t,r v r (X t,ξ t r ) .(8)
Moreover, the functional ς ξ t t,r (·) is law invariant with respect to the probability measure Q t,r (·|ξ t ). If ̺ is coherent, then ς ξ t t,r (·) is a coherent measure of risk.
If c 0, the analysis of risk contributions in short intervals allows for a derivation of a result similar to (8) . The argument of the mapping ς t,r in (7) is a bounded random variable on the probability space Ξ 
Using Minkowski inequality, we have
Denote the constants
We obtain the estimate
where
with L denoting the Lipschitz constant of ς.
The middle term of the expression on the right hand side of (9) is identical to (8) . Its argument is a function of the state X t,ξ t r , that is, it is a random variable on the space X with the measure Q t,r ( · |ξ t ). Since ς ξ t t,r is law invariant, its value may depend only on ξ t , Q t,r ( · |ξ t ), and v r (·). We can thus write the equation ς
where σ t,r :
It is obvious that σ t,r is law invariant with respect to the measure Q t,r ( · |ξ t ). Under the assumption of strong stochastic time consistency, we can eliminate the dependence of σ t,r (·) on r. 
where ∆ ξ t t,r satisfies (10) . Moreover, the functional σ t (·, ·, ·) has the following properties: (i) It is law invariant with respect to the second argument; Proof. From Corollary 4.3 and equation (11), we obtain the equation
The only issue to be resolved is the dependence of σ t,r on r. Let t ≤ r 1 ≤ r 2 ≤ T and f 1 , f 2 : X → R.
We consider the evaluation of Z = f 1 (X 
Using formula (13) 
If c ≡ 0, Assumption 5.2 is not needed in Theorem 5.3, and (12) simplifies as follows:
Dual Representation
If σ t (x, m, ·) is a coherent measure of risk then we call σ t a coherent transition risk mapping. In that case, the following dual representation is true:
where A t (x, m) ⊂ P(X) is a nonempty, convex, closed, and bounded set of probability measures on X. In fact, A t is the subdifferential of the transition risk mapping with respect to its third argument v (see, e.g., [44] ). As the mapping σ t has two additional arguments, x and m, they appear as arguments of A t . From now on we shall assume that all transition risk mappings are coherent, and thus the dual representation (15) is valid.
Coherent transition risk mappings enjoying the state consistency property can be derived from well-known coherent measures of risk. The corresponding multifunction A : X × P(X) ⇒ P(X) can be described analytically.
Example 6.1. The Average Value at Risk is defined as follows [39, 40] :
where α(x) ∈ [α min , α max ] ⊂ (0, 1). Axioms (A1)-(A4) are verified in [44] . The functional σ(x, m, ·) is a well-defined coherent measure of risk on L ∞ (X) and thus the dual representation (15) holds. The set A has been calculated in [44] :
Observe that the density (17) is uniformly bounded by 1 α min . After substituting m = δ x , we obtain
because the minimum is attained at η = v(x). Therefore, σ is state-consistent.
Example 6.2.
The mean-semideviation mapping of order p ≥ 1 is defined as follows [31, 32] :
Here κ(x) ∈ [0, 1]. Axioms (A1)-(A4) are verified in [44] . The functional σ(x, m, ·) is a well-defined coherent measure of risk on L ∞ (X) and thus the dual representation (15) holds. For
we have (see [44] ):
The mapping σ is state-consistent, because for m = δ x we have
Risk Multikernels and their Differentiation
Consider the set Q of stochastic kernels Q : X → P(X). With a coherent transition risk mapping 1 σ(x, m, v) we associate the multifunction M : Q ⇒ Q, defined as follows:
In the above formula, A(·, ·) is the multifunction featuring in the dual representation (15) of σ. We define I ∈ Q as the kernel assigning to each x ∈ X the Dirac measure δ x . For a state-consistent mapping σ, we have A(x, δ x ) = {δ x } in (15) . Therefore, M(I) = {I} for such mappings. We shall investigate differential properties of M at I.
Consider the vector space S of signed finite kernels, that is mappings K : X → M(X). We equip the space S with the norm
The set Q is a convex subset of S. For a set B ⊂ S and an element K ∈ S we define
with the convention that d(K, ∅) = +∞. The distance between two closed sets S 1 , S 2 ⊂ S is defined in the Pompeiu-Hausdorff sense:
The tangent cone to Q at I is defined as follows:
which is equivalent to
due to the convexity of the set Q (see [4, Prop.4 
.2.1]).
Lemma 7.1. K ∈ T Q (I) if and only if:
(ii) K(y|x) ≥ 0, ∀ x, y ∈ X, y x;
Proof. Suppose K ∈ T Q (I). Every element of the set 1 τ (Q − I), where τ > 0, has the properties (i)-(iii) above. Since K is a limit of elements of these sets, when τ ↓ 0, it has properties (i)-(iii) as well. Conversely, suppose K ∈ S has properties (i)-(iii). If max x∈X |K(x|x)| = 0, conditions (i)-(iii) imply that K = 0 and thus K ∈ T Q (I). If max x∈X |K(x|x)| > 0, then, for every
we have I + τK ∈ Q. Therefore, K ∈ T Q (I).
Remark 7.2. It is clear that the conditions (ii)-(iii) of Lemma 7.1 imply condition (i), but we include it for convenience.
We consider the following concepts of differentiability and derivative of the multifunction M defined in (20) , at a point I in a tangent direction K. Note that the values of M are nonempty.
Definition 7.4. A multifunction M is semi-differentiable at the point I in the direction K ∈ T Q (I) if a nonempty set D(K)
⊂ S exists, such that for every sequence ε n ↓ 0 and every sequence K n → K, K n ∈ T Q (I), we have
where the set limit above is understood in Pompeiu-Hausdorff sense, i.e.,
The set D(K) is called the semi-derivative of M at I in the direction K.
Our definition differs from the previously used concepts in the use of Pompeiu-Hausdorff distance. We note that the convergence with respect to that distance is not equivalent to the convergence with respect to the Wijsman topology, which is used in [17, 18] , nor to the convergence in the sense of Kuratowski used in [33] . For an extensive treatment, see [5] .
Lemma 7.5. If M is semi-differentiable at I in the direction K ∈ T Q (I), then its semiderivative D(K) is a closed, convex, and bounded subset of T Q (I).
Proof. As every set
, and the PompeiuHausdorff distance to D(K) is finite, the limit D(K) is a bounded subset of T Q (I). Moreover, every C n is convex. Consider a convex combination λg + (1 − λ)h of points g and h in D(K), where λ ∈ [0, 1]. Due to the convexity of the distance to a convex set, we have
As the distance at the right-hand side converges to zero, we obtain that λg + (1 − λ)h ∈ D(K). The closedness follows directly from the definition of the limit.
We can now verify semi-differentiability of the multikernels (20) arising from popular coherent measures of risk.
Theorem 7.6. The mapping M associated with the transition risk mapping (16) of Example 6.1 is semi-differentiable in every direction K ∈ T Q (I), and the semi-derivative is given by the formula
Proof. Suppose K n → K are such that K n , K ∈ T Q (I), and let ε n ↓ 0. Without loss of generality, we may assume that K 0. Since K n → K, for large n the quantities
are uniformly bounded from below by someτ > 0. By virtue of Corollary 7.3, I + ε n K n ∈ Q for all n such that ε n ≤τ. Therefore, for n large enough, we have
Consequently,
Suppose
We shall construct a close element of D(K), as defined in (22) . DefineD
Define the set Y n (x) = y ∈ X : y x,D n (y|x) < D n (y|x) . Then, for every x ∈ X, (22) . Define an element D n ∈ S as follows:
By Lemma 7.1, D n ∈ T Q (I). Using Corollary 7.3, we infer the existence ofτ > 0 such that I + τD ∈ Q for all τ ∈ (0,τ). Thus, due to the construction of D n , we also obtain I + ε n D n ∈ Q for all n such that ε n <τ. Moreover, the elements D n (y|x) for y x satisfy the conditions in (23) . To prove that D n ∈ 1 ε n M(I +ε n K n )− I , it remains to verify the inequality on D n (x|x) in (23) . By construction, D n (x|x) ≤ 0. We shall show that the right hand side of the last condition in (23) is nonnegative for all sufficiently large n, and thus the condition is satisfied. Suppose n is large enough, so that
Under these conditions, we have
Arguing as in the first part of the proof, we also estimate In a similar way we can differentiate the semideviation transition risk mapping (19) .
Theorem 7.7. The mapping M associated with the transition risk mapping (19) of Example 6.2 is semi-differentiable in every direction K ∈ T Q (I), and the semi-derivative is given by the formula
Proof. Suppose K n → K, where K n , K ∈ T Q (I), and let ε n ↓ 0. Similarly to the proof of Theorem 7.6, we establish that I + ε n K n ∈ Q for all sufficiently large n. Then
Therefore, substituting M = I + ε n D, we obtain
Suppose (25) with the corresponding function Φ n . We construct an elementD n of D(K), defined in (24), as follows:
We shall show that it is close to D n . For y x we have
and for y = x we obtain
Since the quantities 1 + Φ n (y|x) − Φ n (x|x), K n (y|x) z∈X Φ n (z|x)K n (z|x), and Φ n (z|x) are uniformly bounded for all x, y, z, n, we conclude that D n − D n → 0, as n → ∞.
Conversely, for any D ∈ D(K) defined in (24), we use its corresponding function Φ to define an (25) as follows:
The distance between D and D n is estimated exactly as in the first part of the proof, just the function
Not all transition risk mappings derived from coherent measures of risk are semi-differentiable. is not semidifferentiable in any direction K ∈ T Q (I), unless K = 0.
Proof. Observe that the multikernel M is defined by the sets
Therefore, for every ε > 0,
This set does not depend on ε and is different from δ x for all K 0. In these cases, the limit (21) does not exist.
The Backward Differential Equation
We can now integrate the results of sections 5, 6, and 7 to derive a system of ordinary differential equations satisfied by coherent Markov risk measures.
It follows from formula (12) that for all 0 ≤ t < r ≤ T the following relation is satisfied
where A t (x, Q t,r (x)) = ∂σ t x, Q t,r ( · x), 0 , and ∆ x t,r satisfies estimate (10) . Define,
Due to Lemma 7.1,G t,r ∈ T Q (I), and by (1),G t,r → G t , as r ↓ t. Therefore, the semi-derivative of A t (x, ·) at δ x can be used to estimate the expression in (27) .
The following observation follows directly from Definition 7.4 and formula (20) .
Lemma 8.1. If the risk multikernel M t is semi-differentiable in the direction G t at I then the multifunctions
, with the semi-derivatives G t (x) ∈ M(X) defined as follows:
It follows from (27) and Lemma 8.1 that for all
We call the semi-derivatives G t (x), x ∈ X, the risk multigenerator associated withe the generator G t and the risk multikernel M t .
In our analysis, we use the support functions s G t (x) : L ∞ (X) → R of the risk multigenerators G t (x), defined as follows As it is positively homogenous, it is Lipschitz continuous on the entire space L ∞ (X). Since all sets G t (x) are uniformly bounded over x ∈ X, a universal Lipschitz constant exists.
We can now prove the main result of this section. 
Proof. First, we prove that the system (29)-(30) has a unique solution. For δ > 0, we define the space W [T −δ,T ] of functions v : [T − δ, T ] × X → R, which are continuous with respect to the first argument and bounded with respect to both arguments. On this space, we define an operator
It is well-defined because both s G τ (x) (v τ ) and c τ (x) are bounded and measurable. We shall prove that F is a contraction mapping, provided δ > 0 is small enough. For any two functions v,
Discrete-Time Approximations
In this section we discuss approximations of Markov dynamic risk measures by discrete-time measures. We make the following additional assumption. Consider transition risk mappings σ t : X × P(X) × L ∞ (X) → R. Using the kernels Q N i , we can evaluate the risk of the discrete-time chain as in [43, 21] . A sequence of functions v N 
Substitution of the estimate (28) into (34) yields an expression similar to (32) : 
Using the Lipschitz property of the functions s G t (x) (·) and Assumption 9.1, we obtain
Comparing (35) with (36) we get ( We can thus transform the error bound at the knots iε N to a uniform bound; for any t ∈ [iε N , (i+1)ε N ] the following chain of inequalities holds:
Since the right hand side converges to 0, as N → ∞, we conclude that v N → v in W.
