Abstract. Let ǫ > 0 and let q → ∞ be a prime. We prove that with high probability given x, y in the projective plane over Fq there exists γ ∈ SL3 (Z), with coordinates bounded by q 1/3+ǫ , whose projection to SL3 (Fq) sends x to y. The exponent 1/3 is optimal and the result is a higher rank generalization of a theorem of Sarnak about optimal strong approximation for SL2 (Z).
Introduction
In his letter ( [Sar] ), Sarnak proved the following lifting theorem, which he called optimal strong approximation.
Theorem 1.1. Let Γ = SL 2 (Z), let G q = SL 2 (Z/qZ) and let π q : Γ → G q be the quotient map. Then for every ǫ > 0, as q → ∞, there exists a set Y ⊂ G q of size |Y | ≥ |G q | (1 − o ǫ (1)), such that for every y ∈ Y there exists γ ∈ Γ of norm γ ∞ ≤ q 3/2+ǫ , with π q (γ) = y, where · ∞ is the infinity norm on the coordinates of the matrix.
The exponent 3/2 in Theorem 1.1 is optimal, as the the size of G q is asymptotic to q 3 , while the number of γ ∈ SL 2 (Z) satisfying γ ∞ ≤ T grows asymptotically like the Haar measure of the ball B T of radius T in SL 2 (R) ([DRS + 93]), i.e., µ (B T ) ≍ T 2 .
We use the standard notation x ≪ z y to say that there is a constant C depending only on z such that x ≤ Cy, and x ≍ z y means that x ≪ z y and y ≪ z x.
We wish to discuss extensions of this theorem to SL 3 , with a view towards general SL N . If Γ = SL N (Z), then the number of γ ∈ Γ of satisfying γ ∞ ≤ T also grows like the Haar measure of the ball of radius T in SL N (R), i.e., µ (B T ) ≍ T N 2 −N ([DRS + 93]), while the size of G q = SL N (Z/qZ) is |G q | ≍ q N 2 −1 . One is therefore led to the following: Conjecture 1.2. Let Γ = SL N (Z), let G q = SL N (Z/qZ) and let π q : Γ → G q be the quotient map. Then for every ǫ > 0, as q → ∞, there exists a set Y ⊂ G q of size |Y | ≥ |G q | (1 − o ǫ (1)), such that for every y ∈ Y there exists γ ∈ Γ of norm γ ∞ ≤ q (N 2 −1)/(N 2 −N )+ǫ , with π q (γ) = y, where · ∞ is the infinity norm on the coordinates of the matrix.
While we were unable to prove Conjecture 1.2 even for N = 3, we prove a similar theorem for a non-principal congruence subgroup of SL 3 (Z). For a prime q, let P q = P 2 (F q ) be the 2-dimensional projective space over F q , i.e., the set of vectors  for α ∈ F q \{0}. The group SL 3 (F q ) acts naturally on P q , and by composing this action with π q we have an action Φ q : SL 3 (Z) → Sym (P q ). Theorem 1.3. Let Γ = SL 3 (Z), and for a prime q let P q = P 2 (F q ) and Φ q : SL 3 (Z) → Sym (P q ) as above. Then for every ǫ > 0, as q → ∞, there exists a set Y ⊂ P q of size |Y | ≥ (1 − o ǫ (1)) |P q |, such that for every x ∈ Y , there exists a set Z x ⊂ P q of size |Z x | ≥ (1 − o ǫ (1)) |P q |, such that for every y ∈ Z x , there exists an element γ ∈ Γ satisfying γ ∞ ≤ q 1/3+ǫ , such that Φ q (γ) x = y.
The exponent 1/3 is optimal, since the size of P q is |P q | ≍ q 2 , while the number of elements
An important observation is that the premise of Theorem 1.3 actually fails for the point
Since there are only T 3 possibilities for the first column, we need to consider matrices of infinity norm at least q 2/3 in order to reach from x = 1 to almost all of y ∈ P q . As a matter of fact, one may use the explicit property (T) of SL 3 (R) from [Oh02] together with ideas from [GGN14] to deduce that if we allow the size of the matrices to reach q 2/3+ǫ we may replace the set Y in Theorem 1.3 by the entire set P q . We deduce Theorem 1.3 from a lattice point counting argument, in the spirit of the work of Sarnak and Xue ( [SX91] ). To state it, we first define a different gauge of largeness on SL 3 (Z), by
In particular, the ball of radius 2T relatively to · ∞ · −1 ∞ contains the ball of radius T 1/3 relatively to · ∞ , and their volume is asymptotically the same up to T o(1) . Theorem 1.4. Let Γ = SL 3 (Z), and for a prime q let P q = P 2 (F q ) and Φ q : SL 3 (Z) → Sym (P q ) as above. Then there is some constant C such that for every prime q, T ≤ Cq 2 and ǫ > 0 it holds that
Underlying Conjecture 1.2 is the principal congruence subgroup Γ (q) = ker π q .
is a non-principal congruence subgroup of SL 3 (Z). Theorem 1.3 says that Conjecture 1.2 holds "on average" for the non-principal subgroup Γ ′ 0 (q), which replaces the principal congruence subgroup Γ (q).
Let us provide some spectral context for our results, which is density results for exceptional eigenvalues.
Theorem 1.1 follows from Selberg's conjecture about the smallest non-trivial eigenvalue of the Laplacian of the hyperbolic surfaces Γ (q) \H, where H is the hyperbolic plane and Γ (q) is the N -th principal congruence subgroup of Γ = SL 2 (Z). While Selberg's conjecture is widely open, Sarnak proved Theorem 1.1 using density estimates on exceptional eigenvalues of the Laplacian, which are due to Huxley ( [Hux86] ). Similar density results were proved by Sarnak and Xue using lattice point counting arguments in [SX91] , but only for arithmetic quotients which are compact. The compact assumption was removed in [HK93, Gam02] (and the results were moreover extended to some thin subgroups of SL 2 (Z)). As a matter of fact, in rank 1 density results also imply the lattice point counting, but [SX91] does not contain this result.
In higher rank, Conjecture 1.2 would follow similarly from a naive Ramanujan conjecture for Γ (q) \SL N (R), Γ = SL N (Z), which says (falsely!) that the representation of SL N (R) on L 2 (Γ (q) \SL N (R)) decomposes into a trivial representation and a tempered representation. The Burger-Li-Sarnak explanation of the failure of the naive Ramanujan conjecture ( [BLS92] ) is closely related to the behavior of the point x 0 = 1 ∈ P q .
As in rank 1, Theorem 1.4 should be equivalent to density estimates for Γ ′ 0 (q), but there are some technical problems coming from the fact that SL 3 (Z) is not co-compact (see [HK93] for the case of hyperbolic surfaces). Closely related density results were actually proven recently by Blomer, Buttcane and Maga for N = 3 in [BBM17] , and for general N by Blomer in [Blo19] , using the Kuznetsov trace formula, and it is very possible that Theorem 1.3 can also be proven using those density arguments. However, the results of [BBM17] and [Blo19] , concern cusp forms, and one has to deal with the presence of non-tempered Eisenstein representations and some other technical issues.
The results of this work are based on an ongoing general work of the first author with Konstantin Golubev surrounding similar questions, which is in preparation ( [GK] ). Full details for the ideas that are only sketched in this work will be found there. Some preliminary results for hyperbolic surfaces appear in [GK19] .
We prove Theorem 1.4 in Section 2. The proof uses basic number theory and linear algebra. In Section 3 we deduce Theorem 1.3 from Theorem 1.4. The argument is spectral, and uses various tools from representation theory, which include property (T), the pre-trace formula, and bounds on Harish-Chandra's Ξ function. surrounding this project, and for Peter Sarnak for continued encouragement.
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Proof of Theorem 1.4
We should prove that there is some constant C such that for T ≤ Cq 2 , we have
If γ mod q has no eigenspace of dimension 2, then it has at most 3 eigenvectors in P 2 (F q ). Call such γ good mod q and otherwise call it bad mod q. Therefore for T ≤ q 2 ,
We therefore need to bound the number of bad A-s. The element 1 ∈ SL 3 (Z) is bad mod q and Φ q (1) fixes all of P 2 (F q ).
Assuming that we choose C small enough, it will hold that either γ ∞ < q/2 or γ −1 ∞ < q/2. Therefore if γ = 1 it will hold that γ mod q = 1 SL 3 (Fq) , and Φ q (γ) will fix at most q + 1 elements in P 2 (F q ). We should therefore prove that for some C > 0, and T ≤ Cq 2 ,
Assume that γ is bad mod q and γ ∞ γ −1 ∞ ≤ T . Without loss of generality we assume that γ ∞ ≤ T 1/2 < q/2. We identify elements of F q with integers of absolute value bounded by q/2. Thus, once we know the value of a coordinate of γ mod q we know the coordinate in γ.
By dividing the range of γ ∞ into O (log (T )) subintervals it is enough to prove that there exists C > 0 such that for every T ≤ Cq 2 and S ≤ √ T it holds that
Note that in such case γ
Denote the elements of γ by a ij , 1 ≤ i, j ≤ 3. Therefore there are ≤ 8S 3 options of choosing a 11 , a 22 , a 33 . Let α ∈ F q \{0} be the eigenvalue of γ mod q with an eigenspace of dimension 2. Then the third eigenvalue is α −2 mod q. By the trace of γ we have 2α + α −2 = a 11 + a 22 + a 33 mod q and there are at most 3 options for α. We know that γ−αI mod q is of rank 1, so each 2×2 determinant of γ equals 0 mod q. Therefore it must hold that (a 11 − α) (a 22 − α) − a 12 a 21 = 0 mod q.
So we know a 12 a 21 = (a 11 − α) (a 22 − α) mod q.
On the other hand, since a 11 a 22 −a 12 a 21 is the (3, 3) coordinate of γ −1 and γ −1 ∞ ≤ 2 min S 2 , T S −1 , we have |a 12 a 21 − a 11 a 22 | ≤ 2 min S 2 , T S −1 .
We first we deal with the non-exceptional case, where (a 11 − α) (a 22 − α) (a 33 − α) = 0 mod q. By the above a 12 a 21 is non-zero modulo q, so there are at most 4 min S 2 , T S −1 /q + 1 options for a 12 a 21 , and by divisor bounds T ǫ min S 2 , T S −1 /q + 1 options for a 12 , a 21 .
Similarly, there are T ǫ min S 2 , T S −1 /q + 1 options for a 13 , a 31 and both are non-zero. Now we know that a 23 , a 32 are also non-zero and by taking a 2 × 2 submatrix of γ where each one of them if the only missing ingredient we know them as well.
In total, we counted ≪ ǫ T ǫ S 3 min S 2 , T S −1 /q + 1 2 bad γ-s in the non-exceptional case. We postpone the exceptional case to the end of the proof. The same (and better) bounds hold for it as well. We now treat different cases, to show that
Recall that S ≤ T 1/2 ≤ q.
•
• If S 3 ≤ T -then min S 2 , T S −1 = S 2 .
-If S 2 ≤ q: then we have S 3 ≤ T .
-If S 2 ≥ q: then we have
Exceptional case. By symmetry, without loss of generality we may assume that a 11 = α mod q, and by our assumptions on the size of the matrix a 1,1 = α. We again use the fact that that every 2 by 2 minor of γ − αI is 0 mod q. In particular:
a 21 a 13 = (a 11 − α)a 23 = 0 mod q (2.1)
By symmetry again, we may assume without loss of generality that a 21 = 0 mod q and therefore a 21 = 0. Some more minors now give:
We now deal with two cases:
(1) Case 1: a 11 = α, a 21 = 0, a 31 = 0. In this case, the matrix is of the form: . It holds that α det A = 1. Therefore α = ±1 and det A = ±1. We also know that the eigenvalues of A mod q are either ±1 (if α = −1) or 1 with multiplicity 2 (if α = 1). Therefore the trace of A is either 0 or 2. We now separate into two cases.
In the first case a 22 = α and a 33 = α. In the second case we may assume without loss of generality that a 22 = α.
(a) Subcase 1a: a 11 = α, a 21 = 0, a 31 = 0, a 22 = α, a 33 = α. Then the choice of a 22 in 2S ways sets the value of a 33 since we know the trace. The different choices imply that a 23 a 32 = det A − a 22 a 33 = 0. By divisor bounds there are ≪ ǫ S ǫ options for a 23 , a 32 and both are non-zero. We also know that the third column is a multiple of the second column (modulo q), and now we know this value. This means that after we choose a 12 in 2S ways it sets a 13 uniquely. Therefore there are ≪ ǫ S 2+ǫ ≤ T q ǫ options in this case. (b) Subcase 1b: a 11 = α, a 21 = 0, a 31 = 0, a 22 = α, a 33 = 1. In this case a 23 a 32 = det A − a 22 a 33 = 0. If a 23 = 0 then a 32 = a 12 = 0 and there are ≤ 4S 2 options for a 23 , a 13 . Similarly, if a 32 = 0 then a 23 = 0 and once we know a 12 we also know a 13 . Therefore there are ≪ S 2 ≤ T option in this case. Since det γ = 1 it holds that α = ±1, a 33 = 1 and there are S 2 ≤ T options for γ.
Remark 2.1. The hardest case seems to be to show that the number of bad γ mod q such that γ ∞ ≤ q, γ −1 ∞ ≤ q is bounded by q 3+ǫ .
3. Proof of Theorem 1.3, Assuming Theorem 1.4
We first reduce the proof of Theorem 1.3 to a spectral question. Since we wish to use the usual notations of dividing SL 3 (R) by SL 3 (Z) from the left, we apply a transpose to the question as stated in Theorem 1.3. Let
We have a right action of SL 3 (Z) on Γ 0 . We let P T q = Γ 0 (q) \SL 3 (Z) (it is obviously isomorphic to P q as a set). Then Theorem 1.3 can now be stated in the following equivalent formulation:
Let K = SO(3) be the maximal compact subgroup of G = SL 3 (R). When using spectral argument, it will be useful to use a bi-K-invariant (i.e., left and right K-invariant) gauge of largeness of an element. By the Cartan decomposition each element g ∈ SL 3 (R) can be written as
with k 1 , k 2 ∈ SO (3), and unique a 1 , a 2 , a 3 ∈ R + , satisfying a 1 ≥ a 2 ≥ a 3 > 0 and a 1 a 2 a 3 = 1. Define g K = a 1 . Since K = SO (3) is compact there exists a constant C such that
Now consider the locally symmetric space X q = Γ 0 (q) \SL 3 (R) /K. We identify the point Γ 0 (q) x 0 ∈ Γ 0 (q) \SL 3 (Z) with the point Γ 0 x 0 K ∈ X q . For such a point denote by b x 0 ∈ L 2 (X q ) the uniform probability function supported on a ball B x 0 of small radius (relative to some fixed bi-K-invariant distance) around x 0 . We may assume that the radius is small enough so that if xγ ∈ B x 0 for x ∈ B x 0 and γ ∈ SL 3 (Z) then x 0 γ = x 0 .
Since χ ∞ T is bi-K-invariant and sufficiently nice, the function χ ∞ T acts by convolution from the right on L 2 (X q ).
We will prove the following: Lemma 3.2. There exists C > 0 such that for every ǫ 0 > 0, as q → ∞, there exists a set Y ⊂ Γ 0 (q) \SL 3 (Z) = P T q of size |Y | ≥ (1 − o ǫ 0 (1)) P T q , such that for every Γ 0 x 0 ∈ Y , it holds for
where we identify x 0 with Γ 0 x 0 K ∈ X q .
Before proving this lemma, we show:
Lemma 3.3. Theorem 3.1 follows from Lemma 3.2.
Proof. Assume that Lemma 3.2 holds.
Write
is the uniform probability function and g ∈ L 2 0 (X q ). Let ǫ 1 > 0. By explicit versions of property (T) ( [Oh02] ) there exists τ > 0 such that the operator
.
Let ǫ 0 > 0 and Y be given by Lemma 3.2. For x 0 ∈ Y , apply Equation (3.1) to g ′ = b x 0 * χ ∞ T − π and T = Cq 1/3 to get
By choosing ǫ 0 = ǫ 1 τ /6, using the fact that µ (X q ) ≍ P q ≍ q 2 and Cauchy-Schwarz, we have
This implies that the probability distribution b x 0 * χ ∞ T * χ ∞ T ǫ 1 is supported on a set of measure at least 1 − O q −ǫ 1 τ /6 µ (X q ). In particular it can miss a small neighborhood of at most ≪ q ǫ 1 τ /6 of the points x ∈ P ′ q . The probability distribution
To prove Lemma 3.2 we need to define an alternative gauge of distance. Defineδ :
3 . Since K is compact it holds that there is a constant C > 0 such that
Let B δ T = g ∈ G :δ 1/2 (g) ≤ T . Then we have that for some constants
Let χ T : G → R be the probability distribution
Note that sinceδ (g) =δ (k 1 gk 2 ) =δ g −1 the function χ T is self-adjoint and bi-K-invariant. The function χ ∞ T is not self-adjoint because in general g K = g −1 K . By the above arguments there exists some constants C 2 , C 3 such that 
As a result, there exist constants
Proof. Normalize K to have measure 1. Let Ξ : G → R + be Harish-Chandra's function, defined as
and δ : G → R >0 is defined, using the Iwasawa decomposition G = KP , as
There are standard bounds on Ξ, given by (see, e.g., [TV72, 2.1])
for some C 0 > 0. Using those upper bounds and the fact that µ {g ∈ G : T /2 ≤δ 1/2 (g) ≤ T } ≪ (log(T ) + 1) C 1 T 2 , we find that for some C 2 > 0,
Harish-Chandra's function Ξ arises as follows (see, e.g., [GGN13, Section 3]). Let (π, V ) be the spherical representation of G induced from the trivial character of P . It is well known that if
To show pointwise bounds, we notice that if χ T * χ T (g) = R, then χ T +1 * χ T +1 (g ′ ) ≫ R, for g ′ in an annulus of similar distance as g, i.e., for C −1δ (g) ≤δ(g ′ ) ≤ Cδ(g) for some C > 0. This annulus is of measure ≍δ(g). Therefore,
and the first bound follows by applying the lower bound on Ξ.
The bound on χ ∞ T follows from the bound on χ T and Equation 3.3.
Lemma 3.5. Let x 0 ∈ Γ 0 (q) \SL 3 (Z) and assume that there exists C > 0, ǫ 0 > 0 such that for every
Then there exists C ′ > 0 such that for T = C ′ q 1/3 it holds that for every ǫ > 0,
Therefore we may rewrite the assumption that for every
where in the last inequality we use Lemma 3.4. Now, recall that given f ∈ L 1 (Γ 0 (q) \SL 3 (R) /K) and h ∈ L 1 (K\SL 3 (R) /K) (which we consider as functions on SL 3 (R)), we have
where K (x, y) = γ∈Γ h x −1 γy . We apply the formula to f = b x 0 , h = ψ C 1 T 6 and get
−2B
x 0B x 0 K(x, y)dxdy.
Since µ (B x 0 ) is bounded uniformly in x 0 and q, the lemma will follow if we will prove in this case that for x, y ∈ B x 0 it holds that for T = C ′ q 1/3 , K (x, y) = We now apply Lemma 3.5 to every x 0 ∈ Y to obtain the claim of Lemma 3.2.
