Abstract-Modern mobile devices contain powerful MultiProcessor System-on-Chips (MPSoCs) that are performance throttled by Dynamic Power Management (DPM) runtime systems to extend battery lifetime. Applications on mobile devices commonly generate highly interactive workloads, dependent on interaction between the processor cores, peripherals, external resources and the user, such as touch input during web-browsing. Inevitably, a subset of interactive workloads are affected by delays caused by data unavailability, e.g. loss or delay of data packets during voice-over-IP. At the same time, the system is required to respond quickly upon data retrieval to ensure that the user Quality of Experience (QoE) metrics (frame-rate, latency, etc.) are not degraded. Traditionally, operating systems have mitigated this problem with periodic sampling or event-driven approaches. Through experimentation using a mobile MPSoC platform, however, we demonstrate that improving the tuning of DPM parameters for certain interactive user inputs can provide energy savings of up to 21% or QoE improvements of up to 36%, when compared with the traditional approach. To capture these improvements, we propose a dynamic modeling of user input and data resource access times (e.g. mobile network bandwidth and latency) for interactive workloads, which is based on workload profiling and which we refer to herein as inelasticity analysis. The proposed approach is implemented through online tuning of a DPM runtime in the Android operating system and is validated through a Monte Carlo simulation of interactive workloads. In comparison to the default DPM tuning, the proposed approach achieves energy savings of 13% or QoE improvement of 27% or a selectable trade-off, e.g. 9% energy savings and 15% QoE improvement.
I. INTRODUCTION
Multi-Processor System-on-Chips (MPSoCs) used in modern mobile devices allow execution of increasingly demanding workloads. These workloads are commonly interactive, such that they are dependent on user input and external resources during execution; this is a trend which is expected to escalate with networked Internet-of-Things applications. Unlike throughput-based computation, interactive workloads are primarily benchmarked by their response latency to touch, speech or other sensor input [1] . Variation in access time of data resources may limit the achievable latency. At the same time, preservation of battery lifetime of a mobile device is a significant challenge and must be considered during system optimization [2] . Operating systems can artificially limit the performance of an MPSoC using power management levers in order to increase battery lifetime; however, increased battery life must be traded off against potential regression of latency performance.
Ubiquitous power management levers available within MPSoCs that may be set by Dynamic Power Management (DPM) include Dynamic Voltage and Frequency Scaling (DVFS) and processor core idle states. Traditionally, there have been two approaches to DPM, namely individual control loops such as the cpufreq and cpuidle governors and approaches at the system level [3] , [4] . System level approaches integrate awareness of application context, in addition to the metrics considered by the low-level control loop approach. DPM runtimes have a number of parameters, which are typically tuned to a static value during system configuration.
Mobile device workloads share the characteristic of having a single user interface task running in the foreground. The user Quality of Experience (QoE) -which is the quantitative measurement of perceived performance from the perspective of the user [5] -may be derived from the Quality of Service (QoS) metrics of this task. QoS metrics include: (a) the latency in response to a user input; and (b) the redrawing rate of the graphics buffer. The former is an absolute time measurement from the moment of input to completion of the associated event [1] . The latter is caused by the necessity to update the graphics buffer of the user interface at a certain frame-rate [6] .
The user QoE for a subset of interactive workloads can suffer significantly from aggressive DPM; this is primarily due to the lag in control loops for individual power management levers. In response to this, a new cpufreq governor was implemented for the Android operating system; the interactive governor is scheduled to execute immediately after the CPU wakes up from idle to allow faster ramping up of frequency compared to previous governors [7] . A comparable eventbased approach has been proposed at the system level, reliant on detection of the type of task to determine the length of the following period of elevated CPU frequency [3] . Setting a fixed high performance period requires accurate deadline prediction of interactive tasks; the study proposing this did not consider tasks affected by high variability in resource access time such as in a mobile network scenario; it is likely that this variability would erode the accuracy of deadline prediction.
An alternative approach that does not require deadline prediction is to maintain a constant DPM lever setting throughout an interactive workload. Offline profiling may be used to evaluate the correct DPM lever setting without significant degradation in QoE, exploiting the fact that the QoE of a 978-1-5090-6023-8/17/$31.00 c 2017 IEEE number of interactive workloads is inelastic with respect to the DPM lever setting over a certain range of values. Accurate determination of this operating point has been demonstrated on a mobile device for a number of fixed workloads [8] , however, the study considers neither workloads that are mixed by nature and require a set of correct DPM operating points, nor the effect of variability on resource access time that may occur at runtime.
In the context of interactive workloads, evaluation of the variability in resource access time on loading of web-pages within a mobile web-browser has shown that mobile network conditions may affect not only energy consumption [9] , but also the optimum DVFS lever setting [10] . In this paper, three major contributions are included:
1) We present experiments from executing interactive workloads on the Samsung Exynos-5422 mobile MPSoC, which runs the Android operating system. These demonstrate that changing the tuning configuration of DPM parameters from the default tuning for certain interactive user inputs can provide energy savings of up to 21% or QoE improvements of up to 36%. 2) To capture these improvements, we propose a dynamic modeling of user input and data resource access times (e.g. mobile network bandwidth and latency) for interactive workloads, based on offline workload profiling. During the profiling, which we refer to as inelasticity analysis, QoE metrics are evaluated with respect to varying DPM runtime tuning for individual user inputs to interactive workloads. 3) Additionally, we show how normalized QoE metrics may be traded off with energy in a single weighted optimization function to achieve a full range of Paretooptimal points in the performance vs. energy trade-off.
The dynamic aspect proposed is implemented through online tuning of DPM runtime parameters in the Android operating system and is validated though a Monte Carlo simulation. This simulation explores the achievable trade-offs between QoE and energy for a set of user inputs to interactive workloads under varying resource access times. In comparison to the default DPM tuning, the proposed approach achieves energy savings of 13% or QoE improvements of 27% or a selectable trade-off, e.g. 9% energy savings and 15% QoE improvement.
The remainder of the paper is organized as follows: in Section II, we present the experimental demonstration of opportunities to exploit energy savings and QoE improvements for interactive workloads under varying user input and resource access times. In Section III, we present the proposed offline inelasticity analysis of interactive workloads and online tuning of DPM runtime parameters for exploiting these opportunities. The trade-off between QoE and energy consumption achieved by the proposed approach is presented in Section IV and validation results are shown in Section V. Finally, conclusions are drawn in Section VI. 
II. MOTIVATION
In this section, we present experimental results demonstrating the effect on the execution of interactive workloads of different tuning configurations of DPM runtime parameters taking into account variability in user input and resource access times during such execution.
A. Platform
The hardware platform used for experimentation is the Samsung Exynos-5422 MPSoC with an ARM big.LITTLE cluster architecture consisting of A7 and A15 cores, running the Android 6.0 Marshmallow operating system.
B. Experimental setup for emulation of interactive workloads
The experimental setup, which is shown in Figure 1 , consists of two components. The first is the target device executing the Google Chrome web-browser application in Debug mode in which a debugging protocol over WebSocket is provided. The second component of the setup is the automation framework, which uses the aforementioned protocol to configure in-built tracing capabilities and emulate interactive workload features. Interactions: The web-browser debugger protocol enables repeatable user input to be emulated, such as touch gestures to the screen display. Additionally, resource access time variability for mobile network conditions is induced using the network emulation which artificially throttles content loading time by adding to the round trip time latency, and limiting upload and download bandwidths. QoE and energy data collected: Events collected in the web-browser trace log are post processed to extract rendering frame-rate and content loading times for various web-pages requests in order to measure the QoE for each individual emulated user input. At the same time, through a device driver Android provides direct access to the on-board Exynos-5422 power sensors for energy consumption measurements. DPM parameters: The DPM parameters selected for tuning were for the interactive DVFS governor in the underlying Linux kernel, such as the sampling timer and target CPU utilization level. 
C. Motivational experiment
In order to quantify the range of QoE and energy consumption values achievable by using various DPM tunings, 50 unique cases are generated including the default DPM tuning. These tunings are evaluated for two different types of user input, namely, a scroll touch input and web-page navigation; the latter's dependency on mobile network resource access time is considered over two emulated mobile network conditions, WiFi and 3G. Table I presents a comparison between the default tuning (labeled as "Default") and the best tunings for the objectives of QoE (labeled as "Max QoE") and energy consumption (labeled as "Min energy"). We observe that the default tuning is not the best choice for any of the user inputs or resource access times, with none of the 49 alternative tunings being optimal for both QoE and energy for all user inputs. More importantly, we observe that the tuning for minimum energy for web-page navigate workloads under 3G network conditions is only 1.5% slower than the default tuning, even though it consumes 20.7% less energy.
These observations support our assumption that there are opportunities during the selection of DPM tuning configurations for improving the QoE and reducing the energy consumption for interactive workloads. In order to capture these opportunities in the context of interactive workloads, we propose an online approach to adapt the DPM tuning configuration dependent on the relevant workload.
III. PROPOSED ONLINE POWER MANAGEMENT TUNING
We propose a hybrid offline and online approach to improve the configuration of DPM parameters, see Figure 2 . Expected user QoE is quantitatively derived from individual QoS metrics profiled offline for different DPM tuning configurations in order to weight an optimization function evaluated online. Variability in user input and resource access times is monitored online and considered as part of the optimization function.
A. Inelasticity Analysis
A subset of user inputs to interactive workloads may have dependencies on external resources, for example retrieving data from a mobile network source. The critical computation path for each of the affected user inputs may depend on the access time of that resource and therefore the requisite CPU performance will also vary, this is the inelasticity of the workload with respect to CPU performance. In many cases, a reasonable estimation of the resource access time may be calculated based on previous accesses. For a mobile network -assuming deterministic routing and server response timemetrics of round trip time, upload and download bandwidth may be estimated. During inelasticity analysis of user inputs under different DPM configurations, simulated resource access time variability (such as network throttling) is used to build a model that may be exploited at runtime based on online monitoring of resource access times.
B. User Input Prediction or Detection
A characteristic of an interactive mobile workload is that there is a user interface (UI) task operating in the foreground which accepts the majority of interactive user input. The proposed approach considers the future workload to be the next user input to this UI task at all times.
In an ideal environment, the next user input is always known. This would be achieved through raising an interrupt upon user input detailing its characteristics; this method has been proposed and demonstrated previously [3] . To accurately determine an individual input, an interrupt must be raised by the application to the runtime system when it occurs.
Alternatively, input prediction models may be used online. Probabilities of user inputs occurring may be gathered using a fusion of offline and online characterization. There exist statistical techniques to model ordering of user input which may use this characterization as a heuristic, including analysis of application choices [12] and user input timing [13] , [14] . It is assumed that input prediction will always be inferior to input detection in terms of accuracy; if the prediction of the Time below 60 frames-per-second (ms) Normalized Quality of Experience Linear Exponential [11] (c) Web-page zoom model differs beyond a configured delta from the actual inputs, then the runtime may resort to a default DPM configuration.
C. QoE metrics for interactive workloads
In order to apply the scoring of the DPM tuning configurations discussed in the proposed approach, the QoS metrics between the different input actions must be normalized to derive a comparable QoE. To demonstrate that the proposed approach is applicable to different interpretations of quantitative derivation of QoE, two methods of normalization are used simultaneously, namely (a) a straightforward linear function and (b) an exponential decay as proposed by [11] . A graphical representation of these functions is shown in Figure 3 where QoS metrics of web-page load-time and time spent below 60 frames-per-second are translated to normalized QoE values. However, it is important to stress that the proposed approach can work with any given QoE models and those presented are simply for illustration. We demonstrate this independence with respect to the QoE model in Section V.
D. Online Optimization of QoE and Energy
Online, the DPM parameter selection will establish a current probability P (A) for the next input being each of the possible choices A 0..k and estimate the access times for each resource R 0..m . Given a pool of n DPM tuning configurations T 0..n , each configuration will be given a score for QoE and energy using equations 1 and 2 respectively.
(1)
QoE and energy must be weighted at the system level to determine a trade-off denoted by w QoE and w energy . A composite score of QoE and energy is then calculated for each DPM tuning configuration using equation 3. Finally, the minimum score is determined to determine the tuning configuration that will be chosen for the next user input using equation 4.
∀T : T score = w QoE T QoE + w energy T energy (3)
The DPM tuning configuration is then implemented using the relevant system calls, following which the system runtime sleeps until the input has finished before repeating the process.
IV. INELASTICITY ANALYSIS RESULTS
An inelasticity analysis was conducted using the experimental platform described in Section II. In addition to the webpage navigation and scroll inputs, a zoom touch input was evaluated along with an additional 4G network condition. Four DPM parameters were considered from the interactive DVFS governor. In total 50 different DPM tuning configurations for these parameters were included for inelasticity analysis, including the default tuning configuration and 49 randomly generated alternatives. The random generation was implemented by uniformly selecting across the available range of each parameter. Where possible, the minimum and maximum value for each parameter were chosen to be significantly lower or higher (as applicable) than the default DPM configuration. In table II, the four DPM parameters, their default value and ranges are presented in columns from left to right. Each DPM tuning configuration was profiled offline for all of the user inputs and network conditions over 50 repeats and averaged to obtain mean values for QoS and energy. The QoE normalization functions were then applied, together with an energy normalization with respect to the highest energy recorded. The resultant trade-offs between QoE and energy are shown in Figure 4 .
Variation in QoE and energy metrics are observable for all DPM tuning configurations for all user inputs. It should be noted, however, that one tuning configuration is a distant outlier, this is because a highly inefficient tuning for energy conservation was randomly generated. The user inputs which trigger interactive workloads lasting longer timer periods, such as web-page navigation and scrolling, show larger variation than the shorter zoom user input. This result is not surprising as there is a fixed overhead for waking up and then sleeping a processor core.
The effect of resource access time variability on the QoE of the navigate input is evident, when the network is relatively unthrottled in the WiFi scenario, CPU performance is clearly driving a variation in QoE. However, when the network is throttled in the 3G case, extra energy is consumed by some tuning configurations for no change in QoE. The 4G case is a combination of the two, there still exists a trade-off between QoE and energy but there is a steeper gradient than the WiFi case.
V. VALIDATION OF PROPOSED APPROACH
The inelasticity analysis results highlight ample opportunities to capture energy savings or QoE improvements for all of the user inputs profiled. To validate how the proposed approach would exploit these opportunities online, we use a Monte Carlo simulation to generate random interactive workloads and network resource access time conditions. The simulation evaluates the optimization function presented in Section III for six variants of the proposed approach comparing the resultant mean QoE and energy consumption to the default DPM tuning configuration.
The simulation was executed for 100,000 iterations to observe convergence and repeated for both linear and exponential methods of calculating the normalized QoE result. The weightings for QoE and energy, w QoE and w energy , were swept from {0, 1} to {1, 0} to expose the full trade-off curve between QoE and energy dependent on system goals.
The mean QoE and energy consumption values for the variants of the proposed approach under the generated interactive workloads are shown in Table III . The first two columns are results for when w QoE = 1, such that there is a full weighting towards QoE improvement. The second two columns are results for when w energy = 1, such that there is a full weighting towards energy improvement. The third two columns are results for when w QoE = 0.5 and w energy = 0.5 or an equal weighting between QoE and energy.
The default approach is the default tuning for the DPM parameters. The offline approach considers usage of the inelasticity profiles with equal probability of each user input and network condition occurring. The network approach adds accurate detection of current network resource access time. The predict and detect approaches emulate accurate user input prediction and detection respectively. The predict+network and detect+network combine accurate detection of current network resource access time with user input prediction and detection respectively. In the majority of operating conditions, a suitable tradeoff between energy and QoE is more desirable than fully weighting one or the other as shown in Table III there is a full range of Pareto-optimal points which are shown in Figure 5 for both methods of normalization of the QoE metric presented in Section III. The claim of independence with respect to the QoE normalization model used is evidenced by the similar response for both linear and exponential QoE models.
All variants of the proposed approach demonstrate energy savings and QoE improvements, when compared to the default DPM configuration. The resource access time detection used by the network variant achieves marginal improvement over the offline variant that models current network conditions with equal probability. Prediction of user input is shown to be more effective by the predict and predict+network variants. However, detection of user input is the clear optimal choice as shown by the detect and detect+network variants which achieved QoE improvements of 27% or energy savings of 13%, in comparison to the default DPM tuning configuration.
VI. CONCLUSIONS
We have demonstrated through experimentation that, where inelasticity analysis is conducted in respect of variability in user input and resource access time for interactive workloads, this will result in increased opportunities to capture energy savings and QoE improvements, in comparison with current operating systems. A single weighted optimization function for QoE and energy is proposed as a proxy for a performance vs. energy trade-off for interactive workloads. The function has been validated through simulations to confirm its efficacy, independent of the model used to normalize QoE. A novel approach to online tuning of DPM parameters has been demonstrated as an alternative to setting individual DPM levers. A hybrid offline and online approach has been proposed that generates inelasticity profiles for user inputs to interactive workloads. These profiles are opportunistically exploited online to optimize for weighted system goals of QoE and energy. The approach is validated on a modern mobile MPSoC platform demonstrating energy savings of up to 13% or QoE improvements of up to 27% or a selectable tradeoff, e.g. energy savings of 9% and QoE improvements of 15%, when compared to the default DPM tuning configuration. These results could feasibly be improved by consideration of additional DPM parameters available for tuning.
