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Dyson–Schwinger–Gleichungen fu¨r die Langevin–Dynamik
in Bo¨dekers effektiver Theorie
Zusammenfassung
Trotz schwacher Kopplung wird in nicht-abelschen Eichtheorien bei hoher Temperatur die
Dynamik der Felder nicht-perturbativ, wenn die beteiligten Impulse von der Gro¨ßenordnung
|k| ∼ g2T sind. Solche Verha¨ltnisse sind typisch fu¨r die Prozesse der elektroschwachen Verletzung
der Baryonenzahl im fru¨hen Universum. Bo¨deker gelang die Ableitung einer effektiven Theorie,
die die Dynamik der Feldmoden mit kleinen Impulsen durch eine Langevin–Gleichung beschreibt.
Diese effektive Theorie wurde bislang fu¨r Gitterrechnungen verwendet. In der vorliegenden Arbeit
stellen wir einen komplementa¨ren, analytischeren Zugang u¨ber Dyson–Schwinger–Gleichungen
vor. Bo¨dekers Langevin–Gleichung wird hierzu mithilfe von Methoden, die aus der stochasti-
schen Quantisierung bekannt sind, in ein Pfadintegral umgeschrieben. Wir argumentieren, daß
die spa¨tere Trunkierung der Dyson–Schwinger–Gleichungen die Einfu¨hrung von Eichgeistern
notwendig macht, die in stochastischer Quantisierung normalerweise nicht auftreten. Dies fu¨hrt
auf eine BRST symmetrische Formulierung und zugeho¨rige Ward–Takahashi–Identita¨ten. Eine
zweite BRST Symmetrie, die den Ursprung der Theorie in einer stochastischen Differential-
gleichung widerspiegelt, wird durch die Einfu¨hrung der Eichgeister zersto¨rt. Dennoch lassen
sich die zugeho¨rigen (stochastischen) Ward–Identita¨ten aus der fundamentalen Struktur der The-
orie ableiten und bewirken eine Ku¨rzung verschiedener Terme der Eich–Ward–Identita¨t. Zur
Kla¨rung einiger spezieller Fragen leiten wir die Feynman–Regeln der Theorie ab und fu¨hren
einige perturbative Rechnungen aus. Schließlich leiten wir die Dyson–Schwinger–Gleichungen
ab und schlagen eine mo¨gliche Trunkierung vor, die zumindest approximativ die stochastischen
und Eich–Ward–Identita¨ten respektiert.
Bo¨deker’s Effective Theory: From Langevin Dynamics to
Dyson–Schwinger Equations
Abstract
The dynamics of weakly coupled, non-abelian gauge fields at high temperature is non-perturbative
if the characteristic momentum scale is of order |k| ∼ g2T . Such a situation is typical for the
processes of electroweak baryon number violation in the early Universe. Bo¨deker has derived an
effective theory that describes the dynamics of the soft field modes by means of a Langevin
equation. This effective theory has been used for lattice calculations so far. In this work we
provide a complementary, more analytic approach based on Dyson–Schwinger equations. Using
methods known from stochastic quantisation, we recast Bo¨deker’s Langevin equation in the
form of a field theoretic path integral. We argue that a physically reasonable truncation of the
Dyson–Schwinger equations requires the introduction of gauge ghosts, which in general is
not mandatory in stochastic quantisation. This leads to a BRST symmetric formulation and to
corresponding Ward–Takahashi identities. A second BRST symmetry reflecting the origin in a
stochastic differential equation has to be sacrificed to establish the gauge BRST symmetry. The
(stochastic) Ward identities can still be obtained by referring to the underlying structure and are
shown to produce a cancellation among several terms of the gauge Ward identity. To clarify some
issues, we derive the Feynman rules and perform some perturbative calculations. Finally, we
deduce the Dyson–Schwinger equations and suggest a truncation scheme that approximately
respects the gauge and stochastic Ward identities.

“Orba parente suo quicumque volumina tangis,
his saltem vestra detur in urbe locus.
quoque magis faveas, non haec sunt edita ab ipso,
sed quasi de domini funere rapta sui.
quicquid in his igitur vitii rude carmen habebit,
emendaturus, si licuisset, eram.”
[Ovid, Tristia]
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Chapter 1
Introduction
Despite the fact that philosophy has not come to a definite conclusion on the issue yet, for the
rest of the world it is one of the best and best proven features of the Universe that it really
exists. However, if we ask ourselves whether we understand why it exists, we have to become
fairly modest or even muttering a faint tacuissemus.
For more than seventy years now, we have known of the existence of antimatter. Since Dirac
postulated the anti-electron or positron in 1928, which was discovered in cosmic rays by Anderson
four years later, it became clear that in fact to any species of elementary particles in nature there
exists a corresponding anti-particle. Any particle and its anti-particle differ in having opposite
inner quantum numbers like, e.g., the electric charge, but are identical with respect to their
other properties like masses, spin etc. Besides the difference caused by their opposite charges,
particles and anti-particles behave in almost the same way, i.e. the fundamental laws of nature
only slightly distinguish between matter and antimatter (in fact, only the weak interactions show
any distinction at all). Furthermore, on this fundamental level, nature does not favour matter
over antimatter in any respect: After decades of research at the large accelerator laboratories with
millions of tracked particle reactions it was never observed that any particle had been created
without the corresponding anti-particle.
In sharp contrast to this symmetry on the microscopic level is our everyday experience that
the macroscopic world seems to consist exclusively of matter. Moreover, coming back to our
question at the beginning, if equal amounts of matter and antimatter have been created at the
big-bang and if the laws of physics are essentially symmetric between matter and antimatter, why
is there anything left at all? A complete annihilation of the matter and antimatter contents of
the Universe should be expected, leaving nothing to say but “. . . and the rest was γ–rays”.
It is therefore a fascinating challenge for modern physics to find an explanation of this startling
discrepancy between the observed balance of matter and antimatter on the microscopic level and
the predominance of matter in the macroscopic world.
Is there really no antimatter?
The first question that naturally arises is, of course, whether this discrepancy persists in view
of a more careful investigation: Is there really no antimatter in the Universe and how do we
know this? First of all, we know by direct experience that our own planet entirely consists of
matter. The same can be inferred for the sun and the other celestial bodies in the solar system
from the composition of the solar wind and the rather frequent hits the planets suffer by straying
meteorites.
However, as we have mentioned above, there is indeed a certain amount of antimatter observed
in the cosmic rays. These consist mainly of energetic protons and α particles and contain at a ratio
of 10−4 also anti-protons. This fraction of anti-protons, however, is consistent with a secondary
production by interactions of the energetic protons with the interstellar medium according to the
process p+ p→ 3p+ p¯.
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The observed lack of a considerable admixture of an antimatter component to the cosmic rays
exceeding the level that is expected from secondary processes and especially the complete absence
of anti-nuclei in cosmic rays therefore indicate that no significant amounts of antimatter exist
within our galaxy.
Furthermore, the space between galaxies in clusters is not empty. It contains non-negligible
amounts of gas as revealed by x–ray emissions. If clusters contained matter and antimatter
galaxies at the same time, this would lead to strong annihilation signals with the intergalactic
gas. Those signals are not observed leading to the conclusion that there is no coexistence of
matter and antimatter within domains up to the typical size of galactic clusters [1].
At first sight, this leaves the possibility of a matter–antimatter symmetric Universe where
regions dominated by matter or antimatter are typically larger than 20 Mpc and separated by
extensive voids. However, apart from the open question by which mechanism such a separation
could be produced, Cohen, De Ru´jula and Glashow have shown in a detailed analysis [2] that such
a scenario is incompatible with present observations: The uniformity of the cosmic microwave
background (CMB) sets an upper limit to the inhomogeneities in the matter distribution at the
time of last scattering. Thereby it restricts the maximal size of possible voids at this stage. Cohen
et al. argue that this maximal size is too small to prevent them from being destroyed by diffusion
processes and that direct contact between matter and antimatter domains would therefore be
unavoidable, at least during the epoch from last scattering to the onset of structure formation.
The annihilation photons from the contact zones would contribute to the cosmic diffuse γ–ray
spectrum (CDG). This is clearly excluded by experiment. Independently, relativistic electrons
from the annihilations should lead to a distortion of the CMB spectrum, directly by Compton
scattering and indirectly by heating the medium. However, present measurements of the CMB
spectrum are not restrictive enough to provide a reliable test via this second effect.
Altogether we conclude that observational evidence is quite strong that the Universe did not
contain considerable amounts of antimatter back to the times of last scattering.
Ex nihilo nihil fit — or, maybe it does . . .
The matter/antimatter asymmetry of the Universe can be quantified by the difference of the
number densities of baryons and anti-baryons. Because the latter is essentially zero today, it is
given by the present density of baryons, which in turn is quite accurately known today. There exist
two independent methods for its determination, which lead to consistent results: nucleosynthesis
and CMB anisotropies.
The well understood mechanism of nucleosynthesis tightly links the primordial abundances
of the light elements D, 3He, 4He and 7Li to the baryon density nB . Measurements of these
abundances can therefore be used to determine nB . The four element abundances have different
functional dependences on the baryon density and it is therefore a nontrivial result that all of them
consistently lead to a baryon density (that is conventionally normalised to the photon density) of
(see Ref. [3])
2.6 · 10−10 ≤ nB
nγ
≤ 6.2 · 10−10
From a systematical point of view, deuterium measurements yield the most convincing results
because the abundance is not affected by astrophysical processes and thus one directly measures
the primordial value. In the other cases systematical errors can be minimised by restricting to
regions of low metallicity indicating negligible star activity.
An independent way of determining the baryon density has opened up since precision measure-
ments of the CMB spectrum are available. Acoustic oscillations of the coupled photon–baryon
plasma during recombination leave an imprint on the CMB spectrum that is sensitive to nB .
Though this method relies on certain theoretical assumptions on the nature of primordial density
fluctuations (see Ref. [4] for a discussion), it is still remarkable that the value inferred from CMB
anisotropies is consistent with the nucleosynthesis bounds above.
Summarising this observational evidence, we can state that we know the baryon density and
therefore the baryon asymmetry of the Universe quite well by now. The question to be posed is
5whether we can understand this value in terms of fundamental physics.
Though an ad hoc explanation by initial conditions seems to be possible at first, this is
not really true on looking more carefully. Two major arguments disfavour this possibility: If
the evolution of the Universe underwent an inflationary period (which becomes more and more
plausible), inflation would dilute away any difference in the baryon and anti-baryon densities
leaving behind a baryon symmetric Universe. In addition to that, as we will see below the
Standard Model itself (that is the part of physics we know to be realised in nature independent of
all possible extensions that may be realised) leads to efficient baryon number violating processes
in the early Universe at temperatures where the electroweak symmetry is still unbroken. These
processes inevitably destroy any prior existing baryon asymmetry, at least if not based on a
non-vanishing difference between baryon and lepton number, which is exactly conserved in the
Standard Model.
Consequently, it is rather likely that at some point during the evolution of the Universe its
baryon asymmetry was zero and the puzzle persists how the present asymmetry could evolve.
In 1967 Sakharov identified three necessary conditions for a dynamical generation of a baryon
asymmetry to be possible [5]
• B violation
• C and CP violation
• departure from thermal equilibrium
Besides B violation, which is obvious, C and CP violation are necessary to allow for a difference in
the reaction rates for processes generating particles and such generating anti-particles. In thermal
equilibrium the number densities of particles and anti-particles had to be equal according to their
equal masses.
In search of a situation in the history of the Universe where Sakharov’s criteria could have been
fulfilled, two major scenarios appear natural: The necessary departure from thermal equilibrium
could have been provided by an out–of–equilibrium decay of a heavy particle or alternatively by
one of the phase transitions assumed to have taken place.
Scenarios of the first kind are typically considered in the context of Grand Unified Theories.
These offer at the same time the possibility of new B, C, and CP violating interactions as well as
a variety of candidates for the decaying particle. This freedom, on the other hand, may be rated
as a weakness of these models, especially in view of the fact that the GUT scale physics involved
is far out of the reach of experiment.
Baryon number generation via a phase transition in the early Universe seemed especially
promising when it became clear that in principle the Standard Model itself contains all of the
ingredients that are necessary for such a scenario. Today, it is known that these models do
not work in the strict version of the Standard Model. However, within certain extensions like
the Minimal Supersymmetric Standard Model (MSSM) or the Next-To-Minimal Supersymmetric
Standard Model (NMSSM) they seem quite possible [6–17]. These supersymmetric extensions, on
the other hand, are well motivated by a number of independent considerations and, in contrast
to the GUT physics, they are maybe “just around the corner” of present-day experiments.
The general scenario is the following: Departure from thermal equilibrium is provided by the
electroweak phase transition. C and CP violation are clearly present within the Standard Model.
Thus, the most interesting question is the one of B violation.
As we have pointed out above, there has never been the slightest evidence for B violation in
any of the high energy physics experiments that are so well described by the Standard Model.
Nevertheless, it was found by ’t Hooft [18] that baryon number in the Standard Model is indeed
violated due to the Bell–Jackiw anomaly [19, 20] and the non-trivial structure of the SU(2)
vacuum.
The vacuum configurations of the SU(2) gauge field fall into disjoint classes that at zero tem-
perature cannot be continuously transformed into each other without leaving the space of vacuum
configurations. The individual classes (labelled by a topological invariant, the Chern–Simons
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number, and corresponding to a specific baryon number) are therefore separated by an energy
barrier. The change in the baryon or Chern–Simons number between two classes is related to the
field configuration mediating the transition
B(t2)−B(t1) = nF
[
NCS(t2)−NCS(t1)
]
= nF
g2
32pi2
t2∫
t1
d4x trFF˜ (1.1)
where nF is the number of fermion families, g the weak coupling and F the SU(2) field strength.
At zero temperature, a transition between vacua of different classes (and thus different baryon
number) can only proceed by quantum tunneling via instanton field configurations. It was already
calculated by ’t Hooft that such processes are typically suppressed by a factor of 10−173 which
explains why they have never been observed.
At temperatures of order 100 GeV near the electroweak phase transition, however, transitions
over the barrier can occur by classical, thermal fluctuations [21]. These so-called sphaleron transi-
tions are suppressed by a Boltzmann factor only and in principle can become quite efficient [23].
If the temperature exceeds the critical temperature of the electroweak phase transition, even the
barrier between different vacua vanishes. The rate of baryon number violating processes in this
regime is referred to as “hot sphaleron rate”. A better understanding of this rate and of the
physics involved constitute the main motivation of this work.
Let us now describe the assumed mechanism of baryon number generation during the elec-
troweak phase transition in extensions of the Standard Model (see, e.g., Ref. [22]). It is essential
for the mechanism to work that the phase transition is strongly of first order (which is one of the
reasons why it does not work in the strict version of the Standard Model where only a cross-over
takes place). The phase transition then proceeds via the nucleation of “bubbles” of the broken
phase (with Higgs expectation value 〈H〉 6= 0) within the still symmetric phase Universe. In the
symmetric phase where the Higgs expectation value is 〈H〉 = 0 baryon number changing processes
are fast. Inside the bubbles, the sphaleron transitions are assumed to be rapidly switched off (we
come to this point soon).
During the phase transition, the individual bubbles expand and fuse until they fill the whole
Universe and the phase transition is complete. For the particles in the hot plasma a passing
bubble wall creates the necessary departure from equilibrium to make baryon number generation
possible. By C and CP violating interactions of the particles in the plasma with the bubble wall
a difference in the number densities of left-handed particles and their anti-particles is generated
in the symmetric phase directly in front of the moving bubble wall. The baryon number changing
processes in the symmetric phase translate this difference into a baryon/anti-baryon asymmetry
that subsequently is transferred into the bubble. If sphaleron transitions inside are switched off
fast enough, the asymmetry is frozen in and persists until today. If not, it would be destroyed
again. Likewise, the asymmetry would be washed out if the baryons and anti-baryons would stay
too long outside in the symmetric phase.
Obviously, a delicate balance is necessary to create the observed baryon asymmetry by this
mechanism: The condition that sphaleron processes inside the bubble are switched off fast enough
provides an upper bound on the Higgs mass which for the Standard Model by now is far below
the experimental bounds excluding baryon number generation via this mechanism in the strict
Standard Model. In addition to that, the produced baryon asymmetry is sensitive to the CP
violating process rates at the bubble wall, to the transport in the symmetric phase in front of the
wall, to the velocity of the bubble wall itself and finally to the exact rate at which the baryon
number changing processes occur in the symmetric phase.
The rate of baryon number violation in the symmetric phase
The field configurations responsible for considerable changes in the baryon number need to have
a minimum spacial extent: According to Eq. (1.1), a configuration of size R must have a field
strength & 1/gR2 to mediate a change in the Chern–Simons number of order one. This corre-
sponds to an energy cost & 1/g2R and in order to be unsuppressed therefore requires R & 1/g2T .
7In fact, because smaller configurations are favoured against larger ones due to entropy, the baryon
number changing processes are dominated by field configurations at the lower bound, i.e. processes
with the characteristic momentum scale g2T [23].
However, this is the scale at which finite temperature perturbation theory breaks down in non-
abelian gauge theories [24, 25]. The hot sphaleron rate therefore is determined by non-perturbative
physics and cannot be calculated by using weak coupling methods.1
The dynamics of the soft modes of the gauge field with spacial momenta |k| ∼ g2T is essentially
classic [26]. This is a consequence of the large occupation numbers of these modes at the high
temperatures in the symmetric phase. For a long time it was thought that the hard modes |k| ∼ T
decouple and have no influence on the soft dynamics. Consequently, R ∼ 1/g2T would be the
only scale relevant to the problem and by simple dimensional arguments the number of sphaleron
transitions per unit time and volume was assumed to have the parametric form Γ ∝ R−4 ∝ g8T 4.
However, Arnold, Son and Yaffe found that the hard modes in fact do influence the soft
dynamics [27]. As was known before, interactions with the hard modes lead to Debye screening
of the soft (non-abelian) electric fields and therfore only the transverse modes of the soft fields
are determining the sphaleron rate. Static magnetic fields are unscreened. However, the field
configurations mediating transitions between different Chern-Simons numbers are not completely
static. This leads to Landau damping effects restricting the frequency scale of the soft magnetic
modes that are relevant to sphaleron transitions to k0 ∼ g4T rather than g2T as was assumed by
comparison with the scale of spacial momenta before. Accordingly, Arnold et al. corrected the
estimate for the hot sphaleron rate to Γ ∝ g10T 4.
Because of the influence that hard modes have on the soft dynamics they cannot be simply
disregarded in constructing an effective classical theory for the soft modes. However, the hard
modes are weakly coupled and can be integrated out in perturbation theory. At leading order
this yields the well-known hard thermal loop (HTL) effective theory [28].
Bo¨deker realised that the dynamics of the soft modes is still affected by so-called semi-hard
modes |k| ∼ gT via hard thermal loop induced interactions [29, 30]. This effect is intrinsically
non-abelian and has no analogue in abelian gauge theories. In a quasi-particle description of the
hard modes, interactions of the hard with semi-hard modes correspond to small-angle scatterings
of the former. Small-angle scatterings in abelian gauge theory have hardly an effect on the
current that is carried by the particles and ultimately seen by the soft modes. This is completely
different in non-abelian gauge theories, where even a small-angle scattering can alter the charge
of a particle entirely. The randomisation of the colour charges via these interactions leads to a
logarithmic enhancement of the characteristic frequency scale k0 ∼ g4 ln(1/g)T and thereby to
the parametric form Γ ∝ g10 ln(1/g)T 4 of the hot sphaleron rate.
The semi-hard modes are still perturbative and Bo¨deker succeeded in deriving an effective
theory for the soft modes alone by integrating out the modes |k| ∼ gT from the hard thermal
loop effective theory [29, 30]. At leading order in g one obtains Vlasov–Boltzmann equations
with a gaussian noise and a collision term. Besides the soft modes of the gauge field these
equations contain the soft fluctuations of the hard particle distribution function.
To leading logarithmic order (LLO) the Boltzmann equation can be solved and one is left
with an effective theory that only contains the soft modes of the gauge field (see also Ref. [31]).
This effective theory, that is commonly referred to as ‘Bo¨deker’s theory’, has the form of a
stochastic differential equation of the Langevin type and shows a much better UV behaviour
than the original HTL effective theory. All influence that higher momentum modes have on the
soft sector is encoded within a single parameter (the colour conductivity) and a gaussian white
noise term.
Bo¨deker’s theory was originally derived to serve as basis for a lattice approach to the non-
perturbative dynamics of soft non-abelian gauge fields. This program has been pursued in Ref. [32]
where the sphaleron rate was calculated for the case of pure SU(2) Yang–Mills theory. In view
of electroweak baryogenesis, one is ultimately interested in the rate at temperatures close to the
1Recall that this does not mean that the gauge coupling g is large. It means that the contributions of diagrams
with additional loops are no longer small if the momentum is of order g2T , and therefore cannot be treated as a
perturbation.
8 Chapter 1. Introduction
electroweak phase transition. A priori it is questionable whether pure Yang–Mills theory gives
the right answer in that regime. In Ref. [33] the sphaleron rate was therefore recalculated in the
presence of a light Higgs degree of freedom. It was found that in case of a phase transition that is
strong enough to prevent the baryon asymmetry from wash-out, the influence of the Higgs field
is rather moderate (about 20%). It was also argued that the result should hold for the MSSM
too.
Lattice calculations are an ideal tool to extract with a minimum of theoretical prejudice a
specific piece of information from a given theory. However, in a sense, they are kind of a ‘black
box’ that give the answer but hide the way how that answer does come about.
The aim of this work is to provide a complementary, more analytic approach to the non-
perturbative physics encoded in Bo¨deker’s effective theory. The emphasis thereby lays not pri-
marily on the accuracy of the results where it is hardly possible to beat the lattice calculations.
Our aim is to provide a tool for a deeper understanding of what is really going on in the non-
perturbative sector of hot non-abelian gauge theory and during creation of baryon number.
Such a deeper understanding is not only important for baryogenesis and the determination of
the sphaleron rate. Magnetic screening and the corresponding identification of a magnetic mass
are of quite general theoretical interest with applications also in the field of heavy ion collisions
and the physics of the quark–gluon plasma [34–37].
The key idea of this work is rather simple. Bo¨deker’s effective theory has the form of a
Langevin equation. It is well-known from stochastic quantisation that a Langevin equation
can be recast in the form of a path integral [38–40]. This path integral then can be reinterpreted
as the functional integral formulation of an euclidean quantum field theory with some ‘strange’
action. In this way, one gains access to all the powerful methods developed in QFT. Especially,
it is possible to derive the Dyson–Schwinger equations of the theory offering an approach to
the non-perturbative sector that is independent from and complementary to the existing lattice
studies.
On the way to this goal a couple of obstacles have to be overcome. These are mostly related to
the peculiar role played by gauge invariance in the context of stochastic quantisation and Bo¨deker’s
effective theory. A thorough understanding of this role proves to be essential in pursuing our aim.
The outline of this work is as follows. In Chapter 2 we briefly describe baryon number violation
in SU(2) gauge theory and discuss the derivation of Bo¨deker’s effective theory.
Chapter 3 is devoted to the transcription of Bo¨deker’s theory in path integral form. We
describe the general formalism of translating a stochastic differential equation into a path integral.
The transcription leads to characteristic structure of the action, that can be expressed in form of
a BRST symmetry (so-called stochastic BRST symmetry).
This formalism shall be applied to Bo¨deker’s theory. However, in the end of the day, one
will be forced to rely on a certain truncation scheme to extract any concrete results from the
Dyson–Schwinger equations that we are aiming for. This truncation may introduce a possible
gauge dependence and thus may render the results worthless. To keep control over the gauge
dependence, it is therefore necessary to generalise Bo¨deker’s equation from A0 = 0 gauge to a
more general class of gauges before applying the formalism.
Gauge fixing in a stochastic differential equation is quite delicate. One has to make sure not
to destroy the Markovian nature of the equation. Applying methods developed in the context
of stochastic quantisation [41], we introduce a gauge fixing term into Bo¨deker’s equation thereby
achieving the desired upgrade to a general class of flow gauges. The application of these methods
in the case of Bo¨deker’s theory requires some generalisation to cope with the different role of the
time variable in stochastic quantisation. The argumentation leading to the introduction of the
gauge fixing term will be essential also in the construction of a (gauge) BRST symmetric action
in the following chapter.
In Chapter 4 we argue that any physically reasonable truncation of the Dyson–Schwinger
equations requires the introduction of gauge ghosts (to be distinguished from the ghosts fields
carrying the stochastic BRST symmetry above; we refer to the latter as equation of motion (EOM)
ghosts). In the full, untruncated theory gauge ghosts are not necessary, which is generally true
in stochastic quantisation [39, 41]. As was shown in Ref. [41], gauge ghosts can be introduced in
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We carry out this program in the case of Bo¨deker’s theory and derive the Ward–Takahashi
identities corresponding to the gauge BRST symmetry of the action. These should be respected
by the truncations to be used.
The gauge Ward identities are not the only restrictions to be observed. A second class of
Ward identities exist, that are related to the characteristic structure of the theory reflecting its
origin in a stochastic differential equation. This characteristic structure is originally expressed by
the stochastic BRST symmetry. Introducing the gauge ghosts, however, destroys this symmetry.
Nevertheless, it does not change the physical contents of the theory. The stochastic BRST
symmetry is only an elegant way to express this structure. By directly referring to the underlying
physics, it is still possible to derive the corresponding stochastic Ward identities. They provide
the second building block of restrictions to be imposed on the truncations.
Chapter 5 contains a discussion of the perturbation theory based on the path integral formu-
lation of Bo¨deker’s effective theory. This allows to understand some of the general results of the
preceeding chapters from a different point of view. We derive the Feynman rules and perform a
number of selected perturbative calculations clarifying some questions concerning the elimination
of EOM ghosts and the ultraviolet behaviour of the theory.
In Chapter 6 we derive the Dyson–Schwinger equations of Bo¨deker’s effective theory. In
combination with the gauge and stochastic Ward identities of Chapter 4, this constitutes an
independent approach to the non-perturbative dynamics of the soft, non-abelian gauge fields
encoded in Bo¨deker’s effective theory.
In Chapter 7 we summarise and discuss our results and offer a first suggestion of a truncation
scheme to be used in an implementation of our formalism.
Finally note that a summary of the conventions used in this work together with a number of
useful relations can be found in Appendix A. For easier reference, a compilation of the Feynman
rules derived in Chapter 5 is provided in Appendix B.
Chapter 2
Baryon Number Violation and
Bo¨deker’s Effective Theory
In this chapter we briefly recall the origin of baryon number violation in the Standard Model for
the mere sake of motivation. In addition to that and more importantly, we describe the derivation
of Bo¨deker’s Langevin equation providing the basis of this work.
2.1 Baryon Number Violation in SU(2) Gauge Theory
Baryon number violation in the Standard Model is due to electroweak physics. Thus, let us have
a look at the Lagrange density of Weinberg–Salam theory. It reads
L = −1
4
F aµνF
aµν − 1
4
BµνB
µν + (Dµφ)+Dµφ− V (φ) + Lf (2.1)
with the SU(2)L field strength
F aµν = ∂µA
a
ν − ∂νAaµ − g εabcAbµAcν (2.2)
the U(1)Y field strength
Bµν = ∂µBν − ∂νBµ (2.3)
the covariant derivative
Dµ = ∂µ + igAaµ
τa
2
+
i
2
g′Bµ (2.4)
the Higgs potential
V (φ) =
λ
4
(φ+φ− v2)2 (2.5)
and finally (but most importantly to us) the fermionic sector Lf = Ll + Lq. The electron
contribution to the fermionic sector, for example, is
Le = ψ¯LiγµDµψL + e¯RiγµDµeR − ce(e¯R φ+ψL + ψ¯Lφ eR) (2.6)
with identical contributions of the other leptons and analogous (i.e. Cabbibo rotated) ones of the
quarks. The important observation is now the following: Because the projectors to the left- and
right-handed fields contain γ5, the fermionic sector contains an axial current ψ¯γµγ5ψ coupled to
the SU(2) gauge field. Such a current is known to suffer from a quantum anomaly [19, 20]
∂µj
µ
e =
g2
32pi2
F aµν F˜
aµν − g
′2
32pi2
BµνB˜
µν (2.7)
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with the same expression for the other fermions of the theory. We therefore find for the total
leptonic current
∂µj
µ
L =
∑
l
∂µj
µ
l = nF ∂µj
µ
e (2.8)
where nF is the number of fermion families. For the baryonic current one has
∂µj
µ
B =
∑
q
∂µj
µ
q = (nF nC)
1
nC
∂µ j
µ
e = nF ∂µj
µ
e (2.9)
where nC is the number of colours, i.e. nFnC the number of different quarks, and 1/nC takes care
of the fact that the lepton number of an electron is one but the baryon number of a quark 1/3.
Altogether we find
∂µ(j
µ
B − jµL) = 0 (2.10)
∂µ(j
µ
B + j
µ
L) 6= 0 (2.11)
and thus conclude that B+L in the electroweak theory is violated while B−L is not. Furthermore,
integrating Eq. (2.7) yields (the hypercharge field does not contribute)
∂0
∫
d3x j0B = nF
g2
32pi2
∫
d3xF aµνF˜
aµν (2.12)
and consequently
B(t2)−B(t1) = nF g
2
32pi2
t2∫
t1
d4xF aµν F˜
aµν (2.13)
which we had claimed in Eq. (1.1). Whenever the gauge field evolves in such a way that
∫
d4x trFF˜
is non-zero, then the baryon number will change.
The next question is of course, whether such field configurations really exist. As we have
explained in the introduction they actually do. At zero temperature, the different vacua are
separated by an energy barrier and a transition can occur by quantum tunneling via instanton
field configurations (which is highly suppressed). At high temperature, sphaleron transitions
become possible: classical transitions over the top of the barrier by thermal fluctuations. At
even higher temperatures, finally, the electroweak symmetry is restored and the barrier between
different vacua vanishes. The so-called hot sphaleron rate in this regime then is determined by
the Chern–Simons number diffusion rate.
2.2 Bo¨deker’s Effective Theory
In this section we give an outline of the derivation leading to Bo¨deker’s effective theory. However,
a word of caution may be in order. We do not claim to give a self-contained description of
Bo¨deker’s work. In the course of the derivation, several approximations have to be made. To
really justify these approximations requires a much more detailed analysis [29, 30]. Our aim is to
explain the main ideas leading Bo¨deker to his Langevin equation and thereby to set the stage
for what will be our topic for the rest of this work.
As we have mentioned in the introduction, the starting point of Bo¨deker’s derivation is
the HTL effective theory. In this effective theory, the hard modes of momenta |k| & T have al-
ready been integrated out, i.e. effective propagators and vertices for the field modes with |k| ¿ T
have been constructed by considering loop diagrams with small external momenta |k| ¿ T and
loop momenta of order T .
To proceed and integrate out the semi-hard modes |k| & gT , it would be straightforward to
use these HTL effective propagators and vertices and to calculate diagrams with soft external and
semi-hard loop momenta. This has been pursued at one-loop level in Ref. [42]. However, the one-
loop approximation proves to be insufficient. Going beyond one loop, on the other hand, is quite
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a tedious task in the HTL effective theory. Fortunately, an alternative formulation of the HTL
effective theory in terms of kinetic equations [43] exists and Bo¨deker realised that semi-hard
modes can be ‘integrated out’ in kinetic theory.
The kinetic formulation of the HTL theory comprises the gauge field containing the field
modes with |k| ¿ T and a field W a(x,v) that describes the deviation of the phase space density
of hard particles (modes) from the equilibrium distribution. Thus, the modes with |k| ¿ T are
described as classical fields (corresponding to their high occupation numbers) and the hard modes
as quasi-particles. The vector v is their three-velocity with v2 = 1 and v = (1,v). The dynamics
of the system is then described by
[Dµ, Fµν(x)] = m2D
∫
dΩv
4pi
vνW (x,v) (2.14)
[v ·D,W (x,v)] = v ·E(x) (2.15)
The first of these equations is simply the (non-abelian) Maxwell equation for the field modes
with |k| ¿ T under the influence of a current produced by the hard modes. The second equation
in turn is a Boltzmann equation governing the evolution of the hard particle phase space density
in the presence of the field modes.
In order to integrate out also the semi-hard modes and to obtain an effective theory for the
soft modes alone, that both are contained within the field modes so far, Bo¨deker now introduces
a separation scale g2T ¿ µ¿ gT and a corresponding split of all quantities into their Fourier
components with soft spacial momenta |k| < µ and semi-hard ones |k| > µ. It is essential, of
course, that finally any dependence on the separation scale drops out. Inserting the decomposition
into soft (uppercase) and semi-hard (lowercase) modes
A→ A+ a, E→ E+ e, W →W + w (2.16)
into Eqs. (2.14) and (2.15), one obtains two sets of kinetic equations: one for the soft modes
[Dµ, Fµν(x)] = m2D
∫
dΩv
4pi
vνW (x,v) (2.17)
[v ·D,W (x,v)] = v ·E(x) + ξ(x,v) (2.18)
and one for the semi-hard modes
¤aν − ∂ν∂µaµ = m2D
∫
dΩv
4pi
vν w(x,v) (2.19)
[v ·D,w(x,v)] = −ig[v · a,W (x,v)] + v · e(x) (2.20)
that, due to the non-linear character of the theory, are coupled however. The semi-hard modes
enter the dynamics of the soft modes via the ξ term in Eq. (2.18). It is defined
ξ(x,v) = −ig[v · a,w(x,v)] soft (2.21)
and thus contains the soft Fourier components that appear in the product of the two semi-hard
fields a and w (note that the difference of two semi-hard momenta can be soft). Conversely, the
soft fields determine the evolution of the semi-hard modes via the covariant soft derivative and
the W term in Eq. (2.20).
Let us add a few comments. Firstly, one should stress that both W and w describe the
fluctuations of the phase space density of hard particles. W and w are the soft and semi-hard
Fourier components of these fluctuations, i.e. W describes fluctuations of the hard particle
density with spacial extensions larger than 1/µ whereas w describes such fluctuations on length
scales smaller than 1/µ. Secondly, the two sets of equations (2.17) – (2.20) are not an exact
consequence of the original HTL equations (2.14) and (2.15) obtained simply by inserting the
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decomposition (2.16). They are valid only to leading order in the coupling constant g because
interactions involving the semi-hard gauge fields have already been neglected. Finally note that
we use different conventions than in Ref. [30]: there the covariant derivative is Dµ = ∂µ − igAµ,
we use Dµ = ∂µ + igAµ throughout this work.
The next step on the way to Bo¨deker’s effective theory for the soft modes is to formally solve
the two equations (2.19) and (2.20) for the semi-hard modes in the presence of the soft fields.
This formal solution leads to an expansion of ξ in terms of an infinite series in powers of the
soft fields. This expansion can then be inserted into Eq. (2.18). At first sight, one seems not
to have gained much by introducing such a formal, infinite series. However, Bo¨deker succeeded
to show that at leading order in the gauge coupling this series can finally be truncated after the
second term. Thus, the apparent formal expansion will ultimately turn into a valuable key to the
solution of the problem.
But let us not jump ahead too far. Projecting on the transversal part of the gauge fields (the
longitudinal component will not contribute in the leading logarithmic approximation to be used
finally) and performing a spacial Fourier and a temporal Laplace transform one can recast
Eqs. (2.19) and (2.20) into the form
ai(k) = ai0(k) +
∫
dΩv
4pi
∆i12(k,v)h(k,v) (2.22)
w(k,v) = w0(k,v) +
∫
dΩv1
4pi
∆22(k,v,v1)h(k,v1) (2.23)
where k is the four-momentum, ai0(k) and w0(k,v) are the free solutions for the semi-hard fields,
i.e. the solutions in absence of the soft fields, further
h(k,v) = −
∞∫
0
dt eik0t
∫
d3x eik·x ig {[v · a,W ] + [v ·A,w]} (2.24)
and finally
∆i12(k,v) = m
2
D
i
v · k ∆T (k)P
(T )
ij (k) v
j (2.25)
∆22(k,v,v1) = 4piδ(S
2)(v − v1) i
v · k − m
2
DP
(T )
ij (k)P
(T )
i l (k)
ik0v
jvl1
(v · k)(v1 · k) ∆T (k) (2.26)
with the transverse projector P(T )ij (k), the delta function on the two-dimensional unit sphere δ
(S2)
and the HTL resummed propagator for the transverse gauge fields ∆T (k).
Because h(k,v) appearing on the right-hand side of the Eqs. (2.22) and (2.23) contains the
semi-hard fields a and w itself, these equations can be iterated leading to an expansion
a = a0 + a1 + a2 + . . .
w = w0 + w1 + w2 + . . .
with the contributions (for n ≥ 1)
ain(k) =
∫
dΩv
4pi
∆i12(k,v)hn(k,v) (2.27)
wn(k,v) =
∫
dΩv1
4pi
∆22(k,v,v1)hn(k,v1) (2.28)
and
han(k,v) = gf
abc
∫
0<=(p0)<=(k0)
d4p
(2pi)4
[
v ·Ab(p)wcn−1(k − p,v)− v · abn−1(k − p)W c(p,v)
]
(2.29)
14 Chapter 2. Baryon Number Violation and Bo¨deker’s Effective Theory
Inserting these expansions for a and w into the definition of ξ, we can summarise the findings for
the soft dynamics so far
[Dµ, Fµν(x)] = m2D
∫
dΩv
4pi
vνW (x,v) (2.30)
[v ·D,W (x,v)] = v ·E(x) + ξ0(x,v) + ξ1(x,v) + ξ2(x,v) + . . . (2.31)
where each of the ξn(x,v) with n ≥ 1 depends on the semi-hard, free fields a0 and w0 (and thus
ultimately on the initial conditions of the semi-hard fields) and on the unknown soft fields. The
first term ξ0(x,v) only depends on the semi-hard, free fields and is independent from the soft
fields. More precisely we can state
• each ξn is bilinear in the semi-hard, free fields a0 and w0
• ξn is of n-th order in the soft fields
• ξn is of (n+1)-th order in g
Note, however, that the relative magnitudes of the ξn not only depend on the order in the gauge
coupling but also on the amplitudes of the soft fields.
At this point, two essential approximations come into play. Assume we could solve the system
of the two equations (2.30) and (2.31) for the soft fields. Because each of the ξ’s contains a
bilinear term in the semi-hard, free fields the solution for the soft fields will contain products of
arbitrary numbers of such bilinear terms. These depend on the initial conditions of the semi-hard
fields. In the end of our calculation (i.e. after solving for the soft fields which we assume we have
done) we have to average over these initial conditions, and thus, we have to average the products
of the bilinear terms.
However, because the correlation length of the semi-hard fields is of order 1/gT and thus much
smaller than the correlation length of the soft fields 1/g2T determining the typical difference in the
x arguments of two individual bilinear terms in such a product, one can approximate the average
of the product by the product of the averaged bilinear terms. In fact, a more in-depth analysis
shows that connected contributions are suppressed by at least one power of g. Consequently,
because, in the end, all bilinear terms are replaced by their thermal averages anyway, we can
perform this replacement already within the ξ’s in Eq. (2.31), i.e. ξn(x,v) → 〈〈 ξn(x,v) 〉〉 where
the symbol 〈〈 · 〉〉 denotes average over the initial conditions of the semi-hard fields.
There is only one exception to this rule. The average of ξ0(x,v) vanishes because it produces
a Kronecker delta that is contracted with the structure constants. For the case of ξ0(x,v) the
two-point function therefore constitutes the leading contribution and we have to keep ξ0(x,v)
un-averaged in the equation (2.31). Nevertheless, when finally the averages are taken, higher
correlation functions are again suppressed relative to these two point functions, with other words,
ξ0(x,v) acts as a gaussian stochastic force. This is precisely the origin of the gaussian stochastic
force in Bo¨deker’s final Langevin equation. Thus, to summarise, Eq. (2.31) by now takes the
form
[v ·D,W (x,v)] = v ·E(x) + ξ0(x,v) + 〈〈 ξ1(x,v) 〉〉+ 〈〈 ξ2(x,v) 〉〉+ . . . (2.32)
Furthermore, taking into account the different orders in the gauge coupling of the individual terms
together with the different powers of the soft fields that are involved and the magnitude of their
amplitudes, Bo¨deker could demonstrate that the terms 〈〈 ξn(x,v) 〉〉 with n ≥ 2 are suppressed
relative to the ξ0(x,v) and the 〈〈 ξ1(x,v) 〉〉 contribution. In addition to that, it can be shown
that at leading order in the gauge coupling 〈〈 ξ1(x,v) 〉〉 has to be of the general form
〈〈 ξ1(x,v) 〉〉 = g2T
∫
dΩv1
4pi
I(v,v1)W (x,v1) (2.33)
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One therefore arrives at the following Vlasov–Boltzmann equations determining the dynamics
of the soft modes at leading order in the gauge coupling
[Dµ, Fµν(x)] = m2D
∫
dΩv
4pi
vνW (x,v) (2.34)
[v ·D,W (x,v)] = v ·E(x) + ξ0(x,v) + g2T
∫
dΩv1
4pi
I(v,v1)W (x,v1) (2.35)
As already mentioned, the first equation is the non-abelian Maxwell equation for the soft gauge
fields under the influence of a current that is generated by soft fluctuations in the hard particle
phase space density.
The second equation is a Boltzmann equation describing the evolution of these fluctuations
in the presence of the soft gauge fields. It contains a gaussian noise term and a collision term that
reflects changes in the hard particle phase space density due to interactions with the semi-hard
modes (i.e. small-angle scatterings of the hard particles changing their colour charges, which is
an intrinsically non-abelian phenomenon).
The current on the right-hand side of Eq. (2.34) is determined by the l = 1 projection of W .
Taking this projection of the Boltzmann equation (2.35) in A0 = 0 gauge, one can show that
to leading logarithmic accuracy the left hand-side can be neglected and that the right-hand side
takes the following form
0 = −1
3
A˙i(x) +
∫
dΩv
4pi
vi ξ0(x,v)− 14pi Ng
2T log(1/g)
∫
dΩv
4pi
viW (x,v) (2.36)
where the correlator of the stochastic force is given by
〈〈 ξa0 (x,v) ξb0(x′,v′) 〉〉 = −2
Ng2T 2
m2D
log(1/g) I(v,v′) δab δ4(x− x′) (2.37)
with
I(v,v′) = −δ(S2)(v − v′) + 1
pi2
(v · v′)2√
1− (v · v′)2 (2.38)
In this approximation, one can therefore explicitly solve the Boltzmann equation for the current
on the right-hand side of the Maxwell equation
m2D
∫
dΩv
4pi
viW (x,v) = − 4pim
2
D
3Ng2T log(1/g)︸ ︷︷ ︸
σ
A˙i(x) +
4pim2D
Ng2T log(1/g)
∫
dΩv
4pi
vi ξ0(x,v)︸ ︷︷ ︸
ζi(x)
(2.39)
The correlator of the new stochastic force ζ(x), that no longer depends on the velocity variable,
is readily obtained from Eqs. (2.37) and (2.38)
〈 ζai(x) ζbj(x′) 〉 = 2σT δab δij δ4(x− x′) (2.40)
Inserting Eq. (2.39) for the current in the non-abelian Maxwell equation (2.34) then yields
[D0, F 0i] + [Dj , F ji] = −σA˙i + ζi (2.41)
The first commutator simply evaluates to [D0, F 0i] = A¨i. However, we will see now that it can be
neglected against the damping term −σA˙i. The latter has to be of the same order as the second
commutator on the left-hand side. Because the spacial distance scale is 1/g2T , this commutator
is of order
[Dj , F ji] ∼ (g2T )2A (2.42)
The damping term, on the other hand, is of order
σA˙ ∼ T
log(1/g)
A
∆t
(2.43)
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where ∆t is the characteristic time scale of the problem and we have used that the squared Debye
mass is of order g2T 2. Comparing Eqs. (2.42) and (2.43) then determines the time scale of the
non-perturbative dynamics to
∆t ∼ 1
g4T log(1/g)
(2.44)
Because of this slow time scale we have
A¨ ∼ g8T 2 log2(1/g)A ¿ g4T 2A ∼ σA˙ (2.45)
and can safely skip the A¨ term from Eq. (2.41). Finally introducing the non-abelian magnetic
field
Bak = −1
2
²0kµνF aµν with ²
0123 = +1 (2.46)
we thus arrive at Bo¨deker’s Langevin equation
Dab×Bb + σA˙a = ζa (2.47)
〈 ζai(x) ζbj(x′) 〉 = 2σT δab δij δ4(x− x′) (2.48)
describing to leading logarithmic order the non-perturbative dynamics of the soft modes of the
gauge field. In the remainder of this work we will establish a formalism to study this equation.
Chapter 3
Path Integral Formulation of
Bo¨deker’s Theory
We have seen in the preceeding chapter that to leading logarithmic order the dynamics of the
soft modes of the gauge field is described by a stochastic differential equation of the Langevin
type, reading in A0 = 0 gauge
Dab×Bb + σA˙a = ζa (3.1)
In this equation the effect that higher momentum modes have on the soft sector is represented by
the damping term and the stochastic force ζ, that is gaussian and white in nature and influences
the evolution of the fields. Physical observables take the form of expectation values with respect
to this stochastic force.
The sphaleron rate, for instance, is basically given by the non-equal-time correlator of two
functionals of the gauge field 〈f [A; t]f˜ [A; t′]〉 where each of the functionals is defined at a fixed time
t and t′, respectively. To properly calculate it, in principle, one would take a certain realisation
of the stochastic force term, that is one specific function ζa(t,x). One would solve the differential
equation (3.1) with some fixed initial conditions and in the presence of this specific force term.
From this solution evaluated at times t and t′ one would extract the values of the two functionals
and their product, repeat this whole procedure for all possible choices of ζa(t,x) and finally
average the individual results with a gaussian weight.
Last of all, an additional averaging over an ensemble of initial conditions would follow unless
replaced by the conclusion that any dependence on the initial conditions is washed out by the
continuous effects of the stochastic force if the system is allowed to evolve under its influence long
enough.
In practice, of course, this procedure is quite difficult to pursue. Its description was rather
meant to illustrate the concept of a stochastic differential equation. Nevertheless, when realised
numerically on a computer, such a direct approach is possible indeed.
Whenever a more analytic approach is desired, however, one has to take different ways. If
the complexity of the stochastic differential equation to solve exceeds the simplest examples of
Brownian motion, where the differential equation can be solved in closed form, one still can
transform the differential into an integral equation. This integral equation then can be iterated
and in this way allows for a perturbative treatment.
However, this procedure relies on the applicability of perturbation theory, of course, and has
to be ruled out in a typical non-perturbative setting like the dynamics of the soft modes of the
gauge field described by Bo¨deker’s effective theory, for example.
Moreover, even if perturbation theory is applicable, in general another difficulty can arise. The
continuous interaction of the system with the stochastic force leads to a phenomenon well-known
from quantum field theory: Any measurement of the parameters of the theory will inevitably
determine these values under inclusion of interactions. This will result in a shift of these values
and, as in quantum field theory, this shift can be infinite in case of a system with infinitely
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many degrees of freedom. In one word: Renormalisation of the theory may become necessary
and a priori it is not clear how the renormalisation of a stochastic differential equation is to be
performed.
These difficulties, the problem of a consistent non-perturbative treatment as well as the prob-
lem of a possibly necessary renormalisation, both can be solved in an elegant way extensively
used (in the opposite direction) within stochastic quantisation: A stochastic differential equation
can be recast in the form of a path integral. This path integral then exactly meets the structure
of the path integral formulation of an euclidean quantum field theory [38, 39]. In this way, one
gains access to all the powerful methods developed in QFT, both with respect to renormalisation
and concerning truly non-perturbative tools like e.g. Dyson–Schwinger equations.
In this chapter we firstly describe the transcription of a generic stochastic differential equation
to a path integral. Ultimately, we want to apply this procedure to Bo¨deker’s effective theory in
order to derive the Dyson–Schwinger equations and thereby to establish an analytic tool for
the study of the non-perturbative sector and the sphaleron rate.
However, in the end of the day, we certainly will have to rely on one or the other approximation
scheme when deducing concrete results from the theory. These approximations in the form of a
certain truncation of the infinite tower of Dyson–Schwinger equations may introduce a possible
gauge dependence and thus may possibly render our results worthless.
It therefore appears as highly desirable not to stick to the original Bo¨deker equation (3.1)
valid in A0 = 0 gauge only, but to lay at the basis of our derivation a formulation in a wider class
of gauges. Only in this way, we will be able to keep some control over the gauge dependence of
our results opening the possibility to finally test this dependence, at least, to a certain extent.
Before applying in the third part of this chapter the general formalism to Bo¨deker’s effective
theory, we thus generalise the stochastic differential equation (3.1) to a certain class of flow
gauges A0 = v[A]. The argumentation used in this process will also play an essential role in the
construction of a (gauge)1 BRST symmetric action, which is performed in the following chapter
and will finally lead to the Ward–Takahashi identities of the theory.
3.1 From Stochastic Differential Equations
to Path Integrals
Let us now explain how a theory based on a stochastic differential equation like Bo¨deker’s effective
theory, for example, can be reformulated by means of a path integral [38]. In deriving this path
integral formulation, we keep our settings rather general. On the one hand, in this way the
rich general structure inherited by the path integral formulation from its origin in a stochastic
differential equation becomes visible most clearly. On the other hand, this generality allows for
using the results not only in the case of Bo¨deker’s theory, but also in different contexts, e.g. scalar
toy models that were used in the preparation of this work.
Thus, let φα(t,x) be a collection of N generic fields depending on time and D − 1 euclidean
coordinates x ∈ RD−1. We consider the stochastic differential equation
Eα[φ](t,x) = ζα(t,x) ; α = 1, . . . , N (3.2)
where Eα[φ] are local functionals of the fields and a normalised probability distribution %[ζ] of
the stochastic force is provided. An example with a single field would be
E[φ](t,x) =
∂
∂t
φ(t,x) +
1
2
[
(−∆+m2)φ(t,x) + g
3!
φ3(t,x)
]
(3.3)
1There are two distinct types of BRST symmetries encountered in this work: one related to the gauge invariance
of the theory, the other expressing its general structure induced by the origin in a stochastic differential equation.
We will thoroughly discuss this point in Chapter 4. For the time being, it is enough to know that two different
types exist.
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together with a gaussian distribution
1 =
∫
Dζ %[ζ] = N%
∫
Dζ exp
{
−1
2
∫
dt dD−1x ζ2(t,x)
}
(3.4)
where N% is a constant of normalisation. In general, we assume that for a given realisation of the
stochastic force term and for a given set of initial conditions, Eq. (3.2) has a unique solution. This
implies that the mapping (φ1, . . . , φN ) 7→ (E1[φ], . . . , EN [φ]) is invertible which will be crucial in
the following.
Having in mind a fixed set of initial conditions, the solution of Eq. (3.2) becomes a functional
of the stochastic force. We denote the solution corresponding to the force term ζ by φs[ζ]. In this
notation, the expectation value of an arbitrary observable given by some functional of the fields
F [φ] can be written
〈F [φ]〉 =
∫
Dζ %[ζ] F [φs[ζ] ] (3.5)
We will now transform this path integral over the stochastic force variable ζ into a path integral
over the fields φ. This is achieved by inserting unity in an appropriate way. In fact
1 =
∫
DE δ(E − ζ) =
∫
(i.c.)
Dφ Det
(
δE
δφ
)
δ(E[φ]− ζ) (3.6)
holds independent of ζ where the invertibility of E[φ] was used to justify the change of variables.
The second path integral is restricted to all φ’s obeying the initial conditions. Since Eq. (3.6)
holds for any ζ, it can be inserted into the path integral (3.5) leading to
〈F [φ]〉 =
∫
Dζ %[ζ]
∫
(i.c.)
Dφ Det
(
δE
δφ
)
δ(E[φ]− ζ)F [φs[ζ] ] (3.7)
In this expression, the delta function enforces that only those field configurations contribute to
the integral that obey E[φ] = ζ, which is nothing else but φ = φs[ζ]. We can therefore replace
within the integrand the solution φs[ζ] by the integration variable φ. In addition to that, if the
initial conditions are specified at t = −∞, the dependence on initial conditions of expectation
values at finite times will be destroyed by the influence of the stochastic force.2 Hence, we find
〈F [φ]〉 =
∫
Dζ %[ζ]
∫
Dφ Det
(
δE
δφ
)
δ(E[φ]− ζ)F [φ] (3.8)
At this point, one has two choices. One possibility is to use the delta function to perform the ζ
integral. One is left with a theory containing only φ fields (and perhaps some ghosts representing
the functional determinant)
〈F [φ]〉 =
∫
Dφ Det
(
δE
δφ
)
%[E[φ] ] F [φ] (3.9)
However, the equation of motion functional E[φ] shows up as argument of the probability distri-
bution. In the case of a gaussian distribution, for example, this leads to an exponential of E2[φ]
and thus to a theory with a minimal number of fields, but at the expense of rather complicated
interactions.
2Actually, this statement is a certain oversimplification. It this simple form, it is true for a scalar field only. In
case of a gauge field, it is a well-known fact that a longitudinal component of the initial conditions is not damped
in the course of the evolution and may even lead to a divergent contribution. Whenever a gauge invariant quantity
is calculated, the longitudinal contribution drops out, however, and together with the damped behaviour of the
transversal component results in an independence on the initial conditions. This is of few help, of course, if one is
interested in gauge variant quantities, too. In this case, a damping of the longitudinal component can be achieved
by introducing an addidional term into the Langevin equation acting as a gauge-fixing force [39]. But this is
exactly what we have to do in Sect. 3.2 anyway to generalise from A0=0 gauge. So, everything will be fine.
20 Chapter 3. Path Integral Formulation of Bo¨deker’s Theory
The second possibility, on the contrary, is to represent the delta function by the introduction of
an additional auxiliary field
δ(E[φ]− ζ) =
∫
Dλ exp
{
i
∫
dt dD−1x λα(Eα[φ]− ζα)
}
(3.10)
The benefit of this strategy is a much simpler structure of the interactions and, as we shall see
in a moment, an action that shows a simple BRST symmetry. Using the integral representation
of the delta function, one obtains in place of Eq. (3.9)
〈F [φ]〉 =
∫
DφDλ Det
(
δE
δφ
)
%˜[λ] F [φ] exp
{
i
∫
dt dD−1x λαEα[φ]
}
(3.11)
with
%˜[λ] =
∫
Dζ %[ζ] exp
{
−i
∫
dt dD−1x λαζα
}
(3.12)
If we express the functional determinant as Grassmann integral over ghost and anti-ghost fields
and define %˜[λ] = exp{ω˜[λ]}, Eq. (3.11) may be rewritten
〈F [φ]〉 =
∫
DφDλDηDη¯ F [φ] e−S[φ,λ,η,η¯] (3.13)
with the action functional
S[φ, λ, η, η¯] = −ω˜[λ]− i
∫
dx λα(x)Eα[φ](x)−
∫
dxdx′ η¯α(x)
δEα[φ](x)
δφβ(x′)
ηβ(x′) (3.14)
and the shorthand notations x = (t,x) and dx = dt dD−1x in use. As promised, this action is
endowed with a BRST symmetry reflecting the specific structure that is induced by its origin in
a stochastic differential equation. It is invariant under the transformation
δφα(x) = ε¯ ηα(x) δηα(x) = 0
δλα(x) = 0 δη¯α(x) = −iε¯ λα(x) (3.15)
where ε¯ is a constant Grassmann parameter.
After these rather general considerations, we now specialise in the following way: We assume
an equation of motion functional of the form
Eα[φ](t,x) =
∂
∂t
φα(t,x) +
1
2
Kα[φ](t,x) (3.16)
Again, Kα[φ] are local functionals of the fields, however, we do not allow any time derivatives to
appear inside. With this choice of the equation of motion functional, the corresponding stochastic
differential equation (3.2) is of the Langevin type, i.e. first order in time. This guarantees the
uniqueness of the solution that we had to demand above.
Furthermore, we assume a gaussian probability distribution of the stochastic force and, in
addition, that this distribution is local in time, i.e.
%[ζ] = N% exp
{
−1
2
∫
dt dD−1x dD−1x′ ζα(t,x)(Ω−1)αβ(x,x′)ζβ(t,x′)
}
(3.17)
where Ωαβ(x,x′) = Ωβα(x′,x) and N%, as in our example, denotes a constant of normalisation.
This distribution corresponds to the correlator
〈ζα(t,x)ζβ(t′,x′)〉 = δ(t− t′) Ωαβ(x,x′) (3.18)
Obviously, locality in time of the distribution (3.17) is necessary to preserve the Markovian
nature of the Langevin equation because otherwise the values of the stochastic force at different
times would be correlated.
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For the case of the gaussian distribution (3.17), we obtain
ω˜[λ] = −1
2
∫
dt dD−1x dD−1x′ λα(t,x)Ωαβ(x,x′)λβ(t,x′) (3.19)
and therefore the final result
〈F [φ]〉 =
∫
DφDλDηDη¯ F [φ] e−S[φ,λ,η,η¯] (3.20)
with
S[φ, λ, η, η¯] =
∫
dxdx′
1
2
λα(x) δ(t− t′)Ωαβ(x,x′)λβ(x′)− i
∫
dx λα(x)Eα[φ](x)
−
∫
dxdx′ η¯α(x)
δEα[φ](x)
δφβ(x′)
ηβ(x′) (3.21)
and the correlator of the stochastic force given by Eq. (3.18). Performing the integral over the
auxiliary field λ, one regains the equivalent formulation of the theory that would have followed
from Eq. (3.9) directly
〈F [φ]〉 = N%
∫
DφDηDη¯ F [φ] e−S
′[φ,η,η¯] (3.22)
where the action now takes the form
S′[φ, η, η¯] =
∫
dxdx′
1
2
Eα[φ](x) δ(t− t′) (Ω−1)αβ(x,x′)Eβ [φ](x′)
−
∫
dxdx′ η¯α(x)
δEα[φ](x)
δφβ(x′)
ηβ(x′) (3.23)
and the normalisation constant N% is the one of the probability distribution (3.17).
At the end of this section we want to mention an alternative way of handling the functional
determinant in Eq. (3.11). In general, one can always represent it by a corresponding Grassmann
integral over ghost and anti-ghost fields as we have done in Eqs. (3.14), (3.21) and (3.23). However,
if the equation of motion functional has the form (3.16), it is possible in fact to directly calculate
the determinant.
In operator notation, one obtains in this case from Eq. (3.16)
δE[φ]
δφ
=
∂
∂t
+
1
2
δK[φ]
δφ
=
∂
∂t
·
(
1+
1
2
(
∂
∂t
)−1
δK[φ]
δφ
)
(3.24)
where (∂/∂t)−1 is the inverse operator of the time derivative in E[φ] and consequently of the time
derivative in the Langevin equation
∂
∂t
φ+
1
2
K[φ] = ζ (3.25)
Using this inverse operator, we can equivalently write
φ =
(
∂
∂t
)−1(
−1
2
K[φ] + ζ
)
(3.26)
and express this relation by the corresponding kernel of the linear operator (∂/∂t)−1
φ(t) =
∫
dt′
(
∂
∂t
)−1
(t, t′)
(
−1
2
K[φ](t′) + ζ(t′)
)
(3.27)
Causality of the Langevin equation now demands that φ(t) only depends on the values of the
field φ(t′) and the stochastic force ζ(t′) for t′ < t. Therefore, the kernel of (∂/∂t)−1 has to be
proportional to Θ(t− t′).
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Using this information, we can write down Eq. (3.24) explicitly
δEα[φ](t,x)
δφβ(t′,x′)
=
∫
dt′′dDx′′
∂
∂t
δ(t− t′′) δD(x− x′′) δαγ
[
δ(t′′− t′) δD(x′′− x′) δγβ
+
1
2
∫
dt′′′dDx′′′ Θ(t′′− t′′′) δD(x′′− x′′′) δγδ δKδ[φ](t
′′′,x′′′)
δφβ(t′,x′)
]
(3.28)
Due to the factorisation (3.24) and (3.28), respectively, one then has
Det
(
δE[φ]
δφ
)
= const. ·Det
(
1+
1
2
(
∂
∂t
)−1
δK[φ]
δφ
)
(3.29)
with [
1
2
(
∂
∂t
)−1
δK[φ]
δφ
]
αβ
(t,x; t′,x′) =
1
2
∫
dt′′′ Θ(t− t′′′) δKα[φ](t
′′′,x)
δφβ(t′,x′)
(3.30)
Furthermore, because Kα[φ] does not contain any time derivatives, the functional derivative
produces a delta function in the time variable, i.e.
δKα[φ](t′′′,x)
δφβ(t′,x′)
= δ(t′′′− t′) δxKα[φ](t
′,x)
δxφβ(t′,x′)
(3.31)
where we have introduced the symbol δx to denote a variation with respect to the x dependence
only. Hence, we find[
1
2
(
∂
∂t
)−1
δK[φ]
δφ
]
αβ
(t,x; t′,x′) =
1
2
Θ(t− t′) δxKα[φ](t
′,x)
δxφβ(t′,x′)
(3.32)
Coming back to Eq. (3.29) and using Tr ln(. . .) = lnDet(. . .) in addition to the series expansion
of the logarithm, the determinant takes the form
Det
(
δE[φ]
δφ
)
= const. · exp
{ ∞∑
n=1
(−1)n+1
n
1
2n
Tr
[(
∂
∂t
)−1
δK[φ]
δφ
]n}
(3.33)
The trace in this expression can be evaluated with the help of Eq. (3.32). One obtains
Tr
[(
∂
∂t
)−1
δK[φ]
δφ
]n
=
∫
dt1 · · · dtn dD−1x1 · · · dD−1xn Θ(t1 − t2) δxKα1 [φ](t2,x1)
δxφα2(t2,x2)
Θ(t2 − t3) δxKα2 [φ](t3,x2)
δxφα3(t3,x3)
· · · Θ(tn − t1) δxKαn [φ](t1,xn)
δxφα1(t1,x1)
(3.34)
and thus
Tr
[(
∂
∂t
)−1
δK[φ]
δφ
]n
=
∫
dt1 · · · dtn Θ(t1 − t2)Θ(t2 − t3) · · · Θ(tn − t1) fn(t1, t2, . . . , tn) (3.35)
if we set
fn(t1, t2, . . . , tn) =
∫
dD−1x1 · · · dD−1xn δxKα1 [φ](t2,x1)
δxφα2(t2,x2)
δxKα2 [φ](t3,x2)
δxφα3(t3,x3)
· · · δxKαn [φ](t1,xn)
δxφα1(t1,x1)
for abbreviation. Unless n = 1, however, the expression (3.35) vanishes for any function fn.
Therefore, only the first term of the sum in Eq. (3.33) survives and we finally arrive at
Det
(
δE[φ]
δφ
)
= const. · exp
{
1
2
Θ(0)
∫
dt dD−1x
δxKα[φ](t,x)
δxφα(t,x′)
∣∣∣∣
x′=x
}
(3.36)
As introduced above, δx denotes variation with respect to the x dependence only. This expression
may be used equivalently in place of the Grassmann representation of the determinant in the
Eqs. (3.21) and (3.23). We will take advantage of this possibility later. By camparison with a
discretized description, Θ(0)=1/2 can be inferred, but for our purpuse the explicit value of Θ(0)
will not matter.
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3.2 Bo¨deker’s Theory: Upgrading to κ Gauge
In the preceeding section, we have developed the machinery to construct a path integral formula-
tion of a theory based on a stochastic differential equation. Bo¨deker’s effective theory describing
to leading logarithmic order the dynamics of the soft modes of the gauge field is such a theory.
It is originally derived in A0 = 0 gauge [30] and based on the stochastic differential equation
Dab×Bb + σA˙a = ζa (3.37)
of the Langevin type. The stochastic force incorporating the influence of the higher momentum
modes has the normalised gaussian distribution
%[ζ] = N% exp
{
− 1
4σT
∫
dt dD−1x ζa(t,x) · ζa(t,x)
}
(3.38)
which is determined by the colour conductivity σ and the temperature T . Remarkably, besides
the self coupling of the gauge field, these are the only parameters of the theory. According to
this distribution, the correlator of the stochastic force field ζ is given by〈
ζai(t,x)ζbj(t′,x′)
〉
= 2σT δijδab δ(t− t′) δD−1(x− x′) (3.39)
Here and in the other equations, the number of spacial dimensions is D − 1 = 3, however, we
leave D unspecified to allow for dimensional regularisation later.
As we have mentioned already in the introduction to this chapter, in principle, we could now
proceed and immediately write down a path integral formulation of Bo¨deker’s theory in A0 = 0
gauge using our general results of Section 3.1.
However, in the end of the day we will arrive at the infinite tower of Dyson–Schwinger
equations encoding the non-perturbative dynamics of the gauge field we are aiming for. To extract
any information, we will be forced to truncate this infinite series of equations in one way or the
other. This truncation, however, will introduce a possible gauge dependence into the formalism
and thus may render any results worthless: There would be no way to decide to what extent what
seems like an outcome of the theory would perhaps be a mere gauge artefact.
To overcome this problem and to have at least some control over the gauge dependence of
the results, it is necessary to reformulate the original Bo¨deker equation (3.37) in a more general
gauge. Unfortunately, this is not as trivial as one may think: A stochastic differential equation
is not just another differential equation that can be transformed in any way one would like to.
It is rather a shorthand notation abbreviating the whole process of choosing different stochastic
terms, solving the corresponding differential equations and finally averaging the results as it was
described in the introduction to this chapter. In particular, one has to be careful not to destroy
by any manipulations the well-definedness of the stochastic equation guaranteed by its Langevin
type form and the Markovian nature of the corresponding stochastic process.
Nevertheless, in the context of stochastic quantisation Zinn-Justin and Zwanziger have shown
[41] that in a gauge theory certain terms can be added to a stochastic differential equation of
a form like Eq. (3.37) without changing expectation values of gauge invariant observables F [A].
From another point of view, adding these terms can then be interpreted as changing the gauge.
To understand this argument, that also lays at the basis of the derivation of Ward identities
in the following chapter, let us consider Bo¨deker’s equation where we add a covariant derivative
of some local functional of the gauge field
Dab×Bb + σ(A˙a +Dabvb[A]) = ζa (3.40)
In the end we will choose va[A] = − 1κ∇ · Aa, however, for the time being there is no need to
specify va[A] any further. The only restriction one has to ensure is the absence of any time
derivatives within. This restriction, however, plays a more substantial role in our context than
in the context of stochastic quantisation which was the object of Zinn-Justin and Zwanziger: In
stochastic quantisation the time variable describes a fictitious time that is introduced only as a
24 Chapter 3. Path Integral Formulation of Bo¨deker’s Theory
device to reinterpret a given euclidean quantum field theory as the limit of a stochastic process
for large values of the fictitious time [39]. Absence of time derivatives in stochastic quantisation
therefore means absence of derivatives with respect to fictitious time and does not pose any
restrictions to usual time derivatives. In our context, on the contrary, time is the real, physical
time and the restrictions above narrow down the class of possible gauges leading to a well defined
Langevin equation.
Moreover, because of the different role of the time variable, we also have a component of
the gauge field that is associated with the t variable of the Langevin equation. In stochastic
quantisation this is not the case because t is fictitious and the time associated with A0 is just the
zero component of the euclidean x vector. To cope with this different structure, to some extent
will demand a generalisation of the proof of Zinn-Justin and Zwanziger.
Let us start with the argumentation now. We want to show that expectation values of gauge
invariant observables are not affected by the introduction of the additional term in Eq. (3.40).
This will be proven if we can show that gauge invariant expectation values are in fact independent
of va[A], i.e. do not change with a variation δva[A] of the additional term.
To this end, let us consider the left-hand side of Eq. (3.40) where we add a small variation
of the va[A] term. We evaluate this expression for a gauge field that is subject to an arbitrary,
infinitesimal gauge transformation A′a = Aa +Dabωb and find
D′ab×B′b + σ(A˙′a +D′abvb[A′] +D′abδvb[A′]) (3.41)
= (δab + gfabcωc)
[
Dbd×Bd + σ(A˙b +Dbdvd[A])
]
+ σDab
[
∂ωb
∂t
+ [H[A]ω]b + δvb[A]
]
Here we have used
D′ab×B′b = (δab + gfabcωc)Dbd×Bd (3.42)
A˙′a = (δab + gfabcωc) A˙b + Dab
∂ωb
∂t
(3.43)
i.e. the product Dab×Bb transforms covariantly whereas the transformation of A˙a has a covariant
and non-covariant contribution. In the same way we have split the transformation of va[A] into
a covariant and non-covariant part: Starting from
va[A′](t,x) = va[A](t,x) +
∫
dD−1y
δva[A](t,x)
δAbi(t,y)
δAbi(t,y) (3.44)
we have indeed
va[A′](t,x) = (δab + gfabcωc) vb[A](t,x) + [H[A]ω]a(t,x) (3.45)
where δAbi = Dbci ω
c has been used and we have introduced the abbreviation
[H[A]ω]a(t,x) =
∫
dD−1y
δva[A](t,x)
δAbi(t,y)
(Dbci ω
c)(t,y)− gfabcvb[A](t,x)ωc(t,x) (3.46)
Note that the functional derivatives in Eqs. (3.44) and (3.46) are only with respect to a spacial
variation because va[A] does not contain any time derivatives (otherwise we also had to integrate
over time). Let us give the explicit form of this somewhat frightening expression for H[A]ω in
the case of our choice va[A] = − 1κ∇ ·Aa. One simply obtains
[H[A]ω]a(t,x) = − 1
κ
(Dab · ∇ωb)(t,x) (3.47)
Finally, Eq. (3.45) leads to
D′abvb[A′] = (δab + gfabcωc)Dbdvd[A] + Dab [H[A]ω]b (3.48)
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where it was used that ω is infinitesimal and of course
D′abδvb[A′] = Dabδvb[A] (3.49)
because δv is infinitesimal itself.
Let us now come back to Eq. (3.41) and its meaning. Suppose the gauge field, before the
gauge transformation has been performed, was a solution of Bo¨deker’s equation with the va[A]
term present, but without the additional δva[A] term. In other words, the original gauge field
was a solution of Eq. (3.40). We can then replace the first square bracket on the right-hand side
of Eq. (3.41) by the stochastic force and find
D′ab×B′b + σ(A˙′a +D′abvb[A′] +D′abδvb[A′])
= ζ′a + σDab
[
∂ωb
∂t
+ [H[A]ω]b + δvb[A]
]
(3.50)
This means, if we subject the original gauge field to an arbitrary, infinitesimal gauge transforma-
tion with parameter ω, then the gauge transformed field will be a solution of Eq. (3.50), i.e. of
the original equation with v replaced by v + δv and the stochastic force transformed in the same
way as the gauge field . . . but with an ugly additional term on the right-hand side. However, one
can play a dirty trick: What was said so far was true for an arbitrary gauge transformation. But
if we demand ω to be a solution of
∂ωb
∂t
+ [H[A]ω]b + δvb[A] = 0 (3.51)
then the square bracket on the right of Eq. (3.50) will vanish and we finally arrive at
D′ab×B′b + σ(A˙′a +D′abvb[A′] +D′abδvb[A′]) = ζ′a (3.52)
However, there is a certain subtlety that we want to stress because it will be of importance in
a moment. To clarify this point, let us once again repeat the line of reasoning: Starting with a
gauge field being solution of
Dab×Bb + σ(A˙a +Dabvb[A]) = ζa (3.53)
we search for a gauge transformation ω that obeys
∂ωa
∂t
+ [H[A]ω]a + δva[A] = 0 (3.54)
(and we can always find such an ω because (3.54) is a linear, inhomogeneous equation with given
inhomogeneity δva[A]). Then the gauge field transformed with this ω, A′a = Aa +Dabωb, is a
solution of the original equation with v replaced by v+δv and the stochastic force also transformed
by the same ω
D′ab×B′b + σ(A˙′a +D′abvb[A′] +D′abδvb[A′]) = ζ′a (3.55)
The subtle point is the following: The original gauge field A is solution of Eq. (3.53) and thus
depends on the stochastic force ζ, of course. But A is an input of Eq. (3.54) that determines
ω. Therefore, ω via A too depends on ζ. As a consequence of this, ζ′ inherits a non-trivial
dependence on ζ: The stochastic force ζ′ not only depends on ζ because it is the gauge transform
of ζ, but also because the gauge transformation itself depends on ζ
ζ′a = (δab + gfabcωc[ζ]) ζb (3.56)
We will come back to this point soon.
After these preparations we can now show that gauge invariant expectation values 〈F [A]〉 are
independent of the va[A] term. Let us denote by As[ζ, v,Aini] the solution of Eq. (3.40) for the
specific realisation ζ of the stochastic force term and initial conditions Aini. Correspondingly, let
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As[ζ, v+ δv,Aini] denote the solution of this equation with v replaced by v+ δv and for the same
stochastic force and initial conditions. We can then express the contents of Eq. (3.55) in this new
notation
As[ωζ, v + δv, ωAini] = ωAs[ζ, v,Aini] (3.57)
where the superscript ω indicates gauge transformation with the special parameter ω correspond-
ing to the solution on the right-hand side via Eq. (3.54).
The expectation value of an observable F [A] in the theory with v + δv can then be written
〈F [A]〉v+δv =
∫
Dζ′ %[ζ′] F [As[ζ′, v + δv,A′ini] ] (3.58)
where %[ζ] was given in Eq. (3.38) and we have used primed symbols for the stochastic force
and initial conditions as a matter of convenience. Performing a change of variables by means of
Eq. (3.56), one obtains
〈F [A]〉v+δv =
∫
Dζ Det
(
δωζ
δζ
)
%[ωζ] F [As[ωζ, v + δv,A′ini] ] (3.59)
As in our general discussion at the beginning of this chapter, expectation values at finite times
are independent of the initial conditions if the latter are specified at t = −∞. Therefore, we can
replace A′ini in Eq. (3.59) by
ωAini without any harm. Using relation (3.57), we then have
F [As[ωζ, v + δv, ωAini] ] = F [ ωAs[ζ, v,Aini] ] = F [As[ζ, v,Aini] ] (3.60)
where the last step takes into account that F [A] is a gauge invariant functional. Since %[ζ] as
given in Eq. (3.38) is also a gauge invariant functional, we finally arrive at
〈F [A]〉v+δv =
∫
Dζ Det
(
δωζ
δζ
)
%[ζ] F [As[ζ, v,Aini] ] (3.61)
Besides the determinant, the right-hand side is exactly 〈F [A]〉v and we have therefore proven
that expectation values of gauge invariant observables F [A] are independent of the va[A] term
in Eq. (3.40) if we can show that this determinant is unity. From Eq. (3.56), we find at first
δωζai(t ,x )
δζbj(t′,x′)
= δabδij δ(t− t′) δD−1(x− x′) + gfacd δ
δζbj(t′,x′)
[
ωd[ζ](t,x) ζci(t,x)
]
(3.62)
and thus because ω is infinitesimal
Det
(
δωζ
δζ
)
= 1 +
∫
dt dD−1x gfacd
[
δ
δζai(t′,x′)
[
ωd[ζ](t,x) ζci(t,x)
]]
t′ = t
x′= x
(3.63)
The functional derivative acting on ζci produces a δac and therefore does not contribute because
the Kronecker delta is contracted with the structure constants. To determine the remaining
functional derivative of ωd[ζ], let us formally integrate Eq. (3.54)
ωa(t,x) = ωa(−∞,x)−
t∫
−∞
dt′′ [H[A]ω]a(t′′,x)−
t∫
−∞
dt′′ δva[A](t′′,x) (3.64)
Since H[A] and δva[A] are local functionals in time, this equation for ω has a causal character,
i.e. ω(t,x) does only depend on the values of the gauge field A(t′′,x) at times t′′ < t. On the
other hand, Eq. (3.53) leads to
σAa(t,x) = σAa(−∞,x)−
t∫
−∞
dt′′
[
Dab×Bb + σDabvb[A] ](t′′,x) + t∫
−∞
dt′′ ζa(t′′,x) (3.65)
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and A(t,x) itself only depends on the stochastic force ζ(t′′,x) for t′′< t. Hence, neither A(t,x)
nor ω(t,x) have a dependence on ζ(t′′,x) unless t′′< t and in taking the functional derivative of
Eq. (3.64), we can restrict the integration range accordingly
δωa[ζ](t,x)
δζbi(t′,x′)
= −
t∫
t′
dt′′
δ [H[A]ω]a(t′′,x)
δζbi(t′,x′)
−
t∫
t′
dt′′
δ δva[A](t′′,x)
δζbi(t′,x′)
(3.66)
Evaluating this relation for t = t′ as in Eq. (3.63) leads to
δωa[ζ](t,x)
δζbi(t′,x′)
∣∣∣∣
t=t′
= 0 (3.67)
The only way to escape this conclusion would be an integrand that is singular in time. However,
if δω/δζ appearing under the integral in Eq. (3.66) was singular, the integrated expression would
be finite which again is δω/δζ. Therefore, δω/δζ can not be singular. δA/δζ on the other hand
can not be singular neither because of the same argument applied to the functional derivative of
Eq. (3.65) with respect to ζ. Thus, we conclude
Det
(
δωζ
δζ
)
= 1 (3.68)
which completes the proof: For all gauge invariant observables F [A], the stochastic differential
equation
Dab×Bb + σ(A˙a +Dabvb[A]) = ζa (3.69)
leads to the same expectation values, no matter what the choice of v[A] may be, as long as it
does not contain any time derivatives.
We can now formulate this result in a different way. Since the non-abelian electric field is
given by Ea = −A˙a −DabAb0, one may write Eq. (3.69) in the compact form
Dab×Bb − σEa = ζa (3.70)
which then may be interpreted in any of the so-called flow gauges Aa0 = va[A] with no time
derivatives allowed inside va[A].
Finally, before closing this section, there is still one last point to discuss. So far, we have shown
that in Eq. (3.70) one may choose any flow gauge and will always obtain the same expectation
values for gauge invariant functionals of the form F [A]. Thus, we have only shown this result for
functionals that solely depend on the vector components of Aµ.
What we would rather like to show in order to confirm full equivalence between different
flow gauges is the following: Given Bo¨deker’s equation in the form (3.70) and a gauge invariant
functional F [A0,A], then any choice of a flow gauge leads to the same result. Or put in different
words, calculating 〈F [ v[A],A ]〉 by means of the equation
Dab×Bb + σ(A˙a +Dabvb[A]) = ζa (3.71)
gives always the same value, independent on v[A].
To prove this statement, we proceed as above: We will introduce a small variation of the
functional v[A] and show that it does not matter. To this end, let us write the gauge invariant
observable as functional of the non-abelian electric and magnetic field
Ea = −A˙a −DabAb0
Ba = ∇×Aa + 12 gfabcAb ×Ac
(3.72)
We then have
〈F [E,B]〉v+δv =
∫
Dζ′ %[ζ′] F
[
Ev+δv[A],Bv+δv[A]
]
A=As[ζ′,v+δv,A′ini]
(3.73)
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with
Eav+δv[A] = −A˙a −Dabvb[A]−Dabδvb[A] (3.74)
and Bv+δv[A] = Bv[A] as in Eq. (3.72). Again, changing variables according to Eq. (3.56), one
obtains
〈F [E,B]〉v+δv =
∫
Dζ Det
(
δωζ
δζ
)
%[ωζ] F
[
Ev+δv[A],Bv+δv[A]
]
A=As[ωζ,v+δv,A′ini]
(3.75)
As before, we now use independence on the initial conditions, the transformation property (3.57),
gauge invariance of %[ζ] and finally our knowledge that the determinant is unity. This all together
leads to
〈F [E,B]〉v+δv =
∫
Dζ %[ζ] F
[
Ev+δv[ωA],Bv+δv[ωA]
]
A=As[ζ,v,Aini]
(3.76)
Taking into account the transformation properties (3.43), (3.48) and (3.49), we find
Eav+δv[
ωA] = (ωEv[A])a −Dab
[
∂ωb
∂t + [H[A]ω]
b + δvb[A]
]
= (ωEv[A])a
Bav+δv[
ωA] = (ωBv[A])a
(3.77)
and thus
〈F [E,B]〉v+δv =
∫
Dζ %[ζ] F
[
ωEv[A], ωBv[A]
]
A=As[ζ,v,Aini]
= 〈F [E,B]〉v (3.78)
because F [E,B] is a gauge invariant functional.
Consequently, we have shown that Bo¨deker’s equation in A0 = 0 gauge
Dab×Bb + σA˙a = ζa (3.79)
can equivalently be formulated in any flow gauge
Dab×Bb + σ(A˙a +Dabvb[A]) = ζa (3.80)
We will henceforth use the special choice Aa0 = va[A] = − 1κ∇ ·Aa and refer to it as κ gauge.
3.3 The Path Integral Formulation
We are now ready to combine the results of Sections 3.1 and 3.2 to write down a path integral for-
mulation of Bo¨deker’s effective theory, i.e. we consider a formulation of the stochastic differential
equation
Dab×Bb + σ(A˙a +Dabvb[A]) = ζa (3.81)
with the stochastic force correlator〈
ζai(t,x) ζbj(t′,x′)
〉
= 2σT δijδab δ(t− t′) δD−1(x− x′) (3.82)
corresponding to the probability distribution (3.38). In the terminology of Section 3.1, we then
have
Ωai,bj(x,x′) = 2σT δijδab δD−1(x− x′) (3.83)
and the equation of motion functional (not to be confused with the electric field) is
Eai[A] = (Dab×Bb)i + σ(A˙ai +Dabi vb[A]) (3.84)
Choosing κ gauge va[A] = − 1κ∇ ·Aa and the special observable3
F [A;J] = exp
{∫
dx Ja(x)Aa(x)
}
(3.85)
3Recall that we denote by x the combination of t and x and by dx the full, D–dimensional measure.
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one immediately obtains from Eqs. (3.20) and (3.21) the generating functional
Z[J] =
∫
DADλDηDη¯ exp
{
−S[A,λ,η, η¯] +
∫
dx Ja(x)Aa(x)
}
(3.86)
with the action given by
S[A,λ,η, η¯] = S(D)[A,λ] + S(EG)[A,η, η¯] (3.87)
and
S(D)[A,λ] =
∫
dx
[
σT λa ·λa − iλa ·
(
Dab×Bb + σ(A˙a − 1κ Dab∇·Ab)
)]
(3.88)
S(EG)[A,η, η¯] =
∫
dx
[
−η¯a ·(Dab× (Dbc× ηc))− gfabc η¯a ·(Bb× ηc)− σ η¯a · η˙a
+ σκ η¯
a ·Dab(∇· ηb) + σκ gfabc η¯a · ηb(∇·Ac)
]
(3.89)
The first part contains the contribution of the dynamical fields, the second is the ghost part
representing the functional determinant
Det
(
δE[A]
δA
)
=
∫
DηDη¯ exp
{∫
dxdx′ η¯ai(x)
δEai[A](x)
δAbj(x′)
ηbj(x′)
}
=
∫
DηDη¯ e−S
(EG)
(3.90)
This determinant was introduced when we enforced the equation of motion in the functional
integral by insertion of a delta function. In the context of gauge fixing, we will introduce a second
kind of ghosts in order to construct a BRST symmetric action.4 To distinguish both kinds of
ghosts we refer to them as equation of motion (EOM) and gauge ghosts, respectively.
However, we will show now that in κ gauge as long as dimensional regularisation is used
the functional determinant (3.90) is merely a constant. Hence, in this case we do not have to
introduce any EOM ghosts at all.
To understand this issue, let us recall that the functional determinant (3.90) can be calculated
directly if the equation of motion functional is of the Langevin type, as we have explained at
the end of Section 3.1. Adjusting the notation from the generic field φα to the gauge field Aa and
introducing in passing a constant σ accompanying the time derivative, we can quote the result of
Eqs. (3.16) and (3.36) in the following way: For an equation of motion functional of the form
Eai[A] = σA˙ai +
1
2
Kai[A] (3.91)
with the same restrictions on the functional Kai[A] as previously, the corresponding determinant
is given by
Det
(
δE[A]
δA
)
= const. · exp
{
1
2σ
Θ(0)
∫
dt dD−1x
δxK
ai[A](t,x)
δxAai(t,x′)
∣∣∣∣
x′=x
}
(3.92)
where δx denotes variation with respect to the x dependence only. Comparing Eq. (3.91) to the
equation of motion functional of Bo¨deker’s effective theory (3.84), one first reads off
1
2
Kai[A] = (Dab×Bb)i − σ
κ
Dabi (∇·Ab) (3.93)
Our next task is to calculate the functional derivative of Kai[A]. To this end, it is easiest to write
it down in components which clarifies the structure
1
2
Kai[A] = gfabc
[(
1− σ
κ
)
Abi∂jA
cj + 2Acj∂jAbi +Abj∂iAcj
]
+
[(
1− σ
κ
)
∂i∂j − δij∆
]
Aaj + g2fabcf bdeAcjAdjAei (3.94)
4This BRST symmetry, expressing the fact that we are dealing with a gauge theory, is not to be confused with
the BRST symmetry that we already noted in Eq. (3.15) and that has nothing to do with gauge symmetry. As
we have mentioned before, there are two distinct types of BRST symmetries at work.
30 Chapter 3. Path Integral Formulation of Bo¨deker’s Theory
Obviously, the first term, i.e. the term quadratic in the gauge field, does not contribute to the
functional derivative with respect to Aai because it always produces a δab or δac that is contracted
with the structure constants fabc in front of the square bracket. The linear term, on the other
hand, does only contribute a constant that can be absorbed into the constant in Eq. (3.92). Thus,
we only have to take care of the third order term which leads to
Det
(
δE[A]
δA
)
= const.′ ·exp
{
CA (D−2)Θ(0) δD−1(0) g
2
σ
∫
dt dD−1x Aa(t,x) ·Aa(t,x)
}
(3.95)
where facdf bcd = CA δab as usual. However, in dimensional regularisation δD−1(0) gives zero as
a consequence of the general rules of D–dimensional integration.5
Therefore, in κ gauge and dimensional regularisation, Bo¨deker’s effective theory can be for-
mulated without any EOM ghosts and the generating functional takes the simplified form
Z[J] =
∫
DADλ exp
{
−S(D)[A,λ] +
∫
dx Ja(x)Aa(x)
}
(3.96)
with S(D)[A,λ] as given in Eq. (3.88).
5The formal rules defining D–dimensional integration axiomatically demand dilatation invariance of the integralZ
dDk f(k) = |λ|D
Z
dDk′ f(λk′)
With f ≡ 1 this leads to (1− |λ|D) · RdDk = 0, i.e. RdDk = 0 for any D 6= 0 and consequently
δD(0) =
Z
dDk
(2pi)D
eik·0 =
1
(2pi)D
Z
dDk = 0
Chapter 4
BRST Symmetric Action and
Ward–Takahashi Identities
We have argued in the preceeding chapter that in order to derive any reliable statements from
our theory, it is essential to gain some control over the gauge dependence possibly introduced by
the truncation of the Dyson–Schwinger equations. This was our main motivation to generalise
Bo¨deker’s equation from A0 = 0 gauge to a more general class of flow gauges. In addition to
that, the corresponding introduction of a gauge-fixing force has a welcome side-effect: It solves
at the same time the problem of undamped longitudinal components of the initial gauge field
configuration (see the footnote on page 19).
However, the detection of an unphysical gauge dependence is not what we really want; in
fact, we would rather like to avoid it. The ultimate goal is to construct a truncation scheme that
is physically reasonable and does not (or, realistically speaking, only slightly) violate the gauge
symmetry.
To this end, we need identities expressing this symmetry on the level of n-point functions, i.e.
we need the Ward–Takahashi identities of the theory.1 Any physically reasonable truncation
will have to respect these identities. Besides this conceptual importance, we may also hope that
some of the Ward identities to be derived in the following will be of some practical use in solving
the Dyson–Schwinger equations: In ordinary QCD, for instance, the full gluon propagator in
covariant gauge is restricted to being purely transversal as a consequence of the Ward identities.
This leads, of course, to a great simplification in the Dyson–Schwinger equations of QCD.
The derivation of gauge Ward identities in Bo¨deker’s effective theory starts from the obser-
vation that the corresponding path integral action including the gauge-fixing terms introduced
in Section 3.2 shows a restricted form of gauge invariance: It is invariant with respect to gauge
transformations subject to a certain restricting condition. Unfortunately, this condition contains
the gauge field itself and due to this implicit dependence the restricted gauge invariance does not
directly lead to simple relations among the n-point functions of the theory.
This can be overcome by the introduction of gauge ghosts: The enlarged system realises the
gauge invariance by a corresponding BRST symmetry leading in a straightforward way to the
desired gauge Ward identities.
It is important to understand that in our context the gauge ghosts play a completely different
role than in the discussion of gauge theories in ordinary quantum field theory. There, the ghost
fields are introduced to represent the Faddeev–Popov determinant inevitably encountered in
the procedure of splitting off the infinite volume of the gauge group.
In stochastic quantisation, gauge-fixing is in fact avoidable, at least if one is interested in the
calculation of gauge invariant quantities only. This is the case because the kernel of the Langevin
1In the non-abelian context, these identities are often referred to as Slavnov–Taylor identities. However,
following the terminology of Ref. [41], we denote these identities as gauge Ward identities and stochastic Ward
identities, corresponding to the two different types that will be encountered in this work.
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equation is invertible in contrast to the kernel of the kinetic term in the ordinary approach to
quantum field gauge theory [39].
Moreover, even if a gauge-fixing force is added to the underlying Langevin equation, as we
have done in Section 3.2, gauge ghosts are still not necessarily introduced into the formalism.
Actually, we have seen in Section 3.3 that the corresponding generating functional (3.96) can be
formulated without any ghost fields at all, not even EOM ghosts.
In some respect, gauge ghosts are thus superfluous in the formalism. In fact, if we were never
forced to rely on any approximation scheme, there would be no need to bring them to life: In the
full theory, their total contribution will always cancel. However, due to our finite skills we cannot
calculate the full theory and the truncation will cut off certain contributions of the gauge field
sector: The gauge ghosts, to some extent, take the place of these contributions and in this way
guarantee that gauge symmetry can be maintained.
Consequently, though it cancels on the whole, the contribution of the gauge ghosts can be
crucial on the level of a certain truncation and we will have to include them into the formalism.
In addition to that, from a practical point of view it may be easier in some cases to extract
a common piece of information from a quantity of the ghost sector rather than from a pure
gauge field quantity in view of the tensor structure of the latter (assuming, of course, that the
information in question can be obtained by either means).
Introducing gauge ghosts, we have to face a certain complication. As pointed out earlier, the
derivation from a stochastic differential equation leads to a characteristic structure of the theory,
that can be expressed in form of another BRST symmetry. We will refer to this second type of
BRST symmetry as stochastic BRST symmetry in order to distinguish it from the one described
above related to gauge invariance. In case of a symmetric equation of motion functional (which is
the case in Bo¨deker’s theory), in fact two copies of this stochastic BRST symmetry are present.
They are related by an exchange in the role of the (EOM) ghost and anti-ghost field and can be
combined within an elegant superspace formulation.2
These stochastic BRST symmetries now lead to another set of (stochastic) Ward identities,
that impose restrictions on the n-point functions. They reflect the fundamental structure of the
theory as inherited from the origin in a stochastic differential equation and we have to make sure
they are observed.
Unfortunately, the introduction of the gauge ghosts destroys the supersymmetric structure and
the underlying stochastic BRST symmetries. It does not change, however, the physical contents
of the theory nor the characteristic structure induced by its stochastic origin. The twofold BRST
symmetric formulation including EOM ghosts is just an elegant way to express this structure. By
directly referring to the underlying physics, it will therefore be possible to derive the stochastic
Ward identities in presence of the gauge ghosts.
We will start this chapter with the introduction of the gauge ghost and thereby with the
construction of an action that is endowed with the gauge BRST symmetry described above. This
construction will be based on the path integral representation (3.96) discussed at the end of
Section 3.3 that was obtained by eliminating the EOM ghosts. There are two reasons for this
choice: Firstly, the principal argument in favour of the presence of EOM ghosts in the formalism
is the possibility to invoke the supersymmetric formulation mentioned above. However, the
introduction of gauge ghosts excludes this possibility from the start and consequently there is no
reason to keep them alive. Secondly, in the same way as the presence of gauge ghosts destroys the
stochastic BRST symmetries, the presence of EOM ghosts would spoil the gauge BRST symmetry
that we want to install.
The results for the gauge BRST symmetric action and the corresponding generating functional
can be found in Eqs. (4.17) – (4.19) and Eq. (4.34). Everything that follows, besides our discussion
of perturbation theory where EOM ghosts will shortly be revived, will be based on this action.
Following the construction of the BRST symmetric action, we proceed and derive the general
gauge and stochastic Ward identities in terms of the generating functionals. This is completed
by the implications of the other symmetries of the theory: translational and rotational invariance
2We will briefly sketch this superspace formulation in Subsection 4.2.2 below.
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on the one hand, ghost number conservation on the other. Of course, the latter symmetries will
not lead to any surprises. They are derived mainly in order of our exposition to be self-contained
because their implications will be used frequently in the course of our calculations.
As the final result, we conclude this chapter by systematically exploiting the general identities
derived in the preceeding sections: We identify up to the level of second derivatives of the gener-
ating functionals all relevant relations to be obeyed by the propagators and lower vertex functions
as a consequence of the stochastic and gauge Ward identities. In this way, a cancellation is found
produced by the stochastic Ward identities among certain terms of the gauge Ward identity.
4.1 Constructing a BRST Symmetric Action
To see how the gauge symmetry in the case of Bo¨deker’s theory leads to a BRST symmetric
action, let us come back to Eq. (3.41) describing the effect of an arbitrary, infinitesimal gauge
transformation A′a = Aa +Dabωb on the equation of motion functional. If we set δv to zero, it
reads
D′ab×B′b + σ(A˙′a +D′abvb[A′]) (4.1)
= (δab + gfabcωc)
[
Dbd×Bd + σ(A˙b +Dbdvd[A])
]
+ σDab
[
∂ωb
∂t
+ [H[A]ω]b
]
or if expressed in terms of the equation of motion functional (3.84),
Ea[A′] = (δab + gfabcωc)Eb[A] + σDab
[
∂ωb
∂t
+ [H[A]ω]b
]
(4.2)
Consequently, under an arbitrary gauge transformation the equation of motion functional does
not transform covariantly. However, we can play the same trick as in Section 3.2 and demand
that the gauge transformation ω is chosen in such a way that the square bracket in Eq. (4.2)
vanishes. The equation of motion functional then transforms covariantly
Ea[A′] = (δab + gfabcωc)Eb[A] (4.3)
under the restricted class of gauge transformations satisfying
∂ωa
∂t
+ [H[A]ω]a = 0 (4.4)
For κ gauge the corresponding functional H[A] was given in Eq. (3.47) and the restricting con-
dition on the gauge transformations takes the form
∂ωa
∂t
− 1
κ
Dab · ∇ωb = 0 (4.5)
In this gauge, as we have seen at the end of the preceeding chapter, Eq. (3.96), the dimensionally
regularised theory can be described by the generating functional
Z[J] =
∫
DADλ exp
{
−S(D)[A,λ] +
∫
dx Ja(x)Aa(x)
}
(4.6)
where the action was given in Eq. (3.88) and has the simple form
S(D)[A,λ] =
∫
dx
[
σT λa ·λa − iλa ·Ea[A]
]
(4.7)
when expressed by the equation of motion functional. Obviously, this action is invariant if both
λa and Ea[A] transform covariantly. Thus, we have found an action that is invariant under the
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restricted class of gauge transformations (4.5) if the auxiliary field λa is transformed according
to λ′ a = (δab + gfabcωc)λb, i.e. covariantly.
Unfortunately, due to the implicit dependence of ω on the gauge field via Eq. (4.5) this
restricted gauge symmetry does not lead to simple relations among the correlation functions of
the theory. An elegant way to overcome this difficulty was developed in Ref. [41] in the context
of stochastic quantisation of the Yang–Mills field.
The basic idea is to raise the gauge parameter ω to life, i.e. to introduce into the theory an
additional (Grassmann valued) field that realises the condition (4.5) as its equation of motion.
The new field playing the role of the parameter ω will then show up in the transformations of Aa
and λa endowing the enlarged system with a nice BRST symmetry.
To introduce the new field, that will inherit the name from the parameter ω but not its
property of being infinitesimal, we insert into the path integral (4.6) for another time unity that
is written in an appropriate way. Defining the left-hand side of Eq. (4.5) as
γa[ω,A] =
∂ωa
∂t
− 1
κ
Dab · ∇ωb (4.8)
we can perform a change of variables from γ to ω in the following Grassmann integral represen-
tation of unity
1 =
∫
Dγ δ(γ) =
∫
Dω
1
Det
(
δγ[ω,A]
δω
) δ( ∂ωa
∂t
− 1
κ
Dab · ∇ωb
)
(4.9)
Since we have chosen ω to be a Grassmann field, γ is Grassmann valued likewise. Consequently,
the functional determinant taken from the derivative with respect to ω is a Grassmann even
quantity and does not depend on ω anymore. Hence, it can be pulled out of the integral. Inserting
the integral representation of the Grassmann delta function
δ(γ) =
∫
Dω¯ exp
{∫
dx ω¯a(x) γa(x)
}
(4.10)
we thus obtain
1 =
1
Det
(
δγ[ω,A]
δω
) ∫ DωDω¯ exp{∫ dx ω¯a(x)( δab ∂
∂t
− 1
κ
Dab · ∇
)
ωb(x)
}
(4.11)
Of course, we could have written down Eq. (4.11) quite immediately expressing nothing but the
fact that the gaussian integral on the right just gives the determinant. However, we wanted to
stress that what we are really doing is inserting a delta function that enforces the restriction on
the gauge transformations (4.5) to be fulfilled.3
The next step towards a BRST symmetric action is to realise that the determinant is really
a constant and thus can be simply absorbed into the measure. Indeed, the functional γa[ω,A]
defined in Eq. (4.8) exactly meets the structure of the equation of motion functional (3.16) with
1
2
Ka[ω,A](t,x) = − 1
κ
(Dab · ∇ωb)(t,x) (4.12)
Hence, we can rely on our general result for the determinant, Eq. (3.36), derived from causality
Det
(
δγ[ω,A]
δω
)
= const. · exp
{
− 1
κ
Θ(0)
∫
dt dD−1x
δx(Dab · ∇ωb)(t,x)
δxωa(t,x′)
∣∣∣∣
x′=x
}
(4.13)
3In our conventions, the measure DωDω¯ is defined as DωDω¯ =
Q
a,x[dω
a(x)dω¯a(x)], which is also the cor-
rect choice for the gaussian integral formula (4.11). The order of the differentials dωa(x) in Eq. (4.9), on the
other hand, is the same as the order of the dγa(x) and thus opposite to the order of the dω¯a(x) in Eq. (4.10),
which are ordered according to the individual delta functions in Eq. (4.9). But dω1dω2 . . . dωndω¯n . . . dω¯2dω¯1 =
dω1dω¯1dω2dω¯2 . . . dωndω¯n, so everything is fine.
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The functional derivative with respect to spacial variations is given by
δx(Dab · ∇ωb)(t,x)
δxωd(t,x′)
= (δab∇− gfabcAc) · ∇δD(x− x′) δbd (4.14)
and thus, evaluated for d = a, gives a constant because the A dependent contribution is set to
zero due to the antisymmetry of the structure constants.4
Consequently, absorbing the constant determinant into the measure, we find the identity
1 =
∫
DωDω¯ exp
{∫
dx ω¯a(x)
(
δab
∂
∂t
− 1
κ
Dab · ∇
)
ωb(x)
}
(4.15)
which holds independent of the gauge field A. Therefore, it can be inserted into the path integral
representation of the generating functional, Eq. (4.6), leading to
Z[J] =
∫
DADλDωDω¯ exp
{
−S[A,λ, ω, ω¯] +
∫
dx Ja(x)Aa(x)
}
(4.16)
with the action now given by
S[A,λ, ω, ω¯] = S(D)[A,λ] + S(GG)[A, ω, ω¯] (4.17)
where S(D)[A,λ] is the contribution of the dynamical fields as before
S(D)[A,λ] =
∫
dx
[
σT λa ·λa − iλa ·
(
Dab×Bb + σ(A˙a − 1κ Dab∇·Ab)
)]
(4.18)
and
S(GG)[A, ω, ω¯] =
∫
dx
[
− ω¯aω˙a + 1
κ
ω¯aDab · ∇ωb
]
(4.19)
is the new contribution containing the gauge ghosts ω and ω¯. The benefit that we gained by
the inclusion of the gauge ghosts is that the action (4.17) is invariant under the following BRST
transformation
δεAa(x) = Dab(x) εωb(x) δεωa(x) = 12gf
abcεωc(x)ωb(x)
δελ
a(x) = gfabcεωc(x)λb(x) δεω¯a(x) = gfabcεωc(x)ω¯b(x) + iεσDab(x)·λb(x)
(4.20)
where ε is a constant Grassmann parameter. To see this invariance, first note that the transfor-
mation of the A field has the form of an infinitesimal gauge transformation with the (Grassmann
even) parameter εω(x). The BRST transformation of λ corresponds to a covariant gauge trans-
formation with the same parameter. Therefore, we know from Eq. (4.2) that the equation of
motion functional transforms according to
δεEa[A] = gfabcεωcEb[A] + σεDabγb[ω,A] (4.21)
and because λ transforms covariantly, we find
δε(λa ·λa) = 0 (4.22)
δε(λa ·Ea[A]) = σελa ·Dabγb[ω,A] (4.23)
This leads to
δεS
(D) = −iσε
∫
dx λa ·Dabγb[ω,A] (4.24)
4Note that, this time, we did not have to rely on dimensional regularisation to proof the constancy of the
determinant as we had to in the case of Det(δE[A]/δA).
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Furthermore, assuming a transformation of the ghost field ω as it was given in Eq. (4.20), one
obtains after some algebra using the Jacobi identity of the structure constants (A.6) a covariant
transformation law of the functional γ[ω,A]
δεγ
a[ω,A] = gfabcεωcγb[ω,A] (4.25)
Observing that the integrand of S(GG) is simply −ω¯aγa, one can then make an ansatz for the
transformation of the anti-ghost field made up of a covariant contribution and a rest
δεω¯
a = gfabcεωcω¯b +Ra (4.26)
Inserting this ansatz and demanding the complete action S = S(D)+S(GG) to be BRST invariant,
one easily finds (using a partial integration) the correct transformation law of ω¯ as it was claimed
in Eq. (4.20).
Thus, by introducing gauge ghosts via the insertion of identity (4.15) into the generating
functional, we have indeed found with Eq. (4.17) an action that is invariant with respect to the
gauge BRST transformation (4.20).
To prepare the stage for the derivation of the gauge and stochastic Ward identities, let us
close this section generalising the generating functional (4.16) by the introduction of additional
sources for all fundamental fields as well as their BRST transforms.
To this end, it is convenient to introduce the finite BRST operator s. The result of s acting
on a functional of the fields A, λ, ω and ω¯ is defined as (left) derivative with respect to the
parameter ε of the variation in the sense of Eq. (4.20). We thus have
sF [A,λ, ω, ω¯] =
∂
∂ε
δεF [A,λ, ω, ω¯] (4.27)
or conversely
δεF [A,λ, ω, ω¯] = ε sF [A,λ, ω, ω¯] (4.28)
From Eq. (4.27) one finds the following representation
s =
∫
dx
[
(sAai)
δ
δAai
+ (sλai)
δ
δλai
+ (sωa)
δ
δωa
+ (sω¯a)
δ
δω¯a
]
(4.29)
with the finite BRST transforms of the fundamental fields given by Eq. (4.20)
sAa(x) = Dab(x)ωb(x) sωa(x) = 12gf
abcωc(x)ωb(x)
sλa(x) = gfabcωc(x)λb(x) sω¯a(x) = gfabcωc(x)ω¯b(x) + iσDab(x)·λb(x) (4.30)
An essential property of the BRST operator s, besides the fact that it annihilates the complete
action (4.17)
sS[A,λ, ω, ω¯] = 0 (4.31)
expressing the invariance of S[A,λ, ω, ω¯] under the BRST transformation (4.20), is its nilpotency
s2 = 0 (4.32)
This property can be verified by means of the representation (4.29) and repeated use of the Jacobi
identity (A.6) in a rather lengthy but straightforward calculation. However, in the following we
only need the nilpotency of s on the fundamental fields
s2Aa = 0 s2λa = 0 s2ωa = 0 s2ω¯a = 0 (4.33)
which can be checked using the definition of s and again the Jacobi identity (A.6) in an also
straightforward and at least slightly shorter calculation.
4.2. Symmetries of the Theory and their Implications 37
Using our new operator s, we now define the generating functional in the following way
Z[J, I] =
∫
DADλDωDω¯ exp
{
−S[A,λ, ω, ω¯] +
∫
dx
[
Aa · JaA + λa · Jaλ + ωaJaω + ω¯aJaω¯
+ IasA · sAa + Iasλ · sλa + Iasωsωa + Iasω¯sω¯a
]}
(4.34)
Note that ω, ω¯, sA and sλ together with their sources Jω, Jω¯, IsA, Isλ are Grassmann odd, the
remaining quantities Grassmann even.
4.2 Symmetries of the Theory and their Implications
We are now ready to derive the general Ward identities of the theory. As explained in the
introduction to this chapter, there are two different types of identities in the case of Bo¨deker’s
effective theory: gauge Ward identities and stochastic Ward identities.
The gauge Ward identities are an immediate consequence of the invariance of the action (4.17)
under the BRST transformation (4.20) and can be derived in a quite straightforward way.
Concerning the stochastic Ward identities, things are a bit more complicated: As we will show
below, they are in general likewise a consequence of two corresponding BRST symmetries. In
the case of Bo¨deker’s theory, however, we had to sacrifice these stochastic BRST symmetries in
order to establish the gauge BRST symmetric formulation (4.17). The derivation of stochastic
Ward identities therefore has to be based directly on the characteristic structure of the theory
that only found an elegant expression in the two lost BRST symmetries. In contrast to the latter,
this structure itself remains untouched by the introduction of the gauge ghosts.
In addition to the gauge and stochastic Ward identities we discuss the implications of rotational
and translational invariance as well as ghost number conservation. These implications will be used
extensively throughout many of the manipulations in the following and we explicitly write them
down to be self-contained.
4.2.1 Gauge Ward Identities
To deduce the gauge Ward identities following from the BRST invariance of the action (4.17),
we can proceed as usual in the derivation of Slavnov–Taylor identities. Starting from the
generating functional (4.34), that is supplied with sources of the BRST transformed fields as
well, we perform in this path integral a change of variables
Aa(x) = A′a(x) + δεA′a(x) ωa(x) = ω′a(x) + δεω′a(x)
λa(x) = λ′a(x) + δελ′a(x) ω¯a(x) = ω¯′a(x) + δεω¯′a(x)
(4.35)
with the variations given in Eq. (4.20). We know that the action is invariant under this change
of variables S[A,λ, ω, ω¯] = S[A′,λ′, ω′, ω¯′]. In addition to that, the source terms of the BRST
transformed fields are invariant as well due to the nilpotency of the operator s, Eq. (4.33), and
the fact that the variations are s-transforms themselves, e.g. δεA′ = εsA′. On the other hand, the
source terms of the fundamental fields are not invariant and transform according to
Aa · JaA = A′a · JaA + δεA′a · JaA = A′a · JaA + ε sA′a · JaA (4.36)
and likewise for the other fields. Thus, under the change of variables (4.35) the integrand of the
path integral (4.34) is simply reproduced with all fields replaced by their primed counterparts
and an additional factor
exp
{
ε
∫
dx
[
sA′a · JaA + sλ′a · Jaλ + sω′aJaω + sω¯′aJaω¯
]}
(4.37)
showing up, generated by the transformation of the fundamental source terms, Eq. (4.36).
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However, we still have to find out what happens to the measure of the path integral under the
change of variables. In general, if xa are Grassmann even and ϑi Grassmann odd quantities, a
mixed change of variables of the form
xa = x′a + ε fa(x′, ϑ′)
ϑi = ϑ′i + ε φi(x
′, ϑ′)
(4.38)
with ε being a Grassmann odd parameter leads to a Jacobian
J = 1 + ε str(M) (4.39)
In this expression, the matrix M under the super trace is given by
M =
(
A B
C D
)
=
( ∂fa
∂x′b
−∂fa∂ϑ′i
∂φi
∂x′a
− ∂φi∂ϑ′j
)
(4.40)
and hence
str(M) = tr(A)− tr(D) = ∂fa
∂x′a
+
∂φi
∂ϑ′i
(4.41)
(See e.g. [38], Section 1.8.2. Note, however, that in our case ε is Grassmann odd which leads to
the additional minus signs in the matrix M when ε is commuted with the derivative ∂/∂ϑ).
In our case, we have two sets of commuting variables, Aai(x) and λai(x), and two sets of
anti-commuting ones, ωa(x) and ω¯a(x). Therefore, the Jacobian is given by
J = 1 + ε
∫
dx
[
δ sA′ai(x)
δA′ai(x)
+
δ sλ′ai(x)
δλ′ai(x)
+
δ sω′a(x)
δω′a(x)
+
δ sω¯′a(x)
δω¯′a(x)
]
(4.42)
However, any of these functional derivatives vanishes as a short glance at the BRST transformed
fields in Eq. (4.30) makes obvious: The derivative always produces a Kronecker delta that is to
be contracted with the structure constants. Consequently, the Jacobian of the change of variables
(4.35) is unity.
Putting everything together and finally, after the change of variables has been performed,
renaming the primed symbols to unprimed ones again, we arrive at
Z[J, I] =
∫
DADλDωDω¯ exp
{
ε
∫
dx
[
sAa · JaA + sλa · Jaλ + sωaJaω + sω¯aJaω¯
]}
exp
{
(. . .)
}
(4.43)
where the dots stand for the exponent of Eq. (4.34). Because ε is Grassmann odd we have
exp
{
ε
∫
dx
[
sAa·JaA+sλa·Jaλ +sωaJaω+sω¯aJaω¯
]}
= 1+ε
∫
dx
[
sAa·JaA+sλa·Jaλ +sωaJaω+sω¯aJaω¯
]
Inserted back into the path integral (4.43), the one just gives Z[J, I], which cancels the left-hand
side of the equation. Hence, we obtain
0 =
∫
DADλDωDω¯ ε
∫
dx
[
sAa · JaA + sλa · Jaλ + sωaJaω + sω¯aJaω¯
]
exp
{
(. . .)
}
(4.44)
This has to be true for any ε and thus the expression without ε has to vanish itself. Furthermore,
the BRST transformed fields always have the opposite Grassmann parity than their corresponding
sources. Therefore, we can change the order of the products in Eq. (4.44), afterwards replace the
BRST transformed fields by functional derivatives acting on the exponential, pull the derivatives
out of the integral and find∫
dx
[
JaiA (x)
δ
δIaisA(x)
+ Jaiλ (x)
δ
δIaisλ (x)
+ Jaω(x)
δ
δIasω(x)
+ Jaω¯(x)
δ
δIasω¯(x)
]
Z[J, I] = 0 (4.45)
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Finally, let us transcribe this relation in an identity for the generating functional of one-particle
irreducible (1PI) correlation functions. To this end, we first express it by the generating functional
of connected correlation functions W [J, I] = lnZ[J, I]. In terms of W [J, I] the relation (4.45)
reads∫
dx
[
JaiA (x)
δW [J, I]
δIaisA(x)
+ Jaiλ (x)
δW [J, I]
δIaisλ (x)
+ Jaω(x)
δW [J, I]
δIasω(x)
+ Jaω¯(x)
δW [J, I]
δIasω¯(x)
]
= 0 (4.46)
To define the generating functional of one-particle irreducible correlation functions, we introduce
as usual the expectation values of the fields in the presence of the external sources
Aai(x) =
δW [J, I]
δJaiA (x)
ωa(x) = −δW [J, I]
δJaω(x)
λai(x) =
δW [J, I]
δJaiλ (x)
ω¯a(x) = −δW [J, I]
δJaω¯(x)
(4.47)
The minus signs in the case of the ghost fields are a consequence of our definition of the generating
functional, Eq. (4.34), where we ordered the sources to the right of the fundamental fields.
Assuming that the relations (4.47) can be solved for the sources J , we can define the 1PI
generating functional Γ as Legendre transform of W [J, I] with respect to the sources J . The
sources of the BRST transformed fields are not Legendre transformed and play the role of
spectators only. With the definition
Γ[A,λ, ω, ω¯; I] =
∫
dx [Aa · JaA + λa · Jaλ + ωaJaω + ω¯aJaω¯]−W [J, I] (4.48)
one finds
δΓ
δAai(x)
= JaiA (x)
δΓ
δωa(x)
= Jaω(x)
δΓ
δλai(x)
= Jaiλ (x)
δΓ
δω¯a(x)
= Jaω¯(x)
(4.49)
and also
δΓ
δIaisA(x)
= − δW
δIaisA(x)
δΓ
δIasω(x)
= − δW
δIasω(x)
δΓ
δIaisλ(x)
= − δW
δIaisλ(x)
δΓ
δIasω¯(x)
= − δW
δIasω¯(x)
(4.50)
which may be used to reexpress the gauge Ward identity (4.46) in terms of Γ∫
dx
[ δΓ
δAai(x)
δΓ
δIaisA(x)
+
δΓ
δλai(x)
δΓ
δIaisλ (x)
+
δΓ
δωa(x)
δΓ
δIasω(x)
+
δΓ
δω¯a(x)
δΓ
δIasω¯(x)
]
= 0 (4.51)
4.2.2 Stochastic Ward Identities
We come now to the second type of Ward identities encountered in our study of Bo¨deker’s effective
theory: The stochastic Ward identities are a consequence of the characteristic structure shown
by the path integral formulation of any theory that is based on a stochastic differential equation
via the procedure described in Section 3.1.
To make clear this very general nature of the stochastic Ward identities, we will first explain
their derivation in the context of the generic theory discussed in Section 3.1. With this background
it will be much easier to understand their role in the formalism and the modifications that are
necessary in the following derivation in the case of Bo¨deker’s theory.
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Stochastic Ward identities in the generic theory
Thus, going back to Section 3.1, we have seen that the transcription to the path integral formu-
lation of a stochastic differential equation
Eα[φ](t,x) = ζα(t,x) ; α = 1, . . . , N (4.52)
with local functionals Eα[φ] and a probability distribution of the stochastic force provided results
in a very specific structure of the corresponding action. It was found in Eq. (3.14) to read
S[φ, λ, η, η¯] = −ω˜[λ]− i
∫
dx λα(x)Eα[φ](x)−
∫
dxdx′ η¯α(x)
δEα[φ](x)
δφβ(x′)
ηβ(x′) (4.53)
and is invariant under the BRST transformation
δφα(x) = ε¯ ηα(x) δηα(x) = 0
δλα(x) = 0 δη¯α(x) = −iε¯ λα(x) (4.54)
with a constant Grassmann parameter ε¯. Analogously to the case of the BRST symmetry (4.20)
expressing the gauge invariance of Bo¨deker’s theory, the invariance of the action (4.53) under
the transformation (4.54) leads to restrictions on the generating functionals. Performing a corre-
sponding change of variables
φα(x) = φ′α(x) + ε¯ η
′
α(x) ηα(x) = η
′
α(x)
λα(x) = λ′α(x) η¯α(x) = η¯
′
α(x)− iε¯ λ′α(x)
(4.55)
in the path integral defining the generating functional
Z[J ] =
∫
DφDλDηDη¯ exp
{
−S[φ, λ, η, η¯] +
∫
dx
[
φαJ
α
φ + λαJ
α
λ + ηαJ
α
η + η¯αJ
α
η¯
]}
(4.56)
yields
Z[J ] =
∫
Dφ′Dλ′Dη′Dη¯′ J [φ′, λ′, η′, η¯′] exp
{
ε¯
∫
dx
[
η′αJ
α
φ − iλ′αJαη¯
]}
exp
{
(. . .)
}
(4.57)
where the dots represent the original exponent of Eq. (4.56) with all fields primed. The Jacobian
of the transformation (4.55) is according to Eqs. (4.38) – (4.41) given by
J [φ′, λ′, η′, η¯′] = 1 + ε¯
∫
dx
[
δη′α(x)
δφ′α(x)
− i δλ
′
α(x)
δη¯′α(x)
]
= 1 (4.58)
Hence, renaming the primed fields in Eq. (4.57) to unprimed ones again, then expanding the first
exponential and replacing ηα(x) and λα(x) therein by functional derivatives acting on the source
terms in the second exponential, finally pulling these derivatives out of the path integral and
subtracting Z[J ] on both sides of the equation leads to∫
dx
[
Jαφ (x)
δ
δJαη (x)
+ iJαη¯ (x)
δ
δJαλ (x)
]
Z[J ] = 0 (4.59)
or likewise in terms of W [J ] = lnZ[J ]∫
dx
[
Jαφ (x)
δW [J ]
δJαη (x)
+ iJαη¯ (x)
δW [J ]
δJαλ (x)
]
= 0 (4.60)
Finally, introducing the expectation values of the fields in the presence of the external sources
φα(x) =
δW [J ]
δJαφ (x)
ηα(x) = − δW [J ]
δJαη (x)
λα(x) =
δW [J ]
δJαλ (x)
η¯α(x) = − δW [J ]
δJαη¯ (x)
(4.61)
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and the 1PI generating functional
Γ[φ, λ, η, η¯] =
∫
dx
[
φαJ
α
φ + λαJ
α
λ + ηαJ
α
η + η¯αJ
α
η¯
]−W [J ] (4.62)
the identity (4.60) may be reformulated∫
dx
[ δΓ
δφα(x)
ηα(x)− i δΓ
δη¯α(x)
λα(x)
]
= 0 (4.63)
In general, this is the only symmetry that follows from the structure of the theory initiated by
its origin in a stochastic differential equation. However, there is an important special case where
a second, independent BRST symmetry of the action (4.53) exists. If the equation of motion
functional satisfies
δEα[φ](x)
δφβ(x′)
=
δEβ [φ](x′)
δφα(x)
(4.64)
which implies that Eα[φ] may be derived from an action functional A[φ]
Eα[φ](x) =
δA[φ]
δφα(x)
(4.65)
then the action (4.53) is also invariant under the BRST transformation
δφα(x) = η¯α(x) ε δηα(x) = −iε λα(x)
δλα(x) = 0 δη¯α(x) = 0
(4.66)
with ε again a constant Grassmann parameter. Compared to the transformation (4.54), the roles
played by the ghost and anti-ghost fields are interchanged which becomes possible due to the
symmetry (4.64).
Accordingly changing variables
φα(x) = φ′α(x) + η¯
′
α(x) ε ηα(x) = η
′
α(x)− iε λ′α(x)
λα(x) = λ′α(x) η¯α(x) = η¯
′
α(x)
(4.67)
in the path integral representation of the generating functional again leads to a Jacobian of unity
J [φ′, λ′, η′, η¯′] = 1 + ε
∫
dx
[
− δη¯
′
α(x)
δφ′α(x)
− i δλ
′
α(x)
δη′α(x)
]
= 1 (4.68)
and thus to the identities∫
dx
[
Jαφ (x)
δZ[J ]
δJαη¯ (x)
− iJαη (x)
δZ[J ]
δJαλ (x)
]
= 0 (4.69)∫
dx
[
Jαφ (x)
δW [J ]
δJαη¯ (x)
− iJαη (x)
δW [J ]
δJαλ (x)
]
= 0 (4.70)
and ∫
dx
[ δΓ
δφα(x)
η¯α(x) + i
δΓ
δηα(x)
λα(x)
]
= 0 (4.71)
to be obeyed by the generating functionals.
Supersymmetric formulation
It is quite interesting that both of the stochastic BRST symmetries described above can be made
manifest by invoking a superspace formulation of the theory: Introducing two anti-commuting
coordinates ϑ and ϑ¯, one may combine the four fields of the theory into one superfield
Φα(x, ϑ, ϑ¯) = φα(x) + ϑ¯ ηα(x) + η¯α(x)ϑ− iϑ¯ϑ λα(x) (4.72)
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The BRST transformation (4.54) then simply corresponds to a translation in ϑ¯
δΦα(x, ϑ, ϑ¯) = δφα(x) + ϑ¯ δηα(x) + δη¯α(x)ϑ− iϑ¯ϑ δλα(x)
= Φα(x, ϑ, ϑ¯+ ε¯)− Φα(x, ϑ, ϑ¯) (4.73)
Analogously, the second BRST transformation (4.66) reduces to a translation in ϑ
δΦα(x, ϑ, ϑ¯) = Φα(x, ϑ+ ε, ϑ¯)− Φα(x, ϑ, ϑ¯) (4.74)
Thus, to obtain a manifestly invariant formulation one has to construct an action that is invariant
under independent translations in the anti-commuting coordinates ϑ and ϑ¯.
To this end, let us confine ourselves to a gaussian probability distribution of the stochastic
force that furthermore is assumed to be local in time. As we have seen in Section 3.1, this is
essential in order to preserve the Markovian nature of the Langevin equation. With these
prerequisites, ω˜[λ] was found in Eq. (3.19) to read
ω˜[λ] = −1
2
∫
dxdx′ λα(x) δ(t− t′)Ωαβ(x,x′)λβ(x′) (4.75)
and is readily expressed in terms of the superfield (4.72) as
ω˜[λ] = −1
2
∫
dxdx′dϑdϑ¯ δ(t− t′)Ωαβ(x,x′) ∂Φα
∂ϑ
(x, ϑ, ϑ¯)
∂Φβ
∂ϑ¯
(x′, ϑ, ϑ¯) (4.76)
To obtain a manifestly invariant formulation of the remaining part of the action (4.53) consider
the expression
S1 =
∫
dxdϑdϑ¯ ϑ
∂Φα
∂ϑ
(x, ϑ, ϑ¯)Eα[Φ(ϑ, ϑ¯)](x) (4.77)
Because of the isolated ϑ in the integrand we can skip the ϑ dependent contribution from the eval-
uation of the equation of motion functional, i.e. replace Eα[Φ(ϑ, ϑ¯)] by Eα[Φ(0, ϑ¯)]. Afterwards,
because ∂Φα/∂ϑ does neither depend on ϑ, the integral over ϑ can trivially be performed
S1 = −
∫
dxdϑ¯
∂Φα
∂ϑ
(x, ϑ, ϑ¯)Eα[Φ(0, ϑ¯)](x) (4.78)
Inserting the explicit expression for the derivative of the superfield and
Eα[Φ(0, ϑ¯)](x) = Eα[φ+ ϑ¯η](x) = Eα[φ](x) +
∫
dx′ϑ¯ηβ(x′)
δEα[φ](x)
δφβ(x′)
(4.79)
then immediately leads to
S1 = −i
∫
dx λα(x)Eα[φ](x)−
∫
dxdx′ η¯α(x)
δEα[φ](x)
δφβ(x′)
ηβ(x′) (4.80)
which is exactly the lacking part of Eq. (4.53). However, expression (4.77) is not yet manifestly
invariant because of the isolated ϑ. This can be cured by using the fact that under the assumptions
made in the present context, i.e. assuming Eq. (4.64) being the precondition for the second BRST
symmetry to exist, the equation of motion functional can be written as derivative of an action
functional A[φ] via Eq. (4.65). This leads to the identity
∂
∂ϑ
A[Φ(ϑ, ϑ¯)] =
∫
dx
∂Φα
∂ϑ
(x, ϑ, ϑ¯)
δA[φ]
δφα(x)
∣∣∣∣
φ=Φ(0,ϑ¯)
=
∫
dx
∂Φα
∂ϑ
(x, ϑ, ϑ¯)Eα[Φ(0, ϑ¯)](x) (4.81)
and thus, according to Eq. (4.78), to
S1 =
∫
dϑdϑ¯ ϑ
∂
∂ϑ
A[Φ(ϑ, ϑ¯)] =
∫
dϑdϑ¯A[Φ(ϑ, ϑ¯)] (4.82)
where ϑ∂A∂ϑ = A− ∂∂ϑ (ϑA) has been used in the last step.
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Thus, assuming a gaussian and causal probability distribution of the stochastic force, the two
stochastic BRST symmetries (4.54) and (4.66) can be made manifest by invoking the superspace
formulation (4.72). In terms of the superfield, the action (4.53) takes the manifestly invariant
form
S[Φ] =
∫
dϑdϑ¯
[
A[Φ(ϑ, ϑ¯)] +
∫
dxdx′
1
2
δ(t− t′) Ωαβ(x,x′) ∂Φα
∂ϑ
(x, ϑ, ϑ¯)
∂Φβ
∂ϑ¯
(x′, ϑ, ϑ¯)
]
(4.83)
where the functional A[φ] is defined via Eq. (4.65).
Stochastic Ward identities without ghosts
Unfortunately, in the case of Bo¨deker’s theory one cannot fall back upon this nice supersymmetric
structure. In order to maintain the gauge symmetry on the level of a truncation in the system
of Dyson–Schwinger equations that we are ultimately aiming for, we had to construct an
action that is endowed with a corresponding BRST symmetry. This enforced on the one hand
the introduction of gauge ghosts, on the other hand to avoid introducing EOM ghosts at the
same time. Thus, in some respects the gauge BRST symmetric formulation was obtained at the
expense of the two stochastic BRST symmetries described above.
Nevertheless, though the stochastic BRST symmetries are spoiled by the introduction of gauge
ghosts, the fundamental structure of the theory reflecting its origin in a stochastic differential
equation is not affected. By referring to this structure itself, stochastic Ward identities can be
derived also in the case of Bo¨deker’s theory.
The fundamental property inherited from the process of transcribing a stochastic differential
equation into field theory language is expressed in Eq. (3.9): The equation of motion functional,
i.e. the left-hand side of the stochastic differential equation, shows up as argument in the proba-
bility distribution of the stochastic force. This leads to a simple structure of correlation functions
if the equation of motion functional itself or functions of E[φ] are measured. Thereby, it gives rise
as well to relations among the correlation functions of the fundamental fields that the equation
of motion functional is composed of.
To derive these relations for Bo¨deker’s effective theory, one starts from the generating func-
tional (4.34) including sources of the fundamental as well as the (gauge) BRST transformed fields.
Inserting the action and the BRST transforms according to Eqs. (4.17) – (4.19) and Eq. (4.30)
with the definitions (3.84) and (4.8) in use, the generating functional Z[J, I] may be written
Z[J, I] =
∫
DADλDωDω¯ exp
{∫
dx
[
−σTλa · λa + iλa ·(Ea[A]− iJaλ + igfabcωbIcsλ − σDabIbsω¯)
+ ω¯a
(
γa[ω,A] + Jaω¯ − gfabcωbIcsω¯
)
+ Aa · JaA + ωaJaω
+ IasA ·Dabωb + Iasω 12gfabcωcωb+
]}
(4.84)
where terms multiplying λ and ω¯ have been collected. Because the exponent is quadratic in the
former and linear in the latter, both of these fields can be integrated. One obtains
Z[J, I] =
∫
DADω δ(γ′) exp
{∫
dx
[
− 14σT E′a ·E′a +Aa · JaA + ωaJaω
+ IasA ·Dabωb + Iasω 12gfabcωcωb
]}
(4.85)
with the new functionals E′ and γ′ defined as
E′a[ω,A; Jλ, Isλ, Isω¯] = Ea[A]− iJaλ + igfabcωbIcsλ − σDabIbsω¯ (4.86)
γ′a[ω,A; Jω¯, Isω¯] = γa[ω,A] + Jaω¯ − gfabcωbIcsω¯ (4.87)
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Hence, when restricting to vanishing sources JA= IsA= 0 and Jω= Isω= 0, the exponent becomes
purely quadratic in E′. Defining for brevity
Z1[Jλ, Jω¯, Isλ, Isω¯] = Z[JA= 0, Jλ, Jω= 0, Jω¯, IsA= 0, Isλ, Isω= 0, Isω¯] (4.88)
one therefore has
Z1[Jλ, Jω¯, Isλ, Isω¯] =
∫
DADω δ(γ′) exp
{
− 1
4σT
∫
dx E′a ·E′a
}
(4.89)
where E′ and γ′ both depend on A and ω as indicated in Eqs. (4.86) and (4.87). Thus, it is quite
natural to attempt a change of variables from A and ω to E′ and γ′. The important point is,
however, that the Jacobian of this change of variables turns out to be a constant leading to a
constant functional Z1 as well.
Calculating the Jacobian
To understand this issue, we change variables in two steps: first from (A, ω) to (A, γ′), then from
(A, γ′) to (E′, γ′). In the first step, one encounters the Jacobian
J(ω → γ′) = Det
(
δγ′[ω,A; Jω¯, Isω¯]
δω
)
(4.90)
As we have already found to be the case for the functional γ[ω,A] in the discussion of the gauge
Ward identities, the functional γ′[ω,A; Jω¯, Isω¯] equally meets the structure of the equation of
motion functional (3.16), i.e.
γ′a[ω,A; Jω¯, Isω¯](t,x) =
∂
∂t
ωa(t,x) +
1
2
K ′a[ω,A; Jω¯, Isω¯](t,x) (4.91)
with a local functional
1
2
K ′a[ω,A; Jω¯, Isω¯](t,x) = − 1
κ
(Dab · ∇ωb)(t,x) + Jaω¯(t,x)− gfabcωb(t,x)Icsω¯(t,x) (4.92)
that does not contain any time derivatives. Hence we can immediately copy the result for the
determinant (4.90) from the corresponding expression (3.36), that was derived on the basis of the
causality structure of the equation of motion functional
J(ω → γ′) = const. · exp
{
1
2
Θ(0)
∫
dt dD−1x
δxK
′a[ω,A; Jω¯, Isω¯](t,x)
δxωa(t,x′)
∣∣∣∣
x′=x
}
(4.93)
According to Eq. (4.92) one finds the derivative
δxK
′a[ω,A; Jω¯, Isω¯](t,x)
δxωb(t,x′)
= − 2
κ
(δab∇− gfabcAc) · ∇δD−1(x− x′)− 2gfabcδD−1(x− x′)Icsω¯
and thus, when evaluated for a = b, the A and Isω¯ dependent parts drop out leading to a constant
Jacobian J(ω → γ′).
Absorbing this constant into the measure and using the delta function to perform the γ′
integral after the change of variables, one obtains from Eq. (4.89)
Z1[Jλ, Jω¯, Isλ, Isω¯] =
∫
DA exp
{
− 1
4σT
∫
dx
(
E′a
[
ω[A; Jω¯, Isω¯],A; Jλ, Isλ, Isω¯
])2}
(4.94)
Here, ω[A;Jω¯, Isω¯] is the solution of Eq. (4.87) with γ′ set to zero, i.e. of the equation
∂
∂t
ωa(t,x) =
1
κ
(Dab · ∇ωb)(t,x)− Jaω¯(t,x) + gfabcωb(t,x)Icsω¯(t,x) (4.95)
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Consequently, when now performing the second change of variables from A to E′, one has to
observe that E′ not only depends on A via the equation of motion functional E[A] but also via
the dependence on ω[A; Jω¯, Isω¯]. Thus, the Jacobian reads
J(A→ E′) = Det
(
δE′
[
ω[A; Jω¯, Isω¯],A; Jλ, Isλ, Isω¯
]
δA
)
(4.96)
with the derivative
δE′ai[. . .](t,x)
δAdj(t′,x′)
=
δEai[A](t,x)
δAdj(t′,x′)
+ igfabc
δωb[A;Jω¯, Isω¯](t,x)
δAdj(t′,x′)
Icisλ(t,x)−σ
δ(Dabi I
b
sω¯)(t,x)
δAdj(t′,x′)
(4.97)
and the equation of motion functional
Eai[A] = σA˙ai +
1
2
Kai[A] = σA˙ai + (Dab×Bb)i − σ
κ
Dabi (∇·Ab) (4.98)
as given in Eqs. (3.91) and (3.93). Using the fact that Kai[A] does not contain any time deriva-
tives, the combination of the first and third term in Eq. (4.97) may be written
δEai[A](t,x)
δAdj(t′,x′)
−σ δ(D
ab
i I
b
sω¯)(t,x)
δAdj(t′,x′)
= σ∂tδ(t−t′) δD−1(x−x′) δadδij+δ(t−t′)Madij (t′,x,x′) (4.99)
with
Madij (t
′,x,x′) =
1
2
δxK
ai[A](t′,x)
δxAdj(t′,x′)
+ σgfabdδijδD−1(x− x′)Ibsω¯(t′,x′) (4.100)
and δx as introduced before denoting a derivative with respect to spacial variations only.
On the other hand, formally integrating Eq. (4.95) leads to
ωa(t,x) = ωa(−∞,x) +
t∫
−∞
dt′
[
1
κ
(Dab · ∇ωb)(t′,x)− Jaω¯(t′,x) + gfabcωb(t′,x)Icsω¯(t′,x)
]
(4.101)
and thereby shows that ωa(t,x) only depends on values of the gauge field at times t′< t. Hence,
the middle term in Eq. (4.97) may be written
igfabc
δωb[A; Jω¯, Isω¯](t,x)
δAdj(t′,x′)
Icisλ(t,x) = Θ(t− t′)Nadij (t, t′,x,x′) (4.102)
Inserting back Eqs. (4.99) and (4.102) into Eq. (4.97) and pulling out a constant factor in order
to split it off the determinant then yields
δE′ai[. . .](t,x)
δAdj(t′,x′)
=
∫
dt′′dD−1x′′ σ∂tδ(t− t′′) δD−1(x− x′′) δacδik
[
δ(t′′− t′) δD−1(x′′− x′) δcdδkj
+
1
σ
Θ(t′′− t′)M cdkj (t′,x′′,x′) +
1
σ
∫
dt′′′Θ(t′′− t′′′)Θ(t′′′− t′)N cdkj (t′′′, t′,x′′,x′)
]
and further, because the product of the two theta functions as well only contributes for t′′> t′,
δE′ai[. . .](t,x)
δAdj(t′,x′)
=
∫
dt′′dD−1x′′ σ∂tδ(t− t′′) δD−1(x− x′′) δacδik
[
δ(t′′− t′) δD−1(x′′− x′) δcdδkj
+
1
σ
Θ(t′′− t′)Lcdkj(t′′, t′,x′′,x′)
]
(4.103)
with a suitably chosen Lcdkj(t
′′, t′,x′′,x′).
46 Chapter 4. BRST Symmetric Action and Ward–Takahashi Identities
When calculating the determinant of this expression by means of the identity lnDet = Tr ln
and a series expansion of the logarithm, only the first term of this expansion survives. This is a
consequence of the theta function in Eq. (4.103) expressing the causal structure and was explained
thoroughly in the context of Eq. (3.33). Hence, the Jacobian evaluates to
J(A→ E′) = const. · exp
{
1
2σ
Θ(0)
∫
dt dD−1x
δxK
ai[A](t,x)
δxAai(t,x′)
∣∣∣∣
x′=x
}
(4.104)
Both the term with the two theta functions and the term multiplying Isω¯ that is contained in M
have dropped out because of the trace.
However, besides a possibly different constant, the expression (4.104) is exactly what was found
for Det(δE[A]/δA) in Eq. (3.92) and we have already shown in Section 3.3 that this determinant
is in fact constant if the theory is regularised dimensionally.
The stochastic Ward identities for Bo¨deker’s theory
Coming back to the path integral representation of the generating functional with vanishing
sources JA, IsA, Jω and Isω in Eq. (4.94), we can therefore change variables from A to E′ only
encountering a constant Jacobian. The resulting integral is gaussian and evaluates to a constant
as well, leading to the stochastic Ward identities
Z1[Jλ, Jω¯, Isλ, Isω¯] = const. (4.105)
or likewise for W1 = lnZ1
W1[Jλ, Jω¯, Isλ, Isω¯] = const. (4.106)
As a consequence, any combination of functional derivatives with respect to sources chosen from
the class {Jλ, Jω¯, Isλ, Isω¯} yields zero when acting on the full generating functionals and evaluated
for vanishing sources
δ
δ . . .
δ
δ . . .
· · · δ
δ . . .︸ ︷︷ ︸
any combination
of Jλ, Jω¯ , Isλ, Isω¯
W [J, I]
∣∣∣
J=I=0
= 0 (4.107)
with the same relation holding for derivatives of Z[J, I], of course.
To obtain a corresponding identity for the 1PI generating functional Γ, note that due to
Eq. (4.106) one has on the submanifold defined by the vanishing of the four sources JA, IsA, Jω
and Isω
λai(x)
∣∣∣ JA=IsA=0
Jω=Isω=0
=
δW1
δJaiλ (x)
= 0 and ω¯a(x)
∣∣∣ JA=IsA=0
Jω=Isω=0
= − δW1
δJaω¯(x)
= 0 (4.108)
The Legendre transformation connecting W and Γ therefore maps any tuple
(JA= 0, Jλ, Jω= 0, Jω¯, IsA= 0, Isλ, Isω= 0, Isω¯)
onto
(A[Jλ, Jω¯, Isλ, Isω¯], λ = 0, ω[Jλ, Jω¯, Isλ, Isω¯], ω¯ = 0, IsA= 0, Isλ, Isω= 0, Isω¯)
or more simply
(JA= 0, Jλ, Jω= 0, Jω¯) 7→ (A[Jλ, Jω¯], λ = 0, ω[Jλ, Jω¯], ω¯ = 0) (4.109)
in view of the fact that the sources I play the role of spectators only taking some fixed value or zero
respectively. In order of this transformation to be invertible (as the Legendre transformation is
assumed to) A[Jλ, Jω¯] and ω[Jλ, Jω¯] have to cover all possible values of A and ω when Jλ and Jω¯
are varied arbitrarily. Hence, for any tuple (A, λ = 0, ω, ω¯ = 0) there must exist at least one
inverse image of the form (JA= 0, Jλ, Jω= 0, Jω¯). Because of invertibility, it has to be unique
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in fact. Consequently, λ = 0, ω¯ = 0 together with IsA= 0 and Isω= 0 imply JA= 0 and Jω= 0.
However, we have
δΓ
δAai(x)
= JaiA (x)
δΓ
δωa(x)
= Jaω(x) (4.110)
and therefore conclude that if λ, ω¯, IsA and Isω are set to zero, Γ may not depend on A or ω
anymore.
In general, one may write any functional Γ[A,λ, ω, ω¯; I] in the following way
Γ =
∫
dx
[
λa(x) ·Ua(x)+ω¯a(x)V a(x)+IasA(x) ·Xa(x)+Iasω(x)Y a(x)
]
+ Γ1[A, ω, Isλ, Isω¯] (4.111)
where Ua(x), V a(x), Xa(x) and Y a(x) are suitably chosen functionals (possibly dependent on
any of the fields A, λ, ω, ω¯ and sources IsA, Isλ, Isω, Isω¯) and where all terms proportional to
one of λ, ω¯, IsA or Isω have been transferred from Γ1 into one of the four terms ahead.
Setting λ, ω¯, IsA, Isω to zero then shows by the above argument that Γ1 can in fact neither
depend on A nor ω, i.e. Γ1 = Γ1[Isλ, Isω¯] at most. At this point we have to venture a glimpse
ahead: In a moment we will discuss another symmetry of the action (4.17) leading to ghost
number conservation. This will be found (cf. Eq. (4.133)) to impose the additional restriction∫
dx
[ δΓ
δωa
ωa − δΓ
δω¯a
ω¯a + IaisA
δΓ
δIaisA
+ Iaisλ
δΓ
δIaisλ
+ 2Iasω
δΓ
δIasω
]
= 0 (4.112)
on the 1PI generating functional. Evaluating this condition for λ = 0, ω¯ = 0, IsA = 0, Isω = 0
and using that δΓ/δωa = 0 in this case, leads to∫
dx Iaisλ (x)
δΓ1[Isλ, Isω¯]
δIaisλ (x)
= 0 (4.113)
It thereby shows that Γ1 even cannot depend on Isλ. Finally, we have seen above that λ = IsA= 0,
ω¯ = Isω= 0 implies JA= IsA= 0 and Jω= Isω= 0. Hence, Eqs. (4.50) and (4.106) yield
δΓ
δIasω¯(x)
∣∣∣∣λ=IsA=0
ω¯=Isω=0
= − δW
δIasω¯(x)
∣∣∣∣ JA=IsA=0
Jω=Isω=0
= 0 (4.114)
and further δΓ1[Isω¯]/δIasω¯(x) = 0. Therfore, Γ1 must be a constant and the normalisation condi-
tion Γ[0, 0] = 0 restricts it to Γ1 = 0. Eq. (4.111) then leads to
δ
δ . . .
δ
δ . . .
· · · δ
δ . . .︸ ︷︷ ︸
any combination
of A, ω, Isλ, Isω¯
Γ[A,λ, ω, ω¯; I]
∣∣∣
J=I=0
= 0 (4.115)
which is the equivalent of the stochastic Ward identity (4.107) in terms of the 1PI generating
functional Γ.
4.2.3 Translational and Rotational Invariance
The action given in Eqs. (4.17) – (4.19) is also clearly invariant with respect to spacial rotations
and translations. Again, consequences to the generating functionals are obtained by changing
variables in the path integral (4.34). An infinitesimal translation corresponds to
Aa(t,x) = A′a(t,x)− (α · ∇)A′a(t,x) ωa(t,x) = ω′a(t,x)− (α · ∇)ω′a(t,x)
λa(t,x) = λ′a(t,x) − (α · ∇)λ′a(t,x) ω¯a(t,x) = ω¯′a(t,x)− (α · ∇) ω¯′a(t,x) (4.116)
where α is an infinitesimal three-vector. An infinitesimal rotation R = 1+iα·T on the other hand,
with α again a constant three-vector of infinitesimal parameters and T the SO(3) generators
T1 =
 0 0 00 0 −i
0 i 0
 T2 =
 0 0 i0 0 0
−i 0 0
 T3 =
 0 −i 0i 0 0
0 0 0
 (4.117)
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corresponds to the change of variables
Aai(t,x) = A′ai(t,x)− i(α · T)klxl∂kA′ai(t,x) + i(α · T)ijA′aj(t,x)
λai(t,x) = λ′ai(t,x)− i(α · T)klxl∂k λ′ai(t,x) + i(α · T)ij λ′aj(t,x)
ωa(t,x) = ω′a(t,x)− i(α · T)klxl∂k ω′a(t,x)
ω¯a(t,x) = ω¯′a(t,x)− i(α · T)klxl∂k ω¯′a(t,x)
(4.118)
according to Aa(t,x) = RA′a(t,R−1x), ωa(t,x) = ω′a(t,R−1x) etc.
Performing the transformations (4.116) and (4.118) on the path integral (4.34), again leads to
an additional exponential in the integrand arising from the transformation of the source terms.
The Jacobian of (4.116) is given by
JT = 1− 2αj
∫
dt dD−1x
[
δ
(
∂jA
′ai(t,x)
)
δA′ai(t′,x′)
− δ
(
∂jω
′a(t,x)
)
δω′a(t′,x′)
]
(t′,x′)=(t,x)
(4.119)
where we have taken into account the contributions of the λ and ω¯ sectors by the factor of two
and the minus sign in between the A and ω term (compared to the positive sign in Eq. (4.42)) is a
consequence of the fact that α is Grassmann even. Partial integration then shows after realising
the diagonality condition (t′,x′) = (t,x) by another delta function that this Jacobian is unity.
Likewise one obtains for the case of the rotation
JR = 1−2iαj
∫
dt dD−1x
[
Tklj xl
δ
(
∂kA
′ai(t,x)
)
δA′ai(t′,x′)
−Tikj
δ
(
A′ak(t,x)
)
δA′ai(t′,x′)
−Tklj xl
δ
(
∂kω
′a(t,x)
)
δω′a(t′,x′)
]
(t′,x′)=(t,x)
and the same argument supplied by the fact that all diagonal elements of the generators Tj vanish
leads again to a Jacobian of unity.
Hence, following the same steps as in the derivation of the gauge Ward identities, i.e. expanding
the additional exponential (using the infinitesimal character of α), subtracting Z on both sides of
the equation, replacing fields by functional derivatives and finally pulling them out of the integral
leads to∫
dx
[
JaiA (x) ∂j
δW [J, I]
δJaiA (x)
+ Jaiλ (x) ∂j
δW [J, I]
δJaiλ (x)
+ Jaω(x) ∂j
δW [J, I]
δJaω(x)
+ Jaω¯(x) ∂j
δW [J, I]
δJaω¯(x)
+ IaisA(x) ∂j
δW [J, I]
δIaisA(x)
+ Iaisλ (x) ∂j
δW [J, I]
δIaisλ (x)
+ Iasω(x) ∂j
δW [J, I]
δIasω(x)
+ Iasω¯(x) ∂j
δW [J, I]
δIasω¯(x)
]
= 0
(4.120)
for translational invariance, and∫
dx
[
JaiA (x)
(
δijxkT
kl
n ∂l + T
ij
n
) δW [J, I]
δJajA (x)
+ Jaiλ (x)
(
δijxkT
kl
n ∂l + T
ij
n
) δW [J, I]
δJajλ (x)
+ Jaω(x)xkT
kl
n ∂l
δW [J, I]
δJaω(x)
+ Jaω¯(x)xkT
kl
n ∂l
δW [J, I]
δJaω¯(x)
+ IaisA(x)
(
δijxkT
kl
n ∂l + T
ij
n
) δW [J, I]
δIajsA(x)
+ Iaisλ (x)
(
δijxkT
kl
n ∂l + T
ij
n
) δW [J, I]
δIajsλ (x)
+ Iasω(x)xkT
kl
n ∂l
δW [J, I]
δIasω(x)
+ Iasω¯(x)xkT
kl
n ∂l
δW [J, I]
δIasω¯(x)
]
= 0
(4.121)
as consequence of the rotational invariance of the theory. We have chosen to write down these
identities for W [J, I], but of course the same relations hold for Z[J, I] and in fact are obtained
first.
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Transcription to the 1PI generating functional by means of Eqs. (4.47), (4.49) and (4.50) then
yields after a partial integration∫
dx
[
Aai(x) ∂j
δΓ
δAai(x)
+ λai(x) ∂j
δΓ
δλai(x)
+ ωa(x) ∂j
δΓ
δωa(x)
+ ω¯a(x) ∂j
δΓ
δω¯a(x)
+ IaisA(x) ∂j
δΓ
δIaisA(x)
+ Iaisλ (x) ∂j
δΓ
δIaisλ (x)
+ Iasω(x) ∂j
δΓ
δIasω(x)
+ Iasω¯(x) ∂j
δΓ
δIasω¯(x)
]
= 0
(4.122)
and ∫
dx
[
Aai(x)
(
δijxkT
kl
n ∂l + T
ij
n
) δΓ
δAaj(x)
+ λai(x)
(
δijxkT
kl
n ∂l + T
ij
n
) δΓ
δλaj(x)
+ωa(x)xkTkln ∂l
δΓ
δωa(x)
+ ω¯a(x)xkTkln ∂l
δΓ
δω¯a(x)
+ IaisA(x)
(
δijxkT
kl
n ∂l + T
ij
n
) δΓ
δIajsA(x)
+ Iaisλ (x)
(
δijxkT
kl
n ∂l + T
ij
n
) δΓ
δIajsλ (x)
+ Iasω(x)xkT
kl
n ∂l
δΓ
δIasω(x)
+ Iasω¯(x)xkT
kl
n ∂l
δΓ
δIasω¯(x)
]
= 0
(4.123)
respectively.
4.2.4 Ghost Number Conservation
Before we proceed and deduce some concrete relations to be obeyed by the n-point functions as
a consequence of the general identities we obtained above, we have to discuss a last symmetry of
the action (4.17). It is invariant under the global transformation
ωa(x) = eiαω′a(x)
ω¯a(x) = e−iαω¯′a(x)
(4.124)
of the ghost and anti-ghost fields. In addition to that, subjecting the measure DωDω¯ to the
transformation (4.124), i.e. to
(ωa(x1), ω¯a(x1), ωa(x2), ω¯a(x2), . . .) (4.125)
= (eiαω′a(x1), e−iαω¯′a(x1), eiαω′a(x2), e−iαω¯′a(x2), . . .)
one finds
DωDω¯ =
∏
a,n
[dωa(xn) dω¯a(xn)] =
∏
a,n
[dω′a(xn) dω¯′a(xn)] J(ω′, ω¯′) (4.126)
with the Jacobian
J−1(ω′, ω¯′) = det

e+iα 0 0 0 · · ·
0 e−iα 0 0 · · ·
0 0 e+iα 0 · · ·
0 0 0 e−iα · · ·
...
...
...
...
. . .
 = 1 (4.127)
Hence, the measure is invariant under the transformation (4.124)
DωDω¯ = Dω′Dω¯′ (4.128)
Together with the invariance of the action this symmetry leads to ghost number conservation,
which poses another restriction on the form of the generating functionals and their derivatives.
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Indeed, taking the parameter α in Eq. (4.124) to be infinitesimal and performing the corresponding
change of variables
ωa(x) = ω′a(x) + iα ω′a(x)
ω¯a(x) = ω¯′a(x)− iα ω¯′a(x) (4.129)
in the defining path integral (4.34) of the generating functional Z[J, I] yields
Z[J, I] =
∫
DADλDωDω¯ exp
{
iα
∫
dx
[
ωaJaω− ω¯aJaω¯+ IasA· sAa+ Iasλ· sλa+2Iasωsωa
]}
exp
{
(. . .)
}
Here we have already renamed the primed symbols again to unprimed ones after the change of
variables has been completed. As before, the dots represent the original exponent as it occurs in
Eq. (4.34). Using the fact that α is assumed to be infinitesimal to expand the first exponential
and subtracting Z[J, I] on both sides of the equation then leads to
0 =
∫
DADλDωDω¯
∫
dx
[
ωaJaω − ω¯aJaω¯ + IasA · sAa + Iasλ · sλa + 2Iasωsωa
]
exp
{
(. . .)
}
(4.130)
Analogously to the derivation of the Ward identities we now replace ωa, ω¯a, sAa, sλa and sωa
by functional derivatives acting on the exponential (after interchanging the order of the ghost
and anti-ghost field and their corresponding sources leading to a minus sign in either case). The
derivatives can finally be pulled out of the functional integral and we obtain∫
dx
[
Jaω(x)
δ
δJaω(x)
−Jaω¯(x)
δ
δJaω¯(x)
+IaisA(x)
δ
δIaisA(x)
+Iaisλ (x)
δ
δIaisλ (x)
+2Iasω(x)
δ
δIasω(x)
]
Z[J, I] = 0
(4.131)
Again, the definition W [J, I] = lnZ[J, I] implies that the same identity holds for the generating
functional W [J, I] of connected correlation functions∫
dx
[
Jaω
δW
δJaω
− Jaω¯
δW
δJaω¯
+ IaisA
δW
δIaisA
+ Iaisλ
δW
δIaisλ
+ 2Iasω
δW
δIasω
]
= 0 (4.132)
where we have suppressed the space-time argument x and the dependence of W on the sources J
and I. This identity in turn can easily be translated to the corresponding restriction on the 1PI
generating functional Γ[A,λ, ω, ω¯; I]. By means of Eqs. (4.47), (4.49) and (4.50) one finds∫
dx
[ δΓ
δωa
ωa − δΓ
δω¯a
ω¯a + IaisA
δΓ
δIaisA
+ Iaisλ
δΓ
δIaisλ
+ 2Iasω
δΓ
δIasω
]
= 0 (4.133)
Let us explicitly write down the consequences of Eqs. (4.131) – (4.133) to the one- and two-point
functions of the theory. Taking the functional derivative of Eq. (4.132) with respect to one of the
sources Jω, Jω¯, IsA, Isλ or Isω and evaluating for J = I = 0 yields
δW [J, I]
δJaω(x)
∣∣∣∣
J=I=0
= 0
δW [J, I]
δJaω¯(x)
∣∣∣∣
J=I=0
= 0
δW [J, I]
δIaisA(x)
∣∣∣∣
J=I=0
= 0
δW [J, I]
δIaisλ (x)
∣∣∣∣
J=I=0
= 0
δW [J, I]
δIasω(x)
∣∣∣∣
J=I=0
= 0
(4.134)
The same relations follow for the derivatives of Z[J, I] from Eq. (4.131). On the other hand,
Eq. (4.49) implies
δΓ
δAai(x)
∣∣∣∣
J=I=0
= 0
δΓ
δλai(x)
∣∣∣∣
J=I=0
= 0
δΓ
δωa(x)
∣∣∣∣
J=I=0
= 0
δΓ
δω¯a(x)
∣∣∣∣
J=I=0
= 0 (4.135)
and the combination of Eq. (4.50) and (4.134) gives
δΓ
δIaisA(x)
∣∣∣∣
J=I=0
= 0
δΓ
δIaisλ (x)
∣∣∣∣
J=I=0
= 0
δΓ
δIasω(x)
∣∣∣∣
J=I=0
= 0 (4.136)
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Thus, all first derivatives of Γ with the only exception of δΓ/δIasω¯ have to vanish in view of ghost
number conservation. We will soon meet this exception again, that will provide us with one of
the stochastic Ward identities.
The consequences of ghost number conservation to the second derivatives of Z[J, I] andW [J, I]
are summarised in the following table, indicating for any pair of sources whether the corresponding
second derivative (evaluated for J = I = 0) is restricted to vanish or not by ghost number
conservation
JA Jλ Jω Jω¯ IsA Isλ Isω Isω¯
JA 0 0 0 0 0
Jλ 0 0 0 0 0
Jω 0 0 0 0 0 0 0
Jω¯ 0 0 0 0 0
IsA 0 0 0 0 0 0 0
Isλ 0 0 0 0 0 0 0
Isω 0 0 0 0 0 0 0 0
Isω¯ 0 0 0 0 0
(4.137)
The analogous result for the second derivatives of the 1PI generating functional Γ[A,λ, ω, ω¯; I]
(as well evaluated for vanishing sources J = I = 0) is
A λ ω ω¯ IsA Isλ Isω Isω¯
A 0 0 0 0 0
λ 0 0 0 0 0
ω 0 0 0 0 0
ω¯ 0 0 0 0 0 0 0
IsA 0 0 0 0 0 0 0
Isλ 0 0 0 0 0 0 0
Isω 0 0 0 0 0 0 0 0
Isω¯ 0 0 0 0 0
(4.138)
In the following, we will often rely on the information summarised in these tables dropping certain
terms that are bound to zero by ghost number conservation from our calculations without further
notice.
4.3 Explicit Consequences to Lower N-Point Functions
We will now exploit the general identities derived in the preceeding section to obtain the explicit
restrictions imposed on the n-point functions of the theory by the gauge and stochastic Ward
identities. These restrictions have to be respected by any truncation of the Dyson–Schwinger
equations.
4.3.1 Definitions and General Relations
In view of the rich field content of the theory and the corresponding variety of possibilities to
decorate the definitions of the basic objects with indices and possible minus signs, it is appropriate
to start our considerations with a brief description of the conventions and notations that are used
in this work.
Concerning the propagators, we will see that mixing occurs between the gauge field A and
the auxiliary field λ. Thus, we encounter four possible propagators from the gauge/auxiliary field
sector, that can be combined into one matrix propagator. These are completed by the propagator
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of the gauge ghosts. Altogether, we define the full (connected) propagators as 5
G
(AA) ab
ij (x, y) =
〈
Aai(x)Abj(y)
〉
c
=
δ2W [J, I]
δJaiA (x) δJ
bj
A (y)
∣∣∣∣
J=I=0
(4.139)
G
(λA) ab
ij (x, y) =
〈
λai(x)Abj(y)
〉
c
=
δ2W [J, I]
δJaiλ (x) δJ
bj
A (y)
∣∣∣∣
J=I=0
(4.140)
G
(λλ) ab
ij (x, y) =
〈
λai(x)λbj(y)
〉
c
=
δ2W [J, I]
δJaiλ (x) δJ
bj
λ (y)
∣∣∣∣
J=I=0
(4.141)
G(ω) ab(x, y) =
〈
ωa(x) ω¯b(y)
〉
c
=
δ2W [J, I]
δJaω(x) δJbω¯(y)
∣∣∣∣
J=I=0
(4.142)
and G(Aλ) abij (x, y) = G
(λA) ba
ji (y, x), of course. In graphical representations we denote the gauge
field by curly, the auxiliary field by double curly and the gauge ghosts by dotted lines. Thus, the
full propagators are represented x ya, i b, jG(AA) abij (x, y) =x ya, i b, jG(Aλ) abij (x, y) =x ya, i b, jG(λA) abij (x, y) =x ya, i b, jG(λλ) abij (x, y) =
and finally x ya bG(ω) ab(x, y) =
Besides the propagators, we have to set out our definition of self-energies. To this end, let us
summarise the two left-hand equations of (4.49) in the form
JaiF (x) =
δΓ[A,λ, ω, ω¯; I]
δF ai(x)
(4.143)
where the index F stands for any of the fields A or λ. Taking the functional derivative of this
equation with respect to JbjG (y), where again G ∈ {A, λ}, then yields (observing that A, λ, ω
and ω¯ are functionals of the sources J and I)
δab δij δFG δ(x− y) =
∫
dz
[
δAck(z)
δJbjG (y)
δ2Γ
δAck(z) δF ai(x)
+
δλck(z)
δJbjG (y)
δ2Γ
δλck(z) δF ai(x)
+
δωc(z)
δJbjG (y)
δ2Γ
δωc(z) δF ai(x)
+
δω¯c(z)
δJbjG (y)
δ2Γ
δω¯c(z) δF ai(x)
]
(4.144)
Thus, using the Eqs. (4.47) to express the first factor in each term as a second derivative of W
and finally setting the sources to zero leads to
δab δij δFG δ(x− y) = (4.145)∫
dz
[
G
(GA) bc
jk(y, z)
δ2Γ
δAck(z) δF ai(x)
∣∣∣∣
J=I=0
+ G(Gλ) bcjk(y, z)
δ2Γ
δλck(z) δF ai(x)
∣∣∣∣
J=I=0
]
5Recall that whenever writing a three-vector index, we do not distinguish between raised and lowered position;
see our general conventions in Appendix A.
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Here, the definitions (4.139) – (4.141) have been used and the terms involving ghost and anti-ghost
fields have vanished due to ghost number conservation.
In the following we will often encounter multiple derivatives of the generating functionals W
and Γ evaluated for vanishing sources. Let us therefore introduce a shorthand notation where
we indicate the fields with respect to which the derivatives are taken as superscripts. Possible
Lorentz or colour indices as well as space-time arguments appear in the order of the fields they
belong to. For instance, we abbreviate
Γ(λAω¯) abcij (x, y, z) =
δ3Γ
δλai(x) δAbj(y) δω¯c(z)
∣∣∣∣
J=I=0
(4.146)
In the case of W , we also use the fields as superscripts though the derivatives are taken with
respect to the corresponding sources, of course.
In this new notation, Eq. (4.145) reads
δab δij δFG δ(x− y) =
∫
dz G
(GH) bc
jk (y, z) Γ
(HF ) ca
ki (z, x) (4.147)
where H is a summation index running over the fields A and λ. This equation tells that the
matrix propagator of the gauge/auxiliary field sector
Gˆabij (x, y) =
G(λλ) abij (x, y) G(λA) abij (x, y)
G
(Aλ) ab
ij (x, y) G
(AA) ab
ij (x, y)
 (4.148)
is inverse to the matrix
Γˆabij (x, y) =
 Γ(λλ) abij (x, y) Γ(λA) abij (x, y)
Γ(Aλ) abij (x, y) Γ
(AA) ab
ij (x, y)
 (4.149)
constructed of the second derivatives of Γ. Consequently, the self-energy Πˆabij (x, y) is determined
via the relation
Γ(FG) abij (x, y) = (∆
−1)(FG) abij (x, y) + Π
(FG) ab
ij (x, y) (4.150)
where (∆−1)(FG) abij (x, y) are the components of the inverse free propagator to be introduced in
Chapter 5 on perturbation theory, Eqs. (5.8) – (5.11), and where F,G ∈ {λ,A} as before.
Analogously, taking the derivative with respect to Jbω(y) of
Jaω(x) =
δΓ[A,λ, ω, ω¯; I]
δωa(x)
(4.151)
and performing the same manipulations as described above leads to
δab δ(x− y) = −
∫
dz G(ω) bc(y, z)
δ2Γ
δω¯c(z) δωa(x)
∣∣∣∣
J=I=0
(4.152)
Hence, we define the self-energy of the gauge ghosts via
Γ(ω¯ω) ab(x, y) = −
[
(∆−1)(ω) ab(x, y) + Π(ω) ab(x, y)
]
(4.153)
with the free inverse propagator (∆−1)(ω) ab(x, y) given in Eq. (5.64). In our graphical represen-
tations we denote self-energies and other one-particle irreducible quantities by open circles.
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4.3.2 Simple Consequences of Translational and Rotational Invariance
As a warm-up to our derivation of the consequences imposed by the gauge and stochastic Ward
identities let us start with a discussion of the implications of translational and rotational invariance
and of ghost number conservation.
We have already seen in Eq. (4.134) that ghost number conservation enforces vanishing vacuum
expectation values of the ghost and anti-ghost fields and likewise of the BRST transforms of A,
λ and ω
〈ωa〉 = 〈ω¯a〉 = 0 〈sAa〉 = 〈sλa〉 = 0 〈sωa〉 = 0 (4.154)
In addition to that, the stochastic Ward identity (4.107) implies
〈λa〉 = 0 〈sω¯a〉 = 0 (4.155)
However, a corresponding statement for the expectation value of the gauge field is still miss-
ing. It can be derived by combining the implications of translational and rotational invariance,
Eqs. (4.120) and (4.121): The former clearly shows by taking functional derivatives with respect
to the various sources that all one-point functions can be at most a (spacial) constant.
Then, taking the derivative of identity (4.121) with respect to JaiA (x) and evaluating for
vanishing sources implies(
δijxkT
kl
n ∂l + T
ij
n
) 〈
Aaj
〉
= Tijn
〈
Aaj
〉 != 0 (4.156)
for the three generators T1, T2 and T3 in Eq. (4.117) and thus
〈Aa〉 = 0 (4.157)
The same argument, of course, applies to the other vector quantities 〈λa〉, 〈sAa〉, 〈sλa〉 as well and
could be used alternatively to justify the vanishing of these vacuum expectation values. However,
also in this case, one would need ghost number conservation to justify 〈ωa〉 = 〈ω¯a〉 = 〈sωa〉 = 0
and even the stochastic Ward identity for 〈sω¯a〉 = 0. Hence, only the combination of all three
symmetries ensures that any of the first derivatives of the generating functional W [J, I] vanishes.
Coming to the two-point functions, translational invariance of course demands that the prop-
agators (4.139) – (4.142) only depend on the difference x− y of positions.6 In addition to that,
we also have translational invariance in the time variable which leads in the same way to propa-
gators depending on tx− ty rather than tx and ty separately. Consequently, the momentum space
propagators can be defined via the Fourier transforms
Gˆabij (x, y) =
∫
dDk
(2pi)D
e−ik(x−y)Gˆabij (k) (4.158)
of the gauge/auxiliary field matrix propagator (4.148) and
G(ω) ab(x, y) =
∫
dDk
(2pi)D
e−ik(x−y)G(ω) ab(k) (4.159)
of the gauge ghost propagator (4.142). Note that, though we are dealing with three-vectors
most of the time, in the Fourier transform we use four-vector notation for brevity. Thus,
the exponentials above are given by e−ik(x−y) = e−ik0(x0−y0)+ik·(x−y) with different signs of the
spacial and temporal term.
6For a formal proof take, for example, the second derivative of Eq. (4.120) with respect to JA. Setting the
sources to zero yields ∂xkG
(AA) ab
ij (x, y) = −∂ykG(AA) abij (x, y). Introduce new (spacial) coordinates r = x−y and
s = x+ y and define the new function
G˜
(AA) ab
ij (tx, ty ; r, s) = G
(AA) ab
ij (tx,x, ty ,y) = G
(AA) ab
ij (tx, (s+ r)/2, ty , (s− r)/2)
Then, calculating ∂sk G˜ by means of the right-hand side of this equation (using ∂xkG = −∂ykG) gives zero and
thereby shows that there is only a dependence on r = x− y.
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Of course, the same statements we have made about the propagators, i.e. the second derivatives of
W [J, I], also apply to the second derivatives of Γ which obeys Eq. (4.122), that is formally identical
to Eq. (4.120). Hence, also the self-energies Πˆabij (x, y) and Π
(ω) ab(x, y) defined in Eqs. (4.150)
and (4.153) possess a Fourier representation of the form (4.158) and (4.159).
Let us now discuss the implications of rotational invariance. Taking the second functional
derivative of Eq. (4.121) with respect to JaiF (x) and J
bj
G (x
′), where the field indices F and G are
chosen from {λ,A}, and evaluating for vanishing sources yields(
δimxkT
kl
n ∂l + T
im
n
)
G
(GF ) ba
jm(x
′, x) +
(
δjmx′kT
kl
n ∂
′
l + T
jm
n
)
G
(FG) ab
im(x, x
′) = 0 (4.160)
Analogously, by taking derivatives with respect to the sources of the ghost and anti-ghost fields,
one obtains (
xkT
kl
n ∂l + x
′
kT
kl
n ∂
′
l
)
G(ω) ab(x, x′) = 0 (4.161)
Using the identity
G
(GF ) ba
jm(x
′, x) = G(FG) abmj(x, x
′) (4.162)
and exploiting the fact that the propagators only depend on the difference of positions
G
(FG) ab
ij (x, x
′) = G(FG) abij (x− x′) (4.163)
one may combine the two terms with derivatives in either case[
ykT
kl
n ∂ylG
(FG) ab
ij (y) + T
im
n G
(FG) ab
mj(y) + T
jm
n G
(FG) ab
im(y)
]
y=x−x′
= 0 (4.164)[
ykT
kl
n ∂ylG
(ω) ab(y)
]
y=x−x′
= 0 (4.165)
Let us rewrite these identities in momentum space. Inserting the Fourier representations (4.158)
and (4.159) of the propagators, replacing yk by a derivative with respect to momentum, partially
integrating and observing Tijn = −Tjin finally leads to
kkT
kl
n ∂klG
(FG) ab
ij (k) + T
im
n G
(FG) ab
mj(k)−G(FG) abim(k)Tmjn = 0 (4.166)
kkT
kl
n ∂klG
(ω) ab(k) = 0 (4.167)
Introducing polar coordinates in k–space, k = |k|(cosϕ sinϑ, sinϕ sinϑ, cosϑ), the three operators
kkT
kl
n ∂kl take the form
kkT
kl
1 ∂kl = i(sinϕ∂ϑ + cosϕ cotϑ∂ϕ) (4.168)
kkT
kl
2 ∂kl = −i(cosϕ∂ϑ − sinϕ cotϑ∂ϕ) (4.169)
kkT
kl
3 ∂kl = −i ∂ϕ (4.170)
Hence, the T3 equation of (4.167) immediately shows that G(ω) ab(k) = G(ω) ab(k0, |k|, ϕ, ϑ) does
not depend on ϕ. With this information, the T1 and T2 equations also exclude a ϑ dependence
and therefore G(ω) ab(k) = G(ω) ab(k0, |k|).
Similarly, the auxiliary/gauge field propagators G(FG) abij (k) carry two spacial vector indices.
The only quantities availably to build this tensor structure are the Kronecker delta δij and the
spacial components of momentum ki. Hence, the general structure is the following
G
(FG) ab
ij (k) = δijG
(FG) ab
1 (k) +
kikj
|k|2 G
(FG) ab
2 (k) (4.171)
with two for the time being unknown scalar functions depending on four-momentum. However,
rotational invariance of the theory shows that these functions can again only depend on k0 and
the modulus |k|.
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To see this, insert Eq. (4.171) into the identity (4.166). After a short calculation one obtains
δijkkT
kl
n ∂klG
(FG) ab
1 (k) +
kikj
|k|2 kkT
kl
n ∂klG
(FG) ab
2 (k) = 0 (4.172)
and from here, by either taking the trace or multiplying by kikj , the two sets of equations
kkT
kl
n ∂kl
[
(D − 1)G(FG) ab1 (k) +G(FG) ab2 (k)
]
= 0 (4.173)
kkT
kl
n ∂kl
[
G
(FG) ab
1 (k) +G
(FG) ab
2 (k)
]
= 0 (4.174)
Here, D − 1 is the number of spacial dimensions. Obviously, this is equivalent to
kkT
kl
n ∂klG
(FG) ab
1 (k) = 0 and kkT
kl
n ∂klG
(FG) ab
2 (k) = 0 (4.175)
and the same argument that was applied to Eq. (4.167) above shows that both functions can only
depend on k0 and |k|, as promised.
To conclude, we may reformulate Eq. (4.171) in the form of a decomposition into a transversal
and longitudinal contribution GT = G1 and GL = G1 +G2. Hence, we have found
G
(FG) ab
ij (k) = P
(T )
ij (k)G
(FG) ab
T (k0, |k|) + P(L)ij (k)G(FG) abL (k0, |k|) (4.176)
G(ω) ab(k) = G(ω) ab(k0, |k|) (4.177)
with the projectors
P
(T )
ij (k) = δij −
kikj
|k|2 and P
(L)
ij (k) =
kikj
|k|2 (4.178)
Again, the formal identity of Eqs. (4.121) and (4.123) immediately shows that the second deriva-
tives of the 1PI generating functional Γ analogously can be split into a transversal and longitudinal
contribution with coefficients that only depend on k0 and |k|. Since this is also true for the inverse
free propagators, Eqs. (5.18) and (5.65), the same decomposition then holds for the self-energies
Πˆabij (k) and Π
(ω) ab(k).
4.3.3 The Gauge and Stochastic Ward Identities
We come now to answering the major question laying at the basis of this chapter. As we have
argued in the introduction, it is essential in order to avoid spending great effort on the calculation
of gauge artefacts not to violate the gauge symmetry by using a too naive truncation scheme.
To preserve the gauge symmetry on the level of a certain truncation, we had to enlarge the
system by the introduction of gauge ghosts: The gauge symmetry then finds its expression in a
corresponding BRST symmetry that must be respected by the truncation. In addition to that,
the truncation has to respect the fundamental structure of the theory that is related to its origin
in a stochastic differential equation.
Both of this leads to its own class of restrictions: the gauge and stochastic Ward identities. In
Section 4.2 we have derived these restrictions in general terms of the generating functionals. We
will now exploit these identities and systematically investigate up to the level of second derivatives
of the generating functionals what are the induced restrictions on the n-point functions of the
theory. These restrictions are the final identities to be observed by the possible truncations. We
will find especially that the stochastic Ward identities lead to a simplification in the gauge Ward
identity cancelling several term of the latter.
To start with, let us recall the gauge Ward identity in terms of the generating functional of
connected correlation functions W [J, I]. It was found in Eq. (4.46) to read∫
dx
[
JaiA (x)
δW [J, I]
δIaisA(x)
+ Jaiλ (x)
δW [J, I]
δIaisλ (x)
+ Jaω(x)
δW [J, I]
δIasω(x)
+ Jaω¯(x)
δW [J, I]
δIasω¯(x)
]
= 0 (4.179)
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Taking a derivative with respect to one of the sources J and evaluating for J = I = 0 leads to
δW [J, I]
δIaisA(x)
∣∣∣∣
J=I=0
= 0
δW [J, I]
δIaisλ (x)
∣∣∣∣
J=I=0
= 0
δW [J, I]
δIasω(x)
∣∣∣∣
J=I=0
= 0 (4.180)
and
δW [J, I]
δIasω¯(x)
∣∣∣∣
J=I=0
= 0 (4.181)
The first three of these equations were already encountered in Eq. (4.134) and are trivial con-
sequences of ghost number conservation. The last equation will provide a relation between the
normalisations of the gauge ghost propagator and the mixed gauge/auxiliary field propagator. It
can be deduced likewise from the stochastic Ward identity (4.107).
Taking second derivatives, a variety of possibilities arise. For instance, choosing δ/δJaiA (x)
and δ/δJbjA (y) yields after setting sources to zero
δ2W [J, I]
δJbjA (y) δI
ai
sA(x)
∣∣∣∣
J=I=0
+
δ2W [J, I]
δJaiA (x) δI
bj
sA(y)
∣∣∣∣
J=I=0
= 0 (4.182)
However, due to ghost number conservation both of these terms are zero by themselves. Likewise,
the combination of δ/δJaiA (x) with δ/δJ
bj
λ (y) or δ/δJ
b
ω(y) does not lead to any new relation when
ghost number conservation is taken into account. The fourth possibility however, combining
δ/δJaiA (x) and a derivative with respect to J
b
ω¯(y), results in the identity
δ2W [J, I]
δJbω¯(y) δIaisA(x)
∣∣∣∣
J=I=0
+
δ2W [J, I]
δJaiA (x) δI
b
sω¯(y)
∣∣∣∣
J=I=0
= 0 (4.183)
that will be further exploited in a moment. Considering the combinations of δ/δJaiλ (x) with one
of the derivatives δ/δJbjλ (y) or δ/δJ
b
ω(y) again only leads to trivial relations in view of ghost
number conservation. The pairing of δ/δJaiλ (x) with δ/δJ
b
ω¯(y) yields
δ2W [J, I]
δJbω¯(y) δIaisλ (x)
∣∣∣∣
J=I=0
+
δ2W [J, I]
δJaiλ (x) δI
b
sω¯(y)
∣∣∣∣
J=I=0
= 0 (4.184)
However, this relation is a consequence of the two simpler identities
δ2W [J, I]
δJbω¯(y) δIaisλ (x)
∣∣∣∣
J=I=0
= 0
δ2W [J, I]
δJaiλ (x) δI
b
sω¯(y)
∣∣∣∣
J=I=0
= 0 (4.185)
induced by the stochastic Ward identity (4.107). The remaining possibilities finally, choosing two
derivatives with respect to ω, two derivatives with respect to ω¯, or one with respect to ω, one to
ω¯ again express ghost number conservation only.
Hence, up to the level of second derivatives Eq. (4.183) is the only restriction imposed by the
gauge BRST symmetry beyond relations that already follow from the stochastic Ward identity
or simply are a consequence of ghost number conservation.
Implications of the stochastic Ward identities (4.107) and (4.115) are most importantly the
vanishing of the auxiliary field propagator to all orders
G
(λλ) ab
ij (x, y) =
δ2W [J, I]
δJaiλ (x) δJ
bj
λ (y)
∣∣∣∣
J=I=0
= 0 (4.186)
or, equivalently, of the (AA) self-energy component
Π(AA) abij (x, y) =
δ2Γ
δAai(x) δAbj(y)
∣∣∣∣
J=I=0
− (∆−1)(AA) abij (x, y) = 0 (4.187)
where in addition to Eq. (4.115) it was used that the (AA) component of the inverse free prop-
agator is zero too (cf. Eq. (5.11) in the following chapter). Note that Eq. (4.187) is a special
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case of the general statement that there are no pure gauge field vertices in the theory: All proper
vertex functions of the form
Γ(AA...A) ab...cij...k (x, y, . . . , z) =
δnΓ
δAai(x) δAbj(y) · · · δAck(z)
∣∣∣∣
J=I=0
(4.188)
vanish as an immediate consequence of the stochastic Ward identity (4.115). Further implications
up to second derivatives (neglecting those only expressing ghost number conservation) are
δ2Γ
δωb(y) δIaisλ (x)
∣∣∣∣
J=I=0
= 0
δ2Γ
δAai(x) δIbsω¯(y)
∣∣∣∣
J=I=0
= 0 (4.189)
together with the equivalent identities (4.185),
δΓ
δIasω¯(x)
∣∣∣∣
J=I=0
= − δW
δIasω¯(x)
∣∣∣∣
J=I=0
= 0 (4.190)
and for completeness finally
δ2Γ
δIasω¯(x) δIbsω¯(y)
∣∣∣∣
J=I=0
= − δ
2W
δIasω¯(x) δIbsω¯(y)
∣∣∣∣
J=I=0
= 0 (4.191)
This last identity, however, does not lead to a simple relation among the lower n-point functions
because both of the derivatives act on sources of the BRST transformed fields.
In general, to make sense of the above identities we will have to translate the derivatives of
the I-type to such with respect to sources of the fundamental fields. For instance, one has
δZ
δIaisA(x)
=
∫
DADλDωDω¯
(
Dabi (x)ω
b(x)
)
exp
{
(. . .)
}
=
∫
DADλDωDω¯
(
∂i
(
− δ
δJaω(x)
)
− gfabc δ
δJciA (x)
(
− δ
δJbω(x)
))
exp
{
(. . .)
}
= −∂i δZ
δJaω(x)
+ gfabc
δ2Z
δJciA (x) δJbω(x)
(4.192)
where the dots abbreviate the usual exponent of the generating functional as given in Eq. (4.34).
Expressing this identity in terms of W = lnZ yields
δW
δIaisA(x)
= −∂i δW
δJaω(x)
+ gfabc
(
δ2W
δJciA (x) δJbω(x)
+
δW
δJciA (x)
δW
δJbω(x)
)
(4.193)
Analogously, one obtains after some algebra
δW
δIaisλ (x)
= gfabc
(
δ2W
δJciλ (x) δJbω(x)
+
δW
δJciλ (x)
δW
δJbω(x)
)
(4.194)
δW
δIasω(x)
=
1
2
gfabc
(
δ2W
δJcω(x) δJbω(x)
+
δW
δJcω(x)
δW
δJbω(x)
)
(4.195)
δW
δIasω¯(x)
= iσ∂i
δW
δJaiλ (x)
− iσgfabc
(
δ2W
δJciA (x) δJ
bi
λ (x)
+
δW
δJciA (x)
δW
δJbiλ (x)
)
+gfabc
(
δ2W
δJcω(x) δJbω¯(x)
+
δW
δJcω(x)
δW
δJbω¯(x)
)
(4.196)
With these substitutions Eq. (4.183) translates to
∂iG
(ω) ab(x, y)− iσ∂jG(Aλ) abij (x, y) = (4.197)
−gfacdW (ω¯ωA) bcdi (y, x, x)− iσgf bcdW (AAλ) acdijj (x, y, y) + gf bcdW (ω¯ωA) cdai (y, y, x)
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To further proceed, we express the connected three-point functions by their 1PI counterparts and
transform into momentum space. The corresponding definitions and identities relating the various
representations are collected in Appendix A. Especially note that we pull out the momentum
conserving delta function from the definition of our proper vertices. Hence, only N−1 momentum
variables appear in the argument of a N -point vertex.
For instance, we use Γ(ω¯ωG) abcj(k1, k2) where the superscript G is either the gauge field A or
the auxiliary field λ and k1 and k2 refer to the (incoming) momenta along the ghost lines leaving
and entering the vertex in this order. Accordingly, in Γ(FGH) abcijk(k2, k3) with F,G,H ∈ {A, λ}
the two arguments k2 and k3 refer to the incoming momenta along the G and H line respectively.
With these definitions, Eq. (4.197) takes the form
ikiG(ω) ab(k) + σkjG(Aλ) abij (k) =
+ G(ω) b
′b(k)
∫
dDk′
(2pi)D
gfacdG(ω) cc
′
(k′)G(AF ) dd
′
i i′(k − k′) Γ(ω¯ωF ) c
′b′d′
i′(−k′, k)
−G(AF ) aa′i i′ (k)
∫
dDk′
(2pi)D
gf bcd
[
G(ω) c
′c(k′)G(ω) dd
′
(k′− k) Γ(ω¯ωF ) d′c′a′i′(k − k′, k′)
−iσ G(Aλ) c′cj′j (k′)G(AG) dd
′
jk′(k
′− k) Γ(FGA) a′d′c′i′k′j′ (k − k′, k′)
]
(4.198)
The indices F and G in this equation are summation indices taking the two values A and λ.
However, as we will show now, the stochastic Ward identity leads to a cancellation among some
of the terms involved.
To this end, let us express also the identities derived from the stochastic Ward identity in the
language of full propagators and proper vertex functions. As mentioned above, identity (4.190)
relates the normalisations of the gauge ghost and mixed auxiliary/gauge field propagator
gfabc
∫
dDk
(2pi)D
[
G(ω) cb(k)− iσG(Aλ) cbii (k)
]
= 0 (4.199)
From the first of the Eqs. (4.189) one obtains after some relabelling∫
dDk′
(2pi)D
gf bcdG
(Aλ) c′c
i′ i (k
′)G(ω) dd
′
(k′− k) Γ(ω¯ωA) d′a c′i′(k − k′,−k) = 0 (4.200)
from the second equation∫
dDk′
(2pi)D
gf bcdG(ω) c
′c(k′)G(ω) dd
′
(k′− k) Γ(ω¯ωA) d′c′ai (k − k′, k′)
− iσ
∫
dDk′
(2pi)D
gf bcdG
(Aλ) c′c
j′j (k
′)G(Aλ) dd
′
jk′(k
′− k) Γ(AλA) ad′c′ik′j′(k − k′, k′) = 0 (4.201)
Here we have used Γ(FGH) abcijk(k2, k3) = Γ
(GHF ) bca
jki (k3,−k2−k3) in accordance with our definition
of the vertex functions. We have illustrated the stochastic Ward identities (4.200) and (4.201) in
Figs. 4.1 and 4.2.
Let us now come back to Eq. (4.198), that was found to be the expression of the gauge Ward
identity on the level of second derivatives. With the summation index F taking the value A, the
second integral in Eq. (4.198) consists of three terms: the one with the two ghost propagators
and two copies of the second term corresponding to the two possible values G = λ and G = A.
The last of these terms is zero because it contains Γ(AAA). Moreover, the remaining two terms
cancel each other due to Eq. (4.201) as a consequence of the stochastic Ward identity. Hence,
there is only a contribution of the second integral in Eq. (4.198) for F = λ. The first integral,
however, contributes for both choices F = λ and F = A (and likewise if F is set to λ in the
second integral, G can still take both values G = λ,A).
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Γ gf bcdd
c, i
a
= 0
Figure 4.1: Graphical representation of the first stochastic Ward identity, Eq. (4.200). Note that
the diamond-shaped vertex has no analogue in the Feynman rules. It appears because the Ward
identities express relations involving derivatives of ordinary Feynman diagrams.
Γ gf bcdd
c
a, i
= iσΓ gf bcdd, j
c, j
a, i
Figure 4.2: Graphical representation of the second stochastic Ward identity, Eq. (4.201)
The gauge BRST symmetry therefore leads to the following identity to be obeyed by the full
propagators and proper vertex functions of the theory
ikiG(ω) ab(k) + σkjG(Aλ) abij (k) =
+ G(ω) b
′b(k)
∫
dDk′
(2pi)D
gfacdG(ω) cc
′
(k′)G(AA) dd
′
i i′(k − k′) Γ(ω¯ωA) c
′b′d′
i′(−k′, k)
+ G(ω) b
′b(k)
∫
dDk′
(2pi)D
gfacdG(ω) cc
′
(k′)G(Aλ) dd
′
i i′(k − k′) Γ(ω¯ωλ) c
′b′d′
i′(−k′, k)
−G(Aλ) aa′i i′(k)
∫
dDk′
(2pi)D
gf bcd
[
G(ω) c
′c(k′)G(ω) dd
′
(k′− k) Γ(ω¯ωλ) d′c′a′i′(k − k′, k′)
−iσ G(Aλ) c′cj′j (k′)G(AA) dd
′
jk′(k
′− k) Γ(λAA) a′d′c′i′k′j′ (k − k′, k′)
−iσ G(Aλ) c′cj′j (k′)G(Aλ) dd
′
jk′(k
′− k) Γ(λλA) a′d′c′i′k′j′ (k − k′, k′)
]
(4.202)
We have illustrated the gauge Ward identity in Fig. 4.3.
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ikiG(ω) ab(k) + σkjG
(Aλ) ab
ij (k) =
	Γgfacdd, i
c
b
+
Γgfacdd, i
c
b
−Γ gf bcdd
c
a, i
+ iσΓ gf bcdd, j
c, j
a, i
+ iσΓ gf bcdd, j
c, j
a, i
Figure 4.3: Graphical representation of the gauge Ward identity, Eq. (4.202). The cancellation
induced by the stochastic Ward identity is already taken into account.
Chapter 5
Perturbation Theory
Though we are ultimately interested in the non-perturbative sector of the theory, it is worthwhile
to gather some insight into its perturbative treatment too. This will allow us to verify and
understand from a complementary point of view some of the general results of the preceeding
chapters, especially the role of EOM ghosts and their absence in dimensional regularisation. In
addition to that and most importantly, it will help us to understand the ultraviolet behaviour of
the theory.
5.1 Feynman rules
To derive the Feynman rules, we start from the most general formulation: On the one hand
we keep the equation of motion determinant, that we know to evaluate to a constant in κ gauge
combined with dimensional regularisation. On the other hand we introduce gauge ghosts by
insertion of unity via Eq. (4.15) into the generating functional. This generality will allow us later
to specialise in any way desired and to investigate the role of the EOM ghosts, that are ultimately
eliminated from the theory. Thus, we start from the following action given by the combination
of Eqs. (3.87) and (4.19)
S[A,λ,η, η¯, ω, ω¯] = S(D)[A,λ] + S(EG)[A,η, η¯] + S(GG)[A, ω, ω¯] (5.1)
with the individual contributions
S(D)[A,λ] =
∫
dx
[
σT λa ·λa − iλa ·
(
Dab×Bb + σ(A˙a − 1κ Dab∇·Ab)
)]
(5.2)
S(EG)[A,η, η¯] =
∫
dx
[
−η¯a ·(Dab× (Dbc× ηc))− gfabc η¯a ·(Bb× ηc)− σ η¯a · η˙a
+ σκ η¯
a ·Dab(∇· ηb) + σκ gfabc η¯a · ηb(∇·Ac)
]
(5.3)
S(GG)[A, ω, ω¯] =
∫
dx
[
− ω¯aω˙a + 1
κ
ω¯aDab · ∇ωb
]
(5.4)
5.1.1 The Propagators
Let us first determine the propagators. Obviously, mixing occurs between the gauge field A and
the auxiliary field λ. The free, quadratic part of the dynamical action S(D)[A,λ] is
S(D)0 [A,λ] =
∫
dx
[
σT λa ·λa − iλa ·
(
(σ∂t −∆)Aa + (1− σκ )∇ (∇·Aa)
)]
(5.5)
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Writing the terms mixing A and λ twice by introducing a factor of 1/2 and partially integrating
one of the two terms, this expression can be recast in the following symmetric form
S(D)0 [A,λ] =
∫
dxdy
1
2
(λai(x), Aai(x)) (∆ˆ−1) abij (x, y)
(
λbj(y)
Abj(y)
)
(5.6)
with the matrix
(∆ˆ−1) abij (x, y) =
 (∆−1)(λλ) abij (x, y) (∆−1)(λA) abij (x, y)
(∆−1)(Aλ) abij (x, y) (∆
−1)(AA) abij (x, y)
 (5.7)
and
(∆−1)(λλ) abij (x, y) = 2σT δ
abδij δ(x− y) (5.8)
(∆−1)(λA) abij (x, y) = −i δab
[
(+σ∂t −∆) δij + (1− σκ ) ∂i∂j
]
δ(x− y) (5.9)
(∆−1)(Aλ) abij (x, y) = −i δab
[
(−σ∂t −∆) δij + (1− σκ ) ∂i∂j
]
δ(x− y) (5.10)
(∆−1)(AA) abij (x, y) = 0 (5.11)
In accordance with our usual conventions, we denote by non-bold symbols combinations of time
and space variables, e.g. δ(x − y) = δ(tx− ty) δD(x − y). The matrix ∆ˆ−1 is symmetric in the
following sense
(∆−1)(FG) abij (x, y) = (∆
−1)(GF ) baji (y, x) (5.12)
Hence, the matrix propagator
∆ˆ abij (x, y) =
∆(λλ) abij (x, y) ∆(λA) abij (x, y)
∆(Aλ) abij (x, y) ∆
(AA) ab
ij (x, y)
 =
〈λai(x)λbj(y)〉0 〈λai(x)Abj(y)〉0〈
Aai(x)λbj(y)
〉
0
〈
Aai(x)Abj(y)
〉
0

is given by its inverse (5.13)∫
dDy ∆(FG) abij (x, y) (∆
−1)(GH) bcjk(y, z) = δ
ac δik δ
FH δD(x− z) (5.14)
or equivalently
∆(FG) abij (k) (∆
−1)(GH) bcjk(k) = δ
ac δik δ
FH (5.15)
for the momentum space functions
∆(FG) abij (x, y) =
∫
dDk
(2pi)D
e−ik(x−y)∆(FG) abij (k) (5.16)
(∆−1)(FG) abij (x, y) =
∫
dDk
(2pi)D
e−ik(x−y)(∆−1)(FG) abij (k) (5.17)
Note again that though we are most of the time dealing with three-vectors, in the Fourier
transform we use four-vector notation, i.e. e−ik(x−y) = e−ik0(x0−y0)+ik·(x−y) leading to
(∆ˆ−1) abij (k) =
 2σT δabδij −i δab [(−iσk0+ k2) δij− (1− σκ ) kikj]
−i δab [(+iσk0+ k2) δij− (1− σκ ) kikj] 0

(5.18)
The vanishing of (∆−1)(AA) has some interesting consequences. Firstly
∆ˆ(k) ∆ˆ−1(k) =
∆(λλ)(k) ∆(λA)(k)
∆(Aλ)(k) ∆(AA)(k)
 (∆−1)(λλ)(k) (∆−1)(λA)(k)
(∆−1)(Aλ)(k) 0
 !=
1 0
0 1

translates to the four equations (5.19)
∆(λλ) (∆−1)(λλ) +∆(λA) (∆−1)(Aλ) = 1 (5.20 a) ∆(λλ) (∆−1)(λA) = 0 (5.20 b)
∆(Aλ) (∆−1)(λλ) +∆(AA) (∆−1)(Aλ) = 0 (5.20 c) ∆(Aλ) (∆−1)(λA) = 1 (5.20 d)
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Then, from Eq. (5.20 d) it follows that (∆−1)(λA) has to be an invertible matrix which implies
together with Eq. (5.20 b) that the auxiliary field propagator vanishes ∆(λλ) = 0 (Conversely,
∆(λλ) = 0 would imply (∆−1)(AA) = 0, i.e. the two statements are in fact equivalent). Using
the vanishing of ∆(λλ) in Eq. (5.20 a) shows that ∆(λA) and (∆−1)(Aλ) are inverse to each other.
This in turn can be used to express ∆(AA) in terms of the mixed propagators by multiplying
Eq. (5.20 c) with ∆(λA) from the right. Altogether, one obtains the relations
∆(λλ) (k) = 0 ∆(λA)(k) (∆−1)(Aλ)(k) = 1
∆(AA)(k) = −∆(Aλ)(k) (∆−1)(λλ)(k) ∆(λA)(k) ∆(Aλ)(k) (∆−1)(λA)(k) = 1 (5.21)
Of course, the two mixed propagators are not independent. In momentum space the symmetry
(5.12) reads
(∆−1)(FG) abij (k) = (∆
−1)(GF ) baji (−k) (5.22)
Transposing the equation ∆(λA)(−k) (∆−1)(Aλ)(−k) = 1 in both colour and Lorentz space,
then using Eq. (5.22) and finally multiplying by ∆(Aλ)(k) from the left leads to1
∆(λA) abij (k) = ∆
(Aλ) ba
ji (−k) (5.23)
Thus, there is only one object to be determined in inverting the matrix (5.18): one of the mixed
propagators ∆(λA) or ∆(Aλ) given as solution of one of the two equations to the right of (5.21).
Once ∆(λA) or ∆(Aλ) is known, all other components of the matrix propagator immediately follow
from the Eqs. (5.21) and (5.23).
Let us emphasise that this structure emerges not by accident but is a general consequence of
the fact that the theory is derived from a stochastic differential equation. To understand this
issue, let us suspend for a moment the discussion of Bo¨deker’s effective theory and consider in
general the case of N bosonic fields φα(t,x) subject to a stochastic differential equation
Eα[φ](t,x) = ζα(t,x) (5.24)
with α = 1, . . . , N . As we have done towards the end of Section 3.1, we assume a Langevin–type
equation of motion functional
Eα[φ](t,x) =
∂
∂t
φα(t,x) +
1
2
Kα[φ](t,x) (5.25)
together with a gaussian stochastic force
〈ζα(tx,x) ζβ(ty,y)〉 = δ(tx− ty)Ωαβ(x,y) (5.26)
Recall that no time derivatives are allowed within the local functional Kα[φ]. The kernel of the
gaussian distribution is symmetric Ωαβ(x,y) = Ωβα(y,x) and we assume Ωαβ(x,y) = Ωαβ(x−y).
As we have shown in Section 3.1, a path integral formulation of this theory can be constructed.
The corresponding action was given in Eq. (3.21) and reads
S[φ, λ, η, η¯] =
∫
dxdy
1
2
λα(x) δ(tx− ty)Ωαβ(x,y)λβ(y)− i
∫
dx λα(x)Eα[φ](x)
−
∫
dxdy η¯α(x)
δEα[φ](x)
δφβ(y)
ηβ(y) (5.27)
From this expression one extracts the free, quadratic part for the non-ghost fields φ and λ
S(D)0 [φ, λ] =
∫
dxdy
[
1
2
λα(x) δ(tx− ty)Ωαβ(x,y)λβ(y)− i λα(x) δEα[φ](x)
δφβ(y)
∣∣∣∣
φ=0
φβ(y)
]
(5.28)
1Alternatively, this identity may be obtained by Fourier transformation of ∆
(λA) ab
ij (x, y) =


λai(x)Abj(y)

0
=

Abj(y)λai(x)

0
= ∆
(Aλ) ba
ji (y, x).
5.1. Feynman rules 65
Again, by symmetrising the term mixing φ and λ, this can be recast in the form
S(D)0 [φ, λ] =
∫
dxdy
1
2
(λα(x), φα(x)) (∆ˆ−1)αβ (x, y)
(
λβ(y)
φβ(y)
)
(5.29)
with the matrix
(∆ˆ−1)αβ (x, y) =
 (∆−1)(λλ)αβ (x, y) (∆−1)(λφ)αβ (x, y)
(∆−1)(φλ)αβ (x, y) (∆
−1)(φφ)αβ (x, y)
 (5.30)
and
(∆−1)(λλ)αβ (x, y) = δ(tx− ty)Ωαβ(x− y) (5.31)
(∆−1)(λφ)αβ (x, y) = −i
δEα[φ](x)
δφβ(y)
∣∣∣∣
φ=0
(5.32)
(∆−1)(φλ)αβ (x, y) = −i
δEβ [φ](y)
δφα(x)
∣∣∣∣
φ=0
(5.33)
(∆−1)(φφ)αβ (x, y) = 0 (5.34)
Obviously, we have (∆−1)(FG)αβ (x, y) = (∆
−1)(GF )βα (y, x) by construction and due to the symmetry
of the kernel Ω. Using the locality of Eα[φ] and the fact that Ωαβ(x,y) only depends on x− y,
we can write
(∆−1)(FG)αβ (x, y) =
∫
dDk
(2pi)D
e−ik(x−y)(∆−1)(FG)αβ (k) (5.35)
and the symmetry in x–space translates to (∆−1)(FG)αβ (k) = (∆
−1)(GF )βα (−k) in momentum space.
With
∆(FG)αβ (x, y) =
∫
dDk
(2pi)D
e−ik(x−y)∆(FG)αβ (k) (5.36)
one again arrives at
∆ˆ(k) ∆ˆ−1(k) =
∆(λλ)(k) ∆(λφ)(k)
∆(φλ)(k) ∆(φφ)(k)
 (∆−1)(λλ)(k) (∆−1)(λφ)(k)
(∆−1)(φλ)(k) 0
 !=
1 0
0 1

From here, the same manipulations as stated in the context of Eq. (5.19) lead to (5.37)
∆(λλ) (k) = 0 ∆(λφ)(k) (∆−1)(φλ)(k) = 1
∆(φφ)(k) = −∆(φλ)(k) (∆−1)(λλ)(k) ∆(λφ)(k) ∆(φλ)(k) (∆−1)(λφ)(k) = 1 (5.38)
and
∆(λφ)αβ (k) = ∆
(φλ)
βα (−k) (5.39)
Thus, the form of the equations (5.21) and the fact that ultimately only one component of the tree
level matrix propagator is really to be calculated is not a specific property of Bo¨deker’s effective
theory but a consequence of the general structure induced by its stochastic origin.
Furthermore, let us note that, according to Eq. (5.38), ∆(φφ) is the only component of the
matrix propagator that depends on Ω. This observation is of some importance if a smeared out
distribution of the stochastic force is used to regulate the UV behaviour of the theory. Another
interesting observation is, that to some extent the above analysis can be transferred to the non-
perturbative level. Starting from the full (connected) propagator
Gˆαβ (x, y) =
G(λλ)αβ (x, y) G(λφ)αβ (x, y)
G
(φλ)
αβ (x, y) G
(φφ)
αβ (x, y)
 =
 〈λα(x)λβ(y)〉c 〈λα(x)φβ(y)〉c
〈φα(x)λβ(y)〉c 〈φα(x)φβ(y)〉c
 (5.40)
66 Chapter 5. Perturbation Theory
the self-energy Πˆαβ is defined by
(G−1)(FG)αβ (x, y) = (∆
−1)(FG)αβ (x, y) + Π
(FG)
αβ (x, y) (5.41)
With
G
(FG)
αβ (x, y) =
∫
dDk
(2pi)D
e−ik(x−y)G(FG)αβ (k) (5.42)
and
(G−1)(FG)αβ (x, y) =
∫
dDk
(2pi)D
e−ik(x−y)(G−1)(FG)αβ (k) (5.43)
we thus obtain from Gˆ(k)[∆ˆ−1(k) + Πˆ(k)] = 1ˆ the four relations
G(λλ)
[
(∆−1)(λλ) +Π(λλ)
]
+ G(λφ)
[
(∆−1)(φλ) +Π(φλ)
]
= 1
G(λλ)
[
(∆−1)(λφ) +Π(λφ)
]
+ G(λφ) Π(φφ) = 0
G(φλ)
[
(∆−1)(λλ) +Π(λλ)
]
+ G(φφ)
[
(∆−1)(φλ) +Π(φλ)
]
= 0
G(φλ)
[
(∆−1)(λφ) +Π(λφ)
]
+ G(φφ) Π(φφ) = 1
(5.44 a)
(5.44 b)
(5.44 c)
(5.44 d)
As a first consequence we conclude again that G(λλ) vanishes if and only if Π(φφ) is zero. Fur-
thermore, if we can show that this is indeed the case (which is an immediate consequence of the
stochastic Ward identity (4.63) that we deduced in Chapter 4), the equations simplify to
G(λλ) = 0
G(λφ)
[
(∆−1)(φλ) +Π(φλ)
]
= 1
G(φλ)
[
(∆−1)(λφ) +Π(λφ)
]
= 1
G(φλ)
[
(∆−1)(λλ) +Π(λλ)
]
+ G(φφ)
[
(∆−1)(φλ) +Π(φλ)
]
= 0
(5.45 a)
(5.45 b)
(5.45 c)
(5.45 d)
From the symmetry of the propagator G(FG)αβ (x, y) = G
(GF )
βα (y, x) or G
(FG)
αβ (k) = G
(GF )
βα (−k)
respectively, it follows (G−1)(FG)αβ (k) = (G
−1)(GF )βα (−k). Hence, due to the defining relation of the
self-energy, Eq. (5.41), and due to the symmetry of the inverse free propagator (∆−1)(FG)αβ (k) =
(∆−1)(GF )βα (−k) one obtains
Π(FG)αβ (k) = Π
(GF )
βα (−k) (5.46)
The two Eqs. (5.45 b) and (5.45 c) are therefore mutually dependent, and consequently, in the
case of the full propagator we are left with two independent quantities even if Π(φφ) vanishes.
They may be chosen as Π(φλ) and Π(λλ), for instance, determining the full propagator via
G(λφ)(k) =
[
(∆−1)(φλ)(k) + Π(φλ)(k)
]−1 (5.47 a)
and
G(λλ)(k) = 0
G(φλ)(k) =
[
G(λφ)(−k)]T
G(φφ)(k) = −G(φλ)(k) [(∆−1)(λλ)(k) + Π(λλ)(k)]G(λφ)(k)
(5.47 b)
(5.47 c)
(5.47 d)
After these rather general considerations let us now come back to Bo¨deker’s theory. Solving the
Eqs. (5.21), one finds the mixed propagator
∆(λA) abij (k) =
iδab
iσk0 + |k|2
[
δij +
(
1− σκ
) kikj
iσk0 + σκ |k|2
]
(5.48)
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which implies
∆(Aλ) abij (k) = ∆
(λA) ba
ji (−k) =
iδab
−iσk0 + |k|2
[
δij +
(
1− σκ
) kikj
−iσk0 + σκ |k|2
]
(5.49)
and also
∆(AA) abij (k) = −∆(Aλ) acik (k) (∆−1)(λλ) cdkl(k)∆(λA) dblj (k)
=
2σTδab
σ2k20 + |k|4
[
δij +
(
1− σκ
)(
1 + σκ
) kikj |k|2
σ2k20 +
σ2
κ2 |k|4
]
(5.50)
The auxiliary field propagator was already found to vanish in Eqs. (5.21)
∆(λλ) abij (k) = 0 (5.51)
as a general consequence of the theory originating in a stochastic process.
With Eqs. (5.48) – (5.51) we can thus write down the Feynman rules corresponding to the
propagators of the gauge/auxiliary field sector
gauge/auxiliary field propagators
ﬀ ka, i b, j ∆(λλ) abij (k) = 0
ﬀ ka, i b, j ∆(λA) abij (k) = iδab+iσk0 + |k|2
[
δij +
(
1− σκ
) kikj
+iσk0 + σκ |k|2
]
ﬀ ka, i b, j ∆(Aλ) abij (k) = iδab−iσk0 + |k|2
[
δij +
(
1− σκ
) kikj
−iσk0 + σκ |k|2
]
ﬀ ka, i b, j ∆(AA) abij (k) = 2σTδabσ2k20 + |k|4
[
δij +
(
1− σ2κ2
) kikj |k|2
σ2k20 +
σ2
κ2 |k|4
]
We come now to the EOM ghost sector. From Eq. (5.3) one extracts the free, quadratic part
S(EG)0 [η, η¯] =
∫
dx
[
−η¯a · (∇× (∇× ηa))− ση¯a · η˙a + σκ η¯a · ∇ (∇ · ηa)] (5.52)
After some algebra this can be written in the form
S(EG)0 [η, η¯] =
∫
dx η¯ai
[
(−σ∂t +∆) δij − (1− σκ ) ∂i∂j
]
ηaj (5.53)
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and one reads off
(∆−1)(η) abij (x, y) = − δab
[
(+σ∂t −∆) δij + (1− σκ ) ∂i∂j
]
δ(x− y) (5.54)
Comparing to Eq. (5.9), one observes
(∆−1)(η) abij (x, y) = −i (∆−1)(λA) abij (x, y) (5.55)
and we can therefore immediately obtain the EOM ghost propagator
∆(η) abij (x, y) =
〈
ηai(x) η¯bj(y)
〉
0
=
∫
dDk
(2pi)D
e−ik(x−y)∆(η) abij (k) (5.56)
from Eq. (5.49) via
∆(η) abij (k) = i∆
(Aλ) ab
ij (k) (5.57)
EOM ghost propagator
ﬀ ka, i b, j ∆(η) abij (k) = −δab−iσk0 + |k|2
[
δij +
(
1− σκ
) kikj
−iσk0 + σκ |k|2
]
Again, let us emphasise that the identities (5.55) and (5.57) relating the EOM ghost propagator
to the mixed gauge/auxiliary field propagator are not accidental.
Indeed, for the general case of a generic theory with N bosonic fields that we have discussed
above we found in Eq. (5.32)
(∆−1)(λφ)αβ (x, y) = −i
δEα[φ](x)
δφβ(y)
∣∣∣∣
φ=0
(5.58)
On the other hand, one reads off from the ghost part of the action (5.27)
(∆−1)(η)αβ (x, y) = −
δEα[φ](x)
δφβ(y)
∣∣∣∣
φ=0
(5.59)
and consequently
(∆−1)(η)αβ (x, y) = −i (∆−1)(λφ)αβ (x, y) (5.60)
Furthermore, we have shown in Eq. (5.38) that due to the structure initiated by the vanishing of
(∆−1)(φφ) the propagator ∆(φλ) is given by the inverse of (∆−1)(λφ). Hence, Eq. (5.60) implies
for the propagators
∆(η)αβ(k) = i∆
(φλ)
αβ (k) (5.61)
and thereby shows that this relation is a general consequence for any theory based on a stochastic
differential equation of the form (5.24).
The deeper reason for this relation between the EOM ghost and mixed Feynman propagator
is of course, once more, the stochastic Ward identity: Indeed, the above perturbative analysis
can simply be replaced by taking the derivative with respect to Jβη¯ (y) and Jαφ (x) from Eq. (4.60)
once the Ward identity is derived, implying
G
(η)
αβ (k) = iG
(φλ)
αβ (k) (5.62)
even for the full propagators.
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Finally, we have to determine the gauge ghost propagator. The corresponding contribution to
the action, Eq. (5.4), comprises the free part
S(GG)0 [ω, ω¯] =
∫
dx ω¯a
(−∂t + 1κ ∆)ωa (5.63)
and therefore
(∆−1)(ω) ab(x, y) = δab
(−∂t + 1κ ∆) δ(x− y) (5.64)
or in momentum space
(∆−1)(ω) ab(k) = δab
(
ik0 − 1κ |k|2
)
(5.65)
Hence, the gauge ghost propagator is given by
∆(ω) ab(x, y) =
〈
ωa(x) ω¯b(y)
〉
0
=
∫
dDk
(2pi)D
e−ik(x−y)∆(ω) ab(k) (5.66)
with
∆(ω) ab(k) =
κ δab
iκk0 − |k|2 (5.67)
To honour the gauge Ward identity (4.202), let us note that we could have obtained the gauge
ghost propagator quite immediately by exploiting this identity at tree level: Multiplication with ki
yields
∆(ω) ab(k) = iσ P(L)ij (k)∆
(Aλ) ab
ij (k) with P
(L)
ij (k) =
kikj
|k|2 (5.68)
and would have led us directly to Eq. (5.67). As graphical representation of the gauge ghost
propagator we use a dotted line.
gauge ghost propagator
ﬀ ka b ∆(ω) ab(k) = κ δabiκk0 − |k|2
5.1.2 The Vertices
After having discussed the propagators of the gauge and auxiliary fields, the EOM and the gauge
ghosts, we have now to deduce the various vertices in order to complete our derivation of the
Feynman rules. Using Eqs. (4.7), (3.91) and (3.94) one obtains for the interacting part of the
dynamical action (5.2)
S(D)int[A,λ] =
∫
dx
{
−igfabcλai
[(
1− σκ
)
Abi∂jA
cj + 2Acj∂jAbi +Abj∂iAcj
]
−ig2fabcf bdeλaiAcjAdjAei
}
(5.69)
Thus, the theory provides a 3–point vertex containing one auxiliary and two gauge fields and a
4–point vertex of three gauge fields and one auxiliary field. To simplify explicit calculations, it
is useful to symmetrise the vertices with respect to the two and three gauge fields in either case.
Splitting S(D)int[A,λ] into the contributions corresponding to the 3– and 4–point vertex
S(D)int[A,λ] = S
(D)
int,3[A,λ] + S
(D)
int,4[A,λ] (5.70)
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one obtains
S(D)int,3[A,λ] =
∫
dx
1
2!
(−ig)fabcλai
{(
1− σκ
)[
δijAbj∂kA
ck− δikAck∂jAbj
]
+2
[
δijAck∂kA
bj− δikAbj∂jAck
]
+
[
δjkAbj∂iA
ck− δkjAck∂iAbj
]}
(5.71)
S(D)int,4[A,λ] =
∫
dx
1
3!
(−ig2)V abcdijkl λaiAbjAckAdl (5.72)
where
V abcdijkl = f
acef bde(δijδkl− δilδkj)
+ fabef cde(δikδjl− δilδjk)
+ fadef bce(δijδkl− δikδjl) (5.73)
Observing that there is an additional minus sign because we have −S(D)[A,λ] in the exponent
of the generating functional and noting our conventions of the Fourier transform (5.16) of the
propagators, we find for the 3–point vertex in momentum space that is symmetrised with respect
to the two A fields
λA2 vertex
©*
k1
HY
?k2 k3
a, i
b, j c, k
−g V abcijk (k2,k3) = −gfabc
{(
1− σκ
)(
δijkk3 − δikkj2
)
+2
(
δijkk2 − δikkj3
)
+ δjk
(
ki3 − ki2
)}
Momentum conservation is thereby to be understood. By construction, the object
V abcijk (k2,k3) = f
abc
{(
1− σκ
)(
δijkk3 − δikkj2
)
+ 2
(
δijkk2 − δikkj3
)
+ δjk
(
ki3 − ki2
)}
(5.74)
is symmetric in the last two pairs of indices (and corresponding momenta), i.e.
V abcijk (k2,k3) = V
acb
ikj (k3,k2) (5.75)
Analogously, the symmetrised 4–point vertex is found to be
λA3 vertex
k1
Qs
k2
+´
k3
3´
k4
Qk
a, i b, j
c, k d, l
ig2 V abcdijkl = ig
2
{
facef bde(δijδkl− δilδkj)
+ fabef cde(δikδjl− δilδjk)
+ fadef bce(δijδkl− δikδjl)
}
where V abcdijkl was already introduced in Eq. (5.73) and is symmetric in the last three pairs of
indices
V abcdijkl = V
abdc
ijlk = V
acbd
ikjl = V
acdb
iklj = V
adbc
iljk = V
adcb
ilkj (5.76)
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In the same way as we did for the interacting part of the dynamical action S(D)int[A,λ], we can
split the EOM ghost interaction
S(EG)int [A,η, η¯] =
∫
dx
{
gfabcη¯a · [∇× (Ac × ηb)+Ac × (∇× ηb)− ηb × (∇×Ac)]
− g2η¯a · [faedfebcAd × (Ac × ηb)+ 12faebfedc(Ad ×Ac)× ηb]
+ σκ gf
abcη¯a · [ηb(∇ ·Ac)−Ac(∇ · ηb)]} (5.77)
into a 3–vertex and a 4–vertex contribution. After a rather lengthy calculation these contributions
take the following form
S(EG)int,3[A,η, η¯] =
∫
dx (−g)fabcη¯ai
{(
1− σκ
)[
δijηbj∂kA
ck− δikAck∂jηbj
]
+2
[
δijAck∂kη
bj− δikηbj∂jAck
]
+
[
δjkηbj∂iA
ck− δkjAck∂iηbj
]}
(5.78)
S(EG)int,4[A,η, η¯] =
∫
dx
1
2
(−g2)V abcdijkl η¯aiηbjAckAdl (5.79)
with V abcdijkl as defined in Eq. (5.73). From Eq. (5.78) we read off the corresponding 3–point vertex
in momentum space
ηη¯A vertex
k1
?
k2
³1 k3
HY	
a, i
b, j c, k
ig V abcijk (k2,k3) = igf
abc
{(
1− σκ
)(
δijkk3 − δikkj2
)
+2
(
δijkk2 − δikkj3
)
+ δjk
(
ki3 − ki2
)}
Thus, identifying the anti-ghost (η¯) leg of the ηη¯A vertex with the auxiliary field (λ) leg of the
λA2 vertex, one obtains up to a factor of −i in both cases exactly the same expression.
The 4–point vertex of the EOM ghost sector can be read off from Eq. (5.79). Taking into
account the interchangeability of the two gauge fields cancelling the factor 1/2 in the same way
as interchangeability of the three gauge fields in the case of the λA3 vertex did cancel the factor
1/3!, we find for the EOM ghost 4–point vertex
ηη¯A2 vertex
k1
Qs
k2
+´
k3
3´
k4
Qk

a, i b, j
c, k d, l
g2 V abcdijkl = g
2
{
facef bde(δijδkl− δilδkj)
+ fabef cde(δikδjl− δilδjk)
+ fadef bce(δijδkl− δikδjl)
}
Hence, identifying the anti-ghost and auxiliary field legs, we again (up to a factor of −i) arrive
at identical expressions for the ηη¯A2 and λA3 vertex.
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It is easy to show that this coincidence of the 3– and 4–point vertices of the EOM ghost sector
with the corresponding gauge/auxiliary field vertices is not specific to Bo¨deker’s effective theory
but again a general property of any theory based on a stochastic differential equation.
To this end let us investigate for a last time the corresponding expressions in the case of the
generic theory of N bosonic fields subject to Eq. (5.24). Inserting the Taylor expansion of the
equation of motion functional into the action given in Eq. (5.27), one reads off the interacting
part of the φ/λ sector
S(D)int[φ, λ] =
∞∑
n=2
∫
dx dy1 · · · dyn (−i) 1
n!
δnEα[φ](x)
δφβ1(y1) · · · δφβn(yn)
∣∣∣∣
φ=0
λα(x)φβ1(y1) · · ·φβn(yn) (5.80)
On the other hand, using the identity
δEα[φ](x)
δφβ(y)
=
δEα[φ](x)
δφβ(y)
∣∣∣∣
φ=0
(5.81)
+
∞∑
n=1
∫
dy1 · · · dyn 1
n!
δn+1Eα[φ](x)
δφβ(y) δφβ1(y1) · · · δφβn(yn)
∣∣∣∣
φ=0
φβ1(y1) · · ·φβn(yn)
after some relabelling leads to
S(EG)int [φ, η, η¯] = (5.82)
∞∑
n=2
∫
dx dy1 · · · dyn −1(n− 1)!
δnEα[φ](x)
δφβ1(y1) · · · δφβn(yn)
∣∣∣∣
φ=0
η¯α(x) ηβ1(y1)φβ2(y2) · · ·φβn(yn)
Taking finally into account the equivalence of the n individual φ fields in Eq. (5.80) and of the
n− 1 fields φβ2(y2), . . . , φβn(yn) in the case of Eq. (5.82), one obtains the two vertices
V (λφ
n)
αβ1···βn(x, y1, . . . , yn) = −i
δnEα[φ](x)
δφβ1(y1) · · · δφβn(yn)
∣∣∣∣
φ=0
(5.83)
V (η¯ηφ
n−1)
αβ1···βn (x, y1, . . . , yn) = −
δnEα[φ](x)
δφβ1(y1) · · · δφβn(yn)
∣∣∣∣
φ=0
(5.84)
in x–space. Thereby we have generally proven the identity
V (η¯ηφ
n−1)
αβ1···βn (x, y1, . . . , yn) = −i V
(λφn)
αβ1···βn(x, y1, . . . , yn) ; n ≥ 2 (5.85)
relating the EOM ghost vertices to the φ/λ vertices where the first argument in either case
corresponds to the auxiliary and anti-ghost field respectively.
Resuming the derivation of Feynman rules, we finally come to the gauge ghost vertex. The
corresponding interaction term extracted from Eq. (5.4) is given by
S(GG)int [A, ω, ω¯] =
∫
dx (−g)κ f
abcω¯a(Ac · ∇)ωb =
∫
dx (−g)κ f
abcω¯aAck∂kω
b (5.86)
and leads to the momentum space vertex
ωω¯A vertex
k1
?
k2
³1 k3
HY
a
b c, k
ig
κ
fabckk2
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Figure 5.1: Mixed self-energy component Π(Aλ) at one-loop order
This completes our derivation of the Feynman rules corresponding to the path integral formu-
lation of Bo¨deker’s effective theory in κ gauge. For easier reference we provide a compilation of
the Feynman rules in Appendix B.
5.2 UV Behaviour and Cancellations
In this section, we carry out a few selected perturbative calculations. This will lead to a better
understanding of the role played by the EOM ghosts within the formalism and of the question
why they can be eliminated in dimensional regularisation. In addition to that, we will explicitly
verify at one-loop order the important fact that Bo¨deker’s effective theory is UV finite, which
was generally noted in [31].
Thus, let us investigate the individual self-energy components of the theory to this order. The
mixed component Π(Aλ) proves the hardest. So, we start with it.
Figure 5.1 shows the diagrams contributing to Π(Aλ) at one-loop order. The tadpole is zero
in dimensional regularisation. Thus, we only have to consider the first diagram. To keep the
calculations manageable, we choose the specific gauge κ= σ. With this choice, the propagators
become diagonal in space and the λA2 and ηη¯A vertices get a bit friendlier. Using the Feynman
rules from the last section, one finds2
−Π(Aλ) ab1` ij (k) =
∫
dD−1k′
(2pi)D−1
(−g)2 V cdakli (k′,−k)V bc
′d′
jk′l′ (k
′− k,−k′)∫
dk′0
2pi
∆(λA) cc
′
kk′(k − k′)∆(AA) dd
′
l l′ (k
′) (5.87)
where we have already split off the k0 integration. It is a general property of the theory that all
vertices only depend on the spacial components of momentum. The only place where k0 shows
up are the propagators. The k0 integrations can therefore always be carried out right from the
start lowering the level of the problem by one step.
Generally, the k0 integrations can be done by means of Cauchy’s theorem. In the present
case one obtains∫
dk′0
2pi
∆(λA) cc
′
kk′(k − k′)∆(AA) dd
′
l l′ (k
′) =
iT δcc
′
δdd
′
δkk′ δll′
|k′|2 (iσk0 + |k− k′|2 + |k′|2) (5.88)
The product of the two vertices in Eq. (5.87) is a bit cumbersome. After collecting all terms and
anticipating the contraction with the Kronecker deltas in Eq. (5.88), it takes the form
V cdakli (k
′,−k)V bcdjkl (k′− k,−k′) = CAδab
[
3kikj + (2D − 5)k′ikj + 4(3−D)k′ik′j
−δij
(
4|k|2 − 2k·k′ + 2|k′|2)] (5.89)
2Note that though we are calculating in dimensional regularisation, we do not introduce a mass scale parameter
to render the gauge coupling dimensionless. We can skip this step because, finally, the theory will turn out to be
UV finite and thus the UV regulator can be removed completely.
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At this point the hard work begins: Inserting Eqs. (5.88) and (5.89) into Eq. (5.87), intro-
ducing Feynman parameter integrations to handle the various denominators, performing the
3–momentum integrals and finally sending D → 4 yields
Π(Aλ) ab1` ij (k) = −
i
8pi
CAδ
abg2T
{
kikj
[
3f(− 12 ,−1,− 12 ; k) + 3f( 12 ,−2,− 12 ; k)
−4f( 32 ,−3,− 12 ; k)
]
+ δij
[−4|k|2f(− 12 ,−1,− 12 ; k) + 2|k|2f( 12 ,−2,− 12 ; k)
−2|k|2f(32 ,−3,− 12 ; k) + 10f(12 ,−3,+ 12 ; k)
]}
(5.90)
where we have introduced the abbreviation
f(α, β, γ; k) =
1∫
0
dt tα(1 + t)β
(
iσk0(1 + t) + |k|2
)γ
(5.91)
Note that, in the end, we could remove the regularisation remaining with the finite result (5.90)
for the mixed self-energy component at one-loop order.
For this finiteness, it is essential to use a gauge invariant regularisation scheme. Technically,
dimensional regularisation is certainly the simplest choice. It is quite interesting, however, that
in a theory based on a stochastic differential equation another possibility exists: Regularisation
can be achieved by generalising the stochastic force term in the Langevin equation (so-called
stochastic regularisation, see Ref. [39], Sect. 10). For example, one may use[
Dab×Bb + σ(A˙a +Dabvb[A])
]
(t,x) =
∫
d3y
[(
1− 1
Λ2
D2
)−n]ab
(x,y) ζb(t,y) (5.92)
with a suitably chosen n.
Let us now discuss the pure gauge field component of the self-energy. The corresponding one-
loop diagrams are depicted in Fig. 5.2. We have proven in the previous section quite generally
that the EOM ghost propagator and the vertices involving EOM ghosts are related to the mixed
propagator ∆(Aλ) and the λA2 and λA3 vertices of the gauge/auxiliary field sector. This was
found to be a consequence of the specific structure inherited from the theory’s origin in a stochastic
differential equation. We will see now that this correspondence leads to a cancellation of all graphs
containing EOM ghosts.
Consider the diagram with two EOM ghost propagators in the loop shown as the third contri-
bution in Fig. 5.2. The corresponding analytic expression is (we denote this contribution −Π(AA)1`,3
because it is a contribution to the negative of the self-energy. Thus, the right-hand side of the
following expression contains the graph and the minus sign due to the fermion loop shown in
Fig. 5.2)
−Π(AA) ab1`,3 ij (k) = −
∫
dD−1k′
(2pi)D−1
(ig)2 V cdakli (k
′,−k)V d′c′bl′k′j (k′− k,k)∫
dk′0
2pi
∆(η) c
′c
k′k(k
′− k)∆(η) dd′l l′ (k′)︸ ︷︷ ︸
i∆(λA) cc
′
kk′(k − k′) i∆(Aλ) dd
′
l l′ (k
′)
(5.93)
Below the brace we have noted the translation to gauge/auxiliary field propagators according to
Eq. (5.57). Let us compare this contribution to the one of the first diagram containing the two
mixed propagators. It is given by
−Π(AA) ab1`,1 ij (k) = +
∫
dD−1k′
(2pi)D−1
(−g)2 V cdakli (k′,−k)V d
′c′b
l′k′j (k
′− k,k)∫
dk′0
2pi
∆(λA) cc
′
kk′(k − k′)∆(Aλ) dd
′
l l′ (k
′) (5.94)
and thus exactly cancels the EOM ghost contribution.
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Figure 5.2: Contributions to Π(AA) at one-loop order. The diagrams in the dashed boxes cancel
each other (the minus signs come in according to the fermion loops).
The same is true for the 4–point vertices. The two tadpole diagrams contribute
−Π(AA) ab1`,4 ij (k) = −
∫
dDk′
(2pi)D
g2 V dcablkij ∆
(η) cd
kl (k
′)︸ ︷︷ ︸
i∆(Aλ) cdkl(k
′)
(5.95)
and
−Π(AA) ab1`,2 ij (k) = +
∫
dDk′
(2pi)D
ig2 V dcablkij ∆
(Aλ) cd
kl(k
′) (5.96)
respectively, again cancelling each other due to identity (5.57).
One may wonder how the fact that all of the graphs containing EOM ghosts cancel against
diagrams from the gauge/auxiliary field sector fits together with our general result of Section 3.3
that in κ gauge and dimensional regularisation the EOM ghosts can be eliminated from the
theory. Wouldn’t that mean that after the EOM ghosts have been removed, those diagrams of
the gauge/auxiliary field sector would reappear which previously had been cancelled by the now
removed EOM ghosts?
The answer to this puzzle is quite simple: In dimensional regularisation all of the individual
diagrams vanish, i.e. the cancellation above corresponds to cancelling one zero by another zero.
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Π = 12
Figure 5.3: Auxiliary field self-energy Π(λλ) at one-loop order
Π =
Figure 5.4: Gauge ghost self-energy Π(ω) at one-loop order
To see this, let us have a closer look at the k0 integral in Eq. (5.94)∫
dk′0
2pi
∆(λA) cc
′
kk′(k− k′)∆(Aλ) dd
′
l l′ (k
′) = −
∫
dk′0
2pi
δcc
′
δdd
′
δkk′ δll′
(iσ(k0 − k′0) + |k− k′|2) (−iσk′0 + |k′|2)
(5.97)
Both poles of the integrand k′0 = k0 − iσ |k − k′|2 and k′0 = − iσ |k′|2 lay in the lower half of the
complex plane, which is a consequence of the fact that the loop only contains mixed propagators.
Therefore, the integral is zero. The same argument applies to the tadpole and also to the gauge
ghost diagram in Fig. 5.2. Thus, the pure gauge field component of the self-energy vanishes at
one-loop order
Π(AA) ab1` ij (k) = 0 (5.98)
as it has to be in accordance with our general result (4.187) stating Π(AA) = 0 to all orders as a
consequence of the stochastic Ward identities.
To verify at one-loop order the UV finiteness of Bo¨deker’s theory, we have two more self-
energies to discuss. The case of Π(λλ) is simple: The only diagram contributing to this order is
shown in Figure 5.3. It contains two pure gauge field propagators in the loop and thus has an
even better UV behaviour than the diagram with one pure and one mixed propagator that we
started our discussion with (note that the mixed propagators scale ∼ 1/k2, the pure one ∼ 1/k4).
Thus, Π(λλ) is finite.
Coming finally to the gauge ghost self-energy Π(ω), we encounter the same structure of the
integrand as in the case of Π(Aλ). The corresponding one-loop diagram is depicted in Figure 5.4.
It contains a pure gauge field propagator together with a gauge ghost and translates to
−Π(ω) ab1` (k) =
∫
dD−1k′
(2pi)D−1
(ig)2
σ2
facdf c
′bd′(kl − k′l) kl′
∫
dk′0
2pi
∆(ω) cc
′
(k − k′)∆(AA) dd′l l′ (k′) (5.99)
Using3 ∫
dk′0
2pi
∆(ω) cc
′
(k − k′)∆(AA) dd′l l′ (k′) =
−σT δcc′δdd′δll′
|k′|2 (−iσk0 + |k− k′|2 + |k′|2) (5.100)
3Note that the orientation of the integration contour is changed upon replacing σ by −σ in Eq. (5.88).
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one finds after some algebra
Π(ω) ab1` (k) =
1
8pi
1
σ
CAδ
abg2T |k|2
{
f∗(− 12 ,−1,− 12 ; k)− f∗( 12 ,−2,− 12 ; k)
}
(5.101)
with the complex conjugated functions f from Eq. (5.91). Again, we could remove in the end the
regularisation leading to a finite result. Thereby, we have explicitly confirmed at one-loop order
that indeed Bo¨deker’s effective theory is UV finite.
Chapter 6
Dyson–Schwinger Equations
In this chapter we complete our derivation of the necessary tools providing the framework for an
analytic study of Bo¨deker’s effective theory in the non-perturbative regime.
The Dyson–Schwinger equations are first of all general equations of motion for the generat-
ing functionals Z, W and Γ. From these, by taking an arbitrary number of functional derivatives
with respect to the various fields and sources, an infinite tower of exact (though coupled) integral
equations can be derived describing the evolution of the full propagators and proper vertices
of the theory. In combination with a suitable truncation that respects the Ward–Takahashi
identities derived in Chapter 4, these equations offer an approach to the non-perturbative sector
of the theory that is independent from and complementary to the existing lattice studies.
Analogously to our derivation of the Ward identities, we first determine the general equations
in terms of the generating functionals and only afterwards proceed to the explicit equations for
the propagators and proper vertices. The philosophy behind this splitting is to provide an easy
reference to the general expressions too, that not only serve as an intermediate step towards the
final equations for the propagators but may build the starting point for future applications by
themselves. For instance, one could think of deducing exact equations directly governing the
evolution of the composite operators encountered in the expression for the sphaleron rate.
6.1 General Dyson–Schwinger Equations
The derivation of Dyson–Schwinger equations starts from the observation that the path inte-
gral of a functional derivative vanishes, i.e.∫
Dφ
δ
δφ(x)
F [φ] = 0 (6.1)
for any functional F [φ]. Hence, in the case of Bo¨deker’s theory, we obtain four different equations
by inserting a functional derivative with respect to each of the fields A, λ, ω or ω¯ into the
generating functional
Z[J, I] =
∫
DADλDωDω¯ exp
{
−S[A,λ, ω, ω¯] +
∫
dx
[
Aa · JaA + λa · Jaλ + ωaJaω + ω¯aJaω¯
+ IasA · sAa + Iasλ · sλa + Iasωsωa + Iasω¯sω¯a
]}
(6.2)
6.1.1 Anti-ghost (ω¯) equation
Choosing the anti-ghost derivative to start with, we have
0 =
∫
DADλDωDω¯
δ
δω¯a(x)
exp
{
(. . .)
}
(6.3)
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Here and in the following, the dots represent the exponent of Eq. (6.2). By explicitly calculating
the functional derivative, Eq. (6.3) takes the form
0 =
∫
DADλDωDω¯
[
ω˙a(x)− 1κ Dab(x) · ∇ωb(x)
+ Jaω¯(x) + gf
abcIbsω¯(x)ω
c(x)
]
exp
{
(. . .)
}
(6.4)
To proceed, we replace the fields within the square brackets by functional derivatives with respect
to sources acting on the exponential. Because the integral is an integral over the fields, not over
the sources, these functional derivatives can then be pulled out of the integral leading to
ZJaω¯(x) =
(
∂t − 1κ∆
) δZ
δJaω(x)
+
g
κ
fabc ∂j
δ2Z
δJbω(x) δJ
cj
A (x′)
∣∣∣∣
x′=x
+ gfabcIbsω¯(x)
δZ
δJcω(x)
(6.5)
In the second term, x′ is set to x after the space-time derivative is carried out, i.e. the derivative
acts on the argument of Jbω only. Dividing this equation by Z and expressing functional derivatives
of Z by such of W = lnZ yields equivalently
Jaω¯(x) =
(
∂t − 1κ∆
) δW
δJaω(x)
+
g
κ
fabc ∂j
[
δ2W
δJbω(x) δJ
cj
A (x′)
+
δW
δJbω(x)
δW
δJcjA (x′)
]
x′=x
+ gfabcIbsω¯(x)
δW
δJcω(x)
(6.6)
Finally, by means of Eqs. (4.47) and (4.49) this identity may be rewritten in the form
δΓ
δω¯a(x)
=
(−∂t + 1κ∆)ωa(x) + gκfabc ∂j
[
δ2W
δJbω(x) δJ
cj
A (x′)
− ωb(x)Acj(x′)
]
x′=x
− gfabcIbsω¯(x)ωc(x)
(6.7)
Note that in this equation the fields are still functionals of the sources J and I and that we have
chosen not to translate all occurrences of W on the right-hand side in terms of Γ in order to not
unnecessarily blow up the expression even further. Of course, we will have to make this up later
when deducing explicit relations for the propagators and proper vertices. Observing
Dab · ∇ωb = ∇ · (Dabωb) + gfabc(∇ ·Ac)ωb (6.8)
one can obtain from Eq. (6.4) an alternative set of equations by introducing a functional derivative
with respect to IasA to represent the term D
abωb = sAa. The corresponding equations read
ZJaω¯(x) = ∂t
δZ
δJaω(x)
+
1
κ
∂j
δZ
δIajsA(x)
− g
κ
fabc ∂j
δ2Z
δJbω(x′) δJ
cj
A (x)
∣∣∣∣
x′=x
+ gfabcIbsω¯(x)
δZ
δJcω(x)
(6.9)
for the generating functional Z,
Jaω¯(x) = ∂t
δW
δJaω(x)
+
1
κ
∂j
δW
δIajsA(x)
− g
κ
fabc ∂j
[
δ2W
δJbω(x′) δJ
cj
A (x)
+
δW
δJbω(x′)
δW
δJcjA (x)
]
x′=x
+ gfabcIbsω¯(x)
δW
δJcω(x)
(6.10)
for W, and finally
δΓ
δω¯a(x)
= −∂t ωa(x) − 1
κ
∂j
δΓ
δIajsA(x)
− g
κ
fabc ∂j
[
δ2W
δJbω(x′) δJ
cj
A (x)
− ωb(x′)Acj(x)
]
x′=x
− gfabcIbsω¯(x)ωc(x) (6.11)
for the 1PI generating functional Γ.
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6.1.2 Ghost (ω) equation
Analogously, starting from the identity
0 =
∫
DADλDωDω¯
δ
δωa(x)
exp
{
(. . .)
}
(6.12)
gives in place of Eq. (6.4)
0 =
∫
DADλDωDω¯
[
˙¯ωa(x) + 1κ D
ab(x) · ∇ω¯b(x)− gκ fabc ω¯b(x)∇·Ac(x) + Jaω(x) +∇· IasA(x)
+ gfabc
(−IbsA(x)·Ac(x)− Ibsλ(x)·λc(x) + Ibsω(x)ωc(x) + Ibsω¯(x) ω¯c(x))] exp{(. . .)} (6.13)
Again expressing the fields by derivatives acting on the exponential, one obtains
ZJaω(x) =
(
∂t + 1κ∆
) δZ
δJaω¯(x)
− g
κ
fabc ∂j
δ2Z
δJbω¯(x) δJ
cj
A (x)
− Z∇· IasA(x)
+ gfabc
[
IbjsA(x)
δZ
δJcjA (x)
+ Ibjsλ(x)
δZ
δJcjλ (x)
+ Ibsω(x)
δZ
δJcω(x)
+ Ibsω¯(x)
δZ
δJcω¯(x)
]
(6.14)
or in terms of W
Jaω(x) =
(
∂t + 1κ∆
) δW
δJaω¯(x)
− g
κ
fabc ∂j
[
δ2W
δJbω¯(x) δJ
cj
A (x)
+
δW
δJbω¯(x)
δW
δJcjA (x)
]
−∇· IasA(x)
+ gfabc
[
IbjsA(x)
δW
δJcjA (x)
+ Ibjsλ(x)
δW
δJcjλ (x)
+ Ibsω(x)
δW
δJcω(x)
+ Ibsω¯(x)
δW
δJcω¯(x)
]
(6.15)
Transcription to the 1PI generating functional Γ yields
δΓ
δωa(x)
= − (∂t + 1κ∆) ω¯a(x) − gκfabc ∂j
[
δ2W
δJbω¯(x) δJ
cj
A (x)
− ω¯b(x)Acj(x)
]
−∇· IasA(x)
+ gfabc
[
IbjsA(x)A
cj(x) + Ibjsλ(x)λ
cj(x)− Ibsω(x)ωc(x)− Ibsω¯(x) ω¯c(x)
]
(6.16)
6.1.3 Auxiliary field (λ) equation
To deduce the auxiliary field equation from
0 =
∫
DADλDωDω¯
δ
δλai(x)
exp
{
(. . .)
}
(6.17)
we need, as in the previous cases, among other things the functional derivative of the action
S[A,λ, ω, ω¯] = S(D)[A,λ] + S(GG)[A, ω, ω¯]. However, in the present case the corresponding ex-
pression becomes rather cumbersome.
As in the Feynman rules we want to use a symmetrised λA2 and λA3 vertex. Thus, the
λ dependence of the action spreads out over the three contributions to the dynamical action
S(D)[A,λ] = S(D)0 [A,λ]+S
(D)
int,3[A,λ]+S
(D)
int,4[A,λ] with the free part from Eq. (5.5) and the sym-
metrised 3– and 4–point vertex contribution as given in Eqs. (5.71) and (5.72). The corresponding
derivatives can then be written in the form
δS(D)0 [A,λ]
δλai(x)
= 2σTλai(x)− i [δij(σ∂t −∆) + (1− σκ) ∂i∂j]Aaj(x) (6.18)
δS(D)int,3[A,λ]
δλai(x)
=
1
2!
(−ig)fabc
[(
1− σκ
)[
δij∂ ′k− δik∂j
]
+ 2
[
δij∂k− δik∂ ′j
]
+
[
δjk∂ ′i − δkj∂i
] ]
Abj(x)Ack(x′)
∣∣∣
x′=x
(6.19)
δS(D)int,4[A,λ]
δλai(x)
=
1
3!
(−ig2)V abcdijkl Abj(x)Ack(x)Adl(x) (6.20)
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and one obtains
ZJaiλ (x) = 2σT
δZ
δJaiλ (x)
− i [δij(σ∂t −∆) + (1− σκ) ∂i∂j] δZδJajA (x) (6.21)
− ig
2!
fabc
[(
1− σκ
)[
δij∂ ′k− δik∂j
]
+ 2
[
δij∂k− δik∂ ′j
]
+
[
δjk∂ ′i − δkj∂i
] ] δ2Z
δJbjA (x) δJ
ck
A (x′)
∣∣∣∣
x′=x
− ig
2
3!
V abcdijkl
δ3Z
δJbjA (x) δJ
ck
A (x) δJ
dl
A (x)
− gfabc
[
Ibisλ(x)
δZ
δJcω(x)
+ iσIbsω¯(x)
δZ
δJciA (x)
]
+ Z iσ ∂iIasω¯
or likewise for the generating functional of connected correlation functions
Jaiλ (x) = 2σT
δW
δJaiλ (x)
− i [δij(σ∂t −∆) + (1− σκ) ∂i∂j] δWδJajA (x)
− ig
2!
fabc
[(
1− σκ
)[
δij∂ ′k− δik∂j
]
+ 2
[
δij∂k− δik∂ ′j
]
+
[
δjk∂ ′i − δkj∂i
] ][ δ2W
δJbjA (x) δJ
ck
A (x′)
+
δW
δJbjA (x)
δW
δJckA (x′)
]
x′=x
− ig
2
3!
V abcdijkl
[
δ3W
δJbjA (x) δJ
ck
A (x) δJ
dl
A (x)
+ 3
δ2W
δJbjA (x) δJ
ck
A (x)
δW
δJdlA (x)
+
δW
δJbjA (x)
δW
δJckA (x)
δW
δJdlA (x)
]
−gfabc
[
Ibisλ(x)
δW
δJcω(x)
+ iσIbsω¯(x)
δW
δJciA (x)
]
+ iσ ∂iIasω¯(x) (6.22)
where we have taken advantage of the fact that V abcdijkl is totally symmetric in the last three pairs
of corresponding indices. In terms of the 1PI generating functional one finds accordingly
δΓ
δλai(x)
= 2σTλai(x)− i [δij(σ∂t −∆) + (1− σκ) ∂i∂j]Aaj(x)
− ig
2!
fabc
[(
1− σκ
)[
δij∂ ′k− δik∂j
]
+ 2
[
δij∂k− δik∂ ′j
]
+
[
δjk∂ ′i − δkj∂i
] ][ δ2W
δJbjA (x) δJ
ck
A (x′)
+Abj(x)Ack(x′)
]
x′=x
− ig
2
3!
V abcdijkl
[
δ3W
δJbjA (x) δJ
ck
A (x) δJ
dl
A (x)
+ 3
δ2W
δJbjA (x) δJ
ck
A (x)
Adl(x) +Abj(x)Ack(x)Adl(x)
]
−gfabc
[
−Ibisλ(x)ωc(x) + iσIbsω¯(x)Aci(x)
]
+ iσ ∂iIasω¯(x) (6.23)
6.1.4 Gauge field (A) equation
Finally, coming to the gauge field equation
0 =
∫
DADλDωDω¯
δ
δAai(x)
exp
{
(. . .)
}
(6.24)
and using the derivatives
δS(D)0 [A,λ]
δAai(x)
= −i [δij(−σ∂t −∆) + (1− σκ) ∂i∂j]λaj(x) (6.25)
δS(D)int,3[A,λ]
δAai(x)
= −igfabc
[
−(1− σκ)[δij∂ ′k+ δjk(∂i + ∂ ′i )]+ 2 [δjk∂ ′i + δij(∂k + ∂ ′k)]
− [δik∂ ′j+ δik(∂j + ∂ ′j )] ]λbj(x)Ack(x′)∣∣∣
x′=x
(6.26)
δS(D)int,4[A,λ]
δAai(x)
=
1
2!
(−ig2)V dabclijk λdl(x)Abj(x)Ack(x) (6.27)
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where again the symmetry of V abcdijkl has been exploited together with
δS(GG)[A, ω, ω¯]
δAai(x)
= − g
κ
fabcω¯b(x) ∂i ωc(x) (6.28)
one arrives at
ZJaiA (x) = −i
[
δij(−σ∂t −∆) +
(
1− σκ
)
∂i∂j
] δZ
δJajλ (x)
− ig
2
2!
V dabclijk
δ3Z
δJdlλ (x) δJ
bj
A (x) δJ
ck
A (x)
−igfabc
[
−(1− σκ)[δij∂ ′k+ δjk(∂i + ∂ ′i )]+ 2 [δjk∂ ′i + δij(∂k + ∂ ′k)]
− [δik∂ ′j+ δik(∂j + ∂ ′j )] ] δ2Z
δJbjλ (x) δJ
ck
A (x′)
∣∣∣∣
x′=x
− g
κ
fabc ∂i
δ2Z
δJbω¯(x′) δJcω(x)
∣∣∣∣
x′=x
+ gfabc
[
−IbisA(x)
δZ
δJcω(x)
+ iσIbsω¯(x)
δZ
δJciλ (x)
]
(6.29)
The generating functional of connected correlation functions then obeys
JaiA (x) = −i
[
δij(−σ∂t −∆) +
(
1− σκ
)
∂i∂j
] δW
δJajλ (x)
− ig
2
2!
V dabclijk
[
δ3W
δJdlλ (x) δJ
bj
A (x) δJ
ck
A (x)
+2
δ2W
δJdlλ (x) δJ
bj
A (x)
δW
δJckA (x)
+
δW
δJdlλ (x)
δ2W
δJbjA (x) δJ
ck
A (x)
+
δW
δJdlλ (x)
δW
δJbjA (x)
δW
δJckA (x)
]
−igfabc
[
−(1− σκ)[δij∂ ′k+ δjk(∂i + ∂ ′i )]+ 2 [δjk∂ ′i + δij(∂k + ∂ ′k)]
− [δik∂ ′j+ δik(∂j + ∂ ′j )] ][ δ2W
δJbjλ (x) δJ
ck
A (x′)
+
δW
δJbjλ (x)
δW
δJckA (x′)
]
x′=x
− g
κ
fabc ∂i
[
δ2W
δJbω¯(x′) δJcω(x)
+
δW
δJbω¯(x′)
δW
δJcω(x)
]
x′=x
+gfabc
[
−IbisA(x)
δW
δJcω(x)
+ iσIbsω¯(x)
δW
δJciλ (x)
]
(6.30)
and accordingly
δΓ
δAai(x)
= −i [δij(−σ∂t −∆) + (1− σκ) ∂i∂j]λaj(x) − ig22! V dabclijk
[
δ3W
δJdlλ (x) δJ
bj
A (x) δJ
ck
A (x)
+2
δ2W
δJdlλ (x) δJ
bj
A (x)
Ack(x) + λdl(x)
δ2W
δJbjA (x) δJ
ck
A (x)
+ λdl(x)Abj(x)Ack(x)
]
−igfabc
[
−(1− σκ)[δij∂ ′k+ δjk(∂i + ∂ ′i )]+ 2 [δjk∂ ′i + δij(∂k + ∂ ′k)]
− [δik∂ ′j+ δik(∂j + ∂ ′j )] ][ δ2W
δJbjλ (x) δJ
ck
A (x′)
+ λbj(x)Ack(x′)
]
x′=x
− g
κ
fabc ∂i
[
δ2W
δJbω¯(x′) δJcω(x)
+ ω¯b(x′)ωc(x)
]
x′=x
+ gfabc
[
IbisA(x)ω
c(x) + iσIbsω¯(x)λ
ci(x)
]
(6.31)
6.2 Explicit Equations for Lower N-Point Functions
From the general identities obtained in the previous section we can now readily derive the explicit
equations to be obeyed by the propagators and proper vertex functions of the theory. This is
achieved by taking derivatives of the relations for Z, W or Γ with respect to the various fields
and by evaluating at vanishing sources afterwards.
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6.2.1 DSE for Π(ω)(k)
Let us again start with the ghost equations being much simpler than the equations for the
gauge/auxiliary field sector. By taking the derivative of Eq. (6.7) with respect to ωb(y), one finds
evaluated for vanishing sources (which implies A = 0 too, cf. Eq. (4.157))
δ2Γ
δωb(y) δω¯a(x)
∣∣∣∣
J=I=0
= δab
(−∂t + 1κ∆) δ(x− y)︸ ︷︷ ︸
(∆−1)(ω) ab(x, y)
+
g
κ
fade ∂j
δ
δωb(y)
δ2W [J, I]
δJdω(x) δJ
ej
A (x′)
∣∣∣∣x′= x
J = I =0
(6.32)
Comparing to Eq. (4.153) then leads to the relation
Π(ω) ab(x, y) =
g
κ
fade ∂j
δ
δωb(y)
δ2W [J, I]
δJdω(x) δJ
ej
A (x′)
∣∣∣∣x′= x
J = I =0
(6.33)
for the gauge ghost self-energy. If we carry out the functional derivative with respect to ωb(y),
four terms arise because any of the sources JA, Jλ, Jω and Jω¯ depends on ω. However, due to
ghost number conservation three of these terms vanish when the sources are set to zero and one
is left with1
Π(ω) ab(x, y) =
g
κ
fade ∂j
∫
dv
[
δ2Γ
δωb(y) δω¯c(v)
δ3W
δJcω¯(v) δJdω(x) δJ
ej
A (x′)
]
x′= x
J = I =0
(6.34)
Finally, we express the connected three-point function by its 1PI counterpart
W
(ω¯ωF ) abc
j (x, y, z) =
∫
du du′du′′ G(ω) a
′a(u, x)G(ω) bb
′
(y, u′)G(FG) cc
′
jj′(z, u
′′) Γ(ωω¯G) a
′b′c′
j′ (u, u
′, u′′)
(6.35)
where F represents one of the fields λ or A and G is a summation index taking these two values.
The shorthand notation used here was introduced in Eq. (4.146). Note that the order of the ghost
and anti-ghost fields in Eq. (6.35) is changed from W (ω¯ωF ) to Γ(ωω¯G) and that the (full) gauge
ghost propagator is G(ω) ab(x, y) =W (ωω¯) ab(x, y) as defined in Eq. (4.142).
Now, inserting relation (6.35) into the Eq. (6.34), using the property (4.152) of the two-point
functions and
Γ(ωω¯G) a
′b′c′
j′ (u, u
′, u′′) = −Γ(ω¯ωG) b′a′c′j′ (u′, u, u′′) (6.36)
yields the Dyson–Schwinger equation
Π(ω) ab(x, y) = −
∫
du′du′′ G(AG) ee
′
jj′ (x, u
′′)
g
κ
fade ∂jG
(ω) dd′(x, u′) Γ(ω¯ωG) d
′b e′
j′ (u
′, y, u′′) (6.37)
In momentum space, finally, it takes the form
Π(ω) ab(k) = −
∫
dDk′
(2pi)D
ig
κ
fadek′j G(AG) ee
′
jj′ (k − k′)G(ω) dd
′
(k′) Γ(ω¯ωG) d
′b e′
j′ (−k′, k) (6.38)
where we have used our definition of the momentum space proper vertex (cf. Appendix A)
(2pi)DδD(k1+ k2+ k3) Γ
(ω¯ωG) abc
j(k1, k2) =
∫
dx dy dz e−ik1x−ik2y−ik3z Γ(ω¯ωG) abcj(x, y, z) (6.39)
exploiting momentum conservation being a general consequence of the translation invariance of
the theory. The two arguments of the proper vertex Γ(ω¯ωG) abcj(k1, k2) refer to the (incoming)
momenta along the ghost lines leaving and entering the vertex in this order.
1It should be clear that x′ is set to x only after the space-time derivative is carried out. In order to avoid an
extensive use of brackets we decided to assume in this and similar cases some thoughtfulness on the part of the
reader.
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Figure 6.1: DSE of the gauge ghost self-energy, Eqs. (6.38) and (6.41). Filled circles denote full
propagators. Empty circles are used for one-particle irreducible quantities, i.e. self-energies and
proper vertices. The solid line represents a summation of one graph with the line replaced by a
gauge field and a second diagram with an auxiliary field instead (see Fig. 6.2).
Furthermore, let us note that the minus sign appearing in Eqs. (6.37) and (6.38) is a consequence
of our definition of the self-energy, Eq. (4.153), leading to
G(ω)(k) =
[
(∆−1)(ω)(k)
(
1+∆(ω)(k)Π(ω)(k)
)]−1
=
(
1+∆(ω)(k)Π(ω)(k)
)−1
∆(ω)(k)
= ∆(ω)(k) + ∆(ω)(k)
(
−Π(ω)(k)
)
∆(ω)(k) + . . . (6.40)
The structure of the Dyson–Schwinger equation (6.38) is illustrated in Fig. 6.1 together with
the defining relation of the gauge ghost self-energy
G(ω) ab(k) = ∆(ω) ab(k) + ∆(ω) ac(k)
(
−Π(ω) cd(k)
)
G(ω) db(k) (6.41)
In combination, both equations provide an exact relation determining the full gauge ghost prop-
agator G(ω)(k) by the known free contribution ∆(ω)(k) plus an integral containing G(ω)(k) itself
together with the full auxiliary/gauge field propagators on the one hand and the proper vertex
function Γ(ω¯ωG) on the other hand.
This fact that our equation that was intended to determine the gauge ghost propagator con-
tains the so far likewise unknown full propagators of the gauge and auxiliary fields would not be
really a problem if it was the only difficulty. In fact, we will derive in a moment analogous Dyson–
Schwinger equations for the gauge/auxiliary field propagators. Thus, if it was the whole story,
we would end up with a coupled system of exact integral equations for the full propagators that
easily could be solved, at least numerically.
However, as we have seen in Eq. (6.38) the Dyson–Schwinger equations of the full propa-
gators typically contain also proper vertex functions, i.e. in the case of Eq. (6.38) a three-point
function that is unknown by itself. Though in principle it is possible to derive Dyson–Schwinger
equations for these three-point functions as well, this does not solve the problem: These equations
in turn will contain four-point functions and so on forming what is known as the infinite tower
of Dyson–Schwinger equations.
The only way to escape this situation is to truncate the infinite series of equations by force
finding (or – more honestly – rather guessing) a physically sensible ansatz for the n-point functions
of a certain level ’n’ and thereby closing the system of equations. The difficulty in solving
Dyson–Schwinger equations is not to loose the physics in this process: relying on a too na¨ıve
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Figure 6.2: Individual diagrams summarised by the right-hand side of Fig. 6.1 a)
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Figure 6.3: Diagram contributing to Γ(ω¯ωλ) at leading order
truncation scheme can easily produce a nicely closed, solvable system of equations. However, its
solution won’t tell anything about nature anymore. This is the reason why we shouldered all the
difficulties connected with the introduction of gauge ghosts and deduced the gauge and stochastic
Ward identities in Chapter 4 to provide a reliable basis for the construction of physically sensible
truncation schemes.
Coming back to the Dyson–Schwinger equation of the gauge ghost propagator, let us add
a final comment. In Eq. (6.38) the field index G was a summation index taking the values G = λ
and G = A. In our graphical representation of Eq. (6.38), and even more in the ones of the other
Dyson–Schwinger equations to follow, we symbolise such a summation by a solid line. Thus,
the right-hand side of Fig. 6.1 a) is a shorthand notation for the two individual diagrams depicted
in Fig. 6.2.
At first sight one may wonder about the occurrence of the graph to the right of Fig. 6.2
because at tree level there is no coupling of the auxiliary field to the ghost and anti-ghost sector.
However, this is no longer true at higher orders. For instance, one may combine a λA2 vertex with
two ωω¯A vertices to form a one-particle irreducible diagram contributing to Γ(ω¯ωλ) as shown in
Fig. 6.3. Note that the existence of such a graph does not pose a problem to the renormalisability
of the theory because the diagram is perfectly finite.
Above we have deduced the Dyson–Schwinger equation of the gauge ghost self-energy from
the general anti-ghost equation (6.7). A complementary relation can be obtained from the ghost
equation (6.16). By taking the derivative with respect to ω¯b(y) of Eq. (6.16), one obtains
Π(ω) ba(y, x) =
g
κ
fade ∂j
δ
δω¯b(y)
δ2W [J, I]
δJdω¯(x) δJ
ej
A (x)
∣∣∣∣
J = I =0
(6.42)
Note that the space-time derivative this time acts on both arguments x and that ω is replaced
by ω¯ in comparison with Eq. (6.33). Performing the functional derivative yields
Π(ω) ba(y, x) =
g
κ
fade ∂j
∫
dv
[
δ2Γ
δω¯b(y) δωc(v)
δ3W
δJcω(v) δJdω¯(x) δJ
ej
A (x)
]
J = I =0
(6.43)
and, after introducing the 1PI vertex function in momentum space and exchanging the labels a
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Figure 6.4: Complementary relation for the gauge ghost self-energy, Eq. (6.44)
and b, finally leads to
Π(ω) ab(k) = −
∫
dDk′
(2pi)D
ig
κ
fdbekj G
(GA) e′e
j′j(k − k′)G(ω) d
′d(k′) Γ(ω¯ωG) ad
′e′
j′(−k, k′) (6.44)
in place of Eq. (6.38). This identity is illustrated in Fig. 6.4.
6.2.2 DSE for Π(λλ)(k)
We come now to the Dyson–Schwinger equations of the gauge/auxiliary field sector. Taking
the derivative with respect to λbj(y) of the auxiliary field equation (6.23) yields after setting the
sources to zero
δ2Γ
δλai(x) δλbj(y)
∣∣∣∣
J=I=0
=
(∆−1)(λλ) abij (x, y)︷ ︸︸ ︷
2σT δab δij δ(x− y) − ig
2
3!
V acdeiklm
δ
δλbj(y)
δ3W
δJckA (x) δJ
dl
A (x) δJ
em
A (x)
∣∣∣∣
J=I=0
− ig
2!
facd
[(
1− σκ
)[
δik∂ ′l − δil∂k
]
+ 2
[
δik∂l− δil∂ ′k
]
+
[
δkl∂ ′i − δlk∂i
] ] δ
δλbj(y)
δ2W
δJckA (x) δJ
dl
A (x′)
∣∣∣∣x′= x
J = I =0
(6.45)
Thus, comparing to Eq. (4.150) one reads off the self-energy component
Π(λλ) abij (x, y) = −
ig
2!
facd
[(
1− σκ
)[
δik∂ ′l − δil∂k
]
+ 2
[
δik∂l− δil∂ ′k
]
+
[
δkl∂ ′i − δlk∂i
] ] δ
δλbj(y)
δ2W
δJckA (x) δJ
dl
A (x′)
∣∣∣∣x′= x
J = I =0
− ig
2
3!
V acdeiklm
δ
δλbj(y)
δ3W
δJckA (x) δJ
dl
A (x) δJ
em
A (x)
∣∣∣∣
J=I=0
(6.46)
To evaluate Eq. (6.46), we have to calculate the remaining functional derivatives and finally
transform into momentum space. Let us start with the λ derivative of the connected two-point
function. Because we will encounter similar expressions also in the Dyson–Schwinger equations
of the other self-energy components, it is useful to generalise a bit and do the work once and for
all. Thus, with F , G and H chosen from the set {λ,A} we find by means of the chain rule and
using ghost number conservation together with the identities (4.49)
δ
δF bj(y)
δ2W
δJckG (x) δJ
dl
H (x′)
∣∣∣∣
J=I=0
=
∫
dv
[
δ2Γ
δF bj(y) δKem(v)
δ3W
δJemK (v) δJ
ck
G (x) δJ
dl
H (x′)
]
J=I=0
The field index K in this equation is summed over the two values λ and A. Expressing the con-
nected three-point function by its one-particle irreducible pendant via Eq. (A.13) and exploiting
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the relation (A.10) then leads to the identity
δ
δF bj(y)
δ2W
δJckG (x) δJ
dl
H (x′)
∣∣∣∣
J=I=0
=
−
∫
du′du′′ G(GG
′) cc′
kk′(x, u
′)G(HH
′) dd′
l l′ (x
′, u′′) Γ(FG
′H′) bc′d′
j k′l′ (y, u
′, u′′) (6.47)
Again, doubled field indices are summed over λ and A (which we will assume from now on in all
relevant cases). Finally, transforming into momentum space and inserting the definition of the
three-point vertex function (A.22) yields
δ
δF bj(y)
δ2W
δJckG (x) δJ
dl
H (x′)
∣∣∣∣
J=I=0
=
∫
dDk
(2pi)D
dDk′
(2pi)D
e−ik(x−y)eik
′(x−x′)G(GG
′) cc′
kk′(k − k′)
G
(HH′) dd′
l l′ (k
′) Γ(FG
′H′) bc′d′
j k′l′ (k
′− k,−k′) (6.48)
Analogously, let us derive a general expression for the fourth functional derivative in Eq. (6.46)
that likewise will be encountered in a similar form in the calculation of the remaining self-energy
components.
Using the chain rule as above, exploiting ghost number conservation and the identity (A.10),
translating connected into one-particle irreducible quantities via the Eqs. (A.13) – (A.14) and
finally introducing the momentum space vertex functions (A.22) and (A.23) leads to
δ
δEbj(y)
δ3W
δJckF (x) δJ
dl
G (x) δJ
em
H (x)
∣∣∣∣
J=I=0
=
∫
dDk
(2pi)D
e−ik(x−y)
∫
dDk′
(2pi)D
dDk′′
(2pi)D
[
+ G(FF
′) cc′
kk′(k − k′)G(GG
′) dd′
l l′ (k
′− k′′)G(HH′) ee′mm′(k′′) Γ(L
′G′H′)h′d′e′
s′l′m′(k
′′− k′,−k′′)
G
(L′K′)h′g′
s′r′ (k
′) Γ(EF
′K′) bc′g′
jk′r′(k
′− k,−k′)
+ G(GF
′) dc′
lk′ (k − k′)G(HG
′) ed′
ml′(k
′− k′′)G(FH′) ce′km′(k′′) Γ(L
′G′H′)h′d′e′
s′l′m′(k
′′− k′,−k′′)
G
(L′K′)h′g′
s′r′ (k
′) Γ(EF
′K′) bc′g′
jk′r′(k
′− k,−k′)
+ G(HF
′) ec′
mk′(k − k′)G(FG
′) cd′
kl′ (k
′− k′′)G(GH′) de′lm′(k′′) Γ(L
′G′H′)h′d′e′
s′l′m′(k
′′− k′,−k′′)
G
(L′K′)h′g′
s′r′ (k
′) Γ(EF
′K′) bc′g′
jk′r′(k
′− k,−k′)
+ G(FF
′) cc′
kk′(k − k′− k′′)G(GG
′) dd′
l l′ (k
′)
G
(HH′) ee′
mm′(k
′′) Γ(EF
′G′H′) bc′d′e′
jk′ l′m′(k
′+ k′′− k,−k′,−k′′)
]
(6.49)
where E, F , G, H are chosen from {λ,A} as usual.
Exploiting the identities (6.48) and (6.49) one can now readily obtain the Dyson–Schwinger
equation of the Π(λλ) self-energy component from Eq. (6.46). One finds
Π(λλ) abij (k) = −
1
2
∫
dDk′
(2pi)D
(−g)V acdikl (k− k′,k′)G(AG
′) cc′
kk′(k − k′)G(AH
′) dd′
l l′ (k
′)
Γ(λG
′H′) bc′d′
jk′l′ (k
′− k,−k′)
−1
2
∫
dDk′
(2pi)D
dDk′′
(2pi)D
ig2V acdeiklm G
(AF ′) cc′
kk′(k − k′)G(AG
′) dd′
l l′ (k
′− k′′)G(AH′) ee′mm′(k′′)
Γ(L
′G′H′)h′d′e′
s′l′m′(k
′′− k′,−k′′)G(L′K′)h′g′s′r′ (k′) Γ(λF
′K′) bc′g′
jk′r′ (k
′− k,−k′)
−1
6
∫
dDk′
(2pi)D
dDk′′
(2pi)D
ig2V acdeiklm G
(AF ′) cc′
kk′(k − k′− k′′)G(AG
′) dd′
l l′ (k
′)G(AH
′) ee′
mm′(k
′′)
Γ(λF
′G′H′) bc′d′e′
jk′ l′m′(k
′+ k′′− k,−k′,−k′′) (6.50)
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Figure 6.5: Dyson–Schwinger equation of the Π(λλ) self-energy component, Eq. (6.50).
where we have used the symmetry of the vertex V acdeiklm in the last three pairs of indices to combine
the first three terms arising from Eq. (6.49) into one. We have illustrated Eq. (6.50) in Fig. 6.5.
6.2.3 DSE for Π(λA)(k)
Taking the derivative of Eq. (6.23) with respect to Abj(y) instead of λbj(y) as in the previous
subsection and afterwards setting the sources to zero leads to the Dyson–Schwinger equation
for the Π(λA) self-energy component, namely
δ2Γ
δλai(x) δAbj(y)
∣∣∣∣
J=I=0
=
(∆−1)(λA) abij (x, y)︷ ︸︸ ︷
−i δab [(+σ∂t −∆) δij + (1− σκ ) ∂i∂j] δ(x− y)
− ig
2!
facd
[(
1− σκ
)[
δik∂ ′l − δil∂k
]
+ 2
[
δik∂l− δil∂ ′k
]
+
[
δkl∂ ′i − δlk∂i
] ] δ
δAbj(y)
δ2W
δJckA (x) δJ
dl
A (x′)
∣∣∣∣x′= x
J = I =0
− ig
2
3!
V acdeiklm
δ
δAbj(y)
δ3W
δJckA (x) δJ
dl
A (x) δJ
em
A (x)
∣∣∣∣
J=I=0
− ig
2
2!
V acdbiklj δ(x− y)
δ2W
δJckA (x) δJ
dl
A (x)
∣∣∣∣
J=I=0
(6.51)
and by comparison with Eq. (4.150) to
Π(λA) abij (x, y) = −
ig
2!
facd
[(
1− σκ
)[
δik∂ ′l − δil∂k
]
+ 2
[
δik∂l− δil∂ ′k
]
+
[
δkl∂ ′i − δlk∂i
] ] δ
δAbj(y)
δ2W
δJckA (x) δJ
dl
A (x′)
∣∣∣∣x′= x
J = I =0
− ig
2
3!
V acdeiklm
δ
δAbj(y)
δ3W
δJckA (x) δJ
dl
A (x) δJ
em
A (x)
∣∣∣∣
J=I=0
− ig
2
2!
V abcdijkl δ(x− y)G(AA) cdkl (x, x) (6.52)
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Figure 6.6: Dyson–Schwinger equation of the Π(λA) self-energy component, Eq. (6.53).
The first two terms are almost the same as in the corresponding expression (6.46) of the Π(λλ)
case and can be evaluated by means of Eqs. (6.48) and (6.49) easily. From the third term one
obtains an additional tadpole contribution. Altogether one arrives at
Π(λA) abij (k) = −
1
2
∫
dDk′
(2pi)D
(−g)V acdikl (k− k′,k′)G(AG
′) cc′
kk′(k − k′)G(AH
′) dd′
l l′ (k
′)
Γ(AG
′H′) bc′d′
jk′l′ (k
′− k,−k′)
−1
2
∫
dDk′
(2pi)D
dDk′′
(2pi)D
ig2V acdeiklm G
(AF ′) cc′
kk′(k − k′)G(AG
′) dd′
l l′ (k
′− k′′)G(AH′) ee′mm′(k′′)
Γ(L
′G′H′)h′d′e′
s′l′m′(k
′′− k′,−k′′)G(L′K′)h′g′s′r′ (k′) Γ(AF
′K′) bc′g′
jk′r′ (k
′− k,−k′)
−1
6
∫
dDk′
(2pi)D
dDk′′
(2pi)D
ig2V acdeiklm G
(AF ′) cc′
kk′(k − k′− k′′)G(AG
′) dd′
l l′ (k
′)G(AH
′) ee′
mm′(k
′′)
Γ(AF
′G′H′) bc′d′e′
jk′ l′m′(k
′+ k′′− k,−k′,−k′′)
−1
2
∫
dDk′
(2pi)D
ig2V abcdijkl G
(AA) cd
kl (k
′) (6.53)
which is depicted in Fig. 6.6.
6.2.4 DSE for Π(Aλ)(k)
From the gauge field equation (6.31) one obtains by taking the derivative with respect to λbj(y)
for vanishing sources
δ2Γ
δAai(x) δλbj(y)
∣∣∣∣
J=I=0
=
(∆−1)(Aλ) abij (x, y)︷ ︸︸ ︷
−i δab [(−σ∂t −∆) δij + (1− σκ ) ∂i∂j] δ(x− y)
−igfacd
[
−(1− σκ)[δik∂ ′l + δkl(∂i + ∂ ′i )]+ 2 [δkl∂ ′i + δik(∂l + ∂ ′l )]
− [δil∂ ′k+ δil(∂k + ∂ ′k)] ] δδλbj(y) δ2WδJckλ (x) δJdlA (x′)
∣∣∣∣x′= x
J = I =0(. . .)
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(cont.) − ig
2
2!
V eacdmikl
δ
δλbj(y)
δ3W
δJemλ (x) δJ
ck
A (x) δJ
dl
A (x)
∣∣∣∣
J=I=0
− ig
2
2!
V bacdjikl δ(x− y)
δ2W
δJckA (x) δJ
dl
A (x)
∣∣∣∣
J=I=0
− g
κ
facd ∂i
δ
δλbj(y)
δ2W
δJcω¯(x′) δJdω(x)
∣∣∣∣x′= x
J = I =0
(6.54)
and consequently
Π(Aλ) abij (x, y) = −igfacd
[
−(1− σκ)[δik∂ ′l + δkl(∂i + ∂ ′i )]+ 2 [δkl∂ ′i + δik(∂l + ∂ ′l )]
− [δil∂ ′k+ δil(∂k + ∂ ′k)] ] δδλbj(y) δ2WδJckλ (x) δJdlA (x′)
∣∣∣∣x′= x
J = I =0
− g
κ
facd ∂i
δ
δλbj(y)
δ2W
δJcω¯(x′) δJdω(x)
∣∣∣∣x′= x
J = I =0
− ig
2
2!
V bacdjikl δ(x− y)G(AA) cdkl (x, x)
− ig
2
2!
V eacdmikl
δ
δλbj(y)
δ3W
δJemλ (x) δJ
ck
A (x) δJ
dl
A (x)
∣∣∣∣
J=I=0
(6.55)
The first term in Eq. (6.55) is again easily obtained from identity (6.48). However, evaluating the
last term by means of Eq. (6.49), one has to observe that this time only two of the first three terms
in Eq. (6.49) are identical: the third one has to be treated separately. Finally, Eq. (6.55) contains
a new term involving gauge ghosts that we have not encountered so far. It can be calculated by
use of the relation
δ
δEbj(y)
δ2W
δJcω¯(x′) δJdω(x)
∣∣∣∣
J=I=0
= −
∫
dDk
(2pi)D
dDk′
(2pi)D
e−ik(x−y)eik
′(x−x′)G(ω) c
′c(−k′)
G(ω) dd
′
(k − k′) Γ(ω¯ωE) d′c′bj (k′− k,−k′) (6.56)
which is obtained in the same way as the corresponding relations (6.48) and (6.49) above. After
some algebra one is led to
Π(Aλ) abij (k) = −
∫
dDk′
(2pi)D
(−g)V cdakli (k′,−k)G(λA) cc
′
kk′(k − k′)G(AH
′) dd′
l l′ (k
′)
Γ(λAH
′) bc′d′
jk′l′ (k
′− k,−k′)
−
∫
dDk′
(2pi)D
dDk′′
(2pi)D
ig2V eacdmikl G
(AF ′) cc′
kk′(k − k′)G(AG
′) dd′
l l′ (k
′− k′′)G(λA) ee′mm′(k′′)
Γ(L
′G′A)h′d′e′
s′l′m′(k
′′− k′,−k′′)G(L′K′)h′g′s′r′ (k′) Γ(λF
′K′) bc′g′
jk′r′ (k
′− k,−k′)
−1
2
∫
dDk′
(2pi)D
dDk′′
(2pi)D
ig2V eacdmikl G
(λA) ec′
mk′(k − k′)G(AG
′) cd′
kl′ (k
′− k′′)G(AH′) de′lm′ (k′′)
Γ(L
′G′H′)h′d′e′
s′l′m′(k
′′− k′,−k′′)G(L′K′)h′g′s′r′ (k′) Γ(λAK
′) bc′g′
jk′r′ (k
′− k,−k′)
−1
2
∫
dDk′
(2pi)D
dDk′′
(2pi)D
ig2V eacdmikl G
(AF ′) cc′
kk′(k − k′− k′′)G(AG
′) dd′
l l′ (k
′)G(λA) ee
′
mm′(k
′′)
Γ(λF
′G′A) bc′d′e′
jk′ l′m′(k
′+ k′′− k,−k′,−k′′)
+
∫
dDk′
(2pi)D
ig
κ
f cda(k − k′)iG(ω) c′c(−k′)G(ω) dd′(k − k′) Γ(ω¯ωλ) d′c′bj (k′− k,−k′)
−1
2
∫
dDk′
(2pi)D
ig2V bacdjikl G
(AA) cd
kl (k
′) (6.57)
A graphical representation of this identity can be found in Fig. 6.7.
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Figure 6.7: Dyson–Schwinger equation of the Π(Aλ) self-energy component, Eq. (6.57).
6.2.5 DSE for Π(AA)(k)
Finally, we come to the pure gauge field component Π(AA). Because of (∆−1)(AA) abij = 0, one has
in this case
Π(AA) abij (x, y) =
δ2Γ
δAai(x) δAbj(y)
∣∣∣∣
J=I=0
(6.58)
and thus obtains from Eq. (6.31)
Π(AA) abij (x, y) = −igfacd
[
−(1− σκ)[δik∂ ′l + δkl(∂i + ∂ ′i )]+ 2 [δkl∂ ′i + δik(∂l + ∂ ′l )]
− [δil∂ ′k+ δil(∂k + ∂ ′k)] ] δδAbj(y) δ2WδJckλ (x) δJdlA (x′)
∣∣∣∣x′= x
J = I =0
− g
κ
facd ∂i
δ
δAbj(y)
δ2W
δJcω¯(x′) δJdω(x)
∣∣∣∣x′= x
J = I =0
− ig2V eacbmikj δ(x− y)G(λA) ecmk(x, x)
− ig
2
2!
V eacdmikl
δ
δAbj(y)
δ3W
δJemλ (x) δJ
ck
A (x) δJ
dl
A (x)
∣∣∣∣
J=I=0
(6.59)
The same relations that were used in the derivation of the Dyson–Schwinger equation of Π(Aλ)
pursued in the previous subsection can also be used to evaluate expression (6.59).
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Figure 6.8: Dyson–Schwinger equation of the Π(AA) self-energy component, Eq. (6.60).
One is led to the final identity
Π(AA) abij (k) = −
∫
dDk′
(2pi)D
(−g)V cdakli (k′,−k)G(λA) cc
′
kk′(k − k′)G(Aλ) dd
′
l l′ (k
′)
Γ(AAλ) bc
′d′
jk′l′ (k
′− k,−k′)
−
∫
dDk′
(2pi)D
dDk′′
(2pi)D
ig2V eacdmikl G
(AF ′) cc′
kk′(k − k′)G(AG
′) dd′
l l′ (k
′− k′′)G(λA) ee′mm′(k′′)
Γ(L
′G′A)h′d′e′
s′l′m′(k
′′− k′,−k′′)G(L′K′)h′g′s′r′ (k′) Γ(AF
′K′) bc′g′
jk′r′(k
′− k,−k′)
−1
2
∫
dDk′
(2pi)D
dDk′′
(2pi)D
ig2V eacdmikl G
(λA) ec′
mk′(k − k′)G(AG
′) cd′
kl′ (k
′− k′′)G(AH′) de′lm′ (k′′)
Γ(AG
′H′)h′d′e′
s′l′m′(k
′′− k′,−k′′)G(Aλ)h′g′s′r′ (k′) Γ(AAλ) bc
′g′
jk′r′ (k
′− k,−k′)
−1
2
∫
dDk′
(2pi)D
dDk′′
(2pi)D
ig2V eacdmikl G
(AF ′) cc′
kk′(k − k′− k′′)G(AG
′) dd′
l l′ (k
′)G(λA) ee
′
mm′(k
′′)
Γ(AF
′G′A) bc′d′e′
jk′ l′m′(k
′+ k′′− k,−k′,−k′′)
+
∫
dDk′
(2pi)D
ig
κ
f cda(k − k′)iG(ω) c′c(−k′)G(ω) dd′(k − k′) Γ(ω¯ωA) d′c′bj (k′− k,−k′)
−
∫
dDk′
(2pi)D
ig2V eacbmikj G
(λA) ec
mk(k
′) (6.60)
which completes our derivation of the Dyson–Schwinger equations in Bo¨deker’s effective theory.
Chapter 7
Conclusions and Outlook
In this work we have constructed an analytic approach to the non-perturbative physics encoded
in Bo¨deker’s effective theory [29, 30]. Our approach is based on Dyson–Schwinger equations
and allows for an investigation of the non-perturbative dynamics of soft, non-abelian hot gauge
fields that is independent of the existing lattice studies of Bo¨deker’s theory [32, 33]. The main
motivation was to provide a complementary tool that is capable of giving a physical picture
of what is really going on in the non-perturbative sector. Such a deeper understanding is of
broad theoretical interest. Applications range from baryogenesis and the determination of the
hot sphaleron rate [44] or the friction exerted on the bubble wall during the phase transition [45]
to the phenomenon of magnetic screening in general. The generation of a magnetic mass is equally
relevant to heavy ion collisions and the physics of the quark–gluon plasma [34–37].
The basic starting point is to transform Bo¨deker’s Langevin equation into a path integral.
This path integral formulation then allows to apply the standard quantum field theoretic pro-
cedure of deriving Dyson–Schwinger equations. However, a couple of obstacles had to be
overcome. It proves to be essential to keep control over the gauge dependence when ultimately
the system of Dyson–Schwinger equations is truncated. This enforced a generalisation of the
Langevin equation to a wider class of flow gauges and the introduction of gauge ghosts.
By generalising methods of stochastic quantisation [41] in order to cope with a different time
structure in Bo¨deker’s theory, we introduced a gauge fixing term into the Langevin equation.
The gauge fixed equation was then transformed into a path integral.
From this path integral, in principle, one could deduce the Dyson–Schwinger equations.
However, it would hardly be avoidable to introduce an uncontrolled gauge dependence when
finally truncating these equations. To control this gauge dependence, we therefore enlarged the
system by the introduction of gauge ghosts (which is optional in stochastic quantisation). This
enlarged system is endowed with a BRST symmetry reflecting the gauge invariance; and we have
derived the corresponding Ward–Takahashi identity, Eq. (4.202). A consistent truncation of
the Dyson–Schwinger equations is achieved if the gauge and ghost sectors are truncated in
accordance with this identity.
A second class of restrictions exists, so-called stochastic Ward identities known from stochastic
quantisation [41]. These reflect the characteristic structure of the path integral action induced
by its origin in a stochastic differential equation. Originally, this structure is expressed in form of
another BRST symmetry involving a second type of ghost fields (EOM ghosts). By introducing
gauge ghosts, however, we destroyed this stochastic BRST symmetry. Nevertheless, the physical
contents of the theory is not changed in this process. By directly referring to the underlying
structure, we have deduced the stochastic Ward identities, Eqs. (4.199) – (4.201), after the EOM
ghosts have been eliminated. They were found to cause a cancellation among several terms of
the gauge Ward identity. Other consequences of the stochastic Ward identities are, for example,
the vanishing of the auxiliary field propagator to all orders and the non-existence of pure gauge
field vertices (likewise to all orders).
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The elimination of the EOM ghosts (that would destroy the gauge BRST symmetry if present)
was possible because their total contribution evaluates to a constant in the flow gauges we are
considering combined with dimensional regularisation. This is, at first, a formal consequence of
the causal time structure of the Langevin equation. To clarify this point and the role played by
the EOM ghosts within the formalism, especially their relation to the gauge/auxiliary field sector,
we have derived the perturbative Feynman rules corresponding to our path integral formulation
of Bo¨deker’s effective theory (see Appendix B for a compilation of the Feynman rules).
We could identify a general cancellation of all diagrams containing EOM ghosts against con-
tributions from the gauge/auxiliary field sector. The corresponding diagrams are related by an
exchange of the EOM ghost propagators for the mixed Aλ propagators. We have proven that this
cancellation is not accidental but a general consequence of the stochastic Ward identities. It is
not specific to Bo¨deker’s theory and occurs in any theory that is based on a Langevin equation
via the described formalism.
Furthermore, with our choice of gauge and dimensional regularisation all individual diagrams
involved in the cancellation vanish by themselves.1 This explains why there is not a leftover from
the gauge/auxiliary field sector when EOM ghosts are eliminated from the theory. However, it
would be interesting if a BRST symmetric formulation can be constructed that at the same time
contains both kinds of ghost fields.
Finally, we have deduced the Dyson–Schwinger equations of the theory. They contain, in
principle, the possibility of (finite!) vertices coupling auxiliary fields to gauge ghosts or gauge
field/auxiliary field vertices with more than one auxiliary field, that both are not present at tree
level. Whether these vertices are really non-zero, will be an interesting question to be decided by
an implementation of our formalism.
In combination with the gauge and stochastic Ward identities given in Eqs. (4.199) – (4.201),
the Dyson–Schwinger equations (6.38), (6.44), (6.50), (6.53), (6.57) and (6.60) provide all
the necessary tools for an analytic study of the non-perturbative physics encoded in Bo¨deker’s
effective theory.
Let us close this discussion with a first suggestion of a truncation that could be a starting
point for an implementation of our formalism. Ultimately, we are interested in the gauge/auxiliary
field sector of the theory. The ghosts are merely a device to maintain gauge invariance in spite
of a probably more than rough truncation of the gauge field sector. Their job is to heal the
wounds (at least the deeper ones) that we inflict by truncating the gauge sector.
To make this point clear: If we could treat the full, infinite tower of Dyson–Schwinger
equations for the gauge and auxiliary fields exactly, the gauge ghosts would decouple from this
system. We could solve for the gauge and auxiliary field quantities alone. Afterwards we could
use these solutions as input for the Dyson–Schwinger equations of the ghost sector, compute
the ghost quantities and finally insert everything into the Ward identities to find them perfectly
observed.
This was heaven, let’s see what happens on earth: First of all, we only consider the Dyson–
Schwinger equations for the two-point functions. On this level, there exist two independent
quantities in the gauge/auxiliary field sector. They may be chosen, for instance, as the two self-
energy components Π(λλ) and Π(λA). The corresponding Dyson–Schwinger equations (6.50)
and (6.53) are coupled to the higher n-point functions via the full vertices. By using some ansatz
for the vertex functions, one can close the two equations and thus compute Π(λλ) and Π(λA).
Inserting these solutions into the Dyson–Schwinger equation (6.38) then determines the gauge
ghost self-energy Π(ω) too. However, if we finally check the Ward identities with these solutions,
we will probably find them violated. This tells us that we did not do a good job in choosing our
vertex functions and not unlikely have calculated a gauge artefact.
To improve upon this situation, we either have to make a good guess at the vertex functions
or to implicitly use the Ward identity in the calculation, rather than at the end to merely check
the result. We therefore suggest (as a starting point) the following scheme.
1For most diagrams this follows already from the k0 structure of the propagators and the k0 independence of
the vertices. However, one needs dimensional regularisation for the tadpole contributions (don’t forget the Cauchy
path at infinity).
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First of all, note that the stochastic Ward identities (4.199) – (4.201) are identically satisfied if
we assume that the vertex functions only depend on the vector components of momentum (as the
tree level vertices do) and that the full ghost and mixed propagator have the same pole structure
in k0 as their tree level counterparts. It is not too difficult to see that this also implies that
all contributions on the right-hand side of the Dyson–Schwinger equation (6.60) for Π(AA)
vanish. This is in agreement with our general statement (4.187) that Π(AA) has to be zero as a
consequence of the stochastic Ward identity.
To keep things simple for the beginning, we especially use the tree level approximation for the
vertices (i.e. Γ(ω¯ωλ) = 0 etc.). With these approximations and reading the Dyson–Schwinger
equations in terms of propagators instead of self-energies, the gauge ghost equation (6.38) then
only contains the ghost propagator G(ω) and the pure gauge field propagator G(AA) (see Fig. 7.1).
Our aim is to combine this ghost equation with the Dyson–Schwinger equation (6.53) for
the mixed self-energy Π(λA) (see Fig. 7.2). In the language of propagators, the latter is a relation
between G(Aλ) and G(AA).
We then close the system of these two equations by (approximately) expressing the ghost
propagator G(ω) via the gauge Ward identity in terms of G(Aλ) and G(AA).
According to our assumptions on the vertices, only two of the five contributions to the right-
hand side of the gauge Ward identity (4.202) survive: the first term and the fourth one. Multi-
plication with −iki/|k|2 then leads to (see Fig. 7.3)
G(ω) ab(k) = iσP(L)ij (k)G
(Aλ) ab
ij (k)
+ iσP(L)kk′ (k)G
(Aλ) b′b
kk′(k)
∫
dDk′
(2pi)D
g2
κ
facdf c
′b′d′iσP
(L)
l l′ (k
′)G(Aλ) cc
′
ll′ (k
′)
P
(L)
i i′ (k)G
(AA) dd′
i i′(k − k′)
−σ ki|k|2 G
(Aλ) aa′
i i′(k)
∫
dDk′
(2pi)D
g2f bcdV a
′d′c′
i′k′j′ (k− k′,k′)G(Aλ) c
′c
j′j (k
′)G(AA) dd
′
jk′(k
′− k) (7.1)
where P(L)ij is the longitudinal projector and we have replaced the occurrences of G
(ω) on the right-
hand side of the equation with the leading approximation G(ω) ab(k) = iσP(L)ij (k)G
(Aλ) ab
ij (k).
By this procedure we ensure that the Ward identities are (approximately) observed during
truncation: The contribution of the gauge ghosts, that would decouple if we could calculate
exactly, is adjusted in such a way as to cure the violation of gauge invariance that is caused by
the truncation of the gauge sector.
Of course, it would have been interesting to see our machinery at work. However, the rich
structure took its toll: A theory comprising a gauge field as QCD, an auxiliary field like a second
QCD and depending on the situation up to two different kinds of ghosts has a certain tendency
to render simple calculations into adventures. We did survive all adventures and finally report
to have assembled all the necessary tools for a new approach to the non-perturbative physics
encoded in Bo¨deker’s effective theory.
One can now start “playing” with our equations, try something out, maybe starting with our
first suggestion above. One may improve upon this ansatz by introducing sophisticated vertices
or another way to incorporate the Ward identities. Wherever such an attempt will lead to, one
can always go back to the exact relations we provided in this work and start anew. We hope that
this new “basis camp” will be helpful in understanding the strange behaviour of hot non-abelian
gauge fields.
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Figure 7.1: Dyson–Schwinger equation (6.38) for Π(ω) in the proposed approximation. It
provides a relation between the ghost propagator G(ω) and the pure gauge field propagator G(AA).
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Figure 7.2: Dyson–Schwinger equation (6.53) for Π(λA) in the proposed approximation. It
provides a relation between the mixed propagator G(Aλ) and the gauge field propagator G(AA).
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G(ω) ab(k) = iσP
(L)
ij G
(Aλ) ab
ij (k) − i ki|k|2
gfacdd, ic b
+ σ ki|k|2 gf bcdd, jc, ja, i
Figure 7.3: Gauge Ward identity (4.202) in the proposed approximation. The ghost propaga-
tors on the right-hand side of the equation can approximately be replaced by the longitudinal
projection of G(Aλ). In this way, G(ω) can be expressed in terms of G(Aλ) and G(AA) and the
Dyson–Schwinger equations for Π(ω) and Π(λA) close.
Appendix A
Conventions and Useful Relations
Space-time conventions
Except for Chapter 2, we are always dealing with three-vectors. Therefore, we do not distinguish
between co- and contravariant indices. One of our three-vectors, e.g. A, is once and for all times
defined as made up out of the co- or contravariant components of the corresponding four-vector.
Our three-vector A, for instance, consists of the contravariant components Aµ = (A0,A). Then,
Ai is simple the i’th component of this three-vector, no matter if the i is downstairs or upstairs.
We put it where we find same space left between all the other indices. Note however, that we
often write A(x) and dx instead of A(t,x) and dtdD−1x for the sake of brevity. The number of
space-time dimensions is D, the number of spacial dimensions D − 1.
Fourier transformation
Though generally we are using three-vectors, in the Fourier transformation we use four-vector
notation
f(x) =
∫
dDk
(2pi)D
e−ikxf(k) (A.1)
with −ikx = −ik0t+ ik · x.
Gauge fields and covariant derivatives
The covariant derivative in the adjoint representation is
Dabµ = δ
ab∂µ + gfabcAcµ (A.2)
Dabi = δ
ab∂i − gfabcAci (A.3)
Dab = δab∇− gfabcAc (A.4)
Dabt = δ
ab∂t + gfabcAc0 (A.5)
Jacobi identity of the structure constants
fabdfdce + f bcdfdae + fcadfdbe = 0 (A.6)
The non-abelian electric and magnetic field are defined
Eak = F ak0
Bak = − 12²0kµνF aµν
⇐⇒ E
a = −A˙a −DabAb0
Ba = ∇×Aa + 12gfabcAb ×Ac
(A.7)
with ²0123 = +1.
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Grassmann variables
Our Grassmann derivative is a left derivative
f(ϑ) = f0 + ϑ
∂f(ϑ)
∂ϑ
(A.8)
the path integral measure
DωDω¯ =
∏
a,x
[dωa(x) dω¯a(x)] (A.9)
Expressing connected quantities by 1PI quantities
δab δij δFG δ(x− y) =
∫
du G
(FH) ac
ik(x, u) Γ
(HG) cb
kj(u, y) =
∫
du Γ(FH) acik(x, u)G
(HG) cb
kj(u, y)
(A.10)
δab δ(x− y) = −
∫
du G(ω) ac(x, u) Γ(ω¯ω) cb(u, y) = −
∫
du Γ(ω¯ω) ac(x, u)G(ω) cb(u, y)
(A.11)
W
(ω¯ωF ) abc
j (x, y, z) =
∫
du du′du′′ G(ω) a
′a(u, x)G(ω) bb
′
(y, u′)G(FG) cc
′
jj′(z, u
′′) Γ(ωω¯G) a
′b′c′
j′ (u, u
′, u′′)
(A.12)
W
(FGH) abc
ijk(x, y, z) = −
∫
du du′du′′ G(FF
′) aa′
i i′ (x, u)G
(GG′) bb′
jj′ (y, u
′)
G
(HH′) cc′
kk′(z, u
′′) Γ(F
′G′H′) a′b′c′
i′j′k′ (u, u
′, u′′) (A.13)
W
(EFGH) abcd
ijkl (w, x, y, z) =
+
∫
du du′du′′
∫
dv dv′dv′′ G(EE
′) aa′
ii′ (w, u)G
(FF ′) bb′
j j′(x, u
′) Γ(E
′F ′K′) a′b′e′
i′j′m′(u, u
′, u′′)
G
(K′L′) e′h′
m′n′(u
′′, v) Γ(L
′G′H′)h′c′d′
n′k′l′ (v, v
′, v′′)G(G
′G) c′c
k′k(v
′, y)G(H
′H) d′d
l′ l(v
′′, z)
+
∫
du du′du′′
∫
dv dv′dv′′ G(EE
′) aa′
ii′ (w, u)G
(GF ′) cb′
kj′(y, u
′) Γ(E
′F ′K′) a′b′e′
i′j′m′(u, u
′, u′′)
G
(K′L′) e′h′
m′n′(u
′′, v) Γ(L
′G′H′)h′c′d′
n′k′l′ (v, v
′, v′′)G(G
′H) c′d
k′ l(v
′, z)G(H
′F ) d′b
l′j (v
′′, x)
+
∫
du du′du′′
∫
dv dv′dv′′ G(HE
′) da′
l i′ (z, u)G
(EF ′) ab′
ij′ (w, u
′) Γ(E
′F ′K′) a′b′e′
i′j′m′(u, u
′, u′′)
G
(K′L′) e′h′
m′n′(u
′′, v) Γ(L
′G′H′)h′c′d′
n′k′l′ (v, v
′, v′′)G(G
′F ) c′b
k′j(v
′, x)G(H
′G) d′c
l′k(v
′′, y)
−
∫
du du′du′′du′′′ G(EE
′) aa′
ii′ (w, u)G
(FF ′) bb′
j j′(x, u
′)G(GG
′) cc′
kk′(y, u
′′)
G
(HH′) dd′
l l′ (z, u
′′′) Γ(E
′F ′G′H′) a′b′c′d′
i′ j′k′ l′ (u, u
′, u′′, u′′′) (A.14)
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δ
δEbj(y)
δ3W
δJckF (x) δJ
dl
G (x) δJ
em
H (x)
∣∣∣∣
J=I=0
=
+
∫
du′du′′
∫
dv dv′dv′′ G(FF
′) cc′
kk′(x, u
′) Γ(EF
′K′) bc′g′
jk′r′(y, u
′, u′′)
G
(K′L′) g′h′
r′s′ (u
′′, v) Γ(L
′G′H′)h′d′e′
s′l′m′(v, v
′, v′′)G(G
′G) d′d
l′l (v
′, x)G(H
′H) e′e
m′m(v
′′, x)
+
∫
du′du′′
∫
dv dv′dv′′ G(GF
′) dc′
lk′ (x, u
′) Γ(EF
′K′) bc′g′
jk′r′(y, u
′, u′′)
G
(K′L′) g′h′
r′s′ (u
′′, v) Γ(L
′G′H′)h′d′e′
s′l′m′(v, v
′, v′′)G(G
′H) d′e
l′m(v
′, x)G(H
′F ) e′c
m′k(v
′′, x)
+
∫
du′du′′
∫
dv dv′dv′′ G(HF
′) ec′
mk′(x, u
′) Γ(EF
′K′) bc′g′
jk′r′ (y, u
′, u′′)
G
(K′L′) g′h′
r′s′ (u
′′, v) Γ(L
′G′H′)h′d′e′
s′l′m′(v, v
′, v′′)G(G
′F ) d′c
l′k(v
′, x)G(H
′G) e′d
m′ l(v
′′, x)
−
∫
du′du′′du′′′ G(FF
′) cc′
kk′(x, u
′)G(GG
′) dd′
l l′ (x, u
′′)
G
(HH′) ee′
mm′(x, u
′′′) Γ(EF
′G′H′) bc′d′e′
jk′ l′m′(y, u
′, u′′, u′′′) (A.15)
δ
δEbj(y)
δ3W
δJckF (x) δJ
dl
G (x) δJ
em
H (x)
∣∣∣∣
J=I=0
=
∫
dDk
(2pi)D
e−ik(x−y)
∫
dDk′
(2pi)D
dDk′′
(2pi)D
[
+ G(FF
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kk′(k − k′)G(GG
′) dd′
l l′ (k
′− k′′)G(HH′) ee′mm′(k′′) Γ(L
′G′H′)h′d′e′
s′l′m′(k
′′− k′,−k′′)
G
(L′K′)h′g′
s′r′ (k
′) Γ(EF
′K′) bc′g′
jk′r′(k
′− k,−k′)
+ G(GF
′) dc′
lk′ (k − k′)G(HG
′) ed′
ml′(k
′− k′′)G(FH′) ce′km′(k′′) Γ(L
′G′H′)h′d′e′
s′l′m′(k
′′− k′,−k′′)
G
(L′K′)h′g′
s′r′ (k
′) Γ(EF
′K′) bc′g′
jk′r′(k
′− k,−k′)
+ G(HF
′) ec′
mk′(k − k′)G(FG
′) cd′
kl′ (k
′− k′′)G(GH′) de′lm′(k′′) Γ(L
′G′H′)h′d′e′
s′l′m′(k
′′− k′,−k′′)
G
(L′K′)h′g′
s′r′ (k
′) Γ(EF
′K′) bc′g′
jk′r′(k
′− k,−k′)
+ G(FF
′) cc′
kk′(k − k′− k′′)G(GG
′) dd′
l l′ (k
′)
G
(HH′) ee′
mm′(k
′′) Γ(EF
′G′H′) bc′d′e′
jk′ l′m′(k
′+ k′′− k,−k′,−k′′)
]
(A.16)
Derivatives with respect to sources of BRST transforms
δ2Γ
δωb(y) δIaisA(x)
∣∣∣∣
J=I=0
= −δab ∂i δD(x− y) (A.17)
+gfade
∫
du′du′′G(ω) dd
′
(x, u′)G(AG) ee
′
ii′ (x, u
′′) Γ(ω¯ωG) d
′b e′
i′ (u
′, y, u′′)
δ2Γ
δωb(y) δIaisλ (x)
∣∣∣∣
J=I=0
= gfade
∫
du′du′′G(ω) dd
′
(x, u′)G(λA) ee
′
ii′ (x, u
′′) Γ(ω¯ωA) d
′b e′
i′ (u
′, y, u′′)
(A.18)
δ2Γ
δF bj(y) δIasω¯(x)
∣∣∣∣
J=I=0
= −iσδab δλF ∂j δD(x− y)
+gfade
∫
du′du′′
[
G(ω) dd
′
(x, u′)G(ω) e
′e(u′′, x) Γ(ω¯ωF ) d
′e′b
j (u
′, u′′, y)
+ iσ G(AG) dd
′
i′j′(x, u
′)G(Hλ) e
′ e
k′i′(u
′′, x) Γ(GHF ) d
′e′b
j′k′j(u
′, u′′, y)
]
(A.19)
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Momentum space proper vertex functions
The proper vertex functions in momentum space are basically given by the Fourier transforms
of the various functional derivatives of the 1PI generating functional Γ. However, due to the
translational invariance of the theory all of these Fourier transforms contain a delta function
expressing momentum conservation at the vertex. It is therefore convenient to pull these delta
functions out of the definitions of the vertex functions. In this way, the latter become functions
of one momentum variable less than indicated by the number of external legs. For instance, we
define
(2pi)DδD(k1+ k2+ k3) Γ
(ω¯ωG) abc
j(k1, k2) =
∫
dx dy dz e−ik1x−ik2y−ik3z Γ(ω¯ωG) abcj(x, y, z) (A.20)
or equivalently
Γ(ω¯ωG) abcj(x, y, z) =
∫
dDk1
(2pi)D
dDk2
(2pi)D
e−ik1(z−x)−ik2(z−y) Γ(ω¯ωG) abcj(k1, k2) (A.21)
Here, the two arguments of the proper vertex function Γ(ω¯ωG) abcj(k1, k2) refer to the (incoming)
momenta along the ghost lines leaving and entering the vertex in this order.
The choice of the N −1 momenta that are used as arguments of a vertex with N external legs
is of course arbitrary and thereby a source of possible confusion. We therefore explicitly list the
definitions of the other relevant vertex functions used in this work
Γ(FGH) abcijk(x, y, z) = −
∫
dDk2
(2pi)D
dDk3
(2pi)D
e−ik2(x−y)−ik3(x−z) Γ(FGH) abcijk(k2, k3) (A.22)
with k2 and k3 denoting the incoming momenta along the G and H line respectively, and
Γ(FGHK) abcdijkl (x, y, z, w) = −
∫
dDk2
(2pi)D
dDk3
(2pi)D
dDk4
(2pi)D
e−ik2(x−y)−ik3(x−z)
e−ik4(x−w) Γ(FGHK) abcdijkl (k2, k3, k4) (A.23)
with incoming momenta k2, k3, k4 along the G, H and K line. Note the minus signs in the last
two equations. The definitions above are chosen in such a way that they reduce at leading order
to the corresponding vertices of the Feynman rules, i.e.
Γ(ω¯ωA) abcj(k1, k2) =
ig
κ
fabckj2 + . . . (A.24)
Γ(λAA) abcijk(k2, k3) = −g V abcijk (k2,k3) + . . . (A.25)
Γ(λAAA) abcdijkl (k2, k3, k4) = ig
2 V abcdijkl + . . . (A.26)
Appendix B
Feynman Rules
In this appendix we provide a compilation of the Feynman rules corresponding to the path
integral formulation of Bo¨deker’s effective theory in κ gauge. A derivation of these rules can be
found in Chapter 5.
gauge/auxiliary field propagators
ﬀ ka, i b, j ∆(λλ) abij (k) = 0
ﬀ ka, i b, j ∆(λA) abij (k) = iδab+iσk0 + |k|2
[
δij +
(
1− σκ
) kikj
+iσk0 + σκ |k|2
]
ﬀ ka, i b, j ∆(Aλ) abij (k) = iδab−iσk0 + |k|2
[
δij +
(
1− σκ
) kikj
−iσk0 + σκ |k|2
]
ﬀ ka, i b, j ∆(AA) abij (k) = 2σTδabσ2k20 + |k|4
[
δij +
(
1− σ2κ2
) kikj |k|2
σ2k20 +
σ2
κ2 |k|4
]
EOM ghost propagator
ﬀ ka, i b, j ∆(η) abij (k) = −δab−iσk0 + |k|2
[
δij +
(
1− σκ
) kikj
−iσk0 + σκ |k|2
]
gauge ghost propagator
ﬀ ka b ∆(ω) ab(k) = κ δabiκk0 − |k|2
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λA2 vertex
©*
k1
HY
?k2 k3
a, i
b, j c, k
−g V abcijk (k2,k3) = −gfabc
{(
1− σκ
)(
δijkk3 − δikkj2
)
+2
(
δijkk2 − δikkj3
)
+ δjk
(
ki3 − ki2
)}
λA3 vertex
k1
Qs
k2
+´
k3
3´
k4
Qk
a, i b, j
c, k d, l
ig2 V abcdijkl = ig
2
{
facef bde(δijδkl− δilδkj)
+ fabef cde(δikδjl− δilδjk)
+ fadef bce(δijδkl− δikδjl)
}
ηη¯A vertex
k1
?
k2
³1 k3
HY	
a, i
b, j c, k
ig V abcijk (k2,k3) = igf
abc
{(
1− σκ
)(
δijkk3 − δikkj2
)
+2
(
δijkk2 − δikkj3
)
+ δjk
(
ki3 − ki2
)}
ηη¯A2 vertex
k1
Qs
k2
+´
k3
3´
k4
Qk

a, i b, j
c, k d, l
g2 V abcdijkl = g
2
{
facef bde(δijδkl− δilδkj)
+ fabef cde(δikδjl− δilδjk)
+ fadef bce(δijδkl− δikδjl)
}
ωω¯A vertex
k1
?
k2
³1 k3
HY
a
b c, k
ig
κ
fabckk2
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