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Abstract The Crank-Nicolson (short for C-N) scheme for solving backward stochastic differential equation
(BSDE), driven by Brownian motions, was first developed by the authors W. Zhao, L. Chen and S. Peng
[SIAM J. Sci. Comput., 28 (2006), 1563–1581], and numerical experiments showed that the accuracy of this
C-N scheme was of second order for solving BSDE. This C-N scheme was extended to solve decoupled forward-
backward stochastic differential equations (FBSDEs) by W. Zhao, Y. Li and Y. Fu [Sci. China. Math., 57 (2014),
665–686], and it was numerically shown that the accuracy of the extended C-N scheme was also of second order.
To our best knowledge, among all one-step (two-time level) numerical schemes with second-order accuracy for
solving BSDE or FBSDEs, such as the ones in the above two papers and the one developed by the authors D.
Crisan and K. Manolarakis [Ann. Appl. Probab., 24, 2 (2014), 652–678], the C-N scheme is the simplest one in
applications. The theoretical proofs of second-order error estimates reported in the literature for these schemes
for solving decoupled FBSDEs did not include the C-N scheme.
The purpose of this work is to theoretically analyze the error estimate of the C-N scheme for solving decoupled
FBSDEs. Based on the Taylor and Itoˆ-Taylor expansions, the Malliavin calculus theory (e.g., the multiple
Malliavin integration-by-parts formula), and our new truncation error cancelation techniques, we rigorously
prove that the strong convergence rate of the C-N scheme is of second order for solving decoupled FBSDEs,
which fills the gap between the second-order numerical and theoretical analysis of the C-N scheme.
Keywords Convergence analysis, Crank-Nicolson scheme, decoupled forward backward stochastic differential
equations, Malliavin calculus, trapezoidal rule.
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1 Introduction
Let (Ω,F ,F, P ) be a filtered complete probability space, where F = (Ft)06t6T is the natural filtration
of the standard d-dimensional Brownian motion Wt = (W
1
t , . . . ,W
d
t )
⊤, t ∈ [0, T ], on the probability
space (Ω,F ,F, P ), and T is a fixed finite horizon. Let L2 = L2F(0, T ) be the set of all Ft-adapted and
mean-square-integrable vector or matrix processes for t ∈ [0, T ].
In this paper, on the space (Ω,F ,F, P ), we consider numerical solutions of decoupled forward-backward
stochastic differential equations (FBSDEs) in the following integral form.

Xt = X0 +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs, (SDE)
Yt = ϕ(XT ) +
∫ T
t
f(s,Xs, Ys, Zs)ds−
∫ T
t
ZsdWs, (BSDE)
(1.1)
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for t ∈ [0, T ], where X0 is the initial condition of the forward stochastic differential equation (SDE),
ϕ(XT ) is the terminal condition of the backward stochastic differential equation (BSDE), b is the drift
coefficient valued in Rd, σ is the diffusion matrix valued in Rd×d, and f valued in R is the generator
function. Note that the two integrals with respect to Ws in (1.1) are the Itoˆ-type integrals.
A triple (Xs, Ys, Zs) : [0, T ] × Ω → R
d × R × R1×d is called an L2-adapted solution of (1.1) if it is
Fs-adapted, L
2-integrable, and satisfies (1.1). In [19], under some standard conditions on the coefficients
of (1.1), Pardoux and Peng originally proved the existence and uniqueness of the solution of nonlinear
BSDE with more general terminal condition YT = ξ ∈ FT . And the solution
(
Ys, Zs
)
of (1.1) can be
represented as ( [9, 12, 14, 20, 22])
Ys = u(s,Xs), Zs = ux(s,Xs)σ(s,Xs), ∀ s ∈ [0, T ), (1.2)
where u(t, x) is the smooth solution of the following parabolic partial differential equation (PDE).
ut(t, x) +
1
2
d∑
i,j=1
[σσ∗]i,j(t, x)uxixj (t, x) +
d∑
i=1
bi(t, x)uxi(t, x) + f(t, x, u(t, x), ux(t, x)σ(t, x)) = 0 (1.3)
with the terminal condition u(T, x) = ϕ(x).
FBSDEs have important applications in many fields including mathematical finance, partial differential
equations, stochastic control, risk measure, and so on [1,12,17,21,23]. So it is interesting and important
to find solutions of FBSDEs. Usually, it is difficult to get the analytical solutions in an explicit closed
form. Thus numerical methods for solving FBSDEs are desired, especially accurate, effective and efficient
ones. Many numerical schemes for solving BSDE and decoupled FBSDEs have been developed, among
which some are Euler-type methods with convergence rate 12 , such as [2–4, 6–8, 10, 11, 15, 24] and some
are high-order numerical methods, such as [5, 16, 25–32].
To our best knowledge in the literature, up to now, one-step second-order numerical schemes for solving
BSDE and decoupled FBSDEs were proposed and studied in [5, 25, 28, 29, 32]. In 2006, Zhao, Chen and
Peng proposed numerical schemes for solving BSDE in [25], in which the Crank-Nicolson (short for C-N)
is included. Numerical experiments showed that the accuracy of the C-N scheme was of second order for
solving BSDE and its second-order convergence was theoretically proved in [28]. And in 2014, Zhao, Li
and Fu proposed three one-step second-order schemes, including the C-N scheme, for solving decoupled
FBSDEs [29], and theoretically proved second-order convergence of them but not of the C-N one. By
introducing new Gaussian processes, second-order numerical schemes were presented and analyzed for
solving BSDE [5] and for decoupled FBSDEs in [32]. The introduced new Gaussian processes simplified
the proof of error estimates of the schemes, but doubled the computational complexity for solving BSDE
or FBSDEs.
Among all these one-step second-order schemes, concerning their applications and coding in solving
BSDE or FBSDEs, the simplest one is the C-N scheme. It was proposed in [25] for solving BSDE and
the extension for solving decoupled FBSDEs was introduced in [29]. The second-order convergence rate
of the C-N scheme for BSDE was proved in [28], but for decoupled FBSDEs is still open until now.
The purpose of this paper is to give a rigorously theoretical analysis on second-order convergence of the
C-N scheme for solving decoupled FBSDEs (1.1). Compared with the proof in [28] for BSDE, the analysis
for decoupled FBSDEs is much more difficult and complex. By the Taylor and Itoˆ-Taylor expansions,
the theory of multiple Malliavin calculus, and the error cancelation techniques, we are able to rigorously
prove a general error estimate result for the C-N scheme, and based on this result, we finally obtained
the theoretical second-order error estimate of the scheme for solving the decoupled FBSDEs.
Some notation to be used:
• A⊤: the transpose of vector or matrix A.
• | · |: the norm for vector or matrix defined by |A|2 =trace(A⊤A).
• Cl,k,k,kb : the set of continuously differentiable functions ψ : [0, T ]×R
d×R×Rd → R with uniformly
bounded partial derivatives ∂l1t ψ and ∂
k1
x ∂
k2
y ∂
k3
z ψ for
1
2 6 l1 6 l and 1 6 k1 + k2 + k3 6 k.
Analogously we define Cl,k,kb and C
l,k
b .
• Ckb : the set of functions ψ : x ∈ R
d → R with uniformly bounded partial derivatives ∂k1x ψ for
1 6 k1 6 k.
• F t,xs (t 6 s 6 T ): the σ-field generated by the diffusion process {Xr, t 6 r 6 s,Xt = x}.
• Et,xs [η]: the conditional mathematical expectation of the random variable η under the σ-field F
t,x
s ,
i.e., Et,xs [η] = E[η|F
t,x
s ]. Let E
x
t [η] = E[η|F
t,x
t ].
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• ∂xψ: the matrix valued function ∂xψ = (∂xjψ
i)d×d (1 6 i 6 d, 1 6 j 6 d) for vector function
ψ = (ψ1, . . . , ψd)⊤.
The rest of the paper is organized as follows. After we introduce some preliminaries in Section 2, we
review the C-N scheme proposed in [29] for solving FBSDEs (1.1) in Section 3. Then we state our main
error estimate results for the C-N scheme in Section 4, and prove them in Section 5. In Section 6, some
conclusions are given.
2 Preliminaries
2.1 Variational equations of the decoupled FBSDEs
Let (Xt,xr , Y
t,x
r , Z
t,x
r ) be the solution of the FBSDEs

Xt,xr = x+
∫ r
t
b(s,Xt,xs )ds+
∫ r
t
σ(s,Xt,xs )dWs, (SDE)
Y t,xr = ϕ(X
t,x
T ) +
∫ T
r
f(s,Xt,xs , Y
t,x
s , Z
t,x
s )ds−
∫ T
r
Zt,xs dWs, (BSDE)
(2.1)
for r ∈ [t, T ]. Here the superscript t,x means that the forward SDE starts from time t at space point x.
Let ∇xiX
t,x
r and ∇xiY
t,x
r be respectively the variation of X
t,x
r and Y
t,x
r with respect to (w.r.t.) xi
which is the i-th component of x = (x1, . . . , xd)
⊤. Taking variation ∇xi on both sides of the equations
in (2.1), we deduce


∇xiX
t,x
r = ei +
∫ r
t
bx(s,X
t,x
s )∇xiX
t,x
s ds+
∫ r
t
σjx(s,X
t,x
s )∇xiX
t,x
s dWs,
∇xiY
t,x
r = ϕx(X
t,x
T )∇xiX
t,x
T +
∫ T
r
∇xif(s,X
t,x
s , Y
t,x
s , Z
t,x
s )ds−
∫ T
r
∇xiZ
t,x
s dWs,
(2.2)
where ei =
i︷ ︸︸ ︷
(0, . . . , 0, 1, 0, . . . , 0) is the i-th coordinate basis vector of Rd, σj is the j-th column of σ(·),
and
∇xX
t,x
s = [∇x1X
t,x
s , . . . ,∇xdX
t,x
s ]d×d, ∇xY
t,x
s = [∇x1Y
t,x
s , . . . ,∇xdY
t,x
s ]1×d,
∇xZ
t,x
s =
[
[∇x1Z
t,x
s ]
⊤, . . . , [∇xdZ
t,x
s ]
⊤
]
d×d
,
∇xif(s,X
t,x
s , Y
t,x
s , Z
t,x
s ) = fx(s,X
t,x
s , Y
t,x
s , Z
t,x
s )∇xiX
t,x
s + fy(s,X
t,x
s , Y
t,x
s , Z
t,x
s )∇xiY
t,x
s
+fz(s,X
t,x
s , Y
t,x
s , Z
t,x
s )∇xiZ
t,x
s .
2.2 The Itoˆ-Taylor scheme for forward SDE
For the time interval [0, T ], we first introduce the following time partition:
0 = t0 < · · · < tN−1 < tN = T
with ∆ = tn+1 − tn for n = 0, 1, . . . , N − 2, and tN − tN−1 = ∆
2.
We shall call a row vector α = (j1, j2, . . . , jl) with ji ∈ {0, 1, . . . , d} for i ∈ {1, 2, . . . , l}, a multi-index
of length l := l(α) ∈ {1, 2, . . . , d}, and denote by v the multi-index of length zero (l(v) := 0). Let M be
the set of all multi-indices, that is,
M =
{
(j1, j2, . . . , jl) : ji ∈ {0, 1, . . . , d}, i ∈ {1, 2, . . . , l} for l = 1, 2, . . .
}
∪ {v}.
Given a multi-index α ∈M with l(α) > 1, we write −α and α− for the multi-index inM by deleting the
first and last component of α, respectively. Denote by Iα[gα(·)]tn,tn+1 the multiple Itoˆ integral recursively
defined by
Iα[gα(·)]tn,tn+1 =


Xn, l = 0,∫ tn+1
tn
Iα−[gα(·)]tn,sds, l > 1, jl = 0,∫ tn+1
tn
Iα−[gα(·)]tn,sdW
jl
s , l > 1, jl > 1,
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where the Itoˆ coefficient functions gα(t, x) are defined by
gα(t, x) =


x, l = 0,
g(0) = b(t, x), g(1) = σ(t, x), l = 1,
Lj1g−α, l > 1,
for all (t, x) ∈ R× Rd, and Lj are the differential operators defined by
L0 = ∂t +
d∑
k=1
bk
∂
∂xk
+
1
2
d∑
k,l=1
d∑
j=1
σkjσlj
∂2
∂xk∂xl
; Lj =
d∑
i=1
σij
∂
∂xi
, 1 6 j 6 d. (2.3)
In this paper, we will use the following weak order-2 Itoˆ-Taylor schemes for solving SDE:
Xn+1 =
∑
α∈Γ2
gα(tn, X
n)Iα,n = X
n + φn, (2.4)
where Xn =
(
Xn1 , . . . , X
n
d
)⊤
, Γ2 = {α ∈M : l(α) 6 2}, Iα,n := Iα[1]tn,tn+1 are the multiple Itoˆ integrals
for the index α over the time interval [tn, tn+1], and φ
n =
(
φn1 , . . . , φ
n
d
)⊤
with its i-th component
φni = bi∆+
d∑
j1=1
σij1I(j1),n +
d∑
j1,j2=1
Lj1σij2I(j1,j2),n +
1
2
d∑
j1=1
(
Lj1bi + L
0σij1
)
∆ I(j1),n +
1
2
L0bi∆
2
with I(j1,j2),n =
∫ tn+1
tn
∫ s2
tn
dW j1s1 dW
j2
s2
for j1, j2 ∈ {1, . . . , d}. In the sequel, if there is no confusion, for a
function a = a(t, x), we denote a(tn, X
n) by a.
2.3 The Malliavin calculus on SDE and BSDE
Suppose that H is a real separable Hilbert space with scalar product denoted by 〈·, ·〉H . The norm of an
element h ∈ H will be denoted by ‖h‖H . LetW = {W (h), h ∈ H} denote an isonormal Gaussian process
associated with the Hilbert space H on (Ω,F ,F, P ).
For the Brownian motion Wt = (W
1
t , . . . ,W
d
t )
⊤, we define a random variable of the form F =
f
(
W (h1), . . . ,W (hd)
)
, where hk =
(
hk,1, . . . , hk,d
)
and
W (hk) =
∫ ∞
0
hkt dWt, 1 6 k 6 d. (2.5)
Similarly we define W i(hk,i) =
∫∞
0 h
k,i
t dW
i
t , then it is easy to see W (h
k) =
d∑
i=1
W i(hk,i). For the index
α = (i) (0 6 i 6 d), let Dαt = Di,t (0 6 t 6 T ) be the Malliavin derivative of order one w.r.t. W
i
s , with
the convention that D0,t is just the identity, i.e., D0,t = 1 and
Di,tF =
d∑
k=1
∂f
∂xk,i
(W (h1), . . . ,W (hd))hk,it , for i = 1, . . . , d.
From an intuitive point of view Di,tF represents the derivative of F w.r.t. the increment of i-th Brownian
motion W i corresponding to t. We will sometimes use the following intuitive notation
D0,t = 1, Di,tF =
∂F
∂∆it
,
where ∆it = ∆W
i
n = W
i
tn+1
− W itn for 1 6 i 6 d and tn 6 t 6 tn+1. For a random variable X =
(X1, . . . , Xd)⊤, we assume
Di,tX = (Di,tX
1, . . . , Di,tX
d)⊤, DtX =
(
D1,tX, . . . , Dd,tX
)
d×d
(2.6)
and
Dαs1···sl = D
(j1,...,jl)
s1···sl = Dj1,s1 , · · ·Djl,sl (2.7)
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for the multi-indices α = (j1, . . . , jl) ∈ Al with ji ∈ {0, 1, · · · , d} (i = 1, . . . , l), where Al = {α ∈ M :
l(α) = l}, and si ∈ [0, T ]. For any integer p > 1, D
k,p is the domain of Dk (k ∈ N) in Lp(Ω), that is, Dk,p
is the closure of the class of smooth random variables F w.r.t. the norm
‖F‖pk,p = E[|F |
p] +
k∑
j=1
∑
|α|=l
∫ T
0
· · ·
∫ T
0
E[|Dαs1,...,slF |
p]ds1 . . . dsl.
For p = 2, the space D1,2 is a Hilbert space with the scalar product
〈F,G〉 = E[FG] + E[〈DF,DG〉H ],
where 〈DF,DG〉H :=
∫ T
0
d∑
i=1
Di,tF Di,tGdt.
For tn < r 6 s 6 t 6 tn+1 and i, j, k ∈ {1, 2, . . . , d}, by taking the Malliavin derivative Dj,t, Di,sDj,t
and Dk,rDi,sDj,t to the multiple integral I(j1,j2),n, we easily get
Dj,tI(j1,j2),n =
( ∫ t
tn
dW j1s1
)
δjj2 +
∫ tn+1
t
Dj,t
(
W j1s2 −W
j1
t +W
j1
t −W
j1
tn
)
dW js2
=(W j1t −W
j1
tn
)δjj2 + (W
j2
tn+1
−W j2t )δjj1 ,
Di,sDj,tI(j1,j2),n =Di,s(W
j1
t −W
j1
tn
)δjj2 +Di,s
(
W
j2
tn+1
−W j2t
)
δjj1 = δij1δjj2 ,
Dk,rDi,sDj,tI(j1,j2),n =0.
Then for s1 < s2 < s3 and α = (j1, j2.j3), it holds that
Dαs1s2s3φ
n
i = Dj3,s3φ
n
i = σij3 +
d∑
j=1
Ljσij3
(
W js3 −W
j
tn
)
+
d∑
j=1
Lj3σij
(
W
j
tn+1
−W js3
)
+ 12
(
Lj3bi + L
0σij3
)
∆, j1 = j2 = 0, j3 > 1,
Dαs1s2s3φ
n
i = Ds2,j2Ds3,j3φ
n
i =
d∑
j=1
Ljσij3δjj2 = L
j2σij3 , j1 = 0, j2, j3 > 1,
Dαs1s2s3φ
n
i = Dj1,s1Dj2,s2Dj3,s3φ
n
i = 0, j1, j2, j3 > 1.
(2.8)
For the Malliavin derivative operator Dt, we introduce the following two lemmas.
Lemma 2.3.1 (Integration-by-parts formula). For F ∈ D1,2, u ∈ L2(Ω;H) and i, j ∈ {1, 2, . . . , d}, we
have
E[F
∫ T
0
utdW
i
t ] = E[
∫ T
0
Di,tF utdt], Di,t
∫ T
0
usds =
∫ T
t
Di,tusds,
Di,t
∫ T
0
usdW
j
s = utδij +
∫ T
t
Di,tusdW
j
s , 0 < t < T,
(2.9)
where δij is the Kronecker delta function [18].
Lemma 2.3.2 (Chain-rule). If ψ : Rm → R is a continuously differential function with bounded partial
derivatives, F = (F1, . . . , Fm) (Fi ∈ D
1,2) is a random vector, and the solution
(
Xt,xr , Y
t,x
r , Z
t,x
r
)
of (2.1)
is in D1,2, then the following identities hold [12, 18]
Di,tψ(F ) =
d∑
j=1
∂ψ
∂xj
(F )Di,tFj ,
DsX
t,x
r Is6r = ∇xX
t,x
r (∇xX
t,x
s )
−1σ(s,Xt,xs )Is6r, DsY
t,x
r Is6r = ∇xY
t,x
r DsX
t,x
r Is6r .
(2.10)
3 The C-N Scheme for solving decoupled FBSDEs
Let (Xtn,X
n
t , Y
tn,X
n
t , Z
tn,X
n
t )tn6t6T (0 6 n 6 N − 1) be the solution of the FBSDEs (2.1) with t and x
replaced by tn and X
n, respectively. Then we have
Y
tn,X
n
tn
= Y tn,X
n
tn+1
+
∫ tn+1
tn
f(s,Xtn,X
n
s , Y
tn,X
n
s , Z
tn,X
n
s ) ds−
∫ tn+1
tn
Ztn,X
n
s dWs. (3.1)
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By taking the conditional mathematical expectation EX
n
tn
[·] to the above equation gives
Y
tn,X
n
tn
= EX
n
tn
[Y tn,X
n
tn+1
] +
∫ tn+1
tn
E
Xn
tn
[f tn,X
n
s ] ds (3.2)
with f tn,X
n
s := f(s,X
tn,X
n
s , Y
tn,X
n
s , Z
tn,X
n
s ). When n = N − 1, we use the Euler method to approximate
the integral in (3.2) and obtain
Y
tN−1,X
N−1
tN−1
= EX
N−1
tN−1
[
ϕ(XN )
]
+∆2f
tN−1,X
N−1
tN−1
+
2∑
j=1
RN−1yj , (3.3)
where
RN−1y1 =
∫ tN
tN−1
{
E
XN−1
tN−1
[f tN−1,X
N−1
s ]− f
tN−1,X
N−1
tN−1
}
ds, RN−1y2 = E
XN−1
tN−1
[ϕ(X
tN−1,X
N−1
tN
)− ϕ(XN )].
For 0 6 n 6 N − 2, by using the trapezoidal rule to approximate the integral in (3.2), we deduce
Y
tn,X
n
tn
= EX
n
tn
[Y
tn+1,X
n+1
tn+1
] +
1
2
∆f tn,X
n
tn
+
1
2
∆EX
n
tn
[f
tn+1,X
n+1
tn+1
] +
2∑
j=1
Rnyj , (3.4)
where
Rny1 =
∫ tn+1
tn
{EX
n
tn
[f tn,X
n
s ]−
1
2E
Xn
tn
[f tn,X
n
tn+1
]− 12f
tn,X
n
tn
}ds,
Rny2 = E
Xn
tn
[Y tn,X
n
tn+1
− Y
tn+1,X
n+1
tn+1
] + 12∆E
Xn
tn
[f tn,X
n
tn+1
− f
tn+1,X
n+1
tn+1
].
(3.5)
Let ∆Wn = Wtn+1 −Wtn for 0 6 n 6 N − 1. Multiplying (3.1) by ∆W
⊤
n , taking the conditional
mathematical expectation EX
n
tn
[·] on both sides of the derived equation, and then using the Itoˆ isometry
formula we obtain
−EX
n
tn
[Y tn,X
n
tn+1
∆W⊤n ] =
∫ tn+1
tn
E
Xn
tn
[f tn,X
n
s ∆W
⊤
n ] ds−
∫ tn+1
tn
E
Xn
tn
[Ztn,X
n
s ] ds.
When n = N − 1, the Euler scheme is applied to approximate the integral in the above equation, then
Z
tN−1,X
N−1
tN−1
=
1
∆2
E
XN−1
tN−1
[
ϕ(XN )∆W⊤N−1
]
+
1
∆2
2∑
j=1
RN−1zj , (3.6)
where
RN−1z1 =
∫ tN
tN−1
E
XN−1
tN−1
[f
tN−1,X
N−1
s ∆W⊤N−1]ds−
∫ tN
tN−1
E
XN−1
tN−1
(
[Z
tN−1,X
N−1
s ]− Z
tN−1,X
N−1
tN−1
)
ds,
RN−1z2 = E
XN−1
tN−1
[ϕ(X
tN−1,X
N−1
tN
)∆W⊤N−1 − ϕ(X
N )∆W⊤N−1].
For 0 6 n 6 N − 2, following similar derivation of the equation (3.4), we obtain the second reference
equation as
1
2
∆Ztn,X
n
tn
= −
1
2
∆EX
n
tn
[Z
tn+1,X
n+1
tn+1
] + EX
n
tn
[Y
tn+1,X
n+1
tn+1
∆W⊤n ] +
1
2
∆EX
n
tn
[f
tn+1,X
n+1
tn+1
∆W⊤n ] +
2∑
j=1
Rnzj ,
(3.7)
where
Rnz1 =
∫ tn+1
tn
E
Xn
tn
[f tn,X
n
s ∆W
⊤
n ]ds−
1
2∆E
Xn
tn
[f tn,X
n
tn+1
∆W⊤n ]
−
∫ tn+1
tn
{EX
n
tn
[Ztn,X
n
s ]−
1
2E
Xn
tn
[Ztn,X
n
tn+1
]− 12Z
tn,X
n
tn
} ds,
Rnz2 = −
1
2∆E
Xn
tn
[Ztn,X
n
tn+1
− Z
tn+1,X
n+1
tn+1
] + EX
n
tn
[
(
Y
tn,X
n
tn+1
− Y
tn+1,X
n+1
tn+1
)
∆W⊤n ]
+ 12∆E
Xn
tn
[
(
f
tn,X
n
tn+1
− f
tn+1,X
n+1
tn+1
)
∆W⊤n ].
(3.8)
Let (Y n, Zn) denote the approximation to the exact solution (Y tn,X
n
tn
, Z
tn,X
n
tn
) of BSDE (3.1) for
n = N − 1, . . . , 0. For simple representation, we denote fn := f(tn, X
n, Y n, Zn). Now, based on the
reference equations (3.3), (3.4), (3.6) and (3.7), we introduce the Crank-Nicolson scheme (Scheme 2.1
proposed in [29]) for solving decoupled FBSDEs (1.1).
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Scheme 3.1. Suppose that the initial condition X0 for the forward SDE in (1.1) and the terminal
condition ϕ for the BSDE in (1.1) are given.
1. For n = N − 1, tN − tN−1 = ∆
2, solve XN , Y N−1 and ZN−1 by
XN = XN−1 + b(tN−1, X
N−1)∆2 + σ(tN−1, X
N−1)∆W⊤N−1, (3.9a)
ZN−1 =
1
∆2
E
XN−1
tN−1
[Y N∆W⊤N−1], (3.9b)
Y N−1 = EX
N−1
tN−1
[Y N ] + ∆2fN−1. (3.9c)
2. For n = N − 2, . . . , 0, solve Xn+1, Y n, Zn by
Xn+1 = Xn +
∑
α∈Γ2\{v}
gα(tn, X
n)Iα,n, (3.10a)
1
2
∆Zn = −
1
2
∆EX
n
tn
[Zn+1] + EX
n
tn
[Y n+1∆W⊤n ] +
1
2
∆EX
n
tn
[fn+1∆W⊤n ], (3.10b)
Y n = EX
n
tn
[Y n+1] +
1
2
∆fn +
1
2
∆EX
n
tn
[fn+1]. (3.10c)
Remark 3.1. 1. In 2006, the authors in [25] proposed the following scheme for solving BSDE.
Y n =Extn [Y
n+1] + ∆tn[(1− θ
n
1 )E
x
tn
[fn+1] + θn1 f
n],
0 =Extn [Y
n+1∆W⊤n ] + ∆tn(1− θ
n
2 )E
x
tn
[fn+1∆W⊤n ]−∆tn{(1− θ
n
2 )E
x
tn
[Zn+1] + θn2Z
n},
(3.11)
where ∆tn = tn+1 − tn and f
n = f(tn, Y
n, Zn) for n = N − 1, . . . , 0 with the parameters θn1 and
θn2 in [0, 1]. The C-N scheme for BSDE is the case θ
n
1 = θ
n
2 =
1
2 . The second-order error estimate
results were proved in [28].
2. In 2012, the authors in [27] developed the following θ-scheme for BSDE: Given the terminal values
Y N and ZN , solve Y n and Zn by
Y n =Extn [Y
n+1] + ∆tn
[
(1− θ1)E
x
tn
[fn+1] + θ1f
n
]
,
θ3∆tnZ
n = θ4∆tnE
x
tn
[Zn+1] + (θ3 − θ4)E
x
tn
[Y n+1∆W⊤n ] + (1− θ2)∆tnE
x
tn
[fn+1∆W⊤n ],
(3.12)
where ∆tn = tn+1 − tn and f
n = f(tn, Y
n, Zn) for n = N − 1, . . . , 0 with the deterministic
parameters θi ∈ [0, 1] (i = 1, 2), θ3 ∈ (0, 1], and θ4 ∈ [−1, 1] constrained by |θ4| 6 θ3.
When θi =
1
2 (i = 1, 2, 3) and θ4 = −
1
2 , the above scheme becomes the C-N scheme for BSDE.
In [27] the second-order convergence rate of the above scheme was theoretically proved with the
parameters θi ∈ [0, 1] (i = 1, 2), θ3 ∈ (0, 1], and θ4 ∈ [−1, 1] constrained by |θ4| < θ3.
3. By introducing the Gaussian process
∆W˜n = 4
Wtn+1 −Wtn
∆tn
− 6
∫ tn+1
tn
(s− tn)dWs
(∆tn)2
,
the authors in [5] proposed the following scheme for solving BSDE.
Zn = Etn [
(
Y n+1 +∆tnf
n+1
)
∆W˜n], Yn = Etn [Yn+1] +
∆tn
2
(
fn + Etn [f
n+1]
)
, (3.13)
where fn = f(Xn, Y n, Zn). The authors in [5] only obtained the second-order convergence rate
of the above scheme for Xn = Xtn , i.e., the forward SDE was not discretized. Note that the
introduced stochastic process ∆W˜n in the scheme will cause computation expensive for solving
BSDE, and further it is too complex to use the scheme to solve FBSDEs.
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4 Error estimates of the C-N scheme
4.1 Assumptions on approximations of Xt
It is obvious that the accuracy of Scheme 3.1 depends on the accuracy of (2.4) for solving the forward
SDE Xt in (1.1). In this subsection, to investigate the effect of approximation of forward SDE on the
approximation solutions (Y n, Zn) in the Crank-Nicolson scheme, the following assumptions are made.
Assumption 4.1. Suppose that X0 is F0-measurable with E[|X0|
2] < ∞, and that b and σ are L2-
measurable in (t, x) ∈ [0, T ] × Rd, are linear growth bounded and uniformly Lipschitz continuous, i.e.,
there exist positive constants K and L such that
|b(t, x)|2 6 K(1 + |x|2), |σ(t, x)|2 6 K(1 + |x|2),
|b(t, x)− b(t, y)| 6 L|x− y|, |σ(t, x) − σ(t, y)| 6 L|x− y|.
(4.1)
Assumption 4.2. There is a constant K ′ > 0 such that the coefficient matrix σ satisfies the uniformly
elliptic condition
σ(t, x)σ(t, x)⊤ >
1
K ′
Id×d, ∀ (t, x) ∈ [0, T ]× R
d. (4.2)
Under the Assumption 4.1, if E[|X0|
2m] <∞ for some integer m > 1, the solution of SDE in (2.1) has
the estimate
E
[
|Xtn,X
n
s |
2m
]
6 (1 + |Xn|2m)eC(s−tn), (4.3)
for any s ∈ [tn, T ], where C is a positive constant depending only on the constants K, L and m [13].
In fact, the weak order-2 Itoˆ-Taylor schemes (2.4) for solving SDE in (1.1) have the following ap-
proximation properties and the stability property (see Proposition 5.11.1 in [13] and Assumption 4.2
in [32]).
Assumption 4.3. The approximation solutionXn (n = 0, 1, . . . , N−1) has the approximation properties
∣∣EXntn [g(Xn+1)− g(Xn)]∣∣ 6 C(1 + |Xn|2r1)∆, (4.4a)∣∣EXntn [g(Xtn,Xntn+1 )− g(Xn+1)]∣∣ 6 C(1 + |Xn|2r2)∆3, (4.4b)∣∣EXntn [(g(Xtn,Xntn+1 )− g(Xn+1))∆W⊤n ]∣∣ 6 C(1 + |Xn|2r3)∆3, (4.4c)
and the stable estimate property
max
06n6N
E
[
|Xn|r
]
6 C(1 + E[|X0|
r]), (4.5)
where ri (i = 1, 2, 3) and r are positive integers, and C is a positive constant depending on g ∈ C
2β+2
b .
The proposition below for the approximation (2.4) of Xt holds as well.
Proposition 4.1. Suppose the functions b, σ ∈ C1,2b . For n = 0, 1, . . . , N − 1, we have the estimates∑
α∈Γ2\{v}
E
Xn
tn
[|gα(tn+1, X
n+1)Iα,n+1|
2] 6 C∆, (4.6)
E
Xn
tn
[
|σ(tn+1, X
n+1)− σ(tn, X
n)|2
]
6 C∆, (4.7)
where C is a positive constant independent of Xn, Xn+1, and the time partition.
4.2 Error equations
Let (Xt,xr , Y
t,x
r , Z
t,x
r )t6r6T be the solution of the FBSDEs (2.1) with the terminal condition Y
t,x
T =
ϕ(Xt,xT ), (X
n+1, Y n, Zn) (0 6 n 6 N − 1) be its approximation solution of Scheme 3.1, and let the
truncation errors Rny1, R
n
y2, R
n
z1 and R
n
z2 be defined in (3.5) and (3.8) for 0 6 n 6 N , respectively.
For the sake of presentation simplicity, we denote
enY := Y
tn,X
n
tn
− Y n, enZ := Z
tn,X
n
tn
− Zn,
enf = f(tn, X
n, Y
tn,X
n
tn
, Z
tn,X
n
tn
)− f(tn, X
n, Y n, Zn),
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for n = N − 2, . . . , 1, 0. Subtracting (3.4) and (3.7) from (3.10c) and (3.10b), respectively, we get
enY = E
Xn
tn
[en+1Y ] +
1
2
∆enf +
1
2
∆EX
n
tn
[en+1f ] +
2∑
j=1
Rnyj, (4.8)
∆enZ = −∆E
Xn
tn
[en+1Z ] + 2E
Xn
tn
[en+1Y ∆W
⊤
n ] + ∆E
Xn
tn
[en+1f ∆W
⊤
n ] + 2
2∑
j=1
Rnzj . (4.9)
Let en∇Y := ∇xnY
tn,X
n
tn
−∇xnY
n and en∇Z := ∇xnZ
tn,X
n
tn
−∇xnZ
n. Taking variations w.r.t. Xn on both
sides of equations (4.8) and (4.9) gives us the following two equations:
en∇Y = E
Xn
tn
[en+1∇Y ∇xnX
n+1] +
1
2
∆en∇f +
1
2
∆EX
n
tn
[en+1∇f ∇xnX
n+1] +
2∑
j=1
∇xnR
n
yj (4.10)
and
∆en∇Z = −∆E
Xn
tn
[en+1∇Z ∇xnX
n+1] + 2EX
n
tn
[∆Wne
n+1
∇Y ∇xnX
n+1]
+∆EX
n
tn
[∆Wne
n+1
∇f ∇xnX
n+1] + 2
2∑
j=1
∇xnR
n
zj ,
(4.11)
where ∆Wn = (∆W
1
n , . . . ,∆W
d
n )
⊤, en+2∇Y :=
(
e
1,n+2
∇Y , . . . , e
d,n+2
∇Y
)
=
(
∇xn
1
en+2Y , . . . ,∇xnd e
n+2
Y
)
, and
en∇f = f
tn,X
n
X − f
n
X +
(
f
tn,X
n
Y − f
n
Y
)
∇xnY
tn,X
n
tn
+ fnY e
n
∇Y
+
(
f
tn,X
n
Z − f
n
Z
)
∇xnZ
tn,X
n
tn
+ fnZe
n
∇Z .
4.3 Main error estimate results
Now we state our main error estimate results in Theorems 4.1 and 4.2 below.
Theorem 4.1. For the weak order-2 Itoˆ-Taylor approximation Xn+1 satisfying (2.4), if b, σ ∈ C1,3b and
f ∈ C1,2,2,2b , then under Hypotheses 4.1, for 0 6 n 6 N − 2, it holds that
E
[
|enY |
2 + |enZ |
2 + |en∇Y |
2 +∆|en∇Z |
2
]
6 C E
[
|eN−1Y |
2 + |eN−1Z |
2 + |eN−1∇Y |
2 +∆|eN−1∇Z |
2
]
+ C
N−2∑
i=n
2∑
j=1
E
[ 1
∆3
(
|EX
i
ti
[Ri+1yj ∆W
⊤
i ]|
2 + |Rizj − E
Xi
ti
[Ri+1zj ]|
2
)
+
1
∆
(
|EX
i
ti
[Ri+1yj ]|
2 + |EX
i
ti
[∇xiR
i+1
yj ]|
2 + |EX
i
ti
[∇xiR
i+1
zj ]|
2
+ |∇xiE
Xi
ti
[Ri+1yj ∆W
⊤
i ]|
2 + |Riyj|
2 + |∇xiR
i
yj|
2 + |∇xiR
i
zj |
2
+ EX
i
ti
[|Ri+1zj |
2] + EX
i
ti
[|∇xi+1R
i+1
zj |
2]
)]
,
(4.12)
where C is a generic positive constant depending on d, T , K ′, and upper bounds of derivatives of b, σ
and f .
Theorem 4.2. Suppose b, σ ∈ C3,6b , f ∈ C
3,6,6,6
b , and ϕ ∈ C
7+α
b for some α ∈ (0, 1). Then for the weak
order-2 Itoˆ-Taylor approximation solution Xn+1, 0 6 n 6 N − 2, under Assumptions 4.1–4.3, it holds
that
max
06n6N
E
[
|enY |
2 + |enZ |
2 + |en∇Y |
2 +∆|en∇Z |
2
]
6 C∆4, (4.13)
where C is a generic positive constant depending on d, T , K ′, K, L, the initial value of Xt in (1.1), and
upper bounds of derivatives of b, σ, f and ϕ.
Remark 4.1. Scheme 3.1 is stable, which is implied by Theorem 4.1, and its solution continuously
depends on terminal condition. That is, for any given positive number ε, there exits a positive number δ,
for different terminal conditions (Y N1 , Z
N
1 ) and (Y
N
2 , Z
N
2 ), if E[|Y
N
1 − Y
N
2 |
2] < δ and E[|ZN1 −Z
N
2 |
2] < δ,
then for 0 6 n 6 N − 1, we have
E
[
|Y n1 − Y
n
2 |
2 + |Zn1 − Z
n
2 |
2
]
< ε.
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5 Proofs of the main results
In this section, we will give rigorous proofs of Theorems 4.1 and 4.2. In the sequel, we will use V arn(G)
to denote the conditional variance of random variable G, i.e., V arn(G) = EX
n
tn
[|G|2]− |EX
n
tn
[G]|2.
Before giving the proof of Theorem 4.1, we introduce the following useful lemma.
Lemma 5.0.1. For the weak order-2 Itoˆ-Taylor approximation Xn+1 satisfying (2.4), let b, σ ∈ C1,3b and
f ∈ C1,2,2,2b . Then for 0 6 n 6 N − 2, it holds that
∆
(
|enY |
2 + |enZ |
2 + |en∇Y |
2 + |en∇Z |
2
)
6 C∆EX
n
tn
[
|en+1Y |
2 + |en+1Z |
2 + |en+1∇Y |
2 + |en+1∇Z |
2
]
+ CV arn(en+1Y ) + CV ar
n(en+1∇Y )
+ C
2∑
j=1
(
∆|Rnyj |
2 +∆|∇xnR
n
yj |
2 +
1
∆
|Rnzj |
2 +
1
∆
|∇xnR
n
zj |
2
)
,
(5.1)
where C is a positive generic constant depending only on d, and upper bounds of derivatives of b, σ, f
and ϕ.
Proof. By (4.8) and the Lipschitz continuity of function f , we easily deduce
|enY | 6 (1 +
L′
2
∆)EX
n
tn
[|en+1Y |] +
L′
2
∆
(
|enY |+ |e
n
Z |+ E
Xn
tn
[|en+1Z |]
)
+
2∑
j=1
|Rnyj |,
where L′ is the Lipschitz constant. Then taking square on both sides of the above inequality and using
the inequality
( m∑
i=1
ai
)2
6 m
m∑
i=1
a2i , we deduce
|enY |
2
6 CEX
n
tn
[|en+1Y |
2] + C∆2
(
|enY |
2 + |enZ |
2 + EX
n
tn
[|en+1Z |
2]
)
+ C
2∑
j=1
|Rnyj |
2.
Similarly, from the error equations (4.9)–(4.11) we obtain
∆|enZ |
2
6 C∆EX
n
tn
[|en+1Z |
2] + CV arn(en+1Y )
+ C∆2EX
n
tn
[|en+1Y |
2 + |en+1Z |
2] +
C
∆
2∑
j=1
|Rnzj |
2,
|en∇Y |
2
6 CEX
n
tn
[|en+1∇Y |
2] + C∆2
(
|en∇Y |
2 + |en∇Z |
2 + |enY |
2 + |enZ |
2
)
+ C∆2EX
n
tn
[|en+1∇Y |
2 + |en+1∇Z |
2 + |en+1Y |
2 + |en+1Z |
2] + C
2∑
j=1
|∇xnR
n
yj|
2,
and
∆|en∇Z |
2
6 C∆EX
n
tn
[|en+1∇Z |
2] + CV arn(en+1∇Y )
+ C∆EX
n
tn
[
|en+1Y |
2 + |en+1Z |
2 + |en+1∇Y |
2 + |en+1∇Z |
2
]
+
C
∆
2∑
j=1
|∇xnR
n
zj |
2.
Now combining the above four inequalities yields
∆
(
|enY |
2 + |enZ |
2 + |en∇Y |
2 + |en∇Z |
2
)
6C∆EX
n
tn
[
|en+1Y |
2 + |en+1Z |
2 + |en+1∇Y |
2 + |en+1∇Z |
2
]
+ CV arn(en+1Y ) + CV ar
n(en+1∇Y )
+ C
2∑
j=1
(
∆|Rnyj |
2 +∆|∇xnR
n
yj|
2 +
1
∆
(
|Rnzj |
2 + |∇xnR
n
zj |
2
) )
.
The proof is completed.
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5.1 Proof of Theorem 4.1
Now, we give the proof of Theorem 4.1, which is divided into five steps. In each step of the proof except
the last step, we deduce an estimate for enY , e
n
Z , e
n
∇Y , and e
n
∇Z successively.
Proof. (1) The estimate of enY .
By (4.8) we have
en+1Y = E
Xn+1
tn+1
[en+2Y ] +
1
2
∆
(
en+1f + E
Xn+1
tn+1
[en+2f ]
)
+
2∑
j=1
Rn+1yj . (5.2)
Inserting the en+1Y in (5.2) into (4.8) gives
enY =E
Xn
tn
[
E
Xn+1
tn+1
[en+2Y ]
]
+
1
2
∆enf +∆E
Xn
tn
[en+1f +
1
2
en+2f ] +
2∑
j=1
(
Rnyj + E
Xn
tn
[Rn+1yj ]
)
. (5.3)
Then taking square on both sides of the above inequality and using Young’s inequality (a + b)2 6
(1 + γ1∆)a
2 + (1 +
1
γ1∆
)b2 (for any γ1 > 0) yield
|enY |
2
6 (1 + γ1∆)E
Xn
tn
[|EX
n+1
tn+1
[en+2Y ]|
2] +
C
γ1
(1 + γ1∆)
{
∆(|enY |
2 + |enZ |
2)
+ ∆EX
n
tn
[|en+1Y |
2 + |en+1Z |
2 + |en+2Y |
2 + |en+2Z |
2] +
2∑
j=1
|Rnyj |
2 + |EX
n
tn
[Rn+1yj ]|
2
∆
}
.
(5.4)
(2) The estimate of enZ.
Replacing the n in (4.9) by n+ 1, we deduce
− EX
n
tn
[en+1Z ] = E
Xn
tn
[en+2Z ]−
2
∆
E
Xn
tn
[en+2Y ∆W
⊤
n+1]− E
Xn
tn
[en+2f ∆W
⊤
n+1]−
2
∆
2∑
j=1
E
Xn
tn
[Rn+1zj ]. (5.5)
Inserting en+1Y in (5.2) and −E
Xn
tn
[en+1Z ] in (5.5) into (4.9), we deduce
enZ = E
Xn
tn
[en+2Z ] +
2
∆
E
Xn
tn
[en+2Y
(
∆W⊤n −∆W
⊤
n+1
)
]
+ EX
n
tn
[en+2f ∆W
⊤
n ]− E
Xn
tn
[en+2f ∆W
⊤
n+1] + 2E
Xn
tn
[en+1f ∆W
⊤
n ]
+
2∑
j=1
2
∆
(
E
Xn
tn
[Rn+1yj ∆W
⊤
n ] + R
n
zj − E
Xn
tn
[Rn+1zj ]
)
.
(5.6)
By the Malliavin integration-by-parts formula (2.9) and the chain rule (2.10), we have
E
Xn
tn
[en+2Y
(
∆W⊤n −∆W
⊤
n+1
)
] = EX
n
tn
[
en+2∇Y
(∫ tn+1
tn
DtX
n+2dt−
∫ tn+2
tn+1
DtX
n+2dt
)]
, (5.7)
where DtX
n+2 =
[
D1,tX
n+2, . . . , Dd,tX
n+2
]
d×d
is a d× d square matrix with
Dj,tX
n+2 = (Dj,tX
n+2
1 , . . . , Dj,tX
n+2
d )
⊤ for 1 6 j 6 d.
The weak order-2 Itoˆ-Taylor approximation solution Xn+2 can be represented as
Xn+2 = Xn+1 + b(tn+1, X
n+1)∆ + σ(tn+1, X
n+1)∆Wn+1
+
∑
α∈A2
gα(tn+1, X
n+1)Iα,n+1.
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Taking the Malliavin derivative Dt to both sides of the above equation yields∫ tn+2
tn+1
DtX
n+2dt = σ(tn+1, X
n+1)∆ +
∑
α∈A2
gα(tn+1, X
n+1)
∫ tn+2
tn+1
DtIα,n+1dt, (5.8)
and ∫ tn+1
tn
DtX
n+2dt =
∫ tn+1
tn
DtX
n+1dt+
∑
α∈Γ2\{v}
∫ tn+1
tn
Dt
{
gα(tn+1, X
n+1)Iα,n+1
}
dt
= σ(tn, X
n)∆ +
∑
α∈A2
gα(tn, X
n)
∫ tn+1
tn
DtIα,ndt
+
∑
α∈Γ2\{v}
∫ tn+1
tn
Dt
{
gα(tn+1, X
n+1)Iα,n+1
}
dt.
(5.9)
By (5.7), (5.8) and (5.9), we deduce
E
Xn
tn
[en+2Y
(
∆W⊤n −∆W
⊤
n+1
)
]
= EX
n
tn
[en+2∇Y
(
σ(tn, X
n)− σ(tn+1, X
n+1)
)
]∆ +
∑
α∈A2
E
Xn
tn
[en+2∇Y gα(tn, X
n)
∫ tn+1
tn
DtIα,ndt]
−
∑
α∈A2
E
Xn
tn
[
en+2∇Y gα(tn+1, X
n+1)
∫ tn+2
tn+1
DtIα,n+1dt
]
+
∑
α∈Γ2\{v}
∫ tn+1
tn
E
Xn
tn
[
en+2∇Y Dt
{
gα(tn+1, X
n+1)Iα,n+1
}]
dt.
(5.10)
Also,
E
Xn
tn
[en+1f ∆W
⊤
n ] =
∫ tn+1
tn
E
Xn
tn
[Dte
n+1
f ]dt =
∫ tn+1
tn
E
Xn
tn
[en+1∇f DtX
n+1]dt,
E
Xn
tn
[en+2f ∆W
⊤
n ] =
∫ tn+1
tn
E
Xn
tn
[en+2∇f DtX
n+2]dt,
E
Xn
tn
[en+2f ∆W
⊤
n+1] =
∫ tn+2
tn+1
E
Xn
tn
[en+2∇f DtX
n+2]dt.
(5.11)
Under the assumption b, σ ∈ C1,2b and Proposition 4.1, using the equalities in (5.10), (5.11) and the
Ho¨lder inequality, we have
|EX
n
tn
[en+2Y
(
∆W⊤n −∆W
⊤
n+1
)
]|2 6 C∆3EX
n
tn
[
|en+2∇Y |
2
]
,
|EX
n
tn
[en+1f ∆W
⊤
n ]|
2
6 C∆2EX
n
tn
[
|en+1Y |
2 + |en+1Z |
2 + |en+1∇Y |
2 + |en+1∇Z |
2
]
,
|EX
n
tn
[en+2f ∆W
⊤
n ]|
2
6 C∆2EX
n
tn
[
|en+2Y |
2 + |en+2Z |
2 + |en+2∇Y |
2 + |en+2∇Z |
2
]
,
|EX
n
tn
[en+2f ∆W
⊤
n+1]|
2
6 C∆2EX
n
tn
[
|en+2Y |
2 + |en+2Z |
2 + |en+2∇Y |
2 + |en+2∇Z |
2
]
.
(5.12)
Similarly, by taking square on both sides of the equation (5.6), and using the inequalities in (5.12) and
the Young’s inequality again, we obtain
|enZ |
2
6 (1 + γ2∆)|E
Xn
tn
[en+2Z ]|
2 +
C
γ2
(1 + γ2∆)
{
∆EX
n
tn
[
|en+1Y |
2 + |en+1Z |
2
+ |en+1∇Y |
2 + |en+1∇Z |
2 + |en+2Y |
2 + |en+2Z |
2 + |en+2∇Y |
2 + |en+2∇Z |
2
]
+
2∑
j=1
|EX
n
tn
[Rn+1yj ∆W
⊤
n ]|
2 + |Rnzj − E
Xn
tn
[Rn+1zj ]|
2
∆3
}
.
(5.13)
(3) The estimate of en∇Y .
Convergence Error Estimates of the Crank-Nicolson Scheme for Solving Decoupled FBSDEs 13
Taking variation on both sides of the equation (5.3) gives
en∇Y = E
Xn
tn
[en+2∇Y ∇xnX
n+2] +
1
2
∆en∇f +∆E
Xn
tn
[en+1∇f ∇xnX
n+1]
+
1
2
∆EX
n
tn
[en+2∇f ∇xnX
n+2] +
2∑
j=1
(
∇xnR
n
yj + E
Xn
tn
[∇xnR
n+1
yj ]
)
.
(5.14)
Using the Taylor expansion to σ(tn+1, X
n+1), we have
σ(tn+1, X
n+1) = σ(tn+1, X
n) +
∫ 1
0
σx(tn+1, X
n + λ(Xn+1 −Xn))(Xn+1 −Xn) dλ,
which combining the equation (5.1) implies
Xn+2 = Xn + σ(tn, X
n)∆Wn + σ(tn+1, X
n)∆Wn+1 + Λn, (5.15)
where
Λn = b(tn, X
n)∆ +
∑
α∈A2
gα(tn, X
n)Iα,n
+ b(tn+1, X
n+1)∆ +
∑
α∈A2
gα(tn+1, X
n+1)Iα,n+1
+
∫ 1
0
σx(tn+1, X
n + λ(Xn+1 −Xn))(Xn+1 −Xn)∆Wn+1 dλ.
(5.16)
Taking variation on both sides of the equation (5.15) gives
∇xnX
n+2 = Id×d + σx(tn, X
n)∆Wn + σx(tn+1, X
n)∆Wn+1 +∇xnΛn. (5.17)
Then,
E
Xn
tn
[en+2∇Y ∇xnX
n+2] = EX
n
tn
[en+2∇Y ] + σx(tn, X
n)EX
n
tn
[en+2∇Y ∆W
⊤
n ]
+ σx(tn+1, X
n)EX
n
tn
[en+2∇Y ∆W
⊤
n+1] + E
Xn
tn
[en+2∇Y ∇xnΛn].
(5.18)
By the Ho¨lder inequality, under the assumption b, σ ∈ C1,3b , we get
E
Xn
tn
[|∇XnΛn|
2] 6 C(1 + |Xn|q)∆2,∣∣σx(tn, Xn)EXntn [en+2∇Y ∆W⊤n ]∣∣2 6 C∆V arn(en+2∇Y ),∣∣σx(tn+1, Xn)EXntn [en+2∇Y ∆W⊤n+1]∣∣2 6 C∆V arn(en+2∇Y ).
(5.19)
Taking square on both sides of the equation (5.14) and using Young’s inequality (a+ b)2 6 (1+γ3∆)a
2+
(1 +
1
γ3∆
)b2 (for any γ3 > 0), we obtain
|en∇Y |
2
6 (1 + γ3∆)|E
Xn
tn
[en+2∇Y ]|
2 +
C
γ3
(1 + γ3∆)
{
∆
(
|enY |
2 + |enZ |
2 + |en∇Y |
2 + |en∇Z |
2
)
+ V arn(en+2∇Y ) + ∆E
Xn
tn
[
|en+1Y |
2 + |en+1Z |
2 + |en+1∇Y |
2 + |en+1∇Z |
2 + |en+2Y |
2
+ |en+2Z |
2 + |en+2∇Y |
2 + |en+2∇Z |
2
]
+
2∑
j=1
|∇xnR
n
yj |
2 + |EX
n
tn
[∇xnR
n+1
yj ]|
2
∆
}
.
(5.20)
(4) The estimate of en∇Z .
Taking variation on both sides of the equation (5.6) leads to
∆en∇Z = ∆E
Xn
tn
[en+2∇Z ∇xnX
n+2]− 2EX
n
tn
[∆Wn+1e
n+2
∇Y ∇xnX
n+2]
+ 2EX
n
tn
[∆Wne
n+2
∇Y ∇xnX
n+2] + ∆EX
n
tn
[∆Wne
n+2
∇f ∇xnX
n+2]
−∆EX
n
tn
[∆Wn+1e
n+2
∇f ∇xnX
n+2] + 2∆EX
n
tn
[∆Wne
n+1
∇f ∇xnX
n+1]
+ 2
2∑
j=1
(
E
Xn
tn
[∆Wn∇xnR
n+1
yj ] +∇xnR
n
zj − E
Xn
tn
[∇xnR
n+1
zj ]
)
.
(5.21)
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By the facts ∇xnX
n+1 = Id×d +
∑
α∈Γ2\{v}
∂xgα(tn, X
n)Iα,n and
∇xnX
n+2 = ∇xn+1X
n+2∇xnX
n+1 =
(
Id×d +
∑
α∈Γ2\{v}
∂xgα(tn+1, X
n+1)Iα,n+1
)
∇xnX
n+1,
and using the Ho¨lder inequality, we have the estimate
|EX
n
tn
[∆Wne
n+2
∇Y ∇xnX
n+2]|2
6 2|EX
n
tn
[∆Wne
n+2
∇Y ∇xnX
n+1]|2
+ 2
∣∣∣EXntn [∆Wnen+2∇Y ∑
α∈Γ2\{v}
∂xgα(tn+1, X
n+1)Iα,n+1∇xnX
n+1
]∣∣∣2
6 2d∆V arn(en+2∇Y ) + C∆
2
E
Xn
tn
[|en+2∇Y |
2].
Similarly we have the estimates
|EX
n
tn
[∆Wn+1e
n+2
∇Y ∇xnX
n+2]|2 6 2d∆EX
n
tn
[V arn+1(en+2∇Y )] + C∆
2
E
Xn
tn
[|en+2∇Y |
2],
|EX
n
tn
[∆Wne
n+1
∇f ∇xnX
n+2]|2 6 C∆EX
n
tn
[|en+1Y |
2 + |en+1Z |
2 + |en+1∇Y |
2 + |en+1∇Z |
2],
|EX
n
tn
[∆Wne
n+2
∇f ∇xnX
n+2]|2 6 C∆EX
n
tn
[|en+2Y |
2 + |en+2Z |
2 + |en+2∇Y |
2 + |en+2∇Z |
2],
|EX
n
tn
[∆Wn+1e
n+2
∇f ∇xnX
n+2]|2 6 C∆EX
n
tn
[|en+2Y |
2 + |en+2Z |
2 + |en+2∇Y |
2 + |en+2∇Z |
2].
Now by (5.21), the above five estimates, and using
( m∑
i=1
ai
)2
6 m
m∑
i=1
a2i , we deduce
∆|en∇Z |
2
6 C∆|EX
n
tn
[en+2∇Z ∇xnX
n+2]|2 + CV arn(en+2∇Y ) + CE
Xn
tn
[V arn+1(en+2∇Y )]
+ C∆EX
n
tn
[|en+2Y |
2] + C∆2EX
n
tn
[|en+1Y |
2 + |en+1Z |
2 + |en+1∇Y |
2 + |en+1∇Z |
2]
+ C∆2EX
n
tn
[|en+2Y |
2 + |en+2Z |
2 + |en+2∇Y |
2 + |en+2∇Z |
2]
+
C
∆
2∑
j=1
(
|EX
n
tn
[∆Wn∇xnR
n+1
yj ]|
2 + |∇xnR
n
zj |
2 + |EX
n
tn
[∇xnR
n+1
zj ]|
2
)
.
(5.22)
We remain to estimate the first term on the right side of (5.22). Taking the variation ∇xn to X
n+2,
which gives
∇xnX
n+2 =∇xn
[
Xn +
∑
α∈Γ2\{v}
gα(tn, X
n)Iα,n +
∑
α∈Γ2\{v}
gα(tn+1, X
n+1)Iα,n+1
]
= Id×d +
∑
α∈Γ2\{v}
∂xgα(tn, X
n)Iα,n +
∑
α∈Γ2\{v}
∂xgα(tn+1, X
n+1)∇xnX
n+1Iα,n+1,
and using the inequality
( m∑
i=1
ai
)2
6 m
m∑
i=1
a2i , we get
|EX
n
tn
[en+2∇Z ∇xnX
n+2]|2 6 3|EX
n
tn
[en+2∇Z ]|
2 + C∆EX
n
tn
[|en+2∇Z |
2]. (5.23)
Using the integration-by-parts formula of Malliavin calculus (2.9) we obtain
E
Xn+1
tn+1
[
e
i,n+2
Z ∆W
⊤
n+1
]
=EX
n+1
tn+1
[
e
i,n+2
∇Z
]
σ(tn+1, X
n+1)∆
+
∑
α∈A2
E
Xn+1
tn+1
[
e
i,n+2
∇Z gα(tn+1, X
n+1)
∫ tn+2
tn+1
DtIα,n+1dt
]
.
(5.24)
By the definition of the norm | · |, we have
|en+2∇Z |
2 = trace
(
[en+2∇Z ]
⊤en+2∇Z
)
=
d∑
i,j=1
|ei,j,n+2∇Z |
2 =
d∑
i=1
e
i,n+2
∇Z [e
i,n+2
∇Z ]
⊤,
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where en+2∇Z := [e
i,j,n+2
∇Z ]d×d, and e
i,n+2
∇Z :=
(
e
i,1,n+2
∇Z , . . . , e
i,d,n+2
∇Z
)
1×d
is the i-th row vector of en+2∇Z . The
uniformly elliptic condition
σ(tn+1, X
n+1)σ⊤(tn+1, X
n+1) >
1
K ′
Id×d
in Assumption 4.2 implies that σ(tn+1, X
n+1)σ⊤(tn+1, X
n+1)− 1
K′
Id×d is a positive semi-definite matrix,
that is
E
Xn+1
tn+1
[ei,n+2∇Z ]
(
σ(tn+1, X
n+1)σ⊤(tn+1, X
n+1)−
1
K ′
Id×d
)
E
Xn+1
tn+1
[ei,n+2∇Z ]
⊤
> 0,
which yields
d∑
i=1
|EX
n+1
tn+1
[ei,n+2∇Z ]σ(tn+1, X
n+1)|2
=
d∑
i=1
E
Xn+1
tn+1
[ei,n+2∇Z ]σ(tn+1, X
n+1)σ⊤(tn+1, X
n+1)EX
n+1
tn+1
[ei,n+2∇Z ]
⊤
>
1
K ′
d∑
i=1
E
Xn+1
tn+1
[ei,n+2∇Z ]E
Xn+1
tn+1
[ei,n+2∇Z ]
⊤ =
1
K ′
|EX
n+1
tn+1
[
en+2∇Z ]|
2.
(5.25)
Thanks to the Cauchy-Schwarz inequality, it holds that
d∑
i=1
|EX
n+1
tn+1
[ei,n+2Z ∆W
⊤
n+1]|
2
6 d∆
d∑
i=1
V arn+1(ei,n+2Z ) = d∆V ar
n+1(en+2Z ). (5.26)
Now, using (5.24), (5.25) and (5.26) we deduce
1
K ′
∆2|EX
n+1
tn+1
[en+2∇Z ]|
2
6 2
d∑
i=1
∣∣EXn+1tn+1 [ei,n+2Z ∆W⊤n+1]∣∣2
+ 2
d∑
i=1
∑
α∈A2
∣∣EXn+1tn+1 [ei,n+2∇Z gα(tn+1, Xn+1)
∫ tn+2
tn+1
DtIα,n+1dt]
∣∣2
6 2d∆V arn+1(en+2Z ) + C∆
3
E
Xn+1
tn+1
[|en+2∇Z |
2],
which implies
∆|EX
n+1
tn+1
[en+2∇Z ]|
2
6 2K ′dV arn+1(en+2Z ) + C∆
2
E
Xn+1
tn+1
[|en+2∇Z |
2]. (5.27)
By the inequality
|EX
n
tn
[en+2∇Z ]|
2 = |EX
n
tn
[EX
n+1
tn+1
[en+2∇Z ]]|
2
6 E
Xn
tn
[|EX
n+1
tn+1
[en+2∇Z ]|
2],
(5.22) and (5.27), we obtain
∆|en∇Z |
2
6C EX
n
tn
[V arn+1(en+2Z )] + CV ar
n(en+2∇Y ) + CE
Xn
tn
[V arn+1(en+2∇Y )]
+ C∆EX
n
tn
[|en+1Y |
2] + C∆2EX
n
tn
[|en+1Y |
2 + |en+1Z |
2 + |en+1∇Y |
2 + |en+1∇Z |
2]
+ C∆2EX
n
tn
[|en+2Y |
2 + |en+2Z |
2 + |en+2∇Y |
2 + |en+2∇Z |
2] +
2∑
j=1
C
∆
(
|EX
n
tn
[∆Wn∇xnR
n+1
yj ]|
2
+ |∇xnR
n
zj |
2 + |EX
n
tn
[∇xnR
n+1
zj ]|
2
)
.
(5.28)
(5) The estimate (4.12) in the theorem.
16 Yang Li, Jie Yang and Weidong Zhao
Combining the inequalities (5.4), (5.13), (5.20) and (5.28), and applying Lemma 5.0.1, we deduce
|enY |
2 + |enZ |
2 + |en∇Y |
2 + 14C∆|e
n
∇Z |
2
6 (1 + C∆)EX
n
tn
[
|EX
n+1
tn+1
[en+2Y ]|
2 + |EX
n+1
tn+1
[en+2Z ]|
2 + |EX
n
tn
[en+2∇Y ]|
2
]
+
(
C
γ1
+ C
γ2
+ C
γ3
)
E
Xn
tn
[V arn+1(en+2Y )] +
1
4E
Xn
tn
[V arn+1(en+2Z )]
+
(
1
4 + C(
1
γ3
+∆)
)
V arn(en+2∇Y ) +
(
C
γ2
+ C
γ3
+ 14
)
E
Xn
tn
[V arn+1(en+2∇Y )]
+C∆
(
|enY |
2 + |enZ |
2 + |en∇Y |
2 + |en∇Z |
2
)
+ C∆EX
n
tn
[
|en+2Y |
2 + |en+2Z |
2
+|en+2∇Y |
2 + |en+2∇Z |
2
]
+ C
2∑
j=1
1
∆3
{
|EX
n
tn
[Rn+1yj ∆W
⊤
n ]|
2 + |Rnzj − E
Xn
tn
[Rn+1zj ]|
2
}
+C
2∑
j=1
1
∆
{
|EX
n
tn
[Rn+1yj ]|
2 + |EX
n
tn
[∇xnR
n+1
yj ]|
2 + |EX
n
tn
[∇xnR
n+1
zj ]|
2
+|EX
n
tn
[∆Wn∇xnR
n+1
yj ]|
2 + |Rnyj |
2 + |∇xnR
n
yj |
2 + |∇xnR
n
zj |
2
+EX
n
tn
[|Rn+1zj |
2] + EX
n
tn
[|∇xn+1R
n+1
zj |
2]
}
.
(5.29)
Notice that
|EX
n+1
tn+1
[en+2Y ]|
2 +
3
8
V arn+1(en+2Y ) =
5
8
|EX
n+1
tn+1
[en+2Y ]|
2 +
3
8
E
Xn+1
tn+1
[|en+2Y |
2] 6 EX
n+1
tn+1
[|en+2Y |
2],
|EX
n+1
tn+1
[en+2Z ]|
2 +
1
4
V arn+1(en+2Z ) =
3
4
|EX
n+1
tn+1
[en+2Z ]|
2 +
1
4
E
Xn+1
tn+1
[|en+2Z |
2] 6 EX
n+1
tn+1
[|en+2Z |
2],
|EX
n
tn
[en+2∇Y ]|
2 + (
1
4
+ ς)V arn(en+2∇Y ) +
1
2
E
Xn
tn
[V arn+1(en+2∇Y )]
6 (
1
4
+ ς)|EX
n
tn
[en+2∇Y ]|
2 + (
3
4
− ς)EX
n
tn
[|EX
n+1
tn+1
[en+2∇Y ]|
2]
+ (
1
4
+ ς)V arn(en+2∇Y ) +
1
2
E
Xn
tn
[V arn+1(en+2∇Y )]
6
(
(
1
4
+ ς) +
1
2
)
E
Xn
tn
[|en+2∇Y |
2] + (
1
4
− ς)EX
n
tn
[|EX
n+1
tn+1
[en+2∇Y ]|
2] 6 EX
n
tn
[|en+2∇Y |
2], 0 < ς <
1
4
.
Now let γ1 = γ2 = γ3 = 8C and ∆0 be sufficient small such that 0 < C(
1
γ3
+∆) < 14 for ∆ < ∆0. Then,
by inequality (5.29), we deduce
|enY |
2 + |enZ |
2 + |en∇Y |
2 + 14C∆|e
n
∇Z |
2
6
1+C∆
1−C∆E
Xn
tn
[
|en+2Y |
2 + |en+2Z |
2 + |en+2∇Y |
2 + 14C∆|e
n+2
∇Z |
2
]
+C
2∑
j=1
1
∆3
{
|EX
n
tn
[Rn+1yj ∆W
⊤
n ]|
2 + |Rnzj − E
Xn
tn
[Rn+1zj ]|
2
}
+C
2∑
j=1
1
∆
{
|EX
n
tn
[Rn+1yj ]|
2 + |EX
n
tn
[∇xnR
n+1
yj ]|
2 + |EX
n
tn
[∇xnR
n+1
zj ]|
2
+|EX
n
tn
[∆Wn∇xnR
n+1
yj ]|
2 + |Rnyj |
2 + |∇xnR
n
yj |
2 + |∇xnR
n
zj |
2
+EX
n
tn
[|Rn+1zj |
2] + EX
n
tn
[|∇xn+1R
n+1
zj |
2]
}
6 eCTEX
n
tn
[|eN−1Y |
2 + |eN−1Z |
2 + |eN−1∇Y |
2 + 14C∆|e
N−1
∇Z |
2]
+C
N−2∑
i=n
2∑
j=1
{
1
∆3
(
|EX
i
ti
[Ri+1yj ∆W
⊤
i ]|
2 + |Rizj − E
Xi
ti
[Ri+1zj ]|
2
)
+ 1∆
(
|EX
i
ti
[Ri+1yj ]|
2 + |EX
i
ti
[∇xiR
i+1
yj ]|
2 + |EX
i
ti
[∇xiR
i+1
zj ]|
2
+|EX
i
ti
[∆Wi∇xiR
i+1
yj ]|
2 + |Riyj |
2 + |∇xiR
i
yj |
2 + |∇xiR
i
zj |
2
+EX
i
ti
[|Ri+1zj |
2] + EX
i
ti
[|∇xi+1R
i+1
zj |
2]
)}
.
(5.30)
And then by taking the mathematical expectation E[·] on both sides of (5.30), we complete the proof.
Remark 5.1. The remainder terms include three types: (1) the truncation error terms, e.g., Riy1 and
∇xiR
i
y1; (2) the discretization errors caused by the discretization of SDE, e.g., R
i
y2 and ∇xiR
i
y2; (3) the
error terms in (2) multiplied by ∆W⊤i (e.g., E
Xi
ti
[Ri+1yj ∆W
⊤
i ]). Under certain regularity conditions on the
data b, σ, f and ϕ, by the Itoˆ-Taylor and Taylor expansion, and the Malliavin calculus, we can obtain
the estimates of these remainder terms (which are proved in detail in Section 5.2). Subsequently, it is
easy to get error estimates for Scheme 3.1 by Theorem 4.1.
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5.2 Proof of Theorem 4.2
We consider the case that the generator f of FBSDEs (1.1) is a deterministic function.
5.2.1 Useful lemmas
In this subsection, we introduce some lemmas which will be used in the proof of Theorem 4.2. They may
also be very useful in error analysis for other numerical methods for solving FBSDEs.
Lemma 5.2.1. For Xn+1 =
∑
α∈Γ2
gα(tn, X
n)Iα,n, if b, σ ∈ C
2,5
b and H ∈ C
5
b , then under Hypothesis 4.1,
for 1 6 n 6 N − 2, there exists a positive integer q such that
∣∣∇xnEXntn [H(Xtn,Xntn+1 )−H(Xn+1)]∣∣ 6 C(1 + |Xn|q)∆3, (5.31)
where C is a positive constant depending on K, and upper bounds of the derivatives of b, σ and H .
Proof. For 0 6 n 6 N − 2, using the multiple Taylor expansion, we obtain
E
Xn
tn
[H(Xtn,X
n
tn+1
)−H(Xn+1)] =
d∑
i=1
E
Xn
tn
[hinF
Xn
xi
], (5.32)
where hin =
∑
α∈A3
Iα[g
i
α(·, X
tn,X
n
· )]tn,tn+1 and F
Xn
xi
=
∫ 1
0 H
′
xi
(
Xn+1+λ(Xtn,X
n
tn+1
−Xn+1)
)
dλ. Then under
the assumption b, σ ∈ C2,5b and H ∈ C
5
b , by the integration-by-parts formula (2.9) of Malliavin calculus
and inequality (4.3), we deduce
∣∣∇xnEXntn [H(Xtn,Xntn+1 )−H(Xn+1)]∣∣ = ∣∣ ∑
α∈A3
d∑
i=1
∇xnE
Xn
tn
[hinF
Xn
xi
]
∣∣
=
∣∣ ∑
α∈A3
d∑
i=1
∫ tn+1
tn
∫ s3
tn
∫ s2
tn
E
Xn
tn
[
∇xn
{
Dαs1s2s3(F
Xn
xi
)giα(s1, X
tn,X
n
s1
)
}]
ds1ds2ds3
∣∣
6C(1 + |Xn|q)∆3.
The proof is competed.
Lemma 5.2.2. If b, σ ∈ C2,4b and H ∈ C
3,6
b , then under Hypothesis 4.1, for 1 6 n 6 N − 2, there exists
a generic positive integer q such that
∣∣EXntn [∆WnRn+2n+1]∣∣ 6 C(1 + |Xn|q)∆4, (5.33)
moreover, if b, σ ∈ C2,5b and H ∈ C
3,7
b , then∣∣EXntn [∆Wn∇xnRn+2n+1]∣∣ 6 C(1 + |Xn|q)∆4. (5.34)
where Rn+2n+1 = E
Xn+1
tn+1
[ ∫ tn+2
tn+1
{
H(t,X
tn+1,X
n+1
t )−
H(tn+1,X
n+1)+H(tn+2,X
tn+1,X
n+1
tn+2
)
2
}
dt
]
, and C is a positive
constant depending on K, and upper bounds of the derivatives of b, σ and H .
Proof. Since ∆Wn is Ftn+1-measurable increment, we have the identity
E
Xn
tn
[
∆Wn
∫ tn+2
tn+1
{
H(t,X
tn+1,X
n+1
t )−
H(tn+1,X
n+1)+H(tn+2,X
tn+1,X
n+1
tn+2
)
2
}
dt
]
= EX
n
tn
[
∆WnE
Xn+1
tn+1
[ ∫ tn+2
tn+1
{
H(t,X
tn+1,X
n+1
t )−
H(tn+1,X
n+1)+H(tn+2,X
tn+1,X
n+1
tn+2
)
2
}
dt
]]
.
(5.35)
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The Itoˆ formula then shows that
H(t,X
tn+1,X
n+1
t ) = H(tn+1, X
n+1) +
∫ t
tn+1
L0H(s,X
tn+1,X
n+1
s )ds
+
d∑
j=1
∫ t
tn+1
LjH(s,X
tn+1,X
n+1
s ) dW js ,
L0H(s,X
tn+1,X
n+1
s ) = L0H(tn+1, X
n+1) +
∫ s
tn+1
L0L0H(τ,X
tn+1,X
n+1
τ ) dτ
+
d∑
j=1
∫ s
tn+1
LjL0H(τ,X
tn+1,X
n+1
τ ) dW jτ ,
L0L0H(τ,X
tn+1,X
n+1
τ ) = L0L0H(tn+1, X
n+1) +
∫ τ
tn+1
L0L0L0H(ν,X
tn+1,X
n+1
ν )dν
+
d∑
j=1
∫ τ
tn+1
LjL0L0H(ν,X
tn+1,X
n+1
ν )dW jν .
(5.36)
By the equalities in (5.36), we have
E
Xn+1
tn+1
[ ∫ tn+2
tn+1
H(t,X
tn+1,X
n+1
t ) dt
]
=H(tn+1, X
n+1)∆ +
1
2
L0H(tn+1, X
n+1)∆2 +
1
6
L0L0H(tn+1, X
n+1)∆3
+
∫ tn+2
tn+1
∫ t
tn+1
∫ s
tn+1
∫ τ
tn+1
E
Xn+1
tn+1
[L0L0L0H(ν,Xtn+1,X
n+1
ν )] dνdτdsdt,
and
−
1
2
∫ tn+2
tn+1
E
Xn+1
tn+1
[H(tn+2, X
tn+1,X
n+1
tn+2
)] dt
=−
1
2
H(tn+1, X
n+1)∆−
1
2
L0H(tn+1, X
n+1)∆2 −
1
4
L0L0H(tn+1, X
n+1)∆3
−
1
2
∫ tn+2
tn+1
∫ tn+2
tn+1
∫ s
tn+1
∫ τ
tn+1
E
Xn+1
tn+1
[L0L0L0H(ν,Xtn+1,X
n+1
ν )] dνdτdsdt.
Then by the above two identities, we deduce
E
Xn
tn
[
∆WnR
n+2
n+1
]
= − 112E
Xn
tn
[
∆WnL
0L0H(tn+1, X
n+1)
]
∆3
+
∫ tn+2
tn+1
∫ t
tn+1
∫ s
tn+1
∫ τ
tn+1
E
Xn
tn
[∆WnL
0L0L0H(ν,X
tn+1,X
n+1
ν )] dνdτdsdt
− 12
∫ tn+2
tn+1
∫ tn+2
tn+1
∫ s
tn+1
∫ τ
tn+1
E
Xn
tn
[∆WnL
0L0L0H(ν,X
tn+1,X
n+1
ν )] dνdτdsdt.
(5.37)
From the Malliavin integration-by-parts formula (2.9) we deduce
E
Xn
tn
[∆WnL
0L0H(tn+1, X
n+1)] =
∫ tn+1
tn
E
Xn
tn
[
DsL
0L0H(tn+1, X
n+1)]ds. (5.38)
Now, under the assumptions of the lemma, combining (5.35), (5.37) and (5.38) we easily obtain the
inequality (5.33). Similarly we can prove the inequality (5.34). The proof is completed.
Lemma 5.2.3. Suppose b, σ ∈ C2,4b and H ∈ C
3,6
b , then under Hypotheses 4.1, for 0 6 n 6 N − 2, there
exists a positive integer q such that∣∣EXntn [Rn+1n −Rn+2n+1]∣∣ 6 C(1 + |Xn|q)∆4,
where Rn+1n = E
Xn
tn
[ ∫ tn+1
tn
{
H(t,Xtn,X
n
t ) −
H(tn,X
n)+H(tn+1,X
tn,X
n
tn+1
)
2
}
dt
]
, and C is a positive constant
depending on K, and upper bounds of the derivatives of b, σ and H .
Proof. Similar to get (5.37), we have the following two equalities:
E
Xn
tn
[Rn+1n ]
= − 112L
0L0H(tn, X
n)∆3 +
∫ tn+1
tn
∫ t
tn
∫ s
tn
∫ r
tn
E
Xn
tn
[L0L0L0H(τ,Xtn,X
n
τ )] dτdrdsdt
− 12
∫ tn+1
tn
∫ tn+1
tn
∫ s
tn
∫ r
tn
E
Xn
tn
[L0L0L0H(τ,Xtn,X
n
τ )] dτdrdsdt,
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and
E
Xn+1
tn+1
[Rn+2n+1]
= − 112L
0L0H(tn+1, X
n+1)∆3 +
∫ tn+2
tn+1
∫ t
tn+1
∫ s
tn+1
∫ r
tn+1
E
Xn+1
tn+1
[L0L0L0H(τ,X
tn+1,X
n+1
τ )] dτdrdsdt
− 12
∫ tn+2
tn+1
∫ tn+2
tn+1
∫ s
tn+1
∫ r
tn+1
E
Xn+1
tn+1
[L0L0L0H(τ,X
tn+1,X
n+1
τ )] dτdrdsdt.
Now, under the conditions of the lemma and from the above two equations, we deduce
∣∣EXntn [Rn+1n −Rn+2n+1]∣∣ 6 112∆3∣∣EXntn [L0L0H(tn+1, Xn+1)− L0L0H(tn, Xn)]∣∣+ C(1 + |Xn|q)∆4
6 C(1 + |Xn|q)∆4.
We complete the proof.
Lemma 5.2.4. For Xn+1 =
∑
α∈Γ2
gα(tn, X
n)Iα,n, if b, σ ∈ C
2,4
b and H ∈ C
5
b . then under Hypothesis 4.1,
for 1 6 n 6 N − 2, there exists a positive generic integer q such that∣∣EXntn [∆WnUn+2n+1 ]∣∣ 6 C(1 + |Xn|q)∆4, (5.39)
moreover, if b, σ ∈ C2,5b and H ∈ C
6
b , then∣∣EXntn [∆Wn∇xnUn+2n+1 ]∣∣ 6 C(1 + |Xn|q)∆4, (5.40)
where Un+2n+1 = E
Xn+1
tn+1
[
H(X
tn+1,X
n+1
tn+2
) − H(Xn+2)], and C is a positive constant depending on K, and
upper bounds of the derivatives of b, σ and H .
Proof. The Taylor expansion shows that
H(X
tn+1,X
n+1
tn+2
)−H(Xn+2) =
d∑
i=1
hin+1F
Xn+1
xi
,
where hin+1 =
∑
α∈A3
Iα[g
i
α(·, X
tn+1,X
n+1
· )]tn+1,tn+2 and F
Xn+1
xi
=
∫ 1
0
H ′xi
(
Xn+2+λ(X
tn+1,X
n+1
tn+2
−Xn+2)
)
dλ.
Now, under the conditions of the lemma, using the integration-by-parts formula of Malliavin calculus (2.9),
we have
Un+2n+1 = E
Xn+1
tn+1
[
H(X
tn+1,X
n+1
tn+2
)−H(Xn+2)
]
=
∑
α∈A3
d∑
i=1
E
Xn+1
tn+1
[
FX
n+1
xi
Iα[g
i
α(·, X
tn+1,X
n+1
· )]tn+1,tn+2
]
=
∑
α∈A3
d∑
i=1
E
Xn+1
tn+1
[
I(0,0,0)
[
Dαs1s2s3{F
Xn+1
xi
}giα(s1, X
tn+1,X
n+1
s1 )
]
tn+1,tn+2
]
.
By the integration-by-parts of Malliavin calculus (2.9) again we deduce∣∣EXntn [∆WnUn+2n+1 ]∣∣
=
∣∣∣ ∑
α∈A3
d∑
i=1
E
Xn
tn
[
∆WnE
Xn+1
tn+1
[
I(0,0,0)
[
Dαs1s2s3{F
Xn+1
xi
}giα(s1, X
tn+1,X
n+1
s1 )
]
tn+1,tn+2
]]∣∣∣
=
∣∣∣ ∑
α∈A3
d∑
i=1
E
Xn
tn
[
I(0,0,0)
[
(Ws1 −Wtn)D
α
s1s2s3
{FX
n+1
xi
}giα(s1, X
tn+1,X
n+1
s1 )
]
tn+1,tn+2
]∣∣∣
=
∣∣∣ ∑
α∈A3
d∑
i=1
∫ tn+2
tn+1
∫ s3
tn+1
∫ s2
tn+1
∫ s1
tn
E
Xn
tn
[
Ds
{
Dαs1s2s3{F
Xn+1
xi
}giα(s1, X
tn+1,X
n+1
s1 )
}]
dsds1ds2ds3
∣∣∣
6 C(1 + |Xn|q)∆4,
which proves (5.39). The estimate (5.40) can be similarly proved. The proof is complete.
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Lemma 5.2.5. For Xn+1 =
∑
α∈Γ2
gα(tn, X
n)Iα,n, if b, σ ∈ C
3,6
b , H ∈ C
5
b , then under Hypotheses 4.1, for
1 6 n 6 N − 2, there exists a generic positive integer q such that∣∣Un+1n − EXntn [Un+2n+1 ]∣∣ 6 C(1 + |Xn|q)∆4 (5.41)
for 1 6 n 6 N − 2, where Un+1n = E
Xn
tn
[
H(Xtn,X
n
tn+1
)−H(Xn+1)
]
, and C is a positive constant depending
on K, and upper bounds of the derivatives of b, σ and H .
Proof. By the multiple Taylor expansion and the definition of Un+1n , we know∣∣Un+1n − EXntn [Un+2n+1 ]∣∣ = ∣∣EXntn [H(Xtn,Xntn+1 )−H(Xn+1)− EXn+1tn+1 [H(Xtn+1,Xn+1tn+2 )−H(Xn+2)]]∣∣
=
d∑
i=1
E
Xn
tn
[hinF
Xn
xi
]−
d∑
i=1
E
Xn+1
tn+1
[hin+1F
Xn+1
xi
],
(5.42)
where hin =
∑
α∈A3
Iα[g
i
α(·, X
tn,X
n
· )]tn,tn+1 and F
Xn
xi
=
∫ 1
0
H ′xi
(
Xn+1 + λ(Xtn,X
n
tn+1
− Xn+1)
)
dλ. Thus, by
the integration-by-parts formula (2.9) of Malliavin calculus, we have
d∑
i=1
E
Xn
tn
[FX
n
xi
hni ] =
d∑
i=1
E
Xn
tn
[ ∑
α∈A3
FX
n
xi
Iα,n g
i
α(tn, X
n) +
∑
α∈A4
FX
n
xi
Iα[g
i
α(·, X
tn,X
n
· )]tn,tn+1
]
=
d∑
i=1
∑
α∈A3
I(0,0,0)
[
E
Xn
tn
[
Dαs1s2s3{F
Xn
xi
}
]]
tn,tn+1
giα(tn, X
n)
+
d∑
i=1
∑
α∈A4
I(0,0,0,0)
[
E
Xn
tn
[
Dαs1s2s3s4{F
Xn
xi
}giα(s1, X
tn,X
n
s1
)
]]
tn,tn+1
.
For λ ∈ (0, 1], we assume ψn =
(
ψn,1, ψn,2, . . . , ψn,d
)
:= Xn+1 −Xn + λ
(
X
tn,X
n
tn+1
−Xn+1
)
with its i-th
component ψn,i = φ
i
n + λh
i
n (1 6 i 6 d), then by the Taylor expansion, we deduce
FX
n
xi
=
∫ 1
0 H
′
xi
(
Xn+1 + λ(Xtn,X
n
tn+1
−Xn+1)
)
dλ =
∫ 1
0 H
′
xi
(
Xn + ψn
)
dλ
= H ′xi(Xn) +
∫ 1
0
4∑
j=1
1
j!
(
ψn,1
∂
∂x1
+ ψn,2
∂
∂x2
+ · · ·+ ψn,d
∂
∂xd
)j
H ′xi(X
n)dλ+R5,
where(
ψn,1
∂
∂x1
+ ψn,2
∂
∂x2
+ · · ·+ ψn,d
∂
∂xd
)j
=
∑
r1+r2+···+rd=j
j!
r1!r2! · · · rd!
ψr1n,1ψ
r2
n,2 · · ·ψ
rd
n,d
∂j
∂xr11 ∂x
r2
2 · · ·∂x
rd
d
,
and
R5 =
1
5!
∫ 1
0
∫ 1
0
(
ψn,1
∂
∂x1
+ ψn,2
∂
∂x2
+ · · ·+ ψn,d
∂
∂xd
)5
H ′xi
(
Xn + µψn
)
dµdλ.
Further, taking the Malliavin derivative Dαs1s2s3 to F
Xn
xi
with α = (j1, j2, j3) ∈ A3 implies
E
Xn
tn
[
Dαs1s2s3(F
Xn
xi
)
]
=
∫ 1
0
E
Xn
tn
[
Dαs1s2s3H
′
xi
(
Xn + ψn
)]
dλ
= Dαs1s2s3H
′
xi
(Xn) +
∫ 1
0
4∑
j=1
1
j!
E
Xn
tn
[
Dαs1s2s3
{(
ψn,1
∂
∂x1
+ ψn,2
∂
∂x2
+ · · ·+ ψn,d
∂
∂xd
)j
H ′xi(X
n)
}]
dλ
+ EX
n
tn
[
Dαs1s2s3(R5)
]
=
∫ 1
0
4∑
j=1
∑
r1+r2+···+rd=j
1
r1!r2! · · · rd!
E
Xn
tn
[
Dαs1s2s3
{
ψr1n,1ψ
r2
n,2 · · ·ψ
rd
n,d
}] ∂j+1H
∂xi∂x
r1
1 ∂x
r2
2 · · · ∂x
rd
d
(Xn)dλ
+Dαs1s2s3H
′
xi
(Xn) + EX
n
tn
[
Dαs1s2s3(R5)
]
.
If b, σ ∈ C3,6b , H ∈ C
5
b , using (2.8) we have
E
Xn
tn
[
Dαs1s2s3F
Xn
xi
]
= ωα(tn, X
n) +On(∆),
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where ωα(tn, X
n) is a function depending only on the index α, tn, bi(tn, X
n), σij(tn, X
n), H ′xi(X
n)
(1 6 i, j 6 d), and their derivatives; the notation On(∆) means that it has the estimate |On(∆)| 6 C(1+
|Xn|q)∆ with a prior known integer q which does not depend on n. From I(0,0,0),n =
∫ tn+1
tn
∫ s3
tn
∫ s2
tn
ds1 ds2 ds3 =
1
6∆
3, we obtain
d∑
i=1
∑
α∈A3
I(0,0,0)
[
E
Xn
tn
[
Dαs1s2s3{F
Xn
xi
}
]]
tn,tn+1
giα(tn, X
n)
=
d∑
i=1
∑
α∈A3
(
ωα(tn, X
n) + On(∆)
)
giα(tn, X
n)I(0,0,0),n
=
1
6
∆3
d∑
i=1
∑
α∈A3
ωα(tn, X
n)giα(tn, X
n) +On(∆
4).
Then under the assumptions of the lemma, by the inequality (4.4a) in Hypothesis 4.3, it holds
1
6
∆3
d∑
i=1
∑
α∈A3
∣∣∣EXntn [ωα(tn, Xn)giα(tn, Xn)− ωα(tn+1, Xn+1)giα(tn+1, Xn+1)]∣∣∣
6 C(1 + |Xn|q)∆4.
Under Hypothesis 4.3, from the equations (5.42) and the above inequality we obtain
∣∣∣ d∑
i=1
∑
α∈A3
{
I(0,0,0)
[
E
Xn
tn
[
Dαs1s2s3{F
Xn
xi
}
]]
tn,tn+1
giα(tn, X
n)
−I(0,0,0)
[
E
Xn
tn
[
Dαs1s2s3{F
Xn+1
xi
}
]]
tn+1,tn+2
giα(tn+1, X
n+1)
}∣∣∣
6 C(1 + |Xn|q)∆4.
(5.43)
And under the assumption, it holds that
∣∣∣ d∑
i=1
∑
α∈A4
I(0,0,0,0)
[
E
Xn
tn
[
Dαs1s2s3s4{F
Xn
xi
}giα(s1, X
tn,X
n
s1
)
]]
tn,tn+1
∣∣∣
6 C(1 + |Xn|q)∆4,∣∣∣ d∑
i=1
∑
α∈A4
I(0,0,0,0)
[
E
Xn
tn
[
Dαs1s2s3s4{F
Xn+1
xi
}giα(s1, X
tn+1,X
n+1
s1
)
]]
tn+1,tn+2
∣∣∣
6 C(1 + |Xn|q)∆4.
(5.44)
Now combining the estimates (5.42), (5.43) and (5.44), we complete the proof.
Lemma 5.2.6. (See [30]) Let
(
Xt,xr , Y
t,x
r , Z
t,x
r
)
t6r6T
be the solution of (2.1), and let Rny1 and R
n
z1 be
the truncation errors defined in (3.3)–(3.7) for the C-N scheme. If the terminal function ϕ ∈ C4+αb for
some α ∈ (0, 1), b, σ are bounded, b, σ ∈ C2,4b , and f ∈ C
2,4,4,4
b , then it holds that
E[|RN−1y1 |
2] 6 C(tN − tN−1)
4 = C∆8, E[|RN−1z1 |
2] 6 C(tN − tN−1)
4 = C∆8,
E[|Rny1|
2] 6 C∆6, E[|Rnz1|
2] 6 C∆6, 0 6 n 6 N − 2.
(5.45)
And if ϕ ∈ C5+αb for some α ∈ (0, 1), b, σ ∈ C
2,5
b and f ∈ C
2,5,5,5
b , then it holds that
E[|∇xnR
n
y1|
2] 6 C∆6, E[|∇xnR
n
z1|
2] 6 C∆6, 0 6 n 6 N − 2. (5.46)
Here C is a generic positive constant depending on K, the initial condition of Xt, and upper bounds of
the derivatives of b, σ, f and ϕ.
The above lemma can be proved by using the Taylor and Itoˆ-Taylor expansion. Here we omit the
proof. Please see the details in [30]. Now combining Lemmas 5.2.1–5.2.5, we state our truncation error
estimates in the following lemma.
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Lemma 5.2.7. For Xn+1 =
∑
α∈Γ2
gα(tn, X
n)Iα,n, if b, σ ∈ C
2,5
b , f(t,X, Y, Z) ∈ C
3,5,5,5
b and ϕ ∈ C
6+α
b for
some α ∈ (0, 1), then under Hypotheses 4.1 and 4.3, there exists a generic positive integer q such that
max
06n6N−2
|∇xnR
n
y2| 6 C(1 + |X
n|q)∆3,
max
06n6N−2
|∇xnR
n
z2| 6 C(1 + |X
n|q)∆3,
(5.47)
and
max
06n6N−2
|EX
n
tn
[Rn+1y1 ∆W
⊤
n ]| 6 C(1 + |X
n|q)∆4,
max
06n6N−2
|EX
n
tn
[∆Wn∇xnR
n+1
y1 ]| 6 C(1 + |X
n|q)∆4,
max
06n6N−2
|EX
n
tn
[Rn+1y2 ∆W
⊤
n ]| 6 C(1 + |X
n|q)∆4,
max
06n6N−2
|EX
n
tn
[∆Wn∇xnR
n+1
y2 ]| 6 C(1 + |X
n|q)∆4.
(5.48)
And if b, σ ∈ C2,5b , f(t,X, Y, Z) ∈ C
3,6,6,6
b and ϕ ∈ C
7+α
b for some α ∈ (0, 1), then
max
06n6N−2
|Rnz1 − E
Xn
tn
[Rn+1z1 ]| 6 C(1 + |X
n|q)∆4,
max
06n6N−2
|Rnz2 − E
Xn
tn
[Rn+1z2 ]| 6 C(1 + |X
n|q)∆4.
(5.49)
Here C is a generic positive constant depending on K, and upper bounds of the derivatives of b, σ, f and
ϕ.
Proof. Under the conditions of the lemma, by the Feynman-Kac formula (1.2), the solution (Y tn,X
n
t , Z
tn,X
n
t )
of FBSDEs (2.1) can be represented as
Y
tn,X
n
t = u(t,X
tn,X
n
t ), Z
tn,X
n
t = ux(t,X
tn,X
n
t )σ(t,X
tn,X
n
t ), ∀ t ∈ [0, T ), (5.50)
where u(t, x) satisfies the parabolic PDE (1.3). According to (5.50), we set
H(Xtn,X
n
tn+1
) = EX
n
tn
[Y tn,X
n
tn+1
] + 12∆E
Xn
tn
[f tn,X
n
tn+1
]
= EX
n
tn
[u(tn+1, X
tn,X
n
tn+1
)]
+ 12∆E
Xn
tn
[
f
(
tn+1, X
tn,X
n
tn+1
, u(tn+1, X
tn,X
n
tn+1
), ux(tn+1, X
tn,X
n
tn+1
)σ(tn+1, X
tn,X
n
tn+1
)
)]
and
H(Xn+1) = EX
n
tn
[Y
tn+1,X
n+1
tn+1
] + 12∆E
Xn
tn
[f
tn+1,X
n+1
tn+1
]
= EX
n
tn
[u(tn+1, X
n+1)]
+ 12∆E
Xn
tn
[
f
(
tn+1, X
n+1, u(tn+1, X
n+1), ux(tn+1, X
n+1)σ(tn+1, X
n+1)
)]
.
Then,
Rny2 = H(X
tn,X
n
tn+1
)−H(Xn+1).
By the theory of partial differential equations [9], under the conditions of the lemma, it is easy to check
that the function H satisfies the conditions in Lemma 5.2.1, thus we have the estimate ∇xnR
n
y2 in (5.47).
Similarly under the conditions of this lemma, we have the estimates in (5.48) and (5.49) by using Lemma
5.2.2–5.2.5. The proof is completed.
Lemma 5.2.8. Assume Y N = ϕ(XN ). Under Hypothesis 4.3 and the conditions of Lemma 5.2.6, it
holds that
E[|eN−1Y |
2] 6 C∆4, E[|eN−1Z |
2] 6 C∆4, E[|eN−1∇Y |
2] 6 C∆4, E[|eN−1∇Z |
2] 6 C∆4. (5.51)
where C is a generic constant depending on K,L, the initial condition of Xt, and upper bounds of
derivatives of b, σ, f and ϕ.
Proof. We know that for weak order-2 scheme (2.4), Hypothesis 4.3 holds true with β = γ = 2 (readers
can refer to Section 4.3.2 in [32] for the detailed proof). Combining with Lemma 5.2.6, we get
2∑
j=1
E
[
|RN−1yj |
2
]
6 C∆8,
2∑
j=1
E
[
|RN−1zj |
2
]
6 C∆8. (5.52)
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By the equalities (3.3), (3.6) and (3.9), we deduce
E[|eN−1Z |
2] =
1
∆2
E[|
2∑
j=1
RN−1zj |
2] 6
1
∆2
2∑
j=1
E[|RN−1zj |
2] 6 C∆4,
and
E[|eN−1Y |
2] 6 C∆2E[|eN−1Y |
2 + |eN−1Z |
2] + C
2∑
j=1
E[|RN−1yj |
2] 6 C∆2E[|eN−1Y |
2] + C∆4,
which implies E[|eN−1Y |
2] 6 C∆
4
1−C∆4 6 C∆
4. Similarly we can prove E[|eN−1∇Y |
2] 6 C∆4 and E[|eN−1∇Z |
2] 6
C∆4. The proof is completed.
5.2.2 Proof of Theorem 4.2
After the above preparations, we now give the proof of Theorem 4.2 as follows.
Proof. Under the conditions of the theorem, if Hypothesis 4.3 holds, we have
E[|Xn|q] 6 C(1 + E[|X0|
q]),
then according to Lemmas 5.2.6–5.2.8, we obtain the estimates
E[|eN−1Y |
2 + |eN−1Z |
2 + |eN−1∇Y |
2 + |eN−1∇Z |
2] 6 C∆4,
max
06n6N−2
2∑
j=1
E
[
|Rnyj |
2 + |∇xnR
n
yj |
2 + |∇xnR
n
zj |
2 + |EX
n
tn
[Rn+1yj ]|
2 + |EX
n
tn
[Rn+1zj ]|
2
+|EX
n
tn
[∇xnR
n+1
yj ]|
2 + |EX
n
tn
[∇xnR
n+1
zj ]|
2 + |EX
n
tn
[∇xn+1R
n+1
zj ]|
2
]
6 C∆6,
max
06n6N−2
2∑
j=1
E
[
|EX
n
tn
[∆Wn∇xnR
n+1
yj ]|
2 + |EX
n
tn
[Rn+1yj ∆W
⊤
n ]|
2 + |Rnzj − E
Xn
tn
[Rn+1zj ]|
2
]
6 C∆8.
Inserting the above estimates into (4.12) in Theorem 4.1, we easily deduce (4.13). The proof is completed.
6 Conclusions
In this paper, we considered the theoretical error estimates of the Crank-Nicolson (C-N) scheme for solving
decoupled FBSDEs proposed in [29]. By properly using the Young’s inequality to the error equations of
the C-N scheme and their associated variational equations, we first rigorously obtained a general error
estimate result for the C-N scheme. This result also implies the stability of the scheme. Then by the
Taylor and Itoˆ-Taylor expansions, the theory of multiple Malliavin calculus, and the local truncation error
cancelation techniques, we theoretically obtained the truncation error estimates of the scheme. Finally
based on the general error estimate result and the truncation error estimates, we theoretically proved
that the accuracy of the C-N scheme for solving decoupled FBSDEs is of second order.
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