In this paper we consider a class of nonlinear delay partial difference equations and a class of linear delay partial difference equations with variable coefficients, which may change sign. We obtain oscillation criteria for these equations. There are no results for the oscillation of these equations up to now.
Introduction
Partial difference equations occur frequently in the approximation of solutions of partial differential equations by finite difference methods, random walk problems, the study of molecular orbits and mathematical physics problems. Many results have been done for the oscillation of delay partial difference equation in the past ten years [1] .
In this paper, we first consider a nonlinear partial difference equation A m+1,n + A m,n+1 − A m,n + p m,n |A m−k 1 ,n−l 1 | α sgn A m−k 1 ,n−l 1 + q m,n |A m−k 2 ,n−l 2 | β sgn A m−k 2 ,n−l 2 = 0, (1.1) where p m,n 0 and q m,n 0 on N 2 0 , k 1 k 2 0, l 1 l 2 0, l i , k i ∈ N 0 for i = 1, 2, α ∈ [0, 1), β > 1.
Next, we consider a linear partial difference equation (i) m,n A m−k i ,n−l i = 0, (1.2) where k i , l i ∈ N 1 , k 1 > k 2 > · · · > k h > 0, l 1 > l 2 > · · · > l h > 0, p (i) m,n are real double sequences and may change sign in m, n for i = 1, 2, . . . , h.
In [2] , authors consider oscillations of the nonlinear partial difference equation of the form
where lim inf x→0 f i (x) x = S i ∈ (0, ∞), 1 i u, (1.4) and p i (m, n) 0, 1 i u.
(1.5)
A solution of (1.1) (or (1.2)) is a double sequence {A i,j } defined for i −k 1 and j −l 1 , which satisfies Eq. (1.1) (or (1.2)) on N 2 0 . The existence and uniqueness of solutions of the above equations are easily formulated and proved by induction [1, 2] . A solution {A i,j } is said to be eventually positive (negative) if A i,j > 0 (A i,j < 0) for all large i and j . It is said to be oscillatory if it is neither eventually positive nor eventually negative.
Obviously, (1.1) does not satisfy (1.4) and (1.2) may not satisfy (1.5). To the best of our knowledge, there are no oscillation criteria for Eqs. (1.1) and (1.2) up to now.
Oscillation of (1.1)
The following inequality will be used to prove the main result of this section. Define a subset of the positive reals as follows:
m,n > 0 eventually . Given an eventually positive solution {A m,n } of Eq. (1.1), we define a subset S(A) of the positive reals as follows: 
Then every solution of (1.1) oscillates.
Proof. Suppose to the contrary, let {A i,j } be an eventually positive solution of (1.1). Then A m,n is decreasing in m, n. Hence we have 
Similarly, we have
Combining (2.6) and (2.7), we obtain
From condition (ii), there exists γ ∈ (0, 1) such that 
10)
where a = max{k 2 , l 2 }. Then every solution of (1.1) is oscillatory.
Then the conclusion follows from Theorem 2.1. 2
Example 2.1. Consider the equation
Hence every solution of (2.11) oscillates. In fact, e −n sin π 2 m is an oscillatory solution. If q m,n ≡ 0, (1.1) becomes
Theorem 2.2. Assume that p m,n 0 and
Then every solution of (2.12) oscillates.
Proof. Suppose {A m,n } is an eventually positive solution of (2.12). Then A m,n is decreasing in m, n eventually. Hence A m,n → L 0 as m, n → ∞.
We rewrite the above equation in the form
If L = 0, then from (2.13), we can see
So, if we can show that ∞ i=m A γ i,n and ∞ j =n+1 A γ m,j converge, the conclusion easily follows. 2
We only discuss the series ∞ j =n+1 A γ m,j . Note J j = {j ∈ Z | A m,j +1 A γ m,j < A m,j }, for j = n, n + 1, . . . . We can see for all j = n, n + 1, . . . , J is finite. Let J 1 = max j n |J j |, where |J i | denotes the number of the elements in it, and j 1 = min{j |j ∈ J n }, so
Then the series ∞ j =n A γ m,j converges to a constant according to (2.15 ), which contradicts (2.17). If p m,n ≡ 0, (1.1) becomes
where β > 1. 
where η = min{k 2 , l 2 }. Then every solution of (1.1) is oscillatory.
Proof. Suppose to the contrary, let {A i,j } be an eventually positive solution of (1.1). As seen in the proof of 
(2.25)
The main idea of Theorem 2.4 is to improve the estimation (2.8). Therefore this method is also available for the linear equation 
where η = min{k 1 , l 1 }. Then Theorem 2.1 is also true.
Example 2.2. Consider the equation
We can see (2.28) is satisfied, so every solution of this equation oscillates. In fact, sin π 2 m is an oscillatory solution.
Next, we consider (1.1) when k 2 = 0, l 2 > 0 or k 2 > 0, l 2 = 0 and we can get the following conclusion. (1 + l 2 ) 1+l 2 .
(2.30)
Then every solution of (1.1) oscillates. When k 2 > 0, l 2 = 0, the conclusion is similar, so we omit here.
By using the inequality [3] 
31)
where α i > 0, u i=1 α i = 1, x i 0, i = 1, 2, . . . , u, we can consider the partial difference equations with several nonlinear terms of the form
where α u > α u−1 > · · · > α k > 1 > α k−1 > · · · > α 1 > 0, P i (m, n) 0, i = 1, 2, . . . , u, on N 2 0 , k i , l i ∈ N 0 , i = 1, 2, . . . , u. Theorem 2.7. Assume that there exist a 1 > 0, a 2 > 0, . . . , a u > 0 such that u i=1 a i = 1, Proof. Suppose to the contrary, let {A i,j } be an eventually positive solution of (2.32). Then A m,n is decreasing in m, n. Hence
From (2.31), we have 
The rest of the proof is similar to the proof of Theorem 2.1, so we omit the details. The proof is complete. 2
For example, we consider the case u = 3, α 3 > 1 > α 2 > α 1 > 0. Let 
M, N are large integers. Then every solution of the equation
is oscillatory.
From (2.39), we can obtain an explicit condition. 
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where a = max{k,l} 1. Then every solution of (2.40) oscillates.
Oscillation of (1.2)
Lemma 3.1. Assume that there exist sufficiently large M and N such that p (1) m,n 0, p (1) m,n + p (2) m,n 0, ..., Let {A m,n } be an eventually positive solution. Then A m,n is eventually nonincreasing in m, n and
Proof. Let A m−k 1 ,n−l 1 > 0 for m M, n N . By condition (3.2),
Then
We shall show that A m,n is nonincreasing for
Therefore
Repeating the above method, we can show that A m,n is nonincreasing for m M 1 , n N 1 , and (3.3) holds. 2 oscillates, then every solution of (1.2) oscillates.
