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Abstract: A unifieda contrario detectionmethodis proposedto solve threeclassicalproblemsin clustering
analysis. The first one is to evaluatethe validity of a clustercandidate.The secondproblemis that mean-
ingful clusterscancontainor be containedin othermeaningfulclusters. A rule is neededto definelocally
optimalclustersby inclusion.Thethird problemis thedefinitionof acorrectmergingrulebetweenmeaningful
clusters,permittingto decidewhetherthey shouldstayseparateor unit. Themotivationof this theoryis shape
recognition.Matchingalgorithmsusuallycomputecorrespondencesbetweenmoreor lesslocal features(called
shapeelements)betweenimagesto becompared.Thispaperintendsto form spatiallycoherentgroupsbetween
matchingshapeelementsinto a shape.Eachpair of matchingshapeelementsindeedleadsto a uniquetrans-
formation(similarity or affine map.)As anapplication,thepresentheoryon thechoiceof theright clustersis
usedto grouptheseshapeelementsinto shapesby detectingclustersin thetransformationspace.
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formes
Résumé: Une méthodede détectiona contrario estproposéepour résoudretrois problèmesclassiquesde
clustering. Le premierestd’évaluer la validité d’un clustercandidat.Le secondproblèmeestqu’un cluster
peuten contenirun autre,ou lui mêmeêtrecontenudansun cluster. Une règleestnécessairepour choisir
les clustersoptimauxlors de telles inclusions. Le troisièmeproblèmeest la définition d’une règlede fusion
correcteentredeuxclusters,permettantdedécidersi ceux-cidoiventresterséparésouaucontraireêtrefusion-
nés. Cetteétudeestmotivéepar uneapplicationde reconnaissancedesformes. Les algorithmesde miseen
correspondancecalculentengénéraldescaractéristiqueslocales(appeléesélémentsde formedansle présent
article), qui sontensuitecomparées.Notre but estde montrerqu’on peut former desgroupesspatialement
cohérentsd’élémentsde formes. Chaquecorrespondancentreélémentde forme définit en effet uneunique
transformation(similitudeou transformationaffinedansle casprésent).Le groupementdecestransformations
permetdedétecterdesformesàpartir desélémentsdeformes.
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1 Intr oduction
1.1 Problemstatement
Clusteringaimsat discoveringstructurein a point dataset,by dividing it into its “natural” groups.Thereare
threeclassicalproblemsrelatedto theconstructionof theright clusters.(SeeFig. 1.)
1. Thefirst oneis to evaluatethevalidity of aclustercandidate.In otherwords,is agroupof pointsreallya
cluster, i.e. agroupwith a largeenoughdensity?
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2. Thesecondproblemis thatmeaningfulclusterscancontainor becontainedin othermeaningfulclusters.
A rule is neededto definelocally optimal clustersby inclusion. This rule, however, is not enoughto
interpretcorrectlythedata.
3. Thethird problemis thedefinitionof a correctmerging rule betweenmeaningfulclusters,permittingto
decidewhetherthey shouldstayseparateor unit.
A unifiedacontrario methodwill beproposed.It consistsin detectingregionsof thespacewith anunexpectedly
high concentrationof points,relatively to a statisticalbackgroundmodel. In continuation,somecomplexity
issuesandheuristicsto find soundcandidateclusterswill beconsidered.
a
H
R1
R2
I
R
Figure1: Thisfigureillustratesthreeaspectsof thegroupingproblem.Thefigurepresentsasetof datapointsin
theplaneandsometestregionswhereanexceptionaldensitymaybeobserved,or not. Intuitively, theregions
H andI do not containclusters. So a first questionis to rule out suchnon meaningfulclusters. A second
questionis thechoiceof soundcandidateregions: for instance,shouldnotR1 beenlargedto includethepoint
a? As a lastquestion,what is thebestdescriptionof theobservedclusters?Theregion R is a possiblegood
candidate,but it alsocontainsthe pointsof regionsR1 andR2 which alsoaresoundcandidates.Thus, the
questionarisesof whetherR shouldbechosenasclusterregion, ratherthanthepair (R1, R2).
This theory is thenusedto addressa shaperecognitionproblem. Given two images,how to anwerthe
question“do thesetwo imageshaveshapesin common?”.Thisquestiononly makessenseif asetof invariance
propertiesis alsogiven.For instance,it is soundto assumethattheperceptionof ashapeis widely independent
from the viewpoint. Hence,the recognitionprocedureshouldbe projective invariant,or, at leastfor remote
planarshapes,affine invariant.It shouldalso bequiteindependentfrom illuminationconditions.And finally, it
shouldresistto partialocclusions.Thislastrequirementimpliesthat,unlessin specificapplications,recognition
cannotbe the mereresearchof global templates.Instead,moresimpleandlocal partsof shapeshave to be
analyzedandidentifiedin eachimageof theconsideredpair. Suchlocalparts,or shapeelementscanbedefined
in severalways. In [30], shapeelementsarepiecesof level linesthathave beenencodedin anaffine invariant
way. This representationwill beadoptedin the following, but is definitively not themainscopeof thepaper.
Moreover, the theorythat follows canbe appliedexactly in the sameway to othertypesof descriptors.For
instance,SIFTdescriptors[24] arelocalhistogramsof directions,in similarity or affineinvariantneighborhoods
of keypoints. Themainpoint is thatshapeelementsdefinelocal, invariantframes.Thenext recognitionstep
is to matchsimilar shapeelements.Whenshapeelementsarepiecesof level lines,sucha matchingprocedure,
with an analysisof the detectionthresholdhasbeendecribedin [30] andwill not be detailedfurther in this
paper. Theresultof thisprocedureis asetof pairsof matchingshapeelements.
Now, recognitionis obviously not terminatedat this point,andthis is wheretheresultsof this papercomeinto
action. Indeed,the local matchingdoesnot detectthat two shapeelements belongto the samesingleshape.
For this purpose,shapeelementshave to begroupedtogether, whenever they form coherentwholes.It is then
naturalto definegroups,assetsof shapeelementsthataretransformedfrom thefirst imageto thesecondone,
by thesametransformation. (In thepresentsetting,asimilarity or anaffinemap.)Thus,theproblemof finding
INRIA
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groupsof shapeelementscanbe formulatedas the detectionof groupsof transformations,i.e. a clustering
problem.Thesegroupsof shapeelementsaremoreproperto defineshapes.
Theplanof this paperis asfollows. Sect.1.2 givesa shortoverview of therelatedproblemsin clustering
analysisandgroupingin shaperecognition.Sect.2 is thetheoreticalcoreof thepaperandproposesananswer
to the threequestionsof validity, stoppingrule andmerging. In Sect.3, this theory is appliedto perceptual
grouping,illustratedby simpleexperiments.In Sect.4, the applicationis to grouppointsthat aregeometric
transformations,correspondingto matchesbetweenpartsof images.Sect.5 containsnumericalexperiments,
showing thevalidity of theproposedapproach.
1.2 Relatedwork
The problemof finding groupsin a dataset is an active researchfield. It is involved in data-mining,pattern
recognitionandpatternclassification.Themainclusteringtechniquesarepresentedin [7, 9, 16,17,18,20,34].
All thesemethodsfacethe threegeneralproblemsabove. Dubes[8] andMillig anandCooper[28] proposed
solutionsto thechoiceof thenumberof clusters,whicharerelatedto thestoppingrule in hierarchicalmethods.
Bock [2] andGordon [11, 12] areparticularly interestedin the validity assessment.Their approachis close
to whatwe call ana contrario method: they definea backgroundmodelin which they measurethelikelihood
of the concentrationof points. A uniform modelmay not be the mostadaptedmethod,andit may be useful
to definea data-dependentbackgroundmodelasshallbedonein thenext section.Themethodof thepresent
paperis directly inspiredby Desolneuxet al.’s methodfor detectinggroupsof dots in an image[6]. In this
method,a hierarchicalclassificationof the setof dotsis considered,andmeaningfulclustersaredetectedas
largedeviationsfrom a standardPoissonnull model. A maximalitycriterionwasalsodefinedbut hadseveral
flaws thataretakenin considerationin theapproachproposedin thispaper.
Groupingphenomenarealsoprobablyessentialin humanperception.In vision,thegroupingphenomenon
wasthoroughlyexploredby theGestaltschool,from thefoundingpaperof Wertheimer[36]. In ComputerVi-
sion,thefirst attemptsto modelacomputationalperceptualorganizationdatebackto Marr [26]. More recently
Lowe [25] proposeda detectionframework basedon thecomputationof accidentaloccurrences.Eventhough
therelationwith perceptualorganizationwasnothighlighted,ComputerVisionalsousedspatialcoherencefor
shapeor objectdetection.Oneof thefirst andbestexampleis Ballard’s work on thegeneralizedHoughtrans-
form [1]. In his paper, Ballardproposeda methodextendingtheHoughtransformto any kind of planarshape,
not necessarilydescribedby an analyticformula. Stockman[33] presentedanotherearly work basedon the
sameprinciple(recognizeatargetshapeby findingclustersin thetransformationspace),whereheintroduceda
coarseto finetechniqueallowing to reducethesearchcomplexity. Othervotingschemes,likeGeometricHash-
ing [21, 37], theAlignmentmethod[15], or tensor-voting [27], arefrequentlyusedin detectionor recognition
problems.They arecomputationallymoreexpansive andcanbe lessaccurate.An advantageof thesevoting
proceduresis thatthey aresystematic,andcanin principlebegeneralizedin any dimension(althoughthecom-
putationalburdenoften becomestoo heavy). However, they do not solve the decisionproblem. In [13, 14],
GrimsonandHuttenlocherpresenteda studyon the likelihoodof falsepeaksin the Houghparameterspace.
Their work inspiredthedetectionmethodadoptedin this paper. They indeedproposeda detectionframework
whererecognitionthresholdsarederivedfrom anull model(“the conspiracyof random”). Previousrecognition
methodsgenerallyassociatedasinglethresholdwith eachtargetimage,independentlyof thescenecomplexity.
In contrastto thesemethods,thegroupingthresholdsderivedin this papersatisfyanimportantproperty:they
arefunctionsof thescenecomplexity andof theuncertaintyin featureextraction. Themethodof thepresent
article sharesthesefundamentalideaswith GrimsonandHuttenlocher’s work. The computationalswiftness
is obtainedby a hierarchicalrepresentationof the transformationpoints. The definition of a data-dependent
backgroundmodel is crucial for avoiding falseclusters: Grimsonand Huttenlocher’s methodassumesthat
matchedfeaturesareuniformly distributedin theimage.This assumptionis usuallynot valid [31]. Oneof the
observationof thispaperis thatanempiricaldistributioncanbeusedto detectgroupsin arbitrarydatapoints.
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2 Hierar chical clustering and validity assessment
2.1 A contrario cluster validity
The first contribution is to definea quantitative measureof validity of a group of points. A group will be
consideredasmeaningfulwhenever it is containedin a region in whichonly few pointsareexpectedif thedata
weredrawn at random.Hence,a probabilitymodelhasto bedefined,aswell asthepreciseevent thatwill be
sought.
2.1.1 The background model
In all whatfollows,E is agivensubsetof RD, endowedwith aprobabilitymeasureπ (whichwill bealsocalled
backgroundlaw.) By definition,π(R) is theprobabilitythata randompoint belongsto R. We do not mention
measurabilityissueshere.They arestraightforwardin this context.
Thedefinitionof π is problemspecific.In general,it is givena priori , or canbeempiricallyestimatedover the
data.(Seenext section.)
Definition 2.1 A backgroundprocessis a finitepointprocess(Xi)i=1, ... M in E madeof M mutuallyindepen-
dentvariables,identicallydistributedwith law π.
Let us now consideran observed datasetof M points(x1, . . . , xM ) in EM . A subsetof the dataset
will form a meaningfulgroupif animportantpartof its pointsbelongto a “small” givenregion,whenever the
probabilityof thiseventis small. In otherwords,it couldnotbeexplainedby thebackgroundmodel.Therefore,
thecornerstoneof thea contrario methodis to contradictthefollowing assumption:
(A) TheobservedM-tuple(xi)i∈{1...M} is a realizationof thebackgroundprocess.
Beforegoingfurtherlet usmakethefollowing crucialremark.Let usassumefor instancethatE = (0, 1)2, and
π is theuniformlaw onE. Then,givenM pointsin E = (0, 1)2, it is alwayspossibleto find aconnectedsetR
of arbitrarysmallprobabilityπ(R) containingall thedatapoints.Of course,it wouldbeanonsenseto conclude
thatany setof pointsform a group. It meansthat the regionsthatareto beconsideredcannot becompletely
givena posteriorito theobservation. Specialcaremustbebroughtto the typeof event thatareto bestudied.
In particular, thedefinitionof a meaningfulgroupwill involve thetotal numberof candidateregions,andthis
numberhasto befinite. This limits thecomplexity of thefamily of regions.
2.1.2 Meaningful groups
Considera regionR ⊂ E containingtheorigin, typically a hyperrectanglecenteredat theorigin. Assumethat
k pointsamong(x1, . . . , xM ) belongto a region of the typexj + R, for somej, 1 6 j 6 M . If k is large
enough,andπ(xj +R) smallenough,onewill observeaclusterof pointsin xj +R whichcanhardlyhavebeen
generatedby the backgroundmodel. This groupof pointswill thenbe detectedin xj + R, by contradicting
thehypothesisthat thepointsaredueto chance.Clusterscanbegroupedaroundany of thexj andcanhave
any shape.A genericshapefor thetestedregionsmust,however, befixeda priori . Theregion R will have to
belongto a finite family R of regions,which will bedetailedfurther. For thetime being,let ussimply assume
thatR hasfinite cardinality#R andthatfor all R ∈ R, 0 ∈ R.
In thefollowing, for k 6 M ∈ N and0 6 p 6 1, let usdenoteby
B(M,k, p) =
∑
j>k
(
M
j
)
pj(1 − p)M−j
thetail of thebinomial law. Givena backgroundprocessX1, . . . , XM anda region R of E with probability
π(R), onecaninterpretB(M,k, π(R)) astheprobabilitythatat leastk out of theM pointsof theprocessfall
INRIA
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into R. A thoroughstudyof thebinomial tail andits usein thedetectionof geometricstructurescanbefound
in [4].
Fix 1 6 j 6 M andR′ ∈ R. Wenote:
• X = (X1, . . . , XM ), thebackgroundprocess.
• Xj = (X1, . . . , XM ) with Xj omittedin thelist
• K(Xj , Xj , R′), numberof pointsin thelist Xj belongingto Xj + R′.
Definition 2.2 Let R bea region of thetypeR = Xj + R′ for somej ∈ {1, . . . , M} andR′ ∈ R. We call
numberof falsealarmsof R = Xj + R′,
NFAg(X, j, R
′) ≡ #R · M · B(M − 1,K(Xj , Xj , R′), π(Xj + R′)). (2.1)
WesaythatR = Xj + R′ is anε-meaningfulregion if NFAg(X, j, R′) 6 ε.
Bya slightabuseof notation,NFAg(X, j, R′) will alsobedenotedbyNFAg(R).
As a sanitycheckof the above definition, our aim is to prove that the expectednumberof ε-meaningful
regionsis lessthanε.
Proposition2.1 If X1, ... XM is a backgroundprocess,theexpectednumberof ε-meaningfulregionsis less
thanε.
Theproof is givenin appendix.
Remark. The key point is that the expectationof the numberS of meaningfulregionsis easilycontrolled.
Theprobability law of S would insteadbeextremelydifficult to computebecauseof the interactionsbetween
regions.
Let ussummarize:thenumberof falsealarmsis a measureof how likely it is thata groupcontainedin a
region R centeredon a datapoint, containingat leastk of the otherdatapoints,wasgenerated“by chance”,
asa realizationof the backgroundprocess.The lower NFAg(R), the lesslikely the observed clusterin the
backgroundprocess.By Prop.2.1, the only parametercontrolling the detectionis ε. This providesa handy
way to controlfalsedetections.If, on theaverage,oneis readyto tolerateone“non relevantregion” amongall
regions,thenε canbesimply setto 1.
The following propositionshows that the influenceof theparameter#R andof thedecisionparameterε
on thedetectionresultsis veryweak.
Proposition2.2( [4]) LetR bea region in R andlet
k∗(ε) = min{k : #R · B(M − 1, k, π(R)) 6 ε}.
Then
α(M, ε)
√
2π(R)(1 − π(R)) 6 k∗(ε) − π(R)(M − 1) 6 α(M, ε)√
2
, (2.2)
whereα(M, ε) =
√
(M − 1) ln(#R/ε).
Notice that k∗(ε) is the minimal numberof points in a ε-meaningfulgroup. By the precedingresult, this
decisionthresholdonly hasa logarithmicdependanceupon#R andε.
Figure2 shows anexampleof clustering.Thedataconsistsof 950pointsuniformly distributedin theunit
square,and50pointsmanuallyaddedaroundthepositions(0.4, 0.4) and(0.7, 0.7). Thefigureshowstheresult
of a numericalmethodinvolving the above NFA. The backgrounddistribution π is taken uniform in (0, 1)2.
Both visible clustersarefoundandhappento belongto regionswhoseNFA’s arerespectively 10−7 and10−8.
Suchlow numberscanbarelybe the resultof chance.How to obtainexactly thesetwo clustersandno other
largeror smalleroneswhichwouldalsobemeaningful?Thiswill betheobjectof thenext two sections.
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Figure2: Clusteringof twice 25 pointsaround(0.4, 0.4) and(0.7, 0.7) surroundedby 950 i.i.d. points,uni-
formly distributedin theunit square.Theregionsof R arerectanglesasdescribedin Sect.2.3.1.In thisexample
#R = 2500 (50differentsizesin eachdirection).Exactlytwo maximalmeaningfulclustersaredetected.(See
Sect.2.2for thedefinitionof maximality.) TheNFA of thelower left oneis 10−8 while theupper-right onehas
aNFA equalto 10−7.
2.2 Optimal merging criterion
In Sect.2.1.2,it wasproposedto restrictthespaceof teststo regionsof theform xi+R, wherexi is anobserved
datapoint andR ∈ R, a fixedfinite setof regionscontainingtheorigin in RD. While eachmeaningfulregion
is relevantby itself, thewholesetof meaningfulregionsexhibits, in general,ahigh redundancy. Indeed,avery
meaningfulregion R usuallyremainsmeaningfulwhenit is slightly enlargedor shrunkinto a region R′. (See
Fig. 1.)
If, e.g. R ⊂ R′, thisquestionis easilyansweredby comparingNFAg(R) andNFAg(R′). Theregionwith the
smallestnumberof falsealarmsmustof coursebepreferred.Anothermoresubtlequestionariseswhenthreeor
moreregionsinteract.Let R1 andR2 betwo testedregionsandR anothertestedregioncontainingall thepoints
of R1 andR2. Let uscall R a “mergedregion" of R1 andR2. We thenfacetwo conflicting interpretationsof
thedata:two clustersor just one?ThemergedregionR is not necessarilya betterdatarepresentationthanthe
two separateclusterregionsR1 andR2. A first possibility is thatR is lessmeaningfulthaneachoneof the
merging ones.In sucha case,R1 andR2 shouldbe kept,ratherthanR. Thesituationis lessobviouswhenR
is moremeaningfulthanboth R1 andR2. In thatcase,keepingR1 andR2 apartmaystill beopportune.Soa
quantitative merging criterion is required.We shallfirst definea numberof falsealarmsfor a pair of regions.
Thisnew valuewill becomparedto theNFA of themergedregion. Let usintroducethetrinomial coefficient
(
M
i, j
)
=
(
M
i
)(
M − i
j
)
.
Wenote
M(M,k1, k2, π1, π2) =
M
∑
i=k1
M−k1
∑
j=k2
(
M
i, j
)
πi1π
j
2(1 − π1 − π2)M−i−j . (2.3)
This numbercanbe interpretedas follows. Let R1 andR2 be two disjoint regionsof E andπ1 = π(R1),
π2 = π(R2) theirprobabilities.ThenM(M,k1, k2, π1, π2) is theprobabilitythatat leastk1 amongtheM , and
thenat leastk2 pointsamongtheremainingM − k1, fall into R1 andR2 respectively. Thus,this probability
measureshow exceptionala pair of concentratedclusterscanbein thebackgroundmodel.We aim at defining
a new NFA for suchevents.As in thestudyof ε-meaningfulregions,somecaremustbetakenof notationand
abbreviations. Let 1 6 i 6= j 6 M andR′, R′′ ∈ R. Now, two testedregionsxi + R′ andxj + R′′ may
intersectandwehave to dealwith thispossibility. Wenote
INRIA
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• X = (X1, . . . , XM ), backgroundprocess
• Xij = (X1, . . . , XM ) with Xi, Xj omittedin thelist
• Ri = Xi + R′, Rj = Xj + R′′
• K(X, i, j, R′, R′′) = numberof pointsamongXij belongingto Ri \ Rj = (Xi + R′) \ (Xj + R′′).
• Ki = K(X, i, j, R′, R′′), andKj = K(X, j, i, R′′, R′) obtainedby reversingtheroleof i andj.
• Πi = π((Xi + R′) \ (Xj + R′′)), Πj = π((Xj + R′′) \ (Xi + R′))
Definition 2.3 Wecall numberof falsealarmsof therandompair of regions(Ri, Rj) = (Xi + R′, Xj + R′′)
NFAgg(X, i, j, R
′, R′′) =
M(M − 1)2(#R)2
2
M(M − 2,Ki,Kj , Πi, Πj). (2.4)
We saythat a randompair of regions(Ri, Rj) is ε-meaningfulif NFAgg(X, i, j, R′, R′′) < ε. Without ambi-
guity, NFAgg(X, i, j, R′, R′′) will alsobedenotedbyNFAgg(Ri, Rj).
Again, theaim is to prove thattheexpectednumberof ε-meaningfulpairsof regionsis lessthanε.
Proposition2.3 Theexpectednumberof ε-meaningfulpairs of regionsis lessthanε.
Thispropositionleadsto thefollowing heuristic.Two measuresof meaningfulnessareavailable:theNFA
of a region andtheNFA of a pair of regions. Sincethenumberof ε-meaningfulregionsor pairsof regions
is aboutε in thebackgroundmodel,we considerthat they have thesameorderof magnitudeandthey canbe
comparedto defineamergioncriterion.
Definition 2.4(Indi visible region) LetR1 andR2 betworegionsandR a regioncontainingall thedatapoints
of R1 andR2. WesaythatR is indivisiblerelativelyto R1 andR2 if
NFAg(R) 6 NFAgg(R1, R2). (2.5)
Givena setR of testregionsandR anelementofR, R is saidto beindivisible in R if it is indivisiblerelatively
to all pairs (R1, R2) of regionsin R such thatR containsthedatapointsof R1 andR2.
Equation(2.5) representsa crucialtestfor thecoherenceof a clusterregion. If it is not fulfilled, R will not
beconsideredasa valid region, asit canbedivided into a moremeaningfulpair of clusterregions. Thenext
lemmawill proveusefulin speedingup themergingdecision.
Lemma 2.1 For everyk1 andk2 in {0, . . . ,M}, such thatk1 + k2 6 M andfor everyπ1 andπ2 in [0, 1] such
thatπ1 + π2 6 1,
M(M,k1, k2, π1, π2) 6 B(M,k1, π1) · B(M,k2, π2). (2.6)
This resultof “negativedependence”of thebinomialdistribution is notobviousandhasbeenprovedin [19] by
Joag-Dev andProschan.Weareactuallyinterestedin its consequenceto follow.
Proposition2.4 If R is indivisiblewith respecto R1 andR2, then
NFAg(R) <
M
2
· NFAg(R1) · NFAg(R2)
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Proof. From(2.4)andDef. 2.4,onehas
NFAgg(R1, R2) =
M(M − 1)2(#R)2
2
M(M − 2, k1, k2, π1, π2)
and
NFAg(Ri) = M(#R)B(M − 1, ki, πi), i = 1, 2.
By Lem.2.1,it follows
NFAgg(R1, R2) 6
1
2
M3(#R)2B(M − 2, k1, π1)B(M − 2, k2, π2).
SinceB(M − 1, k, p) 6 B(M,k, p) for all M , k andp, theresultfollows. ut
Proposition2.4 is usefulfrom thecomputationalviewpoint, sincein many casesonecanavoid computing
thetail of thetrinomial distributionby “filtering” thoseclustersthatdonotpassthenecessarycondition.
2.3 Computational issues
2.3.1 The choiceof test regions
What is the right setof test regionsR? This questionis obviously applicationdriven. To fix ideas,let us
just indicatea possiblechoice. For somereasonablyfixed a > 0, r > 1 andn ∈ N, let us considerall
hyperrectangleswhoseedgelengthsbelongto the set{a, ar, ar2, . . . , arn}. This allows oneto consider
a tractablenumberof testregionswith very differentsizesandshapes.The choiceof the hyperrectanglesis
particularlyopportunewhenthe probability distribution π, definedon a hyperrectangleE of RD, is a tensor
productof one-dimensionaldensitiesπ1, . . . , πD. We addressthe questionwith moredetailsin the next
section.
Definition 2.2 permitsto computethe NFA of any test region centeredat a datapoint. Sincethe number
of scalesis n in eachdimension,thereareMnD regionscenteredat a datapoint. In thenext section,D = 4
or 6. From the numericalfeasibility viewpoint, MnD becomestoo large whenn grows. This explainswhy
the testingcannotgenerallybeperformedthis way. It is betterto involve a treestructureof thepoint dataset
obtainedby ahierarchicalclusteringalgorithm.A hierarchicalorganizationof thedatacanbeusedto limit the
numberof testedregions,by proceedingasfollows.
Onestartsby applyingto the datapoint seta so-calledhierarchical clusteringmethod. The hierarchical
clusteringmethodsprovide a family of nestedpartitionsof the point dataset. They yield a treestructurein
whicheachnodeis apartof thesetandacandidatecluster. This treeis sometimescalleddendrogram[17].
Many of themostcommonaggregationprocedureproceedby a recursivebinarymergingprocedure.Thus,
they directlyyieldbinarytrees.In suchmethods,theinitial setof nodesis thesetof datasingletons,{x1}, . . . , {xN}.
At eachstageof theconstruction,thetwo closestnodesareunitedto form their parentnode.Theinter-cluster
distancemustbechosenad hoc. In thecaseof sparsedata,onecantake theminimal distanced(xi, xj) where
xi belongsto thefirst clusterandxj to thesecondone.Thenodesof thetreeareall mergedpartsat all levels
andthedaughtersof anodearethetwo partsit wasmergedfrom.
Let it beclearwhy sucha constructioncanbecomenecessary. Thesetof all possiblepartitionsof a data
point setis huge.A treestructurepermitsto reducetheexplorationto thesearchof anoptimalsubtreeof the
initial treestructure.This reductionmakessenseif thesetof nodesof theinitial treestructurecontainsroughly
all groupsof interest.Thechoicesof theright metriconthedatapointsetandof theright inter-clusterdistances
mustbecarefullyspecifiedfor theproblemof interest.
Givenadendrogramof thedatapointset,thefollowing algorithmpermitsto exploreall regionscenteredat
datapointsandcontaininganodeof thedendrogram.
Grouping algorithm
For eachnodeG (candidategroup)in theclusteringtreeor dendrogram,
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1. for eachpointx of thenode:
(a) Find the smallestregion x + R centeredat this point, andcontainingthe otherdatapointsof the
node.Call k + 1 thenumberof datapointsit contains.
(b) ComputetheNFA of theregionasM · #R · B(M − 1, k, π(x + R)).
2. Associatewith thenodeG theregionR(G) with lowestNFA thuscomputed;it containsthepointsof the
nodeG, but mayalsocontainotherdatapoints.
Oncethis algorithmhasbeenperformed,a candidateclusterregion is associatedwith eachnode. By a
harmlessabuseof notation,let usnoteNFAg(G) = NFAg(R(G)) . In thesameway, if G1 andG2 areapair
of nodesandR(G1) andR(G2) their regions,noteNFAgg(G1, G2) = NFAgg(R(G1), R(G2)). In thatway,
theclusteringtreeis endowedwith NFA’s for nodesandfor pairsof nodes.Conversely, thesetR of regionsof
theform R(G) inheritsthetreestructure.
2.3.2 Indi visibility and maximality
We arenow facedwith Questions2 and3 mentionedat thebeginningof thepresentarticle: we cangetmany
meaningfulclustersby theprecedingmethod.Their NFA is known. OnecanalsocomputetheNFA of a pair
of clusters,andcompareit roughlyto theNFA of their union. Thenext definitionproposesa way to selectthe
right clusters,by usingtheclusterdendrogram.
Definition 2.5(Maximal ε-meaningful group) A noderegion R = R(G) in R is maximalε-meaningfulif
andonly if
1. NFAg(R) 6 ε,
2. R is indivisiblewith respecto all its pairs of descent.
3. for all indivisibledescentR′, NFAg(R′) > NFAg(R),
4. for all indivisibleascentR′, eitherNFAg(R′) > NFAg(R) or thereexistsan indivisibledescentR′′ of
R′ such thatNFAg(R′′) < NFAg(R′).
WesaythatG is a maximalε-meaningfulif R(G) is.
Condition4 impliesthatR canbeabandonedfor a largerregion only if this region hasnot beenbeatenby one
of its descents.Imposingconditions3 and4 ensuresthattwo differentmaximalmeaningfulgroupsaredisjoint.
Let usalsoremarkthat the indivisibility is requiredonly with respectto pairsof descent.Indeed,Def. 2.4 is
theoreticallysatisfyingbut notpraticallytractable.Hence,aslightly weakerconditionis imposed.
Let usillustratethecritical importanceof themergingconditionwith two simpleexamples.Figure3 shows
a configuration of 100 points,distributedon [0, 1]2, andnaturallygroupedin two clustersG1 andG2, for a
backgroundmodelwhich is uniform in [0, 1]2. In the hierarchicalstructure,G1 andG2 are the childrenof
G = G1 ∪ G2. All threenodesareobviously meaningful,sincetheir NFAg is much lower than1. Their
NFAg alsois lower thantheNFAg of theothergroupsin thedendrogram.It hasbeencheckedthat for this
particularconfiguration,
NFAg(G2) < NFAg(G) < NFAg(G1).
It is clearthatG1 representsaninformative partof thedatathatshouldbekept. This will bethecase.Notice
that G2 is more meaningfulthanG and is containedin G. Thus,G would be eliminatedif only the most
meaningfulgroupsby inclusionwerekept. On the otherhand,G is moremeaningfulthanG1, so thatG1 is
not a local maximumof meaningfulness,with respecto inclusion.So,without thenotionof indivisibility and
maximality, troublewouldarise:G wouldeliminateG1 andG2 wouldeliminateG. Onewouldgetthesolution
indicatedin themiddlecolumnof Fig. 3. In fact,G is not indivisible sinceit is lessmeaningfulthanthepair
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(G1, G2). Thus,the resultof thegroupingprocedureyields, in accordancewith the rule of Def. 2.5, thepair
(G1, G2).
In [6], theabovementionedmaximalitydefinitionwasproposed:it consistsof takingthelowestNFA in all the
branchesof the tree. As hasbeenjust seen,this definition is not suitablehere. By this definition,G2 would
havebeenconsideredastheonly maximalmeaningfulclusterof thetree.
Fig. 4 illustratesanothersituationwheretheindivisibility checkyieldstheintuitively right solution.In this
example,theunionG of two clustersG1 andG2 is moremeaningfulthaneachseparatecluster. Without the
indivisibility requirement,G would be theonly maximalmeaningfulgroup. This would have beencoherent,
hadG1 andG2 beenintricateenough.In thepresentedcase,theindivisibility conditionyieldstwo clustersG1
andG2, sinceNFAgg(G1, G2) < NFAg(G).
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Figure3: Indivisibility preventscollateralelimination. Eachsubfigureshows a configurationof points,anda
pieceof thecorrespondingdendrogram,with theselectionof maximalmeaningfulgroups,depictedin grey. The
numbersin eachnodecorrespondsto− log10(NFAg) of its associatedcluster, sothattheclusteris meaningful
whenthis numberis large. The numberplacedbetweentwo nodesis theNFAgg of the correspondingpair.
Left: original configuration. Middle: the nodeselectedby taking only the most meaningfulgroup in each
branch.Theright-mostgroupG2 is eliminated.It is, however, very meaningfulsinceNFAg(G2) = 10−18.
Right: by combiningindivisibility andmaximalitycriteria,bothclustersG1 andG2 areselected.
3 Experimental validation: object grouping basedon elementaryfeatures
Groupingphenomenaare essentialin humanperception,sincethey are responsiblefor the organizationof
information. In vision, groupinghasbeenespeciallystudied by Gestaltpsychologistslike Wertheimer[36].
The aim of theseexperimentsis to extract the groupsof objectsin an image, that sharesomeelementary
geometricalproperties.Theobjectsboundariesareextractedassomecontrastedlevel linesin theimage,called
meaningfulevel lines(see[5] for a full descriptionof thisextractionprocess).Oncetheseobjectsaredetected,
sayO1, ...OM , we cancomputefor eachof thema list of D features(grey level, position, orientation,etc...).
If k objectsamongM have oneor severalfeaturesin common,we wonderif it is happeningby chanceor if it
is enoughto groupthem.Eachdatapoint is apoint in aboundedsubsetof RD andthemethoddescribedabove
is applied.(Actually, somecoordinates,asangles,belongto theunit circle,sinceperiodicitymustbetakeninto
account.Thiscanbedoneall thesame.)
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Figure4: Indivisibility preventsfaulty union. Eachsub-figureshows a configurationof points,anda piece
of the correspondingdendrogram,with the selectionof maximalmeaningfulgroups,depictedin grey. The
numberin eachnodecorrespondsto theNFAg of its associatedcluster. Thenumberbetweentwo nodesis the
NFAgg of thecorrespondingpair. Left: original configuration.Middle: thenodeselectedif oneonly checks
maximality by inclusionandnot indivisibility. The largestgroupG hasthe lowestNFAg andwould be the
only onekept. Notethat theoptimal region is not symmetric,sinceit mustbecenteredon a datapoint. Right:
selectednodesobtainedby combiningthe indivisibility andmaximality criteria. SinceNFAgg(G1, G2) =
10−140 < 10−127 = NFAg(G), thepair (G1, G2) is preferredto G.
3.1 Dots in noise
The first experimentis Fig. 2, which containstwo groupsof 25 points in addition to 950 i.i.d uniformly in
the unit square.Two groupsandtwo groupsonly aredetectedwith very goodNFAg (lessthan10−7). The
experimenton Fig. 5 shows the importanceof the a priori distributions on the datapoints. Two different
distributionsleadto two differentmaximalmeaningfulgroups.Both interpretationsarecorrectbut dependon
thecontext.
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Figure5: Importanceof thedistribution of thebackgroundmodel. Theoriginal datais theleft-mostfigure. It
is the superpositionof 500 i.i.d pointsin (0, 1)2, of 500 i.i.d pointsin (0, 0.5) × (0, 1) and25 pointsaround
(0.2, 0.3). In themiddleplot, thea priori distribution in thebackgroundmodelis takenuniform. Then,asingle
largemaximalmeaningfulgroupis detected,containing793points,and− log10(NFAg) = 44.9. Ontheright-
mostplot, thedistribution is definedastheproductof themarginalempiricaldistributionsin thehorizontaland
vertical directions. Thereis still a single maximal meaningfulgroup (− log10(NFAg) = 1.6), but it now
correspondsto thesmallestgroup.
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3.2 Segments
In the secondexample,groupsareperceived asa resultof the collaborationbetweentwo different features.
Figure6 shows 71 straightsegmentswith differentorientations,almostuniformly distributedin position. As
expected,no meaningfulclusteris detectedin thespaceof positioncoordinatesof thebarycenters.In all the
experiments,thenumberof rectanglesizesin eachdirectionis 50. Thus#R = 50D.
Figure6: An imageof ascanneddrawing of segments,andits 71maximalmeaningfullevel lines[5].
If orientationis chosenastheonly feature(D = 1), 8 maximalmeaningfulgroupsaredetected,correspond-
ing to themostrepresentedorientations.Noneof theseclustersexhibits a very low NFAg. Only oneof those
groupis conspicuous(the centralone),but orientationis obviously not the only factor. Note that this group
doesnotcontainall thecentralsegments.Indeed,theirorientationslightly differ, andthegroupof 11segments
is notmaximal.All theothergroupsareactuallynotperceived,becausethey aremaskedby thecluttermadeof
all theotherobjects.However, onecannotobjectthatthey haveacoherentdirection.
Figure 7: Groupingwith respectto orientation: thereare 8 maximal meaningfulgroups. NFAg rangeis
between10−1 and10−5. Thecentralgroupdoesnotcontainall theverticalsegments,becausetheorientationis
notveryaccurate.Hence,themaximalgroupcontainingtheseverticalsegmentsdoesnot includeall thecentral
objects.This meansthat orientationaloneis not sufficient to detectthis group. On the contrary, it allows to
detectgoodgroups,but their positionis not coherentenoughto make themconspicuous.
Now, let us seewhat happenswhenconsideringtwo features(D = 2, #R = 2500). In the space(x-
coordinate,orientation),two maximalmeaningfulclustersarefound(Fig.8). As expected,themostmeaningful
is thegroupG of 11centralverticalsegments.Its NFAg is equalto 10−1.5, which is not thatlow. Thesecond
oneis correct, but hardlymeaningfulNFAg = 0.3. In thespace(y-coordinate,orientation),thecentralgroup
G is splittedinto two maximal meaningfulclusters.They correspondto thetwo rows of segmentscomposing
G. Therole of themerging criterionis decisive here.In thespace(y-coordinate,orientation),thecombination
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of themaximalityandthemerging criterionyields that it is moremeaningfulto observe at thesametime the
two rows of segmentsthanthe whole G. This is coherentwith the visual perception,sincewe actuallysee
two lines of segmentshere. On the contrary, in the (x-coordinate,orientation)space,the merging criterion
indicatesthatobservingG is moremeaningfulthanobservingsimultaneouslyits childrenin thedendrogram.
Thisdecisionis still conformwith observation:noparticulargroupwithin G canbedistinguishedwith regards
to thex-coordinate.Thesamegroupis obtainedin thespace(x-coordinate,y-coordinate,orientation),with a
lowerNFAg = 10−3.4.
Figure8: Groupingin thespace(x-coordinate,orientation).Therearetwo maximalmeaningfulgroups.This
time, thewholecentralgroupis detected(NFAg = 10−1.5), but thereis still anothergroup(which is a part
of the7th groupin theorientationgrouping(seeFig. 7)). However, its NFAg = 0.3, which meansthat it is
hardlymeaningful.If groupingis donewith respectto full 2D-positionandorientation,only thecentralgroup
is detectedwith NFAg = 10−3.4.
3.3 DNA image
The80objectsin Fig. 9 aremorecomplex, in thesensethatmorefeaturesareneededin orderto representhem
(diameter, elongation,orientation,etc.). It is clearthata projectionon a singlefeatureis not really enoughto
differentiatetheobjects.Globally, weseethreegroupsof objects:theDNA marks,whichsharethesameform,
sizeandorientation;thenumbers,all onthesameline, almostof thesamesize;finally theelementsof theruler,
alsoon thesameline andof similar diameters.Thepositionappearsto be decisive in theperceptive formation
of thesegroups.
Figure9: An imageof DNA andits 80maximalmeaningfullevel lines[5].
In thespace(diameter, y-coordinate),6 maximalmeaningfulgroupsaredetected(Fig. 10). Four of them
correspondto thelinesof DNA marks(from left to right andtop-down),− log10(NFAg) = 2.6, 7.6, 6.4, 5.6.
The groupof numberscontains23 objects(a groupof two digits sometimescontainsthreeobjects: the two
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digits anda level line surroundingbothof them)and− log10(NFAg) = 43. Thelastgroup,composedof the
verticalgraduationof theruler contains31objectsandis evenmoremeaningful,− log10(NFAg) = 54.
Figure10: Groupingwith respectto diameterandy coordinate.Six groupsaredetected,4 of which arerows
of DNA marks.Thelasttwo onescorrespondto theruler. − log10(NFAg) rangefrom 2.6 to 7.6 for theDNA.
Thelasttwo groupsarelargerandareobviouslymoremeaningful:− log10(NFAg) = 43 and54.
Now, let usgive up consideringthepositioninformation. Do we still seetheDNA marksasa group?By
takingseveralotherfeaturesinto account(seeFig. 11), theDNA marksform anisolatedandvery meaningful
group: thecombinationof features(orientation,diameter, elongation,convexity coefficient) revealstheDNA
marksasa very goodmaximalmeaningfulcluster(NFAg = 10−10). However, to our surprise,two other
groupsarealsodetected(thoughnot very meaningfulsincetheir NFAg is about10−1): the1’s andthe2’s of
theruler. Let usdetailhow π, thelaw of thebackgroundmodelwasestimatedon thedataitself: themarginal
distribution of eachcharacteristicis approximatedby theempiricalhistogram.Thenall thecharacteristicsare
assumedto beindependent.Let uspointout thattheobtaineddistribution is notuniformatall.
Figure11: Groupingwith respectto orientation,elongation,diameter, anda convexity coefficient. TheDNA
marksarethemostmeaningfulgroupNFAg = 10−10, but the1 and2’s alsoform groups,with NFAg close
to 1.
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4 Grouping spatially coherent matchesfor planar shaperecognition
4.1 Why spatial coherencedetection?
Looking at Fig. 12, everybodycanobviously recognizeon the bottomleft imagea detail of Picasso’s paint-
ing Guernicashown on the top left image. However, thepaintingis incompleteandpartially occludedin the
bottom image. It is also deformedby the perspective view. Moreover, the compressionratesare also dif-
ferent. Recognizingshapeswhich areobserved from differentviewpointsandarepartially occludedrequires
shapedescriptorsto bediscriminative enough,local or semi-local,andinvariantto subgroupsof theprojective
group[23, 24,32]. Shapedescriptorshaving thispropertieswill becalledshapeelementsin thesequel.
Assumenow that instancesof a queryshapearepresentin a scene,andthat a methodto identify similar
shapeelementsis available.It will certainlyprovide severalcorrectpairings,but alsosomefalseones;indeed,
sinceshapeelementsonly provide local information, two differentobjectshaving similar partsmay present
someshapeelementsthatmatch.Thus,recognitionrequiresfindingaconsistentsetof pairings,thatis, asetof
pairingin aparticulargeometricalconfiguration.
In this framework, onepossiblestrategy consistsin associatingwith eachpairingbetweenshapeelements
theunderlyingtransformation,andthendetectingsetsof pairingsfor which theunderlyingtransformationsare
“close” in acertainsense.
4.2 Matching shapeelements
In a sake of completeness,we briefly review the main stepsof the shapeelementsextractionandmatching
algorithmsdescribedin [30] andthat feedthegroupingproceduredescribedbelow. However, let uspoint out
thatthegroupingprocedureis appliedindependentlyfrom this particularprocedure.A first observationis that
the contoursof objectsin grey level imagesvery well coincide,at leastlocally, with piecesof level lines (or
isophotes).The converseis not alwaystrue: indeed,level lines provide a completerepresentationof a grey
level image[29], andtherearemany of themin textures. Thus,a first stepis to selecta small subsetof all
the level lines of an image. In [5], an a contrario methodis proposed,andtheselectedlevel lines arecalled
meaningfulboundaries. It allows to selectabout1% of the level linesof an image,without perceptualossof
shapecontent.Theselevel linesaresimplecurvesthatareclosedor meettheimageborderat their endpoints.
Shaperecognitionshouldbe robust to partial occlusion. Hence,meaningfulboundariesshouldbe cut in
smallerpieces,calledshapeelementsthat areto be recognized.Sincegeometricinvarianceis alsorequired,
the encodingof shape elementsalsohasto be invariant. In [23, 30], an affine invariantencodingmethodis
proposed.Let us remarkthat, in somecases,a similarity invariantmethodmay be accurateenough.Along
eachmeaningfulline, local affine invariantframesarecomputed,basedon affine invariantrobust directions,
asbitangentlines. Eachlocal frameuniquelydefinesa systemof coordinates.The coordinatesof the points
of a curve in this systemof coordinatesis affine invariant. In otherterms,two curvesdiffering from anaffine
transformationdefinedifferentlocalframes.However, whendescribedin theirrespectivesystemof coordinates,
they arelocatedat thesameposition.Hencethey definea pieceof normalizedcurve,anaffineinvariant shape
element. A singlemeaningfulboundaryusuallycontainsseveralshapeelements.
Now, giventwo imagesandthesetsof theirshapeelements,how to find shapeelementsin common?Since
shapeelementsarenormalized,this recognitionis naturallyaffine invariant. In [30], ana contrario dedicated
methodis proposedto matchshapeelements.A numberof falsealarmsof a matchis defined,andthematches
with a low numberof falsealarmsarekept.
Let I andI ′ betwo images,referredto asthe target imageandthesceneimage.For eachmatchbetween
a shapeelementS in I anda shapeelementS ′ in I ′, a geometrictransformation(a similarity or an affine
transform)canbecomputed.In what follows, theparametersinvolvedin thesetransformationsaredescribed,
aswell astheway they canbeestimated,bothfor thesimilarity andtheaffine transformationcases.
The objective of this part is twofold: first, to prove that shapeelementscorrespondingto a singleshape
canbeaccuratelygroupedtogether. Second,that this groupingprocedureis robustenoughto discardall false
matches.ThegroupNFAs’ areusuallyverysmall.Thismakesthedetectionvery reliable.
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The overall strategy is as follows. In Section4.3, the parameterizationof similarities or generalaffine
transformationsis described. Section4.4 appliesthe generalclusteringideaspresentedin Sect.2, first by
definingadissimilarity measurebetweentransformations,thenby definingasuitablebackgroundmodelon the
setsof transformations.
Fig. 13displaystheshapeelementscommonto thesetwo images.Sincenorestrictionis madeontheaffine
distortion,a lot of normalizedconvex shapeelementslook quite the same. A uniqueaffine transformation
correspondsto eachmatchbetweenshapeelements.
Figure12: “Guernica” experiment.Original imagesandmaximalmeaningfullevel lines [5]. All theselevel
linesareencodedinto normalizedaffine invariantshapeelements[30], basedon robustdirectionsasbitangent
andflat parts.Top: targetimage,bottom:sceneimage.
Figure13: “Guernica”experiment:affine invariantmeaningfulmatches[30]. Sinceall parallelogramsdiffer
from anaffine transformation(idemfor trianglesor ellipses),therearemany casualmatches.
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4.3 Describing transformations
4.3.1 The similarity case
Let S andS ′ betwo matchingshapeelements.Recallthata shapeelementis a normalizedpieceof level line
describedin a local frame(SeeFig. 14). A similarity invariantframeis completelydeterminedby two points,
or equivalentlya point anda vector. This last representationwill bechosen.A local frameis thengivenby a
couple(p, v) wherep givestheorigin of theframeandv givesits scaleandorientation.Let usassumethatS is
relatedto (p, v) andS ′ to (p′, v′). SinceS andS ′ match,they differ by asimilarity transformation.Now, there
exists a uniquesimilarity mappingthe local frame(p, v) onto (p′, v′). By usingcomplex numbersnotations,
this similarity canbeuniquelyexpressedas
∀z ∈ C, T(z) = az + b, with a = v
′
v
andb = p′ − ap, (4.1)
with (a, b) ∈ C2.
T
R
′
2
R1
R2 R
′
1
Figure 14: Two piecesof level lines and their correspondinglocal similarity frames. The similarity T
mapsR1 into R′1 andR2 into R
′
2. Equivalently the local frame, (R1, R2) may be representedby (p, v) =
(
R1+R2
2 , R2 − R1
)
.
4.3.2 The affine transformation case
Let us now considerthe caseof affine invariantnormalization.Threenon-alignedpointsarenow necessary
to definea local frame. Affine normalizationof a pieceof curve is performedby mappingthesethreepoints
{R1, R2, R3} ontothetriplet {(0, 0), (1, 0), (0, 1)}. Givenanothertriplet {R′1, R′2, R′3} of nonalignedpoints,
thereis a uniqueaffine transformmapping{R1, R2, R3} on{R′1, R′2, R′3}, again denotedby T. Thereexistsa
unique2 × 2 matrixM andaunique(tx, ty) ∈ R2 suchthat
T(x, y) = M
(
x
y
)
+
(
tx
ty
)
CalculatingM boils down to thesolutionof a 2 × 2 linearsystem.By theQR decomposition[10], M canbe
written
M =
(
cos θ − sin θ
sin θ cos θ
) (
1 ϕ
0 1
) (
sx 0
0 sy
)
. (4.2)
This decompositionis uniqueandcompletelydetermines(θ, ϕ, sx, sy) in [0, 2π) × R × R+ × R+. Let us
denoteby (xR1 , yR1) andby (x
′
R1
, y′R1) thepair of coordinatesof R1 andR
′
1 respectively. Thetransformation
RR n ˚ 5 6 9 5
20 Cao,Delon,Desolneux,Musé,Sur
parametersT = (θ, ϕ, sx, sy, tx, ty) aredeterminedby elementaryalgebraiccalculations.Again, thevectorT
characterizesthetransformationT.
Without risk of ambiguity, onecanadoptthe samenotationfor similaritiesor affine transformations.In
addition,sinceT characterizesT, bothof themcanbeidentified.Thuswewrite, for X ∈ R2, T (X) insteadof
T(X).
Figure15 shows three2-D projectionsof thetransformationpointsTk correspondingto the“Guernica”affine
invariantmeaningfulmatchesof Fig. 13).
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Figure15: “Guernicaexperiment:Each point representsa transformationassociatedwith an affine invariant
meaningfulmatch,describedby 6 parameters.Eachfigure representsa two-dimenstionalprojectionof the
points,respectively tx vs. ty (translationcoordinates),θ (rotation)vs. ϕ (shear),andln(sx) vs. ln(sy) (zooms
in the x andy) directions. The noiseis mainly dueto global shapeelementsthat arevery muchalike up to
affinetransformations,andwhichdonotbelongto thesamerealshape.Themainclusteris alsospreadbecause
of theeffectof perspective.
4.4 Meaningful clustersof transformations
Theproblemof planarshapedetectionis by now reducedto a clusteringproblemin thetransformationspace.
Accordingto Sect.2, it is necessaryto define
1. adissimilaritymeasurebetweenpointsin thetransformationspace,
2. aprobabilityon thespaceof transformations,
3. agroupingstrategy.
4.4.1 A dissimilarity measurebetweentransformations
Definingadistancebetweentransformationsis not trivial, for two reasons.First, themagnitudesof theparam-
etersof a transformationarenot directly comparable.This problemis not specificto transformationclustering
but generalto clusteringof any kind of data.Second,ourrepresentationof similaritiesor affinetransformations
doesnotbehavewell in avectorspace.A sounddistanceis notnecessarilyderivedfrom anorm.
Definition 4.1(similarity case) Let (P1, Q1) (resp.(P ′1, Q
′
1)) bethepointsdeterminingthelocal frameof S1
in image I (resp.S ′1 in image I ′). Let T1 theuniquesimilarity determinedby (P1, Q1) and (P ′1, Q′1). In the
sameway, let T2 bethesimilarity determinedfroma match betweentheshapeelementswith frames(P2, Q2)
and(P ′2, Q
′
2) in I andI
′. Wecall dissimilaritymeasurebetweenT1 andT2,
dS(T1, T2) = max {‖T1(Pi) − T2(Pi)‖, ‖T1(Qi) − T2(Qi)‖, i ∈ {1, 2}} . (4.3)
For completeness,let usdefineadissimilaritybetweenaffine transforms.
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Definition 4.2(affine case) Let T1 (resp. T2) be an affine transformdeterminedby two shapeselements
(S1,S ′1) (resp. (S2,S ′2)) matching from I to I ′. Let also (P1, Q1, R1) and (P ′1, Q′1, R′1) (resp. (P2, Q2, R2)
and(P ′2, Q
′
2, R
′
2)) thepointsdeterminingthelocal frameof S1 andS ′1 (resp.S2 andS ′2). Weset
dA(T1, T2) = max {‖T1(Pi) − T2(Pi)‖, ‖T1(Qi) − T2(Qi)‖, ‖T1(Ri) − T2(Ri)‖, i ∈ {1, 2, 3}} . (4.4)
4.4.2 Background model: the similarity case
In orderto apply thedetectionframework of Sect.2, a backgroundlaw is first needed.A datapoint hereis a
similarity transformationrepresentedby a pair of complex numbers(a, b) ∈ C2. Thepurposeof this section
is to devisea soundbackgroundlaw π on thesetof similarity transformations.To this aim, recall that (a, b)
is determinedby two local framesin the imagesto be matched,respectively (p, v) and(p′, v′). Let us now
assumethat theseobservationsarethe realizationof a randomvariable(P, V, P ′, V ′) ∈ C4. It is natural to
assumethat theposition,thesizeandtheorientationof anobjectareindependent.This is certainlysound,up
to somebordereffects. In addition, two imageswhich do not containcommonshapesalsocanbe assumed
independent.This leadsusto thefollowing independenceassumptionfor thebackgroundmodel.
(A’) Considera randommodelimage I and a randomsceneimage I ′. Thenthe randomvariablesP , |V |,
arg V , P ′, |V ′|, arg V ′ associatedwith matchesbetweenbothimagesaremutuallyindependent.
Themarginal lawsof thesix previousrandomvariablescaneasilybelearnedfrom thetwo images.Hence,
thelaw of (P, V, P ′, V ′) is assumedto beknown. By (4.1),sucha4-tupleuniquelydefinesarandomsimilarity
patterndenotedby (A,B), whereA representstherotation andzoom,andB thetranslation.Thebackground
law π is nothingbut the distribution of (A,B). The expressionof (A,B) asa function of (P, V, P ′, V ′) is
explicit andgivenby
(A,B) : (P, V, P ′, V ′) 7→
(
V ′
V
, P ′ − V
′
V
P
)
.
Thebackgroundlaw π is the imageof the law (P, V, P ′, V ′) by this application.It is alsoclearthatA andB
arenot independent.Nevertheless,by definitionof theconditionallaw,
dπ(a, b) = dπB(b |A = a) dπA(a), (4.5)
whereπA is themarginal of A andπB( · |A = a) is the law of B knowing A = a. Since|A| = |V ′|/|V | and
arg A = arg V ′ − arg V mod (2π), thesetwo variablesareindependentunderAssumption(A’) . Thus,the
distribution πA caneasilybecomputed.Moreover, it turnsout thatA is independentfrom P andP ′. Hence,
the law of B = P ′ − AP , conditionallyto A = a is the law of P ′ − aP , which canalsobeeasilycomputed
under(A’) . Thebackgroundlaw π follows from (4.5).
In practice,thecomputationof π betweentwo imagesis asfollows:
1. Computeall theshapeelementsof modelandtargetimages.
2. Computetheempiricallaws of P, V, P ′, V ′ giving theposition,thescaleandtheorientationof thelocal
framesrelatedto shapeelementsin thetwo images.Undertheindependenceassumption(A’) , thisyields
thelaw of thebackgroundmodel(P, V, P ′, V ′).
3. Under the sameassumption,computethe empirical laws of |A| = |V
′|
|V | andarg A = arg V
′ − arg V
mod (2π).
4. For eachvaluea of A with nonnull frequency, computetheempiricaldistributionof P ′ − aP .
Theprobabilityof a regionR is thengivenby approximatingtheintegral
π(R) =
∫
R
dπB(b|A = a) dπA(a).
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A few wordsabouttheestimationof thebackgroundmodel:onewouldexpectarg A to beuniformly distributed
in [−π, π), andthis belief wasexperimentallyconfirmed,althoughthehorizontalandverticaldirectionsmay
sometimesbeprivileged. (SeeFig. 17 andexperiments.)Thedistribution of thezoomfactor|A| is insteadfar
from beinguniform. Thereis nowayto figureoutarealistica priori distribution for |A|, or for B givenA. The
backgroundmodeldistributionsmustbelearnedfrom thesceneandtargetimages.
Remark. The ideaspresentedherealsohold for the affine transformationclustering.For this case,θ, ϕ, sx
andsy areconsideredto be mutually independent.Their distributionscanbe learnedempirically, aswell as
the joint probability of (tx, ty) given (θ, ϕ, sx, sy). This construction, experimentallysatisfyingthoughit is
(seetheexperiments),hasno righteoustheoreticaljustification. Theproblemof finding theright independent
marginal variablesin theaffinecaseis left open.
4.4.3 Grouping strategy
Thereareseveralmethodsto build a binary treefrom a datasetanda dissimilaritymeasure.In this paper, the
minimal spanningtreeis used. Its constructionusesa classicalsinglelinkage algorithm working asfollows.
The dissimilarityd betweentwo datapointsis extendedto any pair of disjoint setsof datapointsA andB by
setting
d(A,B) = min
(a,b)∈(A,B)
d(a, b).
A binary treeis constructedby the following iterative process:eachdatapointis taken asa leaf-node.Then
mergetheclosestpair of nodesinto a singlenode.Repeatthis until all nodeshave beenmerged in thewhole
dataset.By replacingthe “min” by a “max” in the above formula, a maximalspanningtreeis obtainedin-
stead.Choosingonetreeor theothermaybeveryapplicationdependentbut noneis universallybetterthanthe
other[17].
5 Experimental results
Theconsistency of thepreviousdefinitionsis now empiricallychecked.All theexperimentswill beperformed
with a pair of images. It is worth summarizingthe stepsleadinga completeexperimentalsettingfor shape
recognition.
1. Extractionof all theimageslevel lines.An efficientalgorithmdueto MonasseandGuichardis used[29].
Therearetypically 105 level linesin a512 × 512 image.
2. Selectionof themostmeaningfullevel lines[3, 5]. Thisstepcanbeviewedasacompressionof theshape
informationof theimage.Only asmallsetof level lines(between100and1000)is selectedby this fully
automaticprocedure.
3. Encodingof shapeelements:robustdirections(bitangentor flat parts)arecomputedon the level lines.
Basedon all thosedirections,local framesare computed,and piecesof level lines are describedin
normalizedframes,typically a few thousandsperimage[22, 30].
4. Themethodof [30] is thenappliedandyieldsa setof M pairsof matchingshapeelements,onein the
target imageandone in the sceneimage. A fundamentalhypothesisfor the a contrario detectionof
groupsis that,underthebackgroundmodel, transformationpointsaremutuallyindependent.In orderto
complywith this hypothesis,a greedyalgorithmthateliminatesmatchedshapeelementswhich sharea
largepieceof curvewith otherpairsof matchingshapeelements.
5. A backgroundmodelπ on thesetof similaritiesor on thesetof affine transformsE is built accordingto
Sect.4.4.2.
6. The transformsT1, . . . , TM associatedwith thematchingpairsform a point datasetin E. Fromthis
set,aclusteringtreeis built accordingthedissimilaritymeasuresof Definitions4.1or 4.2.
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7. Maximalmeaningfulgroupsarecomputedby Def. 2.5.
Thefinal outcomeof theshapeidentificationmethodof this paperis, for eachpair of images,asetof maximal
meaningfulclusters. Eachclusteris likely to correspondto an identified shape. One can display for each
clusterits associatedshapeelements.If the grouping is correct,this setof shapeelementsmustcorrespond
to a matching shapein both the target imageand the sceneimage. In practice,the identified shapeshave
dramaticallylow NFA’s. Thus, they yield an overwhelmingcertaintyaboutidentification. This certaintyis,
however, not fully unambiguousbecauseof the Strobeeffect. Indeed,shapesoften have self-similarparts:
windows, or rows of windows in a building area goodexample. Otherexamplesaregiven by symmetries.
For instance,the letterN is self-similarby a π rotation. In thesecases,two or morevery meaningfulgroups
canbefound,eachonecorrespondingto a shapeself-similarity. Suchself-similaritiescan,however, easilybe
anticipatedby apreviouscomparisonof thetargetimagewith itself. This comparisoncanbeperformedby the
abovealgorithm.Themaingroupwill thencorrespondto theglobalmatchof theshapewith itself andtheother
groupsto Strobeeffectsbetweenpartsof theshape.
5.1 A singlegroup
Figure16depictsthemaximalmeaningfulgroupsfor the“Guernica”experiment.Thereis onesinglemaximal
meaningfulgroup,with − log10(NFAg) = 196.23. Hencegroupinggivesadramaticconfidencein detections,
while all thefalsematchesareeliminated.Figure17 shows thelearneddistribution of the zoomfactorsin the
x andy directionsaswell astheshearandrotationangle. This lastoneis not perfectlyuniform in this case,
becausetheverticalandhorizontaldirectionsareprivilegedin thesegeometricalimages.Figure18 shows the
meaningfulcluster.
Figure16: “Guernica”experiment:asinglemaximalmeaningfulgroupwasdetected.Zoomon thematchesof
thegroupfor thetargetimage(left) andthesceneimage(right). Thegroupis composedby 117goodmatches,
andits − log10(NFAg) is 196.23.
5.2 Two differ ent groups
Thesimilarity invariantprocedureis appliedin thesamewayto theimagesof Fig.19. Two maximalmeaningful
groupsaredetected:thefacesandthetitle. Thecorrespondingpointsin thesimilarity spacearedisplayedon
Fig. 20. Thetwo groupswith their differenttranslationandtheir differentscalingareclearlyvisible this time.
The indivisibility criterion (2.4) decidesthat two separategroups(the actors’ faceson the onehandand
theword “Casablanca”on theotherhand)area betterrepresentationthana singlelargegroupcontainingboth
groups. Indeed,while the largegroupin Fig. 21 hasa lower NFAg thanoneof its children(10−7), it is not
indivisible. Indeed,theNFAg of its two childrenare10−7.6 and10−6.6. By Prop.2.4,thelargestgroupis not
indivisible,andthuscannotbemaximal.
Theexaminationof thetransformationhistograms(Fig.22)showsthattherotationangleis nearlyuniformly
distributed.Thezoomingfactor, ontheotherhand,doesnothaveanintuitivedistribution. Thetranslationhasto
belearnedconditionnallyto therotationandthezoom.Thelasttwo plotsarethe two-dimensionaldistribution
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Figure17: Empiricalhistogramsfor affine invariantmatchingfor theexperimentof Fig. 12. On thefirst row,
theempiricalzoomfactorsin thex andy direction(logscale),whichareimagedependent.On thesecondrow,
the distribution of the shearandthe rotationangle. The shearis basicallyuniform, but the rotationexhibits
somepeaksaround−π2 and π2 becauseof thenumerouslinesin theimage.
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Figure18: “Guernicaexperiment: datapointsof Fig. 15, wherethe pointscorrespondingto the only affine
invariantgrouparerepresentedwith diamonds.Theboundariesof thecorrespondinghyperrectanglearedrawn.
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(a)First maximalmeaningfulgroup:12meaningful matches,− log
10
(NFAg) = 7.6
(b) Secondmaximalmeaningfulgroup:7 meaningfulmatches,− log
10
(NFAg) = 6.62
Figure19: “Casablanca”experiment:thereareexactly two maximalmeaningfulgroups,correspondingto the
facesandthetitle. Therelativescaleof theimagespresentedabove is thesameastheoriginalone.Oneshould
notethatthefacesandthetitle actuallylie in differentrelativepositionsandscales.
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Figure20: Casablancaexperiment.Meaningfulclustersin thesimilarity space.Left: projectionin the trans-
lation dimensions.Right: projectionon the rotationandzoom(log scale)axes. In this case,two clustersare
clearlyvisible. Their positionbut alsotheir scaleis different.
Figure21: “Casablanca”experiment. Meaningfulgroupcorrespondingto the merging of groupsin Fig. 19.
This groupcontains23 meaningfulmatches,andits − log10(NFAg) is 7.0. It is moremeaningfulthanthe
facesgroup,but it is notmaximal.Notethe“Strobe”effectof thelowerpartof “cASablanca”in thefirst image
thatmatcheswith “casABlanca”in thesecondone.
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of the translation,conditionedby the rotationandzoomof the two detectedmaximalmeaningfulgroups.As
canbeseen,thesedistributionsarenot simpleandcannotbededucedfrom oneanotherby asinglescaling.
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Figure22: Empirical histogramsfor similarity invariantmatchingfor theexperimentof Fig. 19. On thefirst
row, thelog-empiricalzoomfactorln(|a|) andtherotationanglearg a. This lastoneis nearlyuniform in this
case.On thebottomrow, thedistribution of the translationvector, conditionedby two differentvaluesof the
couple(ln(|a|), arg a). Thesevaluescorrespondto thetwo maximalgroupsthataredepictedonFig. 19. Since
thescalesaredifferent,soarethedistributions.
5.3 Detectingmultiple groups
Thenext exampleillustratestheperformanceof theproposedmethodologyin detectingmultiple groupsin an
image. Two imagescontainingmultiple occurrencesof partsof the Coca-Colalogo arecompared(Fig. 23).
Figure24 shows theaffine invariantmeaningfulmatches.Five groupsaredetected.Thecorrespondingshape
elementsaredisplayedfor eachgroupin Fig. (25) and(26). TheNFAg of maximalmeaningfulgroupsare
reportedin Tab. 1. Thethreefirst groupsarevery meaningful,while thetwo otherNFAg aremuchcloserto
1: about10−4.
Groupnb. 1 2 3 4 5
nb. of matches 15 7 5 6 4
− log10(NFAg) 20.6 16.7 5.8 4.0 3.0
Table1: “Coca-Cola”experiment:NFAg for themaximalmeaningfulgroupsin Fig. 25and26.
Maximalmeaningfulgroupscanbeusedfor registration.Sinceagroupcontainsseveralpoints(i.e. several
affine transforms),a standardleastsquaresprocedureallows to computethe bestplaneprojective transform
describingthegroup.As canbeseenon theleft partsof Fig. 27 and28, this registrationis very accuratesince
no blur is visible whenthe two registeredimagesaresuperposed.Anotherway to checkthe accuracy of the
registrationis to find all thepiecesof level lines in commonin the two images,asmadeasfollows. The two
imagesarefirst registered.All piecesof meaningfullevel lineswith a lengthl areparameterizedby their arc-
length.If for two piecesC1 andC2, belongingto thefirst andsecondimagesatisfy|C1(s)−C2(s)| < δ for all
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Figure23: “Coca-Cola”experiment:originalimagesandmaximalmeaningfullevel lines.Top: images,bottom:
meaningfullevel lines[5].
(a) (b)
Figure24: “Coca-Cola”experiment.(a) meaningfulmatches,with local encoding(top) andglobally encoding
(down). Numberof tests:1.57 107 (591 shapeelementsin the target image,26, 621 in thesceneimage). (b)
As acomparison,matcheswith Lowe’sSIFT features[24], codecourtesyof D. Lowe;23matches,represented
by white segmentsjoining thematchinglocationsbetweenthe two images.Thealgorithmis lessaccuratein
this case,but muchfaster. Sincebothmatchingalgorithmswork on partsof theimages(which is mandatoryif
robustnessto occlusionandability to detectmultiple groupsarerequired),casualmatchesareinevitable. The
groupingphaseattemptsto build amoreglobalcontext, andto discardthosefalsematches.Contraryto Lowe’s
groupingalgorithm(not presentedin this figure)which is basedon a HoughTransformclustering,themethod
proposedin thispaperdoesnotdependonbinsquantizationandhasautomaticdetectionthresholds.
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Figure25: “Coca-Cola”experiment:first threemaximalmeaningfulgroups(among5). Their− log10(NFA)
arerespectively 20.6,16.7,5.8,showing thatthey areindeedverymeaningful.
Figure26: “Coca-Cola”experiment:maximalmeaningfulgroups(lasttwo amongfive). Their− log10(NFA)
arerespectively 4.0 and3.0.
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s ∈ (0, l) then,keepC1 andC2. In theexperiments,l = 40 andδ = 4. All thesepiecesof level linesthatare
closeto eachotherareplottedon theright partof Fig. 27and28.
Figure27: “Coca-Cola”experiment: registrationwith respectto the meaningfulgroups. Becausethereare
several affine matchesper group,onecancomputethe bestprojective mappingby a standardleastsquares
method. The projective transformationis usedto superposethe two images(on the left). On the right side,
piecesof level linesthatarecloseto eachotherin theregisteredimages(seetext).
6 Conclusion
This paperpresentsa generalsettingof detectionandselectionof groupsin a collectionof datapoints. The
meaningfulgroupsarethosethat cannotbe generatedby chance.As such,they canbe definedaslarge de-
viations from an independencehypothesisof the points they contain. This allows to definea measureof
meaningfulness,the numberof falsealarms. Among all the meaningfulgroups,only thosewhich cannotbe
split into two smallergroupsarerelevant. The samekind of methodologycanleadto the selectionof these
maximalmeaningfulgroups.This framework is thenappliedto thegroupingof transformationsresultingfrom
a preliminarylocal matchingalgorithm. The methodis lesssensitive to quantizationthanHoughTransform
typealgorithms,becausethesizeof theregion leadingto themostmeaningfulevent is automaticallychosen.
Let us point out that the presentmethodintendsto detectclusterwith “no shape”,i.e. groupsof pointsthat
shouldbeequalbut differ becauseof noise.In particular, it needsfurtherwork to dealwith clusterswith holes,
or nested.Becauseof thepreliminaryclusteringstep,it alsomuchdependson theuseddistance,but theredoes
not seemto be a choicewhich is completelyindependentof the application. However, the NFA calculation
shouldbeadaptedto moregeneraltypesof groups.
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Figure28: “Coca-Cola”experiment:maximalmeaningfulgroups(lasttwo amongfive). Their− log10(NFA)
is respectively 3.39 and4.60. Both of themcorrespondto a Strobeeffect, sincethe lower part of “oca” is
identicalto thelowerpartof “ola”. Left: theregisteredimages.Right: registeredpiecesof level lines.
Themethodcouldbeusedto find out thecharacteristicsthatarereally relevant to form perceptualgroupsin
a setof objects.How to selectthecharacteristicsto obtainthemostmeaningfulgroups?Anotherapplication
wheretheseclusteringproceduresareproposedis theanalysisof visualmotion [38], wherethepurposeis to
detectspatio-temporalcoherence.Elementarytypesof motions(idealzooming,purerotation,rectilinearmo-
tion) areparameterized,andlocal observationsaregroupedwith respecto thesecriterions.Worksin progress
areexposedin [35].
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A Proofs
A.1 Proof of Prop. 2.1
A carefulnotationis needed.Fix 1 6 j 6 M andR′ ∈ R. Wenote:
• X = (X1, . . . , XM ), thebackgroundprocessandd Pr(x1, . . . , xM ) = dπ(x1) · · · dπ(xM ) its distribu-
tion.
• x = (x1, . . . xM ) asetof M pointsin E
• Xj = (X1, . . . , XM ) with Xj omittedin thelist
• xj = (x1, . . . , xM ) with xj omittedin thelist
• dπj(xj) = dπ(x1) . . . dπ(xM ) with dπ(xj) omittedin theproduct
• Prj thejoint marginalof Pr with respecto Xj
• K(Xj , Xj , R′), numberof pointsin thelist Xj belongingto Xj + R′.
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Lemma A.1 For everyxj ∈ E,
Pr j
(
B(M − 1,K(Xj , xj , R′), π(xj + R′)) <
ε
#R · M
)
<
ε
#R · M .
Proof. Sincexj andR′ arefixed, K(Xj , xj , R′) is a randomvariablewhosesurvival function is exactly
k 7→ F (k) = B(M − 1, k, π(xj + R′)). HencePr j(F (K(Xj , xj , R′) < t) < t, proving theresult. ut
Proof. [of Prop.2.1] Let usnote
• TheBernoulli variable
Yj,R′ =
{
1 if #R · M · B(M − 1,K(Xj , Xj , R′), π(Xj + R′)) < ε,
0 otherwise.
• S =
∑
i,R′ Yj,R′ thenumberof ε-meaningfulregions.
We thenhaveby Fubini theorem
Pr(Yj,R′ = 1) = E(Yj,R′)
=
∫
E
dπ(xj)
∫
EM−1
1l{#R·M ·B(M−1,K(xj ,xj ,R′),π(xj+R′))<ε}dπ
j(xj)
=
∫
Pr j
(
B(M − 1,K(Xj , xj , R′), π(xj + R′)) <
ε
#R · M
)
dπ(xj)
6
ε
#R · M ,
whereLemmaA.1 hasbeenusedin thelastinequality. A regionR is ε-meaningfulif andonly if R = Xj + R′
for somepointXj andsomeregionR′ ∈ R andif Yj,R′ = 1. Hence,
E(S) =
∑
j,R′
E(Yj,R′) <
∑
j,R′
ε
#R · M = ε. ut
A.2 Proof of Prop. 2.3
Let 1 6 i 6= j 6 M andR′, R′′ ∈ R. Now, two testedregionsxi + R′ andxj + R′′ may intersectandwe
have to dealwith thispossibility. Wenote
• X = (X1, . . . , XM ), backgroundprocess
• x = (x1, . . . xM ) asetof M dotsin E
• Xij = (X1, . . . , XM ) with Xi, Xj omittedin thelist
• xij = (x1, . . . , xM ) with xi, xj omittedin thelist
• Xij = (X1, . . . , XM ) with Xj andXj replacedby xi andxj
• dπij(xij) = dπ(x1) . . . dπ(xM ) with dπ(xi) anddπ(xj) omittedin theproduct
• Prij thejoint marginalof Pr with respecto xij
• Ri = Xi + R′, Rj = Xj + R′′
• K(X, i, j, R′, R′′) = numberof pointsamongXij belongingto Ri \ Rj = (Xi + R′) \ (Xj + R′′).
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• Ki = K(X, i, j, R′, R′′), Kj = K(X, j, i, R′′, R′)
• K̃i = K(Xij , i, j, R′, R′′), K̃j = K(Xij , j, i, R′′, R′).
• ki = K(x, i, j, R′, R′′), kj = K(x, j, i, R′′, R′)
• πi = π((xi + R′) \ (xj + R′′)), πj = π((xj + R′′) \ (xi + R′))
• Πi = π((Xi + R′) \ (Xj + R′′)), Πj = π((Xj + R′′) \ (Xi + R′))
• ε = 2ε
M(M−1)2(#R)2
.
Lemma A.2 For everyxi, xj ∈ E,
Pr ij
[
M(M − 2, K̃i, K̃j , πi, πj) < ε
]
< (M − 1)ε.
Proof. Theproofextendstheargumentsusedfor LemmaA.1. Wehave
Pr ij
[
M(M − 2, K̃i, K̃j , πi, πj) < ε
]
=
∑
(ki,kj)|M(M−2,ki,kj ,πi,πj)<ε
Pr ij(K̃i = ki, K̃j = kj)
=
∑
(ki,kj)|M(M−2,ki,kj ,πi,πj)<ε
(
M − 2
ki, kj
)
πkii π
kj
j (1 − πi − πj)M−2−ki−kj .
Let
ki(ε, kj) = inf{0 6 k 6 M |M(M − 2, k, kj , πi, πj) < ε},
with the useful conventionsM(M − 2, k, kj , πi, πj) = 0 and
(
M−2
k,kj
)
= 0 if k > M − 1 − kj . The map
k 7→ M(M − 2, k, kj , πi, πj) beingmonotone,onehas
M(M − 2, k, kj , πi, πj) < ε ⇔ k > ki(ε, kj). (A.1)
Summarizingandusingthedefinitionof ki(ε, kj),
Pr ij
[
M(M − 2, K̃i, K̃j , πi, πj) < ε
]
=
M−2
∑
kj=0
M−2
∑
k=ki(ε,kj)
(
M − 2
k, kj
)
πki π
kj
j (1 − πi − πj)M−2−k−kj
6
M−2
∑
kj=0
M−2
∑
k=ki(ε,kj)
M−2
∑
l=kj
(
M − 2
k, l
)
πki π
l
j(1 − πi − πj)M−2−k−l
=
M−2
∑
kj=0
M(M − 2, ki(ε, kj), kj , πi, πj) < (M − 1)ε. ut
Proof. Let usnotefor R′ 6= R′′,
• TheBernoulli variable
Yi,j,R′,R′′ =
{
1 if M(M−1)
2(#R)2
2 · M(M − 2,Ki,Kj , Πi, Πj) < ε,
0 otherwise.
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• S =
∑
i,j,{R′,R′′} Yi,j,R′,R′′ thenumberof ε-meaningfulpairsof differentregions.
By Fubini theorem,
E(Yi,j,R′,R′′) = Pr(Yi,j,R′,R′′ = 1)
=
∫
E2
dπ(xi)dπ(xj)
∫
EM−2
1l{M(M−2,ki,kj ,πi,πj)<ε}dπ
ij(xij)
=
∫
E2
dπ(xi)dπ(xj) Pr
ij(M(M − 2, K̃i, K̃j , πi, πj) < ε)
< (M − 1)ε,
whereLemmaA.2 hasbeenusedin thelastinequalityandε = 2ε
(#R)2M(M−1)2
. Finally,
E(S) =
∑
i,j,{R′,R′′}
E(Yi,j,R′,R′′)
<
∑
i,j,{R′,R′′}
(M − 1)ε
=
∑
i,j,R′ 6=R′′
2ε
(#R)2 · M(M − 1) = ε. ut
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