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Abstract
Functional response models are important in understanding predator-prey inter-
actions. The development of functional response methodology has progressed from
mechanistic models to more statistically motivated models that can account for vari-
ance and the over-dispersion commonly seen in the datasets collected from functional
response experiments. However, little information seems to be available to those wish-
ing to prepare optimal parameter estimation designs for functional response experi-
ments. In this paper, we develop a so-called exchange design optimisation algorithm
suitable for integer-valued design spaces, which for the motivating functional response
experiment involves selecting the number of prey used for each observation. Further,
we develop and compare new utility functions for performing robust optimal design
in the presence of parameter uncertainty, which are generally applicable. The meth-
ods are illustrated using a published beta-binomial functional response model for an
experiment involving the freshwater predator Notonecta glauca (an aquatic insect)
preying on Asellus aquaticus (a small crustacean) as a case study. As a by-product
of the case study, we also derive necessary quantities to perform optimal design for
beta-binomial regression models, which may be useful in other applications.
Keywords: D-optimality, exchange algorithm, Fisher information, functional response,
optimal design, robust design
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1 Introduction
Models of predator-prey interactions where the rate of predation varies according to the
availability of prey are termed functional response models. Typical models deal with
single predator, multiple prey scenarios (usually over a finite area), and the aim is to
predict the number of prey attacked or consumed as a function of the number of prey
available (prey density). Such models are important as they form “one of the cornerstones
of prey-predator interactions” (Casas and Hulliger, 1994), which in turn underpins almost
all ecological systems.
Functional response is an active area of research. A selection of recent examples include:
a study of the predatory behaviour of wolves Canis lupus against a managed population
of moose Aleces alces in Scandinavia (Zimmermann et al., 2015); an examination of the
impact of predator and prey size on functional response in mosquito-predator systems
(Weterings et al., 2015); and a study to better understand predator-prey systems in the
ocean via computer simulation of functional response (Accolla et al., 2015).
In functional response experiments, the number of prey N used for each observation in
the experiment can be controlled. Fenlon and Faddy (2006) give an excellent account of
the development of statistical models to account for the variability of data collected from
functional response experiments. Some of the seminal work in this area include Trexler
et al. (1988) and Casas and Hulliger (1994). Fenlon and Faddy (2006) themselves compare
several models with a variety of equations modelling the mean, and use either binomial or
beta-binomial modelling of the variance for each value of N .
However, despite the development of more statistically-driven models and the substantial
amount of research activity in the general area of functional response experiments hith-
erto, there has been little attention given to optimally designing such experiments for the
purposes of efficient parameter estimation. In this paper we aim to develop an optimal
design method for the efficient parameter estimation for models of functional response
experimental data.
Functional response experiments involve choosing the number of prey, N , to use for each
of the K observations. A standard approach to explore such a discrete design space is
the exchange algorithm (see Cook and Nachtrheim (1980) and Heredia-Langner et al.
(2003) for example). However, this algorithm can be inefficient if K is large. To markedly
improve the efficiency of the exchange algorithm, we incorporate variables for the number
of replicates ri to place on each ‘support’ point Ni for i = 1, . . . , S such that
∑S
i=1 ri = K.
If S << K then significant computational gains can be achieved.
The optimal design for non-linear models depends on the assumed true parameter value
of the model. Such designs are referred to as locally optimal designs. However, there
is often uncertainty in the parameter values of the model being designed for, and it is
important for experimental designs to be robust, i.e. to perform reasonably well, under a
variety of parameter configurations that might be plausible. Such designs are referred
to as robust designs in the literature (Walter and Pronzato, 1987). The uncertainty
in the model parameter can be characterised with a probability, or ‘prior’, distribution,
from which a finite sample of parameter values can be drawn. A common approach to
obtaining robust designs is the pseudo-Bayesian method (Walter and Pronzato, 1987),
where the utility to be optimised is an average over the utilities for different parameter
values. The maximin approach (e.g. Dette (1997)) maximises the lowest utility over the
parameter set. The approach of Dror and Steinberg (2006) firstly obtains locally optimal
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designs for each parameter value and then performs a clustering analysis to obtain a robust
design. In this paper we develop some new utilities for robust designs, that considers
not just the mean utility but also the variability in the utility values and/or considers
maximising the efficiency (utility value divided by the utility of the locally optimal design
for some parameter configuration) rather than the raw utility values to help mitigate
scaling problems for different parameter configurations. We also develop an analogous
clustering approach of Dror and Steinberg (2006) for integer-valued designs.
The case-study that we consider involves a beta-binomial regression model, so we derive
the necessary quantities required to perform optimal design for such models which may
be useful in other applications.
The paper is outlined as follows. Section 2 describes the motivating case study. The
optimal design method that we develop for functional response experiments is given in
Section 3. This section includes a review of the relevant literature and some new methods.
The case study results are presented in Section 4. Finally, Section 5 concludes with a
discussion.
2 Case Study Background
In the development of functional response theory, early models focused on mechanistic
equations featuring parameters that were readily translated into physical phenomenon.
An important and well-known example is Holling’s disc equation (Holling, 1959):
n =
aNT
1 + aThN
, (1)
where n is the number of prey consumed/attacked, N is the initial number of prey (in a
given area) and T is the total duration of the experiment. The two parameters of interest
here are easily interpreted from a physical standpoint: a is the instantaneous attack rate,
and Th is the handling time per prey attacked.
In order to learn about a particular predator-prey interaction, experiments are conducted
where varying numbers of prey (the design variable) are made available to a predator,
with the number of prey attacked or consumed in a finite period of time recorded as the
response variable. We assume that K observations of the predator-prey system are to be
obtained and we denote the number of prey to use for observation i as Ni and the vector
of prey numbers for all observations as N = (N1, . . . , NK). The corresponding observed
number of predated prey for the ith observation is denoted ni and the full dataset as
n = (n1, . . . , nK). An example dataset from a typical functional response experiment
is shown in Figure 1. The original data was collected by Hassell et al. (1977) from an
experiment involving the freshwater predator Notonecta glauca (an aquatic insect) preying
on Asellus aquaticus (a small crustacean resembling a woodlouse).
The Hassell et al. (1977) experiment features several replicates performed at each value
of N (number of Asellus aquaticus available). A typical approach then in classical func-
tional response studies is to fit an equation like Holling’s disc equation (1) through the
mean responses n (number of Asellus aquaticus predated), and to then use least squares
regression to estimate the parameters a and Th. Crucially though, this approach ignores
the obvious variability in the data that occurs at each value of N , as well as the increased
variability in the response for higher values of N . This lack of statistical rigour can lead to
poor estimation of parameters and inaccurate models, which can have a significant impact
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Figure 1: Original data from Hassell et al. (1977): individual sample values (·), sample
means (◦−◦−◦) for each value of N .
on the predictive reliability of models derived in such a manner.
Fenlon and Faddy (2006) note that the data from the Hassell et al. (1977) experiment can
be well modelled using a modified Gompertz equation for the mean response:
E[n] = a(e−b exp(−cN) − e−b), (2)
where n is the number of prey consumed in a single experiment and (a, b, c) are model
parameters. Fenlon and Faddy (2006) capture the variability in the data with a beta-
binomial model. The probability mass function for a single observation is given by
p(n;N,α, β) =
(
N
n
)
B(n+ α,N − n+ β)
B(α, β)
, (3)
where B(·,·) is the beta function, and α and β are the two beta function parameters. The
mean for the beta-binomial model is
E[n] =
Nα
α+ β
. (4)
This allows us to link the beta-binomial function (3) with the Gompertz equation (2) via
a convenient reparameterisation:
µ =
α
α+ β
=
a
N
(e−b exp(−cN) − e−b) and
λ =
1
α+ β
,
where λ is referred to as the overdispersion parameter. We define this model as the
Beta-Binomial-Gompertz (BBG) model.
For our case study, we consider an experimentalist wishing to re-design the Hassell et al.
(1977) experiment, with accurate estimation of the four parameters θ = {a, b, c, λ} of the
BBG model as the objective.
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The Hassell et al. (1977) experiment features design points (number of Asellus aquaticus
available) arranged in a loosely geometric manner: N = {5, 8, 10, 15, 20, 25, 30, 45, 60, 80, 100}
with 8 or 9 replicates at each point. A more recent example from Weterings et al. (2015)
set up prey numbers at simple arithmetic intervals: N = {10, 20, 30, 40, 50, 60}, with 2
to 4 replicates of each design point set according to the availability of prey. Both these
examples highlight experimental designs that seem reasonably sensible, but may not in
any way be optimal for precisely estimating the parameters that are desired. To the best
of our knowledge, there are no published functional response experiments that express any
statistical methodology behind the design points chosen.
3 Robust Optimal Design for Integer-Valued Design Spaces
Optimal experimental design involves selecting design points systematically in such a way
as to optimise the inferential abilities of an experiment with respect to a specific hypo-
thetical model or models. Optimally designed experiments are advantageous in that they
allow model parameters to be estimated with maximum efficiency and accuracy, poten-
tially reducing the number of experimental runs necessary. This is particularly important
for functional response experiments, which involve sacrificing prey, and can by their nature
be expensive and/or difficult to conduct.
3.1 Locally D-Optimal Designs
As mentioned earlier, our design variable of interest is N ∈ N ⊂ NK1 , which is a vector of
positive integers of length K. We denote the model parameter of interest as θ ∈ Θ ⊆ Rp
where p is the number of parameters. We define a scalar function u : N × Θ → R which
is called the utility function. The utility function encodes the goal of the experiment. If
precise parameter estimation is the experimental objective, a common choice for the utility
function u(N ,θ) is some scalar function of the Fisher information matrix (FIM). If we
denote the log-likelihood function of some potential dataset n as `(n;θ,N), the (i, j)th
component of the observed information matrix (OIM) is given by
O(n;θ,N)i,j = −∂
2`(n;θ,N)
∂θi∂θj
, (5)
where θi is the ith component of θ. After substituting in the parameters θ, design points
N and data n, the components of the OIM provide information about the curvature of the
log-likelihood surface (as a function of θ) evaluated at those values. Since the experimental
design phase occurs before the data collection phase, a common approach is to average the
OIM with respect to datasets that may be generated under the chosen model and design
N when the parameter value is θ. The FIM is given by
I(θ,N)i,j = −E
[
∂2`(n;θ,N)
∂θi∂θj
;θ,N
]
. (6)
The FIM for the beta-binomial model of interest defined in Section 2 is developed in the
Appendix.
In this paper we consider so-called D-optimal designs (Fedorov, 1972, p. 81), where the
utility is given by the determinant of the FIM
u(θ,N) = det [I(θ,N)] . (7)
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Note that other scalar functions of the FIM can be used, such as the trace (referred to as
A-optimality). The ideas in this paper are applicable to any choice of the utility function.
We seek the design that maximises the utility function
N∗θ = arg max
N∈N
u(θ,N), (8)
where we explicitly denote that the optimal design will depend on the chosen θ. Later
we develop an algorithm that can approximate the optimal design in an efficient manner.
Next we describe some previous and new utility functions for generating robust designs
that may perform well under a variety of parameter configurations.
3.2 Robust Design Approaches
It should be noted that since the calculation of D-Optimal designs requires the input of
model parameter values, any designs obtained are parameter-dependent. If a specific set
of parameter values are used, perhaps based off a previous experiment or from expert
opinion, the experimental design obtained is truly optimal only if those parameter values
are exactly correct. Such designs are termed locally optimal designs. If the θ selected is
not close to the true parameter value then the locally D-optimal design may be inefficient.
We suggest that a robust optimal design should be tolerant to a range or distribution
of parameter values; as long as the “true” underlying parameter value for the model
lies within the specified range, a robust optimal design will still allow relatively accurate
parameter estimation. The uncertainty about the parameter may be encapsulated by a
probability distribution p(θ). This distribution could be thought of as a ‘prior’ distribution
as it might incorporate knowledge from experts or from previous similar experiments.
However, it is not a prior distribution in the Bayesian sense as the classical optimal design
approach assumes that p(θ) will be discarded upon data collection. There is a fully
Bayesian approach to optimal design (see, for example, Chaloner and Verdinelli (1995)
and Ryan et al. (2015)) where the utility function is some posterior functional, but we do
not consider this here. The aim is to obtain a design that is likely to be relatively efficient
for a variety of θ values.
It is generally intractable to accommodate the full density p(θ) so a discrete sample,
{θj}Jj=1 ∼ p(θ) is often generated instead. If p(θ) has a simple parametric form such as a
normal distribution then the θ samples can be drawn directly. In our case study, we use
Markov chain Monte Carlo methods to generate from the posterior distribution conditional
on some pilot data of the experiment, (np,Np), for some initially chosen design Np. We
then use this posterior distribution as the ‘prior’ distribution for the rest of the experiment.
To obtain a roughly independent sample from this ‘prior’ the MCMC output needs to be
thinned using a suitably large thinning factor.
The most common approach to robust design is the pseudo-Bayesian approach (Walter
and Pronzato, 1987), which considers the average utility over the prior sample
up(N) =
1
J
J∑
j=1
log u(N ,θj), (9)
where the log is used to help avoid different scales of the utilities for different parameter
values.
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Another method for generating a robust design is the maximin approach (e.g. Dette
(1997)). First, we define the efficiency of design N as E(N ,θ) = u(N ,θ)/u(N∗θ ,θ)
where u(N∗θ ,θ) is the maximum local utility value based on the parameter θ. The max-
imin utility is then given by
um(N) = min
j=1,...,J
E(N ,θj). (10)
Thus the objective is to maximise to lowest efficiency over the prior samples.
These approaches inspired us to develop some new robust utility functions. We note that
the pseudo-Bayesian approach in (11) aims to the maximise the mean utility, however this
may not necessarily guard against obtaining low efficiencies for some θ values. Thus we
consider a utility that still tries to maximise the mean of the utilities but at the same time
minimises the variability (as measured by the standard deviation) of the utilities
ups(N) = up(N)−
√√√√ 1
J
J∑
j=1
(log u(N ,θj)− up(N))2. (11)
Instead of using the log function to put the utilities on the same scale in (11), we note
that the efficiencies are naturally on the same scale and thus we consider maximising the
average efficiency
upe(N) =
1
J
J∑
j=1
E(N ,θj).
To guard against obtaining some low efficiencies, we also consider including the standard
deviation of the efficiencies
upes(N) = upe(N)−
√√√√ 1
J
J∑
j=1
(E(N ,θj)− upe(N))2.
Regardless of which robust utility is used, the robust optimal design is defined as:
N∗ = arg max
N
uˆ(N). (12)
A distinctly different robust design approach developed by Dror and Steinberg (2006)
firstly constructs locally optimal designs for each θj for j = 1, . . . , J . Then, a clustering
approach is applied to the collection of locally optimal designs to form a robust design with
the desired number of observations. Here we develop an analogous approach for integer-
valued design spaces. Denote the concatenation (sorted from smallest to largest) of all
the J locally optimal designs as Nc = sort(N
∗
θ1
, . . . ,N∗θJ ) which is of length M = J ×K.
Then, we construct our robust design of K observations by systematically resampling K
values from Nc. This is shown in Algorithm 1.
It is important to note that the optimal robust designs generated will be dependent on the
collection {θj}Jj=1. This dependence may be reduced by increasing the value of J but this
increases the computational cost of determining the optimal robust design. We suggest
that the optimal robust designs should be validated and compared on a fresh batch of
samples from the prior that are generated using a different random seed.
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Algorithm 1 Systematic resampling algorithm to obtain a robust design.
Sample ν ∼ U(0, 1)
for k in 1 to K do
Find index i such that (i− 1)/M ≤ ν < i/M
Extract the ith component from Nc and add it to the robust design
Set ν = ν + 1/K
if ν > 1 then
Set ν = ν − 1
end if
end for
We suggest that the best robust design choice will be problem dependent and therefore
it is important to have a variety of robust design approaches in the toolbox. As we
demonstrate in Section 4, the robust design approaches can be assessed and compared
prior to data collection. Even with the same results, different experimentalists may select
different robust designs depending on their internal opinion on what ‘robust’ means to
them.
3.3 Design Optimisation Algorithm
Previously, we defined utility functions for both local and robust designs. What is left is
to derive an optimisation algorithm that can find the N to maximise the chosen utility.
A common approach to solve integer-valued design optimisation problems in the so-called
exchange algorithm (Cook and Nachtrheim, 1980).
The exchange algorithm updates a single or pair of design variables at a time by trialling
potential values from a pre-defined set and updating the design if any proposed utility
value is greater than the current highest utility value. However, the standard exchange
algorithm may be very inefficient if K is large, i.e. if the vector N has many elements.
Here we take advantage of the fact that many of the components in N are likely to be
repeated. Let a design be made up of q support points, {S1, S2, . . . , Sq}, with a corre-
sponding number of replicates ri for each support point, {r1, r2, . . . , rq}. Thus a K-point
candidate design is
N = {S1, . . . , S1︸ ︷︷ ︸
r1 times
, S2, . . . , S2︸ ︷︷ ︸
r2 times
, . . . , Sq, . . . , Sq︸ ︷︷ ︸
rq times
}, (13)
where r1 + r2 + · · ·+ rq = K, the total number of observations.
For each support point Si, set up a search grid Ξ of allowable integer values. These
are the possible design points being considered. For the BBG case study, we set Ξ =
{1, 2, ..., 150}, so that each support point is allowed at most 150 prey to be released for a
single observation. Thus, the design parameter N reduces to
χ =
(
S1 S2 · · · Sq
r1 r2 · · · rq
)
(14)
with the following constraints
Si ∈ Ξ,
q∑
i=1
ri = K, Si, ri ∈ N1, and i ∈ {1, 2, . . . , q}. (15)
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The formulation in (15) is referred to as an exact design in the literature. Note that
one of the values of ri is constrained by
∑q
i=1 ri = K and therefore not independent.
This reduces the original K dimensional optimisaton problem to a 2q − 1 dimensional
optimisation problem which will be much smaller than K if q is small enough. Once the
search parameters and design space have been defined, the exchange algorithm can be
implemented as per Algorithm 2. Updating each of the support points Si proceeds as in
the standard exchange algorithm by considering to exchanging it with candidates in Ξ.
However, updating ri for i = 1, . . . , q− 1 is less trivial due to the constraint
∑q
i=1 ri = K.
Without loss of generality we utilise rq as a reference point. The variables ri and rq are
updated jointly such that ri + rq remains fixed.
It is important to note that the exchange algorithm is not guaranteed to converge to the
optimal design. A common approach is to run the algorithm independently from multiple
random starting values.
Algorithm 2 Exchange algorithm for integer support points, {S1, S2, . . . , Sq}, and an
integer number of replicates for each support point, {r1, r2, . . . , rq}.
1: Generate a random initial solution for the search parameters χ (14), subject to the
constraints (15).
2: For S1, replace with the value from the search grid Ξ that maximises the utility
function, while holding all other values in the search parameter χ constant.
3: Repeat Step 2 for all other Si, i = 2, . . . , p.
4: For r1, first calculate the upper bound up = r1 + rq, where rq is the current value of
the number of replicates for the qth support point (the reference value).
5: Exchange r1 with the value from {1, 2, . . . , up} that provides the highest utility. Label
this value r′1.
6: Exchange rq with r
′
q where r
′
q = up− r′1.
7: Repeat Steps 4 to 6 for r2, r3, . . . , rq−1, always keeping rq as the reference value.
8: Repeat Steps 2 to 7 multiple times until no, or only a very minimal, increase in utility
can be achieved.
Given that the observations are independent there is an efficient way for the FIM to be
calculated for a proposed design during the optimisation when one of the coordinates is
updated. We can write the FIM as
I(θ,N) =
K∑
k=1
I(θ, Nk),
where I(θ, Nk) is the contribution from the kth observation. Based on the exact design
formulation in (6) we can simplify this to
I(θ,χ) =
q∑
s=1
rsI(θ, Ss).
If we propose a change to the sth support point so that the proposed design is
χ∗ =
(
S1 · · · Ss−1 S∗s Ss+1 · · · Sq
r1 · · · rs−1 rs rs+1 · · · rq
)
,
the FIM for the proposed design is calculated as I(θ,χ∗) = I(θ,χ) − rsI(θ, Ss) +
rsI(θ, S∗s ). If a change is proposed to the sth replicate so that the proposed design is
χ∗ =
(
S1 · · · Ss−1 Ss Ss+1 · · · Sq
r1 · · · rs−1 r∗s rs+1 · · · r∗q
)
,
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the FIM for the proposed design is calculated as I(θ,χ∗) = I(θ,χ) + (r∗s − rs)I(θ, Ss) +
(r∗q − rq)I(θ, Sq). In the case of robust designs this process must be repeated for each
prior sample of θ.
We note that we do not implement the efficient updating of the FIM as we find that
suitable computational advancements can be achieved by optimising over the space of χ
rather than N . We set the value of q to be large enough so that there is often repeated
support points, which essentially collapses χ to a lower dimensional space.
4 Case Study Results
In the experiment of Hassell et al. (1977), 89 observations were taken with each observation
having one of the following initial number of prey,Np = (5, 8, 10, 15, 20, 25, 30, 45, 60, 80, 100).
We consider instead design this experiment using the optimal design methods discussed
earlier. We assume that a pilot experiment is conducted with one observation taken
at each of the prey levels. We assume that the observed number of prey attacked was
np = (2, 1, 3, 5, 9, 13, 11, 10, 14, 12, 24) (this is obtained by randomly sampling a single ob-
servation for each prey level of the actual dataset). We use this pilot data to inform the
prior distribution that we use for the optimal design method. We assume the following
improper prior distribution for the parameters before pilot data collection
p(a, b, c, λ|Np) ∝ 1(0 < a < 30)× 1(0 < b < 30)× 1(c > 0)× 1(λ > 0)×
1(0 < µ < 1 for all N ∈Np),
where 1(·) denotes the indicator function that is 1 if the argument is true and zero other-
wise. The upper limits for a and b may be informed by experts so that these parameters
do not take on unrealistically large values. The final constraint ensures that the model
produces a proportion µ between 0 and 1 for any prey level in Np. We estimate the
posterior distribution of θ conditional on the pilot data using Markov chain Monte Carlo
methods. We start the chain at a value with relatively large likelihood based on the pi-
lot data (thus we do not use a burn-in) and run the chain for 100K iterations. We use
a thinning factor of 1000 to obtain 100 roughly independent samples from the posterior
distribution, which we use as the prior samples for the optimal design method. We refer
to this as prior sample A. We repeat this process with a different random seed to generate
prior sample B that we use to compare the robust optimal designs obtained with different
utility functions.
Marginal histograms of the two set of prior samples are shown in Figure 2. The prior
predictive median and 95% interval of the number of prey predated from the BBG model
are shown in Figure 3.
With the prior samples in hand, we perform our robust optimal design procedure for the
remaining 78 observations in the experiment. To assess the quality of the optimal robust
designs we compare the results with the original design of Hassell et al. (1977), a locally
optimal design using the MLE based on the pilot data and a random design that involves
taking 78 prey levels from the vector (1, 2, . . . , 150) with replacement. We use shorthand
notation for each of the design approaches, which are detailed in Table 1.
Figure 4 shows boxplots of the D-efficiencies obtained for different designs based on prior
samples A (Figure 4(a)) and prior samples B (Figure 4(b)). From both figures it is clear
that the random design performs poorly, so that some thought about the experimental
design, either through the use of experts, or the methods described here, or both, is very
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Figure 2: Histograms of the prior samples with prior samples A in the left column and
prior samples B in the right column.
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Figure 3: Prior predictive distribution of the response variable (number of prey predated)
for the BBG model. The solid line is the prior predictive median whilst the dashed lines
represent the 95% prior predictive interval.
Table 1: Details for the shorthand notation that we use for each the design approaches.
Shorthand Details
Original The design used by Hassell et al. (1977).
Random Randomly selected design from the values 1, 2, . . . , 150 with re-
placement.
Local Locally optimal design based on the MLE from the pilot data.
Pseudo The standard pseudo-Bayesian design.
PseudoEff The same utility as Pseudo but applied to the efficiencies rather
than the raw utility values.
Std The pseudo-Bayesian design applied to raw utility values that also
considers the standard deviation of the raw utility values.
StdEff The same utility as Std but applied to the efficiencies rather than
the raw utility values.
Maximin The standard maximin design approach applied to the efficiencies.
Systematic The design formed by applying systematic resampling to the col-
lection of all locally optimal designs for each parameter value in
the prior set.
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important. It is apparent that the design selected for the original experiment is Hassell
et al. (1977) was chosen sensibly, as the design performs reasonably efficiently under most
parameter configurations. It is also evident that the local design is not robust to different
parameter configurations.
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Figure 4: Boxplots of the D-efficiencies obtained for different designs based on (a) prior
samples A and (b) prior samples B.
From Figure 4(a) it appears that all of the robust utilities offer some general improvement
in the efficiencies. In particular, the StdEff seems to perform well given that it has the
smallest interquartile range and that its median value is close to the highest median value.
13
The systematic approach also appears to be perform reasonably well (with results being
similar to the Pseudo utility) given that it is the most computationally efficient. However,
as mentioned earlier, the efficiencies from the robust design approaches may be biased
upwards since they are being assessed on the same parameter values used to obtain the
designs. Thus, in Figure 4(b), we assess the robust designs on the fresh prior samples B.
It is evident that the interquartile ranges of the robust design boxplots are wider than
Figure 4(a), suggesting that it is not reasonable to assess the designs based on the same
parameter values used to generate them. Despite this, the results are qualitatively similar.
The StdEff utility still performs well here and so does the Systematic approach relative
to computational effort. However, the gain of using the optimal design methods over the
Original design is still apparent but less clear.
5 Discussion
In this paper we have developed optimal design methodology for functional response ex-
periments, which could also be applied to other problems with an integer-valued design
space. We developed some additional approaches for determining designs that are robust
to parameter uncertainty that could be applied in other design problems.
We found that our systematic approach to obtaining a robust design produced results
that were competitive with other robust utilities. This provides additional support that
the clustering idea of Dror and Steinberg (2006) is useful, especially since it is more
computationally efficient. It would also be straightforward to extend the idea to cases
where there is model uncertainty by clustering the local designs obtained from different
parameter values from different models. Furthermore, the clustering idea could be used in
fully Bayesian design where the utility function is a posterior functional, see Ryan et al.
(2016) for the computational challenges in Bayesian design. We plan to investigate this in
further research.
Here we focussed on optimising the prey levels for a fixed number of experimental obser-
vations. However, our optimisation method could be modified to handle the constraint
where the total number of prey available for the experiment is fixed.
An alternative approach to determining designs that are robust to parameter and model
uncertainty is sequential design methods (e.g. Drovandi et al. (2014)). After each obser-
vation is collected, the information about the model(s) is updated, which can then be
used to make a better decision about the prey level to take for the next observation. The
drawback of the sequential design process is that it takes a longer time to conduct the
experiment. However, we suggest that it is worth considering depending on the logistics
of the experiment.
In conclusion, we have developed effective robust optimal design methods for integer-
based experimental scenarios. We successfully applied the methods to a novel application
in functional response experiments.
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Appendix
For simplicity we only provide instructions on how to obtain the expression for the first
diagonal element of the FIM. The process for the other elements follows in a similar way.
Further, this is only shown for a single design variable N since the FIM for a potential
design N can be obtained by summing the FIMs for the individual observations. The
log-likelihood for a single observation is given by
l(n;N,α, β) = log
(
N
n
)
+ log Γ(n+ α) + log Γ(N − n+ β)− log Γ(N + α+ β)−
log Γ(α)− log Γ(β) + log Γ(α+ β). (16)
Recall that
µ =
α
α+ β
=
a
N
(e−b exp(−cN) − e−b) and
λ =
1
α+ β
,
so that α = µ/λ and β = (1 − µ)/λ. Take, for example, the term log Γ(N + α + β).
Differentiating this with respect to a gives
∂
∂a
log Γ(N + α+ β) = ψ(0)(N + α+ β)
(
∂α
∂a
+
∂β
∂a
)
,
where
∂α
∂a
=
∂α
∂µ
∂µ
∂a
and
∂β
∂a
=
∂β
∂µ
∂µ
∂a
.
The partial derivatives on the right hand side of the above are easy to obtain. A similar
process needs to be repeated for each of the log Γ(·) terms in (16). The second derivative
of log Γ(N +α+ β) involves the use of the product rule, repeated application of the chain
rule and also the polygamma function of order 1, ψ(1)(·).
The first diagonal element of the OIM is given by
O(n;θ,N)1,1 = −∂
2`(n;θ,N)
∂a2
.
To obtain the corresponding component of the FIM, the expected value with respect to
n must be calculated. We note that the OIM component above does involve expectations
with respect to each individual n for a variety of non-linear functions of n. If we denote
a non-linear function of n by g(n), its expectation is given by
E[g(n)] =
N∑
i=1
g(i)p(n = i;N),
where p(n = i;N) is the probability mass function of the beta-binomial distribution with
N being the number of trials (the corresponding prey level that will be used). There is no
analytically solution for this expectation so it must be evaluated numerically. Thus the
computational cost of evaluating a single entry of the FIM is of the order K ×max(N).
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In practice, we use the symbolic toolbox in Matlab to evaluate the necessary derivatives for
the FIM as shown below. These expressions can be converted into Matlab code with some
manual adjustments. Any terms involving non-linear functions of n need to replaced with
code to compute the expected value as shown above. If there are some terms that appear
several times in the derivatives for the FIM the code can be accelerated by computing
such quantities once and re-using them.
%% Calculation of the partial derivatives for the BBG model
% a,b,c are the parameters from Gompertz eqn
% alpha and beta are from the beta-binomial function
% d is the overdispersion parameter of the beta-binomial
syms N n a b c d alpha beta;
mu = (a/N)*(exp(-b*exp(-c*N))-exp(-b));
alpha = mu/d;
beta = (1 - mu)/d;
% define the loglikelihood equation
bbLL = (log(factorial(N)) - log(factorial(n)) - log(factorial(N-n))...
+ log(gamma(n+alpha)) + log(gamma(N-n+beta)) - log(gamma(N+alpha+beta))...
+ log(gamma(alpha+beta)) - log(gamma(alpha)) - log(gamma(beta)));
% first partial derivatives
bbLLa = diff(bbLL,a);
bbLLb = diff(bbLL,b);
bbLLc = diff(bbLL,c);
bbLLd = diff(bbLL,d);
% second partial derivatives
bbLLaa = diff(bbLLa,a);
bbLLbb = diff(bbLLb,b);
bbLLcc = diff(bbLLc,c);
bbLLdd = diff(bbLLd,d);
bbLLab = diff(bbLLa,b);
bbLLac = diff(bbLLa,c);
bbLLad = diff(bbLLa,d);
bbLLbc = diff(bbLLb,c);
bbLLbd = diff(bbLLb,d);
bbLLcd = diff(bbLLc,d);
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