In this paper, we provide a preliminary evaluation of the quality and quantity of data on 50 000 open source (OS) 
Introduction
In this paper, we evaluate the quality of data stored for open source (OS) projects on the SourceForge.net portal. We emphasise here that the quality of data is the responsibility of the owner/developers of the respective projects, and the quality of data is not a reflection of the quality of service provided by the SourceForge.net portal itself. Evaluating the quality of the data available at SourceForge will help all stakeholder groups (e.g. users, developers, companies and researchers) to make better assessments of the claims made about open source software development.
Longer-term we intend to identify several subsets of the entire dataset. For this paper, we concentrate on comparing the entire dataset with one sample from that dataset: the most-broadly-active projects.
The remainder of this paper is organised as follows. Section 2 discusses the value of web portals for hosting open source projects. Section 3 describes our methods for collecting and organising our dataset. Section 4 provides a summary of the entire dataset. Section 5 provides a summary of the most-broadlyactive sample. Section 6 compares the growth of projects for the entire dataset and the most-broadlyactive sample. Section 7 briefly discusses our findings, including some caveats. Finally, section 8 provides some brief conclusions.
Background

The development of portals for hosting open source projects
Traditionally, OS projects have provided their own online development environments. However, as the resources and infrastructure for coordinating an OS project have stabilised, and dynamic web content technology has matured, OS portals have been created which provide template environments in which to create and host OS projects. Notable examples are SourceForge.net (www.sourceforge.net) and freshmeat.net (www.freshmeat.net). For more information on the typical tools and infrastructure in OS projects, see [1] and [2] . By providing resource and infrastructure, the overhead of creating and supporting a new OS project is reduced. The reduction in overhead brings many advantages. OS portals make it easier for those wishing to initiate a new project to do so, and also enables a new project to be visible from its conception (which in turn will help to attract interested developers and users). OS portals also encourage and support communities of developers and users. For developers, the portals provide a common environment in which projects are aware of each other, and developers (and users) can move freely between projects without having to adapt to a new development environment. For users, the portals provide a gateway to a wide range of applications or code.
The reduction in the overhead of creating and supporting projects also presents certain threats. As projects are now easier to initiate, there is increased likelihood that projects will be created on impulse, resulting in projects that quickly become inactive. With an increasing number of (inactive) projects, many of which are in their early stages of development, it can become increasingly difficult to attract new developers and users. (This can occur if the number of projects is increasing, but the number of developers and users in the community are not increasing at an equivalent rate.) A potential major consequence of this situation is a portal with a vast number of registered projects, but with a very small number of projects that are actually active.
The value of portals for supporting research
Researchers across a number of disciplines are increasingly interested in open source software development. Originally, these researchers would turn to the online development environments developed for specific projects to gather data. The popularity of portals hosting OS projects has grown immensely in recent years, with the larger portals now hosting tens of thousands of projects; this has made portals increasingly attractive to researchers. Quantity, however, is not always a good measure of quality. As noted above, an OS portal could be in a situation where it hosts a vast number of inactive projects, including a vast number of projects that have (in a sense) never been active. Just as the number of inactive projects presents problems for developers and users, so the number of inactive projects presents problems for researchers. The researcher needs to identify those possibly small number of relevant OS projects (relevant to the researcher's investigation) amongst a potentially vast number of irrelevant projects.
One of the major advantages of a large dataset of OS projects, for researchers, is that the datasets can support the sophisticated selection of sub-samples of projects. By creating samples where each project is known to possess certain static and/or dynamic properties it becomes possible to analyse OS in a more controlled and systematic way. Following on from this, the analysis of an OS dataset also enables researchers to be aware of various, perhaps unexpected, properties of the dataset. With SourceForge.net, for example, the majority of projects are not, and have never really been, active; and most projects, active or otherwise, are developed by very small numbers of developersusually one. The creation of such datasets and subsamples also provide a basis for enabling comparisons between different projects hosted on different portals, enabling researchers to assess which portal(s) hosts projects most suited to their studies.
The quality of the dataset
In this paper, we refer simply to the quality of the data, or to the quality of the dataset, and we emphasise that quantity of data is not a good indicator of quality of data. We can, however, quickly start to make some distinctions between various 'facets' of quality. For example, two OS projects may use MySQL v4.0. One of these projects could describe itself on SourceForge.net as using MySQL v4.0, whilst the other could describe itself as using MySQL. The first project is being more precise in its description. As a contrasting example, there could be certain aspects of an OS project (e.g. the severity of a bug, or dependencies on other OS projects) for which SourceForge.net does not provide an explicit data field in which to record that aspect. This is an issue of the completeness of description i.e. how completely SourceForge (or indeed any data repository) can describe something. Other facets of quality (e.g. fitness for purpose) could also be considered. We recognise that considerablly more thought needs to be directed at how we (and others) should define the quality of an OS dataset. For pragmatic reasons, in this paper we can only recognise this issue, and plan to address it in further research.
The SourceForge dataset
An overview of the SourceForge.net portal
SourceForge is by far the largest OS portal and claims to host almost 100,000 projects. (At the time of our data collection the portal claimed to host approximately 85,000 projects.) SourceForge stores a set of common attributes for all projects; these are divided into two groups, the first being static information about the project (such as the license it is released under), and the second containing either derived or statistical information (such as the number of code changes committed to CVS). These attributes are presented by the portal on each project's portal summary page.
A summary of the data collection and verification processes
The dataset was collected in a number of stages. During the data collection, we took account of the recommendations given in [3] regarding the perils and pitfalls of automated data collection from portals.
The first task was to build a list of available projects. As the portal in question did not provide a ready-made list, we needed to create our own. We considered using the 'Software Map' provided by the portal, and also the activity-ranking pages. Both presented problems e.g. many projects have not positioned themselves in the 'Map' and the activityranking excludes those projects with 0% activity. Finally, we decided to use a PERL-based web-crawler to search for projects with any common three-letter character sequence in their project description (the minimum allowed by the facility). We derived a list of approximately 70,000 projects. Notice that this is considerably smaller than the 85,000 projects claimed to be on SourceForge.net at the time we downloaded the project descriptions. Some of the difference between the 85,000 projects and the 70,000 projects could be explained by the fact that some OS projects have not entered any description for their project. This could be consistent with OS projects that are created on impulse. As we are not able to easily determine how many of the 15,000 projects have not entered a description, we cannot really estimate the degree to which this lack of description accounts for the large discrepancy between the projects on SourceForge and the projects we have identified.
Once a list of projects was obtained, a PERL script was used to download the textual content of each project's information page. Projects for which no information page could be retrieved were discarded. This reduced the number of projects to approximately 69,000. During our analysis we then found some problems with the reporting of data on the SourceForge.net website. Removing projects affected by this problem reduced our data to approximately 50,000 projects.
In order to verify that the data had been parsed correctly, fifty projects were chosen at random from the list, and the set of extracted data fields belonging to those projects were compared to the original, online project pages. Three sets of checks were made:
Checking that the extracted values for every field were correct.
Checking that any missing fields in our dataset were also missing on the original page.
Checking that the structure of the output remained consistent across projects. This testing uncovered a number of flaws in the data extraction process, mostly caused by idiosyncrasies in the formatting of the pages. Other errors came from unexpected attributes of some fields, for example, the legality of a project reporting several concurrent development statuses, or reporting the use of the same programming language twice. Where possible, discrepancies were corrected, otherwise we dropped the project from our dataset.
The final output of this process was a tab-delimited file, with columns for each identified attribute, and one project on each row. (The details of specific fields are given in the next section.) We then developed two versions of the dataset: a simpler version (consisting of only those attributes that contained single values) for analysis using SPSS, and a more complex version (which includes those attributes with multiple concurrent values) for analysis using MySQL.
An overview of the dataset used in our evaluation
A summary of the information we have collected is presented in Table 1 . We make a distinction between those attributes that can be used to represent project activity, and those attributes that can be used to describe the characteristics of the projects.
The table indicates that almost all of the project characteristics could contain multiple concurrent values. For example, a project could be developing a software system using more than one programming language. Multiple concurrent values make it difficult to analyse a dataset, hence multi-valued attributes were expanded to give a set of binary properties, or "flags". User-active but not coder-active The inverse of the coding-active sample.
'Good intention' Low coding activity and low user activity.
In other words, rather than having only one multivalued attribute for programming language, we constructed 42 binary-valued attributes, each attribute relating to one programming language (e.g. the first attribute might indicate the use of Java, the second attribute the use of C++ etc.). The expansion of the multi-valued attributes resulted in a total of 424 overall 'properties' for each project.
Most of the major indicators of activity report cumulative values for the duration of the project. The one exception is Number of developers, which reports the number of developers currently registered with the project.
Longer-term, we want to investigate the relationship between project activity and project characteristics. For this paper, we concentrate only on project activity.
Given the number of projects, and the number of properties for each project, this is clearly a very large software engineering data set. There are a number of previous studies of OS datasets from SourceForge. There are several potential problems with such large dataset: that the size of the dataset is not an indication of the dataset's quality; that such a large dataset could have a considerable degree of diversity in it; that such a large dataset is extremely difficult to verify for quality; that datasets of this size need some preliminary re-organisation (which can require considerable time and effort and could introduce its own errors); and that such a dataset provides 'snapshot' data on the overall status of the projects at one point in time, and does not show the changes that have occurred over time within each project. Table 3 provides a summary of the distribution of values for the major project-activity attributes of all the projects in the entire dataset. The table provides some interesting insights:
A summary of the projects in the entire dataset
1. The modal value for all of the attributes is the value assigned, by default, by the portal when the project is first created For example, at least one developer must be registered with a project, and the web portal automatically produces two forum messages and, presumably, two forums 1 .
2. The median value for all of the attributes is also the default value. This indicates that, for each attribute, at least half of the projects in the web portal are 'empty' for that attribute.
3. The percentile breakdowns indicate that for each of the attributes, 75% of the dataset has the default value.
4. The mean, mode and median averages for number of developers supports Krishnamurthy's finding [5] that most projects have only one or two developers. Our analysis is based on a considerably larger sample than Krishnamurthy's study. 6. There are some suggestions for different samples of data. These are summarised in Table 2 . Table 5 summarises the major indicators of project activity, and identifies thresholds that can act as selection criteria for selecting a sub-sample.
The most broadly active projects
The thresholds given in the table are conservative, being the minimum non-default values possible for each indicator. The properties Number of developers, Number of forum messages and Number of forums are special cases. When a project is registered with the web portal, the portal automatically sends two forum messages. This sending of the messages also implies that the portal also automatically creates a forum. And there must be a developer who owns the project on the portal.
For our sub-sample, we identified those projects that are active in all of the activity indicators. Phrased another way, the sub-sample consists of those projects that meet or exceed the thresholds defined in Table 5 . Our sub-sample consists of 456 projects, ~0.9% of the entire dataset of 50012 projects. While the sub-sample is very small compared to the entire dataset, such a sample is still large enough to permit substantive investigation. (By way of comparison, there are few datasets used in software estimation that are of a size similar to this sub-sample.) Table 4 provides a summary of the distribution of values for the sub-sample we have selected. The sample is of course not now representative of the projects hosted at SourceForge, but the sample is now smaller, more manageable and more focused. Consequently, the sample should consist of a more suitable subset of data to aid particular kinds of investigation. And by having a better defined sample, one should be able to make more confident generalisations to a population based on that sample.
A comparison of Table 4 with Table 3 reveals that our sub-sample does not include all projects with the maximum values for properties. For example, in this sub-sample (Table 4 ) the largest number of developers on a project is 132, whereas for the entire dataset (Table 3 ) the largest number of developers on a project is 262. In relative terms, the number of most-broadly-active projects is actually very small (less than 1% of the entire dataset) but the period of time over which the most-broadly-active projects are created is broadly the same as all of the projects (approximately 1400 days). Consequently, there may be an equivalent increase in most-broadly-active projects but this increase is 'hidden' by the long period of time over which the small sample is spread. A different method by which we can investigate whether there was an increase in most-broadly-active projects is to examine the average number of projects being created per time period. If there was an increase in the number of most-broadlyactive projects then there should be an increase in the average number of most-broadly-active projects being created after February 2001. Stated explicitly, our hypothesis is:
The growth of projects on SourceForge
There is no equivalent increase in the number of most-broadly-active projects (compared to the entire set of projects) after February 2001.
In order to investigate this hypothesis, we distinguished between two periods of time: Phase 1 (November 1999 -January 2001) and Phase 2 (February 2001 -July 2003). These periods of time can be measured in two ways:
1. As the difference, in days, between the first and last dates of the time period.
2. As a count of the number of actual dates on which projects were actually created. Because the number of most-broadly-active projects is so small there is more likely to be 'empty' dates for the mostbroadly-active dataset.
Overall, we consider that the second method of measuring the time periods leads to fairer averages, however for completeness we report averages using both measures of time period. Table 6 presents the averages for the entire dataset. Table 7 presents the averages for the most-broadlyactive dataset. Table 6 indicates that averages for Phase 2 of the entire dataset are three and half times the averages for Phase 1. These averages are consistent with Figure 1 : both the table and the figure show that the average number of projects being added to SourceForge has substantially increased. Note also that the ratios in Table 6 for the two phases are close to 1. This indicates that there are very few 'empty' days in both periods. In other words, projects have been added for almost every day across Phase 1 and Phase 2. Table 7 presents a very different picture: the averages for Phase 2 of the most-broadly-active dataset are lower than the averages for Phase 1. These averages support the hypothesis that there is no equivalent increase in the number of most-broadlyactive projects after February 2001. Furthermore, the averages suggest that there might actually be a decrease of between 12% and 25% (the approximate percentage difference between the averages 1.3 and 1.2, and the averages 0.4 and 0.3). In other words, although substantially more projects are being added to SourceForge after February 2001 there may actually be less projects 'becoming' most-broadly-active. Note also that the ratios in Table 7 for the two phases are much lower than 1. This indicates that there are many days (about three in four days) when there is no mostbroadly-active project added to SourceForge (more precisely, there is no project added that subsequently becomes a most-broadly-active project). (Incidentally, the low ratios support our preference for using our second definition of time periods for Phase 1 and Phase 2.)
Discussion
Summary of our findings
The analysis we report here was motivated by the awareness that although OS portals can contain a vast number of OS projects, the raw number of projects is not a good indication of the quality of data being 'stored' for those projects. Our analysis shows that the number of projects that are active across all of our major indicators of activity account for less than 1% of the projects on the portal. Further analysis suggests that the number of most-broadly-active projects added to SourceForge appears to be decreasing over time, even though the total number of projects being added to SourceForge is actually increasingly substantially.
Defining samples and populations
The selection criteria presented in Table 5 could be used as the basis for a definition of a population of OS projects. Such a definition can potentially provide a number of advantages to the research community. For example, the definition could:
Provide a framework with which to conduct literature reviews Provide a framework with which to conduct systematic meta-analyses of previous studies Provide a framework for replicating previous studies Provide a framework for the systematic selection of one or more OS projects for detailed case study Support the generalization of findings from one or more case studies Support the comparison and consolidation of samples that have been drawn from different OS portals Provide a framework by which findings in-thelarge (i.e. based on the survey of a large sample of OS projects) can be related to findings inthe-small (i.e. based on a detailed study of a small number of OS projects) The availability of a definition allows researchers both independence in how they derive and use their own (or others) datasets, as well as a mechanism by which independently-derived datasets can subsequently be 'consolidated'.
Some caveats
7.3.1. A snapshot view of the projects. Both Table 3 and Table 4 provide a summary of the overall status of the projects, and not the current status (or indeed the status at any particular point in time). As noted, most of major indicators of activity report cumulative values for the duration of the project, with the one exception of Number of developers, which reports the number of developers currently registered with the project. In order to properly investigate the current status of the projects, we would need to collect additional data from the portal. There is some data available within the current dataset (i.e. the minor indicators of activity) that can indicate the current status of the projects.
Open source projects.
Not all projects registered on SourceForge are necessarily intended to be about the initial or continued development of some piece of software. Some projects created on SourceForge seem to be about SourceForge providing an opportunity for a developer to host a set of code that others can then use in their own work in other projects. In other words some developers may be using SourceForge as a mechanism for storing and distributing code, rather than as environment within which to collaborate.
7.3.3.
The most-broadly-active projects. We have defined our most-broadly-active sample as containing those projects that are active across all of our major indicators of project activity. This definition needs to be treated with some caution. There may be projects that are very active but in only specific areas (as suggested with Table 2 ). Related to this, there may be projects that are active across all of the areas of activity but choose to not report this data on SourceForge.net (perhaps using another web site to host some of the activity).
An alternative definition of our most-broadly-active sample is that it contains those projects on SourceForge that are using the full range of facilities provided by SourceForge. This implies that for these projects SourceForge is the primary (and perhaps only) Internet 'location' for supporting the activity of the project. While this is a different definition, it still provides a broadly similar implication i.e. we are identifying a 'rich' sample for further analysis. The alternative definition is likely to present different implications for the generalisations of any conclusions we draw from subsequent analyses.
Lessons learned
Give the size and nature of the dataset, collecting, re-organising and analysing our data from SourceForge.net has consumed a considerably amount of time and effort. It also involved several iterations of data re-organisation and analysis, as we inevitably found errors in our work. We have found it helpful to duplicate our data re-organisation and analysis in two ways: by using two software systems (MySQL and SPSS) to duplicate much of the analyses, and by the two authors independently conducting analysis and confirming the findings.
Further research
In further research, we intend to: clarify our selection criteria for identifying further sub-samples (particularly the code-active sub-sample); identify and compare sub-samples; consider alternative definitions of the samples (e.g. the most-broadly-active sample vs. those projects that make most use of a portal); explore in much more depth the concept of a 'quality dataset' of OS projects; and investigate if and then how OS projects 'evolve' into the most-broadly-active projects.
Conclusions
We have conducted some preliminary analysis of the projects on SourceForge.net in order to identify the quality and quantity of data available for these projects. Overall, we have found that the majority of projects on SourceForge.net are 'empty'. We identified a more focused and 'richer' sample: the most-broadlyactive projects. The sample comprises less than 1% of the projects on SourceForge.net. We recognised that care needs to be taking in defining our sample, as the definitions of the sample will have implications for the conclusions and generalisations that we can make. We also found that while there has been a substantial increase in the number of projects being added to SourceForge.net over time, there has been no equivalent increase in the number of most-broadlyactive projects, and in fact there appears to be a decrease in such projects over time. We have also suggested that the indicators of activity and their associated thresholds could be used as the basis of a definition of a population of OS projects. Such a definition provides advantages to researchers e.g. supporting systematic sampling, the comparison of samples, and replication.
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