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Abstract
This paper gives an overview of recent results concerning the modular derivation of
(i) modal speciﬁcation logics, (ii) notions of simulation together with logical char-
acterisations, and (iii) sound and complete axiomatisations, for systems modelled
as coalgebras of functors on Set. Our approach applies directly to an inductively-
deﬁned class of coalgebraic types, which subsumes several types of discrete state-
based systems, including (probabilistic) transition systems, probabilistic automata
and spatial transition systems.
Key words: Coalgebra, modularity, simulation, modal logic,
expressiveness, soundness, completeness.
1 Introduction
Following Rutten’s seminal paper on universal coalgebra [18], the use of coal-
gebras as a general, uniform framework for modelling and reasoning about
state-based, dynamical systems has become an established ﬁeld of research.
Early work in this area focused on developing the theory of coalgebras at a level
of generality that is parametric in the coalgebraic type of interest, with coalge-
braic bisimulation, its associated corecursion/coinduction principles, and the
study of logics able to express bisimulation-invariant properties of coalgebraic
models being central to this work. In contrast, much of the recent and on-
going work is concerned with exploiting/adapting coalgebraic concepts and
techniques in order to provide semantic models, logics and reasoning princi-
ples for particular classes of systems, including concurrent, probabilistic and
mobile systems.
These two diﬀerent perspectives in the study of coalgebraic models are per-
haps most apparent when investigating the relationship between coalgebras
and modal logic. On the one hand, the coalgebraic logic of Moss [15] provides
a uniform way of deﬁning an expressive, if inﬁnitary logic for coalgebras, while
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imposing essentially no restrictions on the coalgebraic type under considera-
tion. On the other hand, in practical applications, one typically looks for
ﬁnitary speciﬁcation logics which are closer in spirit to, say, Hennessy-Milner
logic, and which admit complete axiomatisations. Similarly, the coalgebraic
notion of bisimulation and the related notion of behavioural equivalence, both
deﬁned uniformly on coalgebraic types, turn out to be too restrictive when
attempting to capture concrete process equivalences, as employed by existing
process calculi. Alternative, more ad hoc notions of simulation are needed to
account for the various degrees of observability present in semantic models for
such calculi, while the associated reasoning principles and the logics capable
of characterising these notions become less canonical.
The approach presented here advocates a modular, systematic approach to
the process of deriving (i) coalgebraic notions of process equivalence/reﬁnement
which are closer to the needs of concrete speciﬁcation formalisms, (ii) modal
logics which characterise these notions, and (iii) sound and complete axioma-
tisations for these logics. Our approach involves breaking the uniformity in
the underlying functor, and exploiting the structure of the functor in order
to derive useful notions of reﬁnement/simulation and suitable speciﬁcation
logics in a modular fashion. Modularity is therefore understood at the meta-
level of system types: we ﬁrst consider a number of simple coalgebraic types,
modelling basic aspects of systems such as (non-)deterministic or probabilis-
tic behaviour, with varying degrees of observability, and subsequently provide
uniform methodologies for dealing with types obtained by applying a number
of type-building operators to these basic coalgebraic types.
Speciﬁcally, we show that coalgebraic type-building operators including
cartesian products, coproducts and functor composition can naturally be lifted
to a relational as well as a logical level, ultimately allowing the derivation of
notions of simulation and of corresponding logics for (coalgebras of) functor
combinations, from similar notions and logics for the functors being combined.
Furthermore, relevant properties of the resulting logics, including expressive-
ness w.r.t. a particular notion of simulation and the existence of a sound and
complete axiomatisation, can themselves be derived in the same modular fash-
ion. The key idea here is to regard the observable behaviour of a system as
the successive unfolding of its one-step behaviour, and to restrict attention to
this one-step behaviour when lifting the various type-building operators to a
relational/logical level, and when formulating conditions that guarantee the
existence of logical characterisations and of suitable axiomatisations.
Our results can be used to derive observational equivalences/preorders,
together with logical characterisations and complete axiomatisations, for an
inductively-deﬁned class of coalgebraic types which is suﬃciently general to
account for (combinations of) non-deterministic and probabilistic behaviour,
as well as for spatial and epistemic aspects of systems. A consequence of our
modular approach is that, in order to deﬁne a notion of process equivalence
together with a logic which characterises it and admits a complete axiomati-
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sation, it suﬃces to treat each of the individual features of the systems being
modelled in isolation, and specify, for each such feature: (i) what it means for
a system to simulate the one-step behaviour of another system, and (ii) how
such one-step behaviours can be logically characterised and axiomatised.
This paper gathers results from previous work [3,4,6,5] concerning the
modular derivation of notions of simulation and modal logics, as well as of
expressiveness results and of sound and complete axiomatisations, for systems
modelled as coalgebras. The paper is structured as follows: Section 2 recalls
some basic coalgebraic concepts, illustrating their relevance to the modelling
of state-based, dynamical systems. Section 3 reviews existing work in the
study of modal logics for coalgebras, and subsequently describes a modular
approach to deriving such logics, which subsumes all previously-reviewed ap-
proaches. Section 4 summarises existing results on modularly deriving notions
of simulation, while Section 5 focuses on modularly deriving logical charac-
terisations for these notions. Next, Section 6 shows how sound and complete
axiomatisations for modularly-deﬁned logics can themselves be obtained in a
modular fashion. Ongoing and future work are discussed in Section 7.
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2 Preliminaries
In the coalgebraic approach to modelling systems, functors T : Set → Set are
used to structure the information that can be observed about the states of (a
certain type of) dynamical systems 3 . A T-coalgebra, modelling a particular
such system, is given by a pair (C,γ), with C a set (the carrier of the coal-
gebra) and γ : C → TC a function (the coalgebra map). The carrier of the
coalgebra models the state space of the system, whereas the coalgebra map
gives, for each state, its immediate (one-step) behaviour. A coalgebra mor-
phism between T-coalgebras (C,γ) and (D,δ) is given by a map f : C → D
which is structure-preserving, that is, Tf ◦ γ = δ ◦ f. The category of T-
coalgebras and coalgebra morphisms is denoted Coalg(T).
Throughout the paper, T : Set → Set will denote a (weak-pullback preserv-
ing 4 ) endofunctor on the category of sets. Since T-coalgebras constitute the
object of our study, we will often refer to such functors as coalgebraic types.
The restriction to weak-pullback preserving functors will only be required to
derive logical characterisation results for coalgebraic (bi)simulations. How-
ever, as shown in [8], weak-pullback preservation is a reasonable assumption
3 Endofunctors on categories other than Set are also considered in the general theory of
coalgebras. However, in this paper we restrict ourselves to endofunctors on Set.
4 That is, T transforms pullback diagrams into weak-pullback diagrams.
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on coalgebraic types; in its absence, the resulting notion of bisimulation lacks
many desirable properties, such as preservation under relational composition.
Coalgebraic bisimulation provides a canonical notion of observational equiv-
alence, which can be deﬁned uniformly on coalgebraic types. Here we give a
re-formulation of its original deﬁnition [1], which uses the lifting of the functor
T to a category of relations. To this end, we let Rel denote the category having
tuples (A,B,R) with A,B ∈ |Set| and R ⊆ A×B as objects, and pairs (f,g)
with f : A → C and g : B → D being such that aRb implies f(a)S g(d),
as arrows from (A,B,R) to (C,D,S). For a relation R ⊆ A × B, we write
πR
1 : R → A and πR
2 : R → B for the corresponding projection maps. In this
setting, relational composition can be deﬁned using a pullback construction
in Set. The lifting ΓT : Rel → Rel of the functor T to the category Rel is then
deﬁned by ΓT(A,B,R) = (TA,TB,S), where S ⊆ TA × TB is the image of
TR under the map hTπR
1 ,TπR
2 i : TR → TA × TB. An immediate property of
ΓT is the preservation of equality relations and of relational composition.
A (coalgebraic) bisimulation between two T-coalgebras (C,γ) and (D,δ)
can now be deﬁned simply as a ΓT-coalgebra having the pair (γ,δ) as a coal-
gebra map. Thus, a T-bisimulation between (C,γ) and (D,δ) is given by a
map in Rel of the form ρ : (C,D,R) → (TC,TD,ΓTR), or equivalently, by a
relation R ⊆ C × D which is preserved by the coalgebra maps γ and δ. The
largest bisimulation between (C,γ) and (D,δ), obtained as the union of all
such bisimulations, is denoted by ' and is called T-bisimilarity.
Of great importance in the study of coalgebraic models are ﬁnal coalgebras,
the carriers of which can typically be obtained via a limit construction. For
a functor T : C → C on a complete category C, the ﬁnal sequence of T is an
ordinal-indexed sequence (Zα) of C-objects, together with a family (pα
β : Zα →
Zβ)β≤α of C-arrows, deﬁned by:
• Z0 = 1, with 1 denoting a ﬁnal object in C,
• pα
0 : Zα → 1 is the unique such arrow,
• Zα+1 = TZα,
• p
α+1
β+1 = Tpα
β for β ≤ α,
• pα
α = 1Zα,
• pα
γ = pβ
γ ◦ pα
β for γ ≤ β ≤ α,
• if α is a limit ordinal, the cone Zα,(pα
β)β<α for (pβ
γ)γ≤β<α is limiting.
If T : C → C is an accessible, monic-preserving functor on a locally presentable
category, then the ﬁnal sequence of T stabilises at some α 5 , and moreover,
Zα is the carrier of a ﬁnal T-coalgebra (see [21]). In what follows, this result
will be instantiated with endofunctors T on the categories Set and Rel.
Each T-coalgebra (C,γ) determines a cone (γα : C → Zα) over the ﬁnal
sequence of T. This is deﬁned by letting (i) γ0 : C → 1 to be the unique such
5 That is, pα+1
α : Zα+1 → Zα is an isomorphism.
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map, (ii) γα+1 = Tγα◦γ, and (iii) γα to be the unique map satisfying pα
β ◦γα =
γβ for each β < α, if α is a limit ordinal. For an ordinal α, the α-element
of the ﬁnal sequence of T describes all the possible T-behaviours observable
through α unfoldings of the coalgebra map, while the map γα : C → Zα takes
states of the coalgebra to their partial behaviour observable in α steps.
For weak-pullback preserving endofunctors T whose ﬁnal sequence sta-
bilises, it is possible to give a characterisation of T-bisimulation between two
T-coalgebras (C,γ) and (D,δ) in terms of these partial observable behaviours.
Speciﬁcally, ' can be characterised as
T
α'α, where the α-step observability
relation 'α ⊆ C × D is deﬁned by: c 'α d iﬀ γα(c) = δα(d), for c ∈ C and
d ∈ D. (Details can be found e.g. in [6].)
By considering an inductively-deﬁned class of endofunctors on Set, one can
recover, as T-coalgebras, many interesting types of systems, including (prob-
abilistic) transition systems, (probabilistic) automata, spatial and epistemic
models (with or without update). The focus of this paper is on coalgebraic
types T constructed from a small number of basic types (modelling determin-
istic, non-deterministic and probabilistic behaviour), using a small number
of type-building operators. The results in this paper thus apply directly to
coalgebras of functors T generated by the following syntax:
T ::= C | Id | Pω | D | S | T × T | T + T | T
A | T ◦ T (1)
where C denotes the constant functor mapping any set to the set C, Id is
the identity functor, Pω is the ﬁnite powerset functor, D (resp. S) is the
ﬁnite (sub-)probability distribution functor, mapping a set to the set of ﬁnite
(sub-)probability distributions over it, and × , + , ( )A, and ◦ denote
product, coproduct, exponentiation with ﬁxed exponent A and composition
(of functors). However, the general techniques developed here do not rely
on the particular shape of these functors, and are easily extendable to more
general classes of inductively-deﬁned coalgebraic types.
Example 2.1 (i) Deterministic systems can be modelled as coalgebras of
the functor Id
A.
(ii) Image-ﬁnite labelled transition systems are in one-to-one correspondence
with coalgebras of the functor Pω
A.
(iii) Probabilistic transition systems are in one-to-one correspondence with
(1+D)A-coalgebras. They can alternatively be modelled as SA-coalgebras.
(iv) Probabilistic automata are the same as (Pω ◦ D)A-coalgebras. They can
alternatively be modelled as (Pω ◦ S)A-coalgebras.
(v) Spatial transition systems can be modelled as coalgebras of the functor
Pω
A × Pω(Id × Id).
(vi) Epistemic systems can be modelled as coalgebras of the functor (1 +
Id)Ac ×Pω
Ag ×Pω(At), for some ﬁxed sets Ac of epistemic actions, Ag of
agents, and At of atomic facts.
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3 Modular Logics for Coalgebras
In this section, we describe a modular approach to deﬁning expressive modal
logics for T-coalgebras. We begin with a brief overview of existing work on
modal logics for coalgebras.
This direction of work was initiated by Moss [15], who deﬁned a modal
logic for coalgebras of an inclusion- and weak-pullback preserving functor T :
Set → Set, by using the functor T itself to derive the syntax of a language,
and the lifting ΓT of T to Rel to provide a coalgebraic semantics for this
language. Apart from inﬁnitary conjunctions, the only logical operator in
Moss’s language is a modal operator, here denoted ∆, whose arity depends
on the functor T: if L is a set of formulas of the language and Φ ∈ TL,
then ∆Φ is itself a formula of the language. The semantics of the language
thus obtained is deﬁned by structural induction on formulas: having deﬁned
a satisfaction relation |=γ ⊆ C × L for a T-coalgebra (C,γ) and a subset
L of the language, the semantics of formulas of form ∆Φ is derived using
the relation (ΓT |=γ) ⊆ TC × TL together with the coalgebra structure γ;
inﬁnitary conjunctions are interpreted in the standard way.
The approach in [15] yields an abstract, inﬁnitary logic, called coalgebraic
logic, for each endofunctor T. This logic characterises bisimulation, that is,
the logical equivalence relation between the sets of states of two T-coalgebras
coincides with the bisimilarity relation between the coalgebras. However, for
most functors T, this logic is not suitable for use as a speciﬁcation logic: even
for simple functors such as the ﬁnite powerset functor, the size of the set
of sub-formulas of a given formula grows exponentially with the rank of the
formula (deﬁned as the maximal degree of nesting of modal operators).
In order to achieve a compromise between uniformity in the functor and
suitability for use as a speciﬁcation logic, several authors have proposed less
canonical modal logics for coalgebras, which often still enjoy expressiveness
properties similar to those of coalgebraic logic. For instance, R¨ oßiger [17],
Kurz [14] and Jacobs [11] have focused on inductively-deﬁned classes of func-
tors, similar to the one considered here but lacking the (sub-)probability dis-
tribution functor as a basic coalgebraic type, whereas Pattinson [16] has de-
veloped an approach for deﬁning logics for coalgebras of arbitrary functors on
Set from speciﬁed sets of modal operators.
In [17,11], the structure of the functor T is exploited in order to deﬁne a
multi-sorted logic which characterises bisimulation and admits a sound and
complete axiomatisation. The sorts of formulas in the modal language of
[17,11] correspond to the ingredients of T (the intermediary functors used
in the inductive deﬁnition of T). As mentioned above, the (sub-)probability
distribution functor was not considered in loc. cit.; moreover, this functor can
not be straightforwardly incorporated in this approach, since the proofs of the
main results in loc. cit. can not be suitably extended to include this functor.
Instead of considering an inductively-deﬁned class of endofunctors, and
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deriving the modal operators of the associated language by structural induc-
tion on the functor, the approach of Pattinson [16] is to deﬁne a logic for T-
coalgebras by directly providing a set of unary modal operators, together with
suﬃcient information to interpret these operators over T-coalgebras. Predicate
liftings are deﬁned in [16] as natural transformations of the form λ : ˆ P ⇒ ˆ PT,
with ˆ P : Set → Set denoting the contravariant powerset functor. Each pred-
icate lifting λ gives rise to a modal operator [λ]. Writing JϕKC for the set of
states of a T-coalgebra (C,γ) satisfying the formula ϕ, the formula [λ]ϕ is de-
ﬁned to hold in a state c of the same coalgebra precisely when γ(c) ∈ λC(JϕKC).
While the approach in [16] can be applied to arbitrary functors on Set,
this approach does not make use of the structure of the underlying functor.
This makes it diﬃcult to exhibit a suitable choice of predicate liftings as the
functor becomes more complex. Moreover, this approach is not compositional,
in that if the functors T1 and T2 admit sets of predicate liftings for which the
resulting logics characterise bisimulation, this is not necessarily the case for
their composition T1 ◦ T2 – an example here is the functor Pω ◦ Pω. This
drawback has been overcome in the work of Schr¨ oder [19], who shows that by
considering a generalisation of predicate liftings giving rise to modal operators
of arbitrary (including inﬁnitary) arities, any functor on Set admits a set of
such polyadic predicate liftings, with the property that the resulting logic is
expressive for bisimulation. The problem now is that, in general, an inﬁnite
number of modalities, including inﬁnitary modalities, appear to be needed.
The work described in the following represents an alternative approach to
deriving modal logics for coalgebras, which subsumes all previously-mentioned
approaches. The results presented apply directly to the class of functors de-
ﬁned in (1), but the approach is more general, as it also incorporates the
coalgebraic logic of Moss, and logics arising from polyadic predicate liftings.
Thus, this approach can be regarded as a unifying framework for modal logics
for coalgebras over Set. At the same time, the approach is modular: logics for
(coalgebras of) functor combinations can be automatically derived from logics
for (coalgebras of) the functors being combined, once a suitable formulation
of the logics being put together has been obtained. Furthermore, relevant
properties of the resulting logics, including expressiveness and the existence
of suitable axiomatisations, can themselves be derived in a modular fashion.
The notions of syntax constructor and associated one-step semantics [3,6]
are central to this approach. They allow the deﬁnition of a modal logic for
T-coalgebras by specifying a modal syntax (typically a set of modal operators
with ﬁnite arities), which is subsequently interpreted over T-coalgebras by
only carrying out a one-step unfolding of the respective coalgebra maps.
Deﬁnition 3.1 A syntax constructor is an inclusion-preserving, ω-accessible
endofunctor S : Set → Set. The language L(S) induced by S is the least set F
of formulas such that
• ﬀ ∈ F,
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• ϕ → ψ ∈ F whenever ϕ,ψ ∈ F,
• σ ∈ F whenever σ ∈ SΦ for some (ﬁnite) Φ ⊆ F.
A syntax constructor S speciﬁes the modal operators which need to be
added to the basic propositional language in order to obtain a language for
T-coalgebras. The language induced by S is then obtained as the least set of
formulas which is closed under the application of boolean operators (ﬁrst two
of the above clauses), and of the modal operators speciﬁed by S (last clause).
A variation of the notion of language induced by a syntax constructor S
can be obtained by choosing a diﬀerent set of boolean operators. While ﬀ
and → are suﬃcient to recover all other boolean operators, including nega-
tion, conjunction and disjunction, in certain situations (e.g. when looking to
logically characterise preorders that are not equivalences) one is interested in
a language without negation. In those cases, using tt, ﬀ, ∧ and ∨ as a choice
of boolean operators is more appropriate. In what follows, and particularly
in Section 5, we will also refer to the language LΣ(S) induced by a syntax
constructor S and a set of boolean operators Σ ⊆ {tt,ﬀ,∧,∨,¬,→}.
The language of standard modal logic can be retrieved by taking S : Set →
Set to be given by SL = {2ϕ | ϕ ∈ L}. Similarly, the language of Hennessy-
Milner logic can be obtained by taking SL = {[a]ϕ | ϕ ∈ L, a ∈ A} with A
a set (of labels). We also note that the ω-accessibility requirement prevents
syntax constructors from specifying modal operators of inﬁnitary arities.
Each of the basic functors in (1) can be associated a syntax constructor in
a natural way:
Example 3.2 (i) For T := C, let SCL = C. The induced language L(SC)
is the set of propositional formulas over the set C of atoms.
(ii) for T := Pω, let SPωL = {2ϕ | ϕ ∈ L}. The induced language L(SPω) is
the language of standard modal logic over an empty set of atoms.
(iii) For T := Id, let SIdL = {◦ϕ | ϕ ∈ L}. The induced language L(SId) is
similar to the language of standard modal logic. However, this language
will be interpreted over Id-coalgebras (which provide a trivial model of
deterministic systems), and will therefore have a diﬀerent semantics from
that of the standard modal language.
(iv) For T = D, let SDL = {3pϕ | ϕ ∈ L, p ∈ Q ∩ [0,1]}. The induced
language L(SD) is the language commonly used to specify properties of
discrete probabilistic systems, including probabilistic transition systems
and probabilistic automata (see e.g. [13]); it employs a countable num-
ber of unary modalities, with formulas of form 3pϕ being read as ”the
probability of ϕ holding in the next state is at least p”. For T = S, the
same syntax constructor can be used.
A syntax constructor S has yet no direct relationship to a coalgebraic type
T. A link between the two is established by providing suﬃcient information
to interpret the induced language L(S) over T-coalgebras. In the case of Pω-
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coalgebras, a coalgebraic semantics for L(SPω) can be obtained by choosing
a suitable predicate lifting to interpret 2. The notion of one-step semantics
[3,6] generalises this to arbitrary syntax constructors.
If L and X are sets (of formulas and points, respectively), we call a function
d : L → PX an interpretation of L over X. We write Int for the category
whose objects are interpretations, and whose morphisms between d : L → PX
and d0 : L0 → PX0 are given by pairs (t,f) with t : L → L0 and f : X0 → X
being such that d0◦t = f−1◦d. Finally, we let V : Int → Set (W : Int → Set
op)
take d : L → PX to L (respectively X), and (t,f) to t (respectively f).
Deﬁnition 3.3 A one-step semantics JSK
T for a syntax constructor S w.r.t. an
endofunctor T is a functor JSK
T : Int → Int such that V ◦ JSK
T = S ◦ V and
W ◦ JSK
T = Top ◦ W:
Set
S //Set
Int
JSKT
//
W

V
OO
Int
W

V
OO
Set Top //Set
Thus, a one-step semantics JSK
T for S w.r.t. T maps interpretations of
L over X to interpretations of SL over TX, and moreover, this mapping is
functorial. In other words, a one-step semantics describes how to interpret
a formula in SL, containing a modal operator at the outer-most level, over
TX, provided one has an interpretation of all the sub-formulas to which the
modal operator is applied, over X. Some examples of one-step semantics will
be given shortly. For simplicity of notation, the superscript in JSK
T will be
omitted whenever T is clear from the context.
A one-step semantics JSK
T for S w.r.t. T induces a coalgebraic semantics
for L(S):
Deﬁnition 3.4 The interpretation of a formula ϕ ∈ L(S) over a T-coalgebra
(C,γ), denoted JϕKC ⊆ C, is deﬁned by structural induction on ϕ:
• JﬀKC = ∅
• Jϕ → ψKC = (C \ JϕKC) ∪ JψKC
• JσKC = γ−1(JSK
T(dΦ)(σ)) for σ ∈ SΦ
where, for Φ ⊆ L(S), dΦ : Φ → PC gathers the already-deﬁned interpretations
JϕKC of formulas ϕ ∈ Φ. We write s |=C ϕ whenever s ∈ JϕKC.
Each of the syntax constructors in Example 3.2 can be associated a one-
step semantics, essentially by choosing a suitable predicate lifting for each of
the modal operators used in their deﬁnition.
Example 3.5 For d : L → PX and ϕ ∈ L, deﬁne:
(i) JSCK(d)(c) = {c}
9Cˆ ırstea
(ii) JSIdK(d)(◦ϕ) = {x ∈ X | x ∈ d(ϕ)}
(iii) JSPωK(d)(2ϕ) = {x ∈ PωX | x ⊆ d(ϕ)}
(iv) JSDK(d)(3pϕ) = {µ ∈ DX |
P
x∈d(ϕ) µ(x) ≥ p}
The coalgebraic semantics induced by the above one-step semantics can now
be described by:
(i) s |=C c iﬀ γ(s) = c
(ii) s |=C ◦ϕ iﬀ γ(s) |=C ϕ
(iii) s |=C 2ϕ iﬀ t |=C ϕ for all t ∈ γ(s)
(iv) s |=C 3pϕ iﬀ
P
t∈JϕKC γ(s)(t) ≥ p
where s denotes a state of a T-coalgebra (C,γ).
A ﬁnitary variant of Moss’s coalgebraic logic [15] can also be derived using
a suitable choice of syntax constructor and associated one-step semantics.
Example 3.6 If T is an inclusion-preserving, weak-pullback preserving and
ω-accessible endofunctor, then letting STL = {∆Φ | Φ ∈ TL} gives rise to
a language L(ST) whose only modal operator is the modality of coalgebraic
logic. Also, letting JSTK : Int → Int be given by
JSTK(d) : STL → PTX JSTK(d)(Φ) = {t ∈ TX | t(ΓT|=d)Φ}
for d : L → PX and Φ ∈ TL, where the relation |=d ⊆ X × L is given by
x |=d ϕ iﬀ x ∈ d(ϕ)
gives rise to a language for T-coalgebras whose syntax and semantics are ﬁni-
tary versions of Moss’s coalgebraic logic.
A consequence of the fact that any syntax constructor S is inclusion-
preserving and ω-accessible is that the induced language L(S) can alternatively
be given an inductive deﬁnition.
Deﬁnition 3.7 For n ∈ ω, the set Ln(S) of formulas of rank at most n is
deﬁned inductively by:
• L0(S) = B∅,
• Ln+1(S) = BSLn(S) for n ∈ ω
where B : Set → Set takes a set (of atoms) to the carrier of its closure under
the boolean operators ﬀ and →.
Proposition 3.8 (Inductive deﬁnition of L(S), [6]) For a syntax con-
structor S : Set → Set, we have Ln(S) ⊆ Ln+1(S) and L(S) =
S
n∈ω Ln(S).
The coalgebraic semantics of L(S) can itself be given an inductive deﬁ-
nition. This is a consequence of the fact that at most n unfoldings of the
coalgebra map are required to determine the denotation of a formula of rank
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at most n in a T-coalgebra. Following [16], we ﬁrst interpret formulas of rank
n as subsets of Tn1, with Tn denoting the n-fold application of T. Speciﬁcally,
we deﬁne interpretations dn : Ln(S) → PTn1 with n ∈ ω by induction on n:
• d0 : L0(S) → P1 is the only interpretation that maps ﬀ to ∅ and ϕ → ψ to
(1 \ d0(ϕ)) ∪ d0(ψ),
• dn+1 : Ln+1(S) → PTn+11 is the natural extension of JSK(dn) to formulas
containing boolean operators, for n ∈ ω.
Now recall that any T-coalgebra (C,γ) induces a cone over the ﬁnal sequence
of T. In particular, one obtains maps of form γn : C → Tn1 with n ∈ ω.
Proposition 3.9 (Inductive deﬁnition of coalgebraic semantics) The
coalgebraic semantics of L(S) can alternatively be deﬁned by JϕKC = γ−1
n (dn(ϕ))
for ϕ ∈ Ln(S).
An important property of the coalgebraic semantics of L(S) is that bisim-
ilar states can not be distinguished by formulas of L(S). This constitutes an
adequacy result for L(S) w.r.t. T-bisimulation:
Proposition 3.10 (Adequacy of L(S)) Let (C,γ) and (D,δ) denote T-
coalgebras, and let c ∈ C and d ∈ D. If c ' d, then c |=C ϕ iﬀ d |=D ϕ.
The proof of this result makes use of Proposition 3.9, and of the charac-
terisation of bisimilarity in terms of the relations 'α, with α ranging over all
ordinals (see Section 2). Proposition 3.9 will be exploited again in the next
section, when deriving logical characterisation results w.r.t. (bi)simulations.
Examples 3.2 and 3.5 only account for unlabelled (probabilistic) transition
systems, and for two more, rather trivial coalgebraic types; more complex
types, similar to the ones of Example 2.1, remain to be dealt with. Since all
these more complex types also belong to the inductive class deﬁned in (1), one
can attempt to derive syntax constructors and one-step semantics for them in
a modular fashion. The remainder of this section is dedicated to this topic.
If L1,L2 are sets (of formulas), we deﬁne:
L1 ⊗ L2 = {[πi]ϕi | ϕi ∈ Li, i = 1,2}
L1 ⊕ L2 = {hκiiϕi | ϕi ∈ Li, i = 1,2}
L1  A = {[a]ϕ | ϕ ∈ L1,a ∈ A}
where A is an arbitrary set. These operations can be lifted to operations on
syntax constructors [3,6], as shown next.
Deﬁnition 3.11 For syntax constructors S1,S2, we deﬁne
(S1 ⊗ S2)L = BS1L ⊗ BS2L (S1 ⊕ S2)L = BS1L ⊕ BS2L
(S1  A)L = BS1L  A (S1  S2)L = S1BS2L.
The above deﬁnition extends naturally to functors S1 ⊗ S2,S1  A,S1 ⊕
S2,S1S2 : Set → Set. Moreover, the resulting operations on functors preserve
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the properties of being inclusion-preserving and ω-accessible, and therefore
S1 ⊗ S2,S1 ⊕ S2,S1  A,S1  S2 also deﬁne syntax constructors.
The above combinations of syntax constructors are intended to give rise
to modal languages for combinations of coalgebraic types, of the form T1 ×
T2, T1 + T2, TA
1 , T1 ◦ T2. This is achieved by adding modal operators that
mirror the two projections in the case of T1 × T2, the two injections in the
case of T1 +T2, and the exponentiation with constant exponent A in the case
of (T1)A. No additional modal operator is required for T1 ◦ T2. The presence
of the functor B in Deﬁnition 3.11 is needed to ensure that the resulting
languages enjoy logical characterisation results w.r.t. (bi)simulation (see [3,4,6]
for details). We also note that the presence of B results in an interleaving of
modal operators (either from S1 or S2, or of the form [πi], hκii or [a]), with
boolean operators. For illustration, we examine the language induced by the
composition S1  S2. Suppose SiL = {2iϕ | ϕ ∈ L} for i = 1,2. Then, the
language L = L(S1  S2) can be described by the following grammar:
L 3 ϕ,ψ ::= ﬀ | ϕ → ψ | 21ρ (ρ ∈ L
0)
L
0 3 ρ,σ ::= ﬀ | σ → ρ | 22ϕ (ϕ ∈ L)
Thus, the formulas of L(S1 S2) alternate between applications of the modal
operators 21 and 22, and can additionally contain boolean operators at any
level. Assuming that S1 and S2 specify languages for T1- and T2-coalgebras,
respectively, the above language can automatically be endowed with a se-
mantics w.r.t. T1 ◦ T2-coalgebras. This can be achieved by deﬁning ways to
combine a one-step semantics for S1 w.r.t T1 with a one-step semantics for S2
w.r.t T2, in order to obtain a one-step semantics for S1  S2 w.r.t. T1 ◦ T2.
More generally, all four operations on syntax constructors have a counterpart
at the level of one-step semantics [3,6]:
If d1 : L1 → PX1 and d2 : L2 → PX2 are interpretations of L1 and L2
over X1 and X2, respectively, we deﬁne
d1 ⊗ d2 :L1 ⊗ L2 → P(X1 × X2), [πi]ϕi 7→ {(x1,x2) | xi ∈ di(ϕi)}
d1 ⊕ d2 :L1 ⊕ L2 → P(X1 + X2), hκiiϕi 7→ {ιi(xi) | xi ∈ di(ϕi)}
d1  A :L1  A → P(X
A), [a]ϕ 7→ {f : A → X | f(a) ∈ d1(ϕ)}.
Deﬁnition 3.12 If JSiK
Ti is a one-step semantics for Si w.r.t. Ti, for i = 1,2,
we deﬁne one-step semantics for S1 ⊗ S2, S1 ⊕ S2, S1  A, S1  S2 w.r.t. T1 ×
T2, T1 + T2, TA
1 , T1 ◦ T2, respectively, as follows:
JS1 ⊗ S2K(d) = JS1K(d)
] ⊗ JS2K(d)
] JS1 ⊕ S2K(d) = JS1K(d)
] ⊕ JS2K(d)
]
JS1  AK = JS1K(d)
]  A JS1  S2K(d) = JS1K(JS2K(d)
])
where d : L → PX, and d] : BL → PX denotes the natural extension of d to
formulas containing boolean operators.
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It follows easily that if JSiK is a one-step semantics for Si w.r.t. Ti, for
i = 1,2, then JS1 ⊗ S2K, JS1 ⊕ S2K, JS1  AK and JS1  S2K are one-step
semantics for S1 ⊗ S2, S1 ⊕ S2, S1  A and S1  S2 w.r.t. T1 × T2, T1 + T2,
T1
A and T1 ◦ T2, respectively.
Example 3.13 The language L1 = L((SPω SD)A) induced by the combi-
nation of syntax constructors (SPωSD)A can be described by the grammar:
L1 3 ϕ ::= ﬀ | ϕ → ϕ
0 | [a]ψ (ψ ∈ L2)
L2 3 ψ ::= ﬀ | ψ → ψ
0 | 2ξ (ξ ∈ L3)
L3 3 ξ ::= ﬀ | ξ → ξ
0 | 3pϕ (ϕ ∈ L1)
A semantics for this language w.r.t. (Pω ◦ D)A-coalgebras is automatically
obtained as the coalgebraic semantics induced by the combination of one-step
semantics J(SPω  SD)  AK. The resulting logic for probabilistic automata is
essentially the same as the probabilistic modal logic of [13].
Example 3.14 The language L1 = L((SPω A)⊗(SPω (SId ⊗SId))) can be
described by the grammar:
L1 3 ϕ ::= ﬀ | ϕ → ϕ
0 | [π1]ψ | [π2]χ (ψ ∈ L2,χ ∈ L4)
L2 3 ψ ::= ﬀ | ψ → ψ
0 | [a]ξ (ξ ∈ L3)
L3 3 ξ ::= ﬀ | ξ → ξ
0 | 2ϕ (ϕ ∈ L1)
L4 3 χ ::= ﬀ | χ → χ
0 | 2ζ (ζ ∈ L5)
L5 3 ζ ::= ﬀ | ζ → ζ
0 | [π1]ϕ | [π2]ϕ (ϕ ∈ L1)
The following grammar deﬁnes a sub-language of the above language:
L1 3 ϕ ::= ﬀ | ϕ → ϕ
0 | 2 a ϕ | ϕ k ϕ
0
where we have used the following abbreviations: 2 a ϕ ::= [π1][a]2ϕ, ϕ k ϕ0 ::=
[π2](¬2¬([π1]ϕ ∧ [π2]ϕ0)), with boolean negation ¬ and boolean conjunction
∧ being deﬁned in the standard way in terms of ﬀ and →. This sub-language
involves an A-indexed set of action modalities similar to those of Hennessy-
Milner logic, as well as a spatial modality as found in various spatial logics
for concurrency. In particular, we note that the deﬁnition of the (binary)
spatial modality requires an interleaving between modal operators (of diﬀerent
sorts) and boolean operators, which is not expressible in a language induced
by a set of unary predicate liftings. The language L((SPω  A) ⊗ (SPω 
(SId⊗SId))) can be automatically interpreted over Pω
A×Pω(Id×Id)-coalgebras
(modelling spatial transition systems), using the modular techniques described
in this section. The resulting coalgebraic semantics agrees with the standard
interpretation of action and spatial modalities. Moreover, since the modal
operators [πi] and [a] distribute over all boolean operators, one can show that
the sub-language described above is as expressive as the original language L1.
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4 Coalgebraic Simulations
We now describe similar techniques for deriving notions of simulation for the
inductive class of coalgebraic types deﬁned in (1). The results presented in
this section are taken from [3,4], and build on earlier work on coalgebraic
simulations as described in [10,2,12].
Several notions of simulation for coalgebras of a functor T can be derived
by weakening the deﬁnition of bisimulation, namely by replacing the lifting
ΓT of T to Rel (as deﬁned in Section 2), with a so-called T-relator. We begin
by noting that the lifting ΓT : Rel → Rel of a weak-pullback preserving functor
T : Set → Set preserves equality relations and relational composition. The
notion of T-relator [10] is obtained by weakening the ﬁrst condition.
Deﬁnition 4.1 Let T : Set → Set. A T-relator is an endofunctor Γ : Rel →
Rel additionally satisfying:
(i) U ◦ Γ = (T × T) ◦ U; that is, Γ lifts T;
(ii) Γ(=A) ⊇=TA, where =A ⊆ A × A denotes the equality relation on A;
(iii) Γ(S ◦ R) = Γ(S) ◦ Γ(R) for any R ⊆ A × B and S ⊆ B × C.
Any T-relator induces a notion of simulation between T-coalgebras [10,12,4]:
Deﬁnition 4.2 Let Γ : Rel → Rel be a T-relator. A Γ-simulation between
T-coalgebras (C,γ) and (D,δ) is a Γ-coalgebra having the pair (γ,δ) as a
coalgebra map. The largest Γ-simulation between (C,γ) and (D,δ) is called
Γ-similarity and is denoted &Γ. If c ∈ C, d ∈ D are such that c &Γ d, we say
that c simulates d.
A Γ-simulation (R,(γ,δ)) between (C,γ) and (D,δ) is thus given by a
relation R ⊆ C × D such that cRd implies γ(c) Γ(R) δ(d) for any c ∈ C and
d ∈ D.
If T preserves weak pullbacks, then its lifting ΓT to Rel is a T-relator, and
moreover, this relator is minimal among all T-relators; that is, ΓTR ⊆ ΓR for
any T-relator Γ and any relation R (see [10,2] for details). Throughout this
section, we assume that the endofunctor T preserves weak pullbacks.
By considering the minimal T-relator in the deﬁnition of simulation, one
recovers the notion of T-bisimulation. Then, by weakening the conditions
deﬁning the minimal T-relator, one can derive weaker notions of simulation,
capturing various notions of reﬁnement between states of T-coalgebras.
Example 4.3 Several notions of simulation for (unlabelled) transition sys-
tems can be derived from suitable choices of Pω-relators. Here we consider
two such choices, namely Γ⊇,ΓR
⊇ : Rel → Rel, deﬁned respectively by
X Γ⊇(R)Y iﬀ ∀y ∈ Y .∃x ∈ X .xRy
X Γ
R
⊇(R)Y iﬀ X Γ⊇(R)Y and (Y = ∅ ⇒ X = ∅)
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with R ⊆ A × B, X ∈ PωA and Y ∈ PωB. Now if (S,→) and (T,→)
are unlabelled transition systems (i.e. Pω-coalgebras), then a Γ⊇-simulation
between them is given by a relation R ⊆ S×T with the property that whenever
sRt and t → t0 in (T,→), there exists a transition s → s0 in (S,→) such that
s0 Rt0. The notion of simulation induced by ΓR
⊇ additionally requires that if
t 6→ in (T,→), then also the corresponding s 6→ in (S,→). Thus, the former
notion of simulation coincides with standard transition system simulation,
whereas the latter captures ready simulation [20].
Example 4.4 In order to deﬁne a notion of simulation for (unlabelled) proba-
bilistic transition systems, it is more convenient to model these as S-coalgebras,
where S is the ﬁnite sub-probability distribution functor; this allows one not to
distinguish between the absence of transitions from a given state, and the ex-
istence of transitions from that state, with the associated probabilities adding
up to 1. We now deﬁne an S-relator ΓP : Rel → Rel by
µ(ΓPR)ν iﬀ µ[X] ≥ ν[Y ] for any X ⊆ A and Y ⊆ B s.t.
(π
R
1 )
−1(X) ⊇ (π
R
2 )
−1(Y )
with R ⊆ A×B, µ ∈ SA and ν ∈ SB. It is shown in [4] that ΓP is well-deﬁned
(as a functor on Rel whose action on arrows is deﬁned via T) and moreover,
that ΓP deﬁnes an S-relator. The notion of simulation induced by ΓP turns out
to coincide with the standard notion of simulation for probabilistic transition
systems, as deﬁned e.g. in [7] (see [4] for details).
Again, so far we have only considered unlabelled (probabilistic) transition
systems. In the following, we show how to derive T-relators , and hence notions
of simulation, for functors T belonging to the inductive class deﬁned in (1).
We begin by deﬁning relators for the other two basic coalgebraic types
considered in (1), namely the constant and identity functors. Speciﬁcally, for
T := C, we let ΓC : Rel → Rel map a relation R ⊆ A × B to the equality
relation on C. Also, for T = Id, we let ΓId be the identity functor on Rel.
(These relators are in fact the minimal ones.)
Next, we show how to combine a T1- and a T2-relator, Γ1 and Γ2, in order
to obtain a T-relator, with T being a combination of the functors T1 and T2.
Deﬁnition 4.5 Let Γ1 and Γ2 be T1- and T2-relators, respectively. Deﬁne
Γ1 ⊕ Γ2 , Γ1 ⊗ Γ2 , (Γ1)A : Rel → Rel by:
• R ⊆ X× Y  Γ1⊕Γ2 // Γ1(R) + Γ2(R) ⊆ (T1+T2)X× (T1+T2)Y
• R ⊆ X× Y  Γ1⊗Γ2 // Γ1(R) × Γ2(R) ⊆ (T1×T2)X× (T1×T2)Y
• R ⊆ X× Y  (Γ1)A
// Γ1(R)A ⊆ (T1X)A× (T1Y )A
where, given two relations R1 and R2, we write R1 × R2 and R1 + R2 for
their product and respectively coproduct in Rel, and (R1)A for the point-wise
extension of R1 to functions with domain A.
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It follows easily (see also [4]) that the above operations yield relators for
T1 + T2, T1 × T2 and (T1)A, respectively. Finally, a T1 ◦ T2-relator can be
obtained from a T1-relator Γ1 and a T2-relator Γ2 by simply composing them,
that is, by considering the T1◦T2-relator Γ1◦Γ2. As a result, we are now able
to derive relators for all the coalgebraic types speciﬁed in (1).
By combining the relators given in Examples 4.3 and 4.4, one can auto-
matically derive notions of simulation for labelled (probabilistic) transition
systems, as well as for more complex types such as probabilistic automata.
Example 4.6 The notions of simulation induced by the Pω
A-relators (Γ⊇)A
and (ΓR
⊇)A coincide with standard, respectively ready simulation on labelled
transition systems. The notion of simulation induced by the SA-relator (ΓP)A
coincides with standard simulation on labelled probabilistic transition systems.
Example 4.7 As mentioned in Example 2.1, probabilistic automata can be
modelled as coalgebras of the functor (Pω ◦ S)A. Here we derive a notion of
simulation for (Pω ◦ S)A-coalgebras by combining the Pω-relator Γ⊇ and the
S-relator ΓP. Speciﬁcally, we consider the (Pω ◦ S)A-relator (Γ⊇ ◦ ΓP)A. A
relation R ⊆ C × D is a (Γ⊇ ◦ ΓP)A-simulation between (Pω ◦ S)A-coalgebras
(C,γ) and (D,δ) iﬀ cRd implies:
∀a ∈ A. ∀ν ∈ δ(d)(a). ∃µ ∈ γ(c)(a). (µ[X] ≥ ν[Y ] whenever
(π
R
1 )
−1(X) ⊇ (π
R
2 )
−1(Y ))
We will show later that the above notion of simulation coincides with the no-
tion of strong simulation on probabilistic automata [13], deﬁned as follows:
Given two probabilistic automata (S,→) and (T,→) (with the transition re-
lations now deﬁning, for each label a, a binary relation between states and
probability distributions over states), a strong simulation between them is a
relation R ⊆ S × T with the property that whenever t
a //ν in (T,→), there
exists a transition s a //µ in (S,→) such that µ ˜ Rν, where the relation ˜ R de-
notes the lifting of R to probability distributions 6 [13]. We conclude by noting
that other known notions of simulation for probabilistic automata, including
probabilistic simulation as deﬁned in [13], can be recovered by using a diﬀerent
choice of (Pω ◦ S)A-relator (see [4]).
5 Logical Characterisations
We now proceed to formulating conditions under which the notion of sim-
ulation induced by a T-relator Γ can be characterised using the language
induced by a syntax constructor S and associated one-step semantics. Since
Γ-similarity relations are not, in general, equivalence relations, we will at-
tempt to logically characterise them using languages of the form LΣ(S), with
6 This is deﬁned by: µ ˜ Rν iﬀ there exists a probability distribution α on S ×T such that
α(s,T) = µ(s) for s ∈ S, α(S,t) = ν(t) for t ∈ T, and α(s,t) = 0 for (s,t) / ∈ R.
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Σ ⊆ {tt,ﬀ,∧,∨,¬,→}. Throughout this section, Σ will denote a ﬁxed such
set of boolean operators, which typically will not include negation, while
B Σ : Set → Set will denote the functor taking a set (of atoms) to the carrier
of its closure under the boolean operators in Σ. Our approach will be based
on some well-behavedness properties of Γ-similarity, and on a characterisation
of the Γ-similarity relation on the ﬁnal T-coalgebra, as summarised below.
Proposition 5.1 ([12]) The following hold for a T-relator Γ : Rel → Rel:
(i) Γ-similarity on a T-coalgebra (C,γ) is a preorder on C;
(ii) given T-coalgebra morphisms f : (A,α) → (B,β) and g : (C,γ) → (D,δ),
a &Γ c iﬀ f(a) &Γ g(c), for a ∈ A and c ∈ C;
(iii) Γ-similarity on the ﬁnal T-coalgebra is a ﬁnal Γ-coalgebra.
By taking f and g in (ii) of Proposition 5.1 to be the unique morphisms
!α : (A,α) → (Z,ζ) and !γ : (C,γ) → (Z,ζ) into the ﬁnal T-coalgebra, we
obtain that Γ-similarity between (A,α) and (C,γ) can be derived from the
Γ-similarity relation on the ﬁnal T-coalgebra. Also, the adequacy of logics
induced by syntax constructors (Proposition 3.10) results in the satisfaction
of formulas being preserved and reﬂected by coalgebra morphisms. These two
observations allow us to restrict attention to logically characterising the Γ-
similarity relation on the ﬁnal T-coalgebra. For this, we make use of (iii) of
Proposition 5.1.
We let Preord denote the category of preorders and monotonic maps. Then,
Preord is (isomorphic to) a sub-category of Rel, and moreover, any T-relator Γ
restricts to an endofunctor on Preord (itself denoted Γ). Motivated by (iii) of
Proposition 5.1, we now investigate the ﬁnal sequence of Γ, which we denote
by (&α
Γ). It follows easily that this sequence belongs to Preord. Moreover, its
underlying Set-sequence is the ﬁnal sequence of T.
Now recall from Section 3 that a syntax constructor S and choice of one-
step semantics for S w.r.t. T give rise to a sequence of interpretations dn :
Ln
Σ(S) → PTn1, with n ∈ ω. The sequence (dn)n∈ω can be naturally extended
to an ordinal-indexed sequence of interpretations (dα), with dα : LΣ(S) →
PTα1 for each α ≥ ω 7 .
To obtain a logical characterisation of Γ-similarity on the ﬁnal T-coalgebra,
we assume that the ﬁnal sequence of Γ stabilises at α. Since the ﬁnal sequence
of T underlies the ﬁnal sequence of Γ, this sequence must also stabilise at, or
before, α. The fact that LΣ(S) characterises &α
Γ =&Γ will now follow by induc-
tion over the ﬁnal sequence of Γ, using the notion of one-step expressiveness
[4] of a one-step semantics w.r.t. a given relator.
If d : L → PX is an interpretation, then for x,y ∈ X, we write y ≥L x if
x ∈ d(ϕ) implies y ∈ d(ϕ), for any ϕ ∈ L. Then, d is called adequate for a
7 Note that, while the ﬁnal sequence of T might not stabilise at ω, applying S followed by
B Σ to LΣ(S) does not produce any new formulas. This is the reason for the domains of the
interpretations dα with α ≥ ω being equal to LΣ(S).
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preorder R ⊆ X × X if R ⊆≥L, and expressive for R if, in addition, R ⊇≥L.
Deﬁnition 5.2 A one-step semantics JSK for S w.r.t. T is called one-step
expressive w.r.t. Γ if it maps an interpretation d : L → PX which is expressive
for R ⊆ X × X to an interpretation d0 : SL → PTX which is expressive for
ΓR ⊆ TX × TX.
One-step expressiveness of JSK w.r.t. Γ ensures that the interpretations dα
are expressive w.r.t. the relations &α
Γ in the ﬁnal sequence of Γ:
Theorem 5.3 ([4]) Let JSK : Int → Int be a one-step semantics for S w.r.t. T.
If JSK is one-step expressive w.r.t. Γ, then dα : Lα → PZα is expressive for
&α ⊆ Zα × Zα, for any ordinal α.
Finally, we are able to formulate suﬃcient conditions for the language
induced by S to characterise Γ-similarity:
Corollary 5.4 (Logical characterisation of simulation, [4]) Let JSK :
Int → Int be a one-step semantics for S w.r.t. T. If JSK is one-step expressive
w.r.t. Γ, and if the ﬁnal sequence of Γ stabilises, then the language LΣ(S)
characterises &Γ.
The reader might wonder why a stronger requirement on the ﬁnal sequence
of Γ (such as requiring that this sequence stabilises at ω, or at ω + ω) is not
needed for the above result. In fact, from the one-step expressiveness of JSK
w.r.t. Γ, and under the additional assumption that T is ω-accessible, one can
prove that the ﬁnal sequence of Γ stabilises at, or before, ω + ω (see [4]). We
also note that all the functors deﬁned in (1) are ω-accessible.
The previous result allows us to derive logics which characterise Γ-similarity,
from one-step semantics which are one-step expressive w.r.t. Γ. We now derive
some concrete logical characterisability results, as instances of Corollary 5.4.
Example 5.5 For unlabelled transition systems, letting Σ = {tt,∧}, SS
Pω :
Set → Set be given by SS
PωL = {3ϕ | ϕ ∈ L}, and JSS
PωK : Int → Int be given
by JSS
PωK(d)(3ϕ) = {x ∈ PωX | x ∩ d(ϕ) 6= ∅} for d : L → PX and ϕ ∈ L
yields a one-step semantics for SS
Pω which is one-step expressive w.r.t. Γ⊇,
and consequently a language LΣ(SS
Pω) which characterises Γ⊇-simulation (see
[4] for details). In particular, we note that disjunctions are not needed to
logically characterise standard simulation on transition systems. To obtain a
logical characterisation of ready simulation (on unlabelled transition systems
at this point), we enrich the syntax constructor SS
Pω to SR
Pω : Set → Set
given by SR
PωL = {3ϕ | ϕ ∈ L} ∪ {∆}; thus, SR
Pω speciﬁes an additional
propositional constant. A one-step semantics JSR
PωK for SR
Pω is obtained by
letting JSR
PωK(d)(3ϕ) = JSS
PωK(d)(3ϕ) and JSR
PωK(d)(∆) = {∅}, for d : L →
PX and ϕ ∈ L. Again, it is shown in [4] that JSR
PωK is one-step expressive
w.r.t. ΓR
⊇, and therefore LΣ(SR
Pω) characterises ready simulation.
Example 5.6 Moving to probabilistic transition systems, and keeping Σ as
above, the one-step semantics deﬁned in Section 3 for the syntax constructor
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SD is one-step expressive w.r.t. the relator ΓP; as a result, the language induced
by SD characterises ΓP-simulation on S-coalgebras (see [4]).
Finally, one expects the one-step expressiveness condition required to de-
rive logical characterisations of simulations to be preserved by the various
combinations of one-step semantics and of relators. This is indeed the case:
Theorem 5.7 (Preservation of one-step expressiveness, [4]) If JSiK is
one-step expressive w.r.t. Γi, for i = 1,2, then JS1 ⊗ S2K, JS1 ⊕ S2K, JS1  AK
and JS1S2K are one-step expressive w.r.t. Γ1⊗Γ2, Γ1⊕Γ2, (Γ1)A and Γ1◦Γ2,
respectively.
As a result, expressive logics for simulation can be derived in a modular
fashion. In particular, one automatically obtains logical characterisations of
standard and ready simulation on (image-ﬁnite) labelled transition systems, of
simulation on probabilistic transition systems, and of (Γ⊇ ◦ ΓP)A-simulation
on probabilistic automata. We now return to Example 4.7, and note that
the notion of strong simulation described there has been shown in [13] to
be logically characterisable by essentially the same logic as L((SS
Pω  SD) 
A) 8 . Since (Γ⊇◦ΓP)A-simulation is also characterised by this logic, it follows
(indirectly) that (Γ⊇ ◦ ΓP)A-simulation coincides with strong simulation on
probabilistic automata.
We conclude this section by noting that Hennessy-Milner-style results, pro-
viding logical characterisations of T-bisimulation, can be obtained by instan-
tiating the T-relator Γ of Corollary 5.4 with the minimal relator ΓT, and ap-
propriately choosing a syntax constructor S, an associated one-step semantics
JSK w.r.t. T, and a set of boolean operators Σ. A more direct approach to de-
riving expressive logics for bisimulation, not involving T-relators, is described
in [3,6]. The approach in loc. cit. uses a similar one-step expressiveness con-
dition, but this time the deﬁnition of expressiveness of an interpretation does
not depend on a choice of a T-relator.
6 Sound and Complete Axiomatisations of Coalgebraic
Logics
This section describes modular techniques for deriving sound and complete
axiomatisations for logics induced by syntax constructors, by summarising
the results presented in [6,5]. The section concludes with (part of) a complete
axiomatisation for the logic derived earlier for spatial transition systems.
The key idea in deﬁning a proof system for a language of the form L(S),
with S a syntax constructor, is to specify how theorems of rank (at most)
n + 1 can be inferred from already-proved theorems of rank (at most) n.
8 The logic in [13] is a one-sorted fragment of L((SS
Pω SD)A), but one can show that it
is equally expressive, that is, any formula of L((SS
Pω  SD)  A) is semantically equivalent
to a formula in this fragment.
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This is achieved through the notion of proof system constructor [6,5], which
typically speciﬁes a set of axioms of rank 1, together with a set of inference
rules with premises of rank 0 and conclusion of rank 1.
We use the notion of boolean theory to refer to a set of theorems. A boolean
theory is deﬁned as a pair (A,ΦA), with A a set (of atoms) and ΦA ⊆ BΣ A a set
(of theorems over A). We write ` ϕ for ϕ ∈ ΦA whenever ΦA is clear from the
context, and BTh for the category of boolean theories and morphisms between
them (with the latter being given by functions between the corresponding sets
of atoms, whose unique extensions to BΣ -morphisms preserve theorems).
Deﬁnition 6.1 A proof system constructor for a syntax constructor S is an
ω-accessible functor P : BTh → BTh that satisﬁes S ◦ BΣ ◦ Π1 = Π1 ◦ P, with
Π1 : BTh → Set denoting the ﬁrst projection functor.
A proof system constructor for S lifts the functor S◦BΣ , i.e. it maps sets of
theorems over A to sets of theorems over SBΣ A. The requirement that P is ω-
accessible generalises a standard requirement in proof systems that inference
rules can only contain a ﬁnite number of premises. The next example gives
proof system constructors for the syntax constructors deﬁned in Example 3.2.
Example 6.2 (i) A proof system constructor PPω : BTh → BTh for the syn-
tax constructor SPω can be deﬁned by mapping (A,Φ) to (SPωBΣ A,Φ0),
where Φ0 is generated by the following axioms and rules:
`
0 2tt `
0 2ϕ ∧ 2ψ → 2(ϕ ∧ ψ)
` ϕ → ψ
`
0 2ϕ → 2ψ
PPω encodes the axioms and rules of standard modal logic.
(ii) A proof system constructor for SD can be deﬁned using a similar, but
larger, set of axioms and rules (see [5] for details).
(iii) A proof system constructor PC : BTh → BTh for the syntax constructor
SC is given by PC(A,Φ) = (C,Φ0), with Φ0 being generated by the axioms:
`
0 _
c∈C
c (only if C ﬁnite) `
0 ¬(c ∧ c
0) (c 6= c0 ∈ C)
(iv) A proof system constructor PId : BTh → BTh for the syntax constructor
SId is given by PId(A,Φ) = (SIdBΣ A,Φ0), with Φ0 being generated by the
following axioms and rules:
`
0 ◦ﬀ → ﬀ `
0 ◦(ϕ → ψ) ↔ (◦ϕ →◦ψ)
` ϕ → ψ
`
0 ◦ϕ →◦ψ
Every proof system constructor P for S induces a boolean theory over L(S),
which contains all the theorems that can be inferred through the application
of (the axioms and rules speciﬁed by) P, together with the axioms and rules
of propositional logic [6,5].
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Deﬁnition 6.3 The theory induced by P is deﬁned as (L(S),ΦP), where ΦP
is the least subset Φ of BΣ L(S) = L(S) with the following properties:
• P(A,Ψ) ⊆ (L(S),Φ) for any (A,Ψ) ⊆ (L(S),Φ) with A and Ψ ﬁnite,
• (L(S),Φ) contains all instances of propositional tautologies, and is closed
under modus ponens.
We write `P ϕ for ϕ ∈ ΦP.
As in the case of syntax constructors, the ω-accessibility requirement on a
proof system constructor P results in an alternative inductive deﬁnition of the
theory induced by P. This involves deﬁning an ω-indexed set of boolean the-
ories (An(S),Φn
P)n∈ω, with (A0(S),Φ0
P) being the closure of the empty theory
over an empty set of atoms under instances of tautologies and modus ponens,
and with (An+1(S),Φ
n+1
P ) being obtained by applying P to (An(S),Φn
P) and
subsequently closing the resulting boolean theory under instances of tautolo-
gies and modus ponens. Details can be found in [5].
A consequence of the inductive deﬁnition of (L(S),ΦP) is the availabil-
ity of induction for proving properties (e.g. soundness and completeness) of
(L(S),ΦP). Similarly to our approach to deriving logical characterisations of
simulation relations, we deﬁne notions of one-step soundness and one-step
completeness of a proof system constructor w.r.t. a one-step semantics, and
use them to prove soundness and completeness of the induced boolean theory
w.r.t. the coalgebraic semantics of L(S).
Given a boolean theory (A,`), we write Cl(A,`) for the boolean theory
obtained by adding all propositional tautologies over A to `, and subsequently
closing the resulting set of formulas under modus ponens. We call a boolean
theory (A,`) sound (complete) w.r.t. an interpretation d : A → PX if ` ϕ
implies d](ϕ) = X (respectively d](ϕ) = X implies ` ϕ) for any ϕ ∈ BΣ A.
Deﬁnition 6.4 A proof system constructor P for S is one-step sound (one-
step complete) w.r.t. a one-step semantics JSK
T if (Cl◦P)(A,`) is sound (com-
plete) w.r.t. JSK
T(d]) : SBΣ A → PTX whenever (A,`) is sound (respectively
complete) w.r.t. d : A → PX.
Theorem 6.5 (Soundness and completeness, [5]) If the proof system
constructor P for S is one-step sound (complete) w.r.t. JSK
T, then (L(S),`P)
is sound (respectively complete) w.r.t. the coalgebraic semantics of L(S), that
is, |=T ϕ iﬀ `P ϕ for all ϕ ∈ L(S) (where |=T ϕ stands for c |=C ϕ for any
T-coalgebra (C,γ) and any c ∈ C).
As shown in [5], each of the proof system constructors in Example 6.2 is
one-step sound and complete. The proofs are straightforward, except for the
case of the probability distribution functor, where a version of the theorem of
the alternative for vector spaces is used, following an existing completeness
proof in [9]. (A complete proof is given in [5].)
Finally, we show that proof system constructors for diﬀerent coalgebraic
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types can be combined, and that these combinations preserve one-step sound-
ness and one-step completeness. As in previous sections, we deﬁne operations
⊗ , ⊕ , A,  on proof system constructors, which lift the correspond-
ing operations on syntax constructors. In the case of the ﬁrst three operations,
additional axioms and rules, axiomatising cartesian products, coproducts and
exponents, are required in order to derive completeness results. For example,
in the case of products, assuming that P1 and P2 are proof system constructors
for S1 and S2, a proof system constructor P1 ⊗ P2 for S1 ⊗ S2 is deﬁned by:
(P1 ⊗ P2)(A,`) = (Cl ◦ P1)(A,`) ⊗ (Cl ◦ P2)(A,`)
where the operation ⊗ on proof systems is deﬁned by
(A1,`1) ⊗ (A2,`2) = (BΣ A1 ⊗ BΣ A2,`⊗)
with `⊗ being generated by the following axioms and rules:
`⊗ [πi]ﬀ → ﬀ `⊗ [πi](ϕ → ψ) ↔ ([πi]ϕ → [πi]ψ)
`i ϕ → ψ
`⊗ [πi]ϕ → [πi]ψ
The deﬁnition of P1  A is similar to that of P1 ⊗ P2 – the modal operators
[a] with a ∈ A have similar properties to those of [πi], whereas the deﬁnition
of P1 ⊕ P2 is given in terms of the dual modalities [κi] of hκii, and includes
axioms capturing the distributivity of [κi] over conjunctions and non-empty
disjunctions, some additional properties of coproducts, and an inference rule
similar to the one for P1 ⊗ P2. Finally, as P1  P2 one can simply consider
P1 ◦ Cl ◦ P2, similarly to the deﬁnition of  on syntax constructors.
Theorem 6.6 (Preservation of one-step completeness, [5]) If Pi is a
proof system constructor for Si, for i = 1,2, then P1 ⊗ P2, P1 ⊕ P2, P1  A
and P1  P2 are proof system constructors for S1 ⊗ S2, S1 ⊕ S2, S1  A and
S1  S2, respectively. Moreover, if P1 and P2 are one-step sound (complete)
w.r.t. JS1K and JS2K, respectively, then P1 ⊗ P2, P1 ⊕ P2, P1  A and P1  P2
are one-step sound (respectively complete) w.r.t. JS1⊗S2K, JS1⊕S2K, JS1AK
and JS1  S2K, respectively.
Theorem 6.6 together with the earlier observation that all the basic proof
system constructors are one-step sound and complete yield sound and com-
plete axiomatisations for all the coalgebraic types deﬁned in (1), including
probabilistic automata and spatial transition systems. A complete axiomati-
sation for the language L((SPω  SD)  A), as described in Example 3.13, is
given in [5]. Below we give part of the complete axiomatisation obtained for
the language L((SPω  A) ⊗ (SPω  (SId ⊗ SId))) described in Example 3.14:
• Axioms and rules for all `i:
`i ϕ (ϕ instance of tautology)
`i ϕ `i ϕ → ψ
`i ψ
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• Axioms and rules for `1 (ψ,ψ0 ∈ L2, χ,χ0 ∈ L4):
`1 [π1]tt `1 [π1]ψ ∧ [π1]ψ
0 → [π1](ψ ∧ ψ
0)
`2 ψ → ψ0
`1 [π1]ψ → [π1]ψ0
`1 [π2]tt `1 [π2]χ ∧ [π2]χ
0 → [π2](χ ∧ χ
0)
`4 χ → χ0
`1 [π2]χ → [π2]χ0
• Axioms and rules for `3 (ϕ,ϕ0 ∈ L1):
`3 2tt `3 2ϕ ∧ 2ϕ
0 → 2(ϕ ∧ ϕ
0)
`1 ϕ → ϕ0
`3 2ϕ → 2ϕ0
7 Concluding Remarks
This paper has focused on an inductively-deﬁned class of coalgebraic types,
which subsumes many types of interest in the modelling of state-based sys-
tems, as it accounts for combinations of (non-)deterministic and probabilistic
behaviour, as well as for spatial and epistemic aspects of systems. The tech-
niques described here allow the automatic derivation of modal logics, notions
of simulation, logical characterisations, and sound and complete axiomatisa-
tions for each of these coalgebraic model types. Many of the results formulated
still hold when the ﬁnite powerset functor in (1) is replaced with its unbounded
version (see [5]) – the restriction to ﬁnite powersets (and image-ﬁnite transition
systems) is only required to logically characterise (bi)simulation relations.
Other basic coalgebraic types such as the list functor (mapping a set to
the set of lists with elements from that set), as well as further combinations
of coalgebraic types, e.g. arising from categorical constructs such as pullbacks
or pushouts, could also be added to the inductive class deﬁned in (1).
Ongoing work includes (i) extending the results on modularly deriving
modal logics to temporal logics for coalgebras, and (ii) developing modular
model-based veriﬁcation methodologies for coalgebraic models.
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