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Abstract
In this paper we consider the following n-dimensional second-order nonlinear system on time scales
u(t) + a(t)f(u(t)) = 0, t ∈ [a, b]T
with the Sturm–Liouville boundary conditions
u(a) − u(a) = 0, u((b)) + u((b)) = 0,
where u = (u1, . . . , un),  = diag[1, . . . , n],  = diag[1, . . . , n],  = diag[1, . . . , n],  = diag[1, . . . , n]. Let
f0 =
∑n
i=1 lim‖u‖→0 f i(u)/‖u‖ and f∞ =
∑n
i=1 lim‖u‖→∞ f
i(u)/‖u‖. Deﬁne i0= number of zeros in the set {f0, f∞} and
i∞= number of inﬁnities in the set {f0, f∞}. By using ﬁxed point index theory, we show that:
(i) if i0 = 1 or 2, then there exist 0 > 0 such that the system has i0 positive solution(s) for > 0;
(ii) if i∞ = 1 or 2, then there exist 0 > 0 such that the system has i0 positive solution(s) for 0< < 0;
(iii) if i0 = 0 or i∞ = 0, then the system has no positive solution for sufﬁciently large or small > 0, respectively.
© 2007 Published by Elsevier B.V.
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1. Introduction
The study of dynamic equations on time scale goes back to its founder Stefan Hilger [13], and is a new area of still
fairly theoretical exploration in mathematics. Motivating the subject is the notion that dynamic equations on time scales
can build bridges between continuous and discrete mathematics. Further, the study of time scales has led to several
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important applications, e.g., in the study of insect population models, neural networks, biology, heat transfer, stock
market, crop harvesting and epidemic models [1,4,15,21,23].
Recently, there is much attention paid to question of positive solutions of boundary value problem on time scales,
see [2,3,5–10,12,14,16,17,19,20,22] and the references therein. In particular, Anderson [3] considered boundary value
problem on time scales of the form
u(t) + p(t)f (u(t)) = 0, t ∈ [a, b]T, (1.1)
u(a) − u(a) = 0, u((b)) + u((b)) = 0, (1.2)
where f ∈ C([0,∞), [0,∞)), , , , 0 and r =  +  + ((b) − a)> 0. He found intervals ﬁlled with
eigenvalue  and showed the existence of at least one positive solution under the assumption that limx→0+ f (x)/x and
limx→∞ f (x)/x exist. The main tool of the proof is Krasnosel’skii’s ﬁxed point theorem.
In this paper, we study the following dynamic system
u(t) + a(t)f(u(t)) = 0, t ∈ [a, b]T (1.3)
with the Sturm–Liouville boundary conditions
u(a) − u(a) = 0, u((b)) + u((b)) = 0, (1.4)
where u = (u1, . . . , un), a(t) = diag[a1(t), . . . , an(t)], f(u) = (f 1(u1, . . . , un), . . . , f n(u1, . . . , un)) and  = diag
[1, . . . , n],  = diag[1, . . . , n],  = diag[1, . . . , n],  = diag[1, . . . , n]. We understand that u and f(u) are
(column) n-dimensional vector-valued functions, (1.3) and (1.4) means that
ui (t) + ai(t)fi(u1(t), . . . , un(t)) = 0, t ∈ [a, b]T, i = 1, . . . , n (1.5)
with the Sturm–Liouville boundary conditions
iui(a) − iui (a) = 0, iui((b)) + iui ((b)) = 0, i = 1, . . . , n. (1.6)
Furthermore, throughout this paper we assume i , i , i , i0, i ((b) − 2(b)) + i0 and ri : =ii + ii +
ii ((b) − a)> 0, a, b ∈ T with a <b, T (time scale) is a closed subset of R, the function (t) is deﬁned as in
Section 2 below.
Let
R+ = [0,∞) and Rn+ = R+ × · · · × R+.
Also, for u = (u1, . . . , un) ∈ Rn+, let ‖u‖ =
∑n
i=1 ui . We make the following assumptions:
(H1) the functions fi : Rn+ → R+, (i = 1, . . . , n) are continuous;
(H2) ai(t) : [a, b]T → R+ (i = 1, . . . , n) are rd-continuous, and there exists t0 ∈ [a, b]T such that ai(t0)> 0.
For convenience, we introduce the following notations [24]:
f0 =
n∑
i=1
lim‖u‖→0
f i(u)
‖u‖ and f∞ =
n∑
i=1
lim‖u‖→∞
f i(u)
‖u‖ .
Deﬁne as [25] i0= number of zeros in the set {f0, f∞} and i∞= number of inﬁnities in the set {f0, f∞}. By using
ﬁxed point index theory, we show that the following result holds.
Theorem 1.1. (i) If i0 = 1 or 2, then there exist 0 > 0 such that system (1.3) and (1.4) has i0 positive solution(s) for
> 0.
(ii) If i∞ = 1 or 2, then there exist 0 > 0 such that system (1.3) and (1.4) has i0 positive solution(s) for 0< < 0.
(iii) If i0 = 0 or i∞ = 0, then system (1.3) and (1.4) has no positive solution for sufﬁciently large or small > 0,
respectively.
We remark that if = 1, then the system
ui (t) + fi(t, u1((t)), u2((t)), . . . , un((t))) = 0, t ∈ [a, b]T, i = 1, 2, . . . , n (1.7)
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with the Sturm–Liouville boundary conditions
iui(a) − iui (a) = 0, iui((b)) + iui ((b)) = 0, i = 1, . . . , n (1.8)
has been studied in [9, n= 1; 20,22]. By applying nonlinear alternative of Leray–Schauder type, Krasnosel’skii’s ﬁxed
point theorem in a cone and Leggett–Williams ﬁxed point theorem, they established several existence results of one,
two and three positive solutions for system (1.7) and (1.8).
2. Preliminaries
In this section we will introduce several deﬁnitions on time scales and give some lemmas which are useful in proving
our main results, see [1,5,19].
Deﬁnition 2.1. A time scale T is a nonempty closed subset of the real numbers R with the property that
(t) = inf{	 ∈ T : 	> t} ∈ T
and

(t) = sup{	 ∈ T : 	< t} ∈ T
for all t ∈ T with t < supT and t > inf T, respectively. We assume throughout that T has the topology that it inherits
from the standard topology on R and say t is right-scattered, left-scattered, right-dense and left-dense if (t)> t,

(t)< t , (t) = t and 
(t) = t , respectively. If T has a left-scattered maximum m, deﬁne T = T − {m}; otherwise,
set T = T.
Throughout this paper we make the assumption that a <b are points inT. For notation, we shall use the convention
that, for each interval J of R, JT = J ∩ T.
Deﬁnition 2.2. Assume that x : T → R and ﬁx t ∈ T. Then x is called differentiable at t ∈ T if there exists a  ∈ R
such that for any given > 0, there is an open neighborhood U of t such that
|x((t)) − x(s) − [(t) − s]||(t) − s|, s ∈ U .
In this case,  is called the -derivative of x at t ∈ T and denote it by = x(t).
In the remainder of the paper, we assume that the set [a, (b)]T is such that
= min
{
t ∈ T : t (b) + 3a
4
}
and
= max
{
t ∈ T : t 3(b) + a
4
}
,
exist and satisfy
(b) + 3a
4
< 3(b) + a
4
.
We also assume that if () = b and i = 0, then ()< (b).
Deﬁnition 2.3. A function f : T → R is called rd-continuous provided it is continuous at all right-dense points of T
and its left sided limit exists (ﬁnite) at left-dense points of T.
To obtain a solution of system (1.3) and (1.4), we let Gi(t, s) be Green’s function of the boundary value problem
−u(t) = 0, t ∈ [a, b]T, (2.1)
iu(a) − iu(a) = 0, iu((b)) + iu((b)) = 0. (2.2)
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Further, it is known [8,9] that
Gi(t, s) =
⎧⎪⎨⎪⎩
1
ri
{i (t − a) + i}{i ((b) − (s)) + i}, ts,
1
ri
{i ((s) − a) + i}{i ((b) − t) + i}, t(s)
(2.3)
for t ∈ [a, 2(b)]T and s ∈ [a, b]T, where ri = ii + ii + ii ((b) − a).
For Green’s function Gi(t, s), we have the following lemmas [8,9].
Lemma 2.1. Assume i , i , i , i0, i ((b)− 2(b))+ i0 and ri = ii + ii + ii ((b)− a)> 0 hold, then
for (t, s) ∈ [a, 2(b)]T × [a, b]T,
0Gi(t, s)Gi((s), s). (2.4)
Lemma 2.2. (i) If (t, s) ∈ [((b) + 3a)/4, (3(b) + a)/4]T × [a, b]T, then Gi(t, s) liGi((s), s), where
li = min
{
i[(b) − a] + 4i
4i[(b) − a] + 4i
,
i[(b) − a] + 4i
4i[(b) − (a)] + 4i
}
. (2.5)
(ii) If (t, s) ∈ [, ()]T × [a, b]T, then Gi(t, s)kiGi((s), s), where
ki = min
{
li , min
s∈[a,b]T
Gi((), s)
Gi((s), s)
}
. (2.6)
In order to prove our main result, the following lemma is crucial in our argument.
Lemma 2.3 (Guo and Lakshmikantham [11] and Krasnoselskii [18]). Let E is a Banach space and K be a cone in E.
For r > 0, deﬁne Kr = {u ∈ K : ‖u‖<r}. Assume that A : Kr → K is completely continuous such that Ax = x for
x ∈ Kr = {u ∈ K : ‖u‖ = r}.
(i) If ‖Ax‖‖x‖ for x ∈ Kr, then
i(A,Kr,K) = 0.
(i) If ‖Ax‖‖x‖ for x ∈ Kr, then
i(A,Kr,K) = 1.
3. Proof of main result
In order to prove our main result we ﬁrst introduce the new notation
f i0 = lim‖u‖→0+
f i(u)
‖u‖ and f
i∞ = lim‖u‖→∞
f i(u)
‖u‖ , u ∈ R
n+, i = 1, . . . , n.
For convenience, we denote the constants
k = min
1 in
ki , (3.1)
= min
1 in
{
k2
∫ ()

Gi((s), s)ai(s)s
}
(3.2)
and
Ĉ =
n∑
i=1
∫ (b)
a
Gi((s), s)ai(s)s, (3.3)
where ki is deﬁned in (2.6).
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For r > 0, denote
m̂r = min
1 in
{f i(u) : u ∈ Rn+ and kr‖u‖r} (3.4)
and
M̂r = max
1 in
{f i(u) : u ∈ Rn+ and ‖u‖r}> 0. (3.5)
We consider the Banach space
B = {u = (u1, . . . , un) : ui : [a, 2(b)]T → R is continuous for i = 1, . . . , n}
with the norm
‖u‖ =
n∑
i=1
|ui |0, |ui |0 = sup
t∈[a,2(b)]T
|ui(t)|, i = 1, . . . , n.
Let K be a cone in B by
K =
{
u ∈ B : ui(t)0, t ∈ [a, 2(b)]T, i = 1, . . . , n, and min
t∈[,()]T
n∑
i=1
ui(t)k‖u‖
}
.
Also, for a positive number r, deﬁne r by
r = {u ∈ K : ‖u‖<r}.
Note that r = {u ∈ K : ‖u‖ = r}.
Let the operator A : K → B be deﬁned by
Au(t) = (A1u(t), . . . , Anu(t)), t ∈ [a, 2(b)]T, (3.6)
where
Aiu(t) = 
∫ (b)
a
Gi(t, s)ai(s)f
i(u(s))s, t ∈ [a, 2(b)]T, i = 1, . . . , n, (3.7)
and Gi(t, s) is Green’s function of (2.1) and (2.2). Clearly, a ﬁxed point of the operator A is a solution of system (1.3)
and (1.4). We now show that
A : K → K .
First from Lemma 2.1 we note that u ∈ K implies that Aiu(t)0 on [a, 2(b)]T for i = 1, . . . , n. Next from
Lemma 2.2 (ii) we can obtain
min
t∈[,()]T
Aiu(t) =  min
t∈[,()]T
∫ (b)
a
Gi(t, s)ai(s)f
i(u(s))s

∫ (b)
a
min
t∈[,()]T
Gi(t, s)ai(s)f
i(u(s))s

∫ (b)
a
kiGi((s), s)ai(s)f
i(u(s))s
ki sup
t∈[a,2(b)]T
∫ (b)
a
Gi(t, s)ai(s)f
i(u(s))s
= ki |Aiu|0k|Aiu|0.
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Hence mint∈[,()]T
∑n
i=1 Aiu(t)k‖Au‖, i.e., Au ∈ K and so A : K → K . It is immediate from the ideas in[2] that A : K → K is completely continuous.
For each i = 1, . . . , n, deﬁne a new function f̂ i (x) : R+ → R+ by
f̂ i (x) = max{f i(u) : u ∈ Rn+ and ‖u‖x}.
Note that f̂ i0 = limx→0+ (f̂ i(x)/x) and f̂ i∞ = limx→∞ (f̂ i(x)/x).
To prove the main result, we ﬁrst give several lemmas which are needed.
Lemma 3.1. f̂ i0 = f i0 and f̂ i∞ = f i∞, i = 1, . . . , n.
Proof. It is easy to see that f̂ i0 =f i0 . For the second part, we consider the following two cases: (i) f i(u) is bounded and
(ii) f i(u) is unbounded. For the case (i), it is easy to see that f̂ i∞ = f i∞ = 0. For case (ii), for any > 0, let Mi = f̂ i ()
and
Ni = inf{‖u‖ : u ∈ Rn+, ‖u‖, f i(u)Mi},
then
max{f i(u) : ‖u‖Ni,u ∈ Rn+} = Mi = max{f i(u) : ‖u‖ = Ni,u ∈ Rn+}.
Thus, for any > 0, there exists Ni such that
f̂ i (x) = max{f i(u) : Ni‖u‖x,u ∈ Rn+}, x >Ni.
Now, suppose that f i∞ <∞. In other words, for any > 0, there is > 0 such that
f i∞ − <
f i(u)
‖u‖ <f
i∞ + , u ∈ Rn+, ‖u‖> . (3.8)
Thus, for l >Ni, there exist u1,u2 ∈ Rn+ such that ‖u1‖ = l, Ni‖u2‖ l, and f i(u2) = f̂ i (l). Therefore,
f i(u1)
‖u1‖ 
f̂ i (l)
l
= f
i(u2)
l
 f
i(u2)
‖u2‖ . (3.9)
Eqs. (3.8) and (3.9) yield that
f i∞ − <
f̂ i(l)
l
< f i∞ + , l >Ni.
Hence f̂ i∞ = f i∞. Similarly, we can show that f̂ i∞ = f i∞ if f i∞ = ∞. The proof is complete. 
Lemma 3.2. Let u = (u1, . . . , un) ∈ K and > 0. If there exists a component f i of f such that
f i(u(t))
n∑
i=1
ui(t), t ∈ [, ()]T,
then
‖Au‖‖u‖,
where  is deﬁned in (3.2).
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Proof. For t ∈ [, ()]T, in view of (3.7), Lemma 2.2, (3.2), we have
Aiu(t) = 
∫ (b)
a
Gi(t, s)ai(s)f
i(u(s))s

∫ ()

Gi(t, s)ai(s)f
i(u(s))s
k
∫ ()

Gi((s), s)ai(s)f
i(u(s))s
k
∫ ()

Gi((s), s)ai(s)
n∑
i=1
ui (s)s
k2
∫ ()

Gi((s), s)ai(s)
n∑
i=1
|ui |0s
= k2‖u‖
∫ ()

Gi((s), s)ai(s)s
‖u‖.
Thus
‖Au‖ =
n∑
i=1
|Aiu|0‖u‖.
The proof is complete. 
Lemma 3.3. Let r > 0, if there exists > 0 such that
f̂ i (r)r, i = 1, . . . , n,
then
‖Au‖Ĉ‖u‖, u ∈ r ,
where Ĉ is deﬁned in (3.3).
Proof. From the deﬁnition of A and (2.4), for u ∈ r , we have
‖Au‖ =
n∑
i=1
sup
t∈[a,2(b)]T
|Aiu(t)|
= 
n∑
i=1
sup
t∈[a,2(b)]T
∫ (b)
a
Gi(t, s)ai(s)f
i(u(s))s

n∑
i=1
∫ (b)
a
sup
t∈[a,2(b)]T
Gi(t, s)ai(s)f
i(u(s))s

n∑
i=1
f̂ i (r)
∫ (b)
a
Gi((s), s)ai(s)s
r
n∑
i=1
∫ (b)
a
Gi((s), s)ai(s)s
= Ĉ‖u‖.
The proof is complete. 
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Lemma 3.4. If u ∈ r , r > 0, then
‖Au‖m̂r/k,
where , m̂r are deﬁned in (3.2), (3.4) respectively.
Proof. By the deﬁnition of m̂r in (3.4), we obtain f i(u(t))m̂r for t ∈ [, ()]T, i = 1, . . . , n, thus it is easy to see
that this lemma can be shown in a similar manner as in Lemma 3.2. 
Lemma 3.5. If u ∈ r , r > 0 then
‖Au‖M̂r Ĉ,
where M̂r and Ĉ are deﬁned in (3.5), (3.3) respectively.
Proof. By the deﬁnition of M̂r in (3.5), we have f i(u(t))M̂r for t ∈ [a, (b)]T, i = 1, . . . , n, so it is easy to see
that this lemma can be shown in a similar manner as in Lemma 3.3. 
Now we give the proof of Theorem 1.1.
Proof of Theorem 1.1. Part (i). Choose a number r1 = 1. By Lemma 3.4 we infer that there exists a 0 = k/m̂r1 > 0
such that
‖Au‖> ‖u‖, u ∈ r1 , > 0.
If i0 = 1, then f0 = 0 or f∞ = 0. In the case of f0 = 0, we have f i0 = 0, i = 1, . . . , n. It follows from Lemma 3.1 that
f̂ i0 = 0, i = 1, . . . , n.
Therefore, we can choose 0<r2 <r1 so that
f̂ i (r2)r2, i = 1, . . . , n,
where the constant > 0 satisﬁes
Ĉ < 1.
By Lemma 3.3 we have that
‖Au‖Ĉ‖u‖< ‖u‖, u ∈ r2 .
In view of Lemma 2.3, we obtain
i(A,r2 ,K) = 1 and i(A,r1 ,K) = 0.
It follows from the additivity of the ﬁxed point index that
i(A,r1\r2 ,K) = −1.
Thus, A has a ﬁxed point u ∈ r1\r2 by the existence property of the ﬁxed point index. The ﬁxed point u ∈ r1\r2
is the desired positive solution of system (1.3) and (1.4) for > 0.
In the case of f∞ =0,we have f i∞ =0, i=1, . . . , n. It follows form Lemma 3.1 that f̂ i∞ =0, i=1, . . . , n. Therefore
there is an r3 > 2r1 such that
f̂ (r3)r3, i = 1, . . . , n,
where the positive constant  satisﬁes Ĉ < 1. Thus by Lemma 3.3 we have
‖Au‖Ĉ‖u‖< ‖u‖, u ∈ r3 .
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Again, it follows from Lemma 2.3 that
i(A,r1 ,K) = 0 and i(A,r3 ,K) = 1.
Thus i(A,r3\r1 ,K) = 1. Hence, A has a ﬁxed point u ∈ r3\r1 and u is a positive solution of system (1.3) and
(1.4) for > 0.
If i0 = 2, then f0 = f∞ = 0, it is easy to see from the above proof that A has a ﬁxed point u in r1\r2 and a ﬁxed
point u∗ in r3\r1such that
r2 < ‖u‖<r1 < ‖u∗‖<r3.
Consequently, system (1.3) and (1.4) has two positive solutions for > 0 if i0 = 2.
Part (ii). Choose a number r1 = 1. By Lemma 3.5 we infer that there exists a 0 = (M̂r1Ĉ)−1, such that
‖Au‖< M̂r1Ĉ < 0M̂r1Ĉ = 1 = ‖u‖, u ∈ r1 , 0< < 0.
That is,
‖Au‖< ‖u‖, u ∈ r1 , 0< < 0.
If i0 = 1, then f0 = ∞ or f∞ = ∞. In the case of f0 = ∞, then there is a component f i of f such that f i0 = ∞.
Therefore, there exists a positive number r2 <r1 such that
f i(u)‖u‖, u = (u1, . . . , un) ∈ Rn+, ‖u‖r2,
where > 0 is chosen so that > 1. Then
f i(u(t))
n∑
i=1
ui(t), u = (u1, . . . , un) ∈ r2 , t ∈ [a, 2(b)]T.
Lemma 3.2 implies that
‖Au‖‖u‖> ‖u‖, u ∈ r2 .
If follows from Lemma 2.3 that
i(A,r2 ,K) = 0 and i(A,r1 ,K) = 1.
Thus i(A,r1\r2 ,K)=1 andA has a ﬁxed point u ∈ r1\r2 for 0< < 0,which is a positive solution of system
(1.3) and (1.4).
In the case of f∞ = ∞, then there is a component f i of f such that f i∞ = ∞. So there exists r > 0 such that
f i(u)‖u‖
for u = (u1, . . . , un) ∈ Rn+ and ‖u‖r, where > 0 is chosen so that
> 1.
Let r3 = max{2r1, r/k}. If u = (u1, . . . , un) ∈ r3 , then
min
t∈[,()]T
n∑
i=1
ui(t)k‖u‖ = kr3r ,
which implies that
f i(u(t))
n∑
i=1
ui(t), t ∈ [, ()]T.
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It follows from Lemma 3.2 that
‖Au‖‖u‖> ‖u‖, u ∈ r3 .
By Lemma 2.3 we have
i(A,r1 ,K) = 1 and i(A,r3 ,K) = 0,
and hence i(A,r3\r1 ,K) = −1. Thus, A has a ﬁxed point in r3\r1 for 0< < 0, which is a positive solution
of system (1.3) and (1.4).
If i∞ = 2, then f0 = f∞ = ∞, it is easy to see from the above proof that A has a ﬁxed point u∗ in r1\r2 and a
ﬁxed point u in r3\r1such that
r2 < ‖u∗‖<r1 < ‖u‖<r3.
Consequently, system (1.3) and (1.4) has two positive solutions for 0< < 0 if i∞ = 2.
Part (iii). If i0 = 0, then f0 > 0 and f∞ > 0, there exist two components f i and f j of f such that f i0 > 0 and f j∞ > 0.
Therefore, there exist positive numbers 1, 2, r1 and r2 such that r1 <r2,
f i(u)1‖u‖, u ∈ Rn+, ‖u‖r1
and
f j (u)2‖u‖, u ∈ Rn+, ‖u‖r2.
Let 3 = min{1, 2,min{f j (u)/‖u‖ : u ∈ Rn+, kr1‖u‖r2}}> 0. Thus we have
f i(u)3‖u‖, u ∈ Rn+, ‖u‖r1 (3.10)
and
f j (u)3‖u‖, u ∈ Rn+, ‖u‖kr1. (3.11)
Assume v = (v1, . . . , vn) is a positive solution of system (1.3) and (1.4), we will show that this leads to a contradiction
for > 0 = (3)−1. In fact, if ‖v‖r1, (3.10) implies that
f i(v)3‖v‖, t ∈ [a, 2(b)]T.
On the other hand, if ‖v‖>r1, then
min
t∈[,()]T
n∑
i=1
vi(t)k‖v‖>kr1,
which, together with (3.11), implies that
f j (v(t))3‖v‖, t ∈ [, ()]T.
Since Av(t) = v(t) for t ∈ [a, 2(b)]T, it follows from Lemma 3.2 that, for > 0,
‖v‖ = ‖Av‖3‖v‖> ‖v‖,
which is a contradiction.
If i∞ = 0, then f0 <∞ and f∞ <∞, so f i0 <∞ and f i∞ <∞, i = 1, . . . , n. Therefore, for each i = 1, . . . , n, there
exist positive numbers εi1, ε
i
2, r
i
1 and r
i
2 such that r
i
1 <r
i
2,
f i(u)εi1‖u‖, u ∈ Rn+, ‖u‖ri1,
and
f i(u)εi2‖u‖, u ∈ Rn+, ‖u‖ri2.
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Let εi = min{εi1, εi2,min{f i(u)/‖u‖ : u ∈ Rn+, ri1‖u‖ri2}}> 0 and ε = max1 in εi > 0. Thus, we have
f i(u)ε‖u‖, u ∈ Rn+, i = 1, . . . , n.
Assume v(t) is a positive solution of system (1.3) and (1.4), wewill show that this leads to a contradiction for 0< < 0,
where 0 = (εĈ)−1. In fact, for 0< < 0, since Av(t) = v(t) for t ∈ [a, 2(b)]T, we have
‖v‖ = ‖Av‖

n∑
i=1
∫ (b)
a
Gi((s), s)ai(s)f
i(v((s)))s
ε‖v‖
n∑
i=1
∫ (b)
a
Gi((s), s)ai(s)s
< ‖v‖,
which is a contradiction. The proof is complete. 
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