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PERIODS OF AUTOMORPHIC FORMS OVER REDUCTIVE
SUBGROUPS
MICHAŁ ZYDOR
Abstract. We present a regularization procedure of period integrals of automorphic forms
on a group G over an arbitrary reductive subgroup G′ ⊂ G. As a consequence we obtain an
explicit G′(A)-invariant functional on the space of automorphic forms on G whose exponents
avoid certain prescribed hyperplanes. We also provide a necessary and sufficient condition
for convergence of period integrals of automorphic forms in terms of their exponents.
Introduction
0.1. Our result. Let G be a connected reductive algebraic group and G′ ⊂ G a subgroup,
both defined over a number field F . An automorphic period is the integral
P(φ) :=
∫
G′(F )\G′(A)
φ(g) dg, φ ∈ A(G)
where A(G) is the space of automorphic forms on G.
Periods appear in many areas related to number theory. They often pertain to special values
of automorphic L-functions and can also be used to study automorphic representations.
This article addresses the question of convergence of period integrals. It was proven in [5]
that automorphic periods converge for cuspidal automorphic representations whenever G/G′
is a quasi-affine variety. However, unless the automorphic quotient G′(F )\G′(A) is compact,
the period integral is ill defined on the space of all automorphic forms A(G).
Nevetherless, it was first observed by Zagier [47], that in the realm of automorphic forms,
divergent integrals can be regularized, providing a meaningful extension of the functional P,
defined initially only for cusp forms, to the space A(G). Zagier’s work concerned the case of
the scalar product on GL2 and was further reinterpreted by Casselman [7]. However, it is
the subsequent work of Jacquet-Lapid-Rogawski [21] that provided a framework that inspired
our work.
We consider the case when G′ is a connected reductive subgroup. Let us describe briefly
our approach. We define, what’s commonly called a mixed truncation operator
(0.1) ΛT : A(G)→ rapidly decreasing functions on G′(F )\G′(A).
The operator is called mixed as opposed to the standard one used by Langlands and Arthur
[2]. Here, T is a parameter in an R-vector space of dimension equal to the split rank of G′.
We obtain thus a family of operators on A(G) that send it to the space of rapidly decreasing
functions on G′(F )\G′(A). Once such operator is defined and its properties established, cf.
Section 3, we can consider the integral
PT (φ) :=
∫
G′(F )\G′(A)
ΛTφ(g) dg, φ ∈ A(G).
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The insight of [21], is that such an integral, even though not canonically defined, has a
canonically defined constant term in the parameter T , at least for almost all automorphic
forms.
One defines then, the so called regularized period
P(φ) := constant term of T 7→ PT (φ).
For x ∈ G(A) let φx(y) = φ(yx
−1). The main result of the paper can be stated then as
follows.
Theorem 0.1. —[cf. Theorem 4.1 ] For φ in a a properly defined subspace A(G)∗ of A(G)
we have
P(φx) = P(φ), ∀ x ∈ G
′(A)
and P(φ) is independent of any choices.
Moreover, Theorem 4.6 provides a necessary and sufficient condition for period integrals of
automorphic forms to converge. The article considers in fact a slightly more general setting
where an automorphic character on the group G′(A) is included. In Paragraph 4.6 we briefly
explain how to extend the regularization to a case where G′ is not connected.
0.2. On the proofs. The core of the proof lies in establishing the rapid decay property of
ΛT . In essence, we follow the approach of Arthur [2]. We hope that the notation we employ
makes this connection apparent. What allows us to follow Arthur’s approach, and also the
one of Jacquet-Lapid-Rogawski is a careful definition of the operator ΛT . Here’s the definition
(0.2) ΛTφ(x) =
∑
P∈FG(P ′0)
εGP
∑
δ∈(P∩G′)\G′(F )
τ̂P (H0′(δx)− T )φP (δx).
It should come as no surprise that ΛT is defined as a certain alternating sum (we have εGP =
±1) of constant terms of φ (φP is the constant term of φ with respect to the parabolic subgroup
P ) truncated (via τ̂P ) and summed to make everything G
′(F )-invariant. The group P ′0 is a
fixed minimal parabolic subgroup of G′. The set FG(P ′0) is then defined as the set of parabolic
subgroups of G that can be defined via a cocharacter λ : Gm → G that has values in G
′ and
regarded as a homomorphism Gm → G
′ defines a parabolic subgroup of G′ containing P ′0. In
particular, the definition ensures that P ∩G′ contains P ′0 for P ∈ F
G(P ′0). The function H0′ is
the Harish-Chandra function on G′(A) taking values in the space a0′ = HomF (Gm, A
′
0)⊗Z R
where A0′ ⊂ P0′ is a fixed F -split torus of G
′. Finally, τ̂P is the characteristic function of the
dual cone of the cone a0′ ∩ a
+
P , a
+
P being the standard positive chamber associated to P (and
a fixed F -split torus of P determined by A0′).
The Section 1 studies the various truncation functions, such as τ̂P above. We took an
approach of the theory of polyhedral cones. Let us cite [4] for an excellent reference to this
theory. It turns out that this framework, albeit a little unorthodox in this setting, meets
perfectly the needs of a regularization procedure. In the classical work of Arthur, there are
two principal combinatorial constructions - these are the functions Γ and σ . Both are defined
as certain alternating sums of characteristic functions of cones. In [48], H. Zhang and the
author study the generalization of the Γ function. This work is recalled in Paragraph 1.2.
The generalization of the σ-function is studied in Paragraph 1.3.
Once the combinatorial properties of general truncation functions are established in Section
1, we start working in the setting of reductive groups. In Section 2 we set up the notation
and study the reduction theory. We do not really prove anything new about the reduction
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theory of algebraic groups. We mostly recall some classical statements, at times prove minor
improvements. It is in Section 3 that we properly introduce the relative setting G′ ⊂ G. We
define the truncation operator ΛT and prove some typical combinatorial properties it satisfies.
The core result is the rapid decay property (0.1) of Theorem 3.9. Before we can prove it
however, we prove the "relative decomposition of 1" result in Proposition 3.4. We provide some
pictures of truncated cones throughout the text to provide some insight into our constructions.
The final section 4 reaps the profits of the work performed in the former sections. We define
the period as explained above and verify briefly their properties. Paragraph 4.7 spells out
our construction in the case of cuspidal Eisenstein series associated to maximal parabolic
subgroups of G. Finally, in the last paragraph 4.8, we prove Theorem 4.6 which provides a
definite criterion for convergence of periods of automorphic forms over reductive subgroups..
0.3. Example: symmetric periods. Let θ be an involution on G and suppose G′ = Gθ.
Fix A0 a maximal F -split and θ-stable torus of G such that A
′
0 = A
θ
0 is a maximal F -split
torus of G′ (existence is proven in [13]). We fix also P0′ a minimal parabolic subgroup of G
′
containing A′0. We have then a0′ = a
θ
0 and the set P
G(P ′0) in (0.2) is the set of parabolic
subgroups of G that are θ-stable and whose intersection with G′ contains P ′0.
0.4. Applications and comparison with previous works. We provide here a brief, and
by no means exhaustive list of cases where regularized periods appeared in the literature
(defined using a mixed truncation or not) and discuss some applications.
We’ve already mentioned the pioneering work of [47, 7, 21]. The paper [21] was succeeded
by [29] where general Galois periods are considered, as opposed to the case of GLn treated in
[21]. The regularized periods of [29] appear in the fine spectral expansion of Jacquet’s relative
trace formula established in [28] and finally, in the work of Feigon, Lapid and Offen [10], find
application to the study of periods of the form U(n) ⊂ GL, where U(n) is a unitary group.
The mixed truncation operator of [21] is also used by Yamana [46] to study (convergent)
periods of residual automorphic forms.
Relative truncation has also been employed to study the periods of the form Sp2n ⊂ GL2n
in the work of Offen and Yamana [35, 34, 45]. Note that some regularization process is
indispensable to study this case as periods of cusp forms vanish by the work of Jacquet and
Rallis [22].
Another place in the literature where the mixed truncation appears is in connection to the
global Gan-Gross-Prasad conjecture. The work of Ichino-Yamana [16, 15] handle the case
of the Rankin-Selberg integrals of type GLn ⊂ GLn × GLn+1 and U(n) ⊂ U(n) × U(n + 1)
respectively. Similar constructions were used in author’s work on the Jacquet-Rallis relative
trace formula [51, 49, 50]. Our construction is closely related to theirs and can be proved
to produce the same regularized periods. The shapes of cones that are used is nonetheless
different. This difference played a role in our work with Chaudouard [9] where the truncation
studied here needed to be introduced in order to perform semi-simple descent of certain
geometric distributions.
Periods of automorphic forms have often relation to special values of automorphic L-
functions. In fact, many known cases pertain to special values of Langlands-Shahidi L-
functions and the special values are closely related to poles of intertwining operators. This
fact can be used by analyzing periods of specially chosen Eisenstein series. It is practically a
feature of such periods to be divergent, and a regularization of the integral reveals relation
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to special values. This method has been employed by many authors [24, 11, 36], most no-
tably Jiang, Ginzburg and Rallis, where Arthur’s truncation operator was used. The above
mentioned work of Ichino-Yamana [15] also follows this path using a mixed truncation. In a
future collaboration [37] with A. Pollack and C. Wan, we will apply the mixed truncation and
regularization developed here to several new cases that emerged from considering the con-
jectures of Sakellaridis-Venkatesh [40]. The explicit formula of Corollary 4.3 is particularly
useful for such questions.
A different approach to divergent periods of automorphic forms is through analyzing peri-
ods of pseudo-Eisenstein series. The work of Ginzburg-Lapid [12] studies the problem from
this perspective. In [29, 16] they are studied along regularized periods. The recent work
[27] uses them to formulate and address the problem of the G′-distinguished spectrum in
L2(G(F )\G(A)), focusing on Sp(n)× Sp(n) ⊂ Sp(2n).
The regularized periods should naturally appear in the spectral development of a relative
trace formula. As of now, the work of Lapid [28] is the only reference in general rank, but
regularized periods are also visible in numerous works on relative trace formula of Jacquet and
collaborators [17, 18, 19, 23, 20]. The mixed truncation of Ichino-Yamana and Jacquet-Lapid-
Rogawski appears also in our work on the Jacquet-Rallis relative trace formula [49, 21] and
the corresponding regularized periods are expected to appear in the fine spectral expansion
of this formula which is an ongoing work of P.-H. Chaudouard and the author. It should be
noted that once a method of truncating periods is available, it suggests a way of truncating
(and regularizing) the corresponding relative trace formula although this is something that
needs more investigation and we do not address this in the present article.
The question of defining the relative trace formula on a suitable Schwartz space was ad-
dressed in great generality in the work of Sakellaridis in [39]. The second part of loc. cit.
deals with the question of defining (or suggesting when it is not possible by geometric means)
invariant distributions that appear in the geometric expansion of the relative trace formula
in essentially the same generality as this article. In particular, the author defines regularized
integrals of certain theta series through a novel regularization that he calls an evaluation map.
Even though the construction in [39] does not use truncation, it does rely on the analytic
continuation of integrals of exponential functions over polyhedral cones, just like our method
does. Most notably though, the data that Sakellaridis uses in his regularization process, a
certain fan of polyhedral cones, corresponds quite directly to the one we use in our construc-
tion (c.f (3.1)). This has been verified by Sakellaridis and the author in May 2018 during our
stay at the Institute for Advanced Study.
Chaudouard in [8] introduced a new way of truncating the notoriously difficult unipotent
orbital integrals in the context of Arthur-Selberg trace formula and he obtained new expres-
sions for the unipotent orbital integrals involving zeta functions and integrals of Eisenstein
series. The construction in [8] adapts the truncation of certain stacks of coherent sheaves
constructed by Schiffman [41]. On a more conceptual level, Chaudouard’s approach is it to
adapt methods of the very geometric theory of automorphic forms over function fields to the
number field setting. For example, it is well known, that the partition of the Siegel domain
proved by Arthur [1], Lemma 6.4 (whose generalization we prove in Proposition 3.4) can be
interpreted over function fields in terms of the Harder-Narasimhan filtration of vector bun-
dles. It would be interesting to pursue this analogy in the relative setting but we restrict
ourselves to the number field case. It should also be noted that the work of Levy [31] deals
with a very general divergent integrals in the automorphic setting (infinitesimal trace formula
for a group G acting on a finite dimensional vector space), but the results in loc. cit. do not
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produce invariant distributions and it is not clear to us what is the precise relation of Levy’s
constructions to ours.
Let us note finally that it is still an open question of how to best deal with invariant
distributions on automorphic forms. As mentioned above, Sakellaridis [39] has proposed a
much more conceptual approach with a view towards comparison of different relative trace
formulae and attacking the beatiful conjectures of Sakellaridis and Venkatesh [40]. Michel
and Venkatesh [32] perform yet another regularization procedure via convolutions with local
measures in the context ofGL2 ⊂ GL
3
2 and their approach is certainly prone to generalizations.
Lapid and his collaborators use pseudo-Eisenstein series circumventing the need for truncation
as well. Kudla, Rallis [25] and Ichino [14] use, respectively, the enveloping and Hecke algebra
action to obtain the regularized Siegel-Weil formula. We also mention an interesiting recent
work of Wu [44] where a regularization (in the PGL2 ⊂ PGL2 case) that allows for critical
exponents is introduced. Even as truncation method goes, different approaches are possible.
Arthur’s truncation has been employed in the relative setting as explained above and it
remains the only truncation tool for studying periods over non-reductive subgroups. Quite
remarkably, in [29], the authors show that the Galois periods truncated using the mixed
truncation are equal to those truncated using the standard (Arthur’s) one. The verdict
will lie of course in the applications of these methods to the study of L-functions and the
distinction problem. It seems to us nonetheless that the proposed here truncation has the
feature of being optimal, in the sense that it truncates only that what needs to be truncated
and it does it in a clean way. For example, our analysis leads to establishing, in Theorem
4.6, a necessary and sufficient condition for convergence of (reductive) periods of automorphic
forms.
0.5. Acknowledgments. The author would like to thank Pierre-Henri Chaudouard, Erez
Lapid, Yiannis Sakellaridis and Chen Wan for discussions and useful remarks regarding this
work. We thank Erez Lapid for suggesting that the convergence criterion for period integrals
(Theorem 4.6) should be proved along the same lines as the case of the scalar product consid-
ered in [33], Lemma I.4.11. This work began when the author was a member at the Institute
for Advanced Study in 2018. A part of this work was also accomplished during our stay at
the Institute for Mathematical Sciences at the National University of Singapore. We would
like to thank both of these institutions for their hospitality and pleasant working conditions.
1. Polyhedral cones
This section studies polyhedral cones and certain functions that arise as signed sums of
characteristic functions of such cones (in fact, we study two such functions, the Γ function
in 1.2 and the σ function in 1.3). The motivation stems of course from reduction theory
that allows to reduce automorphic integrals to, essentially, integrals over cones. The tools we
introduce mimic the constructions introduced by Langlands and Arthur. In the context of the
scalar product one is interested in cones associated to (semi) standard parabolic subgroups.
The positive chambers are a very peculiar class of cones, in particular they are simplicial
which means that the poset structure of the set of their faces is that of a set of subsets of a
fixed set (the set of simple roots). In our approach to period integrals we will deal with more
general cones. The cones we encounter are obtained as intersections of simplicial cones with
subspaces. To the best of our knowledge such cones are essentially arbitrary. This lead us to
extending the objects defined by Langlands and Arthur.
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1.1. The algebra of polyhedra. Let V be a finite dimensional Euclidean space over R. Let
〈·, ·〉 be the scalar product on it. By a half-space H+ in V we mean any subset of V of the
type
H+ = {H ∈ V | 〈H,H〉 ≥ 0}
for some H ∈ V r {0}. A cone in V is a finite intersection of half-spaces of V . Let C be a
cone. Then −C = {−H | H ∈ C} is also a cone.
By a face of C we mean an intersection of C with a half-space containing C or −C. We
denote F(C) the set of faces of C. Elements of F(C) are also cones and the set F(C) has a
natural poset structure induced by inclusion relation.
In this section, C will denote a cone in V , and we will use letters F , E and G to denote its
faces. Note that F(C) is closed under taking intersections. Let F0 = F0(C) be the minimal
face of C. It is a linear subspace of V .
Let VC be the subspace of V composed of linear combinations of elements C. We have the
following result, proved in Theorem 1.6 [6].
Proposition 1.1. — Let C ⊂ V be a cone such that VC = V . Let H
+
1 , H2, . . . ,H
+
n be half
spaces of V such that
C =
n⋂
i=1
H+i
in an irredundant way. Then, the half-spaces H+i are unique.
We also note V C the orthogonal complement of VC in V . For F ∈ F(C) we also note
V FC := VC ∩ V
F .
Define
εC = (−1)
dim VC
and for F ∈ F(C)
εFC = (−1)
dimVC−dimVF .
We have then the Euler characteristic formula
(1.1)
∑
F∈F(C)
εFC =
{
1, if C is a subspace of V,
0 else.
The dual cone of the cone C is defined as
C∨ = {H ∈ V | 〈H,C〉 ≥ 0}.
Remark 1.2. —A cone is called non-degenerate if it has a non-empty interior in V and if it
contains no lines (i.e. its minimal face is {0}). It is important for our construction to consider
all cones in V , in particular the degenerate ones, if only to give a unified treatment to all
faces of a non-degenerate cone. For example
- A proper subspace W ⊂ V is an example of a cone. We have then that W∨ is the
orthogonal complement of W in V .
- Cones that are not pointed, i.e. whose minimal face is a non-trivial subspace of V .
For example, if C is such a cone and it is additionally of full dimension then the dual
cone C∨ is a cone contained in a proper subspace of V . See picture 1.
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0
C∨
C
Figure 1. Degenerate cone C - a half space - and its dual C∨ - a half line
- Cones C contained in proper subspaces of V , that is such that VC 6= V . Note that
since (C∨)∨ = C this is a dual situation to the one discussed above and the figure 1
presents as well the relation of such cones to their duals.
Let rintC denote the relative interior of C. It is defined as the largest open subset of VC
contained in C. We will only apply it to closed cones, which should make the meaning of
expressions as rintC∨ clear: we have rintC∨ = rint (C∨).
Let F ∈ F(C). Define the angle cone as
A(F,C) = {λ(H − Z) | λ > 0, H ∈ C}
where Z in any point in rintF (the cone is independent of the choice of Z ∈ rintF ). See
figure 2 for a typical example.
We collect some useful facts about angle cones and their duals in the following lemma.
Lemma 1.3. — Let C be a cone, F0 the minimal face of C and F an arbitrary face of C.
The following assertions hold.
(1) A(F0, C) = C and A(C,C) = VC .
(2) There is an inclusion-preserving bijection
{G ∈ F(C) : G ⊃ F }
∼
−→ F(A(F,C))
G 7→ A(F,G).
Furthermore, for any face G ∈ F(C) containing F , we have A(A(F,G), A(F,C)) =
A(G,C).
(3) There is an inclusion-reversing bijection
{G ∈ F(C) : G ⊃ F }
∼
−→ F(A(F,C)∨)
G 7→ A(G,C)∨.
Moreover, for any face G ∈ F(C) containing F , we have A(A(G,C)∨, A(F,C)∨) =
A(F,G)∨.
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F1
F2
C
A(F1, C)
A(F2, C)
Figure 2. Cone C, in blue, its two maximal faces F1, F2 and their angle cones given by half-spaces.
For a subset A ⊂ V we denote [A] its characteristic function. We have the following
classical result, see [42] Theorem 3.1 for a nice proof.
Theorem 1.4. —[The combinatorial Brianchon-Gram-Sommerville relation] For all F ∈
F(C) we have ∑
E⊃F
εEC [rintA(E,C)] = [−A(F,C)]
and ∑
F∈F(C)
εF0F [rintF
∨] = [−C∨].
Let H ∈ V . Denote HC and H
C the projections of H onto VC and its orthogonal respec-
tively. The following result, which can be viewed as a generalization of the Combinatorial
Langlands Lemma, is proven in [48], see also [42].
Proposition 1.5. — We have the following identities for all H ∈ V
(1) ∑
F∈F(C)
εFC [rintF ](HF )[rintA(F,C)
∨](HF ) =
{
1, if C is a subspace of V,
0 else.
(2)∑
F∈F(C)
εFC [rintA(F,C)](H)[rintF
∨](H) =
{
1, if C is a subspace of V and H = 0,
0 else.
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T
0
C
Γ(C, ·, T )
Figure 3. Γ(C, ·, T ) is the
characteristic function of the dark
blue region seen as a subset of the
interior of the cone C.
0
C
T
Γ(C, ·, T )
Figure 4. For C a half plane
and T ∈ C, the function Γ(C, ·, T )
is the characteristic function of the
blue interval (it is open on the left
and closed on the right)
1.2. The Γ function. For T ∈ V , let
Γ(C,H, T ) =
∑
F∈F(C)
εF0F [rintA(F,C)](H)[rintF
∨](H − T ), H ∈ V.
This is a generalization to arbitrary cones of the Γ function introduced by Arthur [3]. The
function should be seen as a function of H and T as the truncation parameter. The figure 3
presents the classical picture of the support of Γ(C, ·, T ) in the case of two-dimensional acute
cone and T ∈ C. In this case it should be thought of as a truncated fundamental domain of a
rank 2 reductive algebraic group. Arthur proved that such a picture generalizes to simplicial
cones obtained as chambers of positive weights associated to parabolic subgroups. The figure
4 presents the Γ function of a degenerate cone. For arbitrary cones the Γ function is usually
not a characteristic function. Nevertheless, it is always compactly supported and exhibits
some nice properties. We study it in our work with H. Zheng [48], we will limit ourselves here
to stating the results that are needed for our construction.
We start with the following observation
Lemma 1.6. — Γ(C,H, T ) = 0 unless HF0 = TF0 and H ∈ VC .
Proof. Let F ∈ F(C). If [rintF∨](H − T ) 6= 0 we must have HF0 = TF0 since F0 is a vector
space contained in F . On the other hand, we have A(F,C) ⊂ VC . 
The following lemma is proved in [48], Lemma 2.5 and Proposition 2.9
Lemma 1.7. — Let T ∈ V .
(1) For all H ∈ V , Γ(C,H, T ) = 0 unless 〈H,H − T 〉 ≤ 0.
(2) The function H ∈ V 7→ Γ(C,H, T ) is compactly supported for all T .
The next result can be seen as a geometric justification for introducing the Γ-function. It
arises naturally when one looks at the difference of a cone and its translate by a fixed vector
T . The figure 5 presents geometrically its content for a non-degenerate cone and the figure 6
for a generate one.
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0
F1
F2
T
Γ(C, ·, T )
C + T
A2
A1
Figure 5. Decomposition of a an interior of a cone
C into its translate by T , the Γ(C,H, T ) 6= 0 re-
gion, and two regions A1, A2 whose respective indi-
cators are Γ(A(F1, C), H
F1 , TF1 )[rintF1](HF1 − TF1 ) and
Γ(A(F2, C),H
F2 , TF2)[rintF2](HF2 − TF2 )
0
C + TT
Γ(C,HF , TF )
Figure 6. Decomposition of the interior of a half plane
C into its translate by T and a horizontally bounded region
Γ(C,HF , TF ) 6= 0.
Lemma 1.8. — We have the following identity
[rintC](H) =
∑
F∈F(C)
Γ(A(F,C),HF , TF )[rintF ](HF − TF ), H, T ∈ V.
Proof. We have∑
F∈F(C)
Γ(A(F,C),HF , TF )[rintF ](HF − TF ) =
∑
E⊃F
εFE [rintA(E,C)](H
F )[rintA(F,E)∨](HF − TF )[rintF ](HF − TF ) =
∑
E
[rintA(E,C)](HF )
 ∑
F∈F(E)
εFE [rintA(F,E)
∨](HF − TF )[rintF ](HF − TF )
 = [rintC](H)
where we use part 2 of Proposition 1.5 to obtain the last equality. 
Let us also note, an essentially formal, dual version of the Lemma above
Corollary 1.9. — The following identity holds
[rintC∨](H − T ) =
∑
F∈F(C)
εF0F [rintA(F,C)
∨](HF )Γ(F,HF , TF ), H, T ∈ V.
Proof. Note first that we have
(1.2) Γ(C,H, T ) = εF0C Γ(C
∨,H − T,−T ).
Indeed, the third point in Lemma 1.3, implies that
εF0F [rintA(F,C)](H)[rintF
∨](H−T ) = εF0C ε
A(C,C)∨
A(F,C)∨ [rintA(A(F,C)
∨, C∨)](H−T )[rint (A(F,C)∨)∨](H)
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which implies (1.2) by the definition of Γ.
To prove the Corollary, let us apply Lemma 1.8 to the cone C∨ setting H = H − T and
T = −T therein. We obtain
[rintC∨](H−T ) =
∑
F∈F(C)
Γ(A(A(F,C)∨, C∨), (H−T )A(F,C)
∨
,−TA(F,C)
∨
)[rintA(F,C)∨](HA(F,C)∨).
The result follows now from part 3 of Lemma 1.3, the identity (1.2) and the fact that
VA(F,C)∨ = V
F .

The results mentioned so far should be thought of as classical, or absolute. The neHt result
concerns the relative case. It is a refinement of the decomposition in Lemma 1.8. In addition
to a cone C and a truncation parameter T we also have a subdivision of the cone C into a
fan of subcones.
Lemma 1.10. — Let C1, . . . , Cn be cones in V such that C =
⋃
iCi and such that Ci ∩ Cj
is a face of Ci and Cj for all i, j = 1, . . . , n. Then
[rintC](H) =
∑
F∈F(C)
∑
G∈
⋃
i F(Ci)
rintG⊂rintF
Γ(A(F,C),HG, TG)[rintG](HG − TG), H, T ∈ V.
This arises in the context of automorphic periods as follows. We have an inclusion of
reductive algebraic groups G′ ⊂ G. We can fix maximal split tori of the respective groups so
that we have the inclusion a0′ ⊂ a0 (see Paragraph 2.2 for an unexplained notation). It is the
space a0′ that serves the role of the ambient space V and the role of the cone C is played by
the cone a+0′ associated to a minimal parabolic subgroup of G
′. Since a0 =
⋃
P a
+
P where the
union runs over semi-standard parabolic subgroups of G we obtain a decomposition of the
cone a+0′ by taking intersections with this decomposition. This is exactly the fan of cones that
we obtain. Interestingly, as mentioned in the introduction, a closely related fan is used in [39].
The figure 7 depicts the content of Lemma 1.10 geometrically in the case of a degenerate cone.
It is important why this is pertinent to our case. In the setting of the scalar product, the
center of the group is automatically discarded. That is why one works with non-degenerate
cones in this setting. In the relative setting G′ ⊂ G, one can only mod out by the intersection
of the center of G with the group G′. This means that sometimes the center of G′ plays a role.
As an extreme, but non-trivial, case one can look at the case when G′ is a torus. For example
when GL1 ⊂ GL2 (GL1 embedded into the upper left corner), a0′ is one dimensional and the
two semi-standard Borel subgroups of GL2 partition it into a "positive" and "negative" part.
Figure 7 presents this case. In case of the diagonal inclusion GL2 ⊂ GL3, the space a0′ is
two dimensional and the the positive chamber of GL2 is a half space in it. Three chambers
in GL3 intersect this chamber and figure 8 presents the decomposition of Lemma 1.10 in this
case.
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T
0C1
C1 + T
C2
C2 + T
Figure 7. The decomposition of a line into two half-lines and below it the content of Lemma 1.10 in
this context. The line is decomposed into three disjoint regions, two open half-lines ending in T and the
singleton {T}.
0
C1
C2
C3
0
C1 + T
C2 + T
C3 + T
T
Γ(C, ·, T )
Figure 8. On the left, the half space C is decomposed into a union of three non-degenerate cones. On
the right the induced decomposition of C of Lemma 1.10 is shown. The upper rectangular parts corresponds
to the face of C1 that intersects the minimal face of C (i.e. the y-axis ) and the lower rectangular region
corresponds to the analogous face of C3. The blue interval is precisely Γ(C, ·, T ) - the term corresponding
to the face {0}.
Proof. Using Lemma 1.8 we’ve just proven, it is enough to prove that for all F ∈ F(C) we
have
(1.3)
Γ(A(F,C),HF , TF )[rintF ](HF − TF ) =
∑
G∈
⋃
i F(Ci)
rintG⊂rintF
Γ(A(F,C),HG, TG)[rintG](HG − TG).
Using the definition of Γ(A(F,C), ·, ·) and the properties of angle cones, it is enough to prove
for all E ∈ F(C) containing F the equality
[rintA(E,C)](HF )[rintA(F,E)∨](HF − TF )[rintF ](HF − TF ) =∑
G∈
⋃
i F(Ci)
rintG⊂rintF
[rintA(E,C)](HG)[rintA(F,E)∨](HG − TG)[rintG](HF − TF )
First of all, we have
[rintA(E,C)](HF ) = [rintA(E,C)](H) = [rintA(E,C)](HG)
since G and F are contained in E.
Let Z = H − T . We have
rintF =
⊔
G∈
⋃
i F(Ci)
rintG⊂rintF
rintG
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so
[rintF ](ZF ) =
∑
G∈
⋃
i F(Ci)
rintG⊂rintF
[rintG](ZF ).
It remains to observe that the following equality holds
[rintA(F,E)∨](ZF )[rintG](ZF ) = [rintA(F,E)
∨](ZG)[rintG](ZG).

1.3. The σ function. In this section we study the generalization of Arthur’s σQP function,
introduced in [1], Section 6. It plays an important role in the proof of the rapid decay property
of the truncation operator (Theorem 3.9).
For F ∈ F(C), we define
σ(F,C) =
∑
E⊂F
εEF [rintA(E,C)][rintE
∨].
We have the following two Lemmas that are easily established.
Lemma 1.11. — We have
σ(C,C)(H) =
{
1, if C is a subspace of V and H = 0,
0 else.
Proof. The lemma follows from Proposition 1.5. 
Lemma 1.12. — For all F ∈ F(C) we have
[rintA(F,C)][rintF∨] =
∑
E⊂F
σ(E,C).
Proof. We have by definition∑
E⊂F
σ(E,C) =
∑
G⊂E⊂F
εGE [rintA(G,C)][rintG
∨] =
∑
G⊂F
[rintA(G,C)][rintG∨]
∑
G⊂E⊂F
εGE .
Invoking the identity (1.1) completes the proof. 
For example, let’s look at a non-degenerate cone C in a two dimensional space. Let’s take
F = C - in the lemma above. Taking Lemma 1.11 into consideration we obtain
[rintC∨] = [rintC] + σ(F1, C) + σ(F2, C)
where F1, F2 are the maximal faces of C. The figure 9 depicts this decomposition in the case
when C is acute.
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0
F1
F2
C
σ(F1, C)
σ(F2, C)
Figure 9. The decomposition of the cone C∨ into the C and two regions σ(F1, C) and σ(F2, C)
associated to its maximal faces F1 and F2.
The following is the main result concerning the σ function. It’s classical analogue is Lemma
6.1 and Corollary 6.2 of [1]. Our proof differs however of the one in loc cit. even in that case.
Proposition 1.13. — We have for H ∈ V
σ(F,C)(H) 6= 0 =⇒ [rintA(F,C)](H) 6= 0.
Moreover, there exist a constant k > 0 such that for all H ∈ V such that σ(F,C)(H) 6= 0 we
have
‖HF ‖ ≤ k‖H
F ‖.
Proof. The first part of the proposition is clear since A(E,C) ⊂ A(F,C) for E ∈ F(F ).
Let’s prove the second assertion. We will prove it by induction on |F(C)| - the cardinality
of F(C). If |F(C)| = 1, then C is a vector space and σ(C,C)(H) = 0 unless H = 0 by
Lemma 1.11 so the result follows. Assume the property is proven for all cones C such that
|F(C)| < n, where n ≥ 2. Assume that C is fixed and such that |F(C)| = n
Note first that if HF = 0 the desired inequality is true for any positive constant k. It is
enough thus to prove the claim when HF 6= 0, which we will assume form now on. Using
Lemma 1.8 with T = HF we obtain for all E ∈ F(F )
[rintA(E,C)](H) =
∑
G⊃E
Γ(A(G,C),HG, (HF )G)[rintA(E,G)](HG − (H
F )G).
We observe that for E ⊂ F ∩G we have
[rintE∨](H) = [rintE∨](HG − (H
F )G).
PERIODS OF AUTOMORPHIC FORMS OVER REDUCTIVE SUBGROUPS 15
Therefore we can rewrite σ(F,C)(H) as∑
E⊂F
εEF [rintA(E,C)](H)[rintE
∨](H) =∑
E⊂F
εEF
∑
G⊃E
Γ(A(G,C),HG, (HF )G)[rintA(E,G)](HG − (H
F )G)[rintE
∨](HG − (H
F )G) =∑
G∈F(C)
εGΓ(A(G,C),H
G, (HF )G)σ(F ∩G,G,HG − (H
F )G).
Fix G ∈ F(C). It is enough to prove that
Γ(A(G,C),HG, (HF )G)σ(F ∩G,G,HG − (H
F )G) 6= 0
implies the desired inequality.
If G = C, we have
σ(F ∩G,G,HG − (H
F )G) = σ(F,C)(HF ) = σ(F,F )(HF )
which is zero by the assumption HF 6= 0 and Lemma 1.11.
Suppose G 6= C. Using σ(F ∩ G,G,HG − (H
F )G) 6= 0, the fact that H = HF +H
F and
the induction hypothesis we have HG − (H
F )G = (HF )G and
(1.4) ‖(HF )F∩G‖ ≤ k0‖(HF )
F∩G
G ‖
for some k0 > 0. If F ⊂ G this implies already the inequality we want.
Assume then that F 6⊂ G. Adding ‖(HF )
F∩G
G ‖ to the both sides of the inequality (1.4) we
obtain
(1.5) ‖(HF )G‖ ≤ k1‖(HF )
F∩G
G ‖
for some constant k1 > 0.
Since Γ(A(G,C),HG, (HF )G) 6= 0, we have, using Lemma 1.7
〈HG,HG − (HF )G)〉 ≤ 0.
Using H = HF +H
F and the Cauchy-Schwarz inequality we obtain
‖(HF )
G‖2 ≤ −〈(HF )G, (HF )
G〉 ≤ ‖(HF )G‖‖(HF )
G‖.
Note that (HF )
G = 0 implies HF ∈ VF∩G. This in turn means that the right hand member
of inequality (1.5) is zero which gives (HF )G = 0 by this very inequality and consequently
HF = 0 which we have already excluded from considerations. It is legitimate therefore to
deduce from the above inequality the inequality
‖(HF )
G‖ ≤ ‖(HF )G‖
which implies that
(1.6) ‖(HF )
G‖ ≤ ‖HF ‖.
We have (HF )
G = (HF∩GF )
G and the orthogonal projection V → V G restricted to V F∩GF is
injective. By Lipschitz continuity of linear maps, this implies that there exists a constant k2
such that
(1.7) ‖(HF )
F∩G
G = (H
F∩G
F )G‖ ≤ ‖H
F∩G
F ‖ ≤ k2‖(H
F∩G
F )
G = (HF )
G‖.
Applying (1.7) to the right hand side of (1.5) we obtain
(1.8) ‖(HF )G‖ ≤ k1‖(HF )
F∩G
G ‖ ≤ k1k2‖(H
F∩G
F )
G = (HF )
G‖ ≤ k1k2‖H
F ‖
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where we employed (1.6) to get the last inequality.
Finally, adding the inequalities (1.6) and (1.8) we obtain
‖HF ‖ = ‖(HF )G‖+ ‖(HF )
G‖ ≤ k1k2‖H
F ‖+ ‖HF ‖ = (k1k2 + 1)‖H
F ‖
as desired. 
1.4. Fourier transform. We collect here some facts about Fourier transforms of cones, and
more general polyhedra. The proofs can be found in [30] and [38] as well as in the beautiful
book [4].
We fix the unique Haar measure on V and all its subspaces, giving the volume 1 to any
fundamental parallelepiped. We also note VC := V ⊗RC and extend the bilinear product 〈·, ·〉
to it in a natural way. For λ ∈ VC we denote by Re(λ) the real part of λ.
Let Fmin(C) denote the subset of F(C) consisting of faces of dimension dimF0 + 1.
Let q ∈ C[V ] be a polynomial on V . Consider the integral
F (C, q, λ) :=
∫
V
F0(C)
C
[C](H)e〈λ,H〉q(H) dH, λ ∈ VC.
The integral defining F (C, q, λ) converges absolutely for
Re(λ) ∈ −rint (V F0 ∩ C)∨
and admits a meromorphic continuation to VC, denoted by F (C, q, λ) as well. Moreover, the
function F (C, q, λ) is holomorphic outside of the closed set of λ ∈ VC vanishing on one of the
lines V F0F for F ∈ F
min(C).
For further reference, we define the open set V C−regC of VC as follows
V C−regC := {λ ∈ VC | 〈λ, V
F0
F 〉 6= 0 ∀F ∈ F
min(C)}.
We have then that F (C, q, λ) is holomorphic for λ /∈ V C−regC .
A polynomial exponential function on V is a function f of the form
f(T ) =
∑
λ∈VC
e〈λ,T 〉qλ(T )
where qλ ∈ C[V ] with qλ = 0 for all but finitely many λ ∈ VC. Such a decomposition is
unique. The purely polynomial part of f is by definition the polynomial q0 corresponding to
λ = 0.
In the notation above, for T ∈ V let
(1.9) F (Γ(C), T, q, λ) :=
∫
V
F0(C)
C
Γ(C,H, T )e〈λ,H〉q(H) dH, λ ∈ VC.
Lemma 1.7, and references invoked in the beginning of the paragraph, ensure that F (Γ(C), T, q, λ)
is defined by an absolutely convergent integral. Moreover, an analysis similar to the one ef-
fectuated in [3], Lemma 2.2 or [50], Lemme 4.3, shows that for a fixed λ ∈ VC, the function
T ∈ V → F (Γ(C), T, q, λ)
is a polynomial exponential. Additionally, for λ ∈ V C−regC the purely polynomial part of
F (Γ(C), T, q, λ) is constant and given by F (C, q, λ).
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2. Absolute theory
2.1. Generalities. Let F be a number field. Let A be the ring of adeles of F . Let | · |A be the
norm on the ideles A× of F normalized in the standard way. We write A = F∞ × A
∞ where
F∞ = F ⊗Q R and A
∞ is the ring of finite adeles. Let G be a connected reductive algebraic
group defined over F . All subgroups of G are assumed to be closed and defined over F .
Let Gm be the multiplicative group and Ga - the additive group, both seen as linear
algebraic groups defined over F . For a subgroup H ⊂ G, let X∗(H) = HomF (Gm,H) and
X∗(H) = HomF (H,Gm).
Fix A0 a maximal F -split torus of G. Parabolic subgroups of G containing A0 are called
semi-standard and their set is denoted F(A0). In general, for a subgroup H of G we denote
FG(H) = FG(H) the set of semi-standard parabolic subgroups of G containing H.
If P ∈ F(A0) is a parabolic subgroup we denoteN = NP its unipotent radical andM =MP
its unique Levi subgroup containing A0. We denote also AP be the split center of M =MP .
It can also be defined as the subtorus of A0 centralizing M . For a subtorus A1 ⊂ A0 we set
P(A1) to be the set of semi-standard parabolic subgroups P such that AP = A1. We reserve
the letters P,Q,R and sometimes S to denote (semi-standard) parabolic subgroups.
2.2. Geometry of chambers. Let a0 = X∗(A0) ⊗Z R. For P ∈ F(A0) we also put aP =
X∗(AP ) ⊗Z R. The space aP only depends on the Levi part M of P and will sometimes
be denoted by aM . We have naturally aP ⊂ a0. Fix a W -invariant scalar product 〈·, ·〉 on
a0. Thanks to it, the groups X
∗(AP ) and X
∗(MP ) are naturally realized as lattices in a0,
contained in X∗(A0)⊗Z Q = X
∗(A0)⊗Z Q, and a
∗
P := X∗(AP )⊗Z R gets identified with aP .
The scalar product induces a topology on a0. We write A¯ for a closure of a subset A ⊂ a0
in this topology.
Let P,Q ∈ F(A0) be such that P ⊂ Q. Let a
Q
P be the orthogonal complement of aQ in aP
and ∆P ⊂ aP be the set of simple roots for the action of AP on NP . Let ∆
Q
P ⊂ aP be the
subset of ∆P that vanishes on aQ. It is naturally contained in a
Q
P , where it forms a basis. We
define hence ∆̂QP ⊂ a
Q
P as the dual basis to ∆
Q
P . If Q = G, we write simply ∆P = ∆
G
P .
Define also
a+P = {H ∈ aP | 〈H,α〉 > 0 ∀α ∈ ∆P}.
If Q = G, we write simply ∆P = ∆
G
P , a
+
P = a
G,+
P etc. We can and will use the language
introduced in Section 1 to work with the above chambers. First of all, by definition, we have
rint a+P = a
+
P . The cones a
+
Q run over faces of the cone a
+
P for Q ⊃ P . Moreover, we have in
this case
(2.1) A(a+Q, a
+
P ) = {H ∈ aP | 〈H,α〉 ≥ 0 ∀α ∈ ∆
Q
P }.
The following lemma lists standard facts about root chambers whose proofs can be found
in Paragraph 1.2 of [26].
Lemma 2.1. — Let P,Q ∈ F(A0) be such that P ⊂ Q. The following properties hold.
(1) For all α,α′ ∈ ∆QP we have 〈α,α
′〉 ≤ 0.
(2) For all ̟,̟′ ∈ ∆̂QP we have 〈̟,̟
′〉 ≥ 0.
(3) A(a+Q, a
+
P ) ∩ a
Q
P ⊂ A(a
+
Q, a
+
P )
∨.
(4) The projection of a+P onto aQ is contained in a
+
Q.
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The next result is essentially Lemme 1.7.1 of [26].
Lemma 2.2. — Let P0 ∈ P(A0) and P ∈ F(P0). Then, there exist an m ≥ 0 such that for
all H ∈ a0 and all C1, C2 ∈ R such that
〈̟,H〉 ≥ C1, ∀ ̟ ∈ ∆̂P , 〈̟,H〉 ≥ C2, ∀ ̟ ∈ ∆̂
P
0
we have
〈̟,H〉 ≥ C2 −m|C1|, ∀ ̟ ∈ ∆̂0 r ∆̂P .
Proof. Let ̟ ∈ ∆̂0 r ∆̂P . We can write it uniquely as ̟ = ̟ + ̟
′ where ̟ ∈ ∆̂P0 and
̟′ ∈ aP . Using part 4. of Lemma 2.1 we have ̟
′ ∈ a+P and the result follows. 
2.3. The Γ˜ function. Let P,R ∈ F(A0) such that R ⊂ P . We define the following function
of variables H,T ∈ a0
Γ˜PR(H,T ) := Γ(A(a
+
P , a
+
R),H, T ).
This is essentially the function Γ′R∩M (associated to the group M and its parabolic subgroup
R∩M) studied by Arthur [3]. We will rather use [26], Paragraph 1.8, as reference where this
function is noted ΓMR∩M . We reserve however the notation Γ
P
R for further purposes.
For H ∈ a0 let H = HP + H
P be its decomposition with respect to the orthogonal sum
decomposition a0 = aP ⊕ a
P .
Lemma 2.3. — Let T ∈ a0. The function
H ∈ a0 → Γ˜
P
R(H,T )
is compactly supported. Moreover, if T ∈ a+0 , it is a characteristic function of H ∈ a0 such
that
(1) HP = TP ;
(2) H ∈ aR;
(3) 〈α,H〉 > 0 for all α ∈ ∆PR;
(4) 〈̟,H − T 〉 ≤ 0 for all ̟ ∈ ∆̂PR.
Proof. The first two points follow from Lemma 1.6. Suppose then that HP = TP and H ∈ aR.
We have
Γ˜PR(H,T ) = Γ
M
R∩M (H
P , TP )
where ΓMR∩M is studied in [26], Paragraph 1.8. The desired result is proven therein, Lemme
1.8.3 (with "régulier" defined at the end of Paragraph 1.2 as belonging to a+0 ). 
Remark 2.4. —As is clear from the lemma above, we slightly deviate from the standard
usage of the function Γ˜PR(·, T ). Classically, it is studied as a function on a
R
P . We insist however
on considering it as a function on the whole space a0. This point of view is in line with our
approach from Section 1.
The next lemma is proved in [26], Lemme 1.2.7
Lemma 2.5. — Let P ⊂ Q. Suppose 〈α,H〉 > 0 for all α ∈ ∆QP and 〈̟,H〉 ≤ 0 for all
̟ ∈ ∆̂P0 . Then 〈α,H〉 > 0 for all α ∈ ∆
Q
0 r∆
P
0 .
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2.4. Parabolic subgroups. We invoke the fact, [43] Paragraph 13.4, that parabolic sub-
groups of G are obtained from cocharacters. Recall first that for a morphism φ : Gm → X
of algebraic varieties defined over F , we say lima→0 φ(a) exists, if φ extends to an algebraic
morphism φ˜ : Ga → X. We put then lima→0 φ(a) = φ˜(0).
We have that λ ∈ X∗(A0) gives rise to the semi-standard parabolic subgroup
P (λ) := {x ∈ G | lim
a→0
λ(a)xλ(a)−1 exists}.
Then, P = P (λ) if and only if λ ∈ X∗(A0) ∩ a
+
P .
Suppose then that λ ∈ X∗(A0) ∩ a
+
P . Then
N = {x ∈ P | lim
a→0
λ(a)xλ(a)−1 = e}
where e is the identity element of G. Moreover, the Levi part M of P is the centralizer of the
image of λ in G.
2.5. Reduction theory. Let W be the Weyl group associated to the couple (G,A0). We
choose representatives of elements of W to lie in G(F ). We take a maximal compact K of
G(A), adapted to M0. Let P ∈ F(A0). Define A
∞
P as the connected component of the R-
points of ResF/QAP - the restriction of scalars of AP from F to Q. Define the Harish-Chandra
function HP : G(A)→ aP so that the following relation is satisfied
〈ξ,HP (x)〉 = log |ξ(m)|A
for all ξ ∈ X∗(M), where we decompose x = nmk using the Iwasawa decomposition G(A) =
N(A)M(A)K.
In particular, HG is a homomorphism and we denote G(A)
1 its kernel. We have then the
direct product decomposition of commuting subgroups G(A) = G(A)1A∞G .
We define a height | · | : G(A)→ R×+ as in [26], Paragraph 3.2. It is a continuous map such
that there exist positive constants c1, c2 such that for all x, y ∈ G(A) we have
- |x| ≥ c1;
- |xy| ≤ c2|x||y|;
- |x| = |x−1|.
Fix P0 = M0N0 ∈ F(A0), a minimal Levi subgroup of G. Write ∆0 for ∆P0 , H0 for HP0
etc. For a compact ω ⊂ P0(A), T ∈ a
G
0 and P ∈ F(P0) let
S(P, T, ω) = {cak|c ∈ ω, k ∈ K, a ∈ A∞0 , 〈α,H0(a)− T 〉 ≥ 0, ∀ α ∈ ∆
P
0 }.
We can then choose, and we do, ω and T = TG so that G(A) = P (F )S(P, TG, ω) for all
P ∈ F(P0). For this choice of TG and ω we simply set S(P ) = S
G(P ) = S(P, TG, ω).
Let us recall some classical results from reduction theory. We denote ‖ · ‖ the norm on the
Euclidean space a0.
Lemma 2.6. — There exist constants c4, c5 and c6 such that for all x ∈ G(A) the following
holds
(1)
‖H0(x)‖ ≤ c4(1 + log |x|).
(2) There exists a δ ∈ P0(F ) such that
log |δx| ≤ c5(1 + ‖H0(δx)‖).
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(3) If x ∈ S(G) then for all γ ∈ G(F ) and all ̟ ∈ ∆̂0 we have
̟(H0(γx)) ≤ ̟(H0(x)) + c6.
Proof. All three assertions are proven in [26], Lemmas 3.2.2, 3.5.3 and 3.5.4 respectively. 
The proof of the following lemma follows closely the proof of Lemma 3.6.1 of [26].
Lemma 2.7. — There exists a TG,reg ∈ a0 with the following property. For all T ∈ TG,reg +
a+0 , all x ∈ S(G) such that
α(H0(x)) > α(T ) ∀ α ∈ ∆0 r∆
P
0
and all δ ∈ G(F ) we have that δx ∈ S(G) implies that δ ∈ P (F ).
Proof. Suppose that α(H0(x)) > α(T ) for all α ∈ ∆0 r ∆
P
0 and some T ∈ a
+
0 and that
δx ∈ S(G) for some δ ∈ G(F ). We will show that there exists a constant C, that depends
only on G, such that if α(T ) > C for all α ∈ ∆0, then we must have δ ∈ P (F ). This clearly
implies the desired statement.
Using the Bruhat decomposition we can replace δ with ws - an element in G(F ) representing
an element s of the Weyl group W . Our goal is thus to show that s belongs to the Weyl
group of M . In the following, by an "absolute constant", we mean a constant that depends
only on G, and not on x or T .
Let Σ+(P0) be the set of positive roots with respect to A0 and P0. Define
R(s) = {β ∈ Σ+(P0) | sβ /∈ Σ
+(P0)}.
Let ρ0 be the half of the sum of elements of Σ
+(P0) and
λ = ρ0 − s
−1ρ0.
Note that
(2.2) λ =
∑
β∈R(s)
β.
We claim that there exists an absolute constant C ′ such that
(2.3) 〈λ,H0(x)〉 ≤ C
′.
Let’s prove (2.3). By Lemma 3.3.2 of [26], we have
(2.4) H0(x) = s
−1H0(wsx)−
∑
β∈R(s)
cββ
where the coefficients cβ satisfy cβ ≥ −c for an absolute constant c.
For all β ∈ R(s) we have
(2.5) 〈λ, β〉 = 〈ρ0, β + (−sβ)〉 > 0.
On the other hand, since
sλ = −
∑
γ∈R(s−1)
γ
and
〈β,H0(wsx)− TG〉 ≥ 0, ∀ β ∈ Σ
+(P0)
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by assumption wsx ∈ S(G), we have 〈sλ,H0(wsx)− TG〉 ≤ 0 which means
(2.6) 〈λ, s−1H0(wsx)〉 ≤ c1
for come absolute constant c1.
Combining (2.4), (2.5) and (2.6) we obtain (2.3).
Using the decomposition of λ into a sum of roots (2.2) and the assumption on H0(x) we
see that (2.3) cannot be maintained for α(T ) large unless all elements of R(s) are contained
in Σ+(P0 ∩M). This means in turn that s lies in the Weyl group of (M,A0). 
The next Lemma is a generalization of Lemma 5.1 of [1]. See also Lemme 3.7.1 of [26].
Lemma 2.8. — Let P ∈ F(P0), λ ∈ a
+
P and T ∈ a0. Then, there exists a constant C > 0
and N ∈ N such that for all x ∈ S(G) the number of elements in the set
{δ ∈ P (F )\G(F ) | 〈H0(δx) − T, λ〉 > 0}
is finite and bounded by
C(|x|e‖T‖)N .
Proof. Let’s write
λ =
∑
̟∈∆̂P
a̟̟ + λG
where λG ∈ aG and a̟ ∈ R
×
+ by assumption. Let y ∈ G(A)
1 and z ∈ A∞G be such that x = yz.
Let δ ∈ P (F )\G(F ) be such that 〈H0(δx) − T, λ〉 > 0. By assumption, we have
(2.7) 〈λ,H0(δy)〉 =
∑
̟∈∆̂P
a̟〈̟,H0(δy)〉 > 〈λ, T −HG(z)〉.
Let us put C1 := 〈λ, T −HG(z)〉.
On the other hand, part 3 of Lemma 2.6 says that there exists a constant c6 such that
〈̟,H0(δy)〉 ≤ 〈̟,H0(y)〉+ c6, ∀ ̟ ∈ ∆̂0.
This implies that there is a constant c such that
(2.8) 〈̟,H0(δy)〉 ≤ c(‖H0(y)‖+ 1), ∀ ̟ ∈ ∆̂0.
Let us put C2 = c(‖H0(y)‖+ 1).
Let a = max
̟∈∆̂P
a̟ and b = min̟∈∆̂P
a̟. Put
C3 =
1
b
(−|C1| − a(|∆̂P | − 1)C2)
where |∆̂P | denotes the number of elements in ∆̂P .
We claim that for all ̟ ∈ ∆̂P we have
(2.9) 〈̟,H0(δy)〉 > C3.
Indeed, let us prove by reduction to contradiction. Suppose there is a ̟′ ∈ ∆̂P such that
〈̟′,H0(δy)〉 ≤ C3.
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We add this inequality multiplied by a̟′ to the |∆̂P |−1 inequalities (2.8) for all̟ ∈ ∆̂Pr{̟
′}
each multiplied by the corresponding factor a̟. We obtain hence
〈λ,H0(δy)〉 ≤ a̟′C3 +
∑
̟∈∆̂Pr{̟′}
a̟C2 ≤ bC3 + a(|∆̂P | − 1)|C2 = −|C1|
which contradicts (2.7).
We can assume that δx ∈ S(P ) and that the conditions of Lemma 2.6, part 2, are satisfied.
Since δx ∈ S(P ) we also have δy ∈ S(P ). That means in particular
〈α,H0(δy)− TG〉 > 0 ∀ α ∈ ∆
P
0 .
Using part 3 of Lemma 2.1 we obtain thus
〈̟,H0(δy)− TG〉 > 0 ∀ ̟ ∈ ∆̂
P
0 .
The lemma now easily follows from Lemma 2.2 and parts 1 and 2 of Lemma 2.6 (see Lemme
3.7.1 of [26]). 
We fix a TG,reg ∈ a0 satisfying the conditions of Lemma 2.7.
2.6. Estimates. For a linear algebraic group H, let U(H) to be the envelopping algebra of
the complexification of Lie(H)(F∞). Its elements act on the right on C
∞(H(F∞)). We note
this action ρ(X)f for f ∈ C∞(H(F∞)) and X ∈ U(H).
Let P ∈ F(A0). For α ∈ ∆P Let NP,α be the unipotent radical of the maximal parabolic
subgroup Pα such that ∆P r∆
Pα
P = {α}.
For a smooth function φ on NP (F )\NP (A) define
φP,Q =
∑
P⊂R⊂Q
(−1)dim aR/aQφR
where
φR(x) =
∫
[NR]
φ(nx) dn.
We have the following result proved in [26], Lemme 4.3.1.
Lemma 2.9. — Fix an open compact subgroup O of N(A∞). For all r ≥ 0 there exists a
finite number of operators Xk ∈ U(NP ) of the form
Xk =
∏
α∈∆QP
n
Q
P,α∑
j=1
Y rk,α,j
 , Yk,α,j ∈ Lie(NP,α ∩MQ)(F∞)
where nQP,α = dimF (NP,α ∩MQ), such that
sup
n∈[NP ]
|φP,Q(n)| ≤
∑
k
sup
n∈[NP ]
|ρ(Xk)φ(n)|
for all smooth function φ on NP (F )\NP (A)/O.
We also note the following elementary identity
(2.10) φQ =
∑
P⊂R⊂Q
φR
∑
R⊂S⊂Q
(−1)dim aR/aS =
∑
P⊂S⊂Q
∑
P⊂R⊂S
(−1)dim aR/aSφR =
∑
P⊂S⊂Q
φP,S
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3. Relative theory
3.1. A subgroup of G. Let G′ be a connected reductive subgroup of G. Fix A′0 a maximal
F -split torus of G′. Fix also P ′0 =M
′
0N
′
0 ∈ P
G′(A′0) a minimal parabolic subgroup of G
′. Fix
K ′ a good maximal compact of G′(A) adapted to M ′0, etc. We use the results of Section 2
applied to the group G′. All data attached to G′ will be denoted with a prime.
Let M1 be the centralizer of A
′
0 in G. It is a Levi-subgroup of G. Let A1 be its split center.
We can, and do, assume that A0 ⊃ A1 We have then a0′ ⊂ a1 ⊂ a0.
For P ′ ∈ FG
′
(A′0) set
PG(P ′) = {P ∈ FG(A1) | a
+
P ′ ∩ a
+
P 6= ∅}.
Proposition 3.1. — For all P ∈ PG(P ′) we have P ∩G′ = P ′. In particular, we have
a+P ′ ∩ a
+
P = aP ′ ∩ a
+
P = a0′ ∩ a
+
P .
Moreover, M ∩G′ =M ′ and N ∩G′ = N ′.
Proof. The spaces aP and aP ′ come with obvious, compatible rational structures. The cones
a+P and a
+
P ′ are open in aP and aP ′ . By assumption a
+
P ∩a
+
P ′ is open and non-empty in aP ∩aP ′ .
Invoking Proposition 1.1 we see that a+P ∩ a
+
P ′ is given by intersection of rational half-spaces
and therefore must have a rational, and consequently also a lattice point. An element of
X∗(A
′
0) ∩ a
+
P ′ ∩ a
+
P 6= ∅
demonstrates the desired statements by the results recalled in 2.4. 
We set as well
FG(P ′) =
⋃
Q′∈FG′ (P ′)
PG(Q′).
Remark 3.2. —Note that if A1 = A0′ (for example if the split ranks of G and G
′ are equal)
then for any P ∈ FG(A1) we have that P ∩ G
′ is a semi-standard parabolic subgroup of G′
and P ∈ FG(P ′0) if and only if P0 ⊂ P ∩G
′.
3.2. Relative chambers. We put for P ∈ FG(P ′0)
zP := aP ∩ a0′ , z
+
P := a
+
P ∩ a0′ .
The cone z+P is an open cone in zP . We have disjoint union decompositions for P
′ ∈ FG
′
(P0)
(3.1) a+P ′ =
⊔
P∈PG(P ′)
z+P , a
+
P ′ =
⊔
P∈FG(P ′)
z+P .
Let P ∈ FG(P ′0). The map
Q ∈ FG(P ) ∩ FG(P ′0) 7→ z
+
Q
is a bijection between FG(P ) ∩ FG(P ′0) and F(z
+
P ), i.e. the set of faces of the cone z
+
P . In
particular, if P 6= G, the cone z+P is not a linear space.
We are going to use the results of Section 1 with V = a0′ . The Euclidean, Weyl group
invariant structure on a0′ is that induced from the scalar product 〈·, ·〉 on a0. Since such a
structure can be defined using an embedding into some GLn, clearly they can be chosen in a
compatible way. For P,Q ∈ FG(P ′0) such that P ⊂ Q define
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- τQP - the characteristic function of rintA(z
+
Q, z
+
P ).
- τ̂QP - the characteristic function of rintA(z
+
Q, z
+
P )
∨.
- zQP - the orthogonal complement of zQ in zP .
- εQP = (−1)
dim zQP .
- XP , X
P , XQP - projections of an element X ∈ a0′ onto zP , z
P and zQP respectively.
3.3. The σ and Γ functions. Let P,Q ∈ FG(P ′0) such that P ⊂ Q. Set
ΓQP (H,X) := Γ(A(z
+
Q, z
+
P ),H,X), H,X ∈ a0′
where the right hand side function is defined in Section 1.2. Set also
σQP (H) := σ(z
+
Q, z
+
P )(H), H ∈ a0′
where the right hand side function is defined in Section 1.3.
Lemma 3.3. —
1. For all X ∈ a0′ , the function Γ
Q
P (·,X) is compactly supported.
2.
τQP (H) =
∑
R∈FG(P ′0)
P⊂R⊂Q
ΓRP (H
R,XR)τQR (HR −XR) ∀H,X ∈ a0′ .
3.
τ̂QP (H −X) =
∑
R∈FG(P ′0)
P⊂R⊂Q
εQR τ̂
R
P (H
R)ΓQR(HR,XR), ∀H,X ∈ a0′ .
4.
τ̂Qτ
Q
P =
∑
R∈FG(P ′0)
R⊃Q
σRP .
5. We have for H ∈ a′0
σQP (H) 6= 0 =⇒ τ
Q
P (H) 6= 0.
Moreover, there exist a constant k > 0 such that for all H ∈ a0′ such that σ
Q
P (H) 6= 0 we
have
‖HQ‖ ≤ k‖H
Q‖.
Proof. The first point is Lemma 1.7, the second Lemma 1.8, the third Corollary 1.9, the
fourth Lemma 1.12 and the fifth Proposition 1.13. 
3.4. Relative decomposition of MP ′(A). Let P,Q ∈ F
G(P ′0) be such that P ⊂ Q. Let
P ′ ∈ FG
′
(P0). For x ∈ G
′(A) we will write
HP ′(x)P = (HP ′(x))P , HP ′(x)
Q = (HP ′(x))
Q, HP ′(x)
Q
P = (HP ′(x))
Q
P .
Suppose P ′ = P ∩G. Let
MP ′(A)
P,1 := {x ∈MP ′(A) | HP ′(x)P = 0}.
Set Z∞P = A
∞
P ∩ A
∞
P ′ . The restriction of HP ′ to Z
∞
P is a group isomorphism with its image
zP . We obtain hence the direct product decomposition of commuting groups
MP ′(A) = Z
∞
P MP ′(A)
P,1.
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3.5. The FP function. First let us make the following notation.
T := TG′ , Treg := TG′,reg.
These are elements of a0′ . The element TG′ was defined in Paragraph 2.5 and TG′,reg is such
that Lemma 2.7 holds for G′.
Let P ∈ FG(P ′0) and P
′ = P ∩G′. For T ∈ a0′ let F
P (·, T ) be the characteristic function
of x ∈ G′(A) such that there exists a δ ∈ P ′(F ) such that δx ∈ S(P ′) and
(3.2) Γ˜P
′
0′ (H0′(δx)
P − T P , TP − T P ) = 1
where Γ˜P
′
0′ is defined in Paragraph 2.3.
Some comments are in place. Our function FP is inspired by Arthur’s, defined in [1],
Section 6. It is often referred to as the characteristic function of the truncated fundamental
domain. Let us compare briefly Arthur’s construction and ours. First of all, the truncation
takes place at the level of the group G′. Therefore, FP should be compared with Arthur’s
FP
′
. Our FP isn’t really related to the Arthur’s FP defined from the point of view of the
group G.
The difference between FP and FP
′
is in fact quite subtle. Arthur defines FP
′
(·, T ) requir-
ing δx to satisfy
(3.3) Γ˜P
′
0′ (H0′(δx)
P ′ − T P
′
, TP
′
− T P
′
) = 1.
Comparing this to (3.2) we see that the difference lies in the way we project the vectors. We
have that aP
′
0′ is contained in the orthogonal complement of zP in a0′ . Therefore, we simply
have that (3.2) holds if and only if (3.3) holds and
HP ′(δx)
P = TPP ′ .
For some P the above condition is trivial, for other it is not. In particular, if AG′ 6= AG, the
function FG(·, T ), defined on G′(F )\G′(A)G,1 is supported on a set of measure 0. Figure 4
describes this eventuality. See also comments after Proposition 3.4 and its proof for further
comments on this.
3.6. Relative decomposition of 1. Let Q ∈ FG
′
(P ′0) and note Q
′ = Q∩G′. The following
result is the generalization of the classical result, Lemma 6.4 of [1] to the relative case. Our
proof combines the proof of loc. cit. with the methods used in [26], Proposition 3.6.3.
Proposition 3.4. — For all x ∈ G′(A) and all T ∈ Treg + a
+
0′ we have∑
P∈FG(P ′0)
P⊂Q
∑
δ∈(P∩G′)(F )\Q′(F )
FP (δx, T )τQP (H0′(δx)P − TP ) = 1.
Let us give some context before the proof. Up to reduction theory, such statement reduces
to combinatorics of cones. In the classical case, for the group G′, the associated combinatorial
result is Lemma 1.8 for the cone a+0′ . The case of Proposition 3.4 is then in the same relation
to the classical case as Lemma 1.10 is to Lemma 1.8. The decomposition of a+0′ is being given
by the cones z+P . The analogy is really close, Lemma 1.10 takes Lemma 1.8 as a starting
point and then refines it slightly, this what the proof of Proposition 3.4 essentially does too
(although, we rather prove both at the same time).
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T−T
Figure 10. The decomposition of a line that is used in [16, 51].
There’s only one case in the literature, that we are aware of, that a non-trivial relative
decomposition of 1 was considered. It is in the work of Ichino-Yamana [16], Lemma 2.3 and of
the author [51] Lemme 2.2 (both are essentially the same) in the case G′ = GLn ⊂ GLn+1 = G
(diagonal inclusion). Our construction is in fact different from these. The decomposition of
loc. cit. takes the standard (Arthur’s) decomposition on the big group G and restricts it to
G′. As mentioned above, we take the decomposition at the level of G′ as the starting point.
Let us look at the cases n = 1 and n = 2 of GLn ⊂ GLn+1 more closely.
(1) If n = 1, the Figure 7 represents the decomposition of Proposition 3.4. Note that
FG(x, T ) is the characteristic function of x ∈ GL1(A) such that log |x|A = T (up to
normalization). On the other hand, [16, 51] induce the decomposition presented in
figure 10.
(2) The case n = 2 is discussed in 1.2 and depicted in Figure 8.
Proof. Let Q′ = L′V ′ be the Levi decomposition of Q′. Using Iwasawa decomposition G′(A) =
V ′(A)L′(A)K ′ and writing x = nmk accordingly, we see that the sum in question only depends
on m. This shows that it is enough to consider the case Q = G, as the inclusion MQ′ →֒MQ
is of the same nature as G′ →֒ G.
Let x ∈ G′(A) and let δ ∈ G′(F ) be such that δx ∈ S(G′). In particular
[a+0′ ](H0′(δx) − T ) = 1.
We apply part Lemma 1.10 to the cone a+0′ and its decomposition
a+0′ =
⋃
z+P
where the union is taken over P ∈ PG(P ′0) such that z
+
P is open in a0′ , to obtain
[a+0′ ](H0′(δx) − T ) =
∑
P∈FG(P ′0)
Γ˜P∩G
′
0′ (H0′(δx)
P − T P , TP − T P )τP (H0′(δx)P − TP ).
The form of this decomposition is the real reason for the peculiar condition (3.2). We obtain
therefore that the sum in Proposition equals at least 1.
Suppose now there exist P,Q ∈ FG(P ′0) and δ1 ∈ P
′(F )\G′(F ) and δ2 ∈ Q
′(F )\G′(F ),
where P ′ = P ∩G′ and Q′ = Q ∩G′, such that δ1x ∈ S(P
′), δ2x ∈ S(Q
′) and both
Γ˜P
′
0′ (H0′(δ1x)
P − T P , TP − T P )τP (H0′(δ1x)P − TP )
and
Γ˜Q
′
0′ (H0′(δ2x)
Q − T Q, TQ − T Q)τQ(H0′(δ2x)Q − TQ)
equal 1.
Since T is regular, it follows from Lemma 2.3 and the identity (1.3) that both
Γ˜P
′
0′ (H0′(δ1x)
P − T P , TP − T P )τP (H0′(δ1x)P − TP )
and
Γ˜P
′
0′ (H0′(δ1x)
P ′ − T P
′
, TP
′
− T P
′
)τP (HP ′(δ1x)− TP ′)
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equal 1. We obtain the same result for Q. Moreover, since z+P ⊂ a
+
P ′ we obtain
Γ˜P
′
0′ (H0′(δ1x)
P ′ − T P
′
, TP
′
− T P
′
)[a+P ′ ](HP ′(δ1x)− TP ′) =
Γ˜Q
′
0′ (H0′(δ2x)
Q′ − T Q
′
, TQ
′
− T Q
′
)[a+Q′ ](HQ′(δ2x)− TQ′) = 1.
Using Lemmas 2.3 and 2.5 and 2.7 we get that δ2δ
−1
1 ∈ P
′(F ) and δ1δ
−1
2 ∈ Q
′(F ) which
means that δ1δ
−1
2 ∈ (P
′∩Q′)(F ). Let R′ = P ′∩Q′. Let H be the projection of H0′(δ1x) onto
aR′ . It equals the projection of H0′(δ2x) onto aR′ by what we have just seen. Using part 4 of
Lemma 2.1 we obtain the equality
Γ˜P
′
R′(H
P ′ − T P
′
R′ , T
P ′
R′ − T
P ′
R′ )[a
+
P ′ ](HP ′ − TP ′) = Γ˜
Q′
R′ (H
Q′ − T Q
′
R′ , T
Q′
R′ − T
Q′
R′ )[a
+
Q′ ](HQ′ − TQ′)
The equality is between non-zero numbers and Lemmas 1.8 and 2.3 show that P ′ must be Q′
for this to hold. Moreover, we get that δ1 and δ2 are equal mod P
′(F ) = Q′(F ) which proves
the desired result. 
Corollary 3.5. — Let x ∈ G′(A) and let δ ∈ Q′(F ) be such that δx ∈ SG
′
(Q′). Then
FQ(x, T ) = Γ˜Q
′
0′ (H0′(δx)
Q − T Q, TQ − T Q).
In particular, the right hand side doesn’t depend on the choice of δ.
Proof. If FQ(x, T ) = 0 the result is clear. If there exist δ, δ′ ∈ Q′(F ) such that δx, δ′x ∈ S(Q′)
and
1 = Γ˜Q
′
0′ (H0′(δx)
Q − T Q, TQ − T Q) 6= Γ˜Q
′
0′ (H0′(δ
′x)Q − T Q, TQ − T Q).
we obtain a contradiction with Proposition 3.4 
We also note the following immediate consequence.
Corollary 3.6. — Let x ∈ G′(A) be such that FQ(x, T ) = 1. Then, there exists a γ ∈ Q′(F )
such that γx can be written as nac where n ∈ NQ′(A), a ∈ Z
∞
Q and c belongs to a compact in
G′(A) that depends only on T .
3.7. Relative truncation operator. Let Q ∈ FG(P ′0), and let Q
′ = Q ∩ G. Let φ be a
locally integrable function on Q(F )\G(A). We define the relative (mixed) truncation operator
as
ΛT,Qφ(x) =
∑
P∈FG(P ′0)
P⊂Q
εQP
∑
δ∈(G′∩P )(F )\Q′(F )
τ̂QP (H0′(δx)
Q − TQ)φP (δx), x ∈ Q
′(F )\G′(A).
When Q = G we write simply ΛT = ΛT,G. Note that the sums in the the definition of the
operator ΛT,Q are all finite thanks to Lemma 2.8.
We first establish some classical combinatorial properties of our operators.
Lemma 3.7. — For all locally integrable function φ on [G] and all x ∈ G′(A) we have the
identity
φ(x) =
∑
Q∈FG(P ′0)
∑
δ∈(Q∩G′)(F )\G′(F )
τQ(H0′(δx)Q − TQ)Λ
T,Qφ(δx).
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Proof. We have∑
Q∈FG(P ′0)
∑
δ∈(Q∩G′)(F )\G′(F )
τQ(H0′(δx)Q − TQ)Λ
T,Qφ(δx) =
∑
P∈FG(P ′0)
∑
δ∈(P∩G′)(F )\G′(F )
φP (δx)
∑
Q∈FG(P ′0)
Q⊃P
εQP τQ(H0′(δx)Q − TQ)τ̂
Q
P (H0′(δx)
Q − TQ)
By part 1. of Proposition 1.5 the last sum above is zero unless P = G. 
Lemma 3.8. — With assumptions as above, for all T, T ′ ∈ a0′ we have the identity
ΛT+T
′
φ(x) =
∑
Q∈FG(P ′0)
∑
δ∈(Q∩G′)(F )\G′(F )
ΓQ(H0′(δx)
G
Q − (T
′)GQ, T
G
Q )Λ
T ′,Qφ(δx).
Proof. This follows immediately from part 3. of Lemma 3.3. 
The next theorem is the fruit of all constructions and results up to this point.
Theorem 3.9. — Let Q ∈ FG(P ′0) and set Q
′ = Q ∩ G′. Let φ be a smooth function on
Q(F )\G(A) of uniform moderate growth. Then, for all T ∈ Treg + a
+
0′ and N > 0 there exists
a constant C such that for all x ∈ S(MQ′) ∩MQ′(A)
1,Q and all k ∈ K ′ we have
|ΛT,Qφ(xk)| ≤ C|x|−N .
Proof. It is enough to take Q = G and k = 1.
Let x ∈ G′(A)G,1. Then H0′(x)
G = H0′(x). We can also assume T = T
G as ΛT = ΛT
G
.
Using Proposition 3.4 and the relation (4) of Lemma 3.3 we obtain
ΛTφ(x) =
∑
R∈FG(P ′0)
εGR
∑
δ∈R′(F )\G′(F )
τ̂R(H0′(δx) − T )φR(δx) =
∑
R∈FG(P ′0)
εGR
∑
δ∈R′(F )\G′(F ) ∑
P∈FG(P ′0)
P⊂R
∑
ξ∈P ′(F )\R′(F )
FP (ξδx, T )τRP (H0′(ξδx)P − TP )
 τ̂R(H0′(δx) − T )φR(δx) =
∑
P,R∈FG(P ′0)
P⊂R
εGR
∑
δ∈P ′(F )\G′(F )
FP (δx, T )τRP (HP (δx) − TP )τ̂R(H0′(δx)P − TP )φR(δx) =
∑
P,Q,R∈FG(P ′0)
P⊂R⊂Q
εGR
∑
δ∈P ′(F )\G′(F )
FP (δx, T )σQP (H0′(δx)P − TP )φR(δx) =
∑
P,Q∈FG(P ′0)
P⊂Q
εGQ
∑
δ∈P ′(F )\G′(F )
FP (δx, T )σQP (H0′(δx)P − TP )
 ∑
R∈FG(P ′0)
P⊂R⊂Q
εQRφR(δx)

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where P ′ = P ∩G′, R′ = R ∩G′ and we used the fact that for P ⊂ R
τ̂R(HP ) = τ̂R(H), H ∈ a0′ .
It is enough to prove
∑
δ∈P ′(F )\G′(F )
FP (δx, T )σQP (H0′(δx)P − TP )
∣∣∣∣∣∣∣∣∣
∑
P⊂R⊂Q
R∈FG(P ′0)
εQRφR(δx)
∣∣∣∣∣∣∣∣∣ ≤ C|x|
−N
for all P,Q ∈ FG(P ′0) such that P ⊂ Q and some C > 0.
Suppose first P = Q = G. Then, the inequality
|FG(x, T )φ(x)| ≤ C|x|−N
follows from Corrollary 3.5. If P = Q 6= G, we have σQP ≡ 0 thanks to Proposition 1.5 part 2.
Assume from now on then that P ( Q and consider P and Q fixed. Let R ∈ FG(A0) be
such that R ⊂ Q. Define R♯ to be the smallest element of FG(P ′0) contained in Q containing
R. It is a well defined notion since for any two P1, P2 ∈ F
G(P ′0) we have
P1 ∩ P2 ∈ F
G(P0) =⇒ P1 ∩ P2 ∈ F
G(P ′0).
Applying the notation of Pararagraph 2.6 and the identity (2.10) therein, we obtain∑
R∈FG(P ′0)
P⊂R⊂Q
εQRφR =
∑
R∈FG(P ′0)
R1∈FG(A0)
P⊂R1⊂R⊂Q
εQRφP,R1 =
∑
R1∈FG(A0)
P⊂R1
φP,R1
∑
R∈FG(P ′0)
R1⊂R⊂Q
εQR =
∑
R1∈FG(A0)
P⊂R1
φP,R1
∑
R∈FG(P ′0)
R♯1⊂R⊂Q
εQR.
It follows from (1.1) that it is enough to show∑
δ∈P ′(F )\G′(F )
FP (δx, T )σQP (H0′(δx)P − TP )|φP,R(δx)| ≤ C|x|
−N
for all R ∈ FG(A0) such that P ⊂ R ⊂ Q and R
♯ = Q.
Let δ ∈ P ′(F )\G′(F ) be such that FP (δx, T )σQP (H0′(δx)P − TP ) = 1. Using Corollary 3.6
we can write
δx = n′ac
with n′ ∈ N ′(A), a ∈ Z∞P and c in a fixed compact of G
′(A). Multiplication on the right
by elements belonging to a fixed compact only influence the multiplicative constant in the
estimates we can thus assume c = 1.
Using Lemma 2.9 we have that for all r ∈ N there exists a constant c1 and a finite number
of differential operators Xk such that
(3.4) |φP,R(n
′a)| ≤ sup
n∈[NP ]
|φP,R(na)| ≤ c1
∑
k
sup
n∈[NP ]
|ρ(Ad(a−1)Xk)φ(na)|
where for all k there exists a λk =
∑
α∈∆RP
ak,αα with ak,α ∈ N such that ak,α ≥ r and
Ad(a−1)Xk = e
−〈λk ,HP (a)〉Xk.
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Note that since a ∈ Z∞P we actually have HP (a) = H0′(a)P ∈ zP . Let H = H0′(a)P and let
H1 +H2 be its decomposition along zP = z
Q
P ⊕ zQ.
We have ∆RP ⊂ ∆
Q
P . Therefore 〈λ,HP (a)〉 = 〈λ,H1〉. The elements of ∆
Q
P are (strictly) pos-
itive on rintA(a+Q, a
+
P ) (following the description (2.1)) which contains rintA(z
+
Q, z
+
P ). More-
over, since R♯ = Q, the restriction of elements of ∆RP to z
Q
P spans the linear dual of the latter.
Therefore, using the first assertion of part 5 of Lemma 3.3, there exists a constant c2 such
that
e−〈λ,H1〉 ≤ e−rc2‖H1‖.
The second assertion of Lemma 3.3 part 5, shows that
e−rc2‖H1‖ ≤ e−rc3‖H‖
for some constant c3. Splitting this expression in two and using the uniform moderate growth
hypothesis on φ we obtain
FP (δx, T )σQP (H0′(δx)P − TP )|φP,R(δx)| ≤ c4|δx|
−N ≤ c5|x|
−N
for any fixed N and some constants c4, c5 that depend on N and T .
We still have to take the sum over δ ∈ P ′(F )\G′(F ). We have
|σQP (H0′(δx)P − TP )| ≤
∑
S∈FG(P ′0)
S⊃Q
τSP (H0′(δx)P − TP )τ̂S(H0′(δx)S − TS).
Fix then S ∈ FG(P ′0) containing Q. We want to show that the number of δ ∈ P
′(F )\G′(F )
such that
FP (δx, T )τSP (H0′(δx)P − TP )τ̂S(H0′(δx)S − TS) 6= 0
is bounded by a power of |x|, independent of T .
Let S′ = S ∩G′. We have∑
δ∈P ′(F )\G′(F )
FP (δx, T )τSP (H0′(δx)P − TP )τ̂S(H0′(δx)S − TS) =∑
γ∈S′(F )\G′(F )
∑
ξ∈P ′(F )\S′(F )
FP (ξγx, T )τSP (H0′(ξγx)P − TP )τ̂S(H0′(ξγx)S − TS).
By Proposition 3.4, for each γ ∈ S′(F )\G′(F ), there is at most one ξ ∈ P ′(F )\S′(F ) such
that
FP (ξγx, T )τSP (H0′(ξγx)P − TP ) 6= 0.
It is enough therefore to consider ∑
γ∈S′(F )\G′(F )
τ̂S(H0′(γx)S − TS).
This sum is bounded by a power of |x| independent of T in virtue of Lemma 2.8, which ends
the proof. 
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4. Invariant period
At this point we have proven all the results pertaining to convergence as well as the various
combinatorial result about truncation. We are ready to define regularization of the period
integrals of automorphic forms. Everything has been set up so that we can use the formalism
of [21] almost verbatim. Therefore, most of the proofs here will be brief.
4.1. The ρP . Recall that for all P ∈ F
G(A0) we have an element ρP ∈ HomR(a0,R) ∼= a0
defined as the half sum of roots for the action of AP on Lie(NP ).
4.2. Automorphic forms. Let P ∈ FG(A0). Let AP (G) be the set of automorphic forms on
N(A)M(F )\G(A). These are smooth, moderate growth functions φ : N(A)M(F )\G(A) → C
that are K-finite and finite for the action of the center of U(G). Automorphic forms are
automatically of uniform moderate growth. If P = G we write A(G) for AG(G).
Every automorphic form φ ∈ AP (G) admits a fine sum decomposition satisfying
φ(ay) =
∑
i
qi(HP (a))e
〈λi+ρP ,HP (a)〉φi(y)
for a ∈ A∞P and y ∈ N(A)M(A)
1K, with qi ∈ C[aP ], λi ∈ a0,C and φi ∈ AP (G) such that
φi(ax) = φi(x) for a ∈ A
∞
P and all x ∈ G(A). The set composed of distinct λi is uniquely
determined by φ and is called the set of exponents of φ. For Q ⊂ P the set of exponents of
φ along Q is by definition the set of exponents of φQ. It will be denoted by EQ(φ).
Let P ∈ FG(P ′0) and P
′ = P ∩G. Let φ ∈ A(G). In the relative setting only restrictions
of exponents to a0′,C matter, so let us denote
EP (φ)
′ ⊂ a0′,C
the set of restrictions (projections) of elements of EP (φ) to a0′,C. It follows that for every
φ ∈ A(G), its constant term with respect to P admits a decomposition satisfying
(4.1) φP (ay) =
∑
i
qi(H0′(a)P )e
〈λi+ρP ,H0′(a)P 〉φi(y)
for a ∈ Z∞P and y ∈ N
′(A)M ′(A)1,PK ′, with qi ∈ C[zP ], λi ∈ EP (φ)
′ and φi ∈ AP (G) that
are left Z∞P -invariant.
4.3. Haar measures. We fix a Haar measure on G′(A) and on K ′ giving it the volume 1.
For all unipotent subgroupsN ′ of G′ we fix the Haar measure on N ′(A) giving [N ′] measure 1.
We have a natural measure on a0′ coming from the Euclidean structure, it induces measures
on all subspaces of a0′ . In particular, for all P ∈ F
G(P ′0), the isomorphism HP : Z
∞
P → zP
induces a measure on Z∞P . If we note M
′ = M ∩ G′, it follows that there is a unique Haar
measure on M ′(A)1,P such that for all f ∈ L1(G′(A))∫
G′(A)
f(g) dg =
∫
K ′
∫
N ′(A)
∫
M ′(A)1,P
∫
Z∞P
e〈−2ρP ′ ,HP ′(a)+HP ′ (m)〉f(nmak) dadmdndk.
4.4. Polynomial exponentials. We will use the results and notation of Section 1.4. Let
FG,max(P ′0) be the set of P ∈ F
G(P ′0) such that dim z
G
P = 1.
Let P ∈ FG(A0) and q ∈ C[zP ]. We have the meromorphic function
F (z+P , q, λ) λ ∈ a0′,C.
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The function λ→ F (z+P , q, λ) is defined by a convergent integral for
Re(λ) ∈ −rint (zGP ∩ z
+
P )
∨.
Moreover, the function F (¯z+P , q, λ) is holomorphic on the open set
a
P−reg
0′,C := {λ ∈ a0′,C | 〈λ, z
G
Q〉 6= 0, ∀Q ∈ F
G,max(P ′0) ∩ F
G(P )}.
For all T ∈ a0′ , we also have the holomorphic function
F (ΓP , T, q, λ) :=
∫
zG
P
ΓP (H,T )e
〈λ,H〉q(H) dH λ ∈ a0′,C.
As a function of the variable T , F (ΓP , T, q, λ) is a polynomial-exponential whose purely
polynomial term is constant for λ ∈ aP−reg0′,C and given by
F (z+P , q, λ).
4.5. The period. Let ξ : G′(A) → C× be an automorphic (G′(F )-invariant) character. By
abuse of notation, we will also denote by ξ, the unique element of aG′,C such that
ξ(a) = e〈ξ,HG′ (a)〉 a ∈ A∞G′ .
For P ∈ FG(P ′0) let
ρ
P
∈ a0′
be the projection of ρP − 2ρP∩G′ onto a0′ .
Let A(G)ξ−reg be the space of φ ∈ A(G) such that for all P ∈ FG(P ′0) and all λ ∈ EP (φ)
′
we have
λ+ ξ + ρ
P
∈ aP−reg0′,C .
In fact, A(G)ξ−reg is simply the space of φ ∈ A(G) such that for all P ∈ FG,max(P ′0) and all
λ ∈ EP (φ)
′ we have
λ+ ξ + ρ
P
∈ aP−reg0′,C ⇔ 〈λ+ ξ + ρP , z
G
P 〉 6= 0.
Note that A(G)ξ−reg is G(A)-stable.
For T ∈ a0′ we define the truncated period to be the following functional on A(G)
PT (ξ, φ) :=
∫
[G′]1,G
ΛTφ(h)ξ(h) dh.
In general, for P ∈ FG(P ′0) and φ ∈ AP (G) set
PP,T (ξ, φ) :=
∫
K ′
∫
[M ′]1,P
e〈−2ρP ′ ,HP ′(m)〉ΛT,Pφ(mk)ξ(mk) dmdk
where P ′ = G′ ∩ P . Theorem 3.9 asserts that PP,T (ξ, ·) is well defined for T ∈ Treg + a
+
0′ .
Theorem 4.1. — The following assertions hold
(1) There exists a unique polynomial-exponential function on a0′ that coincides with T 7→
PT (ξ, φ) for T ∈ Treg + a
+
0′ .
(2) For φ ∈ A(G)ξ−reg the purely polynomial part of PT (ξ, φ) is constant.
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(3) Define the functional P(ξ, ·) on A(G)ξ−reg as the constant term of T → PT (ξ, ·).
Then, for all φ ∈ A(G)ξ−reg and all T ′ ∈ Treg + a
+
0′ we have
(4.2) P(ξ, φ) =
∑
P
∑
i
e〈λi+ρP+ξ,T
′
P 〉F (¯z+P , (qi)T ′ , λi + ρP + ξ)P
P,T ′(ξ, φi)
where we write φP ∈ AP (G) as in (4.1) and (qi)T ′(H) = qi(H+(T
′)GP ). In particular,
the sum in (4.2) is independent of T ′.
(4) The functional P(ξ, ·) is right G′(A)-ξ-equivariant, that is
P(ξ, φx) = ξ(x)P(ξ, φ), φ ∈ A(G)
ξ−reg, x ∈ G′(A)
where φx(y) = φ(yx
−1). Moreover, it is independent of the various choices made in
the construction of the operator ΛT .
Proof. Let’s prove the points 1,2 and 3. Fix T ′ ∈ aG0′ . We have then, using Lemma 3.8
PG,T+T
′
(ξ, φ) =
∑
P∈FG(P ′0)
∑
i
e〈λi+ρP+ξ,T
′
P 〉F (ΓP , T
G
P , (qi)T ′ , λi + ρP + ξ)P
P,T ′(ξ, φi)
where we write φP as in (4.1) and (qi)T ′(H) = qi(H + T
′
P ). The statement follows now from
the properties of the Fourier transform of ΓP . In particular, we see that the purely polynomial
part of T → PG,T+T
′
(ξ, φ) is constant when λi + ξ + ρP ∈ a
P−reg
0′,C for all P ∈ F
G(P ′0) and
given by the formula in point 3.
Let’s prove part 4. For all y ∈ G′(A) let K(y) ∈ K ′ be any element such that yK(y)−1 ∈
P ′0(A). Fix x ∈ G
′(A). Just as in [21], equation (26) we have for all y ∈ G′(A)
ΛT (φx−1)(yx) =
∑
P∈FG(P ′0)
∑
δ∈(P∩G′)(F )\G′(F )
ΓP (H0′(δy)P − TP ,−H0′(K(δy)x)P )Λ
T,Pφ(δy).
It follows immediately after integrating both sides that constant terms (i.e. purely polynomial
parts in T ) of PG,T (ξ, φx−1) and ξ(x)P
G,T (ξ, φ) coincide.
The proof of independence of various choices relies on the same principle and will be
omitted. 
Corollary 4.2. —Suppose zG 6= aG′ . Let φ ∈ A(G). Then φ ∈ A(G)
ξ−reg for almost
all ξ ∈ aG′,C. Moreover, ξ ∈ aG′,C → P(ξ, φ) is a meromorphic function with hyperplane
singularities on aG′,C.
Proof. Let aGG′ be the orthogonal complement of zG in aG′,C. It suffices to realize that generic
elements of aGG′ are not zero on z
G
P for all P ∈ F
G,max(P ′0). 
4.6. The case of non-connected G′. Our construction also applies to non-connected groups.
Let G˜′ ⊂ G be a reductive algebraic subgroup of G. Let G′ be the connected component of
G˜′. Let PG′ be the regularized period as defined in Proposition 4.1 with respect to G
′ ⊂ G
and a trivial character ξ (for simplicity). Let A(G)reg be the associated subspace of definition
of PG′
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For φ ∈ A(G) and h ∈ G(A) let φh ∈ A(G) be the right translation of φ by h
−1. Note
that, by Tychonoff’s theorem, the quotient G′(A)\G˜′(A) is compact. We see then that the
following functional
PG˜′(φ) = (#(G(F )\G˜(F )))
−1
∫
G(A)\G˜(A)
P(φh) dh, φ ∈ A(G)
reg
is well defined and G˜′(A)-equivariant.
4.7. Periods of Eisenstein series induced from maximal parabolic subgroups. Since
we will use the results of this paper in [37] in the particular case of Eisenstein series induced
from maximal parabolic subgroup of G we include this case here. We hope this Paragraph
will also demonstrate that the constructions of this article are very explicit in practice.
Assume for simplicity that A∞G is trivial. Let P ∈ F
G(A0) be a maximal, self-associate,
parabolic subgroup of G. Let φ ∈ AP (G) be an automorphic form such that m ∈ M(A) →
φ(mg) is a cusp form and φ(ag) = eρP (HP (a))φ(g) for all g ∈ G(A) and a ∈ A∞P . Let E(g, φ, s)
be the associated Eisenstein series where s ∈ C and we fix the isomorphism C ∼= aP,C that
identifies 1 with the fundamental weight ̟P ∈ ∆̂P . Let c ∈ Q
×
+ be such that
ρP = c̟P .
Let Q ∈ FG(A0) be a parabolic subgroup conjugate to P . We let Ω(P,Q) be the two
element set of isometries between aGP and a
G
Q. To w ∈ Ω(P,Q) we assign its sign sgn(w) ∈
{−1, 1} such that w̟P = sgn(w)̟Q. We have then that
E(φ, s̟, x)Q =
∑
w∈W (P,Q)
M(w, s)φ(x)e〈sgn(w)s̟Q,HQ(x)〉
whereM(w, s) : AP (G)→ AQ(G) is an intertwining operator, independent of s if sgn(w) = 1.
Let Q ∈ FG(A0) be as above and suppose moreover Q ∈ F
G(P ′0). Set Q
′ = Q ∩G′. Since
aG = {0}, the space zQ = z
G
Q is one dimensional and because it intersects a
+
Q we must have
zQ = aQ. Let c
G′
Q be such that ρQ′ projected onto zQ equals c
G′
Q ρQ. For example, if NQ is
abelian we have cG
′
Q =
dimF NQ′
dimF NQ
. For these data, the equation (4.2) of Theorem 4.1 gives
Corollary 4.3. — The regularized period P(E(φ, s)) equals∫
[G′]1,G
ΛTE(φ, s̟, h) dh−
∑
Q
∑
w∈W (P,Q)
e〈(sgn(w)s+c(1−2c
G′
Q ))̟Q,T 〉
sgn(w)s + c(1− 2cG
′
Q )
∫
K ′
∫
[MQ′ ]
1,Q
e〈−2ρQ′ ,HQ′(m)〉M(w, s)φ(mk) dmdk
where the sum runs over Q ∈ FG(P ′0) conjugate to P .
4.8. Critetirion for integrability. We will need a bit of notation in this paragraph. We
fix a standard minimal parabolic subgroup P0 =M0N0 of G, which we didn’t need to fix thus
far. We will use notation of of Paragraph 2.6. For any P ∈ FG(P0) we set
αP =
∑
α∈∆0r∆P0
α ∈ a0.
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We say that φ : G(A)→ C has a central character if φ(ax) = e〈ζ,HG(a)〉φ(x) for some ζ ∈ aG,C
and all a ∈ AG(A) and x ∈ G(A).
We start with invoking Lemma I.2.10 of [33].
Lemma 4.4. — Let P ∈ FG(P0) be maximal. Fix Kf , an open compact subgroup of G(A
∞),
X ∈ U(G) and t > 0. Then, there exists a finite collection {Xi}i∈I ⊂ U(G) such that for all
smooth functions φ on N0(F )\G(A)/Kf with a central character the inequality
(4.3) |ρ(Xi)φ(x)| ≤ cie
〈λ,H0(x)〉, ∀x ∈ S(G) ∩G(A), ∀ i ∈ I
for some λ ∈ ago0 and constants ci implies
|ρ(X)φP,G(x)| ≤ ce
〈λ−tαP ,H0(x)〉, ∀x ∈ S(G) ∩G(A)
for some constant c.
Corollary 4.5. — Let Kf ⊂ G(A
∞) be an open compact subgroup. Let φ be a function on
N0(F )\G(A)/Kf of uniform moderate growth with a central character. Then, there exists a
µ ∈ a0 such that for all for all X ∈ U(G), t > 0 and P ∈ F
G(P0) there exists a c > 0 such
that
|ρ(X)φP,G(x)| ≤ ce
〈µ−tαP ,H0(x)〉 ∀x ∈ S(G) ∩G(A).
Proof. The result is trivial if P equals G and if P is maximal then it follows from 4.4 by
uniform growth hypothesis. We will prove the result by induction on the number of stan-
dard maximal parabolic subgroups containing P . Let P1, . . . , Pk ∈ F
G(P0) be all maximal
parabolic subgroups containing P . Let Q =
⋂k−1
i=1 Pi. Let X ∈ U(G) and t > 0. Let
{Xi}i∈I ⊂ U(G) be given by Lemma 4.4. We apply this Lemma to the function φQ,G and the
maximal parabolic subgroup Pk. By induction hypothesis, inequality (4.3) holds for all Xi
and exponent λ = µ − tαQ. Applying the lemma and observing that (φQ,G)Pk,G = φP,G, we
get the desired result. 
We define aG0′ as the orthogonal complement of zG in a
G
0′ . For R ∈ F
G(P0′) we define also
z
G,+
R to be z
+
R ∩ z
G
R. Siegel domains are discussed in Paragraph 2.5. We have then the Siegel
domain of G′(A) with respect to the subgroup P0′ . Let d be a subset of a
G
0′ . We define the
following subset of the Siegel set S(G′)
S(G′, d) = {cak | c ∈ ω′, k ∈ K ′, a ∈ A∞0′ , H0′(a) ∈ d ∩ a
+
0′}.
Note that this is a subset of S(G′) since TG′ ∈ −a
+
0′ .
Theorem 4.6. — Let φ ∈ A(G) be a form with a central character. Then∫
[G′]G,1
|φ(x)ξ(x)| dx <∞
if and only if for all P ∈ FG,max(P ′0) and all λ ∈ EP (φ)
′ we have
Re(λ+ ξ) + ρ
P
∈ −rint (zGP ∩ z
+
P )
∨.
If the above condition holds, we have φ ∈ A(G)ξ−reg and
P(ξ, φ) =
∫
[G′]G,1
φ(x)ξ(x) dx.
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Proof. The if part of the theorem is an immediate consequence of the inversion formula 3.7
and the Theorem 3.9.
Let’s prove the necessity. We follow closely the proof of the square-integrability criterion of
automorphic forms proved in [33], Lemma I.4.11. Fix P ∈ FG,max(P ′0). The decomposition
(3.1) in the case P ′ = P ′0 shows that there exists an R ∈ F
G(P ′0) contained in P such that
z+R is open in a
+
0′ . Let’s fix it. We will assume that R,P ∈ F
G(P0), where P0 was fixed in the
beginning of this paragraph. Let φ ∈ A(G) be such that∫
[G′]G,1
|φ(x)ξ(x)| dx <∞.
We know then that
(4.4)
∫
S(G′,zG,+R )
|φ(cak)ξ(cak)|e〈−2ρ0′ ,H0′(a)〉 dcdadk <∞.
From identity (2.10) we have
φ− φP =
∑
P(Q⊂G
φP,Q.
For Q as above, put αQP =
∑
α∈∆Q0 r∆
P
0
α. It follows from Corollary 4.5 that there exist a
µ ∈ a0′ such that for all t > 0 there exists a constant c such that for all x ∈ S(G
′, zG,+R ) we
have
(4.5) |φ− φP |(x) ≤ ce
〈µ,H0′ (x)〉
∑
P(Q⊂G
e〈−tα
S
P ,H0′ (x)〉.
Strictly speaking S(G′, zG,+R ) is only contained in the Siegel domain of G with respect to P0
up to multiplication by K ′ on the right, but this difference only influences the constants so
clearly we can apply the result here.
Define for ε > 0 and P ( Q ⊂ G
d(P,Q, ε) = {H ∈ zG,+R | α
Q
P (H) ≥ ε‖pP,Q(H)‖ }
where pP,Q ∈ End(a
G
0′) is the orthogonal projection onto the kernel of α
Q
P restricted to a
G
0′ .
Since αQP is strictly positive on z
G,+
R we see that d(P,Q, ε) ∩ z
G,+
R is open in z
G,+
R for ε small
enough.
We set then
d(P, ε) =
⋂
P(Q⊂G
d(P,Q, ε).
For ε small enough we have then that d(P, ε) ∩ zG,+R is open in z
G,+
R .
From (4.4) and (4.5) we see that
(4.6)
∫
S(G′,d(P,ε))
|φP (cak)ξ(cak)|e
〈−2ρ0′ ,H0′ (a)〉 dcdadk <∞.
for ε small enough.
Note that d(P,Q, ε) are stable by addition and multiplication by positive scalars (they form
cones, although not polyhedral). We have that αQP are strictly positive on z
G,+
P . It follows
that for ε small enough, the set d(P, ε) is stable by translation by the half-line zG,+P . Now we
can reason exactly as in part (2) of the proof of Lemma I.4.11 in [33]. For c ∈ N ′(A) and
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a ∈ Z∞P we have φP (ca) = φP (ac). For g fixed, we can write φP (ag), where a ∈ Z
∞
P ∩G
′(A)1,G
as in (4.1) ∑
i
qi(H0′(a)P )e
〈λi+ρP ,H0′(a)P 〉
with λi ∈ EP (φ)
′ and qi ∈ C[z
G
P ]. The polynomials depend on g but the exponents do not.
Applying Fubini’s theorem to the convergent integral (4.6) we obtain∫
X+zG,+P
|
∑
i
qi(H)e
〈Re(λi+ξ)+ρP ,H〉| dH <∞
for some X ∈ zG,+P (that depends on g) for almost all g of the form ca
′k with c ∈ ω′, k ∈ K ′
and a′ ∈ A∞0′ ∩MP∩G′(A)
1,P (in the measure theoretic sense). This implies Re(λi+ ξ)+ ρP ∈
−rint (zGP ∩ z
+
P )
∨ for all λi ∈ EP (φ)
′ as desired.

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