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Abstract
We present a numerical framework for solving localized pattern structures of
reaction-diffusion type far from the Turing regime. We exploit asymptotic
structure in a set of well established pattern formation problems to analyze
a singular limit model that avoids time and space adaptation typically as-
sociated to full numerical simulations of the same problems. The singular
model involves the motion of a curve on which one of the chemical species is
concentrated. The curve motion is non-local with an integral equation that
has a logarithmic singularity. We generalize our scheme for various reaction
terms and show its robustness to other models with logarithmic singularity
structures. One such model is the 2D Mullins-Sekerka flow which we im-
plement as a test case of the method. We then analyze a specific model
problem, the saturated Gierer-Meinhardt problem, where we demonstrate
dynamic patterns for a variety of parameters and curve geometries.
Keywords: Pattern Formation, Reaction-Diffusion, Layer Potentials, Curve
Motion, Mullins-Sekerka, Curve Buckling
1. Introduction
Prior to the seminal paper by Turing [38], it was long thought that diffu-
sion was solely a stabilizing mechanism. However, he demonstrated that for
coupled reaction diffusion systems, diffusion could actually destabilize spa-
tially homogeneous solutions into spatially inhomogeneous ones. Since then,
∗Corresponding author
Email addresses: imoyles@math.ubc.ca (Iain Moyles), bwetton@math.ubc.ca
(Brian Wetton)
Preprint submitted to Computational Physics July 20, 2015
reaction diffusion models have been studied extensively in the context of pat-
tern formation problems (cf. [40],[26],[13],[36]) whereby coherent structures
emerge from some general (often random) background initial data. Such lo-
calized patterns have been observed in varied systems such as animal spotting
[31], sea-shell formation [27], urban crime analysis [25], and animal aggrega-
tion [7].
One of the prevailing features of pattern formation problems is the sepa-
ration of length scales between a global background and local structures that
make up the patterns. As such, pattern formation problems are often studied
in asymptotic regimes where the ratio of these length scales differ by orders of
magnitudes (cf. [29], [23], [25], [31]). One common reaction-diffusion formu-
lation uses equations of the form (cf. [23], [24], [29], [40] (and the references
therein)):
vt = 
2∆v − v + g(u, v), x ∈ Ω (1a)
τut = D∆u− u+ 1

f(u, v), x ∈ Ω (1b)
for some f(u, v), g(u, v) and Ω ⊂ R2 subject to Neumann boundary condi-
tions. In this formulation, setting parameters   1 and D = O(1) defines
the semi-strong diffusion regime [23]. Full numerical simulations of these
types of equations for various initial data show the rich variety of structure
in the different patterns that are produced (cf.[12], [27]) but the significant
magnitude difference in length scales often means sophisticated adaptive spa-
tial grids are needed to properly resolve coherent patterns. Furthermore, the
formative and dynamic timescales for these patterns are often inversely pro-
portional to a small scale parameter such as  in (1) and therefore large
simulation times are required to capture some of the intriguing features of
patterns such as their stability and structural transitions [19].
The goal of this paper is to numerically investigate a reduced model that
is produced as a singular limit of (1) on some periodic curve Γ ∈ R2. This
is different than several previous analyses which involves the reduction of
(1) to localized points in space (referred to as spot patterns) (cf. [9], [25]).
Our reduced singular limit model exploits the asymptotic structure in the
length and time scales of the problem and so it will not be restricted by the
adaptive space and long simulation constraints that are inherent to the full
problem. Analytic results to subsets of (1) are often only available for certain
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tractable cases such as for a stripe [23] or a circle [29] however the numerical
framework presented herein will provide further insight into the formation
and dynamic structure of patterns in various geometries and domains and
can corroborate current or lead to the discovery of new analytic results.
The paper is outlined as follows. In section 2 we present the reduced singular
limit model and the layer potential formulation with which it will be solved.
We present the equations of motion and scaled arc length formulation for re-
casting layer potential integrals in section 3 and then numerically discretize
the model, paying special attention to singular integration in section 4. In
section 5 we conduct simulations of our numerical framework on the well
studied Mullins-Sekerka problem to verify results and also show the robust-
ness to alternative models. Finally, in section 6 we demonstrate results using
a specific variant of (1) for which limited analytic work is available before
making general conclusions in section 7.
2. Mathematical Model
The reaction terms f(u, v) and g(u, v) in (1) lead to the specific pattern
structure seen experimentally or numerically and are generated from different
models such as the Grey Scott model [8] or the Gierer Meinhardt model with
or without saturation [23]. Our numerical derivations will use as general as
possible f(u, v) and g(u, v) however for showcasing the method, we will focus
on the saturated Gierer-Meinhardt (GMS) model where
f(u, v) =
vρ
us
, g(u, v) =
v2
uq(1 + σˆv2)
(2)
for some exponent set (2, q, ρ, s) satisfying certain conditions [23] and σˆ an
order one parameter denoted the saturation. We use ρ for the third exponent
to reserve r for radius in later numerical examples. In the semi-strong regime,
the solution for v, typically denoted the activator, is localized while the
solution for u, typically denoted the inhibitor is global. The localization
refers to v having values deviating significantly from zero in a small O()
region within some domain Ω ⊂ Ω. If v is localized near some periodic
curve Γ ∈ Ω (i.e. Ω = Γ) then we are interested in the coupling of the global
inhibitor u to the structure and motion of the localized curve Γ.
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2.1. Singular Limit Problem
Since the activator v is localized, it can be expressed entirely within a bound-
ary layer near the curve. If z represents such a scaled, near-boundary coor-
dinate, then the activator problem can be written as the solution to
v˜zz − v˜ + g(U0, v˜), v˜z(0) = 0, lim|z|→∞ v˜ = 0 (3)
where U0 is the value of the global inhibitor on the curve which may depend
on the arclength U0 = U0(s). This asymptotic reduction for the activator
problem has been used in multiple pattern formation problems (cf. [23], [19],
[24], [10], [39]) and the details are omitted here. Further asymptotic analysis
in this inner coordinate z region furnishes conditions for a far-field global
inhibitor problem u:
D∆u− u = 0, x ∈ Ω (4a)
∂u
∂n
= 0, x ∈ ∂Ω (4b)
u = U0(s), x ∈ Γ (4c)[
∂u
∂n
]
Γ
= − 1
D
∫ ∞
−∞
f(U0, v˜(z)) dz, x ∈ Γ (4d)
V = κ+H(U0)
〈
∂u
∂n
〉
Γ
, (4e)
where V is the normal velocity, κ is the curvature, [·] indicates the difference
of the derivative on either side of the normal and 〈·〉 indicates the sum of the
derivatives on either side of the normal. We define H as
H(U0) =
∫∞
0
∫ v˜(z)
0
gu(U0, v) dv dz∫∞
−∞ v˜
2
z dz
. (5)
The details of the derivation of this problem for a one-dimensional stripe can
be found in [19] and the full details for the general curve can be found in [28].
We take the problem (4) as the target of the current work, specifically, the
dynamics of the curve Γ. It should be noted that the derivation of the normal
velocity (4e) occurs in a quasi-static limit with a timescale that is O(−2).
We derive this time scale by assuming that the problem has reached steady-
state aside from the dynamics that occur from curve motion on a long-time
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scale. Appropriate asymptotic matching determines this scaling to be −2.
This timescale is what was referred to in the introduction as the long-time
required to captured dynamics in full numerical simulations of (1). Since
this is the presumed timescale of all dynamics, it should be noted that O(1)
changes in time from numerical simulations correspond to O(−2) changes in
physical time.
2.2. Layer Potential Formulation
The inhibitor problem (4) is to solve the homogeneous modified Helmholtz
problem subject to source terms on curves. The technique of layer potentials
has been well established as a solution formulation to these types of curve
source problems [20] and we implement it here where we consider the inhibitor
value at any point in space x ∈ R2 to be expressed as
u(x) =
∫
Γ
Ψ(x, q)φ(q) dqs, (6)
where qs indicates integrating over the length of the curve in the q variables.
Here, φ(q) is a curve dependent density and Ψ(x, q) = 1
2piD
K0
(
|x−q|√
D
)
where
K0, the zeroth order modified Bessel function of the second kind, is the
fundamental solution to the Helmholtz problem:
D∆Ψ−Ψ = −δ(x− q).
The singularity structure of Ψ is logarithmic [1] and hence identical to the
fundamental solution of the Laplace problem Φ of which most of Layer po-
tential theory is based. As such one can naturally extend the properties
for Layer potentials with the Laplace operator (cf. [20], [22], [11]) which
translates to continuity in u(x) across the boundary Γ and for the derivative,
lim
α→0+
∂u
∂nx
(x+ αnˆxi) =
∫
Γ
∂Ψ
∂nx
(x, q)φ(q) dqs − φ(x)
2D
(7a)
lim
α→0+
∂u
∂nx
(x− αnˆxi) =
∫
Γ
∂Ψ
∂nx
(x, q)φ(q) dqs +
φ(x)
2D
(7b)
where we define normal derivatives as,
∂u
∂nj
= ∇ju · nˆj.
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The subscript i on the normal in (7) indicates that we are explicitly con-
sidering α > 0 to be traversing the inner normal. It is important to make
this distinction if Γ has multiple curves since nˆ = ±nˆi depending on curve
orientation. By subtracting (7b) from (7a) we have[
∂u
∂n
]
Γ
= −(nˆ · nˆi)φ(x) (8)
and by adding the expressions we have〈
∂u
∂n
〉
Γ
= 2
∫
Γ
∂Ψ
∂nx
(x, q)φ(q) dqs. (9)
In order to incorporate the Neumann boundary condition on an external
curve, we add a separate layer potential term which remains static in the
context of the dynamic problem. We therefore write,
u(x) =
∫
Γ
Ψ(x, q)φ(q) dqs +
∫
∂Ω
Ψ(x, q)φb(q) dqs,
where the subscript b from here on indicates that the variable is associated
to the boundary. The boundary integral is continuous in its function and
derivative at every point in the domain except on the boundary curve itself
where the function is still continuous and we have the derivative must vanish
as we approach from the exterior,
0 =
∫
Γ
∂Ψ
∂nx
(x, q)φ(q) dqs +
∫
∂Ω
∂Ψ
∂nx
(x, q)φb(q) dqs +
φb(x)
2D
, x ∈ ∂Ω.
(10a)
On Γ we can use (4c)-(4d) along with the continuity of u and the jump
condition (8) to get that the problem for U0 is
U0 =
∫
Γ
Ψ(x, q)φ(q) dqs +
∫
∂Ω
Ψ(x, q)φb(q) dqs, x ∈ Γ (10b)[
∂u
∂n
]∣∣∣∣
Γ
= −(nˆ · nˆi)φ(x)
D
, x ∈ Γ. (10c)
Notice that the boundary curve leaves the jump condition unaffected because
the layer potential for ∂Ω is continuous across Γ. Finally, using (9) we have
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that the velocity condition (4e) is
V = κ+ 2H(U0)
(∫
Γ
∂Ψ
∂nx
(x, q)φ(q) dqs +
∫
∂Ω
∂Ψ
∂nx
(x, q)φb(q) dqs
)
, x ∈ Γ.
(10d)
Using the layer potential formulation, we can determine the curve dynamics
solely by considering points on the curve Γ and ∂Ω and as such we will not
consider solving (4) for x /∈ Γ ∪ ∂Ω. One of the subtleties of (4) is that the
boundary Dirichlet data U0 is an unknown for the problem and therefore,
standard uniqueness results for the modified Helmholtz problem that arise
from prescribed boundary data (cf. [34]) are no longer valid.
3. Scaled Arclength Formulation
Consider Γ being composed of M closed curves which are prescribed by a
scaled arclength σ = sj/Lj for j = 1 to M where Lj is the length of curve j.
Let the parametrization of each curve be
zj(σ) = 〈z1,j(σ), z2,j(σ)〉
including the boundary curve zb. We can prescribe the motion for a given
point zj(σ) generally as
dzj
dt
= V nˆ+ V tˆ (11)
where V is the normal velocity (4e) and V is a tangential velocity. Because
of the periodicity of the curve, any solution will be unique only up to a
rotation in period and as such we will limit this by enforcing that the average
tangential velocity over each of the curves is zero,∫ 1
0
V dσ = 0. (12)
Along with prescribing the curve always be scaled arclength (|zσ| = L), this
defines a tangential velocity implicitly [32]. This is in contrast to formula-
tions which prescribe a tangential velocity explicitly to preserve the scaled
arclength [41].
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3.1. Singular Integration
Solving the problem (10) and updating the curve position with the equation
of motion (11) involves integrating singularities in the fundamental solution
Ψ(σ∗, σ) where σ∗ ∈ [0, 1) is the position of the singularity. First, consider
the integral∫ 1
0
Ψ(z(σ∗), z(σ))φ(σ) dσ =
1
2piD
∫ 1
0
K0
(∣∣∣∣z(σ)− z(σ∗)√D
∣∣∣∣)φ(σ) dσ. (13)
To determine the nature of the singularity we perform an asymptotic expan-
sion as σ ≈ σ∗,
z(σ) ∼ z(σ∗) + L(σ − σ∗)tˆz∗ + L
2κ
2
(σ − σ∗)2nˆz∗ + o(σ − σ∗)3 (14)
with tˆz∗ and nˆz∗ the tangent and normal vectors at z(σ
∗). This expansion
requires that z(σ) is at least C2 in σ, i.e. that it has a well defined curvature.
In (14) we have used that |dz/dσ| = L and |d2z/dσ2| = L2κ. To leading order
the asymptotic norm is |z(σ)− z(σ∗)| = L|σ − σ∗| and using the asymptotic
structure of Ψ [1],
K0
(∣∣∣∣z(σ)− z(σ∗)√D
∣∣∣∣) ∼ log
(
2
√
D
L
)
− γ − log |σ − σ∗|
+O((σ − σ∗)2 log(σ − σ∗)), (15)
where γ is the Euler-Mascheroni constant and the remainder is C1. In order
to avoid this logarithmic singularity in the integral, we will add and subtract
a logarithmic term from (13). However, due to the periodicity of the curve, if
σ∗ = 0 or σ∗ is near 1 there are singularity effects from periodic extensions of
the curve and as such we will also remove image singularities one full period
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away from σ∗ on either side. We therefore recast the integral (13) as∫ 1
0
Ψ(z(σ∗), z(σ))φ(σ) dσ =
1
2piD
∫ 1
0
(
K0
(∣∣∣∣z(σ)− z(σ∗)√D
∣∣∣∣)+ 1∑
J=−1
log |σ − σ∗ + J |
)
φ(σ) dσ
− 1
2piD
1∑
J=−1
∫ 1
0
log |σ − σ∗ + J |φ(σ) dσ
=
1
2piD
(∫ 1
0
K0(z(σ), z(σ∗))φ(σ) dσ −
∫ 1
0
S(σ∗) dσ
)
. (16)
Here we define K0 piecewise as
K0(z(σ), z(σ∗)) =

K0
(∣∣∣ z(σ)−z(σ∗)√
D
∣∣∣)+ 1∑
J=−1
log |(σ − σ∗ + J)|, σ 6= σ∗
log
∣∣∣2√DL ∣∣∣− γ, σ = σ∗ 6= 0
log
∣∣∣2√D(σ+1)L ∣∣∣− γ, σ∗ = 0, σ = 0, 1,
(17)
to avoid evaluating at the singularity directly. We define S as
S =
1∑
J=−1
log |σ − σ∗ + J |φ(σ). (18)
Note that unlike the proper Bessel function, K0 is non-singular and C1. We
also need to consider the integral∫ 1
0
∂Ψ
∂nz∗
(z(σ∗), z(σ))φ(σ) dσ
=
1
2piD3/2
∫ 1
0
K1
(∣∣∣∣z(σ)− z(σ∗)√D
∣∣∣∣) (z(σ)− z(σ∗)) · nˆz∗|z(σ)− z(σ∗)| φ(σ) dσ, (19)
where nˆz∗ is the normal at z(σ
∗). Using the same asymptotic approximations
for σ ≈ σ∗ we get
K1
(∣∣∣∣z(σ)− z(σ∗)√D
∣∣∣∣) (z(σ)− z(σ∗)) · nˆz∗|z(σ)− z(σ∗)| ∼ √Dκ2 +O((σ−σ∗) log(σ−σ∗)).
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Therefore, we see that unlike the integral involving the zeroth order Bessel
function, K1 is not singular at σ = σ
∗ and so we do not have to alter the
integral by removing any singularities. However, to avoid the numerical
difficulties of evaluating directly at σ = σ∗ we define the following function
K1(z(σ), z(σ∗)) =
{
1√
D
K1
(∣∣∣ z(σ)−z(σ∗)√
D
∣∣∣) (z(σ)−z(σ∗))·nˆz∗|z(σ)−z(σ∗)| , σ 6= σ∗
κ
2
, σ = σ∗
(20)
where we note that if σ∗ = 0 then due to the periodicity we evaluate the
second branch if σ = 0 or σ = 1. With (20) we have that (19) becomes∫ 1
0
∂Ψ
∂nz∗
(z(σ∗), z(σ))φ(σ) dσ =
1
2piD
∫ 1
0
K1(z(σ), z(σ∗))φ(σ) dσ. (21)
4. Discretization
Choose N + 1 uniformly spaced points with ∆σ = 1/N and let σi = i∆σ.
Define zij = zj(σi) as the discretized point on curve j with z0j = zNj due to
periodicity. Using a standard centered difference discretization we have
dzj
dσ
∣∣∣∣
σ=σi
=
zi+1,j − zi−1,j
2∆σ
+O(∆σ2), (22a)
d2zj
dσ2
∣∣∣∣∣
σ=σi
=
zi+1,j − 2zi,j + zi−1,j
∆σ2
+O(∆σ2) (22b)
and we can use these to similarly define the tangent vector, normal vector,
and curvature. We will use the backward Euler method with time step ∆t
for the dynamic problem so that the problem for the normal and tangential
velocities becomes
zk+1i,j · nˆk+1i = zki,j · nˆk+1i + ∆tV k+1i,j , (23a)
N∑
i=0
αi(z
k+1
i,j − zki,j) · tˆk+1i ∆σ = 0, (23b)
|zk+1i+1,j − zk+1i,j | = Lk+1m ∆σ, (23c)
where the subscript k indicates t = k∆t and (23b) has been integrated using
the trapezoid quadrature rule with weights αi = 1/2 for i = 0, N and αi = 1
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otherwise. The discrete system (23) is a differential algebraic equation (DAE)
system (cf. [4]). Equation (23c) is the algebraic equation for equal arclength
and does not involve time derivatives but is rather a constraint at the next
time-step. The choice of a finite difference discretization for (22) may seem
unintuitive since the curve is periodic and a Fourier spectral representation,
which is highly accurate, may seem more appropriate. However, since we
are using a fully implicit time solver, the Fourier transform matrices will be
dense blocks in the Newton solve where the finite difference matrices remain
sparse and so the solver is more efficient. We emphasize that the goal of
this framework is to generalize qualitative conclusions about curve dynamics
which relatively low-order numerical resolution can provide. However, higher
resolution spatial discretizations and time stepping methods for DAEs would
be easy to implement in our framework.
4.1. Discretizing Integrals
The decomposition (16) involves separately integrating a differentiable func-
tion K0 defined by (17) and a singular function S defined by (18). The
non-singular integrals can be discretized with any quadrature method which
for the purpose of this paper is the trapezoid rule. The singular integration
of (18) where the singularity is one of the discretized gridpoints σ∗ = j∆σ is
slightly more delicate. There are sophisticated quadrature rules which take
advantage of a re-weighted trapezoid rule through asymptotic error expan-
sions of the Euler-Maclaurin formula but they require interpolating points
near the singularity [3]. A recent survey article (cf. [16]) demonstrates other
quadrature techniques, some of which do not need interpolation and could
be applied to this problem. Of particular interest could be the scheme by
Kapur and Rokhlin (cf. [21]) which amounts to re-weighting the modified
Bessel kernel for points near the singularity without adding any interpolated
nodes. Overall however, we emphasize that the finite difference scheme used
for (22) will still limit the overall spatial accuracy and this should be consid-
ered when implementing high order quadrature schemes. We instead choose
to employ the product trapezoid method (cf. [5]) where, if we define the
functions
ψJ1,j(y) =
∫ 1
0
u log |u+ y − j + JN | du,
ψJ2,j(y) =
∫ 1
0
(1− u) log |u+ y − j + JN | du
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and weights
wJ0,j =
∆σ log ∆σ
2
+ ∆σψJ2,j(0),
wJN,j =
∆σ log ∆σ
2
+ ∆σψJ1,j(N − 1),
wJi,j = ∆σ log ∆σ + ∆σ(ψ
J
1,j(i− 1) + ψJ2,j(i)), i 6= 0, N
then we can write
S(σ∗) = S(j∆σ) = − 1
2piD
N∑
i=0
1∑
J=−1
wJi,jfi
with fi = f(i∆σ). We note that the analytically determined functions ψ
J
1,j
and ψJ2,j come from a linear interpolation of f(σ) and can be precomputed
for any N . The linear interpolation makes this method have convergence or-
der ∆σ2 log ∆σ. Aside from the minor logarithmic term, this is in alignment
with a trapezoid quadrature error for a non-periodic, non-singular integral.
This error is also acceptable in terms of the discretization errors in other
aspects of the problem. If one desires higher order convergence, higher order
interpolation can be used on f(σ) which will redefine the ψ functions and the
weights. Recently, (cf. [17]) the product trapezoid method has been used
in conjunction with Gauss-Legendre quadrature to solve a high-frequency
Helmholtz problem in all of R2 with Dirichlet data on a stationary curve and
a Sommerfield far-field radiation condition. A panel-based, explicit singular-
ity splitting method is used and the product trapezoid rule is only utilized
for boundary and field nodes based on distance to the singularity. The sin-
gularity structure of the Hankel functions mimic that of the Bessel functions
and the techniques used there could potentially be extended to this work.
However, some of the interpolation techniques used to improve resolution
may not be suitable for this work due to the use of implicit time-stepping
making the underlying singular curve unknown for a given time step.
Using the product trapezoid rule, we are now poised to discretize (10) as
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Uk+10i,m =
Lm
2piD
N∑
l=0
(
αlK0(zk+1l,m , zk+1i,m )φk+1l,m ∆σ −
1∑
J=−1
wJl,mφ
k+1
l,m
)
+
M∑
j=1
j 6=m
Lj
2piD
N∑
l=0
αlK0
(∣∣∣∣∣zk+1l,j − zk+1i,m√D
∣∣∣∣∣
)
φk+1l,j ∆σ
+
L∂Ω
2piD
N∑
l=0
αlK0
(∣∣∣∣∣zbl − zk+1i,m√D
∣∣∣∣∣
)
φk+1bl ∆σ, (24a)
φk+1i,m = (nˆ
0 · nˆ0i )
∫ ∞
−∞
f(Uk+10i,m , v˜) dz, (24b)
0 =
M∑
j=1
Lj
2piD
N∑
l=0
αlK1(zk+1l,j , zbl)φk+1l,j ∆σ +
φk+1bi
2
+
L∂Ω
2piD
N∑
l=0
αlK1(zbl , zbi)φk+1bl ∆σ, (24c)
V k+1i,m = κ
k+1
i,m + 2H(Uk+10i,m )
(
M∑
j=1
Lj
2piD
N∑
l=0
αlK1(zk+1l,j , zk+1i,m )φk+1l,j ∆σ
+
L∂Ω
2piD
N∑
l=0
αlK1(zbl , zk+1i,m )φk+1bl ∆σ
)
, (24d)
where we have isolated the singular curve m separately. Once again, αk
are the quadrature weights of the regular integrals and the subscript 0 on
the normal vector is used because the relative orientation of curves does not
change and so the direction of the normals is set by the initial configura-
tion. Given an initial (equal arclength) curve configuration, we use Newton’s
method with unknowns φ, φb, and U0 to solve (24a-24c) at time zero and
then use these values to prescribe the initial velocity (24d). We then use
these as initial values for the Newton solve on the full dynamic problem
(23a-23c,24a-24d) for unknowns z, L, U0, φ, φb, and V . The blocks of the
Jacobian matrix for this system corresponding to the integral equations are
dense. Thus, operation count for a single time step is formally O(N3), al-
though this asymptotic behaviour is not seen in the computations shown in
section 5. A possible strategy for an efficient solution of the linear system at
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each Newton step is discussed in section 7. We do not report on situations
where curves become small or large enough to require a modification in the
grid resolution. However, one could easily implement a technique whereby
once a curve has evolved so that its arc-length is half (double) the initial
length then the grid points are halved (doubled) (cf. [41]).
5. Numerical Validation
We will demonstrate the robustness of this formulation and its validation to a
well studied problem, the Mullins-Sekerka (MS) problem formulated in [30].
This problem is a singular perturbation limit of the Cahn-Hilliard problem [2]
and has been studied analytically [33] and numerically [41]. The differential
equation for motion is still (11) with the tangential velocity condition (12)
and equal arclength as this is problem independent. However, the Dirichlet
(10b) and jump conditions (10c) get replaced with
κ =
∫
Γ
Φ(x, q)V (q) dqs + C(t), (25a)[
∂u
∂n
]
= −V, (25b)
where here, the fundamental solution for Laplace’s problem is used because
the MS problem solves Laplace’s equation away from the interface instead
of the modified Helmholtz equation. Notice in these new boundary condi-
tions that the integral density so happens to be the normal velocity exactly
and so there is no secondary velocity expression required. Furthermore, the
Neumann boundary conditions do not apply to this problem since the only
requirement is that the solution is bounded in the far-field. This bounded-
ness requirement is the reason for C(t) appearing in (25a) as otherwise the
solution will be logarithmic in the far-field (cf. [20],[41]). However, introduc-
ing this unknown, time dependent, constant also requires a closure condition
which is ( cf. [20]), ∫
Γ
V (q) dqs = 0. (26)
We note that this integral is over all of Γ and as such there is only a single
integral regardless of the disconnected components in Γ. The single layer
formulation is in contrast to an alternative formulation using double-layered
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potentials which introduces a nullspace for each disconnected component of Γ
(cf. [14]) introducing a rank deficiency to the problem. However, the double
layer potential formulation results in non-singular integrals (the logarithmic
derivative is similar to the K1 Bessel function) in contrast to those of the
single layer-potential. Equation (25a) admits a nullspace solution of V being
constant whenever Γ is the contour given by a single circle of radius 1 (cf.
[6, 20]). However, for any single circle of radius R, the MS problem has, as
the unique solution bounded at infinity, u = 1/R and therefore by (25b),
V is identically zero. Combining this with condition (26) prescribes that
the nullspace component must be zero as well. Recasting the layer potential
problem with C(t) and the far-field boundedness condition supplemented by
condition (26) effectively removes the nullspace generated by the single layer
potential with logarithmic far-field behaviour. We omit the details of the
specific numerical discretization of the MS model as it is analogous to the
general reaction diffusion models already discussed. If the curve Γ is a set
of concentric circles of radius R1 and R2 (R1 < R2) then the MS problem
admits an analytic solution
u(r) =

− 1
R1
, 0 ≤ r ≤ R1
− 1
R1
+
(
1
R1
+ 1
R2
)
log
(
r
R1
)
log
(
R2
R1
) , R1 ≤ r ≤ R2
1
R2
, r ≥ R2
(27)
with equations for the radii given by,
dR1
dt
= − 1
R1
(
1
R1
+ 1
R2
)
log
(
R2
R1
) ,
dR2
dt
= − 1
R2
(
1
R1
+ 1
R2
)
log
(
R2
R1
) .
Notice that
d
dt
(R21 +R
2
2) = 0
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and so R2 =
√
A2 +R21 where A
2 = R210 +R
2
20 is the sum of the initial values
for each radius. We can therefore write the problem for R1(t) as,
t = −1
2
∫ R1(t)
R10
x2
√
x2 + A2
x+
√
x2 + A2
log
(
x2 + A2
x2
)
dx. (28)
Figure 1 shows the analytic solution (27) as well as the numerical solution
from the integral equation technique for two times t = 0 and t = 0.2. The
outer radius is taken to be R2 = 2 while the inner radius is R1 = 1. The
lines represent the numeric solution while the circles represent the analytic
solution. Here we chose N = 100 points on each curve with a time step
of ∆t = 1 × 10−3. The figure shows an excellent agreement between the
numerical formulation and the analytic solution.
−2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
 
 
t = 0
t = 0.2
Figure 1: The solution to the Mullins-Sekerka problem for concentric circles with an outer
radius R2 = 2 and inner radius R1 = 1. The solid blue curve is the numeric solution at
t = 0 and the red dashed curve is the numeric solution at t = 0.2. The hollow circles are
the analytic solution as computed with (27) and (28)
To demonstrate the quantitative convergence of the analytic and numerical
solutions, we consider a series of simulations up to time T = 0.0469 for various
16
N and let ∆t = ∆σ2 = 1/N2. For an exact source term, standard global
truncation error analysis of the backward Euler method suggests that the
convergence should be O(∆t) but since we introduce spatial error, the same
analysis predicts that the error should be O(∆σ2 log ∆σ) +O(∆t). Since we
have taken ∆t = ∆σ2 then we should expect ∆σ2 log ∆σ convergence and
indeed this convergence rate is seen (Table 1). The machine used to perform
all simulations is a desktop Windows 7 workstation with an AMD Phenom
II X6 1100T 3.30GHz processor and timings exclude anything that can be
precomputed such as the scalar logarithmic integrals.
N xerr xrat Verr Vrat Lerr Lrat CPU Time (s)
8 2.90E-03 — 1.45E-01 — 1.61E-01 — 0.189
16 7.96E-04 3.64 3.42E-02 3.93 4.11E-02 3.93 0.520
32 2.12E-04 3.75 8.22E-03 3.96 1.04E-02 3.96 2.43
64 5.49E-05 3.87 2.01E-03 3.98 2.61E-03 3.98 21.4
128 1.40E-05 3.93 4.98E-04 3.99 6.53E-04 3.99 352
N xerr xrat Verr Vrat Lerr Lrat CPU Time (s)
8 5.38E-04 — 7.00E-02 — 3.16E-01 — 0.189
16 1.76E-04 3.05 1.66E-02 4.21 7.97E-02 3.96 0.520
32 5.10E-05 3.45 4.01E-03 4.14 2.00E-02 3.99 2.43
64 1.36E-05 3.74 9.86E-04 4.07 5.01E-03 3.99 21.4
128 3.52E-06 3.88 2.44E-04 4.04 1.25E-03 4.00 352
Table 1: The absolute global truncation error for solving the MS problem with concentric
circles R1 = 1, R2 = 2 solving to T = 0.0469. The top table is for r = R1 while the bottom
table is for r = R2 . We define xerr as the error in the x-component of the curve position.
The error in the y-component is the same and omitted. Verr and Lerr are the errors in the
normal velocity and curve length respectively. The rat suffix for each indicates the ratio
of successive errors to the previous one. We have chosen ∆t = ∆σ2 = 1/N2 and O(∆σ2)
convergence is observed as expected (the log ∆σ term is not numerically significant). The
CPU time is the time required to solve both curves.
We demonstrate some of the qualitative results of the MS problem such as
the growth of larger areas as the expense of smaller ones (Figure 2a) and the
tendency of non-circular curves to become circular (Figure 2b). For Figure
2a we also observe drifting of the circle centres which is in line with previous
studies (cf. [41]).
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(a) Evolution of non concentric circles with
MS. The first circle is centered at (−1, 0)
with radius R1 = 1 and the second circle is
centered at (6, 6) with radius R2 = 2. The
initial curve is in a blue solid line while the
final curve at time t = 1.5 (∆t = 1× 10−2)
is in a red dashed line. As time evolves,
an effect known as Ostwald ripening occurs
[35] which favours growth of larger objects
at the expense of shrinking small objects.
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(b) Evolution of an ellipse to MS with major
axis 3 and minor axis 1. The initial curve
is in a blue solid line while the final curve
at time t = 2 (∆t = 1 × 10−2) is in a red
dashed line. The curve becomes more circu-
lar as time evolves which is a consequence
of the area preserving and length shrinking
property of the MS model [41].
Figure 2: Demonstrating qualitative behaviour for the Mullins-Sekerka problem
We emphasize that our aim in comparing results is not to demonstrate the
superiority of our technique over the proposed method in [41]. However, we
indicate a few significant comparisons between our two methods. Firstly, the
formulation of solving (11) in [41] is based on looking at a tangent angle
and does an implicit-explicit (IMEX) splitting so that only stiff terms are
solved implicitly resulting in a diagonal Jacobian of the discretization of
the differential equation. However, ultimately they need to solve integral
equations to update the velocity which results in the same dense Jacobian
that we have implemented. Furthermore, by using an IMEX splitting, the
scheme in [41] requires a lower bound that the time step not be larger than
2.5×10−3. However, our method, being fully implicit, allows us to take larger
time steps (as in Figure 2).
6. GMS Model
We will now solve (1) subject to the reaction terms f(u, v) and g(u, v) from
the GMS model (2) where σˆ is an O(1) number in what is known as the
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weak saturation regime [23]. If we define b = U2q0 σˆ, and v˜ = U
q
0w then we
can write (3) as
wzz − w + w
2
1 + bw2
= 0, wz(0) = 0, lim|z|→∞
w = 0. (29)
The structure of this differential equation must admit an even and an odd
solution (cf. [18]) and since we expect w > 0 physically then we are specif-
ically looking for the even solution. It can be shown (cf. [23]) that an even
solution to this exists for 0 ≤ b < bc where bc ≈ 0.21138 is the critical sat-
uration threshold. Choosing the GMS model means that we can write (4d)
and (5) as
φm(σ
∗) = Uβ0
∫ ∞
−∞
wρ dz,
H = − q
U0
∫∞
0
(∫ w
0
x2
1+bx2
dx
)
dz∫∞
−∞w
2
z dz
,
where β = qρ − s. We can write H in a more convenient way by utilizing
(29). Specifically, if we multiply by wz, rewrite the expressions using the
product rule, and integrate over the spatial domain we get∫∞
0
∫ w
0
x2
1+bx2
dx dz∫∞
−∞w
2
z dz
=
1
4
(∫∞
−∞w
2 dz∫∞
−∞w
2
z dz
− 1
)
,
and so we can write
H = − q
4U0
(∫∞
−∞w
2 dz∫∞
−∞w
2
z dz
− 1
)
= − q
4U0
Hˆ,
which is advantageous because we have a fixed integrand regardless of expo-
nent set (2, q, ρ, s). In the current numerical configuration, the parameter b
is not being controlled but is defined based on U0 and the saturation σˆ. This
means that in the intermediate computational stages, it is possible for b > bc
to occur artificially, i.e. in the process of converging to the next time iterate.
As such, we consider the mapping of a variable c ∈ (−∞,∞) to b ∈ [0, bc)
via
b =
bc
2
(cos(c) + 1).
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This form is chosen so that there is a smooth transition from b = 0 to b = bc
without steep gradients such as what occurs for exponential functions. The
only potential numerical stability issues for this is a horizontal tangent at
b = 0. However, b = 0 is a solution if and only if σˆ = 0 and hence will only
occur if b = 0 initially. We supplement the addition of a new parameter by
enforcing the saturation condition
b− U2q0 σˆ = 0.
By specifically considering b (or c) as its own variable, we are taking advan-
tage of the U0 independent structure in (29) which means that homoclinic
orbits and properties can be precomputed on b ∈ [0, bc) regardless of U0 and
σˆ. Therefore the computational time for the GMS model as compared to the
unsaturated version is the same. When computing the Jacobian for Newton’s
method, both φ and H depend on the solution w directly and so we will need
to compute derivatives in c for the Jacobian. We will compute them as
dφm
dc
= (nˆ · nˆi)Uβ0
∫ ∞
−∞
rwρ−1wb dz
(
−bc
2
sin(c)
)
,
dH
dc
= − q
4U0
∫∞−∞ 2wwb dz∫∞
−∞w
2
z dz
−
∫∞
−∞w
2 dz
∫∞
−∞ 2wzwbz dz(∫∞
−∞w
2
z dz
)2
(−bc
2
sin(c)
)
,
using the chain rule for the c dependence so that we can exploit the relation-
ship between w and b in (29). These expressions require derivatives of w in
b and z and therefore we will compute them along with the solution to w.
That is we couple (29) with
wbzz − wb +
2wwb
(1 + bw2)2
− w
4
(1 + bw2)2
= 0, (30)
subject to wz(0) = wbz(0) = 0. This is obtained by differentiating (29) with
respect to b. We model the far-field exponential decay as a mixed boundary
condition wz(Lˆ) = −w(Lˆ) and wbz(Lˆ) = −wb(Lˆ) with Lˆ  1 chosen to
sufficiently represent infinity. We solve the coupled system (29) and (30)
using a standard boundary value solver [37]. Note that since w (and hence
wb) is an even solution we only need to solve on 0 < z < Lˆ. We plot some
representative solutions to w for different values of b in Figure 3.
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(d) b = 0.21132
Figure 3: Solutions to (29) and (30) for different values of b. Here we choose Lˆ = 20.
6.1. Results
Similar to the Mullins-Sekerka problem, we can find an analytic solution to
(4) with the GMS model if Γ is a circle of radius r0 on some domain 0 ≤ r ≤ R
and σˆ = 0 (b = 0). If we define the functions
J0(r) = I0
(
r√
D
)
,
J1(r) =
K1
(
R√
D
)
I1
(
R√
D
) I0( r√
D
)
+K0
(
r√
D
)
then we can write the solution as (cf. [29])
u(r) =
U0
J0(r0)J1(r0)
{
J0(r)J1(r0), 0 ≤ r ≤ r0
J0(r0)J1(r), r0 ≤ r ≤ R
(31a)
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with
Uβ−10 =
D
r0J0(r0)J1(r0)
∫∞
−∞w
ρ dx
. (31b)
Since b = 0 we can analytically solve (29) to get
w =
3
2
sech 2
(z
2
)
,
and so Hˆ = 4 and the velocity condition becomes
dr0
dt
= − 1
r0
− q
(J ′0(r0)
J0(r0) +
J ′1(r0)
J1(r0)
)
, (31c)
where prime indicates differentiation with respect to r. Figure 4 shows a
comparison with this analytic solution and the numerical scheme (23) and
(24) for exponent set (2, q, ρ, s) = (2, 1, 2, 0) and for parameters R = 1,
r0 = 1/2 and D = 1. Figure 5 shows the value of U0 computed numerically
and analytically using (31b) for t = 0 and t = 0.1.
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Figure 4: Circle evolution under the GMS model with σˆ = 0, R = 1, r0 = 1/2, D = 1,
exponent set (2, 1, 2, 0) and time step 1×10−3. The lines represent the numerical solution
(23) and (24) while the circles represent the analytic solution computed using (31). The
outer black line represents the boundary curve r = R = 1.
23
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.12
0.13
0.14
0.15
0.16
0.17
0.18
σ
U 0
 
 
Numeric
Analytic
(a) t = 0, exact value U0 = 0.1525
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(b) t = 0.119, exact value U0 = 0.2336
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(c) t = 0, exact value U0 = 0.0977
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(d) t = 0.119, exact value U0 = 0.1120
Figure 5: U0 values computed numerically (solid line) and analytically (dashed-line) using
(31b) for the GMS model with σˆ = 0 for the top figures and σˆ = 10 for the bottom figures.
The other parameters are R = 1, r0 = 1/2, D = 1, and exponent set (2, 1, 2, 0). When
σˆ 6= 0, a Newton’s method was used to solve for the analytic value.
When σˆ 6= 0 the equations (31) still hold for the radially symmetric solution
except now (31b) is a nonlinear equation since the homoclinic orbit w depends
on b which ultimately depends on U0. This means that U0 must be computed
using a root-finding algorithm but is still based off an analytic formulation.
The results for σˆ 6= 0 are presented in Figures 6 with the same parameter
regime as for Figure 4 but with the addition of saturation σˆ = 10. Figures 5c
and 5d shows the value of U0 computed numerically and using (31b). Notice
the effect of the saturation drastically alters the curve inhibitor U0 value and
that the values without saturation in Figure 5a-5b would lead to b > bc if
σˆ = 10.
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Figure 6: Circle evolution under the GMS model with σˆ = 10, R = 1, r0 = 1/2, D = 1,
exponent set (2, 1, 2, 0) and time step 1×10−3. The lines represent the numerical solution
while the circles represent the analytic solution computed using (31). The outer black line
represents the boundary curve r = R = 1.
As with the Mullins Sekerka model, we will quantify the global convergence
by considering simulations for multiple N up to T = 0.0469 for ∆t = ∆σ2.
In alignment with Table 1, the results for the global convergence to the GMS
problem for x, V and L are presented in Table 2. While omitted, U0, φ, and
φb also share the same convergence rate of O(∆σ2 log ∆σ) as predicted by
global error analysis.
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N xerr xrat Verr Vrat Lerr Lrat CPU Time (s)
8 3.66E-03 — 2.40E-01 — 4.53E-02 — 0.8
16 1.04E-03 3.51 6.45E-02 3.73 1.05E-02 4.31 3.1
32 2.58E-04 4.04 1.63E-02 3.97 2.64E-03 3.98 14.1
64 6.30E-05 4.10 4.06E-03 4.00 6.71E-04 3.94 125.5
128 1.45E-05 4.34 1.01E-03 4.01 1.75E-04 3.82 1572
Table 2: The absolute global truncation error for solving the GMS problem to time T =
0.0469 with R = 1, r0 = 1/2, D = 1, exponent set (2, 1, 2, 0) and saturation σˆ = 10. We
define xerr as the error in the x-component of the curve position. The error in the y-
component is the same and omitted. Verr and Lerr are the errors in the normal velocity
and curve length respectively. The rat suffix for each indicates the ratio of successive
errors to the previous one. We have chosen ∆t = ∆σ2 = 1/N2 and O(∆σ2) convergence
is observed as expected (the log ∆σ term is not numerically significant).
Since standard uniqueness results do not apply, there are also non-radially
symmetric solutions U0(θ) that exist to (31). We can find these with a Fourier
expansion of integer eigenmodes
u(r, θ) =
∞∑
n=−∞
Un(r) exp(inθ),
U0 =
∞∑
n=−∞
an exp(inθ),
Uβ0 =
∞∑
n=−∞
fn exp(inθ),
where we treat the Uβ0 term separately just for simplicity. Using this expan-
sion in (31) we get for each eigenmode n
1
r
d
dr
(
r
dUn
dr
)
− n
2Un
r2
− Un
D
= 0,
dUn
dr
∣∣∣∣
r=R
= 0,
Un(r0) = an,[
dUn
dr
]
r=r0
= − 1
D
fn
∫ ∞
−∞
wρ dx.
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This is the n > 0 analogue of the radially symmetric case and so if we define
the functions
Jn0(r) = In
(
r√
D
)
,
Jn1(r) = Kn
(
r√
D
)
−
 n√DR Kn
(
R√
D
)
−Kn+1
(
R√
D
)
n
√
D
R
In
(
R√
D
)
+ In+1
(
R√
D
)
 In( r√
D
)
then the solution can be written as
Un = r0fn
D
∫ ∞
−∞
wρ dx
{
Jn0(r)Jn1(r0), 0 ≤ r ≤ r0
Jn0(r0)Jn1(r), r0 ≤ r ≤ R
,
and using the Dirichlet value at r0 we have a condition to solve for U0,
an =
r0
D
∫ ∞
−∞
wρ dxJn0(r0)Jn1(r0)fn. (32)
Notice that for radial symmetry, an = fn = 0 for n 6= 0 and f0 = aβ0 leading
to the form for U0 in (31b). We can discretize (32) as
FU0 = diag(Y)FUβ0 (33)
where now U0 is an n−component vector, F is the discrete Fourier transform
and Y is a vector with entries,
Yn = r0
D
∫ ∞
−∞
wρ dxJn0(r0)Jn1(r0).
One non-radially symmetric solution can be seen in Figure 7 where the blue
solid curve represents the solution to the numeric problem (23) and (24) for
an initial guess U0 = cos(3σ) to the Newton solver while the red dashed
curve represents the equivalent analytic solution to (33). Note that this
analytic solution must also be computed numerically using Newton’s method
on (33). The constant solution persists for many initial choices of U0 and so
to find the solution we are looking for, we consider the numerical solution
in the blue curve as an initial choice and allow the Newton iterations to
proceed. Therefore, in practice, the analytic solution is more useful as a
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verification that computed solutions indeed solve the original problem and
are not numerical artifacts.
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Figure 7: Initial circle U0 formulation under the GMS model with R = 4, r0 = 2, D = 1,
and exponent set (2, 1, 2, 0). The blue solid curve is the computed U0 solution from the
numerical interface problem with an initial guess of cos(3σ) while the red dashed curve is
the analytic solution to (33) corresponding to the numerical solution.
Finally we demonstrate some examples for non-concentric, non-radially sym-
metric curves Γ. Figure 8 shows an angular dependent radius in a “flower-
pedal” pattern. Very quickly it can be seen that the dynamic tendency is
to circularize and then shrink. Figure 9 also has an angular perturbation in
the radius forming a lobe structure, but the dynamic effect is to become an
ellipse before shrinking. As the curve shrinks, the ratio of major and minor
axes of the ellipse tend to 1. It is interesting to note that typically this per-
turbation leads to splitting into two distinct structures (self replication) [23]
as opposed to the behaviour here.
28
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
 
 
t =0
t =0.02
t =0.04
t =0.07
Figure 8: Perturbation of a circle with perturbed radius r = 1/2 + 0.1 cos(6θ) using the
GMS model with R = 1, D = 1, exponent set (2, 1, 2, 0), and σˆ = 10. The boundary curve
at R = 1 has been omitted.
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Figure 9: Perturbation of a circle with perturbed radius r = 1/2 + 0.3 cos(2θ) using the
GMS model with R = 1, D = 1, exponent set (2, 1, 2, 0), and σˆ = 10. The boundary curve
at R = 1 has been omitted.
Next, we consider a non-concentric circle such as in Figure 10. Figure 10a
shows a non-concentric initial circle placed on the x-axis at [1, 0] with radius
r0 = 1/2 and σˆ = 10 while Figure 10b shows the same initial circle but
placed at the origin. The dynamics of the two model configurations look
very similar.
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(a) Circle with centre (−1, 0) and ra-
dius r0 = 1/2.
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(b) Circle with centre (0, 0) and ra-
dius r0 = 1/2.
Figure 10: Circle evolution using the GMS model with R = 4, D = 1, exponent set
(2, 1, 2, 0), and σˆ = 10.
However, in Figure 11a, we place a circle of radius r0 = 1/4 centred at
[−1, 2] with saturation σˆ = 10. The interesting phenomena here is that as
the curve grows, the circle becomes elliptical and the major axis rotates in the
counter-clockwise direction. When the saturation is set to zero (Figure 11b)
the curve remains a circle and furthermore actually shrinks instead of grows.
This demonstrates the effect the saturation can have on the qualitative curve
structure and may demonstrate the existence of solution bifurcation as a
function of saturation.
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(a) Circle with saturation σˆ = 10.
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(b) Circle without saturation σˆ = 0.
Figure 11: Non-concentric circle evolution with centre [−1, 2] and radius r0 = 1/4 using
the GMS model with R = 4, D = 1, and exponent set (2, 1, 2, 0). The boundary curve at
R = 4 has been omitted.
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Up to this point, all of the instability patterns have stabilized but as a final
demonstration we consider curve expansion, also known as curve buckling
(cf. [23], [13]). Consider taking a circular domain R = 10 where inside we
initialize a curve Γ as
Γ :{(r, θ)|r = 5 + 0.02 cos(2θ) + 0.3 cos(3θ)+
0.04 cos(6θ) + 0.08 cos(12θ), θ ∈ [0, 2pi]}. (34)
The evolution of this curve is in Figure 12 where indeed curve buckling hap-
pens. The most dominant mode in the curve given by (34) is cos(3θ) and
early evolution shows dominant growth in this mode. However, as the buck-
ling name suggests, other modes begin to destabilize the curve by the end
of the simulation. Boundary integral techniques do not depend on the ge-
ometry of the curve and the curve buckling mechanism demonstrates the
power of these techniques to complex curve structures. The threshold be-
tween curve stabilization and curve buckling is a generally open problem for
the GMS model with recent analysis in [28] suggesting that curves concentric
to the origin with a small radius cannot buckle due to the stabilizing effect
of curvature.
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Figure 12: Curve buckling in the GMS model with D = 1, σˆ = 5, and exponent set
(2, 1, 2, 0). The boundary curve is circular with R = 10 while the evolving curve is initially
parametrized by (34).
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7. Conclusions
We have presented a general numeric framework for solving reaction-diffusion
equations that, in a singular limit, are variations of the modified Helmholtz
problem (and Laplace’s equation for the Mullins-Sekerka problem). Solving
the time-dependent forced modified Helmholtz problem was recently studied
by [34] and [17] for prescribed boundary conditions in fixed domains. In
our work, the domain is not stationary as curves undergo motion and also
the underlying boundary condition terms are unknown functions based on
the specific reaction kinetics of the desired model. We designed a straight-
forward implementation that made very little assumption about the overall
curve structure or reaction kinetic mechanism to make it versatile and usable
to other problems in pattern formation. A key advantage of our scheme is
that everything time dependent is handled implicitly. Thus, time steps can
be taken appropriately as needed for the dynamics rather than be limited by
stability restrictions. This is appropriate for the highly nonlinear and stiff
dynamics of the example system we consider. Even for the relatively simple
Mullins-Sekerka problem, semi-implicit (IMEX) time stepping methods can
require time steps much smaller than the dynamics [41]. Another reason
we chose the framework we did was for its robustness in adaptability. Our
formulation is robust to new structures being included such as alternative or
additional velocity terms. In fact, the same scheme holds for any problem
with a logarithmic singularity in the kernel as was demonstrated in its use
for the Mullins-Sekerka and saturated Gierer-Meinhardt models which are
based on the Laplace and modified Helmholtz problems respectively. The
current implementation is of moderate accuracy. Our goal is to allow for
observations of general qualitative curve dynamic behaviour which do not
require sophisticated computational acceleration. However, we have appro-
priately separated regular and integrable singular terms so that the method
could be altered for different quadrature rules such as those in [16]. Higher
order spatial discretizations can be implemented at the cost of linear system
sparsity. Furthermore, higher order DAE time stepping methods could also
be implemented in a straightforward manner. We have used a direct solver
for robustness and for ease of implementation in this general framework. If
a specific application required a more efficient implementation, it may be
possible to develop a preconditioned Krylov subspace iterative solver for the
Newton iterations using a fast multipole method (FMM) (cf. [15]) to evalu-
ate multiplication by the dense blocks of the Jacobian matrix corresponding
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to the integral equations.
One of the significant factors inhibiting the dynamical systems community
studying solutions to problems of the form (1) is the limited insight away
from symmetrical structure. The results presented herein provide exactly
that insight and can enhance the analysis of pattern formation to broader
geometries and domains. Of particular interest is the threshold between sta-
bilizing arbitrary curves to circles (Figure 8) and destabilizing them through
curve buckling (Figure 12). Buckling patterns are often found in weak dif-
fusion limits of a stripe [23] and in energy minimizing space filling curves
[13] and as such have a wide interest of study. Figure 9 shows that the per-
turbation of a circle under a small amplitude cos(2θ) mode transforms into
an ellipse. This perturbation could describe the transition between the exis-
tence of circular and elliptical solutions. Figure 11 shows how saturation can
qualitatively impact the curve structure and in this case, causes the curve to
lose its circular nature in favour of a rotated ellipse.
Finally, it is worth mentioning the significance of the saturation parame-
ter σˆ in the GMS model. The numerical framework presented here finds the
dynamics of solutions to the GMS model without perturbation. Therefore,
there is no presumption made about the stability of such solutions to lin-
ear analysis and there is no prejudice between solutions that are stable and
unstable. However, for the exponent sets (3, q, 3, s), it has been shown in
[29] analytically that radially symmetric solutions to the Gierer-Meinhardt
model without saturation always exhibits a bandwidth of modes leading to
an azimuthal instability that leads to curve dissociation and recently in [28],
it was shown the same conclusions hold for other exponent sets. This in-
stability is on an O(1) timescale which is faster than the dynamic timescale
of O(−2) and therefore, this breakup instability will occur before any curve
dynamics take place. Thus, from a a practical viewpoint, the σˆ = 0 solutions
computed using this framework are somewhat moot. However, it has been
shown for a stripe (cf. [23]) that adding saturation can completely stabi-
lize these breakup patterns hence the motivation for considering the generic
σˆ 6= 0 in the GMS model.
34
Acknowledgements
The authors would like to thank Michael Ward for valuable discussions re-
garding asymptotics and pattern formation problems. They would also like
to thank Mary Catherine Kropinski and Bryan Quaife for valuable discus-
sions regarding singular integration. IM was supported by a Vanier Canada
Graduate scholarship during the completion of this work. BW is supported
by an NSERC grant.
[1] M. Abramowitz, I. A. Stegun, et al. Handbook of Mathematical Func-
tions, volume 1. Dover New York, 1972.
[2] S. M. Allen and J. W. Cahn. Ground State Structures in Ordered Binary
Alloys with Second Neighbor Interactions. Acta Metallurgica, 20(3):423–
433, 1972.
[3] B. K. Alpert. Hybrid Gauss-Trapezoidal Quadrature Rules. SIAM Jour-
nal on Scientific Computing, 20(5):1551–1584, 1999.
[4] U. M. Ascher and L. R. Petzold. Computer Methods for Ordinary Differ-
ential Equations and Differential-Algebraic Equations, volume 61. Siam,
1998.
[5] K. E. Atkinson. An Introduction to Numerical Analysis. John Wiley &
Sons, 1989.
[6] P. Bassanini and A. R. Elcrat. Theory and Applications of Partial Dif-
ferential Equations, volume 46. Springer Science & Business Media,
2013.
[7] P.-L. Buono and R. Eftimie. Analysis of Hopf/Hopf Bifurcations in Non-
local Hyperbolic Models of Self Organised Aggregations. Mathematical
Models and Methods in Applied Sciences, 24(02):327–357, 2014.
[8] W. Chen. Localized Patterns in the Gray-Scott Model. PhD thesis,
University of British Columbia, 2009.
[9] W. Chen and M. Ward. The Stability and Dynamics of Localized Spot
Patterns in the Two-Dimensional Gray-Scott Model. SIAM Journal on
Applied Dynamical Systems, 10(2):582–666, 2011.
35
[10] A. Doelman and H. van der Ploeg. Homoclinic Stripe Patterns. SIAM
Journal on Applied Dynamical Systems, 1(1):65–104, 2002.
[11] G. B. Folland. Introduction to Partial Differential Equations. Princeton
University Press, 1995.
[12] A. Garfinkel, Y. Tintut, D. Petrasek, K. Bostro¨m, and L. L. De-
mer. Pattern Formation by Vascular Mesenchymal Cells. Proceedings
of the national academy of sciences of the United States of America,
101(25):9247–9250, 2004.
[13] K. B. Glasner and A. E. Lindsay. The Stability and Evolution of Curved
Domains Arising from One-Dimensional Localized Patterns. SIAM
Journal on Applied Dynamical Systems, 12(2):650–673, 2013.
[14] A. Greenbaum, L. Greengard, and G. McFadden. Laplace’s Equation
and the Dirichlet-Neumann Map in Multiply Connected Domains. Jour-
nal of Computational Physics, 105(2):267–278, 1993.
[15] L. Greengard and V. Rokhlin. A Fast Algorithm for Particle Simula-
tions. Journal of computational physics, 73(2):325–348, 1987.
[16] S. Hao, A. Barnett, P.-G. Martinsson, and P. Young. High-Order Ac-
curate Methods for Nystro¨m Discretization of Integral Equations on
Smooth Curves in the Plane. Advances in Computational Mathematics,
40(1):245–272, 2014.
[17] J. Helsing and A. Holst. Variants of an Explicit Kernel-Split Panel-
Based Nystro¨m Discretization Scheme for Helmholtz Boundary Value
Problems. Advances in Computational Mathematics, pages 1–18, 2014.
[18] E. Ince. Ordinary Differential Equations, 1956. Dover, New York, 1962.
[19] D. Iron and M. J. Ward. The Dynamics of Multispike Solutions to the
One-Dimensional Gierer–Meinhardt Model. SIAM Journal on Applied
Mathematics, 62(6):1924–1951, 2002.
[20] M. A. Jaswon and G. T. Symm. Integral Equation Methods in Potential
Theory and Elastostatics, volume 132. Oxford Univ Press, 1977.
36
[21] S. Kapur and V. Rokhlin. High-Order Corrected Trapezoidal Quadra-
ture Rules for Singular Functions. SIAM Journal on Numerical Analysis,
34(4):1331–1356, 1997.
[22] O. D. Kellogg et al. Foundations of Potential Theory. New York., 1929.
[23] T. Kolokolnikov, W. Sun, M. Ward, and J. Wei. The Stability of a
Stripe for the Gierer-Meinhardt Model and the Effect of Saturation.
SIAM Journal of Applied Dynamical Systems, 5(2):313–363, 2006.
[24] T. Kolokolnikov, M. Ward, and J. Wei. Zigzag and Breakup Instabilities
of Stripes and Rings in the Two-Dimensional Gray-Scott Model. Studies
in Applied Mathematics, 16(1):35–95, 2006.
[25] T. Kolokolnikov, M. Ward, and J. Wei. The Stability of Steady-State
Hot-Spot Patterns for a Reaction-Diffusion Model of Urban Crime. Dis-
crete and Continuous Dynamical Systems - Series B, 19(5):1373–1410,
2014.
[26] T. Kolokolnikov, J. Wei, and W. Yang. On Large Ring Solutions for
Gierer–Meinhardt System in R3. Journal of Differential Equations,
255(7):1408–1436, 2013.
[27] H. Meinhardt. The Algorithmic Beauty of Sea Shells. Springer, 2003.
[28] I. Moyles. Hybrid Asymptotic-Numerical Analysis of Pattern Formation
Problems. PhD thesis, University of British Columbia [In Preparation].
[29] I. Moyles, W. H. Tse, and M. Ward. Explicitly Solvable Nonlocal
Eigenvalue Problems and the Stability of Localized Stripes in Reaction-
Diffusion Systems. Studies in Applied Mathematics, page 31, 2014. Sub-
mitted.
[30] W. W. Mullins and R. F. Sekerka. Morphological Stability of a Par-
ticle Growing by Diffusion or Heat Flow. Journal of applied physics,
34(2):323–329, 1963.
[31] K. Painter, P. Maini, and H. Othmer. Complex Spatial Patterns in a
Hybrid Chemotaxis Reaction-Diffusion Model. J. Math. Biol, 41(4):285–
314, 2000.
37
[32] Z. Pan and B. Wetton. A Numerical Method for Coupled Surface and
Grain Boundary Motion. European Journal of Applied Mathematics,
19(03):311–327, 2008.
[33] R. L. Pego. Front Migration in the Nonlinear Cahn-Hilliard Equation.
Proceedings of the Royal Society of London. A. Mathematical and Phys-
ical Sciences, 422(1863):261–278, 1989.
[34] B. D. Quaife. Fast Integral Equation Methods for the Modified Helmholtz
Equation. PhD thesis, Simon Fraser University, 2011.
[35] L. Ratke and P. W. Voorhees. Growth and Coarsening: Ostwald Ripen-
ing in Material Processing. Springer, 2002.
[36] X. Ren and J. Wei. Oval Shaped Droplet Solutions in the Saturation
Process of Some Pattern Formation Problems. SIAM Journal on Applied
Mathematics, 70(4):1120–1138, 2009.
[37] The MathWorks Inc. MATLAB. Natick, Massachusetts, 2011.
[38] A. M. Turing. The Chemical Basis of Morphogenesis. Philosophical
Transactions of the Royal Society of London. Series B, Biological Sci-
ences, 237(641):37–72, 1952.
[39] M. J. Ward and J. Wei. Hopf Bifurcations and Oscillatory Instabilities
of Spike Solutions for the One-Dimensional Gierer-Meinhardt Model.
Journal of Nonlinear Science, 13(2):209–264, 2003.
[40] J. Wei and M. Winter. Mathematical Aspects of Pattern Formation in
Biological Systems. Springer-Verlag.
[41] J. Zhu, X. Chen, and T. Y. Hou. An Efficient Boundary Integral Method
for the Mullins–Sekerka Problem. Journal of Computational Physics,
127(2):246–267, 1996.
38
