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Abstract
In this thesis we show results of Quantum Monte Carlo simulations for fluid 3He in
the ground state. We studied 3He in a quasi two dimensional environment [1] and we
designed a new class of trial wave functions for strongly correlated fermions [2].
3He is a typical example of Fermi liquid, and is the focus of several theoretical and
experimental studies; since two dimensional 3He in the ground state is believed to be
a homogeneous liquid up to freezing, two dimensional 3He is the ideal system to study
the effects of correlation in a wide density range. In this thesis we have worked in two
regimes: we studied the behaviour of low density 3He adsorbed on substrates and we
designed a new class of trial wave function to be used in the strongly correlated, high
density systems.
While great focus has been devoted to study the strongly correlated regime at high
density, some important questions about the low density behaviour of this system still
have to be addressed. Recent experimental data were interpreted as the evidence of
the formation of self bound puddles of liquid 3He adsorbed on graphite [38, 39]; it
was also argued that the the appearance of this liquid phase does not depend on the
substrate, but is an intrinsic property of two dimensional 3He. This is in stark contrast
with theoretical studies, that exclude the presence of a self bound liquid.
We performed Quantum Monte Carlo simulations, using the Variational Monte
Carlo and the Fixed Node - Diffusion Monte Carlo methods, to investigate the presence
of a low density liquid phase in two dimensional 3He and in 3He adsorbed on alkali,
magnesium and graphite substrates. Our results exclude the formation of a self bound
liquid in the strictly two dimensional environment, while in the presence of substrates
the situation changes; on weakly attractive substrates the formation of a liquid phase
is indeed possible, while on stronger substrates, that are closer approximations of the
two dimensional system, we can’t observe any liquid. We find out however that the
corrugation a the substrate helps the stabilization of a liquid phase, and can lead to
phase coexistence of different fluid phases even on a substrate as strong as graphite.
When performing Quantum Monte Carlo simulations it is crucial to have good trial
wave functions. Designing good wave functions on the other hand is a hard task, espe-
cially when we study Fermi liquids at high density. Including backflow transformations
has proven to significantly increase the quality of trial wave functions for Fermi liquids,
especially at high density, but some results still show a poor quantitative agreement
with experimental data for example for the spin polarization of 3He [18].
We introduce a new class of trial wave functions for strongly correlate Fermi sys-
tems. These wave functions are based on iterated backflow transformations and on the
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introduction of correlations between backflow coordinates. While exact results are usu-
ally not available in Quantum Monte Carlo simulations of Fermi system our iterative
backflow procedure allows to define a set of increasingly accurate wave functions that
can be used to obtain both a strict upper bound and a strict lower bound to the exact
ground state energy, and have an estimate of the exact energy. While the inclusion of
iterative backflow transformations leads to slower computations the overall computa-
tional cost of the simulations scales as the cube of the size of the simulated system;
this is the same size scaling of wave function with just one backflow transformation
that are routinely employed.
We used these wave functions to study two dimensional 3He at freezing. We could
obtain variational energy estimates that are significantly lower than the ones available
in literature; moreover the upper and lower bound we could obtain for 3He allowed us
to give an estimate for the ground state energy that is in good agreement with exact
data obtained with the Transient Estimate technique.
Having seen the good results that can be obtained using these wave functions we
used them to simulate another system, three dimensional 4He; we studied this system in
different conditions, at negative pressure, at equilibrium and at freezing; in all cases we
could obtain variational energies that are lower than the ones obtained using Shadow
Wave Functions, and the upper and lower bounds for the energy are consistent with
exact Diffusion Monte Carlo data. The good results we obtained in the study of a Bose
system suggest that the iterative backflow transformations could find applications that
can go well beyond the simulations of strongly correlated fermions.
Contents
Introduction 1
1 Two dimensional 3He 3
1.1 Theoretical description . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Experimental results: helium on substrates . . . . . . . . . . . . . . . . 8
2 Quantum Monte Carlo simulations 21
2.1 Monte Carlo techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Variational Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.1 Correlated sampling . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2 Linear optimization procedure . . . . . . . . . . . . . . . . . . . 27
2.3 Projector Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4 Diffusion Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.5 The fixed node approximation . . . . . . . . . . . . . . . . . . . . . . . 32
2.6 Trial wave functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.7 Local energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.8 Finite size corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3 3He on substrates 39
3.1 Two dimensional helium . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 He on alkali and Mg . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 He on graphite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3.1 First layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3.2 Second layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4 Iterative BF procedure for quantum fluids 69
4.1 Backflow coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2 Iterative backflow procedure . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3 Derivatives of the wave functions . . . . . . . . . . . . . . . . . . . . . 73
4.4 Zero-variance energy extrapolations . . . . . . . . . . . . . . . . . . . . 78
4.5 Two dimensional 3He at freezing . . . . . . . . . . . . . . . . . . . . . . 80
4.6 Three dimensional 4He . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Conclusions 102
iii
iv CONTENTS
Introduction
Helium systems provide one the most typical example of quantum fluids. Helium in fact
does not solidify in the ground state without the presence of a large external pressure.
This is due to the fact that helium atoms have a very weak polarizability and a very
small mass. This means on one hand that they are only weakly interacting and on the
other have a large kinetic energy even in the ground state. Both these effects hinder
solidification. The delocalization of the atoms in a quantum fluid leads to a very large
importance of indistinguishability and the strong repulsion at short distances leads to
strong correlations in the high density regime [4].
In this thesis we focus on the study of fluid 3He, performed with Quantum Monte
Carlo simulations. Our work can be divided in two parts: the study of low density
3He in a (quasi) two dimensional environment and the design, implementation and
first applications of a new class of trial wave functions for strongly correlated Fermi
systems.
The general consensus is that in two dimensions 3He in the ground state is a ho-
mogeneous gas at all densities, but there is no conclusive evidence of this behaviour;
recent experimental data [38, 39] suggest the formation of a self bound liquid in 3He
adsorbed on a graphite substrate, in a temperature range between 4 and 80 mK. This
result is especially interesting, as theoretical computations exclude the presence of a
liquid phase for two dimensional 3He [22, 13].
We note however that most of the theoretical computations used to describe this
system focus on an idealized, strictly two dimensional system. Here we consider a more
realistic quasi two dimensional environment, in which the interaction of helium atoms
with a substrate, the corrugation of the substrate or the presence of multiple helium
layers are explicitly taken into account.
In our computations we use Quantum Monte Carlo simulations. Quantum Monte
Carlo simulations are a class of stochastic computation techniques designed to deal with
problem in quantum mechanics. They are extremely versatile, and are used to obtain
remarkably accurate results for a wide range of problems. While these techniques are
powerful they do have some limitations. Fermi systems for instance are particularly
difficult to study with these methods. Projector Monte Carlo techniques in fact can in
principle be used to exactly compute physical quantities at the ground state for any
quantum system, but in practice they can be used only when dealing with Bose systems
in the ground state. When dealing with Fermi systems instead one has to resort to
variational estimates, the reason being the sign problem.
The results obtained with ground state Quantum Monte Carlo simulations heavily
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depend on the quality of the trial wave functions that are used to describe the physical
system under analysis. Part of our work was to design a new class of wave functions
to deal with strongly correlated Fermi fluids. The idea at the basis of these new
wave functions is that backflow transformations, routinely used in simulations of Fermi
systems, can be iterated; wave functions including more iterations give a more accurate
description of interparticle correlations and more accurate nodal surfaces that greatly
improves the accuracy of Quantum Monte Carlo results.
In the first chapter of this thesis we shall review previous results on (quasi) two
dimensional 3He; we will discuss both theoretical models and numerical computations,
as well as the main experimental results involving 3He adsorbed on substrates. We will
focus in particular on recent heat capacity measurements that suggest the presence of
self bound liquid 3He adsorbed on graphite.
In the second chapter we review the Quantum Monte Carlo techniques we used
in our simulations: Variational Monte Carlo and Diffusion Monte Carlo. The sign
problem is also discussed, along with the Fixed Node approximation.
In the third chapter we show results of simulations of quasi two dimensional 3He;
we start by determining the low density equation of state for a strictly two dimensional
system and then we include a substrate. At first we introduce weakly interacting
substrates, i.e. alkali metals and magnesium, then we use graphite. When simulating
graphite we shall discuss the role of the corrugation of the substrate on the properties of
the adsorbed helium; we also study the behaviour of the second layer of 3He adsorbed
on a graphite structure.
In the fourth chapter we introduce a new class of trial wave functions, based on
the iterative application of the backflow transformations that already routinely used
in the simulations of Fermi systems. We shall define our wave function, estimate their
computational cost and show how they can be used to estimate the ground state energy
of a Fermi system. We then use them to simulate two physical systems: two dimensional
3He at freezing density and three dimensional 4He at different densities; the bosonic
simulations were performed even if exact results are already available for Bose systems
to evaluate the quality of our new wave functions, and to assess the accuracy of the
extrapolations of exact ground state energies.
We finally present some final remarks and an outlook for future studies.
2
Chapter 1
Two dimensional 3He
Before addressing the main topics of this thesis it is important to review some existent
results on two dimensional 3He. We discuss some theoretical model used to describe
fluid 3He, such as the Landau Fermi liquid theory, and present numerical results. We
also present experimental data on 3He adsorbed on substrates, focusing on the low
density behaviour.
1.1 Theoretical description
Providing a theoretical prediction of physical properties of 3He is not an easy task; the
strong correlations that are present at high densities are in fact extremely difficult to
take into account [3]. The most successful phenomenological model used to describe
Fermi liquids and to interpret experimental data is the Landau Fermi liquid theory.
The crudest approximation one can make when studying a fluid, especially at very
low density, is to treat it like an ideal gas, so that analytical computations can be
performed. This of course give poor results in a strongly interacting system like 3He
but observing experimental data one can observe that the qualitative behaviour of
physical system is not that different from the predictions of the ideal Fermi gas model;
for example the specific heat is linear in temperature at low temperatures, even if the
slope is different from the one predicted by the theory. The disagreement between
theory and experiment grows larger as the density of the system increases.
A better description of fluid 3He is given by the Landau Fermi liquid theory [5]. The
basis of the Landau theory is that it is possible to build a one on one correspondence
between the states of an ideal and an interacting Fermi system. Let us consider a
non interacting system; the ground state is the Fermi sphere, and each state can be
uniquely determined by stating the occupation number of each single particle state.
This is possible because low energy excitations can be written in term of creations of
particles and holes. Now we imagine to switch on interactions. If we adiabatically turn
on the interaction we obtain in the end the states of the fully interacting system. The
point is that each non interacting state corresponds to a single fully interacting state,
and the ordering of the states is not affected, as the states have the same symmetry.
The main consequence of this correspondence is that the states of the interacting system
3
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Figure 1.1: Heat capacity of the second layer of 3He adsorbed on graphite [33]. Dis-
crepancies between experimental data and the behaviour of the ideal Fermi gas are
evident. Each data set refers to a different coverage. The numbers refer to the total
coverages, expressed in atoms/A˚2
.
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can be described using the occupation numbers of single particle states of an ideal gas
of quasiparticles; we can thus compute thermodynamic quantities for an interacting
system using the theory of the non interacting Fermi gas. The only thing that really
changes is that in all the quantities there is some renormalization that is described by
the introduction of the phenomenological Landau parameters, as the effective mass m∗
and the F−parameters. For example using the Landau theory the specific heat and
the spin susceptibility in two dimensions are
CV =
m∗
m
C
(0)
V =
pim∗Ak2B
3~2
T (1.1)
and
χ =
1
1 + FA0
m∗
m
χ0 =
A
pi~2
m∗
1 + FA0
(1.2)
where the superscript (0) refers to the properties of a non interacting system, m∗ is the
effective mass, T is the temperature, A is the area of the sample and FA0 is one of the
Landau parameters. The main problem of Landau theory is that it is phenomenological,
in the sense that all the Landau parameters have to determined experimentally.
During the years lattice models, based on the Hubbard model [6], were also used
to give a description of 3He [7], especially to explain magnetic anomalies. We mention
for example the paramagnon model [8] or the quasi-localized model [9].
Several Quantum Monte Carlo computations were performed to study two dimen-
sional 3He, using both the Variational Monte Carlo technique [10] and the Diffusion
Monte Carlo technique [11] with the Fixed Node approximation [12]. The equation of
state in two dimensions for 3He, 4He and a hypothetical mass 3 boson was determined
with Variational and Diffusion Monte Carlo [13], and from these equations of state we
can note strong differences in the behaviour of the different helium species. In two
dimensions 4He forms a self bound liquid [14] while 3He does not; it is interesting to
look at the equation of state of the mass 3 boson: this hypothetical particle forms a
bound liquid in spite of its very light mass; it is then evident that the real source of
the different behaviour of the two helium isotopic species is not the difference in mass
but their different particle symmetry. We show the computed equations of states in
figure 1.2. The possibility of the formation of a self bound liquid was also studied via
variational simulations of puddles of helium [14]; Variational Monte Carlo simulations
of system of different sizes in a circular box with hard walls were performed, both for
4He and for 3He, introducing a form factor to model the size and shape of the pud-
dles. These computations predict the formation of puddles for bosonic systems (that
are very weakly bound in the case of mass 3 boson) while the existence of puddles for
fermionic 3He is excluded.
When comparing numerical results with experiment for two dimensional system one
should take care: in fact it is of course impossible to realize in laboratory a strictly
two dimensional environment, and experiments are performed adsorbing helium atoms
on a suitable substrate (for example graphite). Experimental measures of properties of
helium liquid films in general seem largely independent of the substrate, so comparisons
between experiments and models in two dimensions are routinely made [21].
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Figure 1.2: Left panel: equation of state obtained with Diffusion-Fixed Node Quantum
Monte Carlo simulations for two dimensional 3He. Right panel: comparison between
Monte Carlo energies of 3He (solid line) and mass three bosonic helium (circles); the
squares are the sum of the boson energy and the Fermi gas kinetic energy [13], that
gives a crude estimate of the fermionic equation of state (Wu-Feenberg expansion) [15].
Even if effective mass and susceptibility enhancement seem substrate independent
[41] the presence of a substrate can affect other properties of the adsorbed 3He; for
example the freezing density [33] or the magnetic properties of the solid phase [35]
seem to depend on the substrate. In the case of the formation of a puddles of liquid
at low density [38, 39] we can argue that the zero point motion along the z direction
of the helium atoms, the change of the effective interaction between helium, and the
presence of the corrugation could help the stabilization of a liquid phase[24].
A theoretical work focused on helium on a graphite substrate was made by Novaco
and Campbell in 1975 [22]; in their computations the variational principle was used
to determine the equation of state of a quasi two dimensional helium system in the
presence of a graphite substrate. It was found that the effect of the substrate is very
weak and helium behaves mostly as in a strictly two dimensional system: 4He forms a
weakly self bound liquid, while 3He doesn’t. We show the equation of state in figure
1.3.
Another variational computation was made by Miller and Nosanow [23] using the
quantum theory of corresponding states, again in a strictly two dimensional effective
environment. It is predicted here that in Fermi system a liquid-gas coexistence is
possible, but due to the approximations introduced the results of these computations
are not conclusive.
The behaviour of a strictly two dimensional 3He system and a three dimensional
system of 3He atoms adsorbed on a graphite substrate was compared by Brami, Joly
and Lhuillier using Variational Monte Carlo simulations [24]; very significant differences
between the two systems were found, most remarkably it was found out that in presence
of a substrate 3He forms a self bound liquid. It should be noted however that the results
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Figure 1.3: Left: Variational equation of state 3He, both fermionic and bosonic and 4He
adsorbed on graphite from [22]. We can see the different behaviour of the three systems:
the equation of state for 4He displays a large minimum, indicating the presence of a
self bound liquid. Bosonic 3He displays a weakly bound liquid phase while in the case
of fermionic 3He the equation of state is monotonically increasing, meaning that the
system is always a homogeneous gas. Right: Variational Monte Carlo equation of state
for 3He from [24]; the points refer to a strictly two dimensional system, the crosses to
a system adsorbed on graphite; the dashed line is a spline interpolation of these data
to guide the eye; the solid line is the equation of state for 2D helium from [22].
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of the energy estimates for the quasi two dimensional system could not be reproduced
[14, 25].
The evaluation of the energy as a function of the spin polarization is another com-
plicated issue, at least at high density. In strongly correlated fluids the dependence of
the energy on the polarization is in general very weak, and the fixed node approxima-
tion used in the vast majority of fermionic Quantum Monte Carlo simulations can give
a significant bias to the energy, especially at high density [16, 17, 18, 19]. An exact
technique, the Transient Estimate technique [19], can be used to obtain exact results
for the energy as a function of the polarization, and to estimate the spin susceptibility
of two dimensional 3He [20]. While this technique is computationally very demanding
the obtained results were much more accurate than the fixed node results; fixed node
simulations performed with standard wave functions in fact may not even reproduce the
Pauli paramagnetism of liquid helium, instead predicting a spin polarized ground state
at high density [20]. In order to obtain more accurate results better wave functions
have to be employed [18].
1.2 Experimental results: helium on substrates
A large literature exists on experimental studies on helium systems adsorbed on sub-
strates; mostly the experiments consist in measurements of thermal capacity and spin
susceptibility, from which it is possible to evaluate the effective mass and the Landau
parameters.
In this section we are going to review experimental data on quasi two dimensional
helium adsorbed on graphite substrates; firstly we are going to discuss the properties of
a graphite substrate and then we review experimental data. In this part we are going
to follow the review by Godfrin and Lauter [26] and references therein. We conclude
with the discussion of recent experiments dealing with the observation of a self bound
liquid phase for 3He adsorbed on graphite.
A large number of experiments has been performed adsorbing helium atoms on
substrates made of Grafoil, i.e. exfoliated graphite. The interaction between helium
atoms and the carbon substrate is a rapidly varying potential, strongly repulsive at
short distance, when there is overlap between the electrons in the substrate and the
ones in the helium atom, then displays a minimum and finally smoothly increases at
large distances. An important feature of the graphite substrate is the corrugation: the
interaction depends not only on the distance between substrate and atom, but also on
the atomic position along the surface. The potential minimum for 3He on graphite has
a magnitude of about −200 K, while the corrugation, that has the same periodicity of
the graphite substrate, has an amplitude of about 40 K. We emphasize that corrugation
is a feature that is usually neglected in theoretical computations.
Since 3He has a small mass, even in the ground state there is a substantial kinetic
energy; this is also due to the strong localization inposed by the substrate along the
z axis, according to the Heisenberg uncertainty principle. The binding energy is thus
significantly smaller than the depth of the potential well, and is estimated to be about
136 K; the mean distance between the substrate and the 3He is 〈z〉 = 2.88 A˚. We note
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Figure 1.4: Density profile of helium atoms adsorbed on a strong substrate (such as
graphite) for n = 0.12 to 0.39 atoms/A˚2, as computed in [32].
that since 4He atoms have a larger mass but the same interaction with the substrate,
the adsorption energy in this case is larger, and the mean distance smaller, and so 4He
is viable as a preplating for experiments with 3He films. The excited states of a 3He
atom in the graphite adsorption potential are well separated from the ground state,
the energy gap between the first excited state and the ground state being of the order
of 60 K.
The corrugation of the potential is not enough to localize a single atom in the
plane; a helium atom can thus be approximately considered as a free particle in two
dimensions. The presence of the corrugated substrate leads to an increase of the
effective mass of helium atoms of about 3% [28]; we refer to this effective mass as the
band mass mB, to distinguish it from the effective mass m
∗ used in the Landau Fermi
liquid theory.
The interaction between helium atoms is characterized by a strong short range
repulsion and a weakly attractive long range tail, with a very shallow minimum; it can
be modelled with a Lennard-Jones 6-12 potential, or with more sophisticated potentials
such as the Aziz potentials [29, 30] or the SAPT2 potential [31]. The helium-helium
interaction is significantly weaker than the interaction with the substrate; having a
strong substrate has the effect of preventing the formation of three dimensional clusters
and in general hinders the formation of self bound liquids.
We now discuss the low temperature phase diagram of 3He on graphite, looking
at the features of the system at progressively higher helium densities; the effect of
the substrate and thus the quasi two dimensionality of the system is important only
for the first two helium layers. Further layers in fact are much less defined, having a
much larger overlap (as can be seen in figure 1.4, and in these cases a two dimensional
description is not appropriate.
10 CHAPTER 1. TWO DIMENSIONAL 3HE
Figure 1.5: Heat capacity of the first layer of 3He adsorbed on graphite, as a function
of the temperature and for different coverages. For fluid films at low temperature the
linear dependence predicted by Landau’s Fermi liquid theory begins to be seen around
0.1 K; around 0.2 K a typical plateau can be observed. The commensurate phase
displays a very low heat capacity.
The phase diagram is inferred by specific heat measurements [33]; in the fluid phase
the specific heat is characterized by a linear dependence on T , while in solid phases
there is a phonon contribution and a spin contribution. Anomalies in specific heat
are explained with the presence of defects, especially at very low density, or phase
transitions.
At extremely low densities (less than 0.002 A˚−2) helium atoms are mostly localized;
the specific heat is solid-like, and the atoms are thought to form patches at substrate
defects; the contribution of these atoms to thermal or magnetic properties of the sample
has to be subtracted to the total specific heat of magnetization to obtain the properties
of the solid and the liquid.
Increasing the density a homogeneous fluid phase is observed. We show in figure
1.5 the specific heat as a function of the temperature for the fluid phase.
At high temperatures, larger than 1 K, the specific heat is constant and has a
value of NkB, as a classical fluid; at lower temperatures quantum effects lead to a
plateau in the heat capacity that is close to that observed in bulk helium [34]. At low
temperatures (T < 0.1K) quantum degeneracy effects are observed, and the specific
1.2. EXPERIMENTAL RESULTS: HELIUM ON SUBSTRATES 11
heat is linear in T , as predicted by Landau Fermi liquid theory. From the slope of the
specific heat the effective mass m∗ can be estimated as a function of the areal density
ρ. The Fermi liquid nature of low temperature 3He is confirmed by spin susceptibility
measurements, that confirm the predictions of Landau theory and allow estimates of
not only the effective mass but also the Landau parameter F a0 . This is not a trivial
result, as the applicability of Landau theory for a strongly interacting system is not
obvious. Both the paramagnon [8] and the quasi localized [9] models are in rather good
agreement with measures of effective mass and Landau parameter F a0 .
The behaviour of fluid 3He isn’t however completely clear: the consensus is that
the fluid is homogeneous down to zero temperature, but recent measurements suggest
the existence of a self bound liquid at very low density [36, 37, 38, 39]. A transition to
a phase with puddles of self bound liquid may be compatible with an anomaly in the
specific heat present at very low temperatures (about 3 mK); we note however that this
anomaly may be explained also by other phenomena, such as a superfluid transition or
the freezing of localized spins.
At the density of about ρ = 0.043 A˚−2 a fluid-commensurate solid phase coexistence
begins. This solid phase is very stable, and its formation is due to the fact that even if
the graphite potential is not strong enough to localize the atoms at low densities, the
increased pressure in two dimensions is enough to induce the formation of a lattice.
As correlations are especially important near solidification, this transition can be seen
as a Mott correlation-induced transition [40]. The first solid phase that is found is a
commensurate solid phase, with a triangular lattice with one helium atom every three
sites of the graphite lattice. This registered ”1/3” phase is quite commonly found in
gases adsorbed on graphite.
At higher coverages in the phase diagram appears a complex region, in which several
stable commensurate phases exist. This is made possible by the strong corrugation of
the graphite substrate and the formation of domain walls.
At coverages higher than 0.078 A˚−2 helium atoms form a triangular incommensurate
lattice; the decoupling from the graphite comes from the increase in zero point energy
as the density increases, that strongly reduces the effects of correlations. Here two
main contribution to the specific heat can be measured: at temperature larger that
a few mK we can see a contribution proportional to T 2/Θ2D, due to phonons; at very
low temperatures instead the dominating contribution is due to the ordering of nuclear
spins. This contribution is proportional to T−2. This two features can be seen very
clearly in a log-log plot as the one in figure 1.6.
At densities of the order of 0.108 A˚−2 we can observe promotion of atom to a second
layer. The first layer provide a smooth, weakly attractive substrate, to the atoms in
the second layer, with a binding energy of about 25 K. The second layer at high
temperatures displays a quantum non degenerate Fermi fluid behaviour, like bulk 3He.
Again in specific heat measurements a plateau can be observed at temperatures around
0.1 K. At lower temperatures, about up to 50 mK, the degenerate character becomes
evident, and a heat capacity which is linear in the temperature can be observed, as
predicted by Landau theory. Here an excess specific heat is observed. This term is
independent on the coverage, and it may be due to spin fluctuations. In general we
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Figure 1.6: Log-log plot of the heat capacity of an incommensurate solid monolayer
3He adsorbed on Grafoil; below 30 mK the heat capacity is dominated by nuclear spins,
above by phonons [33]
can say that the properties of the fluid phase do not depend much on the substrate:
magnetic properties, effective mass and Landau parameters do not change much if we
consider the first monolayer, the second monolayer or a monolayer adsorbed on a 4He
preplating, or even with a HD preplating [41, 42]. The magnetic susceptibility is always
well described by a modified Fermi gas expression. The similarity of experimental
measurements obtained in different environments can be observed in figure 1.7.
The fluid phase in the second layer is thought to be homogeneous, but again it is
not possible to completely exclude the formation of a self bound liquid at low density.
Further increase in density has the effect of solidifying the second layer.
The first solid phase is thought to be triangular and commensurate, even if there
is no direct proof for this assumption. This assumption is anyway reasonable as for
its density is very low, and at this density no incommensurate phase exists in the first
layer, not even for the heavier 4He.
In the second layer effects due to graphite corrugation are strongly suppressed by
the first helium layer; the commensuration of the solid file in the second layer here is
intended with respect to the first solid 3He layer.
Increasing the density of the second layer leads once again to the coexistence of
several commensurate phases, and eventually to the formation of a solid which is in-
commensurate with respect to the first solid layer.
We show in figure 1.8 phase diagrams for the first two layers of a 3He film on a
graphite substrate [33]. The phase separations are obtained from specific heat data,
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Figure 1.7: Effective Fermi temperature and susceptibility enhancement as functions
of the liquid areal density of 3He adsorbed on graphite [41], obtained with NMR mea-
surements.
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Figure 1.8: Phase diagrams for the first and second layers of 3He adsorbed on graphite.
The label F , R, and S refer to fluid, registered solid and incommensurate solid respec-
tively. Roman numerals refer to coexistence regions. Data points refer to locations of
heat capacity peaks [33].
and the similarity between the two leads to the assumption that the phase inside these
boundaries are equivalent. We have to note however that in the first layer the registered
phase is commensurate with the graphite, while the registered phase in the second layer
is commensurate with the first layer: the lower melting temperature here reflects the
much smaller corrugation of the substrate.
Further coverage increase leads to the formation of more layers, that display very
large overlap and no sign of solidification; the overlap between these layers is much
larger than the one between the first two, so that the definition of layers is in this case
somewhat blurred; here we are not going to discuss the properties of these thick 3He
films. For further information we refer to the experimental work by Greywall [33], or
the review by Godfrin and Lauter [26].
We emphasize that the behaviour of the low density fluid is not clear: the general
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consensus in the past was that the 3He films is a homogeneous fluid in the ground state,
but some experimental results suggest the presence of puddles of a self bound liquid.
The formation of these puddles was firstly suggested by Gasparini [36, 37]. Measuring
the heat capacity of a mixture of 4He and 3He at very low 3He densities he observed
the linear dependence on T predicted by Landau theory
C =
k2Bpi
3~2
m∗AT = γT (1.3)
where kB is Boltzmann constant, m
∗ is the effective mass and A is the area available
to the fluid. The slope of the specific heat as a function of the temperature should
be constant for homogeneous fluids, as A is fixed and the effective mass at very low
densities is mostly constant; instead the measured slope is much smaller than expected.
He argued that this reduction can be explained by a phase separation, in which we have
a condensed phase, with the formation of puddles and a very diluted homogeneous
phase. The condensation has the effect of lowering the surface available to the fluid,
effectively decreasing the slope of the heat capacity. This effect was eventually shown
to be due to the substrate, and it is not a property of the 3He film [43].
Chan et al. studied the superfluidity of 4He in presence of a 3He film [44]; it is
observed that the presence of the fermionic isotope suppresses the superfluidity of 4He.
This suppression is thought to be due to the condensation of 3He in a 2D liquid, as
in proximity of puddles of liquid 3He in fact 4He forms halos of normal liquid. As
the density of 3He increases the superfluidity suppression gets weaker; it is suggested
that 4He atoms are released by the condensation of the Fermi gas in patches of self
bound liquid, as such a condensation would reduce the contact between the two isotopic
species. It is also noted that the density at which this patches appear is independent
on the 4He density.
More recently Sato et al. [38] made heat capacity measurements for 3He adsorbed
on graphite preplated with 4He; the density of the 3He atoms is higher than the den-
sity of the commensurate 4/7 phase (6.8 nm−2). For densities up to 8.1 nm−2 the
commensurate phase is stable, and adding more atoms leads to promotion to a new
layer. The promoted atoms seem to form a self bound Fermi liquid with a density of
0.1 nm−2. The evidence for the formation of this liquid comes from the observation
that the values of the slope of the specific heat as a function of the temperature γ is
smaller than the value expected for an ideal Fermi gas spread over all the surface of the
sample. Moreover γ increases linearly with the density until the value of the ideal fluid
is reached. It was concluded that the reduction of γ is due to the fact that puddles of
a self bound liquid form; the formation of puddles leads to a decrease of the area A
available to the homogeneous fluid, thus leading to a reduction of γ. Further increases
in density lead to a behaviour that is in line with the prediction of the Landau Fermi
liquid theory for an homogeneous fluid.
Further measurements were performed by Fukuyama et al. [39]; they measured the
heat capacity of different monolayer systems: the first, second and third layers of 3He
adsorbed on graphite; the measurement on the first layer were made to determine the
effect of the substrate defects on the measured quantities; using a preplating of 4He
reduced the substrate effects in the other measurements. Remarkably the formation
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Figure 1.9: Phase diagram for a 3He-4He adsorbed on H2[44]; on the upper panel the
dotted surface separates the superfluid phase (below) and the insulating phase (above);
the non monotonic behaviour of the separation curve on the bottom panel (magnified
in the inset) may be the signature of condensation of 3He.
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of puddles was observed in all the three systems, suggesting that this effect is not due
to the substrate, and it is argued that the homogeneous quantum gas phase is not the
ground state of 3He even in a strictly two dimensional environment, in contradiction
with theoretical computations [13, 22].
In particular in the first monolayer the heat capacity can be written as a sum of
three contributions
C(T, ρ) = γT − αT 2 + βCamor(T ); (1.4)
the linear an quadratic terms are characteristic of a degenerate two dimensional Fermi
liquid with spin fluctuations, while the last term is associated to inhomogeneities of
the system for example due to defects. Increasing the density at first the contribution
due to inhomogeneities is dominant, and the parameter β increases linearly in ρ until it
saturates. Then the value of γ starts to grow linearly, until a kink is reached at ρ = 1.4
nm−2, where γ ≃ γ0, the slope of the heat capacity of an ideal two dimensional Fermi
gas (figure 1.10, top). The explanation suggested for this behaviour is the formation
of puddles of degenerate Fermi liquid, with an almost constant density ρl = 0.8 nm
−2.
In heat capacities of the second and third layers the term due to defects disappears;
the 4He preplating has effectively eliminated all the contributions due to the graphite
substrate. In the second layer the behaviour of the linear term of the heat capacity is
the same as in the first level: at low density γ grows linearly, then there is a kink where
the usual behaviour of a homogeneous Fermi liquid begins (figure 1.10, bottom). The
density of the puddles in the second layer is about 0.6 nm−2, and the value of γ at the
kink is about the same as in the first monolayer. In the third layer the slope of the
heat capacity has several kinks. There are two low density regions in which γ grows
linearly with ρ, and then two regions in which it grows as in a homogeneous fluid. This
behaviour is attributed to structural changes in the second layer, due to compression
or to the formation of a commensurate/incommensurate solid (figure 1.11, top). In the
third layer the density of the puddles is of the order of 0.9 nm−2.
The differences in the environment of the three layers along with the similar densities
of the puddles suggest that the condensation does not depend on substrate effects, and
it is argued that it should not even depend on the quasi two dimensionality of the
system, in stark contrast with theoretical computations [13, 14, 22]. Finally a low
density phase diagram is suggested (figure 1.11, bottom), with a region (in white, with
the inset) in which puddles form surrounded by a region in which the system is a
homogeneous fluid.
In conclusion we can say that 3He films have a very rich phase diagram, in which
the first two layers start as Fermi liquid and then solidify, at first in commensurate
and incommensurate phases; increasing the density cause the promotion of helium
atoms in new layer, that eventually never solidify. The effect of the substrates becomes
significantly less important as the number of layers increases, and after the first two
layers the layers become more and more overlapping. By varying the temperature we
can observe a strongly correlated degenerate Fermi liquid, that behaves according to
Landau Fermi liquid theory, and then a non degenerate quantum gas, whose behaviour
is similar to bulk 3He.
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Figure 1.10: Above: Heat capacity of the first layer of 3He adsorbed on Grafoil (a),
density dependence of the amorphous term β (b) and density dependence of the slope
of the term linear γ (c) in equation 1.4. Densities are expressed in nm−2. Below: Heat
capacity of the second layer of 3He adsorbed on Grafoil preplated with 4He (a) and
density dependence of the γ (b) [39].
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Figure 1.11: Above: γ parameter of the heat capacity of the third layer of 3He adsorbed
on Grafoil preplated with 4He (a) and schematic cross sectional views of the first (b),
second (b) and third (c) layer puddles of helium; the yellow dots are 3He atoms, the
blue ones are the 4He preplating. Only the top three graphite layers are shown. Below:
Low density phase diagram of monolayer 3He on graphite. The thick solid lines are the
transition lines, the dash-dotted line is estimated. The inset is a schematic top view of
the separated liquid puddles [39]. The arrows refer to the densities at which the heat
capacity measurements were performed for the second layer.
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The low temperature behaviour of two dimensional 3He at very low density isn’t
clear: while simulations and theoretical works in general do not seem to support the
existence of a self bound liquid recent measurements suggest that a such a phase is
indeed present. It is very well possible that some element is missing in simulations; we
aim to clarify this situation, at least for infinite systems in absence of defects, trying
to give a description as realistic as possible of this system.
Chapter 2
Quantum Monte Carlo simulations
Strong interactions and large number of degrees of freedom essentially forbid analytical
computations in comndensed matter physics. In order to be able to study physical sys-
tems one has to resort on numerical computations. Quantum Monte Carlo simulations
are one of these techniques.
Quantum Monte Carlo (QMC) methods are a number of stochastic algorithms that
are used to solve a wide array of quantum many body problems. The main feature of
all these methods is that they are all stochastic, i.e. are based on random numbers.
QMC simulations allow to obtain remarkably accurate result for a large quantity of
physical systems of interest, sometimes even allowing to obtain the exact evaluation of
physical quantities.
In this chapter we describe the theoretical background of Quantum Monte Carlo
simulations for systems in the ground state, focusing on the techniques that we used in
this thesis (Variational and Diffusion Monte Carlo) and their application to the study
of quantum fluids. We also introduce the trial wave function we used and technical
information about the computation of the local energy and finite size corrections.
2.1 Monte Carlo techniques
The term Monte Carlo in general refers to numerical techniques that are used to com-
pute integrals using random numbers. The advantage of these techniques is that they
can be used to compute integrals in a large number dimensions, where other numerical
techniques (such as quadrature methods) fail. This makes Monte Carlo computations
especially useful in the field of statistical and condensed matter physics, as they al-
low to evaluate statistical averages or expectation values of quantum operators. We
now briefly introduce Monte Carlo techniques; for a more in depth discussion a large
literature is available (see for example [45]).
To introduce Monte Carlo simulation we start with an example; let us assume that
we want to compute the quantity
F =
1
b− a
∫ b
a
dxf(x), (2.1)
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where f(x) is some generic function. Using the integral mean value theorem we have
F =
1
b− a
∫ b
a
dxf(x) = 〈f〉 (2.2)
where 〈f〉 is the average value of the function f(x) over the interval [a, b]; we can see
here that we have reduced the problem of the computation an integral of a function
to the evaluation of the average value in the interval [a, b] of the function itself. This
average can be estimated by randomly selecting N points x1, . . . , xN in the interval
[a, b] and taking the average value of f(xi)
〈f〉 ≃ 1
N
N∑
i=1
f(xi). (2.3)
Since we are using random numbers we are introducing a statistical error in the estimate
F = 〈f〉 ± ε; (2.4)
if we use N independently chosen xi points the error on the estimate of F is
ε =
√
σ2f
N
(2.5)
where σ2f is the variance
σ2f = 〈f 2〉 − 〈f〉2. (2.6)
This simple procedure can be straightforwardly generalized to deal with integration
in multiple dimension: the only change that has to be introduced is that in the evalu-
ation of the function f(x) the whole vector xi, the configuration, has to be randomly
generated.
We note that while in 2.2 for simplicity’s sake the configurations are uniformly
distributed, i.e. the probability of every configuration is equal, Monte Carlo techniques
can be used to perform averages with any given probability density
∫ b
a
dxf(x)ρ(x) =
1
N
N∑
i=1
f(xi) (2.7)
where xi are distributed according to the normalized distribution ρ(x); this is crucial,
as it allows to use Monte Carlo integration using any probability distribution, such
as the Boltzmann distribution for a classical system or the modulus square of a wave
function in quantum mechanics, to compute thermal averages or quantum mechanical
expectation values. All is needed is a way to generate a random walk of configurations
that allows to obtain the desired distribution ρ(x).
Such random walk can be generated using a Markov chain
x1 → x2 → x3 → · · · → xn → xn+1 → . . . (2.8)
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Using a Markov chain each configuration depends only on the immediately previous
configuration. Using suitable moves one can generate a new random configuration
starting from a existing one, obtaining a random walk in configuration space. It is
possible to define moves so that any given probability distribution ρ can be reached. A
way to obtain the required probability distribution is by enforcing the detailed balance
condition
P (x→ x′)ρ(x) = P (x′ → x)ρ(x′), (2.9)
where P (x→ x′) is the probability to move to the configuration x′ starting from x. If
the detailed balance condition holds after some equilibration moves the Markov chain
will be stationary and the generated configurations will be distributed according to
ρ(x).
The problem now is to define moves in such a way that the detailed balance con-
dition holds. While different schemes can be employed, the most widely used is a very
simple algorithm: the Metropolis-Hastings algorithm.
According to the Metropolis algorithm [46, 47] starting from an initial configuration
we can enforce the detailed balance principle introducing the possibility of rejecting the
moves; in particular according to the Metropolis-Hastings algorithm if the probability
of accepting a move x→ x′ is
A(x→ x′) = min
(
1,
M(x′ → x)ρ(x′)
M(x→ x′)ρ(x)
)
; (2.10)
where M(x→ x′) is the probability of attempting a a move from to the configuration
x′ starting from x; with this definition the probability of actually moving from the
configuration x to x′ is given by the product
P (x→ x′) =M(x→ x′)A(x→ x′), (2.11)
that satisfies the detailed balance condition 2.9. Since such detailed balance condition
holds if we use this algorithm and the system is ergodic after a number of moves
(the equilibration) we eventually generate configurations distributed according to the
stationary distribution ρ(x).
Using the generalized Metropolis algorithm the configurations that are generated
are not uncorrelated; using 2.5 would lead to an underestimation of the statistical error.
In order to give a correct evaluation of the errors we can use data blocking.
Data blocking consists in dividing a simulation of N steps in M blocks with n =
M/N steps each. For each block we can define a block average
fm =
1
n
∑
i∈m
f(xi) for m = 1, . . . ,M ; (2.12)
using data blocking the mean value of f is given by
〈f〉 = 1
M
∑
m
fm (2.13)
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while the variance is
σ2f =
1
M
∑
m
(fm − 〈f〉)2. (2.14)
If the data blocks are large enough the block averages can be considered independent
random variables; if this is the case 2.5 can be used to safely estimate the statistical
error using the variance 2.14. To estimate the minimum size for the block averages to
be independent it is useful to compute the correlation time of the configurations. In
order to estimate the correlation time we can compute the time correlation function
for the quantity f
C(t) = 〈f(x0)f(xt)〉 − 〈f(x0)〉〈f(xt)〉; (2.15)
at equilibrium the correlation functions exponentially decays as C(t) ∝ e−t/τ , where τ
is the correlation time. If the block size is much larger than the correlation time τ we
can consider our data block independent.
Summing up Monte Carlo computations consist in the evaluation of integrals even in
a large number of dimensions using the stochastic evolution of a starting configuration;
this evolution is obtained generating new configurations using suitable moves. This
procedure is iterated for a large number of times, called Monte Carlo steps. If thethe
system is ergodic and the detailed balance principle holds after some equilibration steps
the generated configurations will be distributed according to a desired distribution ρ(x).
This configurations can be used to compute quantities with an accuracy that increases
as the number of steps increase. The statistical error on the estimate can be estimated
with the data blocking, and decreases as 1/
√
N , N being the number of blocks.
Quantum Monte Carlo techniques are a class of Monte Carlo techniques specifically
designed to study quantum systems. Several Quantum Monte Carlo techniques exist,
to deal with quantum systems in the ground state and or to evaluate thermal averages.
In the rest of this chapter we are going to discuss in detail the methods that we used in
our computations, Variational Monte Carlo and Diffusion Monte Carlo. Both methods
are designed to study quantum systems in the ground state.
2.2 Variational Monte Carlo
The simplest Quantum Monte Carlo technique is Variational Monte Carlo (VMC) [10].
This technique, is based on the variational principle.
For any trial wave function ΨT (R) it is possible to evaluate the energy or any other
physical quantity using Monte Carlo simulations. The expectation value of an operator
A can be written as
〈A〉 =〈ΨT |A|ΨT 〉〈ΨT |ΨT 〉 =
∫
dRΨT (R)AΨT (R)∫
dRΨ2T (R)
=
∫
dRΨ2T (R)
AΨT (R)
ΨT (R)∫
dRΨ2T (R)
=
=
∫
dRΨ2T (R)ALOC(R)∫
dRΨ2T (R)
(2.16)
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so that we can estimate the expectation value of an operator as the average value of
the local estimator ALOC =
AΨ(R)
Ψ(R)
over the probability distribution
ρ(R) =
Ψ2T (R)∫
dRΨ2T (R)
; (2.17)
here we made for simplicity the assumption that the trial wave function is real; in the
case it is complex the complex conjugate and the square modulus of the trial wave
function have to be used. An especially important estimator is the local energy
ELOC(R) =
HΨT (R)
ΨT (R)
(2.18)
whose average over the distribution ρ(R) is the energy of the system.
Integrations like 2.16 can be performed using Monte Carlo simulations. In this
case a configuration is given by the the vector R = {ri} containing the positions of
all the atoms in the system, while a Monte Carlo move consists in moving each atom
by a random displacement sampled from a Gaussian distribution with mean value 0
and variance ∆r; the probability of accepting a move according to the generalized
Metropolis algorithm is
A(R→ R′) = min
(
1,
|Ψ2T (R′)|
|Ψ2T (R)|
)
. (2.19)
Using these simulation we can estimate the ground state properties of a quantum
system, thanks to the variational principle. The variational principle in quantum me-
chanics states that the in a quantum state the energy of any trial state is larger or
equal to the exact ground state energy
〈Ψ|H|Ψ〉
〈Ψ|Ψ〉 ≥ EGS, (2.20)
and states with low energy can be used to approximate the exact ground state. In Vari-
ational Monte Carlo we define a trial wave function that depends on a set of variational
parameters; we optimize this wave function changing the parameters, minimizing the
energy; the optimal wave function will be an approximation of the exact ground state,
that can finally be used to compute the physical quantities of interest. The accuracy
of this approximation depends on the functional form of the trial wave function Ψ(R),
that has to take into account the symmetries of the studied system.
When performing the optimization we can also take advantage of the zero variance
principle: the variance of the local energy on an energy eigenstate is strictly zero. It is
often useful to take advantage of this minimizing the energy variance along with the
energy [75, 48].
The energy minimization can be performed with several numerical techniques. In
principle the simplest method is changing by hand the variational parameters in the
wave function and then evaluate the energy of the new wave function in a new Monte
Carlo simulation, until a minimum is found. This method is of course extremely in-
efficient, and much more efficient and accurate techniques were designed. We now
describe two optimization schemes that we used in our computations, and that allow
to optimize a wave function performing just one Variational Monte Carlo simulation.
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2.2.1 Correlated sampling
Correlated sampling [49] is a technique that allows to minimize a trial wave function
performing only a small number of Variational Monte Carlo simulation. Given a trial
wave function depending on the set of variational parameters a in a variational simu-
lation we can obtain an estimate for the local energy generating M configurations Ri
and computing the quantity
〈E〉a = 1
M
M∑
i=1
HΨ(Ri, a)
Ψ(Ri, a)
, (2.21)
where we used the notation 〈 〉a to emphasize the fact that the average is performed
using a wave function with the set of variational parameters a. On the other end if we
use a slightly different set of parameters a′ we have
〈E〉a′ =
∫
dRΨ2(R, a′)HΨ(R,a
′)
Ψ(R,a′)∫
dRΨ2(R, a′)
; (2.22)
if we multiply and divide by Ψ2(R, a) we obtain
〈E〉a′ =
∫
dRΨ2(R, a)Ψ
2(R,a′)
Ψ2(R,a)
HΨ(R,a′)
Ψ(R,a′)∫
dRΨ2(R, a)Ψ
2(R,a′)
Ψ2(R,a)
(2.23)
if we define the weights wi(a, a
′) = Ψ
2(Ri,a′)
Ψ2(Ri,a)
we can estimate 2.23 as
〈E〉a′ =
∑M
i=1wi(a, a
′)HΨ(Ri,a)
Ψ(Ri,a)∑
i wi(a, a
′)
; (2.24)
this means that we can evaluate the expectation value of the energy for the wave
function with the new parameters reweighting the configurations generated with the old
wave function. We can thus perform a Variational simulation with a set of parameters
saving several configuration, and then using these configurations to evaluate the energy
of wave functions with different variational parameters. We can then numerically
optimize the parameters without having to perform a large number of Variational
Monte Carlo simulations. During this optimization we minimize the quantity
Q = E + ασ2 (2.25)
where α is a tunable parameter and σ2 is the variance of the energy, to take into
account the zero variance principle. Changing the value of α has the effect of shifting
the weights that mean value and variance of the energy have in the minimization.
Correlated sampling gives reliable results only if there are enough uncorrelated
configuration and if all the weights have the same order of magnitude; if some weights
are significantly larger than the average probably the overlap between Ψ(R, a) and
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Ψ(R, a′) is too small for the procedure to be successful. If the parameters change too
much the effective number of points defined as
Neff =
M∑
i=1
wi(a, a
′) (2.26)
becomes much smaller than the number of the initial configurations and the estimates
are not reliable any more: in this case it is necessary to perform a new Variational
simulation with the new optimal parameters to generate new configurations.
2.2.2 Linear optimization procedure
Another way to optimize the wave function is the linear optimization procedure [50,
51, 52, 53]. Using this method the variation to existing variational parameters is
evaluated diagonalizing a non symmetric estimator of the Hamiltonian matrix in the
space spanned by the wave function and its derivative with respect to the variational
parameters, taking advantage of the zero variance principle.
We begin the discussion of this procedure with a few definitions. Given a trial
wave function |Ψ(a)〉, where the components of the vector a are the N variational
parameters, we define normalized wave functions as
|Ψ(a)〉 = |Ψ(a)〉√〈Ψ(a)|Ψ(a)〉 ; (2.27)
given a starting parameter set a0 we define
|Ψ0〉 = |Ψ(a0)〉 = |Ψ0〉 (2.28)
then we have the derivative of the wave function with respect to the variational pa-
rameters, evaluated in {a0i }
|Ψi〉 =
(
∂
∂ai
|Ψ(a)〉
)
a=a0
; (2.29)
we also need the matrix Sij with i, j = 0, . . . , N
Sij = 〈Ψi|Ψj〉 (2.30)
i.e. the overlap matrix for the wave function and its derivative with respect to the
variational parameters.
Finally we have
|Ψi〉 = |Ψi〉 − S0i|Ψ0〉, (2.31)
the derivatives of the trial wave functions projected on the space orthogonal to |Ψ〉.
Let us consider an initial parameter set a0; we can expand a normalized wave
function around this set
|Ψlin(a)〉 = |Ψ0〉+
N∑
i=1
δai|Ψi〉; (2.32)
28 CHAPTER 2. QUANTUM MONTE CARLO SIMULATIONS
we want to evaluate E0, the minimum energy for these wave functions
E0 = min
a
E(a) = min
a
〈Ψlin(a)|H|Ψlin(a)〉
〈Ψlin(a)|Ψlin(a)〉
. (2.33)
This minimization has to be performed with the constraint of the normalization of the
wave function, leading to the stationary condition for Lagrange function
∇a
[〈Ψlin(a)|H|Ψlin(a)〉 − E0〈Ψlin(a)|Ψlin(a)〉] = 0 (2.34)
where E0 acts as a Lagrange multiplier. This equation leads to a generalized eigenvalue
problem
H · δa = E0S · δa (2.35)
where for i, j = 0, . . . , N
H ij = 〈Ψi|H|Ψj〉 (2.36)
and
Sij = 〈Ψi|Ψj〉 (2.37)
(we note that from 2.28 and 2.31 we have S00 = 1 and Si0 = S0i = 0). The linear
method then consists in solving the equation 2.35 for the lowest energy eigenvalue:
the associated eigenvector will contain the optimal variations to apply to the initial
variational parameters.
The overlap and Hamiltonian matrices can be evaluated during a Variational Monte
Carlo simulation using suitable estimators. For the overlap matrix by definition we have
S00 = 1 (2.38)
and
Si0 = S0i = 0; (2.39)
moreover
Sij =
〈
Ψi(R)
Ψ(R)
Ψj(R)
Ψ(R)
〉
−
〈
Ψi(R)
Ψ(R)
〉〈
Ψj(R)
Ψ(R)
〉
. (2.40)
Then using the usual definition of local energy
ELOC(R) =
HΨ(R)
Ψ(R)
(2.41)
and defining
EiLOC =
HΨi(R)
Ψ0(R)
− Ψi(R)
Ψ0(R)
ELOC(R) (2.42)
for the Hamiltonian matrix we have
H00 = 〈ELOC(R)〉 (2.43)
then for i, j > 0
H i0 =
〈
Ψi(R)
Ψ(R)
ELOC(R)
〉
−
〈
Ψi(R)
Ψ(R)
〉
〈ELOC(R)〉 (2.44)
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H0j =
〈
Ψj(R)
Ψ(R)
ELOC(R)
〉
−
〈
Ψj(R)
Ψ(R)
〉
〈ELOC(R)〉 − 〈EjLOC(R)〉 (2.45)
and finally
H ij =
[〈
Ψi(R)
Ψ(R)
Ψj(R)
Ψ(R)
ELOC
〉
−
〈
Ψi(R)
Ψ(R)
〉〈
Ψj(R)
Ψ(R)
ELOC
〉
+
−
〈
Ψj(R)
Ψ(R)
〉〈
Ψi(R)
Ψ(R)
ELOC
〉
+
〈
Ψi(R)
Ψ(R)
〉〈
Ψj(R)
Ψ(R)
〉
〈ELOC〉
]
+
+
[〈
Ψi(R)
Ψ(R)
EjLOC
〉
−
〈
Ψi(R)
Ψ(R)
〉〈
EjLOC(R)
〉]
.
(2.46)
We do not use the Hermiticity of the Hamiltonian to symmetrize H as it was shown by
Nightingale and Melik-Alaverdian [51] that using this non symmetric form leads to a
stronger reduction of the variance of the local energy. Even if nonsymmetric matrices
can have complex eigenvalue in practice if we have a wave function with good overlap
with the exact ground state the lowest energy eigenvalues will be real [50]. We also
note that the lowest eigenvalue of H is an estimate of the energy of the wave function
with the new parameters.
When using this method we introduce a stabilization, i.e. we add a positive constant
α to the diagonal element of H ii with i > 0
H ij → H ij + δij(1− δ0i)α; (2.47)
in order to use the optimal value of α we perform three minimizations with different
αs, we interpolate the lowest eigenvalue of each H with a parabola and then we take
the α corresponding to the minimum of the parabola. Proceeding in this manner we
have the quickest descent towards the minimum.
When using this procedure we perform a Variational Monte Carlo simulation, and
then we diagonalize the Hamiltonian matrix to obtain the optimal parameters; then we
repeat this procedure with the new trial wave function; in a few iterations we reach a
stable solution which is a good approximation for the exact ground state. We note that
even if the computation of all the matrix elements can be quite demanding when we
have a lot of variational parameters this procedure can be more efficient than correlated
sampling.
2.3 Projector Monte Carlo
Variational Monte Carlo is the simplest Quantum Monte Carlo technique, and it allows
to obtain results that are approximate for virtually any non trivial system. On the
other hand during the years new more complex methods were devised, methods that
in principle allow exact estimates for the ground state properties of quantum systems.
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These are the projection techniques, based on the imaginary time evolution of a trial
wave function. The core idea of projection techniques is that we can rewrite the
Schro¨dinger equation in imaginary time using the transformation τ = it
~
i
dΨ
dt
(R, t) = (H − ET )Ψ(R, t) → −dΨ
dτ
(R, τ) = (H −ET )Ψ(R, τ) (2.48)
where we set λ = ~
2
2m
and introduced the energy shift ET for reason that will be
explained below. With the initial condition Ψ(R, τ = 0) = ΨT (R) the general solution
for equation 2.48 is of the form
Ψ(R, τ) = e−(H−ET )τΨT (R); (2.49)
this solution can then be decomposed on an energy eigenstates basis {Φi} as
Ψ(R, τ) =
∑
i
cie
−(Ei−ET )τΦi(R); (2.50)
where H|Φi〉 = Ei|Φi〉 and ci = 〈Φi|Ψ0〉. We can see that all the energy eigenstates
components exponentially decay as the imaginary time increases. We can adjust the
energy shift ET to make the exponential term exp(−(E0 −ET )τ) constant, so that for
long imaginary times only the ground state contribution survives.
Ψ(R, τ) =
∑
i
cie
−(Ei−ET )τΦi(R) ≃ c0e−(E0−ET )τΦ0(R). (2.51)
We can thus define a trial wave function, evolve it for a long enough imaginary time and
then we obtain the exact ground state, that can be sampled to compute exact ground
state quantities. One just has to be careful not to choose a trial wave function that
is orthogonal to the exact ground state. The difference between the several projection
techniques (Green’s function Monte Carlo [54, 55], Path Integral Ground State Monte
Carlo [56, 57, 58] and Diffusion Monte Carlo [11, 60, 61, 63]) is in how the imaginary
time evolution is treated.
2.4 Diffusion Monte Carlo
Diffusion Monte Carlo (DMC) [59, 11, 60, 61, 63] is based on the observation that
equation 2.48 is essentially a diffusion equation with a branching term. Equation 2.48
can be written as
∂Ψ(R, τ)
∂τ
= λ∆Ψ(R, τ)− (V (R)−ET )Ψ(R, τ). (2.52)
If we neglect the potential and the energy shift in 2.52 we obtain
∂Ψ(R, τ)
∂τ
= λ∆Ψ(R, τ) (2.53)
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which is a diffusion equation, whose Green’s function for this equation is
G(R′,R, δτ) =
1
(4piλτ)dN/2
e−
(R′−R)2
4λδτ (2.54)
We can see that there is a correspondence between the wave function Ψ(R, τ) and a
population of Brownian particles; this means that we can represent the evolution of the
wave function Ψ(R, τ) with the a population of random walkers that diffuse according
to the propagator 2.54. Now let us consider the full Hamiltonian. In general we do not
know the Green’s function for a generic Hamiltonian, and we have to introduce some
approximation. We can for example use the Trotter-Suzuki formula to factorize the
Green’s function
G(R′,R, δτ) = 〈R′|eHδτ |R〉 ≃ 1
(4piλτ)dN/2
e−
(R′−R)2
4λδτ e−δτ(V (R)−ET ); (2.55)
the factor exp(−δτ(V (R)−ET )) introduces a time dependent renormalization (reweight-
ing) for the Green’s function. This reweighting can be included in the diffusive process
by assigning a statistical weight to each random walker or using a branching algorithm,
that allows to duplicate or kill the random walkers depending on the reweighting fac-
tor. The latter approach is more efficient [59]. The propagator 2.55 is accurate only
for short time steps; in order to sample the wave functions we iteratively apply the
short time propagator, each diffusing the random walkers and applying the branch-
ing. This realization of the Diffusion Monte Carlo has a problem: if we deal with an
unbounded potential, such as the Lennard-Jones potential, the branching term in the
propagator varies wildly at each iteration, and so do the population of the walkers.
This means that the estimates suffer from an extremely high variance. In order to
avoid this problem importance sampling is introduced [61].
Importance sampling consists in defining a guiding function ψG and and using the
random walk to sample not the wave function Ψ(R, τ), but instead the distribution
f(R, τ) = ψG(R)Ψ(R, τ); the guiding function should be a reasonable approximation
of the ground state. If Ψ satisfies the Schro¨dinger equation the distribution f can be
shown to be a solution of the equation
− ∂f(R, τ)
∂τ
= −λ∆f(R, τ) +∇ · (F(R)f(R, τ)) + (ELOC(R)− ET )f(R, τ) (2.56)
where the velocity F(R) is defined as
F(R) =
∇ΨG(R)
ΨG(R)
(2.57)
end ELOC(R) is the local energy defined as in 2.18, using the guiding function ΨG(R).
In practice the guiding function is an optimal wave function obtained with a Variational
Monte Carlo procedure, and when dealing with Diffusion Monte Carlo we will use the
terms trial wave function and guiding function interchangeably.
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The Green’s function for equation 2.56 for small imaginary times is
G(R′,R, δτ) =
=
1
(4piλδτ)N
∫
dR′′e−
(R′−R′′)2
4λδτ δ(R′′ −R− F(R)δτ)e−δτ(V (R)−ET ). (2.58)
In this propagator along with the diffusion and branching terms there is a drifting
term: when evolving the walkers now we first apply the drift, moving the atoms along
the gradient of the guiding function, and only then we diffuse them and apply the
branching. This allows us to include in the sampling the knowledge that we have on
the approximate variational wave function that we had from our Variational Monte
Carlo runs, and this vastly improves the efficiency of the algorithm.
In the DMC algorithm there are two sources of bias: a time step error and a pop-
ulation control bias. The time step error is due to the factorization of the propagator
2.55; time step error becomes more important when the trial wave function has nodes.
Near nodes the local energy and the drift velocity both diverge, and the factorized
Green’s function is a poor approximation for the exact propagator; this leads to the
presence of a finite number of walkers in the proximity of the nodes. This problem
can be reduced introducing a generalized Metropolis check [11]; each time a move is
attempted is accepted with a probability
P (R→ R′) = Min
{
1,
|ΨG(R′)|2G(R,R′, δτ)
|ΨG(R)|2G(R′,R, δτ)
}
. (2.59)
The population control bias [62] on the other hand is due to the fact that during
a DMC simulation we have to adjust the energy shift ET to reduce the fluctuations of
the walker population. This introduces a bias in the estimates.
As a final remark we observe that when using importance sampling we are averaging
the mixed estimators
AMix = 〈ΨG|A|φ0〉; (2.60)
the average values that we obtain are the exact estimates only if A commutes with the
Hamiltonian, otherwise we have a bias in the estimate. This bias can be dealt with
using the variational estimates to obtain the extrapolated estimates
AExt = 2〈ΨG|A|φ0〉 − 〈ΨG|A|ΨG〉 (2.61)
2.5 The fixed node approximation
While in principle Diffusion Monte Carlo (and projector methods in general) allows to
sample the exact ground state of quantum systems, in practice the sampling is possible
only for Bose systems. This is due to the fact that Bose system have wave functions
that are symmetric under particle exchange, and so they have nodeless ground states.
If the wave function has nodes, as in the case of Fermi systems, or even excited states of
Bose systems, the statistical weights of the walkers are not positive defined: whenever a
walker crosses a node of the guiding function in fact the weight changes sign; this means
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that when accumulating averages we are summing terms with positive and negative
statistical weights, and this results in large variances, that in turn leads to the estimates
being drown in the statistical noise. This is the sign problem [64].
We note that Variational Monte Carlo does not have sign problem, as in this case
we are sampling the square modulus of the wave functions, that is always positive. In
Diffusion Monte Carlo (and projector methods in general) the sign problem is present:
even if in the limit δτ → 0 the number of walkers crossing the nodal surface vanishes
(the drift term tends to drive the walkers away from the nodes, with a velocity that
diverges at the nodes, and small time steps severely limit the possibility that the
diffusion leads to a crossing), for any finite δτ some crossing is unavoidable. Thus to
avoid the sign problem we have to restrict our random walk: we have to introduce the
fixed node approximation (FN)[65]. Other techniques were implemented to deal with
the sign problem, but these techniques usually have huge computational cost and can
thus be applied only to the study of very small systems [19, 20, 66, 67, 68, 69]; the
fixed node technique is thus the most used technique to deal with the sign problem in
Quantum Monte Carlo simulations of a wide range of systems, from electron in atoms
and molecules [12, 63, 65, 49, 70] to 3He [13, 72, 73, 74, 75, 76] to the electron gas
[18, 77, 78, 79].
This restriction can be implemented simply by killing all the walkers that cross
a nodal surface of ΨG(R) and the duplicating the surviving ones according to their
weights, to preserve the total number of walkers, but such a procedure leads to a large
time step error. A more efficient way to deal with the nodes is to include the restriction
in the Metropolis check 2.59: if during a move a walker crosses a nodal surface the move
will be always rejected [11].
Introducing the fixed node approximation we are not performing exact ground state
estimates: instead our estimates are again variational; their accuracy increase as the
nodal surface of the guiding function becomes closer to the nodal surface of the exact
ground state. This makes especially important to optimize the nodal surfaces when
dealing with Fermi systems. We note that using a guiding function with the same nodal
surface of the exact ground state means that f is a well defined probability distribution,
there is no sign problem and the estimates are exact; using such a guiding function
however is in practice impossible, as designing such a function requires the knowledge
of the exact nodal surface, which is an extremely complicated dN − 1 dimensional
hypersurface (where d is the dimensionality of the system and N the number of atoms).
2.6 Trial wave functions
When using Variational and Diffusion Monte Carlo we have to use a trial (guiding) wave
function. Designing good wave functions is an extremely important task if we want
to obtain accurate results with the simulations. Typically good wave functions should
take into account physical features of the system under study, such as symmetries of
the Hamiltonian, the presence of external fields or interparticle correlations. In this
section we describe the trial wave function that we used in our simulations.
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A typical wave function for a quantum fluid has the form [18]
Ψ(R) = J(R) · χ(R) = e−U(R) · χ(R). (2.62)
The first term in this 2.62 - the Jastrow term - describes interparticle correlations. It
has the form of an exponential of some suitable pseudopotential; this pseudopotential
has at least a two body term and usually a three body term
U(R) = U2(R) + U3(R). (2.63)
The two body term is given by the sum of an effective two body interaction over all
the particle pairs
U2(R) =
∑
i<j
u(rij) (2.64)
while the three body term has the form
U3(R) =
∑
i
Gi(R) ·Gi(R) where Gi(R) =
∑
j
(ri − rj)ξ(rij). (2.65)
The pseudopotentials u(r) and ξ(r) here are functions that have to be optimized
via the Variational Monte Carlo procedure.
The Jastrow term so defined is purely symmetric; to take into account particle
statistic we introduce the second term in 2.62. When dealing with a Bose system χ(R)
has to be symmetric, and is typically just a constant, while if we are dealing with a
Fermi system it must be antisymmetric. In order to guarantee antisymmetry χ(R) is
defined as a Slater determinant, or a product of Slater determinants if we have more
fermionic species, such as population of atom with spin up and down
χ(R) =
{
1 (Bose)
det↑(φi(rj)) det↓(φi(rj)) (Fermi)
. (2.66)
The states {φi} in the Slater determinants in 2.66 depend on the physical system in
analysis; for example if we are dealing with electrons in an atom or a molecule they
can be (linear combinations of) atomic orbitals, while for bulk liquids they usually are
plane waves.
Using simple plane waves in simulations of Fermi liquids at high density gives
inaccurate results; to improve the wave functions backflow transformations are used
[18, 73]. Introducing backflow means that instead of using the bare atomic coordinates
in χ(R) another set of auxiliary coordinates is used. These backflow coordinates xi are
defined as
xi = ri +
∑
j 6=i
(ri − rj)η(rij) (2.67)
where η(r) is a suitable pseudopotential. Backflow transformations modify the atomic
coordinates used in the backflow, introducing correlations between particles, as each
atom is effectively pulled or pushed by the others via the pseudopotential η(r). We are
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going to also refer to backflow coordinates as the coordinates of (auxiliary) backflow
particles . Optimizing the pseudopotential in the backflow transformations is espe-
cially important when using the fixed node approximation, as the nodal surface of the
trial wave function is fully determined by the backflow coordinates. More detailed
information about backflow transformation will be provided in chapter 4.
All the pseudopotential u, ξ, η we used in our computations have the form
f(r) =
{
(rC − r)3
[∑5
n=1 anr
n−1 + a6/r
a7
]
if r < rC
0 if r ≥ rC
. (2.68)
For the two-body pseudopotential we chose a cutoff value rC close to half the side of
the simulation box; for the backflow and three-body pseudopotentials we dropped the
McMillan term (a6 = 0) and we used a shorter cutoff as these terms have a short range
[72].
2.7 Local energy
In order to compute the energy for a system we have to compute the average value of
the local energy 2.18
ELOC(R) =
HΨ(R)
Ψ(R)
= −λ∆Ψ(R)
Ψ(R)
+ V (R). (2.69)
The potential energy is evaluated by simply computing the value of the potential
V (R) for each configuration of the simulation and then performing the average; we
note that in the evaluation of the potential energy we don’t even need to know the
trial wave function, but just the configuration.
The kinetic energy is more involved, and requires the computation of derivatives
of the trial wave function. We note that since we are dealing with ratios between
derivatives of the wave functions and the wave functions themselves we can work with
derivatives of the logarithm of the wave functions
∆Ψ(R)
Ψ(R)
= ∆ logΨ(R) + [∇ logΨ(R)]2 ; (2.70)
this suggests that we compute in our simulations the logarithms of the trial wave
functions instead of the wave functions themselves; this also mean that we have to
just sum the logarithm of the factors composing the wave function, simplifying and
speeding up the computations. It is natural then to write the Jastrow part of the wave
function in exponential form as in 2.62 and to work directly with the pseudopotentials.
For the computations of the derivatives we need to use the relations
∂rβj
∂rαi
= δαβij
∂rjk
∂rαi
=
rαjk
rjk
(δij − δik) ,
(2.71)
36 CHAPTER 2. QUANTUM MONTE CARLO SIMULATIONS
where the indexes i, j, k label the atoms and α and β refer to Cartesian components,and
applying the chain rule.
Computing the kinetic energy of the two body potential in the wave function is
straightforward, while the computation of the gradient and the Laplacian of three body
term and of the Slater determinant in presence of backflow are more involved. We will
follow [77] in the following discussion. We start considering the Slater determinant. To
compute the derivatives of the backflow coordinates 2.67 we define the matrices
Aαβij =
∂xβj
∂rαi
Bβij =
∑
α
∂2xβj
∂rαi ∂r
α
i
=
∑
α
∂Aαβij
∂rαi
(2.72)
for the matrix A we have
Aαβij = δ
αβ
ij +
∑
k 6=j
(δij − δik)
[
δαβη(rjk) + r
α
jkr
β
jk
η′(rjk)
rjk
]
(2.73)
while for B we have
Bβij =
∑
α
∑
k 6=j
(δij − δik)2
[
δαβ
η′(rjk)
rjk
rαjk + r
β
jk
η′(rjk)
rjk
+ δαβrαjk
η′(rjk)
rjk
+
− (rαjk)2 rβjk η′(rjk)r3jk +
(
rαjk
)2
rβjk
η′′(rjk)
r2jk
]
.
(2.74)
Since ∑
α
(
rαjk
)2
= r2jk (2.75)
if d is the dimensionality of the system we finally have
Bβij =
∑
k 6=j
(δij + δik)
[
(d+ 1)
η′(rjk)
rjk
+ η′′(rjk)
]
rβjk. (2.76)
Now in order to compute the derivatives of the Slater determinant we need firstly to
evaluate the matrices
φki = e
i(k·xi)
φαki =
∂φik
∂xαi
φαβki =
∂2φik
∂xαi ∂x
β
i
;
(2.77)
then we need to compute Vjk, the inverse of φki, since from linear algebra we have
∂ log(det(φ))
∂φki
=
1
det(φ)
∂ det(φ)
∂φki
= Vik with
∑
k
Vjkφki = δij ; (2.78)
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then using the chain rule we obtain the first derivatives of the logarithm of the Slater
determinant
∇αi log(det(φ)) =
∑
β
∑
jk
Vjkφ
β
kjA
αβ
ij =
∑
β
∑
j
F βjjA
αβ
ij (2.79)
where we defined
F βij =
∑
k
Vikφ
β
kj. (2.80)
For the Laplace operator instead we use the property
1
det(φ)
∂2 det(φ)
∂φkn∂φjm
= VnkVmj − VmkVnj (2.81)
so that in the end we have
∆ log(det(φ)) =
∑
αij
BαijF
α
jj −
∑
αβγ
∑
ijk
Aαβij A
αγ
ik ·
(
F βkjF
γ
jk − δjk
∑
m
Vjmφ
βγ
mj
)
. (2.82)
The computational cost of evaluating these terms scales as N3 [77]. For the three body
pseudopotential we observe that the function Gi(R) in 2.65 are basically the same as
the backflow transformations 2.67. We can thus use the analogue of the matrices Aαβij
and Bβij and the rule of the derivative of a product to obtain the gradient and Laplacian
of the three body term. Once we have computed these derivatives we can simply add
the contributions of all particles to the kinetic energy of the Jastrow part.
2.8 Finite size corrections
In simulations it is of course impossible to simulate a system in the thermodynamic
limit. In numerical computation we actually deal with a finite system, i.e. we con-
sider a finite number of atoms in a simulation box with periodic boundary conditions.
Simulating a finite system introduces some bias in the energy estimates.
In periodic boundary conditions we need that the interaction potential between
particles is zero at distances longer than L/2, where L is the side of the simulation
box, to enforce the minimum image convention (one atom must interact with at most
one image of the other atoms). In order to obtain such a potential we use an effective
potential obtained truncating the potential at L/2 and then subtracting V (L/2).
In order to recover the actual potential energy we must reverse this truncation and
this shift, adding two corrections, an ”outer” correction Vout and an ”inner” correction
Vin.The correction Vout is introduced to reverse the truncation of the potential; it is
given by
Vout =
∫ +∞
L/2
drV (r)g(r) (2.83)
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where g(r) is the pair correlation function; in a fluid system g(r)→ 1 for large r, and
when computing this correction we can just approximate it to 1
Vout ≃
∫ +∞
L/2
drV (r). (2.84)
Vin instead is a correction introduced to deal with the energy shift; this correction is
given by
Vin = V (L/2)
∫ L/2
0
drg(r); (2.85)
this term can be easily computed during the simulation, adding a constant term V (L/2)
for each particle pair each time the energy is computed or it can be computed after
the simulation is performed, integrating the pair correlation function g(r).
When dealing with Fermi system we have another size correction to add, this time
involving the kinetic energy; having a finite simulation box means in fact that we
have a discrete set of momenta inside the Fermi surface, inducing a deformation of the
isotropic Fermi sphere that is present at the thermodynamic limit. In order to correct
this deviation we have to analytically compute the energy of an ideal Fermi system in
the thermodynamic limit at a given density and the energy of a non interacting finite
system at the same density; the difference between these two energies is the correction
to be added to the kinetic energy.
Chapter 3
3He on substrates
The low density behaviour of two dimensional 3He is not clear. The general consensus
is that 3He in the ground state is a homogeneous liquid, but some experimental data
offer a different picture . Recent experiments on helium atoms adsorbed adsorbed
on graphite substrate in fact suggest that 3He at very low density can form puddles
of a self bound liquid [38, 39]. This is in stark contrast with available theoretical
studies: most numerical computations exclude the presence of a liquid phase for two
dimensional 3He [22, 13]. Numerical computations however tend to focus on ideal,
strictly two dimensional systems. This means that effects due to the motion of helium
atoms in the z direction or to the presence of a corrugated substrate are completely
ignored. These effects may very well contribute to the stabilization of a liquid phase.
The zero point motion in the transverse direction in fact has the effect of effectively
smoothing the hard core repulsion of the helium-helium interaction of the strictly two
dimensional case. Moreover corrugation leads to an effective increase of the band mass
of the helium atoms [28].
We study the behaviour of quasi two dimensional 3He at very low density via
Quantum Monte Carlo simulations. We simulate a strictly two dimensional system,
focusing on the low density range that is usually not much considered in simulations,
and then systems adsorbed on substrates. We use weakly interacting alkali substrates to
understand the stabilizing effect of a large transverse zero point motion; to understand
the experimental results by Fukuyama we simulate a 3He adsorbed on graphite, both
in the first and in the second layer.
3.1 Two dimensional helium
In the simulations of the strictly two dimensional system we studied three different
species of helium, the bosonic 4He, fermionic 3He and a hypothetical mass 3 boson.
We decided to simulate the mass 3 boson in order to study the different behaviour
the helium isotopes is due to their different mass of if the different statistic has some
important effect. We reproduce results already known in literature, and we add new
data for very low densities.
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The Hamiltonian of our system is
H =
~
2
2m
∑
i
p2i +
∑
i 6=j
V (rij). (3.1)
We used the SAPT2 pair potential [31] to model the helium-helium interaction V (r).
This is potential, obtained with quantum chemistry computation, gives an extremely
accurate description of the energy of a helium dimer.
We also included an energy correction due to a three body potential [80]; the three
body potential is less well known than the two body one, but at the low densities
we are studying they can be approximated with good accuracy by an Axilrod-Teller
potential [81]; the three body potential was not explicitly included in the propagator
in the Diffusion Monte Carlo simulations, but was included as a correction to the total
potential energy perturbatively, after the simulations were done.
As trial wave functions we used Jastrow wave functions for the bosons, with two
and three body correlations, and a Jastrow-Sater wave function for the fermions, using
in the determinants plane waves with backflow transformations, as discussed in section
2.6.
We optimized the wave functions with a Variational Monte Carlo procedure, us-
ing the correlated sampling technique; the optimal wave functions were then used in
Diffusion Monte Carlo simulation, using the Fixed Node approximation for the Fermi
system. We simulated a system with N = 18 atoms in a two dimensional simulation
box with periodic boundary conditions. The Diffusion Monte Carlo simulation were
performed with an imaginary time step δτ = 10−3 K−1 using 6400 walkers. We verified
that using these parameter the time step error and the population control bias have
negligible effects on the equation of state.
Performing these computations we carefully studied possible sources of bias due to
the finite size of our system that can affect our results, especially when dealing with
the Fermi system; in this case we have to include corrections the potential energy, due
to the truncation of the interaction potential, and also the correction to the kinetic
energy, due to the discretization of the Fermi sphere. We show in figure 3.1 the finite
size corrections for 3He as a function of the system size. If we take into account only
corrections to the potential energy the magnitude of the correction wildly oscillates
when the system size changes. Including the correction to the kinetic energy leads to
a much more stable behaviour. We conclude that it is always important to include the
kinetic term in the energy corrections for Fermi systems, otherwise finite size effects can
be a source of bias in the determination of an equation of state, especially if the small
energy fluctuations can severely affect the predicted physical behaviour. We fitted the
corrections to energy for a N = 18 system as a function of the density, with a function
of the form f(ρ) = a ρb.
Another source of bias for fermions comes from the error of the nodal surface of the
trial wave function; we estimated this error comparing the fixed node energy obtained
with our wave function with an exact result obtained with the Transient Estimate
technique [20]; this correction was computed for a system at freezing (ρ = 0.060 A˚−2),
and we assumed that the nodal correction has a quadratic dependence on the density.
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Figure 3.1: Finite size correction for a two dimensional system 3He at ρ = 0.009 A˚−2 as
a function of the number of atoms in the system; the green data set takes into account
only corrections due to the truncation of the potential, in the red set the correction of
the kinetic energy is included; the black line is a fit of the total finite size effect.
This assumption was made observing the energy difference between the fixed node
estimates and the exact Transient Estimate date in [20].
We show the DMC equations of state of the different helium species figure 3.2. We
can clearly see the differences between the three systems here. The energy of 4He has
a well defined minimum, and the energy does not vanish for ρ → 0, as it should do
for a homogeneous fluid, but instead it goes to a constant, which is the energy per
particle of a two dimensional puddle of N = 18 atoms [14]; the formation of a cluster is
also evident from the shape of the pair correlation function g(r) (figure 3.3, left). The
formation of two dimensional 4He clusters was already predicted [14], but we note that
in our computations, even in the variational estimates, we can observe the formations
of puddles even if we work in periodic boundary conditions and without imposing any
form factor to our trial wave function.
A minimum in the energy is seen also in the equation of states of the mass 3 boson.
In this case the formation of puddles is not clear; previous works [14] predicted a very
weakly self bound liquid for bosonic 3He, but it is not clear if 18 atoms are enough to
form a puddle. We can see some hints of the formation of a puddle in the g(r) (figure
3.3, right), where after the maximum a slow decay can be observed; the situation could
be clarified simulating two dimensional clusters in larger simulation boxes or using
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Figure 3.2: Equation of state for two dimensional helium; we plot the energy per atom
for 4He, a hypothetical mass 3 boson and 3He. Error bars are smaller than the size of
the symbols.
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Figure 3.3: Radial correlation functions for two dimensional helium; we plot results for
4He (left) and for a hypothetical mass 3 boson and 3He (right). Error bars are smaller
than the size of the symbols.
open boundary conditions.
The situation is very different for fermionic 3He: here the energy grows monotoni-
cally, and we can exclude the formations of a liquid; the g(r) in this case has no peak,
reflecting only the hard core repulsion. The pair correlation function that we compute
for low density 3He bears a strong resemblance to the wave functions used to describe
a weakly bound 3He dimer [82].
Our data confirm the existing results even at very low density: in two dimensions
the isotopes of helium behave in a vastly different way; 4He form clusters [14], while
3He is a homogeneous fluid up to ρ = 0 [13]. Studying the equation of state of bosonic
3He we observe that the different behaviour of the two real isotopes of helium is not
due just to the different masses but also to the different statistics.
While we do not observe any local minimum at finite densities in the equation of
state of fermionic 3He this is not enough to rule out the possibility of the coexistence
of different fluid phases, or the presence of some instability regime. In order to study
assess this we evaluate the derivative of the chemical potential µ with respect to the
density ρ. In order to do so we obtain the µ from the equation of state E(ρ); being
U, S, V the internal energy, entropy and volume of the system and E the energy per
atom we have
µ =
(
∂U
∂N
)
S,V
=
∂(N · E)
∂N
= E +N
∂E
∂ρ
∂ρ
∂N
= E + ρ
∂E
∂ρ
(3.2)
and then
∂µ
∂ρ
= 2
∂E
∂ρ
+ ρ
∂2E
∂ρ2
. (3.3)
If this quantity is always positive no phase transition or phase coexistence is possible;
on the other hand if it is negative we have a density range in which the system is not
thermodynamically stable, as ∂µ/∂ρ is proportional to the inverse compressibility of
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Figure 3.4: Derivative of the chemical potential as a function of the density for a two
dimensional 3He system, interacting with the SAPT2 potential. This quantity is always
positive.
the system. In this case phase coexistence is possible, in a density range that can be
determined with a Maxwell construction.
In the case of the two dimensional system this quantity is always positive, and well
above zero, beyond any uncertainty on the model Hamiltonian and the accuracy of the
variational simulations; this completely excludes the presence of another fluid phase.
This will not be the case in presence of a substrate.
3.2 He on alkali and Mg
Even in the light of the results for the strictly two dimensional case the possibility
that a 3He system adsorbed on a substrate displays a condensed fluid phase can’t be
ruled out. In a quasi two dimensional environment in fact the presence of the zero
point motion in the transverse direction has the effect of effectively softening the short
distance hard core repulsion of helium atoms, in turn allowing a liquid phase to exist.
When the zero point motion is larger the stabilizing effects should be larger, and so we
can expect that weakly interacting substrates can better stabilize liquid 3He.
We considered six weakly attractive substrates, Mg, Li, Na, K, Rb and Cs (in order
of decreasing attractiveness) and determined with DMC simulations the equation of
state of 3He adsorbed on them. We found out that 3He forms a liquid on the weakest
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substrates. In particular we observe a liquid phase on the alkali substrates, with the
possible exception of Li, at a density of about 0.3 A˚−2 on Cs, Rb and K and 0.2 A˚−2
for Na; no liquid is observed on Mg.
We simulatedN = 26 3He atoms, with 13 atoms of either spin component, moving in
three dimensions in the presence of an infinite, smooth planar substrate. The substrate
is represented by an effective potential along the z axis. We used periodic boundary
conditions, and the side of the simulation box along z is long enough to make the
boundary conditions in that direction irrelevant.
Our Hamiltonian is
H = − ~
2
2m
N∑
i=1
p2i +
∑
i<j
V (rij) +
N∑
i=1
U(zi), (3.4)
where V (r) is the interaction between helium atoms and U(z) is the potential describing
the interaction of the helium atoms with the substrates. To describe the helium-helium
interaction we used the Aziz potential [29] while for the substrate we use the potentials
proposed by Chizmeshya, Cole and Zaremba [83]. We used smooth potentials, on
account of the weakness of the substrates.
We used wave functions of the form
Ψ(R) = Φ(R)J(R) ·D(R); (3.5)
here J(R) is a symmetric Jastrow factor to describe correlations between helium atoms,
D(R) is the product of two Slater determinants (one for each spin component) of plane
waves with momenta k in the two dimensional Fermi disk and including backflow
transformations, as described in section 2.6. The term
Φ(R) =
N∏
i=1
exp(−v(zi)), (3.6)
where v(z) is a pseudopotential of the form
v(z) = a1 z + a2 z
a3, (3.7)
is included to localize the helium atoms in the z direction, around the minimum of
U(z).
We optimized the wave functions using the correlated sampling technique and eval-
uated the equations of state with DMC simulations; in the DMC runs we used 2000
walkers and a time step δτ = 10−3 K−1. We will discuss systematic errors in our
simulations at the end of this section.
The equations of state for the ideal two dimensional system and for 3He adsorbed
on Mg, Li, Na and K are shown in figure 3.5. The presence of a progressively weaker
substrate has the effect of bending downwards the curve E(ρ). On a Mg substrate, the
strongest we considered, the equation of state is still monotonically increasing, and thus
no stable liquid forms. We note that this means that on even more attractive substrates,
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Figure 3.5: Energy as a function of the density for a system of N = 26 3He atoms in
two dimensions and adsorbed on several weak substrates; energies were obtained with
Diffusion Monte Carlo simulations using the Fixed Node approximation. The open
circle set refers to an alternative data set for Li, applying corrections for system size,
time step, number of walkers and nodal surface.The energy reference is the binding
energy of a single atom in presence of the substrate.
such as graphite, the formation of a liquid should not be possible, in disagreement with
the predictions of [24] and the interpretation of the experimental data in [38]. The
downward bending of the equation of state becomes more evident as the substrate
becomes weaker. On K and Na we can observe a minimum ρ ≃ 0.03 A˚−2 and ρ ≃ 0.02
A˚−2, respectively, while for Li the situation is less clear. While the DMC equation of
state does not displays a local minimum, we will discuss below this is a borderline case
and we can’t rule out the formation of a liquid at ρ ≃ 0.015 A˚−2.
In order to understand if there is some instability region in presence of substrates
we computed ∂µ
∂ρ
; we show in figure 3.6 our results. We can see that the when a weak
substrate is present ∂µ
∂ρ
can become negative, signalling the presence of an instability
region. By performing Maxwell’s construction on the equations of state we can also
predict phase coexistence. The phase coexistence region is between 0.0015 and 0.027
A˚−2 for a K substrate, and it shrinks as the substrate becomes more attractive.
In order to gain insight on the properties of the adsorbed films we computed struc-
tural properties, using DMC extrapolated estimators.
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Figure 3.6: ∂µ
∂ρ
as a function of the density for 3He adsorbed on a Li and K substrates
and in two dimensions. The data set for Li with the label (C) takes into account all
size corrections (see text).
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Figure 3.7: Density profiles in the z direction for 3He atoms adsorbed on substrates with
different interaction strengths for ρ = 0.030 A˚−2 (arbitrary units). Weaker substrates
lead lower and broader peaks.
We show in figure 3.7 the integrated helium density profile n(z)
n(z) =
∫
dxdyρ(x, y, z), (3.8)
where ρ(x, y, z) is the three dimensional helium density, on K, Na, Li and Mg substrates.
We show in figure 3.7 the results for ρ = 0.030 A˚−2; we can observe the shape of the
density peaks increases with the attractiveness of the substrate, and the presence of
stronger substrates leads to sharper peaks which are closer to the substrate surface. In
figure 3.8 we compare the density profiles for a weak (K) and strong (Mg) substrates at
different densities; we see that the shape of the peak is basically density independent
on the stronger substrate, while on the weak substrate at higher coverage we see a
slightly broader, less localized n(z).
If broad peaks are present in n(z) one might argue that a two dimensional charac-
terization is not appropriate in the description of such a system. To investigate this
possibility we measured the angularly averaged reduced pair correlation function g(r),
with r =
√
x2 + y2 and
g(x, y) =
1
Aρ
∫
dx′dy′ρ(x+ x′, y + y′)ρ(x′, y′) (3.9)
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Figure 3.8: Density profiles in the z direction for 3He atoms adsorbed on K (left) and
Mg (right) at different densities.
with ρ(x, y) =
∫
dzρ(x, y, z). The more similar the g(r) is to the two dimensional
pair correlation function the more the two dimensional description is accurate for the
adsorbed film. We show in figure 3.9 the pair correlation functions of a strictly two
dimensional 3He system and systems adsorbed on Mg, Li, Na and K, at coverage
ρ = 0.030 A˚−2. The pair correlation functions of the strictly two dimensional case and
the film adsorbed on Mg are very similar, the only difference being the height of the
main peak, and the helium atoms being able to come to slightly closer r due to zero
point motion in the transverse direction. A film adsorbed on a Mg substrate can be
considered a close approximation of an ideal two dimensional system.
On the other hand on weaker substrates, we can observe a finite g(r) at r = 0; this
is a consequence of the large zero point motion of the atoms in the z direction, that
has the effect of allowing configurations in which helium atoms can sit on top of each
other; in this case we have a quasi two dimensional system. The physical result of large
zero point excursions is that the hard core repulsion at short distance between adsorbed
atoms becomes softer [85], less repulsive, so that the presence of a weak substrate helps
the formation of a liquid. This confirms a prediction of Carraro and Cole [84], that
predicted that 3He can wet substrates, such as Cs, that are not wetted by 4He. On the
other hand more attractive substrates such as Mg or graphite display a physics closer
to the two dimensional limit, in which no liquid is expected to exist.
We now consider the possible sources of bias in our estimates to assess their effect
on our conclusions. For the energy these are the finite size of the system, the time step
error and the population control bias in the DMC simulations and the use of the fixed
node approximation. In general all this systematic errors lead to an overestimate of
the energy, and their effect is stronger as the density of the system increases. As for
finite size corrections we simulated systems with 26, 42 and 58 atoms, and we always
found results consistent with the ones reported here. The leading finite size effect
is given by the kinetic energy correction for Fermi systems, which is proportional to
the density ρ and leads to a decrease of the energy; population control bias and fixed
node errors also vanish in the limit ρ → 0. We can conclude that the biases in our
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Figure 3.9: Pair correlation functions of a strictly two dimensional 3He system and
systems adsorbed on several substrates, at coverage ρ = 0.030 A˚−2.
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estimates do not affect the conclusion that a minimum in the equation of state of 3He
is possible in the presence a weakly attractive substrate. On the other hand we can
expect that a minimum indeed exists in the case of the Li substrate; this is suggested
by the additional data set for Li in figures 3.5 and 3.6. In this additional data sets
we added corrections obtained estimating all the systematic errors; in particular the
magnitued of the bias in the fixed node approximation is estimated comparing the
fixed node energy for a two dimensional 3He system with a transient estimate [20].
The inclusion of these corrections lead to the conclusion that 3He can form a liquid on
a Li substrate, too, at a density of about 0.015 A˚−2. Performing Maxwell construction
on the equation of state obtained taking into account all the mentioned sources of
bias the coexistence region on Li widens, from the density range 0.005-0.016 A˚−2 to
the range 0.003-0.021 A˚−2. In presence of other substrates the situation is much more
defined, and the inclusion of the finite size corrections does not affect the behaviour of
the system.
3.3 He on graphite
In order to better understand the experimental results by Fukuyama [38, 39] we sim-
ulate 3He adsorbed on a graphite substrate. The experimental data for the first and
second layers are remarkably similar, so we simulate both and compare the results.
3.3.1 First layer
Graphite is a much more attractive substrate than alkali metals or Mg, so the results
we obtained in the last section seem to exclude the formation of a liquid. We note
that in presence of a strongly interacting substrate neglecting the corrugation may
significantly affect the results of the computations. We thus include corrugation in the
potential we use to describe the graphite substrate.
The Hamiltonian we use is
H = − ~
2
2m
N∑
i=1
p2i +
∑
i<j
V (rij) +
N∑
i=1
U(ri); (3.10)
the helium-helium interaction V (r) is modelled using the SAPT2 potential [31]; U(r)
is the helium-graphite potential developed by Carlos and Cole from beam scattering
and thermodynamic experiments [27]. This potential has the form
U(r) = U0(z) +
∑
G
UG(z) exp(iG · q), (3.11)
where U0(z) is a smooth potential and the second term introduces the corrugation;
q = (x, y) is the projection of the atomic position r on the surface plane and G
are reciprocal lattice vectors appropriate to the substrate. This term introduces in
the potential a corrugation that is periodic, with the honeycomb lattice of the real
graphite.
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We modified the trial wave functions in order to take into account the corrugation.
We defined a honeycomb lattice with the same spacing of the substrate and we included
in the trial wave functions a new pseudopotential, to introduce correlations between
the 3He atoms and the sites of this lattice; this pseudopotential is a two body potential
of the form 2.68
US(R) =
∑
ij
uS(|ri − sj |), (3.12)
where {si} are the coordinates of the lattice sites. These sites do not lie on the graphite
surface (z = 0), but at z = 2 A˚; this height was variationally determined.
We simulated an unpolarized system with N = 18 atoms, in periodic boundary
conditions, in a surface density range from 0.005 A˚−2 to 0.043 A˚−2; as in the previous
computations the side of the box in the z direction is taken much longer than the
other sides. As in the strictly two dimensional case (section 3.1) we included in the
computation of the energy a three body Axilrod-Teller term and finite size and nodal
corrections.
We show in figure 3.10 the density profile of 3He on the graphite substrate, compared
with two of the substrate we considered on the previous section. We can see that
in presence of the more attractive graphite substrate the 3He atoms are even more
localized and are closer to the substrate than in the case of Mg. This is expected as
the graphite substrate is more attractive than the other considered. The corrugation
of the substrate does not change the expected behaviour of n(z).
The effect of the corrugation is instead evident in the pair correlation function g(r),
shown in figure 3.11. In this case the modulation imposed by the substrate can be
observed, both at low and high density.
We show in figure 3.12 the equation of state of the corrugated system, compared
with the strictly two dimensional case and the smooth Cole potential obtained neglect-
ing the second term in 3.11. The effect of the corrugation is evident. In presence of
a strongly attractive substrate the equation of state is be qualitatively close to the
equation of the two dimensional system, as can be seen from the equation of state of
the smooth system. The corrugation has the effect of lowering the equation of state,
as if the substrate were weaker. Comparing figure 3.12 with figure 3.5 we see that even
if graphite is a much stronger substrate than Mg the equation of state in presence of
corrugation is slightly above the equation for the weaker Na substrate. Even if there is
no local minimum in the energy computing ∂µ
∂ρ
we can see that there is a narrow insta-
bility region (figure 3.13), and there phase coexistence region obtained with Maxwell’s
construction is between 0.009 A˚−2 and 0.013 A˚−2.
We note that ∂µ
∂ρ
is only barely negative and the coexistence region we obtain is
quite narrow; these results could depend on the potentials used to model the system in
the simulations. to check the stability of our results we repeat our computation using
different potentials, both for the substrate and for the He-He interaction, and compare
the results.
To represent the graphite substrate we used the potential in [24] (which we refer to
as the BJL potential) and the smooth Cole potential. A first observation is that we
can’t reproduce the equation of state shown in [24] (figure 1.3): as we show in figure
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Figure 3.10: Density profiles for 3He atoms adsorbed on graphite, Mg and K, at a
density on 0.010 A˚−2.
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Figure 3.11: Radial correlation functions for a system with a corrugated substrate and
a system with a smooth substrate and effective mass mB = 1.03m, for ρ = 0.005 A˚
−2
and ρ = 0.038 A˚−2 and
54 CHAPTER 3. 3HE ON SUBSTRATES
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0  0.01  0.02  0.03
E 
(K
)
ρ(Å−2)
Corrugated
2D
Smooth
Figure 3.12: Equations of state for a system of 3He atoms adsorbed on a corrugated
graphite substrate, on a smooth graphite substrate and in two dimensions.
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for 3He adsorbed on graphite.
3.14 the equation of state we obtain is monotonically increasing, and no sign of a self
bound liquid can be found. It is on the other hand very similar to the equation of state
obtained with the smooth Cole potential, especially at low density.
Since ignoring the corrugation is a poor approximation in the modellization of a
strongly interacting substrate like graphite we improved our description using a band
mass for the 3He atoms. With the Cole potential 3.11 the band mass was computed
to be mB = 1.03m [28]. We show in figure 3.15 equations of state obtained with the
BJL and smooth Cole potential, using the effective mass, compared with the equation
of the corrugated system. The BJL equation of state in this case displays a minimum,
signalling the presence of a liquid.
The equations of state obtained with the corrugated and smooth Cole potentials
in this case have a good agreement. The instability regions (figure 3.16) are also quite
similar, with the instability region being slightly wider with the smooth substrate. In
this case the coexistence region is between 0.007 and 0.013 A˚−2. We show in figure 3.11
the pair correlation functions obtained with the two substrates; we can see that even if
using the smooth substrate the modulation of the corrugated substrate is missing the
general behaviour of the g(x) is the same, both at low and high density.
We also changed the potential used to describe the helium-helium interaction. We
show in figure 3.17 the equations of state obtained using the SAPT2 two body potential
and the more phenomenological Aziz effective potential. The equations of state that we
obtained are qualitatively similar, and none has a local minimum at a finite density;
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Figure 3.14: Equations of state for 3He adsorbed on graphite, using smooth substrates;
the BJL equation of state is very different from the result shown in [24] (figure 1.3,
right panel).
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Figure 3.15: Equations of state for a system of 3He atoms adsorbed on a graphite sub-
strate in two dimensions. The substrate is described by the corrugated Cole potential,
the smooth Cole potential and the BJL potential. In systems with smooth substrates
the band mass mB = 1.03m is used.
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for 3He adsorbed on graphite; the graphite is modelled using the
corrugated and smooth Cole potential. With the smooth potential a band mass mB
was used.
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Figure 3.17: Equations of state for 3He atoms on graphite; a smooth Cole potential
and an effective mass are used to describe the substrate, the SAPT2 and Aziz potential
are used for the helium-helium interaction.
some discrepancies growing with the density can be seen. Using the Aziz potential
however we can see in figure 3.18 that the instability and coexistence regions disappear.
We conclude that in presence of corrugation we can observe phase coexistence be-
tween different fluid phases even in presence of a very strongly interacting substrate.
This can be seen both describing the corrugation with an explicit dependence on the
planar coordinates of the substrate potential or using a smooth substrate with an
effective mass.
The results we obtain are however quite delicate, in the sense that variations in the
potential we use to describe the interactions can lead to qualitatively different pictures.
We observe nonetheless that the agreement between a system with the corrugated Cole
potential and the smooth Cole potential with an effective mass is very good, both for
the equation of state and for structural properties of the system.
3.3.2 Second layer
To study the behaviour of the second layer of 3He adsorbed on substrate we include
in our simulation a layer of 4He. The 4He have an areal density of 0.114 A˚−2, and
form a triangular lattice that is incommensurate with the graphite substrate. We note
that the large different in densities of the two helium species means that we have to
simulate a large quantity of 4He atoms just to simulate a few 3He; this is the reason
we simulated just 18 atoms on graphite, instead of the 26 on the alkali substrates; we
have anyway extensively studied finite size effects to our estimate and applied suitable
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for 3He adsorbed on graphite with helium atoms interacting via the
Aziz and SAPT2 potentials; the substrate potential is the smooth Cole potential with
mB = 1.03m.
size corrections to keep possible errors under control.
In this case in our Hamiltonian we are using the smooth Cole potential, as we
expect that the layer of solid 4He should strongly suppress the effect of corrugation.
Our trial wave function in this case are of the form
Ψ(R) = J(R)N(R)D(R); (3.13)
the terms J(R) introduce interparticle correlations; in this case we have two and three
body correlations for 3He atoms and only two body terms for correlations between 4He
atoms and pairs of 3He and 4He atoms
J(R) = exp
[
−
(
U
(33)
2 (R) + U
(44)
2 (R) + U
(34)
2 (R) + U
(33)
3 (R)
)]
; (3.14)
the term N(R) is a Nosanow wave function [86], to localize the 4He atoms at the
triangular lattice sites; D(R) is the product of Salter determinants for the 3He atoms,
using two dimensional k vectors and backflow transformations.
We optimized the wave functions with the correlated sampling technique and then
performed Diffusion Monte Carlo simulations, using a time step δτ = 5 ·10−4 K−1, and
6400 walkers.
In order to assess the corrugation of the first layer we computed the pair correlation
function g(x, y) (figure 3.19) and the radial pair correlation function g(r) (3.25) and
we compared with the correlation functions on the first layer; from both correlation
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Figure 3.19: Pair correlation function g(x, y) for 3He atoms adsorbed on a graphite
substrate on the first layer (left) and on the second layer. The black region is the
excluded volume region due to hard core repulsion.
functions we can clearly see that in the second layer the corrugation is much less
important than in the first; the modulations in g(x, y) are much smoother, and we can
see that while the g(r) have the same general behaviour in the second layer there is no
trace of modulation. The smaller modulation effects can be explained looking the n(z)
of our system. We can see in figure 3.20 that n(z) has two peaks, corresponding to the
first and second layers that are well separated. The second layer is very distant from
the graphite substrate, and thus it is reasonable to assume that corrugation effects here
will not be important. The corrugation on the first layer is not expected to have much
effect on the second due to the weak interactions between helium atoms.
In presence of a first layer of 4He atoms we could not obtain a reliable equation of
state for 3He. We show our data in figure 3.21. We observe large oscillations in the
energy as a function of the density. This is due to the fact that we are interested only
in the energy of the 3He atoms; this energy has to be computed in DMC simulations
using an extrapolated estimate. The accuracy of an extrapolated estimate depends on
the quality of the trial wave function, which is in time optimized at every density. The
result of the optimizations has a statistical uncertainty that is difficult to assess and
influences the estimates; this leads to a bias on the energy that depends unpredictably
on the density of the system. On the very small energy scale in which we are interested
these fluctuations prevent the determination of an equation of state.
We note however that we can simplify our computations introducing an effective
potential to describe both the graphite substrate and the layer of 4He. We can safely
use a smooth potential, as we have seen that in the first layer the equations of state
obtained with a smooth (with effective mass) and corrugated substrates were in good
agreement, and moreover we have seen that the effect of corrugation on the second
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Figure 3.20: Density profile along z of two layers of He atoms adsorbed on graphite.
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Figure 3.21: Equation of state for the second layer of 3He adsorbed on a graphite
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interpolation.
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Figure 3.22: Atomic density along the z axis and the effective potential obtained from
it.
layer is much smaller. We can determine a suitable potential from the evaluation
of n(z). From n(z) in fact it is possible to evaluate an effective potential inverting
Schro¨dinger equation; if we define an effective wave function ψ(z) =
√
ρ(z) so that we
have (λ = ~
2
2m
)
− λ∂
2ψ
∂z2
(z) + V (z)ψ(z) = Eψ(z) (3.15)
the potential V (z) is
V (z) = λ
1
ψ(z)
∂2ψ
∂z2
(z) + E, (3.16)
where the constant E can be adjusted in order to have V (z) → 0 for z → ∞. The
Hamiltonian containing the obtained potential has by definition as an eigenfunction
the effective wave function ψ(z) and so the original density ρ(z) can reproduced. We
show the effective potential we obtained, along with the atomic density ρ(z) used to
generate it, in figure 3.22.
We tested this procedure with the system on graphite without 4He atoms, and using
the potential we obtained from the inversion 3.16 we could compute an equation of state
that is virtually identical to the one obtained with the smooth Cole potential. We can
thus conclude that since our system is practically smooth we can use this effective
potential to capture the behaviour of the physical system. Since the first helium layer
is only weakly corrugated we do not need to adjust the effective mass of 3He. We
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Figure 3.23: Equation of state for 3He in presence of a smooth effective potential
describing a graphite substrate and one layer of 4He atoms.
show in figure 3.23 the equation of state we obtain using the effective potential. That
the equation of state that we obtained is qualitatively similar to the equation of the
first layer, without 4He atoms, and a local minimum at finite density is still missing.
We computed the derivative of the chemical potential, that we show in figure 3.24.
We can see again an instability region, and using Maxwell’s construction we obtain a
coexistence region between 0.007 and 0.014 A˚−2. We remark that both the instability
region and the zone of coexistence are close to the results for the first layer.
In order to further assess if our choice of using the effective potential is justified
we computed the pair correlation functions for both the system with the smooth effec-
tive potential and the system with the 4He layer. The comparison of the correlation
functions are shown in figure 3.25. The pair correlation function for both systems are
quite similar; in particular we note that even if we simulate a system with 4He atoms
the radial correlation function does not present any particular modulation: we can
thus affirm that the graphite substrate and the first helium monolayer can be safely
approximated by a smooth substrate.
3.4 Summary
We can confirm the existent result that two dimensional 3He does not have a liquid
phase: in two dimension 3He is a homogeneous liquid from very low density to freezing;
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Figure 3.24: Derivative of the chemical potential for a system of N = 18 3He atoms
with the effective potential for graphite and 4He.
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Figure 3.25: Radial correlation function g(r) for 3He atoms adsorbed on a graphite
substrate with a layer of 4He atoms (red) and with an effective potential (blue), at
density 0.009 A˚−2 and 0.038 A˚−2.
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on the other hand computations performed in presence of substrate show another
picture: zero point motion in the z direction and the presence of corrugations may
lead to the stabilization of a liquid phase.
If 3He is adsorbed on a weak substrate, as an alkali metal, the system shows a phase
coexistence between a low density fluid and a higher density one, and the possible
presence of a finite density minimum in the equation of state is the signal of a liquid
phase. This is due to the fact that in presence of a weak substrate the 3He atoms have
a large zero point motion along z, that has the effect of effectively softening the atomic
hard core repulsion.
The situation is less clear in system adsorbed on graphite; even if graphite is a very
strong substrate, that should prevent the formation of a liquid phase we have seen
that including the corrugation (either explicitly in the substrate potential of effectively
through an effective mas for 3He atoms) the coexistence of different fluid phases is
possible. The results we obtained are however somewhat delicate: small changes in the
potentials used to model the system may lead to qualitative changes of the observed
behaviour, leading to the formation of a liquid or to the disappearance of the coexistence
region.
Explicitly introducing a layer of 4He in the simulation up to now has not given
any satisfactory results, but the introduction of an effective potential to describe the
ensemble (graphite substrate + 4He plating) has made possible the determination of
an equation of state. We can observe phase coexistence in the second layer too. We
compare in figure 3.26 the equations of state obtained for the first and second layers.
They are qualitatively similar and performing Maxwell’s construction we find very
similar coexistence regions on both layers. This is in line with the observations by
Fukuyama [38, 39]. We argue however that this features are characteristic of 3He
adsorbed on graphite, and not of quasi two dimensional helium in general, as in our
computations 3He in two dimensions or adsorbed on alkali had significantly different
behaviour.
We conclude observing that when dealing with strongly interacting substrates the
situation is not very clear: in our simulations we noted that many significant factors
have to be taken into account, such as the corrugation, or the presence of multiple
layers, and small differences for example in the choice of the interaction potentials
may lead to significant differences. We emphasize this fact as while the helium-helium
interaction is described with a reasonable accuracy by the SAPT2 or Aziz potentials,
the interaction between a helium atom and a carbon substrate is described with much
lower precision, and this may lead to some bias in computations. Another source of
error may also the modification of the interaction between helium atoms due to the
presence of the substrate, an effect that to our knowledge has never been included in
simulations but may have significant effects [71].
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Figure 3.26: Equations of state for the first and second layer of 3He adsorbed on
graphite.
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Chapter 4
Iterative backflow procedure for
quantum fluids
Several techniques have been developed to overcome the sign problem in the study of
Fermi system with projector Quantum Monte Carlo simulations; most of them however
can only be used to study small systems, as their computational costs scale exponen-
tially with the system size [19, 20, 66, 67, 68, 69]. The fixed node technique on the
other hand is cheaper, as it has a polynomial scaling, and so in practice is the only
available technique to obtain accurate results for large Fermi systems.
Using the Fixed Node approximation however leads to a problem: the results it
allows to achieve are variational, in the sense that only an upper bound to the exact
ground state energy can be estimated. In order to obtain accurate results one has
to use a trial wave function, whose nodes are as close as possible to the nodes of
the exact ground state. It is well known for example that using a Jastrow-Slater
wave function with a Slater determinant of plane waves can give inaccurate results for
strongly correlated Fermi liquids [72]. Plane waves here fail in giving a good description
of the system because they completely ignore the role of correlations.
The inclusion of backflow transformations improve the simulation results for Fermi
systems, but sometimes the results that are obtained fail to reproduce experimental re-
sults. Improvements and generalizations of backflow transformations can dramatically
improve the Quantum Monte Carlo results [18, 2].
We designed a new class of wave functions with an improved nodal surface and
more accurate nodal surfaces with the inclusion of iterative backflow transformations
[2]. In this new wave functions we include pseudopotentials to include correlations be-
tween backflow coordinates and we use a Slater determinant of iteratively transformed
coordinates to ensure antisymmetry. These wave functions have a modular structure
that can be used to obtain a strict upper and lower bound for the exact energy, that
allow to estimate the exact ground state energy of Fermi liquids.
In this chapter we review backflow coordinates and their applications in numerical
simulations, then we describe our new wave functions. We show that these wave
function give good results in the description of two dimensional 3He at freezing, a
strongly correlated Fermi system and we show they are very effective in the description
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of three dimensional 4He too; the success of the iterative backflow procedure in the
description of a Bose system suggests that they can be useful on a scope wider than
the strongly correlated Fermi systems.
4.1 Backflow coordinates
Backflow transformations were firstly introduced by Feynman and Cohen [87] for the
description of excited states of liquid 4He. The wave functions of the excited states of
4He can be written [88] as
Ψ(R) = Φ(R) ·
∑
i
f(ri) (4.1)
where Ψ(R) is an excited state wave function, Φ(R) the ground state wave function,
ri the coordinates of the i−th atom and R the vector of the coordinates of all the
atoms. |Ψ〉 is a momentum eigenstate only if f(ri) are plane waves. Now we consider
two examples.
Let us consider an excitation which is localized by the formation of a wave packet;
the wave function thus becomes
Ψ(R) = Φ(R) ·
∑
i
exp(ik · ri)h(ri) (4.2)
where h(ri) is a suitable function, e.g. a Gaussian. Such a wave function has a problem:
it represents a wave packet that translates but that also broadens in time, an thus is
unsuitable to describe a stationary state. A way to solve this problem is to include
a backflow term. Backflow is taken into account by multiplying the wave function by
exp [i
∑
i g(ri)], where the function g(r) is chosen in a way that the continuity equation
for the current holds and so that g(r) → 0 as r → ∞; this is obtained generating a
backflow of the helium atoms to preserve the total current. The wave function can
then be written as
Ψ(R) = Φ(R) · exp
[
i
∑
i
g(ri)
]∑
i
exp(ik · ri)h(ri). (4.3)
Let us now consider the problem of an impurity moving through liquid 4He; this im-
purity is equal for all respects to the 4He atoms, but it is not subject to Bose statistic,
and has a momentum ~k. A wave function that can be used to describe this situation
is
Ψ(R) = Φ(R) exp(ik · rA) (4.4)
where rA is the position of the impurity. The energy of the impurity in this case is
E = ~2k2/2m. It is possible however to decrease the energy by allowing the helium
atoms around the impurity to move in order to make room for it as it passes through,
and then filling in the hole it leaves. This leads to a pattern flow can be defined in
such a way that it involves many atoms, minimizing density fluctuations that lead to
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an increase of kinetic energy. This leads to a conserved, divergence free current. Such
a pattern, the backflow, can be described introducing a wave function
Ψ(R) = Φ(R) exp(ik · rA) exp
[
i
∑
i
g(ri − rA)
]
; (4.5)
we can define an excitation such as a phonon or a roton for liquid 4He dropping the
impurity and symmetrizing the previous wave function, obtaining a backflow pattern
around each helium atom
Ψ(R) = Φ(R)
∑
i
exp(ik · ri) exp
[
i
∑
j 6=i
g(ri − rj);
]
(4.6)
since the function g(r) describing the pattern is proportional to the wave vector k [87]
the wave function can be written as
Ψ(R) = Φ(R)
∑
i
exp(ik · xi); (4.7)
where xi are the transformed backflow coordinates
xi = ri +
∑
j
(ri − rj)η(rij) (4.8)
and η(r) is a suitable function, variationally determined.
In both examples we see that backflow is a collective flow of the atoms in a quantum
fluid, than is introduced to describe excitations. It has the effect of preserving the total
current in presence of a moving wave packet and of reducing the total energy of the
system when a particle is moving through the fluid.
While backflow transformations were introduced to study excitations of Bose sys-
tems they found a lot of applications in the study of ground states of Fermi systems
[89]: backflow coordinates are in fact often used in trial wave functions of Variational
or Diffusion Monte Carlo simulations. In particular they are used in the Slater de-
terminant part of fermionic wave functions. These wave functions were used to study
systems such as 3He [13, 72, 73, 74, 75, 76, 89] or the electron gas [77, 78, 79]. Failing to
include backflow transformations leads to somewhat inaccurate results at high density:
the inclusion of backflow transformations in fact significantly improves the description
of interparticle correlations and provide a much more accurate nodal surfaces; this is
especially important when using the Fixed Node approximation.
It should be noted however that there is still room for improvement: using simple
backflow transformations as 2.67 can results in important differences between simula-
tions and experiments. As an example a three-body (and possibly more-body) term has
to be included to stabilize the unpolarized ground state of 3He against spin polarization
[18]. Other generalizations and improvements can of course be designed.
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4.2 Iterative backflow procedure
We have designed a class of new trial wave functions based on iterative backflow trans-
formations: instead of using just one set of backflow coordinates we use an iterative
procedure to generate several orders of backflow coordinates, and then include inter-
particle correlation among these auxiliary coordinates.
Let us consider a Fermi system. Such a system can be described by a wave function
of the form
Ψ(1)(R) = J(R) · χ(X(1)) (4.9)
whereR is a vector containing all the atomic coordinates, X(1) is a vector containing the
transformed backflow coordinates 4.8, J(R) is a Jastrow function taking into account
interparticle correlations and χ(X) is a product of Slater determinants of plane waves,
including backflow transformations. Once the Jastrow and backflow pseudopotentials
have been determined it is possible to approximate the excited states of the systems
using different occupation numbers for the orbital in the Slater determinant, effectively
creating particles and holes, in analogy with Landau’s Fermi liquid theory. Let us now
consider an effective Hamiltonian, as in the correlated basis function approach [90, 91],
within this non orthogonal basis set; for a Fermi liquid the off diagonal matrix elements
of the effective Hamiltonian will be strongly suppressed with respect the off diagonal
elements of bare plane waves. The idea is that instead of diagonalizing the effective
Hamiltonian we instead redefine a new trial wave function, to approximate the ground
state of the effective Hamiltonian. Assuming a smoothly varying effective interaction
we can define the new trial wave function introducing new backflow transformations,
using instead of the bare coordinates the backflow coordinates 2.67
x
(2)
i = x
(1)
i +
∑
j
(x
(1)
i − x(1)j )η(1)(x(1)ij ) (4.10)
We also introduce correlation between backflow coordinates defining a new Jastrow
term J (1)(X(1)), so that the wave function becomes
Ψ(2)(R) = J(R) · J (1)(X(1)) · χ(X(2)). (4.11)
This procedure can then be iterated, to generate wave function of the type
Ψ(M)(R) = J(R) ·
M−1∏
m=1
J (m)(X(m)) · χ(X(M)) =
M−1∏
m=0
J (m)(X(m)) · χ(X(M)) (4.12)
using backflow transformations of the form
x
(m)
i = x
(m−1)
i +
∑
j
(x
(m−1)
i − x(m−1)j )η(m−1)(x(m−1)ij ); (4.13)
in this notation the superscript (0) refers to the original atomic coordinates or pseu-
dopotentials, while the wave function Ψ(0)(R) is a Jastrow-Slater wave function without
backflow transformations.
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Our new wave functions give better variational energies not only because the in-
creased number of Jastrow factors results in a more flexible description of interparticle
interactions; each time we include a new backflow transformation in the wave func-
tion we are reducing the correlations between the coordinates used to compute the
Slater determinant. We can describe their correlation introducing a new Jastrow fac-
tor and introduce a new set of auxiliary particles that are even less correlated, via a
new backflow transformation. Every time we perform a backflow transformation we
obtain new pseudo particles that are less correlated, and for which the nodes of a Slater
determinants of plane waves become more accurate.
We note that in general the pseudopotentials describe two and three body corre-
lations and the ones in the backflow transformations are not equal at each order, and
they have to be separately optimized. Moreover each time we add an iteration all the
pseudopotentials already present have to be reoptimized. This lead to a longer varia-
tional optimization procedure, each time with more and more variational parameters.
On the other hand the computational cost of a single simulations does not significantly
increase: with the procedure described below we have an algorithm whose complexity
scales as N3, where N is the number of atoms in the simulation, just as when we use
a wave function with regular backflow; in the simulation of a system on N = 26 atoms
with M = 2, . . . , 5 backflow transformations we found that the CPU time necessary to
perform the estimates was 5, 9, 13, 17 times longer than the time needed using one
standard backflow transformation (M = 1). Simulating a system of 58 atoms took
a time 12.5 longer than simulating a system with 26 atoms, using 5 transformation
in both cases; this scaling is close to the N3 scaling of conventional backflow wave
functions.
4.3 Derivatives of the wave functions
In this section we generalize the procedure illustrated in subsection 2.7 to compute
the local energy using a wave function with iterative backflow transformation. We
shall focus on the kinetic part of the local energy, as again the potential part can be
straightforwardly obtained from the atomic positions in the configurations.
To compute the kinetic part of the local energy of this part we need to compute
the gradient and the Laplace operator of the logarithm of the wave functions 4.12.
We start from the simplest case, Ψ(2)(R). We first consider the two body correlation
between the backflow particles whose coordinates are X(1) = X. In this computations
we are going to use the matrices Aαβij and B
β
ij defined in subsection 2.7
Aαβij =
∂xβj
∂rαi
Bβij =
∑
α
∂2xβj
∂rαi ∂r
α
i
=
∑
α
∂Aαβij
∂rαi
.
(4.14)
We start from the two body pseudopotential for the backflow coordinates. The
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logarithm of this term is
U
(1)
2 (X) =
∑
j<k
u(1)(xjk); (4.15)
its gradient is computed using the chain rule
∇αi U (1)2 (X) =
∑
j<k
∂u(1)
∂rαi
(xjk) =
∑
j<k
∂u(1)
∂xjk
(xjk)
∂xjk
∂rαi
=
=
∑
j<k
∑
lβ
u′(1)(xjk)
∂xjk
∂xβl
∂xβl
∂rαi
=
∑
lβ
T βl A
αβ
il
(4.16)
where
u′(1)(xjk) =
∂u(1)
∂xjk
(4.17)
and we defined the matrix T βl as
T βl =
∑
j 6=l
u′(1)(xjl)
xjl
xβjl. (4.18)
We now obtain the Laplacian
∆U
(1)
2 =
∑
i,α
∂2U
(1)
2
∂rαi ∂r
α
i
=
∑
i,α
∂
∂rαi
(∑
lβ
T βl A
αβ
il
)
=
=
∑
lβ
∑
iα
∂Aαβil
∂rαi
T βl +
∑
lβ
∑
iα
∂T βl
∂rαi
Aαβil =
=
∑
ilβ
T βl B
β
il +
∑
ilαβ
∂T βl
∂rαi
Aαβil .
(4.19)
We now consider the derivative
∂Tβl
∂rαi
; from the definition 4.18 we have
∂T βl
∂rαi
=
∂
∂rαi
(∑
j 6=l
xβjl
u′(1)(xjl)
xjl
)
=
=
∑
j 6=l
(
Aαβij − Aαβil
) u′(1)(xjl)
xjl
+
∑
m,γ
(
u′′(1)(xjl)− u
′(1)(xjl)
xjl
)
xβjlx
γ
jl
x2jl
·
· (δmj − δml)Aαγim =
=
∑
j 6=l,γ
[
δβγ
(
Aαγij −Aαγil
) u′(1)(xjl)
xjl
+
(
u′′(1)(xjl)− u
′(1)(xjl)
xjl
)
xβjlx
γ
jl
x2jl
(
Aαγij −Aαγil
)]
(4.20)
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we can then define the quantity
W βγjl =
(
u′′(1)(xjl)− u
′(1)(xjl)
xjl
)
xβjlx
γ
jl
x2jl
+ δβγ
u′(1)(xjl)
xjl
(4.21)
so that we obtain
∂T βl
∂rαi
=
∑
j 6=l,γ
W βγjl
(
Aαγij − Aαγil
)
; (4.22)
moreover if we define the matrix
A
αβ
lm =
∑
iγ
Aγαil A
γβ
im. (4.23)
we can finally obtain
∆U
(1)
2 (X) =
∑
ilβ
T βl B
β
il +
∑
l 6=j
∑
βγ
W βγjl
(
A
γβ
jl −A
γβ
ll
)
. (4.24)
We now construct new backflow coordinates X(2) = Y, and compute the gradient
and Laplacian of the Slater determinant obtained using these new coordinates (the
three body correlations between the backflow coordinates X(1) will be addressed later).
We start from the definition of the new coordinates
yαi = x
α
i +
∑
j 6=i
xαijη
(1)(xij) (4.25)
where η(2) is the corresponding backflow pseudopotential. We need now to compute
the derivatives
Y αβij =
∂yβj
∂rαi
, Zβij =
∑
α
∂2yβj
∂rαi ∂r
α
i
=
∑
α
∂Y αβij
∂rαi
. (4.26)
Let us focus on Y αβij ; using the chain rule an the definition of the matrix A we have
Y αβij =
∂yβj
∂rαi
=
∑
kγ
∂yβj
∂xγk
∂xγk
∂rαi
=
∑
kγ
∂yβj
∂xγk
Aαγik ; (4.27)
we now evaluate the derivative
∂yβj
∂xγk
, using the backflow transformation 4.25 and the
analogue for x of the derivatives 2.71
∂yβj
∂xγk
=
∂
∂xγk
(
xβj +
∑
l 6=j
xβjlη
(1)(xjl)
)
=
= δγαkj +
∑
l 6=j
δγβ(δjk − δlk)η(1)(xjl) + xβjl
∂η(1)(xjl)
∂xjl
xγjl
xjl
(δjk − δlk) =
= δγαkj +
∑
l 6=j
(δjk − δlk)
[
δγβη(1)(xjl) + x
β
jlx
γ
jl
η′(1)(xjl)
xjl
]
(4.28)
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defining the quantity
h˙γβjl = δ
γβη(1)(xjl) +
η′(1)(xjl)
xjl
xγjlx
β
jl (4.29)
we finally obtain
Y αβij =
∑
kγ
∂yβj
∂xγk
Aαγik =
∑
kγ
[
δγαkj +
∑
l 6=j
(δjk − δlk)h˙γβjl
]
Aαγik =
= Aαβij +
∑
l 6=j,γ
h˙γβjl (A
αγ
ij −Aαγil )
(4.30)
We now consider the matrix Zβij with the second derivatives; we have
Zβij =
∑
α
∂Y αβij
∂rαi
=
∑
α
[
∂Aαβij
∂rαi
+
∑
l 6=j,γ
[
∂h˙γβjl
∂rαi
(Aαγij − Aαγil ) + h˙γβjl
(
∂Aαγij
∂rαi
− ∂A
αγ
il
∂rαi
)]]
.
(4.31)
Using the matrix B in 4.14 and the chain rule we have
Zβij = B
β
ij +
∑
α
∑
l 6=j,γ
∂h˙γβjl
∂rαi
(Aαγij − Aαγil ) +
∑
l 6=j,γ
h˙γβjl (B
γ
ij −Bγil); (4.32)
we note that
∂h˙γβjl
∂rαi
=
∑
k,ν
∂h˙γβjl
∂xνk
∂xνk
∂rαi
=
∑
k,ν
∂h˙γβjl
∂xνk
Aανik (4.33)
so we need to compute the derivative
∂h˙γβ
jl
∂xνk
∂h˙γβjl
∂xνk
=
∂
∂xνk
[
δγβη(1)(xjl) +
η′(1)(xjl)
xjl
xγjlx
β
jl
]
=
= (δjk − δlk)
[
δγβ
xνjl
xjl
η′(1)(xjl) + δ
νβ
xγjl
xjl
η′(1)(xjl) + δ
νγ
xβjl
xjl
η′(1)(xjl)+
+
xβjlx
γ
jlx
ν
jl
x2jl
η′′(1)(xjl)−
xβjlx
γ
jlx
ν
jl
x3jl
η′(1)(xjl)
]
=
= (δjk − δlk)
[
η′(1)(xjl)
xjl
(
δγβxνjl + δ
νβxγjl + δ
νγxβjl
)
+
xβjlx
γ
jlx
ν
jl
x2jl
(
η′′(1)(xjl)− η
′(1)(xjl)
xjl
)]
(4.34)
and defining the quantity
h¨αγβjl =
η′(1)(xjl)
xjl
(
δγβxνjl + δ
νβxγjl + δ
νγxβjl
)
+
xβjlx
γ
jlx
ν
jl
x2jl
(
η′′(1)(xjl)− η
′(1)(xjl)
xjl
)
(4.35)
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we can write
∂h˙γβjl
∂xνk
= (δjk − δlk)h¨αγβjl . (4.36)
Using 4.36 and 4.33 in 4.32 we have
Zβij = B
β
ij +
∑
α
∑
l 6=j,γ
∑
k,ν
(δjk − δlk)h¨αγβjl Aανik (Aαγij − Aαγil ) +
∑
l 6=j,γ
h˙γβjl (B
γ
ij −Bγil) =
= Bβij +
∑
α
∑
l 6=j,γν
h¨αγβjl
[
Aανij A
αγ
ij + A
αν
il A
αγ
il −Aανij Aαγil −Aανil Aαγij
]
+
∑
l 6=j,γ
h˙γβjl (B
γ
ij −Bγil).
(4.37)
We can then define the quantity
Cαβijk =
∑
γ
Aγαij A
γβ
ik (4.38)
so that 4.37 becomes
Zβij = B
β
ij +
∑
l 6=j,γν
h¨αγβjl
[
Cνγijj + C
νγ
ill − Cνγijl − Cνγilj
]
+
∑
l 6=j,γ
h˙γβjl (B
γ
ij − Bγil). (4.39)
We can now compute the part of the kinetic energy due to the determinant simply
using the matrices Y, Z instead of the matrices A,B in 2.79
∇αi log(det(φ)) =
∑
β
∑
jk
Vjkφ
β
kjY
αβ
ij =
∑
β
∑
j
F βjjY
αβ
ij (4.40)
and 2.82
∆ log(det(φ)) =
∑
αij
ZαijF
α
jj −
∑
αβγ
∑
ijk
Y αβij Y
αγ
ik ·
(
F βkjF
γ
jk − δjk
∑
m
Vjmφ
βγ
mj
)
. (4.41)
These operations can again be done in order of N3 computations. We observe that
by definition the three body correlation term is the scalar product of two terms with
analogue form of the backflow transformation; we can then simply use the derivatives
for the backflow terms along the usual chain rule and the rule of the derivative of a
product.
We have thus written the derivatives that we need to compute the local energy
of Ψ(2)(R). This procedure can be generalized to functions with further backflow
iterations. One has just to compute derivatives for all the pseudopotentials at each
iteration using the chain rule
∂x
(n)β
j
∂rαi
=
∑
kγ
∂x
(n)β
j
∂x
(n−1)γ
k
∂x
(n−1)γ
k
∂rαi
(4.42)
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4.4 Zero-variance energy extrapolations
The quality of a wave function can be estimated using two quantities: the average value
and the variance of the local energy. Lower energies imply a better approximation of
the ground state because of the variational principle, while lower variances of the local
energy imply better wave functions for the zero variance property. These quantities
can be combined to obtain stringent upper and lower bounds to the exact energy by
extrapolation to the limit of zero variance.
Here we assume that we are using ”good” wave functions as trial wave functions,
which means that the variational energy ET = 〈ΨT |H|ΨT 〉 is closer to exact ground
state of the Hamiltonian E0 than to any other energy eigenvalue
|ET −E0| < |ET − Ei| for any i > 0. (4.43)
From the definition of the energy variance we have
σ2 = 〈ΨT |(H −ET )2|ΨT 〉 =
∑
i
〈ΨT |(H − ET )|Φi〉〈Φi|(H −ET )|ΨT 〉 =
=
∑
i
|ci|2(ET − Ei)2 >
∑
i
|ci|2(ET −E0)2 > (ET − E0)2
(4.44)
where we decomposed |ΨT 〉 on an energy eigenstates basis {|Φi〉} with H|Φi〉 = Ei|Φi〉
and ci = 〈ΨT |Φi〉 with
∑
i |ci|2 = 1.
From this relation we see that the energy variance can be used to obtain a strict
lower bound to exact ground state energy [92]
√
σ2 > ET − E0 → ET −
√
σ2 < E0. (4.45)
The condition 4.43 can be somewhat relaxed in such a way that the lower bound
4.45 remains valid. This can be seen writing the quantities
CT =
∑
i>0
|ci|2
∆T =
∑
i>0
|ci|2
CT
(Ei − E0)
∆2T =
∑
i>0
|ci|2
CT
(Ei − E0)2 ≥ ∆2T
(4.46)
decomposing again the trial wave function on a basis of energy eigenstates; using these
quantities we can write the energy and the variance as
ET =
∑
i
|ci|2Ei = E0 +
∑
i>0
|ci|2(Ei − E0) = E0 + CT∆T
σ2 =
∑
i
|ci|2(Ei −ET )2 =
∑
i
|ci|2(Ei − E0 − CT∆T )2 =
=
∑
i
|ci|2(Ei − E0)2 + (CT∆T )2 + 2E0CT∆T − 2ETCT∆T =
= ∆2TCT − (∆TCT )2 ;
(4.47)
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using this relations we have
ET −
√
σ2 = E0 +∆TCT −
√
∆2TCT − (∆TCT )2 =
= E0 −∆TCT


√
∆2T
∆2TCT
− 1− 1

 . (4.48)
The lower bound 4.45 holds if
∆TCT


√
∆2T
∆2TCT
− 1− 1

 > 0, (4.49)
i.e. if
CT ≤ ∆2T/2∆2T (4.50)
or
ET −E0 ≤ ∆2T /2∆T . (4.51)
The condition 4.51 is more useful than the condition 4.43. On one hand it is less
stringent, on the other it can easily checked (see below). The condition 4.43 can in
fact only be checked evaluating the energy gap between the ground state and the first
excited state in a separate computation using the Transient Estimate technique [20].
We can also extrapolate the exact energy without having to use the lower bound
4.45, using a simple fit. In order to do so we must introduce an assumption: the trial
wave function we are using has large overlap with the ground state, while components
on the excited states are broadly, evenly distributed. Moreover we assume that im-
proving the trial wave function, has the effect of increasing the overlap with the ground
state and decrease uniformly the excited state contributions. If this happens CT → 0
while ∆T and ∆2T are roughly constant. We can thus neglect terms of order C
2
T and
higher in the variance in 4.47, so that
σ2 ≃ ∆2TCT (4.52)
and substituting in the trial energy in 4.47 we obtain
ET = E0 + Aσ
2, (4.53)
with A = ∆T/∆2T . We can use a fit for the local energy as a function of its variance
to obtain another estimate for the exact ground state energy. Moreover we can use the
linear term in this fit to check the condition for the lower bound that from 4.51 as 4.51
now becomes ET − E0 ≤ 1/2A.
Both these extrapolations can provide estimates for the ground state energy using
data obtained with Variational Monte Carlo simulations. We would like however to be
able to use this extrapolations also with data obtained using the Diffusion-Fixed Node
technique. The problem here is that the variance in Diffusion Monte Carlo simulations
is strictly zero, as we are projecting the trial wave function on an energy eigenstate
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(at least inside nodal pockets). One way to estimate the quality of the wave function
in Diffusion data is using the variance obtained with the same trial wave function in
Variational Monte Carlo runs. Using this variance we can gauge the accuracy of the
trial wave function and perform the extrapolation 4.53, but as it isn’t the real variance
of the Diffusion Monte Carlo estimate we can’t use it in the estimate of the lower
bound.
These extrapolations are especially useful when combined with our wave functions:
the iterative backflow procedure in fact provides a way to systematically improve the
quality of the wave, leading to lower variances and energies as more backflow transfor-
mations are added. We can thus easily obtain several energies along with their variances
and this allows us to fit our data to 4.45 or 4.53 obtain ground state estimates.
We remark that these extrapolations can provide exact estimates for both Bose and
Fermi systems. The only limit here is that the wave function has to be sufficiently close
to the exact ground state wave function.
4.5 Two dimensional 3He at freezing
The first system we studied with our new wave functions was a two dimensional 3He
system at freezing. We made the decision of studying this system because because
3He is the archetypical system of strongly interacting, strongly correlated Fermi liquid
there are a large number of numerical studies on it, so that we have several well known
results to benchmark our results.
We choose to study the system at freezing because backflow transformations have
larger effects at higher densities [18], and so we should be able to better evaluate the
effectiveness of our iterative procedure when dealing with a system at freezing.
In these simulations we started using Jastrow-Slater wave functions with plane
waves, with two and three body correlations in the Jastrow. Then we included a
standard backflow transformation and then we add more transformations, introducing
two and three body correlations between particles at each order.
We studied an unpolarized system with N = 26 and N = 58 atoms, and a fully
polarized system with N = 29 atoms, in a simulation box with periodic boundary
conditions.
Tha Hamiltonian of this system is
H =
∑
i
p2i
2mi
+
∑
i<j
V (rij). (4.54)
The interatomic interaction V (r) is the Aziz potential [29] routinely used in simulations
of helium.
We used Jastrow-Slater wave functions with iterated backflow transformations
Ψ(M) = J (0)(R)
M−1∏
n=1
J (n)(X(n))D(X(M)). (4.55)
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The Jastrow factors have the form
J (n)(X(n)) = exp(−U (n)(X(n))) = exp(−U (n)2 (X(n))− U (n)3 (X(n))) (4.56)
with
U
(n)
2 (X
(n)) =
∑
i 6=j
u(n)(x
(n)
ij ), (4.57)
U
(n)
3 (X
(n)) =
∑
i
G
(n)
i (X
(n)) ·G(n)i (X(n)) (4.58)
where
G
(n)
i (X
(n)) =
∑
j
(x
(n)
i − x(n)j )ξ(n)(x(n)ij ) (4.59)
and
x
(n)
i = x
(n−1)
i +
∑
j
(x
(n−1)
i − x(n−1)j )η(n−1)(x(n−1)ij ). (4.60)
D(X(M)) is a product of Slater determinants, one for each spin specie, computed using
the highest order backflow coordinates. The pseudopotentials u(n), ξ(n) and η(n) are
optimized in a Variational Monte Carlo procedure. All the pseudopotentials used have
the functional form described in 2.6.
Every time we add a backflow iteration we optimize the pseudopotentials using
the correlated sampling technique. With each iteration the optimization procedure
becomes more involved, as we have 17 variational parameters for each iteration. The
computational cost of a single simulation scales as N3, and even if adding iterations
slows down the computation the scaling does not get worse.
We remark that each time an iteration is added all the pseudopotentials have to be
reoptimized starting from the wave functions of the previous iteration; even the pseu-
dopotential already present at former computations have to optimized, as we observed
that the pseudopotentials at the same order can change in presence of an increased
number of iterations. We show as an example the pseudopotentials depending on the
real atomic coordinates in wave functions with different number of backflow iterations
in figure 4.1.
We show in figure 4.2 the pseudopotentials in an optimized wave function with 4
backflow iterations. We can see that in the same wave functions pseudopotentials re-
ferring to different backflow coordinates are somewhat different. While the three body
and backflow pseudupotential display mostly the same qualitative behaviour the two
body pseudopotentials have significant differences; we observe that these pseudopoten-
tials for the transformed coordinates can surprisingly become attractive. This iterative
procedure anyway introduces correlations at all orders, and thus it is difficult to give
a direct physical interpretation of the pseudopotentials.
The effect of an attractive two body pseudopotential is even less clear in the light
of the pair correlation functions, evaluated for the 3He atoms and for the auxiliary
backflow particles; we see in fact that backflow particles of higher orders are system-
atically more localized than the real 3He atoms; if this effect were due only to a two
body psedupotential this pseudopotential should be much more repulsive even than
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Figure 4.1: Pseudopotentials for two body correlations, three body correlations and
backflow transformations for the real atomic coordinates in a two dimensional 3He
system with different a number of backflow iterations. The system is unpolarized and
at freezing (ρ = 0.060A˚−2) and with N = 26 atoms.
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Figure 4.2: Optimized pseudopotentials of the trial function Ψ
(5)
T for N = 26,
ζ = 0. The lines are broken where the pair distribution functions of the relevant
(quasi)coordinates become negligibly small, g(x(n)) . 10−3 (see Fig. 4.3) The index 0
refers to pseudopotentials for the real atoms.
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Figure 4.3: Pair correlation functions calculated in a VMC simulation with the Ψ(5)(R)
trial function, using the atomic coordinates X(0) = R (solid line), and the backflow
coordinates X(1), X(3), and X(5) (dotted, dash-dotted and dashed lines, respectively).
the one of the helium atoms (seen in figure 4.1). The localization of the backflow
particles reminds a similar effect observed in the pair correlation functions of shadow
particles, auxiliary particles introduced using Shadow Wave Functions [96], and sug-
gests the intriguing possibility that at higher densities the backflow particles could even
crystallize.
We show in figure 4.1 the Variational and Diffusion Monte Carlo data that we
obtained. Including one backflow transformation as in the usual backflow wave func-
tion leads to a significant improvement of the variational estimates with respect to
Jastrow-Slater wave function with plane waves. We can see however that there is still
a significant excess energy with respect to the exact results obtained with the Tran-
sient Estimate, when available. This excess can be reduced using the iterative backflow
procedure, both in the VMC computations, where the excess energy in the unpolarized
system is decreasing from 0.3 K to less than 0.1 K, and in the DMC computations
(form about 0.05 K to about 0.015 K), and we can observe that the energy discrepancy
is reduced to about a third. In the polarized system the existing results are more accu-
rate, but the iterative procedure still allows to reduce the difference with the Transient
Estimate result.
In order to reduce the computational effort of the optimization procedure we won-
dered if it was possible to use some simpler iteration schemes, trying to decrease the
computational effort and at the same time not to lose too much accuracy. We tried to
use wave functions without correlation between backflow particles, i. e. given by the
product of just one Jastrow term for the correlations of the helium atoms and a Slater
determinant of auxiliary coordinates obtained iterating backflow transformations; we
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also used a procedure in which the only pseudopotentials to be optimized are the newly
added ones, so that lower order pseudopotentials are left unchanged from the previous
iterations. From the results in table 4.2 we see that not explicitly including correlations
for backflow coordinates (data set I) leads to significantly higher energies in the VMC
estimates, of about 0.2 K at each order. Moreover even if the variational estimate has
an improvement of more that 10−2 K going from Ψ(2) to Ψ(3) further iterations leads
to smaller energy gains, of the order of the mK. The VMC results are somewhat better
using wave functions in which only the highest order pseudopotentials are optimized
(II), but the variational estimates are still above the results with the fully optimized
wave functions of several hundredths of K. DMC energies are better but still higher of
some mK with respect to the data shown in table 4.1. Such energies differences can be
significant for example when studying the energy as a function of polarization of 3He,
in which accuracy of the order of mK is required.
On the other hand we also tried more accurate wave functions, using different back-
flow transformations for parallel and antiparallel spins. The energy is somewhat lower
in the Variational estimates, but the energy gain becomes negligible in the Diffusion
Monte Carlo data. We show in table 4.2 the energies obtained with these modified
wave functions.
The results of the zero variance extrapolations discussed in section 4.4 are shown
in Figs (4.4), (4.5) and (4.6) and listed in Table 4.1. We observe that with our data
both the conditions 4.43 and 4.51 for the lower bound extrapolations hold, as can
be seen from the the value of the energy gap between the ground state and the first
excited state (computed using Transient Estimate) and of 1/2A, obtained from the
data fit. Both quantities are larger when considering the fully polarized system; this is
not surprising, as the energy of Ψ(0) and Ψ(1) were already closer to the exact result.
Since these conditions both hold we expect that both the zero variance extrapolations
should give good results. This is in fact the case. The extrapolation of the VMC data,
both for the energy and its lower bound, give results that are within few tens of mK of
the exact result. While the extrapolation of the DMC energies is less formally sound
it still can give a very accurate result, consistent with the Transient Estimate (the
difference between the extrapolated and transient estimate energy is basically the sum
of the error bars of both data). Even when the Transient Estimate is not available, as
is the case for the larger system, we can see that the extrapolations of the energy and
the lower bound from VMC data leads to an uncertainty on the exact ground state
energy of about 60mK, and that the extrapolation of the DMC falls inside this interval.
We conclude observing that the zone in which it is possible to obtain the lower
bound 4.51 shrinks when we increase the size of the system, and eventually it vanishes
in the thermodynamic limit [92]. This means that extrapolating a lower bound for the
exact ground state energy may not be possible for large systems. On the other hand
this region is still large enough to perform computations for systems whose size forbids
exact evaluation of the energy, such as the system with 58 atoms we considered.
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N=26, ζ = 0
EVMC/N σ
2/N ∆ EDMC/N
Ψ(0) 3.011(1) 28.29 2.419(2)
Ψ(1) 2.688(1) 13.05 0.323 2.353(2)
Ψ(2) 2.471(1) 4.58 0.540 2.336(2)
Ψ(3) 2.4258(8) 2.86 0.585 2.3284(9)
Ψ(4) 2.4049(9) 2.47 0.606 2.3223(4)
Ψ(5) 2.400(1) 2.29 0.611 2.323(1)
VMCext 2.338(5)
DMCext 2.317(3)
LBext 2.275(14)
TE 2.307(7)
N=58, ζ = 0
EVMC/N σ
2/N ∆ EDMC/N
Ψ(0) 2.900(1) 28.07 2.373(2)
Ψ(1) 2.584(1) 13.34 0.316 2.283(2)
Ψ(2) 2.356(2) 4.93 0.544
Ψ(3) 2.313(2) 3.25 0.587
Ψ(4) 2.297(2) 2.67 0.603
Ψ(5) 2.292(1) 2.49 0.608 2.232(1)
VMCext 2.217(2)
DMCext 2.216(3)
LBext 2.149(12)
TE
N=29, ζ = 1
EVMC/N σ
2/N ∆ EDMC/N
Ψ(0) 2.5831(6) 7.51 2.402(1)
Ψ(1) 2.5133(5) 5.34 0.070 2.4005(6)
Ψ(2) 2.4383(3) 2.20 0.145 2.3918(5)
Ψ(3) 2.4193(3) 1.54 0.164 2.3877(4)
Ψ(4) 2.4136(2) 1.36 0.170 2.387(1)
Ψ(5) 2.4109(7) 1.25 0.173 2.3869(5)
VMCext 2.384(6)
DMCext 2.379(1)
LBext 2.390(26)
TE 2.375(3)
Table 4.1: Ground-state energy per particle, in K, of liquid 3He in two dimensions at
ρ = 0.060A˚−2, obtained with VMC (EVMC/N) and FN-DMC (EDMC/N) using differ-
ent trial wave functions: without backflow (Ψ(0)) and with M-times iterated backflow
(Ψ(M)). ζ is the spin polarization and N is the number of particles. ∆ is the gain
in VMC energy per particle relative to the PW value, and σ2 is the variance of the
VMC energy. TE are exact results calculated with the transient estimate method
[19]. VMCext, DMCext and LBext are the extrapolations to zero variance of EVMC/N ,
EDMC/N and of the lower bound 4.45 respectively. Statistical uncertainties on the last
digit(s) are given in parentheses.
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N = 26, ζ = 0
ET/N EDMC/N
0 I II III 0 I II III
Ψ(0)
Ψ(1)
Ψ(2) 2.471(1) 2.599(2) 2.515(1) 2.461(1) 2.336(2) 2.337(2) 2.337(2)
Ψ(3) 2.4258(8) 2.585(2) 2.480(1) 2.413(1) 2.3284(9) 2.335(2) 2.332(1) 2.3256(9)
Ψ(4) 2.4049(9) 2.584(2) 2.472(1) 2.398(1) 2.3223(4) 2.335(2) 2.326(1) 2.3215(4)
Ψ(5) 2.400(1) 2.580(2) 2.470(1) 2.390(2) 2.323(1) 2.331(1) 2.325(3) 2.324(1)
Table 4.2: Some of the energies of Table 4.1 compared to the corresponding values
obtained with downgraded or upgraded wave functions. Entries 0: energies from Ta-
ble 4.1; entries I: downgraded wave functions with omitted Jastrow factors of the
quasi-coordinates; entries II: downgraded wave functions with Jastrow and backflow
potentials from previous iterations not repotimized; entries III: upgraded wave func-
tions with different backflow potentials for atoms/backflow particles with parallel and
antiparallel spins.
−0.4
−0.2
0
0.2
0.4
0.6
0.8
0 5 10 15 20 25 30
(E
−
E
T
E
)/
N
 (
K
)
σ
2
/N (K
2
)
VMC
DMC
LB
TE
gap
1/(2AN)
Figure 4.4: VMC and DMC energies for N = 26, ζ = 0. The points refer to wave
functions with plane waves and then with increasing numbers of backflow transforma-
tions. We also show the lower bound for the exact ground state energy. We took as
the energy reference a the result of a Transient Estimate computation. All the energy
extrapolations are very close to the exact result. We also show the energy of the first
excited state and the quantity 1/2A to check the validity of the assumptions underlying
the lower bound.
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Figure 4.5: VMC and DMC energies for N = 29, ζ = 1. The data are the same as in
figure 4.4. Here the first excited state (about 0.6 K) and 1/2A (0.772 K) are off scale.
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Figure 4.6: VMC and DMC energies for N = 58, ζ = 0. The data are the same as
in figure 4.4. Here Transient Estimate results were not available, so we don’t have
estimates for the exact ground state energy and for the gap between the ground state
and the first excited state; we used as a reference for the energy the average between
the VMC and the lower bound extrapolations.
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4.6 Three dimensional 4He
We have seen however that backflow transformations can be iterated, and they also
affect the interparticle correlations in the Jastrow term. The improvement of the
description of the interparticle interactions is significant, and it does not imply a large
increase of the computational cost. It is worth to investigate other applications aside
from 3He, such as Bose systems of other Fermi systems such as the electron gas or
electrons in atoms, molecules or solids. Here we show results of the use of our iterative
backflow procedure in the simulation of a Bose system, three dimensional liquid 4He.
4He is a system that has been extensively studied with Quantum Monte Carlo
simulations for a long time [10, 4, 94, 96]. As 4He is a Bose particle, 4He systems must
be described by a wave function that is symmetric under particle exchange. We note
that if we drop the Slater determinant part in the wave functions 4.55 we used for 3He
the resulting wave function is fully symmetric, and thus suitable to describe a Bose
system. When dealing with Bose systems we are using a slightly different notation in
the definition of the wave functions: here Ψ(0)(R) is a Jastrow wave function, while
in the function Ψ(M) we use M backflow transformations and include M additional
Jastrow terms
Ψ(M)(R) =
M∏
m=0
J (m)(X(m)). (4.61)
The fact that 4He is a boson means that exact results, obtained with Diffusion or
Path Integral Ground State Monte Carlo, are available [94]. We study this system with
variational simulations to assess the quality of our wave functions and to estimate the
accuracy of the zero variance extrapolations.
In addition it is interesting to compare the performance of our wave functions with
other classes of wave functions, in particular with Shadow Wave Functions [93, 94,
95, 96]. Shadow Wave Functions are a class of wave functions that are widely used
in the study of 4He and are considered very good, especially at higher densities. It is
very interesting to see if the better description of interparticle correlations due to an
increased number of backflow transformations is enough to achieve a better accuracy.
While backflow transformations were introduced to study a Bose system, in QMC
simulations they are mostly used for the study of Fermi systems. The reason is that
backflow transformations do not have significant effects on the only single particle
orbital that is occupied in a Bosonic ground state. To our knowledge this is the first
time backflow transformations are used to describe a Bose system in the ground state.
The Hamiltonian of this system is the same as in 4.54, the only difference being
the atomic mass. We decided to study a three dimensional system with N = 64 atoms
at three different densities: 0.0196 A˚−3, 0.0218 A˚−3 (equilibrium density) and 0.0262
A˚−3 (freezing). Along with the energies we studied the radial pair correlation function
g(r) and the one body density matrix n(r), and compare our results with exact data.
Some wave functions give better variational estimates for the energy, while the results
for other quantities are less accurate: having a good comparison with exact data for
more physical quantities would be a very strong evidence of the overall accuracy of the
wave functions.
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As with the Fermi system we started using Jastrow wave functions with two and
three body correlation and then we added one backflow transformation at a time, op-
timizing the wave function at each step. Instead of using correlated sampling here we
used another optimization technique the linear optimization procedure [50]. We used
the linear procedure as it is more efficient than correlated sampling when we have to op-
timize a large number of variational parameters. We show optimized pseudopotentials
for a bosonic wave function at equilibrium density with five backflow transformations
in figure 4.7. We can see that pseudopotential change when they refer to different
orders of backflow coordinates; again we see that the two body term is purely repul-
sive for the real atoms and then it can be attractive for backflow particles. Changes
are mostly quantitative in the three body and the backflow pseudopotential, with the
partial exception of ζ (1)(x(1)), that becomes negative at intermediate distances. Again
the effect of the behaviour of the physical system is not immediately evident from the
pseudopotentials. It is interesting to observe the radial correlation functions, both for
the real atoms and the backflow coordinates; we show pair correlation functions for
the helium atoms and the backflow particles at equilibrium density in figure 4.8. We
see that as in the fermionic two dimensional case backflow particles of higher order are
more localized. We note anyway that the peaks of the pair correlation function are
less defined than for 3He in two dimensions; we note that the Fermi systems was at
freezing density while the Bose system considered here is at equilibrium. The sharpest
peaks may suggest near freezing a crystallization of the backflow particles that arises
before the formation of the real, physical solidification. We also note an interesting
parallel with the behaviour of Shadow Wave Functions [95], that show more localized
pair correlation functions for the shadow particle than the real atoms. This suggests
that our wave functions may provide a stable ordered phase at high density, a feature
that is at the moment unique of Shadow Wave Functions [97].
The variational estimates of the energy, along with the exact DMC data and es-
timates obtained using Shadow Wave Functions [96] are shown in table 4.3. At all
densities including backflow transformations significantly lowers the energy. This ef-
fect is more important at higher densities: the energy improvement we observed went
from about 0.13 K at the lowest density we considered (0.0196 A˚−3) to almost 0.5 K at
freezing. Including correlations between the backflow coordinates we obtain energies
that are lower than the Shadow Wave Function results [96]. Iterating the backflow
procedure improves the energies even more; the energy gain obtained with every new
iteration is lower and lower when the total number of backflow transformations in-
creases. At the lowest density the energy difference between the energy of the trial
wave functions with M = 1 and M = 2 transformations is of the order of 0.01K; the
energy difference between the same wave functions at equilibrium was about three times
larger, and five times larger at freezing. It is evident that the effect of the backflow
transformation is especially important at high density. In our computations we used
wave functions with up to two backflow transformations for the lowest density, five
for the equilibrium and 3 for freezing. We decided to stop at two and three iterations
for the lowest and highest density respectively because we did not observe significant
energy gains when we added the last iteration; we went on up to five iterations for the
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Figure 4.7: Optimized pseudopotentials of the trial function Ψ
(5)
T for N = 64, ρ =
0.0218 A˚−3. The lines are broken where the pair distribution functions of the relevant
(quasi)coordinates become negligibly small, g(x(n)) . 10−3. The index 0 refers to
pseudopotentials for the real atoms.
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Figure 4.8: radial correlation functions for the atoms and the backflow coordinates, for
a system of N = 64 4He at equilibrium (ρ = 0.0218 A˚−3). g(x(0)) = g(r) is the pair
correlation function of the real atoms.
equilibrium as we were interested to study the effect of the iterative backflow proce-
dure on other observables, and the shape of the optimized pseudopotentials. We show
the equation of state we obtained in figure 4.9, and the energy difference between the
variational and exact (DMC) energies in figure 4.10.
As in the Fermi system we performed extrapolations for the energy as a function
of its variance and for the lower bound. We show our data in table 4.3. A bosonic
superfluid has a large energy gap between the ground state and the first excited state,
and thus we expect that the interval of validity for the energy and lower bound extrap-
olations will be larger than in the Fermi system. We show the extrapolations for the
equilibrium density in figure 4.11. We can see that we have good agreement with the
DMC data, especially at the equilibrium density where more points are available, and
the energy discrepancy is at most of a few 10−2K. We estimate the gap between the
ground state and the first excited state to be of about 1 K. We obtained this estimate
fitting the decaying of the energy from the variational energy to the exact ground state
energy during a DMC simulation
〈ΨG(R)|H| exp(−τ(H −ET ))ΨG(R)〉 ≃ E0 + α exp [−(E1 − E0)τ ] . (4.62)
The estimate for the gap and the values of the quantity 1/2A are larger than in the
Fermi system, and lie outside figure 4.11, confirming the scarcity of low energy excita-
tions for a Bose superfluid. We also note that with such a large gap we can expect to
obtain good results from the extrapolations, as the condition for the upper and lower
bounds are easily satisfied.
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several backflow transformations (M = 0, ..., 3); Diffusion Monte Carlo and Shadow
Wave Function results are from [96].
94 CHAPTER 4. ITERATIVE BF PROCEDURE FOR QUANTUM FLUIDS
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.02  0.022  0.024  0.026
E V
M
C−
E D
M
C(K
)
ρ(Å−3)
SWF
M=0
M=1
M=2
M=3
Figure 4.10: Energy difference between VMC and DMC ground state energies of liquid
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ρ = 0.0196 A˚−3
EVMC/N σ
2/N ESWF/N EDMC/N
Ψ(0) -6.8631(3) 14.1363
Ψ(1) -6.9913(1) 3.5677 -6.765(8) -7.0246(1)
Ψ(2) -7.0027(2) 2.3468
Ext. -7.033(2)
L.B. -7.109(16)
ρ = 0.0218 A˚−3
EVMC/N σ
2/N ESWF/N EDMC/N
Ψ(0) -6.8911(3) 27.7709
Ψ(1) -7.1016(8) 7.4108
Ψ(2) -7.1314(5) 4.6977
Ψ(3) -7.1415(4) 2.5141 -6.937(6) -7.1661(5)
Ψ(4) -7.1438(4) 2.1541
Ψ(5) -7.1432(5) 2.2564
Ext. -7.161(6)
L.B. -7.166(12)
ρ = 0.0262 A˚−3
EVMC/N σ
2/N ESWF/N EDMC/N
Ψ(0) -6.0268(5) 58.0268
Ψ(1) -6.4731(3) 13.8264
Ψ(2) -6.5221(3) 9.2970 -6.350(6) -6.5860(11)
Ψ(3) -6.5395(8) 6.0700
Ext. -6.613(4)
L.B. -6.662(7)
Table 4.3: Ground state energy per particle, in K, of liquid 4He in three dimensions
at different densities, obtained with Variational Monte Carlo (EVMC/N ,ESWF/N) and
Diffusion Monte Carlo (EDMC/N) using different types of trial wave functions: Jastrow
wave function without backflow (J), with n iterated backflow transformations (BF(n))
and Shadow Wave Functions [96]. We also report the result of the zero variance energy
extrapolation. Statistical uncertainties on the last digit(s) are given in parentheses.
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In order to estimate the accuracy of our wave function we used them to evaluate the
pair correlation function and the one body density matrix. For both these quantities we
focused on the equilibrium density, ρ = 0.0218 A˚−3, and we included up to 5 backflow
transformations in the wave functions.
We compare the pair correlation function for the real atoms obtained variationally
with different number of backflow transformations with exact data obtained via Dif-
fusion Monte Carlo in figure 4.12. We see that including backflow terms in the wave
functions significantly improves the agreement between the Variational and Diffusion
Monte Carlo data. This is especially evident in the enlargement of the radial correla-
tion function, in which we can see that the correlations function for the backflow wave
function basically overlaps with the exact data.
Finally we present results for the radial one body density matrix n(r). We note that
the obtaining a good estimate of the one body density matrix with VMC simulations
is not trivial: when optimizing the wave functions to minimize the energy it is possible
to obtain density matrices (and in particular condensate fractions) that are in poor
agreement with exact data [94, 95]. It is interesting to check if our wave functions can
lead to good density matrices along with low variational energies.
The density matrix is defined as
n(r) =
∫
dRΨ∗T (r1 + r, r2, ..., rN)ΨT (r1, r2, ..., rN)∫
dR|ΨT (r1, r2, ..., rN)|2 (4.63)
and its angular average is the radial density matrix. The density matrix can be easily
and efficiently computed in Variational Monte Carlo simulations [10, 49]. The radial
density matrix can in fact written as
n(|r′ − r|) =
〈
ΨT (r1, ..., r
′, ..., rN)
ΨT (r1, ..., r, ..., rN)
〉
. (4.64)
In practice this means that at each Monte Carlo step a random point r′ is taken in the
simulation box and we compute the ratios in 4.64 substituting each time the coordinate
of a single atom with r; these ratios are put in a histogram, whose average is an estimate
of the actual density matrix.We show in figure 4.13 the results for the radial one body
density matrix for the system at equilibrium. We show the matrices obtained with a
wave function without any backflow term, a wave function with 5 backflow iterations
and exact data obtained with the Path Integral Ground State (PIGS) technique [98].
We see that the agreement with PIGS data here is quite good even without including the
backflow transformations; adding more and more transformations does not decrease this
agreement and on the opposite slightly improves the accuracy of the computed density
matrix. We can thus say that our wave functions are able to give good estimates for
the radial one body density matrix, especially given the difficulty of obtaining accurate
estimate of the one body density matrix with VMC simulations.
We have seen that adding just one backflow transformation to Jastrow wave func-
tions significantly improves the agreement with exact data, both for the pair correlation
function and for the one body density matrix; more iterations don’t seem to have a big
effect; it is worth noting that this holds just for the equilibrium density; it is very well
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Figure 4.12: Comparison between pair correlation functions obtained with Variational
Monte Carlo simulations with wave functions with no backflow transformations and
with five backflow transformations with exact result obtained with Diffusion Monte
Carlo. The simulations were performed with system of N = 64 atoms at a density of
ρ = 0.0218 A˚−3.
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Figure 4.13: One body density matrix obtained with Variational Monte Carlo simula-
tion of a system of N = 64 4He atoms using a Jastrow wave function without backflow
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possible that at higher densities the effect of additional backflow transformation could
be more evident.
The wave functions with iterated backflow gave remarkably good results in varia-
tional simulation of 4He; in particular we see that adding even one backflow transfor-
mation dramatically improves the result, both for the energy and for other properties,
i.e. the pair correlation function and the one body density matrix. Adding more itera-
tions has the effect of lowering the variational energy even more. Studying 4He allowed
us to compare the performance of our new wave functions with Shadow Wave Func-
tions, a class of trial wave function that describes with great success Bose liquids; we
have seen that the iterative backflow wave functions can give even better results. This
success suggests a wide versatility of the iterated backflow transformations, that can
find applications outside the study of normal Fermi liquids: aside Bose systems they
could also be included in the study for example of electrons, both as the homogeneous
electron gas but also in the case of atoms, molecules or solids.
Conclusions
In this thesis we have shown the results of Quantum Monte Carlo simulations of systems
of 3He, in a two dimensional of quasi two dimensional environment. Our aim was to
study the behaviour of quasi two dimensional 3He at low density, and to design a new
class of wave functions to describe strongly correlated systems.
We have confirmed that in a strictly two dimensional environment 3He is a homo-
geneous fluid, but we have seen that the situations changes when we consider a system
adsorbed on a substrate. The zero point motion in the transverse direction, that leads
to an effective softening of the hard core repulsion between atoms, and the corrugation
of the substrate may lead to the stabilization of a liquid phase.
3He adsorbed on weak substrate can condense in a liquid phase, and in presence
of corrugation a coexistence of different fluid phase is possible even on very attractive
substrates, such as graphite. In agreement with the observation of Fukuyama we
observe a remarkably similar behaviour on the first and second layer of 3He adsorbed
on graphite. We argue however that this is a feature of the graphite substrate, and
not a general property of 3He, as we observed significantly different behaviour for 3He
adsorbed on alkali or in a two dimensional environment. In any case no self bound
liquid was observed for quasi two dimensional 3He.
The study of helium adsorbed on graphite proves to be challenging, as we observed
that small differences in the modellization of the system may lead to qualitative changes
in the physical behaviour predicted in simulations. In particular a very accurate de-
scription of the interaction between the helium atoms and between helium and graphite
is needed to obtain more definitive results. Moreover the effect of the substrate on the
helium-helium interaction has never been thoroughly investigated, and may very well
have important effects.
We defined an iterative backflow procedure to improve the wave functions used to
describe strongly correlated systems. Using these functions it is possible to define a
systematic procedure to estimate upper and lower bounds for the ground state energy of
a Fermi system, that can be used to estimate the ground state energy, simply including
more backflow transformations in the wave function. We used these wave functions to
study two dimensional 3He at freezing, obtaining variational estimate significantly more
accurate than the available results. The zero variance extrapolations of the upper and
lower bounds for the energy allow to obtain an estimate of the ground state energy that
is in agreement with the exact Transient Estimate data, when available. Our results in
the study of strongly correlated 3He suggest that the iterated backflow procedure can
give enough accuracy to estimate the polarization energy of 3He even at high density,
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where most of the actual computation can’t give accurate results.
The iterative backflow transformations give remarkably good results even when used
in the variational description of three dimensional 4He in the ground state, at freezing,
equilibrium and at very low density. The energy estimates we obtained compares
favourably to Shadow Wave Functions results; the energy extrapolations for the Bose
systems give estimate for the ground state energy that are close to exact results. Wave
functions that include iterated backflow transformation are in good agreement with
exact data not only for the energy but also for other properties, such as pair correlation
functions or one body density matrices.
The good results we were able to obtain for both a strongly correlated Fermi liquid
and a Bose liquid in different density regimes suggest that these now wave functions
are very flexible, and could be used to successfully study a wide array of quantum
systems.
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