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The max-flow min-cut theorem is used to give a necessary and sufficient 
condition for one or two finite families of finite non-negative vectors to have a 
(common) vector transversal. The duality theorem of linear programming is then 
used to prove the polymatroid intersection theorem for any finite number of 
polymatroids, which in turn is used to give a necessary and sufficient condition for 
any finite number of finite families of finite sets to have a common vector 
transversal. (This result was announced without proof in [D. R. Woodall, in 
“Combinatorics (Proceedings, 4th British Combinatorial Conference)” 
pp. 195-200, London Mathematical Society Lecture Note Series No. 13, 
Cambridge Univ. Press, London/New York 19741.) This provides a weak 
generalization of the well-known conditions of Hall and of Ford and Fulkerson for 
one and two families of sets, respectively, to have a (common) transversal. It also 
provides a stronger necessary condition than was previously known for three or 
more families of sets to have a common transversal. 
1. INTRODUCTION 
Let Z := {l,..., n }, and let &‘(I) = (A , ,..., A,) be a family of subsets of a 
finite set S. A subset T of S is a partial transversal of M’(Z) if there is an 
injection f: T+ Z such that t E AfC,, for each t in T, and a transversal if in 
addition f is a bijection (that is, 1 TI = n). A common (partial) transversal of 
two or more families of sets is a set that is a (partial) transversal of each of 
the families individually. (This is the way the word “transversal” is used in 
transversal theory. It is sometimes used in other contexts with different 
meanings.) 
If J c I, we define A(J) := U cre,JAi. If 3(Z), Ji(Z), -cP2(Z),... are families 
of sets and K, J,, J2,... are subsets of Z, then the sets B(K), A,(J,), A,(J,) ,... 
* This paper was written while the author held a Canadian Commonwealth Visiting 
Fellowship and a Visiting Professorship in the Department of Combinatorics and 
Optimization at the University of Waterloo, Ontario. 
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are defined by analogy with A(J), and expressions such as these will be used 
without further explanation. 
For an introduction to transversal theory, the reader is referred to [3] or 
[4], from which we borrow the following two theorems. (Theorem l(a) is 
Hall’s theorem and Theorem 2(a) is Ford and Fulkerson’s theorem.) 
THEOREM 1. Let &(I) = (A 1 ,..., A,,) be a family of subsets of a finite set 
S. 
(a) The family &(I) has a transversal if and only if, for each subset J 
ofZ, 
IA(J)l > 1 Jl. 
(b) Zf d is an integer (0 < d < n), then the family &(I) has a partial 
transversal of cardinality n - d if and only if, for each subset J of Z, 
IA(J)1 > I JI -d. 
(c) A subset X of S is a partial transversal of the family M’(Z) if and 
only if, for each subset J of Z, 
IX(7A(J)I 2 IJI + (XI -n. 
THEOREM 2. Let &(I) = (A ,,..,, A,) and 9(Z) = (B ,,..., B,) be two 
families of subsets of a finite set S. 
(a) These two families have a common transversal if and only is, for 
each pair of subsets J and K of I, 
IA(J) nW0 2 IJI + IKI - n. 
(b) Zf d is an integer (0 <d < n), then these two families have a 
common partial transversal of cardinality n - d if and only if, for each pair 
of subsets J and K of Z, 
lA(J)nB(K)( > IJI + IKI -n -d. 
In view of Theorems l(a) and 2(a), it is natural that it should have been 
conjectured that three families d(Z), 9(Z) and Q(Z) of sets have a common 
transversal if and only if, for each three subsets J, K and L of I, 
especially since it is not difficult to see that this is a necessary condition for 
the three families to have a common transversal. However, examples were 
quickly found to show that this condition is not sufficient (see [5], and 
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Section 5 below). The purpose of this paper is to show that a result of this 
general type does indeed hold, for any finite number of families of sets, if one 
is prepared to replace the subsets of Z by subvectors and accept a “common 
transversal” that is a vector rather than a set. 
In the next section, the appropriate terminology is explained, and vector 
analogues of Theorems 1 and 2 are proved. In Section 3 we introduce 
polymatroids and prove the polymatroid intersection theorem. In Section 4 
this is used to prove a common-vector-transversal theorem for any finite 
number of families of sets. Section 5 is devoted to an evaluation of this 
theorem, with examples. 
2. VECTOR TRANSVERSALS OF ONE AND Two FAMILIES OF VECTORS 
If S is a finite set, V(S) will denote the set of non-negative vectors on S: 
that is, functions v: S + I? ‘. By analogy with terminology used in linear 
algebra, if e E S we may occasionally write v, instead of v(e) and call it the 
e-coordinate of v. If v and w  E V(S), v is a subvector of w, written v < w, if 
v, < w, for each e in S. Clearly (V(S), <) is a partially ordered set. The sum 
v + w, intersection v n w  and union v U w of v and w  have coordinates 
v, + w,, min(v,, we) and max(v,, we), respectively, for each e in S. With 
these operations of intersection and union, (V(S), <) becomes a lattice. 
If X G S, the characteristic vector X of X is given by 
x, := 1 if eEX, 
x,:=0 otherwise. 
We shall usually identify the set X with its characteristic vector X, and write 
X indifferently in either sense. Thus vectors that are known to be (0, 1) 
vectors will usually be denoted by capital italic letters rather than lower-case 
bold letters. With this identification, P(S), the power set of S, becomes a 
subset of V(S), and if 0 < v Q S we call v a subvector of S. The set of all 
subvectors of S is a sublattice of V(S): we shall denote it by L(S). Clearly 
P(S) EL(S) G V(S). 
If v E V(S), the cardinality of v is /VI := J&s) v,. The dot product of v 
and w  is v . w  := C (eoSj~,~,. Thus [vI=v.S, and ifXcS then IvnXl= 
v * x= C(esX) ve. 
Let Z := ( l,..., n}, and suppose that d(Z) = (a, ,..., a,,) is a family of n non- 
negative vectors on S. A subvector v of S is a partial vector transversal of 
d(Z) with decomposition v = v, + . . . +vn if vi<ai and lvil< 1 for each i 
(i = l,..., n). If in addition I vi ( = 1 for each i, then v is a vector transversal of 
&‘(I). A common (partial) vector transversal of two or more families of 
vectors is a vector that is a (partial) vector transversal of each of the families 
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individually. Of course, any subvector of a (common) partial vector 
transversal is a (common) partial vector transversal. 
The reason for insisting on a vector transversal v being a subvector of S 
(that is, v E L(S) rather than just v E V(S)) is to preserve the analogy with a 
transversal, in which each element of S may be used at most once. In view of 
this, there is no loss of generality in supposing that each vector ai in d(Z) is 
a subvector of S, and indeed it will turn out that L(S) and L(Z) provide the 
natural setting for most of our results. 
If J E I, we define 
A(J) := S n c ai E L(S), 
ieJ 
so that the e-coordinate of A(J) is min(1, 2 (ieJ) ai(e This agrees with the 
definition of A(J) in Section 1 if all the vectors ai are sets. It is perhaps not 
the most obvious generalization of A(J), but its significance will become 
apparent shortly. 
We now obtain vector analogues of Theorems 1 and 2: of Theorems l(a) 
and (b) in Theorem 3, of Theorems 2(a) and (b) in Theorem 4, and of 
Theorem l(c) in Theorem 5. The results are elegant but unsurprising. 
Theorem 5 will be needed later, in the proof of Lemma 7.1. Theorems 3 and 
4 are included for completeness. There is more than one way of proving 
these results. We shall use the max-flow min-cut theorem, which is proved in 
most books on graph theory (for example, [ 1 I). 
THEOREM 3. Let d(Z) = (a, ,..., a,,) be a family of subvectors of a finite 
set S. Then the maximum cardinality of a partial vector transversal of the 
family 3/(Z) is 
y& (I A(J)I + n - I JI). 
Thus the family has a vector transversal if and only if, for each subset J of I, 
IA( 2 IJI. 
Proo$ We may suppose without loss of generality that Z and S are 
disjoint. Let s and f (the source and sink) be two distinct elements not in 
Z U S, and form a directed graph G with vertex-set {s} U Z U S U {t } by 
taking: 
for each i in Z, an edge si with capacity 1, 
for each i in Z and e in S, an edge ie with capacity a,(e), and 
for each e in S, an edge et with capacity 1. 
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Then a partial vector transversal of the family d(Z), with decomposition 
v=v,+ . .. + v,, is represented by a flow from s to t in G with value ( v 1. 
(The flow along the edge si will be 1 vi I< 1, that along ie will be vi(e) < a,(e), 
and that along et will be v(e) < 1.) By the max-flow min-cut theorem, the 
maximum cardinality of a partial vector transversal (which equals the 
maximum flow value) is equal to the minimum capacity of a cut separating t 
from s. Let K E Z and Y s S, and suppose that C is a set of edges of G that 
contains the edge si for precisely those i that belong to K, and the edge et for 
precisely those e that belong to Y. Then C is a cut if and only if the other 
edges in C are precisely the edges ie with i E J := ZjK and e E X := S\Y. 
Thus the minimum cut capacity is 
min 
JEI,XES 
(IX C G)+lKI+lYI) 
CEX isJ 
=y$ bs (c 2 a&9+Is~I) +n-IJI) 
eEX isJ 
= yjy (IA(J)l + n - IJI>, 
since for each J the minimum is clearly obtained by taking X to consist of 
those elements e for which 
then the sum of the e-coordinates of A(J) over all other elements e is just 
ISPI. This proves the first statement of the theorem; the second follows 
immediately by requiring that the minimum be equal to IZ. 1 
COROLLARY 3.1. Let d(Z) = (A 1,..., A,,) be a family of subsets of a 
finite set S, and let d be a real number (0 ( d < n). Then the family &‘(I) 
has a partial vector transversal of cardinality n -d if and only tf it has a 
partial (set) transversal of cardinal@ n - [dJ (where 1 ] denotes integer 
part, as usual). In particular, .x2(Z) has a vector transversal if and only if it 
has a transversal. 
Proof. This follows immediately from Theorem 3 and Theorems l(a) and 
@I- fl 
THEOREM 4. Let d(Z)= (a, ,..., a,) and 9(Z)= (b, ,..., b,) be two 
families of subvectors of a finite set S. Then the maximum cardinality of a 
common partial vector transversal of the families d(Z) and 9(Z) is 
J$z, (I NJIn WI + n - IJI + n - IKI). 
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Thus the two families have a common vector transversal if and only if, for 
each pair of subsets J, K of I, 
Proof: We apply the method of Theorem 3 to the directed graph G 
whose vertex-set is the union of six disjoint sets (s) U IV S U S’ VI’ U {t}, 
where S’ and I’ are copies of S and Z, respectively, and whose edge-set is 
obtained by taking: 
for each i in I, edges si and i’t with capacity 1, 
for each i in Z and e in S, edges ie with capacity a,(e) and e’i’ with 
capacity b,(e), and 
for each e in S, an edge ee’ with capacity 1, 
where e’ and i’ are the copies of e and i in S’ and I’, respectively. Then the 
required minimum cut capacity is 
min 
J.KtI.XGS 
x a,(e), x b,(e) 
iEJ icK 
+[S\Xl+n-IJ(+n-IKI 
= ,“,‘E”, (IA(J) n B(K)1 + n - I JI + n - I K I) 
by the same argument as before, since the minimum is clearly obtained by 
taking X to consist of those elements e for which 
c a,(e), c b,(e) 
ieJ ioK 
COROLLARY 4.1. Let d(Z) = (A, ,..., A,) and 9(I) = (B ,,..., B,) be two 
families of subsets of a finite set S, and let d be a real number (0 Q d < n). 
Then these two families have a common partial vector transversal of 
cardinality n - d if and only IY they have a common partial (set) transversal 
of cardinality n - IdJ. In particular, they have a common vector transversal 
if and only if they have a common transversal. 
Corollaries 3.1 and 4.1 are manifestations of two deeper theorems, which 
assert that the (common) partial vector transversals of one or two families of 
sets form a convex polytope in IRIS’, all of whose vertices are sets. (These in 
turn follow from the analogous results [6] about integral polymatroids.) 
Thus a vector v is a (common) partial vector transversal if and only if it is a 
convex combination of (common) partial transversals. (The analogous result 
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is false for three or more families of sets.) We do not need these deeper 
theorems here. However, we do need the following result. 
THEOREM 5. Let d(I) = (a1 ,..., a,) be a family of subvectors of a finite 
set S, and let v be a subvector of S. Then each of the following two 
conditions is a necessary and suflcient condition for v to be a partial vector 
transversal of d(I): 
(a) for each subset J of I and each subset X of S, 
IXnA(J)I+n-IJ(>v.E, 
(b) for each subset J of I, 
IvnA(J)I+n-IJl>lvl. 
Proof. We use the graph of Theorem 3, with the capacity of each edge et 
reduced to v(e). The required condition is that the minimum cut capacity 
should be at least 1 v I; that is, for each subset J of Z and each subset X of S, 
c 2 ai(e)+n-IJI+v*(S~)>IvI. 
e&i isJ 
(1) 
But the left-hand side of (1) is clearly minimized by choosing X to consist of 
precisely those elements e for which 
C ai < v(e) 
iPJ 
W), 
in which case 
ez g ai = Ixn A(JI 
and 
C C a,(e) + v * (S/X) = C min v(e), x a,(e) 
6X isJ 6Z.Z.Y isJ 
= 1 v n A(J 
The results both follow. 1 
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3. THE POLYMATROID INTERSECTION THEOREM 
Let S be a finite set. Iff is a real-valued function defined on V(S), L(S) or 
P(S), then f is non-negative iff(v) > 0 for all v in the domain off;fis non- 
decreasing if f (v) < f(w) whenever v < w, and submodular if 
f(v n 4 + f(v u 4 <f(v) + f(w) 
for all v and w. 
Suppose that r is a non-negative, non-decreasing submodular real-valued 
function on P(S) such that r(0) = 0. Let 
Then P is a convex polytope, called a polymatroid on S; r is the (free) rank 
function of P, called the ground set rank function in [6]. In order to state the 
polymatroid intersection theorem, we need to be able to extend r from P(S) 
to L(S). We now describe this extension (in fact, an extension of r to the 
whole of V(S)). 
If v E V(S), a nested decomposition of v is a decomposition of the form 
t 
v = x xixi 
i=l 
for some t>O, where xi>0 (i=l,...,t) and SZX,Z... IX,. The 
canonical nested decomposition of v is the unique nested decomposition in 
which X, 3 ... +X, # 0; in this case xi is equal to the smallest nonzero 
coefficient in v, xi +x2 is equal to the next smallest coefftcient (different 
from xi), and so on, with xi + ... +x, being equal to the largest coefficient 
in v. The non-empty sets occurring in an arbitrary nested decomposition are 
the same as those occurring in the canonical nested decomposition, but a set 
may occur more than once, with the sum of its coeffkients in these 
occurrences being equal to its coefficient in the canonical nested decom- 
position; there may also be occurrences of the empty set. 
If f is any real-valued function on P(S) with f(0) = 0, we can use any 
nested decomposition (2) to define 
f(v) := i Xif(Xi). 
i=l 
The result is clearly independent of the nested decomposition chosen. In this 
way we have a natural extension off from P(S) to the whole of V(S) (since 
clearly f(X) = f (X) if X G S). Thus we can extend the cardinality function 
on P(S), and write ]v 1 for the sum of the coordinates of v (as we have been 
doing already). 
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LEMMA 6.1. Suppose that the rank function of a polymatroid on S is 
extended from P(S) to V(S) in the above way, and let v E V(S). Then 
r(v) = inf c bj r( Y,), 
j 
where the intmum is taken over all decompositions of v (not necessarily 
nested) in the form v = c.bj Yj with bj > 0 for each j. 
Proof: It suffices to prove this in the case when all the coordinates of v 
and coefficients bj are rational-say, multiples of l/q. (It will then follow for 
real coordinates and coefficients by taking a sequence of rational approx- 
imations.) Since repetitions among the sets Yi are permitted, we may suppose 
without loss of generality that all the coefficients bj are equal to l/q. Thus, 
taking a factor l/q outside the sum, what we want to prove is that 2 r(Yj) is 
minimal, for fixed C Yj, when all the sets Yj are nested. Suppose the sets Yj 
are not nested: suppose Y, and Y2 are incomparable (Y, C& Y, and Yz & Yi). 
By the submodularity of the rank function, C r(Yj) is not increased if we 
replace Y, and Y2 by Y, n Y2 and Y, U Y2. Since this operation leaves C Yj 
unchanged but strictly increases C ] Yj 1 2, we can carry out at most finitely 
many operations of this type before arriving at a nested decomposition 
without increasing C r( Yj). This proves Lemma 6.1. 1 
We shall require the duality theorem of linear programming, proofs of 
which will be found in many books on linear programming (for example, 
PI). 
LEMMA 6.2 (The Duality Theorem for the Standard Linear Program- 
me). Let aji, bj and ci (i = l,..., n; j = l,..., m) be real numbers. Then the 
maximum value of x7=, cixl subject to the constraints 
5 ajixi < bj (j = I,..., m) 
i=l 
and xi > 0 (i = I,..., n) 
is equal to the minimum value of C,y! 1 bj yj subject to the constraints 
5 Yjaji > Ci (i = l,..., n) and yj > 0 (j = l,..., m), 
j=l 
provided that at least one of these extremal values exists. 
The main theorem of this section is the following, referred to in [7] as the 
common-base theorem for polymatroids, and also known as the polymatroid 
intersection theorem. 
582b/32/2-7 
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THEOREM 6. LetP 1 ,..., P, be 1 polymatroids on a finite set S, with rank 
functions r, ,..., r, , respectively. Then 
sup Ivl:vE i, P, 
I I 
= inf i rk(vk) 
k=l k=l 
(3) 
(the sup and inf both being attained), where the infimum is taken over all 
sets of subvectors v1 ,..., v, of S such that CL= 1 vk = S. 
Proox If v E V(S), then (by the definition of a polymatroid) 
VE n:d, if and only if v . X< r,JX) for each k and X 
(k = l,..., i;Xs S). In the duality theorem of linear programming 
(Lemma 6.2), take a j corresponding to each such pair (k,X) and an i 
corresponding to each element e of S (so that m = 12’s’, n = ISI), and define 
ci := 1, bj := rk(X) and 
aji := 1 if eEX, 
aji := 0 otherwise, 
for each i and j. Then Lemma 6.2 says that the maximum value of 
Ivl = Ckw e v subject to the constraints v a X < rk(X) for each k and X (and 
v > 0) is equal to the minimum value of 
i r rk(X)Yk(X)? 
k=l XLF’S 
(4) 
where the minimum is taken over all sets of non-negative real numbers yk(X) 
such that 
;, xigx yk(X) a ’ 
for each e in S; that is, such that 
I 
c c yk(X)X> s* 
k=l XES 
(5) 
Let 
vk := x;s y,(X)X (k = l,..., I). 
Then, by Lemma 6.1 applied to each vector vk, the minimum value of (4) for 
given v, ,..., v, is C:=, rk(vk). Thus the minimum value of (4) is equal to 
inf c rktvk), 
k=l 
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where the infimum is taken over all sets of non-negative vectors v, ,..., vI on S 
such that (by (5)) Ck=, k, v > S. Since the rank functions rk are non- 
decreasing on Z’(S) and hence on V(S), the minimum occurs when 
C:=, vk = S, and the result is proved. I 
4. COMMON PARTIAL VECTOR TRANSVERSALS 
We wish to apply Theorem 6 to our problem involving transversals. We 
require two lemmas, the first of which shows that Theorem 6 is indeed 
applicable. 
LEMMA 7.1. Let d(Z) = (a , ,..., a,,) be a family of subvectors of a finite 
set S. Then the set of partial vector transversals of d(Z) is a polymatroid on 
S with rank function r given by 
r(X) := yj: (IXn A( + n - IJI) (6) 
for each subset X of S. 
Proof It follows from Theorem 5 that a vector v in V(S) is a partial 
vector transversal of JJ(Z) if and only if v . X < r(X) for each subset X of S, 
where r is defined by (6). (To deduce “if,” one must first verify that this 
condition implies that v E L(S). To verify that v, < 1, take X := (e) and 
J := I.) So it suffices to prove that r is indeed the rank function of a 
polymatroid on S. 
It is clear that r is a non-negative non-decreasing real-valued function on 
P(S) such that r(0) = 0. To prove the submodularity of r, note first that, for 
each X,,X,ES andJ,,J,zZ, 
1x1 n NJ,)1 + IX, nNJ,)l 
(To see this, note that the e-coordinate of the left-hand side is at least as 
large as that of the right-hand side, first for e E X,\x, or X,w, and then for 
eEX,nX,.) SO 
I~,~~~J,~l+~-IJ,I+I~~~~~J~~l+~-lJ~l 
a IK n 4) n NJ, u J2)l + I(4 u X2> n NJ, n Jd 
+2n-IJ,UJ,I-IJ,nJ,I 
2 r(X,-n X2) + r(X, U X2). 
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Since this hoids for each J, and J,, 
This proves that r is submodular, and completes the proof of Lemma 7.1. 1 
This lemma shows that Theorem 6 is applicable to our problem, and so 
guarantees the existence of a formula for the maximum cardinality of a 
common partial vector transversal of any finite number of families of non- 
negative vectors. Unfortunately, this formula (which is simply the r.h.s. of 
(3)) involves terms of the form rk(vk), where vk is a subvector of S and rk is 
the extension to L(S) of the rank function for the kth family of vectors, 
which is defined on P(S) by (6). N ow, the essence of the formulae and 
conditions in Theorems l-4 is that they do not refer to subsets or subvectors 
of S, but only to subsets or subvectors of I. Thus we need to find a formula 
for the extended rank function that will enable us to rewrite the r.h.s. of (3) 
so as to avoid referring to subvectors of S. I have not been able to do this for 
arbitrary families of vectors, but only for families of sets. 
In view of Theorem 5, one might at first suppose that the extended rank 
function would be given by 
r(v) = III$ (Iv n A( + n - / JI). 
But in fact this is the formula for the confined rank [7] or vector rank [6] of 
v. For families of sets, the correct formula for r(v) is given in the following 
lemma. 
LEMMA 7.2. Let d(Z) = (A, ,..., A,) be a family of subsets of ajinite set 
S. If r is defined on P(S) by (6), then the extended rank function r on L(S) 
is given by 
for each subvector v of S, where A(w) is the subvector of S whose e- 
coordinate is max{w(i): e E Ai}. 
Proof: Suppose that v E L(S) and w  E L(I). By first writing down the 
canonical nested decomposition of the disjoint union v U (I-w), or 
otherwise, we see that we can write 
t t 
v = x x,xi and w  = y xiJi 
i=I i% 
(7) 
for some t > 0, where xi > 0 (i = I,..., t), x:=1 xi = 1, and 
s2x,2*** 2x, and J, c e-7 E Jt 5 I. (8) 
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Then, directly from the definition of r(v) (before Lemma 6.1), and with 
careful thought from the definition of A(w), we see that 
r(v) = c x&YJ and A (w) = i XiA(Ji). 
i=l i=l 
Let e E S. The coordinate of e in v + A (w) is equal to 
T xi+ C xiv 
i:ZXi ix-64 Vi) 
which is clearly at most 1 if, for each i, e 65 Xi fl.4(Ji). If, on the other hand, 
e E Xi n A (Ji) for some i, then the contrary orderings (8) ensure that 
e E Xi UA(J,) for each i, so that the coordinate of e in v + ,4(w) is 
1+ c Xi. 
i:eeXiTW(J,) 
Thus 
(SU(v+Jqw))l=ISl+ c J- 
ee.7 i:e&>V,) 
xi 
=ISI + C xi IXinA(Ji)IT 
i=l 
so that 
ISU(v+A(w))l-ISl+n-Iwl 
= $, xi(lX,nAViI + n - IJill 
2 2 xir(x[) = r(v), 
i= I 
with equality if and only if, for each i,.Ii minimizes 
Ixi nA(Ji)l + n - JJ,I. (10) 
If we can show that (for given A!,,..., X, satisfying the first half of (7) and the 
first half of (8)) there do exist sets J,,..., Jt minimizing (10) and satisfying 
the second half of (8), and consequently that there does exist a subvector w  
of Z (defined by the second half of (7)) for which equality holds in (9), then 
it will follow that r(v) is the minimum value of 
(SU(VfA(W))(-(SI+n-lw( 
over all subvectors w  of Z, and the lemma will be proved. 
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So let X, ,..., X, be subsets of S with X, 3 a.. 2 X,. For each i (i = l,..., t) 
let Ji be a subset of I that minimizes (10). Then, by the argument of 
Lemma 7.1 (using the fact that X, nX, =X, and X, UX, =X,), we may 
replace J, by J, n J, and J, by J, U3, without violating the minimality of 
(10) for i = 1, 2. By repeated application of this result it follows that we can 
suppose without loss of generality that J, E ... CC J,, and that Ji still 
minimizes (10) for each i. This completes the proof of Lemma 7.2. I 
We are finally in a position to prove the main theorem of the paper. 
THEOREM 7. Let Z := { l,..., n}, and let J9(Z) ,..., d!(Z) be 1 families of 
subsets of a finite set S. Then the maximum cardinality of a common partial 
vector transversal of these l families is 
min W,....,W/~LU) ( 1 
IsI- sn i (S-A,(w,)) - + (w~[+~z). (11) 
k=l k2l 
Proof. Let the rank functions of the transversal polymatroids of the 1 
families be r t ,..., r,, respectively. Then, deferring explanation to the end, the 
maximum cardinality of a common partial vector transversal is equal to 
z vk=s 
= min 
v I,..., V,EL(S) 
i rk(vk)+Isi- 
k=l 
sn+ vk 
k%l I) 
(12) 
(13) 
= min 
v I,..., V@(S) 
i ~/Su~vk+Ak~wk~~~-iS~+n-/wk~~ 
k=l 
w ,,...I W,EL(f) 
+JSI- sn i vk 
I) 
(14) 
k=l 
= min 
WI....,W,ELW 
(i b-twki)+isi- Isn i @-Ak(wk))j) (15) 
k=l k=l 
which is equal to (1 l), as required. The fact that the required maximum is 
equal to (12) follows from the polymatroid intersection theorem 
(Theorem 6). To see that (12) and (13) are equal, note first that, from 
Lemma 7.2, if v < v’ then r(v’) - r(v) < Iv’ I - Iv I. Thus, if any element e of 
S has coefficient less than 1 in CL=, vk, then increasing this coefficient to 1 
(by increasing the coefficient of e in one or more of the vectors vk) will 
certainly not increase (13). The same holds in reverse if any element e of S 
has coefficient more than 1 in xi=, vk, in view of the truncating effect of the 
intersection in (13). So the minimum in (13) occurs when CL=, vk = S, 
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when it is equal to (12). Now the equality of (13) and (14) follows directly 
from Lemma 7.2, and that of (14) and (15) holds since, for fixed wi ,..., w,, 
(14) is clearly a minimum when vk + Ak(w,J = S for each k. This completes 
the proof of Theorem 7. 1 
5. AN EVALUATION OF THE MAIN THEOREM 
We can summarize our knowledge about the existence of common 
transversals and common vector transversals in the following theorem, 
announced in [7]. 
THEOREM 8. Let I:= {l,..., n}, and let d,(I) ,..., d(I) be 1 families of 
subsets of a finite set S. Consider the following four statements. 
(a) These 1 families have a common transversal. 
(b) These 1 families have a common vector transversal. 
(c) For each set of 1 subvectors w, ,..., w, of I, we have 
ISI- sn ie(S-A,(w,)) 2 C Iw,[-(l- 1)n. 
k=l k=l 
(d) For each set of 1 subsets J, ,..., J, of I, we have 
Then 
(4 * (b) * 04 0 (4 if I= 1 or 2, 
and 
ProoJ: (b) o (c) by Theorem 7, since the required condition is that (11) 
should be at least n. Clearly (a) 2 (b), and (c) 3 (d) because the inequalities 
in (c) and (d) are the same if wk = Jk for each k. If 1 = 1 or 2, then (a) - (d) 
by Theorems 1 and 2, and so all four statements are equivalent. We shall 
now look at examples which show that (b) ;b (a) and (d) + (c) if I > 3. 1 
EXAMPLE 1. 
A, = {a,b}, B, = {a, cl, C, = {a, 4, 
A, = {c, 4, B, = {b, 4, C, = {b, c). 
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These three families have a common vector transversal (with coordinate + on 
each of the four elements), but no common transversal, since a common 
transversal would be a set of two elements, and every set of two elements is 
disjoint from one of the sets in the families. Thus (b) # (a) in Theorem 8 if 
I> 3. 
Mirsky and Perfect [5, p. 3521 give two examples to show that (d)+ (a) 
in Theorem 8. We shall now show that neither of these examples satisfies (c), 
thereby showing that (d) =+ (c). 
EXAMPLE 2. 
A, = {a), B, = PI, c, = {cl, 
A, = P, cl, B, = {a, ~1, c, = {a, b}. 
Writing S = (a, b, c} and I = (1,2) as ordered sets, we choose w, := w2 := 
w1 := (1, f), when A(w,) = (1, $, j), B(wJ = (f, 1,j) and C(w,) = (f, 4, 1). 
Now condition (c) becomes 
3 - I(l, 1, 1) n { (0, f, i) + (4, 0,4) + (f, 47 0)ll > 4; - 4, 
or 0 > f, which is false. 
EXAMPLE 3. 
A, = {ul, B, = {al, c, = {aI, 
A,= b,bl, B, = {a, c), c, = (a, 4, 
A,= {a,~4 B, = {a, b, 4, c, = {a, b, c}. 
Writing S = {a, b, c, d} and I = { 1,2, 3 } as ordered sets, we choose wr := 
w2 := w3 :=(l,l,j), when A(w,)=(l,l,f,f), B(w,)=(l,f,l,i) and 
C(w,) = (1, j,$, 1). Now condition (c) becomes 
4 - 1(1, 1, 1, 1) n {(O, 0, f, ;) + (0, &O, f> + (0, $9 4, O))l > 7f - 6, 
or 1 > 14, which is again false. 
Thus condition (c) is strictly stronger than (d), and would appear to be 
more useful as a necessary condition for 1 families of sets to have a common 
transversal, although, as we have seen, it is not in general sufficient. 
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