Secular trends towards earlier puberty, possibly caused by new environmental triggers, provide a basis for periodic evaluation of the influence and interaction of genetic and environmental effects on pubertal timing. In such studies, a practical marker that reflects timing of puberty in both genders needs to be used. We investigated genetic and environmental influences on pubertal timing by using change in the relative height between early and late adolescence (HD:SDS, height difference in standard deviations) as a new marker of pubertal timing. HD:SDS correlated well with age at peak height velocity in a population of men and women with longitudinal growth data. In 2,309 twin girls and 1,828 twin boys, HD:SDS was calculated between height SDs at age 11.5 and 17.5, and 14.0 and 17.5 years, respectively. Quantitative genetic models for twin data were fitted to estimate the genetic contribution to HD:SDS. We also investigated whether the same genetic factors influenced individual differences between HD:SDS and development of secondary sex characteristics prospectively collected by pubertal development scale (PDS). Genetic effects contributed to 86 and 82% of the variance in HD:SDS in girls and boys, respectively, when using the same model including additive genetic and specific environmental factors. In girls, 30% and in boys, 49% of the genetic factors affecting PDS and HD:SDS were the same. Future comparison of the results of periodic evaluations allows estimation of possible changes in the effects of environment on timing of puberty. In such studies, HD:SDS can be used as a practical marker of pubertal timing.
] is possible in small studies (Sharma, 1983; Sklad, 1977) , which are, however, less precise in their ability to estimate the role of genetic factors due to sample size and selection effects. In large studies, only less precise estimation of timing of puberty is possible for practical reasons. For example, commonly used age at menarche (Kaprio et al., 1995; Treloar and Martin, 1990) only moderately correlates with breast and pubic hair development (Biro et al., 2006) . On the other hand, the appearance of pubic hair in girls is dependent primarily on adrenal androgens (Palmert et al., 2001; Sklar et al., 1980) , and also breast growth may be stimulated independently of pituitary-gonadal activation. In addition, breast tissue might not be easily distinguished from fat in obese girls (de Ridder et al., 1992) . Therefore, even the use of these markers of pubertal timing may be somewhat unreliable in estimating onset of central puberty. In boys, testicular enlargement can be reliably recorded by palpation only. Practical markers of pubertal timing in boys are few, and probably for that reason, fewer large sample studies investigating both genders exist. In one study by Mustanski et al. (2004) , pubertal timing in both genders was assessed by pubertal development scale (PDS) questionnaires (Petersen et al., 1983) , in which the stages of pubertal maturation were self-estimated by appearance of secondary sex characteristics. PDS scores showed high heritability, but self-estimation may cause some inaccuracy (Hergenroeder et al., 1999) . In addition, the PDS requires prospective data collection impractical in periodic evaluations.
Periodic estimates of genetic and environmental correlates on pubertal timing may be needed because of secular trends towards earlier ages of puberty. A secular trend has been reported in several countries during the last 50 years (Anderson et al., 2003; Sanchez-Andres, 1997; Wyshak and Frisch, 1982) , but, even more strikingly, there is evidence that in the United States, African-American girls in particular begin puberty at a much younger age than previously reported (Anderson and Must, 2005; Herman-Giddens et al., 1997; Wu et al., 2002) . Existing data are, however, insufficient to establish such a trend in boys (de Muinck Keizer-Schrama and Mul, 2001; Herman-Giddens et al., 2001) . Earlier breast development in African-American girls suggests that new environmental triggers, which can influence timing of pubertal maturation may exist (Blanck et al., 2000; Freni-Titulaer et al., 1986; Krstevska-Konstantinova et al., 2001; Teilmann et al., 2002) . Because of possible environmental triggers, which may have sex-specific effects on the human endocrine axis, periodic population-based investigations on the interaction and effects of genes and environment on pubertal timing, and estimation of changes in these effects in both genders are required.
In this study, we examined the relative contribution of genetic and environmental influences on pubertal timing in a large sample of twin boys and girls born in the 1980s by using timing of pubertal growth, which reflects the onset of central puberty, as a marker of pubertal timing. The timing of growth spurt was estimated retrospectively by change in the relative height (standard deviations, SDs, in height) between early and late adolescence (HD:SDS, height difference in standard deviations), which correlates with age at pubertal peak height velocity (phv). In addition to data from a large population of both genders, we offer a new practical marker of pubertal timing, difference in height SDs between only two height measurements, which may be later used in similar studies allowing estimation of possible changes in the effects of genes or environment on timing of puberty. We also investigated the degree to which the same genetic or environmental factors influence both HD:SDS and development of secondary sex characteristics prospectively collected by PDS (Petersen et al., 1983) .
SUBJECTS AND METHODS

Participants
The data were derived from the FinnTwin12-17 study, which includes five subsequent birth cohorts of Finnish twins born in 1983 -1987 (Kaprio et al., 2002 .We obtained information on 2,309 girls and 1,828 boys, including 457 monozygotic (MZ), 465 same-sex dizygotic (SSDZ), and 399 opposite sex dizygotic (OSDZ) complete twin pairs. Zygosity was determined by a deterministic algorithm using questions on physical similarity during school age, which has shown high validity in another Finnish twin cohort; agreement between the blood test and questionnaire was 100% in a sub sample of 104 twin pairs, and the probability of misclassification was estimated at 1.7% (Sarna et al., 1978) . Persons with unknown zygosity (3% of the respondents in the data collection at age 17) were removed from all analyses.
Methods
The ethical committee of the Helsinki and Uusimaa Hospital-District and the IRB of Indiana University, Bloomington, Indiana both approved the study protocol and data collection. The parents or guardians of the twins provided their written informed consent.
Questionnaires were used to collect data on height and pubertal development (PDS) at mean ages of 11.4 years (SD 0.29) and 17.6 years (SD 0.27) in girls and 14.1 years (SD 0.08) and 17.6 years (SD 0.24) in boys. The reason for using responses at these ages is explained below. The heights in centimeters reported by the twins were changed into standard deviations by using growth data from British children as a reference (Child Growth Foundation, 1996) and standard deviations were adjusted by exact age at the time of response by calculating regression residuals to account for small age differences at the time of response (Cole and Green, 1992; Cole et al., 1998) .
Assessment of pubertal timing
HD:SDS-Relative height (height SD) changes during puberty depending on the timing of pubertal growth spurt; it increases if maturation is early and decreases if pubertal development occurs late compared to those with average pubertal timing. At age when height growth peaks in the general population, height SD is influenced by timing of pubertal maturation, as well as genetic height potential (i.e., target height) (Karlberg et al., 2003; Tanner et al., 1976) . By calculating the difference between height SD at phv age and at adulthood, the influence of genetic height potential can be excluded. Therefore, the change in height SDs between these ages reflects timing of puberty. In the present study, height SD at age 11.5 years in girls and 14.0 in boys was subtracted from height SD at age 17.5 creating the difference, HD:SDS. The age of 12 in girls and 14 in boys represent ages of phv in the general population (Tanner, 1976) . Height at age 17.5 in twins was considered nearfinal height, since by that age 99.8% of girls and 99.1% of boys have reached their adult height (Greulich and Pyle, 1959) . Therefore, HD:SDS calculated between 11.5 and 17.5 years in girls, and 14.0 and 17.5 years in boys, reflects timing of puberty. HD:SDS is negative for early maturers and positive for late maturers. HD:SDS as a marker is practical compared with assessment of pubertal timing by longitudinal investigations, may be used retrospectively, and reflects true activation of the hypothalamus-pituitary-gonadal axis in both genders.
Because HD:SDS has not been previously used as a marker of pubertal timing, to validate it, we investigated its correlation with age at phv and age at acceleration of pubertal growth in 215 healthy men and 211 women from whom longitudinal growth data were available. In this cohort, age at phv was estimated from the point where height velocity was the fastest during puberty, and age at acceleration of growth from the point at which height velocity increased after the slowest growth velocity, resulting in an increase of more than 0.3 in height SDs (Karlberg et al., 2003) . HD:SDS was calculated as the difference between height SDs at 14 years and adulthood in men, and at 12 years and adulthood in women. A significant correlation of HD:SDS with age at phv was observed both for men (r = 0.84, P < 0.001; Fig. 1a ) and for women (r = 0.78, P < 0.001; Fig. 1b ). The correlation of HD:SDS with age at acceleration of growth was 0.75 (P < 0.001) in men and 0.71 (P < 0.001) in women.
PDS-Histories of pubertal timing were obtained using the PDS, explained in detail elsewhere (Dick et al., 2001; Petersen et al., 1983) . The five-item PDS questionnaire assessed secondary body changes including body hair, skin changes and growth spurt for both sexes. For girls, additional items measured breast growth and menarche, whereas for boys, two additional items assessed facial hair and voice change. Development of each characteristic was rated on a four-point scale ranging from one (no development) to four (complete development) with the exception of menarche, which was dichotomous (1 = has not occurred or 4 = has occurred). At age 11.5, the fourth response option (development completed) for all items but menarche was omitted because few, if any, preteens were expected to have completed these indices of pubertal development by that age. The mean value of the ratings at age 11.5 in girls and 14.0 in boys was used as PDS score, describing the stage of pubertal maturation at that age (roughly representing the same stage of maturation between sexes). PDS score is large for early maturers and small for late maturers.
Twin genetic models
The classic twin study design is based on comparing the similarity of MZ and DZ twins (Boomsma et al., 2002) . MZ twin pairs are genetically identical, whereas DZ twins share, on average, 50% of their segregating genes. The genetic component can be divided into additive genetic effects (A) and effects due to dominance (D), i.e., interaction between alleles in the same locus. Expected correlation within MZ pairs is 1 for both, and within DZ pairs, 0.5 and 0.25, for additive and dominance genetic effects, respectively. Environmental variation can further be divided into shared environment (C) and unique environment (E), including any measurement error; correlations for shared environmental effect are assumed to be 1 and for unique environmental effect 0 both within MZ and DZ twins. On the basis of these assumptions, it is possible to estimate values for each of these variance components treating them as latent standardized variables in linear structural equation model. However, since we have only twins reared together, we can not simultaneously estimate common environmental and dominance genetic effects.
Data analysis
Genetic modeling was started by selecting the best model using univariate models. The assumptions of the twin model, i.e., equal means and variances for MZ and DZ twins, as well as for the first and second born cotwins, were tested by comparing chi-square change between the twin model (ADE, AE, or ACE model) and the saturated model, which did not make any of these assumptions. After that we conducted bivariate modeling using Cholesky decomposition to examine whether the trait correlation between HD:SDS and PDS score was partly or completely due to the same or linked genetic factors (genetic correlation) or to the same or correlated environmental factors (environmental correlation) (Neale and Cardon, 1992) . The significance of these correlations was studied by fitting nested models and examining the chi-square distributed change in the −22 log-likelihood values ( 2 ) between the models with and without the correlation parameter set to zero. All quantitative genetic models were carried out using the Mx statistical package (version 1.4.06) designed for studies of twin and family data (Neale, 2003) . Table 1 . DZ boys were taller than MZ boys at ages 14.0 (0.20 SD vs. 0.10 SD, P = 0.036) and 17.5 (0.19 SD vs. 0.07 SD, P = 0.021), while no differences were seen for girls. Birth data (height, weight, and gestational age, data not shown) or PDS score and HD:SDS did not differ by zygosity within genders.
RESULTS
Number of twins and means of the traits appear in
Age-adjusted intra-class correlation coefficients of height SDs at different ages were higher within MZ pairs (r = 0.89-0.92 in girls and 0.92 in boys) than within DZ pairs (0.51 and 0.49-0.52, respectively) (Table 2) indicating the effect of genetic factors. Similarly, correlations of HD:SDS were higher within MZ (0.82 in girls and 0.86 in boys) than DZ pairs (0.51 and 0.27, respectively). Within SSDZ twin pairs, the correlations of HD:SDS were higher in girls (0.51) than in boys (0.27). Correlations of PDS scores are also shown in Table 2 . Common and item specific correlations of PDS have been reported in more detail elsewhere (Mustanski et al., 2004) .
In univariate genetic models, the additive genetic/common environment/specific environment (ACE) model best fit in girls ( 2 6 = 6, P = 0.44) and the additive genetic/ dominance genetic/specific environment (ADE) model in boys ( 2 6 = 4, P = 0.68) when compared with saturated models (Table 3 ). Statistically nonsignificant difference in the 2values between ACE/ADE models and saturated models suggest that the assumptions of twin modeling were not violated. Using the ACE model in girls, 71% (95% CI 56-87%) of the variance of HD:SDS was attributed to additive genetic effects, 14% (95% CI 12-17%) to specific environmental effects and 15% (95% CI 0-30%) to common environmental effects (Table 4) . Using the ADE model in boys, 24% (95% CI 0-62%) of the variance in HD:SDS was attributed to additive genetic effects, 58% (95% CI 20-85%) to dominance genetic effect, and the remaining 18% (95% CI 15-22%) to specific environmental effects. As the use of same model allows better comparison between sexes, we repeated the analyses using also the AE model in both genders. This was permissible because the AE model yielded an adequate fit to the data in both girls and boys (P-values for the 2 differences compared with the saturated models 0.28 and 0.06, respectively). In this case, 86% (95% CI 83-88%) of the variance in HD:SDS was attributed to additive genetic effects in girls and 82% (95% CI 78-85%) in boys. Specific environmental contributions were the same as in the ACE/ADE models. In table 4, variance component estimates for PDS scores reported previously are also shown (in more detail; Mustanski et al., 2004) .
In bivariate modeling, we first used the ACE model for girls and the ADE model for boys.
In girls, the correlation between additive genetic factors affecting PDS score and HD:SDS was −0.55 (95% CI −0.68, −0.44), which suggests that 30% of the portions of genetic correlations accounting to PDS and HD:SDS, i.e., the square of the additive genetic correlation −0.55, were the same or closely linked. In boys, the dominance genetic correlation was very large [−0.96 (95% CI −1.00, −0.62)] under the ADE model, whereas additive genetic correlation was low (0.09, NS). Because we found this result not to be biologically plausible, we also conducted the AE model in boys; in this model, additive genetic correlation was −0.70 (95% CI −0.76, −0.65), suggesting that 49% of the portions of genetic correlations accounting to PDS and HD:SDS were the same or closely linked. The correlation between specific environmental factors affecting the two traits was −0.27 (95% CI −0.37, −0.16) in girls and −0.32 (95% CI −0.43, −0.21) in boys. This indicates that 7% of the specific environmental factors in girls and 10% in boys, affecting PDS score and HD:SDS were identical or correlated. In girls, the correlation between common environmental factors affecting PDS score and HD:SDS was −0.92 (95% CI −1.00, −0.32), which means that 83% of the common environmental factors affecting PDS score and HD:SDS were identical or correlated.
DISCUSSION
In this large sample of 922 twin pairs, pubertal timing was assessed by timing of pubertal growth spurt, estimated as change in the relative height between age when height growth peaks in the general population and adulthood (HD:SDS). Using this marker, 86 and 82% of the variance of pubertal timing was explained by genetic factors in girls and boys, respectively, when using the same additive genetic/specific environment model. A significant part of the same genetic effects, 30% in girls and 49% in boys, influenced both HD:SDS and PDS score.
Results of earlier studies estimating the relative influence of genetic and environmental factors affecting pubertal timing vary greatly. A few studies assessing timing of puberty by the appearance of secondary sex characteristics showed 88-100% concordance of sexual maturity in MZ twins compared with 30-39% concordance in DZ twins (Sharma, 1983; Sklad, 1977) . Because of small numbers of twins in these studies, however, overestimation of concordance due to selection effects or sampling variation is possible. In contrast, large sample studies using the age of menarche as a marker of pubertal timing have shown lower genetic influence, from 61 to 75% (Kaprio et al., 1995; Treloar and Martin, 1990 ). These studies provide information only from females, and age at menarche has been recently shown to only moderately correlate with onset of breast or pubic hair development (Biro et al., 2006) , which can be regarded as more reliable markers for timing of puberty than age at menarche. Large sample studies investigating both sexes are few. In our population-based twin cohort, Mustanski et al. (2004) investigated genetic and environmental influences on ages at achieving certain pubertal milestones, self-reported by prospectively collected PDS. MZ correlations showed large variation, from 0.57 to 0.82 depending on the PDS item in question. Self-estimation (Hergenroeder et al., 1999) , development of pubic hair or breast tissue independently of the pituitary-gonadal maturation (Palmert et al., 2001; Sklar et al., 1980) , or obesity interfering with breast growth assessment (de Ridder et al., 1992) may produce inaccuracy. PDS also, like most other pubertal markers, requires prospective data collection.
Timing of pubertal growth spurt, reflecting the onset of central puberty (Largo and Prader, 1983a,b; Tanner, 1969, 1970) , can be used as a marker of pubertal timing in both genders. A few longitudinal twin studies have estimated the magnitude of genetic effect on timing of pubertal growth (Beunen et al., 2000; Fischbein, 1977; Sklad, 1977) . Timing of growth spurt occurred in the same year for 81% of MZ and for about 43% of DZ pairs (Sklad, 1977) , and a greater similarity in height at every age was found within MZ pairs (correlation 0.90) than within DZ pairs (correlation 0.60-0.70) (Fischbein, 1977) . Beunen et al. (2000) performed height measurements on 99 twin pairs semi-annually throughout puberty. They used the same novel twin genetic models as we did and the AE univariate model for both men and women. Genetic contribution to timing of acceleration of growth spurt was 89-93% in both genders. Measuring heights frequently to assess acceleration of growth or phv, however, is impractical in large study populations and in periodic evaluations. In contrast, HD:SDS can be calculated retrospectively between only two height measurements. Change in height SDs between age when growth peaks in the general population and adulthood correlated well with phv age in a cohort of healthy men (correlation 0.84) and women (correlation 0.78) provided with longitudinal growth data. This indicates that HD:SDS is a valid marker of timing of pubertal growth and therefore, timing of puberty. Comparing the results of previous and current twin studies on growth, the estimates of genetic contribution to timing of pubertal growth are close, irrespective of whether longitudinal height measurements or just two observations like in HD:SDS were used. In addition, the multivariate analysis of our study suggested that as much as 30% of the genetic effects in girls, and 49% in boys, influence both HD:SDS and PDS. Negative correlation (−0.55 in girls and −0.70 in boys) between factors affecting PDS and HD:SDS derive from late maturers having small PDS score and positive HD:SDS, and early maturers large PDS score and negative HD:SDS. The observed gender difference can be explained by small differences in stages of sexual maturation at ages of response and PDS ratings between sexes (see below). The twins self-reported their heights adding some inaccuracy to our data. Among 40 MZ Finnish twins, however, the correlation between self-reported and measured values of height from school records at age 17 years was as high as 0.97 (Pietiläinen et al., 2004) .
In our study, using the ACE model in girls and ADE model in boys, the estimates of genetic contribution to HD:SDS (71% in girls and 82% in boys) differed between sexes. In contrast, AE model gave similar results in both genders (86% in girls and 82% in boys). The sex difference in model fits was probably caused by small differences in stages of sexual maturation at ages of response between boys and girls, which may result in increased estimates of dominance genetic or common environmental effects (Eaves and Silberg, 2003) . This is also supported by the result that, in bivariate modeling under the ADE model, additive genetic component was not statistically significant in boys; for polygenetic inherited traits this is not a biologically plausible model and thus we also used the AE model. At age 17.5, some of the boys may not have ceased growth yet, while even the latest maturing girls have. Also, girls at age 11.5 may have been less mature than boys at age 14.0. Age of average phv in the general population is 12 in girls and 14 in boys (Tanner, 1976) , which is, compared with the age of obtaining height in our twins, later in girls and the same in boys. PDS scores were also lower in girls at age 11.5 than in boys at age 14.0 (1.66 and 2.01 in MZ twin girls and boys, and 1.67 and 2.03 in DZ twin girls and boys, respectively). Because of differences in PDS ratings (dichotomous rating for menarche, three-point scale in girls and four-point scale in boys), however, exact comparison of PDS scores between genders is not possible. For these reasons, we excluded the opposite-sex twin pairs from the analysis. Recent advancement in timing of sexual maturation especially in girls (Anderson and Must, 2005; Herman-Giddens et al., 1997; Wu et al., 2002) , but not convincingly in boys (de Muinck Keizer-Schrama and Mul, 2001; Herman-Giddens et al., 2001) , however, suggests that there may be sex differences in genetic or environmental factors affecting pubertal timing. In addition, other traits such as height and adiposity have displayed such gender differences (Pietilänen et al., 1999; Silventoinen et al., 2003) . Further investigations may, therefore, be required to determine whether gender differences in genetic or environmental factors affecting pubertal timing exist or not. Secular trends may also suggest that the contribution of environmental compared with genetic factors on timing of puberty is not constant. Estimation of possible changes in these effects by periodic evaluations is, therefore, needed. In the present study, we were not able to estimate possible changes in the effects of genetic or environmental factors on timing of puberty, because of differences in methods used between previous studies and ours. In future research, however, such an evaluation is possible if our analyses are repeated using the same marker of pubertal timing.
Our estimate of the genetic component in variation of pubertal timing, using an assessment of change in relative height, is 86% in girls and 82% in boys. In girls, 30% and in boys, 49% of the genetic factors affecting PDS and HD:SDS were the same. The secular trend towards earlier onset of puberty suggests changes in the human endocrine system, probably caused by environmental influences. Therefore, periodic evaluation of the influence and interaction of genetic and environmental effects on pubertal timing and estimation of possible changes in these effects in populations are necessary. We suggest that in such investigations, change in the standard deviation of height between age of average phv in the general population and age when growth has ceased may serve as a practical marker of pubertal timing in both genders. Fit of the saturated model and ACE, ADE, and AE univariate models ( 
