The integration of different networks has attracted significant attention in academia. Both terrestrial and maritime communications systems have been attracting keen interest for ways to deal with various applications. As the environment of cognitive vehicular and maritime networks is extremely dynamic, these networks suffer with a long delay because of intermittent links while providing services for different applications. To this end, here we introduce the integration of cognitive vehicular and maritime networks to design a coastal smart city by utilizing software-defined networking, network function virtualization, and fog computing under the same infrastructure. This novel integrated cognitive coastal city fulfills the demand of each application user in a hybrid environment with a quicker response time. The idea is to combine vehicular and maritime communications to meet different user demands. Different virtual networks are launched by network function virtualization, and are managed and controlled by a software-defined networking controller. From the integration of software-defined networking, network function virtualization, and fog computing, both vehicular and marine users are provided with stable paths to meet each application's demands. Appl. Sci. 2019, 9, 3557 2 of 16 spectrums for automobile and maritime communication systems have been found to be insufficient due to an inevitable increase in the number of both vehicular and marine users and the demands of each of these applications [3, 4] . The cognitive radio seems to be a corrective approach to overcome spectrum shortage issues in different networks. Consequently, to maintain stable networking and meet the increasing demands of mobile data traffic, network engineers are required to provide an effective solution to improve users' experiences. This means that citizens need an all-in-one framework to meet their growing needs in a more effective and efficient way.
Introduction
A coastal smart city is an up-and-coming architecture that allows for hybrid communications with a view to enable imaginative and innovative services for onboard users. A coastal city involves both terrestrial (vehicular) and maritime communications, thereby serving terrestrial and marine users by providing efficient and reliable paths. With the aim of enabling several vehicular and maritime applications (e.g., road safety and shipment to entertainment-associated information), and to fulfill all the expectations in providing services from each of these applications, here we introduce an integrated cognitive architecture. We citizens are actually exposed to a plethora of mobile applications for vehicular and maritime networks. This increase in the number of smart devices has caused difficulty in maintaining stable networking and in meeting the increasing demands of different users. Centralized cloud computing has been used as a straightforward alternative to implementing complicated services; however, due to latency constraints in different networks, cloud computing is not a good remedy for these issues [1] . Fog computing (FC) is a technology that brings services nearer to the end user, thereby improving end-to-end latency. Because the nature of both vehicles and ships in these networks is extremely dynamic, another issue is establishing a stable route to provide diversified services for different network applications. Software-defined networking (SDN) and network function virtualization (NFV), two emerging notions that are gaining popularity in both academia and industry, have inspired a good way to solve this problem [2] . Moreover, dedicated Here, we integrated SDN, NFV, and FC to reduce complexities in the existing infrastructure. These complexities have high (unpredictable) latency and put high pressure on the bandwidth due to explosive increases in data traffic, intermittent connectivity in vehicular and marine networks, and inconveniences in applications (that is, no exchange of information among applications). Because an NFV infrastructure supports NFs (network services deployed as virtual functions) across many geographic locations, we therefore took advantage of this notion and implemented it in a combination of vehicular and maritime networks in a coastal city. In this case, two types of applications dynamically received network resources due to the integration. Basically, the purpose of the integration was to route traffic between service functions. NFV provides network services in virtual machines working in cloud infrastructures [6] ; therefore, for this proposed architecture, we used FC to preserve latency. In this paper, we present our vision for the design of an integrated coastal smart city. A user is able to operate different applications in parallel, such that a service running in one VN cannot interfere with another [14] . We will show how SDN, NFV, and FC can be integrated in a coastal city.
In the following, we consider two different network applications for coastal smart cities. Each VN represents a network. A common network with different environments is virtualized by a hypervisor into several VNs to meet the demands of each application service. The hypervisor is a virtualization controller that allocates and manages the resources (forwarding tables in this paper) over the fog cloud (a local cloud providing resources near the edge users), and launches VNFs dynamically. This means that a large coastal city network is divided into two smaller independent networks. The service provided by these VNs is routing, which means the two environments can establish the same routing path for different vehicular and marine applications. We will extend the applications for both vehicular and maritime networks, along with different services in the near future. Our motive is to apply the idea of integration in a cognitive coastal city that combines vehicular and maritime networks to provide a stable path between the source car and destination ship for hybrid communications. This hybrid communication could be required for cargo transport, establishing data links between different types of transportation and security control, as well as for surveillance. To the best of our knowledge, this is the first study that has considered a routing service in hybrid communications for a cognitive coastal city with the integration of SDN, NFV, and FC.
The main contributions are as follows:
• An integrated coastal smart city is designed in which a user is able to fulfill the service demands from different applications in less response time. This concept of integration also enables different users from different applications to be served at the same time.
•
We provide hybrid, as well as pure communications between the vehicular and maritime networks by using an integration of SDN, NFV, and FC.
To alleviate the issues of spectrum scarcity for both automobile and maritime communications, we also consider the concept of cognitive technology to maintain stable networking.
The categorization of the remaining paper is as follows. An integrated cognitive hybrid communications framework for a coastal city is presented in Section 2. In Section 3, we discuss the simulation results of the proposed coastal smart city, while Section 4 provides the conclusion of the paper.
Integrated Cognitive Hybrid Communications for a Coastal City
An integrated cognitive radio coastal city which can fulfill the service demands of citizens in less response time is shown in Figure 1 . The objective of this proposed architecture is to reckon with key issues in different types of current applications that consider different communication systems. We designed an integrated coastal city to serve citizens with different application demands within an all-in-one framework. For the current work, we combined terrestrial and marine applications to make an integrated coastal city. The terrestrial network includes vehicular applications. The fog cloud functions as the local cloud by serving as a central entity near the edge users to provide stable links between users on ships and in vehicles. Two types of application services were launched by the NFV hypervisor: vehicular applications and maritime applications. The launched virtual functions were monitored and controlled by an SDN controller. The SDN controller is also responsible for connectivity among these launched virtual functions. It keeps the global updated network topology of both networks by communicating with the local controllers (LCs) of each network. The LCs, which are roadside units (RSUs) and ships near the shore, keep the local updated topology of the corresponding network. For marine communications, we assumed a ship moving close to shore was an LC. A border gateway (BG) was used to communicate between the two different networks. Like the LCs, the BG is in direct communication with the SDN controller. Our objective was to provide hybrid, as well as pure, communications between the vehicular and maritime networks by using an integration of SDN, NFV, and FC. For hybrid vehicle-to-ship (V2S) communications, the BG is used to provide connectivity between the two different environments, and the SDN controller is responsible for maintaining connectivity among the different VNFs. However, for vehicle-to-vehicle (V2V) or ship-to-ship (S2S) communications, the corresponding VNF provides the service to meet the users' demands. With either hybrid communications or pure communications, the fog cloud acts as a local cloud to provide flexibility and preserve latency. Accordingly, whenever an LC receives a service request message (SRM), it first examines its forwarding table to determine whether it can provide a path that fulfills the user's demand. If so, it sends the service provision message (SPM). Otherwise, it forwards the request to the SDN controller which, if it does not find the required service in its forwarding table, communicates with the VNFs to meet the user's demand. If the SDN controller does not find the respective VNF, it sends a request to the NFV hypervisor to launch the respective VNF. Figure 2 shows the flowchart for different communications with integrated technologies.
As this is a cognitive coastal city, we assumed that primary users were located across the lanes and the seashore, as shown in Figure 1 . For that reason, a car can only communicate with the LC and with its neighboring cars if there is at least one common free channel between the two communicating nodes. Similarly, ships only communicate with their LC and with each other if there is a common channel free from PU activity between the two. The integration enables different users from different applications to be served at the same time. In the following, we explain in detail how a source node (either vehicle or ship) selects the best path by discussing the pure, as well as hybrid, communications using our example integrated cognitive coastal city scenario.
In Figure 1 , a vehicular source-destination pair is looking for a stable route to communicate with each other. The source car asks the LC to provide a stable route. The LC provides the route either from its forwarding table or after receiving it from the SDN controller. At the same time, a source ship at sea requests a route for a destination. In a similar manner, the marine LC provides the route, either from its forwarding table or after receiving it from the SDN controller. The cars and the ships in these two networks periodically update their neighboring nodes or the LC (if within transmission range) to update each other with the current network state. Because of this exchange of data, all LCs in both networks are able to keep a local updated topology about the corresponding network. Figure 1 also represents a special scenario where a car's driver wants to know about the current status of a shipment on a cargo ship (i.e., the same destination ship in Figure 1 ). The car needs a stable path to the destination cargo ship, and therefore, it communicates with the nearest RSU requesting a stable path to the cargo ship. Because the destination belongs to the marine network, the RSU directly forwards the request to the SDN controller. The SDN checks its forwarding table to determine whether it can fulfill the user's demand. If so, it quickly sends a service provision message to the car. Otherwise, it obtains the service from the VNF of the marine network and provides a route for hybrid communications between the source car and the destination ship. As this is a hybrid communications route, the BG is used as a gateway between the vehicular and marine environments. Hence, the final route is:
One might ask why the source car did not opt to have the nearest LC for relaying the packet to the BG more quickly. Yes, it can do so more rapidly, but the primary aim of the LCs in the proposed architecture is to maintain the local updated topology to directly communicate with the SDN controller. It only serves as a gateway between the querying node and the SDN controller. In rare cases, when the network is sparse, it can serve as a relay node. This is for the reason that we do not put the LCs out with information other than that needed for their role as a local controller, and also by reason of the cost, where we do not place large number of LCs in the network.
The path is selected using a Q-learning algorithm, which is a reinforcement-learning algorithm which can be used to solve the routing problems [15] . Q-learning is based on the value of a state-action pair Q(s, a), which is an updating function given as:
where γ is the discount factor, maxQ(s , a ) models the maximum expected future reward, and R is the expected immediate reward. Hence, the inquiring node opts the next relay node based on the following reward equation:
where β is a weight factor, and as in our previous work [16] , transmission delay, TD, is defined as:
where v represents velocity, θ is the angle, d ij is the distance between two nodes, and r is the transmission range of nodes; min(Ch 1 , Ch 2 , ..., Ch M ) signifies the highest belief channel among all the idle channels between node i and node j. Since the path between source and destination is a cognitive routing path, two communicating nodes can therefore only make a link with each other if the two have at least one common idle channel. In view of that, spectrum sensing is essential for these nodes. The following subsection explains how vehicles and ships perform spectrum sensing and how both terrestrial and marine LCs maintain the information about the channel state for both vehicular and maritime networks.
Belief Propagation-Based Channel Selection Algorithm
As in our previous works [16, 17] , we performed spectrum sensing in this integrated cognitive architecture to detect the presence of PU when vehicles are moving on roads and ships are moving either near the shore or in deep sea. The subsection describes in detail the way in which vehicles and ships find the idle spectrum by sensing the environment, and how they combine their individual sensing results with each other and with their corresponding LC. A sensing table is generated by each vehicle and ship when it stores the sensing results obtained by periodically sensing the spectrum. Belief propagation [18] is a message-exchanging algorithm that aggregates beliefs by exchanging individual messages iteratively. The algorithm first computes the local sensing results for each node in the network. This is done by spectrum sensing where each node (vehicle and ship) uses an energy detection scheme to detect the existence of the PU. PUs are incumbent users utilizing licensed bands, such as high-frequency and very high-frequency, and can be any automobile traveler or other consumers located in places such as houses, shops, or restaurants for the terrestrial environment [19] and things such as oil/gas platforms or large vessels for the marine environment [20] . The TV spectrum was considered as the cognitive radio spectrum in this paper. The TV band is divided into M channels, and the activity of PU is modeled as an exponential on/off activity pattern. The following binary hypothesis model defines how each vehicle and ship senses the spectrum:
where n i (t) is additive white Gaussian noise, s i (t) is the primary signal received by the vehicle/ship i, and i = 1, 2, ..., VS, with VS as the total number of vehicles and ships in the integrated coastal city. Each vehicle and ship computes its local observation about the spectrum as an a posteriori probability, which is calculated as:
where f represents the channel index-that is, like how [21] , f ∈ M, P(x i |H h ) is the probability density function of the normally distributed random variable x i conditioned on H h , (h = 0, 1). P(x i ) is a normalizing constant, and P(H h ) is the a priori probability that is supposed to be constant for all vehicles and ships. To compute the belief about the condition of the vehicle/ship j estimated by vehicle/ship i, vehicles/ships i and j within the transmission range of one another combine their messages in the following manner:
defines the belief about the vehicle/ship j's current condition estimated by vehicle/ship i; w is the weight factor, and the term k ∈ (N i − j) explains that k only considers the neighbors of i and it does not belong to the neighbors of j, and the compatibility function, ψ
Each vehicle and ship eventually computes the belief as:
Based on these beliefs, each moving node then makes a final decision about the current state of the channel, as follows:
Now, the term min(Ch 1 , Ch 2 , ..., Ch M ) in (3) describes how a querying node selects the channel with the highest belief from the set of all the idle channels between two communicating nodes.
The term Ch f * for the idle channel f * ( f * = 1, ..., M) between vehicle/ship i and vehicle/ship j is calculated as
Hence, the path is selected by choosing, hop-by-hop, the highest Q-values for each link between the source and destination. The lower the value of TD, the higher the reward. In order to make the convergence faster in a mixed (terrestrial plus marine) environment and to reduce latency, we used (1) to update the Q-values.
To generate a marine environment for an integrated coastal city, we considered the similar division as described by Pierson Jr. and Moskowitz [22] . They divided sea states into 10 different levels and measured each level by using a significant wave height, wave period, and wave length as parameters. Due to the continuous movement of the sea surface, different ships receive different power levels of the received signal, thereby resulting in different signal-to-noise ratios (SNRs), which is defined as:
where N o W represents the total noise power, and P R i is the power received at each ship i, which is calculated as follows:
P T and PL are the transmitted power and path loss, respectively. For the sea environment, path loss PL is a function of frequency f and sea surface height h s , and was defined by Timmins and O Young [23] as follows:
PL(d o ) defines the path loss model which is measured from the transmitter at a reference distance d o , and X f is a Gaussian random variable with zero mean and standard deviation, given as σ f = [0.157 f + 0.405] × h s . Figure 3 presents the complete algorithm by describing in what way the user benefits from the integrated cognitive coastal city network. The nodes (moving vehicles and ships) periodically exchange messages with each other and with the corresponding LCs in order to maintain an updated network state. The exchanged information is their IDs, positions, velocities, and channel states. To keep from discrimination among different communicating nodes, we used the v_ID, v_position, v_velocity, and v_channel for vehicular communications, and s_ID, s_position, s_velocity, and s_channel for marine communications. The channel state represents the existence and nonexistence of the PU in the network. This updated information is exchanged between LCs and the SDN controller, respectively, so that an updated local and global network topology is maintained. Accordingly, whenever a user demands a service, it sends an SRM to an LC. The LC replies with an SPM if it has a route to the destination of the querying node; otherwise, it asks the SDN controller for the SPM. The SPM in this paper is a stable route calculated with (1). The SDN controller sends the SPM back to the LC if it has a route for the querying node; otherwise, it requests the service from the corresponding VNFs if the VNF for that service was already launched by NFV. If not, it sends the SRM to the NFV to launch the corresponding VNF and provide the service. 
Simulation Results and Discussion
We simulated our proposed scheme in NS-2 to evaluate the network performance for one vehicular source-destination pair and one maritime source-destination pair. The total number moving in the network (VS) varied between 6 and 24, each with a communication range of 200 m. Vehicles and ships moved at varying speeds up to a maximum of 15 m/s. The LC for the marine network moved at a speed of 10 m/s close to shore to keep it connected with the SDN controller. We divided the spectrum into M = 5 bands where any channel could be occupied by a licensed PU. Two PUs were used in the network, each with a communication range of 500 m. These PUs were fixed nodes which considered an exponential on/off activity pattern with a rate parameter of 0.05. There were two RSUs, each with a communications range of 350 m. The fog cloud was a single fixed node that acted as a central controller for the simulations, with β = 0.7, γ = 0.8, P ss = 0, P ss = 1, and η = 0.9. For generating the marine environment, the path loss model defined in (12) was considered for the simulation. A moderate sea state with a wave height between 1.83 m and 2.29 m [22] was used for the stability between the two environments. These simulation parameters are listed in Table 1 . As mentioned above in Section 1, the literature has no publicly recognized integrated coastal city combining cognitive vehicular and maritime communications to provide a routing service for different users' demands. Therefore, we first evaluated our proposed scheme for V2V, S2S, and V2S communications in the integrated framework, one by one, and then chose to compare the V2V and S2S communications of our proposed scheme with the hierarchical software-defined VANET (HSDV) [24] routing protocol. To evaluate the impact of our proposed integrated scheme in the respective environments, we only compared V2V and S2S with their respective reference schemes. In HSDV, the controller selects the relay nodes to make stable links from the source to the destination by computing the distance with reference to the destination. On the other hand, our integrated architecture chooses the path by selecting the maximum reward value, hop-by-hop, where the reward value is based on less transmission delay and high connectivity among the neighboring nodes. The second reason to choose HSDV as a reference scheme is the deployment of local controllers. Both our proposed scheme and HSDV consider local controllers to divide the burden of the main controller and to provide the local view of the network to the main controller. Moreover, the vehicular and maritime networks are concerned with topological constraints, and a ship at sea is analogous to a vehicle in traffic; therefore, we evaluated HSDV in the marine environment just for the sake of comparison. For simplicity, we used the fog cloud as a central controller for the proposed scheme, which provides service according to the users' demands by communicating with the corresponding VNF. Likewise, in our previous work [16] , we simulated HSDV with a spectrum-sensing scheme for vehicular networks proposed by Abbassi et al. [25] to make it cognitive HSDV, and referred to it as the reference scheme for V2V. Similarly, for cognitive maritime networks, we simulated HSDV with the spectrum selection scheme proposed by Tang et al. [26] and named it as the reference scheme for S2S. We analyzed our integrated coastal city with three different metrics:
(a) packet delivery ratio (b) end-to-end delay (c) routing overhead ratio Figure 4 presents the packet delivery ratio with the number of nodes as an independent variable for different communications systems, and with different idle probabilities of the PU as a parameter. The packet delivery ratio is a measure of the number between the delivered generated packets. The delivery ratio increases for all the communications systems when the number of nodes (vehicles and ships) in the network increases. The pattern is similar for hybrid and pure communications-that is, the network shows better performance with an increasing number of nodes and increasing idle probability of the PU together. This is because increasing the number of nodes in the network increases the connectivity, and in the second case, the high probability means that the channel is free from the PU for a long time, which provides more common free channels in the network. Moreover, the fog cloud improves network performance in terms of packet delivery ratio, since all the functions and the network management are now centrally controlled by the controller that increases the network intelligence by globally dictating network behavior. The word globally here means that the controller is responsible for keeping the global network view by interacting with LCs. This means that the controller manages the entire information about the status of channels and relays. As a result, by computing the maximum reward, the controller is responsible for providing the more stable paths from source to destination per inquiring node. When the network is sparse at a 70% idle probability for the PU, we achieved 69% successful delivery of packets for S2S, 79% for V2V, and 80% for V2S communications. The delivery ratio of V2S communications is high, compared to the other two communications systems when the number of nodes is high. This is because of the fog cloud that maintains stability between the two environments. The S2S performance is poor because of the constantly changing sea surface. Figure 4 also shows that when the idle probability is low, there is a performance degradation in the network. This is because with low probability, nodes face difficulty in reaching a consensus on a common free channel. Figure 5 shows the end-to-end delay with the number of nodes as an independent variable for different communications systems, and with different idle probabilities of the PU as a parameter. End-to-end delay is a measure of the difference between the number of times a packet starts going from a source and ends at the destination. When the network is sparse between (6 and 12 nodes), the delay is high for all the communications. The independent variable, that is, the number of nodes in the network decreases the delay with an increase in its numeral. This pattern of improved performance in terms of delay with an increasing number of nodes and increasing idle probability of the PU, is again the same for both hybrid and pure communications. This is because increasing the number of nodes in the network increases the connectivity, and in the second case, the high probability means that the channel is free from the PU for a long time, which provides more common free channels in the network. The delay is high for S2S communications because of the environmental factor. This means that with the changing positions of ships in a marine environment, the sea surface is also changing constantly and, therefore, results in more fragile links than in terrestrial networks. Moreover, hybrid communications shows better performance due to its hybrid nature, that is, the path is divided into two types of networks. For that reason, the SDN controller is responsible for providing more stable paths with the help of the BG. Figure 5 also demonstrates that when increasing the idle probability of the PU, the performance improves for all the communication systems. The reason for this is similar to that described above-the higher probability increases the chances of free channels. However, with a decrease in idle probability, the chances among the nodes to show stability also decreases, because low probability causes difficulty for them to have a consensus about a common free channel. This is because a querying node may find another node when the idle probability is low, but it may not choose that one as a relay node due to not reaching a consensus on a common channel, thereby decreasing the chances for nodes to make stable links among them. Consequently, the nodes in the network do not provide better performance, as they do not reach a consensus on a common free channel when the idle probability of the PU is low. Figure 6 shows the routing overhead ratio when the number of vehicles and ships in the network is increased for different communications systems, and when the idle probabilities of the PU is also changed. The routing overhead ratio is a measure of the amount of control packets from the entire amount of packets in the network. From the Figure, we can see that by increasing the number of nodes in the network and decreasing the idle probability of the PU, the overhead ratio increases for each of these scenarios. Nevertheless, the V2S communications performs better than the other two communications systems in terms of network overhead ratio. This is because the BG and LCs reduce the chances of link fragility, thereby decreasing the amount of control messages in the network. Furthermore, choosing the best stable path from the source to destination at the controller with the maximum reward lowers the overall network overhead. Each querying node sends a request to the controller each time it comes across a mismatch in the packet fields or entails an updated route. Accordingly, with an increase in the number of nodes, the update rate of messages in the network is also increased. The high update rate for fixed nodes is due to not finding a free channel. Figure 6 also shows that a decrease in the idle probability of the PU degrades the network performance in terms of the overhead ratio. This is because the long active state of the PU does not allow for facilitation of any secondary user. Therefore, the chances of finding a common free channel among nodes become fewer, and accordingly, the high exchange rate of messages among nodes degrades the network performance. An additional set of results is demonstrated in Figures 7 and 8 . Figure 7a -c, respectively show the packet delivery ratio, end-to-end delay, and overhead ratio of the two cognitive vehicular schemes. Each of these figures were evaluated by varying the idle probabilities of the PU with a different number of vehicles. Similarly, Figure 8a -c, respectively show the packet delivery ratio, end-to-end delay, and overhead ratio of the two cognitive maritime schemes, which were evaluated by varying the number of ships in the network and by changing the idle probabilities of the PU. Our proposed schemes show improved performance than the reference schemes in both vehicular and maritime environments. The first reason is the difference in choosing the next relay to make stable paths from the source to destination. The reference schemes select the nearest vehicle or ship to the destination by measuring the distance between nodes, which merely creates intermittent link connections, thereby decreasing the chances of successfully delivered packets. For the same reason, the reference schemes show poor performance under sparse network conditions. However, our proposed scheme calculates rewards based on transmission delays that include both the speed and direction of vehicles and ships. Secondly, for fewer nodes, the reference schemes do not ensure stability in cognitive vehicular and maritime networks. With a decrease in the probability of PU being idle, the chances of having a common free channel between nodes also decreases. This means that our proposed schemes show stability even when the number of vehicles and ships is less, and when the network is a cognitive network. A comprehensive review of our simulation results is that network performance varies with the type of communication system, the type of environment (terrestrial or marine), as well as the type of relay node. (c) Figure 7 . Performance comparison between the proposed V2V and the reference scheme for V2V in terms of (a) packet delivery ratio, (b) end-to-end delay, and (c) routing overhead ratio. 
Routing overhead ratio
Proposed S2S communications when P(H 0 ) = 0.9
Proposed S2S communications when P(H 0 ) = 0.7
Reference scheme for S2S [24] + [26] when P(H 0 ) = 0.9
Reference scheme for S2S [24] + [26] when P(H 0 ) = 0.7 (c) Figure 8 . Performance comparison between the proposed S2S and the reference scheme for S2S in terms of (a) packet delivery ratio, (b) end-to-end delay, and (c) routing overhead ratio.
Conclusions
This paper proposed a new integrated cognitive coastal city for both hybrid and pure communications between vehicular and maritime networks. The idea of integrating software-defined networking, network function virtualization, and fog computing in a cognitive routing scheme for different networks makes this integrated framework unique. Vehicle-to-ship communications was introduced to provide efficient and reliable services to users on different network systems. Two virtual networks for each vehicular and maritime application were launched by NFV based on the user demands, and the SDN controller was responsible for controlling and managing these VNs. Routing is the service provided by the VNs, where the SDN controller provides a stable path between each source-destination pair for each querying node. These pairs are vehicle-to-ship, vehicle-to-vehicle, and ship-to-ship. The border gateway is used as a communicating device between the two networks. The paths were established for communication between different cognitive networks using this integration. The idea was to facilitate citizens' demands for services from different applications under the same infrastructure.
Our results show better performance in hybrid communications for packet delivery ratio, end-to-end delay, and routing overhead ratio. We considered both pure and hybrid communications in this scheme, and concluded that the marine environment has more fragile links than the terrestrial environment. However, for hybrid communications, we achieved better performance in terms of delivery ratio, delay, and overhead, since the path was divided into two types of networks and border gateways, and local controllers reduce the chances of link fragility. Hence, the demand of each application user in a hybrid environment can be fulfilled with a quicker response time via the proposed scheme. In comparison with the existing schemes in literature, our scheme performs better, due to the following reasons: Firstly, it is because of our selection criterion that depends on the transmission delay, and secondly, because of the stability that our scheme shows due to the integration of software-defined networking, network function virtualization, and fog computing. We will extend the applications for both vehicular and maritime networks along with different services in the near future. 
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