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Motivated by the recent numerical studies on the Chalker-Coddington network model that found a larger-than-
expected critical exponent of the localization length characterizing the integer quantum Hall plateau transitions,
we revisited the exponent calculation in the continuum model and in the lattice model, both projected to the
lowest Landau level or subband. Combining scaling results with or without the corrections of an irrelevant
length scale, we obtain ν = 2.48 ± 0.02, which is larger but still consistent with the earlier results in the two
models, unlike what was found recently in the network model. The scaling of the total number of conducting
states, as determined by the Chern number calculation, is accompanied by an effective irrelevant length scale
exponent y = 4.3 in the lattice model, indicating that the irrelevant perturbations are insignificant in the topology
number calculation.
I. INTRODUCTION
In the presence of a strong perpendicularmagnetic field, the
Hall conductance of two-dimensional electron gases at low
temperatures is quantized to integral multiples of e2/h.1 Tun-
ing either magnetic field or Fermi energyEf , one can drive an
integer quantum Hall transition from one plateau to another.
The transition is controlled by a correlation length ξ, which
diverges as
ξ(E) ∼ |E − Ec|
−ν , (1)
as the Fermi energy crosses a critical energy Ec (or the mag-
netic field H crosses a critical value Hc, in which case H
replaces E in the above formula). The critical exponent ν is
believed to be universal and has been studied extensively both
theoretically and experimentally.
Prior to 2009, for non-interacting electrons, the consen-
sus2–8 was ν ≈ 2.38± 0.05. This value was also supported by
experiments on samples with short-range scatterers,9,10 even
though electron-electron interactions are present in experi-
ments, and may be relevant.
Quite unexpectedly, when Slevin and Ohtsuki11 redid the
finite-size scaling study of the Chalker-Coddington Network
(CCN) model including corrections due to an irrelevant oper-
ator, they found ν = 2.593 [2.587, 2.598], significantly larger
than the previously reported values. They found the irrele-
vant length scale exponent y ≈ 0.17, which gave rise to large
corrections, and altered the exponent ν significantly. Several
calculations followed. Obuse et al.12 reported ν = 2.55±0.01
and a larger irrelevant length exponent y = 1.29. Amado et
al.13 obtained ν = 2.616± 0.014 but found logarithmic irrel-
evant length scale correction. Other calculations by Dahlhaus
et al.14, Fulga et al.15, and Slevin and Ohtsuki16 in the CCN
model also confirmed ν = 2.56 ∼ 2.6. Obuse, Gruzberg, and
Evers17 perform a stability analysis of the finite-size scaling
of the CCN model and reported ν = 2.62 ± 0.06, with an
irrelevant length scale correction exponent y ≥ 0.4, which,
as the authors pointed out, is considerably larger than most
recently reported values. All these works show that with irrel-
evant length scale correction included, the localization length
exponent ν = 2.55 ∼ 2.62. However, the smallness of the
leading irrelevant length exponent indicates that great care is
needed in numerical studies using finite-size scaling.
Despite the flurry of new and seemingly consistent results,
the correct value of the localization length exponent remains
under debate. Gruzberg et al.18 questioned the regular lattice
setup of the CCN and considered a general network with ge-
ometric disorder. Numerical simulations of this new model
found ν = 2.374 ± 0.018,18 in agreement with the earlier
results. Bondesan et al.19 developed an effective Gaussian
free field approach of the CCN model of the integer quan-
tumHall plateau transition. Even though the theory confirmed
that the spectrum of multifractal dimensions at the transition
is parabolic, the authors warned that numerical calculations
may suffer from existence of an irrelevant perturbation which
is close to marginal (or even marginal).
Consequently, numerical calculations of ν in alternative
models3,4,20–24 are desirable to help resolve the disagreements,
especially ones that are purely two-dimensional, and do not
have to rely on the crossover to one-dimension to analyze
the data. Earlier, Huo and Bhatt4 obtained ν = 2.4 ± 0.1
in a two-dimensional approach using Chern number calcula-
tions in the continuum Landau-level model.4 The same result
was also found in the disordered Hofstadter model.22–24 No
attempt, however, has been made for the two models includ-
ing corrections due to irrelevant length scales, as done in the
CCN model.
In this paper, we revisit the continuum Landau-level model
and the Hofstadter lattice model with short-range impurities.
After projecting the disorder potential into the lowest Landau
level (subband), we calculate the Chern number for all eigen-
states to identify the conducting states and perform finite-size
scaling of their total number. Combining results in the two
models, we obtain a larger exponent ν = 2.48 ± 0.02 than
earlier results ν = 2.4 ± 0.1, but the two are still consistent,
given the larger error bars of the previous work. In addition,
we find that the corrections to scaling are very small, (e.g., the
irrelevant length exponent is large, y = 4.3±0.2 in the lattice
model), which can explain the relative accuracy of the earlier
results on smaller sizes using the Chern number approach, un-
2like transfer matrix methods. We also perform finite-size scal-
ing of the width of the density of conducting states, where the
results appear to be less reliable. We attribute this to the fluc-
tuations in the tails of the density of conducting states in finite-
sized samples, which renders calculations of higher moments
less reliable. Thus, the zeroth moment (the total number of
conducting states) is more reliable than the width of density
of conducting states, which is the second moment.
The paper is organized as follows. In Sec. II we introduce
the two models we study. We briefly review the Chern num-
ber calculation method and discuss our scheme for analyzing
our data. The next section describes our main results. We
first analyze the finite-size scaling of the total number of con-
ducting states in the lattice model and in the continuummodel
in Sec. III A. Then, we present the finite-size scaling of the
width of the density of conducting states in the two models in
Sec. IIIB. We discuss the potential errors in the Chern num-
ber calculations in Sec. III C. We summarize our results and
discuss our conclusions in light of other work in Sec. IV. In
Appendix A we supplement our discussions with additional
results in the lattice model, which, in the limit of small mag-
netic flux per plaquette, evolves smoothly into the continuum
model.
II. MODELS ANDMETHOD
In this paper we present two microscopic models for quan-
tum Hall plateau transitions. The first model describes elec-
trons hopping on a tight-binding lattice with uniformmagnetic
flux and on-site disorder. The second model describes elec-
trons in continuum with a short-range impurity potential pro-
jected into the lowest Landau level. In this section we review
the basics of the two models. We also describe the Chern num-
ber calculation method used to extract the localization length
critical exponent, and the statistical measures used to catego-
rize the data.
A. The lattice model
We consider the two-dimensional tight-binding model
H = −
∑
〈i,j〉
(
teiθijc†i cj + h.c.
)
+
∑
i
ǫic
†
i ci, (2)
where t is the hopping strength and we have θij =
e
~
∫ j
i A ·
dl in the presence of a perpendicular magnetic field B. We
choose the Landau gauge ~A = (0, Bx, 0). The magnetic flux
φ per unit cell is
φ
φ0
=
Ba2
hc/e
=
1
2π
∑

θij , (3)
where φ0 = hc/e is the flux quantum, and the disorder poten-
tial ǫi are independent variables with identical uniform dis-
tribution on [−W,W ]. As the flux φ per unit cell varies, the
clean model has a self-similar energy spectrum, known as the
Hofstadter butterfly. We choose the flux φ per unit cell as
φ0/3. The clean Hamiltonian is translationally invariant and
can be diagonalized to three subbands,
H0(k)|φn(k)〉 = En(k)|φn(k)〉, (4)
where the subband index n = 0, 1, 2. The three subbands
carry Chern number 1,−2, and 1, and each contains Nφ =
L1L2/3 states for an L1 × L2 lattice. In the full model the
evolution of the conducting states in the lowest subband is
correlated with the central band and may introduce additional
complexity.22 Therefore, we truncate the Hilbert space by pro-
jecting the disorder potentials into the lowest subband,
V˜ =
∑
k,k′
|φ0(k)〉〈φ0(k)|V (r)|φ0(k
′)〉〈φ0(k
′)|. (5)
Earlier work of Thouless conductance found that the critical
behavior is independent of the ratio t/W when t/W ≤ 0.2.24
Hence, we set t = 0 and W = 1 after the projection. In
this case the clean band width is reduced to zero so we have
particle-hole symmetry; this fixes the critical energy at Ec =
0.
B. The continuummodel
We consider the two-dimensional electron in presence of a
magnetic field
H =
1
2m
(P+
e
c
A)2 + V (r) =
Π2
2
+ V (r), (6)
where the symmetric gauge A = 12B(y,−x) is used, and
V (r) is the random potential. The generator of infinitesimal
magnetic translation is
κ ≡ (κ1, κ2) = P−
e
c
A = Π(−B), (7)
with [κ1, κ2] = −i, where we set the magnetic length lB = 1
and ~ = 1 for convenience. For a finite L1 × L2 system,
the translation operator t(Lj eˆj) = exp(iκjLj) satisfies the
magnetic algebra
t(a)t(b) = exp [i(a× b) · zˆ] t(b)t(a). (8)
When the number of flux quanta in an L1 × L2 sample
Nφ = L1L2/(2π) is an integer, t(L1eˆ1) and t(L2eˆ2) com-
mute with each other. By defining two primitive translations,
tj = t(Lj/Nφeˆj) = exp(iκjLj/Nφ) for j = 1, 2, we are
able to construct a Landau-like stripe basis |φm〉 in the lowest
Landau level by requiring{
t1|φm〉 = |φm+1〉,
t2|φm〉 = exp(−i2πm/Nφ)|φm〉.
(9)
We consider randomly placed scatterers with δ-potential, i.e.
V (r) =
∑Nimp
i δ(r− ri), whose Fourier components are Vq.
The number of short-range scatterers is chosen to be 16Nφ.
3The random potential is then projected into the lowest Landau
level
V˜ =
∑
j,k
|φj〉〈φj |
∑
q
Vqe
iq·r|φk〉〈φk|, (10)
where q = (q1, q2) = (2πm/L1, 2πn/L2) andm,n are inte-
gers.
For simplicity, we consider square samples L1 = L2 = L
with generalized boundary condition
t(Leˆj)|ψ〉 = e
iθj |ψ〉, j = 1, 2, (11)
with θj ∈ [0, 2π], the Hamiltonian matrix is calculated as
Hjk(θ1, θ2) =
∑
m,n
Vmne
−π(m2+n2)/2Nφe−iπmn/Nφ
×ei[mθ2−nθ1]/Nφe−i2πmj/Nφ〈φj |φk−n〉. (12)
For particle-hole symmetric potential, the critical energy is
also expected at Ec = 0.
C. The Chern number calculation
In either case, we can impose generalized boundary condi-
tions. The boundary condition averaged Hall conductance for
a state ψm is a topological invariant
26
〈σxy(m)〉 = C(m)
e2
h
, (13)
where the first Chern number
C(m) =
1
2πi
∫ 2π
0
∫ 2π
0
dθxdθy
[〈
∂ψm
∂θx
∣∣∣∣∂ψm∂θy
〉
− h.c.
]
.
(14)
For efficient numerical calculation, we follow the method of
Fukui et al.27 We divide the 2π×2π boundary condition space
into a grid of Lg × Lg sites
~θ = (θx, θy) =
2π
Lg
(lx, ly), lx, ly = 0, · · · , Lg − 1, (15)
so primitive vectors µˆ are vectors in the directions of µ = x
and y with length 2π/Lg. For themth eigenstate, we define a
U(1) link variable
Umµ (
~θ) = 〈φm(~θ)|φm(~θ + µˆ)〉/N
m
µ (
~θ), (16)
where Nmµ (
~θ) = |〈φm(~θ)|φm(~θ + µˆ)〉| is the normalization
factor. The Berry phase in a unit cell at ~θ is then calculated by
a gauge invariant formula
γm(~θ) =
1
i
lnUmx (
~θ)Umy (
~θ + xˆ)Umx (
~θ + yˆ)−1Umy (
~θ)−1.
For a sufficiently fine grid, the local Berry phase is small in
amplitude and can be restricted to (−π, π] in numerical calcu-
lation. The Chern number C(m) is obtained by summing the
phase over all lattice sites
C(m) =
1
2π
∑
~θ
γm(~θ). (17)
Due to the introduction of the locally gauge-invariant formu-
lation of Chern number, the efficiency of the method has been
improved greatly even with a coarsely discretized boundary
condition space. As pointed by Arovas et al.,28 the sensitiv-
ity of the nodes of the wave function to the smooth change in
boundary conditions can be used to distinguish the localized
and extended states. Consequently, we follow Huo and Bhatt4
to identify states with nonzero Chern numbers as conducting
states.
The total number of conducting states per sample is defined
as
Nc =
∫ ∞
−∞
ρc(E)dE, (18)
where ρc(E) is the density of conducting states. In the vicinity
of the critical energy Ec, the localization length diverges as
ξ(E) ∼ |E − Ec|
−ν . For a finite size system with linear
size L ∼
√
Nφ, one expects that the states with ξ(E) > L
are conducting. The number of such states scale as Nc ∼
L2ρ(Ec)|Em − Ec| ∼ N
1−1/(2ν)
φ , to the lowest order, where
Em is determined by ξ(Em) ∼ L. One can also define the
width of ρc(E) as the square root of its second moment
∆E =
[∫∞
−∞(E − Ec)
2ρc(E)dE∫∞
−∞ ρc(E)dE
]
. (19)
Roughly speaking, the width is set by L ∼ ξ(E) ∼ ∆E−ν ,
so it is expected to follow ∆E ∼ L−1/ν ∼ N
−1/(2ν)
φ . The
lowest-order scaling ofNc and∆E may need irrelevant length
corrections.
D. Goodness of fit
In this paper we compare various scaling hypotheses with
and without irrelevant length corrections. After obtaining the
best-fit values of parameters, we need to decide which hypoth-
esis is the best description of the data. Our result of the critical
exponent is then obtained from the best-fit with the best hy-
pothesis. In this subsection, we discuss the acceptability of
the scaling hypothesis.
Generally speaking, we fit N data points (xn, yn) with
n = 0, . . . , N − 1 with measurement errors σn to a model
that has M adjustable parameters a0, . . . , aM−1. The model
has a functional relationship between the measured variables
and parameters y(x) = y(x; a0, . . . , aM−1), minimizing the
parameters a0, . . . , aM−1 is equivalent to minimizing the chi-
square
χ2 ≡
N−1∑
n=0
[
yn − y(xn; a0, . . . , aM−1)
σn
]2
. (20)
A typical value of χ2 for a moderately good fit is χ2 ≈ dof,
where dof = N −M is the degrees of freedom, or, equiva-
lently, the reduced chi-square χ¯2 ≡ χ2/dof ≈ 1. Relatively
smaller value of χ2 indicates a better fit. However, one must
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FIG. 1. (a) Disorder averaged total density of states ρ(E) and (b)
density of conducting states ρc(E) in the lattice model for system
sizes L = 9, 18, 36, and 72.
also take into account the number of adjustable parameters
used in the fit, to determine the overall acceptability of the
fit. A quantitative measure of the goodness-of-fit is given by
the cumulative probability function Q(χ2|dof) , which is the
probability that the observed chi-square will exceed a particu-
lar values χ2 by chance even for a correct model29
Q(χ2|dof) = 1− P
(
dof
2
,
χ2
2
)
, (21)
where P (a, x) is the incomplete Gamma function. A larger
value of Q is taken as an indicator of a better fit. If Q is too
small, the reason could be either the model is unlikely to be
true and can be rejected, or the size of the measurement errors
σn are larger than stated. If Q is close to 1, it could be caused
by overestimation of the measurement errors.
III. RESULTS
A. The number of conducting states
We begin with the study of square lattices with L = 6-81.
The largest system contains almost 30 times more states than
the largest did twenty years ago.22 The number of disorder
realizations ranges from 105 for L = 6 to 102 for L = 81. In
the Chern number calculation we choose a grid size such that
the number of grid points along in each dimension is Lg = 30
for L ≤ 30 and Lg ≈
√
2/3L for L = 36-81. Figure 1 shows
the density of states ρ(E) and the density of conducting states
ρc(E) for several system sizes.
The total density of states ρ(E) remains the same bell shape
for all system sizes, while the density of conducting states
ρc(E) shrinks as the system size increases, implying that in
the thermodynamic limit only states withE = 0 are extended.
To prove this, we follow the same procedure in earlier liter-
ature4,22 to study the scaling behavior of the total number of
conducting states per sampleNc and the width∆E of the den-
sity of conducting states ρc(E), which are the zeroth and (the
normalized) second moment of the density of nonzero Chern
states.
We begin by fitting the number of conducting states to
Npowerc = aN
1−1/(2ν)
φ . (22)
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FIG. 2. Log-log plot of the number of conducting states per sample
Nc versus the total number of states per sample Nφ in the lattice
model. The percentage precisions for the data are 0.07% to 0.2% for
L = 6 to 54, 0.5% for L = 72, and 1% for L = 81. The blue
dashed line is the power-law fit without corrections (a straight line)
for L ≥ 30. The number of data, number of parameters, chi-squared,
and goodness of fit are 7, 2, 3.66, and 0.60, respectively. The solid
red line shows the fit with irrelevant length corrections for all the
data. The number of data, number of parameters, chi-squared, and
goodness of fit are 15, 4, 6.94, and 0.80, respectively.
A chi-square fitting yields ν = 2.49 ± 0.01, as shown by
the blue dashed line in Fig. 2. The reduced chi-square χ¯2 =
0.732 and the goodness of fit Q = 0.599. The straightforward
power-law fit for all system sizes results in a good description
of the data. Deviation is visually noticeable only for L = 6
in Fig. 2. This can be improved if we include the irrelevant
length scale corrections.
The leading correction can be accounted for by assuming
N irrc = a(1 + bN
−y/2
φ )N
1−1/(2ν)
φ , (23)
where y is the leading irrelevant length exponent. A chi-
square fitting now yields ν = 2.479±0.005 and y = 4.3±0.2,
as illustrated in Fig. 2. The reduced chi-square χ¯2 = 0.631
and the goodness of fit Q = 0.804. One expects this form
is valid only for |bN
−y/2
φ | ≪ 1. Indeed, the correction term
bN
−y/2
φ varies from −0.06 for L = 6 to −10
−7 for L = 81.
With or without the correction, the critical exponent ν remains
unchanged within error bars. This is supported by the similar
χ¯2 orQ for the two fits. The inclusion of the irrelevant pertur-
bation, in principle, fits the data better with the larger number
of parameters. However, it is debatable whether the improve-
ment is enough to warrant increasing the number of parame-
ters. It is worth pointing out that the best fit to the irrelevant
length exponent is large, y = 4.3. This is strong evidence that
the irrelevant (or marginal) perturbation at the criticality has a
weak effect on the Chern number calculation and the scaling
of the number of conducting states.
For the continuummodel, we study system size fromNφ =
16 to 3,072, with disorder realizations from 40,000 for Nφ =
16 to 608 for Nφ =3,072. In the Chern number calculation
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FIG. 3. Log-log plot of the number of conducting states Nc vs. Nφ
in the continuum model. The percentage precisions of the data are
0.31% to 0.48% for Nφ = 16 to 3,072. The blue dashed line is the
power-law fit without any corrections. The number of data, number
of parameters, chi-squared, and goodness of fit are 14, 2, 16.10, and
0.19, respectively. The red solid line shows the fit with logarithmic
corrections. The number of data, number of parameters, chi-squared,
and goodness of fit are 11, 3, 12.93, and 0.30, respectively.
we use grid size Lg = 50 for all system sizes. Fig. 3 fits
the number of conducting states as Nc = aN
1−1/2ν
φ . For
all available 14 system sizes, we find ν = 2.46 ± 0.01 with
χ¯2 = 1.34 and Q = 0.19. We emphasize that there are no
irrelevant length corrections in the fitting, and the exponent is
in good agreement with the value obtained above in the lattice
model. We also fit data only in systems with Nφ ≥ 256, the
result is ν = 2.46± 0.02 with χ¯2 = 0.67 and Q = 0.70. The
exponent agrees with the previous one for all systems, but the
error bar is now larger due to the fewer system sizes.
The agreement in ν between all systems and larger system
only already suggests that the existence of the irrelevant length
corrections in the continuummodel is difficult to demonstrate.
Attempt to fit all data with the corrections leads to large error
bars in ν = 2.47± 0.01 and y = 8.7± 23.6, which indicates
that a single leading irrelevant length correction is not a good
hypothesis. It is possible that the existence of a dangerous (or
marginal) irrelevant operator may cause slower disappearing
corrections to scaling. We attempt to fit all data in the contin-
uum model to a power law with logarithmic corrections
N logc = a(1 + c/ lnNφ)N
1−1/(2ν)
φ . (24)
As illustrated in Fig. 3, it yields ν = 2.50 ± 0.03 with
χ¯2 = 1.18 and Q = 0.30. With the logarithmic corrections,
the reduced chi-square is now smaller while the goodness of
fit is larger. The resulting exponent ν = 2.50 is larger but
agrees, within the error bars, with the value in the absence of
the corrections.
We can compare the differences between the fit without
corrections [Eq. (22)] and the one with logarithmic correc-
tions [Eq. (24)] by plotting the ratio of the two, as well as the
properly scaled raw data, as shown in Fig. 4. In the figure
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FIG. 4. Rescaled plot of Fig. 3 of the power-law fits of the total
number of conducting states without irrelevant length corrections
(the horizontal line) and that with logarithmic corrections (the curved
line). To visualize the errors of the data from very different sizes, we
rescaled all data and fits by the power-law fit without corrections.
the horizontal line at 1 represents the power-law fit Npowerc .
The scattered data points, scaled by 1/Npowerc , are all within
2σ, or twice the corresponding error bars. The fit with log
corrections N logc , scaled by 1/N
power
c , curves up, fitting the
data from the three smallest systems better than the horizontal
line. Unless it is necessary to consider the systems as small
asNφ = 16 or 32, the power-law fit without corrections is es-
sentially as good as the one with logarithmic corrections. But
if so, it remains very interesting to understand why the topo-
logical number calculation can support excellent scaling for
more than one order of magnitude in linear scale starting from
such small systems. Based on the comparison, if the trend of
data persists (including error bars), we would only be able to
distinguish the two if we could approachNφ > 40,000.
Combining the results of the different fits in both the lattice
model and the continuummodel, we conclude that the scaling
of the total number of conducting states yields a consistent
value ν = 2.48± 0.02.
B. The width of the density of conducting states
While the critical exponent ν is found to be universal in
different models as well as using different measures, as ex-
pected, our fits including one irrelevant (or marginal) cor-
rection term yields different results for the irrelevant length
exponent from different quantities. To show this, we con-
sider the width ∆E of the density of conducting states. With
the corrections of the leading irrelevant length, one expects
∆E = c(1 + dN
−y/2
φ )N
−1/(2ν)
φ . A chi-square fitting gives
ν = 2.40±0.02 and y = 1.2±0.1with the reduced chi-square
χ¯2 = 1.032 and the goodness of fit Q = 0.415, as shown in
Fig. 5. The correction term dN
−y/2
φ varies from −0.12 for
L = 6 to −0.005 for L = 81. The correction is twice as
large for small system sizes as that in the scaling ofNc, which
suggests that we may need to consider additional corrections;
610 20 50 100 200 500 1000 2000
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Q = 0.41∆E = cN
−1/(2ν)
φ
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FIG. 5. Log-log plot of the width ∆E of the density of conducting
states vs. Nφ in the lattice model. The percentage precisions of
the data are 0.06% to 0.17% for L = 6 to 54, 0.44% for L = 72,
and 0.78% for L = 81. The red solid line shows the power-law
fit with leading irrelevant length corrections for all data points. The
number of data, number of parameters, chi-squared, and goodness of
fit are 15, 4, 11.35, and 0.41, respectively. The blue dashed line is
the power-law fit without any corrections for systems with L ≥ 30
(or Nφ ≥ 300). The number of data, number of parameters, chi-
squared, and goodness of fit are 7, 2, 7.22, and 0.20, respectively.
such a fit may result in a different value of y.
The comparison of the scalings of Nc and ∆E shows that
even with the same set of data, namely ρc(E), one obtains ex-
ponent ν with a slight difference. Judging from the smaller
size of the corrections and, in particular, the larger value of y,
we conclude that the scaling of Nc is more reliable. This is
consistent with empirical evidence from simulations of other
disordered systems such as spin glasses that lower order mo-
ments of distributions can be calculated more reliably (they
also seem to converge faster to equilibrium than high order
moments). An additional evidence is that we can perform
a power-law fitting of ∆E without the irrelevant length cor-
rections, ∆E ∼ cN
−1/(2ν)
φ , for system sizes L ≥ 30 (i.e.,
Nφ ≥ 300), as shown by the blue dashed line in Fig. 5. The
result is ν = 2.48 ± 0.02 with χ¯2 = 1.444 and Q = 0.205.
Therefore, the value obtained from larger systems is consis-
tent with that obtained from the scaling of Nc.
The comparison suggests that the tails of the density of con-
ducting states ρc(E) suffer more from the finite-size effects.
The width ∆E is related to the second moment of ρc(E),
while Nc is the zeroth moment of ρc(E). Therefore,∆E am-
plifies the finite-size fluctuations in the tails, or at energies
far from the critical energy. If this understanding is correct,
we could expect that in a different model but with the same
method the scaling of Nc would generate the consistent uni-
versal ν, even though corrections to scaling could be different.
However, the scaling of∆E using finite sizes could give a dif-
ferent ν, whose value depends on the non-universal finite-size
fluctuations in the tails.
An independent confirmation of the tail effect comes from
the study of the perturbations to the disordered potential. We
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FIG. 6. (a) Energies of the conducting states in 10 samples (L = 12
or Nφ = 48), whose on-site potentials differ only by 5% fluctua-
tions. Pairs of conducting states can emerge far from the band cen-
ter. (b) Distribution of the number of conducting states in each sam-
ple from 1,000 realizations. With the constraint that the total Chern
number per sample is +1, the distribution show strong odd-even dif-
ference, but is bell-shaped either for odd Nc or for even Nc. (c)
The root-mean-square energy for conducting states in each sample
for the same 1,000 realizations. The distribution has a long tail with
additional peaks.
start with an arbitraty disorder realization in a 12×12 lattice
and perturb it with an additional disordered potential, whose
strength is 5% of the original one. The additional potential
distorts the energy spectrum and likely causes a pair of energy
levels to cross each other. As a result, the Chern number of the
pair can change. Since most states are localized, the change
creates a pair of conducting states with Chern numbers +1
and −1, as demonstrated in Fig. 6(a). The pair, if lying in
the tail, can affect the width of the conducting states much
more significantly than their total number. For illustration, we
analyze 1,000 samples which differ from each other only by
the 5% fluctuations. Figure 6(b) plots the distribution of the
number of conducting statesNc in each sample. Nc vary from
4 to 15 with strong odd-even fluctuations, because the total
Chern number in each sample is constrainted to be +1 and
most conducting states carry Chern number +1 or −1. Other
than the odd-even effect, the distribution is bell-shaped with a
well defined peak at Nc = 9. We expect that the total number
is self-averaged in the thermodynamic limit and hence well-
behaved. On the other hand, Fig. 6(c) plots the distribution of
the root-mean-square energy of the conducting states in each
sample for the same 1,000 realizations. The distribution is
clearly not bell-shaped. Well above the main peak at 0.14, we
can find a significant bump around 0.26 and the tail extends
to as large as 0.33. The multiple-peak structure is consistent
with the emergence of conducting pairs far from the center, as
shown in Fig. 6(a). But such pairs do not cause the distribution
of Nc to deviate significantly from the bell shape. Therefore,
We lean toward the scaling results ofNc, rather of∆E, based
on the study of the fluctuations.
We study the scaling of the width ∆E of the density of
conducting states ρc(E) in the continuummodel next. If we fit
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FIG. 7. Log-log plot of the width ∆E of the density of conducting
states vs. Nφ in the continuum model. The percentage precisions of
the data vary between 0.31% and 0.45% for Nφ = 16 to 3,072. The
red solid line is the power-law fit for the data points from Nφ = 16
to Nφ = 3,072. The number of data, number of parameters, chi-
squared, and goodness of fit are 14, 2, 18.0, and 0.12, respectively.
The blue dashed line is the fit for the data points from Nφ = 256
to Nφ = 2048. The number of data, number of parameters, chi-
squared, and goodness of fit are 9, 2, 11.4, and 0.12, respectively.
all data to the form∆E = cN
−1/(2ν)
φ , we obtain ν = 2.33±
0.01 with the reduced chi-square χ¯2 = 1.50 and the goodness
of fit Q = 0.12. When we only fit data with Nφ ≥ 256,
we obtain ν = 2.36 ± 0.02 with χ¯2 = 1.63 and Q = 0.12.
Within the error bars, we cannot draw a definite conclusion
on the trend of ν in the thermodynamic limit. Like the scaling
of Nc, including either power-law corrections or logarithmic
corrections shows no significant improvement.
As we discussed at the end of Sec. III A, the localization
length critical exponent ν obtained from the scaling of Nc
is consistent in the lattice model and the continuum model.
However, the values of ν obtained from the scaling of ∆E
in the two models are not. The observations confirm that the
finite-size fluctuations are more significant in the tails of the
density of conducting states. In other words, the values ob-
tained from the scaling of∆E are less reliable, unless we can
approach much larger system sizes. We also studied the width
of the density of conducting states for different percentiles and
found that the fluctuations are too large to allow accurate anal-
ysis.
C. Errors in the Chern Number calculation
Because Chern number, or the dimensionless Hall conduc-
tance, is a topological invariant, the main errors in the Chern
number approach come from the discretization of the bound-
ary condition space into a grid. The accuracy of Chern num-
bers thus depends on the grid size Lg. But increasing Lg will
slow down the Chern number calculation. To estimate the op-
timal Lg, e.g., in the lattice model, we consider uniformly dis-
tributed γm in Eq. (17) in the boundary condition space. For
a statem with Chern number C(m), we expect
γ¯m =
2πC(m)
L2g
, (25)
for each ~θ. Sign errors of γm occur due to the restriction of
the phase to (−π, π] when γm is comparable to π, i.e.,
2πC(m)
L2g
∼ ǫπ (26)
where ǫ can be understood as the error rate of the state. This
gives a rough estimate of the error rate per state with C(m) =
O(1) as ǫ ∼ 2/L2g.
We implement a simple consistency check for the Chern
number calculation: the total Chern number of each sample
should be one. When we obtain a sample that fails the total
Chern number check, we reject all states in the sample. This
happens when at least one of the states in the sample has an
incorrect Chern number. For small enough ǫ, the rejection rate
r for a sample with L2/3 states is
r ≈ ǫ
(
L2/3
)
∼
2
3
(
L
Lg
)2
(27)
Therefore, in the lattice model we choose Lg ≈
√
2/3L for
L ≥ 36 andLg = 30 forL ≤ 30, in order to keep the rejection
rate low.
We also run numerical tests to estimate the error rate of the
Chern number calculation for individual states and the conse-
quent errors in Nc and∆E, which we use to extract ν. In the
tests we study the computational errors of lattice systems with
linear size L = 6-21, each with Ns = 10, 000 random poten-
tial realizations. Our calculation finds that the rejection rate
r vanishes as L−ηg with η varying between 2.5-3.3, which de-
creases even faster than our simple expectation. When we fix
Lg = 30, the rejection rate r is no more than 5× 10
−3 and in-
creases with size as L1.6, which is close to L2 as we expect in
Eq. (27). The better-than-expected observations are likely due
to the fact that the majority of the Chern numbers is zero and
their percentage increases with L. With the numerical results,
we can assume that Chern numbers calculated with Lg = 60
are sufficiently accurate and can be used as a reference. We
then calculate Chern numbers with Lg = 30. By compar-
ing them, we estimate the relative error in Nc is around 10
−3
and the relative error in∆E is even smaller. Compared to the
sample-to-sample fluctuations, we find the errors due to the
Chern number calculation are at least one order of magnitude
smaller and can be neglected. The measurement errors in the
preceding subsections are, therefore, the standard error in the
mean of the relevant data.
IV. SUMMARY AND DISCUSSION
In this work, we have conducted a detailed study of
two models for the integer quantum Hall plateau transition:
the disordered Hofstadter lattice model and the continuum
8Landau-level model. We perform high-precision Chern num-
ber calculation for system size up toNφ = 2,187 in the lattice
model and 3,072 in the continuum model. We use multiple
measures to rule out the errors in the Chern number calcula-
tion caused by the discretization of the integration grid. Using
nonzero Chern number as criterion, we calculate the density
of conducting states ρc(E) for various system sizes.
By fitting the total number of conducting states Nc to a
power law, we obtain the localization length critical exponent
ν = 2.49 ± 0.01 in the lattice model and ν = 2.46 ± 0.01
in the continuum model. In the lattice model we obtain
ν = 2.479±0.005with better goodness of fit after we include
the leading irrelevant length corrections. However, the bare
power-law fit cannot be improved in the continuum model by
the inclusion of the leading irrelevant length corrections. With
systems as small as Nφ = 16, a fit with logarithmic correc-
tions, which may be caused by a dangerous (marginal) irrel-
evant perturbation, yields ν = 2.50 ± 0.03. Based on these
results, we conclude that the two models are in the same uni-
versality class and ν = 2.48 ± 0.02. The larger exponent
is found in much larger systems than in the earlier studies.
In fact the largest system in the present study has 24 times
the flux quanta of that in the earlier study for the continuum
model,4 and almost 30 times the flux quanta for the previous
lattice model.22 However, given the fact that earlier studies
had large error bars of 0.1, the new result is still consistent
with the earlier estimates.4,22,23
Our analysis of both models, using fully two-dimensional
scaling, suggests that corrections to scaling due to irrelevant
operators are small, unlike what is found in strip-geometry
methods using the crossover to one-dimension to extract crit-
ical exponents. Even in the lattice model where the correc-
tions are apparently larger, the leading irrelevant length ex-
ponent is found to be y = 4.3 ± 0.2, which is substantially
larger than the value found in the methods using the crossover
to one dimension using the strip geometry on the CCN model.
This suggests that in the topological number based calculation
the leading irrelevant correction may have small amplitude.
Because of this, the precise value of the best-fit irrelevant
length exponent varies depending on the model and presum-
ably therefore has greater uncertainty, though it is certainly
large. On the other hand, the smaller corrections to scaling
would explain why the earlier Chern number calculations re-
vealed the consistent result of ν = 2.4 ± 0.1 in systems with
no more than 128 magnetic flux quanta.4
We also attempt to determine ν from the scaling of the
width of the density of conducting states ρc(E), which is re-
lated to the second moment of ρc. The value is found to be
appreciably smaller than that obtained by the scaling of Nc
and is model-dependent: 2.40±0.02 for the lattice model and
2.33 ± 0.01 for the continuum model. Fitting the data from
larger systems only in the lattice model gives ν = 2.48±0.02,
which is then consistent with the value from the scaling ofNc.
This suggests that higher moments (e.g. the second moment)
of the distribution of the nonzero Chern number states are sub-
ject to greater error than the total number (zeroth moment).
Our further analysis attributes this to the random flutuations
of conducting states in the band tails. Therefore, the agree-
ment of the critical exponent obtained from the total number
and the width of the conducting states in the earlier study4 are
likely due to the large error bars.
The localization length critical exponent ν = 2.48±0.02 in
the present study differs from the value (varying from 2.55 to
2.62) found in recent studies of the CCN model.11–17 One pos-
sibility, which requires further work, is the issue of whether
the CCN model and the non-interacting quantum Hall transi-
tion in a Landau level belong to the same universality class,
as was believed for several years. This has recently been
challenged by Gruzberg and coworkers,18 who argued that the
CCN model may not capture all types of disorder that are rel-
evant at the integer quantumHall plateau transition. However,
the authors18 found in the numerical simulation of a geomet-
rically disordered network model ν = 2.374 ± 0.018, which
is significantly smaller than that found in the present study for
the lattice model and the continuum model.
Very recently, after our manuscript was in the referee pro-
cess, Puschmann and coworkers30 found a localization length
exponent ν = 2.58 ± 0.03 in strips of microscopic lattices,
which is consistent with the CCN model. The lattice model
contains all subbands, unlike the one used in the present study,
which projects the disordered potential to the lowest subband
with Chern number +1. The authors30 employed a scheme
based on crossover to one-dimensional systems and showed
that the scaling of the Lyapunov exponent depends on flux per
plaquette φ and converges for φ ≤ 1/10. In particular, they
found that the corrections to scaling for φ = 1/3 and 1/4 devi-
ate significantly from the small flux limit, which are expected
to be identical to the results of the continuum model. In con-
trast, we find that in the projected lattice model, in which there
are no subband mixings by design, the results for φ = 1/3 is
consistent with those in the continuummodel, with or without
corrections, based on purely two-dimensional scaling analy-
sis. We emphasize that in both lattice studies, the scaling be-
havior persists for well over one order of magnitude in linear
size change.
There is yet another possibility for the remaining discrepen-
cies. Zirnbauer31 suggested that 1/ν and y can keep decreas-
ing as the renormalization group fixed point is approached.
While we find no direct evidences supporting the scenario,
this means that the approach to the ultimate scaling behav-
ior can be much slower than we thought. If this is the case,
the puzzle on the localization length exponent can only be re-
solved with much larger system sizes.
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9Appendix A: Universality from the Lattice to the Continuum
Model
In the main text we study the lattice model and the contin-
uum model, and our results confirm that the two are in the
same universality class, as was expected in earlier studies.6
The particular choice of magnetic flux per plaquette we made
is φ = 1/3. In the pure case, the band width of the low-
est magnetic subband is not small (in units of the hopping
strength t), compared with the gap separating the lowest and
the central subbands. To avoid band mixing, we project the
Hamiltonian to the subspace of the lowest subband. A side
advantage is that we deal with a smaller Hilbert space dimen-
sion, hence the Chern number calculation is faster. The choice
of φ is not restricted. In the case of φ = 1/i, where i > 2 is
an integer, the spectrum of the full Himiltonian contains i sub-
bands (the central two are touching at E = 0 for even i). The
lowest (and the highest) subband for every integer i is char-
acterized by Chern number +1 and can be used to study the
plateau transition. For sufficiently large i, the band width of
the lowest subband in the pure case is much smaller than the
adjacent band gap, hence the spectral projection is not neces-
sary. In principle, other subbands, with the exception of the
central band(s), can model a Landau level as well; but they
are known to have longer localization length, which can be
overcome by, e.g., a correlated disorder potential.24
In addition to the localization length ξ and the microscopic
lattice constant a, we have a third length scale: the magnetic
length lB = a
√
i/(2π). In the limit of large i, a/lB goes to
zero. Therefore, we can regard the continnum model as the
limit of large i and expect that the localization length critical
exponent extracted in the lattice model with larger i is consis-
tent with the results for φ = 1/3 and in the continnummodel.
However, subsequent to the online publication of this work, a
study of the tight-binding lattice model in the absence of the
subband projection30 found ν = 2.58 ± 0.03 for φ ≥ 1/10
with pronounced corrections to scaling. The authors there ap-
plied the Green’s function method on a strip geometry and
perform finite-size scaling of the dimensionless Lyapunov ex-
ponent by varying the strip width. For φ = 1/3, 1/4, and
1/5, the authors found non-universal behavior, which they at-
tributed to the non-negligible intrinsic LL width.
In this Appendix, we provide additional data and analysis
to show that the critical exponent ν = 2.48 ± 0.02 in the
main text is universal for both the projected lattice model,
regardless of i, and the continuum model. In the projected
model, the width of the magnetic subband (or the intrinsic
LL width) is set to zero. Figure 8 shows the dependence of
Nc/N
1−1/(2ν)
φ on system size for φ = 1/3, 1/7, 1/10, and in
the continuum model. The ratio is expected to be a horizontal
line if ν is properly chosen and if there is no need for irrele-
vant length scale corrections. We compare the assumptions of
ν = 2.48 (supported by the current study) and 2.58 (supported
by a study of the lattice model without subband projection30).
Under the assumption of ν = 2.48 as shown in Fig. 8(a), the
ratio is essentially a constant for φ = 1/3 and the continuum
model for almost two orders of magnitude inNφ. For φ = 1/7
and 1/10, the ratio stays convincingly as a constant up to the
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FIG. 8. System-size dependence of Nc/N
1−1/(2ν)
φ for φ = 1/3,
1/7, 1/10, and the continuum model under assumption of (a) ν =
2.48 and (b) ν = 2.58 for the localization length exponent ν. Hori-
zontal dashed lines are guides to the eye only.
largest systems we can access using Chern number calculation
with meaningful sample average. The relative uncertainties
are about twice larger than the φ = 1/3 case. The difference
between the four cases lies in the finite-size deviation of the
data. For φ = 1/3, the ratio lies below the larger-system value
for L = 6, or Nφ = 12. For other cases of the lattice model
and for the continuum model, the ratio for the smallest sys-
tems (not shown here for φ = 1/7) lies above the correspond-
ing larger-system value. The finite-size artifacts, however, do
not affect the universality of the localization length exponent
in these cases, according to Fig. 8(a). On the other hand,
Fig. 8(b) tests the power-law scaling under the assumption
ν = 2.58. In sharp contrast to the results under ν = 2.48, the
larger exponent leads to clearly identifiable downward trend
of the system-size dependence, regardless of the direction of
the deviations in small systems. In fact, the best power-law fits
without any corrections yield ν = 2.50 ± 0.01 for φ = 1/7
(Nφ ≥ 28) and ν = 2.50 ± 0.02 for φ = 1/10 (Nφ ≥ 40),
both consistent with ν = 2.48± 0.02 within error bars.
Based on the comparison, we conclude that, at least in the
projected lattice model, the power-law scaling with ν = 2.48
describes the total number of conducting states well without
any need of corrections and regardless of the value of φ. This
seems to be the most natural conclusion, given that the same
value is also supported by the continuummodel, which can be
regarded as the limit of vanishing φ. Unless extremely slowly
developing corrections exist, the Chern number calculations
of the projected lattice model and the continuum model do
not support ν = 2.58 or any value close.
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