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Abstract— This work presents a suboptimality study of a
particular model predictive control with a stage cost shaping
based on the ideas of reinforcement learning. The focus of the
suboptimality study is to derive quantities relating the infinite-
horizon cost function under the said variant of model predictive
control to the respective infinite-horizon value function. The
basis control scheme involves usual stabilizing constraints
comprising of a terminal set and a terminal cost in the form of
a local Lyapunov function. The stage cost is adapted using the
principles of Q-learning, a particular approach to reinforcement
learning. The work is concluded by case studies with two
systems for wide ranges of initial conditions.
I. INTRODUCTION
At present, optimality in a general sense is oftentimes a
prerequisite to control application. Yet, whenever optimal
process control is required, model predictive control (MPC)
is nowadays the standard approach. There, the underlying
control question is to minimize some performance cost while
ensuring stability of some reference. The approach is moti-
vated by the general task of minimizing a cost function over
an infinite time horizon, which is in general computationally
intractable. In MPC, this task is reduced to tractable, finite-
horizon, online optimizations. Several advantages, such as
the ability to satisfy constraints or the ability to provide
a Lyapunov function (LF) via the optimization, contribute
to MPC’s popularity in application. Since several control
setups are available for the corresponding finite-horizon
optimization, different performances with respect to the
original infinite-horizon problem can be expected. In this
regard, much research has been done on the suboptimality
of the respective approaches. In particular, unconstrained
MPC in the sense of minimizing solely a truncation of the
infinite-horizon cost each time step without any stabilizing
so-called terminal constraints was studied rigorously [4],
[13]. By means of relaxed dynamic programming [9], a
truncation horizon dependent suboptimality index could be
derived representing the performance deterioration. This index
was furthermore shown to converge in the sense that for
increasing truncation horizons, the controller converges to
the optimal one. As some minimal horizon must be given
to ensure stability [15], a trade off between horizon length
and computational demand is sought. In contrast, terminal
constraints, e. g., terminal sets for the state at the end of
the horizon, may artificially enforce the control actions to
be stabilizing, potentially harming optimality. Usually, this
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set is associated with a local LF, which may be used as a
terminal cost at the end of the horizon. Though the question
of suboptimality under stabilizing terminal constraint was
addressed in various setups [5], [15], they require preliminary
assumptions on the LF and/or the terminal set, of which some
are reviewed and relaxed herein.
Problem formulation. Consider in the following the
discrete-time system
xk+1 = f(xk, uk), k = 0, 1, . . . , x0 ∈ X, (1)
with state xk ∈ X ⊂ Rnx and control uk ∈ U ⊂ Rnu .
The system is assumed controllable in the sense that for
every x0, x∗ ∈ X, there exists a finite control sequence
{uk}mk=0, m < ∞ such that xm = x∗ under {uk}mk=0. The
map f(x, u) : X × U → X is Lipschitz continuous in both
arguments and (x¯, u¯) = (0, 0) is the unique equilibrium point,
i. e., f(x, u) = x if and only if x = x¯ and u = u¯.
With (1), the infinite-horizon optimal control problem
(IHOCP) amounts to solving
∀x0 ∈ X : V∞(x0) := min{uk}∞k=0
∞∑
k=0
l(xk, uk)
s.t. (1),
(2)
where the stage cost (or state-input penalty) has the form
l(x, u) : X × U → R≥0, with l(x¯, u¯) = 0, l(x, u) > 0 for
(x, u) 6= (x¯, u¯) and l(x, u¯) ≤ l(x, u) for any x and u. Denote
Uad the admissible set, containing control sequences {uk}∞k=0,
with uk ∈ U and uk → u¯ for k →∞, for which f(xk, uk) ∈
X, f(xk, uk)→ x¯ for k →∞ and
∑∞
k=0 l(xk, uk) <∞. It
is assumed that Uad 6= ∅. The minimizer {u∞k }∞k=0 ∈ Uad
associated with (2) may be given in a closed form as a
feedback, i. e., there exists a function µ∞(x) : X→ U such
that u∞k = µ
∞(xk).
For a function F (x) : Xf → U and a set Xf ⊂ X
containing {x¯} in the interior, the nonlinear MPC (NMPC)
optimization problem for time k, with terminal cost and
terminal set constraint, is given by
V˜∞MPC(xk) :=
min
{uk(i)}N−1i=0
N−1∑
i=0
l(xk(i), uk(i)) + F (xk(N)) (3a)
s.t. xk(i+ 1) = f(xk(i), uk(i)), xk(0) = xk (3b)
xk(i) ∈ X, uk(i) ∈ U (3c)
xk(N) ∈ Xf . (3d)
Constraints in state and input in (3c) are commonly in-
cluded whereas (3d) is the so-called stabilizing constraint.
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Furthermore, certain assumptions on the terminal cost F
– namely, F being a local LF with controller µF such that
x ∈ Xf ⇒ f(x, µF (x)) ∈ Xf and ∆µF (x)F (x) has a specific
decay rate – allows relating V˜∞MPC(xk) to the IHOCP. That is,
F may upper bound the “infinite tail” in Xf starting from
xk(N) [10]. In, e. g., [2], such an upper bound is obtained by
local linear quadratic (LQ) analysis, under proper assumptions
on the stage cost and controllability of the linearized dynamics
around the equilibrium. By the above means, it can be shown
that the solution to (3) decays along the state, i. e., V˜∞MPC(xk)
is a LF on X. Such assumptions on l and the controllability,
however, may not always be convenient, as shown in the case
of a non-holonomic system (for a cont. time approach) [11].
In addition to this, the state sequence is forced to converge
to the set Xf after N steps, which may render the minimizer
of (3) possibly suboptimal with respect to the first N elements
of the infinite sum in (2).
Q-learning-inspired stage cost shaping. The aim of this
work is to investigate a particular adaptation scheme of the
stage cost in the MPC scheme (3) in the form l 7→ c · l. The
adaptation scheme is based on the principles of Q-learning as
follows. Interpreting c·l as an approximation to the Q-function
∀(x, u) ∈ X× U : Q(x, u) = l(x, u) + min
a∈U
Q(f(x, u), a),
(4)
the coefficients c should be updated so as to minimize
the temporal difference [14]. More details on this approach
are given in the subsequent sections. The aim of the work
is to derive suboptimality bounds of the respective MPC
scheme under such an adaptation of the stage cost. Particular
realizations of the coefficient update rule are discussed
in Section II-C. The case studies of Section IV present
comparison of the baseline MPC with the suggested stage-
cost-shaping MPC for wide ranges of initial conditions.
Notation. The natural numbers including zero are denoted
by N0 := N ∪ {0}. For any scalar functions W1(xk, k) :
Rnx × N0 → R≥0 and W2(xk) : Rnx → R≥0, denote
∆uW1(xk, k) := W1(f(xk, u), k + 1) − W1(xk, k) and
∆uW2(xk) := W2(f(xk, u)) − W2(xk) the difference of
subsequent function values along the state recursion (1) under
some u ∈ Rnu .
II. SUBOPTIMALITY DESCRIPTION AND ALGORITHM
In the following, some key assumptions on the function F
are introduced, one of which can be found frequently in MPC
literature [3], [6]. Furthermore, optimality and stability related
statements are presented, summarizing the objective of this
work. Specifically, a suboptimality comparison is suggested
for the case of the predictive scheme under parametrized
decay of a local LF (3).
A. Central Assumptions and Suboptimality Estimate
Essentially, a key ingredient to ensure stability is the
existence of a local controller inside the set, which the
terminal predicted state is sought to reach. This means:
Assumption 1: There exists a local controller µF (x) :
Xf → U and a local LF F (x) : Xf → R≥0 such that
∀xk ∈ Xf : ∆µF (xk)F (xk) ≤ −αF (xk).
It is not until later in the analysis that the function F (x)
is required to have a decay of magnitude of the stage cost
[2], [6]:
Assumption 2: There exists a local controller µF (x) :
Xf → U and a local LF F (x) : Xf → R≥0 such that
∀xk ∈ Xf : ∆µF (xk)F (xk) = −α¯kl(xk, µF (xk)),
where 1 ≤ α¯k <∞, for all k ∈ N0.
As mentioned previously, the function F (x) in Assumption 2
can be regarded as the infinite tail inside Xf under the stage
cost l, obtained, e. g., by local LQ analysis [2].
Proposition 1: Let W (x) : X → R≥0 be a LF on X,
i. e., W (x¯) = 0 and positive for any x ∈ X − {x¯}, and
µ(x) : X → U the control policy, with µ(x¯) = u¯ and
{µ(x˜k)}∞k=0 ∈ Uad, where x˜k+1 = f(x˜k, µ(x˜k)) under some
x˜0 ∈ X. Furthermore, let W and µ be such that
∀k ∈ N0 : ∆µ(x˜k)W (x˜k) ≤ −ckl(x˜k, µ(x˜k)), (5)
for some sequence {ck}∞k=0, with ck ∈ (0, c¯), 0 < c¯ < ∞.
Denote δ0 = W (x0)−V∞(x0) for any x0 ∈ X and (∆l)k :=
ckl(x˜k, µ(x˜k))− l(x˜k, µ(x˜k)). It holds that
∞∑
k=0
l(x˜k, µ(x˜k)) ≤ V∞(x0) + δ0 −
∞∑
k=0
(∆l)k, (6)
where furthermore
∞∑
k=0
(∆l)k ≤ δ0. (7)
Proof: By (5), for any k,M ∈ N0, M ≥ k,
W (x˜k+M+1)−W (x˜k) ≤ −
M∑
i=k
ckl(x˜i, µ(x˜i))
= −
M∑
i=k
l(x˜i, µ(x˜i))−
M∑
i=k
(∆l)i.
With x˜k+M+1 → x¯ and thus W (x˜k+M+1)→ 0 for M →∞,
and k = 0,
∞∑
i=0
l(x˜i, µ(x˜i)) ≤W (x˜0)−
∞∑
i=0
(∆l)i
⇔
∞∑
i=0
l(x˜i, µ(x˜i))︸ ︷︷ ︸
<∞
≤ V∞(x0) + δ0−
∞∑
i=0
(∆l)i,
using δ0 as defined. By optimality, V∞(x0) is smaller or
equal the value on the left-hand side in the above inequality.
Therefore, the sum over (∆l)i is bounded by δ0 as
0 ≤
∞∑
i=0
l(x˜i, µ(x˜i))− V∞(x0)≤ δ0 −
∞∑
i=0
(∆l)i
⇒
∞∑
i=0
(∆l)i≤ δ0.
Since x˜i → x¯, l(x˜i, µ(x˜i)) → 0 for i → ∞, and thus
(∆l)i → 0. With the boundedness of ci ≤ c¯, the limit of
the sequence of partial sums of the left-hand side in the
above inequality is a real number and the infinite series is
convergent and finite.
If W (x) ≡ V∞(x), (5) changes to an equation with ck = 1,
for all k ∈ N0, and thus (∆l)k = δ0 = 0. Assuming that (in
general) δ0 ≥ 0, (7) motivates to search for such functions
that yield (5) with a maximum possible ci values,
B. Setup of the Receding Horizon Scheme
For a given sequence ck(i) ∈ R>0, i = 0, . . . , N − 1,
define the following value function at time step k for a state
x∗k ∈ X
V˜∞(x∗k, k) :=
min
{uk(i)}N−1i=0
N−1∑
i=0
ck(i)l(xk(i), uk(i)) + F (xk(N)) (8a)
s.t. xk(i+ 1) = f(xk(i), uk(i)), xk(0) = xk (8b)
xk(i) ∈ X, uk(i) ∈ U (8c)
xk(N) ∈ Xf ⊂ X. (8d)
The state sequence associated with the minimizing control
sequence {u∗k(0), . . . , u∗k(N − 1)} to (8) is denoted by
{x∗k(1), . . . , x∗k(N)}, whereas x∗k+1 = xk+1 = f(xk, u∗k(0))
is the state along (1) under the first element of the control
sequence, with x∗k = xk = x
∗
k(0). It is assumed in the
following that such a minimizing sequence to (8) exists at
time k = 0. Due to the time-invariance of the dynamics (1)
as well as the constraints (8c) and (8d), the control action is
recursively feasible for subsequent times [10].
It can be shown that a decay of the form
∀k ∈ N0 : ∆u∗k(0)V˜∞(x∗k, k) ≤ −ck(0)l(x∗k, u∗k(0)), (9)
can be obtained through one inequality constraint over all
coefficients in (8). That is, the coefficients must lie in the set
Wk−1 3 ck(i), i = 0, . . . , N − 1, defined by
Wk−1 := { C(i) ∈ R>0, i = 0, . . . , N − 1 :
N−1∑
i=1
(C(i− 1)− ck−1(i)) l(x∗k−1(i), u∗k−1(i))
+ F (f(x∗k−1(N), µF (x
∗
k−1(N))))− F (x∗k−1(N))
+ C(N − 1)l(x∗k−1(N), µF (x∗k−1(N))) ≤ 0 },
(10)
which contains the coefficients, controls and states to (8) of
preceding time step k− 1 (associated with V˜∞(x∗k−1, k− 1),
and thus denoted with the suffix k − 1).
For k = 0, certain initial coefficients c0(i) ∈ R>0 are used
in V˜∞(x0, 0), which may be determined by some offline
optimization or chosen “suitably” (see Section III-B for a
discussion).
Proposition 2: Let Assumption 1 hold. Let c0(i) ∈ R>0,
i = 0, . . . , N−1. If for all k ∈ N and all i ∈ {0, . . . , N−1},
ck(i) ∈ Wk−1, then (9) holds for all k ∈ N0.
Proof: Consider the inequality (10) inWk−1 at time k−
1 7→ k. Adding ∑N−1i=1 ck(i)l(x∗k(i), u∗k(i)) and F (x∗k(N)) to
both sides reads
N−1∑
i=1
ck+1(i− 1)l(x∗k(i), u∗k(i))
+ ck+1(N − 1)l(x∗k(N), µF (x∗k(N)))
+ F (f(x∗k(N), µF (x
∗
k(N))))
≤
N−1∑
i=1
ck(i)l(x
∗
k(i), u
∗
k(i)) + F (x
∗
k(N))
= V˜∞(x∗k, k)− ck(0)l(x∗k(0), u∗k(0)).
Define the feasible sequences {x˜k+1(0), . . . , x˜k+1(N)} :=
{{x∗k(1), . . . , x∗k(N)}, f(x∗kN,µF (x∗k(N)))} and
{u˜k+1(0), . . . , u˜k+1(N − 1)} := {u∗k(1), . . . , u∗k(N −
1), µF (x
∗
k(N))}. Substituting this into the left-hand side of
the inequality gives
V˜∞(x∗k+1, k + 1)
≤
N−1∑
i=0
ck+1(i)l(x˜k+1(i), u˜k+1(i)) + F (x˜k+1(N))
by optimality of V˜∞(x∗k+1, k + 1).
Remark 1: By the intermediate calculation of coefficients
satisfying (10), at each time k after solving (8), stability can
be enforced using a local LF with any decay αF . That is,
no stage cost related minimum decay rate is required inside
the terminal set Xf . This reduces Assumption 2 to the more
general Assumption 1.
Recall from, e. g., [7], that for a time-variant LF function
W (x, k) with controller µ(x) there exist α3, α4 ∈ K∞ and
α5 ∈ K such that for all x ∈ X, k ∈ N0, α3(‖x‖) ≤
W (x, k) ≤ α4(‖x‖) and ∆µ(x)W (x, k) ≤ −α5(‖x‖). Thus,
for stability, the value function in (8) must be bounded,
which is equivalent to bounded coefficients for non-zero
and bounded stage costs.
C. Coefficient Update
In order to obtain somewhat meaningful coefficients ck(i)
and respective update laws, aspects of Q-learning [16], and
more specifically the Q-function, can be transferred into
the above context. That is, for updating the coefficients,
considering algorithms from Q-learning may be beneficial
since an adaptation to the optimal decay rate is sought that
minimizes the difference between the terms in (7). The Q-
function Q(x, u) : X × U → R≥0, formally defined as in
(4), is commonly replaced by some parametric architecture
Q(x, u) := 〈w∗, ϕ(x, u)〉, where w∗ ∈ Rp are the parameters
to a regressor ϕ(x, u) : X×U→ Rp, comprising some basis
functions. Since [8]
∀x ∈ X : V∞(x) = min
u∈U
Q(x, u),
the function Q seeks to approximate the infinite-horizon
optimal value.
In order to transfer this approach to the predictive scheme,
the stage cost may be used as regressor. The underlying
hypothesis in choosing particularly ϕ(x, u) ≡ l(x, u), i. e.,
Q(x, u) ≡ w∗ l(x, u), is that the optimal value function V∞
may be expressed as a certain magnitude, or factor, of the
stage cost l.
Temporal difference update. For computation of parame-
ter vector w∗, certain offline iterative routines are available [1],
approximating V∞ a priori over samples in the state-input
space. The temporal difference method [14] is one particular
approach that can be used to compute w∗ by iterating through
wj = arg min
C
(
l(x, u)− Cl(x, u)
+ min
a∈U
wj−1l(f(x, u), a)
)2
,
(11)
j = 0, 1, . . . , until ‖wj − wj−1‖ ≤ εw for all x, u (samples)
and some εw > 0. Then, take w∗ := wj . For online
adaptation, however, the parameters must be updated using
only the current state and control obtained through (8). This
can be achieved using (11) for j = k with x = xk and
u = uk. In this case, observe that the updated parameter
correlates to the coefficient used in the subsequent time step
in (8), i. e., wk = ck+1, ∀k ∈ N0. The analogue online update
rule to (11) for any of the N coefficients may then read as
ck+1(i) =arg inf
C∈R>0
(
l(x∗k(i), u
∗
k(i))− Cl(x∗k(i), u∗k(i))
+ck(i) min
a∈U
l(f(x∗k(i), u
∗
k(i)), a)
)2
,
(12)
i = 0, . . . , N − 1. It needs to be pointed out that different
update rules may be used for the individual ck(i). Note that
the coefficient is pulled out of the minimization objective
in the last term on the right-hand side in (12) as it does
not change the minimum (which is also true for (11)). The
infimum is used since the feasible set is open.
As the stability constraint (10) must be satisfied, certain
modifications to the respective update rule are necessary. For
instance, in the optimization (12), which for all coefficients
C+ = [ck+1(0), . . . , ck+1(N − 1)]> reads as
C+ = arg inf
[C0,...,CN−1]>∈RN>0
N−1∑
i=0
(βi − Cil(x∗k(i), u∗k(i)))2
(13)
with βi = l(x∗k(i), u
∗
k(i))+ck(i)l(f(x
∗
k(i), u
∗
k(i)), u¯), the set
(10) serves as optimization constraint.
For k = 0, an initial guess of coefficients c0(i), i =
0, . . . , N − 1, is required, which is a crucial step in the sense
that it may influence the performance severely. Unfortunately,
no rule for choosing c0 can be derived to this point (see also
Section III-B).
Summarizing, the algorithm is depicted in Table I.
Allocation. As an alternative to an additional online
optimization as in (13), the coefficients may be specified
as the following: Looking at the set Wk, one can choose
ck+1(i− 1) = ck(i), i = 1, . . . , N − 1. (14)
Algorithm:
1) Initialize: Choose F , µ, Xf and c0(i) ∈ R>0, i = 0, . . . , N−1
Set k = 0. Then,
2) Obtain state xk .
3) Solve (8) using ck(i), i = 0, . . . , N − 1, to obtain {x∗k(i)}Ni=0
and {u∗k(i)}N−1i=0
4) Solve (13) under the constraint setWk to obtain ck+1(i) ∈ Wk ,
i = 0, . . . , N − 1
5) Apply the first element of the sequence u∗k(0) to (1)
6) k 7→ k + 1, go to 2)
TABLE I
PROCEDURE OF THE ONLINE SCHEME.
Then, to ensure the inequality (10) in step k,
ck+1(N − 1)l(x∗k(N), µF (x∗k(N))
≤ F (x∗k(N))− F (f (x∗k(N), µF (x∗k(N)))) ,
(15)
which, under Assumption 2, may be restated as the specific
allocation
ck+1(N − 1) = F (x
∗
k(N))− F (f (x∗k(N), µF (x∗k(N))))
l(x∗k(N), µF (x
∗
k(N))
= α¯k.
(16)
Proposition 3: Let Assumption 2 hold. If the initial coef-
ficients are c0(i) = 1, for all i ∈ {0, . . . , N − 1}, then the
following bound regarding the decay rate (9) holds:
∀k ∈ N0 : 1 ≤ ck(0) ≤ c¯ = sup
k∈N0
α¯k <∞. (17)
Proof: The result follows directly from (14) and (16).
Observe that for F fulfilling Assumption 1, smaller decay
rates can be obtained in (9) than under Assumption 2 due
to the different local decay rates of F . It should be noted,
however, that the above allocation does not represent any
learning strategy but mainly addresses the issue of maintaining
stability while providing a specific coefficient upper bound
which can be used in Proposition 1.
III. DISCUSSION
In the following, some aspects of the proposed scheme
are investigated. In particular, the temporal difference update
is examined under the assumption that the stability related
constraint (10) is satisfied. Furthermore, the initialization of
the scheme is discussed.
A. Online Adaptation
To elaborate on the meaning of the update (12) for the
individual coefficients, it is assumed that, under (12), the
stability constraint is satisfied for all times:
Assumption 3: For any k ∈ N0, under the sequences
{x∗k(i)}Ni=0 and {u∗k(i)}N−1i=0 from (8), the coefficients
ck+1(i), i = 0, . . . , N − 1, obtained through (12) lie in the
set Wk.
This is purely to demonstrate certain properties of the
update and does not affect the functionality of the algorithm.
As mentioned previously, it is desirable to have (∆l)k in (6)
as large as possible. Observe the following:
Proposition 4: Let Assumption 1 and 3 hold. Let x∗k(i) and
u∗k(i), i = 0, . . . , N−1 be the solution to (8) for any k ∈ N0.
If, for any k ∈ N0, ck(i) ∈ (0, 1] and (x∗k(i), u∗k(i)) 6= (x¯, u¯),
then
∆ck(i) := ck+1(i)− ck(i) > 0, (18)
under (12), for any i ∈ {0, . . . , N − 1}.
Proof: If ck(i) ∈ (0, 1] and (x∗k(i), u∗k(i)) 6= (x¯, u¯),
then (12) yields
ck+1(i)l(x
∗
k(i), u
∗
k(i))−l(x∗k(i), u∗k(i))
=ck(i) min
a∈U
l(f(x∗k(i), u
∗
k(i)), a)
⇔ ck+1(i) =1 + ck(i) l(f(x
∗
k(i), u
∗
k(i)), u¯)
l(x∗k(i), u
∗
k(i))
. (19)
where mina∈U l(f(x∗k(i), u
∗
k(i)), a) = l(f(x
∗
k(i), u
∗
k(i)), u¯).
Since (x∗k(i), u
∗
k(i)) 6= (x¯, u¯), the last term on the right-hand
side is strictly positive, which implies that ck(i) ∈ (0, 1] ⇒
ck+1(i) > 1, and subsequently (18).
It can be deduced that whenever the algorithm is initialized
with value c0(i) ∈ (0, 1], i = 0, . . . , N − 1, all subsequent
coefficients are ck(i) > 1, k ∈ N, if state and control satisfy
(x∗k(i), u
∗
k(i)) 6= (x¯, u¯). Observe, when (x∗k(i), u∗k(i)) =
(x¯, u¯), any ck(i) ∈ R>0 is a feasible candidate to (12).
Recalling from Proposition 1 that there exists an upper
bound on the (first) parameter ck(0) ≤ c¯, the following
assumption regarding (19) is made:
Assumption 4: For any sequences {xk}∞k=0 {uk}∞k=0, with
xk ∈ X, uk ∈ U and (xk, uk)→ (x¯, u¯) for k →∞,
lim sup
(xk,uk)→(x¯,u¯)
l(f(xk, uk), 0)
l(xk, uk)
<∞. (20)
The above Assumption 4 can be verified only using
properties of the dynamic f and the stage cost l.
Remark 2: Assumption 4 does not influence the func-
tionality of the proposed algorithm but only provides a
bound c¯ regarding the suboptimality estimate established in
Proposition 1. Furthermore, referring to (12) and (13) – for
bounded, nonzero (x∗k(i), u
∗
k(i)) and bounded 0 < ck(i) <∞
– an infimum is attained for bounded ck+1(i) <∞.
Hence, different upper bounds c¯ are obtained by Proposition
3 and by the supremum of the right-hand side of Eq. (19)
according to the value in Assumption 4. This implies that
different performances may be achieved with respect to the
estimate (6), specifically regarding the difference between δ0
and the sum over (∆l)k.
B. Initialization
Notice, that in (6), W (xk) relates to V˜∞(x∗k, k) whereas
the applied control is given by µ(xk) = u∗k(0). Since, if
Assumption 2 holds, V∞(x0) ≤ V˜∞MPC(x0) for any x0 ∈ X,
the inequality can be extended to give an indirect comparison
with the MPC cost. Denoting γ0 := V˜∞MPC(x0)− V∞(x0), it
follows that under Assumption 2, γ0 ≥ 0 and furthermore
∞∑
k=0
l(x∗k, u
∗
k(0)) ≤ V˜∞MPC(x0)−γ0 + δ0 −
∞∑
k=0
(∆l)k︸ ︷︷ ︸
:=∆VN
, (21)
where x∗0 = x0 ∈ X. This implies that if γ0 is large enough
and the infinite sum over (∆l)k has a sufficiently high (finite)
value, ∆VN can be made non-positive and thus
∞∑
k=0
l(x∗k, u
∗
k(0)) ≤ V˜∞MPC(x0).
This comparison, however, is in so far indirect as it does
not involve the actual infinite sum of stage costs under the
control actions generated through (3) (with Assumption 2).
Observe that this sum, by optimality, must be larger than
V∞ from (2) and thus from (6),
∞∑
k=0
l(x∗k, u
∗
k(0)) ≤
∞∑
k=0
l(xMPCk , u
MPC
k (0)) + δ0 −
∞∑
k=0
(∆l)k,
(22)
with {xMPCk }∞k=0 and {uMPCk (0)}∞k=0 ∈ Uad the state and
control trajectory, respectively, under (3). Here, only limited
information about the relationship between V∞ and the first
term on the right-hand side of (22) is available though.
Due to (in general) missing information about the solu-
tion to the IHOCP (2), no specific allocation rule for the
coefficients in (8) at k = 0 can be given. Therefore, starting
the scheme (8) equivalently to MPC (3), i. e., c0(i) = 1,
i = 0, . . . , N − 1, is reasonable. Yet, as elaborated in
Proposition 4, the coefficients may tend to a higher value,
which suggests an initialization c0(i) > 1.
IV. SIMULATION STUDY
In this section, the time-variant stage cost approach (8) is
compared to the standard MPC scheme (3) using two test
systems. The stage cost and the horizon are set to l(x, u) =
‖x‖2 + u2 and N = 10, respectively.
First, a linear mass spring damper system
mx¨(t) + dx˙(t) + sx(t) = u (23)
with specific m = 1 Kg, d = 0.2 Nsm and s = 1
N
m is used
under Euler discretization with sampling time ∆t = 0.7 (exact
discretization is not used for consistency with the second
example).
Secondly, the nonlinear system from [12]
x˙1(t) =x2(t)
x˙2(t) =− x1(t)
(pi
2
+ arctan(5x1(t))
)
− 5x
2
1(t)
2(1 + 25x21(t))
+ 4x2(t) + 3u
(24)
is Euler discretized using ∆t = 0.05.
For both simulations, an initial set of coefficients c0(i) = 5,
i ∈ {0, . . . , 9} is chosen assuming no further knowledge
about the optimal value function. Under variation of the
Fig. 1. State space [−1, 1]2 of initial states x0 for system (23). For certain
areas of initial states, the infinite-horizon cost under (8) is lower than under
(3) (blue), whereas elsewhere it may be higher (yellow).
Fig. 2. State space [−0.5, 3.5]× [−2, 0] of initial states x0 for system (24).
In particular for initial states closer to the origin, scheme (8) brings lower
infinite-horizon cost than (3) (blue). Yet, for certain areas, the performance
under (8) is unsatisfactory and significantly worse than MPC (yellow).
initial discrepancies −γ0 + δ0 in (21) using other initial
coefficients, the obtained simulation results may be different.
The terminal cost is obtained by finding a local LQ control
and by using the optimal (continuous time) value function
given in [12], respectively, for the two systems. Regarding
(21), a comparison of MPC (3) and the proposed scheme (8)
can be seen in Fig. 1 as well as in Fig. 2 for the linear and
nonlinear system (23) and (24), respectively. The scale on
the right side of the contour depicts the difference between
the (quasi-) infinite sum of stage costs under either algorithm:
positive values denote superiority of MPC and negative values
indicate better performance under (8), using the presented
initial coefficients. Though the performances are dependent on
a, roughly speaking, suitable initialization of the coefficients,
they may also vary with the specific coefficient update rule
used. In the simulation, the algorithm presented in Table
I is used. Certain small state space regions in Fig. 1 and
Fig. 2 within a broader segment, marking initial states with
corresponding increased cost, can be lead back to premature
optimization termination of (13), i. e., using non-optimal
coefficients. The region in Fig. 2 with considerably lower
cost under standard MPC indicates that the initial coefficients
are chosen badly and the initial discrepancy in (21) cannot
be compensated for.
V. CONCLUSION
In this work, the rather general question of MPC per-
formance with respect to a nonlinear IHOCP problem is
addressed. In the framework of stabilizing MPC, specifically
that using a stabilizing terminal set constraint and terminal
cost, some properties of a modified finite-horizon cost
function with corresponding decay are presented and put
in relation with the solution to the IHOCP. It is argued
that an approximation of the IHOCP by the proposed finite-
horizon scheme can induce a higher decay rate which could
subsequently reduce the “degree of suboptimality”. Through
introduction of coefficients to the standard MPC problem,
this decay rate can be achieved via an additional (convex)
optimization problem. This optimization is inspired by a
particular reinforcement learning method, i. e., Q-learning,
which aims to obtain an approximation of the optimal infinite-
horizon cost via a parametric architecture. The parameters
can be used in the MPC setup as coefficients to artificially
manipulate the stage cost such that the resulting optimal
control actions are more favorable with respect to the IHOCP.
Using the stability related constraint and considering a set
of update laws for the coefficients, certain aspects regarding
boundedness and suboptimality estimates could be derived.
To circumvent the dependence on initial conditions, the
scheme can be initialized equivalently to MPC. Although, an
additional optimization problem may be regarded as further
computational load, a specific allocation can also be used to
circumvent online optimization and guarantee stability.
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