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ABSTRACT 
 
Electric power systems are experiencing dramatic changes with respect to 
structure, operation and regulation and are facing increasing pressure due to 
environmental and societal constraints. Bulk electric system reliability is an important 
consideration in power system planning, design and operation particularly in the new 
competitive environment. A wide range of methods have been developed to perform 
bulk electric system reliability evaluation. Theoretically, sequential Monte Carlo 
simulation can include all aspects and contingencies in a power system and can be used 
to produce an informative set of reliability indices. It has become a practical and viable 
tool for large system reliability assessment technique due to the development of 
computing power and is used in the studies described in this thesis. The well-being 
approach used in this research provides the opportunity to integrate an accepted 
deterministic criterion into a probabilistic framework. This research work includes the 
investigation of important factors that impact bulk electric system adequacy evaluation 
and security constrained adequacy assessment using the well-being analysis framework. 
 
Load forecast uncertainty is an important consideration in an electrical power 
system. This research includes load forecast uncertainty considerations in bulk electric 
system reliability assessment and the effects on system, load point and well-being 
indices and reliability index probability distributions are examined. There has been 
increasing worldwide interest in the utilization of wind power as a renewable energy 
source over the last two decades due to enhanced public awareness of the environment. 
Increasing penetration of wind power has significant impacts on power system reliability, 
and security analyses become more uncertain due to the unpredictable nature of wind 
power. The effects of wind power additions in generating and bulk electric system 
reliability assessment considering site wind speed correlations and the interactive effects 
of wind power and load forecast uncertainty on system reliability are examined. The 
  iii 
concept of the security cost associated with operating in the marginal state in the 
well-being framework is incorporated in the economic analyses associated with system 
expansion planning including wind power and load forecast uncertainty. Overall 
reliability cost/worth analyses including security cost concepts are applied to select an 
optimal wind power injection strategy in a bulk electric system. The effects of the 
various demand side management measures on system reliability are illustrated using 
the system, load point, and well-being indices, and the reliability index probability 
distributions. The reliability effects of demand side management procedures in a bulk 
electric system including wind power and load forecast uncertainty considerations are 
also investigated. The system reliability effects due to specific demand side management 
programs are quantified and examined in terms of their reliability benefits.  
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CHAPTER 1 
INTRODUCTION 
 
The primary function of a power system is to supply its customers with electrical 
energy as economically as possible with an acceptable reliability and quality [1]. 
Dramatic changes are taking place throughout the world in electric power systems with 
respect to structure, operation and regulation. Demand for electricity continues to 
increase due to industrial load growth and increases in population. The infrastructure 
investment required to meet the increasing demand is expected to be very expensive. 
Electric power utilities also face increasing pressure due to environmental and societal 
constraints. There is increasing interest in the development and use of renewable energy 
sources as substitutes for more conventional energy because of their huge potential and 
minimum impact on the environment. In the new competitive environment, electric 
utilities face the challenging task of minimizing capital investments and operating and 
maintenance expenditures in order to hold down electricity rates while maintaining the 
reliability at an acceptable level.   
Power system reliability is an important consideration during the planning, 
design and operating phases of an electric power system. Power system reliability can be 
improved by increasing the investment in the system. This does not mean that power 
systems should be designed to be as reliable as possible as the associated cost may be 
unacceptable. The economic and the reliability constraints are therefore often in conflict 
and can lead to difficult managerial decisions [2]. These issues create new concerns in 
power system reliability evaluation. 
1.1.  Power System Reliability Evaluation 
Power system reliability is generally defined as the ability of a power system to 
adequately supply its customers. Two basic aspects of power system reliability are 
system adequacy and system security [2]. This division is shown in Figure 1.1.  
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Figure 1.1: Basic aspects of system reliability 
System adequacy involves the existence of sufficient facilities in the system to 
satisfy the customer demand. These facilities include the generating capacity required to 
generate enough energy and the transmission and distribution elements needed to 
transfer the generated energy to the customer load points. Adequacy involves static 
system conditions rather than system disturbances and is affected by many factors such 
as the installed capacity, unit sizes, unit availabilities, maintenance requirements, 
interconnections and so on. System security, however, concerns the ability of the system 
to respond to disturbances. Power systems have to maintain certain levels of static and 
operating reserves in order to achieve a required level of adequacy and security. 
A power system consists of the three basic functional zones of generation, 
transmission and distribution [2] as shown in Figure 1.2. 
 
Figure 1.2: Hierarchical levels 
3 
The three functional zones shown in Figure 1.2 can be combined to form 
hierarchical levels. Hierarchical Level I (HLI) is concerned with only the generation 
facilities, while Hierarchical Level II (HLII) includes both the generation and 
transmission facilities and is designated as the composite generation and transmission 
system or bulk electric system, Hierarchical Level III (HLIII) includes all the three 
functional zones to provide a complete system. Studies at HLI and HLII are performed 
regularly. It is difficult to perform HLIII studies in an actual system due to the scale of 
the problem. Functional zone studies are usually performed without including the zones 
above them.  
A considerable number of methods have been developed to perform power 
system reliability evaluation [3-11]. These methods can be categorized into two types, 
analytical techniques and simulation techniques [1, 2]. Analytical methods represent the 
system by mathematical models and evaluate the reliability indices using direct 
numerical solutions. Simulation methods estimate the reliability indices by simulating 
the actual process and random behavior of the system. 
Both methods have their own merits and demerits. Analytical techniques can 
usually provide the expected index values in relatively short computation times. 
Assumptions are sometimes needed to simplify the problem, particularly when the 
system and the operating procedures are complex. Simulation methods generally require 
longer computing times and more computational resources, but theoretically, can 
include all aspects and contingencies in the power system. There is increasing interest in 
modeling the system behavior more comprehensively and in producing a more 
informative set of reliability indices. The development of increased computing power 
has made the use of simulation methods a practical and viable tool for large system 
reliability assessment. 
Criteria and techniques have been developed and utilized by utilities and systems 
for many years [2, 12-15]. Deterministic criteria were first used in virtually all practical 
applications and some of them are still in use today. The deterministic criterion 
commonly applied is known as the N-1 approach, which requires the system to remain 
secure under the loss of any one generating unit or transmission line. Probability 
methods have also been applied in power system reliability evaluation for many years 
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and particularly in the area of generating system planning. The utilization of these 
techniques in actual transmission applications, however, is not as extensive as in the 
generation planning area, and most utilities utilize a deterministic approach to 
transmission planning. Deterministic approaches are relatively simple and direct and the 
results are easily interpreted by planners and operators. The essential weakness of 
deterministic criteria is that they do not respond to the stochastic nature of system 
behavior, customer demands or component failures. Probabilistic methods, on the other 
hand, are able to respond to the actual factors that influence the reliability of the system 
and some basic probabilistic criteria are now widely used by electric power utilities [1, 
2]. There is growing interest in combining deterministic criteria with probabilistic 
assessment in an integrated approach to composite system reliability evaluation. This 
approach has the potential to create a bridge between the deterministic and probabilistic 
methods and create an effective adequacy and security assessment framework.  
As noted earlier, there are two domains in composite system reliability 
evaluation, adequacy and security. Adequacy describes a state of a system without 
considering the physical entry and the departure conditions. Security is related to the 
dynamic process occurring during system state transitions. There are two types of 
security analyses, transient and steady-state. Steady state analysis, on the other hand, 
considers if there is a new steady-state in which the system can reside after a 
contingency.  Most of the research in references 3-10 are related to adequacy problems. 
In reality, however, system transitions are fundamental in the determination of whether a 
state can be static or just very temporary.  
A concept to address system security in the form of system operating states is 
formulated in [16, 17] and quantified in [18]. The total power network can be divided 
into the operating states of normal, alert, emergency, extreme emergency, and 
restorative conditions. The operating state framework is simplified in [19] and the 
resulting process designated as system well-being analysis. Figure 1.3 shows the 
simplified model for well-being analysis.  
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Figure 1.3: Model for system well-being analysis 
The system states shown in Figure 1.3 are categorized as healthy, marginal and 
at risk. In the healthy state, there is sufficient generation and transmission capacity to 
serve the total system demand and to meet the N-1 criterion. The system is operating 
without violation in the marginal state, but there is not enough margin to satisfy the pre-
defined deterministic criterion.  In the at risk state, system operating constraints are 
violated and load may be curtailed.  
The well-being indices related to the three operating states can be included in a 
composite system reliability evaluation to provide more insight on the system reliability. 
Those indices include the system probability, frequency and average duration of the 
healthy, marginal and at risk states.  
Reference 20 extends the application of the well-being framework to large 
composite systems using a non-sequential Monte Carlo simulation method. Reference 
21 incorporates steady-state, transient stability and voltage stability considerations in 
composite system reliability evaluation. The well-being analysis presented in [22] 
incorporates static security considerations based on a sequential Monte Carlo model.  
This thesis is focused on HLII evaluation, which involves the determination of 
the total system generation required to satisfy the total load requirement and the ability 
of the transmission system to deliver the generated energy to the delivery points. 
1.2.  Bulk Electric System Reliability Evaluation 
Bulk electric system or composite generation and transmission system 
performance depends on many factors [23] including the installed generating capacity, 
generating unit sizes, transmission line load carrying capabilities, switching facility 
arrangements, facility availabilities and system load etc. Two basic approaches used to 
evaluate composite system reliability are the contingency enumeration technique, which 
is an analytical method, and Monte Carlo simulation techniques. Monte Carlo 
Healthy 
Marginal 
At Risk 
Success 
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simulation can be categorized into non-sequential and sequential techniques [12]. AC 
load flow calculations are usually used to examine system deficiencies such as voltage 
and overload problems and to assess the effect of remedial actions. The application of 
analytical methods for HLII reliability evaluation appears to have been started in North 
America, while the application of the Monte Carlo simulation technique appears to have 
been started in Europe, and extended later in Brazil [13].  
Considerable debate has occurred regarding the merits and demerits of the two 
approaches. The results in [24] indicate some of the conceptual differences in the two 
methods regarding modeling and problem perception in composite system reliability 
assessment. The major difference between the two methods is in the process of selecting 
states and the way the probability and system adequacy indices are evaluated. Research 
has also been conducted on the use of combined analytical and simulation techniques to 
perform evaluations [25-27]. Analytical approaches are ideally suited for composite 
systems with relatively limited operating constraints. In cases where large-scale 
composite systems are to be evaluated, or information such as index standard deviations 
and probability distributions in addition to the expected values are required, simulation 
becomes necessary. Inherent operating complications and chronological behavior make 
the use of sequential simulation, almost mandatory [23]. There has been a growing 
interest and increasing trend in applying Monte Carlo simulation to composite system 
reliability assessment in the last decade.  
A wide range of research has been conducted on reliability assessment in 
composite generation and transmission systems involving generation and transmission 
outages, reliability equivalents, the impact of station-initiated outages and other 
considerations [17-42]. The two main sets of indices used to assess composite system 
reliability are system indices and load point indices [2, 12, 15]. The two sets of indices 
serve entirely different purposes and are complementary. System indices provide the 
power system operators and planners with information on the whole system while the 
load point indices provide additional insight into local system performance.  
Load Forecast Uncertainty 
It is an important requirement to accurately forecast the load in electric power 
system planning and operating. It is impossible, however, to exactly forecast the load at 
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some future time and therefore some degree of load forecast uncertainty will always 
exist. This is particularly true in the case of long range planning which looks into 
conditions extending over the next decade. Considerable work has been done on the 
incorporation of load forecast uncertainty in generating capacity adequacy evaluation 
[43-46]. Load forecast uncertainty can have a significant effect on the calculated 
reliability indices in a generating capacity study and in general it requires a higher 
capacity reserve to satisfy a future uncertain load than it does to meet a future known 
load at a specified level of reliability. The recognition of load forecast uncertainty also 
creates increases in the inadequacy indices in composite system reliability studies and 
the effect increases as the uncertainty increases [29]. The increased competition in the 
electric utility industry resulting from deregulation has created a need for more 
comprehensive risk evaluation procedures [45]. There has been relatively little work on 
incorporating load forecast uncertainty in HLII analyses relative to that done at HLI. 
The inclusion of load forecast uncertainty in bulk electric system reliability evaluation is 
of practical importance and it is necessary to consider both the system load forecast 
uncertainty and the correlation between the individual buses in security constrained 
adequacy assessment [29]. 
Load forecast uncertainty can be described by a probability distribution whose 
parameters can be estimated from past experience and future considerations. It is 
difficult to obtain sufficient historical data to determine the distribution type and the 
most common practice is to describe the uncertainty by a normal distribution with a 
given standard deviation [2]. The distribution mean is the forecast peak load. The load 
forecast uncertainty represented by a normal distribution can be approximated using the 
discrete interval method, or simulated using the tabulating technique of sampling [29].  
The tabulating approach and the bus load correlation sampling technique are both 
utilized in this research work to incorporate load forecast uncertainty and bus load 
correlation in bulk electric system reliability evaluation. 
Wind Power 
Wind is an important energy source and is regarded as an important alternative 
to more traditional electric power generating sources [47]. The reliability aspects of 
using wind energy in electric power systems have been generally ignored in the past 
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because of the relatively insignificant contributions of wind power and the lack of 
appropriate techniques. There is an increasing interest in the development and use of 
wind energy as a substitute for conventional energy because of its huge potential and 
minimum impact on the environment for the last two decades. The initial development 
of wind energy technologies in the 1980’s has resulted in wind turbines with high 
availability at a relatively low price [48]. Wind energy is one of the lowest-priced 
renewable energy technologies available today. The Canadian Wind Energy Association 
(CanWEA) has committed itself a specific target of 10,000 MW of wind power capacity 
by 2010, which requires an annual growth rate of 60% [49]. The installed wind capacity 
grew from a mere 4 MW in 1990 to 567 MW by the end of 2003 in China and it is 
expected to reach 5,000 MW and 20,000 MW by 2010 and 2020 respectively [50]. In 
India, wind energy installation was around 1340 MW as of March 31, 2001. The Indian 
program has a gross wind potential of around 45, 000 MW and the technical potential is 
estimated at 13,000 MW [51]. The increasing penetration of wind power can have 
significant impacts on power system reliability and cost [52]. The variation in wind 
speeds and the nonlinear relationship between wind turbine generator power output and 
the wind velocity can create considerable variability in system reliability performance 
that is quite different from that due to conventional energy sources. A large number of 
studies incorporating wind power or load forecast uncertainty in generating system 
reliability evaluation (HLI) assessment have been conducted. Relatively little work has 
been done on composite generation and transmission system (HLII) reliability 
assessment incorporating wind power and particularly using the well-being framework. 
Wind power considerations in the HLII well-being analysis framework are a major area 
of study in the research described in this thesis. 
Demand Side Management 
Demand side management (DSM) refers to initiatives that can be implemented 
by an electric power utility to encourage consumers to adopt energy efficient practices 
that are beneficial from both customer and system viewpoints [53-63]. DSM initiatives 
are utility sponsored programs to influence the amount or timing of customer energy use 
and modify the total system load curve. These initiatives involve the joint control of 
electricity supply and electrical demand. Demand side management includes a wide 
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range of techniques and objectives, one of which is load shaping or management (LM). 
A variety of LM techniques such as peak clipping, valley filling, load shifting, energy 
conservation, etc, have been proposed and studied. DSM activities are beneficial to 
utilities, electric customers and society [56, 63-69] in that these initiatives can improve 
power system reliability and reduce network congestion, maintenance and equipment 
replacement costs, delay the need for generation, transmission and distribution 
upgrading, reduce customers’ electricity bills and air pollution, and greenhouse gas 
emissions. 
The demand for electricity is generally increasing throughout the world, 
including both the developing and developed countries, due to industrial load growth 
and increases in population. The International Energy Agency forecasts that the 
electricity demand throughout the world in 2030 will be over 50% higher than the 
current demand [70]. The infrastructure investment required to meet the increasing 
demand is going to be very expensive. Power utilities are also faced with an increasing 
awareness of environment conditions [53, 54, 64]. It is expected that existing and new 
DSM programs will therefore play an important practical role in meeting the challenges 
faced by electric power utility companies. 
The results in [53-56] show that DSM programs can have considerable reliability 
and economic impacts on electric power systems. References 53-70 cover a wide range 
of issues and applications. The research described in this thesis show that both the 
system and load point reliability indices can be impacted and improved by implementing 
DSM activities and that these improvements can be quantified using a probabilistic 
approach.  
1.3.  Scope and Objectives of the Thesis 
This research work is an investigation of important factors that impact bulk 
electric system adequacy evaluation and security constrained adequacy assessment using 
the well-being analysis framework. The sequential Monte Carlo simulation method was 
utilized to conduct the research in the following main areas. 
 
1. An examination of the effects of load forecast uncertainty on system and load point 
reliability indices, adequacy index probability distributions in adequacy evaluation 
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and well-being analysis of bulk electric systems. 
2. An examination of the impacts on reliability indices and reliability cost/worth 
assessment in the HLII security constrained framework due to wind power 
injections in a bulk electric system. 
3. A detailed investigation of the effects on system reliability and reliability worth of 
demand-side management programs using HLII adequacy evaluation and well-
being analysis. 
 
The basic concepts of the sequential Monte Carlo simulation technique utilized 
in this research are discussed in Chapter 2 together with the system reliability indices 
produced using this approach. The concept of well-being analysis is also introduced. 
The two study systems used throughout the thesis are introduced together with a set of 
base case load point and system reliability indices for each test system. 
 
Chapter 3 introduces the tabulating and sampling methods used to incorporate 
load forecast uncertainty in bulk electric system reliability evaluation. A range of load 
forecast uncertainty levels and bus load correlation are considered. The system 
reliability indices, load point indices and system well-being indices are used to examine 
the effects of load forecast uncertainty. The resulting reliability index probability 
distributions are also studied in this chapter.   
 
The method used to incorporate wind power in the simulation process is 
presented in Chapter 4. The impacts of wind power additions on bulk electric system 
reliability evaluation in the well-being framework are shown. The effects of wind site 
speed correlation and the impacts of wind power at different peak load levels are 
illustrated. The system reliability indices, load point indices, well-being indices and 
system load carrying capability under different wind power conditions are presented. 
The interactive effects on the system reliability of load forecast uncertainty and wind 
power are also investigated. Planning studies incorporating wind power are presented in 
this chapter. Security cost, which is related to the marginal state in the well-being 
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analysis is introduced. Overall reliability cost/worth including marginal cost concepts 
are applied to select an optimal wind power injection strategy in a bulk electric system.   
 
The inclusion of demand side management in the sequential Monte Carlo 
simulation is described in Chapter 5. Different demand side management programs such 
as peak clipping, load shifting, valley filling and distributed generation are considered. 
Various DSM programs are applied to all buses, one bus or one customer load sector. 
The reliability impacts are shown using system indices, load point indices and well-
being indices. Wind power and conventional generation are used as distributed 
generation.  
 
Chapter 6 presents a summary and the conclusions. 
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CHAPTER 2 
BULK ELECTRIC SYSTEM RELIABILITY EVALUATION 
2.1. Introduction 
A wide range of research work has been done on generating capacity adequacy 
assessment (HLI). Relatively little work has been done on composite generation and 
transmission system reliability evaluation (HLII). There are considerable differences in 
the techniques and procedures used in generating capacity adequacy assessment and 
composite system reliability evaluation. The ability of the transmission network to 
deliver the generated energy is an important consideration in bulk electric system 
reliability evaluation and its analysis involves load flow calculations, emergency state 
selections, overload alleviation, generation rescheduling, load shedding policy, etc. The 
analyses at HLII are more complicated than at HLI. 
Two basic techniques are used in power system reliability evaluation and can be 
generally designated as analytical and simulation methods. The state enumeration 
method is a widely used analytical method in bulk electric system reliability evaluation. 
The general approach is to list all contingencies up to a given order, usually the second 
order, and then calculate the reliability indices from the probabilities of the 
contingencies [2, 12]. Simulation is a more sophisticated procedure that treats the 
problem as a series of experiments [2, 12, 27]. The simulation techniques used in 
reliability evaluation are loosely referred to as Monte Carlo simulation (MCS). In this 
approach, component states are simulated and analyzed to determine the system state, 
which is then considered in terms of its ability to serve the required load. The simulation 
is conducted over a long period of time. The Monte Carlo simulation technique can be 
divided into the two categories of non-sequential and sequential Monte Carlo 
simulation. The most basic non-sequential technique is the state sampling approach, in 
which each component state is determined by sampling the probability that the 
component exists in that state [2, 12]. A system state is an aggregation of all the 
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component states. The state duration sampling approach, which is sequential MCS, is 
based on the probability distributions of the component state durations. A chronological 
component operating history for all the components in the system is simulated and the 
chronological system operating history is created by aggregating the state transition 
processes of all the components.  
There are advantages and disadvantages in each method. The advantage of the 
state enumeration technique is that it is relatively simple and it gives the same results 
every time. A disadvantage in using the state enumeration method is that the higher 
order contingencies not included in the evaluation can have a non-negligible 
contribution to the system reliability [28]. It is also difficult to accurately estimate the 
required frequency and duration indices as this involves recognition of the transitions 
between the no load curtailment states and the failure states [30, 36, 37]. The state 
sampling MCS technique is relatively simple compared to the state duration sampling 
approach as it only needs to generate uniformly distributed random numbers between [0, 
1] to represent the component states and it is not necessary to sample a distribution 
function. The basic required reliability data to perform an evaluation are the component 
state probabilities. The process can be used to sample not only component failure states 
but also other power system reliability parameters such as load data, weather states, 
hydrological conditions, etc. One main disadvantage is that it cannot provide an accurate 
estimate of the system failure frequency index. 
The advantages of sequential MCS are that frequency indices can be easily 
calculated, any kind of state duration distribution can be considered and reliability index 
probability distributions can be obtained in addition to the expected index values. 
Sequential MCS can incorporate a wide range of relevant factors in composite 
generation and transmission system reliability evaluation. The main disadvantages of 
sequential Monte Carlo simulation are that it requires more computation time and 
storage compared to the state sampling approach and requires more reliability data.  
These methods have complementary features. Some research work has been 
conducted on developing hybrid techniques which combine the state enumeration 
method with Monte Carlo simulation techniques in order to reduce the number of 
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simulation samples while still utilizing the flexibility of the simulation technique [25-27, 
40-41]. 
Simulation techniques are generally considered to be more attractive compared 
to enumeration methods for large scale power system reliability studies [71, 72]. There 
has been an increasing interest in using sequential Monte Carlo simulation over the last 
two decades. The research conducted on this thesis uses sequential Monte Carlo 
simulation to perform bulk electric system reliability evaluation. The process of 
sequential Monte Carlo simulation is described in detail in this chapter. Well-being 
analysis is used as a basic reliability framework in this thesis. The concepts and process 
used to perform well-being analysis in bulk electric system reliability evaluation are also 
described in this chapter.  
Two existing programs using sequential Monte Carlo simulation for HLI [73] 
and HII [22] reliability evaluation were modified and extended to incorporate factors 
that are examined in this thesis. These two programs were applied to two study systems. 
The calculated reliability indices for these base case studies are shown in this chapter 
and used as reference values in the following chapters. 
2.2.  Sequential Monte Carlo Simulation 
2.2.1. Basic Methodology 
The basic procedure of applying sequential Monte Carlo simulation in composite 
generation and transmission system reliability evaluation [2, 12] is as follows. 
Step 1: Specify the initial state of each component (including all generating unit 
and transmission lines) in the study system. It is assumed that all components are 
initially in a successful state. 
Step 2: Sample the duration of each component residing in its present state using 
the relevant probability distribution. The inverse transform method described in detail in 
Section 2.2.2 is applied in the developed simulation program. 
Step 3: Repeat Step 2 in a given time span, usually a one year period, for all 
components and record the chronological state transition process of each component. 
The chronological system state transition history in the given time span is created using 
the component histories. 
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Step 4: Conduct system analysis for each system state in the given time period 
and calculate the required reliability indices. This is described in detail in Section 2.2.3. 
Step 5: Check to see if the coefficient of variation of a designated reliability 
index is less than a pre-specified tolerance value. If so, then the simulation is considered 
to have converged, otherwise repeat Step 2 to 5. The stopping criterion and the 
calculation of the coefficient of variation are discussed in Section 2.2.4. 
The block diagram of the simulation process is shown in Figure 2.1. 
 
Figure 2.1: Block diagram of the sequential Monte Carlo simulation process 
A block diagram of the HLI reliability evaluation process using sequential 
Monte Carlo simulation is shown in [73]. The basic sequential simulation processes for 
HLI and HLII assessment are similar. The difference is mainly in Step 4, where the 
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system analysis for HLII is much more complicated due to the addition of the 
transmission network and the required load flow calculations. The analysis at HLI only 
compares the total generation with the total load at each time interval.  
2.2.2. Random Variate Generation 
A random variate is a random variable that follows a given distribution. Usually 
the development software environment includes a random number generator that can 
generate a random variate uniformly distributed between [0, 1]. The procedure used to 
generate a random variate using the inverse transform method is as follows [12, 74]: 
Step 1:  Generate a uniformly distributed random number U between [0,1]. 
Step 2: Calculate the random variate X which has the cumulative probability 
distribution function F(x) using 
                                                                                                      (2.1) 
Given that the variate X follows an exponential distribution, the probability 
density function for the exponential distribution is, 
                                                                                                    (2.2) 
where  is the mean value of the distribution. The cumulative probability 
distribution function is: 
                                                                                                 (2.3) 
Using the inverse transform method: 
 
                                                           (2.4) 
U is a uniformly distributed random number and therefore (1-U) distributes 
uniformly in the same way as U in the interval [0,1]. 
Figure 2.2 shows a basic two state component representation. When the 
component is in the up state (success state), the sample duration at this state is 
, where  is the failure rate. When the component is in the down state 
(failure state), the sample duration is , where  is the repair rate. The 
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operating history of each component in the system can be created using a series of 
samples. 
 
Figure 2.2: Two state model 
2.2.3. System Analysis and Reliability Index Calculations 
System analysis is required to examine the conditions in each sampled system 
state and to determine whether loads need to be curtailed to satisfy operating constraints. 
Various techniques can be used to perform the required load flow calculations. The three 
basic techniques are the network flow method [75, 76], the DC load flow method [77, 78] 
and the AC load flow method [78-80]. It is important to select an appropriate technique 
to meet the designated objectives of the analysis. 
Load Flow Calculation 
The network flow method is one of the simplest techniques and looks at the 
system as a transportation model. It is based on the movement of a particular commodity 
from a number of sources to a number of demand centers. The network flow model 
maintains the power balance of each bus of the network but does not satisfy Kirchhoff’s 
Law. The DC load flow method is an approximate technique, which estimates the line 
power flows without considering the bus voltages and the generating unit reactive power 
limits. It is a simple and fast technique. Both the network flow method and the DC load 
flow method have been used in bulk system reliability evaluation.  
More accurate AC load flow techniques are required when voltage levels and 
generating unit MVar limits are to be considered. Two basic AC load flow techniques 
are the Newton-Raphson and Gauss-Seidel methods. These two basic techniques require 
large computer storage and are computationally expensive. A load flow calculation must 
be performed at each hourly time interval when the chronological hourly load model is 
used in an HLII reliability evaluation. The Newton-Raphson approach has been 
modified [80, 81] to provide a fast AC load flow technique. The fast decoupled AC load 
flow technique is used in this thesis to perform load flow calculations because it is a 
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good compromise between the basic AC and DC load flow techniques in regard to 
storage requirements and computation time. It can be used to check the continuity of a 
power system and important power flow requirements involving reactive power and 
voltage constraints. The fast decoupled load flow technique is briefly described in the 
following. 
The general equation for the power system mismatch at all system buses except 
the swing bus can be obtained using the Newton-Raphson load flow technique [81]. The 
fast decoupled load flow technique neglects the weak coupling between the changes in 
real power and voltage magnitude, and the changes in reactive power and phase angle. 
Equations (2.5) and (2.6) express the mismatches of active power and reactive power. 
                                                                                                (2.5) 
                                                                                           (2.6) 
where:  is the active power mismatch at Bus i, 
             is the reactive power mismatch at Bus i, 
             is the increment in phase angle of the voltage at Bus i, 
             is the increment in magnitude of the voltage at Bus i, 
             are the substances of the Jocobian matrix [81], 
             is the phase angle of the voltage at bus i, 
             is the magnitude of the voltage at bus i. 
These two equations can be further simplified as shown in (2.7) and (2.8). 
                                                                                           (2.7) 
                                                                                         (2.8) 
This simplification is based on the following assumptions, which are normally 
valid in a practical power system. 
 
 
 
where:  is the series admittance of the line connecting Buses i and j, 
            is the reactive power at Bus i. 
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The matrices [B’] and [B’’] in (2.7) and (2.8) are real, sparse and contain only 
network admittances. They only need to be inverted or factorized once at the beginning 
of the iterative process. The voltage magnitude at each load bus and the phase angle at 
each bus except the swing bus are modified in each iteration as shown in (2.9) and 
(2.10). 
                                                                                     (2.9) 
                                                                                      (2.10) 
 The power mismatches   and  are calculated for each new value of bus 
angle and bus voltage. Equations (2.7) and (2.8) are iterated until the power mismatches 
are less than the pre-specified tolerance. In the case of transmission or transformer 
outages, the Sherman-Morrison correction formula [82] is used to reflect the outages 
without rebuilding the matrices [B’] and [B’’].  
The changes in the voltage magnitude are neglected in a DC load flow method. 
The linear model in Equation (2.11) is used to calculate the voltage phase angle. 
                                                                                                   (2.11) 
where: [P] is the vector of bus power injection, 
[B’] is the system susceptance matrix, 
 is the vector of voltage phase angle in radians. 
The calculated voltage phase angles can be used to determine the power flow in 
each transmission line or transformer. 
                                                                                                    (2.12) 
where:  is the real power flowing from Bus i to Bus j, 
 are the phase angles at Bus i and Bus j respectively, 
 is the reactance of the line between Bus i and Bus j. 
Voltage and reactive power constraints and transmission line losses cannot be 
calculated using the DC load flow method. This method is, however, fast and free of 
convergence problems. This method is used when the fast decoupled load flow 
technique is not able to converge under infrequent ill-conditioned network situations. 
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Operating Constraints 
The operating constraints including voltage magnitude constraints, branch flow 
constraints, real power generation constraints and reactive power generation constraints 
are examined. All operating constraints need to be satisfied for normal operation of a 
bulk electric system. The operating constraints considered in this research are as follows 
[12]: 
Voltage magnitude constraints: , where  and  represent 
the minimum and maximum voltage limits respectively. 
Branch flow constraints: , where  is the power flow on a branch,  
is the maximum capacity limit of a transmission line or a transformer. 
Real power (MW) generation constraints: , where  and  
represent the minimum and maximum power generation at each generator bus 
respectively. 
Reactive power (MVar) generation constraints: , where  and 
 represent the minimum and maximum reactive power generation at each generator 
bus respectively. 
When any constraint is violated, corrective actions must be taken to alleviate the 
situation and to restore the system to normal operation. 
Corrective Actions 
The corrective actions normally included in bulk system assessment include [12, 
79, 83, 84] generation rescheduling when there is not sufficient capacity in the system, 
alleviation of transmission line overloads, correction of MVar limit violations and 
voltage problems, bus isolation and system splitting and load curtailment. 
An optimal power flow (OPF) approach is used to conduct corrective action to 
alleviate operating constraints. A linear programming model used for load curtailment, 
generation rescheduling, voltage adjustment and reactive load curtailment is described 
in [12, 22]. A dual simplex algorithm [85, 86] is used for generation rescheduling and to 
minimize load curtailment. A primal simplex algorithm [85, 87] is used for voltage 
adjustment and reactive load curtailment. When the system network configuration 
changes due to outages of lines or transformers, the network may be split into two or 
more smaller networks. An approximate technique used in this research to solve split 
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network situations represents the outaged lines as lines in service with infinite 
impedance and very low power flow capacity. The power flow through these lines will 
be very small due to the high impedances.  In the case of an ill-conditioned network, 
caused by line or transformer outages, the AC load flow method may not converge due 
to high values of mismatch in the reactive power that exceed the permissible tolerance 
limit. The DC load flow method is used to resolve the operating constraints under these 
circumstances. Load must be curtailed when the operating constraints are still violated 
after all possible corrective actions have been taken. 
Load Shedding Policies 
A wide range of load shedding policies can be formulated to meet different 
requirements. The three policies adopted in this thesis are designated as the Pass-I, Pass-
II and Priority Order policies [22]. In the Pass-I approach, loads are curtailed at the 
delivery points that are closest to (or one line away from) the element(s) on outage. This 
policy minimizes the number of delivery points affected by a specific event. The Pass-II 
policy is an extension of the Pass-I policy. Loads are curtailed at the delivery points 
which are one line away and two lines away from the outaged element. Interruptible 
loads at the delivery points that are one line away are curtailed first, and if not enough, 
followed by those at the delivery points that are two lines away. The firm loads at the 
delivery points one line away from the outaged element are only curtailed when the 
interruptible load curtailments at the delivery points one line away and two lines away 
are not sufficient to meet the operating constraints. The Priority Order policy is based on 
a reliability worth index such as the Interrupted Energy Assessment Rate (IEAR) in 
$/kWh [2]. The delivery points with lower IEAR values will be curtailed first. 
Reliability Index Calculations 
Adequacy indices are calculated when load curtailments occur. The load point 
and system indices are calculated as follows [2, 12]. 
HLII Load Point Indices 
Expected Duration of Load Curtailment (EDLC) at Bus k: 
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                                                (2.13) 
where:  = Number of interruptions occurring in year i, at Bus k, 
             = Duration of the  interruption (hours) in year i at Bus k, 
            NS = Number of simulation years. 
Probability of Load Curtailment (PLC) at Bus k: 
                                                                   (2.14) 
Expected Frequency of Load Curtailment (EFLC) at Bus k: 
                                               (2.15) 
Expected Energy Not Supplied (EENS) at Bus k: 
                                     (2.16) 
where  = Energy not supplied in MWh for the  interruption, in 
year i at Bus k. 
HLII System Indices 
Expected Duration of Load Curtailment (EDLC) for the overall system: 
                                                    (2.17) 
where:  = Number of interruptions occurring in year i for the system, 
             = Duration of the  interruption (hours) in year i for the system. 
Probability of Load Curtailment (PLC) for the system: 
                                                                      (2.18) 
Expected Frequency of Load Curtailment (EFLC) for the system: 
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                                                              (2.19) 
Expected Energy Not Supplied (EENS) for the system: 
                                         (2.20) 
where  = Energy not supplied in MWh for the  interruption, in year 
i for the system. 
Delivery Point Unavailability Index (DPUI) is a measure of overall bulk electric 
system performance in terms of a composite index of unavailability in System Minutes 
(sys. min). 
! 
DPUI =
Total Unsupplied Energy (MW - minutes)
System Peak Load (MW)
                                    (2.21) 
HLI Reliability Indices!
Similar HLI reliability indices used and calculated in this thesis are as follows. 
Loss of Load Expectation (LOLE): 
                                                                (2.22) 
The unit of the LOLE depends on the load model used. If the daily peaks are 
used, the unit is days/yr. If the hourly values are used, the unit is hrs/yr. 
                                                             (2.23) 
                                                              (2.24) 
Where N is the total number of sampling years, , ,  respectively 
are the loss of load duration, energy not supplied and loss of load occurrence for 
sampling year i. 
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2.2.4. Stopping Rules 
Stopping rules are used to decide when to stop a simulation. The objective of a 
stopping rule is to facilitate a compromise between accuracy and computation time. 
Two stopping rules: 
Rule 1: The simulation stops when the coefficient of the variation is less than a 
specified tolerance value. 
Rule 2: The simulation stops at a specified number of sampling years. 
The coefficient of variation of an index is: 
                                                                                                (2.25) 
E(x) is the expected value of an index. 
s is the standard deviation of the index. 
The index with the slowest speed of convergence should be used as the 
convergence criterion when multiple indices are determined. The EENS index normally 
has the lowest rate of convergence and the coefficient of variation of the EENS is used 
as the convergence criterion in this research. 
2.3. Well-being Analysis Framework 
Probability methods have been applied in power system reliability evaluation for 
many years and particularly in the area of generating system planning. The utilization of 
these techniques in actual transmission system applications, however, is not as extensive 
as in the generation planning area, and most utilities utilize a deterministic approach to 
transmission planning. Deterministic approaches are relatively simple and direct and the 
results are easily interpreted by planners and operators. The deterministic criterion 
commonly applied is known as the N-1 approach, which requires the system to remain 
secure under the loss of any one generating unit or transmission line. Deterministic 
approaches are not consistent [89] and do not provide an accurate basis for comparing 
alternative equipment configurations and performing economic analyses. There is 
growing interest in combining deterministic criteria with probabilistic assessment in an 
integrated approach to composite system reliability evaluation [89-91]. This approach 
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has the potential to create a bridge between the deterministic and probabilistic methods 
and create an effective adequacy and security assessment framework.  
The N-1 concept is used as the deterministic criterion in the well-being analysis 
described in this thesis. The system is divided into three states as shown in Figure 1.3. 
The well-being indices include the probabilities, frequencies and average durations of 
the healthy, marginal and at risk states [22].  
Prob{H} = Probability of the healthy state (/year)  
Prob{M} = Probability of the marginal state (/year)  
Prob{R} = Probability of the at risk state (/year)  
Freq{H} = Frequency of the healthy state (occ/year)  
Freq{M} = Frequency of the marginal state (occ/year)  
 Freq{R} = Frequency of the at risk state (occ/year)  
 Dur{H} = Average residence duration in the healthy state (hrs/occ)  
 Dur{M} = Average residence duration in the marginal state (hrs/occ)  
 Dur{R} = Average residence duration in the at risk state (hrs/occ) 
The average duration of each operating state can be calculated by dividing the 
probability by the frequency of each state. 
The at risk state in a well-being analysis is simply designated as the risk state in 
conventional bulk system reliability assessment. The at risk state probability and 
frequency are the same as the system PLC and EFLC calculated in a conventional 
assessment. The basic sequential simulation process to conduct well-being analysis is 
shown in Figure 2.3. 
In order to satisfy the N-1 criterion, each component must be removed and the 
system examined to see if it meets the operating constraints. This is very time 
consuming especially for a large power system. A contingency selection process 
embedded in the well-being analysis is used to reduce the number of outaged 
components to be considered and to speed up the simulation. 
In the case of generation facilities, the largest generating unit in each generating 
station is selected. The selection procedure for transmission elements is as follows. 
Step 1: Transmission facilities are ranked using a scalar performance index (PI) 
[86] that measures how much a transmission component failure might affect the system. 
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Step 2: During each simulation hour, a bounding technique [86, 91] is used to 
select critical components to add to the contingency list. The basic principle is that 
transmission network outages tend to have a local effect. As shown in Figure 2.4, if a 
line between buses m and n fails, the lines connected to buses m and n, lines # 1-4 in 
this case, are added to the contingency list.   
Step 3: Add the most critical transmission components to the contingency list 
according to the calculated PI values in Step 2, if they are not yet included. 
 
 
Figure 2.3: Block diagram to conduct well-being analysis using sequential  
                              Monte Carlo simulation 
  
!
Figure 2.4: Bounded network 
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The system can then be examined by removing one component at a time in the 
contingency list and see if the system is able to supply the load at each simulation hour. 
In HLI reliability evaluation, the procedure used to incorporate well-being 
analysis is to check if the total system capacity is able to satisfy the total system load 
and the required operating reserve with the removal of the largest unit at each time 
interval when there is no actual loss of load in the simulation process. 
2.4. Existing Programs 
Two existing programs developed to conduct HLI and HLII reliability 
evaluations were used in this research. Both programs use sequential Monte Carlo 
simulation as stated in Section 2.2.   
The HLI program [73] was first developed using Visual C++ .Net 2003 to 
perform generating capacity adequacy evaluation including factors such as generating 
unit derated states, various state residence time distributions, peaking unit considerations 
and so on. The program was extended to incorporate the concept of well-being analysis, 
as stated in Section 2.3.  The HLI program can accommodate different load models such 
as a daily peak load model, and constant load or hourly load model. The hourly load 
model is used throughout this thesis. 
The HLII program now designated as RapHL-II was first developed by A. 
Jonnavithula [42] utilizing Fortran. The chronological load model is utilized in the 
program. It was then modified and extended by W. Wangdee [22] to include wind power 
and well-being analysis separately. The program was further modified in the research 
described in this thesis to include load forecast uncertainty, wind power and demand 
side management combining well-being analysis. The incorporations of these factors are 
described in the following chapters. 
The two programs are the basic tools used to conduct the studies in this research 
work. The results obtained using these two programs for the two study system base 
cases are shown in Section 2.5. 
2.5.  Study Systems 
Two study systems are used in this thesis. The Roy Billinton Test System 
(RBTS) is a small test system [92]. It is a six-bus system with nine transmission lines 
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and a total installed capacity of 240 MW in eleven generating units. The system peak 
load is 185 MW. The other system is the IEEE-Reliability Test System (IEEE-RTS) 
[93]. It is a twenty-four-bus system with thirty-eight transmission lines and a total 
installed capacity of 3405 MW in thirty-two generating units. The basic system data for 
the two study systems are shown in Appendix A. The original load model for both the 
RBTS and the IEEE-RTS is given in [93]. This model formulation can be used to create 
the annual load profile on an hourly basis for a given peak load. This load representation 
is designated as the Original Load Model in this research. 
The single diagram of the RBTS is shown in Figure 2.5.  
 
Figure 2.5: Single diagram of the RBTS 
It is noticeable in Figure 2.5 that there is only one transmission line between 
buses 5 and 6 and the load at bus 6 will lose power supply when transmission line 9 
fails. In this case, the RBTS is not able to satisfy the N-1 criterion. The RBTS was 
reinforced by adding a transmission line (#10) between buses 5 and 6 and the reinforced 
system is designated as the RRBTS. 
The IEEE-RTS is a transmission strong system and the generation is mainly in 
the northern part of the system. The single diagram of the IEEE-RTS is shown in Figure 
2.6.  
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Figure 2.6: Single diagram of the IEEE-RTS 
In order to conduct customer interruption cost research, the aggregate load at 
each bus was decomposed into customer sector loads [22, 35, 94], and each load point in 
the RBTS and the IEEE-RTS is then composed of a number of customer sectors. The 
load model at a bus is therefore obtained by summing the customer load sector data at 
that bus. This load representation is designated as the Modified Load Model in this 
research. There are seven customer load sectors: Residential, Commercial, Industrial, 
Government, Office, Large Users and Agricultural. The customer sector allocations at 
the different buses for the RBTS and the IEEE-RTS are shown in Tables 2.1 and 2.2 
respectively. The customer sector load data are shown in Appendix B. The system peak 
loads for the RBTS and the IEEE-RTS are 179.28 MW and 2754.75 MW respectively. 
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Table 2.1: The RBTS customer sector peak loads at the load buses 
Bus 
No. 
Resid. 
(MW) 
Comm. 
(MW) 
Indus. 
(MW) 
Govern. 
(MW) 
Office 
(MW) 
Lrg U. 
(MW) 
Agri. 
(MW) 
Total 
(MW) 
2 7.25 3.70 3.50 5.55 0 0 0 20 
3 19.90 4.70 3.05 0 1.85 55.50 0 85 
4 19.00 4.70 16.30 0 0 0 0 40 
5 8.90 3.70 0 5.55 1.85 0 0 20 
6 7.85 1.70 3.05 0 0 0 7.40 20 
where: Agri. = Agricultural, Lrg U. = Large Users, Res. = Residential,   
            Govt. = Government and Institution, Ind. = Industrial,   
            Com. = Commercial, Offic. = Office and Building.  
Table 2.2: The IEEE-RTS customer sector peak loads at the load buses 
Bus 
No. 
Res. 
(MW) 
Com. 
(MW) 
Ind. 
(MW) 
Govt. 
(MW) 
Offic. 
(MW) 
Lrg. U. 
(MW) 
Agri. 
(MW) 
Total 
(MW) 
1 36.85 14.25 39.90 17.00 0.00 0.00 0.00 108 
2 48.45 14.25 0.00 34.30 0.00 0.00 0.00 97 
3 94.50 14.25 59.80 0.00 0.00 0.00 11.45 180 
4 25.55 14.25 0.00 34.20 0.00 0.00 0.00 74 
5 36.85 14.25 19.90 0.00 0.00 0.00 0.00 71 
6 67.50 14.25 39.95 0.00 2.85 0.00 11.45 136 
7 48.10 14.25 39.95 0.00 0.00 0.00 22.70 125 
8 94.05 28.55 19.90 0.00 2.85 0.00 25.65 171 
9 41.50 8.50 0.00 0.00 5.70 85.50 33.80 175 
10 80.15 14.25 39.95 0.00 0.00 42.75 17.90 195 
13 80.15 28.55 59.80 25.65 11.40 42.75 16.70 265 
14 62.98 5.60 39.95 0.00 0.00 85.47 0.00 194 
15 54.50 34.50 0.00 0.00 14.25 213.75 0.00 317 
16 25.90 14.25 0.00 17.10 0.00 42.75 0.00 100 
18 62.40 22.55 39.90 0.00 19.95 188.20 0.00 333 
19 55.78 14.25 0.00 0.00 0.00 110.97 0.00 181 
20 53.79 14.25 0.00 17.10 0.00 42.86 0.00 128 
 
The original and modified system load duration curves for the two study systems 
are shown in Figure 2.7. 
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Figure 2.7: System load duration curves for the RBTS and the IEEE-RTS based on the  
                    original and modified load models 
The basic reliability indices for the RBTS and the IEEE-RTS are shown in the 
following. 
2.5.1. RBTS Results 
The HLI program was applied to the RBTS base case. The sample size is 
200,000 years. The system indices are shown in Table 2.3.  
Table 2.3: The HLI system indices for the RBTS base case using the two load models 
Load Model Coefficient 
of 
Variation 
LOLE 
(hrs/year) 
LOEE 
(MWh/year) 
LOLF 
(occ/year) 
Original Load Model 0.0125 1.09 9.85 0.22 
Modified Load 
model 
0.0063 3.59 34.06 0.71 
 
It can be seen from Figure 2.7 that the modified load model has a slightly larger 
load factor. The profile of the modified load model is significantly higher than that of 
the original load model [93] for a large portion of the year. It can be seen from Table 2.3 
that the indices for the RBTS base case are larger when the modified load model is used.  
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Table 2.4 shows the HLI well-being indices for the RBTS using the two different 
load models. 
Table 2.4: The well-being indices for the RBTS base case at HLI using the different  
                      load models 
Using the original load model 
State System Probability 
(hrs/year) 
System Frequency 
(occ/year) 
Average Duration 
(hrs/occ) 
Healthy 8693.11 7.37 1179.57 
Marginal 41.80 7.57 5.52 
At Risk 1.09 0.22 5.00 
Using the modified load model 
State System Probability 
(hrs/year) 
System Frequency 
(occ/year) 
Average Duration 
(hrs/occ) 
Healthy 8604.44 22.67 379.49 
Marginal 127.97 23.33 5.49 
At Risk 3.59 0.71 5.06 
 
The HLII sequential Monte Carlo simulation program incorporates the individual 
load profiles at the different load buses. The system and load point indices for the RBTS 
base case using the modified load model are shown in Table 2.5. The sampling size is 
10,000 years and the coefficient of variation is 0.0129. 
Table 2.5: The HLII system and load point indices for the RBTS base case 
                             using the modified load model 
Bus # PLC(/year) EDLC 
(hrs/year) 
EENS 
(MWh/year) 
EFLC 
(occ/year) 
ECOST 
(k$/year) 
2 0.000065 0.56 1.64 0.21 12.95 
3 0.000374 3.27 29.54 0.76 79.27 
4 0.000291 2.55 17.60 0.58 110.49 
5 0.000031 0.27 1.43 0.10 10.55 
6 0.000065 9.65 102.07 0.92 392.21 
System 
Indices 
0.001521 13.28 152.23 1.71 605.47 
       
As noted earlier, the RBTS does not satisfy the N-1 criterion and therefore the 
RRBTS is used in the well-being analysis framework. 
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The system, load point and well-being indices for the RRBTS are shown in 
Tables 2.6 and 2.7. A sampling period of 8,000 years was used for the well-being 
analysis. 
Table 2.6: The HLII system and load point indices for the RRBTS base case 
                            using the modified load model 
Bus # EDLC 
(hrs/year) 
EENS 
(MWh/year) 
EFLC 
(occ/year) 
ECOST 
(k$/year) 
2 0.55 1.57 0.17 12.25 
3 3.22 27.41 0.72 72.43 
4 2.64 18.22 0.54 113.63 
5 0.07 0.25 0.02 1.95 
6 0.03 0.11 0.01 0.48 
System Indices 3.92 47.55 0.85 200.73 
 
Table 2.7: The HLII well-being indices for the RRBTS base case 
                                     using the modified load model 
State System Probability 
(hrs/year) 
System Frequency 
(occ/year) 
Average Duration 
(hrs/occ) 
Healthy 8541.66 39.13 218.30 
Marginal 190.41 39.93 4.77 
At Risk 3.92 0.85 4.59 
 
2.5.2. IEEE-RTS Results 
The HLI program was applied to the IEEE-RTS using a sampling period of 
50,000 years. The HLI system indices for the IEEE-RTS using the two load models are 
shown in Table 2.8.  
Table 2.8: The HLI system indices for the IEEE-RTS base case 
                                      using the two load models 
Load Model Coefficient 
of Variation 
LOLE 
(hrs/year) 
LOEE 
(MWh/year) 
LOLF 
(occ/year) 
Original Load 
Model 
0.0112 9.46 1191.68 1.92 
Modified Load 
model 
0.0060 30.93 3872.98 8.19 
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The HLI well-being indices for the IEEE-RTS using the two load models are 
shown in Table 2.9.  
Table 2.9: The HLI well-being indices for the IEEE-RTS base case  
                                   using the two load models. 
Using the original load model 
State System Probability 
(hrs/year) 
System Frequency 
(occ/year) 
Average Duration 
(hrs/occ) 
Healthy 8612.87 20.30 424.31 
Marginal 113.67 22.17 5.13 
At Risk 9.46 1.92 4.93 
Using  the modified load model 
State System Probability 
(hrs/year) 
System Frequency 
(occ/year) 
Average Duration 
(hrs/occ) 
Healthy 8386.02 73.34 114.35 
Marginal 319.06 79.97 3.99 
At Risk 30.93 8.19 3.78 
 
The HLII system indices for the IEEE-RTS using the modified load model are 
shown in Table 2.10. The sampling size is 8,000 years and the coefficient of variation is 
0.0202 in this case.  
It can be seen that the HLII system indices are relative close to those of the HLI 
system indices for the IEEE-RTS. This is due to the fact that the IEEE-RTS is a 
transmission strong system. The generation contingencies cause the bulk of the load 
curtailments. 
Table 2.10 shows that the reliability indices at bus 18 are the largest, followed by 
those at bus 13.  The load shedding philosophy used is that loads are curtailed at the 
delivery points that are closest to (or one line away from) the element(s) on outage. A 
400 MW generating unit is connected at bus 18 and another 400 MW unit connected at 
bus 21, which is one line away from bus 18. Both units have failure and repair rates of 
7.96 occ/year and 58.4 occ/year respectively. The forced outage rate for these two units 
is 0.12. The failure of these two large units will cause load curtailment at bus 18. Three 
197 MW generating units are connected at bus 13, with failure and repair rates of 9.22 
occ/year and 175.2 occ/year respectively and a forced outage rate of 0.05. A 350 MW 
unit is connected at bus 23 which is one line away from bus 13. The failure, repair and 
forced outage rates for this unit are 7.62 occ/year, 87.6 occ/year and 0.08 respectively. 
 35 
The forced outage rates for the noted units are relatively large compared to the other 
units. The peak loads at buses 13 and 18 are 265 MW and 333 MW respectively, and are 
larger than those of the other buses. These are the two main reasons why the EDLC and 
EENS at buses 13 and 18 are larger than those of the other load buses. 
Table 2.10: The HLII system and load point indices for the IEEE-RTS base case  
                          using the modified load model.  
Bus # PLC(/year) EDLC 
(hrs/year) 
EENS 
(MWh/year) 
EFLC 
(occ/year) 
ECOST 
(k$/year) 
1 0.000081 0.71 23.08 0.22 168.52 
2 0.000229 2.00 56.65 0.62 357.98 
3 0.000213 1.86 86.58 0.60 437.05 
4 0.000203 1.77 41.48 0.56 331.79 
5 0.000287 2.50 56.73 0.79 450.07 
6 0.000334 2.92 115.39 0.90 644.53 
7 0.000236 2.07 67.85 0.71 404.78 
8 0.000353 3.09 149.87 0.87 897.18 
9 0.000004 0.04 2.11 0.01 5.48 
10 0.000007 0.06 4.07 0.02 16.90 
13 0.000924 8.07 637.06 2.02 3474.46 
14 0.000012 0.11 5.63 0.03 16.38 
15 0.000350 3.06 236.95 0.87 920.83 
16 0.000610 5.33 175.33 1.51 931.62 
18 0.003009 26.29 2544.78 6.30 9004.02 
19 0.000505 4.41 255.15 1.23 754.68 
20 0.000175 1.53 53.75 0.64 251.60 
System 
Indices 
0.004112 35.92 4514.39 9.29 19070.46 
 
Table 2.11 shows the HLII well-being indices for the IEEE-RTS base case using 
the modified load model. 
Table 2.11: The well-being indices for the IEEE-RTS base case at HLII  
                                  using the modified load model 
State System Probability 
(hrs/year) 
System Frequency 
(occ/year) 
Average Duration 
(hrs/occ) 
Healthy 8207.15 103.43 79.35 
Marginal 492.93 110.87 4.45 
At Risk 35.92 9.29 3.87 
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The reliability indices for the RBTS, RRBTS and the IEEE-RTS are the base 
case system values used to compare with the calculated indices when different factors 
such as load forecast uncertainty, wind power addition and demand side management 
are considered later in this thesis. 
2.6. Conclusion 
The basic concept and methodology of the sequential Monte Carlo simulation 
technique and the well-being analysis framework are described in this chapter. The load 
flow calculation techniques used in this research are briefly described and the 
formulation of various HLI and HLII system and well-being indices are illustrated.  
Two existing programs utilizing sequential Monte Carlo simulation for HLI and 
HLII reliability evaluation are briefly introduced. Load forecast uncertainty, wind power 
and demand side management were incorporated in the two existing programs and the 
information on the procedures used to are given in the following chapters. These factors 
can be performed on the well-being analysis framework. The two programs are basic 
tools in this research and are used to conduct a wide range of system studies.  
The two study systems used in this research are introduced in this chapter and 
the system, load point and well-being indices for the base cases are presented. The 
indices presented in this chapter are the base case values used in the following chapters 
to investigate the impacts of load forecast uncertainty, wind power and demand side 
management in HLII reliability evaluation.  
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CHAPTER 3 
EFFECTS OF LOAD FORECAST UNCERTAINTY 
3.1. Introduction 
Load forecast uncertainty is an important consideration in an electrical power 
system. Published results [95] show that system load forecast uncertainty has a 
significant effect on generating system reliability indices. The recognition of load 
forecast uncertainty also creates increases in the inadequacy indices in composite system 
reliability studies and the effect increases as the uncertainty increases [29]. Increased 
competition in the electric utility industry requires more comprehensive risk evaluation 
[29, 45, 46]. The inclusion of load forecast uncertainty in bulk electric system reliability 
evaluation is of practical importance and it is necessary to consider both the system load 
forecast uncertainty and the correlation between the individual buses in security 
constrained adequacy assessment [29, 96-98].!
Load forecast uncertainty (LFU) can be described by a probability distribution 
whose parameters can be estimated from past experience and future considerations. It’s 
difficult to obtain sufficient historical data to determine the distribution type and the 
most common practice is to describe the uncertainty as a normal distribution with a 
given standard deviation [2]. The distribution mean is the forecast peak load. The LFU 
represented by a normal distribution can be approximated using the discrete interval 
method, or simulated using the tabulating technique of sampling [29].  
The tabulating technique and the bus load correlation sampling technique are 
utilized in this research work to incorporate LFU and bus load correlation in bulk 
electric system reliability evaluation. The existing computer programs for HLI 
evaluation [73] and for HLII evaluation [22], were modified and extended to include 
LFU considerations.  
The reliability indices and the reliability index probability distributions change 
with variation in the LFU, the configuration of the system, the operating policies, etc. 
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The incorporation of LFU considerations in bulk electric system reliability evaluation 
provides a realistic and comprehensive appraisal of future system reliability. This 
research work examines the effects of LFU and bus load correlation on composite 
system reliability indices and index probability distributions. Impacts of the LFU and 
bus load correlation on different network configurations are also examined. 
3.2. Incorporating Load Forecast Uncertainty in the Simulation Process 
3.2.1. Methodology 
Bus LFU can be modeled using a normal distribution [2]. Normally distributed 
random numbers are therefore required in order to incorporate LFU in the simulation 
process. The tabulating technique and the bus load correlation sampling technique used 
in this research are described as follows. Assume the mean value of the load is  and 
the standard deviation is . 
Tabulating technique of normal distribution sampling 
There are two steps in the tabulating technique of Normal distribution sampling. 
The first one is tabulating, the second one is sampling.  
In the tabulating process, the cumulative probability distribution function is 
divided into M equal subintervals as shown in Figure 3.1.  
 
Figure 3.1: M intervals representation for the normal cumulative probability distribution  
                   function 
The mid-point value of a subinterval is used to represent all values of the normal 
cumulative probability function F in this subinterval. Therefore, 
                                                             (3.1) 
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 is a normal distributed random number with a mean of 0 and standard 
deviation of 1.  can be calculated using inverse transform method as follows. 
                                       (3.2) 
 can be calculated using the following approximate formulas [29, 99] from the 
value of the normal cumulative probability distribution function .   
                                    (3.3) 
                                                                                        (3.4) 
where ,  
 
i is the subinterval number, i=1,2,…,M. 
A table of the value of the cumulative probability function  with the 
corresponding normally distributed random number  can be formed using the above 
equations. This table can be designated as Table D. 
The sampling process can be described in the following steps. 
a) Generate a uniformly distributed random number Y between [0,1]. 
b) Select the corresponding  from the formed Table D. 
c) Calculate the load. . 
The tabulating technique is actually a discretization technique. The discretization 
error is relatively small when the subinterval number is large. Normally M equal to 500 
is sufficient. 
Bus load correlation sampling technique 
Assume there are N load buses. If all bus loads are completely dependent, then 
only one normally distributed random number is needed to determine all the bus loads. 
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If the bus loads are 100% independent, then N normally distributed random numbers 
should be generated. In a practical power system, the bus loads are not completely 
dependent or independent and there is some correlation between the bus loads. Bus load 
correlation can be sampled as follows. 
Assume R is an N dimensional normally distributed random vector with mean B 
and covariance matrix C. Let G be a N dimensional normally distributed random vector. 
The components in G are independent of each other and have a mean of 0 and variance 
of 1. R can be represented by: 
                                                                                                      (3.5) 
The covariance matrix C can be calculated by: 
                               (3.6) 
Matrix A is a lower triangular matrix and can thus be calculated by the following 
equations according to the covariance matrix C. 
                                                                       (3.7) 
                                                                (3.8) 
                                                  (3.9) 
The steps in bus load correlation sampling are as follows. 
a) Generate an independent N dimensional normally distributed random vector G 
as in 3.2.1. 
b) Calculate matrix A. 
c) Create the correlative normally distributed N dimensional random vector R 
which has a covariance matrix C. 
3.2.2. Modification of the HLI and RapHL-II programs 
Both the Monte Carlo simulation program for HLI evaluation [73] and the 
RapHL-II program [22] were extended to incorporate LFU using the tabulating 
technique. The processes involved in including the tabulating technique in the two 
programs are shown in Figures 3.2 and 3.3. 
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!
Figure 3.2: The block diagram for incorporating LFU in the HLI program  
                               using the tabulating technique 
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Figure 3.3: The block diagram for incorporating LFU in the RapHL-II  
                                  using the tabulating technique. 
Tables D, Y, X, R, A, G, B in Figure 3.2 and 3.3 are described in Sections 3.2.1. 
The effects of LFU on composite system reliability evaluation are shown in the 
following sections by applying the HLI and RapHL-II programs to the study systems 
described in Chapter 2. 
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3.3. Effects of Load Forecast Uncertainty on HLI Reliability Evaluation 
The HLI simulation program was applied to the RBTS and the IEEE-RTS. The 
RBTS has 240 MW of installed capacity in 11 generating units. The peak load of the 
RBTS is 179.28 MW. The sample size is 20,000 years for the RBTS. The IEEE-RTS 
has 3405 MW of installed capacity in 32 generating units. The peak load is 2754.75 
MW. The sample size is 10,000 years for the IEEE-RTS. The modified hourly load 
model described in Chapter 2 was used in both the RBTS and the IEEE-RTS.  
The LFU was considered by assuming the standard deviation describing the 
uncertainty to be 5% and 10% of the forecast peak load in this study. The designating 
LFU is used to indicate the standard deviation of the LFU in the discussion in this thesis. 
The bus load correlation is considered to be 100% dependent. The number of 
subintervals is 500. 
3.3.1. Effects on HLI system indices 
RBTS results 
The reliability indices for the RBTS when the LFU is 0%, 5% and 10% are 
shown in Table 3.1. It can be seen that the reliability indices increase with increase in 
the LFU. The changes in the reliability indices for the LFU of 0% and 5%, and 0% and 
10% are also shown in Table 3.1. The index changes are the differences between the 
index at a certain LFU level and that of the LFU of 0% divided by the index at the LFU 
of 0%. 
Table 3.1: The HLI reliability indices for the RBTS with LFU 
LFU LOLE 
(hrs/yr) 
LOLE 
Change 
(%) 
LOEE 
(MWh/yr) 
LOEE 
Change 
(%) 
LOLF 
(occ/yr) 
LOLF 
Change 
(%) 
0% 3.56 0 33.49 0 0.74 0 
5% 4.40 23.49 43.73 30.57 1.08 46.35 
10% 9.36 162.66 101.93 204.36 2.33 217.19 
 
It can be seen that the reliability indices increase significantly when the LFU 
increases from 5% to 10%. 
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IEEE-RTS results 
The reliability indices for the IEEE-RTS when the LFU is 0%, 5% and 10% are 
shown in Table 3.2. It can be seen that the reliability indices increase with increase in 
the LFU. The reliability index standard deviations for the IEEE-RTS at the LFU of 0%, 
5%, and 10% are also shown in Table 3.2.  
Table 3.2: The HLI reliability indices for the IEEE-RTS with LFU 
LFU LOLE 
(hrs/yr) 
LOL  
Std. Dev. 
LOEE 
(MWh/yr) 
LOE 
Std. Dev. 
LOLF 
(occ/yr) 
FLC 
Std. Dev. 
0% 31.44 29.74 3950.84 5341.00 8.70 6.61 
5% 42.60 55.28 5862.90 9644.30 10.68 12.00 
10% 87.10 165.56 14684.04 35165.14 19.58 31.89 
Where: Std. Dev.- Standard Deviation 
 
It can be seen that the reliability index standard deviations increase significantly 
when the LFU increases, especially when the LFU increases to 10%.  
3.3.2. Effects on HLI reliability index probability distributions 
RBTS results 
The loss of load (LOL) probability distributions for the RBTS with various LFU 
are shown in Figure 3.4. The class interval width is 1.5 (hrs/yr) and the last interval in 
each case shows the cumulative relative frequency of loss of load from 45 to 78 (hrs/yr), 
144 (hrs/yr) and 473 (hrs/yr) respectively. The relative frequency of encountering no 
loss of load is 62.15%, 57.63%, and 55.67% for the three cases respectively. The 
relative frequency of encountering no loss of load is not shown in Figure 3.4.  
It can be seen from Figure 3.4 that the loss of load distributions change with 
change in the LFU. The range of the loss of load increases with increasing LFU. The 
relative frequencies for larger loss of load intervals increase with increase in the LFU. 
The loss of energy (LOE) probability distributions for the RBTS with different 
LFU are shown in Figure 3.5. The standard deviations of the LOE for the three LFU 
levels are 7.38 (MWh/yr), 24.95 (MWh/yr) and 331.08 (MWh/yr) respectively. The 
range of the LOE increases significantly with increase in the LFU.  
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The LOLF for the three LFU levels are shown in Table 3.1. The standard 
deviations of the frequency of load curtailment (FLC) are 1.24 (occ/yr), 1.85 (occ/yr) 
and 5.54 (occ/yr) for the three cases respectively. !
The relative frequency of the FLC for the first 15 intervals is shown in Figure 
3.6. The relative frequency of the FLC drops faster when the LFU is smaller. The 
cumulative relative frequency of the FLC from 10 (occ/yr) to 11 (occ/yr), 27 (occ/yr)  
and 81 (occ/yr) for the LFU of 0%, 5% and 100% is 0.01%, 0.41% ad 5.90% 
respectively and is not shown in Figure 3.6. The range of the FLC increases significantly 
with increase in the LFU. 
 (a) LFU=0% 
 (b) LFU=5% 
 (c) LFU=10% 
Figure 3.4: Probability distributions of the HLI LOL for the RBTS with LFU 
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Figure 3.5: Probability distributions of the LOE for the RBTS with LFU 
 
Figure 3.6: Probability distributions of the FLC for the RBTS with LFU 
IEEE-RTS results 
The LOL probability distributions for the IEEE-RTS with LFU are shown in 
Figure 3.7. The class interval width is 4 (hrs/yr). The relative frequency of encountering 
no loss of load is 8.73%, 11.74%, and 21.77% for the three cases respectively and is not 
shown in this figure.  
The LOE and the FLC distributions change in a similar manner to the LOL 
distribution with increasing LFU and are not shown here. 
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Figure 3.7: Probability distributions of the LOL for the IEEE-RTS with LFU 
3.4. Effects of Load Forecast Uncertainty on HLII Reliability Evaluation 
The RapHL-II program was applied to the RBTS and the IEEE-RTS. The load 
shedding philosophy is the Pass-I criterion. Both generation and transmission 
contingencies are considered. The bus load is considered to be 100% dependent in this 
section. The sample size is 8,000 years and 6,000 years for the RBTS and the IEEE-RTS 
respectively.  
3.4.1. Effects on HLII system indices 
RBTS results 
The system indices and the index changes with increasing LFU for the RBTS in 
the HLII reliability evaluation are shown in Table 3.3.  
Table 3.3: The HLII system indices for the RBTS with various LFU 
LFU PLC EDLC 
(hrs/yr) 
EDLC 
Change 
(%) 
EENS 
(MWh/yr) 
EENS 
Change 
(%) 
EFLC 
(occ/yr) 
EFLC 
Change 
(%) 
0% 0.001525 13.36 0 152.92 0 1.72 0 
5% 0.001642 14.38 7.67 168.80 10.38 2.02 17.36 
10% 0.002198 19.25 44.13 248.19 62.3 3.25 88.46 
 
The changes in the reliability indices for the RBTS due to the LFU in both the 
HLI and HLII evaluations are shown pictorially in Figure 3.8. 
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Figure 3.8: Changes in the reliability indices in the HLI and HLII evaluations for the  
                      RBTS with LFU 
It can be seen from Figure 3.8 that the changes in the reliability indices at HLII 
are not as great as those at HLI for the RBTS cases. The differences in the LOLE, LOEE 
and LOLF at HLI when the LFU is 10% are over 150%, while in the HLII evaluation, 
the differences are between 50% and 100%. This is mainly due to the fact that the HLII 
reliability indices are dominated by the single line supply between buses #5 and #6, 
which masks the effects of the LFU.  
IEEE-RTS results 
The system indices for the IEEE-RTS in the HLII reliability evaluation are 
shown in Table 3.4. 
Table 3.4: The HLII system indices for the IEEE-RTS with various LFU 
LFU PLC EDLC 
(hrs/yr) 
EDLC 
Change 
(%) 
EENS 
(MWh/yr) 
EENS 
Change 
(%) 
EFLC 
(occ/yr) 
EFLC 
Change 
(%) 
0% 0.004040 35.35 0 4490.49 0 9.02 0 
5% 0.005520 48.39 36.89 6859.71 52.76 11.44 26.92 
10% 0.011400 100.15 183.3 16954.06 277.56 21.26 135.76 
 
The changes in the reliability indices for the IEEE-RTS due to the LFU in both 
the HLI and HLII evaluations are shown in the Figure 3.9. 
It can be seen from Figure 3.9 that the changes in the reliability indices at HLII 
are larger than those at HLI for the IEEE-RTS cases. The differences in the LOLE, 
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LOEE and LOLF in HLI when the LFU is 10% are over 100%, while in the HLII 
evaluation, the differences are between 135% and 280%. The effects of LFU at HLI and 
HLII are different. The effects of LFU are also different for systems having different 
reliability levels. 
 
Figure 3.9: Changes in the reliability indices in the HLI and HLII evaluations for the  
                      IEEE-RTS with LFU 
3.4.2. Effects on HLII reliability index probability distributions 
RBTS results 
The first 15 intervals of the HLII Duration of Load Curtailment (DLC) 
distribution for the RBTS for the selected LFU are shown in Figure 3.10.  
 
Figure 3.10: Probability distributions of the DLC at HLII for the RBTS with LFU 
 50 
The class interval width for the DLC distribution is 3 (hrs/yr). The relative 
frequency when there is no loss of load decreases with increase in the LFU. The 
standard deviations of the DLC for the RBTS at the LFU of 0%, 5% and 10% are 15.76, 
16.73 and 28.37 (hrs/yr) respectively. The range of the loss of load increases with the 
LFU. The DLC standard deviation increases by a factor of 1.9 when the LFU of 0% 
moves to 10%. This is not as significant as in the HLI case, where the LOL standard 
deviation increases by a factor of 3.4. 
It can be seen from Figure 3.10 that the relative frequency of the DLC changes 
differently from that of the LOL at HLI shown in Figure 3.4. The transmission network 
is considered in the HLII reliability evaluation and the effects of LFU on the reliability 
index probability distribution are masked by the transmission deficiency that dominates 
the load curtailments. 
The relative frequencies for the first 15 intervals of the HLII ENS for the RBTS 
are shown in Figure 3.11. The class interval width for the ENS distribution is 20 
(MWh/yr). The ENS standard deviations are 198.43, 225.99 and 480.29 (MWh/yr) at the 
LFU of 0%, 5% and 10% respectively. The range of the energy not supplied increases 
with the LFU but not as great as in the HLI case. It can be seen from Figure 3.11 that the 
ENS distribution has a similar form to the DLC distribution. 
 
Figure 3.11: Probability distributions of the ENS at HLII for the RBTS with LFU 
The relative frequency of the FLC for the first several intervals is shown in 
Figure 3.12. The class interval width for the FLC distribution is 1 (occ/yr). The HLII 
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FLC standard deviations are 1.63, 2.04 and 5.45 (occ/yr) for the LFU of 0%, 5% and 
10% respectively. The HLII FLC distribution changes differently than the HLI FLC 
distribution. The single line between buses #5 and #6 dominates the system load 
curtailment and masks the effects of the LFU not only on the reliability indices, but also 
on the reliability index probability distributions. 
 
 
Figure 3.12: Probability distributions of the FLC at HLII for the RBTS with LFU 
IEEE-RTS results 
The relative frequencies for the first 14 intervals of the DLC of the IEEE-RTS 
are shown in Figure 3.13. The class interval width for the DLC distribution is 5 (hrs/yr). 
It can be noted that the relative frequency when there is no loss of load increases with 
increase in the LFU. This is different from the RBTS case where the relative frequency 
when there is no loss of load decreases with increasing LFU. The LFU has different 
effects on the relative frequency of no loss of load for systems with different reliability 
levels. The range of the loss of load increases with the LFU. The DLC standard 
deviations for the IEEE-RTS at the LFU of 0%, 5% and 10% are 33.16, 61.33 and 
180.20 (hrs/yr) respectively. The DLC standard deviation increases by a factor of 5.45 
when the LFU increases from 0% to 10%. This is similar to the HLI LOL standard 
deviation, which increases by a factor of 5.53. The IEEE-RTS is a transmission strong 
system and the load curtailment is not dominated by transmission deficiencies. The 
effects of the LFU on the reliability indices and the reliability index probability 
distributions are not masked by the transmission network. 
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It can be seen from Figure 3.13 that the IEEE-RTS DLC distribution has a 
different form to that for the RBTS. In the IEEE-RTS cases, the relative frequency of 
the no loss of load interval increases. The relative frequency when the DLC is between 
10 (hrs/yr) and 65 (hrs/yr) decreases with increase in the LFU, while in the RBTS case, 
the changes in the relative frequency due to the LFU tend to fluctuate. 
 
Figure 3.13: Probability distributions of the DLC at HLII for the IEEE-RTS with LFU 
The first 15 intervals of the HLII ENS distributions for the IEEE-RTS with LFU 
are shown in Figure 3.14. The class interval width for the ENS distribution is 300 
(MWh/yr). The ENS standard deviations are 5936.06, 11493.01 and 38361.28 
(MWh/yr) respectively at the LFU of 0%, 5% and 10%. The increases in ENS standard 
deviation are similar to those of the HLI LOE.   
 
Figure 3.14: Probability distributions of the ENS at HLII for the IEEE-RTS with LFU 
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The range of the energy not supplied increases significantly with the LFU. The 
HLII ENS distributions for the IEEE-RTS have a similar form to the DLC distributions. 
The class interval width in the HLII FLC distribution for the IEEE-RTS is 2 
(occ/yr). The relative frequencies of the FLC for the first several intervals are shown in 
Figure 3.15. The FLC standard deviations are 6.90, 12.53 and 33.04 (occ/yr) at the LFU 
of 0%, 5% and 10% respectively. The FLC range increases significantly with increasing 
LFU. 
 
Figure 3.15: Probability distributions of the FLC at HLII for the IEEE-RTS with LFU 
3.4.3. Effects of LFU with increase in the peak load 
The previous sections show the effects of LFU on HLI and HLII reliability 
evaluation for the RBTS and IEEE-RTS. The LFU has different effects on systems with 
different reliability levels. The peak loads of the RBTS and the IEEE-RTS are changed 
in this section to show how the effects of the LFU varies with changing peak load. The 
peak loads in the RBTS and IEEE-RTS were increased by 10% and the reliability 
indices for the two systems with LFU of 0%, 5% and 10% were calculated. The results 
for the two systems at HLI and HLII are shown in the following. 
RBTS results 
The system indices for the RBTS at HLI and HLII are shown in Tables 3.5 and 
3.6 respectively. The index changes are the differences between the index at a certain 
LFU level and that of the LFU of 0% divided by the index at the LFU of 0%. 
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Table 3.5: The HLI system indices for the RBTS with LFU, peak load increased by 10% 
LFU PLC EDLC 
(hrs/yr) 
EDLC 
Change 
(%) 
EENS 
(MWh/yr) 
EENS 
Change 
(%) 
EFLC 
(occ/yr) 
EFLC 
Change 
(%) 
0% 0.001579 13.83 0 156.39 0 2.68 0 
5% 0.002206 19.33 39.77 211.75 35.40 4.92 83.74 
10% 0.004782 41.89 202.95 522.67 234.21 9.05 238.17 
 
Table 3.6: The HLII system indices for the RBTS with LFU, peak load increased by  
                     10% 
LFU PLC EDLC 
(hrs/yr) 
EDLC 
Change 
(%) 
EENS 
(MWh/yr) 
EENS 
Change 
(%) 
EFLC 
(occ/yr) 
EFLC 
Change 
(%) 
0% 0.002822 24.72 0 336.89 0 4.12 0 
5% 0.003559 31.18 26.13 435.52 29.28 6.49 57.70 
10% 0.006308 55.26 123.57 920.87 173.35 10.89 164.52 
 
The relative changes in the reliability indices for the RBTS at HLI and HLII are 
also shown pictorial in Figure 3.16. It can be seen that the relative changes in the HLI 
indices are larger than those at HLII.  This is similar to the relative changes at the 
original peak load. The differences in the HLI and HLII reliability indices are different 
from those shown in Figure 3.8. 
 
Figure 3.16: Relative changes in the reliability indices in the HLI and HLII evaluations  
                      with LFU for the RBTS, peak load increased by 10% 
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IEEE-RTS results 
Similar studies were performed on the IEEE-RTS. The HLI and HLII system 
indices are shown in Tables 3.7 and 3.8 respectively.  
Table 3.7: The HLI system indices for the IEEE-RTS with LFU, peak load increased by  
                  10% 
LFU  PLC EDLC 
(hrs/yr) 
EDLC 
Change 
(%) 
EENS 
(MWh/yr) 
EENS 
Change 
(%) 
EFLC 
(occ/yr) 
EFLC 
Change 
(%) 
0% 0.017100 149.87 0 23408.46 0 33.65 0 
5% 0.022600 197.74 31.94 32998.98 40.97 42.49 26.29 
10% 0.035600 312.12 108.25 64339.71 174.86 58.23 73.08 
 
 
Table 3.8: The HLII system indices for the IEEE-RTS with LFU, peak load increased by  
                 10% 
LFU PLC EDLC 
(hrs/yr) 
EDLC 
Change 
(%) 
EENS 
(MWh/yr) 
EENS 
Change 
(%) 
EFLC 
(occ/yr) 
EFLC 
Change 
(%) 
0% 0.019600 171.87 0 27200.14 0 38.62 0 
5% 0.025200 221.10 28.64 37554.13 38.07 46.90 21.44 
10% 0.039600 346.48 101.60 73186.04 169.06 63.59 64.64 
 
The relative changes in the system indices at HLII and HLI for the IEEE-RTS 
are shown in Figure 3.17. 
 
Figure 3.17: Relative changes in the reliability indices in the HLI and HLII evaluations  
                      with LFU for the IEEE-RTS, peak load increased by 10% 
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The reliability indices increase with increase in the LFU. The effect of LFU on 
HLI indices and HLII indices are different. At the original peak load, the index changes 
at HLI are larger than those at HLII for the RBTS, while for the IEEE-RTS, the HLII 
indices change more than the HLI indices with increase in the LFU. The RBTS is a 
transmission deficient system while the IEEE-RTS is a generation deficient system. 
When the peak load increases by 10% in the two systems, the relative changes in the 
HLI indices are larger than those in the HLII indices for both systems. The differences 
between the relative changes for the IEEE-RTS are, however, very small. 
3.4.4. Effects of LFU on HLII load point indices 
The RapHL-II program can also produce load point indices. These indices for 
the RBTS and the IEEE-RTS with various LFU based on the different load shedding 
philosophies designated as Pass-I, Pass-II and Priority Order are shown in this section.  
The LFU at different buses is considered to be 100% dependent. In this study, 
the peak loads are 179.28 MW and 2754.75 MW for the RBTS and the IEEE-RTS 
respectively. 
 
RBTS results 
The load bus indices when using the Pass-I criterion for the RBTS at HLII with 
LFU are shown in Figure 3.18. 
It can be seen in Figure 3.18 that the load bus indices increase with increase in 
the LFU. The increases in the load bus indices are larger at buses #3 and #4. The indices 
at buses #5 and #6 remain almost the same with increase in the LFU. The changes in the 
EDLC, EENS and EFLC indices are similar.  
When the Pass-II criterion is used, the load bus indices are almost the same as 
the ones when the Pass-I criterion is used. The RBTS is a relatively small system and 
therefore the Pass-I and Pass-II criteria have similar effects on the load point indices. 
The EDLC (hrs/yr) for each load bus with the various LFU are shown in Figure 3.19. 
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Figure 3.18: Load bus indices with LFU at HLII for the RBTS using the Pass-I criterion 
 
Figure 3.19: The EDLC with LFU at HLII for the RBTS using the Pass-II criterion 
The load bus indices with the various LFU for the RBTS using the Priority Order 
criterion are shown in Figure 3.20.  
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The Priority Order criterion is based on the IEAR value at each bus. The buses 
with the lowest IEAR values are curtailed first. The buses in descending IEAR order are 
bus #2, #5, #4, #6 and #3, where bus #2 has the highest IEAR and bus #3 has the lowest 
IEAR. Load at bus #3 is curtailed first when load curtailments are required.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.20: The load bus indices with LFU at HLII for the RBTS using the  
                                Priority Order criterion 
It can be seen from Figure 3.20 that the reliability indices at bus #3 increase 
significantly compared to the ones when the Pass-I or Pass-II criterion is used as shown 
in Figures 3.18 and 3.19. The changes in the indices at bus #3 become more 
considerable with increase in the LFU. The indices at bus #6 increase slightly with 
increase in the LFU. The changes are slightly more observable than those in Figures 
3.18 and 3.19. The changes in the indices for buses #2 and #4 decrease compared to 
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those in Figures 3.18. The LFU has very little effect on the indices at buses #2, #4 and 
#5 using the Priority Order criterion since these buses have large IEAR values. 
The indices at bus #6 are a large proportion of the total system indices. The 
single transmission supply to bus #6 dominates the indices at bus #6 and masks the 
effects of LFU on the system indices and the indices at bus #6. 
The load bus EDLC for the different load shedding polices at LFU of 0%, 5% 
and 10% are shown in Figure 3.21. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.21: The EDLC for the RBTS with different load shedding philosophies 
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IEEE-RTS results 
The load bus indices for the IEEE-RTS with different load shedding 
philosophies are shown in Figures 3.22 to 3.25. 
It can be seen from Figure 3.22 that the increases in the load bus indices are 
larger when the indices are large. The LFU has larger effects on the buses that are less 
reliable compared to other buses. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.22: The IEEE-RTS load bus indices with LFU at HLII using the Pass-I criterion 
Figure 3.23 shows the reliability indices for the IEEE-RTS when the Pass-II 
policy is used. It can be seen from this figure that the indices and the changes in the 
indices are similar to those in Figure 3.22. The reliability indices at most buses are close 
to those in Figure 3.22. 
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Figure 3.23: The IEEE-RTS load bus indices with LFU at HLII using the Pass-II  
                            criterion 
Figure 3.24 shows the reliability indices when the Priority Order criterion is 
used. The buses in ascending IEAR value order are #9, #14, #19, #10, #18, #20, #3, #15, 
#6, #7, #16, #13, #2, #8, #1, #5, and #4. Loads at bus #9 are curtailed first, followed by 
loads at bus #14, then bus #19, etc. The load bus indices are quite different from those 
when the Pass-I or Pass-II criterion is used. It can be seen from Figure 3.24 that the 
reliability indices at buses #9, #14 and #19 are larger than those at other buses. The 
changes in the indices are similar, that is, the larger load bus indices increase more 
significantly with increase in the LFU. 
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Figure 3.24: The IEEE-RTS load bus indices with various LFU at HLII 
                                   using the Priority Order criterion 
Generally, the load bus indices increase with increase in the LFU. The LFU has 
larger effects on less reliable buses when these load bus indices are not dominated by 
the transmission network configuration. If the reliability indices at some buses are 
mainly due to transmission deficiencies, the LFU may not have significant effects on the 
indices even if the indices at these buses are large. 
The EDLC for the IEEE-RTS with different load shedding philosophies and 
LFU levels are shown in Figure 3.25. 
It can be seen from Figure 3.25 that the load bus indices are similar for most load 
buses when the Pass-I or Pass-II criterion is used. This is mainly due to the fact that the 
IEEE-RTS is a transmission strong system. The EDLC at buses #9 and #10 are slightly 
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different when the Pass-I or Pass-II policy is used. The difference increases when the 
LFU increases. The changes in the load bus indices are significant when the Priority 
Order criterion is used. It can be seen from Figure 3.25 that buses #9, #14 and #19 have 
the largest EDLC compared to the other buses when the Priority Order policy is used, 
while buses #18 and #13 have the largest EDLC when the Pass-I or Pass-II policies are 
applied. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.25: The EDLC for the IEEE-RTS with LFU and different load shedding  
                           philosophies 
System indices give an overall appraisal, but sometimes factors such as the 
generation composition, the transmission network configuration and the load shedding 
philosophy mask what is actually happening. Additional information can be obtained by 
examining the load bus indices at different LFU. 
3.5. Effects of Bus Load Correlation on HLII Reliability Evaluation 
The bus load correlation is considered to be 100% dependent in Section 3.4. The 
bus load correlation can have significant effects on the system reliability. In this study, 
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the Pass-II criterion is used as the load shedding philosophy. Different bus load 
correlations are considered for both the RBTS and the IEEE-RTS. 
The following three levels of bus load correlation for the RBTS and the IEEE-
RTS are designated as Case A, Case B and Case C.  
Case A: The bus loads are 100% dependent. 
Case B: The bus loads are partially correlated as shown in Tables 3.9 and 3.10 
for the     RBTS and the IEEE-RTS respectively. 
Case C: The bus loads are 100% independent. 
Table 3.9: Case B bus load correlation for the RBTS 
Bus No. 2 3 4 5 6 
2 1 0 0 0 0 
3 0 1 0.8 0 0 
4 0 0.8 1 0 0 
5 0 0 0 1 0.8 
6 0 0 0 0.8 1 
Table 3.10: Case B bus load correlation for the IEEE-RTS 
Voltage Level 138 kV 230 kV 
138 kV 0.8 0.2 
230 kV 0.2 0.4 
 
3.5.1. Effects on the HLII system indices 
RBTS results 
The system indices for the RBTS with different load bus correlation and LFU are 
shown in Table 3.11.  
Table 3.11: The system indices for the RBTS Cases A, B and C with LFU 
 LFU=5% LFU= 10% 
Cases PLC EDLC 
(hrs/yr) 
EENS 
(MWh/yr) 
EFLC 
(occ/yr) 
PLC EDLC 
(hrs/yr) 
EENS 
(MWh/yr) 
EFLC 
(occ/yr) 
A 0.001640 14.38 168.80 2.02 0.002200 19.25 248.19 3.25 
B 0.001570 13.74 157.10 1.85 0.001710 14.94 178.02 2.17 
C 0.001590 13.92 156.89 1.83 0.001690 14.76 174.73 2.13 
 
The system indices for the RBTS are also shown in Figure 3.26. It can be seen 
that the EDLC, EENS and EFLC index profiles are similar for the three bus load 
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correlation conditions. When the bus loads are 100% dependent, the indices are the 
largest for the same LFU. When the bus loads are independent, the indices are the 
smallest. The differences in the indices between cases A and B are larger than those 
between cases B and C. This is because the bus loads in Case B are not strongly 
correlated. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.26: The system indices for the RBTS Cases A, B and C with LFU 
IEEE-RTS results 
The system indices for the IEEE-RTS are shown in Table 3.12. The EDLC, 
EENS and EFLC for the IEEE-RTS Cases A, B and C are also shown in Figure 3.27.  
Table 3.12: The system indices for the IEEE-RTS Cases A, B and C with LFU 
 LFU=5% LFU=10% 
Cases 
PLC 
EDLC 
(hrs/yr) 
EENS 
(MWh/yr) 
EFLC 
(occ/yr) 
PLC 
EDLC 
(hrs/yr) 
EENS 
(MWh/yr) 
EFLC 
(occ/yr) 
A 0.005523 48.43 6717.65 11.44 0.011500 100.76 17545.91 21.13 
B 0.004490 39.33 5434.86 9.67 0.006010 52.65 8990.87 12.08 
C 0.004170 36.55 4710.05 9.18 0.004470 39.20 5544.23 9.58 
 
It can be seen from Table 3.12 and Figure 3.27 that the system indices increase 
when the bus loads become more correlated. It can be seen from Table 3.12 that when 
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the loads are 100% independent, the reliability indices when the uncertainty is 10% are 
smaller than those when the uncertainty is 5% and the bus load correlation is 100% 
dependent. 
It can also be seen that when the LFU is larger, the bus load correlation has 
larger effects on the system indices. There is a big decrease in the indices from Case A 
to Case B when the LFU is 10%. The decrease in the indices from Case B to Case C is 
relatively small. The general effects of bus load correlation on the system indices are 
similar for the RBTS and the IEEE-RTS. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.27: The system indices for the IEEE-RTS Cases A, B and C with LFU 
3.5.2. Effects on the HLII load point indices 
RBTS results 
The load bus indices for the RBTS Cases A, B and C with various LFU using 
different load shedding policies are shown in the following figures. 
Figure 3.28 shows the load bus indices when the Pass-I criterion is used. It can 
be seen from this figure that when the bus loads become more dependent, the LFU has 
more effect on the load bus indices. When the bus loads are 100% dependent as in Case 
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A, the indices increase considerably. The differences in the load bus indices are larger 
between Cases A, B and C when the LFU is 10% than those when the LFU is 5%. For 
buses #2, #5 and #6, the indices remain almost unchanged for the three cases under the 
5% and 10% LFU conditions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.28: The load bus indices for the RBTS cases with LFU, using the Pass-I  
                           criterion 
The load bus indices when the Pass-II criterion is used are similar to the Pass-I 
results. Figure 3.29 only shows the EDLC of each load bus. Figure 3.30 shows the load 
bus indices for the RBTS cases using the Priority Order load shedding policy. When the 
Priority Order criterion is used, the load bus indices change only slightly with bus load 
correlation when the LFU is 5%. When the LFU increases to 10%, the indices at bus 3 
change significantly for Cases A and B. 
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Figure 3.29: The EDLC for the RBTS cases with LFU, using the Pass-II criterion 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.30: The load bus indices for the RBTS cases with LFU using the Priority Order  
                     criterion 
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IEEE-RTS results 
The load bus indices for the IEEE-RTS with different bus load correlation when 
the LFU is 5% are shown in Figure 3.31. It can be seen from Figure 3.31 that the load 
bus indices do not change significantly in this situation. An LFU of 5% creates only 
small changes in the total system indices as shown in Figure 3.27. Buses #13 and #18, at 
which the indices are larger than at the other buses, are more affected by bus load 
correlation than the other buses. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.31: The load bus indices for the IEEE-RTS Cases A, B and C, LFU=5%,  
                           using the Pass-II criterion 
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The load bus indices when the LFU is 10% are shown in Figure 3.32. It can be 
seen that in this case, the differences between the indices are more considerable than 
those with an LFU of 5%.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.32: The load bus indices for the IEEE-RTS Cases A, B and C, LFU=10%,  
                          using the Pass-II criterion 
Bus load correlation affects both the system indices and the load bus indices. The 
stronger the correlation between buses, the more considerable are the effects on the 
reliability indices. The effects of bus load correlation on system indices and load bus 
indices increase when the LFU increases. The bus load correlation affects the indices at 
each load bus differently as load bus indices are also affected by the composite system 
 71 
network configuration. The impacts of bus load correlation on the load bus indices also 
change with the load shedding philosophy. 
3.6. Effects of Load Forecast Uncertainty on HLII Reliability Evaluation with 
Different Network Configurations 
In this study, the RBTS and the IEEE-RTS were modified to create generation 
deficient or transmission deficient systems and the effects of the LFU and bus load 
correlation on different network configurations are examined. The Pass-II policy was 
used. 
3.6.1. Study Cases 
RBTS Cases 
The original RBTS system was modified and is designated as Cases 1 to 4 in 
Table 3.13. 
Table 3.13: The modified RBTS Cases 
Cases Modifications of the RBTS 
Case 1 RRBTS described in Chapter 2 
Case 2 Add 1*20 MW units at bus #1 to Case 1 
Case 3 Add 3*20 MW units at bus #1 to Case 1 
Case 4 Add  line 11 between buses #1 and #3 to Case 3 
 
IEEE-RTS Cases 
The original IEEE-RTS has a strong transmission network and a weak 
generation system. The IEEE-RTS was modified as follows to examine the effects of 
LFU on reliability indices with different network configurations. The different cases are 
shown in Table 3.14. 
Table 3.14: The modified IEEE-RTS Cases 
Cases Modifications of the IEEE-RTS 
Case 1 Double the generation at buses #16, #18, #21, #22 and #23, a total of 12 units 
are added. The total installed capacity is 5320 MW. The peak load is 4132.13 
MW, which is 1.5 times of the original value. 
Case 2 Case 1, Change the transfer capacity of all the transmission lines to 70% of 
their original values. 
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3.6.2. RRBTS Results 
The system indices at a peak load of 179.28 MW are shown in Table 3.15. A 
comparison of the results in Tables 3.3 with Table 3.15 shows that the reliability indices 
decrease significantly when a line is added between buses #5 and #6. The increase in the 
reliability indices for the original and reinforced RBTS cases at a peak load of 179.28 
MW with increase in LFU when the load correlations are considered to be 100% 
dependent are shown in Table 3.16. 
It can be seen from Table 3.16 that the increases in the reliability indices are 
slightly larger in the RRBTS at LFU of 5% and 10% even though the reliability indices 
for the RRBTS are much smaller than those of the RBTS. The original RBTS has a 
transmission deficiency, as load bus #6 is supplied by a single line. The load bus indices 
at bus #6 are a large portion of the total system indices for the original RBTS. The bus 
#6 indices are mainly determined by the failure of transmission line #9. The LFU does 
not significantly affect the indices at bus #6. When a line is added between buses #5 and 
#6, the transmission system becomes relatively strong. The effect of transmission failure 
does not dominate the load bus indices at bus #6 as in the original RBTS. The LFU 
affects the resulting indices at bus #6 in the RRBTS more and therefore causes a larger 
increase in the total system indices. 
Table 3.15: The system indices for the RRBTS with LFU, peak load = 179.28 MW 
 0% LFU=5% LFU=10% 
Indices  Case A Case B Case C Case A Case B Case C 
EDLC (hrs/yr) 3.66 4.70 4.08 3.96 10.51 5.44 4.95 
EENS (MWh/yr) 44.91 61.05 50.60 48.42 148.53 72.85 64.62 
EFLC (occ/yr) 0.81 1.12 0.94 0.91 2.60 1.30 1.18 
ECOST (k$/yr) 188.31 246.44 208.99 201.07 537.21 285.05 258.52 
 
Table 3.16: The increase in the system indices for the RBTS and the RRBTS with LFU,  
             peak load =179.28 MW 
 RBTS RRBTS 
LFU EDLC 
Increase 
(hrs/yr) 
EENS 
Increase 
(MWh/yr) 
EFLC 
Increase 
(occ/yr) 
EDLC 
Increase 
(hrs/yr) 
EENS 
Increase 
(MWh/yr) 
EFLC 
Increase 
(occ/yr) 
0 0 0 0 0 0 0 
5% 1.02 15.88 0.30 1.03 16.13 0.31 
10% 5.90 95.27 1.52 6.85 103.62 1.79 
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The system indices for the RRBTS when the peak load is 188.24 MW and 
197.21 MW are shown in Tables 3.17 and 3.18 respectively.  
Table 3.17: The system indices for the RRBTS with LFU, peak load = 188.24 MW 
 LFU=0% LFU=5% LFU=10% 
Indices  Case A Case B Case C Case A Case B Case C 
EDLC (hrs/yr) 7.43 9.72 8.13 8.02 23.04 11.83 10.77 
EENS (MWh/yr) 100.91 135.84 112.15 110.21 356.24 166.64 152.24 
EFLC (occ/yr) 1.81 2.41 1.94 1.91 5.41 2.91 2.68 
ECOST (k$/yr) 398.80 518.53 437.19 431.36 1206.51 610.61 565.78 
 
It can be seen from Tables 3.15, 3.17 and 3.18 that the reliability indices increase 
significantly with increase in the peak load.  The increase in the reliability indices also 
becomes more significant with increase in the LFU. 
Table 3.18: The system indices for the RRBTS with LFU, peak load = 197.21 MW 
 LFU=0% LFU=5% LFU=10% 
Indices  Case A Case B Case C Case A Case B Case C 
EDLC (hrs/yr) 14.98 21.81 16.73 16.47 44.83 24.98 23.33 
EENS (MWh/yr) 216.02 312.02 243.31 238.06 746.35 365.17 338.42 
EFLC (occ/yr) 3.21 5.70 4.11 4.03 9.84 6.27 5.89 
ECOST (k$/yr) 814.36 1120.96 901.18 883.85 2433.02 1271.02 1193.64 
 
Figure 3.33 shows the increase in the EDLC (hrs/yr) for the RRBTS considering 
LFU compared with that of the RRBTS at the LFU of 0%. Cases A, B and C represent 
100% dependent, partially correlated and 100% independent load correlations as in 
Section 3.5. 
It can be seen from Figure 3.33 that when the peak load increases, the LFU has 
more effect on the system reliability indices. Case A affects the system indices the most 
while Case C affects them the least for the same LFU and at the same peak load level. 
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Figure 3.33: Increase in the EDLC for the RRBTS considering LFU and bus load  
                           correlation 
Generation deficient systems 
The RRBTS becomes generation deficient when the peak load is 197.21 MW. 
An additional 20 MW unit is added to bus #1 in Case 2. The system in Case 2 has 
adequate generation at this load level. The bus load correlation is considered to be 100% 
dependent. The reliability indices for the RRBTS are shown in Table 3.15. The indices 
for the RBTS Case 2 are shown in Table 3.19. 
Table 3.19: The system indices for RBTS Case 2 with LFU, peak load = 197.21 MW 
LFU 
Indices 
0% 5% 10% 
EDLC (hrs/yr) 4.35 5.92 12.00 
EENS (MWh/yr) 47.49 71.79 179.66 
EFLC (occ/yr) 1.22 1.60 3.01 
ECOST (k$/yr) 184.18 255.64 568.15 
 
It can be seen that the reliability indices decrease in the RBTS Case 2 because of 
the added generating unit. The increases in the system indices with increase in the LFU 
for the two systems are shown in Table 3.20.  
It can be seen from Table 3.20 that the increases in the system indices are larger 
for the generation deficient system. The LFU has a significant effect in a generation 
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deficient system when the system indices are not dominated by a specific generator or 
transmission deficiency. 
Table 3.20: The increase in the system indices for the RRBTS and RBTS Case 2 with  
               LFU, peak load = 197.21 MW 
 RBTS Case 2 RRBTS (Generation deficient) 
LFU EDLC 
Increase 
(hrs/yr) 
EENS 
Increase 
(MWh/yr) 
EFLC 
Increase 
(occ/yr) 
EDLC 
Increase 
(hrs/yr) 
EENS 
Increase 
(MWh/yr) 
EFLC 
Increase 
(occ/yr) 
0 0 0 0 0 0 0 
5% 1.58 24.30 0.38 6.83 96.00 2.49 
10% 7.66 132.18 1.80 29.85 530.33 6.63 
 
Transmission deficient systems 
The peak load was increased by 20% for the configuration in RBTS Case 3. The 
peak load is now 215.14 MW and the total installed capacity is 300 MW. There is 84.86 
MW of capacity reserve. The system has considerable generation but the transmission 
system is under considerable stress. The utilization of Lines #1 and #6 is approximately 
85% of the line rating at the system peak load condition. Failure of one of these parallel 
lines will cause overload on the other line, which may cause load curtailment. RBTS 
Case 3 is a transmission deficient system. A line is added between buses #1 and #3 in 
RBTS Case 4 which alleviates the stress faced by lines #1 and #6.  
The reliability indices for RBTS Cases 3 and 4 are shown in Table 3.21. The 
reliability indices drop significantly from RBTS Case 3 to Case 4 because of the added 
transmission line between buses #1 and #3.  
Table 3.21: The system indices for RBTS Cases 3 and 4 with LFU, peak load = 215.14  
                     MW 
RBTS Case 4 RBTS Case 3 (transmission deficient) 
Indices 
0% 5% 10% 0% 5% 10% 
EDLC (hrs/yr) 0.33 0.51 1.78 6.93 7.18 8.76 
EENS (MWh/yr) 3.96 6.60 27.30 72.81 90.90 149.00 
EFLC (occ/yr) 0.10 0.16 0.52 1.79 1.73 2.06 
ECOST (k$/yr) 15.43 23.90 81.77 199.52 251.50 420.29 
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The increase in the system indices due to the consideration of LFU for RBTS 
Cases 3 and 4 are shown in Table 3.22.  
Table 3.22: The increases in the system indices for RBTS Cases 3 and 4 with LFU,  
                 peak load = 215.14 MW 
RBTS Case 4 RBTS Case 3 (transmission deficient) 
                   
LFU 
EDLC 
Increase 
(hrs/yr) 
EENS 
Increase 
(MWh/yr) 
EFLC 
Increase 
(occ/yr) 
EDLC 
Increase 
(hrs/yr) 
EENS 
Increase 
(MWh/yr) 
EFLC 
Increase 
(occ/yr) 
0% 0 0 0 0 0 0 
5% 0.18 2.64 0.06 0.26 18.09 -0.06 
10% 1.45 23.34 0.42 1.83 76.19 0.26 
 
The increases in the system indices for Case 4 are smaller than for Case 3. The 
LFU has larger effects on a transmission deficient system than on a transmission 
sufficient system as long as the system indices are not dominated by a specific 
transmission deficiency. 
The LFU has different effects on the system reliability indices of different 
network configurations. Generally, LFU has more significant effects on the reliability 
indices when the system is generation deficient or transmission deficient. In some cases, 
if the deficiency itself is a main cause of load curtailment, then the effects of LFU on the 
reliability indices can be masked. It can be seen from the results for the original RBTS 
and RRBTS that the increases in the reliability indices are larger in the RRBTS than in 
the RBTS even though the RRBTS is a more reliable system than the RBTS. 
3.6.3. IEEE-RTS Results 
Generation deficient system 
The original IEEE-RTS is a generation deficient system and the reliability 
indices for the IEEE-RTS with changing LFU are shown in Table 3.4. The reliability 
indices for the IEEE-RTS Case 1 (Table 3.14) with LFU are shown in Table 3.23. The 
peak load is 4132.13 MW and the bus load correlation is considered to be 100% 
dependent.   
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Table 3.23: The IEEE-RTS Case 1 system indices with LFU, peak load = 4132.13 MW 
LFU 
Indices 
0% 5% 10% 
EDLC (hrs/yr) 13.49 20.32 50.28 
EENS (MWh/yr) 3363.28 5355.40 16672.29 
EFLC (occ/yr) 3.83 5.46 12.16 
ECOST (k$/yr) 10354.31 15269.59 42177.25 
 
This system has considerable reserve generating capacity and the system 
reliability indices are considerably lower than those shown in Table 3.4 for the basic 
IEEE-RTS. When the LFU is 0% and 5%, the EDLC and EFLC are less than half the 
IEEE-RTS values. When the LFU is 10%, the EDLC and EFLC for the IEEE-RTS Case 
1 are approximately half of those in the original case. The EENS does not decrease as 
much as the EDLC and EFLC.  
The increases in the reliability indices for the two systems attributable to LFU 
are shown in Table 3.24.  
Table 3.24: The reliability index increases for the IEEE-RTS and IEEE-RTS Case 1 with  
             LFU, peak load = 4132.13 MW 
 IEEE-RTS Case 1 Original IEEE-RTS 
LFU 
EDLC 
Increase 
(hrs/yr) 
EENS 
Increase 
(MWh/yr) 
EFLC 
Increase 
(occ/yr) 
EDLC 
Increase 
(hrs/yr) 
EENS 
Increase 
(MWh/yr) 
EFLC 
Increase 
(occ/yr) 
0 0 0 0 0 0 0 
5% 6.83 1992.12 1.63 13.04 2369.22 2.43 
10% 36.79 13309.01 8.33 64.80 12463.57 12.24 
 
It can be seen from this table that the increases in the reliability indices for the 
original IEEE-RTS are larger than those for the modified IEEE-RTS. This is because the 
original system is generation deficient and the LFU creates more stress on this system 
than on the modified system. 
Transmission deficient systems 
In Case 2, the load carrying capabilities of the transmission lines in the IEEE-
RTS Case 1 are changed to 70% of their original values. The transmission system in the 
IEEE-RTS Case 2 is now weak. The load correlation is considered to be 100%.The 
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reliability indices for the IEEE-RTS Case 2 at a peak load of 4132.13 MW with different 
LFU are shown in Table 3.25. 
Table 3.25: The IEEE-RTS Case 2 reliability indices with LFU, peak load = 4132.13  
                       MW 
 LFU Indices 
0% 5% 
EDLC (hrs/yr) 48.18 55.63 
EENS (MWh/yr) 12655.20 15377.36 
EFLC (occ/yr) 11.24 12.71 
ECOST (k$/yr) 40711.53 47617.54 
 
The system reliability indices for the IEEE-RTS Case 2 are considerably higher 
than those of the IEEE-RTS Case 1 because of the deficient transmission system. 
The increases in the reliability indices attributable to LFU for the two systems 
are shown in Table 3.26.  
Table 3.26: The increase in the system indices for the IEEE-RTS Cases 1 and 2 with  
                LFU, peak load = 4132.13 MW 
 IEEE-RTS Case 2 IEEE-RTS Case 1 
LFU EDLC 
Increase 
(hrs/yr) 
EENS 
Increase 
(MWh/yr) 
EFLC 
Increase 
(occ/yr) 
EDLC 
Increase 
(hrs/yr) 
EENS 
Increase 
(MWh/yr) 
EFLC 
Increase 
(occ/yr) 
0% 0 0 0 0 0 0 
5% 7.45 2722.16 1.47 6.83 1992.12 1.63 
 
It can be seen that the increases in the EDLC and EENS are larger for the IEEE-
RTS Case 2 than for Case 1. The increase in the EFLC in the IEEE-RTS Case 2 is 
smaller than in Case 1. The IEEE-RTS Case 1 is considerably more reliable than the 
IEEE-RTS Case 2 as shown by the relative EDLC and EENS values. The impact on the 
EFLC due to LFU is diminished when the duration of load curtailment increases 
significantly in the IEEE-RTS Case 2 analysis. The LFU has a more significant effect on 
the reliability indices of generation or transmission deficient systems than on balanced 
systems. 
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3.7. Conclusion 
The reliability of an electric power system decreases with increase in the LFU. 
The effect of LFU on HLI and HLII indices are different. The relative index changes at 
HLI are larger than those at HLII for the RBTS. In the IEEE-RTS, the HLII indices 
change more than the HLI indices do with increase in the LFU. The reliability index 
probability distributions are also affected by LFU. The standard deviations and the 
ranges of the reliability index probability distributions increase with increasing LFU. 
The LFU creates considerable variability in the system reliability performance. 
In general, the load bus indices increase with increase in LFU. The LFU tends to 
have a relatively large effect on less reliable buses whose reliability indices are not 
dominated by the transmission network configuration. If the reliability indices at some 
buses are mainly due to a transmission deficiency, the LFU might not have a significant 
effect on the indices even when the indices at these buses are large. System indices 
provide an overall appraisal but sometimes factors such as generating unit conditions, 
transmission network topology and bus load curtailment strategies mask what is actually 
happening inside the system. In this case, bus indices can provide some interesting and 
valuable insight. 
Bus load correlation affects both the system indices and the load bus indices. The 
stronger the correlation between buses, the more considerable are the effects on the 
reliability indices. The effects of bus load correlation on system indices and load bus 
indices increase when the LFU increases. Bus load correlation affects the individual 
load bus indices in different ways as the load bus indices are also influenced by the 
composite system network configuration and the load curtailment strategy. Different 
load shedding philosophies do not significantly affect the system reliability indices 
determined under different degrees of load bus correlation. The impacts of load 
correlation on load bus indices can vary considerably, however, with changes in the load 
shedding philosophy. The load bus indices at bus #6 in the RBTS do not change 
significantly with LFU and bus load correlation when the Pass-I, Pass-II and Priority 
Order load shedding criteria are used.  
Generally, the LFU has a larger effect on generation or/and transmission 
deficient systems than on systems with strong generation and transmission networks. 
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Exceptions can occur when the system indices are dominated by a particular generation 
or transmission deficiency, in which case, the effects of LFU may be masked.  
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CHAPTER 4!
EFFECTS OF WIND POWER 
4.1. Introduction 
Wind is regarded as an important alternative to traditional electric power 
generating sources as it is clean and does not diminish with use. The continuous 
development of wind energy technologies since the 1980’s has resulted in wind turbines 
with high availability at a relatively low price [48]. Wind energy is one of the lowest-
priced renewable energy technologies available today. The interest in the utilization of 
wind power as a renewable energy source has been increasing considerably worldwide 
for the last two decades due to the enhanced public awareness of the environment.  
There are a number of utility and governmental initiatives. One of these is an 
energy policy known as the Renewable Portfolio Standard (RPS) [100]. The RPS is a 
flexible, market-driven policy. Acceptance of the RPS is a commitment to produce a 
specified percentage of the total power generated from renewable sources by a certain 
date. Most of this renewable energy will come from wind as other renewable sources are 
not as suitable for bulk power generation at this time. The total installed wind capacity 
in Canada is now approximately 1.5 GW, which is about 1% of the total electric power 
generation. The Canadian Wind Energy Association (CanWEA) has committed itself to 
a specific target of 10,000 MW of wind power capacity by 2010, which requires an 
annual growth rate of 60% [49]. Many US states and Canadian provinces have agreed to 
generate between 5% to 25% of their electrical power from renewable energy sources by 
2010-2015.  
The integration of renewable energy sources and particularly wind power into 
existing electric power systems dominated by conventional generating sources 
introduces many technical and business challenges for the next generation of power 
systems. The major challenge in using wind as a source of power is that the wind is 
intermittent and is not always available when the electric power is needed, which is 
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quite different from the characteristics of the more conventional energy sources. 
Increasing penetration of wind power introduces significant impacts on power system 
reliability, and security analyses become more uncertain due to the unpredictable nature 
of wind power. One important technical challenge is to incorporate wind power 
reliability considerations in the reliability assessment techniques presently used by 
electric power utilities to assess the adequacy of the overall generating capacity to serve 
the future load requirements. The development of comprehensive reliability evaluation 
techniques will become even more important as wind power penetration levels continue 
to increase in the near future. 
A large number of studies incorporating wind power in generating system 
reliability evaluation (Hierarchical Level I (HLI)) assessment have been conducted [47, 
102, 107]. Relatively little work has been done on composite generation and 
transmission system (Hierarchical Level II (HLII)) reliability assessment incorporating 
wind power and particularly in the well-being framework [101]. The following research 
is focused on examining the impacts of wind power on system reliability in HLII well-
being analysis. The interactive effects of wind power and LFU on system reliability are 
also shown. Planning studies incorporating wind power are performed and the system 
reinforcement alternatives are compared using reliability cost/worth analysis in the well-
being framework. The HLI and RapHL-II programs were modified to incorporate wind 
in the well-being analysis framework. The RBTS and the IEEE-RTS are used as study 
systems and the conventional system reliability indices, load point indices and well-
being indices are used to illustrate the effects of wind energy and the interactive effects 
of wind power and LFU on system reliability. 
4.2. Methodology to Incorporate Wind power 
The sequential Monte Carlo simulation method as described in Chapter 2 is used 
for the HLI and HLII reliability evaluation. The methods used to incorporate wind 
power in the simulation process and to perform the well-being analysis are described in 
this section. 
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4.2.1. Methodology 
A wind energy conversion system (WECS) model consists of two main parts, the 
wind speed model and the wind turbine generator (WTG) model [102, 103]. The time 
varying wind speed can be predicted using an autoregressive moving average (ARMA) 
time series. The nonlinear relationship between the power output of the WTG and the 
wind speed can be described by the operating parameters of the WTG. Three commonly 
used parameters are the cut-in, rated and cut-out wind speeds. The power produced by a 
wind turbine generator (WTG) at a particular site is highly dependent on the wind 
regime at that location.  
Appropriate wind speed data are therefore essential elements in the creation of a 
suitable WTG model. The actual data for a site or a statistical representation created 
from the actual data can be used in the model. A site located at Regina in Saskatchewan, 
Canada has a wind speed mean and standard deviation of 19.52 km/h and 10.99 km/h 
respectively. The hourly mean and standard deviation of wind speeds from an 8-year 
database (1996 to 2003) for this location were obtained from Environment Canada. An 
optimal Auto-Regressive Moving Average Model (ARMA) time series model, ARMA 
(4,3), was built using these data [104] as shown in Equation (4.1). 
                            (4.1) 
The simulated wind speed  can be calculated from Equation (4.2) using the 
wind speed time series model. 
                                                                                             (4.2) 
where  
: the mean observed wind speed at hour t;   
: the standard deviation of the observed wind speed at hour t;  
 is a normal white noise process with zero mean and the variance 
0.409423
2
. 
The mean and standard deviation of the wind speed at the Swift Current site are 
19.46 km/h and 9.7 km/h respectively. The ARMA (4,3) model for the Swift Current 
site and the parameters are shown in Equation (4.3): 
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                          (4.3) 
The ARMA(3,2) model for Saskatoon site are shown in Equation (4.4): 
        (4.4) 
The nonlinear relationship between the power output and the wind speed is 
shown in Figure 4.1. 
 
Figure 4.1:  Wind turbine generator power curve 
The hourly power output can be calculated from the obtained wind speed using 
Equation (4.5). 
                    (4.5) 
where , and are the cut-in, rated and cut-out speed respectively. 
 is the rated power output of the wind turbine generator. 
The constant A, B and C are as shown in Equation (4.6) [104]. 
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                                                                  (4.6) 
4.2.2. Wind speed correlation considerations 
Section 4.2.1 briefly describes the simulation of wind power output using an 
ARMA model. When more than one wind site is considered, the effect of wind speed 
correlation between wind farms should be included. It is a reasonable assumption that 
wind speeds are independent when the distance between the wind sites are very large. 
When the wind farms are in close proximity, there will be different degrees of wind 
speed correlation. The technique used in this research to correlate wind speed time series 
in wind speed simulation models is presented in this section. 
The wind speed correlation between two wind sites can be calculated using the 
cross-correlation index [105, 106]  as in Equation (4.7). 
                                                                          (4.7) 
Where  
:  the cross-correlation  coefficient,  
 and : the elements of the first and second wind speed time series,  
 and : the mean values of the first and second wind speed time series,  
and : are the standard deviations of the first and second wind speed time 
series,  
n: the number of points in the time series. 
The wind speed time series is calculated using the auto-regressive moving 
average (ARMA) time series model described in Section 4.2.1. The ARMA model 
includes two parts, the auto-regressive (AR) and the moving average (MA) segments. 
The AR segment involves lagged terms in the time series, which are wind speeds from 
previous hours. The MA segment involves lagged terms in the noise or residuals, which 
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are random, independent and normally distributed. The wind speed correlation between 
multiple wind sites can be adjusted by selecting appropriate seeds for the random 
numbers used in the MA model. 
If the wind speed time series for two wind sites are simulated from a single 
random number seed at the same time, the wind speed time series at the two wind sites 
will be highly correlated. If the wind speed time series for the two wind sites are 
produced using two independent random number seeds, the simulated wind speeds will 
be uncorrelated. Highly independent and highly dependent wind speeds at various 
locations can be generated using this procedure. The level of correlation between two or 
more wind sites can be adjusted by selecting random number seeds as mentioned earlier. 
Assume there are two wind sites A and B and the correlation coefficient between the 
two wind sites is “C”. Let the random number seed for wind site A be “X” and the 
uniformly distributed random numbers be Xi. The task now is to determine an initiating 
value (seed) at each hour for the second wind site B so that the wind speed correlation 
coefficient between the two wind sites A and B is “C”. The initiating value (seed) at 
each hour for wind site B is a proportional value of the uniformly distributed Xi at each 
hour (mXi). A trial process can be used to determine a suitable “m” that results in a 
correlation of “C”. 
The process used to incorporate the simulation of wind power output and the 
wind speed correlation between multiple wind farms in the analysis software is 
presented in the following section. 
4.2.3. Modification of the HLI and HLII programs 
The process to incorporate wind power and wind speed correlation 
considerations in the HLI and HLII reliability evaluation programs are shown in Figure 
4.2 using a block diagram. The simulation of the wind speed and the wind power output 
are added to the simulation process right after Step 2 in Figure 2.1.   
Well-being analysis for a system with wind power is similar to the procedure 
shown in Figure 2.2. !
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Figure 4.2: Block diagrams to incorporate wind power in the HLI and HLII  
                              sequential simulation program 
The difference is in the selection of the largest generating unit capacity. When 
there are wind turbine generators (WTG) in the system, all the WTG at one wind site are 
considered as one unit as each WTG at a given wind site can lose its generation at the 
same time due to the wind speed condition. The HLI and HLII programs were modified 
accordingly and applied to the RBTS and the IEEE-RTS to investigate the effects of 
wind power on HLI and HLII reliability evaluation and the results are shown in the 
following sections. The studies are extended to examine the impacts on reliability 
indices and reliability cost worth assessments in the HLII security constrained 
framework due to wind power injecttions in a bulk electric system. 
4.3.Effects of Wind Power Additions on HLI Reliability Evaluation 
Wind power behaves quite differently from conventional generating units in that 
it is highly dependent on the site wind regime. Wind power has different effects on 
system reliability compared to those of the conventional generating units. The modified 
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HLI program was applied to the RBTS and the effects of wind power on HLI reliability 
indices are illustrated in the following.  
The original load model is used for the RBTS at a peak load of 185 MW. 
Various amounts of wind power are added to the RBTS and the added wind capacity is 
considered to be either completely dependent or fully independent. The site wind 
regimes for each wind farm addition are completely correlated when the site wind 
regimes are dependent and there is zero correlation when the site wind regimes are 
independent. These conditions may not exist in an actual system and there will be some 
degree of cross-correlation between the site wind regimes. The dependent and 
independent conditions provide boundary values that clearly indicate the effects of site 
wind speed correlation. The Regina wind site data is used in this study. The sampling 
size for the RBTS is 40,000 years. 
4.3.1. Effects of wind power addition on HLI reliability indices 
The LOLE and the LOEE for the RBTS with wind capacity additions from one 
10 MW to five 10 MW injections [107] are illustrated pictorially in Figure 4.3.   
 
 
 
 
 
 
 
Figure 4.3: The RBTS LOLE and LOEE with successive wind power additions 
The LOLE and LOEE for the RBTS at HLI are 1.09 hrs/yr and 9.85 MWh/yr 
respectively as shown in Table 2.3. It can be seen from Figure 4.3 that the LOLE and 
LOEE decrease with increase in the wind power. The LOLE and LOEE are significantly 
lower when the 10 MW wind sites are independent than when they are dependent. When 
the wind regimes are dependent, the LOLE and LOEE decrease significantly with the 
addition of the first and second 10 MW wind farm. The reduction in risk decreases 
considerably as the third, fourth and fifth 10 MW wind farms are added. The system risk 
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becomes saturated when the wind power additions reach a certain level. This is not the 
case when the site wind regimes are independent. Saturation will occur but at much 
higher wind power levels. The LOLE and LOEE graphs are very similar in form. The 
system reliability benefits associated with wind capacity additions are the highest when 
the site wind regimes are independent, and decrease as the degree of site wind regime 
correlation increases. 
4.3.2. Increases in peak load carrying capability due to adding wind power to the 
RBTS 
The addition of wind power provides the system with the ability to satisfy a 
higher peak load while maintaining the system reliability criterion. The following 
studies examine the RBTS reliability indices with various wind power additions at 
different peak load levels with dependent and independent site wind regimes. The 
increase in the peak load carrying capability (IPLCC) attributable to each wind capacity 
addition is illustrated. 
The RBTS LOEE as a function of the peak load with successive wind power 
additions are shown in Figure 4.4 assuming dependent or independent site wind regimes. 
The LOLE at each peak load level with increase in the wind capacity changes similarly 
to that of the LOEE and is not shown here.!
 
 
 
 
 
 
 
            (Dependent site wind regimes)                             (Independent site wind regimes) 
Figure 4.4: The RBTS LOEE as a function of the peak load with successive wind power  
                    additions 
The LOEE at each peak load level decreases with increase in the wind capacity 
and increases with increase in the peak load for each wind power capacity condition 
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considering dependent or independent site wind regimes. The horizontal lines in Figure 
4.4 are the criterion LOEE for the RBTS prior to adding wind power of 9.8531 MWh/yr 
given in Table 2.3. Figure 4.4 shows that the separation (IPLCC) between the individual 
risk profiles decreases as 10 MW increments of wind power are added when the wind 
regimes are dependent. The separation between the individual risk profiles with the 
successive wind power addition is relatively constant when the wind regimes are 
independent, which indicates that the system risk is not yet saturated due to the added 
wind power. 
Figure 4.5 shows the RBTS IPLCC attributable to each wind capacity addition 
based on the LOLE and LOEE criterion risk levels. The IPLCC of each added wind 
farm decreases as additional wind capacity is added when the site wind regimes are 
dependent. When the wind regimes are independent, the IPLCC for each wind capacity 
addition tends to decrease slightly. There is an obvious exception, however, where the 
IPLCC of the third wind site capacity addition is smaller than the values for the fourth 
and fifth additions.  
 
 
 
 
 
 
 
Figure 4.5: The RBTS IPLCC as a function of the added capacity based on LOLE and  
                     LOEE 
The RBTS IPLCC associated with successive wind power additions tends to 
decrease with each addition. The decrease in the IPLCC is relatively insignificant for 
independent wind regimes, but as shown in Figure 4.5, can be substantial for dependent 
wind regime situations. 
The IPLCC associated with a wind capacity addition is the increase in load 
carrying capability that can be attributed to this addition. The IPLCC is therefore the 
wind farm Capacity Credit (CC). The values used to plot Figure 4.5 are given in Tables 
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4.1 and 4.2 as a percentage of the added capacity, These tables also show the Capacity 
Credit associated with the aggregate wind capacity added to the system. 
Tables 4.1 and 4.2 show that the capacity credit directly associated with each 
added increment of wind power decreases significantly when the site wind regimes are 
dependent. This situation could occur when multiple wind farms are located in close 
proximity to each other or when a single wind farm is expanded by adding more wind 
capacity.  The incremental capacity credit is relatively constant when the site wind 
speeds are independent.   
Table 4.1: The RBTS Wind Capacity Credit (CC) with sequential wind power additions  
            based on the LOLE 
Wind Regimes Wind Regimes 
Dependent Independent Dependent Independent 
Wind 
Capacity 
(MW)  CC(%) CC(%) 
Wind 
Capacity 
(MW) CC(%) CC(%) 
0 0 0 0 0 0 
1*10 28.58 28.58 10 28.58 28.58 
2*10 20.44 28.92 20 24.51 28.75 
3*10 16.06 22.63 30 21.69 26.71 
4*10 6.79 27.78 40 17.97 26.98 
5*10 8.92 27.79 50 16.16 27.14 
Table 4.2: The RBTS Wind Capacity Credit (CC) with sequential wind power additions  
            based on the LOEE 
Wind Regimes Wind Regimes 
Dependent Independent Dependent Independent 
Wind 
Capacity 
(MW)  CC(%) CC(%) 
Wind 
Capacity 
(MW) CC(%) CC(%) 
0 0 0 0 0 0 
1*10 25.78 25.78 10 25.78 25.78 
2*10 23.52 31.07 20 24.65 28.43 
3*10 11.64 19.96 30 20.31 25.61 
4*10 7.62 27.19 40 17.14 26.00 
5*10 8.46 25.46 50 12.84 25.89 
!
Tables 4.1 and 4.2 also show that the aggregate capacity credit associated with 
adding additional dependent wind site capacity decreases as the aggregated capacity 
increases. This is directly related to the saturation effect seen in Figure 4.3.  The 
aggregated capacity credit remains relatively constant when the site wind regimes are 
independent.  As noted earlier, the dependent and independent site wind regime results 
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provide lower and upper bound capacity credit limits.  The results for similar studies 
including wind farm correlation will lie between these two bounds. A comparison of 
Tables 4.1 and 4.2 indicates that the wind capacity credit values obtained using the 
LOLE and LOEE criterion risk levels are very similar. The aggregated capacity credit, 
which contains a smoothing effect by successively averaging the incremental 
contributions, is lower when the LOEE values are used. 
Similar studies have been done by adding one to five 10 MW conventional 
generating units to the RBTS. The RBTS IPLCC based on the LOLE and LOEE are 
shown in Figure 4.6. The IPLCC for each 10 MW generating capacity addition is 
approximately 11 MW, which is higher than the actual unit capacity. This is because the 
added units are much smaller than the capacity of the largest unit (40 MW) in the RBTS 
and therefore have a small positive effect on the overall system reliability. There is very 
little difference between the IPLCC values obtained using the LOLE and LOEE indices.  
It can be seen that the relationship between the IPLCC and the aggregate added capacity 
is almost linear. 
    (individual added conventional capacity)      (aggregated added conventional capacity) 
Figure 4.6: The RBTS IPLCC as a function of the added conventional capacity  
                           based on the LOLE and LOEE 
Similar studies have been done on the IEEE-RTS by adding wind power and 
conventional generating capacity. The capacity credit values of the wind power added to 
the IEEE-RTS are different from those of the RBTS. The results also indicate that there 
is saturation in the effects of wind power on system reliability with the increase in the 
wind penetration level. System reliability can be improved by adding generating 
capacity. The actual benefits are dependent on a number of factors that include the 
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composition of the existing generating system and the type of units to be added. As 
shown in Section 4.3.1 and 4.3.2, the effects on the system reliability and the resulting 
reliability benefits of adding conventional generating units and wind generated capacity 
are quite different. The capacity credit values shown in Tables 4.1 and 4.2 are therefore 
system and data specific.  The capacity credit attributable to the addition of wind power 
to a system is fundamentally different to that associated with the addition of 
conventional generating capacity. This is largely due to the fact that power systems are 
usually designed to minimize the likelihood of multiple generating unit failures and that 
conventional generating unit outages are therefore considered to be independent events. 
The power output of each wind turbine generator in a wind farm, however, is dependent 
and directly linked to the wind speed at the site and there will be no power output from 
the farm if the wind speed drops below the cut-in speed.  This relationship extends to the 
power output from dependent wind farms. The studies clearly indicate the effects of 
dependent and independent wind site regimes. The considerable difference between the 
capacity credit and benefits associated with dependent and independent site wind 
regimes clearly indicates the need to determine and incorporate the correlation between 
the existing and proposed wind farms as utilities and governments pursue higher wind 
penetration levels. 
4.4. Effects of Wind Power on Conventional HLII Reliability Evaluation 
In Section 4.3, the HLI indices for the RBTS with wind power addition 
considering dependent and independent wind speed regimes are investigated. The 
studies provide boundary values for the effects of wind speed correlation. The effects of 
wind speed correlation on HLII reliability evaluation are examined in this section.  
4.4.1. Effects of wind speed correlation on HLII reliability evaluation 
Two 20 MW wind farms using the Regina and Swift Current wind data were 
added to the RBTS and the RRBTS at bus #4 and the two study systems are designated 
as RBTSW and RRBTSW. Wind speed correlation levels of 0.94, 0.75, 0.48, 0.25 and 
0.05 are considered. A wind speed correlation of 0.94 indicates that the wind speeds for 
the two sites are basically dependent and a correlation of 0.05 indicates that the wind 
speeds are basically independent. The modified load model is used in these studies. 
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The RapHL-II program was used to perform the analysis. The Pass-II criterion 
was used as the load shedding philosophy. The sampling size is 8,000 years and the 
resulting coefficient of variation is less than 4%. 
Effects on HLII reliability indices 
The HLII reliability indices for the RBTSW with wind addition when the wind 
speeds are dependent or independent are shown in Table 4.3.  
Table 4.3: HLII indices for the RBTSW at various wind speed correlation levels 
Correlation Levels EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) 
0.94 11.70 130.14 1.53 
0.05 11.35 125.58 1.46 
Decrease in the reliability indices 
from Correlation of 0.94 to 0.05 
0.35 4.56 0.07 
 
It can be seen from Table 4.3 that the reliability indices for the two wind speed 
correlation levels are quite close. The relative decreases in the EDLC, EENS and EFLC 
are 2.99%, 3.50% and 4.80% respectively when the correlation decreases from 0.94 to 
0.05, which indicates that wind speed correlation does not significantly affect the 
reliability indices for the RBTSW. 
The HLII reliability indices for the RRBTSW at various wind speed correlation 
levels are shown in Table 4.4.  
Table 4.4: HLII indices for the RRBTSW with wind speed correlation 
Correlation Levels LOLP EDLC (hrs/yr) EENS 
(MWh/yr) 
EFLC (occ/yr) 
0.94 0.000228 2.00 22.56 0.64 
0.75 0.000220 1.92 21.38 0.62 
0.48 0.000209 1.83 20.11 0.59 
0.25 0.000191 1.68 18.37 0.56 
0.05 0.000189 1.66 18.18 0.54 
Decrease in the reliability 
indices from Correlation of 
0.94 to 0.05 
0.000039 0.34 4.38 0.10 
 
It can be seen by comparing Tables 4.3 and 4.4 that the decreases in the 
reliability indices from a correlation level of 0.94 to 0.05 for the RRBTSW are similar to 
those for the RBTSW. The relative decreases in the EDLC, EENS and EFLC when the 
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correlation decreases from 0.94 to 0.05 of 16.95%, 19.42% and 14.98% respectively for 
the RRBTSW are considerably larger than the ones for the RBTSW. The transmission 
network is reinforced in the RRBTS by adding one line between buses #5 and #6. The 
reliability indices for the RRBTS are not dominated by the transmission deficiency in 
the RBTS. Although the absolute values of the decreases in the reliability indices are 
similar, wind speed correlation has more a significant effect on the system reliability in 
the RRBTSW than in the RBTSW. Wind speed correlation can have considerable 
effects on the system reliability at HLII when the system reliability is not dominated by 
transmission deficiencies. 
Effects on load carrying capability 
The effective load carrying capability (ELCC) at HLII with wind turbine 
generating unit additions can be determined in a similar manner to that used earlier at 
HLI. Different reliability indices have different responses to wind capacity additions. 
The wind speed correlation levels can also affect the load carrying capability. The 
RRBTSW is used in this study. The EDLC and EFLC for the RRBTS at a peak load of 
179.28 MW are 3.66 (hrs/yr) and 0.81 (occ/yr) respectively. The EDLC and EFLC for 
the RRBTSW at different peak load levels considering wind speed correlation are shown 
in Table 4.5. 
Table 4.5: HLII reliability indices for RRBTSW at various peak load levels 
Wind Speed Dependent Wind Speed Independent  
Peak Load (MW) 
EDLC (hrs/yr) EFLC (occ/yr) EDLC (hrs/yr) EFLC (occ/yr) 
179.28 2.00 0.64 1.66 0.54 
181.07 2.32 0.73 1.93 0.62 
182.88 2.68 0.85 2.25 0.70 
184.71 3.11 0.98 2.63 0.82 
186.56 3.60 1.15 3.05 0.95 
188.43 4.17 1.32 3.53 1.10 
190.31 4.81 1.52 4.09 1.26 
192.21 5.54 1.74 4.72 1.45 
 
The ELCC with respect to the EDLC and EFLC with the addition of two 20 MW 
wind farms when wind speeds are dependent or independent are shown in Figures 4.7 
and 4.8. The criterion values in Figures 4.7 and 4.8 are the EDLC and EFLC for the 
RRBTS at the peak load of 179.28 MW respectively.
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Figure 4.7: The ELCC based on the EDLC for the RRBTSW considering wind speed  
                      correlation 
Figure 4.7 shows that the ELCC based on the EDLC is 7.74 MW when the two 
wind sites are dependent. When the wind speeds are independent, the ELCC increases to 
9.74 MW. In Figure 4.8, the ELCC based on the EFLC are 3.08 MW and 5.25 MW 
when the wind speeds are dependent or independent respectively. The ELCC increases 
with decrease in the wind speed correlation. The ELCC based on the EDLC is quite 
different from that obtained using the EFLC.  
 
 
Figure 4.8: The ELCC based on the EFLC for the RRBTSW considering wind speed  
                      correlation 
5.25 MW 3.08 MW 
7.74 MW 
9.74 MW 
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The ELCC based on the EDLC and EFLC obtained using the composite system 
reliability evaluation are smaller than those determined in the HLI reliability evaluation. 
In HLII studies, transmission network contingencies are included, which tend to 
counteract improvements in the system reliability created by adding wind capacity. 
4.4.2. Interactive effects of wind and LFU on conventional HLII reliability evaluation 
The effects of LFU (LFU) on HLII reliability evaluation are presented in Chapter 
3. The interactive effects of LFU and wind addition on the system reliability at HLII are 
shown in this section. Bus load correlation is considered to be 100% dependent. The 
RapHL-II program was applied to the RBTS with different wind power injection options 
and the modified load model was used. The sampling size in this study is 8,000 years 
and the Pass-II criterion is used as the load shedding philosophy. 
Effects on HLII reliability indices 
The reliability indices for the RBTS with wind power injections at various LFU 
levels are shown in Figure 4.9. It can be seen from this figure that the reliability indices 
for each wind condition increase with increase in the LFU. At each LFU level, the 
reliability indices decrease with increasing wind capacity. The indices are the lowest 
when the two wind additions are independent.   
It can also be seen from Figure 4.9 that the separations between the 0 MW and 
1*20 MW wind addition risk profiles are larger than those between the 1*20 MW and 
2*20 MW dependent wind addition profile. This indicates that the first 20 MW of wind 
addition provides more benefit in improving the system reliability than the second added 
wind farm if the two wind site speeds are dependent. This is consistent with the 
comments made in Section 4.3.2 when the reliability evaluation is conducted at HLI. 
Figure 4.10 shows the increases in the EDLC and EENS attributable to the 
specific LFU for each wind addition case. It can be seen from Figure 4.10 that the 
EDLC and EENS increases are smaller when the wind power is added compared to the 
values when there is no wind addition. This indicates that wind power is able to 
counteract the effects of LFU on the system reliability indices. 
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Figure 4.9: The system indices versus LFU for the RBTS with different wind injection 
                     options 
 
 
 
 
 
 
 
Figure 4.10: The increase in the EDLC and EENS attributable to the LFU with different  
                      wind injection options 
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Interactive effects of wind addition and LFU on load carrying capability 
The reliability indices for the RBTS when LFU is considered without wind 
power injection at the peak load of 179.28 MW are shown in Table 3.3. 
The RBTS with two 20 MW wind farms added at bus #4 is designated as the 
RBTSW earlier in this chapter. The reliability indices for the RBTSW with dependent 
and independent wind speeds for changing peak loads at an LFU of 5% are shown in 
Table 4.6. 
Table 4.6: HLII reliability indices for the RBTSW at an LFU of 5% 
Wind Speed Dependent Wind Speed Independent Peak 
Load 
(MW) 
EDLC 
(hrs/yr) 
EENS 
(MWh/yr) 
EFLC 
(occ/yr) 
EDLC 
(hrs/yr) 
EENS 
(MWh/yr) 
EFLC 
(occ/yr) 
179.28 12.28 139.02 1.73 11.80 131.88 1.60 
181.07 12.70 146.39 1.87 12.19 139.14 1.69 
182.88 13.16 153.59 2.00 12.68 146.93 1.84 
184.71 13.74 162.08 2.18 13.10 154.16 1.98 
186.56 14.38 172.68 2.40 13.69 163.04 2.15 
188.43 15.18 185.12 2.65 14.36 173.19 2.36 
190.31 16.11 199.76 2.92 15.17 186.77 2.61 
 
The ELCC based on the EDLC, EENS and EFLC for the RBTSW are shown in 
Figures 4.11 to 4.13.  It can be seen that the ELCC based on the EDLC is 7.29 MW 
when the wind speeds at the two sites are 100% dependent. When the wind speeds are 
100 % independent, the ELCC is 9.20 MW.  
 
Figure 4.11: The ELCC based on the EDLC for the RBTSW with different wind speed  
                       correlations, LFU = 5%. 
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The ELCC based on the EENS in Figure 4.12 are 6.60 MW and 8.34 MW for the 
dependent and independent wind speed cases respectively. The ELCC based on the 
EENS is smaller than that based on the EDLC. 
 
Figure 4.12: The ELCC based on the EENS for the RBTSW with different wind speed  
                       correlations, LFU=5% 
Figure 4.13 shows the ELCC based on EFLC for the RBTSW. The ELCC for the 
dependent and independent wind cases are 3.85 MW and 5.90 MW respectively.  
 
Figure 4.13: The ELCC based on the EFLC for the RBTSW with different wind speed  
                       correlations, LFU = 5% 
The ELCC based on the EFLC is considerably smaller than when based on the 
EDLC and EENS. This is due to the highly variable nature of wind power. The EFLC 
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index does not improve as much with wind power as the EDLC and the EENS indices 
do. 
The reliability indices and the ELCC based on the EDLC, EENS and EFLC for 
the RBTSW with changing peak loads at the LFU of 10% are shown in Figures 4.14 to 
4.16 respectively.  
 
Figure 4.14: The ELCC based on the EDLC for the RBTSW with different wind speed  
                       correlations, LFU=10% 
 
Figure 4.15: The ELCC based on the EENS for the RBTSW with different wind speed  
                       correlations, LFU=10% 
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Figure 4.16: The ELCC based on the EFLC for the RBTSW with different wind speed  
                       correlations, LFU = 10% 
It can be seen that the ELCC based on the EDLC and the EENS are quite close, 
while the ELCC corresponding to the EFLC is smaller. It can be seen by comparing 
Figures 4.11 to 4.13 with Figures 4.14 to 4.16, that the ELCC decreases with increase in 
the LFU for the ELCC obtained  using the EDLC, EENS and EFLC when the reliability 
indices at an LFU of 0% are used as the criterion.  
The ELCC associated with wind power addition and varying LFU can be 
compared with that attributable to the addition of conventional generating capacity. This 
is illustrated in the following study, where a 5.5 MW conventional combustion turbine 
unit (CTU) unit is added to the RBTS.!The wind site speeds for the RBTSW are 
considered to be 75% correlated. The bus load correlation is considered to be 100% 
dependent. The 5.5 MW capacity of the CTU is required to keep the EDLC 
approximately the same as that for the RBTSW at the peak load of 179.28 MW when 
the LFU is 0%.  
Figure 4.17 shows the EDLC for the RBTS with the two different generation 
addition options at LFU of 0%, 5% and 10%. The ELCC based on the EDLC are also 
indicated. It can be seen from Figure 4.17 that when the EDLC at each LFU level is 
used as the EDLC criterion, the calculated ELCC decreases with increase in the LFU for 
both the CTU added system and the wind added system. The added conventional unit 
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provides a slightly larger improvement in system reliability at a LFU of 0% at each peak 
load level. The EDLC difference between the two systems increase with increase in the 
peak load. The EDLC for the system with wind addition and CTU become closer at the 
LFU of 5% than those at the LFU of 0%. The EDLC for the wind added system are 
smaller than those for the CTU added system at the LFU of 10% at some peak load 
levels, which indicates that the wind power can counteract the effects of the LFU more 
than the CTU can.  
 
Figure 4.17: The EDLC for the RBTS with different LFU and generation unit addition  
                       options 
4.5. Effects of Wind power on the HLII Well-being Analysis Framework 
The RBTS does not satisfy the N-1 criterion and the RRBTS is used in the well-
being analysis. The effects of wind power addition on reliability indices and well-being 
indices are examined. The RapHL-II program with well-being analysis was applied to 
the RRBTS and the Pass-II policy was used as the load shedding philosophy. The 
sample size is 10,000 years. 
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4.5.1. Effects of wind power additions 
Effects on HLII system indices 
The reliability indices for the RRBTS with different wind additions using the 
Regina wind speed data are shown in Table 4.7. It can be seen that the reliability indices 
decrease with increase in the wind power addition and the incremental benefits decrease 
with increasing wind power. 
Table 4.7: Reliability indices for the RRBTS with different wind additions 
Wind Addition (MW) EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) 
0 3.88 46.95 0.84 
10 2.99 34.36 0.74 
20 2.45 28.06 0.68 
30 2.15 24.42 0.64 
40 1.94 22.07 0.61 
Effects on HLII well-being indices 
The well-being indices for the RRBTS with different wind additions are shown 
in Tables 4.8 to 4.10.  
Table 4.8: The system probability in hrs/yr of each state for the RRBTS with different  
             wind additions  
 Wind Addition (MW) 
State 0 10 20 30 40 
Healthy 8558.91 8564.36 8583.58 8599.13 8610.17 
Marginal 173.21 168.64 149.97 134.72 123.90 
At Risk 3.88 2.99 2.45 2.15 1.94 
 
The “At Risk” values in Table 4.8 are the EDLC values given in Table 4.7. It can 
be seen that the time spent in the healthy state increases and the time spent in the 
marginal state decreases as the system reliability improves with the added wind power.  
Table 4.9 shows the system frequency of each state with different wind 
injections. The system frequency for each state is also shown in Figure 4.18.  
It can be seen that the frequencies of the healthy state and the marginal state are 
relatively close compared to that of the at risk state. The marginal state frequency is 
slightly larger than that of the healthy state. The frequencies of the three states tend to 
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decrease with increase in the added wind power. The frequencies of the healthy and 
marginal states when the wind injection increases from 10 MW to 20 MW remain 
almost unchanged. The frequency could increase due to the highly variable nature of 
wind power. The addition of the wind power to the system, however, causes the system 
frequency to decrease. 
Table 4.9: The system frequency in occ/yr of each state for the RRBTS with different  
             wind additions 
 Wind Addition (MW) 
State 0 10 20 30 40 
Healthy 33.38 32.75 32.83 31.65 30.75 
Marginal 34.14 33.44 33.46 32.25 31.31 
At Risk 0.84 0.74 0.68 0.64 0.61 
 
Figure 4.18: The system frequency of each state for the RRBTS with different wind  
                         additions 
Table 4.10 and Figure 4.19 show the average residence duration in each state for 
the RRBTS. The system is quite reliable and the average residence duration in the 
healthy state is considerably larger than in the marginal and the at risk states.  
Table 4.10: The average residence duration in hrs/occ of each state for the RRBTS with  
             different wind additions                 
 Wind Addition (MW) 
State 0 10 20 30 40 
Healthy 257.73 261.52 261.49 271.69 280.05 
Marginal 5.08 5.04 4.48 4.18 3.96 
At Risk 4.56 4.03 3.60 3.34 3.17 
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It can be seen that the healthy state average duration increases with increase in 
the wind power addition. This is to be expected, as the healthy state probability 
increases and the frequency decreases. The average residence duration decreases for the 
marginal and at risk states. The probability and frequency of these two states with 
increase in the wind power both decrease, but the probability decreases faster which 
leads to a decrease in the average duration. 
In a general sense, the addition of wind power improves the system reliability. 
The healthy state probability increases with increasing wind power, while the marginal 
and at risk state probabilities decrease. The frequency of each state generally drops 
slightly with an increase in the added wind power. The decrease is due to the generating 
capacity contribution of the added wind power counteracted by the intermittent nature of 
the wind. 
  
Figure 4.19: The average residence duration of each state for the RRBTS with different  
                      wind additions 
4.5.2. Effects of wind power on a wind replaced conventional generating unit system in 
the HLII well-being analysis framework 
The fundamental effects of wind power on the well-being indices tend to be 
masked in the analyses in Section 4.5.1 as the system capacity increases with the 
addition of the wind power!and the system becomes more reliable. This is examined in 
the following analyses using two equivalent wind capacity systems designated as 
WRRBTS-1 and WRRBTS-2.  
WRRBTS-1: The WRRBTS-1 is the RRBTS with a 5 MW generating unit 
removed and replaced by 20 MW of wind power at bus #4. The addition of 20 MW of 
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wind power with this wind regime is required to maintain the EDLC criterion risk when 
a 5 MW unit is removed.!
WRRBTS-2: The WRRBTS-2 is the RRBTS with a 10 MW unit removed and 
replaced by 65 MW of wind power to meet the EDLC criterion risk. 
The wind power required to maintain reliability equivalence is obviously 
dependent on the wind regime at the wind site and the connection point in the 
transmission system. This latter aspect is not a factor in this case as bus #4 is close to the 
load center and the southern transmission is relatively strong. The required wind 
capacity at a given wind regime is, however, dependent on the system reliability 
criterion used in the evaluation, and therefore dependent on the system peak load level.  
The Regina wind regime described in Section 4.2.1 is used in the analyses and 
the reliability indices for the three study systems at the peak load of 179.28 MW are 
shown in Table 4.11.  
Table 4.11: The HLII system indices for the three study systems 
System EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) 
RRBTS 3.88 46.95 0.84 
WRRBTS-1 3.87 46.87 1.04 
WRRBTS-2 3.89 49.72 1.32 
 
The RRBTS, WRRBTS-1 and WRRBTS-2 are equivalent in the sense that they 
have the same level of adequacy expressed by the EDLC at the peak load level of 
179.28 MW. The EENS are slightly different for the three systems and the LOLF for the 
WRRBTS-1 and WRRBTS-2 are larger than that of the RRBTS. This indicates that the 
required wind power would be different if the EENS or the EFLC is used as the 
criterion. 
The reliability indices for the RRBTS, WRRBTS-1 and the WRRBTS-2 for a 
range of peak loads are shown in Tables 4.12, 4.13 and 4.14 respectively. It can be seen 
by comparing Table 4.12 with Table 4.14 that the EENS values for the WRRBTS-2 are 
larger than those of the RRBTS. The EDLC and EENS for the WRRBTS-1 are close to 
those of the RRBTS as shown in Tables 4.12 and 4.13. This is because the wind power 
in the WRRBTS-1 is less than that in the WRRBTS-2 and therefore does not have as 
much effect on the energy supply. The EFLC index for the RRBTS is the smallest and 
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that of the WRRBTS-2 is the largest at each peak load level due to the intermittent 
nature of the added wind power. 
Table 4.12: The HLII system indices for the RRBTS with changing peak loads 
Peak Load (MW) EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) 
125.30 (70%) 0.02 0.22 0.01 
134.46 (75%) 0.05 0.47 0.01 
143.42 (80%) 0.09 1.03 0.02 
152.39 (85%) 0.27 2.65 0.06 
161.35 (90%) 0.53 6.34 0.12 
170.32 (95%) 1.64 17.12 0.53 
179.28 (100%) 3.88 46.95 0.84 
188.24 (105%) 7.75 104.38 1.90 
197.21 (110%) 15.78 223.39 3.34 
206.17 (115%) 31.86 453.60 10.29 
215.14 (120%) 80.05 1079.26 21.11 
 
Table 4.13: The HLII system indices for the WRRBTS-1 with changing peak loads 
Peak Load (MW) EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) 
125.30 (70%) 0.03 0.19 0.01 
134.46 (75%) 0.05 0.44 0.01 
143.42 (80%) 0.11 1.03 0.03 
152.39 (85%) 0.26 2.70 0.07 
161.35 (90%) 0.60 6.56 0.21 
170.32 (95%) 1.85 18.88 0.53 
179.28 (100%) 3.87 46.87 1.04 
188.24 (105%) 7.93 105.01 2.12 
197.21 (110%) 15.01 217.94 3.77 
206.17 (115%) 34.86 471.59 11.11 
215.14 (120%) 79.38 1094.07 20.16 
 
Table 4.14: The HLII system indices for the WRRBTS-2 with changing peak loads 
Peak Load (MW) EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) 
125.30 (70%) 0.04 0.35 0.01 
134.46 (75%) 0.07 0.70 0.02 
143.42 (80%) 0.14 1.52 0.04 
152.39 (85%) 0.26 3.21 0.09 
161.35 (90%) 0.83 8.30 0.31 
170.32 (95%) 1.95 22.43 0.62 
179.28 (100%) 3.89 49.72 1.32 
188.24 (105%) 7.76 109.37 2.23 
197.21 (110%) 15.58 221.31 5.87 
206.17 (115%) 39.63 515.14 13.04 
215.14 (120%) 75.33 1113.24 22.82 
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The EDLC for the RRBTS, WRRBTS-1 and WRRBTS-2 are shown pictorially 
in Figure 4.20. The EDLC for the RRBTS, WRRBTS-1 and WRRBTS-2 are very close 
for the peak load levels from 95%, to 105%. When the peak load level increases or 
decreases further, the systems are no longer equivalent. 
 
Figure 4.20: The EDLC for the RRBTS, WRRBTS-1 and WRRBTS-2 versus peak load 
It can be seen from Figure 4.20 that when the peak load is less than 95% of the 
base peak load of 179.28 MW, the EDLC is larger for the larger wind injected system. 
In general, the EDLC is smaller for systems with larger wind injections when the peak 
load is larger than the peak load level at which the systems are equivalent. The 
replacement of a conventional unit with wind power changes the system capacity outage 
probability table (COPT) [2]. The derated states associated with the added wind power 
widen the range of the COPT. The probability when the available capacity is low or high 
increases and probabilities in the middle decrease. When the peak load increases, the 
high available capacity in the system with wind is able to supply the large load values, 
which causes the EDLC to decrease. When the peak load decreases, the middle part of 
the COPT has larger effects on the EDLC and the EDLC increases.  There is an 
exception at the peak load of 206.17 MW, which is 115% of the original peak load. The 
EDLC increases with increase in the wind power addition. This is because at this peak 
load level, when the RRBTS loses the largest unit of 40MW, the available capacity is 
200 MW which is smaller than the peak load. The loss of the largest unit has a larger 
effect on the EDLC than the injection of wind power. 
The EENS of the RRBTS, WRRBTS-1 and WRRBTS-2 are shown in Figure 
4.21. The EENS varies differently from the EDLC with changes in the pe
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EENS for the WRRBTS-1 is closer to that of the RRBTS than that of the WRRBTS-2. It 
can be seen from Tables 4.14 to 4.16 that when the peak load is smaller than 105% of 
the base peak load, the EENS is larger for the systems with wind additions. The EENS is 
higher when the wind capacity is a relatively larger fraction of the total installed 
capacity. The difference in the EENS, however, decreases with increasing peak load. 
When the peak load reaches a certain value, the EENS for the systems with wind are 
smaller than for systems with no wind. 
 
Figure 4.21: The EENS for the RRBTS, WRRBTS-1 and WRRBTS-2 versus peak load 
The well-being indices for the RRBTS, WRRBTS-1 and WRRBTS-2 are shown 
in Tables 4.15 to 4.17.  
Table 4.15: The system probability in hrs/yr of each operating state for the different  
                        systems 
Systems State 
RRBTS WRRBTS-1 WRRBTS-2 
Healthy 8558.91 8528.76 8551.45 
Marginal 173.21 203.37 180.67 
At Risk 3.88 3.87 3.89 
 
The healthy state probability indicates the amount of time that the system spends 
in the state in which the deterministic (N-1) criterion is satisfied. The marginal state 
indicates the time in which the system resides in the state in which the criterion is not 
satisfied but there is no actual load curtailment. The healthy state probabilities for the 
WRRBTS-1 and WRRBTS-2 are smaller than that of the RRBTS, while the marginal 
state probability of the WRRBTS-1 and WRRBTS-2 are larger than that of the RRBTS. 
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This table shows that while the at risk state probabilities (EDLC) are very close, the 
healthy and marginal state probabilities are different for the three systems. 
The system frequencies of the operating states for the three systems are shown in 
Table 4.16. It can be seen that the frequencies of the three states are larger for the 
WRRBTS-1 and WRRBTS-2 than for the RRBTS. This indicates that the replacement 
of conventional generating units with wind turbine generators causes more state 
transitions due to the intermittent performance of wind power. The WRRBTS-2 has a 
larger proportion of wind power than the WRRBTS-1 and therefore the intermittent 
performance of wind power has a larger effect on the operating state frequencies of the 
three states for the WRRBTS-1 as shown in Table 4.16. 
Table 4.16: The system frequency in occ/yr of each operating state for the different  
                         systems 
Systems State 
RRBTS WRRBTS-1 WRRBTS-2 
Healthy 33.38 42.88 47.52 
Marginal 34.14 43.86 48.75 
At Risk 0.84 1.04 1.32 
 
Table 4.17 shows the average duration of each operating state for the RRBTS, 
WRRBTS-1 and WRRBTS-2.  
Table 4.17: The average residence duration in hrs/occ of each operating state for the  
                different systems  
Systems State 
RRBTS WRRBTS-1 WRRBTS-2 
Healthy 256.44 198.90 179.96 
Marginal 5.07 4.64 3.71 
At Risk 4.61 3.72 2.95 
 
The average duration of each state decreases because the frequency of each state 
increases with increase in the wind capacity. The marginal state probability also 
increases but the marginal state frequency increases more than the probability and 
therefore the marginal state average duration decreases. 
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When a conventional generating unit is replaced by wind power to maintain the 
system reliability at a certain level, the well-being indices change. In general, the system 
transitions between states increase because of the intermittent characteristics of wind 
power. The healthy state probability decreases and marginal state probability increases. 
The frequency of each state increases due to the injection of the wind power. The effects 
of wind power on the system operating state probabilities and state frequencies increase 
as the proportion of wind capacity to the total installed capacity increases. The average 
residence duration of each state changes correspondingly.  
The system probability of the healthy state for the three systems with changing 
peak loads is shown in Figure 4.22. The healthy state probability profiles are divided 
into two segments in this figure in order to show the separation between the three 
systems profiles at the 179.28 MW peak load level. 
Figure 4.22: The probability of the healthy state with changing peak loads for the three  
                       systems 
It can be seen that the healthy state probabilities for the three systems are very 
close at low peak load levels. The healthy state probability in hrs/yr moves towards 
8736 (hrs/yr) when the peak load decreases. The difference in the healthy state 
probability increases when the peak load increases. The RRBTS healthy state 
probability is slightly larger when the peak load is less than 179.28 MW, followed by 
the WRRBTS-1 and the WRRBTS-2. The system probability of the at risk state is the 
same as the EDLC for the various cases and is shown earlier in Tables 4.12 to 4.14. 
The probability of the marginal state for the three systems is shown in Figure 
4.23. It can be seen from Figure 4.23 that the probabilities of the marginal state for the 
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three systems move towards zero when the peak load decreases. The differences in the 
marginal state probabilities for the different systems become more observable with 
increasing peak load. When the peak load reaches a certain level, the differences 
decreases again. 
  
Figure 4.23: The probability of the marginal state with changing peak loads for the three  
                      systems 
The system frequencies of the healthy and marginal states for the three systems 
are shown in Figures 4.24 and 4.25 respectively. It can be seen that the system 
frequencies for both the healthy and marginal states increase with increase in the peak 
load. The average residence duration of the healthy state for the three systems are shown 
in Figure 4.26. It can be seen that the average duration decreases quickly with increase 
in the peak load. The differences in the average duration for the three systems is larger 
when the peak load is lower. As the peak load continues to increase, the duration of the 
healthy state drops to the limiting value of 0 hrs/occ. 
 
 
Figure 4.24: The frequency of the healthy state with peak load for the three systems  
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Figure 4.25: The frequency of the marginal state with peak load for the three systems 
 
Figure 4.26: The average duration of the healthy state with peak load for the three  
                           systems 
Figures 4.27 and 4.28 show the average residence durations of the marginal and 
at risk states for the three systems respectively. It can be seen from these two figures 
that the average durations of the marginal and at risk states for the RRBTS are larger 
than those of the WRRBTS-1 and the WRRBTS-2 for most peak load levels. The larger 
the wind addition, the smaller is the average duration. This is because the frequency of 
each state increases when the wind injection increases. The average durations in the 
marginal and at risk states for the three systems are close, however, at some peak load 
levels such as the peak loads of 95% and 115%. This could be because the system 
performance is dominated at these peak load levels by the generation composition of the 
conventional generating units, which masks the effects of the wind power additions. 
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Figure 4.27: The average duration of the marginal state with peak load for the three  
                          systems 
 
Figure 4.28: The average duration of the at risk state with peak load for the three  
                            systems 
4.5.3. Interactive effects of wind power and load forecast uncertainty in the well-being 
analysis framework 
Effects on the HLII reliability indices 
The RRBTS, WRRBTS-1 and WRRBTS-2 are used in the analyses. The 
reliability indices for the three systems are shown in Tables 4.18 to 4.20. 
Table 4.18: The HLII system indices for the RRBTS with LFU 
LFU EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) 
0 3.88 46.95 0.84 
5% 4.88 61.70 1.17 
10% 10.36 147.03 2.53 
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Table 4.19: The HLII system indices for the WRRBTS-1 with LFU 
LFU EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) 
0 3.87 46.87 1.04 
5% 4.84 62.66 1.30 
10% 10.92 135.17 2.92 
 
Table 4.20: The HLII system indices for the WRRBTS-2 with LFU 
LFU EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) 
0 3.89 49.72 1.32 
5% 4.45 64.21 1.52 
10% 9.31 151.12 3.17 
 
It can be seen that the EDLC and EENS in Tables 4.19 and 4.20 are slightly 
different from those in Table 4.18. The EFLC in Tables 4.19 and 4.20 are much larger 
than those in Table 4.18. This is due to the replacement of the conventional generation 
unit with wind power. The intermittent nature of wind power causes an increase in the 
frequency of load curtailment. The WRRBTS-2 has a larger proportion of wind power 
and therefore has a larger EFLC. 
It can be seen that the EDLC for the WRRBTS-1 is slightly less than that of the 
RRBTS when the LFU is 5%. This shows that the added wind power counteracts the 
effects of the LFU on the EDLC. The installed capacity of the wind power is 20 MW for 
the WRRBTS-1, which is four times the capacity of the removed conventional 
generating unit. In this case, the produced wind power is able to complement some of 
the larger loads introduced by LFU. When the LFU is 10%, it can be seen that the 
EDLC for the RRBTS is slightly smaller than for the WRRBTS-1. This indicates that 
the added wind power is not able to counteract the effects of the LFU on the EDLC 
when the LFU increases to a certain level. The capacity of the removed unit is 10 MW 
and the added wind power is 65 MW in the WRRBTS-2. The replacement ratio in this 
case is 6.5, which is larger than that in the WRRBTS-1. The EDLC for the WRRBTS-2 
is less than that of the RRBTS and the WRRBTS-1 at LFU of 5% and 10%. This 
indicates that the WRRBTS-2 is able to counteract the effect of the LFU more than in 
the WRRBTS-1 due to the larger wind replacement ratio.  
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Effects on the HLII well-being indices 
Tables 4.21-4.23 show the system probability, frequency and average duration of 
each operating state with various LFU for the RRBTS.  
Table 4.21: The system probability in hrs/yr of each state for the RRBTS with LFU at  
                      HLII 
LFU State 
0 5% 10% 
Healthy 8558.91 8536.04 8448.48 
Marginal 173.21 195.08 277.15 
At Risk 3.88 4.88 10.36 
 
It can be seen from Table 4.21 that the probability of the healthy state drops with 
increase in the LFU and the probabilities of the marginal and at risk states increase. The 
system is not only more likely to spend more time in the marginal state where the N-1 
criterion is no longer satisfied, but also more likely to go into the at risk state. 
Table 4.22: The system frequency in occ/yr of each state for the RRBTS with LFU at  
                       HLII 
LFU State 
0 5% 10% 
Healthy 33.38 37.96 54.44 
Marginal 34.14 39.04 56.76 
At Risk 0.84 1.17 2.53 
 
Table 4.22 shows the system frequency of each operating state for the RRBTS. 
The frequency of the marginal state is larger than that of the healthy state because there 
are more transitions between the marginal and at risk states than between the healthy 
and at risk states. The frequency of the at risk state is relatively small because the 
system is quite reliable and most of the time there is no violation of the operating 
constraints. The state transitions are mainly between the healthy and marginal states. 
Table 4.23 shows the average duration of each operating state versus the LFU. It 
can be seen that the average duration of the healthy state is much larger than the average 
duration of the other two states. The average duration in the marginal state is relatively 
close to that in the at risk state. 
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Table 4.23: Average duration in hrs/occ of each state for the RRBTS with LFU at HLII 
LFU State 
0 5% 10% 
Healthy 256.44 224.86 155.18 
Marginal 5.07 5.00 4.88 
At Risk 4.61 4.18 4.09 
 
It can also be seen that the decrease in the healthy state is the largest and the 
decrease in the marginal state is the smallest. The average durations of the healthy, 
marginal and at risk states decrease with increase in the LFU due to the more frequent 
transitions between states. Even though the probabilities of the marginal and at risk 
states increase with increase in the LFU, the average durations decrease as the increases 
in the frequencies of these two states are higher than the respective increases in the state 
probabilities. 
Tables 4.24-4.26 show the system operating state probabilities, frequencies and 
durations for the WRRBTS-1. 
Table 4.24: The system probability in hrs/yr of each state for the WRRBTS-1 with LFU  
                    at HLII 
LFU State 
0 5% 10% 
Healthy 8528.76 8508.80 8410.68 
Marginal 203.37 222.37 314.41 
At Risk 3.87 4.84 10.92 
 
It can be seen from Table 4.24 that the system probability of the healthy state 
decreases with increase in the LFU, while those of the marginal state and at risk state 
increase. The increase is larger when the LFU changes from 5% to 10% than that from 0 
to 5%. This is similar to that of the RRBTS.  
The frequencies of the three operating states shown in Table 4.25 increase with 
increase in the LFU as in the RRBTS case. The average duration of the healthy state 
decreases and that of the at risk state increases with increase in the LFU. The average 
duration of the marginal state, however, changes differently from that of the RRBTS.  
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Table 4.25: The system frequency in occ/yr of each state for the WRRBTS-1 with LFU  
                     at HLII 
LFU State 
0 5% 10% 
Healthy 42.88 45.22 63.71 
Marginal 43.86 46.43 66.44 
At Risk 1.04 1.30 2.92 
 
Table 4.26: The average duration in hrs/occ of each state for the WRRBTS-1 with LFU  
                     at HLII 
LFU State 
0 5% 10% 
Healthy 198.90 188.17 132.02 
Marginal 4.64 4.79 4.73 
At Risk 3.72 3.71 3.74 
 
Tables 4.27 to 4.29 show the well-being indices for the WRRBTS-2 at HLII with 
changing LFU. The changes in the well-being indices are similar to those in Tables 4.22 
to 4.24 for the WRRBTS-1. The LFU affects both the reliability indices and the well-
being indices. In general, the system becomes less reliable and less secure as the LFU 
increases. 
Table 4.27: The system probability in hrs/yr of each state for the WRRBTS-2 with LFU  
                     at HLII 
 LFU 
State 0 5% 10% 
Healthy 8551.45 8547.81 8468.84 
Marginal 180.67 183.75 257.86 
At Risk 3.89 4.45 9.31 
 
Table 4.28: The system frequency in occ/yr of each state for the WRRBTS-2 with LFU  
                     at HLII 
 LFU 
State 0 5% 10% 
Healthy 47.52 50.53 69.97 
Marginal 48.75 51.94 72.92 
At Risk 1.32 1.52 3.17 
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Table 4.29: The average duration in hrs/occ of each state for the WRRBTS-2 with LFU  
                     at HLII 
 LFU 
State 0 5% 10% 
Healthy 179.96 169.18 121.04 
Marginal 3.71 3.54 3.54 
At Risk 2.95 2.93 2.94 
 
 
 
The system probabilities for the three operating states for the RRBTS and the 
WRRBTS-1 are shown graphically in Figure 4.29.  
 
 
Figure 4.29: The system probabilities of the three operating states for the RRBTS and  
                       the WRRBTS-1 with LFU 
This figure illustrates the differences in the well-being indices for the two 
systems and how the indices vary with increase in LFU. It can be seen from Figure 4.29 
that the at risk state probabilities (EDLC) for the two systems are relatively close to each 
other over the LFU range considered. The healthy state probability for the RRBTS is 
larger than that for the WRRBTS-1 at each LFU level and the opposite is true for the 
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marginal state. The differences in the healthy state and marginal state probabilities for 
the two systems are relatively constant with increase in the LFU. 
The frequencies of the three operating states for the two systems are shown in 
Figure 4.30 where it can be seen that the operating state frequencies of the WRRBTS-1 
are larger than those of the RRBTS at each LFU level. The differences in the two 
frequencies for each operating state vary when the LFU changes. The frequency 
differences in the healthy, marginal and at risk states are the smallest at the LFU of 5%. 
This shows that replacing a conventional generating unit with wind power tends to 
counteract the effects of LFU on the system and the transitions between the states 
decrease. When the LFU continues to increase, the difference becomes larger. 
 
 
 
Figure 4.30: The system frequencies of the three operating states for the RRBTS and the  
                     WRRBTS-1 with LFU. 
The average durations of the three operating states are shown in Figure 4.31. 
Figure 4.31 shows that the average duration in each state for the two systems responds 
quite differently with LFU. The average duration is determined by the system 
probability and system frequency. It can be seen in the figures that the difference in the 
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healthy state probability between the two systems decreases with increase in the LFU. 
The average duration of the marginal state for the RRBTS decreases with increasing 
LFU, while that of the WRRBTS-1 increases with the LFU of 0% to 5%, then decreases 
with the LFU of 5% to 10%. The at risk state average duration for the RRBTS and 
WRRBTS-1 decreases and increases respectively with increase in the LFU. The average 
durations of all the operating states for the WRRBTS-1 are smaller than those for the 
RRBTS due to the intermittent behaviour of the added wind power. 
  
 
 
Figure 4.31: The average durations of the three operating states for the RRBTS and the  
                      WRRBTS-1 with LFU 
4.5.4. Effects of wind power in the well-being analysis framework for the IEEE-RTS 
The RRBTS is a relatively small system developed for teaching and research 
purposes. In order to examine the well-being effects associated with wind power on a 
larger system, similar studies were conducted on the IEEE-RTS and a wind modified 
system designated as the IEEE-WRTS. The IEEE-RTS is wind modified by removing a 
50 MW unit and replacing it with 205 MW wind capacity at bus #1 to maintain the 
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EDLC at the peak load of 2754.75 MW. The modified system is designated as the IEEE-
WRTS. 
Effects on the HLII reliability indices 
The reliability indices for the IEEE-RTS and the IEEE-WRTS with changing 
peak loads are shown in Tables 4.30 and 4.31 respectively. The EDLC for the IEEE-
RTS and the IEEE-WRTS at different peak load levels are also illustrated pictorially in 
Figure 4.32. 
The EDLC are slightly smaller for the IEEE-RTS than those of the IEEE-WRTS 
when the peak load is less than 100%. When the peak load is larger than 100%, the 
EDLC for the IEEE-WRTS are smaller than the those for the IEEE-RTS. This is similar 
to the results for the RRBTS. The EDLC for the IEEE-RTS and the IEEE-WRTS 
compare quite closely at the different peak load levels due to the fact that the wind 
injection is a smaller percentage of the total capacity than in the WRRBTS-1 and 
WRRBTS-2. 
Table 4.30:  The HLII system indices for the IEEE-RTS with peak load 
Peak Load  EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) 
85% 1.58 153.51 0.46 
90% 4.65 510.59 1.26 
95% 13.32 1566.91 3.47 
 (100%) 35.70 4510.17 9.13 
105% 82.31 11824.06 18.56 
110% 173.50 27491.92 39.20 
115% 355.21 60357.34 77.37 
 
Table 4.31: The HLII system indices for the IEEE-WRTS with peak load 
Peak Load (MW) EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) 
85% 1.59 148.68 0.51 
90% 4.77 516.37 1.43 
95% 13.53 1598.06 3.86 
 (100%) 35.45 4550.81 9.46 
105% 80.47 11681.07 20.15 
110% 184.10 30998.12 42.85 
115% 346.22 59231.64 78.22 
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Figure 4.32: The EDLC for the IEEE-RTS and IEEE-WRTS versus peak load. 
Effects on the HLII well-being indices 
The well-being indices for the IEEE-RTS and the IEEE-WRTS are shown in 
Table 4.32. The healthy state probability of the IEEE-WRTS is smaller than that of the 
IEEE-RTS and agree with the situation for the RRBTS and the WRRBTS-1 or 
WRRBTS-2. The frequencies of the three states are larger for the IEEE-WRTS due to 
the intermittent nature of the added wind power. The added wind power in the IEEE-
WRTS has similar effects on the well-being indices as in the WRRBTS-1 and 
WRRBTS-2. The effects are, however, not exactly the same as the IEEE-RTS is a less 
reliable system than the RRBTS. 
Table 4.32: Well-being indices for the IEEE-RTS and IEEE-WRTS. 
IEEE-RTS IEEE-WRTS 
State 
Probability Frequency Duration Probability Frequency Duration 
Healthy 8274.03 95.75 86.41 8224.40 104.32 78.84 
Marginal 425.50 102.53 4.15 475.09 112.14 4.24 
At Risk 36.47 9.14 3.99 36.51 9.47 3.86 
 
Interactive effects of wind power and LFU 
The well-being indices for the IEEE-RTS and the IEEE-WRTS with various 
LFU are shown in Tables 4.33 to 4.35. 
Table 4.33: The system probability in hrs/yr of each state for the IEEE-RTS and the  
                 IEEE-WRTS with LFU at HLII 
IEEE-RTS IEEE-WRTS 
State 
0 5% 10% 0 5% 10% 
Healthy 8274.03 8181.83 7997.59 8224.40 8129.98 7983.78 
Marginal 425.50 505.25 636.21 475.09 555.72 657.52 
At Risk 36.47 48.92 102.20 36.51 50.29 94.70 
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Table 4.34: The system frequency in occ/yr of each state for the IEEE-RTS and the  
                 IEEE-WRTS with LFU at HLII 
IEEE-RTS IEEE-WRTS 
State 
0 5% 10% 0 5% 10% 
Healthy 95.75 105.69 125.66 104.32 117.91 132.31 
Marginal 102.53 114.82 141.90 112.14 128.56 149.81 
At Risk 9.14 11.65 21.59 9.47 12.85 21.83 
 
Table 4.35: The average duration in hrs/occ of each state for the IEEE-RTS and the  
                 IEEE-WRTS with LFU at HLII 
IEEE-RTS IEEE-WRTS 
State 
0 5% 10% 0 5% 10% 
Healthy 86.41 77.41 63.64 78.84 68.95 60.34 
Marginal 4.15 4.40 4.48 4.24 4.32 4.39 
At Risk 3.99 4.20 4.73 3.86 3.92 4.34 
 
It can be seen from Table 4.33 that the healthy and marginal state probabilities 
with increase in the LFU for the IEEE-RTS and the IEEE-WRTS behave in a similar 
manner to those for the RRBTS and the WRRBTS-1. The at risk state probabilities for 
the IEEE-RTS and the IEEE-WRTS are relatively close for the three LFU compared to 
the healthy and marginal state probabilities. The at risk state probability for the IEEE-
WRTS is slightly larger than that of the IEEE-RTS at the LFU level of 5% and smaller 
at 10%. This is different from that in the RRBTS and the WRRBTS-1. This is because 
the RRBTS and the IEEE-RTS are at different reliability levels and act differently when 
the interactive effects of wind power and LFU on the indices are considered. 
The system frequency of each state for the IEEE-WRTS shown in Table 4.34 are 
larger than those for the IEEE-RTS at each LFU level as in the RRBTS and the 
WRRBTS-1 analyses. 
The average duration of each state for the IEEE-RTS and the IEEE-WRTS 
change correspondingly to the changes in the system probability and frequency. 
The different degrees of LFU not only changes the system reliability indices, but 
also the well-being indices. When a conventional generating unit is replaced by a 
specific amount of wind power to maintain the system reliability, the reliability indices 
of systems with larger wind penetration are smaller than those of systems with lower 
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wind penetration when LFU is considered. The added wind power is able to counteract 
the effects of the LFU on the system reliability indices to some extent. 
The healthy state probability decreases with increase in the LFU. In systems in 
which different wind replacement options are used to maintain the reliability indices, the 
more reliable the system is, the higher is the probability of the healthy state, and the 
lower is the probability of the marginal state. The frequency of each state increases with 
increase in the wind power penetration and LFU. The intermittent nature of the wind 
power creates more transitions between states. When the LFU increases, higher peak 
loads occur more often during the simulation process, which causes the system to transit 
between states more often.  
4.6. Planning Studies Incorporating Wind Power and Load Forecast Uncertainty 
4.6.1. Planning studies 
The interactive effects of adding wind power to a system and the existence of 
LFU is illustrated using a selected series of wind power additions to the IEEE-MRTS. 
This system is the IEEE-RTS Case 1 described in Section 3.6.2. The IEEE-MRTS was 
modified by adding two 240 MW wind farms located at different buses. The modified 
study systems are as follows. 
IEEE-WMRTS1: 240 MW WECS are connected to bus #1 and #8 both through 
two transmission lines.  
IEEE-WMRTS2: 240 MW WECS are connected to bus #1 and #13 both through 
two transmission lines. 
IEEE-WMRTS3: 240 MW WECS are connected to bus #1 and #18 both through 
two transmission lines. 
IEEE-WMRTS4: 240 MW WECS are connected to bus #8 and #13 both through 
two transmission lines. 
IEEE-WMRTS5: 240 MW WECS are connected to bus #8 and #18 both through 
two transmission lines. 
IEEE-WMRTS6: 240 MW WECS are connected to bus #13 and #18 both 
through two transmission lines. 
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System reliability indices for the different wind addition options 
The Regina and Swift Current wind data are used and wind speed correlations of 
0%, 75% and 100% between the two wind sites are considered. The load shedding 
philosophy used is the Pass-I policy. The reliability indices for the six study systems are 
shown in Table 4.36.  
Table 4.36: The system indices for the IEEE-WMRTS with different wind speed  
                          correlations 
Reliability Indices IEEE-WMRTS1 IEEE-WMRTS2 
 Wind Speed Correlation Wind Speed Correlation 
 0% 75% 100% 0% 75% 100% 
EFLC (occ/yr) 2.63 2.84 2.88 2.82 3.01 3.05 
EDLC (hrs/yr) 7.53 7.97 8.08 8.32 8.74 8.90 
ECOST(M$/yr) 4.877 5.27 5.36 5.75 5.98 6.03 
DPUI (sys. mins) 22.29 24.20 24.67 25.67 26.82 27.11 
IEEE-WMRTS3 IEEE-WMRTS4 
Wind Speed Correlation Wind Speed Correlation 
Reliability Indices 
0% 75% 100% 0% 75% 100% 
EFLC (occ/yr) 3.28 3.38 3.40 2.64 2.83 2.86 
EDLC (hrs/yr) 9.62 9.95 10.11 8.38 8.79 8.93 
ECOST(M$/yr) 6.30 6.47 6.47 6.19 6.23 6.39 
DPUI (sys. mins) 28.26 29.10 29.09 27.82 27.91 28.77 
IEEE-WMRTS5 IEEE-WMRTS6 
Wind Speed Correlation Wind Speed Correlation 
Reliability Indices 
0% 75% 100% 0% 75% 100% 
EFLC (occ/yr) 3.25 3.32 3.38 3.50 3.59 3.61 
EDLC (hrs/yr) 9.99 10.46 10.51 10.96 11.26 11.45 
ECOST(M$/yr) 6.58 6.80 6.77 8.04 8.06 8.22 
DPUI (sys. mins) 30.30 31.36 31.26 36.56 36.59 37.57 
 
It can be seen from Table 4.36 that the delivery point unavailability index 
(DPUI) and the EDLC for the IEEE-WMRTS1 are the smallest, followed by those of the 
IEEE-WMRTS2 and IEEE-WMRTS4. The EFLC for the IEEE-WMRTS1 and IEEE-
WMRTS4 are similar and are smaller than those of the other cases. The IEEE-WMRTS1 
with the two 240 MW WECS added to buses #1 and #8 provides a larger improvement 
in the system reliability than does the other study systems. This is mainly because the 
northern part of the IEEE-MRTS has most of the generating capacity and it is more 
efficient to add generating capacity directly to the southern portion to relieve the stress 
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on the transmission network associated with transmitting power from the northern part 
to the southern part. 
It can also be seen from Table 4.36 that the reliability indices for the six study 
systems increase with increase in the wind speed correlation between the two WECS. 
When the two WECS are connected to two buses that are in relatively close proximity, 
the changes in the wind speed correlation have slightly more effect on the system 
reliability indices than when the WECS are connected to two buses that are widely 
separated. The transmission network tends to mask the effects of wind speed correlation 
on the system reliability. 
Effects on the reliability indices of the various reinforcement alternatives 
considering LFU 
The IEEE-WMRTS1 and IEEE-WMRTS2 are used in the following studies. The 
wind speed correlation between the two wind sites is considered to be 75%.  
Line #23 (connecting buses #14 and #16), line #6 (connecting buses #3 and #9) 
and line #28 (connecting buses #16 and #17) in the IEEE-WMRTS1 and IEEE-
WMRTS2 have the largest overload times in the previous studies. The transmission 
networks in the two systems are reinforced as follows.  
Alt. 1: Add a line between buses #14 and #16. 
Alt. 2: Add a line between buses #3 and #9.!
Alt. 3: Add a line between buses #16 and #17. 
The reliability indices for the IEEE-WMRTS1 and IEEE-WMRTS2 with the 
different reinforcement alternatives are shown in Table 4.37.  
Table 4.37: The system indices for the IEEE-WMRTS1 and IEEE-WMRTS2 with the  
                      three reinforcement alternatives 
IEEE-WMRTS1 IEEE-WMRTS2 Reliability Indices 
Alt. 1 Alt. 2 Alt. 3 Alt. 1 Alt. 2 Alt. 3 
EFLC (occ/yr) 2.56 2.56 2.66 2.67 2.66 2.91 
EDLC (hrs/yr) 7.45 6.74 7.74 8.07 7.15 8.66 
ECOST(M$/yr) 4.12 3.56 5.45 4.67 4.11 5.94 
DPUI (sys. mins) 19.03 16.70 24.56 21.28 18.98 26.29 
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It can be seen from Table 4.37 that Alt. 2 provides the highest improvement in 
the system reliability compared to Alt. 1 and Alt. 3 for both the IEEE-WMRTS1 and 
IEEE-WMRTS2 when LFU is not considered. 
The LFU of 5% and 10% with 100% dependent bus load correlation were added 
to the study.  The reliability indices for the IEEE-WMRTS1 and IEEE-WMRTS2 are 
shown in Table 4.38.  
Table 4.38: The system indices for the IEEE-WMRTS1 and IEEE-WMRTS2 with the  
                      three reinforcement alternatives considering LFU 
IEEE-WMRTS1 
LFU = 5%  LFU = 10%  
Reliability Indices 
Alt. 1 Alt. 2 Alt. 3 Alt. 1 Alt. 2 Alt. 3 
EFLC (occ/yr) 3.82 3.79 3.84 8.47 9.78 9.41 
EDLC (hrs/yr) 11.73 11.05 11.91 29.33 33.86 33.59 
ECOST(M$/yr) 6.67 6.38 8.17 18.99 24.98 24.50 
DPUI (sys. mins) 31.69 30.81 38.17 92.92 117.85 119.07 
IEEE-WMRTS2 
LFU = 5%  LFU = 10%  
Reliability Indices 
Alt. 1 Alt. 2 Alt. 3 Alt. 1 Alt. 2 Alt. 3 
EFLC (occ/yr) 3.89 3.92 4.02 9.37 9.47 9.67 
EDLC (hrs/yr) 12.38 11.44 12.41 33.49 32.92 34.89 
ECOST(M$/yr) 7.54 6.91 8.32 23.63 24.48 26.94 
DPUI (sys. mins) 35.50 32.83 38.25 114.59 118.38 129.25 
 
The EDLC and DPUI for the IEEE-WMRTS1 are also shown in Figures 4.33 
and 4.34 respectively.  It can be seen that the reliability indices for Alt. 1 and Alt. 2 are 
quite close when the LFU is 5% but the indices for Alt. 2 are still slightly smaller than 
those for the Alt. 1. The indices for Alt. 2 are larger than those for Alt. 1 when the LFU 
is 10%. 
When there is no LFU, the transmission network moving power from north to 
south is under less stress and the addition of a line between buses #3 and #9 (Alt. 2) 
improves a system reliability considerably since the major problem is in the southern 
segment. When LFU is considered, the transmission network transmitting power from 
the northern part to the southern part is under more stress and the line between buses 
#14 and #16 experiences the largest overload time. The addition of a line between buses 
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#14 and #16 (Alt. 1) improves the system reliability more than Alt. 2 does. The optimum 
reinforcement options change when different conditions such as LFU are considered. 
 
Figure 4.33: The EDLC for the IEEE-WMRTS1 reinforcement alternatives with LFU 
 
 
Figure 4.34: The DPUI for the IEEE-WMRTS1 reinforcement alternatives with LFU 
4.6.2. Reliability cost/worth studies for different system reinforcement alternatives 
A reliability cost/worth study was used to perform economic analyses of the 
tranmission reinforcement alternatives. The ECOST defined in Chapter 2 is the expected 
cost associated with load curtailments and is usually used in a conventional adequacy 
evaluation. The Total Cost (TOC) is the summation of the ECOST and the utility cost. 
The utility cost includes the capital cost and the operating and maintenance costs. 
Operating cost in the form of production costs were not inluded in this evaluation. The 
maintenance cost is included in the capital cost. The Annual Capital Payment (ACP) is 
the annual payment on a project from the beginning of the construction year through the 
useful lifetime of this project calculated as in [22]. A balance between the investment 
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capital cost related to improving the system reliability and the benefits  associated with 
the improvement is created by minimizing the TOC using reliability cost/worth 
assessment. 
The following studies show the reliability indices for the IEEE-MRTS with 
different wind addition and transmission network reinforcement options. The study 
systems and system reinforcement alternatives are as follows. The system reinforcement 
alternatvies are presented and utilized in the research in [22]. This thesis is focused on 
the impacts of LFU on these alternatives in terms of the ECOST and the TOC. The LFU 
of 0%, 5% and 10% are considered. 
IEEE-WMRTS7: Two 240 MW WECS were added to the system at a new bus 
#25 and connected to bus #1 through two transmission lines. The system is reinforced as 
follows [22]. 
Case 1: Add a line between buses #1 and #2. 
Case 2: Add a line between buses #1 and #3.  
Case 3: Add a line between buses #1 and #4.  
Case 4: Add one line between buses #1 and #3 and another line between buses 
#3 and #9. 
Case 5: Add one line between buses #1 and #4 and another line between buses 
#4 and #9.  
IEEE-WMRTS8: Two 240 MW WECS were added to the system through bus 
#25 and connected to different buses each through one transmission line. The 
reinforcement alternatives are as follows. 
Case 6: Construct lines between buses #25 and #1 and between buses #25 and 
#3. 
Case 7: Add a line between buses #3 and #9 based on Case 6.  
Case 8: Construct lines between buses #25 and #1 and between buses #25 and 
#4. 
Case 9: Add a line between buses #4 and #9 based on Case 8. 
Case 10: Construct lines between buses #25 and #3 and between buses #25 and 
#4. 
Case 11: Add one line between buses #4 and #9 based on Case 10.  
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The reliability indices for the 11 cases when LFU is not considered are shown in 
Table 4.39. It can be seen from this table that Case 11 has the smallest ECOST when the 
LFU is 0%.  Table 4.40 shows the reliability indices for the IEEE-WMRTS Cases 1 to 
11 considering the LFU. The bus load correlation is considered to be 100% dependent in 
this study.  
Table 4.39: The system indices for the IEEE-WMRTS with different transmission  
                         network reinforcement alternatives 
Cases EFLC 
(occ/yr) 
EDLC 
(hrs/yr) 
ECOST 
(M$/yr) 
DPUI 
(sys. mins) 
Case 1 2.90 8.25 5.31 24.10 
Case 2 4.12 9.58 4.83 21.20 
Case 3 3.17 8.59 5.73 25.64 
Case 4 3.63 8.54 4.34 19.43 
Case 5 3.01 7.88 4.67 20.83 
Case 6 2.88 7.52 4.29 19.47 
Case 7 2.61 6.94 3.60 16.73 
Case 8 2.82 7.75 4.91 22.37 
Case 9 2.56 6.94 4.15 19.08 
Case 10 2.64 6.55 3.26 15.28 
Case 11 2.40 6.13 3.05 14.52 
 
Table 4.40: The system indices for the IEEE-WMRTS with different transmission  
                         network reinforcement alternatives considering LFU 
LFU = 5% LFU = 10% Cases 
EFLC 
(occ/yr) 
EDLC 
(hrs/yr) 
ECOST 
(M$/yr) 
DPUI 
(sys. mins) 
EFLC 
(occ/yr) 
EDLC 
(hrs/yr) 
ECOST 
(M$/yr) 
DPUI 
(sys. mins) 
Case 1 4.16 12.79 8.41 39.29 9.25 31.89 23.61 114.03 
Case 2 5.35 13.82 7.63 34.94 11.30 36.31 25.07 120.16 
Case 3 4.31 12.57 8.31 38.38 10.30 35.83 26.77 128.50 
Case 4 4.88 12.59 6.87 31.86 10.21 32.28 21.23 101.82 
Case 5 4.17! 11.95 7.48 34.85 9.21 31.34 22.37 107.74 
Case 6 4.04 11.40 6.66 31.25 9.28 31.78 22.32 108.59 
Case 7 3.82 11.19 6.37 30.47 9.37 31.86 22.00 107.07 
Case 8 3.97 11.86 7.56 35.48 9.23 32.33 23.79 114.44 
Case 9 3.73 11.19 7.05 33.23 9.12 31.63 22.33 108.09 
Case 10 3.77 10.48 5.83 27.91 9.27 31.57 22.27 108.65 
Case 11 3.52 9.88 5.34 25.74 9.33 32.26 22.48 110.17 
 
It can be seen that the reliability indices increase significantly when the LFU 
increases.  The order of the reliability indices for each case changes with increased LFU. 
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The ECOST for the IEEE-WMRTS cases are also shown pictorially in Figure 4.35. 
When the LFU is 0% and 5%, Case 11 has the smallest ECOST. When the LFU 
increases to 10%, Case 4 becomes the best reinforcement alternative in terms of the 
ECOST. 
!
Figure 4.35: The ECOST of the IEEE-WMRTS cases with LFU 
Table 4.41 shows the annual capital payment (ACP), the ECOST and the total 
cost (TOC) for the eleven IEEE-WMRTS cases. The TOC for each case with various 
LFU is also shown in Figure 4.36 and 4.37. It can be seen that Case 10 has the smallest 
TOC at an LFU of 0%. Case 10 and Case 6 have the smallest TOC respectively at the 
LFU of 5% and 10%. 
Table 4.41: The ACP, ECOST and TOC for the IEEE-WMRTS cases with LFU 
 LFU = 0%. LFU = 5%. LFU = 10%. 
Cases ACP 
(M$/yr) 
ECOST 
(M$/yr) 
TOC 
(M$/yr) 
ECOST 
(M$/yr) 
TOC 
(M$/yr) 
ECOST 
(M$/yr) 
TOC 
(M$/yr) 
Case 1 1.06 5.31 6.37 8.41 9.47 23.61 24.67 
Case 2 3.10 4.83 7.92 7.63 10.73 25.07 28.17 
Case 3 1.27 5.73 7.00 8.31 9.58 26.77 28.04 
Case 4 4.86 4.34 9.20 6.87 11.74 21.23 26.09 
Case 5 2.82 4.67 7.49 7.48 10.30 22.37 25.19 
Case 6 2.11 4.29 6.41 6.66 8.77 22.32 24.44 
Case 7 3.87 3.60 7.47 6.37 10.24 22.00 25.88 
Case 8 2.11 4.91 7.02 7.56 9.67 23.79 25.91 
Case 9 3.66 4.15 7.82 7.05 10.71 22.33 25.99 
Case 10 2.82 3.26 6.08 5.83 8.64 22.27 25.09 
Case 11 4.37 3.05 7.41 5.34 9.71 22.48 26.84 
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Figure 4.37 shows the TOC sorted in ascending order using the TOC when the 
LFU is 0%. It can be seen that the TOC when the LFU is 5% and 10% are not in 
ascending order. The incorporation of LFU in the analysis can affect the selection of the 
optimum reinforcement alternative. 
 
 
Figure 4.36: The TOC for the IEEE-WMRTS cases with LFU 
 
Figure 4.37: The TOC based on the ascending order at a LFU of 0% for the  
                                IEEE-WMRTS cases with LFU  
4.6.3. Reliability cost/worth study for different system reinforcement alternatives 
incorporating security cost 
Methodology to calculate security cost 
Power system security depends on the manner in which a power system is 
operated and is defined as the ability of the system to withstand unexpected failures and 
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continue operating without interruption of supply to the consumers [108]. The failure of 
a single element of a power system does not have a wide impact under normal 
conditions. In some cases, however, the failure may trigger a sequence of events leading 
to partial or total collapse of the power system. Frequency collapse, cascading thermal 
overloads, transient instability, voltage instability and hidden failures such as 
malfunctions of protection systems are some of the mechanisms that can cause power 
systems to collapse [108].   
It is impossible to eliminate all the failures in the system and a power system can 
never be totally secure. Different actions can be taken to improve the security of a power 
system. These measures can be categorized based on their cost or based on the time 
when they are implemented. In a cost-based classification, the cost of the measures that 
affect the flow of reactive power such as adjusting the transformer taps, or the voltage 
set-points of generators and SVCs is almost negligible. These measures, however, are 
often ineffective or insufficient to correct a security problem. The active power controls 
normally involve buying energy from more expensive generators, which creates an 
increase in the generation cost. Security considerations always impose a limit on the 
amount of power that can be transferred and often requires a generation dispatch that is 
not the most economic one. In the timing-based classification, there are preventive, 
corrective and desperate actions [108, 109]. Preventive actions can be considered for all 
contingencies and since an outage or disturbances can occur at any time, preventive 
measures can be very costly. Corrective actions are taken to react to an unanticipated 
event and the costs are lower because they are only implemented when actually needed. 
Corrective actions have a lower effectiveness when voltage or transient instability is a 
problem. Corrective load shedding provides a reasonably fast way to reduce active 
power flows in a weak power system. Desperate actions are used when preventive and 
corrective measures are not sufficient to solve the problem. These actions are aimed at 
saving the system from shedding significant amounts of load and to stop the spread of 
the disturbance.  
Bulk Electric System (BES) reliability assessment has two basic aspects 
designated as system adequacy and system security. Power system security in BES is 
generally focused on the operation of the system in different operating states designated 
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as normal, alert, emergency and extreme emergency states [16-18, 110]. Transient 
(dynamic) and steady-state (static) are two forms of security analysis. Static security 
analysis involves the determination of whether there is a secure operating point for the 
perturbed power system after the dynamic oscillations have damped out.  The traditional 
deterministic criterion known as the N-1 criterion is utilized in BES static security 
assessment. The well-being approach uses the deterministic criterion as the degree of 
steady state security in the system at any point in time by quantifying the likelihood of 
residing in the healthy and marginal states.  
System well-being can be categorized into the three states of healthy, marginal 
and at risk as shown in Figure 1.3. In the healthy (secure) state, there is sufficient 
generation and transmission capacity to serve the total system demand and to meet the 
N-1 criterion. The system is operating without violation in the marginal (insecure) state, 
but there is not enough margin to satisfy the pre-defined deterministic criterion.  In the 
at risk state, system operating constraints are violated and load may be curtailed. 
Security costs are associated with a wide range of situations. This is an 
extremely complex problem to study in detail and is outside the scope of this research. 
The security cost considered in this research is simply related to the cost of the 
corrective actions involving active power control that can be used to bring the system 
from the marginal state back into the healthy state. The responding energy needed and 
the costs associated with this energy can be estimated as follows. 
                                                                  (4.8)  
                                                       (4.9) 
where : 
Resp. Energy is the responding energy required. 
Security Cost is the cost related to the corrective actions required to bring the 
system from the marginal state back into the healthy state. 
i is the sampling year 
j is the hour in a year when the total generating capacity minus the largest unit is 
less than the total load.  
   is the total system load at hour j 
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  is the total available generating capacity at hour j of year i 
  is the largest unit capacity at hour j of year i 
 N is the sample size. 
  is the price of the energy at hour j. 
The price in the power market varies and is time dependent. A constant energy 
cost of $80/MWh is assumed in this research to illustrate the concept. 
Security cost for the RRBTS in the well-being analysis framework 
The RRBTS is used in the well-being analysis in this section. The LFU and the 
peak load of the RRBTS are varied to examine their effects on the security cost. 
The annual system energy requirement based on the load profile is 991,104 
MWh at a peak load of 179.28 MW. Table 4.42 shows the responding energy needed to 
bring the system from the marginal state to the healthy state, the cost related to these 
corrective actions and the average cost of each occurrence of the marginal state with 
various LFU. 
Table 4.42 shows that the security cost is relatively high due to the corrective 
actions required to keep the system operating in a secure state. The responding energy 
required to bring the system from the marginal state to the healthy state increases with 
increase in the LFU and the security costs increase accordingly. The average duration of 
the marginal state and the active power required to move the system from the marginal 
state to the healthy state also increase. The average security cost increases with increase 
in the LFU. 
Table 4.42: The responding energy, security cost and average security cost for the  
                         RRBTS with LFU 
LFU Energy (MWh/yr) Security cost ($/yr) Average Security cost ($/occ) 
0% 1752.89 140225.30 3511.92 
5% 2140.08 171200.40 4067.96 
10% 5547.16 443690.20 7403.21 
 
Table 4.43 shows the responding energy required to bring the system from the 
marginal to the healthy state, the cost related to the action and the average cost at each 
occurrence of the marginal state as a function of the peak load. 
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Table 4.43: The responding energy, security cost and average cost for the RRBTS with  
                     various peak loads 
Peak Load (%) Energy (MWh/yr) Security Cost ($/yr) Average Security Cost ($/occ) 
100 1752.89 140225.30 3511.92 
101 2020.24 161732.70 3801.05 
102 2314.59 185050.30 3965.98 
103 2636.58 210790.20 4059.52 
104 2987.63 238916.10 4161.62 
105 3367.06 269695.10 4303.02 
106 3779.24 302427.20 4632.80 
 
It can be seen from Table 4.43 that the security cost and average security cost 
increase with increase in the peak load as the system is operating under more insecure 
conditions. 
Studies on the IEEE-MRTS considering security cost 
A series of studies were conducted to examine the economic effects associated 
with adding specific transmission lines to the wind assisted IEEE-MRTS with LFU. 
The IEEE-MRTS, Case 1, Case 2, Case 4, Case 6 and Case 10 were studied 
using well-being analysis. Table 4.44 shows the HLII well-being indices for the IEEE-
MRTS with LFU.  
Table 4.44: HLII Well-being indices for the IEEE-MRTS with LFU 
LFU = 0% 
State 
Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 5949.72  342.09  17.39  
Marginal 2772.43  345.85  8.02  
At Risk 13.85  4.04  3.43  
LFU = 5% 
State 
Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 6082.37  320.59  18.97  
Marginal 2632.50  326.29  8.07  
At Risk 21.13  5.97  3.54  
LFU = 10% 
State 
Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 6485.48  268.64  24.14  
Marginal 2200.53  279.48  7.87  
At Risk 49.99  12.75  3.92  
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It can be seen that the healthy and at risk state probabilities increase with 
increase in the LFU, while the marginal state probability decreases at this peak load 
level. The healthy, marginal state frequencies decrease with increase in the LFU, while 
the at risk state frequency increases with increase in the LFU. This indicates that the 
transitions between the healthy and marginal states decrease. The average durations of 
the healthy and the at risk states increase with increase in the LFU. The marginal state 
average duration increases slightly with LFU of 0% to LFU of 5%, then decrease from 
LFU of 5% to 10%. The LFU have different effects on the well-being indices for 
systems with different generation compositions, transmission network configurations 
and load levels. 
The well-being indices for the IEEE-WMRTS7 Cases 1, 2 and 4 are shown in 
Tables 4.45, 4.46 and 4.47 respectively.  
Table 4.45: HLII Well-being indices for the IEEE-WMRTS7 Case 1 with LFU 
LFU = 0% 
State 
Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 6671.52 351.83 18.96 
Marginal 2056.23 354.48 5.80 
At Risk 8.25 2.90 2.84 
LFU = 5% 
State 
Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 6713.71 323.08 20.78 
Marginal 2009.49 326.99 6.15 
At Risk 12.79 4.16 3.07 
 
Table 4.46: HLII Well-being indices for the IEEE-WMRTS7 Case 2 with LFU 
LFU = 0% 
State Probability (hrs/yr) Frequency (occ/yr) Average Duration 
(hrs/occ) 
Healthy 6073.23 399.50 15.20 
Marginal 2653.19 403.25 6.58 
At Risk 9.58 4.12 2.33 
LFU = 5% 
State Probability (hrs/yr) Frequency (occ/yr) Average Duration 
(hrs/occ) 
Healthy 6100.55 376.65 16.20 
Marginal 2621.64 381.70 6.87 
At Risk 13.82 5.35 2.58 
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It can be seen from Table 4.45 that the healthy, marginal and at risk state 
probabilities, frequencies and durations for the IEEE-WMRTS7 Cases 1, and 4 change 
in a similar manner to those in the IEEE-MRTS. The probability of the healthy state for 
the IEEE-WMRTS Case 1 is larger than that for the IEEE-MRTS due to the addition of 
wind power, whereas the marginal and at risk state probabilities are smaller. The 
frequencies of the three states for the IEEE-WMRTS Case 1 are larger than those for the 
IEEE-MRTS due to the intermittent nature of wind power. 
It is noted that the probabilities of the healthy state and at risk state increase with 
increase in the LFU, while the marginal state probability decreases. This is mainly 
because the higher peak loads associated with the LFU make the system reside longer in 
the at risk state and the lower peak loads make the system reside longer in the healthy 
state at this forecast peak load level when the LFU increases. The marginal state 
probability therefore decreases. The frequencies of the healthy and marginal states also 
decrease with LFU. When the forecast peak load changes, the changes in the well-being 
indices may be different from those at this specified peak load. 
Table 4.47: HLII Well-being indices for the IEEE-WMRTS7 Case 4 with LFU 
LFU = 0% 
State Probability (hrs/yr) Frequency (occ/yr) Average Duration 
(hrs/occ) 
Healthy 6074.62 398.32 15.25 
Marginal 2652.85 401.68 6.60 
At Risk 8.54 3.63 2.35 
LFU = 5% 
State Probability (hrs/yr) Frequency (occ/yr) Average Duration 
(hrs/occ) 
Healthy 6140.44 372.79 16.47 
Marginal 2582.97 377.38 6.84 
At Risk 12.59 4.88 2.58 
 
The well-being indices for the IEEE-WMRTS8 Case 6 and 10 at various LFU 
are shown in Tables 4.48 and 4.49 respectively.  
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Table 4.48: HLII Well-being indices for the IEEE- WMRTS8 Case 6 with LFU 
LFU = 0% 
State 
Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 6327.15 368.33 17.18 
Marginal 2401.34 371.00 6.47 
At Risk 7.52 2.88 2.61 
LFU = 5% 
State 
Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 6338.35 341.58 18.56 
Marginal 2386.27 345.36 6.91 
At Risk 11.40 4.04 2.82 
LFU = 10% 
State 
Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 6454.39 304.31 21.21 
Marginal 2249.83 312.50 7.20 
At Risk 31.78 9.28 3.42 
 
Table 4.49: HLII Well-being indices for the IEEE-WMRTS8 Case 10 with LFU 
LFU = 0% 
State 
Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 6465.55 347.83 18.59 
Marginal 2263.90 350.28 6.46 
At Risk 6.55 2.64 2.48 
LFU = 5% 
State 
Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 6458.39 317.02 20.37 
Marginal 2267.14 320.76 7.07 
At Risk 10.48 3.77 2.78 
LFU = 10% 
State 
Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 6566.70 276.10 23.78 
Marginal 2137.74 285.44 7.49 
At Risk 31.57 9.27 3.41 
 
It can be seen from Tables 4.49 and 4.45 that the at risk state probability for Case 
10 is the smaller than that for Case 1, which indicates that Case 10 is more reliable than 
Case 1. The healthy state probability for Case 10 is, however, less than that for Case 1, 
which implies that Case 10 resides for a shorter time in the healthy state. A more 
reliable system is not necessarily a more secure system in terms of the healthy state 
probability. The well-being indices with increasing LFU for the IEEE-WMRTS8 Case 6 
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and Case 10 change in the same manner as those for the IEEE-WMRTS7 Case 1, Case 2 
and Case 4. 
The energy required to bring the system from the marginal state to the healthy 
state and the related security cost for the IEEE-WMRTS Cases 1, 2, 4, 6 and 10 at LFU 
of 0% and 5% are shown in Table 4.50 and Figure 4.38. 
Table 4.50: Responding energy and security cost for the IEEE-WMRTS Cases with LFU 
LFU = 0 %. LFU = 5 %. 
Cases Energy 
(MWh/yr) 
Security Cost 
(M$/yr) 
Energy 
(MWh/yr) 
Security Cost 
(M$/yr) 
Case 1 5696.98 0.4558 8537.03 0.6830 
Case 2 5696.29 0.4557 8604.81 0.6884 
Case 4 5702.18 0.4562 8392.02 0.6714 
Case 6 5703.78 0.4563 8323.44 0.6659 
Case 10  5704.29  0.4563 8389.51 0.6712 
 
 
Figure 4.38: The security cost for the IEEE-WMRTS cases with LFU 
It can be seen that the responding energy required and the security cost compare 
quite closely for these five cases at the LFU of 0%. The difference in the energy 
required and the related security cost vary slightly at the LFU of 5%. This is because the 
responding energy to bring the system from the marginal state to the healthy state is 
only required when the available system generating capacity minus the largest 
generating unit is less than the total system load. This is mainly determined by the 
generation composition and the load profile. The different additions to the transmission 
configuration do not significantly affect the responding energy and the associated 
security cost. The generation compositions of the IEEE-WMRTS cases are the same and 
only the transmission networks are different, and therefore, the security costs of these 
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cases are relatively close to each other. The transmission network is under more stress at 
the LFU of 5% and has a larger effect on the responding energy and the security cost. 
The LFU has a large effect on the security cost in the IEEE-WMRTS cases as 
can be seen in Table 4.50 and Figure 4.38. The security cost increases by approximately 
50% when the LFU increases from 0% to 5%. The marginal state probability decreases 
with increasing LFU for the IEEE-WMRTS cases. This is because the increase in the 
LFU causes the system peak load to move either lower or higher. The lower loads 
associated with LFU make the system reside in the healthy state longer and the marginal 
state shorter. The higher loads have the opposite effect. The marginal state probability 
decreases because the effects of the lower loads dominate the healthy state and marginal 
state probabilities in this specific system. The higher loads make the responding energy 
at the marginal state duration higher which exceeds the effects on the responding energy 
at the lower loads. The responding energy and the security cost increases with LFU even 
though the marginal state probability decreases.  
The ECOST, TOC, which is the summation of the ECOST and the ACP, and the 
TOC+Security Cost are shown in Table 4.51.  
Table 4.51: The ECOST, TOC and TOC+Security Cost for the IEEE-WMRTS Cases  
                       with LFU 
LFU = 0 % LFU = 5 % 
Cases ECOST 
(M$/yr) 
TOC 
(M$/yr) 
TOC+Sec
urity Cost 
(M$/yr) 
ECOST 
(M$/yr) 
TOC 
(M$/yr) 
TOC+Sec
urity Cost 
(M$/yr) 
Case 1 5.309 6.366 6.822 8.408 9.465 10.148 
Case 2 4.825 7.924 8.380 7.627 10.726 11.414 
Case 4 4.340 9.201 9.657 6.874 11.735 12.406 
Case 6 4.293 6.406 6.862 6.660 8.773 9.439 
Case 10 3.260 6.078 6.534 5.826 8.644 9.315 
 
Figures 4.39 and 4.40 show the TOC and the TOC+Security Cost for the IEEE-
WMRTS cases at LFU of 0% and 5% respectively. It can be seen from Figures 4.39 and 
4.40 that the inclusion of the security cost does not change the order of the TOC since 
the security costs for the different IEEE-WMRTS cases compare closely. The concept of 
security cost provides an estimate of the overall annual expected cost related to active 
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power control in the marginal state. The security cost could change the order of the total 
cost when the peak load changes or different system reinforcement alternatives are 
considered. 
 
Figure 4.39: The TOC and TOC+Security Cost for the IEEE-WMRTS at the LFU of 0% 
 
 
Figure 4.40: The TOC and TOC+Security Cost for the IEEE-WMRTS at the LFU of 5% 
4.7. Conclusion 
This chapter illustrates the technique used to add wind power in HLI and HLII 
reliability assessment. The sequential MCS technique permits a wide range of factors to 
be considered in a study and provides an excellent approach to include the correlation 
between the wind speed and the load in the analysis. The approach used in this research 
also facilitates the inclusion of the correlation between different wind sites in HLI and 
HLII analysis.!
The results presented in this chapter clearly illustrate the effects in HLI 
generating capacity adequacy assessment of dependence and independence in site wind 
speeds and the capacity credit attributable under these conditions. The capacity credit 
attributable to the addition of wind power to a system is fundamentally different to that 
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associated with the addition of conventional generating capacity. The conventional 
generating unit outages are considered to be independent events. The power output of 
each wind turbine generator in a wind farm, however, is dependent and directly linked to 
the wind speed at the site. The capacity credit associated with each added increment of 
wind power deceases significantly when the site wind speeds are dependent and is 
relatively constant when the site wind speeds are independent. This clearly indicates the 
need to determine and incorporate the correlation between the existing and proposed 
wind farms as utilities and governments pursue higher wind penetration levels.  
The HLI studies on the effects of wind speed correlation are extended to HLII 
analysis in this chapter. The ELCC based on the HLII EDLC and EFLC obtained are 
smaller than those determined in the HLI reliability evaluation. In HLII studies, 
transmission network contingencies are included, which tend to counteract 
improvements in the system reliability created by adding wind capacity. The LFU 
concepts introduced in Chapter 3 are extended to wind assisted composite system 
analysis in this chapter. The results show that the calculated ELCC decreases with 
increase in the LFU for the wind added system.  
The research described in this chapter examines the impacts of wind power 
addition using the well-being framework including LFU considerations. The well-being 
indices are affected by the addition of wind power. The healthy state probability 
increases with increase in wind power in the system, while the marginal and at risk state 
probabilities decrease. In general, the frequency of each operating state decreases 
slightly with increase in the wind capacity. The decrease is due to the generating 
capacity contribution of the added wind power counteracted by the intermittent nature of 
the wind. 
System reliability is improved by the addition of any suitable form of generating 
capacity, including wind power. When a conventional unit is replaced with an 
equivalent amount of wind power to maintain the EDLC or the EENS, the EFLC in the 
wind power added system will be larger than that of the original system due to the 
intermittent behaviour of wind power. When the system peak load changes, the EDLC 
and EENS equivalencies no longer apply but the difference may be acceptable for small 
load changes. Even though the EDLC for the equivalent system with wind is the same as 
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in the original system, the healthy state probability is smaller and the marginal state 
probability is larger for the wind assisted system. This indicates that the equivalent 
capacity system is more likely to transfer to the at risk state than the original system. 
The state frequencies increase considerably for the equivalent system, which indicates 
that there are more transitions between states. The operating state frequencies increase 
as more conventional generating capacity is replaced. The average duration of an 
operating state is determined by the probability and frequency of the state. When wind 
power is introduced in a system, the frequency increases more than the probability does 
and the average duration of each operating state decreases.  
In general, system reliability indices increase with increase in LFU. The effects 
of LFU on the well-being indices are different for the original system and a system with 
wind replacing conventional generation. The difference in the at risk state probability at 
each LFU level for the two systems is relatively small. This is not the case for the 
healthy and marginal states. The replacement of conventional generating units with wind 
power tends to counteract the effect of LFU on the system reliability due to the multi-
state output levels associated with the added wind power and the increase in the 
frequency is mitigated at low LFU levels. The operating state frequencies increase as the 
LFU increases.  
The well-being approach provides the opportunity to integrate an accepted 
deterministic criterion into a probabilistic framework and to quantify the likelihood of 
operating in the marginal state. The increased cost associated with operating in the 
marginal state is incorporated in the economic analyses associated with system 
expansion planning including wind power and LFU in this chapter. This approach is 
illustrated using a series of case studies on the IEEE-WRTS. The results show that the 
optimum reinforcement option may change by recognizing LFU. The security cost did 
not affect the order of the total costs for the different transmission reinforcement 
alternatives applied to the IEEE-WMRTS. The incorporation of a security cost could 
change the selection of the optimum option when different system configurations or 
operating conditions are considered. 
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CHAPTER 5 
EFFECTS OF DEMAND SIDE MANAGEMENT 
5.1. Introduction 
Demand side management (DSM) refers to initiatives that can be implemented 
by an electric power utility to encourage consumers to adopt energy efficient practices 
that are beneficial from both customer and system viewpoints [57-63]. Demand side 
management includes a wide range of techniques and objectives, one of which is load 
shaping or management (LM). A variety of LM techniques such as peak clipping, valley 
filling, load shifting, energy conservation etc have been proposed and studied. The 
benefits of implementing DSM include improving energy efficiency, system reliability 
and security, reducing capital and operating costs, transmission network congestion and 
the reduction of environmental damage and customer cost [55, 56, 65-69]. 
Demand for electricity continues to increase throughout the world due to 
industrial load growth and increases in population. The infrastructure investments 
required to meet the increasing demand are expected to be very expensive. Power 
utilities are also faced with an increasing awareness of environment conditions [64, 111]. 
Existing and new DSM programs will therefore play an important practical role in 
meeting the challenges faced by electric power utility companies. 
References 64-69, 111, and 112 indicate some of the work that has been 
published on the effects of DSM on various aspects of power system reliability. These 
publications cover a wide range of issues and applications. The studies show that both 
the system and load point reliability indices can be impacted and improved by 
implementing DSM activities and that these improvements can be quantified using a 
probabilistic approach. The primary focus of this research is on the effects of selected 
DSM programs on the load point and system reliability indices of a bulk electric power 
system in the well-being analysis framework. 
Different DSM initiatives such as peak clipping, load shifting, residential load 
sector load shifting and wind power added as distributed generation are examined in this 
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chapter. A DSM program was developed to modify the load model and create the 
required input data for the sequential Monte Carlo simulation program. The 
modifications to the RapHL-II program are also described.  
Both the RBTS and the IEEE-RTS are used in this study. A modified load model 
with load sector compositions are used in this research. The basic load shape at each 
load point and for the system can be modified using different DSM activities. This 
research examines the effects on both systems of peak load clipping and load shifting 
using a valley filling approach. The analyses are extended to study load additions during 
the low load periods such as those which could occur due to charging electric vehicles. 
The effects of wind power injection or conventional generation in the form of local 
distributed generations are also considered. The conventional bulk electric system 
reliability indices [2], Expected Duration of Load Curtailment (EDLC), Expected 
Frequency of Load Curtailment (EFLC), Expected Energy Not Supplied (EENS), 
Expected Cost (ECOST) are used to illustrate the reliability effects of DSM.  
5.2. Incorporating Demand Side Management in HLII Reliability Evaluation 
The modified load model described in Chapter 2 is used in this research. As 
noted in Chapter 2, the aggregate load at each bus was decomposed into customer sector 
loads, and each load point in the RBTS and the IEEE-RTS is then composed of a 
number of customer sectors. The load model at a bus is obtained by summing the 
customer load sector data at that bus. There are seven customer load sectors: Residential, 
Commercial, Industrial, Government, Office, Large Users and Agricultural. The peak 
load for the RBTS and the IEEE-RTS is 179.28 MW and 2754.75 MW respectively.  
The activities designated as peak clipping, load shifting, off-peak load addition 
and wind power addition as distributed generation are described in the following. 
5.2.1. Methodology 
Peak clipping and valley filling modeling   
Peak clipping limits the peak load to a pre-specified peak value P. Peak clipping 
by itself is an extreme measure. The results, however, clearly show the impact of this 
portion of the load profile on the system and load point reliability indices. Valley filling 
or load shifting transfers all or part of the energy not supplied during the peak hours to 
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the off-peak hours if possible [65, 66]. The modified load is calculated using Equation 
5.1. 
                                                                                (5.1) 
where, 
                                                                                        (5.2) 
: basic load model 
: modified load model, 
: set of off-peak hours during which the energy is recovered, 
: set of on-peak hours during which the energy is reduced, 
A : MW load added to each off-peak hour of . 
N : number of off peak hours in . 
 : the percentage of the energy reduced during on-peak hours that is recovered 
during off-peak hours. 
In this research, the on-peak and off-peak hours are determined by the pre-
specified peak load and the valley load values respectively. The energy reduced during a 
day is shifted to the immediately following off-peak hours. 
The peak clipping and valley filling procedures can be applied to the entire bus 
load or a particular load sector such as the residential load component. When   is zero, 
the reduced energy at the peak hours is not shifted to the off-peak hours and the 
procedure becomes peak clipping. When  is larger than zero, a part or all the energy 
reduced at the peak hours is shifted to the off-peak hours and the procedure is 
designated as load shifting. 
Off-peak load addition 
In this case, the load is modified using Equation (5.3). 
                                                                         (5.3) 
where  
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 : the pre-specified minimum load, 
 : when the  is smaller than the pre-specified . 
In this study, is determined by the bus load and the pre-specified minimum 
load. Peak clipping, valley filling and off-peak load addition can be applied at all buses, 
to a specific bus or a specific customer load sector. 
Distributed generation 
Distributed generation involves the use of small-scale power generation 
technologies located in the distribution networks. The application of distributed 
generation can result in lower costs, reduced emissions, reduced losses in the BES, 
improve the system reliability and expand customer energy options. Both conventional 
and renewable energy can be used as a source of distributed generation. Wind is an 
important energy source and is regarded as an important alternative to traditional electric 
power generating units [47], particularly in the area of distributed generation.  
When conventional generation or wind power is added as distributed generation, 
the load at the buses where the distributed generation is added  is modified using 
Equation (5.4). 
                                                      (5.4) 
where 
: Power output of the distributed generation at hour t. 
It is assumed that the primary purpose of the distributed generation is to serve 
the customer load in the load network. Additional energy not required in the local 
network is transmitted to the grid. Distributed generation in the form of conventional 
generation is simulated as in [22, 73] and wind power is simulated using the concepts 
described in Chapter 4. 
5.2.2. Programs and results 
A DSM program was developed to perform the DSM initiatives stated in Section 
5.2.1 and the RapHL-II program was modified to read the output load data from the 
DSM program and to incorporate wind power or conventional generation as distributed 
generation. The focus in this research is on the effects of the DSM initiatives and 
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distributed generation on the BES load point and system reliability. The modifications to 
the RapHL-II program to include the DSM output and incorporate distributed generation 
are illustrated in Figure 5.1. Steps 1, 2 and 3 in Figure 5.1 are described in Section 2.2 
and shown in Figure 2.1.  
 
 
Figure 5.1: The process to incorporate DSM in sequential Monte Carlo simulation  
The DSM program was applied to the modified load models for the RBTS and 
the IEEE-RTS described in Chapter 2. There are seven customer load sectors in both 
systems. The load models are composed of one or more sector loads and therefore the 
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bus loads are based on the sector load compositions at each bus. Each bus therefore has 
a unique load model.  
The different DSM programs applied to the RBTS and the IEEE-RTS in this 
research are shown in Table 5.1. In this table, peak clipping, load shifting, residential 
load shifting and load addition are designated as PC, LS, Res-LS and LA respectively. 
The DSM initiative designated as PC80 indicates that the load at each bus is clipped at 
80% of the original annual peak load for that bus. The DSM initiative designated as 
LA20 indicates that load will be added during the off-peak hours. The modified load at 
any hour during this period is not allowed to exceed 20% of the annual peak load for 
that bus. The additional load was assumed to be added only to the residential sector load 
as noted in Table 5.1. 
Table 5.1: The DSM programs used in this research 
DSM Applied to Pre-specified 
Peak (percent 
of the original 
peak) 
Pre-specified 
Valley (percent of 
the original peak) 
Energy 
Recover  
Percentage 
% 
PC80 80 - 0 
PC85 85 - 0 
PC90 90 - 0 
LS80 80 50 100 
LS85 85 50 100 
LS90 
Bus load at all 
buses or one bus 
90 50 100 
Res-LS80 80 50 100 
Res-LS85 85 50 100 
Res-LS90 
Residential load 
sector at all buses 
90 50 100 
LA20 - 20 - 
LA40 - 40 - 
LA60 
Load addition on 
residential load 
sector at all buses - 60 - 
 
A particular 48-hour load profile at bus #3 of the RBTS with the application of 
various DSM programs is shown in Figure 5.2. The DSM programs were applied to all 
buses in the RBTS in this case. 
It can be seen from these profiles that with peak clipping, the loads higher than 
the pre-specified peak are clipped. The lower the pre-specified peak load, the more 
energy is reduced. When load shifting is applied, the reduced energy in the on-peak 
hours is moved to the immediately following off-peak hours. The lower the pre-
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specified peak load, the more energy is shifted from on-peak hours to off-peak hours. 
When load shifting is applied only to the residential load sector, the change in the bus 
load is not significant. When load addition is applied, the load at the off-peak hours 
increases. More load is added to the off-peak hours as the pre-specified minimum load 
increases. 
Figure 5.3 shows the 48-hour residential sector load data with residential load 
shifting and load addition. In the residential load shifting application, the residential load 
is reduced at the on-peak hours and moved to the off-peak hours according to the 
residential load curve. The change is relatively small compared to the bus load.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2: A 48-hour load profile at bus #3 of the RBTS with various DSM programs  
When load addition is applied, the load is added in the valley portion of the 
residential load. It can be seen that the residential load shape changes significantly. As 
noted earlier, these additions could occur due to new requirements, such as charging the 
batteries of electric cars. The peak of the modified load when the pre-specified 
minimum load is 60% of the bus load is much higher than the original peak of the 
residential load sector at bus #3. 
  
154 
 
 
 
 
 
 
 
 
Figure 5.3: A 48-hour residential load profile at bus #3 of the RBTS with various  
                        DSM programs 
A 48-hour system load profile created by summing the bus loads for the RBTS 
with the various DSM programs are shown in Figure 5.4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.4: A 48-hour system load profile of the RBTS with various DSM programs 
The DSM programs are applied to all buses in the system. The system load shape 
is slightly different from that of the load at bus #3 but the general changes in the system 
load profile with the application of the DSM programs are similar.  
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The load profile at bus #18 after applying the various DSM programs on the 
IEEE-RTS is shown in Figure 5.5. It can be seen from Figure 5.5 that the 48-hour load 
profile of bus #18 in the IEEE-RTS changes in a similar manner to that of bus #3 in the 
RBTS with the application of the various DSM programs. The 48-hour residential load 
sector data at bus #18 with residential load shifting and the off-peak load addition 
applications are shown in Figure 5.6. 
It can be seen that the load shapes for the RBTS and the IEEE-RTS are slightly 
different, while the residential load profiles for the two systems with the residential load 
shifting or off-peak load addition are relatively similar but with different magnitudes.  
It can be seen from the above results that the load models at different buses are 
changed significantly by applying the DSM initiatives. The effects of the DSM 
programs on system reliability are expected to be significant and are examined in the 
following using the DSM model in HLII reliability evaluation using the well-being 
framework. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.5: A 48-hour load profile at bus #18 of the IEEE-RTS with the various DSM  
                     programs 
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Figure 5.6: A 48-hour residential load profile at bus #18 of the IEEE-RTS with the  
                       various DSM programs 
5.3. Effects of Peak Clipping in the Well-being Analysis Framework 
The RapHL-II program was applied to the RRBTS and the IEEE-RTS with the 
sampling sizes of 8,000 and 4,000 years respectively. The Pass-I policy was used as the 
load shedding philosophy throughout this chapter. 
5.3.1. RRBTS Results 
The system reliability indices for the RRBTS when peak clipping was applied to 
all buses with changes in the pre-specified peak load are shown in Table 5.2. 
Table 5.2: HLII system reliability indices for the RRBTS with peak clipping 
DSM EDLC (hrs/yr) EENS 
(MWh/yr) 
EFLC (occ/yr) ECOST (k$/yr) 
PC80 0.60 5.68 0.09 30.62 
PC85 0.86 11.57 0.14 53.06 
PC90 3.02 26.11 0.63 118.84 
Base Case 3.92 47.58 0.85 200.83 
 
It can be seen from Table 5.2 that the EDLC, EENS, EFLC and ECOST increase 
significantly with increase in the pre-specified peak load. The EENS when PC80 is 
applied is about one ninth of that of the Base Case. System reliability can be improved 
considerably by applying peak clipping. The load bus indices for buses #2 to #6 are 
shown in Figure 5.7.   
It can be seen clearly in Figure 5.7 that the load point indices increases with 
increase in the pre-specified peak load. The changes in the reliability indices between 
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the base case and PC90 are more significant than between the other cases. The change is 
relatively insignificant between PC85 and PC80 where the pre-specified peak load 
decreases from 85% to 80%. This indicates that the change in the reliability indices 
becomes insignificant when the pre-specified peak load decreases to a certain level. The 
changes in the reliability indices at buses #3, #4 and #2 are larger than those at buses #5 
and #6. This indicates that peak clipping has larger effects on buses with higher 
reliability indices. The changes in the EFLC with peak clipping are similar to those in 
the EDLC. The changes in EENS are similar to those of the ECOST as the ECOST is 
determined by the EENS and the IEAR. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.7: The load point indices for the RRBTS with peak clipping 
The changes in the reliability indices with the peak clipping measures are 
different at different buses even though the same DSM measure is applied at each bus. 
Buses #3 and #4 have larger reliability indices than the other buses as shown in Figure 
5.7. The EDLC of bus #3 is larger than that of bus #4 for the base case and is smaller 
than that of bus #4 when PC90 is applied. This indicates that the PC90 has a larger 
effect on the EDLC of bus #3 than that of bus #4. When PC85 is applied, the EDLC of 
Buses #3 and #4 are relatively close and the bus #3 EDLC is smaller than that of bus #4 
using PC80.  
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The EENS index at the lower reliability buses in the base case decrease more 
significantly than at the buses with higher reliability, which is similar to the changes in 
the EDLC. The EENS of bus #3 decreases faster than that of bus #4 with the decrease in 
the pre-specified peak load as shown in Figure 5.7. The EENS of bus #3 is larger than 
that of bus #4 at the pre-specified peak of 90% even though the EDLC of bus #3 is 
smaller. This is because bus #3 has a larger peak load and the load curtailed at each 
duration could be larger than that at bus #4. 
The generation composition, transmission network and load profile all affect the 
reliability indices. Buses #3 and #4 compare closely in the RRBTS and the transmission 
network is not a dominant factor in the difference in the reliability indices. Bus #3 has a 
peak load of 85 MW as shown in Figure 2.5, which is the largest bus load, bus #4 has a 
peak load of 40 MW, which is the second largest. The application of peak clipping 
directly changes the load shape, and therefore, has larger effects on buses with higher 
loads. 
The well-being indices for the RRBTS with the various peak clipping measures 
are shown in Tables 5.3 to 5.5.  
Table 5.3: HLII system probability of each operating state for the RRBTS with peak  
                    clipping 
 Probability of (hrs/yr) DSM 
Healthy State Marginal State At Risk State 
PC80 8701.73 33.67 0.60 
PC85 8684.90 50.24 0.86 
PC90 8580.68 152.30 3.02 
Base Case 8541.58 190.50 3.92 
 
Table 5.4: HLII system frequency of each operating state for the RRBTS with peak  
                     clipping 
Frequency of (occ/yr) DSM 
Healthy State Marginal State At Risk State 
PC80 5.12 5.20 0.09 
PC85 8.14 8.26 0.14 
PC90 30.95 31.54 0.63 
Base Case 39.15 39.95 0.85 
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It can be seen that the healthy state probability increases with a decrease in the 
pre-specified peak, while the marginal and at risk state probabilities decrease. The 
system becomes more secure by applying peak clipping. The system frequency of each 
operating state decreases with a decrease in the pre-specified peak load, which indicates 
that there are less transitions between states. The system tends to stay longer in the 
healthy state and shorter in the marginal and at risk states. The average duration of each 
operating state increases as the pre-specified peak load decrease. Even though both the 
system probability and system frequency of the marginal state decreases, the average 
duration of the marginal state increases as the system frequency change is larger than 
that of the system probability. 
Table 5.5: HLII average duration of each operating state for the RRBTS with peak  
                      clipping 
Average Duration of (hrs/occ) DSM 
Healthy State Marginal State At Risk State 
PC80 1700.18 6.47 6.37 
PC85 1066.60 6.08 6.37 
PC90 277.25 4.83 4.83 
Base Case 218.19 4.77 4.59 
 
The effects of peak clipping measures on the well-being indices are not only 
determined by the pre-specified peak load, but also by the original load profile. As can 
be seen from Tables 5.3 to 5.5, the well-being indices decrease the most from PC90 to 
PC85. The effects on the indices are system specific but in general, the changes in the 
well-being indices tend to decrease as the pre-specified peak load reaches to a certain 
level.  
5.3.2. IEEE-RTS Results 
Peak clipping was also applied to the IEEE-RTS and the HLII reliability indices 
are shown in Table 5.6. Table 5.7 shows the load point indices for the IEEE-RTS with 
the PC80 procedure.  
Table 5.6 clearly shows the peak load effect on the system reliability indices. As 
noted earlier, peak clipping by itself is an extreme measure. The reduction in load at the 
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on-peak hours improves the system reliability dramatically and the ECOST decreases 
significantly.  
Tables 2.10 and 5.7 show that the load point indices decrease significantly with 
peak clipping and that the impacts of peak clipping at the various buses are different. 
Table 5.6: HLII system reliability indices for the IEEE-RTS with peak clipping 
DSM EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) ECOST (k$/yr) 
PC80 3.09 315.57 0.60 1447.87 
PC85 8.66 970.80 1.51 4207.70 
PC90 19.95 2283.08 3.76 9626.71 
Base Case 35.92 4514.39 9.29 19070.50 
 
Table 5.7: HLII load point indices for the IEEE-RTS with the PC80 procedure 
Bus No. EDLC (hrs/yr) EENS 
(MWh/yr) 
EFLC (occ/yr) ECOST (k$/yr) 
1 0.02 0.68 0.01 5.42 
2 0.08 1.66 0.02 11.12 
3 0.11 4.39 0.02 23.56 
4 0.09 1.38 0.02 11.90 
5 0.14 2.63 0.03 21.78 
6 0.17 4.78 0.04 28.96 
7 0.37 3.88 0.16 24.87 
8 0.20 8.16 0.03 52.19 
9 0.00 0.38 0.00 1.13 
10 0.02 1.88 0.00 8.16 
13 0.78 47.07 0.12 283.83 
14 0.03 1.00 0.01 3.31 
15 0.21 13.81 0.04 61.31 
16 0.37 10.07 0.06 56.77 
18 2.57 191.00 0.38 779.95 
19 0.42 22.45 0.07 71.76 
20 0.01 0.36 0.00 1.83 
  
The load point EENS for the IEEE-RTS with the various peak clipping 
procedures are shown in Figure 5.8. It can be seen from this figure that the changes in 
the EENS due to the various peak clipping procedures are larger for buses with large 
EENS as noted in the RRBTS study. 
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Figure 5.8:  The load point EENS for the IEEE-RTS with the various peak clipping  
                         programs 
As noted earlier, the peak clipping procedure is an extreme measure because it 
reduces the energy supplied to customers. The studies on peak clipping, however, 
clearly show how the system reliability can be affected and improved by applying this 
procedure. 
5.4.Effects of Load Shifting on the Well-being Analysis Framework  
Load shifting is a more practical process because it shifts customer energy usage 
from on-peak hours to off-peak hours instead of reducing power supply. 
The load shifting procedures in Table 5.1 are used in this study. The off-peak 
hours in this study are the hours when the load is less than 50% of the original peak load 
at each bus. The load is shifted from the on-peak hours to the immediate off-peak hours 
of the day. Both the RRBTS and the IEEE-RTS are used in this research and the results 
are shown in the following. 
5.4.1. Load shifting on all buses 
RRBTS Results 
The HLII system indices for the RRBTS when load shifting was applied to all 
bus loads with changes in the pre-specified peak load are shown in Table 5.8. Figure 5.9 
shows the reliability index differences between peak clipping and load shifting for the 
RRBTS at the various pre-specified peak load levels. 
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Table 5.8: HLII system reliability indices for the RRBTS with load shifting 
DSM EDLC (hrs/yr) EENS 
(MWh/yr) 
EFLC (occ/yr) ECOST (k$/yr) 
LS80 0.60 5.81 0.09 31.33 
LS85 0.87 11.65 0.14 53.40 
LS90 3.02 26.21 0.63 119.31 
Base Case 3.92 47.55 0.85 200.73 
 
 
Figure 5.9: Differences in the reliability indices between peak clipping and load shifting  
                   for the RRBTS at the various pre-specified peak loads 
It can be seen from Tables 5.2 and 5.9 that the reliability indices for the RRBTS 
when the peak clipping and load shifting procedures are applied are very close to each 
other at each pre-specified peak load level. It can be seen from Figure 5.9 that the 
differences in the reliability indices for the RRBTS using these two DSM measures are 
larger for the EENS and ECOST indices and smaller for the EDLC and EFLC. The 
largest difference is less than 2.5%.  Load shifting is a more practical approach than 
direct load clipping and as shown in these studies, the increased load in the valleys in 
the profile does not create a significant decrease in the system reliability in the study 
system. 
The load point EDLC and EENS for the RRBTS with peak clipping and load 
shifting are shown in Figure 5.10. As shown in Figure 5.9, the system EFLC change is 
similar to that in the EDLC and the ECOST change is similar to the EENS change. The 
EFLC and ECOST are not shown here.  
It can be seen that both the load point EDLC and EENS for the RRBTS with 
peak clipping and load shifting compare closely. The EDLC at each load bus remains 
almost unchanged with the application of peak clipping and load shifting. It can be also 
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be seen from Figure 5.10 that the differences in the load bus EENS are a little larger 
than those in the load bus EDLC but are still very small. As shown in Figure 5.9, the 
differences in the system EENS expressed in percent are larger than those of the EDLC. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.10: The load point EDLC and EENS for the RRBTS with the application of       
                        peak clipping and load shifting at the various pre-specified peak load 
The differences in the EENS for the DSM measures at each pre-specified peak 
load divided by the EENS using peak clipping are shown in Figure 5.11. The EENS 
difference is less than 4%, which indicates that there is relatively little difference in the 
effects of peak clipping and load shifting in terms the system reliability improvement. 
 
Figure 5.11: The difference in the load point EENS in percent for the RRBTS with the  
                      application of peak clipping and load shifting 
The load point EENS changes differently at different buses and there is no 
specific pattern to the differences between peak clipping and load shifting with the pre-
specified peak load. The load bus indices are determined by the generation composition, 
system transmission network, the load curtailment philosophy and the load profile at 
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each load bus. The effects on load point indices can be different even when the same 
DSM program is applied to each load bus.  
The DLC and ENS distributions for the RRBTS with load shifting are shown in 
Figures 5.12 and 5.13.  
 
Figure 5.12: The DLC probability distribution for the RRBTS base case and the RRBTS  
                     with LS80 and LS90 
 
Figure 5.13: The ENS probability distribution for the RRBTS base case and the RRBTS  
                     with LS80 and LS90 
The relative frequencies of encountering no load curtailment for the RRBTS 
with LS80, LS90 and the RRBTS base case are 58.64%, 69.49% and 93.50% 
respectively. The standard deviations of the DLC for the RRBTS with LS80, LS90 and 
the RRBTS base case are 3.01 hrs/yr, 6.67 hrs/yr and 7.60 hrs/yr respectively. The 
standard deviation and the range of the DLC decrease significantly when the load 
shifting procedures are applied. The relative frequency of each DLC class interval in 
Figure 5.12 for the RRBTS base case is considerably larger than that of the RRBTS with 
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LS80 or LS90. The ENS probability distributions for the RRBTS base case and the 
RRBTS with LS80 and LS90 show a similar pattern to the DLC distributions.   
Tables 5.9 to 5.11 show the system probability, frequency and average duration 
of each operating state for the RRBTS. The well-being indices are close to those shown 
in Tables 5.3 to 5.5 when the peak clipping is applied. The changes are also similar but 
the values are slightly different. The energy shifted from on-peak hours to off-peak 
hours does not affect the well-being indices considerably. 
Table 5.9: HLII system probability of each operating state for the RRBTS with load  
                     shifting 
Probability of (hrs/yr) DSM 
Healthy State Marginal State At Risk State 
LS80 8701.61 33.78 0.60 
LS85 8684.86 50.28 0.87 
LS90 8580.68 152.30 3.02 
Base Case 8541.66 190.41 3.92 
  
Table 5.10: HLII system frequency of each operating state for the RRBTS with load  
                       shifting 
Frequency of (occ/yr) DSM 
Healthy State Marginal State At Risk State 
LS80 5.13 5.22 0.09 
LS85 8.15 8.27 0.14 
LS90 30.95 31.54 0.63 
Base Case 39.13 39.93 0.85 
 
Table 5.11: HLII average duration of each operating state for the RRBTS with load  
                        shifting 
Average Duration of (hrs/occ) DSM 
Healthy State Marginal State At Risk State 
LS80 1695.23 6.48 6.38 
LS85 1066.08 6.08 6.37 
LS90 277.24 4.83 4.83 
Base Case 218.30 4.77 4.59 
IEEE-RTS Results 
The results for the RRBTS show that there is not much difference in the system 
indices, load point indices and well-being indices when peak clipping or load shifting is 
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applied. The RRBTS is a relatively small reliable system. Similar studies were 
conducted on the IEEE-RTS which is a more practical system and the results are shown 
in the following.  
The HLII system indices for the IEEE-RTS when the various load shifting 
measures are applied are shown in Table 5.12. It can be seen by comparing Tables 5.6 
and 5.12 that the indices at the pre-specified peak load level when load shifting is 
applied are only slightly larger than those when peak clipping is applied for the IEEE-
RTS. This indicates that the load reduced at the on-peak hours when added at the off-
peak hours does not cause a significant decrease in system reliability. This is consistent 
with the conclusion drawn for the RRBTS. As shown in Figure 5.14, the reliability 
index differences in the IEEE-RTS using peak clipping and load shifting is less than 1%. 
Table 5.12: HLII system reliability indices for the IEEE-RTS with load shifting 
DSM EDLC 
(hrs/yr) 
EENS 
(MWh/yr) 
EFLC 
(occ/yr) 
ECOST 
(k$/yr) 
LS80 3.12 317.81 0.60 1459.2 
LS85 8.69 973.46 1.51 4222.6 
LS90 19.96 2284.68 3.77 9633.5 
Base Case 35.92 4514.39 9.29 19070.5 
 
 
Figure 5.14: Differences in the reliability indices between peak clipping and load  
                           shifting for the IEEE-RTS at various pre-specified peak load 
Table 5.13 shows the HLII load point indices with the LS80 procedure. A 
comparison of Table 5.7 and Table 5.13 shows that the load point indices for the IEEE-
RTS with peak clipping are very close to those when load shifting is applied. The energy 
shifted from on-peak hours to off-peak hours does not significantly affect the load point 
indices in this case.  
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Table 5.13: The HLII IEEE-RTS load point indices with LS80 
Bus No. EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) ECOST (k$/yr) 
1 0.03 0.70 0.01 5.6 
2 0.08 1.67 0.02 11.2 
3 0.11 4.44 0.02 23.8 
4 0.10 1.41 0.02 12.2 
5 0.14 2.66 0.03 22.0 
6 0.17 4.84 0.04 29.4 
7 0.36 3.92 0.16 25.0 
8 0.20 8.24 0.03 52.7 
9 0.00 0.40 0.00 1.2 
10 0.02 1.93 0.00 8.3 
13 0.78 47.42 0.12 287.1 
14 0.03 1.00 0.01 3.3 
15 0.21 13.86 0.04 61.6 
16 0.37 10.13 0.06 57.1 
18 2.60 192.26 0.39 784.9 
19 0.43 22.56 0.07 72.0 
20 0.01 0.36 0.00 1.8 
 
The load point indices for the IEEE-RTS applying LS85 and LS90 are relatively 
close to those obtained by applying the corresponding peak clipping procedures and are 
not shown here. The load point EDLC and EENS at some selected buses with peak 
clipping and load shifting are shown in Figure 5.15.  
 
 
 
 
 
 
 
 
Figure 5.15: The load point EDLC and EENS for the IEEE-RTS with the application of  
                      peak clipping and load shifting at the various pre-specified peak loads 
It can be seen from Figure 5.15 that the EDLC and EENS for the IEEE-RTS are 
similar when peak clipping or load shifting is applied at each pre-specified peak load 
level.  
  
168 
The DLC and ENS distributions for the IEEE-RTS with load shifting are shown 
in Figures 5.16 and 5.17.  
 
Figure 5.16: The DLC probability distribution for the IEEE-RTS base case and the  
                          RRBTS with LS80 and LS90 
 
Figure 5.17: The ENS probability distribution for the IEEE-RTS base case and the  
                          RRBTS with LS80 and LS90 
The relative frequencies of encountering no load curtailment for the IEEE-RTS 
with LS80, LS90 and the IEEE-RTS base case are 71.20%, 19.23% and 3.15% 
respectively. The standard deviations of the DLC for the IEEE-RTS with LS80, LS90 
and the IEEE-RTS base case are 8.41 hrs/yr, 23.36 hrs/yr and 32.11 hrs/yr respectively. 
The standard deviation and the range of the DLC decrease significantly when the load 
shifting procedures are applied. The relative frequency of each interval for the IEEE-
RTS with LS80 is smaller than those of the IEEE-RTS base case and the IEEE-RTS 
with LS90. The relative frequencies of the first 4 intervals for the IEEE-RTS with LS90 
are larger than those for the IEEE-RTS base case. The relative frequencies of all the 
  
169 
other intervals for the IEEE-RTS with LS are smaller than those for the IEEE-RTS base 
case. 
The ENS probability distributions have a similar form as the DLC distributions 
for the IEEE-RTS base case and the IEEE-RTS with LS80 and LS90. 
The system well-being indices for the IEEE-RTS with various load shifting 
levels are shown in Tables 5.14 to 5.16.  
Table 5.14: HLII system probability of each operating state for the IEEE-RTS with load  
                   shifting 
Probability of (hrs/yr) DSM 
Healthy State Marginal State At Risk State 
LS80 8590.18 142.70 3.12 
LS85 8488.42 238.89 8.69 
LS90 8353.83 362. 20 19.96 
Base Case 8207.15 492.93 35.92 
  
It can be seen from Table 5.14 that the health state probability increases with a 
decrease in the pre-specified peak load and the marginal state and at risk state 
probabilities decrease. The system tends to stay longer in the healthy state and shorter in 
the marginal and at risk states, which implies that the system is not only becoming more 
reliable with the utilization of load shifting, but also more secure. 
Table 5.15 shows that the frequency of each operating state decreases with the 
application of DSM measures, which indicates fewer transitions between the three 
operating states.  
Table 5.15: HLII system frequency of each operating state for the IEEE-RTS with load  
                    shifting 
Frequency of (occ/yr) DSM 
Healthy State Marginal State At Risk State 
LS80 23.99 24.34 0.60 
LS85 38.73 39.85 1.51 
LS90 62.81 65.76 3.77 
Base Case 103.43 110.87 9.29 
 
Table 5.16 shows that the average duration of the healthy state increases with 
decrease in the pre-specified peak load since the healthy state probability increases and 
the frequency decreases. The average durations of the marginal state and at risk state 
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changes are not as large as those of the health state and there are fluctuations in the 
marginal and at risk state average durations since both the probability and frequency 
decrease with decrease in the pre-specified peak load. 
Table 5.16: HLII average duration of each operating state for the IEEE-RTS with load  
                     shifting 
Average Duration of (hrs/occ) DSM 
Healthy State Marginal State At Risk State 
LS80 358.14 5.86 5.23 
LS85 219.15 5.99 5.74 
LS90 132.99 5.51 5.30 
Base Case 79.35 4.45 3.87 
 
5.4.2. Effects on load carrying capability 
The LS80, LS85 and LS90 procedures were applied to all buses in the RRBTS. 
A new load profile for each load bus was obtained as shown in Section 5.2.2.  
Figure 5.18 shows the EDLC and EENS with changing peak load for the RRBTS 
with the various load shifting applications. The effective load carrying capability based 
on the EDLC and the EENS of the RRBTS with the application of load shifting 
measures are also shown. The EDLC and the EENS for the RRBTS base case at the 
peak load of 179.28 are used as the criterion values. 
 
Figure 5.18: The EDLC and EENS versus peak load for the RRBTS with load shifting 
It can be seen from Figure 5.18 that the reliability indices increase with increase 
in the peak load. When the LS80 procedure is applied, the EDLC increases slowly when 
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the peak load is less than 111% of the original value. The EDLC increases considerably 
when the peak load increases from 111% to 112% of the original value. When the LS85 
procedure is applied, a big increase occurs when the peak load increases from 104% to 
105%. This is due to the fact that when LS80 and LS85 are applied, the peak hour loads 
are flattened. When the peak load increases to a certain level, the flat top on the load 
profile causes the system to lose a large amount of load in the event of a significant 
disturbance. The EENS changes in a similar manner to the EDLC with increase in the 
peak load, but not quite as abruptly. The system ELCC increases as the pre-specified 
peak load in the load shifting procedure decreases. The ELCC values are similar for the 
EENS and EDLC criteria. 
5.4.3. Load shifting on the residential load sector 
The load shifting measure was applied to the residential load sector at all buses 
in order to modify the load profiles. In this case, the off-peak hours are those hours 
when the load is less than 50% of the peak.  
RRBTS Results 
The HLII system indices for the RRBTS when residential load shifting was 
applied to all buses with changes in the pre-specified peak load are shown in Table 5.17. 
Table 5.17: HLII system reliability indices for the RRBTS with load shifting applied to  
                    the residential sector 
DSM EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) ECOST (k$/yr) 
Res-LS80 3.84 43.56 0.83 188.58 
Res-LS85 3.86 46.17 0.84 196.00 
Res-LS90 3.91 47.36 0.85 200.01 
Base Case 3.92 47.55 0.85 200.73 
 
It can be seen that the reliability indices decrease with a decrease in the pre-
specified peak load. The system reliability does not improve as much as when load 
shifting was applied to the bus load at all buses, as the residential sector takes only 23% 
to 47% of each bus load as shown in Table 2.1. The residential sector is only 23% of the 
load at bus #3, which has the largest peak load of 85 MW. As shown in Figure 5.2, when 
load shifting is only applied to the residential load sector, the total bus load changes only 
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slightly. It can also be seen from Table 5.17 that when the pre-specified peak is 80% of 
the residential sector load peak at each bus, the decrease in the ECOST is 12.15 k$/yr. 
The benefit in the ECOST will be larger for larger systems or for a system with a larger 
residential component. 
The load point EDLC for the RRBTS with load shifting applied to the residential 
load sector at all buses are shown in Table 5.18. It can be seen from Table 5.18 that the 
changes in the load point EDLC are not as large as those when the DSM measures are 
applied to the total bus load.  
Table 5.18: The EDLC (hrs/yr) at each bus for the RRBTS with load shifting applied  
                     to the residential sector 
DSM Res-LS80 Res-LS85 Res-LS90 Base Case 
Bus #2 0.46 0.51 0.55 0.55 
Bus #3 3.14 3.20 3.21 3.22 
Bus #4 2.58 2.60 2.63 2.64 
Bus #5 0.07 0.07 0.07 0.07 
Bus #6 0.03 0.03 0.03 0.03 
 
The decreases in the EENS and ECOST at each load bus of the RRBTS using 
residential sector load shifting compared to the base case values are shown pictorially in 
Figure 5.19.  
 
 
 
 
 
 
 
 
Figure 5.19: Decreases in the RRBTS load point EENS and ECOST with Res-LS  
                          procedures 
As shown in Figure 5.19, the decrease in the EENS at bus #3 is the largest at 
each pre-specified peak load level. The decrease in the EENS at bus #4 is the second 
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largest followed by that at bus #2. bus #3 has the largest EENS, followed by bus #4, 
then bus #2 for the RRBTS base case, which indicates that the DSM procedures tend to 
have larger effects on lower reliability buses. The decreases in the load point ECOST 
are slightly different from those in the EENS as the ECOST is the product of the EENS 
and the IEAR. 
The well-being indices for the RRBTS with the application of residential sector 
load shifting are shown in Tables 5.19 to 5.21. It can be seen from these tables that the 
changes are similar to those when load shifting is applied to the total bus load. The 
magnitudes of change are however quite different. 
Table 5.19: HLII system probability of each operating state for the RRBTS with load  
                      shifting applied to the residential sector 
 Probability of (hrs/yr) DSM 
Healthy State Marginal State At Risk State 
Res-LS80 8544.94 187.22 3.84 
Res-LS85 8543.90 188.23 3.86 
Res-LS90 8541.98 190.11 3.91 
Base Case 8541.58 190.50 3.92 
 
Table 5.20: HLII system frequency of each operating state for the RRBTS with load  
                      shifting applied to the residential sector. 
 Frequency of (occ/yr) DSM 
Healthy State Marginal State At Risk State 
Res-LS80 37.55 38.32 0.83 
Res-LS85 37.65 38.44 0.84 
Res-LS90 38.80 39.60 0.85 
Base Case 39.15 39.95 0.85 
 
Table 5.21: HLII system average duration of each operating state for the RRBTS with  
                     residential sector load shifting 
 Average Duration of (hrs/occ) DSM 
Healthy State Marginal State At Risk State 
Res-LS80 227.53 4.89 4.65 
Res-LS85 226.94 4.90 4.59 
Res-LS90 220.18 4.80 4.58 
Base Case 218.19 4.77 4.59 
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The average duration of each healthy state for the RRBTS decreases, while the 
marginal and at risk state average duration fluctuates with an increase in the pre-
specified peak load. The marginal and at risk state probabilities and frequencies increase 
with an increase in the pre-specified peak load. The average duration of these two states 
depends on the relative change in the probability and frequency. 
IEEE-RTS Results 
The HLII system indices for the IEEE-RTS with the various residential sector 
load shifting programs are shown in Table 5.22. 
Table 5.22: HLII system reliability indices for the IEEE-RTS with residential sector  
                       load shifting 
 DSM EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) ECOST (k$/yr) 
Res-LS80 31.14 3849.60 7.45 16060.00 
Res-LS85 34.70 4263.04 8.92 17915.50 
Res-LS90 35.79 4479.92 9.25 18920.90 
BASE 
CASE 
35.92 4514.39 9.29 19070.50 
 
Table 5.22 shows that the IEEE-RTS reliability indices decrease with a decrease 
in the pre-specified peak load with the application of load shifting on the residential load 
sector at all buses. As expected, the improvement is considerably less than when load 
shifting is applied to the entire bus load. The system indices for the IEEE-RTS when 
Res-LS90 is applied are very close to the base case values. The ECOST decreases by 
3,010.5 k$/yr with Res-LS80. The decrease in the ECOST is much less than the 
17,611.2 k$/yr with load shifting shown in Table 5.12. This is due to the fact that 
residential sector load shifting does not move as much energy at the on-peak hours as 
does the bus load shifting shown in Figure 5.5. The results substantiate the comment 
made earlier that while residential load shifting is an important initiative, this concept 
will have to be extended to other sectors in order to provide significant increases in load 
carrying capability and system reliability.  
The load point indices for buses #1, #8, #13 and #18 at different pre-specified 
peak loads are shown in Table 5.23. It can be seen from Table 5.23 that the load point 
indices at these buses increase with an increase in the pre-specified peak load, but not as 
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significantly as when load shifting is applied to the whole bus load. The differences in 
the reliability indices when the pre-specified peak load increases is the smallest for bus 
#1, followed by bus #8, bus #13 to bus #18. This shows that load shifting in the 
residential load sector has larger effects on the lower reliability buses. 
Table 5.23: HLII load point indices for the IEEE-RTS with residential sector load  
                         shifting 
Res-LS80 Bus No. 
EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) ECOST (k$/yr) 
1 0.61 19.57 0.16 141.30 
8 2.66 120.06 0.69 721.80 
13 7.31 554.99 1.68 3037.00 
18 23.42 2213.51 5.46 7773.60 
Bus No. Res-LS85 
1 0.67 21.63 0.19 156.90 
8 2.93 138.68 0.80 829.40 
13 7.79 608.74 1.87 3319.70 
18 25.72 2426.50 6.16 8567.30 
Bus No. Res-LS90 
1 0.70 22.95 0.22 167.60 
8 3.06 147.49 0.86 880.20 
13 8.04 633.70 2.00 3456.10 
18 26.23 2532.09 6.28 8957.40 
 
The conventional reliability indices used in HLI and HLII analysis are expected 
values. These indices can be extended to describe the annual variation in each specific 
index. The reliability index probability distributions provide an additional dimension to 
conventional analysis using expected values and a more detailed appraisal of the system 
risk. Table 5.23 shows the Expected Duration of Load Curtailment (EDLC) and the 
Expected Energy not Supplied (EENS) with load shifting in the residential sector. The 
DLC is a random variable with an associated probability distribution. Figure 5.20 and 
5.21 respectively show the DLC and ENS distributions with the various pre-specified 
peak loads. The standard deviations for the DLC distribution are 29.87 hrs/yr, 32.01 
hrs/yr and 32.11 hrs/yr for the Res-LS80, Res-LS85 and Res-LS90 procedures and the 
IEEE-RTS base case respectively. The range of the DLC decreases slightly with a 
decrease in the pre-specified peak load. !
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Figure 5.20 shows that the zero DLC probability decreases with an increase in 
the pre-specified peak load. The last interval is the cumulative relative frequency of the 
DLC larger than 65 hrs/yr. It can be seen that the cumulative probability increases with 
an increase in the pre-specified peak load. The relative frequencies of the smaller DLC 
intervals at the pre-specified peak load of 80% are generally larger than in the other two 
cases, and are smaller at the larger DLC intervals as shown in Figure 5.20. 
 
 
Figure 5.20: The IEEE-RTS DLC distribution with residential sector load shifting 
Figure 5.21 shows the ENS distribution. The standard deviations of the ENS 
distribution are 5263.60 MWh/yr, 5722.10 MWh/yr and 5756.10 MWh/yr for Res-LS80, 
Res-LS85, Res-LS90 procedures and the IEEE-RTS base case respectively. The range 
of the ENS distribution also decreases with a decrease in the pre-specified peak load. It 
can be seen from Figure 5.21 that the effects of load shifting on the ENS distribution are 
similar to those on the DLC distribution. 
!
 
 
Figure 5.21:  The IEEE-RTS ENS distribution with residential sector load shifting 
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Load shifting is a more practical demand side management program compared to 
the extreme process of peak clipping as it does not simply reduce power supply to 
customers. The impacts of load shifting on system reliability are close to those of peak 
clipping at the same pre-specified peak load levels.  
5.4.4. Interactive effects of residential load shifting and LFU 
In this section, load shifting is applied to the residential load sector and LFU is 
considered for the IEEE-RTS. 
Table 5.24 shows the HLII system indices for the IEEE-RTS considering both 
load shifting and LFU. It can be seen from this table that the system indices increase 
considerably with an increase in the LFU.  
Table 5.24: The IEEE-RTS system reliability indices with residential sector load  
                          shifting and LFU 
Res-LS80 LFU 
EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) ECOST (k$/yr) 
0% 31.14 3849.60 7.45 16060.00 
5% 44.04 6034.84 9.45 24235.80 
10% 88.21 14736.11 17.40 55368.00 
Res-LS90 LFU 
EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) ECOST (k$/yr) 
0% 35.79 4479.92 9.25 18920.90 
5% 48.81 6800.08 11.51 27578.20 
10% 99.47 16807.33 21.24 63438.80 
 
The EDLC and EENS for the IEEE-RTS are also shown in Figure 5.22.  
  
 
 
 
 
 
 
 
Figure 5.22: The IEEE-RTS EDLC and EENS with residential sector load shifting and  
                       LFU 
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It can be seen that the differences in the EDLC and EENS when these two load 
shifting measure were applied are smaller when the LFU is small. The differences are 
the largest when the LFU is 10%, which indicates that the load shifting in the residential 
load sector counteracts the effects of LFU on the system indices and reduces the 
inherent increase in the reliability indices. 
5.5. Effects of Off-peak Load Addition in the Well-being Analysis Framework 
The effects of off-peak load addition were examined at both the HLI and HLII 
levels. The off-peak load addition described in Section 5.2.2 is used to modify the load 
model.  
5.5.1. Effects of load addition on HLI reliability evaluation 
The system load can be formed by summing the load at each bus and used in the 
HLI simulation program. The 48-hour system load profiles for the RRBTS and the 
IEEE-RTS are similar and the 48-hour system load data for the IEEE-RTS with load 
addition are shown in Figure 5.23. 
 
Figure 5.23: The 48-hour system load for the IEEE-RTS with load addition 
RBTS Results 
Table 5.25 shows the HLI reliability indices for the RBTS with the various load 
addition settings. It can be seen from Table 5.25 that the load addition at the off-peak 
hours does not significantly affect the HLI reliability indices. The fluctuation is due to 
the variations in the simulation. 
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Table 5.25: HLI system reliability indices for the RBTS with load addition 
DSM Added Energy (MWh) LOLE (hrs/yr) LOEE (MWh/yr) EFLC (occ/yr) 
LA20 3735.6 3.71 34.88 0.79 
LA40 65606.1 3.78 35.91 0.80 
LA60 167363.9 3.78 36.13 0.80 
Base Case 0.00 3.74 35.30 0.80 
 
The HLI well-being indices for the RBTS and the RBTS with LA60 are shown 
in Table 5.26.  
Table 5.26: The HLI well-being indices for the RBTS and the RBTS with LA60 
RBTS Base Case 
State Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 8575.38 25.54 336.72 
Marginal 132.95 26.28 5.07 
At Risk 3.74 0.80 4.69 
RBTS, LA60 
State Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 8574.48 25.42 338.30 
Marginal 133.81 26.16 5.13 
At Risk 3.78 0.80 4.75 
 
The well-being indices for the RBTS with LA20 and LA40 are not shown since 
the indices are very close. It can be seen from Table 5.26 that the well-being indices are 
also very close for the RBTS and the RBTS with LA60. 
IEEE-RTS Results 
The HLI reliability indices for the IEEE-RTS with various load addition settings 
are shown in Table 5.27.  
Table 5.27: HLI system reliability indices for the IEEE-RTS with load addition 
DSM Added Energy (MWh) LOLE (hrs/yr) LOEE (MWh/yr) EFLC (occ/yr) 
LA20 62591.4! 32.16 4033.48 8.45 
LA40 996345.4! 32.23 4052.60 8.43 
LA60 2535103.6! 32.58 4109.38 8.52 
Base Case 0.0 32.15 4023.31 8.44 
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The HLI reliability indices do not change significantly with load addition at the 
off-peak hours. The changes in the reliability indices for the IEEE-RTS are larger than 
those for the RBTS as the IEEE-RTS is a larger system with a lower level of system 
reliability. 
The HLI well-being indices for the IEEE-RTS are shown in Table 5.28. The 
well-being indices also remain almost unchanged with load addition at the off-peak 
hours.  
Table 5.28: HLI well-being indices for the IEEE-RTS with load addition 
IEEE-RTS Base Case 
State Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 8348.17 75.44 110.97 
Marginal 331.44 82.23 4.04 
At Risk 32.46 8.49 3.84 
IEEE-RTS, LA60 
State Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 8344.25 75.46 110.88 
Marginal 335.24 82.32 4.08 
At Risk 32.58 8.52 3.83 
 
The HLI reliability evaluation studies show that load addition at the off-peak 
hours does not significantly change the reliability and well-being indices for the two test 
systems and that these systems are able to provide more energy to the customers while 
maintaining the reliability to a certain level if the load addition is at the off-peak hours. 
5.5.2. Effects of load addition on HLII reliability evaluation  
The RapHL-II program was applied to the RRBTS and the IEEE-RTS in this 
study. The load addition procedures shown in Table 5.1 are used.  
RRBTS Results 
Table 5.29 shows the number of off-peak hours in a year when the loads are 
smaller than the specified minimum load and the energy in MWh added in the valley 
hours for the RRBTS. It can be seen that the off-peak hours increase significantly with 
an increase in the pre-specified minimum load. The load factor at bus #3 is 52.89%, 
53.31%, 58.08% and 63.57% for the RRBTS base case, LA20, LA40 and LA60 
procedures respectively.  
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Table 5.29: The number of off-peak hours in a year and the added energy for the  
                          RRBTS 
Off-peak hours Added Energy (MWh) Bus 
No. LA20 LA40 LA60 LA20 LA40 LA60 
#2 4 2230 3481 0.11 3752.48 14928.58 
#3 1822 2548 3825 3675.44 45327.11 93286.18 
#4 0 1982 2546 0.00 5927.34 23469.89 
#5 101 2357 4546 18.61 4319.06 17661.61 
#6 386 2562 3890 41.47 6280.14 18017.68 
 
The system reliability indices for the RRBTS with the various load additions are 
shown in Table 5.30. It can be seen that increasing the load in the tail of the load 
duration curve does not significantly change the system reliability. The total load energy 
of the RRBTS base case is 999,404.10 MWh. The added load for LA60 is about 16.75% 
of the RRBTS base case. 
Table 5.30: HLII system reliability indices for the RRBTS with the load additions 
DSM Added Energy 
(MWh) 
EDLC 
(hrs/yr) 
EENS 
(MWh/yr) 
EFLC 
(occ/yr) 
ECOST 
(k$/yr) 
LA20 3735.63 3.92 47.60 0.85 200.91 
LA40 65606.13 3.92 48.19 0.85 203.42 
LA60 167363.94 3.94 49.85 0.86 209.72 
Base Case 0 3.92 47.58 0.85 200.83 
 
The load point EDLC and EENS for the RRBTS and the RRBTS with LA60 are 
shown in Figure 5.24. It can be seen that the EDLC and EENS for the RRBTS with 
LA60 and the RRBTS base case are basically identical. 
 
 
 
 
 
 
 
 
 
Figure 5.24: The load point EDLC and EENS for the RRBTS and RRBTS with LA60 
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The well-being indices for the RRBTS with various load additions are shown in 
Table 5.31. It can be seen from Table 5.31 that the system probability of the healthy 
state decreases with load addition compared to that of the base case. The marginal state 
and at risk state probabilities slightly increase. This indicates that load addition at the 
off-peak hours makes the system less secure. The frequency of each state slightly 
increases. The changes are, however, extremely small and can be considered to be 
negligible. Studies on the RRBTS show that the off-peak load additions considered do 
not significantly affect the system and load point reliability indices.  
Table 5.31: HLII well-being indices for the RRBTS with load addition. 
RRBTS Base Case 
State Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 8541.66 39.13 218.30 
Marginal 190.41 39.93 4.77 
At Risk 3.92 0.85 4.59 
RRBTS, LA60 
Bus No Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 8539.89 39.15 218.13 
Marginal 192.17 39.96 4.81 
At Risk 3.94 0.86 4.60 
  
IEEE-RTS Results 
Similar studies were done on the IEEE-RTS to examine the effects of off-peak 
load addition on reliability indices in a larger power system. 
The total load of the IEEE-RTS base case is 15,335,687.00 MWh. The added 
load is 2,535,103.63 MWh when the pre-specified minimum load is 60% of the original 
peak, which is about 16.53% of the total load for the IEEE-RTS base case. 
The system reliability indices for the IEEE-RTS with load additions at the off-
peak hours are shown in Table 5.32. It can be seen from this table that the HLII system 
reliability indices increase slightly with the increase in the load addition. The increases 
in the system indices are larger than those of the RRBT. This is due to the fact that the 
IEEE-RTS is not as reliable as the RRBTS and has larger indices.!
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Table 5.32: HLII system reliability indices for the IEEE-RTS with load addition. 
DSM Added Load 
(MWh) 
EDLC 
(hrs/yr) 
EENS 
(MWh/yr) 
EFLC 
(occ/yr) 
ECOST 
(k$/yr) 
LA20 62591.41! 35.96 4520.40 9.30 19092.68 
LA40 996345.35! 36.17 4538.95 9.30 19170.47 
LA60 2535103.63! 36.56 4622.74 9.29 19507.56 
Base Case 0 35.92 4514.39 9.29 19070.46 
 
Figure 5.25 shows the load point EDLC and EENS for the IEEE-RTS and the 
IEEE-RTS with LA60 at selected buses. It can be seen that the load point indices for the 
IEEE-RTS with load addition are slightly larger than those for the IEEE-RTS base case. 
The differences in the indices are larger than those in the RRBTS. 
Figure 5.25: The load point EDLC and EENS for the IEEE-RTS and IEEE-RTS with  
                        LA60 
Table 5.33 shows the HLII well-being indices for the IEEE-RTS base case and 
the IEEE-RTS with LA60. 
Table 5.33: HLII well-being indices for the IEEE-RTS with load addition 
IEEE-RTS Base Case 
State Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 8207.15 103.43 79.35 
Marginal 492.93 110.87 4.45 
At Risk 35.92 9.29 3.87 
IEEE-RTS, LA60 
Bus No. Probability (hrs/yr) Frequency (occ/yr) Average Duration (hrs/occ) 
Healthy 8179.98 101.52 80.58 
Marginal 519.46 109.38 4.75 
At Risk 36.56 9.29 3.94 
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It can be seen from Table 5.33 that the healthy state probability decreases with 
an increase in the added load, while the marginal and at risk state probabilities increase. 
This is similar to those found for the RRBTS. The system frequency of each state, 
however, changes differently. The system frequency of each state is smaller when LA60 
is applied than the base case value. This is because when the minimum load increases to 
the pre-specified level it does not vary as much as the original load and the system 
remain longer in the load state. 
The off-peak hour load addition does not affect the system reliability 
significantly at some load addition levels. In the case of the RBTS and the IEEE-RTS, 
even when the added load energy at the off-peak hour is approximately 16% of the 
original energy demand, the system reliability indices, load point indices and the well-
being indices are not affected significantly. The effects of load addition are larger for the 
IEEE-RTS than those for the RRBTS as the IEEE-RTS is a less reliable system. The 
actual effects will differ for different systems and can be analyzed using the techniques 
developed in this research. 
5.6. Effects of Distributed Generation in the Well-being Analysis Framework 
Distributed generation (DG) includes a wide range of sources including co-
generation and renewable energy sources and is installed in the distribution network to 
serve part or all of the local customer demand. Distributed generation allows customers 
to buy from or sell electricity to the electric power grid [57, 63, 113]. The 
implementation of DG helps reduce peak demand and dependency on the transmission 
system by strengthening the distribution system and can improve the efficiency of a 
power system. Large amounts of distributed generation, particularly wind generation, 
injected into a BES can create increased load uncertainty on the BES and introduce 
additional pressure on the bulk system due to the intermittent nature of wind power.  
The effects of wind power added as DG on BES reliability are illustrated in the 
following study. 
5.6.1. Wind power added as distributed generation 
The RapHL-II program was modified to incorporate distributed generation in 
reliability evaluation as described in Section 5.2.2. Conventional generation or wind 
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power connected to a bus in the form of distributed generation can be used to modify the 
BES load profile at that bus.  
The RRBTS and the IEEE-RTS were modified by adding wind power or 
conventional generation as distributed generation. The sample size is 8,000 and 4,000 
years for the RRBTS and the IEEE-RTS respectively. The Pass-I policy was used as the 
load shedding philosophy.  
RRBTS Results 
The distributed generation is assumed to be primarily intended to serve the loads 
at the local bus. Two situations are considered in this section. The first is that when the 
distributed generation exceeds the local load at a certain hour, the BES bus load at that 
hour is zero and the extra distributed generation is not transmitted to the grid. The 
second situation is where any distributed generation exceeding the local load is 
transmitted to the BES.  
A 20 MW wind farm was added to the RRBTS at different buses. Any extra 
distributed generation is not transmitted to the BES in this case. The HLII system 
indices for the RRBTS with this wind addition are shown in Table 5.34. This table also 
shows the results for the RRBTS when the 20 MW wind is added as BES connected 
generation. 
Table 5.34: HLII system reliability indices for the RRBTS with the 20 MW of wind  
                       added at different buses and extra generation not transmitted to the BES 
Wind Capacity 
connected to bus 
EDLC 
(hrs/yr) 
EENS 
(MWh/yr) 
EFLC (occ/yr) ECOST (k$/yr) 
#2 2.58 29.68 0.71 132.47 
#3 2.54 28.81 0.70 131.08 
#4 2.55 28.94 0.70 132.52 
#5 2.54 28.74 0.69 128.82 
#6 2.54 28.68 0.69 128.83 
Added at bus #4 as 
BES connected 
generation  
2.55 29.10 0.70 129.76 
 
It can be seen from Table 5.34 that the reliability indices are relatively close to 
each other when the wind power is added as additional power or added as distributed 
generation to modify the load profile at the connected bus. The reliability indices are 
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slightly smaller when the wind power is added at buses #5 or #6 compared to those 
when the wind capacity is connected to other load buses. This is due to the fact that the 
system generation is installed at buses #1 and #2 which are far from buses #5 and #6. 
The RRBTS is a small system and the connection location of wind power does not 
create much difference in the reliability indices. This could be different in a larger 
system. 
The HLII reliability indices for the RRBTS with wind power connected at 
different buses are shown in Table 5.35 for the second situation, in which any extra 
distributed generation is transmitted to the BES.  
Table 5.35: HLII system reliability indices for the RRBTS with the 20 MW of wind  
                       power added at different buses and the extra capacity transmitted to the  
                       BES 
Wind Capacity 
connected to 
bus 
EDLC (hrs/yr) EENS 
(MWh/yr) 
EFLC (occ/yr) ECOST (k$/yr) 
#2 2.57 29.60 0.71 132.09 
#3 2.54 28.75 0.70 130.39 
#4 2.55 28.94 0.70 132.52 
#5 2.53 28.34 0.69 127.18 
#6 2.52 28.26 0.69 127.14 
 
It can be seen that the reliability indices in Table 5.35 are slightly smaller than 
those in Table 5.34 as expected. The differences in this case are not large due to the fact 
that only 20 MW of wind power is added to the system. The wind power output in most 
hours is low and does not exceed the load at those hours. The extra wind energy that can 
be supplied to the BES grid is therefore relatively small. 
The reliability indices for the RRBTS in the two situations compare closely. The 
load point indices and the well-being indices when the extra generation is transmitted to 
the system are shown in the following. Tables 5.36 to 5.39 show the individual load 
point EDLC, EENS, EFLC and ECOST for the RRBTS with the 20 MW wind farm 
connected to different buses as distributed generation. 
It can be seen from Table 5.36 that the load point EDLC changes only slightly 
when the wind power is added at different buses. The system EDLC and the EDLC for 
each bus are smaller when the wind farm is connected to buses #5 or #6 compared to 
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that when the wind power is connected to other buses. This indicates that the system can 
obtain more benefit in terms of the EDLC when the distributed generation is located at 
buses that are far from the generation center. It can also be seen from Table 5.36 that the 
system benefit when the wind farm is added at either bus #5 or #6, are similar and the 
added distributed generation tends to have a larger effect on the indices at the bus where 
it is connected. 
Table 5.36: The load bus EDLC (hrs/yr) for the RRBTS with the 20 MW wind power  
                      added as distributed generation at different buses 
Wind Power Added at Bus Bus No. 
#2 #3 #4 #5 #6 
#2 0.35 0.34 0.34 0.32 0.32 
#3 2.00 1.95 2.04 1.93 1.93 
#4 1.77 1.76 1.76 1.75 1.75 
#5 0.06 0.06 0.05 0.05 0.05 
#6 0.02 0.02 0.02 0.02 0.02 
 
Table 5.37 shows the load point EENS for the RRBTS. The load point EENS 
values change slightly with the wind power connection point. The load point EENS 
changes differently from the EDLC with the wind power connection point. As shown in 
Table 5.37, the load point EENS at buses #2, #4, #5 or #6 are the lowest values when the 
wind farm is connected at these buses. This indicates that the wind power tends to have 
a larger effect on the bus where it is connected. The exception is the EENS at bus #3, 
which has its smallest value when the wind farm is added at bus #6. When the extra 
generation is not transmitted to the system, the EENS at bus #3 is the smallest when the 
wind power is connected to this bus. The wind power that exceeds the load at bus #6 can 
be transmitted to the BES and used to supply the demand at other buses. 
Table 5.37: The load bus EENS (MWh/yr) for the RRBTS with the 20 MW wind  
                          power added as distributed generation at different buses 
Wind Power Added at Bus Bus No. 
#2 #3 #4 #5 #6 
#2 0.81 0.95 0.94 0.87 0.87 
#3 16.68 15.76 16.72 15.72 15.68 
#4 11.91 11.77 10.99 11.61 11.58 
#5 0.21 0.20 0.20 0.16 0.20 
#6 0.09 0.08 0.09 0.08 0.07 
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Table 5.37 also shows that the wind farm connection point affects the load bus 
EENS. The improvement in the load point EENS is higher when the wind farm is added 
to a bus that is far from the generation center. As shown in Table 5.37, the EENS at bus 
#2 is lower when the wind farm is connected to buses #5 and #6 than when the wind 
farm is connected to buses #3 and #4. The actual numerical differences in the respective 
indices in Table 5.37 are relatively small but these differences do indicate the system 
composition effects when using distributed generation at different locations in the 
system. 
Table 5.38 shows the EFLC for the RRBTS with the 20 MW wind farm 
connected at different buses. The effects of the wind farm location on the EFLC are 
similar to those on the EDLC.  
Table 5.38: The load bus EFLC (occ/yr) for the RRBTS with the 20 MW wind power  
                      added as distributed generation at different buses 
Wind Power Added at Bus Bus No. 
#2 #3 #4 #5 #6 
#2 0.1194 0.1110 0.1115 0.1088 0.1081 
#3 0.5818 0.5703 0.5821 0.5704 0.5716 
#4 0.4578 0.4499 0.4504 0.4520 0.4521 
#5 0.0176 0.0164 0.0164 0.0153 0.0164 
#6 0.0052 0.0051 0.0051 0.0054 0.0046 
 
The effects of the wind farm location on the ECOST are similar to those on the 
EENS. There are slight differences as the duration of each interruption also affects the 
ECOST.  
Table 5.39: The load bus ECOST (k$/yr) for the RRBTS with the 20 MW wind power  
                     added as distributed generation at different buses 
Wind Power Added at Bus Bus No. 
#2 #3 #4 #5 #6 
#2 6.92 7.54 7.53 6.98 6.98 
#3 46.61 45.50 46.32 44.01 43.95 
#4 76.58 75.46 76.77 74.55 74.40 
#5 1.59 1.52 1.53 1.28 1.51 
#6 0.39 0.36 0.37 0.35 0.31 
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The effects of the location of the wind power on system and load point indices 
are not very significant because the RRBTS is a generation and transmission sufficient 
system. In general, the added distributed generation tends to have larger effects on the 
load point indices at the bus to which it is connected. The reliability indices at those 
buses close to the bus where the wind power is connected will also improve.  
Tables 5.40 to 5.42 show the system probability, frequency and average duration 
of each operating state for the RRBTS with the 20 MW wind farm added at different 
buses.  
Table 5.40: HLII system probability of each operating state for the RRBTS with the 20  
                     MW wind power added as distributed generation. 
Probability (hrs/yr) Wind power 
connected to bus # Healthy State Marginal State At Risk State 
#2 8599.47 133.96 2.57 
#3 8605.93 127.53 2.54 
#4 8604.59 128.86 2.55 
#5 8609.69 123.79 2.53 
#6 8609.87 123.61 2.52 
 
Table 5.41: HLII system frequency of each operating state for the RRBTS with the 20  
                      MW wind power added as distributed generation 
Wind power 
connected to bus # 
Frequency (occ/yr) 
 Healthy State Marginal State At Risk State 
#2 35.11 35.75 0.71 
#3 31.99 32.65 0.70 
#4 32.23 32.88 0.70 
#5 31.14 31.76 0.69 
#6 31.02 31.64 0.69 
  
It can be seen that the healthy state probability is the smallest when the wind 
capacity is added at bus #2, and largest at bus #6. This is similar to the effects of wind 
power location on the system reliability indices. The system frequency of each operating 
state is the smallest when the wind farm is added at bus #6 followed by the value at bus 
#5. The marginal state probability and frequency values in Tables 5.40 and 5.41 indicate 
that when the wind farm is connected at a load bus far from the generation center, the 
system well-being improves and the system becomes more secure. Even though bus #3 
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has the largest load, adding the wind farm at bus #3 does not provide the largest benefit. 
When the added wind power is relatively small compared to the load, the location of the 
wind power addition can have a major effect on the system reliability indices. 
Table 5.42: HLII average duration of each operating state for the RRBTS with the 20  
                      MW wind power added as distributed generation 
Wind capacity 
connected to bus # 
Average Duration (hrs/occ) 
 Healthy State Marginal State At Risk State 
#2 244.90 3.75 3.63 
#3 268.98 3.91 3.64 
#4 267.01 3.92 3.64 
#5 276.53 3.90 3.68 
#6 277.57 3.91 3.67 
 
IEEE-RTS Results 
A 100 MW wind farm was added at bus #1 as distributed generation. The effects 
of the wind power on the system indices and load point indices are shown in the 
following.  
Tables 5.43 and 5.44 show the system and load point reliability indices for the 
IEEE-RTS with the wind power added as distributed generation. It can be seen that the 
100 MW of wind power improves the system reliability. It can be seen by comparing 
Tables 5.44 and 2.10 that the decrease in the EENS at bus #1 with the addition of the 
100 MW of wind power divided by the base case EENS is 36.10%, which is the largest 
percentage change for all the load buses. This again indicates that adding wind power as 
distributed generation has a larger effect on the local bus. 
Table 5.43: HLII system reliability indices for the IEEE-RTS with the 100 MW of wind  
                    power added as distributed generation 
Cases EDLC 
(hrs/yr) 
EENS 
(MWh/yr) 
EFLC 
(occ/yr) 
ECOST 
(k$/yr) 
Wind power connected 
to bus #1 
29.26 3628.38 7.91 15390.85 
Base Case 35.92 4514.39 9.29 19070.50 
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Table 5.44: HLII load point indices for the IEEE-RTS with the 100 MW of wind power  
                    added as distributed generation  
Bus No. EDLC (hrs/yr) EENS 
(MWh/yr) 
EFLC (occ/yr) ECOST 
(k$/yr) 
1 0.55 14.75 0.18 120.70 
2 1.57 44.60 0.48 281.90 
3 1.44 67.82 0.48 344.66 
4 1.40 32.20 0.44 257.90 
5 1.94 43.95 0.64 351.00 
6 2.27 89.29 0.73 502.50 
7 1.69 52.46 0.60 313.30 
8 2.42 116.72 0.73 703.40 
9 0.03 1.83 0.01 5.10 
10 0.05 3.67 0.01 15.40 
13 6.59 509.34 1.74 2798.90 
14 0.09 4.54 0.03 13.60 
15 2.46 187.22 0.72 734.70 
16 4.28 139.94 1.27 751.50 
18 21.65 2075.65 5.46 7406.20 
19 3.58 207.95 0.98 617.40 
20 1.06 36.54 0.48 172.80 
 
5.6.2. Conventional generation added as distributed generation 
Conventional generation was added to the RRBTS at each bus as distributed 
generation and extra generation is transmitted to the gird in the following studies.  
Table 5.45 shows the reliability indices for the RRBTS when a conventional 5 
MW unit was added at different buses in the system. It can be seen that the HLII system 
indices decrease with the 5 MW addition. The reliability indices are quite close to each 
other in each case.  
Table 5.45: HLII system reliability indices for the RRBTS with the 5 MW conventional  
                    generation added as distributed generation at different buses 
CG connected 
to bus 
EDLC (hrs/yr) EENS 
(MWh/yr) 
EFLC (occ/yr) ECOST (k$/yr) 
#2 2.73 28.28 0.69 125.84 
#3 2.67 27.33 0.66 124.15 
#4 2.67 27.38 0.66 128.20 
#5 2.67 27.25 0.66 120.55 
#6 2.67 27.16 0.66 119.99 
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The load point EDLC and EENS for the RRBTS with the 5 MW conventional 
generation added as distributed generation are shown in Tables 5.46 and 5.47.  
Table 5.46: The load bus EDLC (hrs/yr) for the RRBTS with the 5 MW conventional 
                      generation added as distributed generation at different buses 
Conventional Generation Added at Bus  Bus No. 
#2 #3 #4 #5 #6 
#2 0.35 0.33 0.33 0.30 0.29 
#3 1.93 1.86 2.00 1.85 1.85 
#4 1.86 1.86 1.86 1.86 1.86 
#5 0.06 0.06 0.06 0.06 0.06 
#6 0.02 0.02 0.02 0.02 0.02 
 
It can be seen from Table 5.46 that the EDLC for each bus are only slightly 
different when the distributed generation is added at different buses.  
Table 5.47: The load bus EENS (MWh/yr) for the RRBTS with the 5 MW conventional  
                     generation added as distributed generation at different buses 
Conventional Generation Added at Bus Bus No. 
#2 #3 #4 #5 #6 
#2 0.65 0.92 0.90 0.80 0.80 
#3 15.41 14.44 15.69 14.64 14.56 
#4 11.92 11.69 10.50 11.58 11.55 
#5 0.20 0.20 0.20 0.14 0.20 
#6 0.10 0.09 0.09 0.09 0.06 
 
It can be seen from Table 5.47 that the EENS at each bus is the smallest when 
the distributed generation is connected at this bus. This is mainly due to the fact that the 
added distributed generation is used to supply energy to the local load. This differs from 
when the 20 MW wind power was added, as shown in Table 5.37. When the capacity of 
the added distributed generation is smaller than the local load, the impact on the EENS 
at other buses will also be smaller. The effects of conventional generation as distributed 
generation on the well-being indices are very similar to those when wind power is added 
as distributed generation and are not shown here. 
The effects of wind power or conventional generation added as distributed 
generation on system indices, load point indices and well-being indices are quite similar. 
Generation added at location far from the generation center provides more benefit. The 
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connection point of the distributed generation affects the indices and the distributed 
generation tends to have larger effects in terms of the EENS on the BES buses where the 
local generation is connected. 
The RRBTS is a transmission strong system and the connection point of the 
distributed generation only slightly affects the system reliability indices. The RBTS is a 
transmission deficient system in that there is only one transmission line supplying the 
load at bus #6. A 5 MW of conventional generating capacity was added as distributed 
generation at different locations in the RBTS. The HLII system indices for the RBTS 
with conventional generating capacity are shown in Table 5.48.  
Table 5.48: HLII system indices for the RBTS with the 5 MW conventional generation  
                     added as distributed generation at different buses  
DG connected 
to bus 
EDLC (hrs/yr) EENS 
(MWh/yr) 
EFLC (occ/yr) ECOST (k$/yr) 
No DG 13.59 156.15 1.76 621.90 
#3 12.33 135.38 1.56 543.98 
#6 10.38 88.65 1.73 451.39 
 
It can be seen that the reliability indices decrease when the generation capacity is 
injected into the network at bus #3 or bus #6. The addition of generating capacity as 
distributed generation at bus #6 directly alleviates the impacts of the transmission 
deficiency on system reliability. The improvement in system reliability is higher when 
the capacity is added to the network at bus #6 than at bus #3. 
Tables 5.49 and 5.50 show the HLII load point indices for the RBTS with the 5 
MW of generation capacity added as distributed generation at different locations.  
Table 5.49: HLII load point indices for the RBTS with the 5 MW conventional  
                           generation added as distributed generation at bus #3 
Bus # EDLC (hrs/yr) EENS (MWh/yr) EFLC 
(occ/yr) 
ECOST 
(k$/yr) 
2 0.36 0.92 0.12 7.11 
3 2.03 15.81 0.62 46.23 
4 2.03 12.56 0.50 78.29 
5 0.25 1.10 0.10 7.97 
6 9.71 105.03 0.92 404.38 
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Table 5.50: HLII system indices for the RBTS with the 5 MW conventional generation  
                     added as distributed generation at bus #6  
Bus # EDLC (hrs/yr) EENS (MWh/yr) EFLC 
(occ/yr) 
ECOST 
(k$/yr) 
2 0.29 0.79 0.08 6.13 
3 2.00 15.94 0.59 43.54 
4 2.00 12.37 0.47 77.21 
5 0.23 1.10 0.08 7.85 
6 7.72 58.48 1.09 316.65 
 
The addition of conventional generation as distributed generation at bus #3 has 
only a slight effect on the load point indices at bus #6. The connection point of the 
distributed generation can have significant effects on the system and load point indices 
for systems with a deficient transmission network. 
5.6.3. Increase in the peak load 
The RRBTS with 20 MW of wind power addition as distributed generation was 
used in this study and the peak load of the RRBTS is increased to examine the IPLCC of 
the added wind power. 
The EENS for the RRBTS with increase in the peak load is shown in Figure 5.26. 
The EENS is the largest when the wind capacity is added at bus #2 and smallest when 
the wind power is added at bus #6. The IPLCC of the added power is 4.92, 5.25, 5.19, 
5.38 and 5.41 MW for the local addition at bus #2, #3, #4, #5 and #6 respectively.!
 
Figure 5.26: The EENS for the RRBTS with 20 MW of wind power added at different  
                       buses with increase in the peak load 
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The EENS of buses #2 and #3 for the RRBTS with the wind farm connected at 
different load buses versus peak load are shown in Figure 5.27. The load point EENS at 
buses #2 or #3 are the lowest when the wind farm is connected at this bus at these peak 
load levels. This is slightly different from that when the peak load is 100%, in which 
case the EENS of bus #3 is the smallest when the wind power is added at bus #6. This 
indicates that with an increase in the peak load, the added wind power has less chance of 
providing energy to the grid. The impact of the distributed generation on the reliability 
indices at other load buses becomes less significant when the capacity of the distributed 
generation is small or the load at this bus increases. 
The EENS at the other buses changes similarly to that of bus #2 or #3 at these 
peak load levels and are not shown here. 
Figure 5.27: The EENS for the RRBTS with the 20 MW wind power added at different  
                      buses with increase in the peak load                       
Similar studies have been done when the conventional generation is added as 
distributed generation. The IPLCC based on the EENS of the added 5 MW unit is 5.11, 
5.46, 5.44, 5.48 and 5.51 MW when the unit is added to bus #2, #3, #4, #5 and #6 
respectively. The IPLCC does not change significantly with the connection location. 
The IPLCC is slightly larger than the capacity of the conventional generating unit 
because the largest unit in the system is 40 MW and the addition of a smaller unit 
improves the shape of the distribution in the generating capacity outage table. The 
reliability indices are quite close to each other at the original peak load with the addition 
of 20 MW wind power or a 5 MW conventional generating unit. The effects on the 
system reliability indices with increase in the peak load due to these two forms of 
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generation are different. In a general sense, adding wind power is similar to adding a 
relatively large unit with many derated states. 
5.6.4. Interactive effects of distributed generation and LFU 
In this section, the 20 MW wind power is added at bus #3 as distributed 
generation and  wind power exceeding the local load is transmitted to the grid. The LFU 
of 0%, 5% and 10% are considered and the bus load correlation is 100% dependent. The 
system indices, load point indices and well-being indices are shown in the following.  
The HLII system indices for the RRBTS are shown in Table 5.51. It can be seen 
that the system indices increase with an increase in the LFU in a similar manner to when 
the wind power is added to the BES. 
Table 5.51: HLII system reliability indices for the RRBTS with the 20 MW of wind  
                       power added at bus #3 as distributed generation considering LFU 
LFU EDLC (hrs/yr) EENS (MWh/yr) EFLC (occ/yr) ECOST (k$/yr) 
0% 2.54 28.75 0.70 130.39 
5% 3.18 38.60 0.90 166.44 
10% 7.11 98.82 1.74 353.99 
  
Tables 5.52 shows the load point indices for the RRBTS. It can be seen that the 
indices at each load bus increase with an increase in the LFU. The interactive effects of 
wind power and LFU are similar when the wind power is distributed generation or 
added directly to the BES. 
The HLII system well-being indices for the RRBTS considering wind power as 
distributed generation and LFU are shown in Table 5.53. 
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Table 5.52: The load point indices for the RRBTS with the 20 MW of wind power  
                         added at bus #3 as distributed generation considering LFU 
LFU 
0% 5% 10% 
Bus No. 
EDLC (hrs/yr) 
#2 0.34 0.46 1.56 
#3 1.95 2.42 5.43 
#4 1.76 2.11 4.07 
#5 0.06 0.06 0.13 
#6 0.02 0.02 0.04 
Bus No. EENS (MWh/yr) 
#2 0.95 1.35 5.52 
#3 15.76 21.89 60.59 
#4 11.77 14.20 32.04 
#5 0.20 0.22 0.54 
#6 0.08 0.06 0.13 
Bus No. EFLC (occ/yr) 
#2 0.11 0.13 0.43 
#3 0.57 0.69 1.34 
#4 0.45 0.50 0.91 
#5 0.02 0.02 0.05 
#6 0.01 0.01 0.02 
Bus No. ECOST (k$/yr) 
#2 7.54 10.05 35.83 
#3 45.50 60.06 138.55 
#4 75.46 86.59 175.30 
#5 1.52 1.65 3.59 
#6 0.36 0.39 0.72 
 
5.6.5. Interactive effects of wind power and LFU considering load shifting 
The Res-LS80 procedure was applied to the RRBTS with 20 MW of wind power 
added at bus #3 as distributed generation. The HLII system reliability indices for the 
RRBTS considering the Res-LS80 procedure and the LFU are shown in Table 5.54. 
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Table 5.53: HLII system well-being indices for the RRBTS with the 20 MW of wind  
                       power added at bus #3 as distributed generation considering LFU 
LFU 
0% 5% 10% 
State 
System Probability of each Operating State 
Healthy 8605.93 8589.51 8519.15 
Marginal 127.53 143.31 209.74 
Risk 2.54 3.18 7.11 
State System Frequency of Each Operating State 
Healthy 31.99 34.45 42.18 
Marginal 32.65 35.29 43.82 
Risk 0.70 0.90 1.74 
State Average Duration of Each Operating State 
Healthy 268.98 249.35 201.97 
Marginal 3.91 4.06 4.79 
Risk 3.64 3.52 4.08 
 
Table 5.54: HLII system reliability indices for the RRBTS with the 20 MW of wind  
                       power added at bus #3 as distributed generation considering LFU with   
                       Res-LS80 
LFU EDLC (hrs/yr) EENS 
(MWh/yr) 
EFLC (occ/yr) ECOST (k$/yr) 
0% 2.42 25.58 0.67 118.81 
5% 2.97 35.27 0.78 151.31 
10% 6.05 81.57 1.57 311.80 
 
It can be seen by comparing Table 5.54 with Table 5.51 that the system indices 
drop at each LFU level due to the application of the Res-LS80 procedure. The EENS 
decrease due to the load shifting measure is 3.1706 MWh/yr and the ECOST decrease is 
11.58 k$/yr at the LFU of 0%. The decrease in the EENS and ECOST in the RRBTS 
base case due to the application of load shifting is 4.02 MWh/yr and 12.25 k$/yr 
respectively as shown in Table 5.17. The absolute values of the decreases in the EENS 
and ECOST for the RRBTS with the wind power addition are slightly smaller than those 
for the RRBTS without the wind power addition. The relative decreases based on the 
values with no DSM application with added wind power are slightly larger than those 
for the RRBTS without wind power. 
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The EENS and ECOST for the RRBTS with wind power with or without 
applying the Res-LS80 procedure are also shown in Figures 5.28 and 5.29. 
 
Figure 5.28: The EENS for the RRBTS with the 20 MW wind power addition with or  
                        without Res-LS80 
 
Figure 5.29: The ECOST for the RRBTS with the 20 MW wind power addition with or  
                      without Res-LS80 
It can be seen from Figure 5.28 and 5.29 that the EENS and ECOST decrease 
due to the Res-LS80 procedure is relatively small at the LFU of 0% and 5% compared to 
that when the LFU is 10%. This indicates that load shifting on the residential load sector 
provides an observable improvement in system reliability when the LFU increases. It 
can also be seen from Figures 5.28 and 5.29 that the load shifting serves to decrease the 
increase in the EENS and ECOST due to LFU. 
5.7. Conclusion 
The DSM measures examined in this chapter improve the system reliability by 
modifying the load model. The system reliability indices, load point reliability indices 
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and the reliability index probability distributions are affected in different ways by the 
different DSM procedures. The system and load point indices decrease when DSM 
measures are applied and the system becomes more reliable and secure with the 
application of these measures.  
Peak clipping has a major impact on the system reliability indices but is an 
extreme measure when applied by itself, and may not be practical as this reduces the 
electrical energy supplied to customers. System reliability can be improved considerably 
by applying peak clipping. The changes in the system reliability indices become 
insignificant when the pre-specified peak load decreases to a certain level. The 
generation composition, transmission network and load profile all affect the load point 
reliability indices. The changes in the reliability indices with the peak clipping measures 
are different at different buses even though the same measure is applied at each bus. 
Peak clipping has larger effects on buses with higher loads. The healthy state probability 
increases with a decrease in the pre-specified peak, while the marginal and at risk state 
probabilities decrease. The system frequency of each operating state decreases with a 
decrease in the pre-specified peak load indicating that there are fewer transitions 
between states. The system tends to stay longer in the healthy state and shorter in the 
marginal and at risk states. The system not only becomes more reliable with the 
utilization of peak clipping, but also more secure. 
Load shifting results in a similar improvement in reliability and presents a 
practical opportunity to proceed with effective peak clipping. When the load shifting is 
applied, the energy clipped at peak hours will be filled in the valley hours. The load in 
the valley hours is still relatively low and the lower loads do not contribute significantly 
to the system reliability indices. Load shifting has a significant impact on the reliability 
index probability distributions. The relative frequency of encountering zero load 
curtailment increases with a decrease in the pre-specified peak load. The standard 
deviation and the range of the index probability distributions decrease significantly. The 
system ELCC increases as the pre-specified peak load in the load shifting procedure 
decreases. The ELCC values are similar for the EENS and EDLC indices. Load shifting 
on the residential load sector counteracts the effects of LFU on the system indices and 
reduces the inherent increase in the reliability indices. There is more improvement in 
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system reliability when the load shifting is applied to the bus load than when applied to 
a single customer load sector. This is expected as load shifting applied to the bus load 
results in more energy shifting. The residential load shifting is an important initiative, 
the concept, however, will have to be extended to other sectors in order to provide 
significant increases in load carrying capability and system reliability. 
Valley filling with additional load due to new initiatives does not adversely 
affect the reliability at both the HLI and HLII at some load addition levels. In these 
cases, systems can provide more energy to the customers and maintain the reliability at a 
specified level. In the case of the RBTS and the IEEE-RTS, even when the load addition 
at the off-peak hour reaches 16% of the original load demand, the system reliability 
indices and load point indices are not affected significantly. The system probability of 
the healthy state decreases with load addition. The marginal state and at risk state 
probabilities slightly increase. This indicates that load addition at the off-peak hours 
makes the system less secure. The frequency of each state slightly increases. The 
changes are, however, extremely small and can be considered to be negligible. The 
actual effects will differ for different systems and can be analyzed using the techniques 
developed in this research. 
Distributed generation sources such as wind power provide relief to the bulk 
system due to the addition of generation but can increase uncertainty due to their 
intermittent nature. The addition of wind power or conventional generation as 
distributed generation can improve the system and load point reliability indices in a 
similar manner to when the distributed generation is added to the BES with strong 
transmission networks. The distributed generation connection point affects both the 
system and the load point indices. The system can obtain more benefit when the 
distributed generation is located at buses that are far from the generation center. The 
effects of the location of the distributed generation on the system and load point indices 
are not very significant for a generation and transmission sufficient system. The 
connection point of the distributed generation can, however, have significant effects on 
the system and load point indices for systems with a deficient transmission network. In 
general, the added distributed generation tends to have larger effects on the load point 
indices at the bus to which it is connected. The reliability indices at those buses close to 
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the bus where the wind power is connected will also improve. The interactive effects of 
wind power and LFU are similar when wind power is added as distributed generation or 
added directly to the BES.  
The research described in this chapter illustrates that the system reliability 
effects due to the specific DSM programs can be quantified and examined in terms of 
their reliability benefits. The studies in this chapter are focused on the reliability effects 
of DSM procedures in a bulk electric system and include wind power and LFU 
considerations. The numerical results in this chapter are obviously system and data 
specific.  The general conclusions based on these results are, however, applicable to a 
wide range of electric power systems. 
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CHAPTER 6 
SUMMARY AND CONCLUSIONS  
Electric power systems are experiencing dramatic changes with respect to 
structure, operation and regulation and are facing increasing pressure due to 
environmental and societal constraints. Power system reliability is an important 
consideration in power system planning, design and operation particularly in the new 
competitive environment. A wide range of methods have been developed to perform 
power system reliability evaluation. The sequential Monte Carlo simulation technique 
can theoretically include all aspects and contingencies in a power system and can be 
used to produce an informative set of reliability indices. The development of computing 
power has made the simulation method a practical and viable tool for large system 
reliability assessment. This research is focused on bulk electric system reliability 
evaluation incorporating load forecast uncertainty, wind power and demand side 
management using the sequential Monte Carlo simulation technique. 
 
The basic concepts of the sequential Monte Carlo simulation technique and the 
concept of the well-being analysis framework utilized in this research are discussed in 
Chapter 2. The load flow calculation techniques used in this research are briefly 
described. The formulation of various HLI and HLII system reliability indices and well-
being indices and HLII load point indices are presented. Two existing programs utilizing 
sequential Monte Carlo simulation for HLI and HLII reliability evaluation are briefly 
introduced. The two study systems used throughout the thesis are presented together 
with a basic set of system, load point and well-being indices for each test system. The 
indices presented in this chapter are the base case values used in the following chapters 
to investigate the impacts of load forecast uncertainty, wind power and demand side 
management in HLII reliability evaluation. 
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Chapter 3 introduces the tabulating and sampling methods used to incorporate 
load forecast uncertainty in both the HLI and HLII reliability evaluation. A range of 
load forecast uncertainty levels and bus load correlation are considered. The effects of 
load forecast uncertainty on the HLI system indices and reliability index probability 
distributions are examined.  The impacts of load forecast uncertainty on HLII system 
indices and index probability distributions are also studied considering changing peak 
loads. The effects of load forecast uncertainty on the HLII load point indices considering 
different load shedding philosophies are investigated. The impacts of bus load 
correlation in the bulk electric system reliability evaluation are also examined using the 
system and load point indices. The effects of load forecast uncertainty are also studied 
under different system generation and transmission network configurations.  
 
The reliability of an electric power system decreases with increasing load 
forecast uncertainty. The effect of load forecast uncertainty on HLI and HLII system 
indices are different. The reliability index probability distributions are also affected by 
load forecast uncertainty. The standard deviations and the ranges of the reliability index 
probability distributions increase with increase in load forecast uncertainty. The load 
forecast uncertainty creates considerable variability in the system reliability 
performance. 
 
Load bus indices generally increase with increase in load forecast uncertainty. 
Load forecast uncertainty tends to have a relatively large effect on less reliable buses 
whose reliability indices are not dominated by the transmission network configuration. 
If the reliability indices at some buses are mainly due to a transmission deficiency, the 
load forecast uncertainty may not have a significant effect on the indices even though 
the indices at these buses are large. Bus load correlation affects both the system indices 
and the load bus indices. The stronger the correlation between buses, the more 
considerable are the effects on the reliability indices. The effects of bus load correlation 
on system indices and load bus indices increase when the load forecast uncertainty 
increases. The effects on individual load bus indices are different as these indices are 
also influenced by the composite system network configuration and the load curtailment 
strategy. Different load shedding philosophies do not significantly affect the system 
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reliability indices determined under different degrees of load bus correlation. The 
impacts of bus load correlation on the bus indices can vary considerably, however, with 
different load shedding philosophies. System indices provide an overall appraisal but 
sometimes factors such as generating unit conditions, transmission network topology 
and bus load curtailment strategies mask what is actually happening in the system. In 
this case, load point indices can provide some interesting and valuable insight. 
 
Generally, load forecast uncertainty has a larger effect on generation or/and 
transmission deficient systems than on systems with strong generation and transmission 
networks. Exceptions can occur when the system indices are dominated by a particular 
generation or transmission deficiency, in which case, the effects of load forecast 
uncertainty may be masked.  
 
The method used to incorporate wind power in the reliability evaluation 
simulation process at HLI and HLII is presented in Chapter 4. Wind speed correlation 
between different wind sites is also considered. The sequential Monte Carlo simulation 
technique permits a wide range of factors to be considered in a study and provides an 
excellent approach to include the correlation between the wind speed and the load in the 
analysis. The effects of wind power addition in HLI generating capacity adequacy 
assessment considering dependent and independent site wind speeds are examined. The 
impacts of wind speed correlation in HLII reliability evaluation are investigated. The 
concepts of load forecast uncertainty introduced in Chapter 3 are extended in this 
chapter to examine the interactive effects of wind power and load forecast uncertainty 
on system reliability. Studies are also conducted in Chapter 4 to examine the impacts of 
wind power additions using the well-being framework including load forecast 
uncertainty considerations. Planning studies of wind assisted systems considering load 
forecast uncertainty are performed in the well-being analysis framework. The well-being 
approach provides the opportunity to integrate an accepted deterministic criterion into a 
probabilistic framework and to quantify the likelihood of operating in the marginal state. 
The increased cost associated with operating in the marginal state is incorporated in the 
economic analyses associated with system expansion planning including wind power 
and load forecast uncertainty in this chapter. Overall reliability cost/worth analyses 
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including marginal cost concepts are applied to select an optimal wind power injection 
strategy in a bulk electric system. 
 
The results presented in Chapter 4 clearly illustrate the effects of dependence and 
independence in site wind speeds in HLI reliability assessment. The capacity credit 
attributable to a wind power addition to a system is fundamentally different to that 
associated with the addition of conventional generating capacity as conventional 
generating unit outages are considered to be independent events. The power output of 
each wind turbine generator in a wind farm, however, is dependent and directly linked to 
the wind speed at the site. The capacity credit associated with each added increment of 
wind power deceases significantly when the site wind speeds are dependent and is 
relatively constant when the site wind speeds are independent. This clearly indicates the 
need to determine and incorporate the degree of correlation between the existing and 
proposed wind farms, as utilities and governments pursue higher wind penetration 
levels. In HLII studies, the included transmission network contingencies tend to 
counteract improvements in the system reliability created by adding wind capacity. The 
ELCC based on the HLII EDLC and EFLC are smaller than those determined in a HLI 
reliability evaluation. The results also show that the calculated ELCC decreases with 
increases in the load forecast uncertainty for the wind added system.  
 
System reliability is improved by adding any suitable form of generating 
capacity, including wind power. The well-being indices are also affected by wind power 
additions. The healthy state probability increases with an increase in wind power in the 
system, while the marginal and at risk state probabilities decrease. In general, the 
frequency of each operating state decreases slightly with an increase in the wind 
capacity. The decrease is due to the generating capacity contribution of the added wind 
power counteracted by the intermittent nature of the wind. When a conventional unit is 
replaced with an equivalent amount of wind power to maintain the EDLC or the EENS, 
the EFLC in the wind power added system will be larger than that of the original system 
due to the intermittent behaviour of wind power. Even though the EDLC for the 
equivalent system with wind is the same as in the original system, the healthy state 
probability is smaller and the marginal state probability is larger for the wind assisted 
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system. This indicates that the equivalent capacity system is more likely to transfer to 
the at risk state than the original system. The state frequencies increase considerably for 
the equivalent system, which indicates that there are more transitions between states. 
The operating state frequencies increase as more conventional generating capacity is 
replaced. When wind power is introduced in a system, the frequency increases more 
than the probability does and the average duration of each operating state decreases.  
 
The effects of load forecast uncertainty on the well-being indices are different 
for the original system and a system with wind replacing conventional generation. The 
replacement of conventional generating units with wind power tends to counteract the 
effect of load forecast uncertainty on the system reliability due to the multi-state output 
levels associated with the added wind power and the increase in the frequency is 
mitigated at low load forecast uncertainty levels. The results in the system expansion 
planning applications show that the optimum reinforcement option may change by 
recognizing load forecast uncertainty. The security cost does not affect the order of the 
total costs for the different transmission reinforcement alternatives in the studies 
conducted in Chapter 4.  The incorporation of a security cost could change the selection 
of the optimum option when different system configurations or operating conditions are 
considered. 
 
Chapter 5 presents the inclusion of demand side management in the sequential 
Monte Carlo simulation process. The demand side management programs considered in 
this research are peak clipping, load shifting, valley filling and distributed generation. 
These DSM measures can be applied to all buses, a specified bus or a customer load 
sector. The effects of the various demand side management measures on system 
reliability are illustrated using the system, load point and well-being indices. The effects 
of load shifting on reliability index probability distributions are also investigated. The 
reliability effects of DSM procedures in a bulk electric system including wind power 
and load forecast uncertainty considerations are also investigated. The system reliability 
effects due to the specific DSM programs are quantified and examined in terms of their 
reliability benefits. 
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System reliability can be improved considerably by applying peak clipping. The 
changes in the reliability indices become insignificant when the pre-specified peak load 
decreases to a certain level. The generation composition, transmission network and load 
profile all affect the load point reliability indices. Peak clipping has larger effects on 
buses with higher loads. The healthy state probability increases with a decrease in the 
pre-specified peak, while the marginal and at risk state probabilities decrease. The 
system frequency of each operating state decreases with a decrease in the pre-specified 
peak load indicating that there are fewer transitions between states. The system tends to 
stay longer in the healthy state and shorter in the marginal and at risk states. The system 
not only becomes more reliable with the utilization of peak clipping, but also more 
secure. Peak clipping is an extreme measure and may not be acceptable as this 
procedure reduces the electrical energy supplied to customers.  
 
Load shifting results in a similar improvement in reliability and presents a 
practical opportunity to proceed with effective peak clipping. When load shifting is 
applied, the energy clipped at peak hours is supplied in the valley hours. Load shifting 
has a significant impact on the reliability index probability distributions. The relative 
frequency of encountering zero load curtailment increases with a decrease in the pre-
specified peak load. The standard deviation and the range of the index probability 
distributions decrease significantly. The system ELCC increases as the pre-specified 
peak load in the load shifting procedure decreases. Load shifting on the residential load 
sector counteracts the effects of load forecast uncertainty on the system indices and 
reduces the inherent increase in the reliability indices. There is more improvement in 
system reliability when the load shifting is applied to the entire bus load than when it is 
applied to a single customer load sector. Residential load shifting is an important 
initiative, but this concept will have to be extended to other sectors in order to provide 
significant increases in load carrying capability and system reliability. 
 
Valley filling with additional load due to new initiatives does not adversely 
affect the reliability at both the HLI and HLII at some load addition levels. In these 
cases, systems can provide more energy to the customers and maintain the reliability at a 
specified level. The system probability of the healthy state decreases with load addition. 
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The marginal state and at risk state probabilities slightly increase. This indicates that 
load addition at the off-peak hours makes the system less secure. The frequency of each 
state increases slightly. The changes are, however, extremely small and can be 
considered to be negligible. The actual effects will differ for different systems and can 
be analyzed using the techniques developed in this research. 
 
Distributed generation sources such as wind power provide relief to the bulk 
system due to the addition of generation but can increase uncertainty due to their 
intermittent nature. The addition of wind power or conventional generation as 
distributed generation can improve the system and load point reliability indices in a 
similar manner to when the distributed generation is added to a BES with a strong 
transmission network. The distributed generation connection point affects both the 
system and the load point indices. The system obtains more benefit when the distributed 
generation is located at buses that are far from the generation center. The effects of the 
location of the distributed generation on the system and load point indices are not very 
significant for a generation and transmission sufficient system. The connection point of 
the distributed generation can, however, have significant effects on the system and load 
point indices for systems with a deficient transmission network. In general, the added 
distributed generation tends to have maximum impact on the load point indices at the 
bus to which it is connected. The reliability indices at those buses close to the bus where 
the wind power is connected will also improve. The interactive effects of wind power 
and load forecast uncertainty are similar when wind power is added as distributed 
generation or added directly to the BES.  
 
Monte Carlo simulation can be used to incorporate a wide range of factors in 
bulk electric system reliability evaluation.  This thesis is focused on the incorporation of 
load forecast uncertainty, wind power and demand side management in bulk electric 
system reliability evaluation and in the well-being analysis framework using the 
sequential MCS technique. The numerical results in this thesis are system and data 
specific. The general conclusions based on the results and the methods used are, 
however, applicable to a wide range of electric power systems.  
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APPENDIX A: BASIC SYSTEM DATA FOR THE RBTS AND THE IEEE-RTS 
Tables A.1, A.2 and A.3 show the per unit bus data, line data and the generating 
unit reliability data for the RBTS. The base MVA is 100. 
Table A.1: The bus data for the RBTS 
Load (p.u.) 
 
Bus 
No. 
Active Reactive 
Pg Qmin Qmax V0 Vmin Vmax 
1 0.00 0 1.0 0.50 -0.4 1.05 0.97 1.05 
2 0.20 0.07 1.2 0.75 -0.4 1.05 0.97 1.05 
3 0.85 0.28 0.0 0.00 0.0 1.00 0.97 1.05 
4 0.40 0.13 0.0 0.00 0.0 1.00 0.97 1.05 
5 0.20 0.07 0.0 0.00 0.0 1.00 0.97 1.05 
6 0.20 0.07 0.0 0.00 0.0 1.00 0.97 1.05 
  
Table A.2: The line data for the RBTS 
Bus No Line 
No. from to 
R X B/2 Current 
Rating 
(p.u.) 
Failure 
Rate 
(occ/year) 
Repair 
hours 
(hrs) 
1 1 3 0.0342 0.1800 0.0106 0.85 1.50 10.00 
2 2 4 0.1140 0.6000 0.0352 0.71 5.00 10.00 
3 1 2 0.0912 0.4800 0.0282 0.71 4.00 10.00 
4 3 4 0.0228 0.1200 0.0071 0.71 1.00 10.00 
5 3 5 0.0228 0.1200 0.0071 0.71 1.00 10.00 
6 1 3 0.0342 0.1800 0.0106 0.85 1.50 10.00 
7 2 4 0.1140 0.6000 0.0352 0.71 5.00 10.00 
8 4 5 0.0228 0.1200 0.0071 0.71 1.00 10.00 
9 5 6 0.0228 0.1200 0.0071 0.71 1.00 10.00 
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Table A.3:  The generating unit reliability data for the RBTS 
Unit Bus No. Capacity (MW) Failure Rate (occ/year) Repair hours (hrs) 
1 1 40.0 6.0 45.0 
2 1 40.0 6.0 45.0 
3 1 10.0 4.0 45.0 
4 1 20.0 5.0 45.0 
5 2 5.0 2.0 45.0 
6 2 5.0 2.0 45.0 
7 2 40.0 3.0 60.0 
8 2 20.0 2.4 55.0 
9 2 20.0 2.4 55.0 
10 2 20.0 2.4 55.0 
11 2 20.0 2.4 55.0 
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Tables A.4, A.5 and A.6 show the per unit bus data, line data and the generating 
unit reliability data for the IEEE-RTS respectively. The base MVA is also 100. 
Table A.4: The bus data for the IEEE-RTS 
Load (p.u.) Bus 
No. Active Reactive 
Pg Qmin Qmax V0 Vmin 
1 1.08 0.22 1.92 1.20 -0.75 0.95 1.05 
2 0.97 0.20 1.92 1.20 -0.75 0.95 1.05 
3 1.80 0.37 0.00 0.00 0.00 0.95 1.05 
4 0.74 0.15 0.00 0.00 0.00 0.95 1.05 
5 0.71 0.14 0.00 0.00 0.00 0.95 1.05 
6 1.36 0.28 0.00 0.00 0.00 0.95 1.05 
7 1.25 0.25 3.00 2.70 0.00 0.95 1.05 
8 1.71 0.35 0.00 0.00 0.00 0.95 1.05 
9 1.75 0.36 0.00 0.00 0.00 0.95 1.05 
10 1.95 0.40 0.00 0.00 0.00 0.95 1.05 
11 0.00 0.00 0.00 0.00 0.00 0.95 1.05 
12 0.00 0.00 0.00 0.00 0.00 0.95 1.05 
13 2.65 0.54 5.91 3.60 0.00 0.95 1.05 
14 1.94 0.39 0.00 3.00 -0.75 0.95 1.05 
15 3.17 0.64 2.15 1.65 -0.75 0.95 1.05 
16 1.00 0.20 1.55 1.20 -0.75 0.95 1.05 
17 0.00 0.00 0.00 0.00 0.00 0.95 1.05 
18 3.33 0.68 4.00 3.00 -0.75 0.95 1.05 
19 1.81 0.37 0.00 0.00 0.00 0.95 1.05 
20 1.28 0.26 0.00 0.00 0.00 0.95 1.05 
21 0.00 0.00 4.00 3.00 -0.75 0.95 1.05 
22 0.00 0.00 3.00 1.45 -0.90 0.95 1.05 
23 0.00 0.00 6.60 4.50 -0.75 0.95 1.05 
24 0.00 0.00 0.00 0.00 0.00 0.95 1.05 
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Table A.5: The line data for the IEEE-RTS 
Bus No. Line 
No. 
From To 
R X B/2 Current 
Rating 
(p.u.) 
Failure 
Rate 
(occ/year) 
Repair 
hours 
(hrs) 
1 1 2 0.0260 0.0139 0.2306 1.93 0.24 16.00 
2 1 3 0.0546 0.2112 0.0286 2.08 0.51 10.00 
3 1 5 0.0218 0.0845 0.0115 2.08 0.33 10.00 
4 2 4 0.0328 0.1267 0.0172 2.08 0.39 10.00 
5 2 6 0.0497 0.1920 0.0260 2.08 0.39 10.00 
6 3 9 0.0308 0.1190 0.0161 2.08 0.48 10.00 
7 3 24 0.0023 0.0839 0.0000 5.10 0.02 768.00 
8 4 9 0.0268 0.1037 0.0141 2.08 0.36 10.00 
9 5 10 0.0228 0.0883 0.0120 2.08 0.34 10.00 
10 6 10 0.0139 0.0605 1.2295 1.93 0.33 35.00 
11 7 8 0.0159 0.0614 0.0166 2.08 0.30 10.00 
12 8 9 0.0427 0.1651 0.0224 2.08 0.44 10.00 
13 8 10 0.0427 0.1651 0.0224 2.08 0.44 10.00 
14 9 11 0.0023 0.0839 0.0000 6.00 0.02 768.00 
15 9 12 0.0023 0.0839 0.0000 6.00 0.02 768.00 
16 10 11 0.0023 0.0839 0.0000 6.00 0.02 768.00 
17 10 12 0.0023 0.0839 0.0000 6.00 0.02 768.00 
18 11 13 0.0061 0.0476 0.0500 6.00 0.02 768.00 
19 11 14 0.0054 0.0418 0.0440 6.00 0.39 11.00 
20 12 13 0.0061 0.0476 0.0500 6.00 0.40 11.00 
21 12 23 0.0124 0.0966 0.1015 6.00 0.52 11.00 
22 13 23 0.0111 0.0865 0.0909 6.00 0.49 11.00 
23 14 16 0.0050 0.0389 0.0409 6.00 0.38 11.00 
24 15 16 0.0022 0.0173 0.0364 6.00 0.33 11.00 
25 15 21 0.0063 0.0490 0.0515 6.00 0.41 11.00 
26 15 21 0.0063 0.0490 0.0515 6.00 0.41 11.00 
27 15 24 0.0067 0.0519 0.0546 6.00 0.41 11.00 
28 16 17 0.0033 0.0259 0.0273 6.00 0.35 11.00 
29 16 19 0.0030 0.0231 0.0243 6.00 0.34 11.00 
30 17 18 0.0018 0.0144 0.0152 6.00 0.32 11.00 
31 17 22 0.0135 0.1053 0.1106 6.00 0.54 11.00 
32 18 21 0.0033 0.0259 0.0273 6.00 0.35 11.00 
33 18 21 0.0033 0.0259 0.0273 6.00 0.35 11.00 
34 19 20 0.0051 0.0396 0.0417 6.00 0.38 11.00 
35 19 20 0.0051 0.0396 0.0417 6.00 0.38 11.00 
36 20 23 0.0028 0.0216 0.0228 6.00 0.34 11.00 
37 20 23 0.0028 0.0216 0.0228 6.00 0.34 11.00 
38 21 22 0.0087 0.0678 0.0712 6.00 0.45 11.00 
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Table A.6: The generating unit reliability data for the IEEE-RTS 
Unit Bus No. Capacity (MW) Failure Rate 
(occ/year) 
Repair hours (hrs) 
1 22 50.0 4.42 20.00 
2 22 50.0 4.42 20.00 
3 22 50.0 4.42 20.00 
4 22 50.0 4.42 20.00 
5 22 50.0 4.42 20.00 
6 22 50.0 4.42 20.00 
7 15 12.0 2.98 60.00 
8 15 12.0 2.98 60.00 
9 15 12.0 2.98 60.00 
10 15 12.0 2.98 60.00 
11 15 12.0 2.98 60.00 
12 15 155.0 9.13 40.00 
13 7 100.0 7.30 50.00 
14 7 100.0 7.30 50.00 
15 7 100.0 7.30 50.00 
16 13 197.0 9.22 50.00 
17 13 197.0 9.22 50.00 
18 13 197.0 9.22 50.00 
19 1 20.0 19.47 50.00 
20 1 20.0 19.47 50.00 
21 1 76.0 4.47 40.00 
22 1 76.0 4.47 40.00 
23 2 20.0 9.13 50.00 
24 2 20.0 9.13 50.00 
25 2 76.0 4.47 40.00 
26 2 76.0 4.47 40.00 
27 23 155.0 9.13 40.00 
28 23 155.0 9.13 40.00 
29 23 350.0 7.62 100.00 
30 18 400.0 7.96 150.00 
31 21 400.0 7.96 150.00 
32 16 155.0 9.13 40.00 
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APPENDIX B: CUSTOMER SECTOR LOAD DATA 
The weekly residential sector allocation is shown in Table B.1. 
 
Table B.1: Weekly Residential Sector Allocation 
Week 
No. 
Percentage 
Allocation 
Week 
No. 
Percentage 
Allocation 
1 0.922 27 0.815 
2 0.960 28 0.876 
3 0.938 29 0.861 
4 0.894 30 0.940 
5 0.940 31 0.782 
6 0.901 32 0.836 
7 0.892 33 0.860 
8 0.866 34 0.789 
9 0.800 35 0.786 
10 0.797 36 0.765 
11 0.775 37 0.840 
12 0.787 38 0.755 
13 0.764 39 0.784 
14 0.810 40 0.784 
15 0.781 41 0.803 
16 0.860 42 0.804 
17 0.814 43 0.860 
18 0.897 44 0.941 
19 0.930 45 0.945 
20 0.940 46 0.969 
21 0.916 47 1.000 
22 0.871 48 0.950 
23 0.960 49 0.975 
24 0.947 50 0.970 
25 0.956 51 0.980 
26 0.921 52 0.990 
 
The daily and hourly percentage of the sector peak load for all sectors are shown 
in Table B.2 and B.3 respectively. 
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Table B.2: Daily percetnage of the sector peak load for all sectors. 
Day 
Res. 
(MW) 
Com. 
(MW) 
Ind. 
(MW) 
Govt. 
& Inst. 
(MW) 
Office 
& 
Building 
(MW) 
Large 
User 
(MW) 
Agri. 
(MW) 
Monday 0.96 1.00 1.00 1.00 1.00 1.00 1.00 
Tuesday 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
Wednesday 0.98 1.00 1.00 1.00 1.00 1.00 1.00 
Thursday 0.96 1.00 1.00 1.00 1.00 1.00 1.00 
Friday 0.97 1.00 1.00 1.00 1.00 1.00 1.00 
Saturday 0.83 1.00 1.00 0.40 0.50 1.00 1.00 
Sunday 0.81 1.00 1.00 0.30 0.40 1.00 1.00 
 
Table B.3: Hourly percentage of the sector peak load for all sectors. 
Hour 
No. 
Res. 
Average Day 
Res. Peak 
Winter 
Res. Peak 
Summer 
Average 
Com. 
Peak 
Com.  
Industrial 
1 0.550 0.600 0.700 0.010 0.010 0.337 
2 0.500 0.550 0.650 0.010 0.010 0.337 
3 0.430 0.455 0.600 0.010 0.010 0.337 
4 0.370 0.400 0.550 0.010 0.010 0.337 
5 0.360 0.400 0.550 0.010 0.010 0.337 
6 0.380 0.395 0.510 0.030 0.030 0.337 
7 0.385 0.400 0.500 0.040 0.040 1.000 
8 0.425 0.450 0.540 0.250 0.350 1.000 
9 0.450 0.550 0.600 0.850 0.850 1.000 
10 0.550 0.650 0.650 0.900 0.900 1.000 
11 0.600 0.700 0.700 0.910 0.900 1.000 
12 0.700 0.800 0.800 0.920 1.000 1.000 
13 0.700 0.800 0.800 0.985 0.985 1.000 
14 0.750 0.850 0.850 0.975 0.975 1.000 
15 0.750 0.850 0.850 0.880 0.850 1.000 
16 0.750 0.850 0.850 0.865 0.865 1.000 
17 0.800 0.900 0.900 0.890 0.850 1.000 
18 0.850 0.950 0.950 0.900 1.000 1.000 
19 0.850 0.950 0.950 0.900 1.000 1.000 
20 0.860 1.000 1.000 0.640 0.950 1.000 
21 0.860 1.000 1.000 0.600 0.850 1.000 
22 0.800 0.900 0.900 0.420 0.750 1.000 
23 0.750 0.850 0.850 0.400 0.300 1.000 
24 0.650 0.750 0.750 0.025 0.020 1.000 
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Table B.4: Hourly percentage of the sector peak load for all sectors (continued). 
Hour 
No. 
Govt.  & 
Inst. 
Peak Office 
& Building 
Average 
Office & 
Building 
Large User Peak 
Agri. 
Average 
Agri. 
1 0.400 0.590 0.270 0.1037 0.010 0.001 
2 0.400 0.590 0.410 0.1037 0.010 0.001 
3 0.400 0.450 0.350 0.1037 0.010 0.001 
4 0.400 0.420 0.400 0.1037 0.010 0.001 
5 0.400 0.390 0.400 0.1037 0.010 0.001 
6 0.600 0.410 0.300 0.1037 0.010 0.001 
7 0.700 0.750 0.550 0.1037 0.100 0.020 
8 0.750 0.770 0.650 1.0000 0.200 0.100 
9 0.800 0.850 0.850 1.0000 0.600 0.400 
10 0.850 0.840 0.800 1.0000 0.700 0.600 
11 0.900 1.000 1.000 1.0000 0.750 0.650 
12 0.920 1.000 1.000 1.0000 0.800 0.670 
13 0.930 1.000 0.985 1.0000 0.770 0.650 
14 0.960 1.000 0.975 1.0000 0.850 0.680 
15 0.970 0.985 0.850 1.0000 1.000 0.690 
16 0.970 0.975 0.865 1.0000 0.970 0.760 
17 1.000 0.970 0.850 1.0000 0.950 0.810 
18 0.980 0.965 0.900 1.0000 0.920 0.700 
19 0.800 0.950 0.900 1.0000 0.900 0.500 
20 0.750 0.950 0.680 0.5000 0.750 0.350 
21 0.650 0.940 0.640 0.5000 0.550 0.300 
22 0.500 0.920 0.420 0.5000 0.100 0.005 
23 0.430 0.720 0.400 0.5000 0.020 0.004 
24 0.120 0.520 0.025 0.5000 0.010 0.003 
 
Where:  
Res. Average Day = Average (Fall/Spring season) day for the residential sector 
Res. Peak Winter = Peak Winter day for the residential sector 
Res. Peak Summer = Peak Summer day for the residential sector 
Average Com. = Average (Fall/Spring) day for the commercial sector 
Peak Com. = Peak (Summer/Winter) day for the commercial sector 
Industrial = Industrial for all seasons 
Govt.  & Inst. = Government & institutions for all seasons 
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Peak Office & Building = Peak (Summer/Winter) day for the Office Building  
                                        sector 
Average Office & Building = Average (Fall/Spring) day for the Office Building  
                                             sector 
Large User = Large Users for all seasons 
Peak Agri. = Peak (Fall/Spring) day for the Agricultural sector 
Average Agri. = Average (Summer/Winter) day for the Agricultural sector 
Winter weeks = 1-8 & 44-52 
Sprint / Fall weeks = 9-17 & 31-43 
Summer weeks = 18-30 
 
 
