The accurate detection of premature ventricular contractions (PVCs) in patients is an important task in cardiac care for some patients. In some cases, the usefulness to physicians in detecting PVCs stems from their long-term correlations with dangerous heart conditions. In other cases their potential as a precursor to serious cardiac events may make their detection a useful early warning mechanism. In many of these applications, the long-term nature of the monitoring required and the infrequency of PVCs make manual observation for PVCs impractical. Existing methods of automated PVC detection suffer from drawbacks such as the need to use difficult to extract morphological features, domain-specific features, or large numbers of estimated parameters. In particular, systems using large numbers of trained parameters have the potential to require large amounts of training data and computation and may have issues generalizing due to their potential to overfit. To address some of these drawbacks, we developed a novel PVC detection algorithm based around a convolutional autoencoder to address these weaknesses and validated our method using the MIT-BIH arrhythmia database.
Introduction
Electrocardiograms (ECGs) are a useful and noninvasive diagnostic and monitoring tool in cardiac care. 1 One significant application of ECGs in cardiology is their use in the monitoring and treatment of arrhythmias. Premature Ventricular Contractions (PVCs) are a common arrhythmic beat type that occurs commonly in many patients, including individuals with good cardiac health. 2 However, when they occur in large numbers or with high frequency in patients with other risk factors, PVCs can be associated with serious cardiac problems and may precede heart attacks or sudden cardiac death in rare cases. 2 As a result, the automated detection of PVCs in ECG records would allow information about their long-term frequency to be tracked over time, providing a new means to track the trends in a patient's cardiac health as well as potentially providing an early warning of events requiring swift medical attention.
There are several main categories of approaches to feature extraction for the automated detection of PVCs: 1) morphological and timing features extracted from the ECG signal [3] [4] [5] c 2018 The Authors. Open Access chapter published by World Scientific Publishing Company and distributed under the terms of the Creative Commons Attribution Non-Commercial (CC BY-NC) 4.0 License. and 2) time-frequency features such as wavelet transforms of the ECG signal. 6, 7 In addition to these two main approaches to PVC detection, there are methods utilizing other approaches to the connected problems of feature extraction and beat classification, 8 Markov models, independent component analysis, 9 and autoencoders. 10 Geddes and Warner 3 used R-R interarrival time, QRS complex duration, and signal slope during several sections of the QRS complex as features in their detection system. They made classification decisions based on a manually constructed decision tree. This allowed for computationally simple evaluation of a QRS complex but sacrificed adaptibility and required heuristic tuning and domain specific knowledge of the PVC detection problem to adjust the classifier. Trahanias et al. 4 used a number of structural descriptors to create a syntactic description of the QRS complex. After this syntactic description was created, they used a normalized distance metric to form classes of QRS complexes, which were found to correspond to some clinically significant classes of heartbeats. However, this method did not lead to a direct and useful classification of the QRS complex. Zadeh et al. 5 used a total of 10 morphological features and 3 timing features extracted from the signal of a detected QRS complex. They compared several kinds of classifiers including MLP neural networks, RBF neural networks, probabilistic neural networks, and support vector machines. In addition to detecting PVCs, they used their classification system to identify non-PVC arrhythmias.
In all of these approaches, significant domain knowledge was used to determine feature sets and detection accuracy was dependent on the classification of different parts of the QRS complex for segmentation and measurement. It is desirable to avoid these issues by using a more general and robust method of feature extraction. Ham and Han 6 used two estimated linear prediction coefficients in combination with the mean squared value of the signal as features for classification. They used a fuzzy ARTMAP neural network to perform the classification. Lim 7 used a discrete wavelet transform with the Haar wavelet to generate a feature vector and used a fuzzy neural network for classification. While these approaches still require manual feature selection, the specific features extracted are less domain specific and do not require segmentation of the QRS complex to calculate.
One approach to avoid the challenges associated with engineering a problem-specific feature set is to use feature learning approaches such as independent component analysis or autoencoders to extract a feature set that is able to describe much of the information content of a signal in a low-dimensional latent space. 11 Yu and Chou 9 used independent component analysis to identify and extract a set of features, which were combined with QRS complex timing information to create the full feature set passed to their neural network classifier. Yang et al. 10 used a sparse autoencoder (SAE) to generate a feature vector for classification. This resulted in a large number of estimated network weights, which increased the computation and data required to train the network and increased the potential for overfitting.
The primary aims of this study are to develop a system for the detection of PVCs in ECG data that does not rely on manually selected features and has fewer parameters to be estimated than existing SAE methods. These improvements will reduce the possibility of overfitting and improve the generalization of the detection system. For this purpose, we used an autoencoder architecture based on convolutional layers to extract and select features for use in classifying beats. Our architecture is differentiated from existing convolutional autoencoders (CAEs) 12 by its multi-stage encoding process, which allows it to encode information about the frequency content of a signal at different points in time.
Methods

Data Set and Implementation
We used ECG records from the MIT-BIH arrhythmia database annotated with beat locations and types. 13 This database consists of 48 30-minute 2 channel ECG records sampled at 360 Hz. Only channel 1 of the ECG was used for PVC detection because in the MIT-BIH arrhythmia database this signal is a modified limb lead II, which has clearer signals for non-ectopic beats than the modified lead V1 available on channel 2. As much of the information content of a QRS complex is centered on the R peak, the ECG signals obtained from the database were segmented based on the annotated R peaks, with 89 samples before and 160 samples after each annotated R peak extracted for feature calculation. In application outside the MIT-BIH database, this means we assume the QRS complexes are reliably detected before being passed to our detection system. We then removed the mean from each segmented QRS complex to reduce the impact of baseline drift, variations in instrumentation, and differences across patients. The PVC detection system was implemented in Python using the Keras, 14 TensorFlow, 15 and scikit-learn 16 libraries.
Proposed PVC Detection Method
A convolutional autoencoder (CAE) 12 was used to extract and select features for classification automatically and in an unsupervised manner from ECG data annotated with beat locations. This reduced the need for domain-specific knowledge as compared to manual feature selection. Compared to a SAE, a CAE reduces the number of weights that need to be trained, increases the robustness of the features extracted when the window alignment of the beats being processed is variable, and takes advantage of the structure of the ECG signal in its architecture. We used a Random Forest Classifier to perform the final PVC detection due to its resistance to overfitting and its performance with the indistinct groupings of PVC and non-PVC beats. Our system architectures for training the CAE and Random Forest Classifier are shown in Figure 1 , while our classification architecture is shown in Figure 2 . Examples of normal beats and PVCs are given in Figure 3 
Feature Extraction
An autoencoder is a neural network that encodes its input to a latent space representation attempts to decode this representation to recover the inputs. 17 In a CAE, the layers responsible for encoding and decoding the latent space are convolutional, using shared weights to kernels to extract features from their input. After the network has been trained, the encoding layers alone can be used to reduce the dimensionality of the input data for further processing.
In the proposed PVC detection method, two convolutional layers with linear activations were used to encode the input to the CAE. The first of these layers generated n kernels of order m to extract different features from the input. A stride length of k was used in this layer to downsample the input, reducing its dimensionality. The second convolutional layer generated a single kernel to compute a linear combination of the outputs of the previous layers kernels at each point. This second layer serves as a feature selection stage. As a result, each feature in the latent space representation of the input corresponds to a combination of all features extracted in the first layer from a continuous subset of the input. This provides information on the frequency components of the ECG signal most important for creating an accurate reconstruction of the original signal as well as some degree of temporal localization within the signal. This allows the encoded representation to contain distinct information about various stages in the progression of the QRS complex without the need to explicitly define and detect these stage, simplifying the PVC detection process in comparison to methods using morphological features of the QRS complex.
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We used transposed convolutional layers to decode the latent space representation generated by the encoder. These layers have the same connectivity and dimensionality as the encoding layers but are reversed. This results in an output matching the dimensionality of the input to the CAE and allows us to train the network to replicate its inputs. In operation, only the encoding side of the network was used to generate the features used in classification. The resulting network architecture is shown in Figure 4 . For this application, the length of signal extracted around each beat even was 250 samples, with 89 samples before the annotation and 160 samples after the annotation. These values were selected because they were found to provide generally acceptable classification performance and allowed for a more direct comparison with the PVC detection system described by Yang et al. 10 An n value of 25 provided a sufficient number of base features for the following layer to perform feature selection on. An m value of 20 provided sufficiently complex filters to extract a wide range of characteristics from the signal. A k value of 10 allowed the final feature vector to be of dimension 25. This was found to provide sufficient segmentation of the input signal in time while also being of low enough dimensionality to allow for adequate classifier performance. The CAE was trained using an ADAM optimizer as described by Kingma and Ba 18 with a learning rate of 0.01 and a mean squared error loss function:
where Y is the input to the autoencoder andŶ is the output of the autoencoder.
Classification
We used a Random Forest Classifier as described by Breiman. 19 The random forest used in this detection system consisted of 10 decision trees with Gini impurity as their splitting criterion. Gini impurity is the probability that a randomly selected element in a set would be mislabeled if labeled at random. 19 For J classes with probability of selection p, the Gini impurity of a set is given by
The features used to split each node of the tree were randomly determined. The classifier also used bagging to avoid overfitting, using a set of training examples of the same size as the full dataset sampled without replacement as the training dataset for each random tree. The Random Forest Classifier was chosen due to its low number of parameters, its resistance to overfitting, and its ability to handle fuzzy group boundaries in comparison to support vector methods, neural networks, and other common classifiers.
Results
We evaluated our method with 3 tests. First, we tested its performance when provided with ample training data including samples from each record. Next, we added a randomized error to the R peak location used in segmentation to simulate inaccurate QRS detection. Finally, we provided our system with training data that included no beats from the records used for testing to evaluate its ability to generalize to new patients. Each of these tests was also performed using a SAE to provide context to the performance of the CAE. In addition to the testing we performed, we examined the number of estimated weights and the number of training epochs necessary for convergence in both the CAE and SAE architectures.
Full Database Evaluation
We evaluated the classification system using the MIT-BIH arrhythmia database. Half of the beats from each record were selected as training data and the remainder were used as testing data. This resulted in a training set consisting of 54,695 beats with 3,495 PVCs and a testing set consisting of 54,675 beats with 3,633 PVCs. The results of this testing are shown in Table 8 with information for each record. A SAE similar to one described by Yang et al. 10 was constructed, with the sparsity imposed by L1 regularization instead of the KullbackLeibler divergence derived regularization described, to compare the feature extraction provided by the CAE to that provided by an existing alternative architecture. A comparison of the performance of these two architectures is provided in table Table 1 and Table 2 . This evaluation demonstrates that the CAE provides similar performance to the SAE when ample training data is available, with a difference in overall accuracy of 0.2%. However, the PVC sensitivity of the CAE is 4.88% higher than that of the SAE, meaning that fewer PVCs are missed by the CAE. This is desirable given the relative rarity of PVCs, although the importance of sensitivity and specificity will need to be evaluated for individual applications.
Timing Disturbance Evaluation
As QRS detection is necessary to the identification and segmentation of potential PVCs for processing by a PVC detection system, this property makes resistance to small shifts in the precise placement of the annotation within the beat desirable. We evaluated this robustness by applying a random shift of up to 36 samples to each beat, corresponding to a detection error of up to 100 milliseconds. The results of this testing on the CAE are shown in Table 9 with information for each record, while a comparison of the performance of the CAE and SAE architectures under these conditions is presented in Table 3 and Table 4 . This shows that the CAE suffers a 0.83% reduction in PVC sensitivity as a result of this shifting, while the SAE suffers a 4.26% reduction in PVC sensitivity. This results in a total sensitivity improvement for the CAE of 8.43% relative to the SAE under these conditions. 
Cross-Patient Training Evaluation
In an applied setting, it may not always be practical to obtain annotated training data from a patient to train any monitoring system. As a result, system performance when trained only using data obtained from other individuals is potentially important to the practical utility of any PVC detection method. We evaluated this performance metric by training both PVC detection systems using all beats in two ECG records and testing on all beats in four ECG records. All such combinations of records 116, 208, 210, 221, 228, and 233 in the MIT-BIH database were used to evaluate model generalization. We chose this subset of the MIT-BIH database because testing all combinations of records in the entire dataset is impractical and because it was selected as representative of the database by Ham and Han. 6 The averages of these results are given in Table 5 , while Table 6 provides confusion matrices of the aggregated results. These show that the CAE provides 1.01% higher overall accuracy and 4.71% higher PVC sensitivity than the SAE. This meets our expectation that a reduced number of trained weights in the autoencoder would improve performance with reduced amounts of training data as well as improve the ability of the detection system to generalize to new data. 
Estimated Parameters and Convergence
Our convolutional autoencoder architecture used 83.43% fewer network weights due to the weight sharing inherent in convolutional networks. For the 54695 example training set used in 3.1 and 3.2, this resulted in a decrease in the number of training epochs necessary for convergence from 5 to 1. 
Discussion
We developed a system for the detection of PVCs in ECG data annotated with beat locations using a CAE. This provided comparable performance to a SAE architecture for the task with reduced training time due to its reduced number of parameters. The CAE provided improvements in the resilience of the PVC detection system to beat detection timing variance and improved detection performance when trained using ECG records from different patients. Some limitations of this approach to PVC detection include the computational complexity of representation learning methods as compared to manual feature engineering and the lack of direct and unambiguous physical or medical significance for the features extracted by the system. There is also no guarantee that homologous features will be generated by training on different ECG data, which precludes the possibility of retraining the convolutional autoencoder without also retraining the final classifier.
The relatively low number of parameters in our model make it well suited to implementation on the limited hardware available in an applied setting while not relying on potentially unreliable QRS segmentation or features that are difficult to measure or compute in real time. In addition to its advantage in computational expense, the improvement provided by our autoencoder architecture in cross-patient generalization is of significant importance in the application of a PVC detection system to real patients, where it may be impractical or impossible to obtain a sufficient amount of expert-annotated training data.
Based on the performance of this system, we envision the extension of our CAE architecture to facilitate the detection of other arrhythmias in ECG data. Another potential avenue for future work with this autoencoder architecture is to take advantage of its small number of trained parameters to allow the model to be retrained on the spot based on a subset of available annotated ECG records most similar to a sample of the ECG data from the current patient.
