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3
1 Sissejuhatus
Käesoleva bakalaureusetöö eesmärgiks on tutvustada murrulisi tuletisi, eeskätt Rie-
mann1-Liouville’i2 ja Caputo3 tuletist, ning esitada lihtnemeetod, kuidas numbriliselt
lahendada Caputo murrulist tuletist sisaldavat lineaarset diferentsiaalvõrrandit.
Murruliste tuletiste olemus on matemaatikuid huvitanud juba diferentsiaalarvu-
tuse algusaastatest peale. Kui Gottfreid Leibniz 1695. aastal kirjutas oma sõbrale ja
kaasmatemaatikule Guillaume de l’Hopitalile kirja, milles tutvustas tuletise mõistet
ja tähistust
dn f
d xn
(x),
millega ta tähistas funktsiooni f n-indat järku tuletist kohal x, sai ta üllatuslikult
vastuseks küsimuse: „Mida tähendab d
n f
d xn (x), kui n =
1
2?“ Selle küsimuse saatmist
l’Hopitali poolt peetakse murruliste tuletiste teooria alguseks. Kuna algselt küsiti ar-
vu 12 kohta, mis on murd, siis nimetatakse mittenaturaalarvulist järku tuletisi just
murrulisteks tuletisteks. Kuigi hiljem on leitud, et tuletise järgu n rollis võib olla iga-
sugune mittenegatiivne reaalarv.
Leibniz mõtles mitmeid aastaid l’Hopitali intrigeerivale küsimusele, kuid kahjuks
ei suutnud anda ammendavat vastust. Esimesena defineerisid murrulise tuletise Jo-
seph Liouville ja Bernhard Riemann. Nende poolt antud definitsiooni on aga küllaltki
keeruline kasutada ning kuna puudusid rakendused sellisele tuletisele, jäi murruliste
tuletistega tegelemine pea sajaks aastaks vaid väheste matemaatikute hobiks.
XX sajandi keskel leiti murrulistele tuletistele mitmeid väga kasulikke rakendusi
ja nendega tegelemine muutus küllaltki populaarseks. Lühikese aja jooksul leiti küm-
neid erinevaid viise, kuidas defineerida murrulist tuletist. Paljud neist olid esialgse
Riemann–Liouville’i defnitsiooni edasiarendused. Kuid leiti ka täiesti uusi lähene-
misviise. Selles bakalaureusetöös vaatlen neist vaid levinuimat – Caupto tuletist.
Tänapäeval kasutatakse murrulisi tuletisi näiteks mehaanikas viskoosete mater-
jalide modelleerimisel, füüsikas difusiooni uurimisel ja ultraheli lainete levimise kir-
jeldamisel. Lisaks on leitud rakendusi biokeemia, informaatika ja finantsmatemaati-
ka vallas ning ka meditsiinis kasutatakse murrulisi tuletisi, et paremini modelleerida
inimese kudede rageerimist välistele mõjudele. Isegi psühholoogid uurivad murrulisi
tuletisi, et nende abil paremini modelleerida inimeste käitumist.
Kõige selle tõttu on murruliste tuletiste teooria väga aktuaalne ja populaarne ma-
temaatika valdkond, millega tegelemine on väga oluline ja tulus.
1Georg Friedrich Bernhard Riemann (1826–1866) – Saksa matemaatik
2Joseph Liouville (1809–1882) – Prantsuse matemaatik
3Michele Caputo (s. 1927) – Itaalia matemaatik
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2 Gamma- ja beetafunktsioon
Selles peatükis tutvume gamma- ja beetafunktsiooniga. Esitatav materjal põhineb ees-
kätt raamatul [2].
2.1 Gammafunktsioon
Definitsioon 2.1. Gammafunktsiooniks ehk teist liiki Euleri4 integraaliks nimetatakse pa-
rameetrist a sõltuvat integraali Γ(a), mis on defineeritud võrdusega
Γ(a) =
∞∫
0
e−xxa−1 d x. (2.1)
Uurime,mis on gammafunktsiooni määremispiirkond, see tähendab, et teeme kind-
laks, milliste parameetri a reaalarvuliste väärtuste korral integraal (2.1) koondub. Ka-
sutades integraali aditiivsust, esitame selle integraali kahe liidetava summana:
∞∫
0
e−xxa−1 d x =
1∫
0
e−xxa−1 d x +
∞∫
1
e−xxa−1 d x.
Edaspidi vaatleme viimase võrduse paremal pool olevaid liidetavaid eraldi. Esiteks
vaatleme päratut integraali
∞∫
1
e−xxa−1 d x. (2.2)
Paneme tähele, et iga a ∈ R korral
lim
x→∞ e
−xxa+1 = lim
x→∞
xa+1
ex
= 0. (2.3)
Tõepoolest, kui a 6 −1, siis on võrduse (2.3) kehtivus ilmne. Kui a > 1, siis rakenda-
me nii mitu korda l’Hospitali reeglit, kuni murru nimetajas on negatiivne astendaja
ning sel juhul on samuti võrduse (2.3) kehtivus ilmne. Võrdusest (2.3) tuleneb, et iga
x > 1 korral leidub parameetrist a sõltuv konstant M nii, et
e−xxa+1 6 M.
4Leonhard Euler (1707–1783) – Šveitsi matemaatik
5
Seega
e−xxa−1 6
M
x2
.
Kuna integraal
∫ ∞
1
M
x2
d x koondub, siis päratute integraalide võrdluslause (Teoreem 6
raamatust [3], lk 430) kohaselt koondub ka integraal (2.2).
Nüüd vaatleme päratut integraali
1∫
0
e−xxa−1 d x. (2.4)
Kuna lim
x→0
e−x = 1, siis integraal (2.4) koondub parajasti siis, kui koondub integraal
1∫
0
xa−1 d x =
xa
a
∣∣∣∣∣
1
x=0
. (2.5)
Integraal (2.5) koondub parajasti siis, kui a > 0. Seega integraal (2.4) koondub, kui
a > 0.
Kokkuvõttes on valemi (2.1) abil defineeritud gammafunktsiooni määramispiir-
konnaks vahemik (0,∞).
Tõestame nüüd ühe väga olulise gammafunktsiooni omaduse.
Lause 2.1 (gammafunktsiooni taandamisvalem). Olgu a > 0. Siis
Γ(a + 1) = aΓ(a).
TÕESTUS. Olgu a > 0. Gammafunktsiooni definitsiooni põhjal
Γ(a + 1) =
∞∫
0
e−xx(a+1)−1 d x =
∞∫
0
e−xxa d x.
Saadud integraali arvutame ositi, võttes u = xa ja d v = e−x d x. Sel juhul d u =
axa−1 d x ja v = −e−x. Seega
∞∫
0
e−xxa d x = −e−xxa
∣∣∣∣∣
∞
x=0
+ a
∞∫
0
e−xxa−1 d x = 0+ aΓ(a) = aΓ(x).
Sellega on lause tõestatud.
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Gammafunktsiooni taandamisvalemi põhjal saame iga naturaalarvu n korral
Γ(n + 1) = nΓ(n) = n(n − 1)Γ(n − 1) = . . . = n · (n − 1) · . . . · 2 · 1 · Γ(1).
Kuna
Γ(1) =
∞∫
0
e−x d x = −e−x
∣∣∣∞
x=0
= − lim
x→∞ e
−x + 1 = 1,
siis oleme nähtavasti saanud gammafunktsiooni ühe tähtsaima omaduse:
Γ(n + 1) = n!, n ∈ N. (2.6)
Eelnev omadus ütleb meile, et mitmes mõttes on gammafunktsioon faktoriaali üldis-
tus positiivsetele reaalarvudele.
Kasutades lauset 2.1, saame me jätkata gammafunktsiooni ka osadele negatiivse-
tele reaalarvudele. Tõepoolest, taandamisvalemist saame võrduse
Γ(a) =
Γ(a + 1)
a
. (2.7)
Selle võrduse abil saame me gammafunktsiooni defineerida lisaks vahemikule (0,∞)
ka vahemikus (−1, 0). Vahemikus (−2,−1) saame gammafunktsiooni defineerida ana-
loogiliselt vahemikule (−1, 0). Seda protsessi lõpmatult jätkates saame defineerida
gammafunktsiooni väärtused kõikide reaalarvude korral, välja arvatud negatiivsed
täisarvud ja null, mille ümbruses on gammafunktsioon tõkestamata.
Siinkohal vaatame ühte näidet gammafunktsiooni väärtuse leidmisest. Järgneva
näite lahendamisel on kasutatud materjali [7].
Näide 2.1. Leiame gammafunktsiooni väärtuse kohal 12 . Alustuseks leiame gamma-
funktsiooni ruudu kohal 12 :(
Γ
(
1
2
))2
= Γ
(
1
2
)
· Γ
(
1
2
)
=

2 ∞∫
0
e−u
2
d u

 ·

2 ∞∫
0
e−v
2
d v

 .
Esitame saadud integraali kahekordse integraalina
2 ∞∫
0
e−u
2
d u

 ·

2 ∞∫
0
e−v
2
d v

 = 4 ∞∫
0
∞∫
0
e−(u
2+v2) d ud v.
Selle kahekordse integraali arvutamiseks läheme asendusega{
u = r cos θ,
v = r sin θ,
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üle polaarkoordinaatidele. Paneme tähele, et punktid (u, v) omandavad väärtusi uv-
tasandi I veerandis, seega polaarraadius r muutub intervallis [0,∞] ning polaarnurk
θ lõigus [0, pi2 ]:
4
∞∫
0
∞∫
0
e−(u
2+v2) d ud v := 4
pi
2∫
0
∞∫
0
e−r
2
r d r d θ = 2
pi
2∫
0
∞∫
0
e−r
2
2r d r d θ =
= 2
pi
2∫
0
∞∫
0
e−r
2
d r2 d θ = 2
pi
2∫
0
(
−e−r2
∣∣∣∞
r=0
)
d θ =
= 2
pi
2∫
0
(0+ 1)d θ = 2
pi
2∫
0
d θ = 2θ
∣∣∣ pi2
θ=0
= 2 · pi
2
= pi.
Seega oleme saanud, et (
Γ
(
1
2
))2
= pi.
Eelnevas võrrandis mõlemalt poolt ruutjuurt võttes leiame ka otsitava gammafunkt-
siooni väärtuse
Γ
(
1
2
)
=
√
pi.
2.2 Beetafunktsioon
Definitsioon 2.2. Olgu a > 0 ja b > 0. Siis beetafunktsiooniks ehk esimest liiki Euleri
integraaliks nimetatakse parameetritest a ja b sõltuvat integraali B(a, b), mis on defi-
neeritud võrdusega
B(a, b) =
1∫
0
xa−1(1− x)b−1 d x. (2.8)
Tõestame ühe beetafunktsiooni omaduse.
Lause 2.2. Beetafunktsioon on sümmeetriline, s.t.
B(a, b) = B(b, a), a > 0, b > 0.
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TÕESTUS. Olgu a > 0 ja b > 0. Beetafunktsiooni definitsiooni põhjal
B(a, b) =
1∫
0
xa−1(1− x)b−1 d x = −
0∫
1
(x − 1)a−1xb−1 d(1− x) =
=
1∫
0
(x − 1)a−1xb−1 d(1− x) = B(b, a).
Tõestame gamma- ja beetafunktsiooni vahelise seose, mida me hiljem korduvalt
kasutame.
Lause 2.3. Olgu a > 0 ja b > 0. Siis kehtib valem
B(a, b) =
Γ(a)Γ(b)
Γ(a + b)
.
TÕESTUS. Vaatleme kõigepealt juhtu, kus a > 1 ja b > 1. Teeme beetafunktsiooni
definitsioonis (2.8) muutujavahetuse x = s1+s ; siis
d x =
d s
(1+ x)2
, 1− x = 1
1+ s
.
Seega
B(a, b) =
∞∫
0
sa−1
(1+ s)a+b
d s. (2.9)
Gammafunktsiooni definitsioonis (2.1) teeme asenduse x = ts, kus t on fikseeritud
positiivne reaalarv; sellise asenduse puhul d x = td s. Seega
Γ(a)
ta
=
∞∫
0
e−tssa−1 d s. (2.10)
Viimases võrduses asendame parameetri a parameetriga a + b ning arvu t arvuga
1+ t, siis saame
Γ(a + b)
(1+ t)a+b
=
∞∫
0
e−(1+t)ssa+b−1 d s.
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Korrutame eelnevat võrdust mõlemalt poolt teguriga ta−1 ja integreerime üle inter-
valli [0,∞). Vasak pool omandab kuju
∞∫
0
Γ(a + b)ta−1
(1+ t)a+b
d t = Γ(a + b)
∞∫
0
ta−1
(1+ t)a+b
d t = Γ(a + b)B(a, b)
ning parem pool kuju
∞∫
0
ta−1
∞∫
0
e−(1+t)ssa+b−1 d sd t.
Eelnevas integraalis muudame integreerimise järjekorda, mida me võime teha, sest
a > 1 ja b > 1. Siis
Γ(a + b)B(a, b) =
∞∫
0
ta−1
∞∫
0
e−(1+t)ssa+b−1 d sd t =
∞∫
0
e−ssa+b−1
∞∫
0
ta−1e−ts d td s =
=
∞∫
0
e−ssa+b−1
Γ(a)
sa
d s = Γ(a)
∞∫
0
e−ssb−1 d s = Γ(a)Γ(b).
Eelnevast saame
B(a, b) =
Γ(a)Γ(b)
Γ(a + b)
, a > 1, b > 1. (2.11)
Nüüd vaatleme juhtu, kui 0 < a 6 1 ja 0 < b 6 1. Sel juhul a + 1 > 1, b + 1 > 1 ning
valemi (2.11) põhjal teame, et kehtib
B(a + 1, b + 1) =
Γ(a + 1)Γ(b + 1)
Γ(a + b + 2)
. (2.12)
Uurime võrduse (2.12) paremat poolt, kasutades lauset 2.1:
Γ(a + 1)Γ(b + 1)
Γ(a + b + 2)
=
aΓ(a)bΓ(b)
(a + b + 1)(a + b)Γ(a + b)
.
Uurime võrduse (2.12) vasakut poolt beetafunktsiooni definitsiooni abil:
B(a + 1, b + 1) =
1∫
0
xa(1− x)b d x.
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Eelneva integraali arvutame ositi, võttes u = (1− x)b ja d v = xa d x, sel juhul d u =
−b(1− x)b−1 d x ja v = xa+1a+1 . Siis saame
1∫
0
xa(1− x)b d x = x
a+1
a + 1
(1− x)b
∣∣∣∣∣
1
x=0
+
b
a + 1
1∫
0
xa+1(1− x)b−1 d x =
=
b
a + 1
1∫
0
(xa − xa(1− x))(1− x)b−1 d x =
=
b
a + 1

 1∫
0
(xa(1− x)b−1 d x −
1∫
0
xa(1− x)b d x

 =
=
b
a + 1
(B(a + 1, b)− B(a + 1, b + 1)).
Seega oleme saanud valemi
B(a + 1, b + 1) =
b
a + b + 1
B(a + 1, b), a > 1, b > 0. (2.13)
Lause 2.2 põhjal teame, et B(a + 1, b) = B(b, a + 1). Rakendades valemit (2.13) avaldi-
sele B(b, a + 1) saame
B(a + 1, b + 1) =
b
a + b + 1
B(b, a + 1) =
b
a + b + 1
a
a + b − 1+ 1B(a, b) =
=
ab
(a + b + 1)(a + b)
B(a, b).
Nüüd asendame saadud tulemused võrdusesse (2.12), saame
B(a + 1, b + 1) =
ab
(a + b + 1)(a + b)
B(a, b) =
abΓ(a)Γ(b)
(a + b + 1)(a + b)Γ(a + b)
=
=
Γ(a + 1)Γ(b + 1)
Γ(a + b + 2)
, a > 0, b > 0.
Seega
B(a, b) =
Γ(a)Γ(b)
Γ(a + b)
, a > 0, b > 0.
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3 Riemann–Liouville’i tuletis
Riemann–Liouville’i tuletise definitsiooni mõistlikuks esitamiseks tutvume eelnevalt
Cauchy valemiga.
3.1 Cauchy valem
See punkt põhineb raamatul [6]. Vaatleme ülesannet, kus on vaja leida diferentsiaal-
võrrandi
y(n)(x) = f (x) (3.1)
lahend y = y(x), mis rahuldab algtingimusi
y(x0) = y0,
y′(x0) = y1,
. . . . . . . . . . . . . . .
y(n−2)(x0) = yn−2,
y(n−1)(x0) = yn−1,
(3.2)
kus f on mingis vahemikus (a, b) antud funktsioon ja x0, y0, y1, . . . , yn−1 on ettean-
tud reaalarvud. Sellist ülesannet nimetatakse algtingimustega ülesandeks ehk Cauchy5
ülesandeks võrrandi (3.1) jaoks.
Teoreem 3.1 (Cauchy). Olgu funktsioon f pidev mingis vahemikus (a, b). Kui x0 ∈ (a, b),
siis Cauchy ülesandel {(3.1),(3.2)} leidub ühene lahend mistahes arvude y0, y1, . . . , yn−1 ∈ R
korral, mis avaldub kujul
y(x) =
n−1
∑
k=0
yk
k!
(x − x0)k + 1(n − 1)!
x∫
x0
(x − s)n−1 f (s)d s, x ∈ (a, b). (3.3)
TÕESTUS. Kehtigu teoreemi eeldused. Tulenevalt tuletise ja integraali vahelisest seo-
sest saame võrrandi y(n) = f (x) lahendi leida selle võrrandi mõlema poole n-kordse
järjestikuse integreerimise teel. Tõepoolest, võrrandis (3.1) vasaku poole integreeri-
misel saame tingimuse y(n−1)(x0) = yn−1 tõttu
x∫
x0
y(n)(s)d s = y(n−1)(x)− y(n−1)(x0) = y(n−1) − yn−1.
5Augustin-Louis Cauchy (1789-1857) – Prantsuse matemaatik
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Võrrandi (3.1) parema poole integraal rajades x0-st kuni x-ni on
x∫
x0
f (s)d s.
Jätkates analoogiliselt integreerimist, saame
y(n−2)(x) =
x∫
x0
y(n−1)(s)d s = yn−2 + yn−1(x − x0) +
x∫
x0
s1∫
x0
f (s)d sd s1,
y(n−3)(x) =
x∫
x0
y(n−2)(s)d s = yn−3 + yn−2(x − x0) + yn−12 (x − x0)
2+
+
x∫
x0
s2∫
x0
s1∫
x0
f (s)d sd s1 d s2,
. . . . . . . . .
y(x) =
x∫
x0
y′(s)d s = y0 + y1(x − x0) + y22 (x − x0)
2 +
y3
6
(x − x0)3 + . . .
. . .+
yn−1
(n − 1)! (x − x0)
n−1 +
x∫
x0
sn−1∫
x0
. . .
s2∫
x0
s1∫
x0︸ ︷︷ ︸
n
f (s)d sd s1 . . . d sn−2 d sn−1.
Eelnevast näeme, et Cauchy ülesande {(3.1),(3.2)} lahend avaldub kujul
y(x) =
n−1
∑
k=0
yk
k!
(x − x0)k +
x∫
x0
sn−1∫
x0
. . .
s2∫
x0
s1∫
x0︸ ︷︷ ︸
n
f (s)d sd s1 . . . d sn−2 d sn−1. (3.4)
Teoreemi tõestamiseks peame veel vaid veenduma, et kehtib
x∫
x0
sn−1∫
x0
. . .
s2∫
x0
s1∫
x0︸ ︷︷ ︸
n
f (s)d sd s1 . . . d sn−2 d sn−1 =
1
(n − 1)!
x∫
x0
(x − s)n−1 f (s)d s. (3.5)
Tõestame selle võrduse matemaatilise induktsiooni abil. Näeme, et võrdus (3.5) kehtib
n = 1 korral
x∫
x0
f (s)d s =
1
(1− 1)!
x∫
x0
(x − s)1−1 f (s)d s =
x∫
x0
f (s)d s.
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Induktsiooni lõpetamiseks on vaja veenduda, et võrduse (3.5) kehtivusest juhu n = k
korral, järeldub võrduse (3.5) kehtivus juhu n = k + 1 korral. Oletame, et võrdus (3.5)
kehtib n = k korral ning arvutame
x∫
x0
sk∫
x0
. . .
s2∫
x0
s1∫
x0︸ ︷︷ ︸
k+1
f (s)d sd s1 . . . d sk−1 d sk =
x∫
x0
sk∫
x0
. . .
s2∫
x0
s1∫
x0︸ ︷︷ ︸
k
f (s)d sd s1 . . . d sk−1 d sk =
=
x∫
x0


sk∫
x0
. . .
s2∫
x0
s1∫
x0︸ ︷︷ ︸
k
f (s)d sd s1 . . . d sk−1

d sk =
=
x∫
x0

 1
(k − 1)!
sk∫
x0
(sk − s)k−1 f (s)d s

d sk =
=
1
(k − 1)!
x∫
x0
t∫
x0
(t − s)k−1 f (s)d sd t.
Viimasel sammul tähistasime t = sk. Saime kahekordse integraali üle joonisel 3.1.1 ku-
jutatud kolmnurga. Viime selles integraalis läbi integreerimise järjekorra muutmise:
s = t
s
x0
x
tx0 x
Joonis 3.1.1: Integreerimispiirkond
1
(k − 1)!
x∫
x0
t∫
x0
(t − s)k−1 f (s)d sd t = 1
(k − 1)!
x∫
x0
f (s)
x∫
s
(t − s)k−1 d td s =
=
1
(k − 1)!
x∫
x0
f (s)
(
(t − s)k
k
∣∣∣∣∣
x
t=s
)
d s =
1
k!
x∫
x0
f (s)(x − s)k d s.
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Kokkuvõttes saime, et
x∫
x0
sk∫
x0
. . .
s2∫
x0
s1∫
x0︸ ︷︷ ︸
k+1
f (s)d sd s1 . . . d sk−1 d sk =
1
k!
x∫
x0
f (s)(x − s)k d s.
Sellega on induktsioon läbi ja seega valem (3.5) kehtib.
Valemit (3.3) nimetatakse Cauchy valemiks.
Järgmised kaks punkti põhinevad raamatul [1] ja magistritööl [4].
3.2 Riemann–Liouville’i integraal
Edaspidi on meie jaoks väga olulise tähtsusega eespool tõestatud võrdus
x∫
x0
sn−1∫
x0
. . .
s2∫
x0
s1∫
x0︸ ︷︷ ︸
n
f (s)d sd s1 . . . d sn−2 d sn−1 =
1
(n − 1)!
x∫
x0
(x − s)n−1 f (s)d s. (3.5)
See võrdus annab meile valemi, kuidas arvutada n-kordset Riemanni integraali ühe-
kordse Riemanni integraali abil. Kuna meie suurem eesmärk on defineerida funkt-
siooni f reaalarvulist järku tuletist, siis võiksime alustada reaalarvulist järku integ-
raali defineerimisest. Paneme tähele, et võrduse (3.5) paremal pool esineb integraali
kordsus n kahes kohas: avaldise (x − s)n−1 astendajas ning faktoriaali argumendi-
na (n − 1)!. Kui tahta lubada olukorda n ∈ R, siis astendamisega (x − s)n−1 meil
probleeme ei teki, kuna me teame, kuidas arvutada reaalarvulist astet. Küll aga tekib
probleem faktoriaaliga, mis on määratud ainult naturaalarvuliste argumentide kor-
ral. Siinkohal kasutame eelnevalt tõestatud seost (2.6), mis seob faktoriaali ja gamma-
funktsiooni:
(n − 1)! = Γ(n), n ∈ N.
Nüüd võime valemi (3.5) abil defineerida n-järku integraali, kus n ∈ R. Seda integ-
raali hakkame nimetama Riemann–Liouville’i integraaliks.
Edaspidi tähistame sümboliga C[a, b] kõigi lõigus [a, b] pidevate funktsioonide
hulka.
Definitsioon 3.1. Olgu r > 0 ja [a, b] mingi lõik hulgas R. Funktsiooni f ∈ C[a, b]
Riemann–Liouville’i r-järku integraaliks alusel a nimetatakse avaldist, mis on defineeri-
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tud võrdusega
( RL J
r
a f )(x) =
1
Γ(r)
x∫
a
(x − s)r−1 f (s)d s, x ∈ [a, b]. (3.6)
Kui r = 0, siis defineerime (RL J0a f )(x) = f (x), kus x ∈ [a, b].
Kui r ∈ N, siis Riemann–Liouville’i integraal ühtib tavalise r-kordse Riemanni
integraaliga
(RL J
r
x0
f )(x) =
x∫
x0
sr−1∫
x0
. . .
s2∫
x0
s1∫
x0︸ ︷︷ ︸
r
f (s)d sd s1 . . . d sr−2 d sr−1, r ∈ N.
Iga r > 0 korral on Riemann–Liouville’i integraalil mitmed tavalise Riemanni in-
tegraali omadused, nagu lineaarsus ja monotoonsus.
Lause 3.2. Olgu r > 0. Riemann–Liouville’i integraal on lineaarne, s.t.
( RL J
r
a(α f + βg))(x) = α( RL J
r
a f )(x) + β( RL J
r
ag)(x), α, β ∈ R.
TÕESTUS. Olgu α, β ∈ R ning g, f ∈ C[a, b]. Definitsiooni järgi arvutades saame
( RL J
r
a(α f + βg))(x) =
1
Γ(r)
x∫
a
(x − s)r−1(α f + βg)(s)d s =
=
1
Γ(r)
x∫
a
(α(x − s)r−1 f (s) + β(x − s)r−1g(s))d s =
=
α
Γ(r)
x∫
a
(x − s)r−1 f (s)d s + β
Γ(r)
x∫
a
(x − s)r−1g(s)d s =
= α( RL J
r
a f )(x) + β( RL J
r
ag)(x).
Eelnev kehtib, kuna Riemanni integraal on lineaarne.
Lause 3.3. Olgu r > 0. Riemann–Liouville’i integraal on monotoonne, s.t.
∀x ∈ [a, b] : g(x) 6 f (x) =⇒ ( RL Jrag)(x) 6 ( RL Jra f )(x).
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TÕESTUS. Olgu g, f ∈ C[a, b] sellised funktsioonid, et iga x ∈ [a, b] korral g(x) 6 f (x).
Siis iga s ∈ [a, x] kehtib
(x − s)r−1g(s) 6 (x − s)r−1 f (s).
Seega kehtib ka
x∫
a
(x − s)r−1g(s)d s 6
x∫
a
(x − s)r−1 f (s)d s,
kuna Riemanni integraal on monotoonne. Järelikult
( RL J
r
ag)(x) 6 ( RL J
r
a f )(x).
Tõestame veel ühe Riemann–Liouville integraali omaduse, mida läheb vaja järg-
mises punktis.
Lause 3.4. Olgu p, r > 0 ja f ∈ C[a, b], siis kehtib
(RL J
p
a (RL J
r
a f ))(x) = (RL J
p+r
a f )(x), x ∈ [a, b].
TÕESTUS. Olgu r, p > 0. Kasutades Riemann–Liouville’i integraali definitsiooni, saa-
me
(RL J
p
a (RL J
r
a f ))(x) =


RL J
p
a

 1
Γ(r)
t∫
a
(t − s)r−1 f (s)d s



 (x) =
=
1
Γ(p)
x∫
a
(x − t)p−1

 1
Γ(r)
t∫
a
(t − s)r−1 f (s)d s

d t =
=
1
Γ(p)Γ(r)
x∫
a
(x − t)p−1

 t∫
a
(t − s)r−1 f (s)d s

 d t =
=
1
Γ(p)Γ(r)
x∫
a
t∫
a
(x − t)p−1(t − s)r−1 f (s)d sd t.
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Vahetame saadud kahekordses integraalis integreerimise järjekorda:
x∫
a
t∫
a
(x − t)p−1(t − s)r−1 f (s)d sd t =
x∫
a
x∫
s
(x − t)p−1(t − s)r−1 f (s)d td s =
=
x∫
a
f (s)
x∫
s
(x − t)p−1(t − s)r−1 d td s.
Teeme integralis
x∫
a
f (s)
x∫
s
(x − t)p−1(t − s)r−1 d td s
muutujavahetuse t = s + q(x − s). Siis d t = (x − s)d q ja
x∫
a
f (s)
x∫
s
(x − t)p−1(t − s)r−1 d td s =
=
x∫
a
f (s)
x∫
s
(x − (s + q(x − s)))p−1((s + q(x − s))− s)r−1(x − s)d qd s =
=
x∫
a
f (s)
1∫
0
(x − s + q(x + s))p−1(q(x − s))r−1(x − s)d qd s =
=
x∫
a
f (s)
1∫
0
((1− q)(x − s))p−1qr−1(x − s)r d qd s =
=
x∫
a
f (s)(x − s)p+r−1
1∫
0
(1− q)p−1qr−1 d qd s.
Nüüd kasutame beetafunktsiooni definitsiooni ning lauset 2.3. Eelneva põhjal saame
(RL J
p
a (RL J
r
a f ))(x) =
1
Γ(p)Γ(r)
x∫
a
f (s)(x − s)p+r−1B(p, r)d s =
=
B(p, r)
Γ(p)Γ(r)
x∫
a
f (s)(x − s)p+r−1 d s =
=
1
Γ(p + r)
x∫
a
f (s)(x − s)p+r−1 d s =
= (RL J
p+r
a f )(x).
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Sellega on lause tõestanud.
3.3 Riemann–Liouville’i tuletise definitsioon
Selles punktis defineerime Riemann–Liouville’i tuletise, kasutades Riemann–Liouville’i
integraali mõistet.
Definitsioon 3.2. Reaalarvu r ülemiseks täisosaks nimetatakse täisarvu ⌈r⌉, mis rahul-
dab tingimust
⌈r⌉ = min
n∈Z
{n | n > r},
kus Z on kõigi täisarvude hulk.
Definitsioon 3.3. Olgu r > 0, m = ⌈r⌉ ning f selline funktsioon, et RL Jm−ra f on m
korda pidevalt diferentseeruv. Siis funktsiooni f r-järku Riemann–Liouville’i tuletiseks
alusel a nimetatakse avaldist
( RLD
r
a f )(x) =
(
dm
d xm
(RL J
m−r
a f )
)
(x), x ∈ [a, b]. (3.7)
Kui r = 0, siis defineerime ( RLD0a f )(x) = f (x).
Kui r ∈ N, siis Riemann–Liouville’i tuletis ühtib tavalise r-inda tuletisega drd xr . Sel
juhul r = ⌈r⌉ ning saame
( RLD
r
a f )(x) =
(
dr
d xr
(RL J
r−r
a f )
)
(x) =
(
dr
d xr
(RL J
0
a f )
)
(x) =
dr f
d xr
(x), x ∈ [a, b].
Järgnev lause näitab, et Riemann–Liouville’i integraali leidmine on Riemann–Liouville’i
tuletise võtmise parempoolne pöördoperatsioon.
Lause 3.5. Olgu r > 0 ja m = ⌈r⌉ ja funktsioon f : [a, b] → R selline, et Riemann–Liouville
tuletis eksisteerib, siis kehtib
( RLD
r
a(RL J
r
a f ))(x) = f (x), x ∈ [a, b].
TÕESTUS. Kehtigu lause eeldused ning olgu x ∈ [a, b]. Lauset 3.4 tõttu
( RLD
r
a(RL J
r
a f ))(x) =
(
dm
d xm
(RL J
m−r
a (RL J
r
a f ))
)
(x) =
(
dm
d xm
(RL J
m−r+r
a f )
)
(x) =
=
(
dm
d xm
(RL J
m
a f )
)
(x) = f (x).
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Võrduse (
dm
d xm
(RL J
m
a f )
)
(x) = f (x) (3.8)
kehtivust tõestame induktsiooni abil. Võtame induktsioonibaasiks m = 1. Sel juhul
(
d
d x
(RL J
1
a f )
)
(x) =
d
d x
x∫
a
f (s)d s = f (x).
Seega võrdus (3.8) kehtib m = 1 korral.
Nüüd näitame, et oletades võrduse (3.8) kehtivust m = k korral, näitame selle
kehtivust m = k + 1 korral. Tõepoolest(
dm+1
d xm+1
(RL J
m+1
a f )
)
(x) =
(
d
d x
(
dm
d xm+1
(RL J
m
a (RL J
1
a f ))
))
(x) =
=
(
d
d x
(RL J
1
a f )
)
(x) = f (x).
Sellega on vvõrdus (3.8).
Lause 3.6. Riemann–Liouville’i tuletis on lineaarne, s.t.
RLD
r
a(α f + βg) = α RLD
r
a f + β RLD
r
ag, α, β ∈ R.
TÕESTUS. Olgu α, β ∈ R, r > 0, m = ⌈r⌉ ning funktsioonid f ja g sellised, et leiduvad
tuletised RLDra f , RLD
r
ag ja RLD
r
a( f + g). Arvutame, kasutades Riemann–Liouville’i tu-
letise definitsiooni ja lauset 3.2.
RLD
r
a(α f + βg) =
dm
d xm
(Jm−ra (α f + βg)) =
dm
d xm
(αJm−ra f + βJm−ra g))
Matemaatilisest analüüsist teame, et tavaline m järku tuletis on lineaarne. Seega
dm
d xm
(αJm−ra f + βJm−ra g)) = α
dm
d xm
(Jm−ra f ) + β
dm
d xm
(Jm−ra g) = α RLDra f + β RLDrag.
Sellega oleme selle lause tõestanud.
Näide 3.1. Leiame konstantse funktsiooni f (x) = c (c ∈ R, x ∈ [0, b], b > 0)
Riemann–Liouville’i 12 -järku tuletise (alusel 0). Paneme tähele, et
⌈
1
2
⌉
= 1 ning näi-
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test 2.1 teame, et Γ(12 ) =
√
pi. Siis
(RLD
1
2
0 f )(x) = RLD
1
2
0 c =
d1
d x1
(
RL J
1
2
0 c
)
=
d
d x

 1
Γ
(
1
2
) x∫
0
(x − s) 12−1c d s

 =
=
d
d x

 −c√
pi
0∫
x
(x − s)− 12 d(x − s)

 = d
d x
(
c√
pi
(x − s) 12
1
2
∣∣∣∣∣
x
x=0
)
=
=
d
d x
(
2c
√
x√
pi
− 0
)
=
2c√
pi2
√
x
=
c√
pix
.
Seega on konstantse funktsiooni Riemann–Liouville’i 12-järku tuletis võrdne avaldise-
ga c√
pix
.
Leiame nüüd konstantsest funktsioonist Riemann–Liouville’i tuletise ka üldisemal
juhul.
Näide 3.2. Leiame konstantse funktsiooni f (x) = c (c ∈ R, x ∈ [a, b], b > a)
Riemann–Liouville’i r-järku tuletise alusel a. Kui r ∈ N, siis Riemann–Liouville’i tu-
letis ühtib tavalise tuletisega ning RLDrac = 0.
Kui r 6∈ N, siis arvutame Riemann–Liouville’i tuletise definitsiooni järgi:
RLD
r
ac =
dm
d xm
(RL J
m−r
a c) =
dm
d xm

 1
Γ(m − r)
x∫
a
(x − s)m−r−1c d s

 =
=
dm
d xm
(
−c
Γ(m − r) ·
(x − s)m−r
m − r
∣∣∣∣∣
x
s=a
)
=
=
c
(m − r)Γ(m − r)
dm
d xm
(x − a)m−r, x ∈ [a, b].
Leime eelnevalt saadud m-kordse tuletise d
m
d xm (x − a)m−r :
dm
d xm
(x − a)m−r = d
m−1
d xm−1
(m − r)(x − a)m−r−1 =
=
dm−2
d xm−2
(m − r)(m − r − 1)(x − a)m−r−2 =
= . . . =
= (m − r)(m − r − 1) . . . (m − r − (m − 1))(x − a)m−r−m =
= (m − r)(m − r − 1) . . . (1− r)(x − a)−r, x ∈ [a, b].
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Kasutades lauset 2.1, arvutame
Γ(m − r) = (m − r − 1)Γ(m − r − 1) = (m − r − 1)(m − r − 2)Γ(m − r − 2) = . . . =
= (m − r − 1)(m − r − 2) . . . (1− r)Γ(1− r).
Seega
RLD
r
ac =
c(m − r)(m − r − 1) . . . (1− r)(x − a)−r
(m − r)(m − r − 1) . . . (1− r)Γ(1− r) =
c(x − a)−r
Γ(1− r) , x ∈ [a, b].
Kokkuvõttes avaldub konstantse funktsiooni f (x) = c Riemann–Liouville’i tuletis
( RLD
r
a f )(x) =


0, r ∈ N;
c(x − a)−r
Γ(1− r) , r 6∈ N.
(3.9)
Eelnevast näitest tuleb välja üks Riemann–Liouville’i tuletise suurimaid puudujä-
äke. Nimelt ei ole nullist erineva konstantse funktsiooni Riemann–Liouville’i tuletis
mittenaturaalarvulise järgu korral võrdne nulliga. See on üks põhjuseid, miks mate-
maatikud ka peale Riemann–Liouville’i tuletise defineerimist otsisid veel teisigi viise,
kuidas murrulist tuletist defineerida.
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4 Caputo tuletis
See peatükk põhineb raamatul [1] ja magistritööl [4].
Selles peatükis tutvume Caputo tuletisega. See on üks paljudest Riemann–Liouville’i
tuletise edasi arendustest. Caputo tuletisel pole mitmeid Riemann–Liouville’i tuletise
puudujääke. Etteruttavalt võib öelda, et näiteks konstantse funktsiooni Caputo tuletis
on alati võrdne nulliga.
Alustuseks meenutame Taylori6 polünoomi definitsiooni.
Definitsioon 4.1. Olgu funktsioon f n korda diferentseeruv punktis a. Funktsiooni f
n-järku Taylori polünoomiks punktis a nimetatakse polünoomi
(Tn[ f ; a])(x) =
n
∑
k=0
f (k)(a)
k!
(x − a)k ,
kus f (0)(x) = f (x) ja 0! = 1.
Nüüd saame defineerida Caputo tuletise.
Definitsioon 4.2. Olgu r > 0, m = ⌈r⌉ ning f selline funktsioon, et leidub RLDra( f −
Tn[ f ; a]). Siis nimetatakse funktsiooni f r-järku Caputo tuletiseks alusel a avaldist
( CD
r
a f )(x) = ( RLD
r
a( f − Tm−1[ f ; a]))(x), x ∈ [a, b].
Kui r = 0, siis defineerime ( CD
0
a f )(x) = f (x).
Kui r ∈ N, siis Caputo tuletis ühtib tavalise r-inda tuletisega drd xr . Sel juhul r = ⌈r⌉
ning me saame
( CD
r
a f )(x) = ( RLD
r
a( f − Tr−1[ f ; a]))(x) = ( RLDra f )(x)− ( RLDraTr−1[ f ; a])(x) =
=
dr f
d xr
(x)− d
r
d xr
(Tr−1[ f ; a])(x) =
dr f
d xr
(x), x ∈ [a, b].
Eelnevas kasutasime asjaolu, et (r − 1)-järku polünoomi r kordne tuletis on võrdne
nulliga.
Tõestame teoreemi, mille väidet esitatakse tihti kui Caputo tuletise definitsiooni.
Teoreem 4.1. Olgu r > 0, m = ⌈r⌉, a, b ∈ R ja funktsioon f : [a, b] → R selline, et Caputo
tuletis eksisteerib, siis kehtib
( CD
r
a f )(x) =
(
RL J
m−r
a
(
dm
d xm
f
))
(x), x ∈ [a, b].
6Brook Taylor (1685-1731) – Inglise matemaatik
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TÕESTUS. Kehtigu teoreemi eeldused. Esialgu vaatleme juhtu, kui r ∈ N, siis Caputo
tuletis ühtib tavalise tuletisega ning m = ⌈r⌉ = r. Seega(
RL J
m−r
a
(
dm
d xm
f
))
(x) =
(
RL J
0
a
(
dr
d xr
f
))
(x) =
dr f
d xr
(x), x ∈ [a, b].
Nüüd vaalteme juhu, kui r 6∈ N. Leiame Caputo tuletise definitsiooni järgi.
(CD
α
a f )(x) = (RLD
α
a ( f − Tm−1[ f ; a]))(x) =
=
(
dm
d xm
( RL J
m−α
a ( f − Tm−1[ f ; a]))
)
(x) =
=
dm
d xm

 1
Γ(m − α)
x∫
a
(x − t)m−α−1( f (t) − Tm−1[ f ; a](t))d t


Leiame viimase integraali ositi, võttes
u = f (t)− Tm−1[ f ; a](t), d v = (x − t)m−α−1 d t,
sel juhul
d u =
d
d x
( f (t) − Tm−1[ f ; a](t))d t, v = − (x − t)
m−α
m − α .
Siis saame
1
Γ(m − α)
x∫
a
(x − t)m−α−1( f (t) − Tm−1[ f ; a](t))d t =
= − (x − t)
m−α
(m − α)Γ(m − α) ( f (t) − Tm−1[ f ; a](t))
∣∣∣∣x
t=a
+
+
1
Γ(m − α)
x∫
a
(x − t)m−α
m − α
d
d x
( f (t) − Tm−1[ f ; a](t))d t =
= − (x − t)
m−α
Γ(m − α + 1) ( f (t) − Tm−1[ f ; a](t))
∣∣∣∣x
t=a
+
+
1
Γ(m − α + 1)
x∫
a
(x − t)m−α d
d x
( f (t) − Tm−1[ f ; a](t))d t =
= 0+ 0+
1
Γ(m − α + 1)
x∫
a
(x − t)m−α d
d x
( f (t) − Tm−1[ f ; a](t))d t.
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Seega
RL J
m−α
a ( f − Tm−1[ f ; a]) = RL Jm−α+1a
(
d
d x
( f − Tm−1[ f ; a])
)
.
Nüüd, kui integreerime avaldist RL Jm−αa ( f − Tm−1[ f ; a]) ositi m korda, siis saame
(RL J
m−α
a ( f − Tm−1[ f ; a]))(x) =
(
RL J
m−α+m
a
(
dm
d xm
( f − Tm−1[ f ; a])
))
(x) =
=
(
RLJ
m
a RL J
m−α
a
(
dm
d xm
( f − Tm−1[ f ; a])
))
(x) =
=
(
RL J
m
a RL J
m−α
a
(
dm f
d xm
))
(x), x ∈ [a, b].
Eelnevalt ksutasime lauset 3.4 ning teadmist, et (m − 1)-järku polünoomi m-järku tu-
letis on võrdne nulliga. Nüüd pöördume tagasi esimeses arvutuses oleva m-kordse
diferentseerimise juurde.
dm
d xm

 1
Γ(m − α)
x∫
a
(x − t)m−α−1( f (t)− Tm−1[ f ; a](t))d t

 =
=
(
dm
d xm RL
Jma RL J
m−α
a
dm
d xm
f
)
(x) =
= (RL J
m−α
a D
m f )(x), x ∈ [a, b].
Eelnevalt kasutasime teadmist, et kui m ∈ N, siis m-kordne diferentseerimine ja m-
järku Riemann–Liouville’i integraali võtmine on üksteise pöördoperatsioonid.
Järgneva lausega tõestame, et Riemann–Liouville’i integraali leidmine on ka Ca-
puto tuletise leidmise parempoolne pöördoperatsioon.
Lause 4.2. Olgu r > 0, m = ⌈r⌉, a, b ∈ R ja funktsioon f : [a, b] → R selline, et Caputo
tuletis eksisteerib, siis kehtib
( CD
r
a(RL J
r
a f ))(x) = f (x), x ∈ [a, b].
TÕESTUS. Kehtigu teoreemi eeldused ja olgu x ∈ [a, b]. Kirjutame lause väite vasaku
poole Caputo tuletise defininitsiooni järgi lahti ning rakendame lauset 3.6:
( CD
r
a(RL J
r
a f ))(x) = ( RLD
r
a(RL J
r
a f − Tm−1[RL Jra f ; a]))(x) =
= ( RLD
r
a(RL J
r
a f ))(x) − ( RLDra(Tm−1[RL Jra f ; a]))(x).
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Lause 3.5 põhjal teame, et
( RLD
r
a(RL J
r
a f ))(x) = f (x).
Lause tõestuseks jääb meil veel veenduda, et ( RLDra(Tm−1[RL Jra f ; a]))(x) = 0, x ∈
[a, b]. Uurime, kuidas avaldub Riemann–Liouville’i integraali Taylori polünoom,
(Tm−1[RL Jra f ; a])(x) =
m−1
∑
k=1
(x − a)k
k!
dk
d xk
((RL J
r
a f )(a)) =
=
m−1
∑
k=1
(x − a)k
k!
dk
d xk

 1
Γ(r)
a∫
a
(x − s)r−1 f (s)d s

 =
=
m−1
∑
k=1
(x − a)k
k!
dk 0
d xk
= 0.
Eelnevas on integraal võrdne nulliga kuna seda peaks arvutama rajades a-st a-ni. Kok-
kuvõttes
( CD
r
a(RL J
r
a f ))(x) = ( RLD
r
a(RL J
r
a f ))(x) − ( RLDra(Tm−1[RL Jra f ; a]))(x) =
= f (x)− RLDra0 = f (x), x ∈ [a, b].
Sellega on see lause tõestatud.
Ka Caputo tuletise jaoks tõestame praktikas olulise lineaarsuse omaduse.
Lause 4.3. Caputo tuletis on lineaarne, s.t.
CD
r
a(α f + βg) = αCD
r
a f + βCD
r
ag, α, β ∈ R.
TÕESTUS. Olgu α, β ∈ R, r > 0, m = ⌈r⌉ ja funktsioonid f , g sellised, et leiduvad tu-
letised CDra f , CD
r
ag ja CD
r
a( f + g). Arvutame, kasutades Caputo tuletise definitsiooni,
CD
r
a(α f + βg) = RLD
r
a((α f + βg)− Tm−1[α f + βg; a]). (4.1)
Kasutades Taylori polünoomi definitsiooni, leiame funktsiooni α f + βg Taylori polü-
noomi
Tm−1[α f + βg; a]) =
m−1
∑
k=0
(α f + βg)(k)(a)
k!
(x − a)k =
m−1
∑
k=0
α f (k)(a) + βg(k)(a)
k!
(x − a)k =
= α
m−1
∑
k=0
f (k)(a)
k!
(x − a)k + β
m−1
∑
k=0
f (k)(a)
k!
(x − a)k =
= αTm−1[ f ; a] + βTm−1[g; a].
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Eelneva arvutuse ning lause 3.6 põhjal jätkates võrdust (4.1), saame
CD
r
a(α f + βg) = RLD
r
a((α f − αTm−1[ f ; a]) + (βg − βTm−1[ f ; a])) =
= α RLD
r
a( f − Tm−1[ f ; a]) + β RLDra(g − Tm−1[g; a]) = αCDra f + βCDrag.
Sellega on see lause tõestatud.
Lahendame mõned näited, kus leiame Caputo tuletisi.
Näide 4.1. Leiame konstantse funktsiooni f (x) = c Caputo r-järku tuletise (r > 0).
Paneme tähele, et iga k ∈ N korral f k(x) = 0. Seega Tm−1[ f ; a] = c, kus m = ⌈r⌉.
Nüüd arvutame funktsiooni f Caputo tuletise:
( CD
r
a f )(x) = CD
r
ac = ( RLD
r
a( f − Tm−1[ f ; a]))(x) = RLDra(c − c) = RLDra0 =
=
1
Γ(r)
0∫
0
(x − s)α−10 d s = 0.
Seega on konstantse funktsiooni Caputo tuletis alati võrdne nulliga. Teeme siinko-
hal läbi veel ühe näite, mida läheb vaja järgmises peatükis.
Näide 4.2. Leiame funktsiooni f (x) = xp, (x ∈ [0, b], p > 0) 12 -järku Caputo tuletise
alusel 0. Paneme tähele, et ⌈12⌉ = 1 ja kasutame teoreemi 4.1. Siis
CD
1
2
0 x
p = RL J
1− 12
0
(
d
d x
xp
)
= RL J
1
2
0 (px
p−1) =
p
Γ
(
1
2
) x∫
0
(x − s) 12−1sp−1 d s =
=
px
1
2+p−1
Γ
(
1
2
) x∫
0
(x − s)− 12
x
1
2
sp−1
xp−1
d s.
Teeme muutujavahetuse t = sx , siis d s = xd t ja
CD
1
2
0 x
p =
px
1
2+p−1
Γ
(
1
2
) 1∫
0
(
x
(
s
tx − t
))− 12
x
1
2
tp−1x d t =
px
1
2+p−1
Γ
(
1
2
) 1∫
0
(1− t)− 12 tp−1 d t.
Kasutame beetafunktsiooni definitsiooni:
CD
1
2
0 x
p =
px
1
2+p−1
Γ
(
1
2
) B(p, 1
2
)
.
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Kasutades lauseid 2.3 ja 2.1 saame edasi arvutada
CD
1
2
0 x
p =
B
(
p, 12
)
Γ
(
1
2
) px− 12+p = pΓ(p)
Γ
(
1
2 + p
) xp− 12 = Γ(p + 1)
Γ
(
1
2 + p
)xp− 12 .
Seega kokkuvõttes oleme leidnud astmefunktsiooni 12 -järku Caputo tuletise
CD
1
2
0 x
p =
Γ(p + 1)
Γ
(
1
2 + p
) xp− 12 , (x ∈ [0, b], p > 0). (4.2)
28
5 Caputo tuletist sisaldava lineaarse diferentsiaalvõrran-
di numbriline lahendamine
Selles peatükis tuletame ühe meetodi, millega saab numbriliselt lahendada algtingi-
musega Caputo tuletist sisaldavaid lineaarseid diferentsiaalvõrrandeid.
5.1 Meetodi kirjeldus
Vaatleme Cauchy ülesannet{
( CD
r
0y)(x) + p(x)y(x) = f (x), x ∈ [0, b],
y(0) = y0,
(5.1)
kus f ja p on lõigul [0, b]määratud pidevad funktsioonid, y0 on antud reaalarv, r mingi
fikseeritud reaalarv vahemikus (0, 1), y = y(x) on otsitav funktsioon ning CDr0y on
otsitava funktsiooni r-järku Caputo tuletis.
Ülesande (5.1) lahendamiseks tähistame
z(x) = ( CD
r
0y)(x), x ∈ [0, b], (5.2)
kus y ∈ C[0, b]. Lause 4.2 ja näite 4.1 põhjal saame, et funktsioon y avaldub
y(x) = ( RL J
r
0z)(x) + c, (5.3)
kus c onmingi konstant ja RL Jr0z on Riemann-Liouville’i r-järku integraal funktsioonist
z. Määrame konstandi c. Vaatleme valemiga (5.3) antud funktsiooni y kohal 0:
y(0) = ( RL Jr0z)(0) + c =
1
Γ(r)
0∫
0
sr−1z(s)d s + c = 0+ c = c.
Oletame nüüd, et funktsioon y on Cauchy ülesande (5.1) lahend. Siis teame, et y(0) =
y0. Seega c = y0. Kokkuvõttes oleme saanud, et ülesande (5.1) lahend y avaldub kujul
y(x) = ( RL J
r
0z)(x) + y0, x ∈ [0, b]. (5.4)
Teisest küljest
z(x) = f (x)− p(x)y(x), x ∈ [0, b].
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Asendame viimasena saadud avaldise võrdusesse (5.4) ning arvutame, Riemann–
Liouville’i integraali definitsiooni kasutades,
y(x) = ( RL J
r
0( f − py))(x) + y0,
y(x) =
1
Γ(r)
x∫
0
(x − s)r−1( f (s)− p(s)y(s))d s + y0,
y(x) +
1
Γ(r)
x∫
0
(x − s)r−1p(s)y(s)d s = y0 + 1
Γ(r)
x∫
0
(x − s)r−1 f (s)d s.
Tähistame
g(x) = y0 +
1
Γ(r)
x∫
0
(x − s)r−1 f (s)d s, (5.5)
K(x, s) =
1
Γ(r)
(x − s)r−1p(s). (5.6)
Kokkuvõttes oleme saanud Cauchy ülesandega (5.1) samaväärse integraalvõrrandi
kujul
y(x) +
x∫
0
K(x, s)y(s)d s = g(x) (5.7)
kus funktsioonid g ja K avalduvad vastavalt valemitega (5.5) ja (5.6).
Võrrandi (5.7) ligikaudseks lahendamiseks defineerime lõigus [0, b] võrgu
{xi | 0 = x0 < x1 < x2 < . . . < xn = b; i = 0, 1, . . . , n − 1}.
Lisaks fikseerime veel kaks arvu η1 ja η2 nii, et 0 < η1 < η2 < 1. Nüüd saame definee-
rida punktid (nn kollokatsioonipunktid)
xij = xi + ηj(xi+1 − xi), (i = 0, 1, . . . , n − 1; j = 1, 2).
Võrrandi (5.7) ligikaudset lahendit otsime kujul
yn(x) =
n−1
∑
i=0
(
ci1
xi2− x
xi2 − xi1 + ci2
x − xi1
xi2 − xi1
)
χ[xi,xi+1)(x), x ∈ [0, b], (5.8)
kus
cij = yn(xij), (i = 0, 1 . . . , n − 1; j = 1, 2)
30
on otsitavad konstandid ja χ[xi,xi+1] on hulga [xi, xi+1] karakteristlik funktsioon, s.t.
χ[xi,xi+1](x) =
{
1, x ∈ [xi, xi+1],
0, x 6∈ [xi, xi+1].
Asendades valemiga (5.8) määratud suuruse yn võrrandisse (5.7) otsitava y kohale,
saame leida avaldise
Rn(x) = yn(x) +
x∫
0
K(x, s)yn(s)d s − g(x), x ∈ [0, b].
Järgnevas nõuame, et Rn(xij) = 0:
yn(x) + x∫
0
K(x, s)yn(s)d s − g(x)


x=xij
= 0, i = 0, 1, . . . , n− 1; j = 1, 2. (5.9)
Sellist neetodit nimetatakse kollokatsioonimeetodiks integraalvõrrandi (5.8) lahendamiseks.
Kasutades integraali aditiivsust, saame võrdusest (5.9) võrdused
cij +
i−1
∑
k=0
xk+1∫
xk
K(xij, s)yn(s)d s +
xij∫
xi
K(xij, s)yn(s)d s = g(xij),
mille kirjutame vastavalt valemile (5.8) ümber järgnevalt:
cij +
i−1
∑
k=0
xk+1∫
xk
K(xij, s)
(
ck1
xk2 − x
xk2 − xk1
+ ck2
x − xk1
xk2 − xk1
)
d s+
+
xij∫
xi
K(xij, s)
(
ci1
xi2 − x
xi2− xi1 + ci2
x − xi1
xi2 − xi1
)
d s = g(xij),
kus i = 0, 1, . . . , n − 1; j = 1, 2. Kasutame veelkord integraali aditiivsust ja viime
eelnevad võrdused kujule
cij+
i−1
∑
k=0
1
xk2 − xk1

ck1
xk+1∫
xk
K(xij, s)(xk2 − s)d s + ck2
xk+1∫
xk
K(xij, s)(s − xk1)d s

+
+
1
xi2− xi1

cj1
xij∫
xi
K(xij,s)(xi2 − s)d s + cj2
xij∫
xi
K(xij, s)(s − xi1)d s

 = g(xij),
(5.10)
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kus i = 0, 1, . . . , n − 1; j = 1, 2.
Kujust (5.10) on näha, et meil on tegemist lineaarvõrrandsüsteemiga, mille tund-
matuteks on kordajad cij, i = 0, 1, . . . , n− 1; j = 1, 2. Lahendades selle süsteemi saame
välja kirjutada lähislahendi yn, kasutades selleks valemit (5.8).
Selles punktis toodud meetodi kood on toodud lisades.
5.2 Näited
Selles punktis vaatleme näiteid lineaarsetest Caputo tuletistega Cauchy ülesannetest,
mis on lahendatud eelnevas punktis toodud meetodil. Esimeses näites vaatleme võr-
randit, mille lahend on kogu vaadeldavas piirkonnas diferentseeruv.
Näide 5.1. Vaatleme Cauchy ülesannet

(
CD
1
2
0 y
)
(x) + y(x) = x2 +
2x
3
2
Γ
( 5
2
) , x ∈ [0, 10],
y(0) = 0.
(5.11)
Magistritööst [4] (näide 10.1) on teada, et selle Cauchy ülesande täpne lahend on
y(x) = x2, x ∈ [0, 10].
Järgnevatel joonistel on toodud Cauchy ülesande (5.11) lahend y ning eelmises punk-
tis kirjeldatud meetodil leitud lähend yn, kui meil on ühtlane võrk ning arvudeks η1
ja η2 on vastavalt 13 ja
2
3 .
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Sõlmede arvu n suuremate väärtuste korral on Cauchy ülesande (5.11) täpne lahend
y ja lähend yn niivõrd sarnased, et nende erinevust pole jooniselt näha. Seetõttu on
järgnevalt toodud vaid graafikute suurendus vahemikus [0; 1, 5].
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Uurime lähendi yn viga
max
x∈[0,10]
|y(x)− yn(x)|
erinevate sõlmede arvude korra. Järgnevas tabelis on toodud vead εn, mis on arvuta-
tud valemi
εn = max
k=1,...,1000
|y(ξk)− yn(ξk)| (5.12)
järgi, kus arvud ξk on arvutatud valemiga
ξk = 0, 001 · k, k = 0, 1, . . . , 1000.
Samuti on toodud jagatised
εn
ε2n
.
Sõlmede arv n viga εn jagatis
εn
ε2n
2 6,63211 4,20191
4 1,57835 4,17431
8 0,37811 4,22611
16 0,08947 4,08539
32 0,02190 4,28571
64 0,00511 4,02362
128 0,00127
Lisades on ära toodud Scilabi programm, mida kasutati selle näite arvutamisel.
Järgnevalt on ära toodud eelneva tabeliga sarnane tabel, kus on toodud lähendi
yn vead. Lähend yn on leitud, võttes arvudeks η1 ja η2 nn Gaussi punktid
1
2 −
√
3
6 ja
1
2 +
√
3
6 , millede abil leitud lähend sageli on kõige täpsem (vt. [5], lk. 56).
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Sõlmede arv n viga εn jagatis
εn
ε2n
2 5,81142 4,23873
4 1,37103 4,22388
8 0,32459 4,19801
16 0,07732 4,16595
32 0,01856 4,13363
64 0,00449 4,11927
128 0,00109
Nagu vigade tabelitest näha võib, siis on lähendite yn ja yn erinevus väga väike, kus-
juures lähend yn on täpsem kui lähend yn, mida oli ka arvata. Seda illustreerivad
järgnevad joonised.
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Järgnevalt vaatleme näidet, kus vaatluse all oleva lineaarvõrrandi kordaja on eri-
nev ühest ning mille lahend ei ole punktis null diferentseeruv.
Näide 5.2. Vaatleme Cauchy ülesannet

(
CD
2
3
0 y
)
(x) + y(x) 4
√
x = x + 5 4
√
x +
Γ
( 7
4
)
12
√
x
Γ
(
13
12
) , x ∈ [0, 10],
y(0) = 5.
(5.13)
Selle võrrandi täpne lahend avaldub kujul
y(x) =
4
√
x3 + 5, x ∈ [0, 10]. (5.14)
Tõepoolest, kasutades näidet 4.1 ja magistritöö [4] näidet 9.5 saame, et
CD
2
3
0
(
4
√
x3 + 5
)
=C D
2
3
0
4
√
x3 +C D
2
3
0 5 =C D
2
3
0
4
√
x3 =
Γ
( 3
4 + 1
)
Γ
( 3
4 + 1− 32
) x 34− 32 = Γ ( 74) 12√x
Γ
(
13
12
) .
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Seega, kui panna funktsioon (5.14) võrrandisse (5.13), siis saame
CD
2
3
0 (
4
√
x3 + 5) + (
4
√
x3 + 5) 4
√
x = x + 5 4
√
x +
Γ
( 7
4
)
12
√
x
Γ
(
13
12
) ,
Γ
( 7
4
)
12
√
x
Γ
(
13
12
) + x + 5 4√x = x + 5 4√x + Γ ( 74) 12√x
Γ
(
13
12
) ,
0 = 0.
Järgnevalt on jooniste peal toodud Cauchy ülesande (5.13) lahend y ning eelmises
punktis kirjeldatud meetodil leitud lähend yn, kui meil on ühtlane võrk ja arvud η1 ja
η2 on vastavalt 13 ja
2
3 .
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Sõlmede arvu n suuremate väärtuste korral on Cauchy ülesande (5.13) täpne lahend
y ja lähend yn niivõrd sarnased, et nende erinevust pole jooniselt näha. Seetõttu on
järgnevalt toodud vaid graafikute suurendus vahemikus [0; 1, 5].
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Järgnevas tabelis on ära toodud lähendi yn vead εn, mis on defineeritud võrdusega
(5.12) ning jagatised
εn
ε2n
.
Sõlmede arv n viga εn jagatis
εn
ε2n
2 0,38402 1,58752
4 0,24190 1,59881
8 0,15130 1,622
16 0,09328 1,64428
32 0,05673 1,66023
64 0,03417 1,67009
128 0,02046
Järgnevalt on ära toodud eelnevaga sarnane tabel, kus on toodud lähendi yn vead.
Lähend yn on leitud, võttes arvudeks η1 ja η2 eelmises näites toodud Gaussi punktid.
Sõlmede arv n viga εn jagatis
εn
ε2n
2 0,33590 1,59368
4 0,21077 1,60869
8 0,13102 1,63041
16 0,08036 1,64976
32 0,04871 1,66302
64 0,02929 1,6718
128 0,01752
Nagu näha on ka selle näite korral lähend yn natuke täpsem lähendist yn. Seda illust-
reerivad järgnevad joonised.
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7 Lisad
Siin on toodud näites 5.1 kasutatud programm.
// Vorrand: D^a y + y=t^2+(2t^(3/2))/(Gamma(5/2))
lear;
format(8);
y0=0; // algtingimus
a=0.5;
n=128;
b=10;
h=b/n; // Arvutan ühtlase võrguga
funtion f=vaba(x)
f=x^2+(2*x^(3/2))/(gamma(5/2));
endfuntion
funtion p=kordaja(x)
p=1;
endfuntion
//--------------------------------------------------------------------
funtion g=vabauld(x)
i=integrate('vaba(s)*(x-s)^(a-1)','s',0,x);
g=y0+i/gamma(a);
endfuntion
funtion K=tuum(x,s)
K=kordaja(s)/(gamma(a)*(x-s)^(1-a));
endfuntion
//Nüüd Integraalvorrand: y(x)+integrate('tuum(x,s)*y(s)','s',0,x)=
//vabauld(x)
//Annan ette võrgu
Eta=[1/3,2/3℄;
vX=zeros(1,n+1); //Võrgu punktid
X=zeros(2,n); //punktid x_ij
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for i=1:n
vX(i)=(i-1)*h;
X(1,i)=vX(i)+Eta(1)*h;
X(2,i)=vX(i)+Eta(2)*h;
end
vX(n+1)=n*h;
A=zeros(2*n,2*n); //Lineaarvõrrandisüsteemi maatriks
B=zeros(2*n,1); //Lineaarvõrrandisüsteemi vabaliige
for v=1:n //veeru nr on 2v-1, kuna veerge on 2x rohkem, kui v läbi käib
B(2*v-1)=vabauld(X(1,v));
B(2*v)=vabauld(X(2,v));
for r=1:n //rea nr on 2r-1
if v<r then
A(2*r-1,2*v-1)=(1/(X(2,v)-X(1,v)))*
integrate('tuum(X(1,r),s)*(X(2,v)-s)','s',vX(v),vX(v+1));
A(2*r-1,2*v)=(1/(X(2,v)-X(1,v)))*
integrate('tuum(X(1,r),s)*(s-X(1,v))','s',vX(v),vX(v+1));
A(2*r,2*v-1)=(1/(X(2,v)-X(1,v)))*
integrate('tuum(X(2,r),s)*(X(2,v)-s)','s',vX(v),vX(v+1));
A(2*r,2*v)=(1/(X(2,v)-X(1,v)))*
integrate('tuum(X(2,r),s)*(s-X(1,v))','s',vX(v),vX(v+1));
elseif v==r
A(2*r-1,2*v-1)=(1/(X(2,v)-X(1,v)))*
integrate('tuum(X(1,r),s)*(X(2,v)-s)','s',vX(v),X(1,v));
A(2*r-1,2*v)=(1/(X(2,v)-X(1,v)))*
integrate('tuum(X(1,r),s)*(s-X(1,v))','s',vX(v),X(1,v));
A(2*r,2*v-1)=(1/(X(2,v)-X(1,v)))*
integrate('tuum(X(2,r),s)*(X(2,v)-s)','s',vX(v),X(2,v));
A(2*r,2*v)=(1/(X(2,v)-X(1,v)))*
integrate('tuum(X(2,r),s)*(s-X(1,v))','s',vX(v),X(2,v));
else ;
end,
end;
end
A=A+eye(2*n,2*n);
//Edasi on vaja lahendada Lineaarvõrrandsüsteem A*=B
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=linsolve(A,-B);
funtion y=lahend(x)
y=0;
for t=1:n
if (vX(t)<=x & x < vX(t+1)) then
y=(2*t-1)*((X(2,t)-x)/(X(2,t)-X(1,t)))+(2*t)*
((x-X(1,t))/(X(2,t)-X(1,t)));
else;
end,
end
if x==vX(n+1) then
y=(2*n-1)*((X(2,t)-vX(n+1))/(X(2,t)-X(1,t)))+
(2*n)*((vX(n+1)-X(1,t))/(X(2,t)-X(1,t)));
end
endfuntion
k=1000;
vahe=b/k;
gr=zeros(1,k*vahe)'; //Teen lahendite vektori
im=zeros(1,k*vahe)'; //Lahenditele vastavate argumentide vektori
i=0; //vahemiku lugeja
j=1; //täisarvud
while i<=b
gr(j)=lahend(i);
im(j)=i;
vea(j)=lahend(i)-i^2;
i=i+vahe;
j=j+1;
end
//--------------------------------------------------------------------
//Teoreetiline täpne lahend
funtion y=tlahend(x)
y=x.^2;
endfuntion
//--------------------------------------------------------------------
40
F=5;
sf(0);
lf;
plot(im,gr); //Joonistab lahendi graafiku
plot(im,tlahend(im),'red'); //Teoreetiline lahend on x^2
legends(['$\text{lähend} \ y_n$';'$\text{täpne lahend } y$'℄,
[2,5℄,opt=2,font_size=F); // Graafiku legend
title('n = ' + string(n),'fontsize',F); // Graafiku pealkiri
// Vea leidmine ------------------------------------------------------
viga=max(abs(vea));
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