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ABSTRACT
A COMPUTATIONAL STUDY OF NON-NEWTONIAN DROPLET DYNAMICS
MAY 2016
KYLE G. MOONEY
B.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor David P. Schmidt
Sprays are encountered regularly in many industrial and military applications
including inkjets, cooling processes, evaporation processes, catalyzation, coatings,
and propulsion chambers. Spray atomization phenomena of Newtonian fluids have
received significant academic and industrial research attention, however, the effect of
non-Newtonian rheologies on spray formation and downstream droplet behavior has
not been as heavily investigated. The aim of this work is to elucidate the effect of
non-Newtonian and viscoelastic rheological effects on droplet behavior in the context
of secondary atomization and droplet collisions.
This study utilizes finite volume computational fluid dynamics (CFD) to recreate
droplet fluid physics in a numerical setting to a high accuracy. Droplet collision
systems comprised of Newtonian, viscoelastic and shear-thinning rheologies are
simulated using a Lagrangian moving-mesh interface tracking method (MMIT).
This interface tracking approach provides increased surface curvature accuracy on
relatively coarse meshes compared to many Eulerian multiphase methods. Modeling
assumptions and interface mesh treatments are validated using existing analytical
and experimental comparisons showing good agreement. Interpolation error due to
v
cell deformation is minimized with local topological mesh adaptation and a global
element quality optimization algorithm. The fully three dimensional computational
study investigates the effect of these non-Newtonian and viscoelastic rheologies on
a droplet collision. Here, simulated fluid ligaments exhibit increased stability with
greater relative elasticity. By applying the similar simulation techniques to collisions
of shear thinning droplets, a simple reduced order viscosity model has been produced,
valid within a certain range of Weber number values.
Another important atomization phenomenon, secondary breakup, is simulated
using a volume of fluids (VOF) based interface capturing method applied to a centroid
tracking moving mesh. Here, an axisymmetric CFD study of the wind induced break
up of both Newtonian and non-Newtonian droplets is presented with comparisons with
experimentally observed results. The numerical implementation is further verified
by displaying accurate recreation of rapid micro-scale bubble collapse processes and
subsequent jet ejection observed in controlled laboratory settings. The presented
simulation results show capability in prediction of both the transient deformation
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With the advent of modern computing came the field of computational fluid
dynamics, or CFD. Currently, a desktop CPU can perform over 100 billion floating
point operations per second. A well-programmed graphics processing unit can operate
at over five times this rate. By harnessing a computer’s ability to process massive
amounts of data over short time spans, the physics of a fluid flow can be recreated in
a virtual environment, sometimes with simplifications, sometimes exactly, depending
on the flow under investigation. Previous to this, flow modeling and research were
limited to pencil and paper analysis or cumbersome and expensive experiments.
Presently, CFD is a common and often vital component of product development cycles
in aviation, hydraulics, automotive, and heating and cooling industries, to name a
few. Computational mechanics is a also an active field of research in academia in
engineering, mathematics, chemistry, and computer science. In practice, CFD may be
the most interdisciplinary field in modern engineering, combining discrete numerical
analysis, complex thermo-fluid physics, software engineering, and mathematics.
Sprays, the rapid breakup of liquid streams, are encountered regularly in many
industrial and military applications including inkjets, cooling processes, evaporation,
coatings, and propulsion. To name one example, the pollutant emissions of an internal
combustion engine are a strong function of the fuel injection spray characteristics.
Atomization is an inherently difficult problem to address, experimentally and
computationally, mainly due to the wide length and time scale disparities of the
process [95]. The injector pair pictured in Fig.1.1 illustrates the complexity of
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this seemingly simple phenomenon with the various active fields of research found
throughout the injection process. This type of impinging jet injection configuration
can be found in many rocket thrust chambers such as the Space Shuttle maneuvering
thrusters, the SpaceX Draco thruster, and the Saturn H-1 engine [127].
One aim of this work is to develop a more complete understanding of small scale
atomization and spray phenomenon of complex fluids. More specifically, this study
explores the interaction of droplets, comprised of complex materials, with surrounding
gas as well as each other. The results will improve our understanding of the physics
at play at the smallest scales during the rapid injection of these fluids.
Experimental quantification of a spray is a serious challenge due to the speed, size,
and optical density of the aerosol. Starting in the mid-1970’s, in concert with the rise
of modern scientific computing, engineers have attempted numerical investigations to
aid spray based research and development but this too has its hurdles to overcome.
The computational effort required to spatially resolve all scales of an atomizing
jet, from the internal nozzle flow to turbulent eddies generated behind micron-scale
droplets, is too great for typical industrial applications. In general, two options
exist when confronted with a flow problem that cannot be resolved: (1). Ignore
the unresolved aspects all together. (2). Implement a reduced-order model that
will attempt to incorporate the phenomenon at a reduced computational cost and
some acceptable loss of accuracy. In terms of spray simulations, option (2) can be
considered sub-grid scale (SGS) modeling. In this method, small scale phenomena are
studied, characterized, and generalized independent of the large scale flow structures.
The current work surrounds two pieces of the spray puzzle: droplet collisions, and
secondary breakup, both of which will be described in detail in the following chapter.
A large amount of the CFD based research and development activities illustrated
in this work was built off of the OpenFOAM computation continuum mechanics
toolbox. OpenFOAM itself is an open-source, object oriented code base mostly
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Figure 1.1: Illustration of the various micro-scale phenomenon within an impinging
and reacting spray. Image adapted from [39].
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written in the C++ programming language [61, 38, 48, 100]. Currently, it has a strong
community of diverse developers and is deployed in many academic and industrial
research and development groups across the world.
4
CHAPTER 2
ATOMIZATION AND DROPLET INTERACTION
2.1 Atomization Phenomenon
Primary atomization typically refers to the disintegration of a steady or pulsed
liquid stream into fluid ligaments and droplets. The phenomenon is the result of
a complex interaction between surface tension, gravitational effects, inertia, and
aerodynamic forces. The relative magnitude of these participating forces dictate
the chief breakup mechanisms which will eventually destabilize the stream [5]. The
resulting drop size distributions will also be a function of the interplay of these forces.
Characterization of a cylindrical liquid jet exiting an orifice involves computing















where ρL is the liquid density, d0 is the inlet diameter, U is the inlet velocity
magnitude, µL is the liquid viscosity, and σ is the surface tension coefficient. These
three groups enable scaled comparisons between inertia (ρLd0U), viscosity (µL),
kinetic energy (ρLd0U
2), and surface energy (σ) effects. These dimensionless groups
can be defined by the operating conditions of a particular injector. Depending on the
balance and magnitude of the groups, the liquid stream will exhibit different post-
injection behavior. In general, as the Reynolds number or the Ohnesorge number
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grow, the injection will be more qualitatively energetic. As Oh and Re increase,
different physical mechanisms will dominate the breakup of the jet, also known as
modes, which will alter the spray penetration depth, cone angle, and downstream
droplet size distribution. While the transitions between regimes are generally smooth,
certain distinguishing characteristics of each mode enable categorization.
The first breakup mode, dominated by surface tension, is driven by the Rayleigh
mechanism [94]. Lord Rayleigh determined that a surface tension dominated liquid
stream (low We) can be destabilized by any surface disturbance larger than its
circumference, πd0. The drops generated from a jet collapsing due to a Rayleigh
mechanism will typically have a diameter of around 2d0 [55].
The primary driver of the Rayleigh mechanism is the Plateau-Rayleigh instability
phenomenon [78]. Plateau-Rayleigh instability is a surface tension driven destabiliza-
tion of a liquid column, triggered by small sinusoidal interface perturbations. This
change in surface curvature produces a small relative pressure difference between crest
and trough due to surface tension effects. This local pressure gradient induces fluid
acceleration from areas of high pressure to areas of low pressure. As fluid moves
from trough to crest, the difference in local surface curvatures at the crest and trough
increases, which causes the pressure difference to grow. This unstable process is
illustrated in Fig.2.1. While few fuel injectors operate in this low-energy regime, the
surface tension instability that occurs in the Rayleigh regime participates in higher
energy atomization modes.
Analysis of a viscous liquid jet shows that there is a minimum perturbation wave
length, λmin (Eq.2.4), that can successfully collapse a ligament [105] as perturbations
below this length scale will be damped out by viscosity. Note that this wavelength is
completely independent of the material properties of the liquid or surrounding gas.
There also exists a wave length, λopt (Eq.2.5), which will have the fastest growth rate
compared to other perturbation waves and dominate the disintegration process.
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Figure 2.1: Illustration of a cylindrical viscous jet with an exaggerated sinusoidal
surface perturbation of wavelength λ. Capillary forces induce relative pressures plow
and phigh, inducing the flow streamlines indicated by arrows.







As the relative velocity between the liquid stream and the ambient air increases,
aerodynamic effects produce more significant undulations on the liquid surface. These
waves are the result of Kelvin-Helmholtz (K-H) instability, or the generation of waves
on the interface between two fluids with different relative velocities [83]. While some
of these smaller undulations will be damped out by the liquid viscosity, others will
become unstable and grow rapidly, eventually causing the waves to be stripped off
the surface [55]. This second breakup mode, called the wind induced regime, can be
distinguished from Rayleigh breakup in that is looses axisymmetry in its distortion
process. Note the sinusoidal type wave present in Fig.2.2b.
Here, aerodynamic forces encourage more rapid jet breakup and generate smaller,
less consistently sized drops compared to the Rayleigh mechanism [111]. At this
stage, droplets and ligaments will begin to strip off of the interface. The distinction
between the first and second wind induced regimes can be identified by the drop
sizes generated by the jet breakup. In general, if the drops being generated have a
7
diameter larger than d0, the jet can be considered to be in the first wind induced
regime. If aerodynamic influence is large enough such that drops are being created
with diameters smaller then d0, then the jet is operating in the second wind induced
regime [55]. Fluid ligaments broken off during this stage may under go further
aerodynamic breakup, destabilize due to the Rayleigh mechanism, or, if small enough,
coalesce into a spherical droplet. The onset of this instability will occur closer to the
injector nozzle than in the case of pure Rayleigh instability.
The chaotic, inertia dominated regime is called the atomization mode [111, 55].
Here, the jet disintegrates almost immediately after exiting the nozzle orifice and
produces droplets considerably smaller then the orifice diameter. The spray pattern
also takes on the characteristic cone shape. Injectors typical of propulsion or power
applications will often operate in this regime if rapid fuel evaporation is a design
goal. Higher atomization rates encourage more rapid evaporation due to the increase
in the surface area to volume ratio of the injected fuel. These three classifications of
primary atomization modes are illustrated in Fig.2.2.
Experimentally, an atomizing liquid stream is very difficult to analyze due to
the high optical density and small and numerous droplets being generated. Due
to this difficulty, numerical simulation becomes an attractive option for in depth
investigations of dense sprays. There have been efforts to properly simulate a high
Weber number liquid jet [53, 40, 108], all of which are characterized by a massive
computational expense. The biggest hurdle in modeling a disintegrating liquid jet
is satisfying the spatial resolution demands. With a wide length and time scale
envelope, the massive amount of spatial resolution required can tax even the largest
super computers available. An example of this can be seen in the work of Shinjo and
Umemura [108], as shown in Fig.2.4. This simulation of a jet undergoing wind induced
breakup required a six billion grid point domain running on 5760 processor cores for





Figure 2.2: Primary breakup modes of a liquid jet: Rayleigh breakup (a), wind
induced breakup (b), atomization (c). Reproduced from Stiesch [111].
Figure 2.3: Approximate disintegration mode boundaries for the primary atomization
of a liquid jet. Here, Oh = (µL/
√
ρLσd0), and ReL = (ρLULd0/µL) Reproduced from
Reitz [95].
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involved in jet breakup. Here, surface instabilities grow to become ligaments and
sheets which are then stripped off of the crown of the jet. These structures continue
to disintegrate due to further aerodynamic and surface tension instabilities.
Figure 2.4: Direct numerical simulation of a liquid jet undergoing wind induced
breakup reproduced from Shinjo and Umemura [108]. Oh = 0.08, Re = 1470,We =
14, 100. The liquid iso-surface is colored by axial velocity in units of [m/s].
2.2 Secondary Atomization
Droplets produced by primary atomization may be large enough to be aerodynam-
ically unstable, and may undergo further disintegration [125]. This process is called
secondary atomization. Here, aerodynamic forces deform and fragment a drop due
to a relative velocity between the drop and the surrounding gas [20]. Dimensionless
groups that govern this phenomenon are shared with jet breakup (We,Oh,Re) with
the addition of the Eo¨tvo¨s number [92] which represents the interplay of body forces
and surface tension forces as shown in Eq.2.6. Here g represents the magnitude of
10
gravitational acceleration. Note that the Weber and Reynolds numbers must be recast
to incorporate the second fluid phase by using the density and Newtonian viscosity
of the ambient fluid. U0 is the initial relative velocity between the drop and ambient
fluid, and d0 is the initial drop diameter assuming a perfect sphere. Note that now
both gas and liquid phase densities are being considered which demands the definition






As a droplet interacts with the cross flow, several physical mechanisms come into
play. Aerodynamic forces from the surrounding fluid, in the form of pressure and
viscous shear, work to deform the drop. Viscous forces within the drop dissipate this
energy and surface tension as the gas-liquid interface attempts to return the droplet
to a perfect sphere, a surface energy minima. Drag forces also accelerate the drop,
actively decreasing the relative velocity between the gas and drop throughout the
process.
One of the earliest scientific investigations on secondary atomization was per-
formed by Pilch and Erdman [59] in 1987. Through experimental observation they
were able to characterize several breakup modes as well as non-dimensionalize the flow
conditions by We as shown in Fig.2.5. Experimental identification of these regimes
has been shown to be inconsistent, especially when identifing the more energetic, high
We modes [43, 59], most likely due to imaging limitations and smooth transitions
between breakup modes. Pilch also established multiple observable time scales that
will be of use in numerical validation, discussed later in the work. These quantities
are Tini, the time from the last perfect sphere to an oblate spheroid, Ttot, the time
from the last perfect sphere to complete drop breakup, Tbaggrowth, the time from
the last perfect sphere to the largest unbroken bag, and Tbagbreakup, the time from
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the last perfect sphere to the point where the bag is completely broken up with or
with out the rim destabilizing. These non-dimensional time scales are computed by
normalzing the actual time of the observation by the characteristic time scale, Tc,
where Tc = U0
√
ρ∗/d0.
The bag breakup disintegration mode is considered to be the onset of secondary
atomization due to vibrational breakup essentially being an extension of Plateau-
Rayleigh instability. The Weber number at which bag breakup begins is called the
critical Weber number,Wec. A review by Guildenbecher [20] found that for Oh < 0.1
flows, all shock tube and cross flow experimentalists reportedWec = 11±2. Capturing
Wec in simulation can be considered a first step towards validity.
Typical experimental components used to capture images of secondary atomiza-
tion phenomenon from Mooney et. al.[66] are shown below. This rig consisted of
two main systems, the droplet generator (Fig.2.6) and a high speed imaging system
(Fig.2.7).
There have been many studies of numerical modeling of this process using a
variety of interface modeling methods. The work by Helenbrook and Edwards [4]
used arbitrary-Lagrangian-Eulerian (ALE) interfacial modeling in conjunction with
the finite element method to perform an extensive parametric study on the effects of
deformation on effective drag coefficients. Flow solutions from one of their simulations
is shown in Fig.2.8. A front-tracking study by Han and Tryggvason [47] explored the
effect of Eo on drop deformation transience by parametrically varying an applied body
force to the droplet as illustrated in Fig.2.9. Han and Tryggvason went on to perform
an extension of this research by including impulsive acceleration effects [46]. Both
axisymmetric studies were performed at the very low density ratios of ρg/ρl = 10
and ρg/ρl = 1.15. Density ratios in this range more closely resemble conditions
within a high compression combustion environment as opposed to air and water at
atmospheric pressures. Drag studies on simulated deformed drops were reported by
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Figure 2.5: Secondary atomization modes by Weber number ranges. (a) Vibrational
breakup We . 12. (b) Bag breakup 12 . We . 50. (c) Bag-and-stamen breakup
50 . We . 100. (d) Sheet stripping 100 . We . 350. (e) Wave crest stripping
350 . We. (f) Catastrophic breakup 350 . We. Reproduced from the work by Pilch
and Erdman [59].
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Figure 2.6: Droplet generator schematic: [1] air supply, [2] shutoff valve, [3] regulator,
[4] air flow meter, [5] drop generator, [6] air nozzle, [7] stainless steel tank, [8] high
speed camera.
Figure 2.7: Optical imaging system: [1] arc lamp, [2] dichromatic mirror, [3] plano-
convex lens, [4] diffusing plate, [5] 105 mm focal length lens, [6] high speed camera.
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by Wadhwa et. al [122], a comparison to experimental droplet breakup results were
not presented. The lack of experimental comparisons in modern droplet breakup
simulations is not necessarily a short coming in the authors’ scientific or numerical
method. This merely highlights a disconnect between the density ratios studied by
most published secondary atomization modelers (ρ∗ ≈ 10) and the density ratios of
the fluids used by droplet breakup experimentalists (ρ∗ ≈ 1000).
Figure 2.8: Simulation of droplet deformation due to cross-flow. Left pane: pressure
contours, Right pane: velocity streamlines. ρL/ρg = 5, µL/µg = 10,We = 10, Oh =
0.13. Reproduced from the work by Helenbrook and Edwards [4].
2.3 Droplet Collisions
The atomization cascade, from primary atomization to secondary atomization,
eventually breaks droplets down to a size where surface tension is a dominant force.
Here, droplets are aerodynamically stable while still being subject to drag force from
any non-zero relative gas-drop velocity. Here, droplets begin to interact with each
other as described in the following section.
Computational models of dense sprays must consider collision and coalescence to
accurately capture the drop size distribution [25, 57]. Unfortunately, fully resolving
15
Figure 2.9: Simulations showing the effect of Eo on drop deformation. ρL/ρg =
10, OhL = Ohg = 0.05. Reproduced from the work by Han and Tryggvason [47].
all scales of an atomizing spray is typically unacceptable due to the computational
effort required. Instead, droplet dynamics are studied independently and expanded
into larger computational models. One of the first bodies of research on drop on
drop collisions (here on referred to as a “binary collisions”) that clearly defined
collision outcomes as a function of dimensionless groups was performed by Ashgriz
and Poo [70]. Their experimental setup used a vibrating piezoelectric plate to perturb
a steady stream of water. Due to the perturbation the stream would then breakup in
a consistent and controlled manner into uniform droplets. By targeting two of these
apparatuses at each other and phase matching the piezoelectric signals, a constant
stream of nearly equal sized droplets were collided. With the addition of a high speed
camera, high resolution photos were taken of the collision and its transience.
The parametrization of collision outcomes by Ashgriz and Poo used three
dimensionless groups:
Weber Number The ratio of droplet inertia to the fluid’s interfacial surface tension,
is defined as We = ρv
2D
σ
for equal sized drops. Here ρ is drop density, v is
the relative velocity of the droplet, and σ is interfacial surface tension. If the
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interaction of different sized drops is under investigation, the Weber number is




Collision Impact Parameter The collision impact parameter χ is the magnitude
of the projection of the distances between drop centers onto a line perpendicular
to the relative velocity vector b, normalized by droplet diameterD, that is χ = b
D
as illustrated in Fig.2.13. In other words, this represents how head-on (χ = 0)
or obliquely (χ = 1) the trajectories of the colliding droplets align. It is useful
to note that asin(χ) returns the relative angle of the collision.
Size Ratio The droplet size ratio δ = d1
d2
where d1 and d2 are the droplet diameters.
It is generally agreed throughout the literature that the outcome of a binary
collision can be categorized into one of four regimes: coalescence, bouncing, stretching
separation and reflexive separation. The prototypical traits of these regimes can be
seen in Fig.2.10 through Fig.2.12 as recorded by Ashgriz and Poo [70]. In addition
Ashgriz and Poo developed a non-dimensionalized collision outcome map as seen in
Fig.2.14.
Figure 2.10: Reflexive separation (We = 23, χ = 0.05) Image reproduced from [70].
Qian and Law [87] continued in a similar manner with a study of hydrocarbon
droplet collisions [Fig.2.15] in ambient nitrogen producing a series of higher resolution
time resolved photographs. These images have since become a common benchmarking
tool for many CFD packages that involve free surface or interfacial physics simulation.
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Figure 2.11: Stretching separation (We = 53, χ = 0.38) [70]
Figure 2.12: Droplet coalescence (We = 10, χ = 0.5) [70]




Figure 2.14: Regions of coalescence [+], reflexive separation [◦], and stretching
separation [N], Size ratio = unity. Reproduced from [70].
Figure 2.15: Photographic images of a stretching separation collision sequence.We =
60.1, Re = 302.8, χ = 0.55, R =179e-6 m Reproduced from [87]
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Willis [124] showed through experimentation that the maximum deformation of the
binary system is a function of the viscosity of the drops. Dai and Schmidt [22],
through 3D simulation, extended this work and showed that this dependence on
viscosity decreased with increasing Re. Roisman and co-workers[98] have presented
analytical models able to predict the maximum deformation of unequal sized drop
collision systems with reasonable accuracy. The experiments by Qian and Law were
also accurately simulated using a volume-of-fluids and level-set interface capturing
methods by Nikolopoulos [71] and Pan [77] respectively. Detailed velocity and
pressure fields were reported. Results from the work by Pan and Suga are shown
in Fig.2.16. These collision experiments are often used as a benchmark test of low
We multiphase CFD solvers. In general experimental studies of droplet collisions are
limited to investigations of these collision outcome regimes and droplet shapes [112].
Figure 2.16: Simulation of head-on collision of water droplets in ambient air using the
level-set method. R =300e-6 m, U = 2.8m/s. In rows a, b, and c, one drop diameter
is resolved by 40, 60, and 72 mesh cells respectively. Reproduced from [77].
2.3.1 Sub-Grid Droplet Collision Modeling
From a computational standpoint, fully resolving droplet collisions within a full
scale atomizing spray simulation is not feasible. Through the use of sub-grid-scale
20
modeling, the effects of droplet collision and coalescence on the spray can be taken into
account without resolving the time and length scales involved with the phenomenon.
This is done via careful generalization of the dimensionless parameters involved
(We,Re, χ,...etc) and how they interact. In the case of a Lagrangian spray simulation,
droplet sizes, distribution, and flow states would be fed into the SGS model with a
new spray distribution returned, representing the result of collisions and coalescence
occurring over some ∆t. Momentum exchange between the Lagrangian droplets and
the surrounding Eulerian fluid can also be accounted for.
The most common reduced order collision model currently used in CFD compu-
tations [111, 51] was developed by Brazier-Smith and co-workers in 1972 [10]. His
model uses a comparison between the surface energy required for separation (Eq.2.7)
and the total rotational energy of the drop pair (Eq.2.8). When the total rotational













Here, reff is the radius of the combined drop assuming a perfect sphere, J is the
moment of inertia, and L is the angular momentum. His final expression in Eqn.2.9
returns a critical impact parameter, χcritical for separation given Weber number and









[χ2 + 1− (χ3 + 1)2/3] (2.10)
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Fully modeling Lagrangian droplet collisions represent an N-body computational
problem due to the droplet pair interactions. With an O(N2) complexity, this problem
is not computationally practical for applications involving highly atomizing jets due
to the huge number of interacting droplets. Instead, a probabilistic approach can be
used to reduce the computational demands of the model. The probability of a drop
collision occurring can be computed using the popular O’Rourke statistical parcel
approach [74]. The probability of a collision pi,j is computed from Eq.2.11 where υi,j
is the relative velocity of the droplet pair, V is the volume of the computational cell,
and σi,j is the combined cross sectional area of the two drops (σi,j = π(ri+ rj)
2). The
indecies i and j represent two different droplet parcels, which are computational
agglomerations of any number of physical droplets of varying size [104]. This





Some shortcomings of this model include neglecting viscous kinetic energy loss
and satellite droplet formation, but the ease of implementation and lack of many
other options has led to its widespread use [106].
The work of Post and Abraham [106] showed the affect of collision model
complexity on diesel spray simulations. Their most interesting finding is that error
due to lack of numerical resolution can rapidly dominate error in collision modeling.
One can conclude that collision and breakup models become significant in only highly
resolved (in space and time) spray simulations.
2.4 Jet Breakup and Droplet Behavior of Non-Newtonian
Liquids
A non-Newtonian fluid is a fluid that does not follow the typically linear Newtonian
stress-strain relationship. In other words, the viscosity of a non-Newtonian fluid
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cannot be modeled with a constant value. Some fluids thin rapidly upon shearing
such as shampoo or gels. Others become more viscous as they are sheared such
as ’ublick’, the common name for the popular water and corn starch mixture. A
more specific discussion of non-Newtonian and viscoelastic rheological phenomena
and modeling is present in Sec.3.7.
2.4.1 Primary Atomization
Few studies have been performed on the topic of the disintegration of non-
Newtonian jets. Mansour and Chiger [60] compared the breakup of water and
high concentration glycol jets. They concluded that due to the high shear rates
encountered in the injection process, a shear-thinning fluid can often be approximated
as a Newtonian fluid where µ = µ∞, assuming proper rheological characterization is
available. They were unable to make a similar simplification for the viscoelastic
polymeric liquid they had tested. Aliseda and co-workers [2] concluded that a large
amount of the published rheological data for shear thinning fluids does not extend to
the local shear rates encountered during atomization. The topics of non-Newtonian
viscosities and viscoelasticity will be revisited in further detail in later sections.
2.4.2 Secondary Atomization
Lo´pez-Rivera and Sojka [13] studied the breakup morphology of drops composed
of a shear-thinning xanthan gum solution. They concluded that shear-thinning
rheology does not strongly effect the bag or multimode breakup boundaries, however,
the sheet stripping regime initiates at roughly half the Newtonian transition We.
Shear-thinning rheology was also reported to increase total bag and ligament growth
magnitude when compared to Newtonian drop deformation. Non-Newtonian drops
also tend to have different morphological behavior such as the formation of persistent
ligaments, thicker rims, and a larger bag structure with a longer lifetime. Time lapse
imagery of the breakup of a drop composed of 0.05% XG solution is shown in Fig.2.17.
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Figure 2.17: Break up of a droplet of 0.05% XG /water mixture. Oh = 0.00170,We =
9.89. Reproduced from Mooney et. al [66].
2.4.3 Droplet Collisions
A VOF based study by Focke and Bothe [34] investigated shear-thinning droplet
collisions of power-law type fluids. They performed a numerical study of a particular
collision configuration (We = 766, χ = 1) using power-law viscosity modeling. For
this case a Newtonian viscosity could be found which, if used in place of the non-
Newtonian model, would yield an identical collision complex. This study by Focke
and Bothe will be discussed further in later sections.
2.5 Interfacial Simulation Methods
There are multiple established methods to for incorporating surface tension effects
into CFD simulation, all of which vary in complexity, accuracy, and capability. The
fluid interface itself represents a modeling challenge chiefly because it is a discontinuity
of both shear stress and material properties. In addition, an interface modeling
method must accurately estimate local surface curvature and couple this curvature
driven capillary pressure to the flow.
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2.5.1 Marker Methods
The marker and cell (MAC) method was first introduced by Harlow and Welch
(1965). In this method, passive (no effect on flow fields) marker particles are initialized
along the interface. The particles are fit locally to form a curve (2D) or a surface (3D)
on which a local curvature value can be calculated. This typically gives more accurate
curvature values than the more common method of calculation via normalized color
function gradients. Marker points are advected by the underlying velocity field to
track interface deformation. Being a volume-of-fluid (VOF) Eulerian method, a
smooth color function is still used to identify the two fluids and mixed cells are
used to identify interface cells. Topological changes in marker continuity is often
limiting, however. Applications of this method can be found in works by Tome [37]
and Duchemin [28]. The VOF method is explained in further detail in later chapters.
2.5.2 Level Set
The level-set technique, first developed by Osher [75], uses what is called a signed
distance function (typically represented by φ) to identify the interface location. The
φ = 0 level is considered the interface location with the φ > 0 domain representing
one side (phase a) of the interface, and the φ < 0 domain representing the other side
(phase b) [107]. A distance function is used to calculate a signed distance from the
φ = 0 contour. This is commonly used in conjunction with the continuum surface
force (CSF) model to weight capillary forces. This style of curvature and cell centered
pressure coupling is described in further detail in the implementation chapter. The
level set method has applications beyond multi-phase modeling. It has been shown
to also act as an effective interface between FEA structural solvers and flow solvers,
allowing loosely coupled fluid-structure interaction. In these applications the level-
set contour is intended to impose no-penetration wall-like boundary conditions on the
flow as opposed to advecting capillary conditions [50].
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2.5.3 Arbitrary Lagrangian Eulerian
Arbitrary-Lagrangian-Eulerian (ALE) methods [41, 27] combine (arguably) the
most favorable aspects of Eulerian and Lagrangian interface descriptions. While
a Lagrangian method facilitates direct application of free-surface or multi-phase
interfacial conditions (kinematic and dynamic), mesh distortion resulting from
velocity field tracking rapidly degrades numerical accuracy. Eulerian descriptions, on
the other hand, require additional (sometimes prohibitive) interfacial mesh resolution
to accurately capture the interface. Advantages include trivial topological changes
and zero mesh distortion. ALE typically uses mesh faces as an explicit interface
indicator and displaces them in a Lagrangian fashion (advects spatially with velocity
with zero face flux relative to mesh displacement). All non-interface mesh elements
operate in an Eulerian framework and track convection and advection across the
elements (also via face fluxes) with no spatial displacements being directly dictated
by the flow field.
2.6 Computational Interfacial Viscoelastics
The impetus for interfacial viscoelastics computations originated in industrial
applications such as polymer extrusion and injection molding. Due to polymer chain
alignment in the extrusion step, a build up of normal stresses in the fluid would
occur. After the die jet would leave the die housing, a large swell would occur as
the fluid attempted to equilibrate the stress. As the magnitude of this swell could be
on the order of the extrudate diameter itself, the change in dimensions are beyond
typical industrial tolerances. This phenomenon is discussed further in Sec.3.8. Work
is ongoing to develop predictive CFD methods for these engineering problems.
The work by G. S. de Paulo et al. [37] successfully coupled the marker and cell
(MAC) interface tracking method to Phan-Thien-Tanner (PTT) viscoelastic model
26
and were able to simulate both jet buckling [Fig.2.18] and extrudate die swell [Fig.3.14]
both of which are unique to viscoelastic fluids. Finite difference numerics were used.
Figure 2.18: Bucking of a viscoelastic jet at time t = 0.24s. Re = 1.0, ξ = 0.01,andǫ =
0.01 (a) We = 0.9 (b) We = 1.2 (c) We = 1.3 Reproduced from [37]
Research in the field of non-Newtonian droplet dynamics research is strongly
motivated by industrial and commercial printing technology development [102]
however research on specifically viscoelastic droplets is very limited. Through experi-
mentation, Motizigemba et al. [58] found that the time to reach maximum deformation
of a shear-thinning droplet pair was independent of viscosity characteristics but the
magnitude of that deformation was not. Additionally, they showed through simulation
that elongational velocity gradients generally dominate shear gradients for χ = 0
(head-on) collision systems. In theory this elongational flow dominance could manifest
itself in fluids with strain dependent Troutan ratios, which is the ratio of extensional
viscosity to shear viscosity. The work of Yu [49] involved axi-symmetric inkjet ejection
simulations of an Oldroyd-B fluid with the level-set interface tracking method. Results
of their binary collisions are shown in Fig. 2.20. The existence of the trailing elongated
satellite droplet and limited collision angle of χ = 0 prevents generalized use of these
results. In addition, work by Yue [80] modeled coalescence and retraction of two
dimensional viscoelastic droplets using the Oldroyd-B stress model and the diffuse
interface tracking method [76]. The range of Weber and Reynolds numbers explored
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Figure 2.19: Free surface simulation of extrudate die swell at various We using the
PTT model. Reproduced from [37].
Figure 2.20: Simulated axisymmetric collision of Oldroyd-B type droplets with initial
unequilibriated satellite droplets. Reproduced from [49].
28
were considerably lower than those typically encountered in an atomizing spray [111]





A significant overall assumption in this study is that of fluid continuity. While
both liquids and gases are comprised of discrete molecules, with approximately
1023 molecules per kilogram of water, modeling all intermolecular interactions and
transport in a typical engineering flow is not feasible. To simplify this problem, it
is assumed that a fluid flow is not comprised of discrete molecules, and is instead a
smooth continuum where properties such as density and velocity can be measured at
every point. The validity of this assumption becomes questionable in studies of nano
scale flows that approach the Van der Waals scale (10−9 m), or low pressure rarefied
flows.
3.2 The Finite Volume Method
In nature there are many intrinsic properties or quantities that are conserved (i.e.
neither created nor destroyed) such as mass and energy. Knowing this, one can create
an accounting scheme to track a conserved quantity contained in a particular space
at a particular time. The concept of a control volume (CV) will be used to isolate our
area of interest from the rest of the universe. The integral equation of momentum
conservation for an arbitrary control volume (derived from the Reynolds transport
theorem [96]) is shown in Eqn. 3.1. The illustration in Fig. 3.1 shows a control volume
V , bound by the surface S, with surface unit normal vector n. Here ρ is the density
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in [kg/m3], u = (ux, uy, uz) is the flow velocity vector in [m/s], and ucv is the velocity
vector of the control surface S.
Figure 3.1: An arbitrary control volume V bound by the surface S illustrating





ρu dV︸ ︷︷ ︸




ρu((u− ucv) · n) dS︸ ︷︷ ︸
Momentum flux through control surface
= ΣF︸︷︷︸
Summation of external forces
(3.1)
The second term is often referred to as the ’convective term’ and is non-linear
due to the uu dependence. One interpretation of this term is the action of
momentum advecting itself through space. The term ΣF represents the sum of
all external forces acting on the control volume. The forces can be decomposed
into F = F s + F b, representing those that act on surfaces (pressure, viscous shear,
capillary phenomenon), and those that act on volumes (gravity, electromagnetic). The
surface force F s can be further decomposed into those acting normal and those acting
tangential to the surface representing pressure, p, and shear forces respectively. All of
these force components hold unique physical relevance and demand unique treatment
numerically if modeling is required. Once decomposed, the external forces can be
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written as the sum of surface and volume integrals shown in Eqn. 3.2. Numerically








This type of material conservation per unit volume can considered for any material
property Φ given a continuous velocity field u as shown in Eqn. 3.3. Here, the terms















The material conservation equation shown in Eqn. 3.3 are applied to the conserved
quantities mass and momentum and written in differential forms in Eqn. 3.4 and




+∇ · (ρ(u− ucv)) = 0 (3.4)
∂ρu
∂t
+∇ · (ρu(u− ucv)) = ∇ · Σ (3.5)
3.2.1 Spatial Discretization
Spatial discretization is accomplished by dividing a domain into tessellated non-
overlapping volumes. By doing so, property fields may be reduced from a continuous
PDE representation (infinite degrees of freedom) to a discrete representation of
algebraic expressions. As shown in Fig. 3.2, a spherical domain can be discretized
with tetrahedral volumes with the boundary represented by tessellated triangles.
These polygons do not overlap and leave no gaps. The objective of any numerical
discretization approach such as finite difference, finite volume, or finite element
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methods is to accurately represent continuous fields discretely. By bounding a control
volume such as the one shown in Fig. 3.1 with simple elements such as triangles as
opposed to an arbitrary surface, geometric descriptions such as boundary normals, n,
or cell volumes, V , can be defined accurately. These discretized volumes are known
as ’cells’. Each cell is defined by discrete boundaries called ’faces’. The full assembly
of cells is typically referred to as a mesh or grid.
Figure 3.2: Half of a spherical domain with discrete tetrahedral discretization.
Boundary faces colored red, internal faces colored blue.
Domain discretization approaches can be broadly described as either structured or
un-structured. A structured mesh, typically comprised of tiled, ordered squares (2D)
or hexahedra (3D) allow very simple connectivity access. On a 2D mesh, a cell can be
labeled Ci,j, where i, j are the storage array indices. In a 2D structured mesh, the four
face sharing neighbors of cell Ci,j (P) are addressed as: Ci,j−1 (W), Ci,j+1 (E), Ci−1,j
(N), and Ci+1,j (S). Generating extended cell neighbor stencils such as cell-neighbor-
neighbor addressing is simply an extension of this convention. Unstructured meshes
demand more flexible storage structures where full cell-to-cell connectivity lists must
be generated. The complexity of un-structured storage techniques can be considerably
greater compared to structured storage conventions. An illustration of cell and face
connectivity naming conventions for structured and unstructured meshes are shown
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in Fig. 3.3. Generation of extended neighbor stencils is considerably more demanding
for unstructured meshes in terms of storage and expense.
(a) (b)
Figure 3.3: Left: A five cell 2D computational molecule with square control volumes
using a structured neighbor naming convention. Right: A 3D tetrahedral control
volume with an unstructured cell neighbor naming convention.
The finite volume method makes the assumption that the average value of a








where Φi is considered the ’cell centered’ value of Φ. Cell centered properties are
defined by both the property (e.g. scalar, vector, tensor quantity) and the spatial
location at which this property is defined, typically the cell centroid. A property’s
mean quantity can also be defined on faces through an analogous area weighted
surface integral over a face. These values are commonly stored at face centroids and
are considered to be ’face centered’.
3.3 The Momentum Equation and Stress
A review of the numerical treatment of stress in this study can begin with
the equation governing momentum transport, the Cauchy momentum equation






+∇ · φu) = ∇ · Σ (3.7)
The variable φ is the volumetric flux and Σ is the total stress tensor. This flux field
is constructed via velocity interpolation from cell centers to shared face centers and
will be described in more detail in the following section. The total stress tensor Σ is
constructed by combining all normal and shear forces as shown in Fig. 3.4. Here, the
force vectors f i existing on planes normal to the x, y, and z axes are decomposed
into normal and tangential components: f i = Σii +Σij , and arranged as rows in the
tensor as shown in Eqn. 3.8.
Figure 3.4: Illustration of the total stress state and its relation to tensor storage
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Coupling Σ to a fluid flow field involves the use of a constitutive stress model in
order to close the momentum equation. These models range in complexity and
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relevant application. In any case, models are used to couple the relative fluid motion
or total material strain to the stress tensor Σ. The velocity gradient tensor can
be decomposed into three distinct and physically meaningful components: vorticity,
strain, and expansion as shown in Eqn. 3.9.
∇u = Ξ + E + 1
3
(∇ · u)I (3.9)
Here, Ξ = 1
2
[∇u−(∇u)T] is the vorticity tensor, E = 1
2
[∇u+(∇u)T] is the symmetric
rate of deformation tensor, and the final term represents isotropic expansion of the
fluid where I is the identity matrix. For constant density, low Mach number flows, ∇·
u = 0. All of the flows considered in the current study are considered incompressible.
The most common constitutive model for defining Σ and closing the momentum
formulation is the Newtonian model :

































where p is the hydrodynamic pressure and µ is the dynamic Newtonian viscosity. The
pressure, p, is negative due to compression being considered negative as a convention.
By defining the deviatoric Newtonian stress tensor as τ = 2µE, Eqn. 3.10 can be
abbreviated as





 = −pI + τ. (3.11)
By taking the divergence of τ for a Newtonian fluid
∇ · τ = ∇ · (µ∇u) (3.12)
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we create what is referred to as a diffusion term. In this case momentum is diffused
at a rate proportional to the product of the velocity gradient and the Newtonian
viscosity. Note that this term can be readily generalized for any property Φ with a
diffusion rate Γ such that the diffusion term takes the form
∇ · (Γ∇Φ). (3.13)
This generalized formulation of gradient driven diffusion can be found in various fields
of science and engineering.
Note that when the constitutive stress model in Eqn. 3.10 is included in Eqn. 3.7
it becomes the well known and used Navier-Stokes equation. As with most physical
models the tensor Σ must be frame invariant. The fact that it is labeled a tensor
implies it. Conveniently there are three scalar quantities that remain exactly equal
regardless of reference frame rotations or translations called invariants, derived from
the eigenvalues of Σ. Analogously, a vector has only one invariant more commonly
known as its magnitude. The tensorial invariants are designated I, II, and III for
Σ and are shown in Eqn. 3.15 through 3.16 and calculated similarly for any arbitrary
second-order tensor. These quantities can be useful in numerical applications as
stability and continuity indicators.




[I2Σ − tr(Σ2)] (3.15)
IIIΣ = det(Σ) (3.16)
3.4 Discretization of the Momentum Equation
In order for the governing transport equations to be solved computationally, the
smooth PDE solutions must be accurately estimated by discrete values. This process
37
is called ’discretization’. Each term in the momentum equation requires particular
discretization treatment. The following discretizations will, for now, assume that
control volumes are not moving or deforming (i.e. ucv = 0). The incorporation of this
motion into generic conservation equations is addressed in later sections.
3.4.1 Convection
Convection is the physical displacement of fluid from one location to another.
The momentum transport term which handles fluid convection ∇ · (ρuu) is non-
linear in its current form and will be linearized to facilitate more direct algebraic
treatment. This linearization is performed by first defining a mass flux, φ, at face
centers. Construction of the φ field is shown in Eqn. 3.17 through the use of central
differencing interpolation [33]. This operation is based on cells P, E, and shared face
fPE from Fig. 3.3.a and is representative of the flux field reconstruction occurring
on all internal faces of the domain. The coordinate locations of these cell and face
centers are defined as xP , xE, and xPE respectively, and nA is the face normal where
mag(nA) is equal to the area of the face. Central differencing is one of a multitude
of available interpolation schemes. Scheme selection is important because it will alter
the boundedness, stability, and accuracy of interpolated values. Note that if ρ is
non-uniform it would require a similar face interpolation operation.
φPE = nA · ρ[uE(xPE − xP
xE − xP ) + uP (1−
xPE − xP
xE − xP )] (3.17)
We can now define the face centered mass flux using an arbitrary interpolation scheme
φ = nA · (ρu)f where the subscript f represents a cell-to-face interpolated value.
Linearization is performed by calculating the mass fluxes as stated from the
current velocity field. This flux field is now considered known. The velocity field
is then solved for implicitly, the flux field is updated, and the process repeats to
convergence in what are called outer Picard iterations [119].
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The convection term with a fully discretized divergence operator for a single
computational cell can now be written as:
y
V
∇ · (ρuu) dV =
nFaces∑
i
nAi · (ρu)f,i u =
nFaces∑
i
nAi · φi u (3.18)
where nFaces is the number of faces defining the polyhedral cell and the index i
corresponds to values defined for a particular face i. This treatment of flux enables
strong conservation of mass and momentum.
3.4.2 Diffusion
The volume integral of the generic diffusion term of Eqn. 3.13 can be discretized
using the same methodology that was applied to the convection term as shown in
Eqn. 3.19. Similarly, the face centered gradient (∇Φ)f and diffusion coefficient Γf




∇ · (ρΓ∇Φ)dV =
nFaces∑
i
nAi · (ρΓ∇Φ)f,i (3.19)
The face interpolated gradient term (∇Φ)f requires special treatment due to
geometric concerns. In mesh configurations where the cell centroid to neighbor cell
centroid vectors are not orthogonal to the shared face, gradients computed from
cell centers do not accurately represent the face normal gradient, nA · (∇Φ)f , when
interpolated to shared faces [48]. A gradient estimation based on the cell pair of
Fig. 3.5 is simply
|nA|ΦE − ΦP|PE∇| (3.20)
where the scalar |nA| acts as a weighting factor proportional to the face area in
the divergence estimation sum. Unfortunately, in the case illustrated in Fig. 3.5
this gradient is not aligned in the face normal direction (as required by Eqn. 3.19)
and demands correction. By using the procedure described by Jasak [48], we can
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decompose the face normal vector into a component aligned with the cell centroid
vector, PE∇, and a second vector, k, such that nA = PE∇+k. The reader is directed
to the above citation for various strategies for computing the relative lengths of PE∇
and k, the orthogonal and non-orthogonal vectors respectively. Most importantly in
terms of numerics, the face normal gradient is decomposed into an implicit orthogonal
term and an explicit correction term. This decomposition is summarized in Eqn. 3.21.
y
V
∇ · (ρΓ∇Φ)dV =
nFaces∑
i
PE∇i · (ρΓ∇Φ)f,i + ki · (ρΓ∇Φ)f,i (3.21)
The implications of an explicit term in this diffusion formulation is explained in the
following section concerning the discretization of the temporal term and the evaluation
of unknown properties at discrete points in time.
Figure 3.5: Illustration of the non-orthogonal correction components required for an
accurate face normal gradient calculation on cells P and E.
3.4.3 Time
In order to advance the solutions through time, the temporal term must be
discretized in a similar manner to space. Analytically, time advancement is performed
by integrating the entire equation from time t0 to a later time t1 where t1 − t0 = ∆t
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as shown in Eqn. 3.22 for a generic conserved value Φ. Here, all spatial terms from















In this study this integral equation is approximated using the Euler time differencing
scheme. The discretized form is shown in Eqn. 3.23 where values having the n
superscript are evaluated at time t = t0 and values having the superscript n + 1
are evaluated at time t = t0 + ∆t. The discrete motion through time t + ∆t is
commonly referred to a ’time step’.






Here, the choice of m will dictate whether the specific type of Euler scheme for the
spatial term i is implicit (m = n+ 1) or explicit (m = n) by changing the time level
at which the term is evaluated. Algebraic expressions resulting from implicit time
discretization require that the system of equations be solved simultaneously due to
Φn+1 being unknown and coupled to the surrounding cell centered values.
3.4.4 The Linear Algebraic System
The three general terms outlined above can be assembled together to form a fully
discretized transport equation for a single cell,
















where SΦ is simply the production or destruction of Φ in a cell per unit volume. Again,
the choice of time level, m, will dictate if a term can be computed directly (explicit)
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or must be assembled into a system of equations (implicit) due to co-dependence at
the next time level. This algebraic system of equations can be readily represented in
the common linear algebraic form
Ax = b (3.25)
where x and b are vectors whos length is equal to the number of cells in the mesh,
N , and A is an N × N sparse matrix. The matrix A reflects the cell to cell
inter-dependencies created from face interpolations. In addition, x is the vector
of the variables being solved for, in this case x = Φn+10...N−1, and b is a vector of
the agglomeration of any explicitly calculated cell centered values. Note that for
segregated solvers, only scalar linear solutions are computed. For example, computing
the solution for u to the momentum equation would involve computing the solution to
ux, uy, and uz separately and coupling through outer iterations. This is the solution
approach used in all simulations in this work.
The solution of an Ax = b system can be directly solved by inverting the A
matrix such that x = A−1b. Unfortunately, direct inversion of a large matrix with an
algorithm such as Gauss elimination is computationally intensive, having operation
counts on the order of O(N3) for a given N×N matrix. This amount of computation
required to invert a matrix is not practically feasible for large N , which is more often
the rule than the exception in CFD. One alternative to a direct inversion is to compute
an approximate value of x within some error tolerance. The solution to Eqn. 3.25
can be rewritten with this approximation as
r = Ab− x (3.26)
where r is the residual vector. The magnitude of this residual effectively represents
how well x has been approximated. With A and b known, if x is computed exactly,
the residual is equal to zero.
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The most common approach to solving this new system of Eqn. 3.26 is to employ
an iterative method. When considering the form of Eqn. 3.26, one could consider
a new problem which is the minimization of r to a prescribed tolerance. Many of
the iterative numerical methods employed can be considered to be searching for the
vector x such that r is minimal [86]. An example of this search for the minimum
r is shown in Fig. 3.6 for a two dimensional function. Note that in the case of a
CFD simulation, we are dealing with an N dimensional optimization problem. One
Figure 3.6: Illustration of the iterative minimization of a two dimensional function,
f(x1, x2), with two different initial guesses. Ovular lines are the function magnitude
contours. Reproduced from Pozrikidis [86].
of the main distinctions between established iterative solvers of this nature is the
method by which it chooses the next search direction. In this work, the conjugate
gradient method (CG) is employed for approximate solutions if A is symmetric, and
the bi-conjugate gradient (BiCG) method is used for any non-symmetric systems [86].
3.5 The Immiscible Two Fluid Interface
The surface, flat or curved, on which two immiscible fluids interact is called an
interface. One of the most common interfacial phenomenon dealt with in daily life is
that of surface tension. Whether it be a droplet sitting on a car windshield or a water
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strider walking across a pond1 (Fig. 3.7), the effects of surface tension are indeed all
around us. The source of surface tension forces can be found on the molecular scale.
Figure 3.7: A water strider supported by surface tension. Reproduced from
Denny [26].
Here, cohesive forces exist between molecules of the same species. Away from the
interface plane the net cohesive force on any given parcel is fluid is roughly zero. On
the interfacial plane, however, a molecule has no cohesive exertion from the interface
normal direction resulting in a non-zero net force in the interface tangent direction.
This tangential force propagates to the macro scale in the form of surface tension
forces.
In addition to surface tension, there are certain continuity conditions that will
be considered on an interface between two phases labeled 1 and 2. The so called
kinematic condition, u1 = u2, is valid for an interface between viscous fluids with a
non-permeable interface, i.e. no evaporation or mass flux across the interface. From
Tukovic [119], the dynamic stress condition on a differential fluid interface such as
the one illustrated in Fig. 3.9, is
{
S
n · Σ2 dS −
{
S







1The method by which a water strider gains purchase on the water surface is still a matter of
debate [26].
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Figure 3.8: Molecular source of macro-scale surface tension phenomenon. The
interface region is outlined in red. Molecules are not drawn to scale.
where σ is the surface tension of fluid pair 1 and 2, and κ is the local mean curvature.
Σ is the stress tensor as discussed above also denoted by phase. A more verbose
interpretation of this equilibrium equation is that the difference in stress normal to




will be only be non-zero in the presence of a non-uniform surface tension values. These
situations arise in interface flows involving surfactants or temperature dependent
surface tensions. In this study it will be assumed that ∇sσ = 0. For a fluid interface
with a uniform surface tension, the capillary force fσ is equal to σκ. The mean











where Rt and Rs are the radii of curvature evaluated in the s and t directions. These
axes can be any pair of orthogonal axes that are mutually orthogonal to the normal.
The differential form of equation 3.27 at a point can be written as
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Figure 3.9: Differential curvature surface reproduced from Ferziger and Peric [69].
n · Σ2 − n · Σ1 = −σκn (3.30)
assuming no gradient of surface tension. By performing the same diagonal and off
diagonal stress tensor decomposition from Eqn. 3.11 we return
(p2 − p1)n− n · (τ2 − τ1) = σκn. (3.31)
This form of the stress balance on a fluid interface will be augmented as more complex
constitutive models for τ are introduced. These interface conditions will be modified
according to the specific interface modeling approached used throughout this study.
Note that the surface tension forces are inversely proportional to the mean radius of
curvature, κ ∝ 1
R
. In general, surface tension forces become more significant as the
length scale of an interfacial flow decreases. Just as the momentum equation was
discretized into a computable form, so will the fluid interface treatments.
3.6 Discretization of the Fluid Interface
The finite area method (FAM) was developed to model transport phenomenon
occurring along discrete surfaces such as thin film flow or surfactant transport [119].
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While this study does not delve into those topics specifically, the underlying geometric
decomposition of discrete surfaces employed in the finite area method is useful for
accurate calculation of the mean surface curvature. In flows where surface tension
plays a dominant role, the accuracy of this curvature estimation becomes increasingly
important.
3.6.1 Calculation of the Capillary Surface Force
The tessellated surface shown in Fig. 3.10 will be used to illustrate the method
of the calculation of curvature on a tessellated surface comprised of polyhedra with
an arbitrary number of faces. This method, developed by Tukovic and Jasak [120],
ensures that the total surface tension force over a closed surface (such as a droplet
surface) is exactly zero. The basis for this conservation is the application of surface
forces directly on edges. By enforcing equal and opposite force vectors on each edge,
every capillary force vector is canceled perfectly. The total capillary force, F σAf , on






Curvature computation begins by defining point normals,ni and nj, for the two
points that comprise edge e. These point normals are directly calculated as the area
weighted average of its surrounding face normals. Next, a unit vector perpendicular to
the unit edge vector, eˆ = e/|e|, and the average of its two point normals is calculated
as
me = eˆ× ni + nj|ni + nj| . (3.33)
The variable me is called the unit bi-normal vector. Following the typical finite
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Figure 3.10: Description of a discrete control area Af and a neighboring surface face.
Reproduced from Tukovic [119].
volume methodology, the remaining surface integral of Eqn. 3.32 is estimated in
differential form at the face center by
{
κσn dS ≈ (κσ)AfnAf (3.34)
where nAf is the centroid face normal. The final capillary force per unit area for a








where Le is the length of edge e. The interface pressure on a surface element can now
be calulated directly given a geometrical configuration and interface surface tension
coeffecient. This is applied as an explicit Dirchlet pressure boundary condition on
the interface boundary element.
3.7 Non-Newtonian Constitutive Stress Models
A non-Newtonian (sometimes referred to as “generalized Newtonian”) stress model
uses other flow and environmental conditions to calculate Σ, τ , or µeff , the effective
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Newtonian viscosity. There are three general types of non-Newtonian viscosity
behaviors. They are Bingham plastic, shear-thinning, and shear-thickening (dilatant)
models, all of which use τ = f(γ˙) where γ˙ = mag(E) =
√
E : E is the strain rate
of the flow. Representative τ versus γ˙ relations for the three aforementioned models
are shown in Fig. 3.11. A Bingham body is a pseudo-solid or visco-plastic relation
(a) (b) (c)
Figure 3.11: Representative shear stress versus shear rate relations for a Bingham
fluid (a), a shear-thickening fluid (b), and a shear-thinning fluid (c). The dashed line
represents a standard Newtonian relationship, the slope of which is the Newtonian
viscosity. (Reproduced from Tanner [82])
modeled with a piece-wise stress function that includes a typical Newtonian viscosity
as well as a yield stress, τy and is shown in Eqn. 3.37. This type of material will deform
elastically when the applied stress is less than its yield stress. It then proceeds to
behave as a Newtonian fluid thereafter so long as τ > τy. Many foods follow this
type of rheology, including ketchup, explaining away many condiment-related dinner
time frustrations as τy is seemingly impossible to obtain or completely overshot with
a messy result.
τ − τy = µγ˙; τ > τy (3.36)
γ˙ = 0; τ ≤ τy (3.37)
Many shear-thinning and shear-thickening fluids can both be modeled with power
law relations using the rate of deformation tensor E and its second scalar invariant
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as shown in Eqn. 3.38 which is valid for an arbitrary 3-D flow. The power law model




The constants m and n are fit via rheological experimentation. If n < 1 the fluid
can be called shear thinning where the effective viscosity µeff reduces with increasing
shear rate. In contrast, if n > 1 it is known as a dilatant or shear thickening fluid.
Effective viscosity of gels in particular can be a strong function of shear rate as
illustrated by Fig. 3.12. Here, a seven order of magnitude change in measured viscosity
is reported for certain gel compounds.
Figure 3.12: Range of experimental viscosity curves for various shear thinning gel
propellants. Reproduced from Rahimi [93].
Shear thinning and pseudo-plastic phenomenon can be cleverly used to an
engineering advantage. It can give additional control over a fluid as strongly shear
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Model Expression ηeff (γ˙)=...
Power Law mγ˙n−1
Bird-Carreau η∞ + (η0 − η∞)[1 + (λγ˙)2](1−n)/2




Table 3.1: Examples of non-Newtonian viscosity models from Bird [7].
thinning fluids could be so viscous (or in the Bingham case, plastic) before shearing
that they flow relatively little or not at all under gravitational and low magnitude
stress. If sheared due to working they may flow quite easily with little head loss. Areas
such as hazardous material handling or propellant control utilize this technology to
ensure flow only when sufficient mechanical work is applied [39]. There are numerous
other viscosity and visco-plastic models in the literature such as the Cross, Yasuda, or
Casson models to name a few. A short list of common non-Newtonian viscosity model
formulations are outlined Table.3.1. Here, η∞ is the effective viscosity at infinite shear
rates, and λ, n and m are fitting parameters.
3.7.1 Extensional Viscosity
Fluids can also exhibit particular stress-strain behavior when in specific flow
configurations, namely an extensional flow. For a 3D, steady, purely extensional







Recall that for a Newtonian fluid, τ = 2ηE, such that in an extensional flow τxx = 2ηγ˙
and τyy = τzz = −ηγ˙ where E is the rate of deformation tensor (Eqn. 3.10). This will
yield a local stress difference
τxx − τyy = 3ηγ˙ = ηE γ˙ (3.40)
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where ηE is defined as the extensional viscosity [113]. The ratio of extensional to shear
viscosity is T = ηE
η
, where T is the Trouton ratio [118]. While T = 3 for Newtonian
fluids, the Trouton ratio can vary widely for many non-Newtonian fluids and be a
function of solute/solvent concentrations as well as extension rates [81].
A simple extensional viscosity model has been proposed by Niedziela [72] which
includes varying extensional viscosity while avoiding the complexity of a full tensorial
viscoelastic transport model (discussed in the following section). He defines an






Variation of extensional viscosity as a function of this extensional strain rate is then
modeled similarly to non-Newtonian shear viscosity models. The formulation for ηE
proposed by Niedziela is




where nE and C are functionally analogous to the parameters n and m respectively
from Eqn. 3.38. The viscous stress tensor τ is then formulated as a sum of shear and
extensional viscous stresses such that






Here, η(γ˙) can be computed from some generalized shear viscosity model such as
those outlined in Table.3.1.
3.8 Viscoelastic Fluids
A spectrum of stress-strain response phenomena can be found in nature for
different materials, as illustrated in Table.3.2. Bridging the gap between solid and
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Material Classification Stress Response Phase Description
Rigid Solid γ = 0 solid
Linear Elastic Solid τ = Gγ (G = const.) solid
Non-Linear Elastic Solid τ = G(γ)γ solid
Viscoelastic τ = f(γ, γ˙, t, ...) solid & fluid
Non-Linear Viscous Fluid (Non-Newtonian) τ = η(γ˙)γ˙ fluid
Linear Viscous Fluid (Newtonian) τ = ηγ˙ (η = const.) fluid
Inviscid Fluid τ = 0 fluid
Table 3.2: A general spectrum of stress responses for different material classes
for simple shear deformation. Here, G is the elastic modulus. Reproduced from
Darby [23].
fluid is a material class called viscoelastics (viscous+elastic). Fluids of this type
are observed to show both the energy storage of elastic solids and the momentum
diffusion properties of viscous fluids. The stress responses of the non-Newtonian
fluids discussed in the previous section are all a function of the instantaneous flow
state. In the case of viscoelastic materials, the entire deformation history of a fluid
parcel will influence a future stress state. This deformation memory, however, fades
over time through a process called stress relaxation [23].
Viscoelastic rheological phenomenon is often a result of the interaction of polymer
chains or other macro-molecules diluted throughout a fluid medium. These long and
relatively large molecules can interact in multiple ways including tangling, relative
slip between chains, and chain breaking and separation. These interactions manifest
as stress on the macro scale where the continuum approximation applies. Often
times direction biased stress differences can be observed due to preferential molecular
alignment. An increase in effective extensional viscosity, as discussed in the previous
section, is regularly observed in many of these polymeric liquids due to this alignment.
Two archetypal examples of Newtonian versus viscoelastic behavior in flow are
shown below. Rod climbing (a.k.a the Weissenberg effect, Fig. 3.13) occurs due to
elastic stresses building up at the no-slip surface of the spinning rod putting the fluid
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in tension and winding up the rod. In the Newtonian case there are no elastic forces
present and inertial forces are able to force the fluid outward from the rod, toward
the container walls [17].
The propensity of a viscoelastic jet to swell upon exit of its orifice (Fig. 3.14)
is called die swell. Here, polymer chains are stretched and extended out of their
equilibrium configuration due to the shear flow inside the pipe. Stresses are stored
by the elastic nature of the polymer chains as they are deformed and rapidly released
upon exit. This stress release pushes the fluid outward radially, in contrast to the
Newtonian behavior shown [37].
(a) (b)
Figure 3.13: Illustration of viscoelastic rod climbing, also known as the Weissenberg
effect. (a): Newtonian fluid. (b): viscoelastic fluid.
(a) (b)
Figure 3.14: Illustration of the die swell phenomenon found in viscoelastic jets. (a):
Newtonian fluid. (b): viscoelastic fluid.
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The most basic viscoelastic models typically begin by using the classic mechanical
dynamics models shown in Fig. 3.15 as a starting point. One example of this is a
model developed by James Clerk Maxwell which is shown by Eqn. 3.44 and is derived
by modeling a viscoelastic fluid as a spring and dashpot system in series as shown in
Fig. 3.15a. Here G and η are the spring stiffness and damping coefficient respectively.
The Maxwell mechanical model rearranged in a parallel fashion yields the Kelvin-
Voigt model shown in Fig. 3.15b and represented by the stress-strain relationship
shown in Eqn. 3.45 [113, 23].
(a) (b)
Figure 3.15: Illustration of two mechanical-viscoelastic analogies. (a): Maxwell
model. (b): Kelvin-Voigt model. Reproduced from Christensen [17].





Kelvin-Voigt Model: τ = Gγ + ηγ˙ (3.45)
3.8.1 The Phan-Thien-Tanner Stress Model
Among the models compiled in the viscoelastic CFD library by J. Fa´vero [30, 31]
(the library used in this study) is the Phan-Thien-Tanner constitutive stress model
by Tanner [82] which is of the form:
f(tr(τ ))τ + λ
∇




(.) represents the upper-convected derivative and λ is the stress relaxation
time of the fluid.
∇





− τ · L− LT · τ (3.47)
L represents the effective velocity gradient
L = ∇u− ζE (3.48)




(∇u+ (∇u)T ) (3.49)





tr(τ ) Linear Form
exp( λε
µp
tr(τ )) Exponential Form
where ǫ is an effective extensional viscosity modifier and used along with ζ as a fitting
parameter. The effective polymer viscosity is µp and tr() is the tensor trace operator.
In the case where the linear form of the stress coefficient is used, the formulation is
known as the linear Phan Thien Tanner (LPTT) model. Of the myriad of viscoelastic
models available, this one was chosen for specific reasons. It successfully captures
shear thinning, extensional thickening, as well as elastic stresses [56]. An analytical
solution exists for two dimensional pressure driven channel flow that enables strong
validation of the model in a numerical setting.
Due to the inherent numerical instability of the high Deborah number simulations
being considered, the both-sides-diffusion (BSD) [101] technique is used in conjunction
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with the linear formulation of the stress coefficient. This makes the assumption
that the fluid is comprised of two rheologically distinct components: a viscoelastic-
polymeric solute and a Newtonian solvent with independent viscosities µp and
µs respectively. Additional diffusion terms are then added to both sides of the




+∇ · φu)− (µs + µp)∇2u
= −∇p+∇ · τ − µp∇2u (3.50)
This is the final form of the momentum equation used in all viscoelastic simulations




4.1 Explicit Interface Tracking
The droplet collision study uses an explicit interface tracking method by Dai et
al. [21]. In this approach, the free surface corresponds to a tessellated surface of
polyhedral faces, as opposed to interface-capturing Eulerian techniques (e.g. VOF,
level set), where the interface is of finite thickness with smoothly varying properties.
A particularly attractive feature of this interface capturing approach is the precise
description of interface curvature as described in Section.3.6, which allows surface
tension calculations to be performed with a high degree of accuracy. Interfacial
displacement is modeled in a Lagrangian fashion using the free surface evolution
algorithm proposed by Muzaferija and Peric [69] which uses a coupled node and
control point scheme.
In a single phase simulation the interface is modeled shear free such that
σ(1) · (I− nn) = 0 (4.1)
where I is the identity tensor and σ(1) · (I − nn) represents the shear components
of the liquid phase stress tensor. From Tukovic [119], the free surface normal stress
balance in vector form is
pn− n · σ = σκn+∇sσ (4.2)
A comprehensive discussion and analysis of this moving mesh interface tracking
method is discussed in the work of Tukovic and Jasak [120]. Simulations of viscoelastic
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fluids require an adjustment of the pressure boundary conditions to include the extra
boundary normal viscoelastic stress [54] as shown in Eqn. 4.3.
p = κσ + n · τ · n (4.3)
4.1.1 Mesh Adaptation
The Lagrangian motion used in the moving mesh interface tracking (MMIT)
solvers readily distorts the mesh, increasing error due to interpolation. In order
to minimize this error and allow extensive topological deformation, cell distortion
is corrected with two approaches: node smoothing and edge reconnection. Both
smoothing and reconnection methods were implemented by Menon [62].
Mesh smoothing is a process by which nodes are manually displaced in a manner
that improves the overall quality of the surrounding cells. While internal nodes have
a full three degrees of freedom, surface node smoothing is restricted to motion in
a plane tangent to the surface. Restricting the points in the manner helps ensure
that surface curvature is not influenced by the smoothing engine. Surface nodes
and internal nodes demand different approaches for adequate smoothing due to these
different constraints.
Internal point positions are handled by the Mesh Quality Improvement Toolkit
(Mesquite) developed by Sandia National Laboratories [12]. Vertex locations are first
formatted for compatibility and then sent to the Mesquite point displacement routine.
For every tetrahedral element with nodal position vectors (a, b, c,d), a 3× 3 matrix








bx − ax cx − ax dx − ax
by − ay cy − ay dy − ay
bz − az cz − az dz − az
 (4.4)
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called the incidence matrix [68]. A weighting matrix W is assembled for a given ideal
element shape. In this case, an equilateral tetrahedron is the target optimum element



















This weighting array as well as computed weighting matrices for other 2D and 3D




3|det(AW−1)| 23 . (4.6)
A value of R = 1 means that the test element is a perfect match to the target element.
As R→ 0, the test element is further deviated from the optimum shape. The actual
point optimization routine minimizes the inverse mean-ratio, R−1 = 1
R
, where a
perfect test element has a value, R−1 = 1, and further distorted elements approach
R−1 →∞. Mesquite attempts to minimize the L∞ norm of the set of inverse mean-
ratios of the internal points using Newton’s iterative method of optimization [15].
Two termination criteria are supplied, a target L∞ and a maximum iteration limit,
should the L∞ target prove difficult or impossible to attain. A CPU computation
time limit is available as a termination criterion, however, this was found to induce
race conditions during parallel computation resulting on a loss of determinism.
Node displacement algorithms used in this work neglect the total domain volume
as they smooth boundary points. Because of this, global volume is not conserved.
While this volume change is small compared to the overall volume of the domain,
the number of surface smoothing operations performed per time step, multiplied by
the number of time steps throughout the simulation results in a non-trivial and non-
physical change in domain volume. The following correction algorithm is proposed
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to correct the global volume during the surface smoothing operation. The method
displaces all surface nodes by equal magnitudes in the point-normal direction thereby
increasing or decreasing the volume of the entire domain. The bisection method [15] is
used to find the displacement magnitude that returns the mesh to the volume prior to
surface smoothing within a specified tolerance. This method is valid only for a closed
free surface, such as a drop, but could be readily adapted to handle fixed boundaries
such as walls.
The effect of the volume correction algorithm can be seen quantitatively in Fig. 4.1
which shows the combined volume of a droplet pair throughout a collision process.
Here V0 is the initial volume of the droplet pair and is plotted over time. Note that
the uncorrected volume change represents the worst case scenario in which smoothing
is performed every time step when in practice it can be performed every ten time
steps with no observable impact on mesh quality. All moving mesh interface tracking
validation tests performed in Sec. 4.4.2 utilized this volume correction method during
run time so its impact on simulation accuracy is considered negligible.
Figure 4.1: Normalized droplet pair volume plotted over time. The effect of the
volume corrector is illustrated.
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4.1.1.1 An Improved Mesh Smoothing Algorithm for Surfaces
A common surface smoothing algorithm is based on what is called the spring
analogy [8, 19]. Here, a surface of arbitrary shape can have its node positions
smoothed effectively by modeling edges as massless springs (of equilibrium length
zero) and nodes as a point of connection of these springs. The purpose of the analogy
is to use non-equilibrium forces on nodes to drive the positions toward a more uniform
configuration. The sum of node-tangential spring forces on node xi by neighbors
xij is expressed in Eqn. 4.7. Here, n is the point normal, estimated from the area
weighted sum of neighboring face normals, I is the identity tensor, and kij is the
spring constant for a given edge. The tensor (I − nnT ) is sometimes referred to as
the surface projection tensor [19]. This tensor-vector dot product removes the point
normal component of the surrounding spring forces. Solving this equation for a given
mesh is analogous to minimizing the potential spring energy of the system, defined
in Eqn. 4.8 where Le is the edge length.
(I − nnT )
∑
j
kij(xij − xi) = 0 (4.7)
E =
∫







In the previous implementation by Menon [62], k was assumed unity for all edges.
While this allowed for adequate local smoothing, the node configuration corresponding
to the system energy minima is not ideal. A surface mesh of an oblate spheroid is
shown in Fig. 4.2 before and after surface smoothing with a uniform, unity k. This
shows the smoother converging to a less uniform point distribution, however, it is of
less total net spring energy than before smoothing. Whether this configuration is a
local or global energy minima is unknown and may explain the lack of uniform edge
lengths. This problem is non-linear due to point motions being a function of edge
length as well as point normals being a function of position. This non-linearity is
62
handled through an explicit treatment of edge stiffness and point normals along side
multiple outer iterations, updating after each converged solution.
Figure 4.2: Illustration of surface smoothing using the spring analogy with a uniform
spring constant k = 1. Left: before smoothing, Right: after smoother convergence.
A proposed improvement involves a nonuniform k field which would, in effect,
penalize longer edges by assigning a larger spring stiffness. It is intended that this
formulation will move the spring energy minima configuration to one of more uniform
edge lengths. The proposed expression for k is simply ki = mag(Lei), that is, the
stiffness is equal to the edge length. The smoothing operation performed on the same
mesh in Fig. 4.2 with the new stiffness formulation is shown in Fig. 4.3. The spring
constant field is calculated explicitly before the smoother’s CG loop to maintain
linearity as mentioned previously.
In practice, this formulation for spring stiffness drastically reduces the required
topological operations as shown in Fig. 4.4 and allows more efficient node mobility
compared to the k = 1 method. An additional method of spring stiffness calculations
for surfaces is proposed by Dai [21] and defined as k =
(xij−xi)
L
where L is a target
surface length scale. By making L a function of a field such as curvature, non-uniform
spring stiffness would send additional nodes to spatially under-resolved areas of the
surface.
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Figure 4.3: Illustration of surface node smoothing on a sphere using the spring analogy
with ki = mag(Lei). Left: before smoothing, Right: after smoother convergence.
Figure 4.4: Plot of the net adaptive mesh edge operations for a droplet collision
simulation. Black represents the previous edge weighting scheme, ki = 1, and red
represents the proposed edge stiffness weighting scheme, ki = mag(Lei).
64
4.2 Convective Fluxes on A Deforming Mesh
There are certain situations in CFD modeling where it is advantageous to deform
or displace the control volumes of the mesh. This deformation and/or displacement
of a control volume must be taken into account numerically and applied to the
flow field. The displacement of a control volume is tracked via face displacement
or more specifically, the motion of the points that prescribe the face. An example
of a triangular mesh face moving though space is shown in Fig. 4.5. Note that this
displacement and flux correction is valid for both internal and boundary face motion.
Once the face is moved, its swept volume must be calculated. This procedure, outlined
Figure 4.5: Illustration of a displaced triangular face f and its subsequent swept
volume Vs.
in Chapter 2 of Bos [9], performs a tetrahedral decomposition. This decomposition is
performed in two different manners as shown in Fig. 4.6. The total swept volume
is calculated as the average of the calculated volumes of two sets of tetrahedra
decompositions (Vswept = 0.5∗(Vdecomp1+Vdecomp2)). This averaging operation reduces
but does not eliminate volume calculation errors due to face concavity or convexity.
The volume Vtet of a tetrahedra comprised of four vertices, x0...3 is simply
Vtet =
|(x0 − x3) · ((x1 − x3)× (x2 − x3))|
6
. (4.9)
The mesh flux, φmesh, is then computed as m˙f = Vswept/∆t where ∆t is the time
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Figure 4.6: Illustration of two unique tetrahedral decompositions of a prism-like
polygon. Reproduced from Bos [9].
step from tn to tn+1. This mesh flux is simply subtracted from the convective flux, φ,
of Eqn. 3.18 to return a convective flux relative to the mesh motion such that
φrel = φ− φmesh. (4.10)
Note that this volume calculation is not exact if any of the faces posses convexity









n · vS dS = 0 (4.11)
where vS is the face velocity. This conservation law states that the change in volume
of a cell is equal to the swept volume of its faces. While at first seemingly trivial,
errors in the swept volume calculation will violate volume continuity and introduce
errors into the moving mesh CFD simulation.
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4.3 Validation
No CFD code can be trusted as accurate unless its numerical predictions
accurately compare to relevant analytical and experimental cases. This is a general
rule for any computational physics software. The following chapter will isolate and
compare the performance of the various software sub-modules in order to validate
and quantify how well the software is capturing the physics of various applicable fluid
flows.
4.4 Free Surface Validation
4.4.1 Comparison to Analytical Solutions
The accuracy of the free surface treatment was validated via the simulation of
a spherical mode-2 oscillating droplet. Analytical solutions to the oscillation period
T and viscous decay time constant tc were derived from perturbation analysis by
Lamb [52]. The drop was given an initial perturbation such that ratio of the
major and minor axes lengths of the oblate spheroid was 1.03 corresponding to a
3% perturbation. The case was performed without need of topological adaption
algorithms as the surface perturbation was subtle enough that interior cell distortion
was small. The oscillation period, T , of the vibrating droplet is calculated via the






where r0 is the droplet’s radius at spherical equilibrium. The droplet was modeled
with 50,184 tetrahedral cell volumes as shown in Fig. 4.7. Results in Table.4.1 show
strong analytical agreement for various σ
ρ
ratios.
The viscous dissipation rate was validated using the damping time constant
equation
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Figure 4.7: Surface mesh of simulation droplet oscillator
σ
ρ
(m3/s2) 1e-5 1e-6 1e-7
T(s): Theoretical value 0.022214 0.070248 0.22214
T(s): Test value 0.022412 0.070886 0.22617
Percent Error 0.89% 0.91% 1.81%




(n− 1)(2n+ 1)η (4.13)
where n is the mode of oscillation, in this case, 2. Analytical decay envelopes may
now be calculated using an exponential expotnential decay model with the prolate
and oblate position as initial conditions. Simulation results are shown in Fig. 4.8 and
are in agreement with analytical results.
Figure 4.8: Viscous decay envelope and oscillation period of a simulation droplet
compared to analytical solutions.
Mesh independence is verified through the comparison of two identical collision
configurations on a low and high density mesh (approx. 110k vs 440k). A plot of the
domain bounding box dimensions throughout a collision are plotted in Fig. 4.9 and
suggest that the 110k cell mesh is adequately converged.
4.4.2 Comparison to Experimental Results
To further validate the free surface algorithms, benchmark experiments performed
by Qian and Law [87] were reproduced in a simulation environment. Good qualitative
agreement is shown in Fig. 4.10.
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Figure 4.9: A comparison of the domain bounding box dimension lengths between test
meshes. Symbols: approx. 440k tetrahedra, Solid Lines: approx. 110k tetrahedra.
The maximum mesh-to-mesh droplet shape discrepancy throughout the simulation is
5.47%.
Additional validation was performed by simulating experiments by Fawehinmi
et. al [32]. Here, a 20% glycerin and water solution is dispensed through a thin
walled cylindrical nozzle via a syringe pump. As the fluid exited the nozzle the
researchers measured the volume of the drops as they broke off. In this case, the
diameter of the nozzle was 1.6mm and the flow rate was set at a constant 10 ml/min.
The material properties of the 20% glycerin solution as reported by Fawehinmi are
as follows: density ρ = 1052 kg/m3, viscosity µ = 0.0063 Pa · s, and surface
tension σ = 0.0670 N/m. The computational domain along with pertinent boundary
conditions are illustrated in Fig. 4.11. Gravitational body forces are considered with
the gravitational acceleration vector in-line with the direction of flow. The volume of
the first drop to separate from the stream was measured to be 23.3 pm3. The volume
of the simulated droplet is measured as 27.5 pm3 which is of comparable accuracy to
simulation results presented by Fawehinmi et. al. Their results were produced by a
commercial VOF CFD code. This result is plotted in Fig. 4.12.
70
Figure 4.10: Qualitative time paired comparison of experimental run “o” from Qian
and Law [87] and simulation result. We = 60.8, Re = 313.7, χ = 0.68.
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Figure 4.11: Configuration of the Fawenhim [32] validation case. The fluid tested is
a 20% glycerin - 80% water solution.
Figure 4.12: Comparison of simulation to experimental results for the Fawenhim [32]
validation case. Simulation result is shown as a red cross and the target comparison
point is circled in blue.
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4.5 Validation of Viscoelastic Model Implementation
4.5.1 Comparison to Steady Analytical Solutions
There exists an analytical solution to the stress and velocity profiles of an LPTT
fluid in pressure driven channel flow derived by Olivera and Pinho [73] as shown in
Eqn. 4.14 - Eqn. 4.20. Following a similar validation as G. S. de Paulo et al. [37],
these solutions are used to verify a correct implementation of the LPPT model. Case
assumptions include no slip velocity conditions at both walls and a channel center line
at y = 0. A pressure gradient ∇p is prescribed along the flow direction. Analytical
velocity and stress profiles are shown to be in excellent agreement with simulation





















, ay ≤ 1 (4.16)






























Figure 4.13: Comparison of simulated PTT fluid in channel flow against the analytical
solution.
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Figure 4.14: Comparison of simulated PTT fluid in channel flow against the analytical
solution continued.
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4.5.2 Comparison to Transient Analytical Solutions
With viscoelasticity being an inherently transient rheological effect, producing
an unsteady test case would close any short comings of steady state analytical and
experimental comparison tests presented thus far. Xue, Tanner and Phan-Thien [101]
presented a thorough CFD analysis of linear PTT and Oldroy-B fluids in unsteady
Poiseuille flow between parallel plates with comparisons to analytical solutions. A
reproduction of these analytical comparisons would validate the unsteady treatment
of the viscoelastic stress in this work. As shown in Fig. 4.15, Poiseuille flow is a 2D flow
representing two infinitely wide plates of length L with an assigned pressure gradient,
∇p = (plow−phigh)/L, and a no slip, no penetration wall velocity boundary condition.
This test will be very similar to the analytical comparison made in Sec. 4.5.1 except
the flow will be allowed to relax, creating non-zero time derivatives.
Figure 4.15: An illustration of a 2D Poiseuille flow. Representative of the
configuration used for transient viscoelastic modeling validation.
In this case the initial flow field is quiescent, with no slip no penetration conditions
on the top and bottom walls. An assigned ∆p is set on the inlet and outlet boundaries
which will drive the flow. This numerical experiment starts by allowing the flow (and
subsequent stresses) to develop into a steady state configuration. After steady state
is reached, the assigned ∆p is then set to zero, allowing only the built up viscoelastic
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stresses to release energy and further drive the flow. The computational mesh was a
standard uniform hex mesh, with 40 elements and 500 elements in the span-wise and
stream-wise directions respectively. Velocity and stress values are sampled from the
flow centerline location at y = h/2.
Results show simulation stresses in close agreement with the analytical solution
in both buildup and relaxation of stresses, showing clearly the effect of the time-
dependent constitutive stress modeling.
Startup Decay
Figure 4.16: Transient non-dimensional center-line velocity (U) vs. non-dimensional




Figure 4.17: Transient non-dimensional centerline shear stress (τ) vs. non-
dimensional time (T ) in Poiseuille flow. Numerical vs analytical results by Xue et.
al[101]. Re = 0.05,Wi = 2.
4.5.3 Comparison to Experimental Results
Following a similar experimental comparison performed by Favero et al [30] and
Azaiez et al [3], stress and velocity profiles are sampled across a 4:1 planar contraction
flow which is described in detail by Quinzani [91]. The working fluid consists of
a low density polymer solution fit with single mode PTT parameters as shown
with other material properties in Table.4.2. All lengths shown in the validation
comparisons are normalized by the contracted height, h where h = 0.0032 [m]. The
case geometry is illustrated in Fig. 4.18 and ran with a symmetric assumption about
the centerline. Comparisons between experimental stress and velocity results and
simulation solutions are illustrated in Fig. 4.19-Fig. 4.22. Values along the sample
scan lines are computed via linear interpolation between cell centered values using the
post processing utility ParaView developed by Kitware Inc., Sandia National Labs.,






ηs 0.002 kg/m · s
ηp 1.422 kg/m · s
ρ 803.87 kg/m3
Table 4.2: PTT rheology and material properties of the validation working fluid.
Figure 4.18: Viscoelastic validation geometry setup for a 4:1 planar contraction. Note
the coordinate origin location below the corner, aligned with the centerline. Re =
0.56, De = 2.9 [3, 30]
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Figure 4.19: Profile of the first normal stress difference N1 = τxx − τyy along y = h.
Lines: simulation, Symbols: experiment.
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Figure 4.20: Profiles of the axial velocity in the upstream section. Lines: simulation,
Symbols: experiment.
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Figure 4.21: Profiles of τxy in the upstream section. Lines: simulation, Symbols:
experiment.
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Figure 4.22: Profiles of the first normal stress differenceN1 = τxx−τyy in the upstream




5.1 Volume of Fluids Interface Capturing Method
A second, Eulerian, approach to interface modeling in multiphase flow simulation
is the volume of fluids (VOF) method. This method uses a bounded [0,1] “color”




1 for a point inside fluid a
0 < γ < 1 for a point in the transitional region
0 for a point inside fluid b
The unsteady evolution of the gamma field follows the material conservation
equation shown in Eqn. 5.1. Due to the continuity of the gamma field across the
fluid interface (as opposed to the discontinuous interface of the MMIT method)
density and viscosity are weighted by the cell centered color function. Two common
material property weighting schemes are the arithmetic (Eqn. 5.2) and harmonic mean
formulations (Eqn. 5.4)[79, 18, 114, 90]. Illustrated in Fig. 5.1 are representative
calculated viscosity values as a function of γ for air and water for both methods. The
fundamental differences between the two methods is best communicated through the
comparisons in Fig. 5.2a and Fig. 5.2b.
The multidimensional universal limited explicit solver (MULES) is used to
calculate the γ advection solution and maintain the 0 ≤ γ ≤ 1 boundedness. Interface
sharpness is maintained with the counter-gradient compression method described in




+ u · ∇γ = 0 (5.1)
ρAM = γρl + (1− γ)ρg (5.2)
µAM = γµl + (1− γ)µg (5.3)
µHM =
µlµg
γµl + (1− γ)µg (5.4)
Figure 5.1: Plot of arithmetic vs. harmonic weighting schemes (dynamic viscosity
[Pa-s] calculation) for air (γ = 0) and water (γ = 1).
Due to the continuum nature of the interface treatment, a special method
developed by Brackbill [45] is used to account for interface surface forces but include
them as a volumetric force. This method is called the continuum surface force (CSF)
model. Formally, the curvature of a surface, κ, is defined as the divergence of the unit
surface normal vector (κ = −(∇ · nˆ)). The unit normal nˆ can be approximated using
the normalized gradient of γ as shown in Eqn. 5.8. The capillary pressure, σκnˆ is
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Figure 5.2: Comparison of interface modeling methods. Left: Eulerian Volume of
Fluids (VOF) method; Right: Mixed Lagrangian Moving Mesh Interface Tracking
(MMIT).
then added to the cell centered pressure field. There are other methods for curvature
calculation from a VOF method called ’reconstruction schemes’. These methods
use the existing color function distribution to generate a discrete representation of




| ∇γ | (5.5)
Some advantages of VOF over MMIT is the ease of topological changes in either
fluid. Examples of a topological changes in a fluid interface are ligament break up,
liquid sheet disintegration, or coalesence of multiple fluid bodies. The Eulerian nature
of the method readily handles this. In contrast, MMIT requires edge and face deletion,
altering connectivity and boundary face lists. Defining boundary conditions on these
newly created faces is also non-trivial. In terms of surface tension accuracy, MMIT
has more accurate curvature calculations than VOF. Accurate curvature calculations
become more important at lower We, hence the use of MMIT for droplet collision
investigation and VOF for secondary atomization investigations.
86
5.2 Reducing Parasitic Currents
When simulating flows with significant capillary forces, VOF results are commonly
plagued by non-physical spikes of velocity near the interface. This numerical
phenomenon is commonly refereed to as ’spurious’ or ’parasitic’ currents [100, 103]. As
illustrated above, the interface region in the VOF method typically spans around three
cells. In capillary dominant flows there tends to be large pressure gradients across
the interface which, if in close proximity to low density fluid, can trigger localized
accelerations. In situations where parasitic currents do not strongly impact the
accuracy of a solution, they may continue to effect the performance of the simulation
by inhibiting the maximum time step. By expressing the CFL criterion in a generic
manner as shown in Eqn. 5.6, it is clear that with a fixed Comax and adaptive ∆t,
the maximum time step is limited by the largest U/∆x in the domain. Here ∆x is





A method of mitigating spurious currents is proposed by Hoang et. al [42] and
involves a modification to the interface curvature (κ) calculation algorithm. In this
approach, the curvature is not calculated directly from the color function field (γ),
but instead applies a given number of Laplacian smoothing sweeps to generate a new
smoothed field γs. First, the cell centered γ field is interpolated to element faces
creating γf . A face area (Sf ) weighted averaging is then performed to re-calculate
a cell centered field, thus defining γs as shown in Eqn. 5.7. This Laplacian sweep
can be repeated any number of times, however, testing has shown just two sweeps







Finally, the interface curvature (and thus capillary pressures) are then calculated
using the smoothed fields as shown in Eqn. 5.8. Note that this augmented color
function field is used only for curvature calculation. The unsmoothed field is still
used in all of the previously described PDE based transport equations.
κ = ∇ · nˆs = ∇γs| ∇γs | (5.8)
This implementation is tested via a micro-channel bubble flow case benchmarked
by Hoang et al., originally sourced from experiments by Bretherton [11]. Here a small
gas bubble is transported down a 100µm wide capillary tube by a fixed inlet velocity
of U = 1.67cm/s as illustrated in Fig. 5.3. The example here is intended to show the
effect of the the Hoang smoothing method on the generation of spurious currents.
Figure 5.3: Illustration of the configuration of a microfluidics bubble transport case
from Hoang[42].
The case was simulated with and without the Laplacian smoothing to investigate
its effect on parasitic current generation. The results of both cases are illustrated
in Fig. 5.4. Here the effect of smoothing on the product of near-interface vortices is
apparent. With the domain maximum velocity dominated by parasitic currents, the
unsmoothed case runs at a substantially smaller δt than its counterpart. It should
be noted that this procedure may inversely effect the curvature calculation accuracy
due to the diffusive nature of the Laplacian operation.
A simpler, more quantitative analysis of the performance of this interface
treatment algorithm is performed on a quiescent air-water droplet system in zero
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Figure 5.4: A microfluidic test case illustrating the effect of Laplacian smoothing of
the γ field on parasitic currents (i.e. velocity field). Top: without Laplacian curvature
smoothing. Bottom: Two Laplacian smoothing passes.
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gravity. In this case a droplet is initialized in the center of a basic hexahedral domain
and left undisturbed which should illustrate quite clearly the amount of spurious
velocity based noise generated in proximity to the interface. The mesh is constructed
to have reasonable interface resolution via oct-tree based refinement. Here, the base
mesh (level-0) is comprised of 0.6mm hexahedral cells, and the interface zone is refined
to 37.5 microns (level-4) as illustrated in Fig. 5.5. The droplet diameter is equal to
5mm and has the material properties of water, thus the case represented an Ohnesorge
number equal to 0.00169. In most engineering applications this can be considered a
strongly surface tension dominant flow configuration.
Figure 5.5: Left: Domain center cut-plane of the quiescent drop case mesh with
a zoomed view (Center) of the interface mesh zone. Right: initial spherical color
function field.
A plot of the maximum measured domain velocity magnitude vs time from four
example cases is shown in Fig. 5.6. In each case the number of Laplacian smoothing
sweeps is incremented from 0 to 3. In this case, the case with no smoothing and the
case with 3 sweeps showed the strongest velocity spikes throughout the simulation.
In addition, the cases with 1 and 2 sweeps showed a non-negligible reduction in the
occurrence and magnitude of velocity spiking throughout the run. It may be that
the additional noise generated in the 3 sweep case is due to the interface calculation
becoming overly diffusive and effectively spreading out the interface.
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Figure 5.6: Plot of the effect of interface smoothing on parasitic currents
(max(mag(U))) for the stationary droplet case.
5.3 Interface Curvature Calculation Accuracy
As shown in the curvature calculation expression in Eqn. 5.8, κ is a function of
∇γ. As with most discrete calculus operations in CFD, the accuracy of the operation
can be dependent on a number of factors. In this section, two forms of a least-squares
based gradient calculation will be compared in terms of their ability to compute the
curvature of a simple spherical droplet. The difference in formulation of the two
schemes are geometrical. In the standard least-squares scheme, for a given cell, a
least-squares fit is used to compute a cell centered gradient based on the surrounding
face-connected cells. The geometric scope of the gradient stencil can be considerably
expanded by instead using cell neighbors connected via a cell’s points as opposed to
faces. Illustrations of these two stencil construction strategies are shown in Fig. 5.7
for 2D hexahedral meshes. In this case, a face-cell stencil will include information
from the surrounding 4 cells which the point-cell stencil will include information from
the surrounding 8 cells. In a hexahedral structured mesh in 3D the face-cell and
point-cell stencils will include 6 and 26 neighboring cells respectively.
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Figure 5.7: 2D examples of face-cell (left) and point-cell (right) gradient calculation
stencils.
The aim of the test case is to evaluate the relative accuracy of the curvature
calculation for each stencil construction approach. The procedure is as follows:
1. Initialize spherical droplet
2. Iterate simulation through time until initial interface oscillations damp out and
the droplet reaches a steady state
3. Write the calculated cell-centered κ field
4. Render a γ = 0.5 iso-surface
5. Interpolate κ onto the interface iso-surface
6. Compute curvature error percentage as (κ− κ0)/κ0 on the iso-surface
Here, κ0 is calculated as 1/R
2 where R is the initial spherical droplet radius. The
simulation results are shown in Fig. 5.8 and Fig. 5.9. Over all the compact, face-
cell stencil case had both the highest and lowest error magnitude around the droplet
surface. Not surprisingly, the maximum error can be found on areas of the droplet
which most skew oriented compared to the mesh-face orientation. An interesting item
of note can be found in the point-cell stencil based results which show a more uniform
error across the entire surface and a slightly larger minimum error compared to the
compact stencil results.
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Figure 5.8: Front view of the droplet curvature error check. Left: compact face-cell
stencil. Right: extended point-cell stencil.
Figure 5.9: Isometric view of the droplet curvature error check. Left: compact face-
cell stencil. Right: extended point-cell stencil.
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For completeness, the parasitic current analysis is repeated here to quantify
the effect of the method of curvature calculation on the magnitude and nature
of the parasitic currents which are generated. As shown in Fig. 5.10, less high
frequency vortices are generated using the point-cell stencil vs the compact version.
Overall, however, the magnitude of the parasitic currents are similar for both gradient
calculation methods.
Figure 5.10: Plot of maximum velocity magnitude in the quiescent droplet case.
Plot compares performance of face-cell gradient stencils vs. point-cell stencils. Both
simulations used two Laplacian smoothing sweeps to pre-condition the γ field.
5.4 Considerations on Fitting Empirical Rheological Data
There are many established non-Newtonian viscosity models. In the scope of their
role in CFD simulation, however, these laws are simply different formulations for
fitting empirical rheological data into continuous expressions. With these analytical
expressions, the viscosity can then be explicitly evaluated at any point in the
discretized domain, with any given shear rate magnitude, γ˙. In Fig. 5.11, the viscosity
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vs. shear rate data is shown for various concentrations of Xanthan Gum-H2Omixtures
is presented from Mooney et. al [66].
Challenges arise when attempting to fit a rheological model such as those outlined
in 3.7 due to extreme variation in magnitude of viscosity values across the shear rate
envelope. In this case, the rheological data is fit into the Carreau-Yasuda formulation
shown in Table.3.1 using the the parameter template shown in Eqn. 5.9. The Carreau-
Yasuda model is characterized by an upper shear rate viscosity plateau, a lower shear
rate viscosity plateau, and a smooth transition between the two. This corresponds to
recorded rheological trends of some non-Newtonian fluids.
f(x) = a0 + (a1 − a0)[1 + (a2 · x)a3 ]
1−a4
a3 (5.9)
Here, the variables ai are solved for using the MINPACK non-linear curve fitting
tool kit developed at Argonne National Laboratory by More et. al [67]. This method
employs an iterative least squares approach which intends to minimize an error ǫ







Here, ǫi is the error associated between f(xi) and yi where xi...N and yi...N is the
experimentally recorded shear rate - viscosity data pair list. The variable wi is
the weight of this error for a given data-function pair. In the context of a highly
shear thinning fluid, this weighting function becomes significant due to the relative
magnitudes of the viscosities at the extreme ends of the measured shear rate spectrum.
The choice of weighting function, w, can have a significant effect on the fitted
parameters computed from the least squares solution. Due to the three order of
magnitude change in viscosity, the magnitude of ǫi in the high shear rate zone will
be dominated by the errors computed in the low shear zone. The introduction of an
inversely proportional weighting scheme boosts the relative weights of the high shear
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Figure 5.11: Raw empirical viscosity vs shear rate data for Xanthan Gum - H2O
mixtures from Mooney et. al [66]. Mixture data sets are delineated by % weight
concentration.
rate points. Plots of MINPACK fits computed using various inversely proportional
weighting schemes are shown in Fig. 5.12
The errors associated with identifying the plateau viscosities characteristic of this
model are especially detrimental to simulation accuracy. With an inaccurate plateau
prediction, any shear rates occurring outside of the transition zone will be incorrect.
This issue is highlighted in Fig. 5.14. Here, failing to properly weight the function
results in the lower viscosity plateau to be under predicted by approximately 40% in




scheme using the rheology data from Mooney et. al is shown in Table.5.1. Note that
dynamic viscosity is presented with units of Pascal-seconds.
5.4.1 A spline based approach for modeling non-Newtonian viscosities
In response to the errors shown above, a more direct ’model-free’ approach for
integrating rheometric data into a CFD simulation is proposed. The term ’model-
free’ is meant to convey the fact that the rheometry data will not be fit into a pre-
determined equation meant to span the entire measured stress-strain data set. In
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Figure 5.12: 0.05% XG - water mixture rheology fitted with with various least
squares weighting (w) formulations. Enlarged images of the top-left and bottom-
right rectangles are shown in Fig. 5.13 and Fig. 5.14 respectively.
Figure 5.13: Enlarged image from the top-left area of Fig. 5.12 focusing on the low
shear rate zone.
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Figure 5.14: Enlarged image from the bottom-right area of Fig. 5.12 focusing on the
high shear rate zone.
% wt. XG µ0 [Pa-s] µ∞ [Pa-s] σ [N/m] ρ [kg/m3] λ [s] a [-] n[-]
0.05 0.52340 0.004830 0.07647 992 1.6475 0.07723 0.09014
0.3 9.9872 0.0044555 0.07743 984 11.435 0.77796 0.22638
0.5 61.487 0.004859 0.07817 972 233.316 0.54703 0.285573
0.7 33.125 0.005950 0.07840 968 48.969 1.2380 0.28298
1.0 21.5698 0.009044 0.08087 980 15.733 6.3548 0.286632
Table 5.1: Fitted Carreau-Yasuda parameters for various % wt. concentrations of
Xanthan Gum in water using rheology data from Mooney et. al [66]. A 1
Y 2
least
squares weighting factor was used.
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simplified flows, such as a laminar pipe flow, analytical expressions for non-Newtonian
viscosities are useful as they might be able to be integration in the exact solution.
For CFD computations and more complex flows, however, there may not be a need
to sacrifice accuracy for simplicity.
Proposed is a new approach which uses raw rheometry data as the model input as
opposed to fitted equation coefficients. This strain-viscosity data is used to build a
Catmill-Rom spline [14] by means of a localized 4-point stencil. This spline expression
will then be used to explicitly calculate the effective cell centered viscosity given the
locally computed strain-rate.
The expression for calculating a Catmull-Rom spline is shown in Eqn. 5.11-5.14
with a representative 4-point stencil illustrated in Fig. 5.15.
X =
x− x−




(2y− +X(−y−− + y+ +X(A+XB))) (5.12)
A = 2y−− − 5y− + 4y+ − y++ (5.13)
B = −y−− + 3y− − 3y+ + y++ (5.14)
5.5 Automatic hexahedral mesh refinement with load bal-
ancing
In many types of CFD simulations there are varying spacial resolution (i.e. mesh
density) requirements throughout the given domain. In a droplet breakup simulation,
for example, the location of the interface and areas of high velocity gradients may
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Figure 5.15: Illustration of a Catmull-Rom spline and point stencil.
Figure 5.16: Plot of various fitting strategies for approximating rheological data.
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(a) (b)
Figure 5.17: Enlarged views at the low and high shear rate zones of the rheology
plots.
demand relatively small cells. In contrast, areas away from the droplet near the free
stream boundaries may experience smaller velocity gradients and require fewer or
larger cells to be properly resolved.
Through the use of a dynamic meshing algorithm, a mesh can refine and coarsen
throughout the course of a simulation. This approach may allow a more efficient
mesh for each time step with no prior knowledge of the transient flow configuration
or interface location. Any dynamic meshing method which adds or removes cells
from the domain will naturally increase or decrease the computational demand of the
simulation. OpenFOAM’s domain decomposition approach to parallelization relies on
relatively balanced computational demand on each processor domain to avoid load
bottlenecks. Here, OpenFOAM’s hexahedral element based mesh refinement libraries
are extended to execute runtime load-balancing, thus avoiding a single processor to
be a significant limiting factor in the efficiency of a dynamic mesh simulation.
Hexahedra based mesh adaptation schemes can be found in many commercial
and academic codes, often used in multiphase applications in order to better resolve
fluid interfaces. Popinet et. al [84] and Tomar et. al [117] employ this very oct-tree
meshing method in the Gerris CFD code base. The commercial CFD code ’Converge’
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also uses oct-tree adaptive refinement combined with a cut-cell approach to handle
more complex embedded geometries described by Quan et al[88].
The concept of cell refinement on quadrilateral or hexahedral meshes (2D and
3D respectively) is rather simple. In 2D a square element with area A will be be
subdivided into four squares of area A/4. In 3D a cube of volume V will be subdivided
into eight cubes of volume V/8. An example of this form of mesh refinement is
illustrated in 2D and 3D in Fig. 5.18 and Fig. 5.19 respectively. When a cell is
refined, the original cell will be considered a ’parent’ of the ’children’ cells it was
subdivided into. As cells are refined, an accounting is kept of all parent-children
relationships from the coarsest unrefined cell down to the smallest in the domain.
The accounting of this relationship is called the ’refinement-history’ and is used to
perform consistent coarsening operations. By knowing which set of cells were refined
together they can be coarsened together to recover the original parent cell topology.
Figure 5.18: An example of quad mesh refinement in 2D. Integers represent the
relative refinement level of the adjacent elements.
The shape of the refinement-history data structure is illustrated in Fig. 5.20. Here,
any cell which has been refined is considered a parent and will then store information
concerning its 8 children cells. All children cells know their parent cell. Cell ’A’ at the
top of the structure can be considered a ’super-parent’ as it is an original level-0 cell
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Figure 5.19: An example of hexahedral refinement in 3D. Level-0 cells are colored
dark blue, the finest cells (level-6) are colored red.
with no further parents. For any given child cell, the super parent can be determined
though a recursive search up through the refinement-history structure. Because of
this shape of the refinement history structure these refinement processes are often




Figure 5.20: An illustration of the refinement history data structure. Here, cell A
(refinement level-0) is a ’super parent’ to all children cells in the structure. Cell B is
a ’parent’ to cell C.
Run-time load balancing will utilize the refinement history data to properly
constrain re-distribution such that each super parent tree will be preserved throughout
a mesh re-balancing procedure. An illustration of the refinement and load balancing
procedure on an example simple 2D mesh is illustrated in Fig. 5.21. Here, the effect
103
of the super-parent preservation is apparent in Fig. 5.21c. The processor assigned to
the bottom right portion of the of the mesh (pink) is given far more cells than any of
the other four processors, however, the load balance is indeed improved from the pre-
balanced mesh in Fig. 5.21b. By employing this re-balancing weighing restriction,




Figure 5.21: An illustration of a 2D quad mesh undergoing refinement and load-
balancing, colored by processor assignment. A. Original 5x3 mesh assigned to 5
processors. Processor assignment is denoted by color. B. Mesh after undergoing
dynamic refinement. C. Mesh after undergoing load-balancing and processor
redistribution.
The isotropic and consistent nature of the refinement process enables simple
calculation of element size ∆x based on refinement level n as shown in Eq.5.15. Here,





In order to test this implementation a proof of concept test case is presented. Here,
a relatively low density and viscosity ratio case is constructed in order to achieve rapid
interface distortion at relatively low Reynolds numbers. Interface distortion will cause
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considerable mesh adaptation and coarsening which will further test the rebalancing
processes. An initial hex mesh is pre-processed before beginning the flow solver as
shown in Fig. 5.23. In this case mesh refinement is triggered by both interface location
and high velocity gradient magnitude.
Figure 5.22: Increasingly zoomed images of an initially spherical droplet in an
adaptive hex grid. Initial refinement is triggered by interface location defined by
∇γ > 0.
Time-lapse images of the droplet undergoing disintegration (driven by gravity) are
shown in Fig. 5.23. Here the length scales of the flow structures can be observed as
becoming increasingly small with the development of fluid ligaments and subsequent
breakup. The effect of interface location and velocity gradients on the mesh cell level
can be seen in Fig. 5.24. Note that due to the lack of strong velocity gradients,
the interior of the droplet is at a relatively coarse mesh level. Refining the entire
droplet to the length scales in the interface location, shear layers, and wake region,
would significantly increase the computational expense of the simulation. Throughout
the simulation the processor load imbalance did not exceed 15% even with extensive
localized addition of mesh elements.
While limited to a proof of concept case, this exercise successfully illustrates mesh
adaptation and load balancing capabilities in an Eulerian framework. Scalability
benchmarking and experimental validation would be a crucial aspect of further
development in this area.
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Figure 5.23: Iso-surfaces of γ = 0.5 of the gravity induced droplet disintegration.
Eo = 197, µliq/µgas=ρliq/ρgas=10.
Figure 5.24: Mid-plane cut slice of the dynamic refinement test case. Left: Cells
colored by increasing cell level (0-5). Right: Cut plane colored by velocity magnitude.
Eo = 197, µliq/µgas=ρliq/ρgas=10.
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5.6 Centroid tracking mesh motion
The secondary atomization code is benchmarked against Newtonian experimental
results before being extended to the more complex non-Newtonian viscosity models.
The mesh used is comprised of 561250 hexahedra and 35766 prisms as shown in
Fig. 5.25. The original 2D mesh is rotated 5° about the bottom axis to represent
an axisymmetric flow field. Having a mixed mesh has two advantages in this setting.
1. A triangular mesh can grow more rapidly and anisotropically than a hexahedral
mesh, lowering computation cost. This large length scale is desirable far from the drop
as gradients are very small and thus high resolution is not required. 2. A uniform
hexahedral mesh provides more accurate interpolation as well as avoids the need for
a non-orthogonal correction sub-cycle in the pressure PISO loop. The liquid phase of
the simulation does not leave the uniform hexahedral zone.
The inlet boundary condition is fixed value uniform velocity and zero gradient
pressure as illustrated in Fig. 5.26. Outlet boundary conditions are zero gradient
velocity and fixed value zero pressure. The maximum blockage ratio of the drop
throughout the simulation is less than 2 which justifies the full slip, no-penetration
condition at the far wall. A significant blockage ratio ( > 5 as a rule of thumb)
would invalidate the free-stream assumptions at that boundary. The droplet is
initialized as a perfect sphere representing an initially undisturbed droplet. This VOF
implementation has been used for similar droplet dynamics applications in previous
works by Berberovic [6] and Rusche [100].
Total drop displacement throughout the break up process is on order of the mesh
domain width. To avoid extending the domain in the stream-wise direction, the mesh
is moved with the drop via centroid tracking, solid body mesh displacement, and
volume flux correction. The centroid of the liquid phase, Cdrop, is calculated with a
volume weighted γ-average as shown in Eqn. 5.16 where i is a cell index, n is the
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Figure 5.25: Mixed hexahedral-prism mesh used for drop-in-cross flow simulations
number of cells in the domain, Vi is the volume of the cell, xi is the geometric cell









A uniform mesh displacement vector xmesh can be calculated by xmesh = Cdrop −
C0drop where C0drop is the centroid calculated from the previous time step. To
restrict displacement along the axis of symmetry, the final mesh displacement vector
is obtained by xmesh−final = (xmesh · x̂Proj) · x̂Proj where x̂Proj is unit vector parallel
to the axis of symmetry. xmesh−final is then added to all mesh point position vectors,
displacing the mesh. Relative and absolute fluxes are corrected to account for this
motion in order to maintain a well-poised flow problem using Eqn. 4.10.
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6.1 Micro-scale Droplet Collisions
The initial mesh configuration used for analysis in this work is illustrated in
Fig. 6.1 which consists of approximately 112,000 tetrahedra and a cylindrical drop-
to-drop liquid connecting bridge whose length is 0.06 · D and diameter is 0.25 · D
where D is the droplet diameter. The bridge has the same material properties as
the bulk liquid and serves to unify the computational domain before simulation start.
Due to current software limitations, only a single contiguous domain is currently
supported, however, an example of automated domain-to-domain mesh connection
has been performed by Quan, Lou and Schmidt [89]. The total number of cells in
the domain change throughout the simulation and generally scales over time with the
surface to volume ratio of the domain.
Pressure was solved to an absolute residual of 10−8 with a diagonal-incomplete
Cholesky matrix preconditioner and a geometric-agglomerated algebraic multi-grid
(GAMG) solver. Velocity and stress tensor solutions were iterated to an absolute
residual of 10−6 using a diagonal-incomplete (DILU) matrix preconditioner and a
bi-conjugate gradient linear solver.
Time step restrictions were based on a constant maximum Courant Number and
dynamic ∆t as shown in Eqn. 6.1. The max(f(i)) operator represents a maximum for
all cells i in the domain. Comax was restricted to 0.01 for the first 2×10−6 simulation
seconds and increased to 0.15 when t > 2×10−6[s]. The purpose of this was to better
resolve the rapidly expanding neck that joins the drops at simulation onset. One
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Figure 6.1: Illustration of mesh connection used to unify drops prior to simulation
start.
viscoelastic droplet collision simulation requires approximately 24 hours to complete
on an Intel® Core™ i7 CPU 920 at 2.67GHz on a SUSE Linux workstation with





6.1.1 Shear Thinning Droplet Collisions
Utilizing the shear thinning Carreau-Yasuda viscosity model outlined in Section.3.7,
collision simulations were performed with rheologies from various XG-H2O mixtures.
Here, all collision angles were held constant with χ = 0.68. Only the relative velocity
magnitude, U , was altered to match the target Weber numbers. Carreau-Yasuda
rheologies outlined in Table.5.1 were used accordingly. An example of the collision
of droplets consisting of 0.3% /wt. XG-H20 is shown in Fig. 6.2. Side by side
comparisons of three collisions with identical kinematics and four XG rheologies are
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shown in Fig. 6.3. The effect of increasingly viscous rheology on the damping of
surface waves at late times in a collision is evident.
Figure 6.2: Time lapse illustration of a simulated collision of a 0.3% XG-Water droplet
pair. We = 609, χ = 0.68.
Results show that for the cases studied, the effective viscosity is nearly equal to
the Carreau-Yasuda µ∞ viscosity throughout the collision within what is called the
’interaction zone’. This zone, proposed by Khare et. al [16], is defined by projecting
the droplet cross section along the relative velocity vector onto a mid plane. The
overlapping area is defined as the interaction zone, as illustrated in Fig. 6.4. This
interaction zone is used as a sample region because it represents the approximate
volume where a majority of the momentum exchange occurs between the droplet
pair.
Effective viscosity samples are taken along the interaction line and plotted for
a 0.05% and a 1.0% collision in Fig. 6.5 and Fig. 6.6 respectively. The η0 and η∞
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Figure 6.3: Snapshot of the time-paired late collision surface waves present in
collisions of droplet pairs consisting of four different XG-H2O % /wt rheologies. (a)
0.3%, (b) 0.5%, (c) 0.7%, (d) 1.0%. Here, χ = 0.68 and We = 609 for all collisions.
Figure 6.4: Illustration of the interaction zone droplet collision post-processing
approach by Khare et. al [16]
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values are also shown for reference. The sample line is rotated with the droplet
pair as the collision ensues. Here, the shear rates were great enough such that the
effective Carreau-Yasuda viscosity curve remains saturated in the upper viscosity
plateau. The effect of this viscosity saturation is further shown in Fig. 6.7 and
Figure 6.5: Effective viscosity samples along the interaction line for a 0.05% XG-
Water collision pair. We=609.
Fig. 6.8. Here a collision of a Newtonian pair where µNewtonian = µ∞ is compared
to a respective Carreau-Yasuda pair at two different Weber numbers for a 0.05% XG
mixture. Domain bounding box edge lengths are used as a quantitative measure of the
deformation of the droplet complex. The two collisions, consisting of very different
rheologies, match quite closely.
These results argue that under certain collision conditions Newtonian models are
valid in this instance. Identifying the envelope of collision kinematics and rheologies
where Newtonian and non-Newtonian collision solutions converge would be of great
use in future non-Newtonian spray research. This straight-forward approach to
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Figure 6.6: Effective viscosity samples along the interaction line for a 1.0% XG-Water
collision pair. We=609.
Figure 6.7: Comparison of bounding box dimensions for a Carreau-Yasuda and a
Newtonian droplet pair. For the Newtonian pair µ = µ∞. We=60.
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Figure 6.8: Comparison of bounding box dimensions for a Carreau-Yasuda and a
Newtonian droplet pair. For the Newtonian pair µ = µ∞. We=609.
reduced order droplet collision modeling appears to be valid for the Weber numbers
considered (60 < We < 609), and the tested rheology, 0.05%XG − H2O. The work
of Focke and Bothe [34] discussed in Sec.2.3, performed a similar study but with
power-law rheology fluid made from a carboxymethylcellulose (CMC) sodium salt -
water solution. They were forced to perform a considerably more complex a posteriori
analysis of the energy budget to derive an equivalent effective Newtonian viscosity.
The reasons for these differences is currently unknown and will be addressed in the
Proposed Work chapter. It is worth noting that the power-law viscosity model does
not assume a high shear rate viscosity plateau (µ∞) which is characteristic of the
Carreau-Yasuda model.
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6.1.2 Mixing in Newtonian Droplet Collisions
There is a certain class of liquid rocketry fuel pairs which ignite upon contact.
These fuel pairs, labeled as “hypergolic”, require liquid-liquid mixing to occur
to trigger ignition [39]. Cold start initiation would be performed near standard
temperature and pressure and thus liquid-liquid injections streams would be present
during the ignition (as opposed to a super-critical state). Initial ignition would then
depend on the ability of the injectors to mix and efficiently react the hypergolic fuel
components. The droplet collision modeling methods developed in this work could
provide insight to the mixing mechanics at work in a droplet collision. Published
work by Chen et. al [16] and Sun [112] also show interesting computational results
on droplet-droplet mixing using a VOF method and a meshless particle based
method respectively. However, no details on the treatment of scalar transport
such as advection or diffusion were given. The collisions shown by Sun also
showed non-physical breakup results and did not present a grid convergence study.
Experimental investigations using chromatographic methods can also be found in
existing literature [109].
Data on mass diffusion coefficients of common hypergols are currently unavailable
so a Schmidt number of Sc = 1 (Eqn. 6.2) is assumed. The Schmidt number represents
the relative balance of momentum diffusion and molecular/mass diffusion [44]. Here
µ is the dynamic viscosity, ρ is the density, and D is the mass diffusivity coefficient.
The material conservation equation of a passive scalar P is shown in Eqn. 6.3. Here,
φ represents the flux, defined on cell faces. The scalar transport equation is solved








+∇ · φP = ∇ · (D∇P ) (6.3)
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Here, one drop is initialized with a uniform P = 1 field and the other uniformly P = 0.
In order to simply quantify mixing as a single scalar mixing coefficient (α = f(t)) for
the entire domain the expression below was used:




(0.5− Pi)2 · Vi
Vtotal
(6.4)
Here n is the number of cells in the domain, Vtotal is the volume of the entire
domain, and i iterates through all cells. This is effectively a volume weighted measure
of how far from complete concentration equilibrium the drop system is. Note that
α = 0 would represent a perfectly mixed system. This expression should act as a
general measure of the mixing efficiency for a given interacting droplet pair. The
two simulated collisions have nearly identical kinematics except for the angle of the
collision as outlined in Table.6.1. The collision conditions and material properties are
taken from Qian and Law [87].
Head-On Oblique
Urel 2.50 m/s 2.34 m/s
Rdrop 168 µm 190 µm
We 61.4 60.3
χ 0.0 0.68
Table 6.1: Case configuration details for both scalar mixing simulations.
The plot in Fig. 6.9 shows the mixing coefficient over the course of the collision
process, labeled by collision angle type. For the two cases the collision kinematics are
nearly identical except for the impact parameter, χ, however, the difference in mixing
rates is significant.
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Figure 6.9: Normalized mixing in droplet collisions by collision outcome type.
6.1.3 Viscoelastic Droplet Collisions
Throughout the literature, the Weber number (We = ρU2R/σ), Reynolds number
(Re = 2ρRU/µ), and impact parameter (χ) are considered the primary dimensionless
groups in a study of collision outcome regimes of equal sized drops. Here, U is the
relative droplet velocity magnitude and R is the droplet radius. With the addition
of a viscoelastic dimensionless group, the Deborah number (De = λU/R), to the
typical droplet collision parameters illustrated in Fig. 6.10, a large three dimensional
parameter space is created. As this is a preliminary investigation into viscoelastic
rheological effects on collision outcomes, parametric data generation will be limited
to a narrow span of De.
Time lapse images of a simulated viscoelastic droplet collision are displayed in
Fig. 6.11 along with relevant kinematic and flow parameters. This type of collision
outcome is considered a stretching separation mode. For collisions at this De,
viscoelastic effects do not come into play until the final stages of the collision. It is
in these final moments that surface driven instabilities initiate the ligament drainage
process and begin to collapse the surface onto a point. This cylindrical drainage
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Figure 6.10: Representative viscoelastic collision outcome parameter space with the
plane De = 0 representing a Newtonian fluid.
takes the form of a rapid extensional flow which quickly increases the Troutan ratio
effects of the extra viscoelastic stress model. Sample scans of the first normal stress
difference (N1 = τxx−τyy) along a line co-axial with the ligament orientation of frames
A-D from the time lapse images are shown in Fig. 6.12. There is a rapid jump in
viscoelastic stress as the two ligament pinch points drain and extensional gradients
increase.
Deborah number effects on the late stages of a droplet collision can be observed
in Fig. 6.13. Here, both the pinch points and the middle ligament are stabilized by
additional viscoelastic stress; increasingly so in the higher De droplet. The higher De
droplet’s stability is evident by the thicker pinch points and a more cylindrical central
ligament. Both frames are time-paired. A similar comparison is made in Fig. 6.14
with three time-paired collisions of varying De.
6.2 Parametric evaluation
Similar case configurations are used to parametrically evaluate the effect of
viscoelasticity on droplet collision outcomes. The parametric space is sampled
by varying impact parameter χ and Weber number while holding De constant at
De = 10. The droplet collision impact parameter is defined in detail in Ch.2.3.
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Figure 6.11: Profile snap shots of a viscoelastic droplet collision. χ = 0.68,We = 28.7,
Re = 874, De = 0.2. The time duration between images is 8e-5 [s]. The surface is
colored by velocity magnitude. Stress profiles of frames A through D are illustrated
in Fig. 6.12.
Figure 6.12: Line samples of the first normal stress difference (N1 = τxx − τyy) of the
frames labeled A though D in Fig. 6.11. The sample line was re-oriented each time
step to be co-axial with the ligament. Stress peaks correspond spatially to the two
pinch-off points between the middle ligament and two satellite droplets.
121
Figure 6.13: Time paired side-by-side comparison of the final stages of two droplet
collisions. Collision parameters: χ = 0.68, We = 28.7, Re = 874, Left: De = 0.2,
Right: De = 2.0. Time = 0.001632 [s].
Figure 6.14: Time paired side-by-side comparison of the final stage of three droplet
collisions at various De. The influence of De on ligament diameter is shown,
normalized by the De = 1 collision’s measured ligament diameter.
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Figure 6.15: Overlay of a Newtonian collision map and results of the parametric
viscoelastic droplet collision simulation results (De = 10). Here, outcomes are plotted
as a function of impact parameter χ and Weber numberWe. Approximate Newtonian
collision outcome boundaries by Law [87] are defined by the black lines.
Here, 27 cases in total are executed, as marked in Fig. 6.15. The cases marked
’thin film collapse’ are unfortunately unable to be fully resolved with MMIT method.
As illustrated in Fig. 6.16, certain collision configurations generate an increasingly
thin film (sometimes multiple films) through the course of the simulation. In the
currently modeling treatment this film can collapse and invert internal mesh elements,
destabilizing the simulation. With decreasing impact parameter and increasing Weber
number, the manifestation of these films becomes more common. While a sizable
portion of the parameter space was able to be generated, further handing the thin
film phenomenon is addressed in Ch.10.2.
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7.1 Secondary Atomization of a Newtonian Droplet
In this section the axisymmetric VOF simulations described previously will be
used to simulate the secondary breakup of a Newtonian water drop. Results are
compared to quantitative experimentally observed breakup details from the Zukrow
Propulsion Laboratory at Purdue University and presented in Mooney et al[66]. Case
details, outlined in Table.7.1, results in a flow characterization of We = 15.26 and
Oh = 0.00162. The solvers and tolerances used in computation of the velocity and
pressure fields are identical to the droplet collision simulations mentioned previously.
The case is run decomposed in a 16 processor parallel fashion using the message
passing interface (MPI) library to handle inter-processor communication protocols.
Recall from Sec.2.2 that the bag growth time in terms of secondary atomization is
defined as the time duration between the initial deformation of the spherical droplet
and the first rupture of the liquid bag. Further details on the experimental setup











VcrossF low 20.08 m/s
DropDiameter 2.5 mm
Table 7.1: Case configuration details for the Newtonian drop in cross flow simulation.
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For the case configuration described above, the experimentally measured bag growth
time tb,exp is 10.425µs. Simulation results agree well with experimental observations
with a simulated bag inflation time tb,sim of 9.10µs. Computing a simulation error
by Eqn. 7.1, the bag inflation prediction error ǫ is 7.73% Note that when evaluating
the simulation bag inflation time, initial droplet deformation was defined as when the
prolate and oblate axes of the droplet exceeded a 5% total deformation from the initial
spherical shape. Simulated droplet deformation is shown in Fig. 7.1 and pressure
and velocity flow fields are illustrated in Fig. 7.2. These wake profiles agree well
with similar numerical studies presented by Han [47] and Theofanous [116]. Droplet
topology, specifically the bag and ring structures also agree with the breakup mode





Figure 7.1: Deformation of a Newtonian droplet in crossflow (axi-symmetric
simulation). Note the fluid bag rupture in the final frame.
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Figure 7.2: Pressure and velocity fields from t = 0.0033s. Droplet liquid phase is
colored black.
7.2 Secondary Atomization of a Non-Newtonian Droplet
Simulation results of the breakup of a 0.05% XG/water droplet is shown in Fig. 7.3.
Bag inflation time of the non-Newtonian droplet is slightly under-predicted with
tb,exp =13.9µs and tb,sim =9.76µs with an associated modeling error of ǫ = −29.78%
the numerical solutions can elucidate some of the external flow structures taking part
in the disintegration process. The most prominent flow feature is the stable toroidal
wake behind the trailing edge of the drop, illustrated in Fig. 7.4. This phenomenon,
also present in the water based simulations (Fig. 7.2), has also been observed in
simulations presented in Theofanos [116]. Simulations show that this toroidal wake
destabilizes in concert with disintegration of the liquid bag.
Visualization of the variation of effective viscosity inside a deforming droplet
provides novel detail into non-Newtonian droplet viscosity structures as shown in
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Figure 7.3: Simulated breakup of a Carreau-Yasuda droplet colored by effective
viscosity (Oh = 0.00164,We = 11.03). The time duration between images is 1.5
[ms]. Image spacing does not reflect total droplet displacement.
Fig. 7.5 and Fig. 7.6. The low concentration droplets exhibit two persistent toroidal
vortices that induce a low viscosity region throughout the breakup sequence.
It should be noted that the variation of effective viscosity within the droplet
varies by almost one full order of magnitude. Should higher concentrations of XG-
water solution be investigated, this span should be expected to grow considerably.
While some discrepancies exist between experimental and simulation breakup times,
the overal breakup morphology is captured.
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Figure 7.4: Simulated inflation of a Carreau-Yasuda droplet. The droplet interface
is colored by pressure (right legend). Streamlines are colored by velocity magnitude
(left legend). Time duration between images is 1.5 [ms]. The surface is constructed
from a revolved α = 0.5 iso-surface.
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Figure 7.5: A cut-away view of the interior of deforming non-Newtonian droplets
consisting of Left: 0.05% XG-water and Right: 0.5% XG-water. Iso-surfaces
of constant effective viscosity, ηeff , are shown. Viscosity iso-surfaces are scaled
differently for each drop to contrast viscosity structures.
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Figure 7.6: A cut-away view of the interior of deforming non-Newtonian droplets
consisting of Left: 0.05% XG-water and Right: 0.5% XG-water. Iso-surfaces
of constant effective viscosity, ηeff , are shown. Viscosity iso-surfaces are scaled




SURFACE TENSION DRIVEN EJECTION OF MOLTEN
CELLULOSE
In this chapter a simulation approach is presented which recreates the process
of a collapsing bubble and subsequent jet ejection. The materials and flows in
question are intended to represent a rather particular setting: boiling liquid cellulose.
The liquification of such cellulose is part of a broader manufacturing process which
synthesizes functional fuel sources from wood sugars. Here, the VOF method is
used to successfully explain a droplet generation mechanism which was occurring on
temporal and spacial scales too small to practically capture experimentally.
8.1 Background
The process of degrading biomass into gases, soot, and polymer aerosols in biofuel
reactors is a complex chemical process. As outlined in Dauenhauer et al [115, 24],
researchers discovered contaminants in the final product in the form of unreacted
biomass fuel. Once could conclude that as the biomass was sitting and reacting on
the catalytic surface, it was some how leaving this surface and being picked up by re-
uptake gases. This was in conflict with the intended reaction pathway which said that
the biomass should evaporate directly into a gas and convert to soot, organic vapors,
and re-condensed organic liquid particles. Note that these re-condensed particles were
of detectably different composition than the un-reacted biofuel contaminants.
To further investigate the matter, the reaction process was observed by high-speed
camera. What was found were small droplets rapidly leaving the surface of the molten
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biofuel droplet. It was hypothesized that these droplets were being ejected from the
collapse of surface bubbles generated during the boiling process. The subject of this
chapter is to show how the Eulerian multiphase CFD practices demonstrated in this
work can be applied to confirming this ejection mechanism hypothesis.
Figure 8.1: A high speed photograph of a droplet ejection originating from a larger
stationary molten cellulose drop. The stationary droplet is resting on the catalyst
surface. Reproduced from Dauenhauer et al [115].
8.2 CFD Model Configuration
The hypothesized ejection mechanism was examined by comparing measured
droplet ejecta velocities to the results of the transient axisymmetric CFD simulations
presented here. This approach to cavity collapse simulation, similar to the process by
Duchemin, et al.[28] models interface transport and capillary effects with the Eulerian
volume of fluids (VOF) method. Unlike previous work, the current simulation
specifically considers ejection from the curved interface of a droplet, rather than
an infinite pool with a flat surface[28].
The unsteady evolution of the color function field α is computed via the discretized
Navier Stokes and VOF transport equations shown as previously outlined in Ch.5.1.
Due to smearing of the interface, viscosity values in mixed cells are weighted by a
using a harmonic mean weighting scheme defined in Eqn. 5.4. The computational
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domain is comprised of an axisymmetric, uniform, structured mesh of one million 2D
cells with a bubble resolution of 100 cells across the radius RB as shown in Fig. 8.4a
The ratio of the bubble radius to droplet radius RB
Rdrop
is approximately equal to 0.13.
Figure 8.2: Initial color function field for the ejecta simulation. (red: α = 1, blue:
α = 0). For all simulations the bubble radius, RB = 15mm, and droplet radius,
Rdrop = 113µm , with the bubble cavity initially resolved with 100 grid cells.
Boundary conditions for the pressure (p) and velocity (U) fields are described in
Table 8.1 and applied in the manner shown in Fig. 8.4b. Boundary A represents
a no-penetration, no-slip wall with the liquid-solid interface contact angle pinned at
90 degrees. Boundary B represents approximate far-field ambient conditions (i.e. a
constant pressure, free-stream). The variable n represents the outward pointing unit
vector orthogonal to the boundary face. The absolute value of p0 is inconsequential
as the incompressible Navier Stokes equation uses only the gradient of the pressure.
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Figure 8.3: Illustration of domain boundary conditions for all ejection simulations on
the axisymmetric mesh.
Field Boundary A Boundary B
p ∂p
∂n
= 0 p = p0
U U = (0, 0, 0) ∂U
∂n
= 0
Table 8.1: Boundary conditions for the pressure and velocity fields applied in biomass
ejection simulations.
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8.3 Ejection simulation results
Simulation results, depicted in Fig. 8.4, support the proposed molten cellulose
ejection mechanism. The 3D revolved surface showing droplet ejection indicates that
the bubble cavity collapses, then forming a liquid jet which is observed to fragment
to liquid aerosol particles. Additionally, the jet is observed to extend from a liquid
depression consistent with observations of similar carbohydrate surrogates as shown
in Dauenhauer et al.[115].
Simulated jet and particle velocities are in the range of 0.1 0.5 m/s in agreement
with the experimentally observed ejection speeds by Dauenhauer et al [115]. Surface
tension values used in simulations (5e − 6 < σ < 1e − 5 N/m) are within the
range bound by the experimental observations. Without a priori adjustments, the
simulation accurately matched observed ejection velocities, giving strong support to
the surface tension approximations made in Dauenhauer as well as the overall ejection
mechanism.
(a) (b)
Figure 8.4: A.) Simulated bubble collapse and liquid jet formation depicting a
revolved α = 0.5 iso-surface at t = 0.38ms colored by velocity magnitude (RB =
15mm, Rdrop = 113µm, γ = 5e − 6N/m, µ = 1e − 5kg/m ∗ s). B.) Simulated
bubble collapse and liquid jet formation depicting a revolved α = 0.5 iso-surface
at t = 0.38ms colored by velocity magnitude (RB = 15mm, Rdrop = 113µm,
γ = 5e− 6N/m, µ = 1e− 6kg/m ∗ s).
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Due to the relatively high temperature of the biomass as well as the complex
chemical make up, estimation of the effective viscosity of the liquid biofuel proved
difficult. A rough estimate was computed by extrapolating the Vogel-Fulcher-
Tammann temperature viscosity relation to 750◦C [36, 35, 115]. In order to verify
the minor influence of viscosity in the bubble collapse process is illustrated through
the comparison of the results of two simulation runs depicted in Fig. 8.5b. Here,
an order of magnitude change in viscosity within the predicted viscosity range yields
only a modest change in jet morphology and ejected droplet velocities after 375ms.
Negligible loss of kinetic energy to viscous dissipation during bubble collapse and
ejection affirms the secondary role of viscous forces and lessens any impact of error
in viscosity characterization on accuracy.
(a) (b)
Figure 8.5: A.) A cut-away view of interface profiles illustrating the bubble collapse
sequence. The duration between images is 75ms. Scale bar = 15mm. B.) Side-by-
side results of two simulation with variation of viscosity by an order of magnitude
(µ1 = 1e− 6kg/m ∗ s and µ2 = 1e− 5kg/m ∗ s) with identical initial conditions and
γ = 5e− 6N/m. t = 375ms. Scale bar = 15mm.
To ensure adequate mesh resolution, an identical case is run on the standard grid
(106 cells) and a second more resolved grid (1.25 ·106 cells). As illustrated in Fig. 8.6,
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the one million cell mesh satisfactorily produces grid-independent results for all the
large-scale features.
Figure 8.6: Simulated cavity collapse sequences using identical material properties
with two different mesh resolutions. RB = 15mm, Rdrop = 113µm, γ = 5e − 6N/m,
µ = 1e − 5kg/m · s. Left Panel: 1e6 cells. Right Panel: 1.25e6 cells. The time
duration between interface profiles is 750ms. Scale bar = 15mm.
8.4 Observed ejection mechanism
The simulated fluid collapse sequence illustrated in Fig. 8.5a depicts liquid film
retraction and bubble collapse occurring within 375 ms, leading to the formation of a
fragmenting jet. The initial state, depicted earlier in Fig. 8.4a, initializes the process
just after the liquid film between the gas bubble and the external gas phase has
ruptured. In the 75 ms following perforation of the film (interface 1), the liquid begins
to retract but retains very sharp features with extremely high curvature. Subsequent
outlines depicting interface 2 (150ms) and interface 3 (225ms) indicate that the liquid
rapidly retracts under the influence of surface tension.
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After 300ms (interface 4) the bubble cavity begins to significantly collapse as
fluid halfway between the top and bottom of the bubble gains radial momentum.
Within the next 75ms, the bubble completely collapses focusing liquid momentum to
a smaller quantity of fluid. During this span of 75ms, liquid coalescence occurs at a
position above the bottom of the vapor cavity, thereby trapping small vapor bubbles
within the liquid. Subsequent momentum focusing results in the formation of a liquid
jet (interface 5, 375ms) which extends from the liquid depression and has fragmented
to three liquid particles. Continued extension of the liquid jet (interface 6, 450ms)
slightly reduces the depth of the liquid depression. Additionally, the liquid jet has
fragmented into a fourth liquid particle.
The effects of bubble-collapse on the entire liquid droplet are visible in Fig. 8.7,
a simulation output depicting jet formation within a 270 degrees revolved iso-surface
colored by velocity magnitude. After 75ms, the potential energy within the highly
curved liquid interface has translated to an increase in surface velocity primarily
at the top of the liquid droplet. As time progresses the velocity of the liquid/gas
interface increases at deeper positions within the bubble cavity. After 264ms, the
cavity coalesces and the interfacial velocity achieves almost 0.5m/s depicted as an
aqua-blue surface. At this time, the liquid jet forms and a new gas bubble is entrained
within the large liquid droplet. After coalescence, the liquid jet continues to increase
in length and fragment to produce aerosol particles (279ms). Subsequent jet growth
includes the fragmentation of several new aerosol particles. However, aerosol particles
observed from initial fragmentation of the jet are observed to slow and recombine to
form larger aerosol particles (35ms).
Bubble collapse and jet fragmentation are observed to generate a second liquid jet
extending downward into the liquid droplet. As depicted in Fig. 8.8, vorticity iso-lines
indicate significant fluid circulation directly below the vapor cavity during (0.220 ms,
frame A) and after (0.250 ms, frame B) collapse. After cavity collapse (Fig. 8.8b), the
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Figure 8.7: Time lapse of the cellulose ejection simulation. Simulated bubble collapse
and liquid jet formation depicting a 270 degrees revolved α = 0.5 iso-surface colored
by velocity magnitude (RB = 15mm, Rdrop = 113mm, γ = 5 · 10−6N/m, µ = 1 ·
10−6kg/m ∗ s).
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liquid jet extends from the surface and gas bubbles are entrained within the liquid.
Relative to the size of the drop, this circulation zone is mainly localized around
the cavity site. In general, even though vorticity is localized, pressure effects could
potentially extend further from the jet. However, in this case, the presence of the
gas-liquid interface constrains pressure. Away from the jet the surface curvature of
the droplet is nearly uniform, indicating a nearly uniform pressure on the liquid side
of the interface, as required by the balance of normal forces. Hence, neither vorticity
nor pressure effects due to the jetting extend very far. This observation suggests that
multiple jets emanating from a single droplet would not interfere with each other
unless they were located close together.
(a) (b)
Figure 8.8: Vorticity magnitude iso-lines (colored black) of before (panel left: t=220
ms) and during (panel right: t=250 ms) ejection. Each figure shows ten iso-lines
uniformly spanning 0 - 10,000 s−1 . The inset figures show the scope of magnification
with the gas/liquid interface colored red.
The kinetic energy of the downward jet is comparable to the kinetic energy of
the ejected aerosol. Integration of the kinetic energy throughout the entire liquid
droplet relative to the kinetic energy of the ejected aerosols post-ejection indicates
that both kinetic energies are about the same. Fluid motion throughout the droplet is
distributed around the region of cavity collapse, but the liquid motion is considerably
slower than the aerosol ejection velocity.
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In summary, the original hypothesis for the source of unreacted biomass was
via jets and droplets created from collapsing bubbles. By comparing the presented
experimental and computational results, the original ejection mechanism hypothesis
is strongly supported. In addition, this study further confirms the validity of the





The methods described in this work which can be extended or combined in
various ways to enable simulation of broader flow configurations or new applications
alltogether.
Immersed boundary proof of concept has been shown by Mooney and Papper [65]
Viscoelastic stabilization methods: [1, 29, 110, 126]
There are several natural extensions to the methods discussed in this work that
could improve both modeling accuracy and generality of the methods’ applications.
The free surface library used in all moving mesh applications currently supports low
We two-phase flow (as discussed in Ch. 4.1 and shown in Tukovic´ [120]), however,
all collision simulations assumed shear free, single-phase, interface conditions. The
limitation currently lies in the mesh reconnection engine reviewed in Ch. 4.1.1 in
that connectivity changes across the liquid-gas interface de-stabilize the simulation.
With further investigation this should be able to be mitigated. With two-phase flow
enabled, the secondary atomization studies (Ch. 7.1) could be run with a fully 3D




The research presented in this work spans the fields of computational fluid
dynamics, rheology, and atomization. Two markedly different approaches to
multiphase modeling, the volume of fluid (VOF) and moving mesh interface tracking
(MMIT) methods, were used in separate applications throughout.
Here, the VOF method was used to simulate the process of a droplet undergoing
rapid deformation and breakup due to a significant impulsive cross-flow. By
combining a moving mesh method with significant spacial resolution, simulations
showed agreement with experimental droplet breakup morphology and measured
liquid bag inflation and disintegration time. This methodology was then extended
to utilize non-Newtonian rheologies in the droplet phase during breakup. CFD
simulations of this atomization process showed unique insight into the effect of droplet
deformation on the variation of internal effective viscosities. Some consideration
must be made as to the restrictions that the axisymmetric simulation imposes on the
flow field. Here, simulation flow structures may be artificially stabilized due to the
suppression of any von Karmon type vortex shedding, a phenomenon found in 2D as
well as 3D flows.[121, 63]. This type of shedding, however, could not manifest in a
constrained axisymmetric space and is addressed in the future work sections.
MMIT methods were utilized for droplet collision modeling simulations due to
the extremely accurate surface tension calculations computed on relatively coarse
meshes. The accuracy of the method was validated heavily across both analytical
and experimental benchmarks. The interface tracking method utilizes a complex
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tetrahedral mesh adaptation scheme which while quite capable, required some
specific algorithmic changes to better handle droplet dynamics. The method was
also extended to handle both non-Newtonian rheologies and fully viscoelastic stress
models. In this case the LPTT model implementation was validated via comparisons
to both analytical and experimental benchmarks with good agreement. As a fully
assembled CFD modeling approach, both shear-thinning and viscoelastic droplet
collisions were simulated. A parametric study of viscoelastic droplet collisions showed
an increased coalescence regime compared to similar Newtonian droplet collision
systems.
10.1 Summary of Contributions
The work on Newtonian, non-Newtonian, and viscoelastic droplet modeling and
behavior contained in this work is broken down into the following brief points:
• An implementation of the Linear Phan-Thien-Tanner viscoelastic stress model
was validated [30]. Modeling accuracy was confirmed via three comparisons:
– Analytical solutions of a LPTT fluid in channel flow derived by de Paulo
et. al [37]. [Ch. 4.5.1]
– Accurate reproduction of fully transient stress build up and relaxation
compared to analytical viscoelastic solutions. [Ch. 4.5.2]
– Experimental measurements (velocity and stress profiles) of a characterized
LPTT fluid flowing through a 4:1 channel contraction [91]. [Ch. 4.5.3]
• The accuracy of a free surface - dynamic mesh coupled CFD solver is evaluated
by comparisons to two cases:
– The analytical decay of an oscillating viscous drop derived by Lamb [52].
[Ch. 4.4.1]
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– Validation of CFD results via reproduction of droplet ligament pinch off
physics in comparison to experimental results. [Ch. 4.4.2]
– Validation of CFD results via photographs of droplet collisions of octane
recorded by Qian and Law [87]. [Ch. 4.4.2]
• The performance of a method intended to reduce VOF based parasitic currents
is implemented and evaluated. [Ch. 5.2]
• A bisection method based volume correction algorithm was generated to
mitigate volume conservation errors inherent in the applied surface mesh
smoothing methods. [Ch. 4.1.1]
• The performance of the surface smoothing algorithm developed by Menon [62]
was improved by implementing nonuniform spring constants. Constants
proportional to edge lengths greatly improved surface mesh quality and
reduced interpolation error by reducing the frequency of connectivity changes.
[Ch. 4.1.1.1]
• A dynamic moving mesh was successfully coupled to free surface capillary effects
with a viscoelastic constitutive stress closure. [Ch. 4]
• An example simulation of gravity driven droplet breakup with performed
to show a proof-of-concept performance of a load-balancing oct-tree based
automatic mesh refinement (AMR) scheme. [Ch. 5.5]
• Further validated the multiphase VOF implementation through the accurate
simulation of a droplet ejection process found in certain biofuel reactors. [Ch. 8]
• Investigated the effects of viscoelasticity on micron-scale droplet collisions.
[Ch. 6.1.3]
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• Designed VOF simulation which showed good agreement with experimental
measurements of Newtonian secondary atomization morphology and breakup
time scales. [Ch. 7.1]
• Performed rheological model characterization and simulated aerodynamic break
up of non-Newtonian (Carreau-Yasuda type) drops using a centroid tracking
moving mesh and the volume-of-fluids interface method. [Ch. 7.2]
10.2 Future Work
10.2.1 Droplet breakup modeling
General accuracy in droplet breakup modeling may be achieved with a few
approaches. Through the use of the demonstrated octree based mesh adaptation
routines, an increased amount of spacial resolution can be efficiently committed
to both the interface zone as well as the wake region. With the combination of
3D flow effects and increased interface resolution, simulation of additional breakup
physics such as stripping and ligament generation and collapse is possible. Through
the application of a parametric investigation on the effect of changing rheology
coefficients, more direct correlations may be made between terms in a rheology
model and its effect on droplet deformation and breakup. For example, the effect
of varying the Carreau Yasuda model’s a, λ, or n coefficients on droplet breakup may
be determined.
The hexahedral AMR routines can also be extended into non-atomization based
fields. One such opportunity is to couple an immersed boundary method [64] to the
AMR libraries which enable the modeling of complex geometries on basic hexahedral
meshes. Currently a proof-of-concept of this coupling has been shown by Mooney
and Papper [65] with promising results.
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10.2.2 Droplet collision modeling
One important limitation of the droplet collision MMIT methods is the inability
to properly stabilize the thin fluid film. Some progress has been made in the realm,
however, it requires some non-physical alteration of material properties in the vicinity
of the interface film [34]. These methods may, however, prove to enable a more
complete parametric map of the viscoelastic results to be generated.
Implementing various high Deborah number stabilization methods could enable
simulation of increasingly viscoelastic materials. A few of these methods use novel
numerical treatments to greatly improve the upper viscoelastic numerical stability
limit in FVM, FEM, and FDM codes [1, 29, 110, 126].
148
BIBLIOGRAPHY
[1] Afonso, AM, Pinho, FT, and Alves, MA. The kernel-conformation constitutive
laws. Journal of Non-Newtonian Fluid Mechanics 167 (2012), 30–37.
[2] Aliseda, A., Hopfinger, E. J., Lasheras, J. C., Kremer, D. M., Berchielli, A.,
and Connolly, E. K. Atomization of viscous and non-newtonian liquids by a
coaxial high-speed gas jet. experiments and droplet size modeling. International
Journal of Multiphase Flow (2008).
[3] Azaiez, J., Guenette, R., and Ait-Kadi, A. Numerical simulation of viscoelastic
flows through a planar contraction. J. Non-Newtonian Fluid Mechanics (1996).
[4] B. T. Helenbrook, C. F. Edwards. Quasi-steady deformation and drag of
uncontaminated liquid drops. International Journal of Multiphase Flow (2001).
[5] Benjamin, Michael A., Jensen, R. J., and Arienti, Marco. Review of
atomization: current knowledge and future requirements for propulsion
combustors. Atomization and Sprays (2010).
[6] Berberovic, E., van Hinsberg, N. P., Jakirlicacute, S., Roisman, I. V., and
Tropea, C. Drop impact onto a liquid layer of finite thickness: Dynamics of the
cavity evolution. Physical Review E 79, 3 (2009).
[7] Bird, R. Byron. Useful non-Newtonian models. Annu. Rev. Fluid Mech. (1976).
[8] Bloom, Frederic J. Considerations on the spring analogy. International Journal
for Numerical Methods in Fluids (2000).
[9] Bos, Frank Martijn. Numerical simulations of flapping foil and wing
aerodynamics. PhD thesis, Techniche Universiteit Delft, 2010.
[10] Brazier-Smith, P. R., Jennings, S. G., and Latham, J. The interaction of falling
water drops: coalescence. Proc. Roy. Soc. (1972).
[11] Bretherton, F. P. The motion of long bubbles in tubes. Journal of Fluid
Mechanics 10 (3 1961), 166–188.
[12] Brewer, M., Diachin, L., Knupp, P., Leurent, T., and Melander, D. The
mesquite mesh quality improvement toolkit. In 12th International Meshing
Roundtable, Sandia National Laboratories report SAND 2003-3030P (2003).
149
[13] C. Lo´pez-Rivera, P. E. Sojka. Secondary breakup of non-newtonian liquid
drops. In Eleventh Triennial International Conference on Liquid Atomization
and Spray Systems (Vail, Colorado, USA, July 2009).
[14] Catmull, E., and Rom, R. A class of local interpolating splines. In Computer
Aided Geometric Design, R. Barnhill and R. Riesenfeld, Eds. Academic Press,
1974, pp. 317–326.
[15] Chapra, Steven C., and Canale, Raymond P. Numerical Methods for Engineers.
McGraw-Hill Higher Education, 2002.
[16] Chen, X., Ma, D., Khare, O., and Yang, V. Energy and mass transfer during
binary droplet collisions. In 49th AIAA Aerospace Science Meeting (Orlando,
Florda, USA, January 2011).
[17] Christensen, R.M. Theroy of Viscoelasticity: An Introduction. Academic Press
Inc., 1982.
[18] Coward, A. V., Renardy, Y. Y., and Renardy, M. Temporal evolution of
periodic disturbances in two-layer couette flow. Journal of Computational
Physics (1997).
[19] Cristini, Vittorio, Blawzdzeiwicz, Jerzy, and Lowenberg, Michael. An adaptive
mesh algorithm for evolving surfaces: Simulations of drop breakup and
coalescence. Journal of Computational Physics (2001).
[20] D. R. Guildenbecher, C. Lopez-Rivera, P. E. Sojka. Secondary atomization.
Experiments in Fluids (2009).
[21] Dai, Meizhong, and Schmidt, David P. Adaptive tetrahedtral meshing in free-
surface flow. Journal of Computational Physics 208, 1 (2005), 228–252.
[22] Dai, Meizhong, and Schmidt, David P. Numerical simulation of head-on droplet
collision: Effect of viscosity on maximum deformation. Physics of Fluids 17
(2005).
[23] Darby, Ronald. Viscoelastic Fluids: An Introduction to Their Properties and
Behavior. Marcel Dekker Inc., 1976.
[24] Dauenhauer, Paul, Teixeria, Andrew R., Schmidt, David P., and Mooney,
Kyle G. Cellulose pyrolysis residence time distribution and the mechanism
of reactive boiling ejection of aerosols. In 11th AlChE Annual Meeting (2011).
[25] David P. Schmidt, C. J. Rutland. A new droplet collision algorithm. Journal
of Computational Physics (2000).
[26] Denny, Mark W. Paradox lost: answers and question about walking on water.
Journal of Experimental Biology (2004).
150
[27] Donea, J., Giuliani, S., and Halleux, J.P. An arbitrary lagrangian-eulerian finite
element method for transient dynamic fluid-structure interaction. Computer
Methods in Applied Mechanics and Engineering (1982).
[28] Duchemin, Laurent, Popinet, Stphane, Josserand, Christophe, and Zaleski,
Stphane. Jet formation in bubbles bursting at a free surface. Physics of Fluids
(2002).
[29] Fattal, Raanan, and Kupferman, Raz. Time-dependent simulation of
viscoelastic flows at high weissenberg number using the log-conformation
representation. Journal of Non-Newtonian Fluid Mechanics 126, 1 (2005), 23–
37.
[30] Favero, Jovani L., Secchi, Argimiro R., Cardozo, Nilo Sergio M., and Jasak,
Hrvoje. Viscoelastic flow analysis using the software openfoam and differential
constitutive equations. Journal of Non-Newtonian Fluid Mechanics (2010).
[31] Fa´vero, Jovani Luiz. Simulac¸a˜o de escoamentos viscoela˜sticos : desenvolvimento
de uma metodologia de ana˜lise utilizando o software openfoam e equac¸o˜es
constitutivas diferenciais. Master’s thesis, Federal University of Rio Grande
do Sul, 2009. In Protuguese.
[32] Fawehinmi, O. B., Gaskell, P. H., Jimack, P. K., Kapur, N., and Thompson,
H. M. A combined experimental and computational fluid dynamics analysis of
the dynamics of drop formation. Proceedings of the Institution of Mechanical
Engineers (2005).
[33] Ferziger, J.H., and Peric, M. Computational Methods for Fluid Dynamics.
Springer, 2004.
[34] Focke, Christian, and Bothe, Dieter. Computational analysis of binary collisions
of shear-thinning droplets. Journal of Non-Newtonian Fluids Mechanics (2011).
[35] Fulcher, Gordon S. Analysis of recent measurements of the viscosity of glasses.
Journal of the American Ceramic Society 8, 6 (1925), 339–355.
[36] Garca-Coln, L. S., del Castillo, L. F., and Goldstein, Patricia. Theoretical
basis for the vogel-fulcher-tammann equation. Phys. Rev. B 40 (Oct 1989),
7040–7044.
[37] G.S. de Paulo, M.F. Tome, and McKee, S. A marker-and-cell approach to
viscoelastic free surface flows using the ptt model. Journal of Non-Newtonian
Fluid Mechanics 147 (2007), 149–174.
[38] H. G. Weller, G. Tabor, H. Jasak, and Fureby, C. A tensorial approach
to computational continuum mechanics using object-oriented techniques.
Computers in Physics 12, 6 (1998), 620–631.
151
[39] Heister, Stephen D. Spray and combustion of gelled hypergolic propellants.
Tech. rep., Purdue University, 2009.
[40] Herrmann, Marcus. Detailed numerical simulations of the primary breakup
of turbulent liquid jets. In Proceeding of the 21st annual conference ILASS
Americas (2008).
[41] Hirt, C.W., Amsden, A.A., and Cook, J.L. An arbitrary lagrangian-eulerian
computing method for all flow speeds. Journal of Computational Physics (1972).
[42] Hoang, Duong, van Steijn, Volkert, Portela, Luis M., Mreutzer, Michiel T.,
and Kleign, Chris R. Benchmark numerical simulation of segmented two-phase
flows in microchannels using the volume of fluid method. Computers and Fluids
(2013).
[43] Hsiang, L.P., and Faeth, G. M. Near-limit drop deformation and secondary
breakup. Internation Journal of Multiphase Flow (1992).
[44] Incropera, Frank P., and Dewitt, David P. Fundamentals of Heat and Mass
Transfer. John Wiley & Sons, 1996.
[45] J. U. Brackbill, D. B. Kothe, C. Zemach. A continuum method for modeling
surface tension. Journal of Computational Physics (1992).
[46] Jaehoon, Han, and Tryggvason, Gretar. Seconday breakup of axisymmetric
drops. ii. impulsive acceleration. Physics of Fluids (2001).
[47] Jaehoon Han, Gretar Tryggvason. Secondary breakup of axisymmetric liquid
drops. i. acceleration by a constant body force. Physics of Fluids (1999).
[48] Jasak, Hrvoje. Error Analysis and Estimation of the Finite Volume Method
with Applications to Fluid Flows. PhD thesis, Imperial College London, 1996.
[49] Jiun-Der Yu, Shinri Sakai, J.A. Sethian. Two-phase viscoelastic jetting. Journal
of Computational Physics (2007).
[50] Karagiozis, K., Kamakoti, R., Cirak, F., and Pantano, C. A computational
study of supersonic disk-gap-band parachutes using large-eddy simulation
coupled toa structural membrane. Journal of Fluids and Structures (2011).
[51] Kim, Sayop, Lee, Doo Jin, and Lee, Chang Sik. Modeling of binary droplet
collisions for application to inter-impingmement sprays. International Journal
of Multiphase Flow (2009).
[52] Lamb, H. On the oscillations of a viscous spheroid. Proc. London Mathematics
Society (1881).
[53] Lebas, R., Menard, T., Beau, P.A., Berlemont, A., and Demoulin, F.X.
Numerical simulation of primary break-up and atomization: Dns and modelling
study. International Journal of Multiphase Flow (2009).
152
[54] Lee, Alex G., Shaqfeh, Eric S.G., and Khomami, Bamin. A study of viscoelastic
free surface flows by the finite element method: Hele-shaw and slot coating
flows. Journal of Non-Newtonian Fluid Mechanics (2002).
[55] Lefebvre, Arthur H. Atomization and Sprays. Hemisphere Publishing Corp.,
1989.
[56] M. A. Alves, P. J. Olivera, and Pinho, F. T. Benchmark solutions for the flow
of oldroyd-b and ptt fluids in planar contraction. Journal of Non-Newtonian
Fluid Mechanics, 110 (2003), 45–75.
[57] M Gavaises, A Theodorakakos, and Bergeles, G. Evaluation of the effect of
droplet collision on spray mixing. Journal of Mechanical Engineering Science
210, 5 (1996), 465–477.
[58] M. Motizigemba, N. Roth, D. Bothe, and Warnecke, H. J. The effect
of non-newtonian flow behavior on binary droplet collisions: Vof-simulation
and experimental analysis. In Fourteenth International Conference on Liquid
Atomization and Spray Systems (Zaragoza, Spain).
[59] M. Pilch, C. A. Erdman. Use of breakup time data and velocity history data to
predict the maximum size of stable fragments or acceleration-induced breakup
of a liquid drop. International Journal of Multiphase Flow (1987).
[60] Mansour, Adel, and Chiger, Norman. Air-blast atomization of non-newtonian
liquids. Journal of Non-Newtonian Fluid Mechanics (1995).
[61] Maric´, Tomislav, Ho¨pken, Jens, and Mooney, Kyle. The OpenFOAM Technology
Primer. SourceFlux UG, 2014.
[62] Menon, Sandeep. A numerical study of droplet formation and behavior using
interface tracking methods. PhD thesis, University of Massachusetts Amherst,
2010.
[63] Miau, J. J., Leu, T. S., Liu, T. W., and Chou, J. H. On vortex shedding behind
a circular disk. Experiments in Fluids (1997).
[64] Mittal, Rajat, and Iaccarino, Gianluca. Immersed boundary methods. Annu.
Rev. Fluid Mech. 37 (2005), 239–261.
[65] Mooney, Kyle, and Papper, Jacques. Implementation of a moving immersed
boundary method on a dynamically refining mesh with automatic load
balancing. In 10th OpenFOAM Workshop (Ann Arbor, MI, July 2015).
[66] Mooney, Kyle G., Snyder, Sharon, Sojka, P. E., and Schmidt, David P.
Simulation and experimental studies of shear-thinning droplet behavior. 23rd
Conference on Liquid Atomization and Spray Systems, ILASS-Americas.
153
[67] More, J. J., Garbow, B. S., and Hillstrom, K. E. User guide for minpack-1,
Argonne National Laboratory Report ANL-80-74. Tech. rep., Argonne National
Laboratory, 1980.
[68] Munson, Todd. Mesh shape quality optimization using the inverse mean-ratio
metric. Tech. rep., Argonne National Laboratory, 2004.
[69] Muzaferija, S., and Peric, M. Computation of free-surface flows using finite
volume method and moving grids. Numerical Heat Transfer (1997).
[70] N., Ashgriz, and J.Y., Poo. Coalescence and separation in binary collisions of
liquid drops. Journal of Fluid Mechanics 221 (1990), 183–204.
[71] N. Nikolopoulos, A. Theodorakakos, and Bergeles, G. Off-centre binary collision
of droplets: A numerical investigation. International Journal of Heat and Mass
Transfer 52 (2009).
[72] Niedziela, Dariusz. On numerical simulations of viscoelastic fluids. PhD thesis,
University of Kaiserslautern, 2006.
[73] Olivera, Paulo J., and Pinho, Fernando T. Analytical solution for fully
developed channel and pipe flow of phan-thien-tanner fluids. Journal of Fluid
Mechanics 387 (1999), 271–280.
[74] O’Rourke, PJ. Collective Drop Effects on Vaporizing Liquid Sprays. PhD thesis,
Princeton University, 1981.
[75] Osher, S., and Sethian, J.A. Fronts propogating with curvature dependant
speed, algorithms based on hamilton-jacobi formulation. Journal of
Computational Physics (1988).
[76] P. Yue, J.J. Feng, C. Liu J. Shen. A diffuse-interace method for simulation
two-phase flows of complex fluids. Journal of Fluid Mechanics (2004).
[77] Pan, Yu, and Suga, Kazuhiko. Numerical simulation of binary liquid droplet
collision. Physics of Fluids (2005).
[78] Papageorgiou, Demetrios. On the breakup of viscous liquid threads. Tech. rep.,
Institute for computer applications in science and engineering, 1995.
[79] Patankar, S. V. Numerical calculation of time-dependant viscous incompressible
flow of fluid with free surface. Physics of Fluids (1965).
[80] Pengtau Yue, James J. Feng, Chun Liu, and Shen, Jie. Diffuse-interface
simulations of drop coalescence and retraction in viscoelastic fluid. Journal
of Non-Newtonian Fluid Mechanics, 129 (2005), 163–176.
[81] Petrie, Christopher J.S. Extensional viscosity: A critical discussion. J. Non-
Newtonian Fluid Mechanics (2006).
154
[82] Phan-Thien, N., and Tanner, R. I. A new consitutive equation derived from
network theory. Journal of Non-Newtonian Fluid Mechanics, 2 (1977), 353–365.
[83] Phillips, Owen M. The dynamics of the upper ocean. Cambridge University
Press, 1930.
[84] Popinet, Ste´phane. Gerris: A tree-based adaptive solver for the incompressible
euler equations in complex geometries. J. Comput. Phys. 190, 2 (Sept. 2003),
572–600.
[85] Pozrikidis, C. Introduction to Theoretical and Computational Fluid Dynamics.
Oxford University Press, 1997.
[86] Pozrikidis, C. Numerical computation in science and engineering. Oxford
University Press, 2008.
[87] Qian, J., and Law, C. K. Regimes of coalescence and separation in droplet
collision. Journal of Fluid Mechanics (1997).
[88] Quan, S., Dai, M., Pomraning, E., Senecal, P., Richards, K., Som, S., Skeen,
S., Manin, J., and Lickett, L. Numerical simulations of supersonic diesel spray
injection and the induced shock waves. In SAE Global Conference (Detroit, MI,
2014).
[89] Quan, Shaoping, Lou, Jing, and Schmidt, David P. Modeling merging and
breakup in the moving mesh interface tracking method for multiphase flow
simulations. Journal of Computational Physics (2009).
[90] Quan, Shaoping, and Schmidt, David P. An interface tracking method with
moving mesh for simulation of three-dimensional two-phase flows. In 18th
Annual Conference on Liquid Atomization and Spray Systems (Irving, CA,
USA, May 2005).
[91] Quinzani, Lidia M., Armstrong, Robert C., and Brown, Robert A. Birefringence
and laser-doppler velocimetry (ldv) studies of viscoelastic flow through a planar
contraction. Journal of Non-Newtonian Fluid Mechanics (1994).
[92] R. Clift, J. R. Grace, M. E. Webber. Bubbles, Drops, and Particles. Dover
Publications, 2005.
[93] Rahimi, Shai, and Peretz, Arie. On shear rheology of gel propellants.
Propellants, Explosives, Pyrotechnics 32, 2 (2007), 165 – 174.
[94] Rayleigh, Lord. In the instability of jets. Proc. London Math Society (1878).
[95] Reitz, RD. Atomization and other breakup regimes of a liquid jet. PhD thesis,
Princeton University, 1978.
[96] Reynolds, Osborne. Papers on mechanical and physical subjects. Vol. 3, The
sub-mechanics of the universe. Cambridge University Press, 1903.
155
[97] Rider, William J., and Kothe, Douglas B. Reconstructing volume tracking.
Journal of Computational Physics (1997).
[98] Roisman, Ilia V., Planchette, Carole, Lorenceau, Elise, and Brenn, Gunter.
Binary collisions of drops of immiscible liquids. Journal of Fluids Mechanics
(2012).
[99] Rudman, Murray. Volume-tracking methods for interfacial flow calculations.
International Journal for Numerical Methods in Fluids (1997).
[100] Rusche, Henrik. Computational fluid dynamics of dispersed two-phase flows at
high phase fractions. PhD thesis, Imperial College London, 2002.
[101] S. C. Xue, R. I. Tanner, and Phan-Thien, N. Numerical modeling of transient
viscoelastic flows. Journal of Non-Newtonain Fluid Mechanics (2004).
[102] Sandeep Menon, Jonathan Rothstein, David P. Schmidt. A numerical study of
axi-symmetric droplet formation using a moving mesh approach. In Eleventh
Triennial International Conference on Liquid Atomization and Spray Systems
(Vail, Colorado, USA, July 2009).
[103] Scardovelli, R., and Zaleski, S. Direct numerical simulation of free-surface and
interfacial flow. Ann. Rev. Fluid Mesh. (1999).
[104] Schmidt, David P., and Rutland, C. J. A new droplet collision algorithm.
Journal of Computational Physics (2000).
[105] Schweitzer, P. H. Mechanism of disintegration of liquid jets. Journal of Applied
Physics (1937).
[106] Scott L. Post, John Abraham. Modeling the outcome of drop-drop collisions in
diesel sprays. Internation Journal of Multiphase Flow (2002).
[107] Sethian, J.A. Level Set Methods: Evolving interfaces in geometry, fluid
mechanics, computer vision, and material science. Cambridge University Press,
1996.
[108] Shinjo, J., and Umemura, A. Simulation of liquid jet primary breakup:
Dynamics of ligament and droplet formation. International Journal of
Multiphase Flow (2010).
[109] Simpson, Stanley F., and Holler, F. James. Effects of experimental variables on
the mixing of solution by collisions of microdroplets. Anal. Chem (1988).
[110] Stewart, PA, Lay, N, Sussman, Mark, and Ohta, Mitsuhiro. An improved
sharp interface method for viscoelastic and viscous two-phase flows. Journal of
Scientific Computing 35, 1 (2008), 43–61.
[111] Stiesch, Gunnar. Modeling Engine Spray and Combustion Processes. Springer,
2003.
156
[112] Sun, Zhongguo, Xi, Guang, and Chen, Xi. Mechanism study of deformation
and mass transfer for binary droplet collisions with particle method. Physics of
Fluids (2009).
[113] Tanner, Roger I. Engineering Rheology. Oxford University Press, 2000.
[114] Teixeira, A., Mooney, K. G., Kruger, J. S., Williams, C. L., Suszynski, W. J.,
Schmidt, L. D., Schmidt, D. P., and Dauenhauer, P. J. Aerosol generationi by
reactive boiling ejection of molten cellulose. Energy and Environmental Science
(2011).
[115] Teixeira, Andrew R., Mooney, Kyle G., Kruger, Jacob S., Williams, C. Luke,
Suszynski, Wieslaw J., Schmidt, Lanny D., Schmidt, David P., and Dauenhauer,
Paul J. Aerosol generation by reactive boiling ejection of molten cellulose.
Energy Environ. Sci. 4 (2011), 4306–4321.
[116] Theofanous, T. G. Aerobreakup of newtonian and viscoelastic liquids. Annual
Review of Fluid Mechanics 43 (2011).
[117] Tomar, Gaurav, Fuster, Daniel, Zaleski, Stphane, and Popinet, Stphane.
Multiscale simulations of primary atomization. Computers & Fluids 39, 10
(2010), 1864 – 1874.
[118] Trouton, F. T. On the coefficient of viscous traction and its relation to that of
viscosity. Proc. Roy. Soc. (1906).
[119] Tukovic´, Z. Metoda Kontronih Volumena na Domenama Promjenjivog Oblika.
PhD thesis, University of Zagreb, 2005. In Croatian.
[120] Tukovic, Z., and Jasak, H. A moving mesh finite volume interface tracking
method for surface tension dominated interfacial fluid flow. Computers & Fluids
(2012).
[121] von Karman, Theodore. Aerodynamics. McGraw-Hill, 1963.
[122] Wadhwa, Amrita R., Magi, Vinicio, and Abraham, John. Transient deformation
and drag of decelerating drops in axisymmetric flows. Physics of Fluids (2007).
[123] Wilcox, David. Basic Fluid Mechanics 4th Ed. DCW Industries, 2010.
[124] Willis, K., and Orme, M. Binary droplet collisions in a vacuum environment:
an experimental investigation of the role of viscosity. Experiments in Fluids 34
(2003), 28–41.
[125] Wu, P. K., Ruff, G. A., and Faeth, G. M. Primary breakup in liquid/gas mixing
layers. In Proceedings of the 29th Aersopace Sciences Meeting (AIAA) (1992).
[126] Xue, S-C, Phan-Thien, N, and Tanner, RI. Numerical study of secondary
flows of viscoelastic fluid in straight pipes by an implicit finite volume method.
Journal of Non-Newtonian Fluid Mechanics 59, 2 (1995), 191–213.
157
[127] Yang, Vigor, Habiballah, Mohammed, and Hulka, James. Liquid Rocket Thrust
Chambers: Aspects of Modeling, Analysis, and Design. The American Institute
of Aeronautics and Astronautics, 2004.
158
