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. In this paper, let {} n X is a sequence of  -mixing random variables defined on a fixed probability space ( , , )  -mixing is similar to  -mixing, but they are in some ways quite different. Many authors have studied this concept and provided interesting results and applications. See, for example, Bradley (1992 Bradley ( ,1993 For independent random variables, Kruglov and Bo (1996) obtained necessary and sufficient conditions for weak convergence with a mixing property in Renyi's sense of distribution functions (dfs) of normalized monotone sequences of random variables with random index. In particular, they investigated the convergence in distribution of converges in probability to a random variable  . In a subsequent paper, Kruglov (1999) showed that the method of proof given in Kruglov and Bo (1996) is applicable to prove the following: Theorem 1.1 (Kruglov, 1999 (2010) 
Holds, where () CF is the set of continuity points of F .
The aim of this work is to relax the assumption on independence of the random variables {} n X and assume {} n X is  -mixing random variables. Our proof is essentially the same as that of Kruglov (1999) and we use lemma 2.2 in place of Kolmogorov's inequality.
THE MAIN RESULT
We assume that all the random variables that we consider are nondegenerate and defined on a common probability space ( 
It is easy to see 0,64 0,1 1,2 63,64 
The above argument generalized to arbitrary 1  k
Given an n such that
The proof of Lemma 2.2 is complete.
Proof of Theorem 2.1.
Suppose  is such that 
Hold. So the equivalence of (2.1) and (2.2) follows if we establish 
