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ABSTRACT
Over the past decade, novel live-imaging techniques have con-
siderably changed our vision of cell biology, in particular in the field
of neuroscience. Acquisitions of 3D image sequences over long pe-
riods of time, in particular, have enabled neurobiologists to follow
complex processes such as the development of neuronal populations
or degenerative events occurring in pathological contexts, improving
our understanding of the mechanisms involved in brain development
and function. In most cases, live samples are moving/growing dur-
ing long-term imaging, therefore it is required to compensate for this
global 3D motion before measuring the dynamics of the structure of
interest. We present here a method to compute a coherent 3D mo-
tion over a whole temporal sequence of 3D volumes, which is able
to capture subtle sub-voxelic displacements.
Index Terms— image registration, two-photon microscopy,
neuronal morphogenesis, axonal remodeling
1. INTRODUCTION
Quantifying the spatial dynamics of neuronal morphogenesis is cru-
cial to identify the cellular mechanisms and the genetic pathways
involved in brain development and repair, and is thus of high priority
regarding the increasing number of patients suffering from neurode-
generative diseases. Our work is motivated by the study of develop-
mental axonal remodeling, a genetically-controlled process charac-
terized by a degeneration step followed by a rapid regrowth of axons.
Here, we focus our interest on the axonal regrowth phase, which can
be studied during brain development, using the fruit fly, Drosophila
melanogaster, as a model system [1]. To image axonal regrowth in
real time during brain development, we have developed a brain ex-
plant strategy and used 2-photon confocal microscopy. Long term
imaging reveals a global motion of the sample. To quantify the ax-
onal regrowth event, we have to remove this global motion.
Given a temporal series of images, compensating for a global
motion comes to register each image of the sequence to a reference
image that can be one image of the sequence. A straightforward
approach to compute the motion consists in either co-registering
each image of the series with the reference (direct method), or co-
registering every pair of successive images and compounding the ob-
tained elementary transformations to build transformations against
the reference (indirect method). In both cases, it is assumed that the
registration method at hand is accurate enough to capture the sought
motion. Temporally distant images may exhibit differences that will
impair the registration for the direct method. Moreover, in case of
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large displacements, the common part between the two images to
be registered can be reduced, which may impair the registration too.
Thus, the indirect method is often preferred since it comes to co-
register images that exhibits few differences, but then compounding
transformations is prone to error accumulation.
In our context, it appeared that the registration method at hand
is unable to detect the out-of-plane motion between two successive
images, since this motion is much smaller than the optical slice thick-
ness. To address this last issue, multiple transformations strategies
have been proposed in several contexts: e.g. mosaicking with en-
domicroscopy [2] or super-resolution microscopy [3]. Such a strat-
egy consists in registering an image of the temporal series against
several images of the series (and not only one as in the direct and
indirect methods), and in exploiting the redundancy for a better esti-
mation of the transformation against the reference.
We propose here to follow the same kind of scheme to compen-
sate for the the global motion in temporal series in 3D 2-photon con-
focal microscopy images. In addition, we also propose a quantitative
assessment of the compensated series to identify optimal parameters.
2. DATA DESCRIPTION
We are following a symmetric population of fluorescently-labeled
neurons localized in the central region of the maturing fly brain. This
population undergoes a stereotypic developmental degeneration of
axons followed by a phase of axonal regeneration, and is thus used
as a model to study axonal remodeling. Axonal regrowth generates
a distinct projection pattern, allowing the formation of new connec-
tions. This event occurs in a time frame of about 15-20 hours, and
can thus be followed in real time using two-photon microscopy. The
two hemispheres of the brains are imaged here and the regenerating
axons are followed thanks to the expression of GFP. A typical acqui-
sition resulted in 3D stacks of 21 planes, each of 1024× 512 pixels,
with a pixel size of 0.159667µm and a plane spacing of 0.8µm.
The imaging field of view is an highly anisotropic parallelepiped of
163.50 × 81.75 × 16.8µm3. Imaging is repeated every 5 minutes,
resulting in time series of about 200 time points. Eleven sequences
were used to assessed the proposed method, although only one was
used to illustrate the method here.
3. GLOBAL MOTION COMPENSATION
3.1 Registration method
Registration have been widely addressed in the literature [4, 5].
It mainly relies on two components: a similarity measure to be opti-
mized and the transformation type to be sought. Similarity measures
can be distance-based, when paired features can be identified be-
tween the two images to be aligned, or intensity-based (e.g. SSD,
Fig. 1. Top row: left, MIP view of the first 3D stack of a temporal
series of 170 time points; right: MIP view of the last 3D stack ; in-
plane motion is visually obvious while out-of-plane motion can be
estimated thanks to the (dis)appearing of some structures. Bottom
row: slice #9 (out of 16) for first and last 3D stacks; it demonstrates
the out-of-plane motion.
mutual information). When looking for a global motion, simple
transformation types (rigid or affine as in [6]) are generally consid-
ered. For a better characterization of spatial dynamics, non-linear
transformations may also considered, as in [7]. It can be considered
that the linear registration problem is globally solved, and that pub-
lished linear registration methods are somehow comparable. How-
ever, since some changes, due to development, are to be ignored
when registering, robust methods have to be preferred [6].
For that reason, we chose to use a block matching scheme [8]
already popularized in video coding and versatile enough to address
several medical imaging registration problem [9] to compute affine
transformations. Such a scheme is comparable to the ICP method
[10] except that iconic primitives are matched instead of points.
More precisely, registration aims at the computation of the trans-
formation Tf←r that will allow to resample a floating image If onto
a reference image Ir . The transformation Tf←r is iteratively com-
puted by integrating incremental transformations δT t, i.e. T t+1f←r =
δT t ◦ T tf←r . At iteration t, blocks (or sub-images) Br of the refer-
ence image If are compared to blocks Bf of the floating image If ,
the best block pairing (the one that yields the best iconic measure,
here the normalized correlation) yields a point pairing, (Cr, Cf ), by
associating the block centers Cr and Cf . The incremental transfor-
mation is then estimated by
δT t = arg min
δT
∑∥∥Cf − δT ◦ T tf←rCr∥∥2 (1)
Linear transformations are computed with a robust method (a
Least Trimmed Squares [11] in our implementation but M-estimators
are an alternative [12]) that allows to discard outlier pairings.
3.2 Problem formulation
Given a time series of 3D volumes, I1, . . . , In, compensating
for the global motion comes to compute the transformations Ti←r
that allowed to resample the image Ii onto a reference image. Here,
we sought for affine transformations that can be represented by 4×4
matrices in homogeneous coordinates:
T =
 a11 a12 a13 txa21 a22 a23 tya31 a32 a33 tz
0 0 0 1
 (2)
Applying the indirect method to our data, i.e. computing trans-
formations Ti+1←i or Ti←i+1 and compounding them, allowed to
compensated for the in-plane motion, but not for the out-of-plane
one. This is exemplified by Fig. 2(a) that depicts the tz component
of the affine transformation for the direct method with image #86
(out of 170 time points) as reference. A plateau appears around the
reference corresponding to a null displacement along the z-axis. In-
deed the sought z displacement between any two successive images
is below the accuracy of the registration method, and this also stands
for all the images in an interval centered on the reference. Picking an
other reference just displaces this interval, as illustrated by Fig. 2(b)
where images #43, #86 and #128 served as references (tz(86) was
set to 0 to make curves comparable). When using all images as ref-
erences and putting together all the tz curves (Fig. 2(c)), it appears
that all of them are coherent although different.
(a) (b) (c)
Fig. 2. The curves depicted the translation parameter along the z-
axis for given reference image(s). (a): one reference picked in the
middle of the series, a plateau appears in the z translation parameter
around the reference. (b): the previous curve plus the ones for 2
references picked at 1/4 and 3/4 of the series. (c): all images have
served as reference.
Let assume we computed a bunch of relative transformations
Ti←j between the images Ii and Ij of the temporal series, their re-
dundancy can be exploited for the calculation of the sought transfor-
mations Ti←r . Indeed, these transformations can be viewed as noisy
estimates of composition of the Ti←r’s, i.e.
Ti←j = Ti←r ◦ T−1r←j + εij (3)
Then, estimating the Ti←r , denoted Ti in the following for the
sake of simplicity, can be formulated as an least squares problem:{








Ti ◦ T−1j , Ti←j
)2
(4)
Please note that an adequate norm d(·, ·) has to be chosen depending
of the considered transformation type.
The resolution of Eq. 4 depends on the transformation type.
In [3], authors considered translations for which there exists trivial
close form formulations. To our knowledge, there is no such di-
rect solution for linear (rigid or affine) transformations, and Eq. 4 is
solved by an iterative optimization. The interested reader will find
details for rigid transformation (the difficulty comes from the aver-
aging of rotations) in [2, 13]. Since we consider that the developing
brain may grow globally, we considered here affine transformation
and used the L2 norm of matrices. To solve Eq. 4, we adapted the
iterative resolution scheme of [13].
where meand(·) stands for the average computation using the
norm d(·, ·) (see Eq. 5). After convergence, it is straightforward to
express the global motion with respect to any image reference Ik by
transformation composition: T̂i←k = T̂i ◦ T̂−1k .



















{Ti←j ◦ T (t)j }j
)
end
Regularization of the {T (t+1)i }
until maximum number of iterations tmax is reached;
For a practical implementation of the above iterative optimiza-
tion, several choices have to be made.
1. The initial guess of the transformations {T (0)1 , . . . , T
(0)
n }. Since
only small displacements are expected, these transformations are set
to the identity transformation. Otherwise, transformations with re-
spect to a reference (direct method) can be chosen too.
2. The choice of the pairwise transformations Ti←j . The more the
transformations, the more costly the computations. We pick one im-
age out of 5, i.e. j ∈ {1, 6, . . .} to serve as references and reg-
ister the neighboring images Ii with i ∈ [j − N, j + N ] ∪ [1, n]
for various values of N . When N is equal to the temporal series
length n, these intervals span the whole series, meaning that all pair-
wise the n − 1 registrations against Ij are done. We investigated
N ∈ {10, 30, 50, 70, 100, n}.
3. The computation of the average meand({Ti←j ◦ T (t)j }j). It is
nothing but a least squares estimation. Since some registrations may
exhibit a large error (particularly if the common support of images to
be registered is small), robust estimation (i.e. least trimmed squares)
may be preferred.
4. The number of iterations tmax. Although the iterative optimiza-
tion of Eq. 4 is quite fast (because we are dealing with linear trans-
formations; this may not be the case with non-linear ones), perform-
ing too many iterations is not critical. However, we have to make
sure that enough iterations are done to reach convergence.
5. Regularization of the {T (t+1)i }. A continuous smooth global
motion is expected. To ensure or enforce the smooth variation of the
sought transformations with respect to time, we investigate whether
an explicit smoothing step is required or not. We tested a Gaussian
regularization with a standard deviation of 10 minutes (the time step
between 2 acquisitions is of 5 minutes).
3.1. Result quantitative assessment
To compare different parameter settings, it is mandatory to as-
sess/compare quantitatively the results obtained after global motion
compensation. If the global motion compensation performs well, the
intensity of a point M after compensation should not change during
the acquisition duration (axon growth phenomenons are neglected
because of their sparsity, and it is assumed that intensity changes
due to bleaching are less important that intensity variations due to
material displacement), thus that Ii ◦ T̂i(M) ' Ij ◦ T̂j(M)∀i, j,M
stands, where Ii ◦ T̂i denotes the image Ii resampled by T̂i into the
reference frame. The standard deviation of values taken by M (after
compensation) over the resampled images {Ii ◦ T̂i} seemed then to
be a relevant objective measure of motion compensation for the point
M . To assess globally the motion compensation, we computed the
probability density function of the standard deviation values. The
better the motion compensation, the smaller the standard deviation
values. Because of motion, all physical point M imaged in the first
image I1 may not be imaged during the whole acquisition. We re-
stricted the standard deviation computation to the points belonging
to the common acquisition space Ω. Let S be the acquisition space
of the 3-D stacks Ii, S = [1 . . . X] × [1 . . . Y ] × [1 . . . Z], and 1I
by the indicator image of the stacks, i.e.
1I(M) =
{
1 if M ∈ S
0 else (6)
We have Ω =
⋂
i 1I ◦ T̂i. We computed the probability density
function (pdf) of the standard deviation of the points M ∈ Ω over
the whole resampled sequence {Ii ◦ T̂i}i (see Fig. 3, left). A centile
(say 0.8) of the probability density function is used as the objec-
tive quality measure. The cumulative probability density function,
cpdf(·) (see Fig. 3, right) exemplifies graphically how to assess
the motion compensation: the leftmost curve indicates the smaller
standard deviation, and σp such that cpdf(σp) = 0.8 is the quality
measure for a given parameter settings.
Fig. 3. Left: standard deviation probability density function over the
whole resampled sequence {Ii ◦ T̂i} for several parameter settings
(the dashed curve corresponds to original data). Right: cumulative
standard deviation probability density function.
4. RESULTS
Fig. 4. Quality measures σp for different parameter settings.
Fig. 4 summarizes the quality measures for different parameter
settings for one data set. This is also representative for the 20 data
sets we have at hand. From our observations, we can derive some
general trends:
• There is a floor value for the quality measure: visual inspection of
the resampled temporal series reconstructed for this floor value did
not reveal any noticeable differences.
• The more the iterations, the faster the convergence towards the
floor value.
• The more the transformations Ti←j (the larger the N ), the faster
the convergence towards the floor value.
• Before the floor value is reached, a robust estimation of the trans-
formation average seems to perform slightly better than non-robust
estimation, and transformation regularization seems to slightly dete-
riorate the quality measure.
From these observations, we choose to perform 20 iterations, to
use all pairwise transformations Ti←j (N = n), without robust esti-
mation of the average nor regularization of the transformation. The
evolution of the parameters of the estimated global motion (affine
transformations) T̂i with respect to time are depicted in Fig. 5 where
they can be compared to pairwise transformations Ti←j . Unsurpris-
ingly, it appears that the parameters involving the third dimension,
i.e. the z-axis, are the ones (see e.g. a33, 3rd column and 3rd row)
for which there is the more dispersion in the Ti←j .
We choose the first image as reference, and the T̂i’s allow to
resample the images Ii’s onto I1. Fig. 6 presents the resampled last
image, I170 ◦ T̂170, which is to be compared to the first one I1. It
demonstrates visually the global 3D motion compensation.
Fig. 5. Purple curves depicted the evolution of pairwise transforma-
tion parameters (one curve pear each element of the 3 upper rows of
matrix T , see Eq. 2; the last row corresponds then to the translation
component) for all references, while blue curves depicted the motion
estimation.
Fig. 6. Top row: left, MIP view of the first 3D stack of a temporal
series of 170 time points; right: MIP view of the last resampled 3D
stack ; in-plane motion correction can be visually estimated. Bottom
row: slice #9 (out of 16) for first and last resampled 3D stacks; the
out-of-plane motion has been quite well compensated since similar
structures appear in both slices.
5. CONCLUSION
We propose a method for global motion compensation that is based
on multiple transformations averaging. The proposed results demon-
strated its ability to correct for sub-voxelic displacement in temporal
series. Moreover, its versatile design makes it able to handle a vari-
ety of transformation classes. In addition, we also propose a quality
measure for compensated series. This allowed us to objectively com-
pare different parameter settings and identify a default setting for
data processing. Thanks to the drift correction, we are now able to
quantitatively measure the axonal regrowth without being perturbed
by the global motion of the sample. This opens new perspectives to
understand how axons are able to regenerate both in normal devel-
opmental and in pathological context.
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