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Pre´sentation ge´ne´rale
Depuis ces dernie`res de´cennies, l’informatique (au sens large2) joue un roˆle de plus en plus
important dans la vie de tous les jours, au point de devenir a` l’heure actuelle omnipre´sente, voire
indispensable.
Ce phe´nome`ne entraˆıne tout naturellement un accroissement des quantite´s de donne´es infor-
matise´es, ce qui nous oblige a` conside´rer certains proble`mes sous un jour nouveau (et ce en de´pit
des e´volutions technologiques re´centes). Notamment, l’e´tude des proble`mes d’optimisation combi-
natoire (qui constitue une branche importante de la recherche en informatique) voit apparaˆıtre de
nouvelles proble´matiques directement lie´es a` cette augmentation.
L’e´tude d’un proble`me d’optimisation peut s’effectuer sous diffe´rents angles, de fac¸on plus ou
moins the´orique. Si l’on prend en compte le constat e´voque´ dans le paragraphe pre´ce´dent, il s’agit
de concevoir des me´thodes de re´solution qui fournissent des solutions qui sont a` la fois les plus
proches possible de l’optimal et qui, de plus, re´pondent aux proble´matiques lie´es au traitement de
grandes masses de donne´es. C’est ce que nous avons tente´ de re´aliser durant cette the`se.
Cette the`se porte sur le traitement d’un proble`me d’optimisation sur des graphes (a` savoir le
proble`me du vertex cover) dans un contexte bien particulier : celui des grandes instances de
donne´es. Nous nous sommes inte´resse´s a` plusieurs algorithmes adapte´s a` ce contexte. Nous avons
e´tudie´ la qualite´ de leurs solutions ainsi que leurs complexite´s, tout d’abord de fac¸on the´orique,
puis de manie`re expe´rimentale.
A noter que cette the`se s’inscrit dans le cadre du projet ANR ToDo3 (Time versus Optimality
in Discrete Optimization), plus particulie`rement dans la taˆche 3 de ce projet, intitule´e « Very Fast
Approximation », ainsi que dans la taˆche 4, intitule´e « Implementation of the Algorithms ».
Dans ce qui suit, nous de´crivons l’organisation globale de ce document, puis nous donnons
quelques remarques ge´ne´rales sur sa lecture.
2Comme l’ont si bien dit M. R. Fellows et I. Parberry dans leur article paru dans Computing Research News en
1993 et intitule´ SIGACT Trying to Get Children Excited About CS : « l’informatique n’est pas plus la science des
ordinateurs que l’astronomie n’est celle des te´lescopes ».
3Ce projet ANR re´unit des chercheurs du LAMSADE, du LIMOS, de l’ESSEC et de l’IBISC. Les informations
de´taille´es sur ce projet sont disponibles a` l’adresse suivante : http://todo.lamsade.dauphine.fr.
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12 Pre´sentation ge´ne´rale
Plan de la the`se
Le chapitre 1 de´crit le domaine d’e´tude des travaux effectue´s durant cette the`se. Il pre´sente le
contexte, les motivations et les proble´matiques lie´es au traitement de grandes instances de donne´es.
Il compare ensuite diffe´rents mode`les pre´ce´demment propose´s dans la litte´rature et lie´s a` ce contexte.
Il introduit par la suite le proble`me que nous avons e´tudie´ : le vertex cover. Il montre
une borne minimale sur la quantite´ de me´moire ne´cessaire pour le re´soudre. Il donne ensuite un
exemple d’application de´taille´ sur des donne´es de grande taille, puis il effectue un tour d’horizon
des principaux algorithmes existants.
Le chapitre 2 est consacre´ a` l’e´tude de trois algorithmes : LL, SLL et ASLL. Ces trois algorithmes,
que nous avons qualifie´s de memory-efficient, utilisent une taille me´moire constante par rapport
a` la taille des donne´es traite´es. Ils sont donc adapte´s au traitement des grandes instances. Nous
analysons la qualite´ des solutions qu’ils produisent ainsi que leurs complexite´s, en moyenne sur des
graphes ge´ne´raux ainsi que sur les arbres.
Le chapitre 3 est consacre´ a` l’e´tude d’autres algorithmes pour le proble`me du vertex cover
sur de grands graphes. Ces algorithmes utilisent davantage de me´moire que les algorithmes du
chapitre pre´ce´dent. Nous e´tudions leurs complexite´s et nous nous inte´ressons plus particulie`rement
a` la quantite´ de me´moire utilise´e par l’un d’entre eux.
Le chapitre 4 est consacre´ a` l’e´tude expe´rimentale sur de gros graphes des algorithmes pre´sente´s
et e´tudie´s dans ce document. Il de´taille les caracte´ristiques des expe´riences mene´es, puis il pre´-
sente les re´sultats obtenus, a` savoir la qualite´ des solutions construites par les algorithmes, leurs
complexite´s ainsi que leurs dure´es d’exe´cution.
Guide de lecture
Nous supposons dans ce document que le lecteur est familier avec les notions de graphe, d’al-
gorithme, de complexite´, d’optimisation et d’approximation. On peut toutefois citer [125] pour la
the´orie des graphes, [43] pour l’algorithmique, ainsi que [20], [103] et [118] pour la the´orie de la
complexite´, l’optimisation et l’approximation.
Dans ce me´moire, nous n’avons volontairement pas traduit certains termes, parce qu’ils font re´-
fe´rence a` des choses bien spe´cifiques et qu’ils sont bien souvent employe´s tel quel par la communaute´
franc¸aise, et aussi parce que leurs traductions feraient perdre leurs significations particulie`res.
Dans les graphes illustre´s par les figures de ce document, les sommets sont par de´faut noirs ;
ceux mis en e´vidence sont blancs, voire gris. Autrement, une le´gende est spe´cifie´e.
Chapitre 1
Traiter des donne´es de grande taille :
pourquoi et comment ?
Nous allons de´crire dans ce chapitre le domaine d’e´tude des travaux pre´sente´s dans ce document.
Nous introduirons aussi les e´le´ments qui seront utilise´s tout au long de ce me´moire.
Nous donnerons dans un premier temps le contexte, les motivations et les proble´matiques lie´es
au traitement de grandes instances de donne´es. Nous discuterons ensuite des diffe´rents mode`les
existants. Enfin, nous pre´senterons le proble`me que nous avons e´tudie´ : le vertex cover. Nous
donnerons un re´sultat original dans la section 1.4.2, nous donnerons ensuite un exemple d’applica-
tion sur de grandes tailles puis nous ferons un tour d’horizon des principaux algorithmes existants
pour ce proble`me.
1.1 Contexte, motivations et proble´matiques
De nos jours, de plus en plus de domaines d’application tels que la biologie, la me´te´orologie
ou la finance produisent de tre`s grandes quantite´s de donne´es (une loi de´rive´e de la Loi de Moore
stipule meˆme que « la quantite´ de donne´es double tous les 20 mois »). Ces donne´es sont ge´ne´ralement
e´parpille´es sur plusieurs sites et sont regroupe´es dans de grandes bases de donne´es re´parties appele´es
entrepoˆts de donne´es [70], afin d’eˆtre mises a` la disposition d’un grand nombre d’utilisateurs, dans
le but d’eˆtre exploite´es et analyse´es.
Toute une communaute´ s’inte´resse de´ja` aux grandes bases de donne´es re´parties et aux proble`mes
qui y sont lie´s, a` savoir l’inte´gration des donne´es, la gestion des acce`s concurrents, etc. En ce qui nous
concerne, nous nous inte´ressons plutoˆt a` la re´solution de proble`mes algorithmiques d’optimisation
sur de grandes instances de donne´es.
La plupart des algorithmes d’optimisation ont besoin d’explorer, de marquer, de modifier, etc.
l’instance fournie en entre´e avant de produire leurs re´sultats. Pour cela, l’instance est entie`rement
charge´e dans la me´moire de l’ordinateur qui exe´cute l’algorithme. Souvent meˆme, des structures
de donne´es additionnelles sont ne´cessaires pour me´moriser des parame`tres utilise´s tout au long des
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calculs ou pour construire la solution qui sera retourne´e a` la fin de l’exe´cution.
Cependant, avec le de´veloppement important de donne´es de grande taille, ce mode`le de calcul
n’est plus force´ment pertinent. En effet, la production de grandes quantite´s d’informations est sou-
vent le fruit de proce´de´s lourds et couˆteux (mesures expe´rimentales, collectes de valeurs provenant
de plusieurs sources, etc.). Elles doivent donc eˆtre pre´serve´es de toute modification afin de ne pas
eˆtre corrompues. C’est l’une des raisons pour laquelle la plupart des utilisateurs ne disposent que
d’un acce`s en lecture seule sur les entrepoˆts de donne´es. De plus, leurs moyens sont limite´s : ils
ne posse`dent pas toujours une machine capable de charger entie`rement les donne´es en me´moire et
comme le traitement de grandes instances prend du temps, ils ne peuvent pas allouer en ge´ne´ral
toutes leurs machines durant une trop longue pe´riode.
Notre travail s’inscrit dans ce contexte particulier, qui fait l’objet de nombreuses contraintes.
La notion de grandes instances de donne´es est relative. En effet, si l’on est amene´ a` traiter une
quantite´ d’information « normale » avec tre`s peu de moyens (re´cupe´rer et traiter des centaines de
Gigas de donne´es avec un smartphone par exemple), les proble´matiques e´voque´es ci-dessus n’en
demeurent pas moins identiques : la notion de me´moire limite´e s’applique de la meˆme fac¸on.
1.2 Un mode`le naturel de traitement des grandes instances de
donne´es
En tenant compte des conside´rations e´tablies dans la section pre´ce´dente, nous avons naturelle-
ment propose´ le mode`le suivant (la figure 1.1 en donne une illustration).
Nous supposons qu’il y a une machine standard, appele´e « Unite´ de traitement », pour ac-
ce´der aux donne´es distantes et pour exe´cuter les algorithmes. Les donne´es traite´es en entre´e des
algorithmes sont stocke´es sur un e´le´ment externe (un entrepoˆt de donne´es par exemple) appele´
« Instance ». Comme la taille de la solution calcule´e peut eˆtre importante, nous supposons qu’elle
est stocke´e elle aussi sur un e´le´ment externe (un disque dur ou un entrepoˆt de donne´es par exemple)
appele´ « Re´sultat ». Nous e´nume´rons maintenant les contraintes principales de notre mode`le.
C1. Les donne´es fournies en entre´es ne doivent pas eˆtre modifie´es : l’inte´grite´ de l’instance doit
eˆtre pre´serve´e.
C2. L’unite´ de traitement dispose d’un espace me´moire de « petite » taille (par rapport a` la grande
taille de l’instance).
C3. Les e´le´ments de la solution doivent eˆtre envoye´s « a` la vole´e », c’est-a`-dire a` chaque fois qu’ils
sont calcule´s.
La contrainte C2 implique que l’instance ne peut pas eˆtre charge´e dans la me´moire de l’unite´ de
traitement. Plus pre´cise´ment, nous supposons qu’un nombre tre`s limite´ d’e´le´ments sont stockables
sur l’unite´ de traitement.
La contrainte C3 vient du fait que dans de nombreux cas, la taille de la solution produite est (en
ordre de grandeur) aussi importante que la taille de l’instance traite´e. Il n’est donc pas possible
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de la conserver dans la me´moire de l’unite´ de traitement. Aussi, utiliser des bouts de solutions
interme´diaires pour construire la solution finale peut eˆtre complexe et couˆteux en temps et en
espace me´moire. En effet, cela implique le rechargement a` partir de la machine « Re´sultat » des
morceaux approprie´s. Afin d’e´viter de tels me´canismes, nous adoptons un point de vue radical en
proposant des me´thodes qui scannent les donne´es et envoient les re´sultats finaux de`s qu’ils sont
produits, sans conserver en me´moire des traces des calculs de´ja` effectue´s et sans modifier des parties
de la solution de´ja` calcule´es.
Instance Unité de traitement Résultat
Entrée Sortie
Fig. 1.1 – Vue d’ensemble de notre mode`le
Il s’ave`re que ce mode`le est proche de plusieurs mode`les existants. Dans la prochaine section,
nous allons en dresser un bref re´capitulatif.
1.3 D’autres approches lie´es aux grandes quantite´s de donne´es
Le mode`le que nous avons pre´sente´ dans la section pre´ce´dente pre´sente de nombreux points
communs avec des mode`les existants tels que le mode`le online, le mode`le streaming et le mode`le
I/O-efficient. Nous pre´senterons dans cette section ces trois mode`les, ainsi que l’approche property
testing.
1.3.1 Le mode`le online
De nombreux proble`mes algorithmiques rencontre´s en pratique sont online [8]. C’est le cas no-
tamment en re´seau, en ordonnancement ou bien encore dans la gestion des ressources d’un syste`me
d’exploitation. Dans ces proble`mes, l’instance traite´e est de´voile´e au fur et a` mesure durant l’exe´-
cution : les algorithmes utilise´s pour les re´soudre ne disposent pas de la totalite´ des donne´es et
surtout, ils ne connaissent pas le futur, c’est-a`-dire qu’ils ne maˆıtrisent pas la manie`re dont arrivent
ces donne´es. Ils doivent donc construire leurs solutions au fur et a` mesure, uniquement avec les
informations dont ils disposent, en faisant des choix irre´vocables.
Une contrainte importante pour un algorithme online est qu’il doit maintenir a` tout moment de
son exe´cution une solution re´alisable, c’est-a`-dire une solution possible pour le proble`me conside´re´,
en rapport avec les donne´es qu’il a de´ja` rec¸ues.
Pour e´valuer la qualite´ des solutions produites par un algorithme online, on se base sur le
rapport de compe´titivite´ (voir [29]). Il s’agit de comparer ses re´sultats avec ceux d’un algorithme
oﬄine optimal, c’est-a`-dire avec ceux d’un algorithme qui disposerait de la totalite´ de l’instance
tout au long de l’exe´cution et qui retournerait la meilleure des solutions.
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Notre mode`le de´crit pre´ce´demment pre´sente beaucoup de similitudes avec le mode`le online. En
effet, comme l’unite´ de traitement n’a pas suffisamment de me´moire pour charger l’instance a` traiter
en entier, elle la re´cupe`re morceau par morceau. Aussi, pour les meˆmes raisons, les e´le´ments de la
solution sont calcule´s au fur et a` mesure durant l’exe´cution des algorithmes, qui font de ce fait des
choix irre´vocables.
Toutefois, dans le mode`le online, aucune contrainte n’est e´nonce´e quant a` la quantite´ de me´moire
disponible. Bien souvent, l’instance, qui est de´voile´e au fur et a` mesure, grossit petit a` petit : elle
est disponible dans sa totalite´ a` la fin de l’exe´cution, ce qui n’est pas possible dans notre mode`le.
1.3.2 Les algorithmes streaming
Bien qu’ils aient de´ja` e´te´ e´tudie´s dans les anne´es 1980 [61], les algorithmes streaming ont e´te´
formalise´s dans un papier de N. Alon et al. paru en 1996 [10]. Depuis, de nombreux travaux ont e´te´
mene´s a` ce sujet (voir par exemple [37, 59] et plus re´cemment [75, 130]) et leur champ d’application
est vaste [97, 98].
Dans le mode`le streaming [22], les donne´es arrivent de manie`re arbitraire et continue (le terme
data stream signifie litte´ralement « flux de donne´es »). Ces donne´es sont accessibles en lecture (elles
ne sont pas modifiables) et peuvent eˆtre lues une ou plusieurs fois.
L’un des principes fondamentaux de ce mode`le (et qui nous inte´resse tout particulie`rement)
est que la quantite´ de donne´es a` traiter est trop conse´quente pour eˆtre stocke´e en me´moire. Les
possibilite´s de calcul sont donc restreintes : on doit traiter les informations au fur et a` mesure
qu’elles arrivent.
Cependant, contrairement au mode`le online, les algorithmes ne sont pas tenus de faire des choix
irre´vocables et de maintenir une solution re´alisable a` tout moment durant l’exe´cution (lorsque c’est
le cas, on parle alors d’algorithmes online streaming [75]). En effet, dans de nombreux cas, pour
la lecture des donne´es, on conside`re qu’une feneˆtre de taille fixe « glisse » sur le flux a` traiter : on
parle alors de sliding window (voir par exemple [60]). On peut voir les donne´es comme un ruban
continu et la feneˆtre comme une teˆte de lecture munie d’un tampon d’une certaine taille, cette teˆte
de lecture avanc¸ant progressivement dans une direction. Ainsi, lorsqu’elle se de´place, une partie des
donne´es contenues dans son tampon reste (voir la figure 1.2). De ce fait, les algorithmes peuvent
revenir en arrie`re dans leurs de´cisions, mais cette possibilite´ concerne seulement une infime portion
des donne´es.
a b c d e f g a b c d e f g
(a) Lecture des valeurs b, c et d par la feneˆtre (b) Etape suivante : lecture des valeurs c, d et e
Fig. 1.2 – Exemple de flux de donne´es lu avec une sliding window de taille 3
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Pour e´valuer les performances d’un algorithme streaming, on s’inte´resse particulie`rement a` deux
crite`res : le nombre de passes effectue´es, c’est-a`-dire le nombre de fois que l’algorithme lit le flux
de donne´es en entre´e, et la taille de l’espace me´moire disponible. En re`gle ge´ne´rale, on cherche a`
minimiser a` la fois le nombre de passes effectue´es (certains mode`les imposent meˆme d’en n’effectuer
qu’une seule) et la quantite´ de me´moire utilise´e. Ces deux crite`res sont lie´s. Dans [52], les auteurs
montrent que plus on diminue la taille de l’espace me´moire disponible, plus le nombre de passes
augmente.
Certains chercheurs ont calcule´ et prouve´ des bornes minimales sur la taille de l’espace me´-
moire ne´cessaire pour re´soudre diffe´rents proble`mes. Par exemple, J. Feigenbaum et al. ont montre´
dans [59] qu’il e´tait impossible de tester en une seule passe un certain nombre de proprie´te´s dans
un graphe avec un espace me´moire de taille infe´rieure a` n, ou` n repre´sente le nombre de sommets
du graphe. Ce re´sultat (plutoˆt ne´gatif) a entraˆıne´ la mise au point de mode`les de´rive´s plus souples
(T. O’Connel en fournit un aperc¸u dans [100]).
1. Le mode`le semi-streaming [58] : il relaˆche les restrictions sur les quantite´s d’espace me´moire
disponible. En effet, sa taille est en Θ(n logk n), ou` k est une constante non nulle (typiquement,
pour un graphe a` n sommets, on peut stocker l’ensemble de ses sommets et une partie de ses
areˆtes). Plusieurs travaux ont e´te´ mene´s re´cemment a` ce sujet [6, 56].
2. Le mode`le W-stream [112] : dans ce mode`le, les algorithmes ont la possibilite´ de modifier le
flux de donne´es qu’ils traitent en entre´e. Ainsi, lors de chaque passe, ils lisent le flux qui a e´te´
modifie´ lors de la passe pre´ce´dente. Parmi les travaux re´cents, on peut citer [51].
3. Le mode`le stream-sort [5, 112] : il s’agit d’une extension du mode`le W-stream. En plus de
pouvoir modifier les donne´es lues en entre´e, les algorithmes peuvent aussi les re´organiser dans
le flux. Parmi les travaux porte´s dans ce mode`le, on peut citer [38].
Ces trois mode`les e´tendus sont donc motive´s en grande partie par le fait que le mode`le streaming
classique est trop contraignant. En offrant plus de pouvoir aux algorithmes, on espe`re ainsi diminuer
(suivant les cas) le nombre de passes et/ou la quantite´ d’espace me´moire utilise´. Cependant, meˆme
si les justifications techniques apporte´es pour valider ces trois mode`les sont recevables, dans notre
cas, par rapport aux motivations que l’on a e´voque´es pour e´noncer les contraintes fortes de notre
mode`le, il nous est difficile de dire que ces trois extensions sont bien adapte´es au traitement de
grandes instances de donne´es.
Le mode`le que nous avons de´crit dans la section 1.2 pre´sente de nombreux points communs
avec le mode`le streaming. En effet, en raison de leur quantite´ importante, l’unite´ de traitement
est contrainte de re´cupe´rer les donne´es morceau par morceau. De plus, elle dispose d’un espace
me´moire de taille limite´e et a un controˆle restreint sur l’instance a` traiter puisqu’elle ne peut pas
la modifier.
Cependant, dans notre mode`le, comme l’unite´ de traitement ne peut conserver la solution en
me´moire, elle doit la construire au fur et a` mesure, ce qui implique que les algorithmes utilise´s
doivent effectuer des choix irre´vocables.
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1.3.3 L’approche I/O-efficient
Formalise´ par A. Aggarwal et J. Vitter a` la fin des anne´es 1980 [4] et e´tendu dans les anne´es
1990 [122], le mode`le I/O-efficient se focalise sur le nombre d’entre´es/sorties effectue´es par les
algorithmes.
Pour eˆtre plus pre´cis, dans ce mode`le, le processeur (qui exe´cute les algorithmes) dispose d’une
me´moire interne pouvant contenir M e´le´ments et de D disques de grande taille (qui contiennent les
donne´es a` traiter, au nombre de N). Lors d’une ope´ration d’entre´e (resp. de sortie), le processeur
charge en me´moire (resp. e´crit sur les disques) D blocs de donne´es de taille B chacun. On suppose
que M < N et que 1 ≤ DB ≤ M2 .
Il est admis que le processeur mette plus de temps a` communiquer avec les disques qu’avec
la me´moire interne. Les algorithmes I/O-efficient sont donc conc¸us pour effectuer le moins d’en-
tre´es/sorties (E/S) possible. On mesure alors leur la complexite´ en comptabilisant le nombre d’E/S
qu’ils effectuent. Pour cela, on se re´fe`re aux couˆts d’ope´rations e´le´mentaires. Les deux valeurs les
plus employe´es sont :
– Scan(N), qui exprime le couˆt en E/S pour scanner l’ensemble des donne´es :
Scan(N) ∈ Θ
(
N
DB
)
.
– Sort(N), qui exprime le couˆt en E/S pour trier l’ensemble des donne´es :
Sort(N) ∈ Θ
(
N
DB
logM
B
N
B
)
.
Ce nombre est relativement conse´quent, en raison du fait que trier N e´le´ments dans ce mode`le
est une ope´ration one´reuse.
On retrouve parfois d’autres valeurs :
– Search(N), qui exprime le couˆt en E/S pour trouver une valeur parmi les N donne´es :
Search(N) ∈ Θ(logDB N) .
– Perm(N), qui exprime le couˆt en E/S pour effectuer une permutation sur l’ensemble des
donne´es :
Perm(N) ∈ Θ(min {N,Sort(N)}) .
– Output(Z), qui exprime le couˆt en E/S pour e´crire Z e´le´ments sur les disques :
Output(Z) ∈ Θ
(
max
{
1,
Z
DB
})
.
Pour plus de de´tails sur ces valeurs, voir par exemple [121].
De nombreux proble`mes de graphe ont fait l’objet d’e´tudes dans ce mode`le [92], tels que la
construction d’arbres couvrants [15, 16] ou le calcul de plus courts chemins [90, 91]. La plupart des
algorithmes I/O-efficient propose´s ont une complexite´ qui s’exprime en fonction de Sort(N
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exemple, la recherche du diame`tre dans un graphe s’effectue en O (n · Sort(m)), avec n le nombre
de sommets du graphe et m son nombre d’areˆtes).
On peut faire le lien avec le mode`le que nous avons de´crit dans la section 1.2. En effet, ce que
nous avons appele´ « Unite´ de traitement » correspond au processeur, qui dispose d’une me´moire
de petite taille (puisque M < N), et ce que nous avons appele´s « Instance » et « Re´sultat »
correspondent aux disques externes. Toutefois, dans le mode`le I/O-efficient, le disque externe (qui
est accessible en lecture et en e´criture) est aussi utilise´ comme extension de la me´moire interne
(lorsqu’il n’y a plus assez de place sur celle-ci), ce qui n’est pas le cas dans notre mode`le ou` l’on
cherche plutoˆt a` minimiser son utilisation.
Propose´ par J. Abello et al., le mode`le I/O-efficient fonctionnel [2] n’autorise qu’un acce`s en
lecture aux donne´es. Cependant, les disques sur lesquels elles reposent sont toujours accessibles en
e´criture : les re´sultats produits durant l’exe´cution des algorithmes sont donc disponibles, ce qui
n’est pas le cas dans notre mode`le, ou` donne´es et re´sultats sont stocke´s sur deux e´le´ments se´pare´s.
1.3.4 Property testing et query complexity
En 1996, R. Rubinfeld et M. Sudan ont de´fini dans [111] le concept de property testing. Leurs
travaux, qui portaient sur le test de proprie´te´s alge´briques de fonctions, ont eu un roˆle important
dans le contexte de la ve´rification de programmes et plus particulie`rement dans le contexte des
PCP (voir par exemple [17, 18, 73] pour plus de pre´cisions a` ce sujet).
Peu de temps apre`s, O. Goldreich et al. [69] ont applique´ ce concept aux graphes. Depuis, ce
domaine a fait l’objet de nombreuses e´tudes [68, 109].
Un algorithme de property testing est un algorithme qui effectue un petit nombre de requeˆtes
locales sur un objet mathe´matique pour de´terminer s’il posse`de une proprie´te´ globale ou pas (par
exemple, tester la connexite´ d’un graphe en faisant des requeˆtes pour tester l’existence d’areˆtes).
Plus pre´cise´ment, il s’agit d’un algorithme randomise´ [96] qui re´soud correctement un proble`me
de de´cision avec une probabilite´ d’au moins 23 . Lorsque l’objet traite´ en entre´e ne satisfait pas la
proprie´te´ teste´e, on dit qu’il en est ǫ-e´loigne´, avec ǫ un parame`tre de distance tel que 0 < ǫ < 1.
La complexite´ des algorithmes de property testing, e´value´e en fonction du nombre de requeˆtes ef-
fectue´es (et appele´e query complexity), de´pend de plusieurs parame`tres tels que la taille de l’instance
et le parame`tre de distance ǫ. Elle est souvent sous-line´aire en la taille de l’instance, c’est-a`-dire que
les algorithmes effectuent strictement moins de requeˆtes qu’il n’y a d’e´le´ments dans l’instance. Ce
nombre de requeˆtes peut meˆme parfois eˆtre inde´pendant de la taille de l’instance traite´e. Les algo-
rithmes de property testing sont donc adapte´s pour tester des proprie´te´s sur de grandes instances
(voir par exemple [67]).
Dans cette approche, on cherche a` minimiser le nombre de requeˆtes effectue´es par les algorithmes
sur les instances qu’ils traitent. Cependant, aucune contrainte n’est e´nonce´e a` propos de la quantite´
de me´moire disponible.
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1.3.5 Synthe`se
Les diffe´rents mode`les que nous avons aborde´s dans cette section pre´sentent chacun un lien avec
le traitement de grandes instances de donne´es.
Dans le mode`le online, on insiste sur le fait que l’instance est de´voile´e petit a` petit, au fur et a`
mesure. Il faut alors traiter les donne´es « a` la vole´e », c’est-a`-dire de`s qu’elles arrivent, en faisant
des choix irre´vocables.
Dans le mode`le streaming, les donne´es arrivent aussi de fac¸on arbitraire, morceau par morceau.
De plus, la me´moire disponible pour traiter ces donne´es est limite´e. Il faut alors restreindre son
utilisation et minimiser le nombre de passes effectue´es.
Dans le mode`le I/O-efficient, les donne´es (a` lire et a` e´crire) sont stocke´es sur des e´le´ments
externes de grande taille. L’acce`s a` ces e´le´ments est couˆteux. De plus, la me´moire interne dont on
dispose est restreinte. On cherche alors a` minimiser le nombre d’acce`s aux e´le´ments externes.
Dans l’approche property testing, on veut minimiser le nombre de requeˆtes (locales) effectue´es
sur l’instance lue en entre´e.
De fac¸on ge´ne´rale, le mode`le que nous avons propose´ dans la section 1.2 reprend une partie
des proprie´te´s rencontre´es dans ces mode`les1. En effet, comme dans les mode`les streaming et I/O-
efficient, la quantite´ de me´moire disponible est restreinte. De plus, comme la communication avec
les e´le´me´nts externes est couˆteuse, il faut faire des choix irre´vocables afin d’envoyer les re´sultats
« a` la vole´e ». (Nous verrons aussi par la suite dans les prochains chapitres que, comme dans les
mode`les online et streaming, on ne maˆıtrise pas la fac¸on dont arrivent les donne´es.)
Nous avons choisi d’e´tudier ce mode`le de traitement contraignant sur un proble`me classique en
optimisation combinatoire, le proble`me du vertex cover, que nous pre´sentons dans la prochaine
section.
1.4 Le proble`me du Vertex Cover
Le proble`me du vertex cover est probablement l’un des proble`mes de combinatoire les plus
e´tudie´s en informatique depuis les re´sultats de D. Ko˝nig parus dans les anne´es 1930 [81]. Il s’agit
de plus d’un des proble`mes NP-complets les plus connus [64]. En effet, en 1972, un an apre`s que S.
Cook et L. Levin aient montre´ que le proble`me sat e´tait NP-complet [41, 87], R. Karp a prouve´
la NP-comple´tude de 21 proble`mes, dont celui du vertex cover [80]. Il s’agit d’un proble`me de
graphe qui est employe´ dans la re´solution de nombreux proble`mes e´manant de diffe´rents domaines.
L’inte´reˆt pour ce proble`me ne faiblit pas depuis les anne´es 1970. En effet, de nombreux travaux
ont e´te´ mene´s re´cemment a` ce sujet [1, 19, 26, 31, 72, 83, 117, 120] et ce sous diffe´rents aspects :
e´tude sur des familles de graphes particulie`res, e´tude dans le cadre de l’algorithmique re´partie, etc.
On peut plus particulie`rement citer les travaux de F. Delbot qui, durant sa the`se, a montre´ que
le rapport d’approximation en pire cas ne suffisait pas toujours pour comparer les performances
1Toutefois, les motivations e´voque´es et les justifications fournies ne sont pas toujours les meˆmes.
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de deux algorithmes [46]. Nous avons repris une partie de ces travaux, notamment au niveau des
heuristiques pre´sente´es et e´tudie´es, et nous les avons adapte´s au contexte du traitement de grandes
instances de donne´es.
1.4.1 Pre´sentation
Le proble`me du vertex cover est un proble`me de´fini sur des graphes simples, non oriente´s
et non ponde´re´s. Il en existe de nombreuses variantes, telles que le weighted vertex cover, le
k-path vertex cover [30], le connected vertex cover [57, 133] et bien d’autres encore [24,
28, 95].
Nous donnons dans le paragraphe qui suit des notations qui seront utilise´es tout au long de ce
document.
Notations ge´ne´rales. Soit G = (V,E) un graphe quelconque, avec V l’ensemble de ses
sommets et E l’ensemble de ses areˆtes, tel que E = {uv | u ∈ V ∧ v ∈ V }. Les graphes G = (V,E)
conside´re´s tout au long de ce document sont simples, non oriente´s et non ponde´re´s. On de´signe
par n le nombre de sommets (n = |V |) et par m le nombre d’areˆtes (m = |E|). Pour tout sommet
u ∈ V , on de´signe par N(u) l’ensemble des voisins de u (l’ensemble des sommets partageant une
areˆte avec u), d(u) = |N(u)| le degre´ de u (son nombre de voisins) et ∆ (resp. δ) le degre´ maximum
(resp. minimum) des sommets de G.
De´finition 1 (Couverture de sommets2). Soit G = (V,E) un graphe quelconque. Une couverture
de sommets C de G est un sous-ensemble de sommets tel que chaque areˆte posse`de (ou est couverte
par) au moins une extre´mite´ dans C. Formellement, on a C ⊆ V et ∀uv ∈ E, on a u ∈ C ou v ∈ C
(ou les deux).
Le proble`me du vertex cover (dans sa version proble`me d’optimisation) consiste a` trouver
une couverture de taille minimum. Il s’agit donc d’un proble`me de minimisation.
Nous de´signerons par OPT (G) la taille d’une couverture minimale pour un graphe G.
La figure 1.3 fournit un exemple pour ce proble`me. La figure 1.3(a) repre´sente un graphe a`
cinq sommets et six areˆtes. Les sommets en blanc de la figure 1.3(b) forment une couverture de
sommets du graphe pre´ce´dent. En effet, chaque areˆte posse`de au moins une extre´mite´ dans cette
solution. En revanche, bien qu’elle soit minimale pour l’inclusion3, elle n’est pas de taille minimum.
La figure 1.3(c) fournit une couverture optimale pour le graphe de la figure 1.3(a).
De nombreux proble`mes issus de domaines divers et varie´s ne´cessitent la recherche d’une cou-
verture de taille minimum (le plus souvent lors d’une e´tape interme´diaire) [105]. C’est le cas par
exemple en biologie [35, 110, 116], en physique [55, 76] ou bien dans le domaine des re´seaux [86, 132].
2Le terme vertex cover est traduit de diffe´rentes fac¸ons dans la litte´rature franc¸aise (on emploie meˆme parfois le
terme transversal). Nous utiliserons tout au long de ce document les termes « couverture de sommets » puis (plus
simplement) « couverture ».
3Une couverture est dite minimale pour l’inclusion si et seulement si le fait de lui enlever un sommet lui fait perdre
sa qualite´ de couverture. Une couverture optimale de taille minimum est toujours minimale pour l’inclusion.
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(a) Graphe a` 5 sommets et 6 areˆtes (b) Couverture de sommets (c) Couverture optimale
Fig. 1.3 – Exemple de graphe et de couvertures de sommets
Une des applications « grand public » de ce proble`me consiste a` surveiller l’inte´gralite´ des rues
d’une ville (ou bien les rayons d’un entrepoˆt ou d’un magasin) en plac¸ant un minimum de came´ras
de vide´o-surveillance aux intersections.
L’appartenance du vertex cover a` la classe des proble`mesNP-complets implique qu’il n’existe
pas d’algorithme exact pour le re´soudre en temps polynomial (a` moins que P = NP). Il reste
meˆme NP-complet sur bon nombre de classes de graphes particulie`res comme les graphes de degre´
borne´ [65].
Il existe diffe´rentes fac¸ons de s’attaquer a` un proble`me d’optimisation. On peut utiliser des
algorithmes exacts qui ont une complexite´ exponentielle ou bien des algorithmes approche´s qui ont
une complexite´ polynomiale.
Bien que le proble`me du vertex cover appartienne a` la classe FPT (Fixed Parameter Trac-
table) [54, 62, 99], nous nous sommes tourne´s vers des me´thodes de re´solution approche´es en temps
polynomial. En effet, le fait que ce proble`me soit dans la classe FPT implique qu’il peut eˆtre re´solu
de manie`re exacte en un temps qui est exponentiel, non pas en la taille de l’instance n, mais en la
taille de la couverture optimale k. Cette complexite´ parame´trique a suscite´ beaucoup d’inte´reˆt et
plusieurs algorithmes exacts ont ainsi e´te´ propose´s [39, 107], le meilleur algorithme connu a` ce jour
s’exe´cutant en O(1.2738k ·nO(1)) [40]. Ces algorithmes sont efficaces lorsque la taille de la couverture
optimale est petite [3, 108]. Mais en pratique, ils ne sont plus utilisables de`s lors que cette taille
est grande, ce qui est malheureusement souvent le cas sur de gros graphes. Il est donc pre´fe´rable
d’utiliser des algorithmes approche´s (d’autant plus que dans la section 1.4.2, nous fournirons une
raison supple´mentaire de pre´fe´rer les algorithmes approche´s aux algorithmes exacts).
Le proble`me du vertex cover appartient a` la classe APX (pour approximable), ce qui signifie
qu’il admet un algorithme polynomial dont le rapport d’approximation est borne´ par une constante.
A ce jour, le meilleur rapport d’approximation constant connu pour ce proble`me est 2. Il est
atteint avec l’heuristique propose´e par F. Gavril et qui est base´e sur les couplages maximaux
(voir [64]). Depuis, de nombreux travaux ont e´te´ mene´s pour ame´liorer ce facteur. En 1985, B.
Monien et E. Speckenmeyer [94] et R. Bar-Yehuda et S. Even [23] ont propose´ des algorithmes avec
un rapport d’approximation de 2 − ln lnnlnn . Ce ratio a e´te´ re´duit re´cemment par G. Karakostas a`
2−Θ
(
1√
logn
)
[79]. Toutefois, aucun facteur constant infe´rieur a` 2 n’a e´te´ trouve´ pour ce proble`me.
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Ainsi, en 2005, I. Dinur et S. Safra ont prouve´ que ce proble`me n’e´tait pas approximable par un
facteur infe´rieur a` 10
√
5 − 21 ≈ 1.3606 [53]. Il a aussi e´te´ prouve´ que ce facteur tendait vers 2 si
la conjecture des jeux uniques e´tait vraie [82, 104].
1.4.2 Borne minimale sur la quantite´ de me´moire ne´cessaire pour construire
une couverture optimale
Comme nous avons pu le voir pre´ce´demment, dans le mode`le streaming, la quantite´ de me´moire
utilise´e est un facteur important (il l’est d’autant plus lorsque l’on traite de grandes quantite´s de
donne´es avec des moyens limite´s). Dans ce qui va suivre, nous allons pre´senter un re´sultat ge´ne´ral
(plutoˆt ne´gatif) a` propos de la quantite´ minimale de me´moire ne´cessaire pour calculer en une seule
passe une solution optimale pour le proble`me du vertex cover.
Dans le mode`le streaming auquel on s’inte´resse ici, les graphes arrivent sur la machine de
traitement areˆte par areˆte, chaque areˆte e´tant compose´e des identifiants des deux sommets qui la
constituent. Le nombre de sommets et le nombre d’areˆtes du graphe ne sont pas connus a` l’avance.
Le re´sultat pre´sente´ dans cette sous-section est une adaptation des re´sultats de M. Zelke relatifs
au proble`me min cut (voir les pages 49 a` 57 de [129] et [130]). Dans ses travaux, il a montre´
qu’un algorithme streaming fonctionnant en une seule passe ne´cessitait Ω(n2) bits me´moire pour
construire une coupe de taille minimum. Pour y parvenir, il a fourni deux preuves distinctes, l’une
se basant sur la the´orie de la communication complexity [84, 127].
Dans ce qui va suivre, nous allons montrer que tout algorithme streaming optimal pour le pro-
ble`me du vertex cover et qui fonctionne en une seule passe ne´cessite Ω(n2) bits d’espace me´moire.
Nous donnerons tout d’abord une preuve base´e sur la the´orie de la communication complexity puis
nous donnerons une preuve alternative pour ce re´sultat, formalise´ par le the´ore`me 1 qui suit.
The´ore`me 1. Soit G = (V,E) un graphe quelconque a` n sommets. Soit A∗ un algorithme streaming
optimal de´terministe pour le proble`me du vertex cover et qui fonctionne en une seule passe. La
taille de l’espace me´moire ne´cessaire a` l’algorithme A∗ pour calculer une couverture optimale de G
est en Ω(n2) bits.
Preuve base´e sur la the´orie de la communication complexity
Cette preuve se base tout particulie`rement sur le proble`me (simple) du bit-vector pro-
bing [77], qui s’e´nonce de la manie`re suivante. Alice posse`de un vecteur de bits x de taille l,
Bob posse`de un indice i compris entre 1 et l. L’objectif de Bob est de connaˆıtre la valeur du bit xi,
sachant que les e´changes d’informations ne peuvent aller que d’Alice vers Bob.
Il n’y a pas de me´thode plus efficace que celle qui consiste a` envoyer le vecteur x en entier a` Bob
(cela ne´cessite l bits de communication). Plus pre´cise´ment, il a e´te´ montre´ dans [84] que n’importe
quel protocole qui permet a` Bob de re´cupe´rer avec une probabilite´ au moins e´gale a` 1+ǫ2 la valeur
de xi requiert au moins ǫl bits de communication.
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L’ide´e ge´ne´rale de la preuve qui va suivre est de supposer au de´part qu’un espace me´moire
strictement plus petit que n2 est suffisant pour construire une solution, afin de montrer au final
une contradiction.
De´monstration. Soit A∗ un algorithme streaming optimal de´terministe pour le proble`me du vertex
cover, qui fonctionne en une seule passe et qui utilise un espace me´moire en o(n2) bits, c’est-a`-dire,
en terme d’ordres de grandeur asymptotiques4, strictement moins que Ω(n2). Nous allons utiliser
A∗ pour construire un protocole dont le couˆt de communication est en o(n2) bits pour re´soudre le
proble`me du bit-vector probing.
Alice posse`de un vecteur x de taille n(n−1)2 bits. Elle interpreˆte ce vecteur comme e´tant la demi-
matrice d’adjacence d’un graphe G = (V,E) a` n sommets. Elle inse`re en entre´e de A∗ les areˆtes
de G puis elle envoie la configuration me´moire de A∗ a` Bob. Comme la configuration me´moire de
A∗ est en o(n2) bits (d’apre`s l’hypothe`se de de´part), on a bien un total de o(n2) bits qui circulent
d’Alice vers Bob.
Bob conside`re son indice i, compris entre 1 et n(n−1)2 , comme e´tant une areˆte ab dont il veut
de´terminer l’existence dans le graphe G. Il ne dispose que de la configuration me´moire de A∗ (il ne
posse`de pas la matrice d’adjacence du graphe G). Pour de´terminer si ab appartient a` E, il proce`de
de la manie`re suivante. Il poursuit l’exe´cution de A∗ en inse´rant des areˆtes supple´mentaires (c’est
possible, puisque A∗ est un algorithme streaming)), e´tendant G en G+ = (V +, E+), avec V ⊂ V +
et E ⊂ E+. Pour chaque sommet ui ∈ V \ {a, b}, il cre´e deux nouveaux sommets vi et wi et les
connecte a` ui. Il rajoute donc 2n − 4 areˆtes en tout a` G pour obtenir G+ (voir l’exemple de la
figure 1.4).
Maintenant, Bob exe´cute A∗ sur G+ : il obtient une couverture optimale C∗ de G+. Comme
chaque sommet ui ∈ V \ {a, b} posse`de au moins deux voisins distincts de degre´ 1 dans G+−G, on
a (V \ {a, b}) ⊆ C∗. Si ab 6∈ E, alors a et b ne sont pas dans C∗. En effet, leurs areˆtes adjacentes
sont de´ja` couvertes par leurs voisins, qui font tous partie de V . Par contre, si ab ∈ E, alors C∗
contient soit a, soit b (voir la figure 1.4).
Au final, nous montrons qu’un algorithme streaming optimal pour le proble`me du vertex
cover, qui fonctionne en une seule passe et qui utilise un espace me´moire en o(n2) bits, peut eˆtre
utilise´ pour concevoir un protocole de communication transmettant o(n2) bits et destine´ a` re´soudre
le proble`me du bit-vector probing sur un vecteur de taille Θ(n2) bits. Cela contredit la borne
minimale de Ω(n2) bits transmis dans le pire des cas pour ce proble`me.
Preuve alternative pour le the´ore`me 1
Ce re´sultat peut eˆtre prouve´ d’une autre manie`re, sans utiliser la the´orie de la communication
complexity. Auparavant, nous avons besoin d’introduire quelques e´le´ments.
4Une de´finition admise de o(n) est la suivante : o(f(n)) = O(f(n)) \Θ(f(n)), avec f : N→ R+ une fonction.
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(a) Graphe G dans lequel Bob cherche a` sa-
voir si l’areˆte ab existe
(b) Graphe G+ pour lequel la couverture optimale
est constitue´e de tous les sommets en blanc,
plus e´ventuellement a ou b (si l’areˆte ab existe)
Fig. 1.4 – Graphe dans lequel on veut de´terminer l’existence d’une areˆte
De´finition 2 (Configuration me´moire). Soit A un algorithme streaming qui prend un graphe G
quelconque en entre´e. On de´signe par MA(G) la configuration me´moire de l’algorithme A apre`s la
lecture du graphe G.
Cette preuve alternative se base sur le lemme qui suit, adapte´ du lemme 12 pre´sente´ dans [129].
Lemme 1. Soit G une famille de 2Ω(n2) graphes construits a` partir des meˆmes n sommets. Pour
tout algorithme A streaming qui fonctionne en une seule passe et qui utilise o(n2) bits me´moire, il
existe deux graphes distincts G1, G2 ∈ G tels que MA(G1) = MA(G2).
De´monstration. A tout graphe appartenant a` G (qui contient 2Ω(n2) graphes diffe´rents) correspond
une configuration me´moire pour l’algorithme A. Sachant que A dispose d’un espace me´moire en
o(n2) bits, il existe 2o(n
2) configurations me´moires diffe´rentes, ce qui est strictement infe´rieur a`
2Ω(n
2). Il y a donc force´ment deux graphes distincts G1, G2 ∈ G tels que MA(G1) = MA(G2).
Nous pouvons maintenant donner la preuve pour le the´ore`me 1.
De´monstration. Soit A∗ un algorithme streaming optimal de´terministe pour le proble`me du vertex
cover, qui fonctionne en une seule passe et qui utilise un espace me´moire de o(n2) bits. Dans ce qui
va suivre, nous allons construire deux graphes distincts G+1 et G
+
2 tels que MA∗(G
+
1 ) = MA∗(G
+
2 )
mais tels que OPT (G+1 ) 6= OPT (G+2 ).
Soit V = {u1, u2, . . . , un} un ensemble de n sommets, avec n mod 3 = 0. On de´finit S ⊂ V
par S = {u1, u2, . . . , un
3
}. Clairement, il y a 2Ω(n2) graphes distincts constructibles a` partir de S.
Donc, d’apre`s le lemme 1, il existe deux graphes distincts G1 et G2 tels que MA∗(G1) = MA∗(G2).
Conside´rons ces deux graphes et supposons que OPT (G1) = OPT (G2) (un exemple est donne´ a` la
figure 1.5).
Par la suite, pour obtenir G+1 et G
+
2 , nous allons appliquer exactement les meˆmes ope´rations a`
G1 et a` G2, de manie`re a` ce que l’algorithme A
∗ ne puisse pas les distinguer.
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Tout d’abord, on ajoute les 2n3 sommets isole´s de V \ S a` G1 et a` G2, puis on les connecte aux
sommets de S de la fac¸on suivante. Puisque G1 6= G2, on peut trouver une areˆte ab appartenant
a` G1 mais pas a` G2. Pour tout sommet ui ∈ V \ {a, b}, on ajoute une areˆte uiun
3
+i et une areˆte
uiu 2n
3
+i de la meˆme fac¸on a` G1 et a` G2. On obtient donc deux graphes distincts G
+
1 et G
+
2 ou`
l’areˆte ab appartient a` G+1 mais pas a` G
+
2 .
Comme nous avons effectue´ exactement les meˆmes ope´rations sur G1 et sur G2 et comme
MA∗(G1) = MA∗(G2), automatiquement, on a MA∗(G
+
1 ) = MA∗(G
+
2 ). Reste a` savoir si OPT (G
+
1 ) =
OPT (G+2 ).
Tels que nous avons construit G+1 et G
+
2 , les sommets de V \ S sont de degre´ 1 ou 0. Plus
pre´cise´ment, chaque sommet de S \ {a, b} (il y en a exactement n3 − 2) est connecte´ a` exactement
deux sommets de degre´ 1 (il y en a donc 2n3 −4 en tout, auxquels s’ajoutent quatre sommets isole´s).
De ce fait, la couverture optimale pour G+2 (dans lequel l’areˆte ab n’est pas pre´sente) est exactement
S \ {a, b}. Donc, OPT (G+2 ) = n3 − 2. On ne peut pas avoir la meˆme couverture optimale pour G+1 .
En effet, il faut couvrir l’areˆte ab qu’il posse`de et on ne peut pas retirer un sommet de S \ {a, b},
sous peine de rendre au moins deux areˆtes non couvertes (voir la figure 1.5). Il faut donc prendre
a ou b (en plus des sommets de S \ {a, b}). On a donc OPT (G+1 ) = OPT (G+2 ) + 1.
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(a) Graphe G1 tel que OPT (G1) = OPT (G2) (b) Graphe G2 tel que OPT (G2) = OPT (G1)
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(c) Graphe G+1 n’ayant pas la meˆme couver-
ture optimale que G+2
(d) Graphe G+2 n’ayant pas la meˆme couver-
ture optimale que G+1
Fig. 1.5 – Construction de deux graphes n’ayant pas la meˆme solution optimale a` partir de deux
graphes distincts ayant la meˆme couverture optimale
Nous avons donc deux graphes distincts G+1 et G
+
2 tels que MA∗(G
+
1 ) = MA∗(G
+
2 ). Comme
l’algorithme A∗ dispose exactement des meˆmes e´le´ments en me´moire pour ces deux graphes, il
retourne la meˆme solution pour les deux, malgre´ le fait que OPT (G+1 ) = OPT (G
+
2 )+ 1. Il commet
donc une erreur pour l’un d’entre eux.
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1.4.3 Un exemple d’application sur de grands graphes
Comme nous avons pu le voir pre´ce´demment, le proble`me du vertex cover intervient dans
la re´solution de nombreux proble`mes issus de diffe´rents domaines. Nous avons aussi vu que les
quantite´s de donne´es manipule´es dans la plupart des disciplines sont de plus en plus conse´quentes.
Nous allons donc fournir dans ce qui va suivre un exemple d’application du proble`me du vertex
cover dans notre mode`le de traitement de grandes instances.
Nous allons de´crire le proble`me d’assemblage SNP d’haplotypes, qui intervient dans le se´quen-
c¸age d’ADN. Ce proble`me a une importance fondamentale, notamment en phyloge´nie5 et en me´-
decine (voir [115]). Il a fait l’objet de plusieurs e´tudes il y a quelques anne´es [85, 89] et plus
re´cemment [63, 114].
Une mole´cule d’ADN est une suite de symboles issus d’un alphabet de quatre lettres : A (ade´-
nine), C (cytosine), G (guanine) et T (thymine), chaque lettre correspondant a` une base d’ADN
appele´e aussi nucle´otide. Les chromosomes des organismes diplo¨ıdes consistent en deux se´quences
d’ADN appele´es haplotypes (il y en a une pour chaque brin du chromosome). Un Single-Nucleotide
Polymorphism (SNP, que l’on prononce « snip ») est une diffe´rence entre deux nucle´otides situe´s a`
la meˆme position dans les deux haplotypes. (Pour plus de de´tails sur ces notions, lire le chapitre 4
de [42] ou bien les pages 95 et 96 de [9].)
Durant le processus de se´quenc¸age, en raison des limites technologiques, les longues mole´cules
d’ADN sont de´coupe´es en fragments. La se´quence d’origine est alors reconstitue´e en assemblant
ces fragments. Il s’agit de la phase d’assemblage. Celle-ci est d’autant plus complique´e lorsque l’on
souhaite reconstituer les deux haplotypes pour chaque chromosome d’un organisme diplo¨ıde (c’est
le cas notamment pour l’eˆtre humain : voir [78]). En effet, en raison des SNPs, certaines re´gions
diffe`rent naturellement d’un brin a` un autre. Malheureusement, les fragments obtenus peuvent aussi
contenir des erreurs. Il faut donc reconstituer l’ADN le plus fide`lement possible, en e´liminant un
maximum d’erreurs et en retirant un minimum de SNPs. Pour ce faire, il existe principalement trois
techniques.
1. Retirer un minimum de fragments.
2. Corriger un minimum de valeurs dans les nucle´otides.
3. Ecarter un minimum de SNPs.
Chacune de ces me´thodes est lie´e a` un proble`me d’optimisation [85, 89].
Conside´rons la troisie`me technique. Soit S un ensemble de n SNPs. Soit F un ensemble de m
fragments d’ADN. Soit R : S ×F → {0, A,B} une relation indiquant si un SNP si ∈ S n’apparaˆıt
pas dans un fragment fj ∈ F (dans ce cas, R(si, fj) = 0) ou s’il apparaˆıt, la valeur non nulle de
si (dans ce cas, R(si, fj) vaut A ou B). Notons au passage que cette relation R (et en particulier
les valeurs A et B) est obtenue uniquement a` partir d’observations expe´rimentales (la figure 1.6 en
montre un exemple).
5La phyloge´nie est l’e´tude des parente´s entre diffe´rents eˆtres vivants en vue de comprendre leur e´volution.
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s1 s2 s3 s4
f1 ATCGATGC A T G
f2 TCGATGG A T G A AT
f3 ATG C A G G A ATGCAA
f4 A G G C ATGCAT
f5 TGCA T
R s1 s2 s3 s4
f1 A A
f2 B A A
f3 A B A A
f4 B B B
f5 B
(a) Alignement de fragments d’ADN (b) Matrice SNP obtenue
Fig. 1.6 – Exemple de fragments d’ADN et de SNPs
Deux SNPs si et sj sont en conflit lorsqu’il existe deux fragments fk et fl tels que exactement
trois des R(si, fk), R(si, fl), R(sj, fk), R(sj, fl) ont la meˆme valeur non nulle et une posse`de la valeur
non-nulle oppose´e (par exemple, si R(si, fk) = R(si, fl) = R(sj, fk) = A et si R(sj, fl) = B).
Soit G = (S, C) un graphe des conflits SNP. Dans ce graphe, chaque sommet si ∈ S repre´sente un
SNP et chaque areˆte sisj ∈ C repre´sente un conflit entre deux SNPs distincts si et sj. La figure 1.7
montre un graphe des conflits SNP ge´ne´re´ a` partir des valeurs observe´es dans la figure 1.6.
b
s1
s2
s3
s4
b
b b
Fig. 1.7 – Exemple de graphe des conflits SNP
Le proble`me d’assemblage SNP d’haplotypes est donc de maximiser le nombre de SNPs qui ne
sont pas en conflit. Une fac¸on de faire est de retirer le plus petit sous-ensemble S ′ de S dans G de
telle sorte que le sous-graphe induit G − S ′ ne contienne plus d’areˆte. Cela revient donc a` trouver
une couverture de taille minimum dans G.
A partir de grandes quantite´s de mesures expe´rimentales (obtenues par exemple dans un centre
de se´quenc¸age d’ADN), on peut ge´ne´rer de tre`s grosses se´quences d’ADN et ainsi produire un tre`s
gros nombre de SNPs et de fragments. On peut donc cre´er un tre`s gros graphe des conflits SNP et
le stocker (par exemple) sur un entrepoˆt de donne´es. Ce graphe peut eˆtre partage´, via un acce`s en
lecture seule, avec des scientifiques pour effectuer des calculs divers et varie´s.
Un ge´ne´ticien, qui souhaiterait re´soudre des conflits biologiques dans un tel graphe, ne dispose
pas ne´cessairement de machines puissantes pour effectuer les calculs. Ses possibilite´s sont donc
limite´es : il ne peut pas copier l’inte´gralite´ du graphe dans la me´moire de sa machine (il peut
cependant laisser tourner un logiciel pendant plusieurs jours). De ce fait, un proce´de´ de calcul
simple doit eˆtre imple´mente´ sur sa machine, afin de re´cupe´rer le graphe des conflits morceau par
morceau (en envoyant des requeˆtes a` l’entrepoˆt de donne´es), de traiter chacun des morceaux et
1.4 Le proble`me du Vertex Cover 29
d’envoyer le re´sultat « a` la vole´e » (sur un disque dur externe par exemple).
Il s’agit la` d’un exemple parmi tant d’autres puisque la plupart des domaines d’application du
vertex cover sont susceptibles de produire a` l’heure actuelle de grandes quantite´s de donne´es.
1.4.4 Tour d’horizon des diffe´rents types d’heuristiques existantes
De nombreux algorithmes ont e´te´ propose´s ces dernie`res anne´es pour re´soudre le proble`me
du vertex cover (voir par exemple la section de [20] consacre´e a` ce proble`me). Dans cette
sous-section, nous donnons un rapide tour d’horizon des diffe´rents types d’heuristiques (les plus
classiques) qui existent. Notre objectif est de trouver une heuristique ou un groupe d’heuristiques
capables de s’adapter facilement a` notre mode`le de traitement de grandes instances de donne´es
pre´sente´ dans la section 1.2.
La solution la plus naturelle consiste a` couvrir un maximum d’areˆtes en se´lectionnant lors de
chaque e´tape un sommet de plus fort degre´. C’est ce que fait l’algorithme MDG (pour Maximum
Degree Greedy).
Algorithme 1 (MDG). Soit G = (V,E) un graphe. Tant que E 6= ∅, on se´lectionne dans G un
sommet u de plus fort degre´, on l’ajoute a` la solution puis on le retire du graphe (les areˆtes incidentes
a` u sont retire´es de G et les degre´s des sommets restants sont mis a` jour).
Il a e´te´ prouve´ (en adaptant la preuve pre´sente dans [43] pour le proble`me set cover) que cet
algorithme retourne des solutions H(∆)-approche´es dans le pire des cas, avec H(∆) = 1 + 12 +
1
3 + · · · + 1∆ ≈ log ∆ le nombre harmonique de rang ∆ . Ce rapport est atteint sur des graphes
bipartis particuliers [101] (ces graphes sont appele´s graphes Anti-MDG dans [46]).
Bien souvent, plusieurs solutions sont possibles : MDG n’est pas de´terministe. Lors d’une e´tape,
il peut y avoir plusieurs sommets de plus fort degre´ (dans ce cas, le choix est arbitraire).
Un exemple d’exe´cution de l’algorithme MDG est donne´ par la figure 1.8.
Une autre solution de´ja` e´voque´e pre´ce´demment consiste a` retourner les sommets d’un couplage
maximal (au sens de l’inclusion), c’est-a`-dire un ensemble d’areˆtes deux a` deux non adjacentes tel
que l’on ne puisse plus ajouter d’autres areˆtes. Il s’agit de l’algorithme ED (pour Edge Deletion).
Algorithme 2 (ED). Soit G = (V,E) un graphe. Tant que E 6= ∅, on se´lectionne dans G une areˆte
uv, on ajoute ses extre´mite´s u et v a` la solution puis on les retire du graphe (les areˆtes incidentes a` u
et a` v sont retire´es de G).
Son rapport d’approximation (e´gal a` 2) est atteint sur les e´toiles (voir la figure 1.9). Il a aussi e´te´
montre´ qu’il tendait vers min
{
2, 1
1−√1−ǫ
}
pour les graphes ayant un degre´ moyen d’au moins ǫn et
qu’il tendait vers min
{
2, 1
ǫ
}
pour les graphes ayant un degre´ minimum d’au moins ǫn (voir [32]).
Une autre solution, inspire´e par MDG, se base sur le fait que choisir un sommet de degre´
minimum est un choix peu judicieux (par exemple, dans un arbre, se´lectionner une feuille est un
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(a) Graphe sur lequel on exe´cute MDG (b) Premie`re e´tape : on se´lectionne le sommet f
b
b
bb
a b
c
d
e
g
h
b
b
bc
b
b
b
a b
c
e
g
h
b
b
bc
(c) Deuxie`me e´tape : on choisit le sommet d (d) Troisie`me e´tape : on prend le sommet b
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(e) Quatrie`me e´tape : on prend le sommet a (f) Cinquie`me e´tape : on choisit le sommet h
b
c
e
g b
b
b
a b
c
d
ef
g
h
b
b
bc
bc
bcbc
bc
(g) Sixie`me e´tape : il n’y a plus rien a` faire (le
graphe ne contient plus d’areˆte)
(h) Solution obtenue a` la fin de l’exe´cution
Fig. 1.8 – Exe´cution de l’algorithme MDG sur un graphe a` 8 sommets
mauvais choix : en se´lectionnant son voisin, on couvre l’areˆte qui les relie et potentiellement d’autres
areˆtes). L’algorithme GIC (pour Greedy Independent Cover) se base sur ce principe (un exemple
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Fig. 1.9 – Solution retourne´e par l’algorithme ED sur une e´toile S7
d’exe´cution est illustre´ par la figure 1.10).
Algorithme 3 (GIC). Soit G = (V,E) un graphe. Tant que E 6= ∅, on se´lectionne dans G un sommet
u de plus faible degre´, on ajoute son voisinage N(u) a` la solution puis on les retire du graphe (les areˆtes
incidentes a` N(u) ∪ {u} sont retire´es de G et les degre´s des sommets restants sont mis a` jour).
GIC est au moins
√
∆
2 -approche´ (ce rapport est atteint sur les graphes pre´sente´s dans [21]). Il
est cependant optimal sur les arbres (nous y reviendrons dans le chapitre 2).
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(a) Premie`re e´tape : on conside`re le sommet e et
on met ses voisins (en blanc) dans la solution
(b) Deuxie`me e´tape : on proce`de de la meˆme fa-
c¸on avec le sommet g et ses voisins a et h
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(c) Troisie`me e´tape : il ne reste plus que l’areˆte
bc a` couvrir
(d) Solution obtenue a` la fin de l’exe´cution
Fig. 1.10 – Exe´cution de l’algorithme GIC sur le graphe de la figure 1.8
Les algorithmes MDG, ED et GIC de´crits ci-dessus ont une complexite´ en O(m). De fac¸on
ge´ne´rale, ils fonctionnent a` chaque e´tape de la manie`re suivante : se´lectionner un morceau du
graphe (un ou plusieurs sommets), en mettre une partie dans la solution puis retirer ces e´le´ments
du graphe en le mettant a` jour, c’est-a`-dire par exemple en recalculant les degre´s des sommets
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restants. Pour effectuer cela, il faut soit modifier directement le graphe en entre´e (ou travailler
sur une copie de ce graphe), soit stocker des informations sur les e´le´ments supprime´s du graphe.
Dans les deux cas, les contraintes C1 et C2 de notre mode`le de´crit dans la section 1.2 ne sont pas
satisfaites. De plus, pour MDG (resp. GIC), se´lectionner un sommet de plus fort (resp. plus faible)
degre´ demanderait en pratique lors de chaque e´tape beaucoup d’ope´rations. Il faudrait en effet
calculer a` chaque fois les degre´s mis a` jour de tous les sommets et se´lectionner celui qui convient,
ce qui donnerait une complexite´ en O(nm).
Nous verrons toutefois dans le chapitre 3 qu’en relaˆchant la contrainte C2 (en autorisant n bits
d’espace me´moire), nous pouvons adapter l’algorithme ED et l’algorithme GIC sur les arbres.
Un autre algorithme connu et propose´ en 1982 par C. Savage [113] consiste a` effectuer un
parcours en profondeur et a` retourner tous les sommets qui ne sont pas des feuilles. Cet algorithme,
commune´ment appele´ DFS (pour Depth First Search), retourne bien une couverture puisque les
feuilles d’un parcours en profondeur ne sont jamais relie´es par une areˆte dans le graphe.
Algorithme 4 (DFS). Soit G = (V,E) un graphe. Soit T = (V,ET ) un arbre construit a` partir d’un
parcours en profondeur effectue´ sur G. Soit F (T ) l’ensemble des feuilles de T . On met dans la solution
l’ensemble des sommets V \ F (T ).
Il a un rapport d’approximation en pire cas de 2. Ce rapport peut eˆtre atteint sur des chemins
de taille 2k + 1. En effet, si la racine a` partir de laquelle le parcours en profondeur est effectue´ est
l’une des deux extre´mite´s du chemin, on retourne 2k sommets, alors que la taille d’une couverture
optimale est k.
Pour calculer un arbre de parcours en profondeur, de la me´moire est ne´cessaire notamment pour
marquer les sommets de´ja` explore´s ou en cours d’exploration. La` aussi, les contraintes C1 et C2 ne
sont pas respecte´es.
Une autre cate´gorie de solutions est base´e sur la programmation line´aire et ses extensions.
C’est notamment le cas de la solution 2−Θ
(
1√
logn
)
-approche´e de G. Karakostas, base´e sur de la
programmation semi-de´finie. De manie`re ge´ne´rale, ces types de me´thodes ne´cessitent le chargement
de l’ensemble des contraintes en me´moire, ce qui viole la` encore la contrainte C2.
En s’inspirant de [49] et de [21], F. Delbot et C. Laforest ont pre´sente´ et e´tudie´ dans [47] deux
algorithmes de liste, ListRight et ListLeft , qui ont les proprie´te´s suivantes : ils parcourent tous les
deux les sommets du graphe un par un dans un ordre fixe´ a` l’avance (une liste), et de`s qu’ils traitent
un sommet, ils prennent une de´cision irre´vocable a` son sujet.
Algorithme 5 (ListLeft). Soit G = (V,E) un graphe et L une liste de ses sommets. Soit C la
couverture construite (au de´part, C ← ∅). La liste L est parcourue de gauche a` droite. Pour chaque
sommet u ∈ V , si u posse`de un voisin v situe´ a` sa droite dans L et qui n’est pas dans C, alors on met
u dans C.
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Algorithme 6 (ListRight). Soit G = (V,E) un graphe et L une liste de ses sommets. Soit C la
couverture construite (au de´part, C ← ∅). La liste L est parcourue de droite a` gauche. Pour chaque
sommet u ∈ V , si u posse`de un voisin v situe´ a` sa droite dans L et qui n’est pas dans C, alors on met
u dans C.
Il a e´te´ montre´ dans [47] que lorsqu’ils sont exe´cute´s sur un graphe associe´ a` une meˆme liste
L, l’algorithme ListRight retourne une solution toujours meilleure que l’algorithme ListLeft . Il a
aussi e´te´ montre´ dans [27] que ListRight est 2-approche´ en moyenne. De plus, des expe´rimentations
mene´es dans [48] montrent qu’il offre de bonnes performances en moyenne et qu’elles sont meˆme
souvent meilleures que celles de l’algorithme ED.
Cependant, durant l’exe´cution de ListRight , il faut conserver en me´moire des informations sur
les sommets que l’on a mis dans la solution, ce qui n’est pas le cas pour l’algorithme ListLeft . En
effet, comme la liste L est parcourue de gauche a` droite, lorsqu’un sommet u est examine´, tous ses
voisins situe´s a` sa droite ne sont force´ment pas encore dans la couverture. On peut donc rede´finir
l’algorithme 5 de la manie`re suivante (voir l’algorithme 7).
Algorithme 7 (ListLeft). Soit G = (V,E) un graphe et L une liste de ses sommets. La liste L est
parcourue de gauche a` droite. Pour chaque sommet u ∈ V , si u posse`de un voisin v situe´ a` sa droite
dans L, alors on ajoute u dans la solution.
Ainsi, il n’est pas ne´cessaire de conserver en me´moire des informations sur les sommets que l’on
a ajoute´s dans la couverture.
Certes, l’algorithme ListLeft est plus mauvais que l’algorithme ListRight , mais il pre´sente tout
de meˆme une proprie´te´ importante : il n’a pas besoin de stocker en me´moire des informations durant
son exe´cution. Nous nous sommes donc base´s sur cet algorithme pour proposer et e´tudier dans le
chapitre 2 trois heuristiques proches : LL, SLL et ASLL.
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Chapitre 2
Etude et analyse de trois algorithmes
memory-efficient pour le proble`me
du Vertex Cover
Dans ce chapitre, nous nous inte´resserons tout particulie`rement a` trois heuristiques adapte´es au
traitement de grandes instances de donne´es pour le proble`me du vertex cover.
Nous avons qualifie´ ces algorithmes de memory-efficient. Cette notion existe de´ja` dans la litte´ra-
ture, et ce dans diffe´rents domaines [36, 44, 126]. Elle est souvent employe´e de manie`re relative, afin
de comparer les performances me´moires de plusieurs algorithmes entre eux. Par exemple, dans [126],
les auteurs pre´sentent un algorithme pour le proble`me d’alignement structurel d’ARNs dont la com-
plexite´ me´moire est en O(n3). Ils qualifient cet algorithme de memory-efficient puisqu’il ame´liore
la complexite´ me´moire du pre´ce´dent algorithme connu qui est en O(mn3).
De fac¸on ge´ne´rale, on peut dire qu’un algorithmememory-efficient est un algorithme qui n’utilise
pratiquement pas de me´moire. Cette de´finition reste bien e´videmment floue puisque, pour chaque
proble`me, on peut quantifier de manie`re assez libre ce qu’on entend par « pratiquement pas de
me´moire ».
Dans notre cas, nous conside´rons qu’un algorithme memory-efficient est un algorithme qui
utilise un nombre constant de variables inde´pendamment de la quantite´ de donne´es qu’il traite.
Les trois algorithmes que nous allons e´tudier tout au long de ce chapitre n’emploient que deux ou
quatre variables pour construire leurs solutions, et ce quelle que soit la taille du graphe lu en entre´e
(ils ont donc une complexite´ me´moire en O(1)).
Cependant, la place que prend une variable en me´moire de´pend souvent de la taille des donne´es
traite´es (par exemple, si l’on doit stocker un entier compris entre 1 et n, la variable employe´e prend
log2 n bits). Donc, si l’on veut eˆtre pre´cis, les algorithmes que nous allons de´crire ont une complexite´
me´moire en O(log n) bits ce qui, meˆme en pratique, reste ne´gligeable par rapport a` n.
Nous allons donc pre´senter, e´tudier et analyser dans ce chapitre trois algorithmes memory-
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efficient adapte´s aux contraintes de notre mode`le de´crit dans la section 1.2. Apre`s avoir donne´
leurs descriptions, nous e´tudierons la qualite´ des solutions qu’ils retournent, en moyenne et sur des
arbres (pour deux d’entre eux), puis nous e´tudierons leurs complexite´s.
Une partie des travaux pre´sente´s dans ce chapitre ont e´te´ expose´s dans [13] et publie´s dans [14].
2.1 Pre´sentation des algorithmes LL, SLL et ASLL
Nous nous sommes base´s sur l’algorithme ListLeft pre´sente´ et de´crit dans la section 1.4 pour
de´finir les trois heuristiques e´tudie´es dans ce chapitre, qui sont par ailleurs librement inspire´es de
l’algorithme de´crit et e´tudie´ par D. Avis et T. Imamura dans [21].
Avant de donner leurs descriptions, nous devons au pre´alable de´finir quelques notions simples
qui seront re´gulie`rement utilise´es par la suite.
Dans les applications de la vie de tous les jours, les sommets d’un graphe repre´sentent des choses
concre`tes : des stations de me´tro, des individus, des taˆches a` ordonner, etc. Bien souvent, chaque
sommet d’un graphe posse`de un identifiant (un label) unique. Par exemple, il n’y a pas deux stations
du me´tro parisien qui portent le meˆme nom. Ces diffe´rents labels peuvent eˆtre ordonne´s (par ordre
lexicographique par exemple) et donc compare´s. Nous le formalisons de la manie`re suivante.
De´finition 3 (Graphe e´tiquete´). Un graphe G = (V,L,E) est dit e´tiquete´ si ses n sommets
sont e´tiquete´s par une fonction L ∈ L(G) donnant, pour chaque sommet u ∈ V , un label unique
L(u) ∈ {1, . . . , n}. L(G) de´signe l’ensemble des n! e´tiquetages possibles sur le graphe G = (V,E).
Un exemple de graphe e´tiquete´ est donne´ a` la figure 2.1.
b
bb
bb
1 2
34
5
Fig. 2.1 – Exemple de graphe e´tiquete´ a` 5 sommets
De´finition 4 (Voisin gauche et voisin droit). Soit G = (V,L,E) un graphe e´tiquete´. Soit uv ∈ E
une areˆte quelconque de G. Le sommet v est voisin droit (resp. voisin gauche) du sommet u si et
seulement si L(v) > L(u) (resp. L(v) < L(u)).
Nous pouvons maintenant donner une description simple1 des trois algorithmes LL, SLL (pour
Sorted-LL) et ASLL (pour Anti Sorted-LL) qui se basent sur ces notions. Nous montrerons au
passage qu’ils peuvent eˆtre facilement imple´mente´s dans notre mode`le.
1En raison de leur simplicite´, nous avons choisi de les pre´senter sous forme de proprie´te´s ensemblistes. Nous
donnerons plus de de´tails a` propos de leur imple´mentation par la suite.
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Algorithme 8 (LL). Soit G = (V,L,E) un graphe e´tiquete´. Pour chaque sommet u ∈ V , u est ajoute´
a` la couverture si et seulement si il posse`de au moins un voisin droit.
L’algorithme SLL est une variante de l’algorithme LL, qui compare d’abord les degre´s des som-
mets avant de comparer leurs labels.
Algorithme 9 (SLL). Soit G = (V,L,E) un graphe e´tiquete´. Pour chaque sommet u ∈ V , u est
ajoute´ a` la couverture si et seulement si ∃v ∈ N(u) tel que d(v) < d(u) ou si u posse`de un voisin droit
de meˆme degre´.
L’algorithme ASLL est une variante de l’algorithme SLL qui, en quelque sorte, traite le graphe
« a` l’envers » (puisque les conditions sont inverse´es).
Algorithme 10 (ASLL). Soit G = (V,L,E) un graphe e´tiquete´. Pour chaque sommet u ∈ V , u est
ajoute´ a` la couverture si et seulement si ∃v ∈ N(u) tel que d(v) > d(u) ou si u posse`de un voisin
gauche de meˆme degre´.
On peut facilement voir que ces trois algorithmes retournent toujours une couverture, et ce
quel que soit le graphe sur lequel ils sont exe´cute´s. En effet, soit uv une areˆte quelconque. Elle est
couverte car l’une de ses deux extre´mite´s u et v est, vis-a`-vis de l’autre, pour LL : voisin droit ;
pour SLL (resp. ASLL) : voisin de degre´ infe´rieur (resp. supe´rieur) ou voisin droit (resp. gauche) de
meˆme degre´.
Reprenons le graphe de la figure 2.1. Sur ce graphe, l’algorithme LL retourne l’ensemble de
sommets {1, 2, 3}, tandis que SLL retourne {2, 3, 5} et ASLL retourne {1, 2, 4, 5}.
Nous allons maintenant donner des pre´cisions concernant le traitement des graphes dans notre
mode`le qui est de´crit a` la section 1.2. Nous montrerons ensuite que les algorithmes LL, SLL et ASLL
sont adapte´s a` ce mode`le.
Pre´cisions a` propos du traitement des graphes dans notre mode`le
Reprenons le sche´ma ge´ne´ral de notre mode`le fourni par la figure 1.1 page 15.
Nous supposons que le graphe G = (V,L,E) pris en entre´e est stocke´ sur la machine « Instance »
sous la forme d’une liste d’adjacence dans laquelle les sommets et leurs voisins sont stocke´s dans un
ordre quelconque (pas ne´cessairement par ordre croissant ou de´croissant des labels). Nous supposons
que les degre´s des sommets sont disponibles sur cette machine lue en entre´e : ils peuvent avoir e´te´
calcule´s et stocke´s lors de la construction du graphe.
L’unite´ de traitement (qui exe´cute les algorithmes LL, SLL et ASLL) envoie des requeˆtes a` la
machine « Instance » et scanne G sommet par sommet. Pour chaque sommet courant u (son label
et son degre´, si besoin), elle scanne ses voisins (leurs labels et leurs degre´s, si besoin) un par un.
Lorsque la machine de traitement de´cide qu’un sommet u est dans la solution (suivant les conditions
e´nonce´es pre´ce´demment pour chacun des algorithmes), u est envoye´ directement et de´finitivement
dans la couverture (cette dernie`re est stocke´e sur l’e´le´ment exte´rieur appele´ « Re´sultat »). Alors,
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l’unite´ de traitement re´cupe`re le prochain sommet (puis ses voisins, un par un). Dans le cas contraire,
elle doit scanner tous les voisins de u (et, a` la fin, passer au sommet suivant, comme dans le cas
pre´ce´dent).
On suppose que la machine « Instance» sur laquelle est stocke´e le graphe a la capacite´ d’effectuer
toutes ces ope´rations (retourner les labels et les degre´s, passer au voisin suivant, etc.) de manie`re
efficace.
Les contraintes C1, C2 et C3 sont satisfaites
Montrons maintenant que les trois heuristiques de´crites pre´ce´demment sont bien adapte´es a`
notre mode`le.
Par rapport aux pre´cisions apporte´es ci-dessus, regardons si les contraintes du mode`le C1, C2
et C3 donne´es a` la page 14 sont respecte´es par les trois algorithmes que nous avons pre´sente´s.
1. L’instance traite´e n’est pas modifie´e : l’unite´ de traitement n’effectue que des ope´rations de
lecture pour comparer deux sommets u et v.
2. Quelle que soit la taille du graphe G en entre´e, a` tout moment, l’unite´ de traitement stocke
uniquement deux sommets (leurs labels et e´ventuellement leurs degre´s).
3. Les sommets de la couverture construite par les algorithmes sont mis dans la solution de`s que
possible, et ce de manie`re de´finitive.
Par conse´quent, LL, SLL et ASLL satisfont les contraintes de notre mode`le. Ils sont donc adapte´s
pour traiter des grandes instances.
Proprie´te´s remarquables de ces algorithmes
En plus d’eˆtre adapte´s au mode`le de traitement de grandes instances de donne´es pre´sente´ lors
du chapitre 1, les trois heuristiques pre´sentent des proprie´te´s inte´ressantes.
Ils peuvent tre`s bien s’adapter a` un mode`le dans lequel les graphes seraient lus areˆtes par areˆtes.
Plus spe´cifiquement, l’algorithme LL, qui n’a pas besoin de connaˆıtre les degre´s des sommets et de
leurs voisins, peut facilement s’adapter dans le mode`le streaming, ou` les graphes sont bien souvent
traite´s areˆte par areˆte (voir par exemple [75]).
Une autre bonne proprie´te´ de ces trois algorithmes est que, pour un graphe e´tiquete´ donne´,
quel que soit l’ordre de traitement des sommets et de leurs voisins, ils sont de´terministes. On peut
donc facilement de´couper la liste d’adjacence en plusieurs morceaux et effectuer les ope´rations
en paralle`le. Un exemple d’un tel de´coupage est donne´ par la figure 2.2. Dans cet exemple, la
liste d’adjacence est re´partie sur deux machines, qui en e´valuent chacune un morceau de manie`re
inde´pendante. La premie`re machine, qui e´value les sommets 3 et 1, retourne le sommet 1, tandis
que la seconde machine, qui e´value les sommets 4 et 2, retourne le sommet 2. Au final, on a bien
comme couverture l’ensemble de sommets {1, 2}.
De plus, comme l’ont montre´ F. Delbot et al. [46, 47], ces algorithmes peuvent facilement eˆtre
distribue´s. Ils produisent meˆme moins de messages/rounds (que ce soit dans le mode`le asynchrone
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→
→
bb
1 2
34
1 2
3 4
{2, 3} {4, 1, 3}
{2, 1} {2}
bc bc
→
→
Fig. 2.2 – Exemple d’exe´cution paralle´lise´e de l’algorithme LL
ou synchrone) que l’algorithme ListRight de´crit page 33. En effet, dans le mode`le asynchrone,
l’algorithme LL produit 2m messages, tandis que l’algorithme ListRight produit 3m messages. De
plus, dans le mode`le synchrone, LL est optimal en nombre de rounds de communication, ce qui n’est
pas le cas de ListRight .
2.2 Etude de la qualite´ des solutions retourne´es
Un crite`re classique utilise´ pour analyser et comparer les performances en terme de qualite´ de
solution des heuristiques est le rapport d’approximation en pire cas.
Les algorithmes LL et ASLL ont un rapport d’approximation d’au moins ∆. En effet, sur les
e´toiles, ou` la solution optimale est constitue´e uniquement du centre, LL peut retourner toutes les
feuilles. ASLL a un comportement encore plus mauvais sur ces graphes puisqu’il retourne a` chaque
fois toutes les feuilles.
L’algorithme SLL a, quant a` lui, de meilleurs re´sultats en pire cas. En effet, D. Avis et T.
Imamura ont prouve´ dans [21] qu’il avait un rapport d’approximation de
√
∆
2 +
3
2 .
Si l’on s’en tient a` ces re´sultats, on peut dire que l’algorithme SLL est meilleur que les deux
autres. Mais les performances en pire cas de tel ou tel algorithme sont parfois e´loigne´es de ses
performances en moyenne (voir par exemple les travaux de F. Delbot [46]) : un algorithme 2-
approche´ peut tre`s bien avoir un comportement global en moyenne moins bon qu’un algorithme
∆-approche´. De plus, le fait d’utiliser ces algorithmes sur de grandes instances de donne´es nous
oblige a` mener une e´tude de´taille´e et approfondie de leurs performances. En effet, des diffe´rences
the´oriques infimes peuvent s’ave´rer importantes dans ce contexte. Il est donc important de fournir
aux utilisateurs le plus d’e´le´ments possible pour les guider au mieux dans leurs choix futurs. Nous
avons donc e´tudie´ en moyenne les algorithmes LL, SLL et ASLL.
Lorsque l’on exe´cute ces algorithmes sur un graphe e´tiquete´, ils ont chacun un comportement
de´terministe. Cependant, l’e´tiquetage des sommets d’un graphe est souvent arbitraire et de´pend
uniquement des domaines d’application. Il y a plusieurs fac¸ons d’e´tiqueter un graphe et pour chaque
e´tiquetage, ces algorithmes peuvent produire des re´sultats diffe´rents.
Dans ce qui va suivre, nous allons e´tudier, analyser et comparer les qualite´s moyennes des
solutions construites par les algorithmes LL, SLL et ASLL. Pour cela, nous conside´rerons que les n!
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e´tiquetages possibles apparaissent chacun avec une probabilite´ uniforme de 1
n! .
2.2.1 Analyse en moyenne
Nous allons donner dans le the´ore`me 2 les formules exactes exprimant les tailles moyennes des
solutions construites par LL, SLL et ASLL pour tout graphe G. Auparavant, nous devons introduire
quelques notations.
De´finition 5. Soit G = (V,E) un graphe quelconque.
– Soit S = V \ {u | ∃v ∈ N(u), d(v) < d(u)} l’ensemble des sommets n’ayant pas de voisin de
degre´ infe´rieur.
– Soit S = V \ {u | ∃v ∈ N(u), d(v) > d(u)} l’ensemble des sommets n’ayant pas de voisin de
degre´ supe´rieur.
– Soit u ∈ V un sommet de G. Soit σ(u) = |{v | uv ∈ E ∧ d(v) = d(u)}| le nombre de voisins
de u ayant le meˆme degre´ que lui.
The´ore`me 2. Soit G = (V,E) un graphe quelconque. Soit E
[
A(G)
]
la taille moyenne des solutions
construites par l’algorithme A pour le graphe G (A de´signe a` la fois LL, SLL et ASLL). En conside´rant
tous les e´tiquetages de L(G) de manie`re e´quiprobable, pour LL, on a
E
[
LL(G)
]
= n−
∑
u∈V
1
d(u) + 1
. (2.1)
De la meˆme fac¸on, pour SLL, on a
E
[
SLL(G)
]
= n−
∑
u∈S
1
σ(u) + 1
. (2.2)
Et pour ASLL, on a
E
[
ASLL(G)
]
= n−
∑
u∈S
1
σ(u) + 1
. (2.3)
De´monstration. On donne les preuves pour LL et pour SLL. La preuve pour ASLL est similaire a`
celle pour SLL.
Preuve pour LL. Soit G = (V,L,E) un graphe e´tiquete´. Soit CLL la couverture construite par LL
sur G. Conside´rons un sommet u de G. Ce sommet n’est pas se´lectionne´ par LL si et seulement si il
n’a pas de voisin droit, ce qui signifie que tous ses voisins ont des labels plus petits que lui. Comme
nous conside´rons une distribution uniforme des n! e´tiquetages possibles de L(G), cet e´ve`nement
apparaˆıt avec une probabilite´ de
d(u)!
(d(u) + 1)!
.
En effet, si l’on trie u et ses d(u) voisins par ordre croissant des labels, il y a (d(u)+1)! permutations
possibles (remarquons que pour chaque permutation de u et de ses d(u) voisins, il y a le meˆme
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nombre d’e´tiquetages qui donnent lieu a` cette permutation), et le nombre de permutations telles
que u soit situe´ en dernie`re position est d(u)! (cela revient a` placer u a` un endroit pre´cis, puis a`
conside´rer tous les placements possibles de ses d(u) voisins). Donc,
P
[
u ∈ CLL
]
= 1− 1
d(u) + 1
.
Le re´sultat final s’obtient en effectuant la somme de ces probabilite´s pour chacun des sommets u
de G.
Preuve pour SLL. Soit G = (V,L,E) un graphe e´tiquete´. Soit CSLL la couverture construite par
SLL sur G. Conside´rons un sommet u de G. Si u 6∈ S, cela signifie qu’il existe un sommet v ∈ N(u)
tel que d(v) < d(u). Donc, pour tous les sommets de V \ S, on a
P
[
u ∈ CSLL | u 6∈ S
]
= 1 .
Si u ∈ S, il est se´lectionne´ par SLL si et seulement si il posse`de un voisin droit de meˆme degre´. En
appliquant le meˆme raisonnement que pour LL sur tous les sommets de V \ S, on a
P
[
u ∈ CSLL | u ∈ S
]
= 1− 1
σ(u) + 1
.
Le re´sultat s’obtient en effectuant la somme de ces probabilite´s pour chacun des sommets u de
G.
Le re´sultat que l’on obtient est similaire aux re´sultats de Y. Caro [33] et de V. K. Wei [123]
relatifs a` la taille d’un ensemble inde´pendant dans un graphe (voir aussi [11]).
Les formules pre´sente´es et de´crites dans le the´ore`me 2 peuvent eˆtre applique´es de manie`re
analytique en temps polynomial sur des familles de graphes connues.
Afin de tenter d’e´tablir des relations entre ces trois algorithmes, nous avons e´tudie´ les tailles
moyennes des solutions produites par ces trois algorithmes sur quelques familles de graphes connues.
Exemples d’application sur des familles de graphes
Dans ce qui va suivre, nous pre´senterons les de´tails des re´sultats obtenus sur les e´toiles, les grilles
et les graphes d’Avis-Imamura e´tendus (une de´finition de cette famille de graphes sera fournie par
la suite). Nous avons choisi ces trois familles de graphes afin de mettre en valeur le fait que, pour
chaque algorithme, il existe des graphes pour lesquels il est le meilleur en moyenne.
Sur les e´toiles. Soit Sn = (V,E) une e´toile a` n sommets. Elle est constitue´e d’un sommet
de degre´ n − 1, le centre, auquel sont relie´s n − 1 sommets de degre´ 1, les feuilles. Appliquons
respectivement (2.1), (2.2) et (2.3) sur Sn. Pour tout n > 2, on obtient
E
[
LL(Sn)
]
= n− n− 1
2
− 1
n
=
n
2
− 1
n
+
1
2
.
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Pour SLL, comme on peut le voir sur la figure 2.3(a), l’ensemble S contient toutes les feuilles de
Sn. Donc, on a
E
[
SLL(Sn)
]
= n− n+ 1 = 1 .
Pour ASLL, comme on peut le voir sur la figure 2.3(b), l’ensemble S contient uniquement le centre
de Sn. Par conse´quent, on a
E
[
ASLL(Sn)
]
= n− 1 .
b
b
b
b
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bc
bc
bc
bc
bc
bc
(a) Mise en valeur des sommets de l’ensemble
S, qui sont toujours retourne´s par SLL
(b) Mise en valeur des sommets de l’ensemble
S, qui sont toujours retourne´es par ASLL
Fig. 2.3 – Mise en valeur des ensembles S et S sur une e´toile S9
On peut facilement voir que
E
[
SLL(Sn)
]
< E
[
LL(Sn)
]
< E
[
ASLL(Sn)
]
.
Notons aussi que SLL est optimal sur les e´toiles.
Sur les grilles. Soit GRp×q = (V,E) une grille avec n = p × q sommets. Elle est constitue´e
de (p − 2)(q − 2) sommets de degre´ 4 (les sommets internes), de 2(p + q − 4) sommets de degre´ 3
(les sommets du bord) et de 4 sommets de degre´ 2 (les coins). ∀p, q > 2, on obtient
E
[
LL(GRp×q)
]
= n− (p− 2)(q − 2)
5
− 2(p + q − 4)
4
− 4
3
=
4n
5
− p+ q
10
− 2
15
.
Pour SLL, comme on peut le voir sur la figure 2.4(a), l’ensemble S contient tous les sommets qui
sont voisins du bord et des coins de GRp×q. On a donc
E
[
SLL(GRp×q)
]
= n− (p− 4)(q − 4)
5
− 2(p + q − 8)
3
− 4
=
4n
5
+
2(p + q)
15
− 28
15
.
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Pour ASLL, comme on peut le voir sur la figure 2.4(b), l’ensemble S contient tous les sommets du
bord et les coins de GRp×q. Par conse´quent, on a
E
[
ASLL(GRp×q)
]
= n− (p − 4)(q − 4)
5
− 2(p+ q − 8)
4
− 4
3
=
4n
5
+
3(p+ q)
10
− 8
15
.
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(a) Mise en valeur des sommets de l’ensemble
S, qui sont toujours retourne´s par SLL
(b) Mise en valeur des sommets de l’ensemble
S, qui sont toujours retourne´es par ASLL
Fig. 2.4 – Mise en valeur des ensembles S et S sur une grille GR6×5
Donc, on peut voir que LL est meilleur en moyenne que SLL et ASLL sur des grilles.
De´finition 6 (Graphes d’Avis-Imamura e´tendus). Soit AI+a = (V,E) un graphe d’Avis-Imamura
e´tendu de dimension a. Il s’agit d’un graphe biparti spe´cial avec n = 2a2 + a − 1 sommets, dans
lequel :
– l’ensemble des sommets est X1∪X2∪Y1∪Y2, avec X1 = {v1, . . . , va2−2}, Y1 = {w1, . . . , wa2},
X2 = {z1, . . . , za} et Y2 = {t} ;
– l’ensemble des areˆtes est viwj ∀i, j ; ziwa(i−1)+k pour k = 1, . . . , a et i = 1, . . . , a ; et tzi ∀i.
Un exemple de graphe d’Avis-Imamura e´tendu est donne´ par la figure 2.5.
Sur les graphes d’Avis-Imamura e´tendus. Soit AI+a = (V,E) un graphe d’Avis-Imamura
e´tendu avec a > 2. L’ensemble des sommets V = X1∪Y1∪X2∪Y2 se compose de la manie`re suivante :
X1 contient a
2 − 2 sommets de degre´ a2, Y1 contient a2 sommets de degre´ a2 − 1, X2 contient a
sommets de degre´ a+ 1, et Y2 contient 1 sommet de degre´ a. Donc, pour LL, on obtient
E
[
LL(AI+a )
]
= n− a
2 − 2
a2 + 1
− a
2
a2 − 1 + 1 −
a
a+ 2
− 1
a+ 1
= n− 1− a
2 − 2
a2 + 1
− a
a+ 2
− 1
a+ 1
.
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b b b b b b b b b
bb b b b bb
b b b
b
Fig. 2.5 – Graphe d’Avis-Imamura e´tendu de dimension 3
Pour SLL, comme on peut le voir sur la figure 2.6(a), l’ensemble S contient uniquement le sommet
t de Y2. Donc, on a
E
[
SLL(AI+a )
]
= n− 1 .
Pour ASLL, comme on peut le voir sur la figure 2.6(b), l’ensemble S contient les a2− 2 sommets de
X1. Par conse´quent, on a
E
[
ASLL(AI+a )
]
= n− a2 + 2 .
b
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(a) Mise en valeur des sommets de l’ensemble
S, qui sont toujours retourne´s par SLL
(b) Mise en valeur des sommets de l’ensemble
S, qui sont toujours retourne´es par ASLL
Fig. 2.6 – Mise en valeur des ensembles S et S sur un graphe d’Avis-Imamura e´tendu AI+3
On peut voir que LL est meilleur en moyenne que SLL. Comparons ASLL et LL.
E
[
LL(AI+a )
]− E[ASLL(AI+a )] = a2 − 3− a
2 − 2
a2 + 1
− a
a+ 2
− 1
a+ 1
> 0
Lorsque a > 3, puisque a
2−2
a2+1 < 1,
a
a+2 < 1 et
1
a+1 < 1, ce qui implique que
a2−2
a2+1 +
a
a+2 +
1
a+1 < 3.
Par conse´quent,
E
[
ASLL(AI+a )
]
< E
[
LL(AI+a )
]
< E
[
SLL(AI+a )
]
.
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Notons que SLL retourne toujours la pire des solutions possible (de taille n− 1) sur n’importe
quel graphe d’Avis-Imamura e´tendu.
Synthe`se des re´sultats obtenus sur d’autres familles de graphes. En plus des trois
exemples d’application de´taille´s ci-dessus, de la meˆme manie`re, nous avons de´termine´ de fac¸on
analytique les tailles moyennes des solutions retourne´es par LL, SLL et ASLL sur d’autres familles
de graphes. Le tableau 2.1 fournit une synthe`se de ces re´sultats (les de´tails de ces calculs sont
donne´s dans [12]).
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
hh
Familles de graphes
Algorithmes
LL SLL ASLL
Graphes ∆-re´guliersa 1er ex aequo 1er ex aequo 1er ex aequo
Chemins 2e`me 1er 3e`me
Etoiles 2e`me 1er 3e`me
Graphes bipartis complets 3e`me 1er 2e`me
Graphes d’Avis-Imamurab 3e`me 1er ex aequo 1er ex aequo
Graphes d’Avis-Imamura modifie´sc 3e`me 2e`me 1er
Graphes d’Avis-Imamura e´tendus 2e`me 3e`me 1er
Grilles 1er 2e`me 3e`me
Spider graphsd 1er 2e`me 3e`me
Tab. 2.1 – Synthe`se des re´sultats obtenus sur les comparaisons des tailles moyennes des solutions
retourne´es par les trois algorithmes sur certaines familles de graphes
aUn graphe ∆-re´gulier est un graphe dans lequel tous les sommets ont le meˆme degre´ ∆.
bIl s’agit des graphes pre´sente´s dans l’article de D. Avis et T. Imamura [21].
cUn graphe d’Avis-Imamura modifie´ est un graphe d’Avis-Imamura e´tendu auquel on retire la composante Y2
(constitue´e du sommet t).
dUn spider graph Wl×p est le re´sultat du Produit Carte´sien entre un chemin Pp et un cycle Cl.
On peut remarquer que pour chaque algorithme, il existe au moins une famille de graphes pour
laquelle il retourne, en moyenne, des solutions meilleures que les deux autres.
Lorsque nous avons commence´ a` e´tudier les algorithmes LL, SLL et ASLL, nous pensions que
SLL e´tait le meilleur des trois en moyenne. Or, meˆme s’il est plus difficile d’exhiber des familles de
graphes pour lesquelles ASLL est le meilleur, SLL peut quand meˆme eˆtre tre`s mauvais sur certains
graphes, non seulement en moyenne, mais aussi pour toute exe´cution, comme c’est le cas sur les
graphes d’Avis-Imamura e´tendus.
2.2.2 Proprie´te´s spe´cifiques de LL
Dans cette sous-section, nous allons montrer que pour n’importe quel graphe, l’algorithme LL
peut toujours retourner une solution optimale, comme il peut toujours retourner une solution de
taille maximum. En d’autres termes, nous allons montrer que LL a toujours une « marge de ma-
nœuvre » maximale sur n’importe quel graphe, ce qui n’est pas le cas des deux autres algorithmes.
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The´ore`me 3. Pour tout graphe G, il existe un e´tiquetage L∗ ∈ L(G) tel que l’algorithme LL
retourne une solution optimale pour le graphe e´tiquete´ G = (V,L∗, E).
De´monstration. Soit G = (V,E) un graphe quelconque. Soit C∗ une couverture optimale de G. On
sait que V \C∗ est un ensemble inde´pendant. De plus, chaque sommet u ∈ C∗ posse`de au moins un
voisin dans V \ C∗ (sinon, u et tous ses voisins seraient dans C∗, donc C∗ ne serait pas optimale).
Soit L∗ ∈ L(G) un e´tiquetage des sommets de G, tel que les sommets de C∗ obtiennent des
labels compris entre 1 et |C∗| et ceux de V \ C∗ des labels compris entre |C∗|+ 1 et n.
Si l’algorithme LL est exe´cute´ sur le graphe G e´tiquete´ par L∗, il retourne tous les sommets de
C∗, puisque chaque sommet u de C∗ posse`de au moins un voisin dans V \ C∗ ayant un plus grand
label. Il ne retourne aucun sommet de V \C∗, puisque V \C∗ est un ensemble inde´pendant et que
par conse´quent, chaque sommet dans cet ensemble posse`de uniquement des voisins dans C∗, tous
ayant par ailleurs un label infe´rieur a` eux.
Bien e´videmment, les algorithmes SLL et ASLL ne peuvent pas faire mieux en terme de borne
minimale sur la qualite´ des solutions retourne´es puisque, comme nous avons pu le voir pre´ce´dem-
ment, il existe pour chacun des graphes pour lesquels ils ne sont pas capables de retourner une
solution optimale (par exemple les graphes d’Avis-Imamura pour SLL et les e´toiles pour ASLL).
The´ore`me 4. Pour tout graphe G, il existe un e´tiquetage Lw ∈ L(G) tel que l’algorithme LL
retourne une couverture de taille n− c pour le graphe e´tiquete´ G = (V,Lw, E), avec c le nombre de
composantes connexes de G (c = 1 si ce graphe G est connexe). Cette borne est atteinte : LL ne
peut pas construire une couverture de taille supe´rieure a` n− c.
De´monstration. Dans un premier temps, conside´rons un graphe G = (V,E) avec c = 1 composante
connexe. Soit T = (V,E′) un arbre couvrant de G. Soit r un sommet quelconque de T . L’e´tiquetage
Lw ∈ L(G) attribue des labels aux sommets de la fac¸on suivante. Le sommet r est e´tiquete´ par n.
Les d1 voisins/enfants de r dans T obtiennent les d1 labels n − d1, . . . , n − 1. Les d2 sommets a`
distance 2 de r dans T obtiennent les d2 labels n−d1−d2, . . . , n−d1−1, etc. jusqu’a` ce que chaque
sommet rec¸oive un label, niveau par niveau. La figure 2.7 fournit un exemple d’un tel e´tiquetage
sur un graphe.
Avec cet e´tiquetage, puisque T est un arbre couvrant, chaque sommet u 6= r posse`de au moins un
voisin droit : son pe`re dans l’arbre T dont la racine est r. Par conse´quent, l’exe´cution de l’algorithme
LL sur le graphe G e´tiquete´ par Lw retourne tous les sommets de G, a` l’exception de r, qui est le
sommet qui posse`de le label de plus forte valeur. Il s’agit de la taille maximale atteignable, puisque
LL ne choisit jamais un sommet e´tiquete´ par le plus grand des labels, car ce dernier ne posse`de pas
de voisin droit.
Si le graphe G conside´re´ n’est pas connexe, on peut appliquer le raisonnement pre´ce´dent sur
chacune de ses c composantes connexes.
La` aussi, les algorithmes SLL et ASLL ne peuvent pas faire pire. Si l’on conside`re un graphe
connexe de taille finie, l’un comme l’autre ne peuvent pas retourner tous les sommets de ce graphe :
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Fig. 2.7 – Graphe e´tiquete´ a` l’aide d’un arbre couvrant pour lequel l’algorithme LL retourne n− 1
sommets (les lignes en pointille´s correspondent aux areˆtes du graphe qui ne font pas partie de
l’arbre couvrant)
ils ne peuvent pas tous avoir de voisin de degre´ infe´rieur (ou supe´rieur) et ils ne peuvent pas tous
avoir de voisin droit (ou gauche) de meˆme degre´.
2.2.3 Comparaison des algorithmes SLL et ASLL sur les arbres
A la base, notre objectif e´tait de montrer que l’algorithme SLL produit une solution toujours
meilleure que l’algorithme ASLL, pour n’importe quel arbre. Nous n’y sommes malheureusement pas
parvenus (mais nous continuons a` penser qu’il n’existe pas de contre-exemple affirmant le contraire).
Dans cette sous-section, nous montrerons que l’algorithme SLL produit toujours une solution
meilleure que l’algorithme ASLL, pour n’importe quel arbre dont au moins la moitie´ des sommets
sont des feuilles et pour n’importe quel chemin.
Dans un premier temps, nous allons montrer certaines proprie´te´s ge´ne´rales lie´es a` l’algorithme
OT (que nous allons pre´senter) et aux feuilles, puis nous allons utiliser ces re´sultats pour exhiber
des proprie´te´s a` propos des algorithmes SLL et ASLL sur les arbres, afin de montrer que SLL est
meilleur que ASLL.
Bien que NP-difficile en ge´ne´ral, le proble`me du vertex cover est polynomial sur les arbres.
En effet, il existe un algorithme, que nous avons appele´ OT (pour Optimal Tree), qui retourne une
couverture de taille minimum pour tout arbre. Cet algorithme est une adaptation de l’algorithme
GIC que nous avons pre´sente´ dans le chapitre 1 (voir l’algorithme 3 page 31).
Algorithme 11 (OT). Soit T = (V,E) un arbre. Tant que E 6= ∅, on choisit une feuille u ∈ F (T )
quelconque, on met son unique voisin v dans la solution puis on supprime u et v de T (les areˆtes
incidentes a` u et a` v sont retire´es de T et les degre´s des sommets restants sont mis a` jour).
The´ore`me 5. Soit T = (V,E) un arbre quelconque. L’algorithme OT retourne toujours une cou-
verture optimale pour l’arbre T .
De´monstration. Soit T = (V,E) un arbre. Conside´rons une exe´cution quelconque de l’algorithme
OT sur T . A chaque e´tape, il choisit une feuille u, il met son unique voisin v dans la solution, puis
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il retire ces deux sommets de l’arbre. Il existe une exe´cution de l’algorithme ED (que nous avons
pre´sente´ et de´crit dans le chapitre 1 : voir l’algorithme 2 page 29) qui retourne exactement deux
fois plus de sommets que OT. En effet, si l’on se base sur le meˆme ordre d’apparition des sommets,
ED effectue le meˆme traitement que OT, a` la seule diffe´rence qu’il met non seulement v dans la
solution mais aussi u, ce qui ge´ne`re au final une couverture qui contient deux fois plus de sommets.
Or, comme ED est 2-approche´, si OT retourne des solutions dont la taille est e´gale a` la moitie´ de
celles cre´e´es par ED, cela signifie qu’il est optimal.
La figure 2.8 montre un exemple d’exe´cution de l’algorithme OT sur un arbre.
Proprie´te´s ge´ne´rales
Dans ce qui va suivre, nous allons montrer, a` l’aide de plusieurs e´tapes interme´diaires, qu’il
n’existe pas de couverture optimale d’un arbre qui contienne toutes ses feuilles. Nous allons aussi
montrer qu’il existe toujours une couverture optimale qui ne contient pas de feuille, pour un arbre
constitue´ d’au moins trois sommets.
Un premier re´sultat interme´diaire e´nonce´ dans le the´ore`me 6 et que l’on va re´utiliser par la suite
est que l’algorithme OT est capable de retourner toutes les couvertures optimales possibles d’un
arbre.
The´ore`me 6. Soit T = (V,E) un arbre quelconque. Pour n’importe quelle couverture optimale C∗
de T , il existe une exe´cution de l’algorithme OT sur T qui retourne C∗.
De´monstration. On proce`de par re´currence sur n, le nombre de sommets de T .
• Cas de base.
Pour n = 1. L’arbre T re´duit a` un sommet isole´ n’a pas de feuille. Donc, OT retourne l’ensemble
vide. Il s’agit la` de l’unique solution possible.
Pour n = 2. L’arbre T re´duit a` deux sommets a exactement deux feuilles u et v, connecte´es par
l’areˆte uv. Il existe deux solutions optimales : C∗a = {u} et C∗b = {v}. Elles peuvent eˆtre retourne´es
toutes les deux par OT. Pour C∗a , il choisit v lors de la premie`re e´tape ; pour C∗b , il choisit d’abord
u.
Pour n = 3. L’arbre T re´duit a` trois sommets a exactement deux feuilles, u et v, connecte´es a` un
sommet interne i (T est un chemin P3). Il existe une solution optimale qui contient uniquement le
nœud interne i, et cette solution est bien retourne´e par OT.
• Cas ge´ne´ral.
Pour n > 3.
Hypothe`se de re´currence. Soit T un arbre avec n sommets et C∗ une couverture optimale quel-
conque de T . C∗ peut eˆtre construite par OT.
Re´currence. Soit T un arbre avec n + 1 sommets et C∗ une couverture optimale quelconque de
T . Nous allons montrer qu’il existe une exe´cution de l’algorithme OT sur T qui retourne C∗.
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(a) Arbre sur lequel on exe´cute OT
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(b) Premie`re e´tape : on choisit une feuille au ha-
sard (sommet en gris), puis on place son voi-
sin dans la solution
(c) Deuxie`me e´tape : on proce`de de la meˆme fa-
c¸on que pre´ce´demment sur l’arbre restant,
apre`s avoir retire´ le sommet gris et le som-
met blanc de l’e´tape pre´ce´dente
b
bc
bc
b
(d) Troisie`me e´tape : on proce`de de la meˆme fa-
c¸on que pre´ce´demment
(e) Quatrie`me e´tape : il n’y a plus rien a` faire
(l’arbre restant ne contient plus d’areˆte)
b b
b
b
bc
bc
bc
(f) Re´sultat final obtenu sur l’arbre de la figure (a)
Fig. 2.8 – Exe´cution de l’algorithme OT sur un arbre a` 7 sommets
Soit u une feuille de T et v son unique voisin. Il y a deux possibilite´s.
Premie`re possibilite´ : v ∈ C∗. Dans ce cas, u 6∈ C∗ (sinon, C∗ ne serait pas optimale). On note
T1, T2, . . . , Tk les k sous-arbres de v (a` l’exception de u).
Pour tout i compris entre 1 et k : C∗i = C
∗∩V (Ti) est une couverture optimale de Ti. Autrement
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Fig. 2.9 – Vue d’ensemble de T , du point de vue de l’areˆte uv, lorsque v ∈ C∗
(supposons le contraire), il existe une couverture optimale C∗′i de Ti telle que |C∗
′
i | < |C∗i |. Dans ce
cas, on aurait C∗′ = (C∗ \ C∗i ) ∪ C∗
′
i une couverture de T et |C∗
′ | < |C∗|, ce qui contredit le fait
que C∗ est optimale pour T .
On donne une exe´cution de OT qui construit C∗ :
Etape 1. Choisir u dans un premier temps, ce qui fait mettre v dans C∗ et retirer u et v de T .
Etape 2. Maintenant, les Ti sont des arbres isole´s (on a « coupe´ » leur racine v), les C
∗
i sont
optimales et |Ti| < n. On peut donc appliquer l’hypothe`se de re´currence sur chacun des
sous-arbres Ti.
Cette exe´cution globale de l’algorithme OT retourne bien au final C∗.
Seconde possibilite´ : v 6∈ C∗. Dans ce cas, tous les voisins de v sont dans C∗.
(a) Aucun Ti n’est re´duit a` un seul sommet vi, autrement, C
∗′ = (C∗ \ {vi, u})∪{v} serait une
couverture de T et |C∗′ | < |C∗|, ce qui contredit le fait que C∗ est optimale.
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Fig. 2.10 – Vue d’ensemble de T , du point de vue de l’areˆte uv, lorsque u ∈ C∗
Pour tout i compris entre 1 et k : C∗i = C
∗∩V (Ti) et |C∗i | ≥ 1, (par la proprie´te´ (a)). C∗i est une
couverture optimale de Ti. Autrement (supposons le contraire), il existe une couverture optimale
C∗′i de Ti telle que |C∗
′
i | < |C∗i |. Construisons une nouvelle couverture pour T . On remplace les
sommets de C∗i par les sommets (structurellement moins nombreux) de C
∗′
i . On retire u de C
∗′ et
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on met v dans la nouvelle couverture. On a alors
C∗
′
= (C∗ \ C∗i \ {u}) ∪ C∗
′
i ∪ {v} .
1. C∗
′
est bien une couverture de T puisque toutes les areˆtes de Ti sont couvertes, ainsi que
toutes les areˆtes incidentes a` v (car v ∈ C∗′) et toutes les autres areˆtes (leur couverture n’a
pas change´).
2. |C∗′ | < |C∗| car |C∗′i | < |C∗i | et le changement « de u vers v » ne modifie pas le nombre de
sommets de C∗.
Ces proprie´te´s contredisent le fait que C∗ est optimale pour T .
On donne une exe´cution de OT qui construit C∗.
Etape i. On applique OT sur Ti : il retourne C
∗
i . On peut appliquer l’hypothe`se de re´currence,
puisque C∗i est une couverture optimale de Ti et |Ti| < n.
Etape k + 1 (a` la fin). Il reste une areˆte uv sur laquelle on applique OT : il retourne u (le voisin
de la feuille choisie v sur cette dernie`re areˆte).
Cette exe´cution globale de l’algorithme OT retourne bien au final C∗.
Maintenant, nous allons utiliser ce re´sultat pour montrer qu’il n’existe pas de couverture opti-
male qui contienne toutes les feuilles d’un arbre.
Proposition 1. Pour tout arbre T = (V,E) quelconque, l’algorithme OT ne retourne jamais une
couverture contenant toutes les feuilles de T .
De´monstration. Soit u la premie`re feuille conside´re´e par l’algorithme OT lors de la premie`re e´tape.
Son unique voisin v est mis dans la solution, puis u et v sont retire´s de l’arbre. Ces deux sommets
ne sont plus conside´re´s par la suite. Par conse´quent, il existe au moins une feuille (en l’occurrence
u) qui n’est pas retourne´e par OT.
Corollaire 1. Pour tout arbre T = (V,E), il n’existe pas de couverture optimale contenant toutes
les feuilles de T .
De´monstration. Le re´sultat est directement de´duit du the´ore`me 6 et de la proposition 1 : OT, qui
est capable de retourner toutes les couvertures optimales d’un arbre, ne retourne jamais toutes ses
feuilles.
Proposition 2. Pour n’importe quel arbre T = (V,E) avec n > 2 sommets, il existe une couverture
optimale qui ne contient pas de feuille.
De´monstration. Soit T = (V,E) un arbre a` n > 2 sommets. Soit C∗ une couverture optimale de
T . Supposons que C∗ contienne des feuilles de T (d’apre`s le corollaire 1, elle ne peut pas contenir
toutes ses feuilles). Soit FC l’ensemble des feuilles de T contenues dans C
∗. Conside´rons un sommet
u ∈ FC . Soit v son voisin. On sait que C∗ est minimale pour l’inclusion (puisqu’elle est optimale).
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(a) Exemple d’arbre avec une couverture op-
timale
(b) Modification de la couverture optimale :
on remplace les feuilles (le sommet gris)
par leurs voisins
Fig. 2.11 – Construction d’une couverture optimale sans feuille pour un arbre
Par conse´quent, v 6∈ C∗ (u couvre uniquement l’areˆte uv). On peut alors substituer chaque feuille
u ∈ FC par son voisin v dans la solution. Cette ope´ration ne change pas la taille de C∗. Un exemple
est donne´ par la figure 2.11.
Proprie´te´s de ASLL
En nous basant sur les re´sultats pre´ce´dents, nous allons montrer que l’algorithme ASLL n’est pas
capable de retourner une couverture optimale sur des arbres constitue´s d’au moins trois sommets.
Lemme 2. Pour tout arbre e´tiquete´ T = (V,L,E) a` n > 2 sommets, l’algorithme ASLL retourne
toujours une couverture qui contient l’ensemble des feuilles de T .
De´monstration. Soit T = (V,L,E) un arbre e´tiquete´ a` n > 2 sommets. Toutes les feuilles de T
posse`dent chacune exactement un voisin de plus fort degre´. En effet, il ne peut y avoir d’areˆte uv
dans T telle que u et v soient des feuilles puisque T est, par de´finition, connexe. Par conse´quent,
ASLL retourne toutes les feuilles de T .
The´ore`me 7. Pour tout arbre e´tiquete´ T = (V,L,E) a` n > 2 sommets, l’algorithme ASLL ne
retourne jamais une couverture optimale pour T .
De´monstration. D’apre`s le lemme 2, l’algorithme ASLL retourne toujours toutes les feuilles d’un
arbre a` n > 2 sommets. Mais, selon le corollaire 1, il n’existe pas de couverture optimale qui
contienne toutes les feuilles d’un arbre. Par conse´quent, ASLL ne retourne jamais une solution
optimale pour des arbres de taille n > 2.
Proprie´te´s de SLL
Proposition 3. Pour tout arbre e´tiquete´ T = (V,L,E) a` n > 2 sommets, l’algorithme SLL retourne
toujours une couverture qui ne contient aucune feuille de T .
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De´monstration. Dans un arbre a` au moins trois sommets, les feuilles (de degre´ 1) ne peuvent avoir
de voisin de degre´ strictement infe´rieur (dans un graphe, aucun sommet ne peut avoir de voisin de
degre´ 0), ni de meˆme degre´. Par conse´quent, les couvertures retourne´es par l’algorithme SLL pour
des arbres de taille n > 2 ne contiennent jamais de feuilles.
Bien que l’algorithme SLL ne retourne jamais les feuilles d’un arbre dans les solutions qu’il
construit, cela ne signifie pas pour autant qu’il est optimal. En effet, il existe des arbres pour
lesquels, quel que soit l’e´tiquetage des sommets, il ne pourra jamais retourner de solution optimale.
La figure 2.12 montre un exemple d’un tel arbre. Sur cet arbre, SLL retourne les sommets blancs
(la couverture optimale), ainsi que le sommet gris (qui ne fait pas partie de la solution optimale),
puisque ce dernier posse`de des voisins de plus petit degre´.
bc
bc
b b bb b b b b
bcbcbc
Fig. 2.12 – Arbre pour lequel l’algorithme SLL ne peut pas retourner de solution optimale
Un premier re´sultat pour SLL et ASLL sur les arbres
Par rapport a` leurs comportements vis-a`-vis des feuilles (ASLL les retourne toutes, tandis que
SLL n’en retourne aucune), nous pouvons e´noncer un premier re´sultat comparatif a` propos de ces
deux algorithmes sur les arbres.
Corollaire 2. Soit T = (V,L,E) un arbre e´tiquete´ quelconque et contenant au moins n2 ≥ 2 feuilles.
Soit SLL(T ) (resp. ASLL(T )) la taille de la couverture construite par l’algorithme SLL (resp. ASLL)
exe´cute´ sur T . On a SLL(T ) ≤ ASLL(T ).
De´monstration. D’apre`s le lemme 2 et la proposition 3, quel que soit l’e´tiquetage des sommets
de T , l’algorithme SLL ne retourne jamais de feuille, tandis qu’a` l’inverse, l’algorithme ASLL re-
tourne toutes les feuilles de T . On a donc SLL(T ) ≤ n − n2 et ASLL(T ) ≥ n2 , ce qui donne bien
SLL(T ) ≤ ASLL(T ).
Les algorithmes SLL et ASLL sur les chemins
Nous avons aussi montre´ que ASLL ne pouvait pas retourner une solution meilleure que SLL sur
des chemins, c’est-a`-dire sur des arbres particuliers contenant uniquement deux feuilles.
The´ore`me 8. Soit Pn = (V,L,E) un chemin e´tiquete´ quelconque a` n > 2 sommets. Soit SLL(Pn)
(resp. ASLL(Pn)) la taille de la couverture construite par l’algorithme SLL (resp. ASLL) exe´cute´ sur
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Pn. On a
ASLL(Pn) = SLL(Pn) + 1 . (2.4)
En d’autres termes, quel que soit le chemin e´tiquete´ de taille n > 2 sur lequel ils sont exe´cute´s, SLL
retourne toujours une solution meilleure que ASLL.
De´monstration. Soit Pn = (V,L,E) un chemin e´tiquete´ de taille n > 2. On peut utiliser des
expressions re´gulie`res pour de´montrer (2.4).
Soit Σ = {L,M,R} un alphabet (c’est-a`-dire un ensemble de symboles), dans lequel :
• L repre´sente un sommet quelconque de Pn qui est retourne´ par ASLL mais pas par SLL. Ce
sommet n’a pas de voisin de degre´ infe´rieur, ni de voisin droit de meˆme degre´.
• M repre´sente un sommet quelconque de Pn qui est retourne´ par ASLL et par SLL. Il posse`de
au moins un voisin de degre´ infe´rieur ou un voisin droit de meˆme degre´ et il posse`de au moins
un voisin de degre´ supe´rieur ou un voisin gauche de meˆme degre´.
• R repre´sente un sommet quelconque de Pn qui est retourne´ par SLL mais pas par ASLL. Ce
sommet n’a pas de voisin de degre´ supe´rieur, ni de voisin gauche de meˆme degre´.
A l’exception des sommets isole´s (que l’on ne conside`re pas ici), il n’y a pas d’autres choix possibles
pour les sommets : ils sont soit de type L, soit de type R, ou bien de type M .
Soit EP l’expression re´gulie`re de´finie sur Σ pour le chemin e´tiquete´ Pn. Cette expression repre´-
sente le parcours du chemin, en allant d’une extremite´ a` une autre (« de gauche a` droite » ou bien
« de droite a` gauche »). Elle mode´lise, dans l’ordre, les types de sommets rencontre´s. On obtient
EP = L(M∗RM∗L)+ (2.5)
Dans la parenthe`se de (2.5), on a le meˆme nombre de L que de R. Par conse´quent, si l’on conside`re
la totalite´ de EP , il y a exactement un L de plus par rapport au nombre de R.
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: Sommets de type L
: Sommets de type M
: Sommets de type R
Légende :
Fig. 2.13 – Exemple de chemin e´tiquete´ pour lequel on exhibe les trois classes de sommets
Montrons que l’expression re´gulie`re EP est juste, c’est-a`-dire qu’elle simule bien le parcours d’un
chemin Pn d’une extre´mite´ a` l’autre. Elle ve´rifie les proprie´te´s suivantes.
1. On a bien EP qui commence par L et qui se termine par L. En effet, les deux extre´mite´s d’un
chemin sont des feuilles, qui sont retourne´es par ASLL mais pas par SLL.
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2. On ne peut pas avoir de se´quences RR ou bien LL dans EP . En effet, soit uv ∈ E une areˆte
quelconque de Pn. Dans cette areˆte, sans perte de ge´ne´ralite´
2, si u est voisin gauche de v,
alors v est voisin droit de u (voir la de´finition 4 page 36).
3. L’existence de se´quences RM+R ou bien LM+L dans EP est impossible, sinon, cela signifierait
qu’il existe un sommet u de typeM tel que d(u) > 2, ce qui n’est pas possible dans un chemin.
On a donc bien exactement un L supple´mentaire par rapport au nombre de R dans EP . Donc,
ASLL(Pn) = SLL(Pn) + 1.
Nous avons donc prouve´ que l’algorithme SLL retournait toujours une solution meilleure que
l’algorithme ASLL sur les chemins.
Et sur les arbres en ge´ne´ral ?
Nous sommes parvenus a` montrer que ASLL ne retourne jamais une solution meilleure que SLL
sur des chemins e´tiquete´s de taille n > 2 et sur des arbres e´tiquete´s constitue´s d’au moins n2 ≥ 2
feuilles. Nous sommes convaincus que ce re´sultat est valable sur l’ensemble des arbres e´tiquete´s
(c’est l’objet de la conjecture 1).
Conjecture 1. Soit T = (V,L,E) un arbre e´tiquete´ quelconque. Soit SLL(T ) (resp. ASLL(T )) la
taille de la couverture retourne´e par l’algorithme SLL (resp. ASLL) pour T . On a
ASLL(T ) ≥ SLL(T ) .
A ce jour, nous n’avons pas trouve´ d’arbre qui contredirait cette conjecture.
2.3 Etude de la complexite´ en nombre de requeˆtes
Dans cette section, nous nous focaliserons sur la complexite´ des trois algorithmes. Une telle
e´tude est pertinente dans le sens ou` les temps d’exe´cution des algorithmes, exe´cute´s sur de grandes
instances de donne´es, peuvent varier de manie`re significative.
2.3.1 Description de la notion de requeˆte
Lorsque nous avons de´crit les trois algorithmes, nous avons vu que, durant leurs exe´cutions,
l’unite´ de traitement re´cupe´rait les sommets un par un, dans n’importe quel ordre des labels (pas
force´ment de 1 jusqu’a` n). Nous avons aussi vu que les voisins d’un sommet u e´taient eux aussi
re´cupe´re´s un par un, dans un ordre quelconque. Cela implique deux situations.
1. Si u n’est pas envoye´ dans la couverture lors de l’examen de son voisin courant, l’unite´ de
calcul re´cupe`re un autre voisin de u, qui n’a pas encore e´te´ scanne´. S’il n’y a plus de voisin a`
2Ce principe de parite´ peut s’e´noncer aussi avec les voisins de degre´s infe´rieurs ou les voisins droits de meˆme degre´
et les voisins de degre´s supe´rieurs ou les voisins gauches de meˆme degre´.
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scanner (lorsque u a e´te´ compare´ avec tous ses voisins), elle de´cide alors de manie`re de´finitive
que u ne fait pas partie de la solution.
2. Si u est envoye´ dans la couverture a` la suite de sa comparaison avec son voisin courant, alors
le syste`me n’a pas besoin de re´cupe´re´r ses voisins restants (s’il en reste). Par conse´quent,
l’unite´ de traitement n’est pas oblige´e de re´cupe´rer tous les voisins d’un sommet. Elle peut
« sauter » les voisins restants, a` partir du moment ou` elle a pris une de´cision de´finitive pour
le sommet u (en l’occurrence, l’ajouter a` la solution).
A partir de ces pre´cisions, nous pouvons maintenant donner la de´finition de la notion de requeˆte,
telle qu’on l’entend.
De´finition 7 (Requeˆte). On appelle requeˆte le fait de re´cupe´rer, pour un sommet, un voisin (son
label et son degre´, si besoin) qui n’a pas encore e´te´ scanne´.
Dans cette section, nous allons e´valuer le nombre de requeˆtes effectue´es par les trois algorithmes
pour construire leurs solutions. Pour un graphe e´tiquete´, ce nombre de´pend uniquement de l’ordre
dans lequel les voisins des sommets sont re´cupe´re´s.
Dans notre mode`le, nous supposons que l’unite´ de calcul met plus de temps a` re´cupe´rer un voisin
(a` partir d’un graphe stocke´ a` distance) qu’a` comparer deux sommets (leurs labels et leurs degre´s,
si besoin) stocke´s sur sa me´moire. De ce fait, le nombre de requeˆtes est un facteur de´terminant pour
e´valuer les temps d’exe´cution des algorithmes.
Notons que ce type d’e´tude est proche des e´tudes re´alise´es dans l’approche query complexity [102].
De plus, elle a une granularite´ plus fine que l’analyse de complexite´ effectue´e pour les algorithmes
I/O-efficient [128]. (Pour plus de pre´cisions, se reporter a` la section 1.3.)
Si les graphes e´taient re´cupe´re´s areˆte par areˆte, il n’y aurait pas grand inte´reˆt a` e´tudier le
nombre de requeˆtes car, de fac¸on ge´ne´rale, il serait toujours e´gal a` m. A l’inverse, tel que nous
les parcourons, il peut y avoir des diffe´rences notables d’une exe´cution a` l’autre. De plus, le fait
de scanner les graphes sommet par sommet permet, bien souvent, d’ame´liorer cette complexite´
en nombre de requeˆtes. Nous allons voir par la suite que les performances moyennes en terme de
complexite´ en nombre de requeˆtes des trois algorithmes e´tudie´s sont souvent infe´rieures a` m.
Notations supple´mentaires
Avant d’e´tudier de manie`re fine le nombre de requeˆtes effectue´es par les algorithmes LL, SLL et
ASLL, nous avons besoin de formaliser quelques notions de´ja` e´voque´es auparavant.
De´finition 8. Soit G = (V,L,E) un graphe e´tiquete´ quelconque. Soit u ∈ V un sommet de G.
– Soit d+(u) (resp. d−(u)) le nombre de voisins droits (resp. gauches) de u.
– Soit dinf(u) (resp. dsup(u)) le nombre de voisins de degre´ infe´rieur (resp. supe´rieur) de u.
– Soit σ+(u) (resp. σ−(u)) le nombre de voisins droits (resp. gauches) de u ayant le meˆme
degre´.
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2.3.2 Bornes infe´rieures et supe´rieures sur le nombre de requeˆtes
Dans cette sous-section, nous allons donner, pour les trois algorithmes, les bornes minimales et
maximales sur le nombre de requeˆtes qu’ils effectuent.
Pour chaque crite`re, nous donnerons tout d’abord dans un lemme interme´diaire les formules
exactes qui s’appliquent a` un graphe e´tiquete´, puis nous donnerons les formules exactes en moyenne
sur l’ensemble des e´tiquetages d’un graphe, en supposant qu’ils sont e´quiprobables.
Nombre minimum de requeˆtes
Lemme 3. Soit G = (V,L,E) un graphe e´tiquete´ quelconque. Soit CA la couverture construite
par l’algorithme A exe´cute´ sur G. On de´signe par B{qA(G,L)} le nombre minimum de requeˆtes
effectue´es par l’algorithme A durant son exe´cution sur G. De fac¸on ge´ne´rale, pour LL, SLL et ASLL,
on a
B{qA(G,L)} = ∑
u 6∈CA
d(u) + |CA| . (2.6)
De´monstration. Soit G = (V,L,E) un graphe e´tiquete´. Soit CA une couverture construite par
l’algorithme A pour G. Conside´rons un sommet u de G. Dans le meilleur des cas, quand u ∈ CA, on
le met dans la solution au bout d’une requeˆte (pour LL, c’est le cas si l’on re´cupe`re en premier un
voisin droit). Lorsque u 6∈ CA, on doit re´cupe´rer tous ses voisins pour de´cider de manie`re de´finitive
qu’il ne sera pas dans la solution (pour LL, c’est le cas s’il ne posse`de aucun voisin droit).
The´ore`me 9. Soit G = (V,E) un graphe quelconque. Soit
B{qA(G)} = min
L∈L(G)
B{qA(G,L)}
le nombre minimum de requeˆtes effectue´es par l’algorithme A durant son exe´cution sur G. Pour
l’algorithme LL, on a
B{qLL(G)} = n− c+ ∑
Gi∈CC(G)
δi , (2.7)
ou` CC(G) de´signe l’ensemble des composantes connexes de G (de cardinalite´ c) et δi le degre´ minimal
de la composante connexe Gi ⊆ G.
De´monstration. Conside´rons tout d’abord un graphe connexe (avec c = 1). Nous utiliserons le
raisonnement qui va suivre pour des graphes a` plusieurs composantes connexes.
Soit G = (V,E) un graphe connexe quelconque. Soit P ⊂ V un sous-ensemble quelconque des
sommets de G (P n’est pas force´ment une couverture de G), de taille au plus n− 1. On peut alors
appliquer (2.6) en remplac¸ant CA par P . Notons B(P ) la valeur obtenue. Il s’agit de trouver la
plus petite valeur de B(P ) parmi tous les sous-ensembles P d’au plus n− 1 sommets. Pre´cisons les
choses, en prenant un sous-ensemble P qui a k sommets (avec k ≤ n− 1).
B(P ) =
∑
u 6∈P
d(u) + k .
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Si k < n − 1, on peut diminuer (pas force´ment strictement) cette valeur en transfe´rant dans P un
sommet u qui n’en faisait pas partie. En effet, comme G n’a aucun sommet isole´ (il est connexe),
d(u) > 0. Ainsi, |P | gagne une unite´, tandis que la somme des degre´s perd au moins une unite´.
Donc, au total, on diminue potentiellement la valeur de B(P ) (en tout cas, on ne l’augmente pas).
Supposons maintenant que seuls des sous-ensembles P de taille k < n− 1 minimisent la somme
B(P ). Avec ce qui pre´ce`de, chaque sommet ajoute´ permet de diminuer potentiellement la valeur de
B(P ). Ainsi, en ajoutant des sommets a` P jusqu’a` en avoir n − 1 (notons P ′ l’ensemble obtenu),
on obtient B(P ′) ≤ B(P ) et |P ′| = n − 1, ce qui contredit l’hypothe`se de de´part. On peut donc
rechercher l’ensemble P qui minimise B(P ) seulement parmi les ensembles a` n − 1 sommets. Or,
il est facile de voir que parmi tous ces ensembles a` n − 1 sommets, celui qui exclut un sommet de
degre´ minimum est associe´ a` la plus petite valeur de B(P ), car ils ont tous un B(P ) = n− 1+ d(u)
ou` u est le seul sommet n’appartenant pas a` P .
Nous avons raisonne´ sur des sous-ensembles de sommets plus grands que des couvertures. Or,
d’apre`s le the´ore`me 3, il existe bien une couverture C des sommets de G constructible par LL et
contenant tous ses sommets sauf un, de degre´ δ (il suffit que ce sommet soit e´tiquete´ par la plus
grande valeur, a` savoir n). Ainsi, il existe une solution C ayant une valeur B(C) qui est e´gale au
minimum des valeurs B(P ) pour tous les sous-ensembles de sommets P de taille quelconque, qu’ils
soient ou non des couvertures.
On ne peut donc pas trouver de couverture C ayant une valeur B(C) plus petite que n− 1+ δ.
Cette valeur est atteinte pour n’importe quel graphe connexe G (il suffit de prendre un e´tiquetage
L tel que LL retourne tous les sommets sauf un de degre´ minimum).
On peut au final appliquer ce raisonnement sur chacune des c composantes connexes Gi ∈ CC(G)
de G. Soit ni le nombre de sommets de la composante Gi. On a donc
B{qLL(G)} = ∑
Gi∈CC(G)
(ni − 1 + δi)
= n− c+
∑
Gi∈CC(G)
δi .
Corollaire 3. Le nombre minimum de requeˆtes effectue´es par l’algorithme LL exe´cute´ sur un graphe
G connexe (en conside´rant l’ensemble de ses e´tiquetages L(G)) est
B{qLL(G)} = n− 1 + δ . (2.8)
De plus, pour tout graphe G quelconque, on a B{qA(G)} ≥ n− 1+ δ, avec A = LL, SLL ou ASLL.
De´monstration. Le re´sultat est de´duit directement du the´ore`me 9 et du the´ore`me 4.
Sur des graphes de faible densite´ (ou` m ∈ Θ(n)), le nombre minimum de requeˆtes effectue´es par
les algorithmes peut eˆtre supe´rieur a` m (c’est le cas sur les arbres). En revanche, sur des graphes
de forte densite´ (ou` m ∈ O(n2)), ce nombre minimum peut eˆtre bien plus petit que m.
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Nombre maximum de requeˆtes
Lemme 4. Soit G = (V,L,E) un graphe e´tiquete´ quelconque. Soit CA la couverture construite par
l’algorithme A pour G. On de´signe par W{qA(G,L)} le nombre maximum de requeˆtes effectue´es
par l’algorithme A durant son exe´cution sur G. Pour LL, on a
W{qLL(G,L)} = ∑
u 6∈CLL
d(u) +
∑
u∈CLL
(d−(u) + 1) . (2.9)
Pour l’algorithme SLL, on a
W{qSLL(G,L)} = ∑
u 6∈CSLL
d(u) +
∑
u∈CSLL
(dsup(u) + σ
−(u) + 1) . (2.10)
Et pour ASLL, on a
W{qASLL(G,L)} = ∑
u 6∈CASLL
d(u) +
∑
u∈CASLL
(dinf(u) + σ
+(u) + 1) . (2.11)
De´monstration. Nous donnons la preuve pour LL. Celles pour SLL et ASLL sont similaires.
Soit G = (V,L,E) un graphe e´tiquete´. Soit CLL une couverture construite par LL pour G.
Conside´rons un sommet u de G. On sait que u ∈ CLL si et seulement si il posse`de au moins un
voisin droit. Dans le pire des cas, l’unite´ de traitement re´cupe`re tous les voisins gauches de u avant
d’obtenir un premier voisin droit. De ce fait, elle effectue exactement d−(u) + 1 requeˆtes avant de
mettre u dans la solution. Autrement, si u 6∈ CLL, alors on doit re´cupe´rer tous ses voisins gauches
avant de de´cider finalement qu’il n’est pas dans la solution (puisque l’on ne sait pas a priori si un
sommet a des voisins droits ou pas), ce qui ge´ne`re exactement d(u) requeˆtes.
The´ore`me 10. Soit G = (V,E) un graphe quelconque. Soit
W{qA(G)} = max
L∈L(G)
W{qA(G,L)}
le nombre maximum de requeˆtes effectue´es par l’algorithme A durant son exe´cution sur G. On a
W{qA(G)} = m+ |CmaxA | , (2.12)
ou` |Cmax
A
| est la taille maximale d’une couverture retourne´e par l’algorithme A pour le graphe G
(lorsque l’on conside`re l’ensemble de ses e´tiquetages possibles L(G)).
De´monstration. Nous donnons les preuves pour LL et pour SLL. Celle pour ASLL est similaire a`
celle pour SLL.
Preuve pour LL. Soit G = (V,L,E) un graphe e´tiquete´ et CLL la couverture construite par LL
pour G. On peut simplifier (2.9) de la manie`re suivante.
∑
u 6∈CLL
d(u) +
∑
u∈CLL
(d−(u) + 1) = m+ |CLL| (2.13)
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puisque, ∀u 6∈ CLL, d(u) = d−(u) et
∑
u∈V d
−(u) = m. Maintenant, si l’on maximise (2.13) en
conside´rant tous les n! e´tiquetages possibles de L(G), cela revient a` maximiser la taille de CLL. De
ce fait, on obtient bien W{qLL(G)} = m+ |CmaxLL |.
Preuve pour SLL. Soit G = (V,L,E) un graphe e´tiquete´ et CSLL la couverture construite par
SLL exe´cute´ sur G. On peut simplifier (2.10) de la manie`re suivante.
∑
u 6∈CSLL
d(u) +
∑
u∈CSLL
(dsup(u) + σ
−(u) + 1) = m+ |CSLL| (2.14)
puisque, ∀u 6∈ CSLL, d(u) = dsup(u) + σ−(u) et
∑
u∈V (dsup(u) + σ
−(u)) = m. Maintenant, si l’on
maximise (2.14) en conside´rant tous les n! e´tiquetages possibles de L(G), cela revient a` maximiser
la taille de CSLL. Par conse´quent, on obtient W
{
qSLL(G)
}
= m+ |Cmax
SLL
|.
Corollaire 4. Le nombre maximum de requeˆtes effectue´es par l’algorithme LL sur un graphe G
quelconque (en conside´rant l’ensemble de ses e´tiquetages L(G)) ayant c composantes connexes est
W{qLL(G)} = m+ n− c . (2.15)
De plus, W{qA(G)} ≤ m+ n− 1.
De´monstration. Les re´sultats pour LL sont de´duits du the´ore`me 10 et du lemme 4.
2.3.3 Analyse de la complexite´ moyenne
Dans cette sous-section, nous donnerons les formules exactes exprimant le nombre moyen de
requeˆtes effectue´es par les trois algorithmes pour construire une couverture. Pour cela, nous sup-
poserons que pour chaque sommet u ∈ V d’un graphe G = (V,E), ses d(u) voisins peuvent eˆtre
re´cupe´re´s dans l’un des d(u)! ordres possibles, en conside´rant que ces d(u)! ordres apparaissent
chacun avec une probabilite´ uniforme e´gale a` 1
d(u)! .
Nous donnerons dans un premier temps les formules exactes exprimant le nombre moyen de
requeˆtes effectue´es sur un graphe e´tiquete´, puis nous ge´ne´raliserons ce re´sultat en conside´rant tous
les n! e´tiquetages d’un graphe de manie`re e´quiprobable.
Lemme 5. Soit G = (V,L,E) un graphe e´tiquete´ quelconque. Soit CA la couverture construite par
l’algorithme A pour G. On de´signe par E
[
qA(G,L)
]
le nombre moyen de requeˆtes effectue´es par
l’algorithme A durant son exe´cution sur G. Pour LL, on a
E
[
qLL(G,L)
]
=
∑
u 6∈CLL
d(u) +
∑
u∈CLL
d(u) + 1
d+(u) + 1
. (2.16)
Pour l’algorithme SLL, on a
E
[
qSLL(G,L)
]
=
∑
u 6∈CSLL
d(u) +
∑
u∈CSLL
d(u) + 1
dinf(u) + σ+(u) + 1
. (2.17)
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Et pour ASLL, on a
E
[
qASLL(G,L)
]
=
∑
u 6∈CASLL
d(u) +
∑
u∈CASLL
d(u) + 1
dsup(u) + σ−(u) + 1
. (2.18)
De´monstration. Nous donnons la preuve pour LL. Celles pour SLL et ASLL sont similaires.
Soit G = (V,L,E) un graphe e´tiquete´ quelconque. Soit CLL une couverture construite par LL
pour G. Conside´rons un sommet u de G. Si u 6∈ CLL, alors l’unite´ de traitement doit re´cupe´rer tous
les d(u) voisins de u. Autrement, elle effectue
d(u) + 1
d+(u) + 1
requeˆtes en moyenne avant de re´cupe´rer le premier des d+(u) voisins droits de u.
L’obtention de cette valeur s’explique de la manie`re suivante. Imaginons un sac contenant a
boules blanches et b boules noires. A chaque e´tape, on pioche une boule, sans la remettre dans le
sac, et on s’inte´resse au nombre d’e´tapes avant de piocher la premie`re boule noire. Il est possible
de montrer que le nombre moyen de tirages effectue´s avant de tomber sur la premie`re boule noire
est e´gal a`
a
b+ 1
.
Une preuve simple, didactique et originale de ce re´sultat est donne´e par M. Glaymann dans [66].
Maintenant, si l’on suppose que les d(u) voisins de u sont des boules dans un sac, avec d−(u)
boules blanches et d+(u) boules noires, alors, avec a = d−(u) et b = d+(u), on obtient
a
b+ 1
+ 1 =
d−(u)
d+(u) + 1
+ 1 =
d(u) + 1
d+(u) + 1
requeˆtes en moyenne (incluant celle qui donne la premie`re « boule noire »).
The´ore`me 11. Soit G = (V,E) un graphe quelconque. Soit
E
[
qA(G)
]
=
1
n!
∑
L∈L(G)
E
[
qA(G,L)
]
le nombre moyen de requeˆtes effectue´es par l’algorithme A durant son exe´cution sur G, en conside´-
rant tous les e´tiquetages de L(G) de manie`re e´quiprobable. Pour LL, on a
E
[
qLL(G)
]
=
∑
u∈V
H(d(u)) , (2.19)
ou` H(n) = 1 + 12 +
1
3 + · · · + 1n de´signe le nombre harmonique d’ordre n, avec H(0) = 0.
Pour l’algorithme SLL, on a
E
[
qSLL(G)
]
=
∑
u∈V
d(u) + 1
σ(u) + 1
(
H(dinf(u) + σ(u) + 1)−H(dinf(u))
)
−
∑
u|dinf(u)=0
1
σ(u) + 1
.
(2.20)
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Et pour ASLL, on a
E
[
qASLL(G)
]
=
∑
u∈V
d(u) + 1
σ(u) + 1
(
H(dsup(u) + σ(u) + 1)−H(dsup(u))
)
−
∑
u|dsup(u)=0
1
σ(u) + 1
.
(2.21)
De´monstration. Nous donnons les preuves pour LL et pour SLL. La preuve pour ASLL est similaire
a` celle pour SLL.
Preuve pour LL. Soit G = (V,E) un graphe quelconque. On de´termine la contribution de chaque
sommet u ∈ V dans E[qLL(G)]. Soit L ∈ L(G) un e´tiquetage de G et CLL la couverture construite
par l’algorithme LL exe´cute´ sur le graphe G e´tiquete´ par L. Notons que pour chaque sommet u ∈ V ,
u 6∈ CLL si et seulement si d+(u) = 0.
Soit βk(u) la proportion d’e´tiquetages L ∈ L(G) pour lesquels d+(u) = k. En appliquant (2.16),
la contribution du sommet u dans E
[
qLL(G)
]
est de
β0(u) · d(u) +
d(u)∑
k=1
βk(u) · d(u) + 1
k + 1
. (2.22)
Calculons la valeur de βk(u). La valeur de d
+(u) de´pend uniquement de l’e´tiquetage du sommet u
par rapport a` l’e´tiquetage de ses voisins. Il y a exactement(
n
d(u) + 1
)
· d(u)! × (n− (d(u) + 1))! (2.23)
e´tiquetages pour lesquels d+(u) = k. En effet, cela revient a` e´tiqueter les sommets de G de la
manie`re suivante. Premie`rement, on choisit d(u) + 1 labels parmi n et on attribue a` u le (k+1)e`me
plus grand label, dans le but d’avoir d+(u) = k. Il reste alors d(u)! possibilite´s pour e´tiqueter les
voisins de u et (n − (d(u) + 1))! possibilite´s pour e´tiqueter les autres sommets de G. On obtient
donc βk(u) en divisant (2.23) par n!. Donc, ∀k ∈ {0, . . . , d(u)}, βk(u) = 1d(u)+1 .
Maintenant, on simplifie (2.22), ce qui donne
β0(u) · d(u) +
d(u)∑
k=1
βk(u) · d(u) + 1
k + 1
=
d(u)
d(u) + 1
+
d(u)∑
k=1
1
k + 1
=
d(u)
d(u) + 1
+
d(u)+1∑
k=2
1
k
= 1 +
d(u)∑
k=2
1
k
= H(d(u)) .
Preuve pour SLL. Soit G = (V,E) un graphe quelconque. On de´termine la contribution de
chaque sommet u ∈ V dans E[qSLL(G)]. Soit L ∈ L(G) un e´tiquetage de G et CSLL la couverture
construite par l’algorithme SLL exe´cute´ sur le graphe G e´tiquete´ par L. Notons que pour chaque
sommet u ∈ V , u 6∈ CSLL si et seulement si dinf(u) = 0 et σ+(u) = 0. Aussi, notons que si dinf(u) > 0,
quel que soit l’e´tiquetage des sommets de G, u est toujours se´lectionne´ par SLL.
Soit β′k(u) la proportion des e´tiquetages L ∈ L(G) pour lesquels σ+(u) = k.
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1. Si dinf(u) > 0, quelle que soit la valeur de σ
+(u) (comprise entre 0 et σ(u) et de´signe´e par k
par la suite), la contribution du sommet u dans E
[
qSLL(G)
]
est de
β′k(u) ·
d(u) + 1
dinf(u) + k + 1
. (2.24)
2. Si dinf(u) = 0, alors le fait que u est ou n’est pas dans la solution retourne´e par SLL de´pend
uniquement de son e´tiquetage par rapport a` l’e´tiquetage de ses voisins de meˆme degre´. Dans
ce cas, sa contribution dans E
[
qSLL(G)
]
est de


β′k(u) · d(u)+1k+1 avec k = 1, . . . , σ(u) si u ∈ CSLL,
β′0(u) · d(u) sinon.
(2.25)
On obtient la valeur de β′k(u) en appliquant le meˆme raisonnement que pour LL. On remplace d(u)
par σ(u) dans βk(u) et donc, on a, pour chaque sommet u, β
′
k(u) =
1
σ(u)+1 , ∀k ∈ {0, . . . , σ(u)}.
Dans le but de simplifier (2.24), on applique ce re´sultat pour chaque sommet u tel que dinf(u) > 0 :
σ(u)∑
k=0
1
σ(u) + 1
· d(u) + 1
dinf(u) + k + 1
=
d(u) + 1
σ(u) + 1
σ(u)+1∑
k=1
1
dinf(u) + k
=
d(u) + 1
σ(u) + 1
(
H(dinf(u) + σ(u) + 1)−H(dinf(u))
)
,
(2.26)
et on applique ce re´sultat sur (2.25), pour chaque sommet u tel que dinf(u) = 0 :
d(u)
σ(u) + 1
+
σ(u)∑
k=1
1
σ(u) + 1
· d(u) + 1
k + 1
=
d(u)
σ(u) + 1
+
d(u) + 1
σ(u) + 1

σ(u)+1∑
k=1
1
k
− 1


=
−1
σ(u) + 1
+
d(u) + 1
σ(u) + 1
σ(u)+1∑
k=1
1
k
=
d(u) + 1
σ(u) + 1
·H(σ(u) + 1)− 1
σ(u) + 1
.
(2.27)
Le re´sultat final est obtenu en effectuant la somme de (2.26) et de (2.27) pour tous les sommets du
graphe G.
Corollaire 5. Le nombre moyen de requeˆtes effectue´es par les algorithmes LL, SLL et ASLL sur un
graphe ∆-re´gulier quelconque est n ·H(∆), ce qui tend vers n · log ∆ lorsque ∆ tend vers +∞.
De´monstration. Comme dans G on a d(u) = ∆ pour tout u ∈ V , le re´sultat pour LL de´coule
imme´diatement. On a aussi dinf(u) = dsup(u) = 0 et σ(u) = d(u). En appliquant ces diffe´rentes
valeurs, on peut simplifier (2.20) et obtenir les re´sultats pour SLL et ASLL.
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Exemples d’application sur des familles de graphes
Comme dans la section pre´ce´dente, les formules pre´sente´es et de´crites ici dans le the´ore`me 11
permettent de calculer en temps polynomial E
[
qA(G)
]
pour un graphe G lorsque A = LL, SLL ou
ASLL.
Afin de tenter d’e´tablir des relations entre ces trois algorithmes, nous avons e´tudie´ le nombre
de requeˆtes effectue´es en moyenne sur quelques familles de graphes connues.
Sur les e´toiles. Soit Sn = (V,E) une e´toile a` n sommets. Appliquons respectivement (2.19),
(2.20) et (2.21) sur Sn. Pour tout n > 2, sachant que dans une e´toile Sn telle que n > 2, aucun
sommet ne posse`de un voisin de meˆme degre´, on obtient
E
[
qLL(Sn)
]
= H(n− 1) + n− 1 .
Pour SLL, les n − 1 feuilles de Sn ne posse`dent pas de voisin de plus petit degre´. A l’inverse, le
centre de Sn a n− 1 voisins (les feuilles) qui ont un plus petit degre´. Donc, on a
E
[
qSLL(Sn)
]
= (n − 1) · 2 + n(H(n)−H(n− 1)) − (n− 1) = n .
Pour ASLL, le centre de Sn n’a pas de voisin de plus fort degre´. Par contre, chaque feuille posse`de
un voisin (le centre) qui a un degre´ plus grand. Donc, on a
E
[
qASLL(Sn)
]
= n+ (n− 1) · 2(H(2)−H(1)) − 1 = 2n− 2 .
Donc, on peut facilement voir que
E
[
qSLL(Sn)
]
< E
[
qLL(Sn)
]
< E
[
qASLL(Sn))
]
.
Sur les graphes bipartis complets. Soit Ka,b = (X ∪Y,E) un graphe biparti complet avec
n = a + b sommets (ou` a = |X| et b = |Y |). Admettons que a > b > 4. Dans un graphe biparti
complet Ka,b tel que a 6= b, aucun sommet ne posse`de un voisin de meˆme degre´. On a donc
E
[
qLL(Ka,b)
]
= a ·H(b) + b ·H(a) .
Pour SLL, les a sommets de X n’ont pas de voisin de plus petit degre´. En revanche, chaque sommet
de Y posse`de a voisins (ceux de X) ayant un degre´ plus grand. Donc, on obtient
E
[
qSLL(Ka,b)
]
= a(b+ 1) + b(a+ 1)
(
H(a+ 1)−H(a))− a = ab+ b .
Pour ASLL, les b sommets de Y ne posse`dent pas de voisin ayant un degre´ plus grand qu’eux. Par
contre, chaque sommet de X a b voisins (ceux de Y ) de plus fort degre´. Par conse´quent, on a
E
[
qASLL(Ka,b)
]
= b(a+ 1) + a(b+ 1)
(
H(b+ 1)−H(b)) − b = ab+ a .
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On peut facilement voir que SLL est meilleur que ASLL (parce que a > b). Comparons LL et
SLL.
E
[
qSLL(Ka,b)
]− E[qLL(Ka,b)] = ab+ b− a ·H(b)− b ·H(a)
=
ab
2
− a ·H(b) + ab
2
− b ·H(a) + b > 0
car b2 > H(b) lorsque b > 4 et
a
2 > H(a) quand a > 4.
Par conse´quent, lorsque a > b > 4, LL produit en moyenne moins de requeˆtes que SLL et ASLL
sur les graphes bipartis complets.
De´finition 9 (Colliers). Soit CKl,w = (V,E) un collier avec n = l × w sommets. Un collier
CKl,w est un cycle constitue´ de l graphes complets, appele´s perles, ou` chaque graphe complet Ki
(i ∈ {1, . . . , l}) a w sommets : w − 2 sommets de degre´ w − 1 et 2 sommets distincts ai et bi, de
degre´ w, appele´s connecteurs, qui relient Ki a` son pre´de´cesseur (biai−1 ∈ E) et a` son successeur
(aibi+1 ∈ E) dans le cycle.
bc
b
K1
b
b
b b
bc
bbc
bc
b
bc
bbc
bb
bc
bcb
b
K2
K3K4
a1
a2
a3
a4
b1
b2
b3
b4
Fig. 2.14 – Collier CK4,5 a` 4 perles, constitue´es chacune de 5 sommets
Sur les colliers. Soit CKl,w = (V,E) un collier avec n = l × w sommets. Dans un collier
CKl,w, chaque sommet appartenant aux l graphes complets (a` l’exception des 2l connecteurs ai et
bi) posse`dent w − 3 voisins de meˆme degre´. Quant aux connecteurs, ils posse`dent chacun 2 voisins
de meˆme degre´. Admettons que l > 1 et que w > 4. On a
E
[
qLL(CKl,w)
]
= l(w − 2) ·H(w − 1) + 2l ·H(w) = n ·H(w − 1) + 2l
w
.
Pour SLL, les l(w− 2) sommets autres que les connecteurs n’ont pas de voisin de plus faible degre´.
quant aux connecteurs, ils posse`dent w − 2 voisins (les sommets du graphe complet dans lequel ils
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sont) ayant un degre´ plus petit qu’eux. On a donc
E
[
qSLL(CKl,w)
]
= l(w − 2) · w
w − 2 ·H(w − 2) + 2l ·
w + 1
3
(
H(w + 1)−H(w − 2)) − l(w − 2)
w − 2
= n ·H(w − 2) + 2l
3
· 3w
2 − 1
w(w − 1) − l .
Pour ASLL, les 2l connecteurs n’ont pas de voisin de plus fort degre´. Cependant, les autres sommets
posse`dent chacun 2 voisins (les connecteurs issus du meˆme graphe complet) ayant un degre´ plus
grand qu’eux. Par conse´quent, on a
E
[
qASLL(CKl,w)
]
= 2l · w + 1
3
·H(3) + l(w − 2) · w
w − 2
(
H(w)−H(2)) − 2l
3
= n ·H(w)− 5n
18
+
5l
9
.
Comparons ces re´sultats.
E
[
qLL(CKl,w)
]− E[qASLL(CKl,w)] = 5n
18
+
2l
w
− 14l
9
=
l(5w2 − 28w + 36)
18w
> 0
lorsque w > 3, car le polynoˆme 5w2 − 28w+36 a deux racines : 2 et 3,6 ; et il est positif ∀w ≤ 2 et
∀w ≥ 3,6.
E
[
qSLL(CKl,w)
]− E[qASLL(CKl,w)] = 5n
18
+
n
w − 1 −
2l
3w(w − 1) −
23l
9
=
l(5w3 − 33w2 + 46w − 12)
18w(w − 1) > 0
lorsque w > 4, car le polynoˆme 5w3 − 33w2 +46w − 12 a trois racines : 0,34 ; 1,48 et 4,78 ; et il est
positif ∀w ∈ [0,34; 1,48] et ∀w ≥ 4,78.
Par conse´quent, lorsque l > 1 et lorsque w > 4, ASLL produit en moyenne moins de requeˆtes
que LL et SLL sur les colliers.
Synthe`se des re´sultats obtenus sur d’autres familles de graphes. En plus des trois
exemples d’application de´taille´s ci-dessus, de la meˆme manie`re, nous avons de´termine´ de fac¸on
analytique le nombre de requeˆtes effectue´es en moyenne par les trois algorithmes sur d’autres fa-
milles de graphes. Le tableau 2.2 fournit une synthe`se de ces re´sultats.
Nous constatons que pour chaque algorithme, il existe au moins une famille de graphes pour
laquelle il effectue, en moyenne, moins de requeˆtes que les deux autres.
Mis a` part sur les chemins et les e´toiles, pour les autres familles de graphes exhibe´es dans le
tableau 2.2, les ordres obtenus entre les trois algorithmes ne sont pas les meˆmes que pour les qualite´s
moyennes des solutions retourne´es, ce qui rend leur analyse plus difficile.
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Familles de graphes
Algorithmes
LL SLL ASLL
Graphes ∆-re´guliers 1er ex aequo 1er ex aequo 1er ex aequo
Chemins 2e`me 1er 3e`me
Etoiles 2e`me 1er 3e`me
Graphes bipartis complets 1er 2e`me 3e`me
Graphes d’Avis-Imamura 1er 2e`me 3e`me
Graphes d’Avis-Imamura modifie´s 1er 2e`me 3e`me
Graphes d’Avis-Imamura e´tendus 1er 2e`me 3e`me
Grilles 3e`me 1er 2e`me
Spider graphs 3e`me 1er 2e`me
Colliers 3e`me 2e`me 1er
Tab. 2.2 – Synthe`se des re´sultats obtenus sur les comparaisons du nombre de requeˆtes effectue´es
en moyenne par les trois algorithmes sur certaines familles de graphes
2.4 Bilan
Nous avons e´tudie´ dans ce chapitre trois algorithmes, LL, SLL et ASLL pour le proble`me du
vertex cover, qui satisfont les contraintes de notre mode`le : ils ne modifient pas le graphe
en entre´e, ils n’utilisent quasiment pas de me´moire sur l’unite´ de traitement (ils sont memory-
efficient) et ils n’ont pas besoin d’acce´der a` la solution (pour la lire ou pour la modifier) durant
leurs exe´cutions. Ils sont donc adapte´s pour construire une couverture sur un graphe de grande
taille avec une machine standard.
Nous avons tout d’abord compare´ la qualite´ des solutions retourne´es par ces trois me´thodes.
Nous avons dans un premier temps donne´ les formules exactes exprimant les tailles moyennes des
solutions qu’elles construisent, ce qui nous a permis de montrer qu’aucune des trois ne pouvait eˆtre
e´lue comme la meilleure sur l’ensemble des graphes.
Apre`s avoir montre´ que pour tout graphe, il existait toujours un e´tiquetage des sommets tel que
LL retournait une couverture optimale, nous avons dans un second temps analyse´ les comportements
des heuristiques SLL et ASLL sur les arbres. Nous avons mis l’accent sur le fait que SLL y e´tait
globalement plus performant que ASLL, en prouvant notamment que ASLL ne retournait jamais de
couverture optimale sur les arbres.
Par la suite, nous nous sommes inte´resse´s a` la complexite´ en nombre de requeˆtes de ces trois
algorithmes. Apre`s en avoir fourni les bornes minimales et maximales, nous avons donne´ les formules
exactes exprimant le nombre moyen de requeˆtes qu’ils effectuent. La` encore, nous avons montre´
qu’aucun des trois ne pouvait eˆtre e´lu comme le meilleur.
Les formules analytiques fournies dans ce chapitre peuvent aider un utilisateur a` choisir un
algorithme adapte´, en fonction des informations dont il dispose sur les graphes a` traiter (certains
domaines d’application sont lie´s a` certains types de graphes spe´cifiques) et suivant le crite`re qu’il
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cherche a` optimiser (s’il doit calculer une solution rapidement, il choisira l’algorithme qui ge´ne`re le
moins de requeˆte).
S’il l’on ne dispose d’aucune information sur les graphes a` traiter et si l’on cherche a` optimiser
a` la fois la qualite´ des solutions construites et la complexite´ en nombre de requeˆtes, il est pre´fe´rable
d’utiliser l’algorithme SLL. En effet, meˆme s’il est tre`s mauvais sur quelques classes de graphes
particulie`res, il offre de bonnes performances en moyenne sur la plupart des graphes.
Cependant, l’algorithme LL est aussi inte´ressant car il dispose d’une « marge de manœuvre »
maximale pour tout graphe et ce sur les deux crite`res. De plus, il est plus simple a` mettre en
œuvre puisqu’il n’a pas besoin de re´cupe´rer les degre´s des voisins scanne´s. En effet, dans certaines
imple´mentations, cela peut augmenter les temps d’exe´cutions.
L’algorithme ASLL doit, quant a` lui, se cantonner a` des utilisations bien spe´cifiques, lorsque l’on
dispose de suffisamment d’informations sur les graphes a` traiter et lorsque l’on cherche a` optimiser
un seul crite`re. En effet, sur les graphes d’Avis-Imamura e´tendus par exemple, il est le meilleur
en terme de qualite´ de solution mais il est le plus mauvais en terme de complexite´ en nombre de
requeˆtes.
Une premie`re perspective de ce chapitre est de prouver la conjecture 1, qui dit que SLL est
meilleur que ASLL sur les arbres. En effet, nous avons re´ussi a` montrer que SLL e´tait meilleur que
ASLL sur les chemins et sur les arbres dont au moins la moitie´ des sommets sont des feuilles. Nous
sommes convaincus que ce re´sultat est valable sur l’ensemble des arbres.
Une autre perspective serait de comple´ter les re´sultats que l’on a obtenu en moyenne sur les
deux crite`res e´tudie´s, en de´terminant les formules (exactes, si possible) des variances, afin d’e´valuer
de manie`re encore plus fine les performances des trois algorithmes, et en de´terminant leurs rapports
d’approximation en moyenne pour l’ensemble des graphes.
Pour aller plus loin dans l’e´tude mene´e dans ce chapitre, on pourrait s’inte´resser a` d’autres
proble`mes proches du vertex cover (tels que la version ponde´re´e par exemple) et tenter d’y
adapter les trois heuristiques.
Chapitre 3
Etude d’algorithmes a` n bits me´moire
pour le proble`me du Vertex Cover sur
de grandes instances
Dans ce chapitre, nous allons assouplir la contrainte C2 de notre mode`le de´crit dans le chapitre 1
page 14, ce qui va nous permettre d’imple´menter et d’e´tudier d’autres algorithmes.
Apre`s avoir rappele´ notre mode`le de traitement et fourni quelques e´le´ments utiles a` la descrip-
tion des algorithmes que nous allons e´tudier, nous adapterons l’algorithme OT, que nous avons
de´crit dans le chapitre 2 et qui est optimal sur les arbres. Nous e´tudierons sa complexite´ en nombre
de passes (il peut en effectuer plusieurs) et en nombre de requeˆtes. Nous adapterons ensuite les algo-
rithmes LR et ED (que nous avons de´crits dans la section 1.4) et nous e´tudierons leurs complexite´s
en nombre de requeˆtes. Enfin, nous pre´senterons, adapterons et e´tudierons un autre algorithme :
Pitt. Nous e´tudierons sa complexite´, puis nous nous inte´resserons a` la quantite´ de me´moire qu’il
utilise.
3.1 Extension de notre mode`le
Par rapport au mode`le que l’on a conside´re´ jusqu’a` pre´sent, nous supposons de´sormais que
l’unite´ de traitement dispose d’un espace me´moire de n bits. Redonnons les contraintes lie´es a` notre
mode`le.
C1. Les donne´es fournies en entre´es ne doivent pas eˆtre modifie´es : l’inte´grite´ de l’instance doit
eˆtre pre´serve´e.
C ′2. L’unite´ de traitement dispose d’un espace me´moire de n bits.
C3. Les e´le´ments de la solution doivent eˆtre envoye´s « a` la vole´e », c’est-a`-dire a` chaque fois qu’ils
sont ajoute´s a` la solution.
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Instance
Unité de traitement
Résultat
Entrée Sortie
Espace mémoire de taille k = n bits
Fig. 3.1 – Vue d’ensemble de notre mode`le avec n bits d’espace me´moire
La contrainte C2 (devenue C
′
2) a subi une le´ge`re modification. En effet, jusqu’a` pre´sent, nous avons
suppose´ qu’un nombre constant d’e´le´ments e´taient stockables sur l’unite´ de traitement. De´sormais,
nous supposerons qu’un nombre d’e´le´ments line´aire en fonction du nombre de sommets sont sto-
ckables en me´moire.
Typiquement, chacun des n bits correspond a` une valeur boole´enne relie´e a` un sommet du
graphe.
Le graphe est toujours stocke´ sous la forme d’une liste d’adjacence et la notion de graphes
e´tiquete´s est toujours pre´sente. Cependant, dans les re´sultats que nous pre´senterons, nous parlerons
simplement de graphes puisque, contrairement a` LL, SLL et ASLL, les labels vont uniquement eˆtre
utilise´s dans les imple´mentations de´taille´es des algorithmes : ils ne seront pas employe´s par les
algorithmes dans leurs prises de de´cisions (ils ne serviront pas par exemple a` comparer les sommets
entre eux).
Dans ce qui va suivre, nous donnerons les descriptions de´taille´es des algorithmes que nous avons
adapte´s dans ce mode`le. Pour cela, nous devons au pre´alable introduire quelques notions.
Tout d’abord, nous supposons que le nombre de sommets n est connu a` l’avance (il peut par
exemple eˆtre re´cupe´re´ au de´but de l’exe´cution des algorithmes). Dans les ope´rations que nous
de´finissons et qui vont eˆtre utilise´es par les diffe´rents algorithmes imple´mente´s, il y a des ope´rations
de communication et des ope´rations internes. Les ope´rations de communication servent a` re´cupe´rer
le graphe morceau par morceau et a` envoyer les e´le´ments de la solution « a` la vole´e », la` aussi
morceau par morceau (nous rappelons que l’instance traite´e en entre´e et que la solution produite
en sortie sont stocke´es sur des e´le´ments distants : voir la figure 3.1). Les ope´rations internes servent
a` manipuler l’espace me´moire de n bits disponible sur l’unite´ de traitement.
L’unite´ de traitement dispose donc des ope´rations suivantes.
• Les ope´rations de communication
Soit G = (V,E) le graphe stocke´ a` distance. On a :
– u← getV ertex(i) permet de re´cupe´rer le sommet u (son label L(u) et son degre´ d(u)) situe´
a` la ie`me position dans la liste d’adjacence ;
– v ← getNeighbor(u, j) permet de re´cupe´rer le je`me voisin v (son label L(v) et son degre´ d(v))
du sommet u. Cette ope´ration correspond a` une requeˆte (voir la de´finition 7 page 56).
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Soit C la couverture construite durant l’exe´cution d’un algorithme. C peut eˆtre imple´mente´e sous
diffe´rentes formes (ensemble de sommets, flux de donne´es, etc.). L’unite´ de traitement ne connaˆıt pas
force´ment la manie`re dont est stocke´e la solution a` construire. Nous mettons donc a` sa disposition
une ope´ration ge´ne´rique d’ajout de sommet. Nous nous assurerons par la suite que les algorithmes
que nous imple´menterons ne produiront pas de doublons. On a donc :
– u→ C permet d’ajouter le sommet u a` la couverture C.
Les algorithmes que nous e´tudions ge´ne`rent les solutions « a` la vole´e » : une fois qu’un sommet
est place´ dans la couverture, il ne peut plus en eˆtre retire´. Il n’y a donc pas besoin de de´finir une
ope´ration de retrait.
• Les ope´rations internes
Soit Mem l’espace me´moire de n bits disponible sur l’unite´ de traitement. Il s’agit d’un tableau de
n bits conse´cutifs. On a :
– Mem.init(val) permet d’initialiser tous les bits de Mem a` la valeur val (bien souvent, nous
les initialiserons a` 0) ;
– Mem[i] permet de lire le ie`me bit du tableau Mem.
– Mem[i]← 1 permet de mettre a` 1 le ie`me bit de Mem.
3.2 Adaptation de l’algorithme OT
Revenons sur cet algorithme, que nous avons de´ja` pre´sente´ dans le chapitre 2 (l’algorithme 11
page 47 en fournit une version ge´ne´rique).
Contrairement a` ce que nous allons faire par la suite pour les autres algorithmes que nous
de´taillerons, ici, nous utilisons les n bits disponibles sur l’unite´ de traitement pour stocker/marquer
les sommets que l’on « retire » de l’arbre. En effet, le fait de garder en me´moire la trace des sommets
supprime´s nous permet de calculer les degre´s des sommets dans l’arbre induit par la suppression des
sommets de´ja` marque´s. Cela nous permet donc de toujours trouver des feuilles et ainsi d’amener
l’exe´cution de OT a` son terme.
L’imple´mentation 1 donne une version de´taille´e de l’adaptation de OT dans notre mode`le. La
figure 3.2 en donne un exemple d’exe´cution de´taille´.
Jusqu’a` pre´sent, nous avons e´tudie´ des algorithmes qui parcouraient l’ensemble des sommets
exactement une fois. Nous allons voir que l’algorithme OT, tel que nous l’avons imple´mente´, a parfois
besoin de parcourir plusieurs fois la liste des sommets du graphe pour construire une solution. En
effet, il se peut que toutes les areˆtes ne soient pas couvertes apre`s une premie`re lecture de la liste
d’adjacence. Il faut donc s’assurer que l’algorithme retourne bien une couverture dans tous les cas.
Par conse´quent, a` la fin de chaque passe, lorsqu’on a traite´ le ne`me sommet, on regarde s’il reste
des sommets non marque´s dans l’arbre. Si c’est le cas, cela signifie qu’il reste potentiellement des
areˆtes a` couvrir. Il peut aussi cependant n’y avoir que des sommets isole´s non encore marque´s. Ce
cas est possible puisque lorsque l’on marque un sommet u, les degre´s de ses voisins dans l’arbre
induit diminuent. Certains deviennent parfois isole´s, et s’ils ont e´te´ traite´s avant u dans la liste
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Imple´mentation 1 : OT
Donne´es : un arbre e´tiquete´ T = (V,L,E) a` n sommets
Re´sultat : une couverture C ⊆ V de T
de´but
Mem.init(0)
i← 1
tant que i ≤ n faire
u← getV ertex(i)
si Mem[L(u)] = 0 alors
/* On calcule le degre´ du sommet apre`s suppression d’are^tes. */
j ← 1
deg ← 0
tant que j ≤ d(u) ∧ deg ≤ 1 faire
/* On scanne l’are^te uv. */
v ← getNeighbor(u, j)
si Mem[L(v)] = 0 alors
deg ← deg + 1
w ← v
j ← j + 1
si deg = 0 alors Mem[L(u)] = 1
si deg = 1 alors
w → C
/* Suppression des are^tes couvertes. */
Mem[L(u)]← 1
Mem[L(w)]← 1
si i = n alors
/* On teste s’il reste des are^tes a` couvrir. */
j ← 1
trouve← faux
tant que j ≤ n ∧ ¬trouve faire
si Mem[j] = 0 alors trouve← vrai
sinon j ← j + 1
/* Si c’est le cas, alors on refait une passe. */
si trouve alors i← 1 sinon i← i+ 1
sinon i← i+ 1
fin
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bb bb b
12 34 5
1 → 4, 5
2 → 4
3 → 5
4 → 2, 1
5 → 1, 3
(a) Arbre sur lequel on exe´cute l’algorithme OT (b) Liste d’adjacence de l’arbre, parcourue de
haut en bas et de gauche a` droite par OT
Mem[1] Mem[2] Mem[3] Mem[4] Mem[5]
0 0 0 0 0
i j deg
2 3 2
C = ∅
Mem[1] Mem[2] Mem[3] Mem[4] Mem[5]
0 1 0 1 0
i j deg
3 2 1
C = {4}
(c) Premie`re e´tape : e´tat de la me´moire apre`s le
traitement du sommet 1
(d) Deuxie`me e´tape : e´tat de la me´moire apre`s
le traitement du sommet 2
Mem[1] Mem[2] Mem[3] Mem[4] Mem[5]
0 1 1 1 1
i j deg
4 2 1
C = {4, 5}
Mem[1] Mem[2] Mem[3] Mem[4] Mem[5]
0 1 1 1 1
i j deg trouve
1 1 1 vrai
C = {4, 5}
(e) Troisie`me e´tape : e´tat de la me´moire apre`s
le traitement du sommet 3
(f) Quatrie`me e´tape : e´tat de la me´moire apre`s
le traitement des sommets 4 et 5
Mem[1] Mem[2] Mem[3] Mem[4] Mem[5]
1 1 1 1 1
i j deg trouve
6 6 0 faux
C = {4, 5}
bb b
12 34 5
bc bc
(g) Cinquie`me e´tape : e´tat de la me´moire a` la
fin de la seconde passe
(h) Couverture obtenue a` la fin de l’exe´cution
Fig. 3.2 – Exe´cution de l’algorithme OT (de´taille´ par l’imple´mentation 1) sur un chemin a` 5
sommets (seules les e´tapes ou` Mem[L(u)] = 0 sont de´taille´es)
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b
b bb b
b
F0
F1
T2
F0
Fig. 3.3 – De´coupage des sommets d’un arbre en couches
d’adjacence, ils ne pourront eˆtre marque´s que lors de la prochaine passe.
Quelle que soit la passe et le sommet, dans tous les cas, on calcule le degre´ courant du sommet
traite´, en tenant compte de ses voisins de´ja` marque´s. En effet, s’il s’agit d’une « ve´ritable » feuille
(pour laquelle un simple test sur le degre´ nous renseigne), nous n’effectuons de toute fac¸on qu’une
seule requeˆte qui nous sert a` re´cupe´rer son voisin et a` le placer dans la solution.
Dans notre mode`le, nous rappelons que les sommets sont stocke´s les uns a` la suite des autres
dans un ordre quelconque, l’unite´ de traitement les re´cupe´rant dans l’ordre dans lequel ils sont
stocke´s sur la machine externe. Ainsi, si l’algorithme effectue plusieurs passes, l’ordre dans lequel
les sommets apparaissent est le meˆme pour chaque passe. Nous allons construire, a` l’aide de la
de´finition 10, des ordres de stockage pour montrer des bornes sur le nombre de passes et le nombre
de requeˆtes effectue´es par l’algorithme OT.
De´finition 10 (Couches de sommets d’un arbre). Soit T = (V,E) un arbre quelconque. Soit
F (T ) l’ensemble des feuilles de T . De base, on a T0 = T et F0 = F (T ). Par construction, on a
Ti+1 = Ti−Fi et Fi+1 = F (Ti+1), pour i allant de 0 a` γ (on s’arreˆte a` l’e´tape j, lorsque Tj+1 = ∅ :
on obtient ainsi γ = j). On de´coupe l’arbre T en γ + 1 couches de sommets Ψi de la manie`re
suivante : ∀i ∈ {0, . . . , γ − 1}, Ψi = Fi et Ψγ = Tγ. On note ωi le nombre de sommets contenus
dans la ie`me couche de sommets (ωi = |Ψi|).
La figure 3.3 montre un exemple de de´coupage des sommets d’un arbre en couches.
On remarque que la dernie`re couche de sommets, appele´e de fac¸on ge´ne´rale Ψγ , est soit consti-
tue´e d’un sommet isole´ (c’est le cas dans l’arbre de la figure 3.3), soit de deux sommets relie´s par
une areˆte (c’est le cas par exemple dans un chemin constitue´ de quatre sommets).
Dans ce qui va suivre, nous allons e´tudier la complexite´ en nombre de passes et la complexite´
en nombre de requeˆtes de l’algorithme OT.
3.2.1 Etude du nombre de passes
Nous allons montrer que l’algorithme OT est capable, sous certaines conditions, de n’effectuer
qu’une seule passe pour construire une solution pour tout arbre. Nous allons aussi donner une borne
supe´rieure sur le nombre maximum de passes qu’il peut re´aliser.
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The´ore`me 12. Soit T = (V,E) un arbre quelconque. Il existe un ordre de traitement des sommets
de T pour lequel l’algorithme OT n’effectue qu’une seule passe.
De´monstration. Soit T = (V,E) un arbre a` n sommets. Nous allons construire un ordre de traite-
ment des sommets de T pour lequel l’algorithme OT n’effectue qu’une seule passe. On nume´rote les
sommets de 1 a` n, en proce´dant couche par couche (voir la de´finition 10). On attribue aux sommets
de Ψ0 les nume´ros allant de 1 a` ω0. Ensuite, on attribue aux sommets de Ψ1 les nume´ros allant de
ω0+1 a` ω0+ω1, etc. jusqu’a` ce que tous les sommets soient nume´rote´s (ceux de Ψγ sont nume´rote´s
de
∑γ−1
i=0 ωi + 1 a` n). Ainsi, OT va regarder dans l’ordre les feuilles de T0, puis celles de T1, etc.
pour finir par les sommets de Tγ . Par conse´quent, a` la fin de la premie`re passe, il n’y aura plus de
sommets a` regarder dans l’arbre puisque chaque feuille scanne´e par OT est toujours marque´e a` la
fin de son traitement.
The´ore`me 13. Soit T = (V,E) un arbre quelconque, constitue´ de γ + 1 couches de sommets. Le
nombre maximum de passes que peut effectuer l’algorithme OT sur T est de
⌈
γ+1
2
⌉
. Il existe des
arbres pour lesquels cette borne n’est pas atteinte.
De´monstration. Soit T = (V,E) un arbre a` n sommets et constitue´ de γ + 1 couches de sommets.
De fac¸on ge´ne´rale, quel que soit l’ordre dans lequel l’algorithme OT re´cupe`re les sommets de T , il
marque au minimum deux couches de sommets lors d’une passe (sauf e´ventuellement a` la dernie`re).
En effet, lors de la je`me passe (avec j ≥ 1), dans le pire des cas, OT traite les sommets de Ψ2(j−1) en
dernier. Il les marque, ainsi que leurs voisins (qu’il met dans la solution). Or, d’apre`s la de´finition 10,
Ψ2(j−1)+1 ⊆ {u | ∀v ∈ Ψ2(j−1), uv ∈ E}. De ce fait, OT marque lors de la je`me passe au minimum
les sommets de Ψ2(j−1) et de Ψ2(j−1)+1 (il ne peut pas faire moins). Aussi, lors de la dernie`re passe,
si T est constitue´ d’un nombre pair de couches de sommets, OT en marque au minimum deux, a`
savoir Ψγ−1 et Ψγ ; autrement, si γ + 1 est impair, il ne reste que les sommets de Ψγ a` traiter lors
de la dernie`re passe (il s’agit soit d’une areˆte, soit d’un sommet isole´). Par conse´quent, l’algorithme
OT ne peut pas effectuer plus de
⌈
γ+1
2
⌉
passes, et ce quel que soit l’ordre dans lequel il re´cupe`re
les sommets de l’arbre.
Montrons a` pre´sent que cette borne n’est pas toujours atteinte. Comme nous l’avons vu pre´-
ce´demment, les voisins des sommets d’une couche Ψi sont au minimum les sommets de Ψi+1. En
effet, un sommet u ∈ Ψi peut tre`s bien avoir un voisin v ∈ Ψτ>i+1. Par exemple, dans l’arbre de
la figure 3.4, on peut voir que le sommet 12, qui appartient a` Ψ0, posse`de un voisin (le sommet 1)
qui appartient a` Ψ5. Ce sommet est donc marque´ de`s la premie`re passe, et ce quel que soit l’ordre
dans lequel OT re´cupe`re les sommets (d’apre`s le raisonnement e´tabli pre´ce´demment, il devrait eˆtre
marque´ lors de la troisie`me passe). De ce fait, les degre´s courants de ses autres voisins (ici les
sommets 2 et 3) diminuent. Ainsi, lors de la seconde passe, OT marque les sommets de la couche
Ψ2 (les sommets 6 et 7) et de la couche Ψ3 (les sommets 4 et 5), mais aussi ceux de la couche
Ψ4 (les sommets 2 et 3), qui sont devenus des feuilles apre`s la suppression du sommet 1 lors de la
pre´ce´dente passe. A la fin de la seconde passe, tous les sommets sont de´ja` marque´s. Par conse´quent,
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Fig. 3.4 – Arbre pour lequel l’algorithme OT ne peut effectuer un maximum de
⌈
γ+1
2
⌉
passes
l’algorithme OT n’effectue pas de troisie`me passe sur cet arbre (qui compte pourtant cinq couches
de sommets).
Nous avons remarque´ qu’il y avait une corre´lation entre le diame`tre d’un l’arbre et le nombre
de passes effectue´es par OT. En effet, si l’on conside`re les deux familles d’arbres qui pre´sentent
respectivement un diame`tre minimum et maximum, a` savoir les e´toiles et les chemins, sur les
e´toiles, on ne peut pas effectuer plus d’une passe, tandis que sur les chemins, OT peut effectuer
un maximum de n4 passes. Cependant, il existe aussi des arbres de fort diame`tre pour lesquels OT
effectue peu de passes (par l’exemple sur le graphe de la figure 3.6 page 78).
3.2.2 Etude du nombre de requeˆtes
Dans ce qui va suivre, de la meˆme fac¸on que pour les algorithmes LL, SLL et ASLL e´tudie´s dans
le chapitre 2, nous allons compter le nombre de re´cupe´rations de voisins effectue´es par l’algorithme
OT. Comme il peut effectuer plusieurs passes, nous nous inte´resserons tout d’abord au nombre
de requeˆtes effectue´es lorsque le nombre de passes est minimal, c’est-a`-dire e´gal a` 1, puis nous
e´tudierons sa complexite´ lorsque ce nombre est maximal.
Avant de s’inte´resser au deux cas extreˆmes e´voque´s ci-dessus, nous pouvons d’ores et de´ja` analy-
ser le comportement global de OT. Soit u un sommet quelconque d’un arbre T . Durant l’exe´cution
de l’algorithme OT, ce sommet u est marque´ a` la suite de plusieurs e´ve`nements.
1. Il s’agit d’une feuille.
2. Il s’agit d’un sommet isole´.
3. Il est le voisin d’une feuille (dans ce cas, il est ajoute´ a` la solution).
On distingue la situation dans laquelle u est directement supprime´ (cas 1 et 2) de celle dans laquelle
il est indirectement supprime´ (troisie`me cas). Dans la seconde situation, il peut tre`s bien eˆtre marque´
avant ou apre`s son traitement.
Si l’exe´cution de l’algorithme OT ne´cessite plus d’une passe, le sommet u peut tre`s bien eˆtre
marque´ entre la premie`re et la dernie`re passe. S’il n’est pas supprime´ directement lors d’une passe
(c’est le cas si son degre´ courant est supe´rieur ou e´gal a` 2), il peut faire l’objet d’au moins 2 requeˆtes
et d’au plus d(u) requeˆtes. Ce nombre de requeˆtes varie selon l’ordre dans lequel les voisins sont
re´cupe´re´s, le pire des cas e´tant de re´cupe´rer d’abord tous les voisins marque´s.
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Lorsque le nombre de passes est minimal
Dans ce qui va suivre, nous nous inte´resserons a` la complexite´ de l’algorithme OT lorsqu’il
n’effectue qu’une seule passe sur l’arbre qu’il traite. En effet, comme nous l’avons e´nonce´ dans le
the´ore`me 12 puis de´montre´, OT est toujours capable d’effectuer une seule passe et ce sur n’importe
quel arbre.
Proposition 4. Soit T = (V,E) un arbre quelconque constitue´ de γ + 1 couches de sommets.
Conside´rons l’ordre de re´cupe´ration des sommets tel que OT n’effectue qu’une passe sur T et tel
qu’il re´cupe`re pour chaque sommet leurs voisins de´ja` marque´s en dernier. Notons O∗∗ cet ordre. Soit
qOT(T,O
∗∗) le nombre de requeˆtes effectue´es sur l’arbre T avec l’ordre O∗∗. On a
qOT(T,O
∗
∗) ≤
∑
u∈Ψi ∧ i pair
d(u) . (3.1)
De´monstration. Soit T = (V,E) un arbre constitue´ de γ+1 couches de sommets. Soit u un sommet
quelconque de T . On distingue deux cas.
1. Lorsque u ∈ Ψk, avec k = 2q (k est pair) :
– si u n’a pas de´ja` e´te´ marque´ en tant que voisin d’un sommet, alors on compte au plus une
fois son degre´, ce qui fait exactement d(u) requeˆtes.
2. Lorsque u ∈ Ψk, avec k = 2q + 1 (k est impair) :
– ce sommet a de´ja` e´te´ marque´ puisqu’il a e´te´ ajoute´ dans la solution, on ne compte donc
pas de requeˆte.
On obtient donc une borne supe´rieure sur le nombre minimum de requeˆtes effectue´es par l’algorithme
OT sur un arbre T .
Par exemple, sur des chemins de taille impaire, dans le meilleur des cas, OT effectue m requeˆtes.
Par contre, sur des chemins de taille paire, il en effectue « seulement » m−1. Sur des arbres binaires
complets de hauteur d, note´s ABCd, avec un nombre de sommets n = 2
d+1 − 1, OT effectue
qOT(ABCd, O∗) = 2d + 3× 2d−2 + 3× 2d−4 + · · ·+ 21
=
d∑
i=1
2i = 2d+1 − 2
requeˆtes, autrement dit m.
Remarquons que dans l’ordre de re´cupe´ration O∗∗, de`s que l’on traite un sommet, s’il n’est pas
de´ja` marque´, il s’agit (dans l’arbre mis a` jour) soit d’une feuille, soit d’un sommet isole´. Pour ces
deux cate´gories de sommets, quel que soit l’ordre dans lequel leurs voisins sont scanne´s, on doit de
toute fac¸on effectuer d(u) requeˆtes. On peut donc simplifier O∗∗ en O∗.
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Fig. 3.5 – Arbre pour lequel l’algorithme OT effectue moins de m requeˆtes
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Fig. 3.6 – Peigne contenant 3 areˆtes doublement couvertes
A la recherche d’une borne minimale plus pre´cise. Dans la proposition 4, nous avons
donne´ une borne supe´rieure sur le nombre minimum de requeˆtes effectue´es par OT. On cherche
maintenant a` donner une borne minimale atteignable pour tout arbre. En effet, reprenons la preuve
de la proposition 4. Les sommets u qui appartiennent aux couches paires ne font pas tous l’objet
de d(u) requeˆtes : certains d’entre eux peuvent avoir e´te´ ajoute´s et marque´s avant leur traitement,
lorsqu’ils apparaissaient en tant que voisin d’un sommet d’une couche non voisine. Cette situation
est possible par exemple sur des arbres pour lesquels un nombre maximum de
⌈
γ+1
2
⌉
passes n’est pas
atteignable. Sur l’arbre illustre´ par la figure 3.5, si l’algorithme OT scanne les sommets dans l’ordre
des couches, le sommet en blanc est alors marque´ avant son traitement. Il appartient pourtant a`
une couche paire.
De fac¸on plus ge´ne´rale, OT va effectuer moins de m requeˆtes s’il retourne une solution qui
contient des areˆtes doublement couvertes, c’est-a`-dire des areˆtes dont les deux extre´mite´s sont place´es
dans la solution. En effet, si elles sont scanne´es en dernier, elles ne sont pas conside´re´es. La figure 3.6
montre un exemple d’arbre, que l’on appelera peigne, qui comporte trois areˆtes doublement couvertes
(il s’agit des areˆtes dont les extre´mite´s sont blanches). Si OT scanne les sommets dans l’ordre
croissant des labels, ces areˆtes ne seront pas scanne´es.
Ge´ne´ralisons l’arbre de la figure 3.6 et conside´rons un peigne a` x branches reliant x+1 chemins
P4 entre eux. On a donc m = 3(x + 1) + 3x = 6x + 3. Il y a une areˆte doublement couverte dans
chacun des chemins P4. Il y en a donc x+ 1 en tout. Par conse´quent, OT effectue dans le meilleur
des cas 6x+3
x+1 ≈ 5m6 requeˆtes sur ce type d’arbre.
On peut donc donner une borne minimale sur le nombre de requeˆtes effectue´es par l’algorithme
OT pour tout arbre T . On a alors
B{qOT(T )} = m− λ ,
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avec λ le nombre d’areˆtes doublement couvertes par OT.
Lorsque le nombre de passes est maximal
Nous nous inte´ressons a` pre´sent a` la complexite´ en nombre de requeˆtes de l’algorithme OT
lorsqu’il effectue un maximum de passes.
Lemme 6. Soit T = (V,E) un arbre quelconque constitue´ de γ+1 couches de sommets. Conside´rons
l’ordre de re´cupe´ration des sommets tel que OT effectue un maximum de passes sur T et tel qu’il
re´cupe`re pour chaque sommet leurs voisins de´ja` marque´s en dernier. Notons O∗w cet ordre. Soit
qOT(T,O
∗
w) le nombre de requeˆtes effectue´es sur l’arbre T avec l’ordre O
∗
w. On a
qOT(T,O
∗
w) ≤ m+
γ∑
i=0
i · ωi +
∑
i impair
ωi . (3.2)
Cette borne n’est pas atteinte pour tout arbre.
De´monstration. Soit T = (V,E) un arbre constitue´ de γ+1 couches de sommets. Soit u un sommet
quelconque de T . On distingue deux situations.
1. Lorsque u ∈ Ψk, avec k = 2q (k est pair) :
– pour les q passes durant lesquelles il n’est pas marque´, on effectue au plus deux requeˆtes a`
chaque fois, ce qui donne 2q = k requeˆtes en tout ;
– lors de la (q + 1)e`me passe, si u n’a pas de´ja` e´te´ marque´ en tant que voisin d’un sommet,
alors on compte une fois son degre´, ce qui donne d(u) requeˆtes en plus.
2. Lorque u ∈ Ψk, avec k = 2q + 1 (k est impair) :
– durant les q + 1 passes, on effectue au plus deux requeˆtes a` chaque fois, ce qui donne
2q + 2 = k + 1 requeˆtes en tout.
En effectuant la somme de ces diffe´rentes valeurs, on obtient donc
qOT(T,O
∗
w) ≤
∑
i pair
i · ωi +
∑
u∈Ψi ∧ i pair
d(u) +
∑
i impair
(i+ 1) · ωi
≤ m+
γ∑
i=0
i · ωi +
∑
i impair
ωi .
Cette valeur n’est pas atteinte sur les arbres pour lesquels OT effectue dans le pire des cas
strictement moins de
⌈
γ+1
2
⌉
passes (c’est le cas par exemple pour l’arbre de la figure 3.5).
On peut maintenant donner une borne supe´rieure sur le nombre maximum de requeˆtes effectue´es
par l’algorithme OT pour tout arbre.
Le pire ordre de re´cupe´ration possible des voisins d’un sommet est d’obtenir en premier tous
ceux qui ont de´ja` e´te´ marque´s par OT.
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The´ore`me 14. Soit T = (V,E) un arbre quelconque constitue´ de γ + 1 couches de sommets. Soit
W{qOT(T )} le nombre maximum de requeˆtes effectue´es par l’algorithme OT exe´cute´ sur l’arbre T .
On obtient
W{qOT(T )} ≤
⌈
γ + 1
2
⌉(
2n + 4− 4
⌈
γ + 1
2
⌉)
− 2 . (3.3)
Cette borne n’est pas atteinte pour tout arbre.
De´monstration. Pour atteindre cette borne, il faut que OT effectue un maximum de passes et qu’il
marque un minimum de sommets lors de chaque passe, afin de maximiser le nombre de requeˆtes
lors de la passe suivante. C’est le raisonnement que nous allons de´velopper dans ce qui va suivre.
Soit T = (V,E) un arbre constitue´ de γ + 1 couches de sommets. Lors de chaque passe, l’algo-
rithme OT effectue un maximum de d(u) requeˆtes pour chaque sommet u non encore marque´ dans
l’arbre (il ne peut pas faire pire). De plus, durant une passe, il marque au moins deux couches de
sommets. Par conse´quent, durant la je`me passe, il peut effectuer un maximum de
∑
u∈V (T2(j−1))
dT (u)
requeˆtes, avec V (T2(j−1)) l’ensemble des sommets de l’arbre T2(j−1) qui re´sulte des suppressions des
i couches de sommets Ψi, telles que 0 ≤ i < 2(j − 1), et avec dT (u) le degre´ du sommet u dans
l’arbre T initial. On obtient alors un maximum de
⌈γ+12 ⌉∑
j=1
2 ·m(T2(j−1))
requeˆtes, avec m(T2(j−1)) le nombre d’areˆtes de l’arbre T2(j−1).
On sait d’autre part que les couches d’un arbre sont constitue´es d’au moins deux sommets (sauf
la dernie`re qui peut n’en contenir qu’un). De plus, ces sommets sont au minimum de degre´ 1 (ceux
de la couche Ψ0) ou de degre´ 2 (ceux des autres couches). Ainsi, lors de la premie`re passe, OT
marque au minimum deux sommets de degre´ 1 et deux sommets de degre´ 2. Ensuite, lors des passes
suivantes, il marque au minimum quatre sommets de degre´ 2 (les feuilles « naturelles » de l’arbre
ont disparu a` la suite de la premie`re passe). On obtient donc
W{qOT(T )} ≤ 2m+ 2(m− 3) +
⌈ γ+12 ⌉∑
j=3
2(m− 3− 4(j − 2))
≤
⌈
γ + 1
2
⌉(
2m+ 6− 4
⌈
γ + 1
2
⌉)
− 2 .
Si l’on remplace m par n− 1, on obtient bien (3.3).
Cette borne est atteinte sur les chemins. En effet, dans les chemins, chaque couche de sommets
est constitue´e de deux sommets (sauf e´ventuellement la dernie`re) qui sont de degre´ 1 (les feuilles
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de la couche Ψ0) ou bien de degre´ 2 (tous les autres sommets). De ce fait, dans le pire des cas,
OT marque quatre sommets lors de chaque passe (sauf e´ventuellement a` la dernie`re ou` il peut n’en
marquer que trois ou un). De plus, pour tout i allant de 1 a` γ − 1, le voisinage des sommets de la
couche Ψi est re´parti dans les couches Ψi−1 et Ψi+1, et les voisins de la couche Ψ0 (resp. Ψγ) sont
tous dans Ψ1 (resp. Ψγ−1 et e´ventuellement Ψγ). Par conse´quent, sur un chemin a` n sommets, le
nombre de passes effectue´es au maxium par l’algorithme OT est de
⌈
n
4
⌉
. On obtient donc
W{qOT(Pn)} =
⌈n
4
⌉(
2n+ 4− 4
⌈n
4
⌉)
− 2
=
⌈
n2
4
+ n− 2
⌉
.
De manie`re ge´ne´rale, cette borne n’est pas atteinte sur des arbres pour lesquels OT ne peut
effectuer un maximum de
⌈
γ+1
2
⌉
passes. Elle n’est pas non plus atteinte lorsque l’arbre contient
des sommets de degre´ strictement supe´rieur a` 2. En effet, si aucun des voisins d’un sommet n’a e´te´
marque´ (c’est souvent le cas lors de la premie`re passe), quel que soit l’ordre dans lequel ils sont
re´cupe´re´s, on s’aperc¸oit seulement au bout de 2 requeˆtes que ce sommet n’est ni une feuille, ni un
sommet isole´.
Comme nous avons pu le voir dans la preuve du the´ore`me 14, la complexite´ en nombre de
requeˆtes sur les chemins, c’est-a`-dire sur des arbres pour lesquels nous pensons que le nombre de
passes est le plus fort, est en O(m2).
A ce jour, nous n’avons pas trouve´ d’arbres pour lesquels cette complexite´ e´tait plus e´leve´e.
3.3 Deux autres heuristiques adaptables : LR et ED
L’algorithme ED a e´te´ pre´sente´ dans la section 1.4 (voir page 29). L’algorithme LR est une
version e´quivalente de l’algorithme ListRight , pre´sente´ lui aussi dans la section 1.4 (voir page 33).
Contrairement a` OT, nous allons les imple´menter de telle sorte qu’ils n’effectuent qu’une seule
passe.
Dans ce qui va suivre, nous allons e´tudier les bornes minimales et maximales du nombre de
requeˆtes qu’ils effectuent (des travaux relatifs a` la qualite´ des solutions qu’ils construisent ont de´ja`
e´te´ re´alise´s par F. Delbot [46]).
3.3.1 Adaptation de l’algorithme LR
Dans ce qui va suivre, nous allons nous baser sur une version alternative (mais e´quivalente) de
l’algorithme ListRight de´crit dans le chapitre 1. Il s’agit plus exactement de la version gloutonne
(appele´e LRglouton) de´crite dans [46] et dans [27]. Nous avons choisi de nous baser sur cette version
parce qu’elle est plus simple a` mettre en œuvre et surtout, parce qu’elle est plus performante en
terme de complexite´ en nombre de requeˆtes. Pour e´viter toute confusion entre les deux versions,
nous l’appelons LR.
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Algorithme 12 (LR). Soit G = (V,E) un graphe. Soit C la couverture construite (au de´part, C = ∅).
Pour chaque sommet u ∈ V , si u 6∈ C, alors on ajoute tous ses voisins dans la solution (C ← C∪N(u)).
Par rapport a` la description ge´ne´rique fournie dans l’algorithme 12, vis-a`-vis de notre mode`le,
on peut constater dans l’imple´mentation 2 que l’on envoie dans la solution uniquement les sommets
qui n’y sont pas de´ja`. Ainsi, quelle que soit la forme sous laquelle la couverture est repre´sente´e (un
ensemble, une liste, un flux de donne´es, etc.), nous sommes certains de ne pas avoir de doublons et ce,
sans avoir a` effectuer d’ope´rations couˆteuses supple´mentaires. En effet, on se contente uniquement
de tester si le drapeau mate´rialisant l’appartenance d’un sommet est leve´ ou non.
Imple´mentation 2 : LR
Donne´es : un graphe e´tiquete´ G = (V,L,E) a` n sommets
Re´sultat : une couverture C ⊆ V de G
de´but
Mem.init(0)
pour i = 1 a` n faire
u← getV ertex(i)
si Mem[L(u)] = 0 alors
j ← 1
tant que j ≤ d(u) faire
/* On scanne l’are^te uv. */
v ← getNeighbor(u, j)
/* On met dans la solution les sommets qui n’y sont pas de´ja`. */
si Mem[L(v)] = 0 alors
v → C
Mem[L(v)]← 1
j ← j + 1
fin
Analyse de la complexite´ de LR en nombre de requeˆtes
Dans ce qui va suivre, nous nous baserons sur la version de LR de´crite et de´taille´e dans l’imple´-
mentation 2.
Proposition 5. Soit G = (V,E) un graphe quelconque. Soit CLR une couverture ge´ne´re´e par
l’algorithme LR pour le graphe G. On note qLR(G) le nombre de requeˆtes effectue´es par LR exe´cute´
sur G. On a
qLR(G) =
∑
u 6∈CLR
d(u) . (3.4)
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De´monstration. Soit G = (V,E) un graphe. Soit u un sommet quelconque de G. De manie`re assez
simple, lorsque u est examine´, s’il fait de´ja` partie de la solution, alors aucun de ses voisins n’est
scanne´. Autrement, lorsque u n’est pas encore dans la couverture, tous ses voisins sont examine´s
(ceux qui ne sont pas de´ja` dans la solution sont alors rajoute´s).
On remarque que B{qLR(G)} = W{qLR(G)}. La complexite´ de LR ne de´pend donc finalement
que des tailles des couvertures qu’il ge´ne`re (l’ordre de re´cupe´ration des voisins n’y change rien).
Aussi, quel que soit l’algorithme imple´mente´ dans notre mode`le, s’il retourne la meˆme couverture
que l’algorithme LR, il ne peut pas effectuer moins de requeˆtes que lui. En effet, il est contraint
d’effectuer d(u) requeˆtes pour tous les sommets qu’il ne met pas dans la couverture et, de manie`re
triviale, il ne peut pas effectuer moins de ze´ro requeˆte pour chaque sommet qu’il envoie dans la
solution.
The´ore`me 15. Soit G = (V,E) un graphe quelconque. On note W{qLR(G)} le nombre maximum
de requeˆtes effectue´es par l’algorithme LR exe´cute´ sur le graphe G. On a
W{qLR(G)} ≤ m . (3.5)
Cette borne n’est pas atteinte pour tout graphe.
De´monstration. Soit G = (V,E) un graphe. Soit CLR une couverture quelconque ge´ne´re´e par l’algo-
rithme LR pour le graphe G. Conside´rons une areˆte uv quelconque de G. Supposons sans perte de
ge´ne´ralite´ que le sommet u apparaisse avant le sommet v durant l’exe´cution de LR. Si au moment
de son examen, u ∈ CLR, alors on ne re´cupe`re aucun de ses voisins : l’areˆte uv n’est pas scanne´e
(mais elle peut tre`s bien l’eˆtre au moment de l’examen de v). Au contraire, si u 6∈ CLR, alors uv est
scanne´e et v est mis dans la solution (s’il n’en fait pas de´ja` partie). De ce fait, par la suite, lorsque
LR scanne v, il ne re´cupe`re pas ses voisins. Par conse´quent, on peut dire que n’importe quelle areˆte
uv appartenant a` un graphe G quelconque ne peut pas eˆtre scanne´e deux fois. Donc, l’algorithme
LR ne peut pas effectuer plus de m requeˆtes lors de son exe´cution.
Cette borne est atteinte sur les e´toiles. Supposons que LR scanne le centre en premier. Il met
alors tous ses voisins dans la solution. Il n’effectue plus de requeˆte par la suite puisque tous les
autres sommets de l’e´toile sont dans la couverture.
Cette borne n’est pas atteinte sur les graphes complets Kn (avec n > 2). En effet, lorsque LR
scanne le premier sommet, il ajoute tous les autres sommets du graphe dans la solution (ce qui
ne´cessite n− 1 requeˆtes). Il n’effectue donc plus de requeˆtes par la suite.
Le fait d’imple´menter la version gloutonne de ListRight permet d’ame´liorer la complexite´ en
nombre de requeˆtes. En effet, reprenons le raisonnement de la preuve de la proposition 5. Soit u un
sommet scanne´ durant l’exe´cution de ListRight (la version de´crite page 33). Lorsqu’on l’examine,
on sait de manie`re certaine qu’il ne fait pas encore partie de la solution, puisque les sommets ne
peuvent eˆtre ajoute´s que lors de leur examen (ni avant, ni apre`s). On distingue alors deux cas :
celui ou` u va eˆtre mis dans la solution et celui ou` il ne va pas eˆtre rajoute´.
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1. Si u 6∈ CLR, alors, de la meˆme fac¸on que pour tous les autres algorithmes, il faut examiner
tous ses voisins avant de le de´cider de manie`re de´finitive, ce qui ge´ne`re d(u) requeˆtes.
2. Si u ∈ CLR, alors cela signifie qu’il posse`de au moins un voisin qui n’est pas de´ja` dans la
solution, ce qui ge´ne`re dans le meilleur des cas 1 requeˆte.
L’algorithme ListRight ge´ne`re donc lors de son exe´cution sur un graphe G au moins |CLR| requeˆtes
supple´mentaires par rapport a` sa version gloutonne LR.
3.3.2 Adaptation de l’algorithme ED
Tel qu’il a e´te´ de´crit pre´ce´demment (voir l’algorithme 2 page 29), cet algorithme traite le graphe
sur lequel il est exe´cute´ areˆte par areˆte, en les re´cupe´rant dans un ordre arbitraire.
Nous avons choisi de l’adapter de telle sorte a` ce qu’il traite les graphes sommet par sommet
et ce pour plusieurs raisons : d’une part, dans un souci de lisibilite´ vis-a`-vis de la description des
autres algorithmes que nous e´tudions ; d’autre part, pour obtenir (peut-eˆtre) un gain sur ses temps
d’exe´cution. En effet, nous allons voir qu’il ne peut pas faire pire que m requeˆtes (ce qu’il ferait a`
chaque exe´cution s’il re´cupe´rait le graphe areˆte par areˆte) et qu’il peut meˆme faire mieux.
Imple´mentation 3 : ED
Donne´es : un graphe e´tiquete´ G = (V,L,E) a` n sommets
Re´sultat : une couverture C ⊆ V de G
de´but
Mem.init(0)
pour i = 1 a` n faire
u← getV ertex(i)
si Mem[L(u)] = 0 alors
j ← 1
tant que j ≤ d(u) faire
/* On scanne l’are^te uv. */
v ← getNeighbor(u, j)
/* On recherche une are^te non couverte. */
si Mem[L(v)] = 1 alors j ← j + 1
sinon
u→ C
v → C
Mem[L(u)]← 1
Mem[L(v)]← 1
j ← d(u) + 1
fin
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Le principe global de l’algorithme ED est de choisir a` chaque e´tape une areˆte non encore couverte
et de placer dans la solution ses deux extre´mite´s. Tel qu’il est de´crit dans l’imple´mentation 3, il
recherche une areˆte non encore couverte de la manie`re suivante. Pour chaque sommet u scanne´, il
teste dans un premier temps s’il fait partie de la solution (si oui, le bit me´moire relatif a` ce sommet
a pour valeur 1). Si c’est le cas, il ne regarde pas ses voisins (car toutes les areˆtes uv | v ∈ N(u) sont
de´ja` couvertes) et il passe au sommet suivant. Autrement, il re´cupe`re ses voisins un par un, jusqu’a`
ce qu’il en trouve un qui ne fasse pas non plus partie de la solution (si tous les voisins de u sont
dans la solution, on passe au sommet suivant et on applique le meˆme principe, jusqu’a` trouver un
sommet avec un voisin qui ne font pas partie tous les deux de la solution). Une fois que l’algorithme
a mis un sommet et l’un de ses voisins dans la solution, il passe au sommet suivant et recherche a`
nouveau une areˆte a` couvrir.
Au final, on retourne bien les sommets d’un couplage maximal pour l’inclusion (et donc une
couverture).
Analyse de la complexite´ de ED en nombre de requeˆtes
Dans ce qui va suivre, nous nous baserons sur la version de ED de´crite et de´taille´e dans l’imple´-
mentation 3.
Proposition 6. Soit G = (V,E) un graphe quelconque. Soit CED une couverture ge´ne´re´e par
l’algorithme ED pour le graphe G. On note B{qED(G)} le nombre minimum de requeˆtes effectue´es
par l’algorithme ED exe´cute´ sur le graphe G pour retourner la couverture CED. On a
B{qED(G)} = ∑
u 6∈CED
d(u) +
|CED|
2
. (3.6)
De´monstration. Soit G = (V,E) un graphe. Soit CED une couverture quelconque ge´ne´re´e par l’al-
gorithme ED pour le graphe G. On conside´re un sommet u de G. Pour que u ne fasse pas partie
de la solution apre`s avoir e´te´ examine´, il faut que tous ses voisins en fasse partie (autrement, le
premier voisin v rencontre´ et qui n’est pas non plus dans la solution entraˆınera l’ajout de u et de
v). Comme on ne sait pas de´terminer a` l’avance l’appartenance des voisins de u a` la solution durant
l’exe´cution de l’algorithme, il faut donc les re´cupe´rer et les tester, d’ou` les d(u) requeˆtes.
A l’inverse, si le sommet u est ajoute´ a` la couverture, dans le meilleur des cas, on trouve
un voisin libre au bout d’une seule requeˆte. On obtient donc |CED|2 requeˆtes pour l’ensemble des
sommets, puisque a` chaque fois que l’on ajoute un sommet u a` la couverture, on ajoute aussi son
voisin libre v. Or, on sait avec certitude que ce dernier n’a pas e´te´ examine´ auparavant, sinon, u ne
ferait pas l’objet de requeˆtes (il aurait fait partie des voisins de´ja` se´lectionne´s de v). On sait aussi de
fac¸on suˆre qu’il ne sera pas examine´ par la suite, puisqu’il vient d’eˆtre se´lectionne´. L’algorithme ED
effectue donc dans le meilleur des cas |CED|2 requeˆtes pour les sommets qu’il ajoute a` la solution.
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The´ore`me 16. Soit G = (V,E) un graphe quelconque. On note W{qED(G)} le nombre maximum
de requeˆtes effectue´es par l’algorithme ED exe´cute´ sur le graphe G. On a
W{qED(G)} ≤ m . (3.7)
Cette borne n’est pas atteinte pour tout graphe.
De´monstration. Soit G = (V,E) un graphe. Soit CED une couverture quelconque ge´ne´re´e par l’algo-
rithme ED pour le graphe G. Conside´rons une areˆte uv quelconque de G. Supposons sans perte de
ge´ne´ralite´ que le sommet u apparaisse avant le sommet v durant l’exe´cution de ED. Si au moment
de son examen, u ∈ CED, alors on ne re´cupe`re aucun de ses voisins : l’areˆte uv n’est pas scanne´e
(mais elle peut tre`s bien l’eˆtre au moment de l’examen de v). Au contraire, si u 6∈ CED, alors uv
peut eˆtre scanne´e lors de l’examen de u. Supposons que ce soit le cas.
1. Si v ∈ CED, alors lorsqu’il sera examine´ par la suite, aucun de ses voisins ne sera re´cupe´re´,
donc l’areˆte uv ne sera la` aussi pas scanne´e une nouvelle fois.
2. Si v 6∈ CED, alors u et v sont place´s dans la solution et de ce fait, par la suite, lorsque le
sommet v sera examine´, aucun de ses voisins ne sera re´cupe´re´, donc l’areˆte uv ne sera pas
scanne´e une deuxie`me fois.
Par conse´quent, on peut dire de manie`re ge´ne´rale que n’importe quelle areˆte uv appartenant a` un
graphe G quelconque ne peut pas eˆtre scanne´e deux fois. De ce fait, l’algorithme ED ne peut pas
effectuer plus de m requeˆtes lors de son exe´cution.
Il existe des graphes pour lesquels cette borne est atteinte a` chaque exe´cution. Conside´rons une
e´toile Sn = (V,E) a` n sommets et n − 1 areˆtes. Sur ce graphe, l’algorithme ED scanne toutes les
areˆtes. En effet, apre`s avoir analyse´ la premie`re areˆte rencontre´e (elles sont toutes de la forme cvi,
avec c le centre de Sn et vi une feuille quelconque), quelle que soit la fac¸on dont elle est scanne´e
(si c est le sommet courant et vi son voisin ou l’inverse), toutes les autres feuilles (qui ne font pas
partie de la couverture) vont faire l’objet d’une requeˆte. On effectue donc m requeˆtes en tout, et
ce quel que soit l’ordre de traitement des sommets.
Montrons maintenant que cette borne n’est pas atteinte pour tout graphe. Conside´rons un
graphe complet K4 = (V,E), avec n = 4 et m = 6. La pire exe´cution possible en terme de
complexite´ en nombre de requeˆtes examine 4 areˆtes, dans l’ordre arbitraire suivant (que l’on peut
conside´rer sans perte de ge´ne´ralite´) : v1v2, v3v1, v3v2 et v3v4. A ce stade de l’exe´cution, la couverture
est constitue´e des sommets v1, v2, v3 et v4. Autrement dit, elle contient de´ja` tous les sommets du
graphe. Les areˆtes restantes (v2v4 et v4v1) ne sont donc pas examine´es.
3.4 L’algorithme Pitt
Il s’agit d’un algorithme probabiliste assez simple de´crit par L. Pitt [106]. Cet algorithme est
en moyenne 2-approche´. Il peut aussi facilement s’adapter au cas ponde´re´. De la meˆme fac¸on que
pour LR et ED, apre`s avoir donne´ une description de´taille´e de son imple´mentation dans notre
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mode`le, nous donnerons une borne infe´rieure et une borne supe´rieure de sa complexite´ en nombre
de requeˆtes.
3.4.1 Pre´sentation
Algorithme 13 (Pitt). SoitG = (V,E) un graphe. Soit C la couverture construite (au de´part, C = ∅).
Tant qu’il reste au moins une areˆte non couverte uv ∈ E | {u, v} ∩ C = ∅, on joue a` « Pile ou Face »
(on jette une pie`ce e´quilibre´e) : si le re´sultat est Pile, on ajoute u a` C, sinon, on ajoute v.
La figure 3.7 montre un exemple d’exe´cution de l’algorithme Pitt sur un graphe.
Pour les meˆmes raisons que pour l’algorithme ED, nous avons choisi d’adapter cet algorithme
dans notre mode`le de telle sorte a` ce qu’il traite les graphes sommet par sommet. Bien qu’il existe des
situations pour lesquelles Pitt peut effectuer 2m requeˆtes, il peut aussi avoir les meˆmes performances
que l’algorithme LR en terme de complexite´ en nombre de requeˆtes. Aussi, nous avons constate´ que
bien souvent, il effectuait moins de m requeˆtes (les cas ou` il effectue 2m requeˆtes sont assez rares).
De la meˆme fac¸on que pour ED, l’algorithme Pitt recherche une areˆte uv a` couvrir en parcourant
le graphe par paquets d’e´toiles, c’est-a`-dire sommet par sommet, en re´cupe´rant pour chaque sommet
u ses voisins v un par un. S’il place le sommet u dans la solution, il passe au sommet suivant (car
il a couvert toutes les areˆtes uv | v ∈ N(u)). S’il place le voisin v dans la solution, il regarde les
voisins restants de u (car certains peuvent ne pas faire partie de la solution).
Au final, on couvre bien toutes les areˆtes du graphe.
Analyse de la complexite´ de Pitt en nombre de requeˆtes
Proposition 7. Soit G = (V,E) un graphe quelconque. Soit CPitt une couverture ge´ne´re´e par
l’algorithme Pitt pour le graphe G. On note B{qPitt(G)} le nombre minimum de requeˆtes effectue´es
par Pitt exe´cute´ sur le graphe G pour retourner la couverture CPitt. On a
B{qPitt(G)} = ∑
u 6∈CPitt
d(u) . (3.8)
De´monstration. Soit G = (V,E) un graphe. Soit CPitt une couverture quelconque produite par
l’algorithme Pitt pour G. Il existe une exe´cution de Pitt sur G telle que tous les sommets u ∈ CPitt
sont ajoute´s dans la solution avant d’eˆtre examine´s. Ces sommets sont ajoute´s en tant que voisins
d’autres sommets. On obtient une telle exe´cution de la fac¸on suivante. Conside´rons un sommet
quelconque u de G. Lors de son examen, si u 6∈ CPitt, alors, pour chacun de ses voisins v, la pie`ce
retombe sur Face et fait mettre v dans la couverture.
En fait, cela revient a` exe´cuter l’algorithme LR sur G puisque, de cette fac¸on, pour chaque
sommet u 6∈ CPitt, on met a` chaque fois tous ses voisins dans la solution.
Cette exe´cution permet de minimiser le nombre de requeˆtes. En effet, de fac¸on ge´ne´rale, on ne
peut pas faire mieux que d(u) requeˆtes pour chaque sommet u 6∈ CPitt, puisque si u n’y est pas,
alors tous ses voisins y sont (et on est donc oblige´ de tous les scanner). Aussi, pour chaque sommet
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Fig. 3.7 – Exe´cution de l’algorithme Pitt sur un graphe a` 6 sommets
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Imple´mentation 4 : Pitt
Donne´es : un graphe e´tiquete´ G = (V,L,E) a` n sommets
Re´sultat : une couverture C ⊆ V de G
de´but
Mem.init(0)
pour i = 1 a` n faire
u← getV ertex(i)
si Mem[L(u)] = 0 alors
j ← 1
tant que j ≤ d(u) faire
/* On scanne l’are^te uv. */
v ← getNeighbor(u, j)
/* On recherche une are^te non couverte. */
si Mem[L(v)] = 1 alors j ← j + 1
sinon
JetP iece← « Pile ou Face »
si JetP iece = Pile alors
u→ C
Mem[L(u)]← 1
j ← d(u) + 1
sinon
v → C
Mem[L(v)]← 1
/* On continue a` explorer les voisins restants de u, pour
trouver d’autres are^tes non couvertes. */
j ← j + 1
fin
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u ∈ CPitt, pour que l’on ne scanne pas leurs voisins, ils doivent tous avoir e´te´ rajoute´s avant leur
examen en tant que voisins d’autres sommets.
Le nombre minimum de requeˆtes effectue´es par l’algorithme Pitt s’obtient donc lorsque, durant
son exe´cution, il a le meˆme comportement que l’algorithme LR, c’est-a`-dire en mettant les sommets
dans la solution uniquement lorsqu’ils sont scanne´s en tant que voisin.
The´ore`me 17. Soit G = (V,E) un graphe quelconque. On note W{qPitt(G)} le nombre maximum
de requeˆtes effectue´es par Pitt sur le graphe G. On a
W{qPitt(G)} ≤ 2m . (3.9)
Cette borne n’est pas atteinte pour tout graphe.
De´monstration. Soit uv une areˆte quelconque d’un graphe. Elle ne peut pas eˆtre examine´e plus
de deux fois : elle l’est au moment de l’examen du sommet u et de son voisin v et au moment de
l’examen du sommet v et de son voisin u. En effet, de la manie`re dont nous traitons les graphes dans
notre mode`le, nous ne pouvons pas faire pire que 2m requeˆtes puisque, dans une liste d’adjacence,
cela revient a` parcourir tous les voisins de tous les sommets une fois (car
∑
u∈V d(u) = 2m).
Comme nous n’effectuons qu’une seule passe sur le graphe en entre´e, 2m requeˆtes est donc la valeur
maximale que l’on puisse atteindre.
Cette borne peut eˆtre atteinte sur les e´toiles. Soit Sn = (V,E) une e´toile. Supposons que
l’algorithme Pitt traite le centre en dernier. Il peut effectuer 2m requeˆtes de la manie`re suivante.
Pour chaque feuille examine´e, lorsqu’il joue a` « Pile ou Face » avec son voisin (le centre de l’e´toile),
il met la feuille dans la solution. Cela ge´ne`re exactement m requeˆtes. Lorsqu’il traite le centre de
l’e´toile en dernier, il doit re´cupe´rer tous ses voisins un par un pour finalement de´cider que toutes
ses areˆtes incidentes sont de´ja` couvertes. Cela couˆte m requeˆtes supple´mentaires. On a donc bien
2m requeˆtes au total.
Fort heureusement, il existe un certain nombre de graphes pour lesquels cette borne n’est pas
atteinte. Conside´rons un graphe G quelconque dans lequel δ ≥ 2. Prenons par exemple un cycle
C3 = (V,E), constitue´ des trois sommets u, v et w et des areˆtes uv, uw et vw. Lorsque l’on examine
un sommet et l’un de ses voisins, si l’on place syste´matiquement le sommet dans la solution, on
aura au final une areˆte qui n’a pas e´te´ scanne´e deux fois puisque, lors de la premie`re e´tape, quand
u (le sommet) et v (le voisin) sont examine´s, de`s lors que u est place´ dans la couverture, on ne
regarde pas son voisin suivant (w) et on passe directement au sommet v. L’areˆte uw n’est donc pas
scanne´e a` ce moment la`. Elle ne sera scanne´e qu’une seule fois, au moment de l’examen du sommet
w et de son voisin u.
L’algorithme Pitt a la particularite´ d’avoir une borne infe´rieure minimale (on ne peut pas faire
mieux) et une borne supe´rieure maximale (on ne peut pas faire pire) sur le nombre de requeˆtes.
Pitt a donc presque les meˆmes caracte´ristiques pour le nombre de requeˆtes que LL pour la qualite´
des solutions construites. La seule diffe´rence re´side dans le fait que pour Pitt, la borne maximale
n’est pas atteinte pour tout graphe.
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3.4.2 Restrictions sur la me´moire disponible
Pour aller plus loin dans l’e´tude de l’algorithme Pitt, nous nous sommes inte´resse´s a` la me´moire
qu’il utilisait pour fonctionner. Nous de´crivons pour cela une version de l’algorithme Pitt dans
laquelle la taille me´moire maximale est donne´e en parame`tre.
Soit M la me´moire disponible sur l’unite´ de traitement. Soit k sa taille, telle que 0 ≤ k ≤ n.
Dans les deux algorithmes que nous allons de´crire, nous utiliserons M comme un ensemble.
Par rapport aux algorithmes de´crits pre´ce´demment et par rapport au mode`le que nous avons
de´crit au de´but de ce chapitre, nous supposons cette fois-ci que la me´moire disponible sur l’unite´
de traitement est donc capable dans le pire des cas de contenir les n sommets du graphe, ce qui
repre´sente O(n log n) bits. Notre objectif est d’utiliser de manie`re plus efficace cette me´moire, c’est-
a`-dire de faire mieux en terme d’espace utilise´ que n bits. L’ide´al serait donc de montrer qu’avec
une me´moire de taille k ≤ nlog2 n , l’algorithme Pitt est capable de retourner des solutions « presque
aussi bonnes » qu’avec une me´moire de taille n.
Algorithme 14 (Pitt avec me´moire limite´e). Soit G = (V,E) un graphe. Soit M l’espace me´moire
disponible, de taille k. Les areˆtes sont traite´es dans un ordre arbitraire. Pour chaque areˆte uv ∈ E telle
que {u, v} ∩M = ∅, on joue a` « Pile ou Face » : si le re´sultat est Pile (resp. Face), on met u (resp. v)
dans la solution et on l’ajoute a` la me´moire, si elle n’est pas pleine (si |M| < k).
Afin d’e´tudier de manie`re plus classique l’algorithme Pitt, nous ne conside´rerons pas dans ce qui
va suivre le mode`le de traitement pre´sente´ a` la section 1.2. Nous nous baserons donc directement
sur la description ge´ne´rique de l’algorithme Pitt a` me´moire limite´e fournie par l’algorithme 14. Cela
va nous permettre de simplifier les preuves pre´sente´es.
Un premier re´sultat que l’on peut e´noncer dans le lemme 7 concerne la taille moyenne des
couvertures qu’il construit lorsqu’il ne dispose d’aucune me´moire.
Lemme 7. Soit G = (V,E) un graphe quelconque. Soit E
[
Pitt(G, 0)
]
la taille moyenne des so-
lutions construites par l’algorithme Pitt pour le graphe G, lorsqu’il ne dispose d’aucune me´moire.
En conside´rant tous les ordres de traitement des areˆtes et tous les lancers de pie`ce de manie`re
e´quiprobable, on a
E
[
Pitt(G, 0)
]
= n−
∑
u∈V
1
2d(u)
. (3.10)
De´monstration. L’algorithme conside`re chaque areˆte inde´pendamment des autres. Ainsi, chaque
sommet u du graphe est implique´ dans exactement d(u) lancers de pie`ce, et n’est pas se´lectionne´
avec la probabilite´ 12 dans chacun de ces lancers. Par conse´quent, la probabilite´ qu’un sommet u
soit se´lectionne´ par Pitt est e´gale a` 1− 1
2d(u)
.
Sur le meˆme sche´ma de comparaison, lorsqu’il n’y a pas de me´moire disponible sur l’unite´ de
traitement, l’algorithme Pitt est donc plus mauvais en moyenne que l’algorithme LL.
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Avec une me´moire de taille k = n2 , il existe des graphes pour lesquels l’algorithme Pitt peut eˆtre
tre`s mauvais en moyenne.
En effet, conside´rons un graphe quelconque a` n sommets. Soit k la taille de l’espace me´moire
disponible, telle que k ≤ n2 . Soit OPT la taille d’une couverture optimale pour le graphe G.
Supposons dans un premier temps que OPT > k. Lors de l’exe´cution de Pitt, on peut observer
deux phases.
1. Tant que la me´moire n’est pas encore pleine, a` chaque e´tape « utile », c’est-a`-dire a` chaque fois
qu’il traite une areˆte non encore couverte, Pitt rajoute un nouveau sommet dans la couverture.
2. Une fois que la me´moire est remplie, Pitt travaille « en aveugle » sur les areˆtes qu’il reste a`
couvrir (il y en a force´ment, puisque par hypothe`se, OPT > k). Si le graphe induit par G−M
a un degre´ minimum de 3, alors, d’apre`s le lemme 7, on retourne en moyenne 78 des sommets
de V \M.
Maintenant, conside´rons un graphe biparti complet Kk,x·k = (X ∪ Y,E), avec k la taille de
l’espace me´moire disponible et x > 0. On a bien k ≤ n2 . Si l’on exe´cute l’algorithme Pitt sur ce
graphe et avec ces parame`tres, lors des k premie`res e´tapes, donc tant que la me´moire n’est pas
pleine, on place environ k2 sommets de X et
k
2 sommets de Y en me´moire (et dans la couverture),
puisque chaque areˆte posse`de une extre´mite´ dans X et une extre´mite´ dans Y . Une fois que la
me´moire est pleine, l’exe´cution de l’algorithme se poursuit sur le graphe biparti complet restant
K ′k
2
,(x−1)·k+ k
2
= (X ′∪Y ′, E′) pour lequel on ne dispose plus de me´moire. Si l’on conside`re une valeur
de k suffisamment grande pour que k2 > 2 (au moins 6), alors on obtient en moyenne une couverture
au moins de taille k + 78 · kx, et comme n = k + x · k, on a un graphe sur lequel l’algorithme Pitt,
exe´cute´ avec une me´moire de taille k ≤ n2 , retourne en moyenne plus de 78 des sommets (pour
k = 6). Ce ratio augmente lorsque k augmente.
La figure 3.8 montre un exemple d’un tel graphe. Il s’agit d’un graphe biparti complet K6,12 =
(X ∪ Y,E). Tant que la me´moire n’est pas pleine, Pitt retourne en moyenne 3 sommets de X et 6
sommets de Y (il s’agit des sommets en blanc sur la figure 3.8). Et lorsque la me´moire est pleine,
il retourne la plupart des sommets restants.
3.4.3 Vers une gestion plus fine de la me´moire : l’algorithme S-Pitt
A de´faut de montrer que l’algorithme Pitt, exe´cute´ avec une me´moire de taille nlog2 n
au maximum,
a un bon comportement, nous avons mis au point une nouvelle version dans laquelle on profite
d’une hypothe`se supple´mentaire pour re´duire le nombre de tests effectue´s sur la me´moire. Il s’agit
de l’algorithme S-Pitt.
Dans ce qui va suivre, nous supposerons que les sommets sont stocke´s dans l’ordre croissant des
labels, c’est-a`-dire de 1 jusqu’a` n (par contre, les voisins des sommets sont toujours stocke´s dans
un ordre quelconque). On dit alors que les areˆtes apparaissent dans un ordre semi-trie´. Le principe
ge´ne´ral de l’algorithme S-Pitt (de´taille´ dans l’imple´mentation 5) utilise fortement cette hypothe`se
supple´mentaire pour ge´rer la me´moire.
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Fig. 3.8 – Graphe biparti complet pour lequel l’algorithme Pitt, avec une me´moire de taille n2 ,
retourne en moyenne quasiment tous les sommets
• Pour chaque sommet u, on ne conside`re que ses voisins droits.
• Si le voisin de u est ajoute´ a` la couverture, alors on le met dans la me´moire.
• Si c’est le sommet u qui est mis dans la solution, alors on n’a pas besoin de le placer en
me´moire. En effet, comme les sommets sont scanne´s par ordre croissant des labels et comme
on ne regarde que les areˆtes uv telles que L(v) > L(u), on sait par avance que l’on ne
rencontrera plus u par la suite.
• Enfin, si le sommet courant est dans la me´moire, on peut le retirer, car, pour les meˆmes
raisons que pre´ce´demment, il ne sera plus rencontre´ par la suite.
Graˆce au fait que les areˆtes soient semi-trie´es, meˆme si la taille me´moire k donne´e en parame`tre
est e´gale a` 0, l’algorithme S-Pitt dispose tout de meˆme d’une certaine fac¸on de me´moire. Cela le
rend plus efficace mais rend aussi son analyse et sa comparaison avec l’algorithme Pitt (au moins
en terme de qualite´ de solution) plus complexe.
3.4.4 Comparaison des algorithmes Pitt et S-Pitt
Nous avons tente´ d’e´tablir une relation entre les deux algorithmes, par rapport a` la qualite´
moyenne des solutions qu’ils retournent et par rapport a` la quantite´ de me´moire qu’ils utilisent.
Nous allons voir que l’algorithme S-Pitt n’est pas toujours meilleur en moyenne que l’algorithme
Pitt.
Etude sur les e´toiles
Nous avons compare´ de fac¸on analytique les algorithmes Pitt et S-Pitt sur une famille de graphes
simple : les e´toiles. Nous sommes parvenus a` de´terminer les tailles moyennes des solutions qu’ils
retournaient sur ces graphes.
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Imple´mentation 5 : S-Pitt
Donne´es : un graphe e´tiquete´ G = (V,L,E) a` n sommets
Entre´es : une taille me´moire k telle que 0 ≤ k ≤ n
Re´sultat : une couverture C ⊆ V de G
de´but
M ← ∅
pour i = 1 a` n faire
/* On re´cupe`re les sommets dans l’ordre croissant des labels. */
u← getV ertex(i)
si u 6∈ M alors
j ← 1
tant que j ≤ d(u) faire
/* On scanne l’are^te uv. */
v ← getNeighbor(u, j)
si L(u) < L(v) et v 6∈ M alors
JetP iece← « Pile ou Face »
si JetP iece = Pile alors
u→ C
j ← d(u) + 1
sinon
v → C
si |M| < k alors M ← M ∪ {v}
/* On continue a` explorer les voisins restants de u, pour
trouver d’autres are^tes non couvertes. */
j ← j + 1
sinon j ← j + 1
sinon M ← M \ {u}
fin
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1
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3 4
5
b b
b
b
b
1 → 4, 3
2 → 5, 4, 3
3 → 2, 4, 1
4 → 1, 3, 2
5 → 2
(a) Graphe sur lequel on exe´cute l’algorithme
S-Pitt
(b) Liste d’adjacence du graphe, parcourue de
haut en bas et de gauche a` droite par S-Pitt
(ordre semi-trie´)
i j JetP iece M
1 2 Face {4}
C = {4}
i j JetP iece M (pleine)
2 3 Face {4}
C = {4, 3}
(c) Premie`re e´tape : e´tat de la me´moire apre`s le
traitement de l’areˆte {1, 4}
(d) Deuxie`me e´tape : e´tat de la me´moire apre`s
le traitement de l’areˆte {1, 3}
i j JetP iece M
3 4 Pile {4}
C = {4, 3, 2}
i j JetP iece M
4 4 Pile {4}
C = {4, 3, 2}
(e) Troisie`me e´tape : e´tat de la me´moire apre`s
le traitement de l’areˆte {2, 5}
(f) Quatrie`me e´tape : e´tat de la me´moire apre`s
le traitement du sommet 3
i j JetP iece M
5 2 Pile ∅
C = {4, 3, 2}
1
2
3 4
5
b bc
bc
b
bc
(g) Cinquie`me e´tape : e´tat de la me´moire apre`s
le traitement des sommets 4 et 5
(h) Couverture obtenue a` la fin de l’exe´cution
Fig. 3.9 – Exe´cution de l’algorithme S-Pitt (de´taille´ par l’imple´mentation 5) sur un graphe a` 5
sommets, avec k = 1
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The´ore`me 18. Soit Sn = (V,E) une e´toile quelconque a` n sommets. Soit k la taille me´moire
disponible, tel que 1 ≤ k ≤ n. On de´signe par E[Pitt(Sn, k)] (resp. E[S-Pitt(Sn, k)]) la taille
moyenne des solutions retourne´es par l’algorithme Pitt (resp. S-Pitt) sur l’e´toile Sn, lorsqu’il dispose
d’un espace me´moire de taille k. En conside´rant tous les ordres de traitement des areˆtes et tous les
lancers de pie`ce de manie`re e´quiprobable, pour l’algorithme Pitt, on a
E
[
Pitt(Sn, k)
]
=
k∑
i=1
i
2i
+
1
2k
(
n− k
2
+
1
2
− 1
2n−k−1
)
= 2− k + 2
2k
+
1
2k
(
n− k
2
+
1
2
− 1
2n−k−1
)
.
(3.11)
Et pour l’algorithme S-Pitt, on obtient
E
[
S-Pitt(Sn, k)
]
=
n−1∑
i=1
i
2i
= 2− n+ 1
2n−1
.
(3.12)
De´monstration. Soit Sn = (V,E) une e´toile a` n sommets. Soit k la taille de l’espace me´moire
disponible sur la machine de traitement. Toutes les areˆtes de Sn sont de la forme cv, avec c le
centre de l’e´toile et v une feuille quelconque.
On donne tout d’abord la preuve pour l’algorithme Pitt. Si le centre c est mis dans la solution
avant k e´tapes, il est place´ dans la me´moire. Par conse´quent, toutes les areˆtes scanne´es apre`s lui
seront de´ja` couvertes. Dans ce cas, le nombre moyen de sommets place´s en me´moire avant c est e´gal
a`
∑k
i=1
i
2i
. En effet, le centre c entre dans la solution a` la premie`re e´tape avec une probabilite´ de 12
(on a alors place´ un sommet dans la couverture) ; le centre c entre dans la solution a` la deuxie`me
e´tape avec une probabilite´ de 14 (on a alors place´ deux sommets dans la couverture) ; etc. On obtient
donc
1
2
+
2
4
+
3
8
+ · · ·+ i
2i
+ · · ·+ k
2k
,
ce qui donne bien
∑k
i=1
i
2i
.
Les rares fois ou` le centre c n’est pas mis dans la me´moire au bout de k e´tapes (cela se produit
avec une probabilite´ de 1
2k
), la solution retourne´e par Pitt est tre`s mauvaise, puisqu’il fonctionne
« en aveugle » sur les areˆtes restantes (qui ne sont pas encore couvertes). Cela revient donc a`
exe´cuter l’algorithme Pitt sans me´moire sur une e´toile Sn−k. On applique donc (3.10) sur les n− k
sommets restants. On obtient donc
n− k − n− 1− k
2
− 1
2n−1−k
,
ce qui donne bien n−k2 +
1
2 − 12n−k−1 , que l’on ponde`re avec la probabilite´ 12k et que l’on regroupe
avec le terme
∑k
i=1
i
2i
pour obtenir (3.11).
Donnons a` pre´sent la preuve pour l’algorithme S-Pitt. Il scanne les sommets u (qui apparaissent
par ordre croissant des labels) et leurs voisins v (qui apparaissent dans un ordre quelconque) un
3.4 L’algorithme Pitt 97
par un, en ne conside´rant que les areˆtes uv telles que v est voisin droit de u. Par conse´quent, tant
que le centre de l’e´toile c n’est pas re´cupe´re´ en tant que sommet, toutes les areˆtes uv scanne´es sont
conside´re´es (puisqu’a` chaque fois, u est une feuille et v le centre c, qui apparaˆıt donc en tant que
voisin droit). Apre`s avoir scanne´ le centre (ainsi que ses voisins), l’algorithme S-Pitt n’ajoute plus
de sommet dans la solution, puisqu’il ne reste plus d’areˆte a` conside´rer. Aussi, du fait qu’il retire
de sa me´moire les sommets qu’il vient de scanner, S-Pitt n’a besoin que d’un espace me´moire de
taille 1 pour s’exe´cuter sur les e´toiles, afin de stocker le centre lorsqu’il est place´ dans la couverture
avant d’eˆtre re´cupe´re´ en tant que sommet. Il fonctionne donc comme s’il disposait de me´moire tout
au long de son exe´cution. On applique alors le raisonnement e´tabli pre´ce´demment avec l’algorithme
Pitt pour prouver le terme
∑k
i=1
i
2i
. On remplace k par n−1 (il s’agit du nombre d’areˆtes conside´re´es
par S-Pitt) et on obtient (3.12).
L’algorithme S-Pitt est donc meilleur que l’algorithme Pitt sur les e´toiles.
Le corollaire 6 donne des bornes sur la quantite´ de me´moire ne´cessaire a` l’algorithme Pitt pour
« rester efficace » (c’est-a`-dire avoir les meˆmes re´sultats en moyenne que l’algorithme qui utilise
une me´moire de taille n) sur les e´toiles.
Corollaire 6. Soit z une constante. Pour toute e´toile Sn a` n sommets, si l’algorithme Pitt dispose
d’un espace me´moire de taille k = z · log2 n, alors
– si z > 1, il est 2-approche´ en moyenne ;
– si z = 1, il est 52 -approche´ en moyenne ;
– si z < 1, son rapport d’approximation en moyenne n’est plus constant.
De´monstration. D’apre`s le the´ore`me 18, l’algorithme Pitt retourne en moyenne
2k+1 − k − 2
2k
+
1
2k
(
n− k
2
+
1
2
− 1
2n−k−1
)
sommets sur les e´toiles Sn. Si l’on remplace k par log2 n, on obtient
5n − 3− 3 log2 n
2n
− 1
2n−1
,
valeur qui tend vers 52 lorsque n tend vers +∞. De plus, comme on peut le voir sur la courbe 3D
de la figure 3.10, ce rapport d’approximation moyen diminue lorsque la constante z augmente.
Comparaison expe´rimentale sur des chemins
Nous avons choisi de comparer de manie`re expe´rimentale les algorithmes Pitt et S-Pitt sur des
chemins de taille raisonnable (une centaine de sommets). Dans ce qui va suivre, nous exprimerons
la quantite´ d’espace me´moire disponible par un coefficient applique´ au nombre de sommets n.
Les courbes de la figure 3.11 montrent le re´sultat d’expe´rimentations re´alise´es sur des chemins
de taille n = 100. Soit α le coefficient applique´ a` n pour exprimer la quantite´ de me´moire disponible.
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Fig. 3.10 – Courbe 3D montrant le rapport d’approximation moyen de l’algorithme Pitt a` me´moire
limite´e obtenu sur les e´toiles Sn, avec une me´moire de taille k = z · log2 n et avec n ∈ [2, 300] et
z ∈ [0, 2]
Pour chaque valeur de α, qui varie de 0 a` 1 par pas de 1100 , on exe´cute 3000 fois chaque algorithme.
Les areˆtes sont traite´es a` chaque fois dans un ordre arbitraire et les sommets sont e´tiquete´s de
fac¸on ale´atoire. Pour chaque valeur de α, on affiche la moyenne du rapport d’approximation moyen
obtenu (sur un chemin de taille n = 100, la couverture optimale contient 50 sommets).
Comme on peut le voir sur les courbes de la figure 3.11, les deux courbes se croisent pour
α ≈ 0,52. Avant cette intersection, l’algorithme S-Pitt est meilleur en moyenne que Pitt, puisque,
tel qu’il est imple´mente´, a` quantite´ de me´moire e´gale, il utilise en re´alite´ plus de me´moire que Pitt.
Apre`s cette intersection, l’algorithme Pitt devient meilleur en moyenne que l’algorithme S-Pitt.
Ce phe´nome`ne peut s’expliquer de la manie`re suivante. S-Pitt traite les areˆtes dans un ordre semi-
trie´ : les sommets apparaissent par ordre croissant des labels. De plus, comme le graphe est re´cupe´re´
sommet par sommet, les areˆtes apparaissent par paquets d’e´toiles (on ne peut pas avoir par exemple
l’ordre de traitement suivant : uv, ab puis uw). L’algorithme S-Pitt a donc une « marge de ma-
nœuvre » plus restreinte que l’algorithme Pitt qui, tel qu’il est de´crit dans l’algorithme 14, re´cupe`re
les areˆtes dans un ordre arbitraire.
Sur des chemins a` 100 sommets, lorsque l’unite´ de traitement peut stocker en me´moire plus
de la moitie´ des sommets, nous avons donc constate´ expe´rimentalement que l’algorithme Pitt e´tait
meilleur en moyenne que l’algorithme S-Pitt.
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Fig. 3.11 – Courbes montrant les re´sultats des expe´rimentations effectue´es pour les algorithmes
Pitt et S-Pitt sur des chemins
3.5 Bilan
Nous avons e´tendu le mode`le conside´re´ pre´ce´demment en autorisant n bits d’espace me´moire.
Cela nous a permis d’adapter et d’e´tudier d’autres algorithmes.
Nous avons notamment pu imple´menter l’algorithme OT, en lui donnant la possibilite´ d’effectuer
plusieurs passes. Nous avons montre´ que pour tout arbre, il existait un ordre de traitement des
sommets tel qu’il n’en effectuait qu’une seule, et nous avons donne´ une borne maximale sur le
nombre de passes qu’il pouvait effectuer. Nous avons aussi analyse´ sa complexite´ en nombre de
requeˆtes, en montrant qu’il pouvait en effectuer moins de m mais qu’il pouvait aussi en effectuer
de l’ordre de m2.
Ensuite, nous avons adapte´ les algorithmes LR et ED et nous avons e´tudie´ leurs complexite´s.
Nous avons montre´ que, s’il retournait la meˆme couverture que les autres algorithmes, LR e´tait celui
qui effectuait le moins de requeˆtes dans ce mode`le (ou` tous les algorithmes effectuent d(u) requeˆtes
pour les sommets u qui n’appartiennent pas a` la solution) puisqu’il n’effectue pas de requeˆte pour
les sommets qu’il place dans la couverture. Nous avons aussi montre´ que LR et ED ne pouvaient
pas re´aliser plus de m requeˆtes.
Enfin, nous avons imple´mente´ un algorithme probabiliste : Pitt. Nous avons tout d’abord analyse´
sa complexite´ en nombre de requeˆtes. Nous avons montre´ qu’il pouvait avoir le meˆme comportement
que LR (c’est-a`-dire effectuer ze´ro requeˆte pour les sommets qu’il place dans la solution), mais qu’il
pouvait aussi effectuer (dans de rares cas) 2m requeˆtes (c’est-a`-dire re´cupe´rer tous les voisins de
chaque sommet, ce qui correspond au pire des cas possible). Nous avons ensuite analyse´ la qualite´
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des solutions qu’il construisait en fonction de la quantite´ de me´moire qu’il avait a` sa disposition.
Nous avons vu qu’il pouvait eˆtre tre`s mauvais (c’est-a`-dire retourner la quasi-totalite´ des sommets
du graphe) sur certains graphes en ayant pourtant la possibilite´ de stocker en me´moire la moitie´ des
sommets. Nous avons alors propose´ un autre algorithme, S-Pitt, qui, profitant d’une hypothe`se sur
l’ordre de re´cupe´ration des areˆtes, ge`rait mieux la me´moire. Nous avons vu cependant qu’il n’e´tait
pas toujours meilleur que l’algorithme Pitt. Le fait de ne pas pouvoir stocker tous les sommets du
graphe peut conside´rablement de´grader les solutions produites (c’est en tout cas ce que nous avons
observe´ avec l’algorithme Pitt).
Une premie`re perspective de ce chapitre serait d’exprimer de fac¸on plus pre´cise le nombre de
passes effectue´es par l’algorithme OT, en le liant par exemple a` un parame`tre (une proprie´te´) sur
les arbres. Cela permettrait ensuite d’e´tudier de manie`re plus fine sa complexite´ en nombre de
requeˆtes.
Une deuxie`me perspective serait d’exprimer de manie`re plus pre´cise les complexite´s des diffe´-
rents algorithmes analyse´s dans ce chapitre, sans qu’elles ne soient en relation avec les solutions
construites. Cela passerait notamment par une e´tude plus pre´cise de la qualite´ des solutions pro-
duites par ces algorithmes, puisque ces deux crite`res sont lie´s.
Une autre perspective serait d’e´tendre le type d’e´tude mene´e sur l’algorithme Pitt aux autres
algorithmes, en e´tudiant leurs performances dans un contexte de me´moire restreinte (par exemple,
si l’algorithme OT disposait seulement d’une me´moire de taille n2 , de combien serait-il e´loigne´ de
l’optimal ?), afin de confirmer (ou de re´futer) le constat e´tabli pour l’algorithme Pitt.
Chapitre 4
Etude expe´rimentale sur de gros
graphes
Apre`s avoir analyse´ de fac¸on the´orique les diffe´rents algorithmes pre´sente´s dans ce document,
nous avons mene´ une e´tude expe´rimentale : ce chapitre y est consacre´. Dans ce qui va suivre,
nous allons de´crire les caracte´ristiques des expe´rimentations re´alise´es puis nous pre´senterons et
analyserons les re´sultats que nous avons obtenus.
4.1 Description ge´ne´rale
L’objectif des expe´rimentations que nous avons re´alise´es et qui sont de´crites dans ce chapitre
e´tait de mettre a` l’e´preuve les diffe´rents algorithmes que nous avons e´tudie´s sur de gros graphes. En
effet, au vu des e´le´ments pre´sente´s jusqu’a` pre´sent, une question naturelle qui se pose est de savoir
combien de temps ils mettent concre`tement pour calculer des couvertures sur de gros graphes.
Mais, dans un premier temps, qu’entend-on par « gros graphes » ? Nous e´claircirons ce point
dans la section 4.1.4. Nous allons tout d’abord fournir les e´le´ments techniques globaux de nos
expe´riences ainsi que les algorithmes e´tudie´s et les types de graphes utilise´s.
4.1.1 Ele´ments techniques globaux
Nous avons choisi de nous baser en grande partie sur le mode`le de traitement que nous avons
conside´re´ jusqu’a` pre´sent (voir la section 1.2), puisque les algorithmes que nous allons mettre a`
l’e´preuve ont e´te´ conc¸u pour respecter les contraintes de ce mode`le.
Cependant, en raison des couˆts de mise en place d’un entrepoˆt de donne´es (et aussi par souci
de facilite´ de fabrication des graphes), nous avons pre´fe´re´ stocker les graphes que l’on a ge´ne´re´s sur
un disque dur externe.
Les graphes lus en entre´e par la machine de traitement (un ordinateur standard) et les re´sultats
ge´ne´re´s sont stocke´s sur un gros disque dur externe : les algorithmes (qui s’exe´cutent sur la ma-
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chine de traitement) lisent les graphes (stocke´s a` distance) morceau par morceau et calculent leurs
solutions au fur et a` mesure, qu’ils e´crivent « a` la vole´e » sur le disque externe.
Nous donnons dans ce qui suit les caracte´ristiques techniques des diffe´rents e´le´ments utilise´s
pour re´aliser nos expe´riences.
La machine de traitement. Il s’agit d’un ordinateur portable dote´ d’un processeur double cœur
cadence´ a` 2,8 GHz, d’une me´moire cache de 6 Mo et de 4 Go de me´moire vive.
Le disque dur externe. Il s’agit d’un disque dur USB 2.01 de 2 To, cadence´ a` 7 200 tours/minute
et dote´ de 8 Mo de cache.
Caracte´ristiques logicielles. Le syste`me d’exploitation installe´ sur la machine de traitement est
une openSuSe 11.1 (Linux). Les diffe´rents programmes ont e´te´ code´s en langage C, norme
C99, afin d’utiliser le type de donne´es unsigned long long, ainsi que les fonctions associe´es
(pour la gestion des fichiers notamment).
A ce jour, plusieurs librairies ont e´te´ de´veloppe´es pour traiter de grandes instances, la plus
re´pandue e´tant STXXL [50]. Cette librairie, e´labore´e dans le contexte des algorithmes I/O-efficient,
permet d’effectuer de manie`re efficace des ope´rations sur de la me´moire externe (des disques durs
par exemple). Elle est donc adapte´e pour manipuler de grandes quantite´s de donne´es qui ne tiennent
pas dans la me´moire vive d’une machine.
Nous ne l’avons toutefois pas utilise´e, en raison du fait que les algorithmes que nous avons
imple´mente´s se contentent de lire le graphe en entre´e (puisque l’on ne peut pas le modifier) et
d’e´crire la solution en sortie (puisque l’on ne peut pas la consulter).
Ces deux contraintes s’ave`rent en pratique re´alistes, puisque la cre´ation d’un graphe de grande
taille est couˆteuse (si l’on veut exe´cuter plusieurs algorithmes sur un graphe, il faut donc pre´server
son inte´grite´) et puisque le fait de lire la solution durant l’exe´cution des algorithmes augmente de
fac¸on non ne´gligeable leurs temps d’exe´cution.
Partant de ces contraintes fortes, nous avons choisi de lire le graphe comme un flux de donne´es.
C’est la raison pour laquelle nous avons privile´gie´ l’utilisation de fichiers binaires avec les fonctions
(assez bas niveau) fournies par le langage C.
Nous allons de´crire de manie`re ge´ne´rale la fac¸on dont les graphes sont stocke´s et la fac¸on dont
ils sont parcourus.
Le stockage des graphes
Il existe plusieurs fac¸ons de stocker un graphe : a` l’aide d’une matrice d’adjacence, d’une liste
d’adjacence, etc. Nous nous sommes base´s sur la me´thode de´crite dans [7] (se reporter a` la section 3.2
page 20). Nous avons donc opte´ pour une solution dans laquelle les graphes sont stocke´s a` l’aide de
deux fichiers.
1Le taux de transfert d’un disque dur USB 2.0 peut atteindre au maximum 480 Mbits par seconde.
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Le premier fichier contient 2m + 1 valeurs, a` savoir le nombre de sommets du graphe (indis-
pensable pour cre´er un tableau de n bits lors de l’initialisation de certains algorithmes), puis la
succession des voisins des diffe´rents sommets. Nous appelerons par la suite ce fichier .list.
Le second fichier contient n+1 valeurs : elles permettent d’acce´der aux voisins d’un sommet et
de calculer son degre´. Nous appelerons par le suite ce fichier .deg.
De manie`re plus pre´cise, les sommets sont e´tiquete´s de 0 jusqu’a` n− 1.
Le fichier .list contient d’abord la valeur n, puis les sommets de N(0), puis ceux de N(1), etc.
(toutefois, les voisins de chaque sommet sont stocke´s dans un ordre quelconque, pas force´ment dans
l’ordre des labels).
Le fichier .deg contient alors, dans l’ordre des labels, la position du premier voisin pour chaque
sommet. Il contient n+1 valeurs, afin de permettre le calcul du degre´ du dernier sommet (la dernie`re
valeur pointe donc sur la fin du fichier .list). En effet, pour calculer le degre´ du sommet i, on
soustrait la ie`me valeur de la (i+ 1)e`me.
La figure 4.1 montre un exemple d’un tel stockage sur un petit graphe.
b
0
b
b
b
b
1
23
4
2 1 3 4 0 2 3 1 0 0 4 2 3 15
.list
1 74 10 13
.deg
15
(a) Exemple de graphe (b) Stockage du graphe sur le disque
Fig. 4.1 – Stockage d’un graphe a` 5 sommets et 7 areˆtes a` l’aide des fichiers .deg et .list
La lecture des graphes
Les algorithmes parcourent les graphes en lisant les deux fichiers de´crits pre´ce´demment. Le
fichier .list est d’abord lu pour connaˆıtre le nombre de sommets a` traiter. Ensuite, le fichier .deg
est lu pour connaˆıtre la position du premier voisin du premier sommet ainsi que la position du
premier voisin du deuxie`me sommet (il y a donc deux pointeurs qui se suivent et qui permettent de
de´limiter l’ensemble des voisins d’un sommet). Une fois que ces positions sont connues, la lecture
se poursuit dans le fichier .list, ou` sont re´cupe´re´s les voisins du premier sommet. Si l’unite´ de
traitement n’a pas besoin de tous les re´cupe´rer (par exemple, pour LL, si l’on trouve un voisin
droit au bout du deuxie`me et qu’il en reste encore cinq), elle peut « enjamber » ceux qui restent
et directement passer aux voisins du deuxie`me sommet. Elle proce`de de la meˆme fac¸on pour les
sommets suivants, jusqu’a` traiter les n sommets du graphe.
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Si les algorithmes ont besoin de connaˆıtre les degre´s des voisins, ils lisent de fac¸on inde´pendante
le fichier .deg. Ils disposent pour cela d’une autre teˆte de lecture qu’ils peuvent de´placer librement
dans ce fichier, afin de re´cupe´rer les deux valeurs successives ne´cessaires au calcul (ils utilisent une
autre variable de type FILE*).
Dans tous les cas, les algorithmes lisent le fichier .list de fac¸on continue, comme un flux
de donne´es, a` la diffe´rence qu’il peuvent « faire des bonds en avant » pour sauter les voisins des
sommets qu’ils n’ont pas besoin de re´cupe´rer.
Les algorithmes qui n’ont pas besoin de connaˆıtre les degre´s des voisins se contentent de lire le fichier
.deg de fac¸on continue. Ceux qui ont en besoin proce`dent de la meˆme manie`re pour parcourir le
graphe, mais ils disposent d’une teˆte de lecture supple´mentaire sur ce fichier, qu’ils peuvent de´placer
comme ils veulent pour calculer ces degre´s.
L’e´criture des solutions
De manie`re simple, une couverture est un fichier qui contient la suite des sommets (repre´sente´s
par leurs labels) qui la constituent. Elle est construite au fur et a` mesure : de`s qu’un algorithme
de´cide qu’un sommet fait partie de la solution, il l’e´crit dans le fichier. Chaque sommet n’apparaˆıt
qu’une fois puisque, comme nous l’avons vu dans les chapitres pre´ce´dents, nos algorithmes ont e´te´
conc¸us pour ne pas produire de doublons.
4.1.2 Algorithmes imple´mente´s
Nous avons teste´ six des algorithmes que nous avons pre´sente´s dans ce document, a` savoir LR,
ED, S-Pitt, LL, SLL et ASLL.
Par rapport a` la manie`re dont les graphes sont fabrique´s (voir la section 4.1.3), nous avons donne´
la possibilite´ aux algorithmes LL, SLL et ASLL d’appliquer une permutation circulaire ale´atoire sur
les labels (en appliquant une fonction f(l) = l+α mod n sur chaque label l du graphe, avec α > 0
une valeur ale´atoire choisie au pre´alable). En effet, si nous avions mis en place l’aspect ale´atoire
des diffe´rents e´tiquetages possibles d’un graphe a` sa cre´ation plutoˆt qu’a` l’exe´cution de ces trois
algorithmes, cela aurait entraˆıne´ des couˆts de fabrication et de stockage supple´mentaires.
Certes, le fait d’appliquer une permutation circulaire ale´atoire ne permet pas de conside´rer de
manie`re e´quiprobable les n! e´tiquetages possibles d’un graphe, mais elle peut eˆtre re´alise´e de fac¸on
efficace durant les exe´cutions des algorithmes, sans utiliser de me´moire supple´mentaire (mis a` part
le de´calage α que l’on doit conserver).
Pour re´aliser une ve´ritable permutation sur les labels d’un graphe, il faudrait probablement
mettre en œuvre des me´canismes plus complexes, qui ne´cessiteraient sans doute l’utilisation de
me´moire supple´mentaire.
Fide`les aux descriptions que nous en avons donne´es dans le chapitre 3, les algorithmes LR et
ED utilisent un tableau de n bits dans la me´moire de l’unite´ de traitement.
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L’algorithme S-Pitt, qui profite naturellement du fait que les sommets (mais pas leurs voisins)
soient stocke´s par ordre croissant des labels, utilise lui aussi un tableau de n bits, ce qui diffe`re
quelque peu de la description fournie par l’imple´mentation 5 page 94. Nous avons en effet choisi de
ne pas mettre en place une me´moire de taille variable car cela aurait ne´cessite´, dans le pire des cas,
plus que n bits me´moire.
Les algorithmes SLL et ASLL utilisent la seconde teˆte de lecture sur le fichier .deg pour re´cupe´rer
les degre´s des voisins (les quatre autres algorithmes n’en ont pas l’utilite´). Sur un meˆme graphe
(de taille importante), nous avons remarque´ que ces deux algorithmes mettaient plus de temps a`
s’exe´cuter que les autres. Nous avons alors mis au point des versions alternatives qui chargeaient au
de´part le fichier .deg en me´moire (afin de les distinguer des versions classiques, nous les appelerons
SLL-M et ASLL-M). Nous avons constate´ que leurs exe´cutions e´taient plus rapides. En effet, le fait
de devoir de´placer la teˆte de lecture pour calculer le degre´ de chaque voisin dans le fichier .deg
augmente de manie`re non ne´gligeable le nombre d’ope´rations sur le disque externe. Par conse´quent,
lorsque cela e´tait possible, c’est-a`-dire lorsque nous pouvions stocker en me´moire 64(n + 1) bits2,
nous avons utilise´ SLL-M et ASLL-M.
Dans le chapitre 2, nous avons de´fini la notion de requeˆte comme e´tant le fait de re´cupe´rer un
voisin d’un sommet (avec ou sans son degre´) et nous nous sommes base´s sur cette notion pour
exprimer la complexite´ de nos algorithmes. Or, tel que nous les avons imple´mente´s, il y a en re´alite´
deux types de requeˆtes : avec ou sans re´cupe´ration du degre´. Nous n’allons toutefois pas rede´finir
cette notion, mais nous re´utiliserons ce constat dans la section 4.2, lorsque nous analyserons les
re´sultats obtenus sur diffe´rents graphes.
4.1.3 Familles de graphes utilise´es
Jusqu’a` pre´sent, nous avons suppose´ que les graphes e´taient de´ja` disponibles sur la machine
distante. Cependant, pour re´aliser nos expe´rimentations, nous avons du les fabriquer.
La ge´ne´ration de graphes de grande taille est un proble`me a` part entie`re, que nous n’aborderons
pas dans les de´tails, mais nous donnerons tout de meˆme des e´le´ments afin de de´crire les me´thodes
de ge´ne´ration utilise´es et justifier les familles de graphes choisies.
Nous avons ge´ne´re´ pour nos expe´riences des ButterFly [124], des graphes de de Bruijn [45, 71],
des grilles, des hypercubes, des graphes bipartis complets et une extension de ces graphes que nous
avons appele´e SpecialDense. Nous avons choisi ces graphes pour plusieurs raisons.
• Ils peuvent facilement eˆtre fabrique´s « a` la vole´e ».
• Ils ont une description mathe´matique bien pre´cise et peuvent donc eˆtre directement cre´e´s et
utilise´s par d’autres chercheurs, sans qu’il soit ne´cessaire de les mettre a` disposition sur un
site de´die´.
2Les valeurs utilise´es dans nos programmes (a` savoir les labels et les degre´s) sont de type unsigned long long :
elles sont code´es chacune sur 8 octets (c’est-a`-dire 64 bits).
106 Chapitre 4. Etude expe´rimentale sur de gros graphes
• Nous sommes capables, pour la plupart d’entre eux, d’exprimer de manie`re exacte la taille de
leurs couvertures optimales.
• Il s’agit pour la plupart de graphes bipartis : la taille de leurs couvertures optimales ne de´-
passent pas la moitie´ des sommets, ce qui est inte´ressant lorsque l’on veut e´valuer et comparer
la qualite´ des solutions retourne´es.
Nous avons aussi utilise´ un ge´ne´rateur de graphes ale´atoires en loi de puissance [119], que nous
avons rebaptise´ gengraph.
Ces diffe´rentes familles de graphes se re´partissent en deux cate´gories : les graphes denses, pour
lesquels le nombre d’areˆtes est e´leve´ par rapport au nombre de sommets, et les graphes peu denses,
pour lesquels le ratio m
n
est en O(1). Parmi les graphes peu denses, on retrouve les ButterFly, les
graphes de de Bruijn, les grilles et (bien souvent) les graphes ale´atoires en loi de puissance. Et parmi
les graphes denses, on retrouve les hypercubes, les graphes bipartis complets et les SpecialDense.
Nous allons donner dans ce qui va suivre les caracte´risques globales de ces diffe´rents types de
graphe, ainsi que la manie`re dont nous les avons ge´ne´re´s.
De fac¸on ge´ne´rale, nous avons fabrique´ les graphes de la manie`re suivante : pour chaque sommet,
nous avons calcule´ localement leurs voisins et nous les avons e´crits au fur et a` mesure. Pour cela, nous
avons directement utilise´ leurs labels. Cette me´thode simpliste, qui implique qu’un graphe d’une
taille donne´e est toujours e´tiquete´ de la meˆme fac¸on, nous a permis de ge´ne´rer des graphes de l’ordre
de plusieurs centaines de Go sur disque. Toutefois, lorsque cela e´tait possible, nous appliquions une
permutation ale´atoire sur les voisins de chaque sommet, afin qu’ils ne soient pas toujours stocke´s
dans le meˆme ordre dans le fichier .list.
Les ButterFly
Par rapport a` la description fournie dans [124], nous avons conside´re´ une version non oriente´e
de ces graphes et nous nous sommes restreints a` la base 2, qui est tre`s simple a` imple´menter en
langage C avec les ope´rateurs binaires.
Soit BFd = (V,E) un ButterFly non oriente´ de dimension d (et de base 2). Ce graphe posse`de
n = (d+ 1) · 2d sommets et m = d · 2d+1 areˆtes ; sa densite´ est faible, puisque m
n
< 2.
Dans un ButterFly de dimension d, chaque sommet est repre´sente´ par une paire (w, l) ou` w est
un nombre binaire a` d bits et l un entier compris entre 0 et d (dans nos programmes, les labels
sont obtenus en additionnant w et l · 2d). Deux sommets (w, l) et (w′ , l′) sont relie´s par une areˆte
si et seulement si l′ = l + 1 et si w′ est identique a` w, a` l’exception e´ventuelle du (l + 1)e`me bit en
partant de la gauche. Par exemple, le sommet (01, 1) a pour voisin (01, 2), (00, 2), (01, 0) et (11, 0).
De ce fait, les ButterFly sont des graphes bipartis particuliers constitue´s de d+1 couches de 2d
sommets chacune, dans lesquelles chaque sommet posse`de 2 voisins dans la couche pre´ce´dente (sauf
pour la premie`re) et 2 voisins dans la couche suivante (sauf pour la dernie`re). Par conse´quent, tous
les sommets des couches interme´diaires (il y en a exactement (d − 1) · 2d) sont de degre´ 4, tandis
que ceux des deux couches exte´rieures (il y en a exactement 2d+1) sont de degre´ 2.
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Fig. 4.2 – ButterFly de dimension 2
La figure 4.2 montre un exemple de ButterFly.
La taille d’une couverture optimale dans un ButterFly de dimension d est e´gale a`
⌊
d+1
2
⌋ · 2d. Il
s’agit de la taille du plus petit sous-ensemble de sommets dans ce graphe biparti. Par exemple, sur
le graphe de la figure 4.2, la couverture optimale est constitue´e des sommets 4, 5, 6 et 7.
Les graphes de de Bruijn
Cette famille de graphe est utilise´e dans plusieurs branches de l’informatique et dans de nom-
breuses applications en ge´ne´ral (voir par exemple [131]).
Tout comme pour les ButterFly, nous avons conside´re´ une version simple et non oriente´e des
graphes de de Bruijn et nous nous sommes restreints a` la base 2, la` aussi pour des raisons de facilite´
de programmation.
Soit dBd = (V,E) un graphe de de Bruijn simple et non oriente´ de dimension d (et de base 2).
Ce graphe posse`de n = 2d sommets et m = 2d+1 − 3 areˆtes ; sa densite´ est faible, puisque m
n
< 2.
Dans un graphe de de Bruijn, un sommet u est relie´ par une areˆte a` un sommet v si et seulement
si la repre´sentation binaire de son e´tiquette est de´cale´e d’un bit vers la gauche (le bit de poids faible
est alors e´gal a` 0 ou a` 1). Par exemple, le sommet 010 a pour voisin 100, 101 et 001.
Pour d > 2, il est constitue´ de n − 4 sommets de degre´ 4, de deux sommets de degre´ 3 et de deux
sommets de degre´ 2 (il est donc presque re´gulier).
La figure 4.3 montre un exemple de graphe de de Bruijn.
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Fig. 4.3 – Graphe de de Bruijn simple et non oriente´, de base 2 et de dimension 3
Plusieurs travaux ont e´te´ mene´s re´cemment pour tenter d’e´valuer la taille maximale d’un en-
semble inde´pendant sur les graphes de de Bruijn (voir par exemple [34]). Il a e´te´ e´tabli dans [88]
que cette valeur tendait vers n2 . Nous en de´duisons donc que la taille d’une couverture minimale
dans un dBd est d’au moins 2
d−1.
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Les grilles
Ces graphes, que nous avons de´ja` utilise´s dans le chapitre 2, peuvent eux aussi eˆtre ge´ne´re´s de
manie`re efficace.
Soit GRp×q = (V,E) une grille constitue´e de p lignes et de q colonnes de sommets. Ce graphe
posse`de n = p× q sommets et m = 2pq − p− q areˆtes ; sa densite´ est faible, puisque m
n
< 2.
De fac¸on ge´ne´rale, chaque sommet est connecte´ au sommet de la colonne pre´ce´dente, a` celui de
la colonne suivante, au sommet de la ligne pre´ce´dente et a` celui de la ligne suivante. Il y a donc
une majorite´ de sommets de degre´ 4 (il y en a exactement (p− 2)(q − 2)), 2(p+ q− 4) sommets de
degre´ 3 et quatre sommets de degre´ 2.
Les grilles sont des graphes bipartis. Comme pour les ButterFly, la taille d’une couverture
optimale correspond a` la taille du plus petit sous-ensemble de sommets. La taille d’une couverture
optimale dans un GRp×q est donc de
⌊
pq
2
⌋
.
Les hypercubes
Soit Hd = (V,E) un hypercube de dimension d. Ce graphe posse`de n = 2
d sommets et m =
d · 2d−1 areˆtes ; sa densite´ est de d2 .
Dans un hypercube, chaque sommet posse`de d voisins. En effet, deux sommets sont adjacents
si les repre´sentations binaires de leurs e´tiquettes (code´es sur d bits) ne diffe`rent que d’un seul bit.
La figure 4.4 montre un exemple d’hypercube.
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Fig. 4.4 – Hypercube de dimension 3
D’apre`s le the´ore`me de Hall [74], les hypercubes sont des graphes bipartis qui admettent des
couplages parfaits. La taille d’une couverture optimale correspond donc a` la moitie´ des sommets
pre´sents dans ce couplage (c’est-a`-dire a` la moitie´ des sommets du graphe). Donc, dans un hypercube
de dimension d, la taille d’une couverture optimale est e´gale a` 2d−1.
Les graphes bipartis complets
Tout comme les grilles, nous avons de´ja` e´voque´s ces graphes dans le chapitre 2.
Soit Ka,b = (X ∪ Y,E) un graphe biparti complet avec a < b. Ce graphe posse`de n = a + b
sommets (a = |X| et b = |Y |) et m = ab areˆtes ; sa densite´ est de ab
a+b .
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Dans ce graphe, les a sommets de X sont de degre´ b et les b sommets de Y sont de degre´ a.
Il est facile de voir que les a sommets de l’ensemble X dans un Ka,b constituent une couverture
de taille minimum.
Les SpecialDense
Il s’agit d’une extension des graphes bipartis complets, dans lesquels on transforme l’ensemble
des sommets X en clique3.
Soit K∗a,b = (X ∪ Y,E) un SpecialDense avec a < b. Ce graphe posse`de n = a + b sommets
(a = |X| et b = |Y |) et m = a(a−1)2 + ab areˆtes (sa densite´ est de a(a−1+2b)2(a+b) ). Dans ce graphe, les a
sommets de X sont de degre´ a− 1+ b = n− 1 et les b sommets de Y sont de degre´ a. La figure 4.5
montre un exemple de SpecialDense.
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Fig. 4.5 – SpecialDense a` 4 + 6 sommets
Comme pour les graphes bipartis complets, la couverture de taille minimum est constitue´e des
a sommets de X.
Nous avons choisi ces graphes parce que ce sont ceux qui avaient la plus forte densite´ et pour
lesquels nous pouvions donner de manie`re exacte la taille d’une couverture optimale.
Les graphes ale´atoires en loi de puissance
Nous avons aussi exe´cute´ nos algorithmes sur des graphes ale´atoires en loi de puissance, c’est-
a`-dire des graphes pour lesquels la re´partition des degre´s des sommets suit une loi de puissance.
Pour cela, nous avons repris le ge´ne´rateur de F. Vigier et M. Latapy [119], que nous avons rebaptise´
gengraph. Ce ge´ne´rateur se base sur le mode`le de M. Molloy et B. Reed [93]. Il s’agit probablement
d’un des ge´ne´rateurs les plus performants pour produire ce type de graphes.
Ce ge´ne´rateur est compose´ de deux programmes.
Le premier programme prend en entre´e un nombre de sommets, un degre´ minimum, e´ventuellement
un degre´ maximum (dans le cas contraire, il n’est pas borne´) et un exposant. En fonction de
3Dans une clique, chaque sommet est relie´ par une areˆte a` chacun des autres sommets.
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ces parame`tres, il ge´ne`re une distribution des degre´s pour un graphe simple et connexe (si on le
souhaite).
Le second programme ge´ne`re un graphe a` partir d’une distribution des degre´s cre´e´e a` l’aide du
premier programme.
Nous nous sommes contente´s de modifier la manie`re dont e´taient e´crits les graphes dans le
second programme, afin qu’ils soient de meˆme format que ceux que l’on ge´ne´rait.
Pour ge´ne´rer nos graphes, nous avons spe´cifie´ des degre´s minimaux compris entre 1 et 3 et nous
avons utilise´ des exposants compris entre 2,1 et 2,5. Nous n’avons pas borne´ les degre´s maximaux
et nous n’avons pas active´ le test de connexite´.
Ce ge´ne´rateur ne cre´e pas les graphes « a` la vole´e » (il a besoin d’un espace me´moire line´aire
en la taille du graphe), mais il permet tout de meˆme de fabriquer assez rapidement des graphes de
l’ordre de plusieurs dizaines de millions de sommets et d’areˆtes4.
4.1.4 De´marche expe´rimentale
Nous allons a` pre´sent de´crire la de´marche que nous avons employe´e pour mener a` bien nos
expe´rimentations sur de gros graphes.
Nous avons vu au de´but du chapitre 2 que la notion de memory-efficient e´tait relative puisque
son interpre´tation diffe´rait d’une application a` une autre. Il en est de meˆme avec la notion de
gros graphes. En effet, suivant que l’on e´tudie des algorithmes exponentiels, que l’on fasse de la
programmation line´aire ou bien que l’on manipule des algorithmes de complexite´ line´aire, les limites
sur la taille des graphes ne sont pas situe´es au meˆme endroit. C’est la raison pour laquelle nous
avons de´fini plusieurs niveaux relatifs a` la taille des graphes.
Pour quantifier la taille des graphes, nous avons conside´re´ a` la fois leurs nombres de sommets et
leurs nombres d’areˆtes, puisqu’ils n’ont pas tous la meˆme densite´ et puisque ces deux crite`res sont
conjointement lie´s a` l’espace qu’ils prennent sur le disque.
Nous de´crivons a` pre´sent les diffe´rents niveaux de taille que nous avons conside´re´s.
1er niveau. La taille des graphes (n+m) atteint 400 000 (concre`tement, de la manie`re dont
nous les stockons, ces graphes prennent quelques Mo sur le disque). Dans ce niveau, sur les graphes
peu denses (qui contiennent plus de 50 000 sommets), les solveurs de programmation line´aire relaxe´e
(LPSolve par exemple) peuvent atteindre leurs limites en terme de me´moire utilise´e et de temps
d’exe´cution sur les machines actuelles.
2e`me niveau. La taille des graphes atteint 200 millions (concre`tement, ils prennent chacun
quelques Go sur le disque). Il s’agit de la taille maximale atteignable sur notre machine pour
construire des graphes en loi de puissance avec gengraph.
4Pour le plus gros, nous avons pu cre´er en moins de cinq heures sur notre machine un graphe a` 30 millions de
sommets et 96 millions d’areˆtes.
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3e`me niveau. La taille des graphes atteint 30 milliards (concre`tement, ils prennent chacun
quelques centaines de Go sur le disque). Par rapport aux deux niveaux pre´ce´dents, on commence
a` atteindre des tailles que l’on peut qualifier (de notre point de vue) de conse´quentes. De plus, sur
des graphes peu denses (qui ont plus de 8 milliards de sommets), il n’est plus possible d’utiliser les
algorithmes SLL-M et ASLL-M.
4e`me niveau. La taille des graphes atteint 100 milliards (concre`tement, ils prennent environ
1,5 To sur le disque). Avec notre machine (qui dispose de 4 Go de me´moire vive), nous ne pou-
vons plus exe´cuter les algorithmes qui requie`rent n bits me´moire sur des graphes peu denses (qui
contiennent plus de 30 milliards de sommets). Ce niveau correspond donc aux limites atteignables
avec notre mate´riel.
Crite`res e´value´s. Nous nous sommes inte´resse´s a` la qualite´ des solutions produites par nos
algorithmes, ainsi qu’au nombre de requeˆtes effectue´es. Nous avons aussi mesure´ a` partir du troi-
sie`me niveau leurs temps d’exe´cution. Pour cela, nous avons utilise´ la commande /usr/bin/time
de UNIX, qui fournit les valeurs suivantes (elles sont exprime´es en secondes) :
– le temps re´el e´coule´, entre le moment ou` on lance l’exe´cution du programme et le moment ou`
il se termine ;
– le user time, qui correspond au temps de´pense´ par le processeur pour re´aliser les instructions
du programme ;
– le system time, qui correspond au temps de´pense´ par le processeur pour re´aliser les ope´rations
syste`mes (typiquement les entre´es/sorties) lie´es au programme.
Pour des raisons de pre´cision et d’e´quite´, nous nous baserons uniquement sur le user time et sur le
system time. En effet, comme le syste`me d’exploitation de notre machine de traitement (standard)
exe´cute toujours d’autres processus en taˆche de fond, on peut avoir deux exe´cutions d’un meˆme
programme avec les meˆmes entre´es qui pre´sentent des temps d’exe´cution (re´els e´coule´s) diffe´rents.
De´roulement des expe´rimentations
De manie`re ge´ne´rale, nous avons exe´cute´ une ou plusieurs fois les algorithmes sur chaque graphe.
A la fin des exe´cutions, nous avons conserve´, pour chaque algorithme, la meilleure des solutions en
terme de qualite´. Nous avons alors conserve´ le nombre de requeˆtes effectue´es pour construire cette
solution.
Par rapport a` la manie`re dont les graphes sont construits, les algorithmes LR et ED sont de´-
terministes. Il n’est donc pas utile de les exe´cuter plusieurs fois. En revanche, pour l’algorithme
S-Pitt, qui est par nature probabiliste, ainsi que pour les algorithmes LL, SLL et ASLL, qui peuvent
ge´ne´rer une permutation circulaire ale´atoire sur les labels, on peut espe´rer ame´liorer la qualite´ des
solutions produites en les exe´cutant de nouveau.
Pour les deux premiers niveaux, pour lesquels les temps d’exe´cution des algorithmes sont rapides,
nous avons exe´cute´ les algorithmes LR et ED une fois et les algorithmes S-Pitt, LL, SLL et ASLL 10
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(resp. 5) fois au premier (resp. deuxie`me) niveau.
A partir du troisie`me niveau, nous nous sommes mis en quelque sorte dans la peau d’un uti-
lisateur qui disposerait de ressources (temps et espace disque) limite´es. Ainsi, sur chaque graphe,
nous avons exe´cute´ les six algorithmes une premie`re fois, sans appliquer de permutation circulaire
ale´atoire sur les labels pour LL, SLL et ASLL. En fonction des re´sultats obtenus en terme de qualite´
de solution et en fonction du temps et de l’espace disque de´ja` de´pense´s, nous avons exe´cute´ de nou-
veau certains algorithmes un certain nombre de fois (la plupart du temps une fois), en appliquant
une permutation circulaire ale´atoire sur les labels le cas e´che´ant.
Pour le quatrie`me niveau, nous avons voulu atteindre les limites techniques de notre mate´riel.
Pour cela, nous avons cre´e´ deux graphes : un graphe peu dense (un ButterFly de dimension 30) sur
lequel les algorithmes LR, ED et S-Pitt ne peuvent pas s’exe´cuter sur notre machine, et un graphe
dense (un biparti complet a` 250 000+380 000 sommets) sur lequel nous avons pu exe´cuter LR, ED,
S-Pitt, LL, SLL-M et ASLL-M.
4.2 Re´sultats et interpre´tation
Nous allons tout d’abord donner dans cette section les re´sultats que nous avons obtenus lors de
nos expe´riences. Ensuite, nous les interpre´terons.
4.2.1 Pre´sentation des re´sultats
Nous allons pre´senter les re´sultats par niveau de taille. Pour les niveaux 1 et 2, comme les temps
d’exe´cution des algorithmes sont rapides, nous donnerons un tableau par crite`re e´tudie´, a` savoir la
qualite´ des solutions et la complexite´ en nombre de requeˆtes. Ces tableaux regrouperont l’ensemble
des re´sultats obtenus pour chaque algorithme sur chaque instance e´tudie´e. Nous donnerons plus de
de´tails pour le troisie`me et pour le quatrie`me niveau.
Re´sultats obtenus au premier niveau
Nous avons ge´ne´re´ une instance pour chaque type de graphe de´crit dans la section pre´ce´dente.
Nous avons aussi ge´ne´re´ sept graphes ale´atoires avec gengraph. Le tableau 4.1 pre´sente les ca-
racte´ristiques des six instances que nous avons ge´ne´re´es nous-meˆme. Le tableau 4.2 pre´sente les
caracte´ristiques des sept graphes ale´atoires en loi de puissance ge´ne´re´s avec gengraph.
Ces diffe´rents graphes prennent entre 1,44 et 4,13 Mo sur le disque dur.
Le tableau 4.3 montre les re´sultats obtenus en terme de qualite´ de solution sur les diffe´rentes
instances pre´sente´es dans les tableaux 4.1 et 4.2. Les nombres en gras correspondent, pour chaque
instance, a` la meilleure valeur obtenue sur les six algorithmes. A l’inverse, les nombres en italiques
signifient que les valeurs sont tre`s mauvaises (lorsque l’algorithme retourne quasiment tous les
sommets du graphe).
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Le tableau 4.4 montre les re´sultats obtenus en terme de complexite´ en nombre de requeˆtes sur
les diffe´rentes instances pre´sente´es dans les tableaux 4.1 et 4.2. Les nombres en italiques signifient
que les valeurs sont mauvaises (lorsque l’algorithme effectue m requeˆtes et plus).
L’exe´cution d’un des six algorithmes sur l’un de ces graphes prend en moyenne une dizaine de
millisecondes. De plus, a` ce niveau, il n’y a pas de re´elles diffe´rences entre les temps d’exe´cution de
SLL (resp. ASLL) et de SLL-M (resp. ASLL-M).
A titre comparatif, nous avons utilise´ l’algorithme 2-approche´ classique base´ sur une formulation
du vertex cover comme un programme line´aire. Rappelons qu’il est possible de formuler le
vertex cover a` l’aide du programme line´aire en nombres entiers suivant :
– il y a une variable Xu ∈ {0, 1} pour chaque sommet u ∈ V du graphe ;
– il y a une contrainte Xu +Xv ≥ 1 pour chaque areˆte uv ∈ E du graphe.
→ Il s’agit de minimiser ∑u∈V Xu.
L’algorithme approche´ consiste alors a` re´soudre la relaxation line´aire de ce programme (les variables
Xu sont maintenant des variables re´elles comprises entre 0 et 1), puis a` mettre dans la couverture
les sommets u tels que Xu ≥ 12 .
Le tableau 4.5 pre´sente les temps d’exe´cution et la qualite´ des solutions obtenues en utilisant
LPSolve pour re´soudre le programme line´aire sur trois des instances que nous avons conside´re´es.
On peut constater que, sur une meˆme instance, nos algorithmes sont au minimum 140 fois plus
rapides.
Instance n m n
m
(densite´) OPT
butterfly-13 114 688 212 992 1,86 57 344
debruijn-16 65 536 131 069 1,99 > 32 768
grid-250.300 75 000 149 450 1,99 37 500
hypercube-14 16 384 114 688 7 8 192
compbip-300.450 750 135 000 180 300
spedens-275.400 675 147 675 218,78 275
Tab. 4.1 – Caracte´ristiques des graphes ge´ne´re´s pour le premier niveau
Instancea n m n
m
(densite´) ∆
rg-20000_3 20 000 113 907 5,69 13 996
rg-25000_2 25 000 100 775 4,03 3 959
rg-30000_1 30 000 79 495 2,65 21 269
rg-35000_3 35 000 129 845 3,71 2 259
rg-40000_2 40 000 107 105 2,68 2 418
rg-45000_1 45 000 77 114 1,71 7 843
rg-50000_1 50 000 82 254 1,7 9 817
Tab. 4.2 – Caracte´ristiques des graphes ale´atoires utilise´s pour le premier niveau
aLe dernier chiffre mentionne´ dans le nom de l’instance indique le degre´ minimum du graphe.
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Instance LR ED S-Pitt LL SLL ASLL
butterfly-13 57 344 114 688 87 885 98 308 90 112 98 309
debruijn-16 36 411 58 256 50 726 43 692 44 178 45 728
grid-250.300 37 500 74 982 60 856 74 997 74 993 74 997
hypercube-14 8 192 16 330 15 756 16 371 16 374 16 375
compbip-300.450 450 600 550 300 300 450
spedens-275.400 674 442 424 275 275 674
rg-20000_3 7 415 13 406 10 037 8 785 8 047 19 999
rg-25000_2 8 792 16 160 11 657 10 486 9 496 24 967
rg-30000_1 2 171 4 290 2 994 3 795 2 287 29 999
rg-35000_3 18 559 30 116 24 288 21 897 20 604 34 953
rg-40000_2 17 493 30 846 22 869 20 778 19 072 39 600
rg-45000_1 8 929 17 752 12 179 10 603 9 321 44 870
rg-50000_1 9 668 19 224 13 172 11 282 10 105 49 877
Tab. 4.3 – Re´sultats obtenus en terme de qualite´ de solution (1er niveau)
Instance LR ED S-Pitt LL SLL ASLL
butterfly-13 212 992 129 166 197 852 229 784 229 786 188 157
debruijn-16 116 495 80 159 114 202 149 055 148 916 139 775
grid-250.300 149 450 73 725 128 912 137 007 137 119 113 017
hypercube-14 114 688 21 715 42 745 33 450 33 954 33 905
compbip-300.450 135 000 45 495 60 771 135 300 135 300 135 450
spedens-275.400 674 64 408 69 672 110 350 110 350 5 321
rg-20000_3 51 496 45 061 59 584 59 759 70 120 50 854
rg-25000_2 44 526 40 719 53 915 54 166 63 103 36 668
rg-30000_1 48 691 47 534 52 839 41 592 55 749 59 324
rg-35000_3 59 196 49 795 73 589 82 288 90 569 57 844
rg-40000_2 54 710 49 176 68 906 71 928 83 224 59 764
rg-45000_1 44 981 44 387 53 545 59 464 60 131 65 771
rg-50000_1 50 481 49 682 60 226 62 566 63 849 77 748
Tab. 4.4 – Re´sultats obtenus en terme de complexite´ en nombre de requeˆtes (1er niveau)
Instance Nombre de sommets Rang Temps d’exe´cution (user + system time)
debruijn-16 38 271 2e`me 2 114,14 sec ≈ 35 min
compbip-300.450 300 1er 14,04 sec
rg-25000_2 10 854 4e`me 612,51 sec ≈ 10 min
Tab. 4.5 – Qualite´ des solutions et temps d’exe´cution obtenus avec LPSolve sur trois instances
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Re´sultats obtenus au deuxie`me niveau
Comme pour le niveau pre´ce´dent, nous avons ge´ne´re´ une instance pour chaque type de graphe
de´crit dans la section pre´ce´dente. Nous avons aussi ge´ne´re´ sept graphes ale´atoires avec gengraph.
Le tableau 4.6 pre´sente les caracte´ristiques des six instances que nous avons ge´ne´re´es nous-meˆme.
Le tableau 4.7 pre´sente les caracte´ristiques des sept graphes ale´atoires en loi de puissance ge´ne´re´s
avec gengraph.
Ces diffe´rents graphes prennent entre 1,04 et 2,01 Go sur le disque dur.
Le tableau 4.8 montre les re´sultats obtenus en terme de qualite´ de solution sur les diffe´rentes
instances pre´sente´es dans les tableaux 4.6 et 4.7. Les nombres en italiques signifient que les valeurs
sont mauvaises (lorsque l’algorithme retourne quasiment tous les sommets ou lorsqu’il retourne bien
plus de sommets que les autres).
Le tableau 4.9 montre les re´sultats obtenus en terme de complexite´ en nombre de requeˆtes sur
les diffe´rentes instances pre´sente´es dans les tableaux 4.6 et 4.7. Les nombres en italiques signifient
a` l’inverse que les valeurs sont mauvaises (lorsque l’algorithme effectue m requeˆtes et plus).
L’exe´cution d’un des six algorithmes sur l’un de ses graphes prend en moyenne entre une ving-
taine de secondes (sur spedens-7500.12000) et un peu plus d’une minute (sur grid-6000.9000).
Les temps d’exe´cution des algorithmes SLL et ASLL peuvent prendre chacun entre une cinquantaine
de secondes (sur hypercube-23) et plusieurs minutes (sur les graphes ale´atoires en loi de puissance).
Instance n m n
m
(densite´) OPT
butterfly-21 46 137 344 88 080 384 1,91 23 068 672
debruijn-25 33 554 432 67 108 861 1,99 > 16 777 216
grid-6000.9000 54 000 000 107 985 000 1,99 27 000 000
hypercube-23 8 388 608 96 468 992 11,5 4 194 304
compbip-7000.15000 22 000 105 000 000 4 772,73 7 000
spedens-7500.12000 19 500 118 121 250 6 057,5 7 500
Tab. 4.6 – Caracte´ristiques des graphes ge´ne´re´s pour le deuxie`me niveau
Instancea n m n
m
(densite´) ∆
rg-20m_1 20 000 000 59 624 494 2,98 9 684 355
rg-20m_2 20 000 000 90 808 193 4,54 5 823 864
rg-25m_1 25 000 000 70 911 180 2,84 3 218 406
rg-25m_2 25 000 000 87 837 432 3,51 2 441 204
rg-30m_1 30 000 000 82 356 722 2,75 4 553 669
rg-30m_2 30 000 000 81 819 916 2,73 1 006 976
rg-35m_2 35 000 000 96 555 269 2,76 1 853 607
Tab. 4.7 – Caracte´ristiques des graphes ale´atoires utilise´s pour le deuxie`me niveau
aLe dernier chiffre mentionne´ dans le nom de l’instance indique le degre´ minimum du graphe.
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Instance LR ED S-Pitt LL SLL-M ASLL-M
butterfly-21 23 068 672 46 137 344 36 060 828 41 943 040 39 245 928 41 943 149
debruijn-25 22 369 621 29 826 162 26 022 017 22 406 058 24 395 861 27 643 823
grid-6000.9000 27 000 000 53 999 424 43 962 047 53 999 997 53 999 993 53 999 997
hypercube-23 4 194 304 8 386 016 8 326 123 8 388 597 8 388 593 8 388 594
compbip-7000.15000 15 000 14 000 13 856 7 000 7 000 15 000
spedens-7500.12000 19 499 12 026 11 971 7 500 7 500 19 499
rg-20m_1 1 988 097 3 930 592 2 681 231 9 859 431 2 084 910 19 998 786
rg-20m_2 6 823 445 12 578 120 9 120 903 9 859 421 7 377 191 19 976 159
rg-25m_1 3 546 433 7 022 208 4 726 633 10 249 991 3 723 041 24 988 555
rg-25m_2 9 690 407 17 496 468 12 821 807 12 031 339 10 529 231 24 913 016
rg-30m_1 13 044 528 22 984 450 17 151 200 17 706 253 14 230 885 29 720 676
rg-30m_2 4 702 934 9 314 526 6 329 866 9 294 126 4 939 477 29 979 597
rg-35m_2 15 092 027 26 654 266 19 876 649 18 795 856 16 442 224 34 692 308
Tab. 4.8 – Re´sultats obtenus en terme de qualite´ de solution (2e`me niveau)
Instance LR ED S-Pitt LL SLL-M ASLL-M
butterfly-21 88 080 384 53 301 140 80 978 357 90 988 251 92 270 593 70 606 263
debruijn-25 44 739 241 41 012 010 58 404 532 76 417 058 71 701 858 67 429 715
grid-6000.9000 107 985 000 53 917 286 93 128 766 98 976 039 98 978 913 81 025 133
hypercube-23 96 468 992 11 411 972 22 738 282 16 916 570 16 963 774 16 892 962
compbip-7000.15000 105 000 000 56 009 423 57 026 526 105 007 000 105 007 000 105 015 000
spedens-7500.12000 19 499 56 064 236 56 486 081 90 009 469 90 009 469 204 842
rg-20m_1 29 288 946 28 613 225 32 914 621 20 446 719 35 306 991 34 420 719
rg-20m_2 36 535 474 33 530 551 44 253 789 34 689 835 51 367 285 31 117 971
rg-25m_1 32 218 927 31 607 734 37 671 723 25 690 610 41 264 920 33 385 504
rg-25m_2 39 526 683 35 950 744 48 707 048 45 504 990 57 534 137 36 753 205
rg-30m_1 41 252 284 37 094 200 51 699 001 47 673 779 62 403 566 43 065 067
rg-30m_2 36 701 126 36 015 480 43 233 530 32 530 588 47 680 910 37 010 761
rg-35m_2 48 414 005 43 553 832 60 539 903 60 366 907 73 012 142 51 475 230
Tab. 4.9 – Re´sultats obtenus en terme de complexite´ en nombre de requeˆtes (2e`me niveau)
Re´sultats obtenus au troisie`me niveau
Nous avons ge´ne´re´ une instance pour chaque type de graphe de´crit dans la section pre´ce´dente,
puis nous avons exe´cute´ chaque algorithme une fois, sans appliquer de permutation circulaire ale´a-
toire (pour LL, SLL et ASLL). En fonction des re´sultats obtenus, des ressources (temps et espace
disque) de´ja` de´pense´es, nous avons ensuite exe´cute´ de nouveau certains algorithmes, en appliquant
une permutation circulaire ale´atoire sur les labels du graphe le cas e´che´ant.
Le tableau 4.10 donne les caracte´ristiques des six instances que nous avons ge´ne´re´es et sur
lesquelles nous avons exe´cute´ nos algorithmes.
Ces diffe´rentes instances prennent chacune plusieurs centaines de Go sur le disque dur (entre
225 et 320). Pour les graphes peu denses (butterfly-28, debruijn-33 et grid-75000.90000), le
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fichier .deg prend en moyenne une cinquantaire de Go. Il prend 8 Go pour hypercube-30 ; il ne
prend que quelques Mo pour compbip-35000.500000 et spedens-70000.180000. Pour chacun de
ces six graphes, le fichier .list prend environ 230 Go sur le disque.
Les tableaux 4.11, 4.12, 4.13, 4.14, 4.15 et 4.16 fournissent les re´sultats obtenus sur les six
instances de´crites dans le tableau 4.10.
Dans ces six tableaux, pour les algorithmes exe´cute´s plusieurs fois (au dela` d’une exe´cution,
le nombre est indique´ entre parenthe`ses), nous avons conserve´ la taille de la meilleure solution, le
nombre de requeˆtes effectue´es pour obtenir cette solution ainsi que les moyennes des dure´es des
diffe´rentes exe´cutions.
A titre indicatif, sur compbip-35000.500000, l’algorithme SLL-M, que l’on peut exe´cuter puisque
la taille du fichier .deg (qu’il charge en me´moire) n’est que de quelques Mo, met 1 257,19+88,80 ≈
23 minutes, ce qui est bien plus rapide que l’algorithme SLL (qui met 6H12).
A titre indicatif, sur spedens-70000.180000, l’algorithme SLL-M, que l’on peut exe´cuter puisque
la taille du fichier .deg (qu’il charge en me´moire) n’est que de quelques Mo, met 907,29+68,34 ≈ 17
minutes, ce qui est bien plus rapide que l’algorithme SLL (qui met 4H28).
Instance n m n
m
(densite´) OPT Temps de cre´ation
butterfly-28 7 784 628 224 15 032 385 540 1,931 3 758 096 384 ≈ 1H12
debruijn-33 8 589 934 592 17 179 869 183 2 > 4 294 967 296 ≈ 1H23
grid-75000.90000 6 750 000 000 13 499 835 000 2 3 375 000 000 ≈ 48 min
hypercube-30 1 073 741 824 16 106 127 360 15 536 870 912 ≈ 59 min
compbip-35000.500000 535 000 17 500 000 000 32 710,28 35 000 ≈ 1H07
spedens-70000.180000 250 000 15 049 965 000 60 199,86 70 000 ≈ 1H04
Tab. 4.10 – Caracte´ristiques des graphes ge´ne´re´s pour le troisie`me niveau
LR ED S-Pitt (2) LL (2) SLL ASLL
Qualite´ 3 758 096 384 7 516 192 768 6 130 985 368 7 258 269 582 7 247 757 312 7 516 192 768
Complexite´ 15 032 385 536 9 305 823 421 13 768 876 679 15 558 102 744 15 300 847 900 10 916 377 615
User time 2 929,04 3 026,20 3 368,41 3 431,24 6 966,95 5 478,17
System time 1 385,72 1 526,94 1 352,63 1 403,74 11 679,61 7 644,58
Total ≈ 1H12 ≈ 1H16 ≈ 1H19 ≈ 1H21 ≈ 5H11 ≈ 3H39
Tab. 4.11 – Re´capitulatif des re´sultats obtenus sur butterfly-28
118 Chapitre 4. Etude expe´rimentale sur de gros graphes
LR ED S-Pitt (2) LL (2) SLL ASLL
Qualite´ 5 726 623 061 7 635 497 414 6 661 974 224 8 293 641 999 8 589 934 589 8 589 934 591
Complexite´ 11 453 246 121 10 498 772 566 14 951 011 468 18 710 312 945 18 611 565 247 15 748 248 250
User time 3 176,53 3 348,72 3 651,8 3 765,5 10 191,02 7 299,91
System time 1 660,22 1 701,56 1 522,36 1 609,26 17 641,58 11 217,32
Total ≈ 1H21 ≈ 1H25 ≈ 1H27 ≈ 1H30 ≈ 7H44 ≈ 5H09
Tab. 4.12 – Re´capitulatif des re´sultats obtenus sur debruijn-33
LR ED S-Pitt (2) LL (2) SLL (2) ASLL (2)
Qualite´ 3 375 000 000 6 749 994 074 5 495 681 004 6 749 999 997 6 749 999 993 6 749 999 997
Complexite´ 13 499 835 000 6 747 686 943 11 642 600 779 12 374 870 094 12 374 907 467 10 125 181 355
User time 2 590,70 2 749,56 2 946,8 3 014,69 5 477 4 686,13
System time 1 176,61 1 386,98 1 251,69 1 280,43 6 814,66 6 206,04
Total ≈ 1H03 ≈ 1H09 ≈ 1H10 ≈ 1H12 ≈ 3H25 ≈ 3H02
Tab. 4.13 – Re´capitulatif des re´sultats obtenus sur grid-75000.90000
LR ED S-Pitt (3) LL (3) SLL ASLL
Qualite´ 536 870 912 1 073 697 074 1 071 341 001 1 073 741 806 1 073 741 823 1 073 741 823
Complexite´ 16 106 127 360 1 466 269 232 2 934 632 479 2 161 328 737 2 147 516 642 2 147 434 650
User time 2 026,02 1 193,57 1 401,79 1 180,93 1 326,11 1 295,89
System time 439,95 807,89 761,02 817,92 2 739,69 2 762,33
Total ≈ 42 min ≈ 34 min ≈ 36 min ≈ 33 min ≈ 1H08 ≈ 1H08
Tab. 4.14 – Re´capitulatif des re´sultats obtenus sur hypercube-30
LR ED S-Pitt (5) LL SLL ASLL
Qualite´ 500 000 70 000 70 146 35 000 35 000 500 000
Complexite´ 17 500 000 000 16 275 036 279 16 269 962 662 17 500 035 000 17 500 035 000 17 500 500 000
User time 1 275,82 1 244,55 1 253,63 1 241,02 6 264,24 5 914,35
System time 119,01 98,89 94,53 91,70 16 046,29 16 408,64
Total ≈ 24 min ≈ 23 min ≈ 22 min ≈ 23 min ≈ 6H12 ≈ 6H12
Tab. 4.15 – Re´capitulatif des re´sultats obtenus sur compbip-35000.500000
LR ED S-Pitt (5) LL SLL ASLL
Qualite´ 249 999 120 478 120 042 70 000 70 000 249 999
Complexite´ 249 999 9 066 622 171 9 097 222 900 12 600 081 857 12 600 081 857 3 097 856
User time 1,62 846,32 864,12 901,97 4 472,10 4,52
System time 15,71 74,32 72,13 69,06 11 587,21 24,34
Total 17,33 sec ≈ 16 min ≈ 16 min ≈ 17 min ≈ 4H28 28,86 sec
Tab. 4.16 – Re´capitulatif des re´sultats obtenus sur spedens-70000.180000
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Re´sultats obtenus au quatrie`me niveau
Dans ce niveau, nous avons repousse´ au maximum les limites (en terme de me´moire et d’espace
disque) de notre mate´riel. Nous avons ge´ne´re´ deux instances : un graphe peu dense et un graphe
dense. Le tableau 4.17 fournit les caracte´ristiques de ces deux graphes.
L’instance butterfly-30 prend 1,17 To sur le disque dur (248 Go pour le fichier .deg et 960
Go pour le fichier .list). Quant a` l’instance compbip-250000.380000, elle prend 1,41 To sur le
disque dur (4,81 Mo pour le fichier .deg et 1,41 To pour le fichier .list).
Le tableau 4.18 regroupe les re´sultats obtenus sur butterfly-30. Sur ce graphe, nous n’avons
pu exe´cuter que l’algorithme LL. En effet, notre machine (qui dispose de 4 Go de me´moire vive) ne
peut pas allouer en me´moire un tableau de 33 milliards de bits. Nous avons donc exe´cute´ une fois
LL, en appliquant une permutation circulaire ale´atoire sur les labels.
Le tableau 4.19 regroupe les re´sultats obtenus sur compbip-250000.380000. Sur ce graphe, nous
avons pu exe´cuter les algorithmes LR, ED, S-Pitt, LL, SLL-M et ASLL-M (la taille du fichier .deg est
infe´rieure a` 5 Mo). Nous les avons donc exe´cute´s une fois chacun, en appliquant une permutation
circulaire ale´atoire sur les labels pour les trois derniers.
Instance n m n
m
(densite´) OPT Temps de cre´ation
butterfly-30 33 285 996 544 64 424 509 440 1,935 16 106 127 360 ≈ 5H10
compbip-250000.380000 630 000 95 000 000 000 150 793 250 000 ≈ 6H32
Tab. 4.17 – Caracte´ristiques des graphes ge´ne´re´s pour le quatrie`me niveau
Qualite´ Complexite´ User time System time Total
32 707 909 573 65 828 666 108 14 541,50 6 321,78 ≈ 5H48
Tab. 4.18 – Valeurs obtenues pour l’exe´cution de l’algorithme LL sur butterfly-30
LR ED S-Pitt LL SLL-M ASLL-M
Qualite´ 380 000 500 000 500 601 531 663 250 000 380 000
Complexite´ 95 000 000 000 32 500 406 341 32 350 566 643 24 585 499 800 95 000 250 000 95 000 380 000
User time 6 899,68 3 380,01 3 389,26 1 764,57 7 137,02 7 438,45
System time 558,85 298,47 291,43 172,71 499,48 506,51
Total ≈ 2H04 ≈ 1H01 ≈ 1H02 ≈ 33 min ≈ 2H08 ≈ 2H13
Tab. 4.19 – Re´capitulatif des re´sultats obtenus sur compbip-250000.380000
Nous allons maintenant analyser et interpre´ter les diffe´rents re´sultats obtenus, dans un premier
temps crite`re par crite`re, puis nous tenterons par la suite d’en de´gager une synthe`se ge´ne´rale.
4.2.2 Analyse de la qualite´ des solutions construites
Le tableau 4.20 compare de fac¸on relative les performances des six algorithmes obtenues en terme
de qualite´ de solution sur les trente-deux instances que nous avons construites (et qui sont de´crites
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dans les tableaux 4.1, 4.2, 4.6, 4.7 et 4.10). Nous ne conside´rons par les deux instances du quatrie`me
niveau, qui e´taient surtout destine´es a` tester nos algorithmes lorsque les limites techniques de notre
mate´riel e´taient atteintes.
`
`
`
`
`
`
`
`
`
`
`
`
`
`
Algorithmes
Rangs
1er 2e`me 3e`me 4e`me 5e`me 6e`me Rang moyen
LR 26 – 1 – 5 – 1,69
ED – – 8 6 13 5 4,47
S-Pitt – 10 10 10 2 – 3,13
LL 6 2 8 10 5 1 3,28
SLL 6 14 5 4 3 – 2,5
ASLL – – 1 1 14 16 5,41
Classement global : LR < SLL < S-Pitt < LL < ED < ASLL
Tab. 4.20 – Performances relatives des six algorithmes en terme de qualite´ de solution
L’algorithme LR est le grand vainqueur sur ce crite`re. En effet, non seulement il est premier sur
la plupart des instances, mais en plus, il retourne assez souvent la solution optimale. En revanche,
lorsqu’il n’est pas premier, il s’ave`re eˆtre mauvais (sur les graphes bipartis complets) voire tre`s
mauvais (sur les SpecialDense).
L’algorithme SLL offre de bonnes performances sur la plupart des graphes. Il est le meilleur sur
les graphes bipartis complets et sur les SpecialDense et ses performances ne sont pas tre`s e´loigne´es
de LR sur les graphes ale´atoires en loi de puissance. En effet, ces trois familles de graphes s’adaptent
bien aux algorithmes qui choisissent en priorite´ les sommets de plus fort degre´. Aussi, lorsque l’on
a la possibilite´ de l’exe´cuter plusieurs fois (c’est ce que nous avons fait de manie`re syste´matique
pour les deux premiers niveaux), il est troisie`me sur les ButterFly et sur les graphes de de Bruijn.
En revanche, il est plutoˆt mauvais sur les grilles et sur les hypercubes (puisque ce sont des graphes
ou` la plupart des sommets sont de meˆme degre´ et ou` les sommets restants ont un degre´ plus petit).
L’algorithme S-Pitt est plutoˆt bon sur les ButterFly, les hypercubes et les grilles (il est souvent
deuxie`me sur ces graphes). Il peut aussi eˆtre deuxie`me sur les graphes de de Bruijn, lorsque les
algorithmes LL et SLL ne sont pas exe´cute´s plusieurs fois. En revanche, il est moins bon sur les
graphes bipartis complets, les SpecialDense et sur les graphes ale´atoires en loi de puissance. Nous
avons remarque´ que, contrairement a` LL et SLL, le fait de l’exe´cuter plusieurs fois ne permettait
pas souvent d’ame´liorer ses re´sultats (et lorsque c’e´tait le cas, on ne gagnait pas grand chose).
L’algorithme LL arrive a` eˆtre premier sur les graphes bipartis complets et sur les SpecialDense.
De plus, si on peut l’exe´cuter plusieurs fois (ce qui est plus simple a` re´aliser a` grande e´chelle que
pour SLL), il peut eˆtre deuxie`me sur les graphes de de Bruijn. En revanche, il est moyen sur la
plupart des autres graphes. Il peut meˆme eˆtre mauvais sur les grilles. Enfin, il est assez impre´visible
sur les graphes ale´atoires en loi de puissance.
L’algorithme ED est mauvais sur la plupart des graphes. De plus, il atteint son rapport d’ap-
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proximation (e´gal a` 2) assez souvent. Cela peut lui permettre dans de rares cas (sur les graphes
bipartis complets et sur les SpecialDense) de se retrouver devant d’autres algorithmes dont les
performances ne sont pas garanties par un rapport de 2.
L’algorithme ASLL est mauvais sur l’ensemble des graphes. Il est meˆme tre`s mauvais sur les
graphes ale´atoires en loi de puissance (puisqu’il choisit en priorite´ les sommets de plus faible degre´).
L’algorithme LR est donc le meilleur en terme de qualite´ de solution, suivi de pre`s par l’algo-
rithme SLL, qui se comporte bien sur des graphes en loi de puissance et qui peut retourner de bons
re´sultats (surtout si on l’exe´cute a` plusieurs reprises). On retrouve ensuite l’algorithme S-Pitt qui,
meˆme s’il n’est jamais le meilleur, ne retourne jamais dans l’absolu de mauvaise solution.
L’algorithme ED, meˆme s’il posse`de un meilleur rapport d’approximation que les autres (l’algo-
rithme S-Pitt est 2-approche´ en moyenne, mais pas en pire cas), est globalement plus mauvais (ce
re´sultat ne fait que confirmer ceux obtenus par F. Delbot dans [46] et dans [48]). Quant a` l’algo-
rithme ASLL, bien qu’il existe des familles de graphes (assez spe´cifiques) sur lesquelles il a un bon
comportement, comme le montrent ces re´sultats, il est mauvais sur la plupart des autres graphes.
L’algorithme LL (dont les performances globales ne sont pas tre`s e´loigne´es de S-Pitt) est celui
dont les re´sultats varient le plus : il peut tre`s bien « imiter » le comportement des meilleurs comme
celui des plus mauvais. Il gagnerait sans doute a` eˆtre exe´cute´ a` plusieurs reprises, en appliquant a`
chaque fois une ve´ritable permutation ale´atoire sur les labels.
4.2.3 Analyse de la complexite´ en nombre de requeˆtes
Le tableau 4.21 compare de fac¸on relative les performances des six algorithmes obtenues en terme
de complexite´ en nombre de requeˆtes sur les trente-deux instances que nous avons construites pour
les trois premiers niveaux.
`
`
`
`
`
`
`
`
`
`
`
`
`
`
Algorithmes
Rangs
1er 2e`me 3e`me 4e`me 5e`me 6e`me Rang moyen
LR 3 7 12 4 – 6 3,28
ED 22 7 2 1 – – 1,44
S-Pitt 1 3 11 8 9 – 3,66
LL 4 2 1 12 9 4 4
SLL – 1 1 5 12 13 5,09
ASLL 2 12 5 5 2 6 3,34
Classement global : ED < LR < ASLL < S-Pitt < LL < SLL
Tab. 4.21 – Performances relatives des six algorithmes en nombre de requeˆtes
L’algorithme ED est premier sur la plupart des graphes. Il est deuxie`me sur certains graphes
ale´atoires en loi de puissance. Il est moyen sur les SpecialDense. Dans l’ensemble, il devance de
manie`re assez nette les autres algorithmes.
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L’algorithme LR effectue tre`s peu de requeˆtes sur les SpecialDense. Il peut eˆtre bon sur les
graphes ale´atoires en loi de puissance. Sur les autres graphes, il atteint assez souvent m requeˆtes
(il ne peut pas faire pire). Meˆme si cela le rend mauvais vis-a`-vis des autres algorithmes sur les
hypercubes et sur les grilles, il arrive a` se maintenir au-dessus sur les autres graphes, notamment
parce que LL, SLL et ASLL peuvent effectuer plus de m requeˆtes.
L’algorithme ASLL est deuxie`me sur les ButterFly, les grilles et les SpecialDense. Il est moyen
sur les hypercubes. Sur les graphes de de Bruijn, il peut effectuer plus de m requeˆtes. Il est toujours
dernier sur les graphes bipartis complets (et il effectue plus dem requeˆtes dessus). Il est en revanche
assez impre´visible sur les graphes ale´atoires en loi de puissance.
L’algorithme S-Pitt est mauvais sur les hypercubes (mais moins que LR). Il est moyen sur les
autres graphes. Il peut toutefois eˆtre bon sur les graphes bipartis complets.
L’algorithme LL est mauvais sur la plupart des graphes. Il peut en revanche eˆtre bon sur les
hypercubes. Quant aux graphes ale´atoires en loi de puissance, comme ASLL, il est assez impre´visible.
L’algorithme SLL est mauvais sur l’ensemble des graphes. Il est meˆme tre`s mauvais sur les
graphes ale´atoires en loi de puissance. Il peut cependant parfois eˆtre bon sur les hypercubes.
L’algorithme ED est donc le meilleur en terme de complexite´ en nombre de requeˆtes. Il est suivi
par l’algorithme LR, qui doit sa deuxie`me place en grande partie au fait que les algorithmes LL,
SLL et ASLL peuvent effectuer (contrairement a` lui) plus de m requeˆtes. Il est suivi de pre`s par
l’algorithme ASLL, qui effectue moins souvent plus de m requeˆtes que LL et SLL et qui est bon sur
certains graphes (les grilles et les ButterFly par exemple).
Dans l’absolu, l’algorithme S-Pitt est globalement moyen sur l’ensemble des graphes. Il n’atteint
et ne de´passe jamais m requeˆtes.
Les algorithmes LL et SLL effectuent assez souvent plus de m requeˆtes. Mais contrairement a`
SLL, LL peut parfois eˆtre bon sur les graphes ale´atoires en loi de puissance.
4.2.4 Analyse des temps d’exe´cution
Nous nous sommes focalise´s sur les dure´es d’exe´cution des algorithmes au troisie`me et au qua-
trie`me niveau (il est en effet difficile de de´gager de re´elles diffe´rences sur les deux premiers niveaux,
ou` ces dure´es sont similaires).
Comme nous l’avons pre´cise´ dans la section 4.1.4, les temps d’exe´cution sont exprime´s en user
+ system time. Pour obtenir une estimation des temps re´els e´coule´s, il faut multiplier en moyenne
par 2,5 les temps de cre´ation fournis par les tableaux 4.10 et 4.17. De meˆme, pour les algorithmes
LR, ED, S-Pitt, LL, SLL-M et ASLL-M (resp. SLL et ASLL), il faut multiplier en moyenne par 3,2
(resp. 1,6) les dure´es indique´es dans les diffe´rents tableaux.
Les algorithmes SLL et ASLL se distinguent des autres algorithmes puisqu’ils utilisent une teˆte
de lecture supple´mentaire pour pouvoir re´cupe´rer les degre´s des voisins. Leurs temps d’exe´cution
sont donc difficilement comparables aux autres. Nous allons donc nous inte´resse´s principalement
aux algorithmes LR, ED, S-Pitt et LL.
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De fac¸on ge´ne´rale, on peut corre´ler le nombre de requeˆtes au system time (on re´cupe`re les voisins
sur le disque externe), mais aussi au user time, puisque chaque requeˆte fait l’objet d’un traitement
sur le processeur de la machine (par exemple, une comparaison entre deux labels pour LL ou un
test d’appartenance a` la me´moire pour ED). En revanche, la taille des solutions joue essentiellement
sur le system time, puisque l’on se contente d’e´crire sur le disque externe (apre`s avoir effectuer un
traitement suite a` une requeˆte). On peut d’ailleurs observer sur l’instance hypercube-30 (voir le
tableau 4.14 page 118) que l’algorithme ED, qui e´crit deux fois plus de sommets que l’algorithme
LR, a un system time deux fois plus grand.
Cependant, ces deux parame`tres ne suffisent pas a` interpre´ter les temps d’exe´cution. D’autres
aspects techniques, lie´s notamment aux principes de fonctionnement des syste`mes d’exploitation
(voir par exemple [25]), entrent en jeu. Par exemple, l’acce`s au disque externe n’est pas direct :
pour effectuer ses entre´es/sorties, la machine de traitement utilise des tampons. Ainsi, meˆme si
l’on re´cupe`re uniquement un voisin dans le fichier .list, le syste`me en charge en re´alite´ un certain
nombre (cette quantite´ est lie´e entre autres a` la taille des secteurs sur le disque). Par conse´quent,
le nombre d’acce`s physiques au disque externe est, la plupart du temps, infe´rieur au nombre de
requeˆtes effectue´es5. De ce fait, on ne peut pas identifier de manie`re certaine une relation entre les
temps d’exe´cution des algorithmes, le nombre de requeˆtes qu’ils effectuent et le nombre de sommets
qu’ils e´crivent. En effet, si l’on observe les re´sultats regroupe´s dans le tableau 4.19 page 119, on
remarque que l’algorithme LR, qui effectue trois fois plus de requeˆtes que l’algorithme ED, met
(seulement) deux fois plus de temps a` s’exe´cuter. En revanche, LL, qui effectue quatre fois moins
de requeˆtes que LR, met quatre fois moins de temps a` s’exe´cuter.
Sur les graphes peu denses (pour lesquels n ∈ Θ(m)), les temps d’exe´cution sont proches. En
effet, il y a bien souvent une compensation entre le nombre de sommets retourne´s et le nombre
de requeˆtes effectue´es. De plus, les algorithmes qui produisent les meilleures solutions sont, assez
souvent, ceux qui effectuent le plus de requeˆtes (en tout cas, un algorithme n’est jamais a` la fois
le meilleur en terme de qualite´ de solution et en terme de complexite´ en nombre de requeˆtes). Par
exemple, si l’on regarde le tableau 4.11 page 117, on peut voir que l’algorithme LR, qui effectue
deux fois plus de requeˆtes que l’algorithme ED, met quasiment autant de temps a` s’exe´cuter que
lui, puisque ED retourne par ailleurs deux fois plus de sommets.
Le nombre de sommets de la solution (lorsqu’il est important) influence d’autant plus les temps
d’exe´cution puisque, d’un point de vue technique, le fait d’e´crire sur le disque externe est, en re`gle
ge´ne´rale, plus long que le fait de lire.
Sur les graphes denses, l’analyse des temps d’exe´cution est moins complexe car la taille des
solutions produites est beaucoup plus faible que le nombre de requeˆtes effectue´es. Par conse´quent,
les temps d’exe´cution sont plus influence´s par le nombre de requeˆtes que par la taille des solutions.
Sur l’instance spedens-70000.180000 (voir le tableau 4.16 page 118), on remarque que les
algorithmes LR et ASLL, qui effectuent tre`s peu de requeˆtes, sont bien plus rapides que les autres
algorithmes (et ce malgre´ le fait que ASLL effectue des requeˆtes de nature diffe´rente).
5On rejoint dans ce sens les conside´rations d’ordre pratique mises en avant dans l’approche I/O-efficient.
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Pour les algorithmes SLL et ASLL, pour qui les requeˆtes ne´cessitent plus de calculs et donc
plus de temps, on peut dire que le nombre de requeˆtes effectue´es a une influence plus forte sur les
temps d’exe´cution par rapport au nombre de sommets retourne´s. Par exemple, si l’on reprend le
tableau 4.11 page 117, on constate que SLL effectue plus de requeˆtes que ASLL et que ses dure´es
sont plus e´leve´es, malgre´ le fait qu’il e´crive moins de sommets dans la solution.
4.3 Synthe`se ge´ne´rale
Nous avons imple´mente´ six des algorithmes que nous avons e´tudie´s lors des pre´ce´dents chapitres
et nous les avons teste´s sur plusieurs types de graphes. Nous avons de´fini pour cela plusieurs niveaux
de tailles (en fonction de crite`res relatifs a` notre machine de traitement). Nous avons obtenu dans
l’ensemble des temps d’exe´cution raisonnables (moins d’une journe´e), et ce meˆme pour des graphes
constitue´s de plusieurs dizaines de milliards d’areˆtes et de sommets. Ces algorithmes sont donc bien
adapte´s pour le traitement de grandes instances.
Nous avons vu qu’en terme de qualite´ de solution, l’algorithme LR e´tait globalement le meilleur,
suivi de pre`s par l’algorithme SLL, tandis que les algorithmes ED et ASLL e´taient les plus mauvais.
Par ailleurs, nous avons vu qu’en terme de complexite´ en nombre de requeˆtes, que c’e´tait l’algorithme
ED qui e´tait le meilleur, tandis que l’algorithme SLL e´tait le plus mauvais. Par conse´quent, il est
difficile de choisir un algorithme qui satisfasse en meˆme temps ces deux crite`res.
En effet, nous avons remarque´ que, sur les graphes peu denses, ces deux crite`res pouvaient in-
fluencer les temps d’exe´cution, qui e´taient souvent proches. Il est donc pre´fe´rable, pour ces graphes,
de privile´gier la qualite´ de la solution au nombre de requeˆtes. L’algorithme LR est donc un bon
candidat. Cependant, il a besoin d’utiliser n bits d’espace me´moire pour s’exe´cuter, ce qui devient
impossible a` partir d’une certaine taille.
Pour les graphes denses, on peut toujours cre´er un tableau de n bits sur notre machine (puisque
n n’est pas grand, par rapport a` m). Ce n’est donc pas un proble`me d’exe´cuter les algorithmes LR,
ED et S-Pitt. En revanche, on peut avoir des temps d’exe´cution diffe´rents, ce qui rend le choix d’un
algorithme bien de´licat, puisque ceux qui produisent les meilleures solutions sont, en re`gle ge´ne´rale,
ceux qui mettent le plus de temps a` s’exe´cuter.
Malgre´ ses performances moyennes (voires mauvaises) en terme de qualite´ de solution et de
complexite´ en nombre de requeˆtes, l’algorithme LL reste celui qui est le plus adapte´ aux grandes
tailles, puisqu’il n’utilise pas de tableau de n bits et puisqu’il ne re´cupe`re pas les degre´s des voisins
(c’est d’ailleurs le seul algorithme que nous avons pu exe´cuter sur l’instance butterfly-30).
A l’inverse, SLL et ASLL, qui effectuent beaucoup plus d’acce`s disques que les autres, atteignent
rapidement leurs limites. Toutefois, sur des graphes denses, on peut les remplacer par SLL-M et
ASLL-M (nous avons meˆme pu le faire sur l’instance compbip-250000.380000). Ils peuvent dans
ce cas rivaliser avec les autres algorithmes.
Une extension de cette e´tude expe´rimentale serait de ge´ne´rer d’autres types de graphes, comme
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des arbres. Cela nous permettrait de pouvoir tester l’algorithme OT.
On pourrait aussi effectuer des tests plus pousse´s sur l’algorithme LL. En ge´ne´rant de ve´ritables
permutations ale´atoires sur les labels et en l’exe´cutant de manie`re paralle`le, on obtiendrait peut-
eˆtre de meilleurs re´sultats et on ame´liorerait ses temps d’exe´cution. On pourrait donc l’exe´cuter
un plus grand nombre de fois sur chaque instance et espe´rer ainsi obtenir de meilleurs re´sultats en
terme de qualite´ de solution.
Nous avons vu que le mode`le sur lequel nous nous sommes appuye´s pour re´aliser nos expe´-
rimentations pre´sentait quelques diffe´rences par rapport au mode`le propose´ dans la section 1.2.
Une perspective serait d’e´tendre ce mode`le the´orique pour essayer de mieux prendre en compte les
diffe´rentes contraintes du syste`me.
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Conclusion et perspectives
Dans cette the`se, nous nous sommes penche´s sur un proble`me d’optimisation (le vertex cover)
dans un contexte de traitement de grandes instances de donne´es.
Nous avons tout d’abord propose´ dans le chapitre 1 un mode`le the´orique base´ sur trois contraintes
de traitement. Nous avons montre´, a` travers la pre´sentation d’autres mode`les existants, que ces
contraintes faisaient la synthe`se de proprie´te´s issues de ces diffe´rents mode`les.
Nous avons ensuite analyse´ et compare´ dans le chapitre 2 les performances de trois algorithmes
memory-efficient (ils utilisent une me´moire de taille constante par rapport a` la quantite´ de donne´es
traite´es) pour ce proble`me.
Nous avons par la suite e´tudie´ dans le chapitre 3 les performances d’autres algorithmes utilisant
n bits d’espace me´moire pour s’exe´cuter.
Enfin, nous avons mene´ une e´tude expe´rimentale sur de gros graphes. Nous en avons pre´sente´
les caracte´ristiques et les re´sultats dans le chapitre 4.
Re´sultats obtenus et remarques
Dans le chapitre 1, nous avons prouve´ que l’on ne pouvait re´soudre de fac¸on optimale et en une
seule passe le proble`me du vertex cover avec moins de n2 bits me´moire.
Ce re´sultat (assez ne´gatif) conforte l’ide´e qu’il est pre´fe´rable de privile´gier, lorsque n est tre`s grand,
des solutions approche´es, souvent moins gourmandes en me´moire.
Dans le chapitre 2, nous avons donne´ les formules exactes exprimant les tailles moyennes des
solutions retourne´es ainsi que le nombre moyen de requeˆtes effectue´es par les algorithmes LL, SLL
et ASLL. En utilisant ces formules pour les comparer, nous avons exhibe´ des familles de graphes
pour lesquelles, pour ces deux crite`res, aucun de ces trois algorithmes ne pouvait eˆtre de´signe´ de
fac¸on absolue comme e´tant le meilleur.
Dans le chapitre 3, nous avons e´tudie´ l’algorithme OT, qui est optimal sur les arbres mais qui
a besoin, dans certains cas, d’effectuer plusieurs passes. Nous avons montre´ que pour tout arbre,
il existait un ordre de traitement des sommets pour lequel il n’effectuait qu’une seule passe. Nous
avons aussi montre´ qu’il pouvait effectuer moins de m requeˆtes mais qu’il pouvait par ailleurs en
effectuer de l’ordre de m2.
Cet algorithme (diffe´rent des autres que nous avons e´tudie´s puisque adapte´ pour une famille de
graphe en particulier) montre qu’il est toujours possible de construire en une seule passe une
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couverture optimale pour un arbre avec n bits me´moire. De ce fait, il est possible de retourner
une solution optimale sur des arbres de grande taille.
Nous avons analyse´ la complexite´ en nombre de requeˆtes des algorithmes LR et ED et nous avons
montre´ qu’ils ne pouvaient pas effectuer plus de m requeˆtes.
Nous avons aussi e´tudie´ un algorithme probabiliste : Pitt. Nous nous sommes inte´resse´s a` la
qualite´ des solutions qu’il construisait en fonction de la quantite´ de me´moire dont il disposait. Nous
avons montre´ que, meˆme en ayant la possibilite´ de stocker la moitie´ des sommets en me´moire, il
pouvait eˆtre tre`s mauvais en moyenne.
Ce re´sultat (plutoˆt ne´gatif) montre que le fait de ne pas pouvoir stocker tous les sommets du graphe
peut de´grader de fac¸on non ne´gligeable les solutions produites.
Dans le chapitre 4, nous avons vu globalement que les algorithmes que nous avons e´tudie´s
e´taient adapte´s au traitement de grandes instances puisque, sur des graphes de l’ordre de plusieurs
dizaines de milliards de sommets et d’areˆtes, leurs temps d’exe´cution e´taient raisonnables (moins
d’une journe´e sur une machine de bureau).
Nous avons constate´ cependant que les algorithmes SLL et ASLL (qui re´cupe`rent les degre´s des
voisins) pre´sentaient bien souvent des dure´es supe´rieures aux autres algorithmes.
Par ailleurs, nous avons observe´ qu’en re`gle ge´ne´rale, il y avait un lien entre le nombre de
requeˆtes effectue´es et la taille des solutions construites, mais que ces deux crite`res ne suffisaient pas
a` expliquer les temps d’exe´cution des algorithmes.
De manie`re ge´ne´rale, les travaux mene´s durant cette the`se peuvent fournir des indicateurs pour
choisir le ou les algorithmes qui conviennent le mieux pour traiter le proble`me du vertex cover
sur de gros graphes.
Nous nous sommes inte´resse´s a` deux familles d’algorithmes : ceux qui n’utilisent pratiquement
pas de me´moire (les algorithmes memory-efficient) et ceux qui utilisent n bits me´moire. Nous avons
remarque´ de plus dans le chapitre 4 qu’il y avait deux cas distincts a` prendre en compte : les graphes
denses et les graphes peu denses.
Sur les graphes denses (pour lesquels le nombre de sommets est petit par rapport au nombre
d’areˆtes), tous les algorithmes que nous avons teste´s sont, en pratique, adapte´s (pour SLL et ASLL, on
peut charger en me´moire les valeurs ne´cessaires pour acce´le´rer le calcul des degre´s). Il convient donc
de privile´gier sur ces graphes l’algorithme LR puisqu’il retourne, en pratique, de bonnes solutions
et qu’il ne peut pas effectuer plus de m requeˆtes.
Sur les graphes peu denses (pour lesquels le nombre de sommets est aussi important que le
nombre d’areˆtes), les algorithmes qui ont besoin de n bits me´moire atteignent leurs limites (et
nous ne pouvons pas exe´cuter les versions « me´moire » de SLL et de ASLL). Par conse´quent, seul
l’algorithme LL reste adapte´.
Bien entendu, la difficulte´ est accrue si l’on ne connaˆıt pas a` l’avance le nombre de sommets du
graphe (c’est d’ailleurs souvent le cas dans le mode`le streaming). Si l’on exe´cute les algorithmes a`
Conclusion et perspectives 129
n bits me´moire et qu’ils ne peuvent pas stocker tous les sommets, les solutions qu’ils vont produire
pourront eˆtre tre`s mauvaises.
L’algorithme LL est le seul (parmi ceux que nous avons e´tudie´s) qui, quelle que soit la densite´ du
graphe, peut toujours s’exe´cuter. Certes, il n’offre pas les meˆmes performances en terme de qualite´
de solution que LR, mais il peut toujours retourner la couverture optimale d’un graphe et, comme
l’ont montre´es les expe´riences re´alise´es par F. Delbot (voir [46] et [48]), il est souvent moins mauvais
que l’algorithme ED (qui est pourtant 2-approche´). De plus, son exe´cution est paralle´lisable : on
peut re´duire ses temps de calcul si l’on dispose de plusieurs machines de traitement. On peut aussi
l’exe´cuter a` plusieurs reprises, en effectuant a` chaque fois une permutation ale´atoire sur les labels
des sommets et en conservant la meilleure des solutions produites.
Choisir un algorithme (qui plus est d’approximation) qui soit a` la fois performant (en terme de
qualite´ de solution et de complexite´) et qui satisfasse les contraintes du mode`le que l’on conside`re
est de´licat. En effet, les algorithmes les plus performants ne sont pas toujours les mieux adapte´s.
Dans les travaux que nous avons re´alise´s, nous sommes parvenus a` la conclusion qu’il est pre´fe´-
rable de choisir au de´part l’algorithme qui est le mieux adapte´ au contexte dans lequel on se place
plutoˆt que de choisir celui qui est le plus performant. En effet, nous pensons qu’il est plus simple
de modifier le premier pour le rendre plus efficace et plus performant (et sans que cela ne lui fasse
perdre ses bonnes proprie´te´s vis-a`-vis du mode`le que l’on conside`re) plutoˆt que de tenter d’adapter
le second sans de´grader ses performances. C’est en tout cas ce que nous pensons pouvoir faire pour
le proble`me du vertex cover sur de grands graphes avec l’algorithme LL.
Le fait de traiter des donne´es de grande taille nous oblige a` eˆtre pre´cis et exigeant dans les
analyses que nous menons. Par exemple, meˆme si 2m et 3m sont de meˆme ordre de grandeur (en
O(m)), lorsque m est tre`s grand, la diffe´rence entre les deux valeurs peut eˆtre conside´rable.
Ide´alement, il faudrait avoir a` la fois des garanties de performances sur les algorithmes que nous
utilisons (comme, par exemple, savoir que l’algorithme LR ne peut pas effectuer plus de m requeˆtes
quoiqu’il arrive), ainsi que des outils nous permettant de pre´dire au mieux leurs comportements
(comme, par exemple, pouvoir calculer de fac¸on analytique la taille moyenne des solutions retourne´es
par l’algorithme SLL sur une famille de graphes).
Perspectives
Une premie`re ide´e de poursuite de ces travaux serait de comple´ter les re´sultats the´oriques
obtenus dans les chapitres 2 et 3, en prouvant la conjecture 1 a` propos de SLL et de ASLL sur les
arbres, en de´terminant les formules exactes des variances pour les algorithmes LL, SLL et ASLL
ou bien en exprimant de manie`re exacte le nombre moyen de requeˆtes (et de passes, pour OT)
effectue´es par les algorithmes OT, LR, ED et Pitt. Ces diffe´rentes valeurs nous permettraient de
comparer de fac¸on plus pre´cise les algorithmes que nous avons e´tudie´s.
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Une autre ide´e de poursuite de ces travaux serait de comple´ter l’e´tude expe´rimentale que nous
avons mene´e en imple´mentant l’algorithme OT et en le testant sur des arbres. Cela nous permettrait
de tester ses performances re´elles et d’observer, en pratique, s’il est bien adapte´ pour traiter de
grandes instances.
On pourrait aussi effectuer des expe´rimentations plus pousse´es sur l’algorithme LL, en utilisant
plusieurs machines de traitement pour le paralle´liser. Cela permettrait de re´duire ses temps de
calcul. On pourrait alors l’exe´cuter a` plusieurs reprises et, en ge´ne´rant de ve´ritables permutations
ale´atoires sur les labels des sommets a` chaque fois, on pourrait ainsi espe´rer ame´liorer la qualite´
des solutions construites.
A plus long terme, nous pourrions e´tudier d’autres proble`mes d’optimisation dans ce contexte
(re´aliste) de traitement de donne´es de grande taille. Nous pourrions aussi y adapter des proble`mes
polynomiaux (comme, par exemple, la recherche du diame`tre dans un graphe), en proposant des
me´thodes de re´solution plus rapides.
Pour conclure, je dirais que le traitement de grandes masses de donne´es est un enjeu majeur
qui va sans doute (si ce n’est pas de´ja` le cas) devenir un axe important voire incontournable de la
recherche en informatique. C’est un fait a` prendre en compte, je pense, pour les travaux futurs.
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