Water quality assessment is an essential part of water resources management. Different methods, including the single factor (SF) method and multivariate analysis, employed in assessing water quality can give different results. In this study, SF methods and multivariate analysis -including discriminant analysis (DA) and the distance function model (DFM) -were used to assess the water quality of Xinlicheng Reservoir in Northeast China, and the advantages and disadvantages for each method are demonstrated. Results from the SF method show water quality to be Class 4, while results from the DA and DFM methods show it to be Class 3, according to the Surface Water Standard in China. The concentration of total nitrogen is most polluted amongst all the evaluating factors (as a result of human activities), leading to a Class 4 result with the SF method. The alteration of an individual factor has little impact on the results of the DA and DFM methods, since they integrate the features of the all of the evaluating factors. Because anthropogenic pollution generally alters only a few evaluating factors, DA and the DFM are more useful for polluted water quality assessment than SF is. But DA and DFM methods should be used with sufficient consideration of their mathematical requirements to prevent misinterpretation of the results.
Introduction
Water quality is of serious concern to the health and state of disease of both humans and animals. Of all water's different uses, water for drinking is the most relevant and key environmental factor for health (Doria, 2010; WHO, 2011) . Assurance of drinking water safety is essential for the prevention and control of waterborne diseases (WHO, 2011) . It is imperative to gain reliable information on water quality and to prevent drinking water from being polluted.
For effective pollution control and water quality management, it is often necessary to process a large amount of water quality data. The common methods for water quality assessment are the single factor (SF) method and multivariate statistical methods. In China, the SF method has been employed by decision-makers to assess surface water quality, as it is very simple (Yin & Xu, 2008; Zhang et al., 2011) . There are various multivariate statistical techniques for water quality assessment, all of which shed light on the analyses of complex water quality databases, such as cluster analysis (CA), discriminant analysis (DA), principal component analysis (PCA)/factor analysis, source apportionment by multiple linear regression on absolute principal component scores, and the distance function model (DFM) (Dixon & Chiswell, 1996; Singh et al., 2005; Kong & Wu, 2007; Kazi et al., 2009; Koklu et al., 2010) . The use of these methods has offered valuable information needed to develop appropriate strategies in effective management of water resources.
In recent years, the SF method and multivariate statistical methods have been applied to characterize surface water/groundwater quality, for the design of water quality monitoring programs, and for the identification of possible sources that influence water systems (Helena et al., 2000; Simeonov et al., 2003; Xu, 2005; Kong & Wu, 2007; Zhou et al., 2007; Kazi et al., 2009) . The application of these methods has proven to be effective in extracting useful information from datasets; for instance, Zhou et al. (2007) used CA and DA to assess and reveal the complex temporal and spatial variations in the water quality of the watercourses in the Northwestern New Territories, Hong Kong. But studies on the methods themselves, including their advantages and disadvantages, are still lacking; Kong & Wu (2007) , for example, developed a DFM, which is a revised CA method to assess water quality. Although the DFM method seems to be useful, its limitations should be further examined. In this paper, we make a comparative study of three methods -SF, DA and DFM -to ascertain an acceptable usage of methods for water quality assessment. Section 2 describes the study area and data. Section 3 presents the principles of SF, DA and DFM, whilst Section 4 uses the three methods to assess the water quality of Xinlicheng Reservoir in Northeast China. Discussion on the usage of SF, DA and DFM is given in Section 5, with conclusions being given in Section 6.
Study area and data
Data are taken from Kong & Wu (2007) who assessed the water quality of Xinlicheng Reservoir using DFM. The Xinlicheng Reservoir is located in the upper reaches of the Yitong River in Changchun City, Northeast China. The area of the reservoir is 1,970 km 2 with a total storage capacity of 5.92 Â 10 8 m 3 . The reservoir is used as a drinking water source and also for flood control. The monthly water quality data (consisting of many parameters) were obtained in 2006 from three different monitoring sites located in the upper reaches, the centre and lower reaches of the reservoir, called Sites SU, SC and SL, respectively. Six parameters -dissolved oxygen (DO), permanganate index (PI), chemical oxygen demand (COD), ammonia-nitrogen (NH 4 þ -N), total phosphorus (TP) and total nitrogen (TN) -were chosen because they are the main components that affect the water quality in the Xinlicheng Reservoir (Kong & Wu, 2007; Yin et al., 2010) . Annual averages of the monitoring results were used for the water quality assessment. The water quality data can be seen in Table 1 .
Methods

Single factor
The SF method classifies water quality according to an individual factor, using the most polluted amongst all of the evaluating factors included in the drinking surface water standard. Therefore, it is very simple to assign a grade for a water sample using the SF method, without need of mathematical calculations.
Discriminant analysis
DA is a method of analyzing dependence that is a special case of canonical correlation, and one of its objectives is to determine the significance of different variables which can allow the separation of two or more naturally occurring groups (William, 1966; Xu & Lou, 1990; Lattin et al., 2003; Zhou et al., 2007) . It summarizes regularity for object classification by evaluating the data quality of several samples, establishing a discriminating formula as well as criterion, then discriminates and classifies unclassified samples. DA synthesizes each physical, chemical and biological parameter's effect on water quality. So discriminant functions should be established to integrate all the parameters.
3.2.1. Establishing discriminant functions. Consider a set of observations (x) with known G classified groups and P factors. For each classified group, there are
Taking the factor of sample k of class j into the discriminant function i, we get: For discriminant function i, the sum of squared deviations for samples of different classifications, E i , is given by:
F i , the sum of squared deviations for samples of the same classifications, is given by:
It is necessary that, for y i , the value of E i should be as large as possible. Meanwhile, F i should be as small as possible, which means the parameter λ i ¼ E i /F i should be as large as possible. The coefficient
which, after some further calculation can be reduced to:
in which:
w st and b st are taken to represent the values at line s and column t of the matrix W p and B p , (1 s p; 1 t p), and are computed as:
V i should meet the following equation:
So the problem changes to become one of finding the solution of the eigenvalue λ i and of the eigenvector V i . On the basis of the principle that E i /F i should be as large as possible, we assign the corresponding eigenvector of the top M λ i values in descending order to be the coefficient for the discriminant function. When the eigenvector is obtained, we can discriminate and classify unknown samples according to discriminating rules.
Discriminating rules.
When a discriminant function is obtained, discriminating rules should be presented for classifications of the water samples. Given that there are G classified groups, the probability of each classified group is q j ( j ¼ 1, 2,⋯, G). If q s is the largest of those in q j , meaning that q s ¼ max(q 1 , q 2 , … , q G ) (1 s G), the sample belongs to Class s.
Assuming a sample X ¼ (x 
If we let p j ¼ n j /N, and use f (y/i) ( j ¼ 1, 2, … , G) to represent the conditional distribution density function, according to the Bayes principles, we get:
The largest P(s/y) can then be identified as:
And thus the sample can be ascertained to be Class s.
Distance function model
CA is an unsupervised pattern recognition method that divides a large group of cases into smaller groups or clusters of relatively similar cases that are dissimilar to other groups (William, 1966; Zhou et al., 2007) . DFM is a revised CA method that distinguishes between samples using different distance calculating methods, such as Euclidean distance and absolute value distance (Otto, 1998; Kong & Wu, 2007) . Vector distance can measure the degree of closeness between two vectors. DFM works like a ruler which can measure the length of objects and the degree of closeness between samples.
3.3.1. Classification of evaluating indices. In general, evaluating indices/factors can be divided into benefit indices and cost indices. A benefit index is a forward index, which means the bigger the number is, the more effective it will be. By contrast, in a cost index, the smaller the number is, the more effective it will be, and so a cost index is also called a backward index.
3.3.2. Establishing a non-dimensional matrix and classified matrix. Based on the data and surface water quality standards, an observed data matrix X ¼ x ij À Á mÂn and a classified standard matrix (y jt ) nÂ5 can be calculated with five classifications of water quality. A non-dimensional observed data matrix can then be established as A ¼ (a ij ) and a non-dimensional classified standard matrix as B ¼ (b jt ). All the indices should be converted to cost indices for the evaluation; and then we get: 
where m is the sample's number, n is the number of evaluating indices, i ¼ 1, 2, Á Á Á , m, j ¼ 1, 2, Á Á Á , n, and t ¼ 1, 2, Á Á Á , 5.
3.3.3. Distance function classification. Euclidean distance and absolute value distance methods are employed in this paper to act as a comparative analysis to DA.
First, a 1 Â n Zero Matrix, C, is defined. Then the Euclidean distance from the row vectors in C to each column vector in B are calculated, and assigned as a Euclidean distance discriminant standard:
The Euclidean distance from each row vector in A to column vector in C 0 (the inverse of C ) is then calculated, and is made a discriminant factor for Euclidean distance:
If B tÀ1 , A i B t , sample i belongs to class t, and the larger A i is, the worse the water quality is. Similarly, we can use the absolute value distance to carry out water quality assessment. For the absolute value distance, we use Equation (18) to replace Equation (16) and use Equation (19) to replace Equation (17):
Results
Water quality assessment classifies and orders the quality of water samples according to water quality standards and the values of each sample. It is an essential part of water resources management. The surface water quality standard in China (GB3838-2002) (Ministry of Environmental Protection of PRC, 2002) has been used in this paper to assess water quality in the Xinlicheng Reservoir. In this standard, there are a total of 109 standard factors, including 24 basic factors for surface water, five supplementary factors and 80 specific factors for drinking water. Based on the characteristics of surface water and water environment protection targets, the standard divides water quality into five categories: Class 1: source water and water in the national nature reserve; Class 2: the first-grade protection zone of drinking water, etc.; Class 3: the secondgrade protection zone of drinking water, etc.; Class 4: industrial water, etc.; and Class 5: agricultural water and water used for countryside and recreation areas. Here, we have chosen six factors (see Table 2 ) to assess the water quality of Xinlicheng Reservoir in order to compare the SF, DA and DFM methods.
SF method
Using the SF method (Table 3 ) and based on the surface water quality standard in China, the result obtained for a water quality assessment in the Xinlicheng Reservoir is Class 4.
Discriminant analysis
The DA method could not be applied directly in the evaluation of water quality in the reservoir because there are no classified samples but only the classified standard. Therefore, the assumed classification should be presented before DA can be used. In this paper, we used a random data producer from MATLAB software and got 25 samples, with five samples corresponding to each individual class. A discriminant function was then established using Equations (1)-(10). The 25 assumed samples were judged based on the discrimination rules. Part of these discriminant results are presented in Table 4 , which shows that the accuracy of re-classification is 100% but that the posterior probability is not very large. Using the DA method, we can then get the results of a water quality assessment in the Xinlicheng Reservoir, which shows that, for the upper reaches to the lower reaches of the reservoir, water quality belongs to Class 3 (see Table 5 ), which is different to the result of the SF method. Table 2 . Surface water quality standard in China (GB3838-2002). 
Distance function
A non-dimensional data matrix was obtained using Equation (14). Then a non-dimensional classified standard matrix was obtained Using Equation (15). Using Equations (16)- (19), we can get results of a water quality assessment in the Xinlicheng reservoir, all of which belong to Class 3 (see Table 6 ), which is consistent with the DA results.
Discussion
The comparative analysis shows that results using DA and DFM are consistent with each other (Tables 5  and 6 ) but are different to the results of SF (Table 3) The differences between results evaluated using the different methods should remind decision-makers to use these methods with care. A number of key points can be taken from the application of SF, DA and DFM in the Xinlicheng Reservoir, which are important for improving the methods of water quality assessment:
• First, compared with the SF method, the DA and DM methods are more useful for water quality assessment. Although the SF method is simple and feasible, it does not represent comprehensive water quality and impedes the full use of water resources. As anthropogenic pollution alters only a few evaluating factors, the SF method overestimates the importance of the altered factors. From Table 3 , we can see that the high value of TN leads to the Class 4 result for the Xinlicheng Reservoir, while nitrogen is a typical contaminant from anthropogenic uses of fertilizer (Pang et al., 2013) . DA and DFM give an integrated result, which can incorporate all factors and overcome the problems mentioned above.
• Second, the DA and DFM methods require appropriate factors to be selected. This is because (i) all the selected factors or evaluating indices should have an orthogonal relationship with each other; and (ii) if too few parameters are used, the results of the water quality assessment may be wrong, whilst, if there are too many parameters, the calculation will become extremely complicated. Many different methods can be used to select the appropriate indices, such as the analytical hierarchy process (AHP) and PCA (Saaty, 1990; Koklu et al., 2010) . PCA is one of the most powerful methods, allowing for the identification of a reduced number of latent factors with pollution sources, such as spatial and temporal sources of variation affecting quality (Kowalkowski et al. 2006; Shrestha & Kazama 2007) and exposing the important factor responsible for seasonal changes in river water quality (Ouyang et al. 2006; Koklu et al., 2010) . In this case study, the selected six chemical parameters in Table 1 are common factors in water quality assessment. Of greater significance, they are dominant parameters for controlling water quality in the Xinlicheng Reservoir, whilst other parameters including oil and lead are rare (Yin et al., 2010) .
• Finally, erroneous discrimination can occur whether using DA or DFM. For DA, the results are related to the number of initially assumed classified samples. However, this does not imply that the greater the number of assumed samples, the better the results. In our case, 25 initially assumed classified samples were used. But when we tried again with 50 and 250 initially assumed classified samples, the posterior probability did not always increase. The main reason is that the assumed classified samples could not give a proper coefficient of matrix discriminant function, resulting in a low posterior probability. From Tables 4 and 5 , we can see that the results of the posterior probability are not ideal, although the classification results are consistent. DFM does not need initial assumed classified samples but there are still some limitations with this method. The evaluation of closeness using DFM is based on distance, which means that the water quality assessment is made by referring to a certain number or value. But sometimes certain water quality classifications cannot be determined reasonably in this way -for example, the result '3.2' is closer to 3 than it is to 4 and thus, according to the rules of DFM, water quality should belong to Class 3, whilst in fact it may belong to Class 4 as the number 3.2 is larger than the number 3, which means all the values of selected indices could exceed the standard values of Class 3.
Conclusions
A comparative study of SF, DA and DFM methods was carried out using the Xinlicheng Reservoir in Northeast China as an example. The SF method gave a result of Class 4, whilst the results of the DA and DFM methods were Class 3 for the reservoir's water quality.
Through a comparison of the SF, DA and DFM methods, we found that: (1) the DA and DFM methods are more useful for polluted water quality assessment than the SF method; and (2) the DA and DFM methods should be used with sufficient consideration of their mathematical requirements. Both the DA and DFM methods require the selection of appropriate factors/indices, which should be orthogonal to each other. For the DA method, it is very important to select assumed classified samples. For the DFM method, evaluating results can show closeness between the samples and standards, but cannot always give reasonable classifying results.
