A common approach for solving multi-label learning problems using problem-transformation methods and dichotomizing classifiers is the pair-wise decomposition strategy. One of the problems with this approach is the need for querying a quadratic number of binary classifiers for making a prediction that can be quite time consuming, especially in learning problems with large number of labels. To tackle this problem we propose a Two Stage Classifier Chain Architecture (TSCCA) for efficient pair-wise multi-label learning. Six different real-world datasets were used to evaluate the performance of the TSCCA. The performance of the architecture was compared with six methods for multi-label learning and the results suggest that the TSCCA outperforms the concurrent algorithms in terms of predictive accuracy. In terms of testing speed TSCCA shows better performance comparing to the pair-wise methods for multi-label learning.
INTRODUCTION
The problem of single-label classification is concerned with learning from examples, each associated with a single label λ i from a finite set of labels L = {λ 1 , λ 2 , ..., λ Q }, Q > 1. For Q > 2, the learning problem is referred to as a multiclass classification. On the other hand, the task of learning a mapping from an example x ∈ X (X denotes the domain of examples) to a set of labels Y ⊆ L is referred to as a multilabel classification. Thus, in contrast to multi-class classification, alternatives are not assumed to be mutually exclusive such that multiple labels may be associated with a single example i.e., each example can be a member of more than one class. The set of labels Y are called relevant, while the set L\Y represents irrelevant labels for a given example.
Besides the concept of multi-label classification, the multi-label learning introduces the concept of multi-label ranking [1] , which is understood as learning a model that the query example x associates both with a (label) ranking of the complete label set and a bipartite partition of this set into relevant and irrelevant labels.
The issue of learning from multi-label data has recently attracted significant attention from many researchers. They are motivated from an increasing number of new applications, such as semantic annotation of images and video, functional genomics, music categorization into emotions, text classification (news articles, web pages, patents, emails, bookmarks, ...), directed marketing and others.
In recent years, many different approaches have been developed to solve the multi-label learning problems. Tsoumakas and Katakis [2] summarize them into two main categories: a) algorithm adaptation methods, and b) problem transformation methods. Algorithm adaptation methods extend specific learning algorithms to handle multi-label data directly. Examples include lazy learning [3] [4], neural networks [5] , boosting [6] , etc. Problem transformation methods, on the other hand, transform the multi-label learning problem into one or more single-label classification problems. A common approach for problem transformation is to use class binarization methods, i.e. decomposition of the problem into several binary sub-problems that can then be solved using a binary base classifier. The simplest strategy in the multi-label setting is the one-against-all strategy also referred to as the Binary Relevance method (BR) [2] . A method closely related to the BR method is the Classifier Chain method (CC) proposed by Read et al. [7] . Brinker et al. [1] propose a conceptually new technique for extending the common pair-wise learning approach to the multi-label scenario named Calibrated Label Ranking (CLR). The key idea of calibrated label ranking is to introduce an artificial (calibration) label λ 0 , which represents the split-point between relevant and irrelevant labels. The calibration label λ 0 is assumed to be preferred over all irrelevant labels, but all relevant labels are preferred over it. At prediction time (when majority voting strategy is usually used), one will get a ranking over Q + 1 labels (the Q original labels plus the calibration label). Besides the majority voting that is usually used strategy in the prediction phase of the CLR algorithm, Mencia et al. [8] propose another more effective voting algorithm named Quick Weighted Voting algorithm for multi-label classification(QWeightedML). In our previous work [9] we proposed two stage voting strategy that signifcantly improves the testing times of the CLR and QWeightedML methods.
In this paper, we propose a novel architecture for efficient pair-wise multi-label learning, named Two Stage Classifier Chain Architecture (TSCCA) and its modification Two Stage Pruned Classifier Chain Architecture (TSPCCA), both related to the CLR method [10] . The main idea of the architectures is to reduce the number of classifiers that are needed to be consulted in the prediction phase of the CLR algorithm and increase the predictive accuracy as a result of the classifier chains integrated in the architectures. The performances of these two architectures are evaluated on a selection of multilabel datasets that vary in terms of problem domain, number of labels and label cardinality. The obtained results demonstrate that our approaches outperform the competing methods in terms of predictive accuracy.
Section 2 introduces the TSCCA and its modification, while Section 3 presents their computational complexities in prediction phase. The experimental results, that compare the performance of the proposed approaches with the other competing methods are presented in Section 4. Section 5 gives the conclusions.
2. TWO STAGE CLASSIFIER CHAIN ARCHITECTURE -TSCCA The conventional pair-wise approach learns a model M ij for all combinations of labels λ i and λ j , 1 ≤ i < j ≤ Q. This means that, for a given training set
where X denotes the domain of examples and L = {λ 1 , λ 2 , ..., λ Q } is a finite set of labels), each model M ij (1 ≤ i < j ≤ Q) is trained with the examples (x r , Y r ) (0 < r ≤ p) where Y r is defined as:
This transformation of the dataset is known as the two-label transformation. The main disadvantage of this approach is that in the prediction phase a quadratic number of base classifiers (models) have to be consulted for each test example. As a result of introducing the artificial calibration label λ 0 in the calibrated label ranking algorithm [10] , the number of the base classifiers is increased by Q i.e., an additional set of Q binary preference models M 0k (1 ≤ k ≤ Q) is learned. The models M 0k that are learned by a pair-wise approach to calibrated ranking, and the models M k that are learned by conventional binary relevance are equivalent. Using the same notation as in the case of the pair-wise models (M ij ), each model M 0k is trained with the examples (x r , Y r ) (r ∈ 1...p) where Y r is defined as:
This transformation of the datasets is addressed as singlelabel transformation. In the standard voting algorithm for CLR, each test example needs to consult all the models M 0k and M ij in order to rank the labels by their order of preference. As a result of the increased number of models, CLR leads to more accurate prediction, but also leads to slower testing and higher computational complexity, especially when the number of the labels in the problem is large. The Two Stage Classifier Chain Architecture is organized in two layers (Fig. 1) . The first layer has Q binary relevance models M 0k , while the second layer has Q * (Q − 1)/2 pairwise models M ij . Each model M 0k from the first layer is connected to Q − 1 models M ij from the second layer, where
It is responsible for learning and predicting the probability association of label λ k . On the other hand, each model of the second layer M ij is connected to exactly two binary relevance models from the first layer (M 0i and M 0j ) and is responsible for learning and predicting the probability associations of label
The training phase of TSCCA starts with learning the binary relevance models M 0k (the models from the first layer). Each model is trained with the corresponding examples of a given training dataset. After learning the models of the first layer of the architecture, the feature space of each training example involved in the learning process of the second layer is extended with the probability predictions of all binary relevance models M 0k . This means that, all training examples consult the models M 0k first, and then the feature space of each example is extended with the probability predictions of those models. The training examples with extended feature vectors are used in the learning phase of the models from the second layer of the architecture. The training procedure of the first and the second layer is outlined on Fig. 2 
. Recall the notation for a training example
, and x is an instance feature vector.
In the prediction phase, each model M 0k tries to determine the relevant labels for the corresponding test example. Each model M 0k gives the probability (the output value of model M 0k is converted to probability) that the test example is associated with the label λ k . If that probability is appropriately small (under some predetermined threshold), we can conclude that the artificial calibration label λ 0 is preferred over the label λ k , i.e., the label λ k belongs to the set of irrelevant labels. In that case, we conclude that, the pair-wise models of the second layer M ij where i = k or j = k, need not be consulted for the corresponding test example, because the binary relevance model M 0k from the first layer has suggested that the label λ k belongs to the set of irrelevant labels. For each label λ k that belongs to the set of irrelevant labels, Table 4 . The process of building the ML-SVMDT
for k ∈ 1, ..., Q do 8:
probability(M0k) = classif y(M0k(x)) 9:
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votes[λk]++ 6: else 7:
votes[λ0]++ 8:
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probability(Mij) = classif y(Mij(x )) 13:
if probability(Mij) > 0. the number of pair-wise models that should be consulted decreases for Q − 1. In order to decide which labels belong to the set of irrelevant labels i.e. which pair-wise models M ij from the second layer do not have to be consulted, a threshold t (0 ≤ t ≤ 1) is introduced.
As previously described, before a test example is forwarded to the models in the second layer, it consults all binary relevance models M 0k first and then its feature space is extended with the prediction probabilities of all M 0k models. After that, the prediction probability of each model M 0k (1 ≤ k ≤ Q) is compared to the threshold t.
• If the prediction probability is above the threshold, the test example is forwarded to all the models M ij of the second layer of the architecture that are associated to the model M 0k .
• If the prediction probability is under the threshold, the test example is not forwarded to any model of the second layer of the architecture.
From the viewpoint of the pair-wise models M ij , if we consider the prediction probabilities of the binary relevance models M 0i and M 0j of the first layer, three distinct cases in the voting process can appear:
1. The prediction probabilities of both binary relevance models M 0i and M 0j that are connected to the pairwise model M ij are above the threshold t.
2. The prediction probability of only one of the binary relevance models (M 0i or M 0j ) is above the threshold t.
3. The prediction probabilities of the binary relevance models M 0i and M 0j are both under the threshold t.
In the first case, the model M ij is consulted and its prediction is decoded into a vote for one of the labels λ i or λ j . In the second case, M ij is not consulted and its vote goes directly to the label whose binary relevance model prediction probability is above the threshold t. In the third case M ij is not consulted and it does not vote at all. The votes of all M 0k models and M ij models (where at least one prediction probability of the models M 0i and M 0j is above the threshold t) are then aggregated to obtain the final prediction by majority voting. The classification process is outlined on Fig. 2 .
By increasing the value of the threshold, the number of pair-wise models that should be consulted decreases. For t = 1 no example is forwarded to the second layer of the architecture and the decision is made by the classifiers of the first layer. On the other hand, for t = 0, for each test example all pair-wise models of the second layer are consulted.
Two Stage Pruned Classifier Chain Architecture -TSPCCA
As mentioned above, the feature space of each link which connects the binary relevance and the pair-wise models in TSCCM is extended with the probability predictions of all binary relevance models (all models of the first layer). In this subsection we propose a modification of the TSCCA in which the feature space of each example, involved in the learning and testing process of the model M ij of the second layer, is extended not by all, but only with the probability predictions of the binary relevance models M 0i and M 0j , i.e., the models that are directly connected to the model M ij . These predictions are the most relevant for the model M ij because the model M ij tries to distinguish the label λ i from the label λ j . This architecture will be called the Two Stage Pruned Classi- 3. COMPUTATIONAL COMPLEXITY In spite of the equal number of learned models, the computational complexities of TSCCA and TSPCCA in the learning phase are slightly higher than CLR, as a result of the increase in the feature vector size in each model of the second layer of the architecture. The increase of the computational complexity depends on the ratio of number of labels to number of features in the multi-label learning problem. In most problems, the number of features is significantly larger (more than 10 times) than the number of labels, so the training times of TSCCA and TSPCCA are inconsiderably longer than those of CLR.
In the following, we analyze the computational complexity of the TSCCA comparing to the computational complexity of the CLR method in the prediction phase. The term computational complexity is strictly used in the sense of a computational complexity in the prediction phase. The computational complexity of TSCCA significantly differs from the computational complexity of CLR. The computational complexity of CLR (O CLR ) can be defined as a sum of the computational complexity of the binary relevance models (O BR ) and the pair-wise models (O P ):
On the other hand, computational complexity of TSCCA can be defined as a sum of computational complexity of the models located in the first layer of the architecture (O F L ) and computational complexity of the models located in the second layer of the architecture (O SL ):
The computational complexity of the first layer of the TSCCA and the computational complexity of the binary relevance models of the CLR method are equal (O BR = O F L ). In both methods the models are the same and each test example must consult all of these models in order to predict the class the example belongs to.
The main difference in computational complexity between CLR and TSCCA is in the computational complexity of the pair-wise models of CLR and the second layer of TSCCA. As noted in the previous section, if the threshold is set to zero (t = 0), in TSCCA, all models of the second layer are consulted and we have O SL ≈ O P (the inequality is appearing as a result of the extended feature vector that adds some complexity to the classifiers themselves). If the threshold is set to one (t = 1), no models of the second layer will be consulted, so O SL will be 0 and
For threshold values 0 < t < 1, O SL = r * O P where r is a reduction parameter specific for each multi-label dataset (0 < r < 1). The reduction parameter r is related to label cardinality (l c ) [2] , i.e., the average number of relevant labels per example in a given multi-label dataset. For a real world problem the reduction parameter r can be determined as:
where a brmf is the average number of binary relevance models located in the first layer of TSCCA that give a probability that is above the threshold t in the prediction process. For an ideal case (prediction accuracy of 100% by the binary relevance models) a brmf is getting equal to the label cardinality l c (a brmf = l c ).
EXPERIMENTS
The performances of the proposed methods were measured with two different multi-label evaluation metrics (Hamming Loss and Average Precision) proposed Schapire et al. [6] . The performance of TSCCA and TSPCCA are compared with the CLR method with majority voting strategy for pairwise multilabel classification [10] , QWeightedML algorithm [8] , Multilabel k-NN (ML-kNN) [3] , Classifier Chain method (CC) [7] and the Two Stage Voting Architecture (TSVA) [9] . The training and the testing of TSCCA and TSPCCA were performed using a custom developed application that uses the MULAN 1 library for the machine learning framework Weka [17] . The other comparing methods are also implemented in MULAN. Six different multi-label classification problems were addressed by each of the mentioned classifying methods. The recognition performance was recorded for every method. The complete description of the datasets: domain, number of training (#tr.e.) and test (#t.e.) examples, number of features (#f.), the total number of labels (#l.) and the label cardinality (l c ) are shown in Table 1 . Table 1 also shows the values of the threshold t for each dataset separately, for which the presented results of TSVA, TSCCA and TSPCCA Table 2 . The evaluation of each method for every dataset 0.001, 0.01 to 0.1 with step 0.01 and 0.1 to 1.0 with step 0.05 were considered for t. The LIBSVM library [18] utilizing the SVM's with radial basis kernel were used for solving the partial binary classification problems. The kernel parameter gamma and the penalty C for the datasets were determined by 5-fold cross validation using only the samples of the training sets.
In all classification problems the classifiers were trained using all available training samples and were evaluated by recognizing all test samples from the corresponding dataset. Table 2 gives the performance of each method on each of the datasets measured in terms of the two performance metrics and testing speed. The first column of the table lists the evaluation metrics, the second lists the compared methods, while the remaining columns show the performance of each method for every dataset. The best results per dataset in terms of the two performance metrics are shown in boldface. The testing times of each method are measured in seconds. Table 2 show that among the seven tested approaches in terms of Hamming Loss, TSCCA and TSPCCA offer better predictive performance for the emotions, scene and the yeast datasets and similar results for the other three datasets compared to the competing methods. In terms of Average Precision the situation is more clear. For all six dataset, TSCCA and TSPCCA show slightly better predictive performance than CLR, while compared to the other methods, TSCCA and TSPCCA are 1% to 5% better than CC and BR, 2% to 20% better than ML-kNN and up to 8% better than QWeightedML. The results also show that for the six treated classification problems TSCCA and TSPCCA are 2 to 50 times faster (at prediction time) than CLR for all datasets. The proposed methods are 10% to 220% faster than the QWeightedML method for all datasets, except for the corel5k dataset where TSPCCA and TSCCA showed 2 and 2.5 times slower testing time, respectively. The testing time of the BR method is actually the same as the time spent in the testing process for the models located in the first layer of the proposed methods. The testing time of the CC method is slightly longer than the testing time of the BR method as a result of the increase in the feature vector size in each binary relevance model (classifier) of the classifier chain. Compared to TSVA, proposed methods show better predictive performance and slightly slower testing times.
The testing time of the ML-kNN method is shorter than the testing time of the problem transformation methods. The intent of including algorithm adaptation method, as ML-kNN, in the experiments was to show that the proposed methods, that belong to the group of problem transformation methods, are obtained. The value of the threshold t for each dataset was determined by 5-fold cross validation using only the samples of the training set in order to achieve optimal performance (trade-off) in terms of the two evaluation metrics and the computational efficiency. The values 0.005 to 0.01 with step 0.001, 0.01 to 0.1 with step 0.01 and 0.1 to 1.0 with step 0.05 were considered for t.
The LIBSVM library [18] utilizing the SVM's with radial basis kernel were used for solving the partial binary classification problems. The kernel parameter sigma and the regularization parameter C for the datasets were determined by 5-fold cross validation using only the samples of the training sets.
The testing time of the ML-kNN method is shorter than the testing time of the problem transformation methods. The intent of including algorithm adaptation method, as ML-kNN, in the experiments was to show that the proposed methods, that belong to the group of problem transformation methods, can achieve comparable or even better predictive accuracy. However, their performance and computational complexity depend strongly on the type of the base classifier that is used for solving the partial classification problems.
TSCCA and TSPCCA show similar predictive performance for the six multi-label classification problems. Statistically, TSCCA shows slightly better results than TSPCCA only for Average Precision. In terms of testing time, TSPCCA is significantly better than TSCCA.
The values of the reduction parameter (r) obtained by equation 5 are shown in Table 1 . For smaller values of the reduction parameter r the testing times of TSCCA and TSPCCA approach to the testing time of the BR method.
5. CONCLUSION A two stage classifier chain architecture (TSCCA) for efficient pair-wise multi-label learning and its pruned modification (TSPCCA) were presented. The performances of these architectures were compared with the CLR method with the majority voting strategy, QWeightedML, classifier chains, binary relvance, multi-label kNN and the two stage voting architecture on six different real-world datasets. The results showed that the TSCCA and its modification TSPCCA outperform CLR in terms of predictive accuracy. TSCCA and TSPCCA also show significantly better predictive performances than the other compared methods. In terms of testing speed TSCCA and TSPCCA show similar testing times and were 2 to 50 times faster than CLR and up to 2.5 times faster than the QWeightedML method. Comparing to the CC method and the BR method, TSCCA and TSPCCA show better predictive performance, while their testing times are always bigger as a result of the testing time of the models of the second layer of the architectures.
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