This work is intended as a contribution to a wavelet-based adaptive estimator of the memory parameter in the classical semi-parametric framework for Gaussian stationary processes. In particular we introduce and develop the choice of a data-driven optimal bandwidth. Moreover, we establish a central limit theorem for the estimator of the memory parameter with the minimax rate of convergence (up to a logarithm factor).
Introduction
Let X = (X t ) t∈Z be a second-order zero-mean stationary process and its covariogram be defined r(t) = E(X 0 · X t ), for t ∈ Z.
Assume the spectral density f of X, with Giraitis et al., 1997 Giraitis et al., , 2000 are based on Assumption A1 or equivalent assumption on f . Another expression (see Robinson, 1995 
Remark 1 A great number of earlier works concerning the estimation of the long range parameter in a semiparametric framework (see for instance

Remark 2 In Andrews and Sun (2004), an adaptive procedure covers a more general class of functions than
.
Unfortunately, the adaptive wavelet based estimator defined below, as local or global log-periodogram estimators, is unable to be adapted to such a class (and therefore, when D ′ > 2, its convergence rate will be the same than if the spectral density is included in H AS (2, C 2 ), at the contrary to Andrew and Sun estimator).
This work is to provide a wavelet-based semi-parametric estimation of the parameter D. This method has been introduced by Flandrin (1989) and numerically developed by Abry et al. ( , 2001 ) and Veitch et al. (2003) . Asymptotic results are reported in Bardet et al. (2000) and more recently in Moulines et al. (2007) .
Taking into account these papers, two points of our work can be highlighted : first, a central limit theorem based on conditions which are weaker than those in Bardet et al. (2000) . Secondly, we define an auto-driven estimatorD n of D (its definition being different than in Veitch et al., 2003) . This results in a central limit theorem followed byD n and this estimator is proved rate optimal up to a logarithm factor (see below). Below we shall develop this point.
Define the usual Sobolev spaceW (β, L) for β > 0 and L > 0,
Let ψ be a "mother" wavelet satisfying the following assumption: 
However, this formula (1) of a wavelet coefficient cannot be computed from a time series. The support of ψ being [0, 1], let us take the following approximation of formula (1) and define the wavelet coefficients of
for (a, b) ∈ N * + × Z. Note that this approximation is the same as the wavelet coefficient computed from Mallat algorithm for an orthogonal discrete wavelet basis (for instance with Daubechies mother wavelet). Under Assumption A1, for all b ∈ Z, the asymptotic behavior of the variance of e(a, b) is a power law in scale a (when a → ∞). Indeed, for all a ∈ N * , (e(a, b)) b∈Z is a Gaussian stationary process and (see Section more details in 2):
with a constant K (ψ,D) such that,
where ψ is the Fourier transform of ψ (the existence of K (ψ,α) is established in Section 5). Note that (3) is also checked without the Gaussian hypothesis in Assumption A1 (the existence of the second moment order of X is sufficient).
The principle of the wavelet-based estimation of D is linked to this power law a D . Indeed, let (X 1 , . . . , X N ) be a sampled path of X and define T N (a) a sample variance of e(a, .) obtained from an appropriate choice of shifts b, i.e.
Then, when
can be proved. More precisely we get
) and σ 2 (ψ,D) > 0. As a consequence, using different scales (r 1 a N , . . . , r ℓ a N )) where (r 1 , . . . , r ℓ ) ∈ (N * ) ℓ with a N a "large enough" scale, a linear regression of (log( T N (r i a N )) i by (log(r i a N )) i provides an estimator D(a N ) which satisfies at the same time a central limit theorem with a convergence rate N aN .
But the main problem is : how to select a large enough scale a N considering that the smaller a N , the faster the convergence rate of D(a N ). An optimal solution would be to chose a N larger but closer to
but the parameter D ′ is supposed to be unknown. In Veitch et al. (2003) , an automatic selection procedure is proposed using a chi-squared goodness of fit statistic. This procedure is applied successfully on a large number of numerical examples without any theoretical proofs however. Our present method is close to the latter. Roughly speaking, the "optimal" choice of scale (a N ) is based on the "best" linear regression among all the possible linear regressions of ℓ consecutive points (a, log( T N (a))), where ℓ is a fixed integer number.
Formally speaking, a contrast is minimized and the chosen scaleã N satisfies:
Thus, the adaptive estimatorD N of D for this scaleã N is such that : , for more details see below). Finally, under additive assumptions on ψ (ψ is supposed to have its first m vanishing moments),D N can also be applied to a process with a polynomial trend of degree ≤ m − 1.
We then give a several simulations in order to appreciate empirical properties of the adaptive estimatorD N .
First, using a benchmark composed of 5 different "test" processes satisfying Assumption A1' (see below), the central limit theorem satisfied byD N is empirically checked. The empirical choice of the parameter ℓ is also studied. Moreover, the robustness ofD N is successfully tested. Finally, the adaptive wavelet-based estimator is compared with several existing adaptive estimators of the memory parameter from generated paths of ondly it is a very robust estimator: it is not sensitive to possible polynomial trends and seems to be consistent in non-Gaussian cases. Finally, the graph of the log-log regression of sample variance of wavelet coefficients is meaningful and may lead us to model data with more general processes like locally fractional Gaussian noise (see Bardet and Bertrand, 2007) .
The central limit theorem for sample variance of wavelet coefficient is subject of section 2.Section 3 is concerned with the automatic selection of the scale as well as the asymptotic behavior ofD N . Finally simulations are given in section 4 and proofs in section 5.
A central limit theorem for the sample variance of wavelet coefficients
The following asymptotic behavior of the variance of wavelet coefficients is the basis of all further developments.
The first point that explains all that follows is the 
Please see Section 5 for the proofs. The paper of Moulines et al. (2007) gives similar results for multi-resolution wavelet analysis. The special case of long memory process can also be studied with weaker Assumption W (5/2), Property 2 Under Assumption W (5/2) and Assumption A1 with 0 < D < 1 and
(e(a, b)) b∈Z is a zero mean Gaussian stationary process and (6) holds.
Two corollaries can be added to both those properties. First, under Assumption A1' a more precise result can be established.
Corollary 1 Under:
• Assumption A1' and Assumption W (∞);
then (e(a, b)) b∈Z is a zero mean Gaussian stationary process and
This corollary is key point for the estimation of an appropriated sequence of scale a = (a N ). Indeed, when
is required for obtaining the optimal choice of a N , i.e. a N ≃ N As mentioned in the introduction, this property allows an estimation of D from a log-log regression, as soon as a consistant estimator of E(e 2 (a, 0)) is provided from a sample (X 1 , . . . , X N ) of the time series X. Define then the normalized wavelet coefficient such that
From property 1, it is obvious that under Assumptions A1 it exists M ′ > 0 satisfying for all a ∈ N * ,
To use this formula to estimate D by a log-log regression, an estimator of the variance of e(a, 0) should be considered (let us remember that a sample (X 1 , . . . , X N ) of is supposed to be known, but parameters (D,
Consider the sample variance and the normalized sample variance of the wavelet
The following proposition specifies a central limit theorem satisfied by logT N (a), which provides the first step for obtaining the asymptotic properties of the estimator by log-log regression. More generally, the following multidimensional central limit theorem for a vector (logT N (a i )) i can be established.
with Γ(r 1 , · · · , r ℓ , ψ, D) = (γ ij ) 1≤i,j≤ℓ the covariance matrix such that
The same result under weaker assumptions on ψ can be also established when X is a long memory process. These results can be easily generalized for processes with polynomial trends if ψ is considered having its first m vanishing moments. i.e,
Corollary 3 Given the same hypothesis as in Proposition 1 or 2 and if ψ is such that
is a polynomial function and
3 Adaptive estimator of memory parameter using data driven optimal scales
The CLT (10) implies the following CLT for the vector (log
and therefore,
Therefore, a log-log regression of T N (r i a N ) 1≤i≤ℓ on scales r i a N 1≤i≤ℓ provides an estimator
which satisfies the following CLT,
Proposition 3 Under the Assumptions of the Proposition 1,
given by (11) . 
Remark 6 As far as we know, there are no theoretic results of optimality in case of D ≤ −1, but according to the usual following non-parametric theory, such minimax results can also be obtained. Moreover, in case of long-memory processes (if
is also rate optimal in the minimax sense.
In the previous Propositions 1 and 3, the rate of convergence of scale a N obeys to the following condition,
Now, for better readability, take a N = N α . Then, the above condition goes as follow:
Thus an optimal choice (leading to a faster convergence rate of the estimator) is obtained for α = α * + ε with ε → 0+. But α * depends on D ′ which is unknown. To solve this problem, Veitch et al. (2003) suggest a chi-square-based test (constructed from a distance between the regression line and the different points (log T N (r i a N ), log(r i a N )). It seems to be an efficient and interesting numerical way to estimate D, but without theoretical proofs (contrary to global or local log-periodogram procedures which are proved to reach the minimax convergence rate, see for instance Moulines and Soulier, 2003) .
We suggest a new procedure for the data-driven selection of optimal scales, i.e. optimal α. Let us consider an important parameter, the number of considered scales ℓ ∈ N \ {0, 1, 2} and set (r 1 , . . . , r ℓ ) = (1, . . . , ℓ).
For α ∈ (0, 1), define also
The point is to minimize this contrast for these three parameters. It is obvious that for a fixed α ∈ (0, 1) Q is minimized from the previous least square regression and therefore,
with ( D(a N ), K(a N )) obtained as in relation (12) . However, since α N has to be obtained from numerical computations, the interval (0, 1) can be discretized as follows, Consequently, take
From this central limit theorem derives
This proves also the consistency of an estimator D ′ N of the parameter D ′ ,
Corollary 4 Taking the hypothesis of Proposition 5, we have
The estimator α N defines the selected scale a N such that a N = N b αN . From a straightforward application of the proof of Proposition 5 (see the details in the proof of Theorem 1), the asymptotic behavior of a N can be specified, that is,
for all positive real numbers λ and µ such that λ > 4. Under additive assumptions on ψ (ψ is supposed to have its first m vanishing moments), both estimators D N andD N can also be used for a process X with a polynomial trend of degree ≤ m − 1, which again cannot be yielded with an adaptive log-periodogram or local Whittle estimators.
Simulations
The The following simulations will help to answer this question. , such that its spectral density is
with D ∈ (−∞, 1) and
In the long memory frame, a "benchmark" of processes is considered for D = 0.1, 0.3, 0.5, 0.7, 0.9: 
Properties of adaptive wavelet basis estimators from simulations
Below, we give the different properties of the adaptive wavelet based method.
Choice of the mother wavelet ψ: For short memory processes (D ≤ 0), let the wavelet ψ SM be such that ψ SM (t) = (t 2 − t + a) exp(−1/t(1 − t)) with a ≃ 0.23087577. It satisfies Assumption W (∞). Lemarié-Meyer wavelets can be also investigated but this will lead to quite different theoretic studies since its support is not bounded (but "essentially" compact).
For long memory processes (0 < D < 1), let the mother wavelet ψ LM be such that ψ LM (t) = 100 · t 2 (t − 1) 2 (t 2 − t + 3/14)I 0≤t≤1 which satisfies Assumption W (5/2). Note that Daubechies mother wavelet or ψ SM lead to "similar" results (but not as good).
Choice of the parameter ℓ: This parameter is very important to estimate the "beginning" of the linear part of the graph drawn by points (log(a i ), log T (a i )) i . On the one hand, if ℓ is a too small a number Table 1 .
In Table 1 , two phenomena can be distinguished: the detection of α * and the estimation of D:
• To estimate α * , ℓ has to be small enough, especially because of "D ′ close to 0" and so "α ′ close to 1" is possible. However, our simulations indicate that ℓ must not be too small (for instance ℓ = 5 leads to an important MSE for α N implying an important MSE for D N ) and seems to be independent of N (cases N = 1000 and N = 10000 are quite similar). Hence, our choice is ℓ 1 = 15 to estimate α * for any N .
• To estimate D, once α * is estimated, a second value ℓ 2 of ℓ can be chosen. We use an adaptive procedure which, roughly speaking, consists in determining the "end" of the acceptable linear zone. Firstly, we use again the same procedure than for estimating a N but with scales (a N /i) 1≤i≤ℓ1 and ℓ 1 = 15. It provides an estimator b N corresponding to the maximum of acceptable (for a linear regression) scales.
Secondly, the adaptive number of scales ℓ 2 is computed from the formula
The simulations carried out with such values of ℓ 1 and ℓ 2 are detailed in Table 1 .
As it may be seen in Table 1 , the choice of parameters (ℓ 1 = 15, ℓ 2 = ℓ) provides the best results for estimating D, almost uniformly for all processes.
Consistency of the estimators α N andα N : the previous numerical results (here we consider ℓ 1 = 15)
show that α N andα N converge (very slowly) to the optimal rate α * , that is 0.2 for the first four processes and 1/3 for the fifth. Figure 1 illustrates the evolution with N of the log-log plotting and the choice of the onset of scaling. Consistency in case of short memory: The following Table 2 • a FARIMA(0, d, 0) process (denoted P 1) with innovations satisfying a uniform law (and EX 2 i < ∞);
• a FARIMA(0, d, 0) process (denoted P 2) with innovations satisfying a distribution with density w.r.t.
Lebesgue measure f (x) = 3/4 * (1 + |x|) −5/2 for x ∈ R (and therefore
• a FARIMA(0, d, 0) process (denoted P 3) with innovations satisfying a Cauchy distribution (and
• a Gaussian stationary process (denoted P 4) with a spectral density f (λ) = (|λ| − π/2) −1/2 for all λ ∈ [−π, π] \ {−π/2, π/2}. The local behavior of f in 0 is f (|λ|) ∼ π/2 |λ| D with D = 0, but the smoothness condition for f in Assumption A1 is not satisfied.
For the first 3 processes, D is varies in {0.1, 0.3, 0.5, 0.7, 0.9} and 100 independent replications are taken into account. The results of these simulations are given in Table 3 .
As outlined in the theoretical part of this paper, the estimators D N andD N seem also to be accurate for L 2 -linear processes. For L α -linear processes with 1 ≤ α < 2, they are also convergent with a slower rate of convergence. Despite the spectral density of process P 4 does not satisfies the smoothness hypothesis requires in Assumptions A1 or A1', the convergence rates of D N andD N are still convincing. These results confirm the robustness of wavelet based estimators.
Comparisons with other semi-parametric long-memory parameter estimators from simulations
Here we consider only long-memory Gaussian processes (D ∈ (0, 1)) based on the usual hypothesis 0 < D ′ ≤ 2.
More precisely, the "benchmark" is: 100 generated independent samples of each process with length N = 10 Table 4 .
Comments on the results of Table 4 : These simulations allow to distinguish four "clusters" of estimators.
• D BGK is obtained from a BIC-criterium hierarchical model selection (from 2 to 11 parameters, corresponding to the length of the approximation of the Fourier expansion of the spectral density) using Whittle estimation. For these simulations, the BIC criterion is generally minimal for 5 to 7 parameters to be estimated. Simulation results are not very satisfactory except for D = 0.1 (close to the short memory). Moreover, this procedure is rather time-consuming.
• D GRS offers good results for fGn and FARIMA(0, d, 0). However, this estimator does not converge fast enough for the other processes.
• Estimators D MS and D R have similar properties. They (especially D R ) are very interesting because they offer the same fairly good rates of convergence for all processes of the benchmark.
• 
Now, it is well known that if ψ ∈W (β, L) the Sobolev space with parameters β > 1/2 and L > 0, then
with C β,L > 0 only depending on β and L (see for instance Devore and Lorentz, 1993) . Therefore if ψ satisfies Assumption W (∞) and X Assumption A1, for all β > 1/2, since sup u∈R | ψ(u)| < ∞,
since sup u∈R (1 + u n )| ψ(u)| < ∞ for all n ∈ N. Consequently, if ψ satisfies Assumption W (∞), for all n > 0, for all a ∈ N * , there exists C(n) > 0 not depending on a such that
But from Assumption W (∞), for all c < 1,
because Assumption W (∞) implies that | ψ(u)| = O(|u|) when u → 0 and there exists p > 1 − c such that
with C > 0 and C ′ > 0 not depending on a. As a consequence, under Assumption A1, for all p > 1 − D, all n ∈ N and all a ∈ N * ,
Now, by choosing p such that 1 − p < D − D ′ , the inequality (6) 
since sup u∈R (1 + u 3/2 )| ψ(u)| < ∞. Therefore, inequality (21) is replaced by
The end of the proof is similar to the end of the previous proof, but now K (ψ,c) exists for −2 < c < 1 and
which achieves the proof. 2
Proof [Corollary 1] Both these proofs provide main arguments to establish (7) . For better readability , we will consider only Assumption A1' and Assumption W (∞) (the long memory process being similar). The main difference consists in specifying the asymptotic behavior of
The asymptotic behavior of ψ(u) when u → ∞ (ψ is considered to satisfy Assumption W (∞)), this behavior induces that
for all n ∈ N. Moreover,
From computations of previous proofs,
and |Λ(a)| ≤ C(n) a n . Finally, using
with for all u ∈ [− √ a, √ a], g(u, a) → 0 when a → ∞. Therefore, from Lebesgue Theorem (checked from the asymptotic behavior of ψ),
As a consequence, from (23), (24), (25), (26) and (27), the corollary is proven. 2
Proof [Proposition 1] This proof can be decomposed into three steps :
Step 1, Step 2 and Step 3.
Step 1. In this part,
,j≤ℓ is proven to converge at an asymptotic covariance
because X is a Gaussian process. Therefore, by considering only i = j and p = q, for N and a N large enough,
Using the same expansion as in (21), under Assumption W (∞) the previous equality becomes, for all n ∈ N * ,
with C(n), C ′ (n), C ′′ (n) > 0 not depending on a N and due the asymptotic behaviors of ψ(u) when u → 0 and (30) and (31), we have C > 0 not
It remains to evaluate a
if |r i p − r j q| ≥ 1, using an integration by parts,
with C < ∞ not depending on N , since:
• from Assumption W (∞), for all n ∈ N, sup u∈R (1 + |u|) n | ψ(u)| < ∞ and sup u∈R (1 + |u|)
Moreover, if |r i p − r j q| = 0, from Cauchy-Schwartz Inequality and Property 1, for a N large enough
Therefore, using (32), (33) and (34) and the inequality (x + y) 2 ≤ 2(x 2 + y 2 ) for all (x, y) ∈ R 2 , we have C > 0 such that for a N large enough,
Hence, with (28),
But, from the theorem of comparison between sums and integrals,
As a consequence, if a N is such that lim sup
More precisely, since this covariance is a sum of positive terms, if lim sup
a non null (from (29)) symmetric matrix with Γ(r 1 , · · · , r ℓ , ψ, D) = (γ ij ) 1≤i,j≤ℓ that can be specified. Indeed, from the previous computations, if lim sup
with d ij = GCD(r i ; r j ). Therefore, the matrix Γ depends only on on r 1 , · · · , r ℓ , ψ, D.
Step 2.Generaly speaking, the above result is not sufficient to obtain the central limit theorem,
However, eachT N (r i a N ) is a quadratic form of a Gaussian process. Mutatis mutandis, it is exactly the same framework (i.e. a Lindeberg central limit theorem) as that of Proposition 2.1 in Bardet (2000) , and (37) is checked. Moreover, if (a n ) n is such that lim sup 
As a consequence, under those assumptions,
Step 3. The logarithm function (x 1 , .., x ℓ ) ∈ (0, +∞) ℓ → (log x 1 , .., log x m ) is C 2 on (0, +∞) ℓ . As a consequence, using the Delta-method, the central limit theorem (10) ′ t = X t + P m (t) for all t ∈ Z, with X = (X t ) t satisfying Proposition 1 and 2. But, any wavelet coefficient of (P m (t)) t is obviously null from the assumption on ψ. Therefore the statistic T N is the same for X and X ′ . 2
Proof [Proposition 5] Let ε > 0 be a fixed positive real number, such that α * + ε < 1.
But, for α ≥ α * + 1,
for all α ∈ (0, 1), i.e. P N (α) is the matrix of an orthogonal projection on the orthogonal subspace (in R ℓ ) generated by A N (α) (and I ℓ is the identity matrix in R ℓ ). From the expression of A N (α), it is obvious that for all α ∈ (0, 1),
for all α ∈ (0, 1). From Proposition 1, for all α > α * , the asymptotic law
is a Gaussian law with covariance matrix P · Γ · P ′ . Moreover, the rank of the matrix is
this is the rank of P ) and we have
As a consequence, for a large enough N ,
with V + ∼ λ + · χ 2 (ℓ − 2) and λ + > max{λ ∈ Sp(Γ)} > 0. Like E(exp( V + )) < ∞ does not depend on N , we obtain that M 1 > 0 not depending on N , such that for large enough N ,
, and therefore, the inequality (39) becomes, for N large enough,
II. Secondly, a bound of Pr( α N ≥ α * − ε) is provided. Following the above arguments and notations ,
and as above,
Now, in the case a N = N α with α ≤ α * , the sample variance of wavelet coefficients is biased. In this case, from the relation of Corollary 1 under Assumption A1',
with o i (1) → 0 when N → ∞ for all i and E(Z N (α)) = 0. As a consequence, for large enough N ,
with D > 0, because the vector (i
is not in the orthogonal subspace of the subspace generated by the matrix A. Then, the relation (42) becomes,
from the inequality (41), for large enough N ,
The inequalities (40) and (43) imply that Pr
Proof [Theorem 1] The central limit theorem of (16) can be established from the following arguments. First,
Following the previous proof, there is for all ε > 0,
with f b αN (α) the probability density function of α N and
To prove the second part of (16), we infer deduces from above that
This inequality and the previous central limit theorem result in : for all ρ > ν/2, and ε > 0, Table 2 : Estimation of the memory parameter from 100 independent samples in case of short memory (D ≤ 0). Table 3 : Estimation of the long-memory parameter from 100 independent samples in case of processes P 1 − 4 defined above. 
