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ABSTRACT
Nowadays, the amount of multimedia contents is explosively
increasing and it is often a challenging problem to find a con-
tent that will be appealing or matches users’ current mood
or affective state. In order to achieve this goal, an efficient
indexing technique should be developed to annotate multi-
media contents such that these annotations can be used in a
retrieval process using an appropriate query. One approach
to such indexing techniques is to determine the affect ( type
and intensity), which can be induced in a user while con-
suming multimedia. In this paper, affective content analysis
of music video clips is performed to determine the emotion
they can induce in people. To this end, a subjective test
was developed, where 32 participants watched different mu-
sic video clips and assessed their induced emotions. These
self assessments were used as ground-truth and the results of
classification using audio, visual and audiovisual features ex-
tracted from music video clips are presented and compared.
Categories and Subject Descriptors
H.5.2 [[INFORMATION INTERFACES AND PRE-
SENTATION]: User Interfaces—Evaluation/methodology ;
I. 5.4 [PATTERN RECOGNITION]: Applications—Sig-
nal processing, Waveform analysis
General Terms
Algorithms, Measurement, Performance, Experimentation,
Keywords
Affect, Emotion, Multimedia content analysis
1. INTRODUCTION
With the increasing popularity of video-on-demand (VOD)
and personalized recommendation services, the development
of automatic content descriptions for annotation, retrieval
and personalization purposes is a key issue. The technology
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required to achieve this goal is referred to as multimedia
content analysis (MCA) and aims at bridging the ”semantic
gap”, that is, to develop models of the relationship between
low level features and the semantics conveyed by multimedia
contents. To this end, two different approaches have been
adopted for MCA so far: cognitive and emotional. The cog-
nitive approach analyzes a piece of multimedia content in
terms of the semantics of a scene: location, characters and
events. In the past decade, most of the MCA-related re-
search efforts were focused on these methods.
The emotional approach, on the other hand attempts to
characterize a given multimedia content by the emotions it
may elicit in viewers. This approach is often referred to
as affective MCA or affective content analysis and predicts
or infers viewers’ emotional reactions when perceiving mul-
timedia contents. The emotional approach has been less
investigated when compared to cognitive approach, but its
importance has been rapidly increasing with the growing
awareness of the role that the emotional load of multimedia
and viewers reactions to it, play in VOD concepts and per-
sonalized multimedia recommendation. Analyzing a mul-
timedia content at affective level reveals information that
describes the emotional value of it. This value can be de-
fined as amount and type of the affect (feeling or emotion)
of the audience while they consume this multimedia content.
In order to analyze a given multimedia content at affec-
tive level, an appropriate modeling for emotion must be de-
veloped and used. How to represent and model emotions is,
however, a challenging task. Until today, numerous theorists
and researchers have conducted research on this subject and
consequently a large amount of literature exists today with
sometimes very different solutions. Generally, there are two
different families of emotion models: the categorical models
and the dimensional models. The rational for the categorical
models is to have discrete basic categories of emotions from
which every other emotion can be built by combining these
basic emotions. The most common basic emotions are ’fear’,
’anger’, ’sadness’, ’joy’, ’disgust’, ’surprise’ found by Ekman
[4]. The dimensional models describe the components of
emotions and are often represented as a two dimensional or
three dimensional space where the emotions are presented
as points in the coordinate space of these dimensions.
The goal of the underlying dimensional model is not to
find a finite set of emotions as in the categorical model
but to find a finite set of underlying components of emo-
tions. Many theorists have proposed that emotions can be
modeled with three underlying dimensions namely, Valence
(V) or Pleasantness (P), Arousal (A), Dominance (D) or
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Figure 1: Relevant areas of the (a) 3-D emotion
space and (b) 2-D emotion space[3].
Control (C). The dimension ’valence’ provides information
about the degree of pleasantness of the content and ranges
from pleasant (positive) to unpleasant (negative). The di-
mension ’arousal’ represents the inner activation and ranges
from energized to calm. The third dimension dominance
(control) helps to distinguish between ’grief’ and ’rage’ and
goes from no control to full control [5]. Psycho-physiological
experiments revealed that only certain areas of the 3-D P-
A-C space are relevant. Affective responses of a large group
of subjects are included in their experiments. The stimuli
are collected from the International Affective Picture system
(IAPS) [8] and the International Affective Digitized Sounds
system (IADS) [2]. Figure 1 (a) shows the relevant areas
of the 3-D P-A-C space. The P-A model is a simplified 2-
D model of the P-A-D model. The underlying dimensions
are arousal and pleasure (valence). The emotions are repre-
sented as points in the 2-D coordinate space. A large number
of emotional states can be represented using this 2-D model
and many studies about affective content analysis use this
simplified model as for example in [5] or in [7].
Similar to the 3D P-A-D model, only some parts of the 2-D
space is relevant as shown by figure 1 (b).
In this paper, the P-A-D model of emotion is used and
multimedia content analysis of music video clips is performed
to extract their arousal and valence information. The rest of
the paper is organized as follows. Section 2 provides the de-
scription of the database and the methodology used in this
study. Section 3 presents the results obtained and section 4
concludes the paper.
2. AFFECTIVE MULTIMEDIA MODELING
FOR MUSIC VIDEOS
The aim of this section is to explain and show how affec-
tive multimedia content analysis is performed. In the first
part of the section, the database of music video clips used
in this study is described. Then, the features which are ex-
tracted from the music video clips ( audio features and video
features) are introduced and finally, in the last part of this
section, feature conditioning and classification methods used
in this study are explained.
2.1 Database description
The music video clips were taken from the DEAP (Database
for Emotion Analysis using Physiological Signals) database
[7]. For selection of emotional music video clips, a web-
based subjective test was developed and performed where
subjects were asked to watch 120 music video clips and rate
their perceived emotion. More precisely, the subjects used a
discrete 9 point scale to rate: valence, with the range going
from unhappy or sad to happy or joyful, arousal, with the
range going from calm or bored to stimulated or excited,
dominance, with the range going from submissive or ’with-
out control’ to dominant or ’in control, empowered’, and
whether they liked the video or not. Using this subjective
data, 40 music video clips were selected so that only the
music video clips which induce strong emotions are used.
More precisely, 10 music video clips from each quadrant or
arousal-valence space, which all had the strongest possible
volunteer ratings with a small variation were selected. More
information about the selection procedure can be found in
[7].
After selecting the test material, 32 participants (50% fe-
male), aged between 19 and 37 (mean age 26.9), partici-
pated in the experiment to create the DEAP. While they
were watching the 40 videos their physiological signals were
recorded. After watching each music video clip they were
asked to perform the rating of their perceived emotion. In
this paper, we are only interested in users’ self-assessment
ratings and the music video clips. More details about the
measurements are available in the paper describing the cre-
ation of the DEAP [7].
2.2 Feature extraction
Affective multimedia content analysis and modeling is a
complex problem. In general, machine learning approaches
are used to deal with this problem and low-level features
are extracted from the multimedia content in order to be
mapped to different self assessed emotions. This section in-
troduces the features that are extracted from music video
clips and provides information on how these low-level fea-
tures and the emotions relate to each other.
2.3 Related work
Several studies show that color, light, motion and the
number of shots in a video influence the emotional percep-
tion of a spectator.
In [6] the authors developed a Hidden Markov Model (HMM)-
based affective content analysis model to map low level fea-
tures of video data to high level emotional events. In their
study, they discovered a strong relationship between the low
level features motion, color and shot cut rate and the emo-
tions fear/anger, joy and sadness. In [15], the authors used
sound effects from comedy and horror movies to detect some
audio emotional events. They trained a four state HMM
to detect the two emotions ’amusement’ and ’fear’. Other
researchers studied the characteristics of sound energy dy-
namics to detect emotional video segments [12]. With their
algorithm they detected four types of emotion ’fear’, ’appre-
hension or emphasis’,’surprise or alarm’ and ’apprehension
up to climax.
Sun [14] used a Video Affective Tree (VAT) and HMM
to recognize the basic emotions ’joy’, ’anger’, ’sadness’ and
’fear’. A relationship between these four basic emotions and
the features ’color’, ’motion’, ’shot cut rate’ and ’sound in-
formation’ was found.
Rasheed et al. [13] classified movies into four broad cate-
gories: Comedies, Action, Dramas and Horror films by using
low-level video features as average shot length, color vari-
ance, motion content and lighting key. They combined the
features into a framework to provide a mapping of these four
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Figure 2: (a) HIGH Lighting Key and (b) LOW
Lighting Key [3].
high-level semantic classes. They consider their work as a
step toward high-level semantic film interpretation.
In [7], the authors proposed to extract the low - level features
’average shot change rate’, ’shot length variance’, ’magni-
tudes of motion vectors for all B- and P-frames’, ’histogram
of hue and lightness values in the HSV - space’ and some
sound characteristics in order to map these low-level fea-
tures to the two dimensional arousal - valence space.
2.4 Video feature extraction
Most previous work reported that there is a relationship
between the low-level features ’motion’, ’color’, ’shot length’
and ’lighting key’. These four different features were ex-
tracted from the music videos.
2.4.1 Lighting key
Filmmakers often use lighting as an important agent to
evoke emotions. They use multiple light sources to balance
the direction and the intensity of light in order to create for
example dramatic effects with the contrast of shadow and
light or direct the attention of the viewer [13]. A simple
computation method is chosen to detect the key of lighting
in order to have a measure of lighting key of a frame and to
distinguish between high-key lighting and low-key lighting
[13].
The algorithm to compute the key lighting is based on
the fact, that the proportion of bright pixels in hight-key
shots is high whereas the the proportion of bright pixels in
low-key shots is low. Figures 2 (a) and (b) show examples
of a high-key shot and a low-key shot with the distribu-
tion of brightness, respectively. The 25 bin histograms are
computed by taking the value component of the HSV space.
The mean and variance is low for low-key shots and high for
high-key shots, so that the lighting quantity ζi(µ, σ) for a
frame i with m x n pixels is defined as
ζi = µi ∗ σi. (1)
where µi and σi represent the mean and the standard devi-
ation values, respectively, computed from the value compo-
nent of the HSV space of a frame i.
2.4.2 Key frame and shot boundary detection
In [6] and [14], the authors demonstrated that there is
a relationship between the average shot length and the af-
fective content. In [10] and [11], the authors proposed a
method based on the color histogram. They investigated
the differences between color histograms of frames belong-
ing to a video sequence in order to detect hard cuts, fades
or dissolves. These methods are computationally expensive
and can not be used in real time applications.
In this work, the proposed method in [1] is used. The algo-
Table 1: Summary of the extracted video features
feature description
Lighting Key average value of lighting key of frames of a video sequence
3 features number of High key and Low Key frames
Shot boundary average shot length of a video
3 features highest and shortest length of a shot in a video
color median of maximum, minimum and median
3 features value of hue component of the HSV space
Motion mean of
2 features median and mean absolute value of the motion vector
rithm is based on singular value decomposition (SVD) and
extracts low-cost, multivariate color features to construct
2D feature matrices. It is relatively a difficult task to ex-
tract shot boundaries and the results often have many false
detections. Finally , three features are taken from the ex-
tracted shot boundaries: The average shot length of a video
sequence and the highest and the lowest shot length found
in video sequences were taken as features.
2.4.3 color
Many research studies on affective content analysis found
a relationship between colors and evoked emotions in view-
ers. For example [6] shows that the colors ’yellow’, ’orange’
and ’red’ correspond to the emotion ’fear’ and ’anger’ and
the color ’blue’, ’violet’ and ’green’ can be found when the
spectator feels ’high valence’ and ’low arousal’.
In this work, the color features are extracted in the follow-
ing manner. From each frame of a video sequence, a color
histogram was computed. For a given frame i with n x m
pixels, the hue component of the HSV space is computed.
Then the maximum, minimum, mean and median hue values
of frame i were calculated. The median of these maximum,
minimum, mean and median values over all frames of a video
sequence were considered as features.
2.4.4 Motion vectors
Some of the related works found a relationship between
motion and affective content. Sun [14] shows the relation
between the emotions ’joy’, ’anger’, ’sadness’ and ’fear’ and
the camera motion. A fast Motion Vector is computed for
every 4th frame in a video sequences. A block size of 16 is
chosen. The median and mean of the absolute value of the
motion vector of each frame was computed. The mean over
all median and mean values was computed in order to get
two features.
The algorithm used in this study is a simplified block
matching algorithm (BMA), so that it can be used in a real
time problem. The aim of a block matching algorithm is to
locate and follow blocks in a sequence of a digital video. In
other words, the algorithm finds blocks of a given frame i
in an other frame j. The displacement of two blocks is the
motion of all pixels of the block.
Table 1 presents an overview of the extracted video fea-
tures. Basically, the above-mentioned features were extracted
from the frames. The final feature vector was computed by
taking the mean value of the features of all frames in a se-
quence. One to twelve samples were computed from a video
by varying the sequence size from 60 seconds to 5 seconds.
2.5 Audio feature extraction
As reported in several research studies, sound can have a
close relationship with the affective content of a music video
clip. In this work some characteristics of sound were selected
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and used as features. Most of the features are computed by
using the matlab MIR toolbox.
2.5.1 Zero-crossing rate
The zero-crossing rate is defined as the number of times
the signal crosses the zero line (x - axis) per unit time. In
other words, it is the number of times the signal change its
sign per unit time.
2.5.2 Energy
The global energy of the signal is computed by simply
taking the root-mean-square (RMS).
xrms =
√√√√ 1
n
n∑
i=1
x2i (2)
2.5.3 Mel-frequency cepstral coefficients (MFCC)
The MFCC can be seen as the description of the spectral
shape of the sound. Most of the signal information can be
found in low - frequency coefficients. Therefore, only the 13
first coefficients are used as features.
2.5.4 Delta MFCC coefficient (∆MFCC) and auto-
correlation MFCC (aMFCC)
The ∆MFCC and the aMFCC provide quantitative mea-
sures of the movement of the MFCC and can be derived as
follows:
∆MFCCi(ν) = MFCCi+1(ν)−MFCCi(ν) (3)
aMFCC
(l)
i (ν) =
1
L
1+l∑
j=i
(MFCCj(ν) ∗MFCCj+l(ν)) (4)
MFCCi(ν) represent the νth MFCC of frame i and L de-
notes the correlation window length. The superscript l de-
notes the value of correlation lag [9].
2.5.5 Linear prediction coefficient (LPC)
LPC estimates the coefficients of a forward linear predic-
tor by minimizing the prediction error in the least squares
sense. The basic idea of linear prediction analysis is that a
music sample can be estimated from the combination of the
past samples. In [?], a unique set of predictor coefficients
can be determined, by minimizing the sum of the squared
differences.
2.5.6 Delta LPC coefficient (∆LPC)
These feature can be interpreted as a quantitative measure
of the movement of the LPC and is defined as follows [9].
∆LPCi(ν) = LPCi+1(ν)− LPCi(ν) (5)
2.5.7 Silence ratio
The average Silence Ratio is computed by calculating frac-
tion between ’very low’ energy over the whole signal.
2.5.8 Pitch
The best pitch frequency is computed. First of all the
FFT spectrum of the audio signal is computed. Then an
autocorrelation is done in order to find the pitch frequencies.
Only the best pitch frequency is chosen.
Table 2: Summary of the extracted audio features
description number of features
Zero Crossing 1 feature
Energy 1 feature
MFCC 13 features
∆MFCC 13 features
Autocorrelation MFCC 7 features
LPC 13 features
∆LPC 13 features
Silence Ratio 1 feature
Pitch 1 feature
centroid 1 feature
Band Energy Ratio 1 feature
Delta Spectrum Magnitude 1 feature
2.5.9 Spectral centroid
A centroid is computed on the frequency spectrum using
short - time Fourier transform (STFT). The mean µ of the
spectrum is taken as feature. Let Fi = {fi(u)}Mu=0 represent
the short-time Fourier transform of the ith frame, and M
denotes the index for the highest frequency band [9]. The
spectral centroid of frame i is calculated as:
ci =
∑M
u=0 u.|fi(u)|2∑M
u=0 |fi(u)|2
(6)
2.5.10 Band energy ratio (BER)
The bandwidth of the FFT of frame i [9] can be computed
as
b2i =
∑M
u=0(u− ci)2.|fi(u)|2∑M
u=0 |fi(u)|2
(7)
2.5.11 Delta spectrum magnitude
The Delta Spectrum Magnitude is computed by taking
the difference of the spectrum between the current and the
previous frame. It can be seen as measure of the movement
of the spectrum over time.
These features are extracted from the audio frames. An
audio frame is defined as the audio signal of a frame. The
length of an audio frame is computed by dividing the length
of the audio signal by the number of video frames. The fea-
ture vector is computed by taking the mean over all frames
of a sequence. Sequences between five seconds and 60 sec-
onds are extracted so that 12 to one samples are computed
per video. Table 2 gives an overview of the extracted audio
features.
2.6 Classification
In order to detect the emotion induced in different par-
ticipants while watching music video clips, audio and visual
features were extracted from the video as described in the
previous section. Then a classification system is needed to
be trained so that it can classify the feature vectors cor-
rectly with a high success rate. Before training a classifier,
the extracted feature vectors were conditioned to remove the
linear dependency of different features and to reduce their
dimensionality.
The dynamic range of different features were very differ-
ent. For some features the values were close to 0 and others
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had an order of magnitude around 100. This difference in
dynamic range may cause an unwanted weighting in classifi-
cation in that the features with higher dynamic range have
greater impact on classification. In order to solve this prob-
lem, the feature vector was normalized. The normalization
is done in the way that after the normalization the mean µ
of a feature is zero and the standard deviation σ equals one.
After the audio and video feature vectors extracted for
the analysis were normalized.they were further processed
to remove their correlation and reduce their dimensional-
ity. Principal component analysis (PCA) can be used as a
method to select the most important components with re-
spect to the variance. An orthogonal transformation is used
in order to convert a set of observations of possible corre-
lated variables into a set of values of uncorrelated variables.
The k-nearest neighbor classifier (kNN) and cross valida-
tion scheme were used in order to perform the classifica-
tion. Due to the fact that only 40 music video clips exist
in database, the leave-one-out cross validation scheme were
used.
3. RESULTS AND DISCUSSION
The classification can be performed for each subject sepa-
rately, (as it is done in this work) or for the average ratings
over all subjects. In the first case, we train the classifier for
each subject separately. The same features can be mapped
to other emotions for another subject and each music video
clip is classified into other emotions depending on the sub-
ject. In the second case, the average ’arousal’ and ’valence’
values are considered to classify the video clips. Then the
video clips are classified according to the average rating val-
ues into the emotion. The second classification protocol as-
sumes that the subjective ratings for a video are all very
close together with a small standard deviation. In other
words, for this kind of classification, it is favorable that the
video clips evoke the same or similar emotions in all subjects.
The 40 music video clips from the DEAP database are
classified using two different classification protocols namely,
three classes classification (high, neutral, low arousal or pos-
itive, neutral, negative valence) and four classes classifi-
cation (quadrants of arousal-valence space). These quad-
rants are positive valence high arousal, negative valence high
arousal, negative valence low arousal, and positive valence
low arousal, which correspond to happiness, anger and fear,
sadness and calmness, respectively.
As described in previous section, different features were
extracted form the video and audio contents of the 40 music
video clips used in this study. In orther to fuse the audio and
video features, these features were concatenated together to
form audiovisual features.
These features were extracted from the frames and the
feature vector was computed by taking the mean value over
a certain sequences of frames. The length of a sequence
was varied from 60 seconds to five seconds, so that one to 12
sequences per video were extracted. Some related works pro-
posed to take the shot as length of a sequence. These was not
done in this work since the number of shots per video varied
a lot and it is needed to have a similar number of sequences
for all video clips. Furthermore, for some video clips, the
algorithm detected only one shot in the whole video .
The feature vectors were then normalized as described in
a previous section in order to have a similar range of values
of the extracted features and PCA was used to reduce the
(a)
(b)
Figure 3: Results of classification into (a) HIGH,
LOW and NEUTRAL arousal, (b)POSITIVE, NEU-
TRAL and NEGATIVE valence.
dimension. More precisely, It was observed that by taking
only the 32 most significant components only 1% of infor-
mation is lost. Therefore, the feature vector of 77 audio and
video features is reduced to the 32 most important features.
Figures 3, and 4 illustrate the classification results of the
music video clips into the underlying basic emotion dimen-
sions ’arousal’ and ’valance’ according to the classification
protocols introduced in the beginning of this section.
On each figure the classification is done for three different
feature vectors: only ’audio’ features, only ’video’ features
and the ’fusion’ of both. After the feature extraction the
size of the feature vector is reduced by PCA and the kNN -
classifier is used in a leave-one-out scheme.
Figure 4: classification into the 4 quadrants of the
VA-space
As it can be seen in these figures, the results of affective
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multimedia content analysis is very subjective and for some
subjects, a relatively high accuracy can be achieved, whereas
for some other subjects the results of classification is not
good. Furthermore, it can be observed that the classifica-
tion results obtained using audio features often outperform
the classification results obtained using only visual features.
This is more significant for classification of arousal. It can
be seen that fusing the audio and visual features by concate-
nating these features will not improve the results drastically.
The classification accuracy obtained using this feature fu-
sion, is only occasionally better than the results obtained
using either of the single modalities. This can be due to
curse of dimensionality. In other words, the number of vari-
ables will be increased while the number of samples is still
low.
4. CONCLUSIONS
This paper investigated affective multimedia content anal-
ysis or the analysis of multimedia contents in order to extract
cues for determining and predicting users’ affective states.
To this end, low level features were extracted form music
videos (video and audio) with the aim of finding a relation-
ship between them and different emotions. The ground-
truth was obtained through a subjective test where 32 par-
ticipants watched the music video clips used in this study
and assessed their induced emotions. The results revealed
that the audio features play an important role in determin-
ing participant’s induced emotion. Further research on this
subject would be to explore different feature extraction tech-
niques which also consider semantics involved in self assess-
ment of emotions. In this study, fusion of audio, and visual
features is performed by concatenation of features extracted
from audio and video contents. however, it was observed
that feature fusion is not an appropriate technique due to the
fact that it increases the numbers of variables while the num-
ber of samples is still very low. Other fusion techniques such
as decision fusion can be further studied to explore whether
they can improve the results obtained by single modalities.
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