The Fibonacci word is the fixed point beginning with the letter a of morphism σ(a) = ab, σ(b) = a defined over the alphabet {a, b}. In this paper, we get explicit expression of the number of distinct fractional powers in each factor of the Fibonacci word.
Introduction
Let A be a finite set called alphabet. Let ω = x 1 x 2 · · · x N be a finite word over A. We denote by |ω| (resp. |ω| α , #ω) the number of letters (resp. letter α, distinct letters) in ω. An infinite word is said to be recurrent if every factor occurs infinitely often [1] . Let ω be a factor of a recurrent infinite word. We denote the position of the p-th occurrence of ω by (ω) p . When |ω| = 1, we denote (ω) p by ω p for short. Let ω and ν be two words. ω · ν is the concatenation of ω and ν. Let S be a set. We denote #S the number of elements in S. For a real number r, the floor function ⌊r⌋ is the greatest integer less than or equal to r, and the ceiling function ⌈r⌉ is the least integer greater than or equal to r.
The Fibonacci morphism σ over alphabet {a, b} is a substitution defined by σ(a) = ab and σ(b) = a. The Fibonacci word F is defined to be the fixed point beginning with the letter a of the Fibonacci morphism. It is a recurrent infinite word [1] . Define F m = σ m (a) for m ≥ 0, by convention, F −1 = b and F −2 = ε. The m-th Fibonacci number f m is equal to |F m |. As a classical example of sequences over the binary alphabet, the Fibonacci word F has many remarkable properties. We refer to Lothaire [16, 17] , Allouche-Shallit [1] and Berstel [2] .
Let R a and R b be two words over alphabet A. The Fibonacci word over alphabet {R a , R b } is denoted by F(R a , R b ). In this paper, we always assume that there exists an integer m ≥ 0 such that |R a | = f m and |R b | = f m−1 . In particular, when A = {a, b}, R a = a and R b = b, we have F(a, b) = F. We also regard F(R a , R b ) still a sequence over alphabet A if no confusion happens. In this case we use F(R a , R b )[i] as the i-th letter in the sequence. For instance, let A = {A, B, C, D, E}, R a = ABC and
And F(R a , R b ) [5] = E.
By Zeckendorf numeration system [22] , every positive integer n can be written uniquely as n = j≥0 a j f j with a j ∈ {0, 1} and a j+1 × a j = 0 for j ≥ 0. If a k = 1 and a j = 0 for all j > k, we call Fib(n) = a k a k−1 . . . a 1 a 0 the canonical Fibonacci representation of n. Let a m a m−1 · · · a 1 a 0 be a word over alphabet {0, 1}, by [5] , the word can be written as a number [a m a m−1 · · · a 1 a 0 ] F = m j≥0 a j f j , even if a m = 0 or a j+1 × a j = 0 for some j ≥ 0.
Let u = x 1 x 2 · · · x N be a finite word over alphabet Z (the set of integers). We denote Σu = x 1 +x 2 + · · · + x N . If an infinite word ρ satisfies that ρ The fractional power is a topic dealing with repetitions in words. We say a (finite or infinite) word ω contains a r-power (real r > 1) if ω has a factor of the form x ⌊r⌋ x ′ where x ′ is a prefix of x and |x ⌊r⌋ x ′ | ≥ r|x| see [1] . In this case, we call x ⌊r⌋ x ′ a r-power with size |x|. For instance, taking x = ab, then F [4, 8] = ababa is a 5 2 -power of size |ab| = 2 in F. Obviously the notion r-power is a generalization of square (2-power) and cube (3-power) .
The study of power of a word has a long history. There are many significant contributions, for example [4, 6, 8, 9, 10, 15, 18, 19, 20, 21] . In particular, Iliopoulos-Moore-Smyth [15] computed the positions of all squares in F. Fraenkel-Simpson [8, 9] obtained the number of squares in F m = σ m (a). Du-Mousavi-Schaeffer-Shallit [6] obtained the numbers of repeated squares and cubes in F[1, n] for all n ≥ 1. All their numerations start from the first letter of the sequence.
In this paper, we count the number of distinct r-powers in F[i; n] for all i, n ≥ 1 and r ≥ 2, denoted by D(r, i, n). Our numeration can start from any letter of the sequence, comparing starting from the first letter, there are some difficulties. To overcome these difficulties, we develop some new techniques by using the structure of return word sequences introduced in [12, 13, 14] . To get the general numeration of distinct r-powers, using again the structure of return word sequences, we establish a simple correspondent relation between the positions of squares and r-powers.
Our method is based on factor spectrum, return word sequences and kernel words, established in Huang-Wen [12, 13, 14] . This method can be used to study some other topics in combinatorics on words. For instance, using similar method, we can count the number of palindromes in ρ[i; n]. Here ρ is a substitution sequence and i, n ≥ 1.
We give our main idea and some simple examples in Section 2. Then we list main results in Section 3. Sections 4, 5 and 7 will be devoted to the details of the proofs. We give some properties of function D(2, i, n) in Section 6.
Main idea and some simple examples
We first recall factor spectrum introduced in Huang-Wen [12, 13] . Let ρ be an infinite word and Ω be the set of all factors in ρ. A factor ω ∈ Ω may occur many times (even infinity many times) at different positions in ρ. We note (ω, j) the factor ω which occurs at the position j. As we have mentioned before, any factor of the Fibonacci word will appear infinity many times. Let P be a property. Our aim is to find out all factors which are located at different positions in ρ satisfying the property. Definition 2.1 (Factor Spectrum). Let P be a property, the factor spectrum with respect to P is defined by S P = {(ω, j) | ρ[j; |w|] = ω and (ω, j) satisfies the property P}.
Notice that S P is a subset of Ω × Z + . And it maybe a finite or infinite set according to different property P.
We notice that factor spectrum with respect to P can be regarded a function of two variables, factor variable ω and position variable j. Factor spectrum plays an important role in the paper. By factor spectrum, we get not only all positions of some fixed squares, but also all positions starting a square. Let us start from a simple question.
Q1
. How many repeated factor aa in F[i; n] for i, n ≥ 1? Let us consider factor spectrum S P 1 = {(aa, j) | F[j; 2] = aa}. It shows all positions of factor aa in F. A powerful tool to determine S P 1 is the structure of the return word sequence which is introduced and studied in Huang-Wen [12, 13] , see Property 2.2 and Figure 1 below. The definition of return word is from Durand [3] . Let ω be a factor of F. The p-th return word of ω is R p (ω) := F[(ω) p , (ω) p+1 − 1] for p ≥ 1. The sequence {R p (ω)} p≥1 is called the return word sequence of the factor ω.
Property 2.2 (Theorem 2.11 in [12] ). For each factor ω ≺ F, the return word sequence {R p (ω)} p≥1 is itself still a Fibonacci word over the alphabet {R 1 (ω), R 2 (ω)}. b a a b a b a a b a a b a b a a b a b a a b a a b a b a a 
The return word sequence {R p (aa)} p≥1 is a Fibonacci word over the alphabet {A, B} := {R 1 (aa), R 2 (aa)} = {aabab, aab} with prefix R 0 = ab.
Obviously, the return word sequence gives a decomposition of F. By Property 2.2, we have 8, 11, 16, 21, 24 , . . .}. Define a sequence P aa = {P aa [j]} j≥1 as below, called the position sequence of factor aa.
Then P aa = 001000010 . . ., see the second line in Figure 2 . Moreover the number of repeated aa in
Now we consider that how many distinct squares in F[i; n] for i, n ≥ 1? A direct method is that: we find out all squares in F denoted by set S, and count ω≺S min{1, ΣP ω [i; n − |ω| + 1]}. But unfortunately, the set S is infinity. The counting will be complicated and difficult to find an explicit expression. Remark 2. A known result is that all squares in F are of length 2f m for m ≥ 0, see [21] for instance. We consider factor spectrum S P 2 = {(ω, j) | F[j; 2f m ] = ωω}, i.e., the set of all squares of length 2f m with their positions in F. By Wen-Wen [21] , the number of distinct squares of length 2f m in F is exact f m for m ≥ 0. We will use a tool called kernel word introduced and studied in [12, 13, 14] (we call them singular word in [21] ). By this way, we can divided all squares of length 2f m into two types (for details see Subsection 4.1), and then get the counting expressions in Section 5.
The m-th kernel word K m is defined by
Let Ker(ω) be the maximal kernel word occurring in the factor ω, called the kernel of ω. By Theorem 1.9 in [12] , Ker(ω) occurs in ω uniquely and only once. In Subsection 4.1, we prove that 
Property 2.4 (Theorem 2.8 in [12] ). Let ω ≺ F be a factor. For all p ≥ 1, the difference
is independent of p.
Take m = 2 for instance. There are three different squares of length 2f 2 = 6 in F: abaaba = (aba) 2 , baabaa = (baa) 2 and aabaab = (aab) 2 . We define code(aba) = 1, code(baa) = 2 and code(aab) = 3. Define the position sequence D = {D[j]} j≥1 as below.
Obviously, it shows the positions of all squares of length 6, see the 4-th line in Q4. The number of positions starting a square. Harju-Kärki-Nowotka [11] considered the number of positions that do not start a square in a binary word. As an application of factor spectrum, we prove that all positions in the Fibonacci word start a square of length 2f m for some 0 ≤ m ≤ 3, see Property 5.4. Moreover, all positions in the Fibonacci word start infinite distinct squares, see Property 5.5.
Main results
In this paper, we count the number of distinct r-powers in F[i; n] for all i, n ≥ 1 and r ≥ 2, denoted by D(r, i, n). We give precise results for r ∈ {2, 2 + ǫ, 3} in this paper, where ǫ is a small positive number. In this section, we show the results and some examples for r = 2. The results for r ∈ {2+ǫ, 3} are given in Section 7.
We obtain thus the result of Fraenkel-Simpson [8] .
otherwise.
(1)
Here
The definitions of Ranges I to V see Figure 4 (A). The expressions of R a and R b see Figure 4 (B).
(A) Divide 2f h ≤ n < 2f h+1 into five ranges.
(B) The expressions of Ra and R b in Theorem 3.2.
];
]. Since i = 333 and h = 4,
Remark. A famous conjecture of Fraenkel-Simpson [7] states that a word of length n contains fewer than n distinct squares. By Figure 4 (B), For fixed n ≥ 2 and 2f h ≤ n < 2f h+1 , the maximal element in R a and R b is f h for n ∈ Range I, and n − 2f h−1 otherwise. So
Thus D(2, i, n) < n for all i, n ≥ 1, and the conjecture holds for the Fibonacci word. Property 3.3. Any word of length n in F contains fewer than n distinct square factors.
In Section 6, we give some properties of function D(2, i, n), such as: (1) for n large enough,
and (2) for fixed n and any M such that max
The position sequences of squares
In Section 2 (Q2), we claim that we can divided all squares of length 2f m into two types by their kernels. We give the details in subsection below.
Two cases of squares
By Theorem 1.9 in [12] and Property 2.2,
Moreover, the return word sequence {R p (K m )} p≥1 is still a Fibonacci word over
On the other hand, by Definition 2.9 and Corollary 2.10 in [12] , any factor ω with kernel K m can be expressed uniquely as
By the ranges of i and j, |ω|
Two cases have to be considered. 
The second and third equalities hold by Lemma 2.2 in [12] , i.e.,
. By the cylinder structure of palindromes [14] , both K m+2 and K m+3 are not the factors of ωω. Thus K m+1 is the maximal kernel word in ωω, i.e. Ker(ωω) = K m+1 for m ≥ 0.
. By an analogous argument Ker(ωω) = K m+2 .
Thus we get the expressions of all squares in the Fibonacci word. 
Each set contains several consecutive positive integers.
Thus for m, p ≥ 1
By Property 2.3,
For instance, (
Thus the first few values of K 1 m,p and K 2 m,p are:
The position sequences of squares
Now we consider all squares of length 2f m . For m ≥ 2, there are two types of distinct squares of length 2f m , whose positions are in sets K 1 m−1,p and K 2 m+1,p , respectively.
We 
We call it the position sequences of squares of length 2f m with kernel K m+1 for m ≥ 0. By Equation (3) 
Notice that bothR 
We call D 2,m the position sequences of squares of length 2f m for m ≥ 0.
When m ≥ 2, if there exist an integer p such that i ∈ K 1 m−1,p (resp. i ∈ K 2 m+1,p ), F[i; 2f m ] is a square with kernel K m−1 (resp. K m+1 ). Since the kernel of a factor is unique [12] When n < 2f h+1 , there is no square of length 2f m (m ≥ h + 1) in F[i; n]. Thus we only need to consider sequences D 2,m for 0 ≤ m ≤ h when 2f h ≤ n < 2f h+1 .
Three useful lemmas
Let R a and R b be two words of lengths f m and f m−1 for m ≥ 0. We give three useful lemmas about the sequence F(R a , R b ) in this subsection. Then the sequence We check this conclusion in Figure 5 .
Here ω · ν is the concatenation of two words ω and ν. In this decomposition, F 2 and F 1 are used as building blocks of F. Since bb ≺ F, each occurrence of letter a in F is followed by word ba or a. Thus each block F 2 in Equation (7) is followed by the blocks F 1 · F 2 = ababa or F 2 = aba. This means, each block F 2 = aba is followed by word aba. Notice that, the last word aba may not be a block. Similarly, F(R a , R b ) has a decomposition with blocks R a R b R a and R a R b that
And each block R a R b R a in Equation (8) is followed by word R a R b R a (may not be a block). On the other hand, since
This means, for fixed 1 ≤ i ≤ f m+2 , the factor of length f m+2 starting in the i-th letter in any block
Similarly, each block R a R b is followed by the word R a R b R a too. And for 1 ≤ i ≤ f m+1 , the factor of length f m+2 starting in the i-th letter in any block R a R b are (R a R b R a R b R a )[i; f m+2 ]. Thus the conclusion holds for h = m + 2.
(2) Since F(R a , R b ) is also a Fibonacci word over {R a R b , R a } and |R a R b | = f m+1 , the conclusion holds for h = m + 3 by (1) above. And the conclusion holds for all h ≥ m + 3 by induction.
(
. By (1), the conclusion holds.
is followed by the word R a . On the other hand, |R a | = f m . This means, for 1 ≤ i ≤ f m+1 (resp. 1 ≤ i ≤ f m ), the factor of length f m starting in the i-th letter in any block
. Thus the conclusion holds for h = m.
(5) When h = 1, . . . , m − 1, by (4) and an analogous argument in (2), the conclusion holds too.
On the other hand, n − 2f m + 1 < n < 2f h+1 < f h+3 . Thus by Lemma 5.2 the conclusion holds.
Distinct squares in F[i; n]
Since the return word sequence of letter b in F is F(baa, ba), two successional occurrences of letter b have two cases: baab and bab. On the other hand, D 2,m is a Fibonacci word over 
for some integer j such that 0 
Thus when
Now we turn to simplify
. First we divide 2f h ≤ n < 2f h+1 into five ranges, see Figure 4 (A).
and fixed n, where |R a | = f h+3 and |R b | = f h+2 . We must determine the expressions ofR a andR b for each m ∈ {h, h − 1, h − 2}.
Since the proof is tediously long, we only list the expressions of R a and R b in Figure 6 .
Thus in all cases above,
is also a Fibonacci word for fixed n. We give the expressions of R a and R b in Figure 4 (B). When n ∈ I ∪ II ∪ III, |R a | = f h+1 and
Conclusion 3. By Conclusion 2 and Lemma 5.1,
By an analogous argument, we simplify Equation (9) for 2 ≤ n ≤ 5. Thus we get Theorem 3.2.
Distinct squares in F[1, n]
By analyzing the first number for each n in Figure 4 (B), we have
] and
First we divide Range III into Range III(1) (2f h + f h−2 − 1 ≤ n < f h+2 − 1) and Range III (2) 
Figure 6: The expressions of R a and R b in Conclusion 1 for r = 2.
Thus when 2f
. Now we obtain Theorem 3.1.
All positions starting a square
Harju-Kärki-Nowotka [11] considered the number N (ω) of positions that do not start a square in a binary word ω. Letting N (n) be the maximum of N (ω) for length |ω| = n, they showed that lim
. As an application of factor spectrum, we have In this section, we consider some properties of D(2, i, n) for fixed n and different i, such as: maximum and minimum values, asymptotic properties and property of intermediate values.
Maximum and minimum values
By Theorem 3.2 and Figure 4 In Section 3 we show that
We divide Range I into Range I(1) (2f h ≤ n < 7 2 f h−1 ) and Range I(2) (
. Similarly, by Figure 4 (B) we have
Thus we get an approximate solution of D(2, i, n): n − f h+1 . In fact, for n ≥ 2, let h ≥ 0 such that 2f h ≤ n < 2f h+1 , then n − f h+1 − D(2, i, n) ≤ f h−1 for all i ≥ 1.
Asymptotic properties
We consider six asymptotic values:
By Equation (10), When n ∈ Range I, M ax = lim n→∞
By Equation (11) and an analogous argument, 
Property of intermediate values
By Figure 4 (B) and Theorem 3.2, D(2, i + 1, n) − D(2, i, n) ≤ 1. Thus for fixed n and any M such that max
The number of r-powers in F[i; n]
First of all, we prove some facts, which are fit for all sequence including F. Fact 1. If both P and P + 1 are the positions of some squares of size n, then P is the position of some (2 + 1 n )-powers of size n. In fact, since P is the position of some squares of size n, F[P, P + 2n − 1] has expression x 1 x 2 · · · x n x 1 x 2 · · · x n for x i ∈ {a, b}. Since P + 1 is the position of some squares of size n too, F[P + 2n] = x 1 . This means F[P, P + 2n] = x 1 x 2 · · · x n x 1 x 2 · · · x n x 1 . Thus P is the position of the (2 + Here x = ⌈rf m ⌉ − 2f m + 1 and y = ⌈rf m ⌉ − f m+2 + 1.
Remark. Given a sequence ρ, it is an interesting and challenging task to determine its critical exponent e, such that ρ contains r-powers for all r < e, but has no r-powers for all r > e [1] . The critical exponent of F is lim m→∞ 3 + ].
7.1 Distinct r-powers for r = 2 + ǫ For n ≥ 9, let h ≥ 2 such that 2f h ≤ n < 2f h+1 . Then D(2 + ǫ, 1, n) = min{n − f h−1 − 6, f h+1 + f h−1 − 6}.
By Equation (13) The proof could be obtained by an analogous argument in Property 5.4. Let us consider factor spectrum S P 4 = {(ω, j) | F[j; 2|ω| + 1] = ωω · ω [1] }. This property means that for all j ≥ 1 there exists a factor ω such that (ω, j) ∈ S P 4 .
Distinct r-powers for r = 3
For n ≥ 14, let h ≥ 3 such that 2f h − 1 ≤ n < 2f h+1 − 1. Then D(3, 1, n) = max{n − f h+1 − f h−1 − h + 1, f h−1 − h}.
By Equation (14) ] = f m−3 −1. We give this relation in Figure 9 for m = 7.
Remark. Since lim m→∞ C(m) fm = 1, almost all positions in F start some cubes. Let us consider factor spectrum S P 5 = {(ω, j) | F[j; 3|ω|] = ωωω}. The asymptotic solution is equivalent to that for almost all j ≥ 1 there exists a factor ω such that (ω, j) ∈ S P 5 .
