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Abstract.
We introduce an approach for predicting the behaviour of a ma-
chine during a production cycle. Typical data analysis methods as-
sume that continuous behaviour is (fully) observed. This assump-
tion is unrealistic as monitored machines are often interrupted and
restarted at irregular points in time. We study the resulting problem,
propose a solution and report on a use-case in wire drawing.
1 PROBLEM SETTING
Condition monitoring allows a company to analyze the behaviour of
their machinery and predict time-to-maintenance or time-to-failure.
The latter is useful as unexpected down-time caused by failures not
only decreases production capacity but also increases maintenance
cost. In current practice, the operator often tries to avoid failures by
preventively shutting down the machine or changing the production
settings when an alarming trend in the behaviour is observed.
The process of machine monitoring typically results in a number
of observed variables like continuous sensor readings, configuration
settings and environmental factors. Based on these, we want to pre-
dict future values of one or more target variables (e.g. temperature,
vibration) because it allows to choose more optimal actions. If the
target variable is completely observed from its minimal to its maxi-
mal value for a variety of settings, we can apply a regression model
(e.g. SVM) to model the behaviour (see for example Fig. 1.d). Unfor-
tunately, this behaviour is not always fully observed because the ma-
chines are interrupted by external interventions (e.g. batches, shifts,
change of raw material).
In the given environment, the challenge is to correctly combine
those fragments that are generated by the same set of relevant, possi-
bly unobserved, variables. Once the generative model which explains
the complete behaviour is reconstructed, it can be used to (1) pre-
dict future behaviour for a given configuration of settings, (2) detect
anomalies which require further investigation, and (3) perform a data
quality analysis to know whether the machine behaviour can be fully
explained by the given set of observations.
This type of data is not only typical when monitoring machines,
but also occurs in other fields like, for example, health monitoring.
Performing exercises has an impact on the heart rate of a patient but
this trend is frequently interrupted by a change of exercise or a pause
and can be influenced by environmental factors like wind.
1.1 Wire Drawing
The use case we present handles on wire drawing and is in collab-
oration with a wire processing company. Their aim is to maximize
production capacity based on temperature condition monitoring. The
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machines of interest transform a given steel wire to a product that
meets with the customers specifications. A production cycle consists
of (1) mounting a spool of wire at the input, (2) process the entire
spool and (3) remove the finished product. This process is repeated
multiple times a day but can be interrupted due to failures, e.g. a
wire rupture, which causes a short pause in step 2. When active, en-
ergy dissipation causes the machines to heat while a pause, due to a
failure or mounting a new spool, causes it to cool down.
Experience has shown that certain components in the machines,
especially the bearings, tend to degrade faster when high tempera-
tures are measured during operation. Because this early failing of
components results in higher costs, the operators prevent high tem-
peratures by shutting down a machine once a threshold is reached
and only restart production after it is sufficiently cooled down. This
strategy, however, is suboptimal to maximize production capacity as
a different machine setting might avoid the machine to overheat with-
out the need to interrupt the production cycle. Hence the data analysis
task in this use-case is twofold. The first task is to build a model that
estimates the temperature evolution based on a machine’s settings
and sensor readings. Secondly, this model is used to plan for the op-
timal combination of orders and settings. In this paper, we focus on
the former task.
Figure 1. Reconstructing the heating behaviour. (a) Measured temperature,
(b) heating fragments, (c) heating profiles and (d) predictive model.
1.2 The Dataset
The dataset contains machine settings and sensor measurements of a
collection of machines for a period of about two years. The logged
settings include, for example, rotations per minutes and size of the
spool. The measurements include the temperature at the input and
output of the machine (both need to remain under a given threshold).
Additionally, the status of the machine is registered (e.g. running or
not, wire rupture, spool finished).
The machines are stopped frequently, after each production cycle
or when a failure occurs. Because the down-time is unpredictable
and irregular, the machine often restarts at different temperatures
and conditions and, as such, the dataset does not contain full heat-
ing curves. It thus contains a latent variable that corresponds to the
time it would take for the machine to reach the current temperature
under the current settings. Before a typical forecasting or regression
algorithm can be used, the latent variable needs to be quantified.
2 TRAINING THE MODEL
2.1 Data Pre-Processing
The available temperature data is a continuous stream of measure-
ments as shown in Fig. 1.a. The relevant unit to model the heating
behaviour, however, are the fragments generated while the machine
is active. These fragments, as shown in 1.b, are extracted from the
dataset by analyzing the status of the machine and are saved together
with the machine settings. We retain all heating fragments with more
than five measurements, irrespective of the reason why the machine
is stopped. A similar set of fragments can be extracted while the ma-
chine is paused and cools down. Without loss of generality, we only
discuss the approach for heating fragments.
2.2 Data Alignment
The essential step is to combine multiple heating fragments to re-
construct the complete heating behaviour. Since there is no guaran-
tee that we observe all variables that influence the behaviour or that
all variables are relevant, we cannot naively combine fragments ob-
tained with identical settings. Therefore, we use a hierarchical clus-
tering approach to cluster the fragments based on similarity with Dy-
namic Time Warping (DTW) [1] as distance function. The different
clusters are expected to correspond to different machine settings.
We use DTW to find sufficiently overlapping fragments that be-
have similar while tolerating for subtle delays in heating. It calcu-
lates the distance between two heating fragments not only based on
the difference in temperature but also on a possible shift at one or
more points in time. It serves as an estimation of the latent variable.
The hierarchical clustering results in a set of clusters based on the
maximal distance between a fragment and a cluster’s prototype. We
call the combination of all heating fragments in one cluster a heating
profile. Five of these profiles are depicted in Fig. 1.c.
2.3 Regression Model
The obtained heating profiles can be used to learn a regression model
to predict changes in temperature. For this purpose, we use Least
Squares Support Vector Machines (LS-SVMs) [2]. Support Vec-
tor Machines (SVMs) are a well known classification and regres-
sion method which perform their task in a high-dimensional kernel-
induced feature space. LS-SVMs differ from SVMs for the presence
of a quadratic loss function in the primal problem and equality in-
stead of inequality constraints.
Since LS-SVMs use a quadratic loss function, outliers can have a
large influence on the estimated model. To improve the robustness, a
weighted LS-SVM technique is used. The weighted LS-SVM are es-
pecially useful in this setting as we do not have much measurements
at higher temperatures and as such our profile might contain outliers
at this region. Additionally, LS-SVM also returns confidence bounds
on the prediction. We show the model for one of the obtained heating
profiles in figure 1.d.
3 APPLYING THE LEARNED MODEL
The result of training is a two-layer model: (1) a set of heating pro-
files and (2) a predictive model for each profile. To know when to
apply which model we need to know when they are applicable. To
achieve this we try to explain the different profiles by looking at the
machine configuration (and possibly the environment). This was re-
alized using decision trees with the profile as the target variable. As
a result, the complete model we obtain is a tree with, close to the top,
the machine settings which influence the machine behaviour and at
each leaf a regression model trained on all the fragments in the leaf.
Analysis of the obtained decision tree trained for each machine
individually revealed that speed is the most important machine set-
ting. Therefore, we can approximate our model by first splitting the
available data on the different set speeds (about five fixed values) and
learn different regression models for each of these speeds. In this way
we actually have a one-layer decision tree where we ignore variables
other than speed and temperature. For this model, we also assume we
deal with a Markov process where, given the initial temperature and
set speed, we do not need any information of the past of the machine.
Additionally, the decision tree can be used for two other tasks.
Firstly, to infer whether enough machine settings and environment
characteristics were monitored to explain different profiles. If two
profiles end up in the same leaf of a tree, an extra variable needs to
be monitored to be able to distinguish between them. Secondly, to
observe a variation over time. If the machine is not working as ex-
pected or an alteration was performed, the learned model will report
a divergence from expected behaviour. This is useful for anomaly
detection.
4 EXPERIMENTS
We briefly present some of the experimental results obtained with
the methods explained in this paper. (1) The predictive models ob-
tained after splitting the data on different set speeds allows to esti-
mate the future temperature of our test-machine with an R2 coeffi-
cient of 0.93. (2) Hierarchical clustering of all fragments, obtained
from all machines, results in 16 relevant heating profiles. They could
be explained by the machine settings with an accuracy of 75 %. As
the different heating profiles cannot be completely explained by the
machine settings, the dataset seems to miss some relevant settings
or context. (3) After we added time-information as an extra variable,
our model showed there is a clear shift in behavior of one machine
at one specific moment in time. The company itself was surprised
by this information and now investigates which missing information
could be the cause for this shift such that it also can be logged and
added to the dataset.
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