Background {#Sec1}
==========

As one of the major types of analyses for gene expression studies, supervised learning or classification has received high attention. Studies vary from the application of supervised methods to real-life problems like in \[[@CR1]--[@CR3]\], methods comparisons \[[@CR4], [@CR5]\] and methods development \[[@CR6], [@CR7]\]. Methods to build predictive models are widely available in the literature and it had been shown that the performance of a classification method varies, depending on the dataset to which the method is applied \[[@CR8]\]. The characteristics of a dataset that naturally could be handled by a classification function might be one of the underlying reasons accounting for this variability. A classical method like linear discriminant analysis works under an assumption of the equality of covariance matrices between classes; while penalized logistic regression could handle a dataset with strongly correlated variables. Other specific study factors had also been shown to determine the predictive ability of a classification model, such as model building technique, array platform, clinical problem and sample size \[[@CR9], [@CR10]\]. Most of these characteristics are related to the technology or procedure and not to the specific data at hand. The characteristics of a gene expression dataset together with the nature of a classification function may play a key role in yielding a good class prediction model for gene expression data.

Evaluation studies on the aforementioned factors were based on classification models within the field of cancer. The effect of these factors might differ on datasets from non-cancerous diseases. This is because most cancerous diseases are often tissue specific unlike non-cancerous diseases that might involve the entire system and hence have different complexities. As one of gene expression data characteristics that has been proven by \[[@CR11]\] to have an effect on the performance of probabilistic classifiers when calibration and refinement scores were used as model evaluation measurements, correlation structures have been shown to differ significantly between datasets from both cancerous and non-cancerous diseases \[[@CR12]\]. These findings had led to the question, what factors do affect the performance of class prediction models on datasets from non-cancerous diseases. As such, a literature review study to quantify the association between study factors and the performance of classification methods outside the field of cancer was initiated \[[@CR13]\]. The study, however, was limited to the characteristics of the microarray experiment, without investigating the effect of gene expression data characteristics such as the correlation between genes.

In this study, we outline potential study and data specific factors and assess their contribution to the accuracy of classification functions using real life gene expression data. The factors were chosen from both the experimental settings of the studies (i.e., disease, medical questions, tissue/cell types and sample size) and the characteristics of the gene expression data (i.e., the number of differentially expressed genes, the fold changes and the within-class correlations).

Results {#Sec2}
=======

On average, most classification methods performed better on hereditary disease. Meanwhile, the highest variability of the classification performance was observed on infectious disease (Additional file [4](#MOESM4){ref-type="media"}: Figure S1). Of the 25 experiments selected, 19 experiments addressed a diagnostic study. Diagnostic studies tend to be easily classified and hence yield higher accuracies than other (prognostic or response to a treatment) studies, as experienced by \[[@CR14]\]. Despite this, the factor medical question is not significantly associated to accuracy (Additional file [5](#MOESM5){ref-type="media"}: Figure S2). A similar insignificant effect is also shown by cell type used in the experiment (Additional file [6](#MOESM6){ref-type="media"}: Figure S3). A more formal individual evaluation of the effect of each study factor to the predictive ability of a classification method was assessed by a random effects regression model as described in the Method section. The results of the individual evaluations are summarized in Table [1](#Tab1){ref-type="table"} and the individual explained-variation is depicted on Fig. [1](#Fig1){ref-type="fig"}.Table 1Individual random effect meta-regressionStudy FactorCoef\*AICP valueIndividual explained-variationCell type0.24 ^+^137.90.444.87%Medical question−0.32 ^++^137.80.382.55%Sample size−0.01135.90.1012.06%The number of differentially expressed genes0.21116.0\<0.00172.16%Fold change1.42118.1\<0.00157.31%Within class correlation1.74137.50.315.80%\* Coefficient of the corresponding study factor in the random effects logistic regression^+^ Coefficient for the *non-blood* category in the Cell Type study factor^++^ Coefficient for the *non-diagnostic* category in the Medical Question study factor Fig. 1The individual explained-variation of study factors. Abbreviations: the number of differentially expressed genes on the log scale (pDEG), the fold change (fc), the sample size (n), the average within-class correlation coefficient (withincor), the cell type (celltype), and the medical question (medques)

The *fc* and *pDEG* study factor were positively associated to accuracy in their respective univariate random effects models. This intuitive finding confirms that a classification model could possibly achieve a good performance as the genes' fold change or the number of differentially expressed genes increases (Additional file [7](#MOESM7){ref-type="media"}: Figure S4 and Additional file [8](#MOESM8){ref-type="media"}: S5). We transformed the *pDEG* to the log~2~-scale to deal with the high variability of the number of differentially expressed genes among studies, which ranged from 0 to 14,488.

Further, *pDEG* and *fc* had a relatively high individually explained-variation, i.e., 72% and 57%, respectively. Given its highest individual effect on the performance of classification model, we then used *pDEG* as the first factor entering the multiple regression model that was constructed by the forward selection approach. We stopped the modeling process when there was no additional study factor that improved the multiple regression model, conditional on the previously selected study factors in the model. The forward selection procedure yielded *pDEG*, *fc* and the within class average correlation (*withincor)* as the factors that simultaneously associated to the classification models accuracy. We referred this model as the final model of the multiple random effects logistic regression. The three study factors in the final model explained 91.5% of the random between study variation relative to the null model. As in the univariable case, *pDEG* and *fc* have positive effects on the accuracy of classification methods. Interestingly, *withincor* turned out to be one of the study factors that significantly improved the multiple regression model, although it was not significant univariately.Table 2Characteristic of the gene expression experimentsDiseaseID^+^Medical questionDisease classCell/Tissue typeAffymetrix platformCitation \*NpNdegfcccUC1E-GEOD-14580Response to treatment (non-/responder)InflammationColonic mucosal biopsiesHG U133 Plus 2.0yes24 (16,8)46506231.5510.162UC2E-GEOD-21231Response to treatment (non-/responder)InflammationBloodHG 1.0 STyes40 (20,20)338800.2070.112UC3E-GEOD-36807Diagnostic (UC/CD)InflammationIntestinal biopsyHG U133 Plus 2.0no28 (15,13)6541212.2220.305UC4E-GEOD-23597Response to treatment (non-/responder)InflammationColonic biopsyHG U133 Plus 2.0yes14 (7,7)479301.1190.298UC5E-MTAB-331Diagnostic (UC/CD)InflammationCD8+ T cellHG 1.0 ST and HG 1.1 STyes59 (30,29)14023120.7140.164UC6E-GEOD-9452Diagnostic (with/without inflammation)InflammationColonHG U133 Plus 2.0yes17 (8,9)370224013.6970.165UC7E-GEOD-6731Diagnostic (UC/CD)InflammationColonHG U95AV2yes30 (11,19)105500.4850.228AST1E-GEOD-27011Diagnostic (mild/severe)InflammationBloodHG 1.0 STno36 (19,17)1293390.3020.113AST2E-GEOD-51392Diagnostic (asthma/rhinitis)InflammationBronchial epithelial cellsHG U133 Plus 2.0no11 (6,5)396901.8050.171AST3E-GEOD-31773Diagnostic (non/severe)InflammationCD4 T cellsHG U133 Plus 2.0no12 (4,8)183211448816.9640.317DYSE-GEOD-19419Diagnosis (carrier/symp)InfectionBloodHG 1.0 STyes45 (22,23)281100.1820.153HIV1E-GEOD-35864Diagnostic (HIV/HIV with complication)InfectionBasal gangliaHG U133 Plus 2.0no18(6,12)873701.140.346HIV2E-GEOD-14278Prognostic (resistant/susceptible)InfectionPeripheral bloodHG U133 Plus 2.0no18 (9,9)1128640.580.12HIV3E-GEOD-6740Diagnostic (chronic/non chronic)InfectionCD4 T cellHG U133Ayes15 (10,5)86550.740.168PSOE-GEOD-18948Response to treatment (non-/responder)ImmuneBloodHG U95yes16 (7,9)1987341.1310.369KDE-GEOD-16797Response to treatment (IVIG responsive /non)ImmuneBloodHG U133 Plus 2.0yes12 (6,6)1104351.6880.224Dia1E-GEOD-18732Diagnostic (type 2 diabetes/intolerant)ImmuneSkeletal muscleHG U133 Plus 2.0no71 (45,26)2038100.2790.16Dia2E-CBIL-30Diagnostic (diabetes type 2/abnormal glucose)ImmuneSkeletal muscleHG U133Ayes26 (18,8)174900.2690.435ALZ1E-GEOD-1297Diagnostic (severe/not severe)DegenerativeHippocampusHG U133Ayes22 (7;15)2295130.6930.287ALZ2E-MEXP-2280Diagnostic (Alz/Pick\'s disease)DegenerativeMedial temporal lobeHG U133 Plus 2.0yes19 (7,12)689915921.0860.231PARKIE-GEOD-6613Diagnostic (Parkinson/non-Parkinson)DegenerativeBloodHG U133Ayes83 (50,33)63800.1920.361HFE-GEOD-26887Diagnostic (with/-out Diabetes)DegenerativeLeft ventricle cardiac biopsiesHG 1.0 STyes19 (7,12)206800.3740.131GAUE-GEOD-21899Diagnostic (type 1/ 3)HereditarySkinHG U133A 2.0no10 (5,5)201741.8070.143CSE-MEXP-2236Diagnostic (Apert/Muenke)HereditarySkinHG U133 Plus 2.0yes20 (10;10)5422210.590.255CFE-GEOD-10406Diagnostic (Chronic rhinosinusitis/+Cystic fibrosis)HereditarySinus mucosaHG U133 Plus 2.0no15 (9,6)760400.7860.206+ : The ArrayExpress accessing ID\* : Paper availabilityNdeg : The number of differentially expressed probesetsfc : The average fold change from all probesetscc : The average within class correlation values from all probesets

Despite a relatively small number of studies, the random effects logistic regression model was stable, as shown by the high agreement of the random effects logistic regression models in the Jackknife resampling analyses. The Jackknife analysis was done by leaving out one study at a time and rebuilding the random effects regression model in the remaining studies. In the univariable evaluation of Jacknife resampling, the *fc* and *pDEG* study factors were always found to be significant in the random effects models. The *sample size*, however, came as one of significant study factors five times, i.e., when *uc4*, *uc5*, *hiv3*, *kd* and *hf* studies were left out from the random effect models (Additional file [2](#MOESM2){ref-type="media"}: Table S1). In the multivariable evaluation, the significant study factors in the final model were selected 19 times out of 25 Jackknife samples yielding a robustness of 76%. The *pDEG*, *withincor,* and *fc* were in the model for 25 times (100 %), 24 times (96 %) and 19 times (76 %), respectively (Additional file [3](#MOESM3){ref-type="media"}: Table S2).

Discussion {#Sec3}
==========

We enumerated possible characteristics of gene expression data and investigated their impact on the predictive accuracy of nine chosen classification methods using twenty-five downloaded gene expression datasets. While a substantial amount of information is known about the characteristics of classification methods, little has been done to determine which characteristics of gene expression data affect the performance of a classifier. Classification methods have been shown to have varying performances in gene expression datasets. The classification methods, on average, performed differently across the different disease types (Additional file [4](#MOESM4){ref-type="media"}: Figure S1), but the random effects logistic regression model failed to show a significant relationship between disease type and the accuracy of classification models. This might be as a result of the limited number of samples available to evaluate such a factor with five categories.

In general, we might have an issue of statistical power and model over-fitting when considering this variable. A solution could be to increase the number of studies by adding cancer studies to increase the statistical power and possibly lead to a comparison in different behavior of the study factors between cancerous and non-cancerous diseases. However, supervised learning on gene expression studies in the field of cancer have been studied extensively by \[[@CR9], [@CR10], [@CR15]\]. As such, we chose to focus on microarray gene expression experiments outside the field of cancer. We assessed the stability of the results from both univariable and multivariable random effects logistic regression via Jackknife resampling. We excluded one dataset for each sampling and repeated the random effects modeling process. We then recorded P values of each study factor in univariable models and the study factors that were included in the model in multivariable evaluation. Large number of datasets needs to be included in order to yield more generalizable results and also to avoid underpowered findings, particularly in an evaluation or comparison study \[[@CR16]\]. Nevertheless, the evaluation of our results by Jackknife resampling shows high stability of our results and high agreement as compared to the findings by using full datasets

A similar study that was based on a quantitative review was conducted to evaluate study factors that were associated with the performance of classification models in the non-cancer field \[[@CR13]\]. That study had found that the cross-validation technique considerably affected the predictive ability of classification models, in line with the finding of MAQC II consortium study \[[@CR9]\]. In the current study, we then controlled for the effect of cross-validation technique to observe the effect of other study factors that could not be observed earlier in \[[@CR13]\]. The same predictive modeling technique, including cross-validation, feature selection and classification functions, was applied to the preprocessed gene expression datasets. The performance of the optimum classification models were measured by calculating the proportion of correctly classified samples and total sample size. Random effects logistic regression models showed that gene expression data characteristics such as fold changes, the number of differentially expressed genes and the correlation between genes, contribute to the performance of classification models.

We used classification accuracy as the outcome of analysis. Although it is well-known to be a rough measure for the performance of a classification model, accuracy is widely used in practice due to its straightforward interpretation. In highly imbalanced datasets, accuracy may yield overoptimistic results, because a classification model might easily send all samples to the majority class. The class imbalance should therefore be taken into account when interpreting prediction accuracy \[[@CR15]\]. A meaningful classification model necessarily should have higher accuracy than the proportion of the majority class. To deal with the problem of class imbalance when using accuracy, we corrected our random effects models for the class imbalance level.

We showed that the number of the differentially expressed genes, genes' fold changes and the average within-class pairwise correlations significantly affected the accuracy of classification models. The positive coefficient of the number of differentially expressed genes (*pDEG*) both in the simple and multiple random effects models shows that the classification models performed better if the number of differentially expressed genes present in a dataset is increased. Similarly, fold change (*fc*) was significant in both univariable and multivariable evaluations with positive effects. These intuitive findings were mentioned earlier by the MAQC II consortium study \[[@CR9]\], where the number of informative genes had relatively high degree of explained variability of the classification model performance in cancer studies.

The within-class correlation (*withincor*) has a positive effect on the accuracy of classification models together with *pDEG* and *fc* in the final random effect model. The positive effect of the *withincor* study factor to the classification model performance, is in contrast to knowledge from linear models that correlated variables bring no additional information to the model and therefore tend to reduce the predictive ability of the model. Our results show that the relationship between *withincor* and model accuracy is confounded by the *pDEG* and *fc.* To explain this finding, let's first consider the within class correlation between two genes, both with a certain fold change. The two classes are more separable when the pairwise within class correlation between two genes becomes stronger (Fig. [2](#Fig2){ref-type="fig"}: one gene up- and the other down regulated and positive within class correlation and S7: both genes up regulated and negative within class correlation). Meanwhile, we hardly observe an effect of the within class correlation in the other possible scenarios (Additional file [9](#MOESM9){ref-type="media"}: Figure S8: one gene up- and the other down regulated and negative within class correlation and S9: both genes up regulated and positive within class correlation). Thus, there are two possible effects of the within class correlation to the classification model's performance, i.e., either positive or no effect, which might be the reason for an overall significant positive coefficient of the *withincor* study factor.Fig. 2Visualization of the generated gene expression datasets with the scenario of fc1 = +,fc2 = −,cc1 = cc2 = +. Abbreviations: fc1(2): fold change of gene 1 (2); cc1(2): correlation coefficient of gene 1 (2)

The theoretical examples given above concern probesets with relatively high fold changes, reflecting the probesets that were involved in the classification models. In our classification approach, we ranked probesets based on the limma feature selection methods and used top-K probesets to feed the classifiers, as commonly done in practice, e.g., by \[[@CR2], [@CR3], [@CR17]--[@CR20]\] in non-cancer and \[[@CR14]\] in the cancerous diseases. By using this approach, we ensured that the probesets involved in the classification models had considerable fold changes. Thus, it supports the confounding effect of the *fc* study factor to the *withincor* in the multivariable random effect regression model.

The correlation structure in gene expression data had been proven to have a negative impact on the performance of probabilistic classifiers \[[@CR11]\]. This could possibly be due to the measure of evaluation and/or the fact that all genes were used and not a top number from a ranked list. In the non-probabilistic classifier, its effect has not been studied yet. The result of this study could be a preliminary proof of the effect of correlation between genes (or probesets) to the performance of general classification models (for both probabilistic and non-probabilistic classifiers). Given our results, a similar simulation study as \[[@CR11]\] by considering broad range of combination values of fold changes, the number of informative genes and correlation structure of a gene expression dataset, is worth initiating by applying both probabilistic and non-probabilistic functions.

Conclusions {#Sec4}
===========

We evaluated factors that possibly had an impact on the performance of classification models in gene expression experiments outside the field of cancer. The factors were categorized into two main groups: the study- and the data-related factors. Our study showed that the data-related factors 'number of differentially expressed genes', 'fold change', and 'within-class correlation' significantly affect the accuracy of classification functions.

Methods {#Sec5}
=======

Data extraction {#Sec6}
---------------

We downloaded microarray gene expression datasets from the ArrayExpress data repository. The criteria for selecting the datasets were that the experiments 1) had been conducted in humans; 2) outside the field of cancer; 3) had samples with class labels in at least two classes; 4) were published after 2005; and 5) provided raw cell files. To reduce the source of variability of classification model performances because of the array used in the experiments, we retained studies conducted with the only Affymetrix array. This additional exclusion criterion was also motivated by the widely used of Affymetrix array by studies that were recorded in the ArrayExpress repository. Out of 54169 recorded studies in the ArrayExpress, 21284 (39.2%), 4436 (8.2%) and 3896 (7.2 %) studies used Affymetrix, Illumina and Agilent array, respectively (last checked in November 18, 2014). We took only two disease classes or dichotomized the outcomes if there were more than two classes in a study. In total, we downloaded twenty five gene expression datasets \[[@CR2], [@CR17], [@CR21]--[@CR34]\] briefly described in the Supplementary Material (Additional file [1](#MOESM1){ref-type="media"}) and summarized in Table [2](#Tab2){ref-type="table"}. In addition to the extracted datasets, the following study characteristics were recorded: medical question addressed, disease type, tissue/cell type, microarray platform, paper availability, year of publication and sample size. The twenty five gene expression datasets came from microarray studies that were conducted in thirteen different diseases. We grouped the diseases based on etiology resulting in five major types namely; inflammatory (10), infectious (4), immune (4), degenerative (4), and hereditary (3) diseases. The disease grouping was aimed to evaluate the potential effect of the disease complexity to the performance of the classification methods.

Preprocessing {#Sec7}
-------------

The raw datasets were normalized using quantile normalization, background correction performed according to manufacturer's platform recommended correction and log base two transformed \[[@CR28]\]. Median polish was used as a summarization method to quantify expression values because of its ability to deal with outlying probes \[[@CR29]\]. For each dataset, we filtered out non-informative probesets using two filtering criteria. First, we retained probesets that had expression values greater than five in at least ten percent (10%) of the total samples. Secondly, we filtered the retained probesets whose standard deviations were greater than 0.5 (sd \> 0.5). We refer to the retained list as the actual expression data.

Classifier building {#Sec8}
-------------------

We built and evaluated in each dataset class prediction models with the set of nine classifiers described in the classification functions subsection. Since we are only equipped with a finite sample and the underlying distribution is unknown, the empirical counterpart to the generalization accuracy of a classification function *f* is estimated as$$\documentclass[12pt]{minimal}
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where *n* is the number of available samples and *L*(.,.) is a loss function with *L*(*u*, *v*) = 1 if *u* = *v, L*(*u*, *v*) = 0 otherwise \[[@CR35]\].
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where \| ⋅ \| is the cardinality of the considered set \[[@CR35]\].

As such, each dataset was split into two-thirds for the learning set and one-third for the testing set taking into account the number of samples per class (i.e., stratified sampling), using Monte Carlo cross-validation (MCCV) \[[@CR35]\] and the probesets were ranked using the moderated t-statistic \[[@CR36]\] on the learning set. The learning set was further split into an inner-learning set and an inner-testing set using leave one out cross-validation (LOOCV). The parameter(s) of the classification functions (if any) were tuned by ranking the probesets on the moderated t-statistic and building the classifier with different values of the parameter(s) using the inner-learning set and evaluated with the out of bag inner-testing set as proposed by \[[@CR37]\]. The number of top probesets to be included in the classification function was also determined among *p* = 5, 10, 15, 20, 25, 50, 55 for non-discriminant and *p* = 2, 3, 4, 5 (except for the GAU dataset, *p* = 2, 3) for linear discriminant analysis (LDA) and diagonal linear discriminant analysis (DLDA) using the corresponding inner-learning and inner-testing sets. The restriction of the top probesets for the discriminant functions is due to the inability of these functions to accommodate a number of probesets greater than the number of samples. With the optimal probeset(s) and number of top probesets (*p*) for each classification function, the class prediction model was built for each classification function using the learning set and then evaluated within the testing set. The process was repeated *B* = 100 times. The numbers of correctly-classified and misclassified samples in both learning and testing sets were then recorded.

Classification functions {#Sec9}
------------------------

The nine classification functions were chosen to represent the broad list in the literature that falls within the categories: discriminant analyses or Bayesian (linear discriminant analysis (LDA), diagonal linear discriminant analysis (DLDA), and shrunken centroid discriminant analysis (SCDA)), tree base (random forest (RF) and tree-based boosting (TBB)), regularization and shrinkage (RIDGE, LASSO and support vector machines (SVM)), and *k*-nearest neighbors (*k*NN) methods *K*-nearest neighbour (*K*NN).

### Linear discriminant analysis (LDA) {#Sec10}

Discriminant analyses are Bayes optimal classifiers, which assume that the conditional distributions of predictors given the classes are multivariate normally distributed and the within-class covariance matrices are equal for all classes \[[@CR35]\]. In order to get an optimum LDA classifier, we optimized the number of probesets to be included in the model.

### Diagonal linear discriminant analysis (DLDA) {#Sec11}

As LDA, DLDA also works under the assumption of multivariate normality of class densities and a diagonal within-class covariance matrix for each class \[[@CR35]\]. The optimum number of probesets was tuned by cross-validation.

### Shrunken centroid discriminant analysis (SCDA) {#Sec12}

It is also well-known as the prediction analysis of microarray (PAM) and it is specially developed to handle the high-dimensionality of gene expression microarray data. The method works by shrinking the class centroids to the overall centroid. For binary classification, the mean for each probesest *j* in each class *k* is calculated, and is called the class centroid. The class centroids are first normalized by overall mean, pooled standard deviation and sample sizeThis normalized class centroid is denoted by *d* ~*jk*~. The goal of this method is to shrink *d* ~*jk*~ towards zero by reducing *d* ~*jk*~ by an amount of *Λ*. A large *Λ* value implicitly means excluding more probesets, which lead to a reduction in the model complexity. On the other hand, less number of probesets in a model would increase the risk of excluding informative probesets \[[@CR38]\]. To balance this trade-off, parameter *Λ* was optimized amongst the following values: 0.1, 0.25, 0.5, 1, 2, and 5. SCDA is categorized as an embedded filtering method because of its ability to do filtering and model building simultaneously \[[@CR39]\].

### Random forest (RF) {#Sec13}

Random forest is a classification method designed for decision tree classifiers. It combines the predictions made by multiple decision trees to yield the final prediction of a test sample. Supposed the sample size of the training set is *N*, each tree is constructed by: (i) sampling with replacement a random sample of cases of size $\documentclass[12pt]{minimal}
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                \begin{document}$$ \frac{2}{3}N $$\end{document}$ and (ii) at each node, a random sample of predictor variables *m* sampled from all predictor variables is selected and the predictor variable with the best split based on a given objective function is used. Step (ii) above is repeated until the tree is grown to terminal nodes with minimum size *k*. The out-of-bag (oob) samples are used to evaluate the constructed tree. Randomization helps to reduce the correlations among decision trees so that the generalization accuracy of the classifier can be improved. A higher value for the minimum terminal node size *k* would possibly lead to smaller grown trees. Once multiple trees have been built, they are then combined by voting; that is each tree cast a vote at its terminal nodes \[[@CR40]\]. The parameters *m* and *k* are often optimized using cross-validation. In this study, we fixed the number of trees in a forest at 500 and the number of random probesets at each split *m* and the minimum terminal nodes size *k* were tuned within the values $\documentclass[12pt]{minimal}
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                \begin{document}$$ \left(\left(0.1,\ 0.25,\ 0.5,\ 1,\ 2\right)*\sqrt{p}\right) $$\end{document}$ and (1, 2, 3), respectively. Where *p* is the total number of probesets.

### Tree-based boosting (TBB) {#Sec14}

Boosting is a classification method that combines the output of several "weak" classifiers to produce a powerful "committee" \[[@CR41]\]. It is an iterative procedure used to adaptively change the distribution of the training samples so that the base classifiers focus on samples that are hard to classify. Boosting assigns a weight to each learning sample and may adaptively change the weight at the end of each boosting round. These weights are then used either as a sampling distribution or can be used by the base classifier to learn a model that is biased toward higher-weight samples. The idea is to give all observations the same weights at the start, draw a bootstrap sample and build a classifier, which in this case is a classification tree (hence tree-based boosting) then test the classifier with all the subjects. The weights of misclassified subjects are increased in the next bootstrap sample thereby given them higher chances to be sampled. We optimized the number of trees (bootstrap samples) that falls within these following values: 50, 100, 200, 500 and 1000.

### Ridge regression (RIDGE) {#Sec15}

The L2-penalization is used in logistic regression to shrink the less significant coefficients toward zero. The amount of shrinkage is controlled by a parameter *λ*, where larger *λ* implies a larger degree of shrinkage \[[@CR41]\]. The parameter *λ* of the penalization is a tuning parameter obtained by cross-validation (*λ* = 0.0625, 0.125, 0.25,0.5, 1, 2, 4, 8, and 16).

### LASSO {#Sec16}

As in ridge regression, LASSO uses a penalization parameter (*λ*) to estimate the coefficients of logistic regression, this time using L1-penalization. *λ* is interpreted as truncating the less significant coefficients, so that LASSO also works as a method for variable selection. We selected the optimum *λ* parameter within the range 0.1:0.9 by 0.1 using cross-validation \[[@CR41]\].

### Support vector machines (SVM) {#Sec17}

SVM classification is a binary classification method that fits an optimal hyperplane between two classes by maximizing the margin between the classes\' closest points. The points lying on the boundaries are called support vectors, and the middle of the margin is the optimal separating hyperplane. Data points on the "wrong" side of the discriminant margin are weighted down to reduce their influence and it is controlled by the cost parameter *C*. For the nonlinear case, SVM uses a nonlinear mapping (via kernels) to transform the original training data into a higher dimension. Within this new dimension, it searches for the linear optimal separating hyperplane that is, a "decision boundary" separating the tuples of one class from another. The SVM finds this hyperplane using the support vectors ("essential" training tuples) and margins are defined by the support vectors \[[@CR42]\]. We used a linear kernel and the optimal cost parameter was obtained from 0.1, 1, 5, 10, 50, 100, 500 using cross-validation.

### K-nearest neighbor (KNN) {#Sec18}
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                \begin{document}$$ \mathcal{S} $$\end{document}$ and then predicts the class of . by majority votes. The value *K* is usually specified by the user. It should be noted that if *K* is too small, then the nearest-neighbor classifier may be susceptible to over-fitting. On the other hand, if *K* is too large, the nearest-neighbor classifier may misclassify the test instance, because its list of nearest neighbors may include data that are located far away from its neighborhood \[[@CR43]\]. The optimal value of *K* is chosen by cross-validating amongst *K* = 1 : 10 by 1.

Predictive factors {#Sec19}
==================

The study characteristics (referred to as "study factors") were evaluated for their effect on the performance of the classification methods. The factors were chosen from both the experimental settings of the studies and the characteristics of the gene expression data. We selected study factors that have been proven in the literature or intuitively have association with the performance of classification models. To represent the experimental setting, we chose study factors like medical question, sample size and cell/tissue type used in the experiment. The gene expression data were explored further to find the characteristics that might contribute to the performance of classification methods, namely the number of differentially expressed genes, fold changes and within-class pairwise correlations. The study factors are described as follows:

*Medical question* {#Sec20}
------------------

The medical questions were of different types: diagnostic, prognostic and response to treatment related studies. Diagnostic studies tend to have higher classification model performance than prognostic or response to a treatment studies, as experienced by e.g., \[[@CR14]\]. This factor also came out as one of the factors that was associated with classification model performance outside the field of cancer \[[@CR13]\]. We classified the medical questions of the experiments as either diagnostic or non-diagnostic.

*Sample size* {#Sec21}
-------------

Microarray datasets suffer from a severe curse of dimensionality. The impact of the number of samples used in the analysis was therefore investigated, particularly in the field of cancer by \[[@CR10]\] . The class imbalance is another point of consideration when building a classification model. It may introduce bias towards the majority class in a prediction model and the classification performance will be overestimated, especially when the accuracy is used to evaluate the model \[[@CR44]\]. The class imbalance factor is calculated as the number of samples in the majority class divided by the total sample size.

*Cell type* {#Sec22}
-----------

The tissue or cell type used in the experiment is likely to be dissimilar between studies and may impact the resolution of information and also the performance of classifiers. In a specific cancer case, like in acute myeloid leukemia (AML), the findings could be greatly affected by the cell type used in the experiment (e.g., in \[*E-GEOD-12662, E-GEOD-14924, E-GEOD-35010*\]). We therefore considered the cell type as one of the factors. We used a broad categorization of blood versus non-blood cell types.

*The number of differentially expressed genes (pDEG)* {#Sec23}
-----------------------------------------------------

For each dataset, we performed a differential expression analysis by fitting a linear model for microarray data (well-known as limma) \[[@CR45]\] and controlling the false discovery rate (FDR at 5%) defined as expected proportion of false rejection among the rejected hypotheses using the Benjamini and Hochberg (BH) procedure \[[@CR46]\].

*The within-class correlation level (withincor)* {#Sec24}
------------------------------------------------

We constructed the within-class correlation matrices for each dataset. A shrinkage approach was applied to estimate the correlation matrix to deal with the high dimensionality and sparsity \[[@CR47]\]. We took the average of absolute pairwise correlations within each class and averaged those values over the two classes to represent the level of the within-class correlation coefficient for a dataset.

*The fold change (fc)* {#Sec25}
----------------------

We calculated the fold change for each actual probeset as the absolute difference of the mean of log~2~ expressions between samples in two groups, divided by the pooled standard deviation. We summarized the fold changes in each dataset as the mean fold changes from all probesets.

Random effects logistic regression {#Sec26}
==================================

The nine classification models were built in the twenty five gene expression microarray datasets. We considered these datasets as clustered data, where the selected studies and the classification methods act as clusters. Further, in each study, we treated the accuracy as a grouped binomial variable, for which we had the number of samples that were correctly and incorrectly classified. We therefore evaluated the six aforementioned predictive factors for classification accuracy by a logistic random intercept regression model \[[@CR48]\]. The logistic random effects model is the generalization of the linear mixed model to binomial outcomes. In this case, the sigmoid logistic link function is applied to the common linear mixed model and the error distribution is binomial instead of normal.

As the accuracy is well known to be biased towards the majority class, the random intercept logistic model was corrected by the class imbalance level, which was always included in the regression model. For the *l* ^*th*^ study factor, the random effects model is written as$$\documentclass[12pt]{minimal}
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where *π*(*x* ~*isM*~) is the probability of a sample *i* in study *S* to be correctly classified with the classification model *M; ϑ* ~0*S*~ and *ϑ* ~0*M*~ are the random intercepts with respect to study *S* (*ϑ* ~0*S*~ \~ *N*(0, *σ* ~0*S*~^2^)); and classification method *M* (*ϑ* ~0*M*~ \~ *N*(0, *σ* ~0*M*~^2^))*.* All the aforementioned study factors were evaluated by simple and multiple logistic random intercept regression models. Multiple regression evaluation was done by a forward selection approach. In each step, two nested models, with and without a particular study factor, were compared by Akaike's information criterion (AIC). Each factor *l* was also evaluated by its explained-variation of the random intercept variance term,$$\documentclass[12pt]{minimal}
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where *σ* ~*null*~^2^ is the random intercept variance from a model with "class imbalance" only (referred to as null model). Since the logistic models have two random effects variables, *σ* ~*null*~^2^ is the combined variance of the study (*σ* ~0*S*~^2^) and the classification method (*σ* ~0*M*~^2^) random effect from a null model. Meanwhile, *σ* ~*l*~^2^ is the combined variance from a random effects model with the *l* ^*th*^ factor. The explained variation of all significant factors in the model (we refer to as "final model") was also evaluated. It was calculated by replacing the *σ* ~*l*~^2^ in Eq.3 with the combined variance in the final model.

We evaluated the stability of the simple and multiple random effect logistic regression models by performing Jackknife resampling analysis. In each iteration, one study was left out and the model building process was repeated using the retained studies.

Software {#Sec27}
========

All statistical analyses were performed in R software by using these following packages: *affy* for preprocessing procedures \[[@CR49]\], *CMA* for predictive modeling \[[@CR35]\], *limma* for fitting a linear model for microarray data \[[@CR45]\], *lme4* for random effects linear model \[[@CR50]\] and *ggplot2* for data visualization \[[@CR51]\]. The R scripts are available in the Supplementary Material (Additional File [10](#MOESM10){ref-type="media"}).

Additional file {#Sec28}
===============

Additional file 1:**A brief description of the selected microarray gene expression experiments.** Additional file 2:**Table S1.** Stability analysis of univariable random effects logistic regression models via Jackknife resampling. Additional file 3:**Table S2.** Study factors that were included in the multivariable random effect logistic regression models via Jackknife resampling. Additional file 4:**Figure S1.** Boxplot of Disease type against the classification model accuracy. Additional file 5:**Figure S2.** Boxplot of Medical question against the classification model accuracy. Additional file 6:**Figure S3.** Boxplot of Cell Type against the classification model accuracy. Additional file 7:**Figure S4.** Plot of the Fold Change against the classification model accuracy. Additional file 8:**Figure S5.** Plot of the Number of Differentially Expressed Genes (in the log scale) against the classification model accuracy. Additional file 9:**Figure S6.** The visualization of the generated gene expression datasets with the scenario of fc1 = +,fc2 = +,cc1 = cc2 = −. Abbreviations: fc1(2): fold change of gene 1 (2); cc1(2): correlation coefficient of gene 1 (2). Additional file 10:**R script.**
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