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ANALYTIC LINEARIZATION OF CONFORMAL MAPS
OF THE ANNULUS
NATALIYA GONCHARUK, MICHAEL YAMPOLSKY
Abstract. We consider holomorphic maps defined in an annulus
around R/Z in C/Z. E. Risler proved that in a generic analytic
family of such maps fζ that contains a Brjuno rotation f0(z) = z+
α, all maps that are conjugate to this rotation form a codimension-
1 analytic submanifold near f0.
In this paper, we obtain the Risler’s result as a corollary of the
following construction. We introduce a renormalization operator
on the space of univalent maps in a neighborhood of R/Z. We prove
that this operator is hyperbolic, with one unstable direction cor-
responding to translations. We further use a holomorphic motions
argument and Yoccoz’s theorem to show that its stable foliation
consists of diffeomorphisms that are conjugate to rotations.
1. Introduction
1.1. Linearization of analytic diffeomorphisms close to rota-
tions. We denote {x}, [x] the fractional and the integer parts of a real
number x respectively. For α ∈ (0, 1), let
G(α) =
{
1
α
}
denote the Gauss map. We set
α−1 ≡ 1, α0 ≡ α, . . . , αn = G(αn−1), . . . ;
this sequence is infinite if and only if α /∈ Q, otherwise, we will end
it at the last non-zero term. Note that numbers an = [1/αn], n ≥ 0
are the coefficients of a continued fraction expansion of α with positive
terms (which is unique if α /∈ Q). To save space, we will abbreviate
this continued fraction as
α = [a0, a1, . . .].
As usual, pn/qn will denote the n-th convergent of the continued frac-
tion of α:
pn
qn
= [a0, . . . , an−1].
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An irrational number α ∈ (0, 1) is a Brjuno number if the following
sum converges:
(1) Φ(α) =
∑
n≥0
α−1α0 · · ·αn−1 log
1
αn
.
This sum is known as Yoccoz-Brjuno function [Yoc95], its convergence
is equavalent to that of the original Brjuno function [Brj71]:
(2) Φ0(α) =
∑
n≥0
log qn+1
qn
.
We will denote the collection of Brjuno numbers by B ⊂ (0, 1).
We will denote by ρ(f) the rotation number of a circle homeomor-
phism f : R/Z→ R/Z. We let
Rα(z) ≡ z + α/modZ,
where α ∈ C. Let
Πǫ := {z ∈ C/Z | | Im z| < ǫ}
be an annulus in C/Z around R/Z of width 2ǫ.
The following theorem was proved by E. Risler in [Ris99]:
Theorem 1.1 (Risler). Let α ∈ B. Let fµ, µ ∈ D
n
r (0) ⊂ C
n be a
generic analytic family of univalent maps
fµ : Πǫ → C/Z
satisfying the condition f0 = Rα. Then there exists κ > 0 and an
analytic submanifold M ∋ 0 of Dnr (0) whose codimension is equal to 1
(i.e. dimM = n − 1) such that for all µ ∈ Dnκ(0) ∩M there exists an
analytic homeomorphism hµ : Π ǫ
2
→ C/Z with the property
hµ ◦ fµ ◦ h
−1
µ = Rα.
Moreover, if fµ is conjugate to Rα in a substrip of Πε/2 and µ is suffi-
ciently small, then fµ ∈M .
The proof in [Ris99] is deeply motivated by the results of Yoccoz
on analytic linearization of circle diffeomorphisms [Yoc02]. It involves
constructing a sequence of Yoccoz renormalizations of fµ; the renormal-
ized maps are defined in progressively taller cylinders, whose lifts to
Πǫ are shown to contain a sub-annulus around R/Z. This enables the
construction of an analytic chart that uniformizes fµ. Yoccoz [Yoc02]
originally used this approach to get the following result:
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Theorem 1.2 (Yoccoz). For every C > 0, ǫ > 0 there exists κ > 0
such that the following holds. Let α ∈ B with |Φ(α)| < C, and let f be
an analytic circle diffeomorphism with rotation number α. Let f extend
conformally to Πǫ, with
|f(z)− Rα(z)| < κ for any z ∈ Πǫ.
Then there exists a conformal real-symmetric change of coordinates h
defined in Π ǫ
2
such that
h ◦ f ◦ h−1 = Rα.
In fact, Yoccoz also proved a quantitative version of this theorem,
which shows more clearly the role of the Yoccoz Brjuno function:
Theorem 1.3 (Yoccoz). There exists a universal constant C0 > 0
such that the following holds. Let f be an analytic diffeomorphism of
the circle, with rotation number α = ρ(f) ∈ B. Suppose that f is an
analytic and univalent function in Πǫ with
ǫ >
1
2π
Φ(α) + C0.
Then, there exists a conformal real-symmetric change of coordinates
h : Πǫ′ → C/Z where ǫ
′ = ǫ−
1
2π
Φ(α)− C0
such that
h ◦ f ◦ h−1 = Rα.
Remark 1.4. In [Yoc02], Theorem 1.2 is formulated in a different
way. Namely, Yoccoz states that the number κ depends on α. His
proof, however, shows that we may choose the same κ for all α ∈ B
with |Φ(α)| < C. Indeed, Yoccoz defines annuli maps that are renor-
malizations of f , and their domains are annuli with increasing moduli.
To derive Theorem 1.2 from Theorem 1.3, it suffices to renormalize f
several times so that the renormalized map is defined in the strip of
width ǫ >> 1
2π
Φ(α) + C0, and to apply Theorem 1.3. The number of
renormalizations which is required for this only depends on ε and Φ(α).
We note that, although the methods of the proof in [Yoc02] and
[Ris99] are similar, it was by no means clear what the connection is
between Yoccoz’s theorems and the result of Risler.
4 NATALIYA GONCHARUK, MICHAEL YAMPOLSKY
1.2. Main results. Our principal motivation was to re-prove Theorem
1.1 using a different approach. In fact, we prove the following, stronger
statement. Let Dǫ be the affine Banach space formed by bounded
analytic maps
f : Πǫ 7→ C/Z
that are defined in Πǫ, and extend continuously to the boundary, with
the sup-norm in this annulus.
Theorem 1.5. Let α be a Bruno number. For any positive ǫ, the set of
maps f ∈ Dǫ such that f is conjugate to Rα in some substrip of Πǫ/2,
forms a germ of a local analytic submanifold of Dǫ at Rα of codimension
1.
This result is a corollary of the properties of a renormalization oper-
ator which we construct in this paper. Before describing them, let us
give a few useful definitions. Suppose, B is a complex Banach space
whose elements are functions of the complex variable. Following the
notation of [Yam02], let us say that the real slice of B is the real Ba-
nach space BR consisting of the real-symmetric elements of B. If X
is a Banach manifold modelled on B with the atlas {Ψγ} we shall say
that X is real-symmetric if Ψγ1 ◦ Ψ
−1
γ2 (U) ⊂ B
R for any pair of indices
γ1, γ2 and any open set U ⊂ B
R, for which the above composition is
defined. The real slice of X is then defined as the real Banach manifold
XR = ∪γΨ
−1
γ (B
R) ⊂ X with an atlas {Ψγ}. An operator A defined on
a subset Y ⊂ X is real-symmetric if A(Y ∩XR) ⊂ XR.
Let BC = {α ∈ B | Ψ(α) < C}.
Theorem 1.6 (Main Theorem). For sufficiently large ǫ, there exists
a renormalization operator R : Dǫ → Dǫ with the following properties.
(1) R is defined in a neighborhood of the set
T = {Rα | α ∈ (R/Z) \K}
in Dǫ where K ⊂ Q/Z is a countable set that accumulates to 0
only;
(2) R is a real-symmetric complex-analytic operator with compact
differential at each Rα ∈ T ;
(3) For each C, for sufficiently large ε, R is uniformly hyperbolic
on the set
{Rα | α ∈ BC};
moreover,
• Its unstable direction at each point of this set is along
Ra, a ∈ C/Z;
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• The germ of a stable leaf at any Rα with α ∈ BC is a local
codimension 1 analytic submanifold Vα.
• Vα only contains diffeomorphisms f that are analytically
conjugate to Rα: f = ξRαξ
−1, ξ(0) = 0, where ξ is defined
in Π0.4ǫ. Moreover, if f is conjugate to Rα is a substrip of
Πε/3 and sufficiently close to Rα, then f ∈ Vα.
Theorem 1.5 is a direct corollary of this for sufficiently large values
of ε. For small ε, one needs to renormalize several times to increase the
domain where the maps are defined, and then refer to Theorem 1.6.
See Sec. 7 for more details.
The construction of the renormalization operators below is inspired
by the cylinder renormalization transformation defined in [Yam02], and
its adaptation in [GY18]. The difference with Yoccoz’s renormalization
approach [Yoc02] is that we employ renormalization not only as a geo-
metric tool, but as a dynamical system acting on a functional space.
This allows us to study the dynamics of this operator, which is hy-
perbolic, with one-dimensional unstable direction. This ensures the
existence of the stable foliation of unit codimension from the general
theory of hyperbolic dynamics.
The proof of hyperbolicity of the renormalization operator is surpris-
ingly straightforward. However, the existence of the conjugacy to Rα
for f in the stable leaf of Rα is, of course, not an automatic consequence
of the general theory. It is here that we use Yoccoz’s Theorem 1.2 –
and thus establish a direct connection between Yoccoz’s and Risler’s
results.
Since the operator R is real-symmetric, the same properties hold for
its restriction to the real slice DRǫ , so, in particular:
Corollary 1.7. Let α be a Brjuno number. For any positive ǫ, the set
of circle homeomorphisms f ∈ DRǫ such that ρ(f) = α forms a germ of
a local analytic submanifold of DRǫ at Rα of codimension 1.
We can apply our results to specific families of maps which are trans-
verse to the stable foliation of R. For instance, consider the Arnold
family
Fµ,a(z) = z + µ−
a
2π
sin(2πz)modZ, µ ∈ [0, 1), a ∈ [0, 1).
Recall that an Arnold’s tongue
Aα = {(µ, a) | ρ(Fµ,a) = α}.
Corollary 1.8. For each C > 0 there exists δC > 0, such that the set
{Aα, α ∈ BC , a ∈ [0, δC)} is a foliation by real-analytic curves over
a ∈ [0, δC).
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Compare this with the discussion in the introduction of [Ris99], and
also [FG03]. A similar statement can be obtained for the complex
Arnold family, or, for instance, the family of Blaschke fractions
(3) fµ,a(z) = µz
2az + 1
z + a
, µ ∈ C∗, a ∈ C.
This family has been studied in the literature as an example of Shishikura’s
quasiconformal surgery [Shi87] turning quadratic Siegel disks into Her-
man rings (see [BFGH05] and the discussion therein). In particular, an
Arnold diskWα ∋ 0 is defined in [BFGH05] as the set of (µ, a) ∈ C
∗×C
such that fµ,a has a fixed Herman ring with rotation number α (we in-
clude the case fα,0 ≡ Rα). Then we can derive (cf. with [BFGH05,
Theorem B]):
Corollary 1.9. For each α ∈ BC , there exists r = rC such that the set
of Arnold disks {Wα, α ∈ BC} forms a foliation by complex analytic
graphs over |a| < rC.
2. Defining renormalization
2.1. The exceptional set K. For a number α ∈ R/Z, we define
n(α) := qm where qm is the denominator of the first continued fraction
convergent of α that satisfies
0 < qmα− pm < 0.01.
It is easy to see that
0 < {αn(α)} < 0.01,
n(α) is locally constant everywhere except zero and countably many
rational points that only accumulate to zero. These points of disconti-
nuity will constitute the set K in Theorem 1.6. On the set
T = {Rα | α ∈ (R/Z) \K}
the function n(·) is continuous and locally constant.
Recall that the domain of R will be a neighborhood U of T . We
assume that this neighborhood is a union of disjoint neighborhoods of
connected components of T . Then n(·) extends as a continuous locally
constant function on U . For f ∈ U , we write n = n(f) and use a
fundamental domain of fn in the renormalization construction for f
below.
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2.2. Renormalization operator. Fix any ε ∈ R+. Here we define
the operator R : Dε → D100ε
1.
Suppose that f ∈ Dε is close to a rotation Rα, α ∈ R/Z, with α 6= 0
(in particular, f is univalent). Consider a segment I ⊂ Πε that contains
zero. For the choice of I, see the Technical lemma below; this segment
is close to vertical if f is close to a rotation. Let R be the curvilinear
rectangle bounded by I, fn(I), and two straight segments joining their
endpoints. Here n = n(f) is defined in Sec.2.1 above. If f ∈ Dε is
sufficiently close to a rotation, these four curves are simple and bound
a domain in Πε; moreover, f
n(R) ∩R = fn(I).
Consider a biholomorphic map Ψ: R→ C, Ψ(0) = 0, that conjugates
fn to the shift by one and is defined on R. Technical lemma below
shows that Ψ can be chosen so that it depends analytically on f and is
close to the linear expansion z 7→ z
{nα}
whenever f is close to a rotation
Rα, α ∈ R/Z \K. The map Ψ descends to the map Ψ˜ : R/f
n 7→ C/Z.
Let P be the first-return map to R under the iterates of f .
Definition 2.1. Renormalization of f ∈ Dε is
Rf := Ψ˜P Ψ˜−1|Πε.
Since the first-return map P descends to the continuous, analytic,
and univalent map on a subdomain of the annulus A = R/fn, the map
ΨPΨ−1 induces an analytic univalent map on a subset of C/Z. If f
is close to a rotation Rα, α ∈ R/Z, then the domain of P is close
to R, and as we will prove below, Ψ is close to the linear expansion
z 7→ z/{nα}; thus the map Ψ˜P Ψ˜−1 is well-defined in the strip Πε.
Remark 2.2. For a rotation, its renormalization is again a rotation.
The proof of the fact that Rf is well-defined as an element of Dε
for f close to rotations, and the proof of the fact that R is a compact
analytic operator, both rely on the construction of Ψ; see the Technical
lemma below.
2.3. Technical lemma: chart Ψ. Put l := {nα}; due to the choice
of n in Sec. 2.1, we have l < 0.01. Put fn(0) − 0 =: L. Let R be a
curvilinear quadrilateral bounded by the segment I = [−2iεL, 2iεL],
its image fn(I), and two straight segments joining their endpoints. Put
R˜ := R ∩ {| Im z| < 1.5εl}.
Lemma 2.3. Let ε be fixed.
There exists a neighborhood U ⊂ Dε of T such that for each f ∈ U ⊂
Dε, there exists a biholomorphic map Ψ with the following properties.
1Our final result deals with its restriction R : Dε → Dε.
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(1) Ψ conjugates fn to the unit translation z 7→ z+1 and is defined
on the quadrilateral R.
(2) If f preserves R/Z, then so does Ψ.
(3) For f = Rα, α ∈ R, we have Ψ(z) = z/l. For each α, if f is
sufficiently close to Rα in C(Πε), then Ψ is close to z 7→ z/l in
R. Moreover, for ε > 1 we have
‖Ψ(zL)− z‖C(R) ≤ cε
1−2/pdist C(Π0.1ε)(f
n, Rnα)
where p > 2 and c are universal constants.
(4) Consider a family ζ 7→ fζ ∈ Dε that depends analytically on ζ
with f0 = Rα.
Then Ψ depends analytically on ζ.
(5) Moreover,
‖Ψ′ζ|ζ=0‖C(R) < C(ε)‖(f
n)′ζ,ζ=0‖C(Πε/2),
and for ε > 1,
‖Ψ′′′zzζ|ζ=0‖C(R˜) < cε
−0.5l−2‖(fn)′ζ,ζ=0‖C(Πε/2),
where c is a universal constant.
(6) Suppose that f is conjugate to a rotation, f = ξRαξ
−1 for some
ξ : Πε/2 → C/Z. We do not assume f ∈ U .
There exists θ = θ(ε) such that if f is conjugate to a rotation
as above and
‖ξ − id‖C1(Πε/2) < θ,
then Ψ is well-defined for all annuli maps close to f and satisfies
(1), (2), (4). Moreover,
‖Ψ(Lz)− z‖C(R) ≤ c(ε)θ.
Roughly speaking, the item (5) strengthens (3). Namely, (3) shows
that Ψ is close to linear; (5) is an infinitesimal version of the same
statement, and can be understood as a bound on the derivative of the
mapping f 7→ Ψ both in the standard metric and in the metric sup ‖g′′‖
on the tangent space to the image. The latter metric corresponds to the
nonlinearity of Ψ. The term l−2 in the last inequality in (5) is typical for
second derivatives of maps that are close to linear expansions z 7→ z/l.
Proof.
Step 1. Construction of Ψ via solutions of the Beltrami equa-
tion; item (1)
Step 1.1. Stretching the fundamental domain.
The map Ψ will be constructed as Ψ = Θ(z/L) where Θ is close to
identity. Note that Θ should be a holomorphic map that conjugates
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g(z) := fn(Lz)/L to the shift by 1. Clearly, if f is close to Rα, then g
is close to z 7→ z + 1.
Step 1.2. Smooth straightening of the fundamental domain.
Put Q = [0, 1] × [−2iε, 2iε] and consider the following smooth map
H : Q→ C:
H(t+ is) = (1− t) · is + t · g(is).
This map takes horizontal segments [0+ is, 1+ is] to slanted segments
[is, g(is)] and conjugates g to the horizontal shift z 7→ z+1; H(0) = 0.
Note that if g is close to the shift by 1 in Πε/l (which is the case if
f is close to Rα in C(Πε)), then H is a well-defined C
2-smooth map
inside Q, and is close to identity in C2(Q). Indeed, differentiation with
respect to t, s yields
H ′t = −is + g(is), H
′
s = i(1− t) + itg
′(is),
H ′′tt = 0, H
′′
ts = i(−1 + g
′(is)), H ′′ss = −tg
′′(is).
When f is close to Rα in Πε, g is close to the shift by 1 in Πε/l, thus is
C2-close to the shift by 1 in Q. This implies that H is one-to-one and
is close to identity in C2(Q).
Let
µ :=
Hz¯
Hz
be the Beltrami differential in the rectangle Q that corresponds to
the preimage of the standard conformal structure under H . Extend µ
periodically to the strip Q˜ = {| Im z| ≤ 2ε} so that µ(z + 1) = µ(z).
Extend µ by zero to the rest of C. If f is close to Rα, then ‖µ‖L∞(C) is
small.
Step 1.3: Beltrami equation in C
Consider the solution F to the Beltrami equation Fz¯/Fz = µ with
F (0) = 0, F (1) = 1, F (∞) = ∞. By Measurable Riemann Mapping
Theorem, this equation uniquely defines a quasiconformal homeomor-
phism F : C → C. Since µ is 1-periodic, F conjugates the unit trans-
lation to itself.
Step 1.4: Ψ(z) = FH−1(z/L)
The map Θ := FH−1 is quasiconformal and preserves the standard
conformal structure due to the construction of F , thus is conformal.
As we have noticed above, F commutes with the shift z 7→ z + 1, thus
FH−1(z) conjugates g to z 7→ z + 1.
Set
Ψ = Θ(z/L).
The map Ψ conjugates fn to the shift by one. It is defined in the
curvilinear quadrilateral R bounded by the segment I = [−2iεL, 2iεL],
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its image fn(I), and two straight segments joining their endpoints. We
can also extend Ψ by the dynamics of fn and f−n to fn(R), f−n(R).
Note that the above implies that F is a C2-smooth map because Θ
is holomorphic and H is C2-smooth.
Step 2: For real-symmetric f , Ψ is real-symmetric (item (2))
Note that in this case, L is real, H preserves the real axis and commutes
with the involution I : z 7→ z¯. Thus the conformal structure associated
with µ also commutes with I. We conclude that F commutes with I.
Since Ψ = FH−1(z/L), this implies the statement.
Step 3. If f is sufficiently close to Rα for a fixed α, then Ψ is
close to z 7→ z/l (item (3)).
As we noted above, if f is close to Rα, then H is close to the identity in
C2(Q), thus ‖µ‖L∞ is small. This implies that F is close to the identity
in a bounded domain Q, so Ψ(z) = FH−1(z/L) is close to z 7→ z/l in
R.
Now, suppose that dist C(Π0.1ε)(f
n, Rnα) = κ. We will show that µ is
cκ-close to zero and use an appropriate estimate from [AB60]. In this
step, c is an arbitrary universal constant.
It is easy to prove that g(z) = fn(Lz)/L is cκ-close to the shift by 1
in C2(I) for ε > 1. Indeed,
dist C(R/L)(g
′, 1) = dist C(R)((f
n)′, 1) ≤ cκε−1,
dist C(R/L)(g
′′, 0) = Ldist C(R)((f
n)′′, 0) ≤ cκε−2.
due to Cauchy estimates for fn. The estimate on g′ implies that for
any ε, g is cκ-close to the shift by 1 on I = [−2iε, 2iε] because g(0) = 1.
Finally, g is cκ-close to z 7→ z + 1 in C2(I), thus
dist C2(Q)(H, id) ≤ cκ, ‖µ‖L∞ ≤ cκ.
Now, Theorem 8 in [AB60] implies that for a µ-conformal homeo-
morphism F on the plane with F (0) = 0, F (1) = 1, F (∞) = ∞, we
have that
‖F − id‖BR,p ≤ c‖µ‖∞
where c, p > 2 are universal constants and BR,p is a Banach space of
functions in DR = {|z| < R} with the metric
‖w‖BR,p = sup
|w(z1)− w(z2)|
|z1 − z2|1−2/p
+
(∫
DR
|w|pdxdy
)1/p
.
Choosing z1 = z, z2 = 0, we get
‖F (z)− z‖ ≤ c|z|1−2/p‖µ‖∞ ≤ cε
1−2/pκ
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inQ = [0, 1]×[−2iε, 2iε] provided that ε > 1. Since Ψ(z) = FH−1(z/L),
the result follows:
|Ψ(Lz)− z| < cε1−2/pκ in R for ε > 1.
Step 4. Analytic dependence on parameter (item (4)).
Suppose that f depends analytically on ζ . Then L = fn(0) depends
analytically on ζ . Hence H, µ depend analytically on ζ . Due to Ahlfors-
Bers-Boyarski Theorem [AB60, Theorem 11], the solution of the Bel-
trami equation F depends analytically on ζ as an element of the Banach
space BR,p; since it is C
2-smooth and we only use F in the bounded
rectangle Q, we get that F depends analytically on ζ as a C2 map.
However H−1 does not depend analytically on ζ , because the Ja-
cobian (H−1)′a = −H
′
a(H
′
z)
−1 will not satisfy Cauchy-Riemann condi-
tions2. Nonetheless, Θ = FH−1 depends analytically on ζ , due to the
following lemma.
Lemma 2.4. If two C2-smooth maps g, h in C depend analytically on
a parameter ζ and gh−1 is a holomorphic map, then it also depends
analytically on ζ.
The proof of the lemma is a straightforward computation: we get
d
dζ
gh−1 =
d
dζ
g −
d
dz
(gh−1) ·
d
dζ
h,
which is a complex-linear map.
We conclude that Ψ depends analytically on ζ .
Step 5. Estimates on the derivative of Ψ with respect to the
parameter (item (5))
As before, let c denote any universal constant. Let C(ε) be any constant
that depends on ε only. All functions f, g,H, µ, F,Θ,Ψ and a constant
L = fn(0)− 0 now depend on ζ .
Lemma 2.5. The map g(z) = fn(Lz)/L satisfies
‖g′ζ,ζ=0‖C(I) ≤ c‖(f
n)′ζ,ζ=0‖C(Πε/2)
and
‖g′ζ,ζ=0‖C(Πε) ≤ cε
−1max(1, ε)‖(fn)′ζ,ζ=0‖C(Πε/2),
‖g′′zζ,ζ=0‖C(Πε) ≤ cε
−1‖(fn)′ζ,ζ=0‖C(Πε/2).
Proof. Since g′(z) = (fn)′(zL), we have
g′′zζ = (f
n)′′(zL) · zLζ + (f
n)′′zζ(zL); g
′′
zζ,ζ=0 = (f
n)′′zζ,ζ=0(lz).
2We thank Arnaud Che´ritat for this comment
12 NATALIYA GONCHARUK, MICHAEL YAMPOLSKY
Due to Cauchy estimates, ‖(fn)′′zζ,ζ=0‖C(Πlε) ≤ cε
−1‖(fn)′ζ,ζ=0‖C(Πε/2),
so
‖g′′zζ,ζ=0‖C(Πε) ≤ cε
−1‖(fn)′ζ,ζ=0‖C(Πε/2),
and since g′ζ(0) = 0, this implies
|g′ζ,ζ=0| ≤ c‖(f
n)′ζ,ζ=0‖Πε/2 on I.
|g′ζ,ζ=0| ≤ cmax(1, ε)ε
−1‖(fn)′ζ,ζ=0‖C(Πε/2) on Πε.

Lemma 2.6. In the above notation,
‖µ′ζ,ζ=0‖∞ ≤ C(ε)‖(f
n)′ζ,ζ=0‖C(Πε/2).
Moreover, C(ε) is bounded as ε→∞.
Proof. Note that
H ′ζ = tg
′
ζ(is), 2H
′′
ζz¯ = g
′
ζ(is) + tg
′′
zζ(is).
Due to Lemma 2.5,
(4) max
(
‖H ′ζ,ζ=0‖C(Q), ‖H
′′
ζz¯,ζ=0‖C(Q)
)
≤ C(ε)‖(fn)′ζ,ζ=0‖C(Πε/2)
where C(ε) is bounded as ε→∞.
So
µ′ζ =
(
H ′z¯
H ′z
)′
ζ
=
H ′′ζz¯
H ′z
−
H ′z¯H
′′
zζ
(H ′z)
2
.
The second summand is zero for ζ = 0: H0(z) = z is holomorphic. The
first summand is estimated from above by C(ε)‖(fn)′ζ,ζ=0‖C(Πε/2).

Note that µ is infinitely differentiable with respect to ζ around ζ = 0,
and each derivative is bounded on C (because µ is periodic in Q˜ and
zero elsewhere). So the following lemma from [AB60] applies to µ:
Lemma 2.7 (Lemma 22, [AB60]). For all t in some open set ∆, sup-
pose that
µ(t+ s) = µ(t) + a(t)s+ |s|α(t, s)
with ‖α(t, s)‖∞ ≤ c and α(t, s) → 0 almost everywhere as s → 0.
Suppose further that the norms ‖a(t + s)‖ are bounded and that a(t +
s) → a(t) almost everywhere for s → 0. Then the solution F µ(t) of
the equation Fz¯/Fz = µ(t) with F (0) = 0, F (1) = 1, F (∞) = ∞ has a
development
F µ(t+s) = F µ(t) + θ(t)s + |s|γ(t, s)
where ‖γ(t, s)‖B(R,p) → 0 for s→ 0. The derivative θ satisfies
|θ(z)| ≤ c(1 + |z|) log(1 + |z|)‖a‖∞.
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Due to our estimate on µ′ζ, this lemma implies that F is differentiable
with respect to ζ ∈ C at zero, and F ′ζ(z) ≤ C(ε)‖(f
n)′ζ‖C(Πε/2). Since
(5) Θ′ζ,ζ=0 = (FH
−1)′ζ,ζ=0 = F
′
ζ,ζ=0(z) + (H
−1)′ζ,ζ=0,
Ψ′ζ,ζ=0 = Θ
′
ζ,ζ=0(z/L)− zL
′
ζ,ζ=0/L
2, L′ζ,ζ=0 = (f
n)′ζ,ζ=0(0),
we use (4) to get
‖Ψ′ζ,ζ=0‖C(R) ≤ C(ε, α)‖(f
n)′ζ,ζ=0‖C(Πε/2).
Now estimate Ψ′′′zzζ,ζ=0 for ε > 1. Recall that |F
′
ζ(z)| is estimated in
Lemma 2.7 above by c(1+ε) log(1+ε)‖(fn)′ζ‖C(Πε/2) in the disc |z| < ε
that contains Q. So
(6) ‖F ′ζ‖C(Q) ≤ cε
1.5‖(fn)′ζ‖C(Πε/2).
Using (5) and (4) again, we get
Θ′ζ,ζ=0 ≤ cε
1.5‖(fn)′ζ‖C(Πε/2)
for ε > 1.
For small ζ , extend Θ via iterates of g to the rectangle Qˆ = [−ε, ε]×
[−2iε, 2iε]; we need approximately ε iterates. Each iterate increases
the estimate on Θ′ζ by g
′
ζ . Due to Lemma 2.5, on the rectangle Qˆ, we
have |g′ζ| ≤ c‖(f
n)′ζ‖. Thus the estimate on Θ
′
ζ in Qˆ is
cε1.5‖(fn)′ζ‖+ cε‖(f
n)′ζ‖.
Now we use Cauchy estimates for Θ′ζ in the rectangle
Q˜ = [0, 1]× [−1.5iε, 1.5iε] ⊂ Qˆ = [−ε, ε]× [−2iε, 2iε]
to get
Θ′′′ζzz|Q˜ ≤ ‖(f
n)′ζ‖C(Πε/2)
cε1.5 + cε
ε2
< cε0.5‖(fn)′ζ‖C(Πε/2)
for ε > 1.
Since Ψ = Θ(z/L), we have Ψ′′zz = L
−2Θ′′(z/L), thus
Ψ′′′zzζ,ζ=0(z) = Θ
′′′
zzζ,ζ=0(z/l)l
−2 +Θ′′′(z/L)(z/L)′ζL
−2 −Θ′′(z/L)2L′ζ/L
3
= Θ′′′zzζ,ζ=0(z/l)l
−2,
because Θ = id for ζ = 0. So the above estimate implies item (5) of
the Technical lemma.

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Step 6: The case when f is conjugate to a rotation, item (6)
Suppose that f is conjugate to Rα via ξ, |ξ − id|C1(Πε/2) < θ, and
ξ(0) = 0. We will show that g(z) = fn(Lz)/L is cθ-close to the unit
translation in C2(Q), where c = c(ε) does not depend on α. Then
Steps 1.2 – 4 above apply to f without any modifications.
Note that g = fn(Lz)/L is conjugate to Rnα/L via ξ(Lz)/L. The
latter conjugacy is c(ε)θ-close to identity in C(Πε/(2l)). Indeed,
|L−1ξ(Lz)−z| = |
ξ(Lz)− ξ(0)
L
−z| = |zξ′(η)−z| < |z|θ < max(1, ε)lθ.
We conclude that g is c(ε)θ-close to Rnα/L in C(Πε/(2l)). Note that
nα/L = nα/(fn(0)− 0), and
|fn(0)− 0| = |ξRnαξ
−1(0)− ξ(ξ−1(0))| = |ξ′(η)|nα.
Thus the size of the translation is c(ε)θ-close to 1. Finally, g is c(ε)θ-
close to the unit translation in C(Πε/(2l)), thus is c(ε)θ-close to the unit
translation in C2(Q).
Since in Steps 1.2 – 1.4 and Step 4 we only use that g is close to
the unit translation in C2(Q), the same arguments as above show that
for sufficiently small θ, the map Ψ is well-defined for diffeomorphisms
sufficiently close to f = ξRαξ
−1 and satisfies items (1), (2), (4). The
estimate ‖Ψ(Lz)− z‖C(R) ≤ c(ε)θ is established in the same way as in
Step 3.
3. Renormalization as an analytic operator of Banach
affine manifolds
3.1. Domain of definition of R.
Lemma 3.1. For fixed ε, for each α /∈ K, there exists a neighborhood
Uα of Rα in Dε such that for f ∈ Uα, the map ΨPΨ
−1 is a well-defined
holomorphic map in Πε/l.
There exists θ = θ(ε) such that if f is conjugate to the rotation,
f = ξRαξ
−1, with
ξ : Πε/2 → Πε, ‖ξ − id‖C1(Πε/2) < θ,
then in some neighborhood of f in Dε the map ΨPΨ
−1 is a well-defined
holomorphic map in Πε/l.
If f preserves the real axis, then ΨPΨ−1 also preserves the real axis.
Proof. If f is sufficiently close to Rα, then the first-return map P to R
is well-defined and univalent in R˜ = Π1.5lε∩R. Technical lemma shows
that if f is close to Rα, then Ψ is close to the linear map z 7→ z/l in R.
So ΨPΨ−1 is defined in the rectangle Ψ(Π1.5ε∩R) of width 1 and height
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approximately 1.5ε/l >> ε/l. It extends to a well-defined holomorphic
map in Πε/l because Ψ congugates f
n to the unit translation.
If f = ξRαξ
−1 and ξ is θ-close to identity, then P is automatically
well-defined in R except cθ-neighborhoods of its borders where c = c(ε)
does not depend on α. Further, Ψ is well-defined in R due to item (6)
of the Technical lemma, and cθ-close to linear. So for all maps in a
neighborhood of f in Dε, ΨPΨ
−1 defines a holomorphic map in Πε/l.
If f preserves the real axis, then Ψ preserves the real axis due to
item 2 of the Technical lemma, thus ΨPΨ−1 preserves the real axis.

With Uα as above, let us define
U := ∪Uα, α ∈ T ⊂ Dε.
We have:
Lemma 3.2. In the previous notation, the following holds:
(1) R is a real-symmetric complex-analytic operator R : U → Dε/l;
(2) There exists θ = θ(ε) such that if f ∈ Dε is conjugate to the
rotation via f = ξRαξ
−1, with
ξ : Πε/2 → Πε, ‖ξ − id‖C1(Πε/2) < θ,
then for some neighborhood Uf of f , R : Uf → Dε/l is a real-
symmetric complex-analytic operator.
(3) for α ∈ T , the differential
(R)′|Rα : TRαDε 7→ TR(Rα)Dε
of the restriction R : U → Dε to Dε is a compact linear operator.
Proof. The first two statements follow from Lemma 3.1 and item (4)
of Technical lemma. The third statement follows since the differential
(R)′|Rα : TRαDε 7→ TR(Rα)Dε/l is a bounded linear operator, and the
restriction of a vector field to a smaller strip TR(Rα)Dε/l 7→ TR(Rα)Dε is
a compact operator. 
4. Infinitesimal expansion/contraction of the
differential R′
4.1. Unstable direction of R′. The tangent space to the Banach
affine manifold Dε at Rα is the space of analytic vector fields in Πε. It
is the sum of a (complex) one-dimensional subspace V1 generated by
d/dx and a (complex) codimension-1 closed linear subspace V0 of vector
fields with zero average,
∫
R/Z
v dz = 0. Note that R takes {Rα | R/Z}
to itself, thus the real one-dimensional space formed by rotations is
invariant under R. This implies that V1 is invariant under R
′|Rα .
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Lemma 4.1. For all α, R′|Rα expands on V1.
Proof. Let RRα = Rβ, then β =
qm+1α−pm+1
qmα−pm
, and its derivative equals
qm+1(qmα− pm)
(qmα− pm)2
−qm
(qm+1α− pm+1)
(qmα− pm)2
=
−qm+1pm + qmpm+1
(qmα− pm)2
=
±1
(qmα− pm)2
Since the denominator is l2 ≤ 10−4, the result follows. 
4.2. Stable subspace for R′. The key lemma is the following.
Lemma 4.2. For any α that satisfies the Brjuno condition, any vector
field v ∈ V0 ⊂ TDε is tangent to a curve fζ , f0 = Rα, where all fζ are
conjugate to Rα in Πε/2.
After we prove this lemma, we are going to show that R contracts
on such families fζ.
Note that the curve
fζ = (id + ζh)Rα(id + ζh)
−1
is tangent to v at ζ = 0 if and only if the vector field h satisfies
(7) h(z + α)− h(z) = v(z).
So Lemma 4.2 is implied by the following lemma.
Lemma 4.3. Suppose that α, ε satisfy
(8)
log qk+1
qk
< 2π0.05ε
for sufficiently large k. For each analytic vector field v in Πε with zero
average, there exists a unique analytic vector field h in Π0.9ε such that
h(0) = 0 and (7) holds for h, v. Moreover,
‖h‖C(Π0.9ε) < c(α, ε)‖v‖C(Πε) for some constant c(α, ε).
Proof. We will achieve h(0) = 0 by shifting the argument.
Note that if a function f is analytic in the strip of width ε, then its
Fourier coefficients decrease exponentially fast:
|an| ≤
‖f‖C(Πε)
e2πε|n|
.
The converse is also true: if |ak| < ce
−2πkε for some c, then the function
is analytic in any strip of width smaller than ε.
Suppose that v has Fourier coefficients ak; note that a0 = 0 because
v has zero average. Then h satisfies (7) if and only if it has Fourier
coefficients bk = ak/(e
2πikα − 1) for k 6= 0. Denominators are non-zero
because α is irrational and k 6= 0.
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To prove analyticity of h in the strip of width 0.9ε, we will prove
that
(9) |e2πikα − 1| > e−2π|k|0.09ε
for sufficiently large |k|. Clearly, this implies the statement.
Note that
1
π
<
|e2πikα − 1|
dist (kα, 1)
< 1.
So it is sufficient to estimate dist (kα, 1). We will only consider k > 0;
the case k < 0 is symmetric.
Recall that the approximants pn/qn correspond to closest returns to
zero for nαmod 1:
dist (kα, 1) > dist (qnα, 1) for 1 ≤ k ≤ qn.
Thus it is sufficient to prove that
dist (qnα, 1) > e
−2πqn0.09ε.
The left-hand side is between 1
qn+1
and 1
2qn+1
. Thus it suffices to
prove 2qn+1 < e
2πqn0.09ε for sufficiently large n. But this is implied by
the inequality
ln qn+1
qn
< 2π0.05ε
for sufficiently large n. We have proved (9), thus analyticity of h in
Π0.9ε
Now let us estimate ‖h‖Π0.9ε . Recall that
|an| ≤ ‖v‖C(Πε)e
−2πε|n|
and h(z) =
∑
k
ak
e2πikα−1
e2πikz. Thus for | Im z| < 0.9ε,
‖h‖Π0.9ε < ‖v‖Πε
∑
k
e−2π0.1ε|k|
|e2πikα − 1|
= c(α, ε)‖v‖Πε.
Here c(α, ε) is finite due to (9).

4.3. Contraction on V0 for large ε. Note that supΠε |v
′′| is a norm
on V0; we denote it by ‖v‖2. Note also that this norm is equivalent to
‖v‖; indeed, one can easily prove
‖v‖ ≤ (max(1, ε))2‖v′′‖ and ‖v′′‖ ≤
1
2π(min(1, ε))2
‖v‖.
For a real α, consider the linear operator
Lα : h→ h(z + α)− h(z)
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on the space TD0.9ε. Define the linear operator Mα : TDε → TD0.9ε
that takes v to h provided by Lemma 4.3. This operator is “inverse”
to Lα: LαMαv is a restriction of v to Π0.9ε. Clearly, ‖Lα‖ ≤ 2; in the
assumptions of the previous lemma,
‖Mα‖C(Π0.9ε) < c(α, ε)‖v‖C(Πε).
Roughly speaking, we will prove that the operator MβRLα con-
tracts, where β is such that RRα = Rβ. However we will work with
derivatives rather than operators themselves.
The following lemma gives an explicit form of (MβRLα)
′.
Lemma 4.4. Let α satisfy assumptions of Lemma 4.3, let v ∈ V0,
h :=Mαv, ξζ := id+ ζh, and fζ := ξζRαξ
−1
ζ . Put Rβ = R(Rα). Then
R′v = LβQMαv,
where
Qh := Ψ′ζ,ζ=0(lz) + h(lz)/l,
and Ψ = Ψζ corresponds to fζ .
Proof. Since h =Mαv, fζ is tangent to v, so
R′v = (Rfζ)
′
ζ,ζ=0.
Since fζ is conjugate to Rα via ξ, Rfζ is conjugate to the rotation
Rβ = RRα via ξˆ = Ψξ(lz). Note that
(ξˆζ)
′
ζ,ζ=0 = Ψ
′
ζ,ζ=0(lz) + h(lz)/l = Qh.
Finally, since Rfζ = ξˆRβ ξˆ
−1, we have
R′v = (Rfζ)
′
ζ,ζ=0 = Qh(z + β)−Qh(z) = LβQh = LβQMαv.

Lemma 4.5. For sufficiently large ε, ‖(Qh)′′‖C(Π0.9ε) ≤ 0.1‖h
′′‖C(Π0.9ε).
Proof. We have
(Qh)′′ = l2Ψ′′′zzζ,ζ=0(lz) + lh
′′(lz).
The second summand is estimated by l‖h′′‖C(Π0.9ε). Further, for ε > 1,
‖Ψ′′′zzζ,ζ=0‖C(R˜) ≤ cε
−0.5l−2‖(fn)′ζ,ζ=0‖C(Πε/2)
due to Technical lemma, see item (5); note that z ∈ Π0.9ε,Re z ∈ [0, 1]
implies lz ∈ R˜. Now, at ζ = 0,
(fn)′ζ = ξ
′
ζ(z + nα)− ξ
′
ζ(z) = h(z + nα)− h(z) = {nα}h
′(ν).
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Since h is 1-periodic, integrals of h′ over circles R/Z+ iθ equal zero; so
‖h′‖C(Πε/2) ≤ ‖h
′′‖C(Πε/2). Finally,
‖Ψ′′′zzζ,ζ=0‖C(R˜) ≤ cε
−0.5l−1‖h′′‖C(Πε/2).
So for sufficiently large ε, the statement holds. 
Theorem 4.6. Suppose that for α ∈ (R\Q)/Z, the quantity log qn+1/qn
is bounded. Then for sufficienlty large ε, the differential of the operator
R : Dε → Dε at Rα contracts on the space of vector fields with zero
average: for all N , for v ∈ V0,
‖(RN)′v‖ < C(0.1)N‖v‖,
where C depends on ε, α only.
Proof. We assume that ε is sufficiently large so that it satisfies assump-
tions of Lemma 4.3 and Lemma 4.5.
Since ‖Lαv‖2 ≤ 2‖v‖2, ‖Mαv‖C(Π0.9ε) < c(α, ε)‖v‖C(Πε), and norms
‖ · ‖ and ‖ · ‖2 are equivalent, Lemma 4.5 implies that
(RN )′ = LβnQN . . .Q1Mα
satisfies
‖(RN )′v‖ < C(0.1)N‖v‖
where C depends on ε, α only.

5. Stable foliation of R
5.1. Maps conjugated to the rotation lie in the strong stable
foliation of R. Let us begin with proving the macroscopic version of
Theorem 4.6:
Theorem 5.1. Suppose for α ∈ (R \ Q)/Z, the quantity log qn+1/qn
is bounded. Suppose that ε is sufficiently large. Fix ν, µ; suppose that
f ∈ Dε is sufficiently close to Rα and analytically conjugate to the
rotation Rα,
f = ξRαξ
−1,
where ξ(0) = 0, ξ is defined in Πν, and ξ(Πν) contains Bµ(0). Then
Rnf are defined and
dist (Rnf,RnRα)→ 0 as n→ +∞
at a geometric rate.
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Proof. If f is sufficiently close to rotation, then the union of images of
Bµ(0) under several first iterates of f contains the strip Πµ/2. Thus
ξ(Πν) ⊃ Πµ/2.
Since fζ is conjugate to Rα via ξ, then Rfζ is conjugate to the
rotation Rβ = RRα via ξˆ = Ψξ(lz). Informally, since Ψ(z) ≈ z/l,
the map ξ 7→ ξˆ is a rescaling, thus contracts to Id. This implies the
statement.
More specifically, we start with making several renormalizations;
since Ψ is close to linear and 1/l > 2, after several renormalizations,
ξ will be defined in Π2nµ and will satisfy ξ(Π2nµ) ⊃ Π2nν . If n is suf-
ficiently large (and f is sufficiently close to Rα), this implies that ξ
′ is
very close to 1 in Πε, thus we reduce the general case to the case when
Πε/3 ⊂ ξ(Πε/2) ⊂ Πε and 0.5 < |ξ
′| < 2 in Πε/2.
Further, we show that |ξ′′/ξ′|C(Πε/2) (nonlinearity of ξ) decreases.
The direct computation shows that
(10)
ξˆ′′
ξˆ′
=
Ψ′′
Ψ′
∣∣∣∣
ξ(lz)
· ξ′(lz) · l + l
ξ′′
ξ′
∣∣∣∣
lz
.
Let us estimate the first summand; let c denote any universal constant.
For ε sufficiently large, due to Technical lemma (item 3),
(11) ‖Ψ(zL)− z‖C(R) ≤ cε
1−2/pdist C(Π0.1ε)(f
n, Rnα).
The following lemma relates the latter distance to the nonlinearity of
ξ.
Lemma 5.2. If f is conjugate to rotation Rα via ξ : Πε/2 → Πε, and
ξ−1 is defined in Π0.1ε, then
dist C(Π0.1ε)(f
n, Rnα) ≤ nα · c‖ξ
′′/ξ′‖C(Π0.5ε).
Proof. Since ξ commutes with the unit translation, the quantities |ξ′−
1|, |(ξ−1)′− 1| are bounded on each circle R/Z+ iθ by c‖ξ′′/ξ′‖, where
c in a universal constant. So for z ∈ Π0.1ε, we have
|fn(z)− z − nα| = |ξ(ξ−1(z) + nα)− ξ(ξ−1(z + nα))|
= |ξ′(ν)| · |ξ−1(z) + nα− ξ−1(z + nα)|
= |ξ′(ν)| · | − (ξ−1)′(µ)nα + nα|
≤ nα · c‖ξ′′/ξ′‖C(Π0.5ε).

Now it remains to estimate Ψ′′/Ψ′ using our estimate (11) on Ψ−z/l.
This part of the argument resembles the end of the proof of item (5)
in Technical lemma.
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Extend Ψ to the domain Rˆ = [−εl, εl]×[−1.5iεl, 1.5iεl] using iterates
of fn. We need approximately ε forward and backward iterates. Since
each iterate fnk is conjugate to Rnkα via ξ, in the new rectangle, we
estimate using the previous lemma and (11)
dist Rˆ(Ψ, z 7→ z/l) < (cε
1−2/p + cε)‖ξ′′/ξ′‖C(Π0.5ε).
Now, Cauchy estimates in
R˜ = R ∩Π1.5ε ⊂ Rˆ = [−εl, εl]× [−1.5iεl, 1.5iεl]
imply that
‖Ψ′′‖C(R˜) ≤ (cε
1−2/p + cε)ε−2‖ξ′′/ξ′‖C(Π0.5ε),
‖Ψ′ − 1/l‖C(R˜) ≤ (cε
1−2/p + cε)ε−1 ‖ξ′′/ξ′‖C(Π0.5ε).
Thus Ψ′′/Ψ′ in R˜ can be estimated by cε−1‖ξ′′/ξ′‖C(Π0.5ε).
As mentioned above, we assume that
0.5 < |ξ′(lz)| < 2.
Finally, using (10) we get∥∥∥∥∥
ξˆ′′
ξˆ′
∥∥∥∥∥
C(Πε/2)
≤ 0.1
∥∥∥∥ξ
′′
ξ′
∥∥∥∥
C(Πε/2)
for sufficiently large ε. Now Lemma 3.2 implies that all iterates of R
are defined on f . The above estimate shows that dist (Rnf,RnRα)→ 0
as n→ +∞ at a geometric rate. 
5.2. Strong stable manifolds of rotations Rα with α ∈ B consist
of conjugacy classes. Let W s(Rα) ⊂ Dε be the stable manifold of
Rα under the action of R. The next theorem holds the key to linking
Risler’s and Yoccoz’s theorems. Let C0 be the same universal constant
as in Yoccoz’s theorem.
Theorem 5.3. Suppose that α is a Bruno number. Let V ∋ Rα be a
connected analytic submanifold in Dε such that V ⊂W
s(Rα). If f ∈ V
is sufficiently close to Rα, then f is analytically conjugate to Rα by a
conformal change of coordinate ξ, f = ξRαξ
−1, in some open substrip
of Πε.
Proof. Let V = {kα | k ∈ Z} ⊂ R/Z. Consider a map P on W s(Rα)×
V defined by P (f, kα) := fk(0). This map has the following properties:
• P is defined on W s(Rα)× V .
• P is identical on {Rα} × V .
• P (·, a) is holomorphic on f when a ∈ V is fixed.
• P (f, ·) is injective for each fixed f .
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The last property holds true because otherwise fk(0) = fm(0) for some
k,m, and since f is univalent in Πε, we have that f
|k−m|(0) = 0. This
implies that all high renormalizations of f have a fixed point at 0 and
cannot be close to Rn(Rα), which contradicts f ∈ W
s(Rα).
It thus follows that Q is a holomorphic motion over V. By the λ-
lemma of Mane˜-Sad-Sullivan [MSS83] (see [BR] for the infinite-dimensional
version), it extends to the holomorphic motion of the closure of the or-
bit of 0 by f ∈ V. Since for Rα this orbit is the circle, we see that
γf := {fn(0), n ∈ Z}
is a quasicircle which is homotopic to R/Z in Πε. The map f |γf is
quasiconformally conjugate to Rα|R/Z and thus has rotation number α.
Take an open cylinder between γf and the upper boundary of Πε.
Construct a holomorphic mapping Ξ+ to a standard cylinder {z ∈
C/Z | 0 < Im z < a} with Ξ+(0) = 0. Extend Ξ+ to the bound-
aries by the Carathe´odory principle. Now f is conjugate via Ξ+ to a
map g+ = Ξ+fΞ
−1
+ that is analytic above R/Z, continuous up to R/Z,
and preserves R/Z. Due to the Schwarz Reflection Principle, we can
extend g+ to a full neighborhood of R/Z, hence g is analytic in this
neighborhood.
We now apply Yoccoz’s Theorem 1.2 to conjugate g+ to Rα:
h+ ◦ g+ ◦ h
−1
+ = Rα,
where h+ is conformal in some strip around R/Z, and h+(0) = 0.
Let us now repeat the above procedure in the open cylinder between
γ and the lower boundary of Πε. In the same way we obtain maps Ξ−
and h−. We see that
φ± ≡ h± ◦ Ξ±
conjugate f to Rα on their respective domains of definition. Moreover,
they extend homeomorphically to the invariant quasicircle γf , mapping
it to R/Z. Since both of them map 0 to 0, they coincide on γf . As
quasicircles are conformally removable, φ± glue along γf to an analytic
map defined in a strip around γf .

5.3. Thickness of the band. We will prove that the conjugacy from
Theorem 5.3 is defined in a uniformly thick strip. We need a uniform es-
timate on dist (γf ,R/Z) depending on dist (f, Rα), where γf = {fn(0)}.
Recall that
BC = {α ∈ B | Φ(α) < C}.
Lemma 5.4. For C, ε fixed, for each a there exists b with the following
property.
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Suppose that f ∈ Dε is an analytic map such that f |γf has rotation
number α ∈ BC, and f lies in the stable manifold W
s(Rα).
Then |f − Rα| < b implies that γf parametrized by ξf is a-close to
R/Z in C metric.
Proof. Let Ψ1,Ψ2, . . . be the charts that correspond to f and its suc-
cessive renormalizations. For each n, consider a small rectangle Rn =
Ψ−11 . . .Ψ
−1
n ([0, 1] × [−ε, ε]). Since f is infinitely renormalizable, the
finite number N(n) of images of Rn under f forms a strip Sn in Πε
that contains the orbit of zero.
Choose n such that for any rigid rotation with α ∈ BC , diamRn <
a/2. Then for sufficiently small b, we have the same inequality for
f whenever |f − Rα| < b, α ∈ BC , because Ψk, k ≤ n, are close to
linear (see item (3) of Technical lemma). Also, for sufficiently small b,
all (fk)′, k ≤ N(n), are close to one in Πε/2 whenever |f − Rα| < b.
So each arc fk(Rn) ∩ γf of γf belongs to the a-neighborhood of the
corresponding arc of R/Z for Rα. The claim follows.

This implies a stronger version of Theorem 5.3 above. Let
εˆ := ε−
1
2π
C − C0
where C0 is a constant from Yoccoz’s theorem 1.3. Let Uκ(g) denote
the κ-negihborhood of g in Dε.
Lemma 5.5. In the assumptions of Theorem 5.3 above, for C, ε fixed,
there exists κ > 0 such that if α ∈ BC and f ∈ V ∩ Uκ(Rα) ⊂ Dε, then
ξf is defined in Π0.4ε. If εˆ > 0.1, then ξf is defined on Πεˆ−0.1.
Proof. Note that our assumptions imply ρ(f |γf ) = α because V is con-
nected. Using the previous lemma, we may, for each a, choose κ so
that γf is a-close to R/Z whenever f ∈ V ∩ Uκ(Rα).
In the proof of Theorem 5.3, the chart ξf was constructed as a com-
position of uniformizing maps Ξ± and maps h± provided by Theorem
1.3.
For every v > 0 there exists a > 0 such that assuming that γf is
a-close to R/Z then Ξ± is v-close to the identity in 0.1ε < | Im z| < ε
(see e.g. Lemma 2.1 of [BBY07]). This implies that if a is small, then
g± = Ξ±fΞ
−1
± in the proof of Theorem 5.3 is uniformly close to identity
in 0.2ε < | Im z| < ε, and thus is in Dε by the Maximum Principle.
Recall that h± is the analytic conjugacy of a circle diffeomorphism
g± to a rotation. Due to Yoccoz’s theorems 1.2, 1.3, h± are defined in
Πε/2 and in Πεˆ for εˆ > 0.
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Since Ξ± is close to identity in 0.1ε < | Im z| < ε, this implies that
ξf is defined in Π0.4ε and in Πεˆ−0.1 as required.

5.4. Leafs of the stable foliation of R. To complete our discus-
sion of the renormalization picture, it remains to construct the stable
foliation of R.
Theorem 5.6. For every C > 0, for each sufficiently large ε there
exists κ > 0 such that the following holds. For every α ∈ BC , consider
R : Dε → Dε and take the connected component Vα of the intersection
W s(Rα)∩Uκ(Rα). Then Vα is a complex analytic submanifold of Dε of
codimension one. Moreover, V is an analytic graph over a hyperplane.
Proof. Similar statements exist in the literature, as general corollaries
of uniform hyperbolicity of compact operators in infinite dimensions;
see, for instance, Lemma VII.1 of [Mn83]. However, we were not able
to find a general theorem which would fit our needs, so we will supply a
proof starting from stable/unstable manifold theory for periodic orbits
of R.
As above, for a map f ∈ Vα, let us denote by γf its invariant analytic
circle containing 0, and let ξf be the analytic linearization with ξf(0) =
0.
Let us write α = [a0, a1, . . .] and set αn equal to the continued
fraction obtained by repeating a0, a1, . . . , an−1 periodically. Evidently,
there exists n0 ∈ N such that for all n ≥ n0 we have
(12) |Φ(αn)| < 2|Φ(α)|.
For ε sufficiently large, Rαn is a hyperbolic periodic point of R due to
Theorem 4.6. So it has an analytic local stable submanifold
Vn := W
s
loc(Rαn)
of codimension one (see e.g. [Van87, ElB02] for an infinite-dimensional
version of Hadamard-Perron Theorem). Now we will construct Vα as
a limit of Vn. We will prove that submanifolds Vn are graphs over one
and the same open domain in V0; extracting a converging subsequence
for αn → α, we will find a stable submanifold at α as a limit of Vn.
Lemma 5.7. Fix α. For each sufficiently large ε, there exists κ such
that the intersection of any Vn with κ-neighborhood of rotations Uκ(T )
is a graph over some subdomain of V0 whenever defined.
Proof. Recall that Vn is a codimension-1 analytic submanifold in Dε.
Due to Theorem 5.3, Vn consists of maps that are conjugate to Rαn by
conjugacies ξf .
ANALYTIC LINEARIZATION 25
Due to Lemma 5.5, for sufficiently large ε and small κ, whenever
f ∈ Uκ(T ), ξf is defined on Π0.4ε and ξf(Π0.4ε) ⊂ Πε. For sufficiently
large ε, this implies |ξ′f − 1| < 0.1 on R/Z.
Recall that the tangent space to Vn at Rα coincides with
{v ∈ TDε |
∫
R/Z
vdz = 0}.
Similarly, the tangent space to Vn at f may only contain vector fields
{v ∈ TDε |
∫
R/Z
vd(ξ−1f ) = 0};
since it must be codimension 1, it coincides with this space. Note that
this tangent space never intersects the open cone
{v ∈ TDε | sup
Πε
|v(z)− v(0)| < 0.1|v(0)|}
around the complex space generated by a vector field d/dx; this follows
from the estimate on ξ′f . Thus Vn projects to the space V0 along the
vector field d/dx.

Consider a point f on a relative boundary of Vn (that is, f is in a
closure of Vn, but Vn is not a local submanifold at f). We will prove
that it cannot belong to Uκ(T ). This will imply the statement of the
theorem.
Lemma 5.8. Suppose that for C fixed, ε is sufficiently large, and κ is
sufficiently small. Then the relative boundary of Vn does not intersect
Uκ(T ) (i.e. it belongs to its boundary).
Proof. Assume the contrary. Take f on the relative boundary of Vn that
belongs to Uκ(T ). Take a sequence gk → f , gk ∈ Vn. Due to Theorem
5.3, all gk are conjugate to Rαn via maps ξk; let γk = ξk(R/Z).
Recall that ξk are defined in Π0.4ε due to Lemma 5.5. This enables
us to extract a convergent subsequence from ξ−1k and conclude that f
is conjugate to Rα via ξ such that ξ is defined in Π0.4ε.
We conclude that f satisfies assumptions of Theorem 5.1. This is a
contradiction, because Rnkf then converge to RnkRαn = Rαn as k →
∞ geometrically fact, thus f ∈ W s(Rαn), and is not on a boundary. 
Hence all points on the relative boundaries of Vn do not belong to
Uκ(T ). Hence all Vn are graphs over the same open ball Bκ in V0.
Extracting a convergent subsequence, we find an analytic submanifold
Vα ∋ Rα that is a limit of Vn, and is an analytic graph over Bκ.
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For each f ∈ Vα ∩ Uκ(T ), there exists a sequence fn ∈ Vn, fn →
f . Same arguments as in the previous lemma show that f satisfies
assumptions of Theorem 5.1, and thus lies in W s(Rα).
This proves Theorem 5.6.

5.5. Conjugacies in thin strips. Here we will prove that if a map is
close to Rα and conjugate to it in a thin strip, then it belongs to Vα
(thus is conjugate to Rα in a thick strip). This is based on Theorem
5.6 and strengthens Theorem 5.1 above.
Lemma 5.9. In assumptions of Theorem 5.6, let f be analytically con-
jugate to Rα in some open substrip of Πε/3 and sufficiently close to Rα.
Then f ∈ Vα.
The proof is contained in [Ris99, p.91-92], but we include it for the
sake of completeness.
Proof. Recall that Theorem 5.6 shows that Vα is an analytic graph
over the hyperplane V0. Thus if f is sufficiently close to Rα, then there
exists g = f + λ ∈ Vα, λ 6= 0. Consider the family f + t in the chart
ξg = ξf+λ: take
Gt := ξg ◦ (f + t)ξ
−1
g ,
then we have Gλ = Rα, and G0 is conjugate to f .
However due to Lemma 5.5, ξg is defined in Π0.4ε; for sufficiently
large ε, this implies
|ξ′g − 1| < 0.05 in Πε/3,
thus ∣∣∣∣ ∂∂tGt − 1
∣∣∣∣ < 0.1 in Πε/3.
Since Gλ = Rα, we have
dist (G0, Rα−λ) < 0.1|λ| in Πε/3.
Clearly, this implies that G0 cannot be conjugate to Rα in any substrip
of Πε/3. The contradiction shows that f ∈ Vα. 
6. Proof of the Main Theorem
Items 1 and 2 of the Main Theorem (renormalization operator as a
real-symmetric complex-analytic operator near T with compact deriv-
ative) follow from Lemma 3.2. Uniform hyperbolicity for α ∈ BC and
sufficiently large ε follows from Theorem 4.6.
Unstable direction is described in Lemma 4.1. Theorem 5.6 shows
that the local stable manifold Vα at Rα, α ∈ BC , is an analytic graph
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over a hyperplane. Theorem 5.3 together with Lemma 5.5 shows that a
germ of Vα only contains diffeomorphisms that are conjugate to Rα, and
the conjugacy is defined on Πε/3. Due to Lemma 5.9, if f is conjugate
to Rα on a substrip of Πε/3 and sufficiently close to Rα, then f ∈ Vα.
This concludes the proof of the Main Theorem.
7. Risler’s theorem
Let us explain how Theorem 1.5, and thus Risler’s theorem, follows
from the Main Theorem.
Fix α ∈ B. Let α ∈ BC . Let the assumption of Theorem 5.6 hold
true for all ε > ε˜, ε˜ = ε˜(C). We also assume ε˜≫ Φ(α).
Consider the renormalization operator R˜ that takes Dε to Dε˜; to
construct it, we use the construction of Section 2 replacing l < 0.01 by
l < ε˜/ε, and use Lemma 3.2. Let R(Rα) = Rβ .
Let an analytic local submanifoldWα ⊂ Dε at Rα be formed by maps
such that R˜f ∈ Vβ ⊂ Dε˜. Due to Lemma 5.5, all g ∈ Vβ sufficiently
close to Rβ are conjugate to Rβ in the strip of width
ε˜− Φ(β)− C0 − 0.1≫ 0.7ε˜;
for sufficiently large ε˜, this implies
‖ξ′g − 1‖C(Π0.7ε˜) < 0.1.
Therefore, f ∈ Wα implies that f is conjugate to Rα in the strip formed
by images of Ψ−1(Π0.7ε˜) under f . Since the chart Ψ in the Technical
lemma is close to linear for f close to rotations, this strip contains
Π0.6ε, and the conjugacy ξf satisfies
‖ξ′f − 1‖C(Π0.6ε) < 0.2.
So f ∈ Wα implies that the conjugacy is in D0.6ε.
The converse is proved in the same way as in Lemma 5.9. This
concludes the proof of Theorem 1.5.
Now let us prove the real-symmetric version, Corollary 1.7. Clearly,
the set of circle diffeomorphisms with fixed rotation number α ∈ B
coincides with the graph of a continuous map
f 7→ a : ρ(f + a) = α.
Main Theorem shows that the germ of an analytic submanifold VRα
is formed solely by circle diffeomorphisms with real rotation number.
Hence this germ coincides with the set of diffeomorphisms with rotation
number α.
As for Corollary 1.8, Yoccoz’s Theorem 1.3 implies that there exists
δC such that if α ∈ BC and a ∈ [0, δC), for every (µ, a) ∈ Aα the
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analytic diffeomorphism of the circle Fµ,a is conformally conjugate to
the rigid rotation Rα. Theorem 5.1 implies that
{Fµ,a | (µ, a) ∈ Aα} = W
s(Rα) ∩ {Fµ,a | µ ∈ [0, 1), a ∈ [0, δC)},
and the claim readily follows. Corollary 1.9 is similarly straightfor-
ward.
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