In this paper we prove that the multidimensional Hele-Shaw problem with kinetic condition at the free boundary is the limit case of the Stefan problem with kinetic condition at the free boundary in the classical sense when the specific heat e goes to zero. The method is the use of a fixed point theorem; the key step is to construct a suitable function space in which we can get the existence and uniform estimates with respect to e > 0 at the same time as for classical solutions of the multidimensional Stefan problem with kinetic condition at the free boundary. For the sake of simplicity, we only consider one-phase problems in three space dimensions, although the method used here is also applicable for two-phase problems and any space dimensions.
Abstract.
In this paper we prove that the multidimensional Hele-Shaw problem with kinetic condition at the free boundary is the limit case of the Stefan problem with kinetic condition at the free boundary in the classical sense when the specific heat e goes to zero. The method is the use of a fixed point theorem; the key step is to construct a suitable function space in which we can get the existence and uniform estimates with respect to e > 0 at the same time as for classical solutions of the multidimensional Stefan problem with kinetic condition at the free boundary. For the sake of simplicity, we only consider one-phase problems in three space dimensions, although the method used here is also applicable for two-phase problems and any space dimensions.
Introduction.
Suppose fl c M3 is a bounded annual domain with dfl = r0 U Ti; here To is the outside boundary of 0 and is the inside one. Let Uo<t<7'r(^) be the (unknown) free boundary with T(0) = To and Tit = Ti x [0, 7"] . Denote the domain between T(£) and Fi by
The Stefan problem with kinetic condition at the free boundary is to find a temperature field u(x,t), x G 0 <t<T, and a free boundary Uo<«t^(^)' satisfying (see [1]) edt u -A u = 0, x G f2(f), 0 <t <T, u = g(x,t) onT1T, u = Vn on T(i), 0 <t<T, (1.1) du vn = on T(t), 0 < t < T, u{x, 0) = Uq(x) ont = 0, where e > 0 is the specific heat, n is the unit normal on F(i) towards the outside of £l(t) and Vn is the normal velocity in the n direction. g(x,t) and uq(x) are known functions.
For fixed e > 0, the problem (1.1) is called the Stefan problem with kinetic condition. At the one-space-dimensional case this problem had been considered in [1] and [2] , and, recently, with special two-dimensional geometries in [3] or, under strong technical conditions in [4] for any space dimensions by using Nash's implicit function theorem as in [5] .
For e = 0, the problem (1.1) without initial condition is called the Hele-Shaw problem. Its classical existence in the two-dimensional case was considered in [6] and [7] , respectively, in Holder space and in analytic function space.
In this work we prove that for fixed s > 0 the problem has a unique classical solution. At the same time we get uniform estimates with respect to s > 0 which ensure that the solutions converge to the solution with e = 0 when e goes to zero. So our result also provides a proof of the classical existence of a local solution for the Hele-Shaw problem with kinetic condition at the free boundary in any space dimensions.
The final session of the European Scientific Foundation meeting on "Problems with Regularized Free Boundaries" (Oxford, December 1993) was a general discussion of ten open questions related to the Hele-Shaw problem that the participants thought particularly interesting.
Our problem arises from the ninth one (see [8] ) which asks if the zero-specific-heat limit in the classical sense of the Stefan problem is the Hele-Shaw problem. In [9] we had proved that the Hele-Shaw problem with the Gibbs-Thomson relation which includes surface tension as well as a kinetic condition at the free boundary is the zero-specific-heat limit in the classical sense of the Stefan problem with the same free boundary conditions in any space dimensions.
Following the idea of [5] , we introduce a (unknown) distance function p{co,t), u> = (u>\,u)2) £ K2, t > 0, to describe the free boundary. More precisely, suppose Tj nr0 = 0. For the points on the surface r0, we introduce coordinates u> = (wi, 0^2); we also denote by x{ui) G To and n(oj) the unit exterior normal to F0.
Let 70 be a given positive number such that the surface {x = x(uj)±n(ui)^f, 0 < 7 < 70} has no self-intersection and does not intersect Fx. Let p(uj, t) be a smooth function defined on F0 x [0, T] such that p{u>, 0) = 0 and max |p(oj, £)| < 7o/4. We denote by flpT the region bounded by the planes t = 0, T, surface T it and Ypt -{(x, t): x = x(w) + p(ui, t)n(co)}. The problem (1.1) can be written as follows:
In the next section we use a Hanzawa diffeomorphism to change the problem (1.2)-(1.6) into a cylindrical domain and straighten the free boundary. In Sec. 3, we prove the existence of a solution to problem (1.2)-(1.6) and get a uniform estimate with respect to e > 0 following the ideas in [6] and [9] . In the last section, we prove the convergence theorem.
Straighten
the free boundary and main results.
To prove the solvability of the problem (1.2)-(1.6), it is convenient to reduce it to a problem in a fixed domain. To this end, we use the Hanzawa diffeomorphism presented in [5] . Suppose 70 introduced above is so small that the mapping We shall show below that for sufficiently small T, the free boundary surface rpT can be described by the equation
This makes it possible to compute the normal velocity for T(t): dtp Vn{oJ,t) = I Vx/ip x=x(uj,p(uj,t))
We note that by construction </?(3)(w,0) = n(u>) is orthogonal to (cj, 0), j = 1,2. Here we suppose that p is the unique unknown because once p is known, then v can be determined.
3. The proof of Theorem 2.1. The idea of the proof for the uniqueness is the same as in [6] ; we omit the details.
For given p G D,£pt is well-defined. Let v(y,t) be the solution of (2.1)-(2.4) that depends on p and e. It is obvious that for fixed e > 0 and given p, problem (2.1)-(2.4) has a unique solution v(y,t) G (72+a'1+0/2(f2-r).
In order to get a uniform estimate with respect to e > 0 we let, for 0 < t < T, t = et, 0 < t < e-1T = T£, (3 Here we used the relation tp^ ■ = 0 (see [10] ) and denote v{w,t) = v(x,£)|xer0 by v(u,t).
Lemma 3.1. There exists a T > 0 such that for each p e D, there exists a unique solutioñ p € D to the problem (3.12) and (3.13).
The proof of Lemma 3.1. The uniqueness can easily be seen by observing that the difference of two solutions of (3.12) and (3. Similarly, by differentiating (3.14) twice with respect to LOi and = 1,2, and using the estimate (3.19) we can get \Dlpsx\<C(M2+a,N)T. In order to get the Holder regularity of q^ with respect to w, we introduce the characteristics of (3.21):
Suppose the solution of the above ordinary differential system is £i=£i(u,t), i = 1,2.
Therefore,
= exPW hrf (w.TjdrL where BAuj,t) = fs I g» (ui,t), i = 1,2. So if we let T be small enough, then
Rewriting the system (3.21) in integral form along the characteristics, we have, for any u>, Hi £ I2, 0 < t < T, dr, where C is independent of 5.
Summing up the above inequality with respect to i and j using the Gronwall inequality, we can obtain that there is a constant C that is independent of 6, but depends on M2+a we have the following estimates:
\dtPs\L°°(r0T) -2M), (3.26) l^tPils([o,T];cQ(r0)) ^ 2C(Ma), (3.27) where N is to be determined later on, which will be independent of T.
The estimates (3.16), (3.19) , ( So we can choose N = max{iVi, iV2}, and then let T be small enough such that (3.25) is true.
Passing to the limit as S -> 0, through an appropriate subsequence, we obtain a function ~p £ D, which turns out to be the (unique) solution to (3.12), (3.13) , and still satisfies the estimates (3.17), (3.26), (3. Proof. (1) (4.9) follows by the estimates (4.6) and (4.7) and Simon's compact theorem (see [12] , Corollary 4, p. 85).
(2) In order to get (4.10), let us go back to the (x,t) coordinates edtue -Aue -0 in £Ipt, (4) (5) (6) (7) (8) (9) (10) (11) (12) u£=g(x,t) on Tit, (4 
