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Abstract
Automatic optimisers can play a vital role in the design and development of engineering systems and
processes. However, a lack of available data to guide the search can result in the global optimum solu-
tion never being found. Surrogate models can be used to address this lack of data and allow more of the
design space to be explored, as well as provide an overall computational saving.
In this thesis I have developed two novel long-term prediction methods that investigate the use of ensem-
bles of surrogates to perform predictions of aerodynamic data. The models are built using intermediate
computational fluid dynamic convergence data. The first method relies on a gradient based learning
algorithm to optimise the base learners and the second utilises a hybrid multi-objective evolutionary al-
gorithm. Different selection schemes are investigated to improve the prediction performance and the
accuracy of the ensembles are compared to the converged data, as well as to the delta change between
flow conditions.
Three challenging real world aerodynamic data sets have been used to test the developed algorithms
and insights into aerodynamic performance has been gained through analysis of the computational fluid
dynamic convergence histories. The trends of the design space can be maintained, as well as achieving
suitable overall prediction accuracy. Selecting a subset improves ensemble performance, but no selec-
tion method is superior to any others. The hybrid multi-objective evolutionary algorithm approach is also
tested on two standard time series prediction tasks and the results presented are competitive with others
reported in the literature.
In addition, a novel technique that improves a parameter based surrogates learning through the transfer
of additional information is also investigated to address the lack of data. Transfer learning has an initial
impact on the learning rate of the surrogate, but negative transfer is observed with increasing numbers
of epochs. Using the data available for the low dimensional problems, it is shown that the convergence
prediction results are comparable to those from the parameter based surrogate. Therefore, the conver-
gence prediction method could be used as a surrogate and form part of an aerodynamic optimisation task.
However, there are a number of open questions that need to be addressed, including what is the best use
of the surrogate during the search?
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Chapter 1
Introduction
1.1 Motivation
Aerodynamics is the study of fluid motion around solid bodies, such as aircraft and vehicles and the
resulting forces acting on them [1]. Evaluating the aerodynamic performance of such complex systems
can be very difficult, due to the nonlinearity of the problem and computational fluid dynamic (CFD)
simulations can be used to determine the quality of designs. Automatic optimisers can play a vital role
in the design and development of these engineering systems. However, evaluating the performance of
design solutions can be computationally expensive when the performance is determined using an iterative
numerical process, such as CFD. This can lead to a lack of data being available to guide an optimisation
search to the global optimum solution.
To allow more of the design space to be explored a computational model can be used in place of the
expensive evaluations. These surrogate models can reduce the overall computational cost by predicting
performance without using the expensive numerical process. This is particularly important when many
individual solutions need to be evaluated. However, these models are reliant on suitable data being
available and a lack of data can also impact the building of these surrogates.
The work in this thesis has concentrated on aerodynamic performance prediction, with the focus on
convergence based surrogates that are built using the intermediate data from CFD simulations. The
accuracy of a CFD simulation will generally improve with increasing numbers of iterations and it is not
uncommon to run 1,000 CFD simulations each week when conducting aerodynamic investigations [2].
Therefore, a surrogate that reduces the impact of the number of CFD iterations or reduces the total
number of CFD simulations needed to guide a search could have a significant impact on the overall
computation time of an automatic optimisation task. Similarly, if the quantity of CFD simulations is
restricted, as is the case for the design and development of a Formula 1 racing car [3], a surrogate that
extracts as much information as possible from each simulation or investigation would be of benefit to an
optimisation task.
Two methods that take advantage of CFD convergence history information have been investigated. The
first builds a surrogate model to predict the performance of an individual solution using a convergence
prediction method. Intermediate data from the iterative numerical process is used to determine the
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trend in the convergence data and the surrogate is used to predict the converged performance. Elements
from time series prediction tasks have been incorporated as the basis for these models, with each CFD
iteration being equivalent to a time step. Trying to build surrogates with intermediate CFD data is a very
challenging task, but this method can reduce the computational cost of each individual solution, as the
expensive numerical process is stopped before full convergence. The predicted values can potentially be
used to guide the search or populate another surrogate model. This would allow either the same number
of points in a design space to be evaluated in less time or more points in a design space for the same
computational time.
The second method is based on a more traditional surrogate for predicting aerodynamic performance that
maps from the design space to the objective space. By assessing CFD convergence histories, performance
data from similarly converged simulations is transfered between data pairs. This provides additional
information to the model and addresses the lack of data by extracting as much information as possible
from the data that is available. This method does not reduce the computational cost of each individual
solution, but builds a surrogate that would reduce the total number of required CFD evaluations.
1.2 Contributions
This work makes contributions to both the computer science and aerodynamic design research commu-
nities. Specific machine learning techniques have been applied, including the design and development
of new algorithms for the training and optimisation of surrogate models. The selection of surrogate
models is a significant part of this research and new knowledge has been gained in the area of selection
methods. This has improved the prediction performance for both standard time series and long-term
CFD tasks. The learning of a surrogate model has also been improved by transferring information from
similar aerodynamic designs.
There is a significant contribution of knowledge to the aerodynamic design community with the intro-
duction of new approaches to predicting aerodynamic performance measures. Convergence data from
challenging real world CFD simulations have been used throughout, providing evidence that the devel-
oped models can be applied to aerodynamic optimisation tasks. Insight into aerodynamic performance
has also been gained by analysing CFD convergence histories.
1.3 Thesis Structure
The work presented in this thesis is broken down into three main chapters that introduce the specific
methodologies investigated and the results achieved. Prior to these chapters, specific aerodynamic and
CFD terminology is introduced in Chapter 2 to give the reader necessary background information to the
challenging real world application that the models have been applied to. This chapter also introduces
the complexities of automatic optimisation techniques and how they can be applied to challenging
aerodynamic optimisation tasks. Examples of how surrogate models have been used during aerodynamic
optimisation tasks are also discussed. Chapter 2 finishes by introducing the benefits of using multiple
surrogate models for confident predictions and how surrogates can be improved via transfer learning.
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Chapter 3 introduces the first convergence prediction method investigated. The similarities between the
long-term prediction of CFD convergence data and time series forecasting are first discussed, before
details of the developed model are introduced. Information on the first real world CFD data set used to
test the developed methodology is then provided. The results are presented and discussed, including how
they can be improved by selecting different surrogates.
Chapter 4 introduces a second convergence prediction method. The reasons for developing the new
model are discussed and it is initially tested using two standard time series data sets, with results
compared with others in the literature. The model is then tested on the same data set used to test the
model in Chapter 3 with a comparison of performance. A new high-lift wing data set is then introduced
and analysed, before also being used with this second model.
Chapter 5 investigates whether information about a CFD convergence profile can be used to improve the
learning of a surrogate model. Transfer learning techniques are used to provide additional information
and along with the high-lift data set, a vehicle data set is introduced and used to test the modeling
techniques. Although the work in this chapter is not the focus of the thesis, it has allowed a comparison
to be made between the results achieved using the model presented in Chapter 4.
The main discussion points of each methodology and the results achieved are discussed throughout
Chapters 3 - 5. Chapter 6 provides the main conclusions of the work presented, as well as possible
future work.
The CFD data used throughout the thesis has been kindly provided by QinetiQ Ltd, Farnborough and the
Honda Research Institute (Europe). This means that the specific CFD simulations have not been run by
the author, but when known, information about the different data sets have been included.
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Chapter 2
Background
2.1 Introduction
This chapter introduces the complexities of automatic optimisation techniques and how they can be
applied to challenging aerodynamic optimisation tasks. Relevant concepts and terminology applicable to
aerodynamic systems are defined, including aerodynamic measures used to evaluate performance. Com-
putational fluid dynamic techniques are then described, as they can be used to determine aerodynamic
performance measures.
Deterministic and stochastic optimisation procedures are then introduced, along with how surrogate
models can be incorporated to mimic aerodynamic performance measures and improve computational
efficiency. Examples of where surrogates have been used during aerodynamic optimisation tasks are dis-
cussed throughout. The benefits of using multiple models to make confident predictions of aerodynamic
data is then discussed, along with relevant information and concepts of how the learning of surrogates
can be enhanced by transferring information from other sources.
2.2 Aerodynamics and Computational Fluid Dynamics
2.2.1 Aerodynamics
Aerodynamics is the detailed study of fluid motion around solid bodies, such as aircraft and vehicles
and the resulting forces acting on them [1]. The type of flow and the shape of the body influences the
magnitude and direction of these forces and this section provides details of the main features that are
referred to in later sections. Specific flow characteristics are initially introduced, followed by how these
characteristics specifically influence the forces associated with aircraft wings (aerofoils) and ground
vehicles.
The region close to the surface of any solid body is known as the boundary layer. The velocity of the
fluid in this region rapidly increases from zero at the geometry surface (no-slip condition) to the velocity
of the freestream, U∞ and dictates the type of flow over the body. This low velocity at the surface results
in laminar flow, where individual particles in the flow do not cross the paths of others and is where
the viscosity of the flow dominates the inertia forces in the fluid [4]. Turbulent flow occurs when the
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thickness of the boundary layer increases and the laminar layer becomes unstable.
The Reynolds number,Re, gives an indication of whether the flow is likely to be laminar or turbulent [4].
The Reynolds number is dependent on the density, ρ, velocity, v and viscosity, µ of the fluid, as well as
the characteristic length of the body, l. Equation 2.1 shows this relationship and high Reynolds number
are associated with turbulent flow and lower values with laminar flow [5]. The real world applications in
this thesis are all examples of turbulent flow.
Re =
ρvl
µ
(2.1)
The shape of the body’s surface influences the flow around it and produces different velocity gradients
along the surface. Due to Bernoulli’s equation, these changes in velocity are accompanied by changes
in pressure, as summarised by equation 2.2, where the first term represents pressure, P , the second term
the kinetic energy per unit volume and the third the potential energy per unit volume, with g representing
acceleration due to gravity and z the height above a reference plane [1]:
P +
1
2
ρv2 + ρgz = constant (2.2)
When the flow continues to follow the surface of the object it is described as attached flow. However,
when the fluid no longer has enough energy or velocity in the boundary layer and there is a positive or
adverse pressure gradient, the flow is unable to follow the shape of the object and is described as separated
flow. Separation in explained in the context of an aircrafts wing in the next section and shown in Fig. 2.4.
The point where the flow leaves the surface is known as the separation point and both laminar and
turbulent flows can experience separation. However, separation is much more prone in laminar flow as
the velocity gradient from the surface is less rapid [4] and does not have enough energy to counteract the
affect of the adverse pressure gradient.
Downstream of the separation point the flow becomes reversed, causing irregular eddies to form [4].
These eddies form the wake behind the object and as will be seen, influence the aerodynamic performance
of the body.
2.2.1.1 Aerofoil Characteristics
An aircraft wing or aerofoil section is a body specifically designed to produce attached flow along
its surface to create desirable force characteristics [1]. It typically has a rounded leading edge and
sharp trailing edge, with an adverse pressure gradient leading to the trailing edge. The chord length, c,
maximum thickness, b, camber, d and angle of incidence, α, are key parameters that determine the wings
profile and coupled with the type of flow over its surfaces will influence the overall forces the flow exerts
on the wing. Figure 2.1 illustrates these wing parameters and Fig. 2.2 shows the aerodynamic forces
exerted on a wing, due to its shape and type of flow.
Drag is the aerodynamic force that is parallel to the direction of the oncoming fluid and is a combination
of friction drag and pressure drag. Friction drag is tangential to the surface, in the direction of the flow
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Figure 2.1: Wing Parameters [1]
a
Lift
DragU∞
2.2
Figure 2.2: Wing Aerodynamic Forces
and is due to viscous shear forces in the fluid. Pressure drag is the resultant of forces normal to the surface
that are dependent on the differences in pressure due to the shape of the surface. These differences in
pressure are also dependent upon whether the local flow on the surface is attached or separated and the
extent of the separation. For a separated flow case there will exist a low pressure wake, resulting in
increased pressure drag [4].
Total drag, measured in Newtons (N), can be summarised by equation 2.3, where Aw is the working area
(planform) of the wing and CD is the coefficient of drag, which is dependent on the shape and angle of
the wing, as well as the Reynolds number [1].
Drag (N) =
1
2
ρv2AwCD (2.3)
Lift is the aerodynamic force perpendicular to the direction of the oncoming fluid, created due to a
pressure difference on the upper and lower surfaces of the wing, as well as the extent of separation.
The shape of the wing (camber, d) and angle of incidence are governing parameters that determine the
amount of lift [6]. Air velocity over the top of the wing is faster than the mean velocity, while along the
underside it is slower. Due to Bernoulli’s equation (equation 2.2), a lower pressure is associated with the
faster velocity on the upper surface and a higher pressure is associated with the slower velocity on the
underside. This difference in pressure results in a net upward force. Lift can be described by a similar
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equation to that of drag, as shown by equation 2.4, where CL is the coefficient of lift.
Lift (N) =
1
2
ρv2AwCL (2.4)
A wing polar illustrates how the lift performance of a wing varies with angle of incidence, α and Fig.
2.3 is an example of a typical relationship. It can be seen that lift initially increases linearly until a
particular value of α, before it begins to decay. This decay is caused by the boundary layer separating
from the upper surface of the wing and creating a turbulent wake [4], illustrating the nonlinear nature of
aerodynamics. The point of separation is known as the stalling angle and corresponds with the wings
maximum lift (CLmax). This maximum lift is not only dependent on the angle of incidence, but also the
thickness, camber and nose radius of the wing [1]. The Reynolds number is also important, with higher
values resisting separation and increasing CLmax [1].
Angle of Incidence, a (o)
C
o
ef
fi
ci
en
t 
o
f 
L
if
t,
 C
L
CLmax
Stalling Angle
2.3
Figure 2.3: Wing Polar
The aerodynamic features discussed up to now have concentrated on 2-Dimensional flow and Fig. 2.4
illustrates the flow fields associated with attached and separated flow around a wing. It can be seen in
Fig. 2.4(a) that an attached boundary layer conforms to the surface of the wing and from Fig. 2.4(b) the
complexity of separated flow.
2.4 (a)(a) Attached Flow 2.4 (b)(b) Separated Flow
Figure 2.4: Wing flow fields
However, 3D features can have a significant affect on lift and drag, particularly when trailing vortices’ are
generated. The pressure difference between the upper and lower surfaces of an aircraft wing means that
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at the tips of the wings the air will flow from the high pressure lower surface to the low pressure upper
surface. This phenomenon creates a vortex that leaves the wings tips and induces a downward velocity
into the flow behind the wing. This additional velocity increases the drag by reducing the pressure at the
rear of the wing and is referred to as the induced drag contribution.
2.2.1.2 Ground Vehicle Characteristics
The lift and drag associated with ground vehicles is similar to that of an aircraft wing, but instead of
trying to maximise positive lift, a negative lift, known as downforce, is desirable for improving vehicle
handling and stability [6]. Reduction in drag is also important to improve top speed and fuel economy.
The aerodynamic forces exerted on a vehicle are illustrated in Fig. 2.5 and similar to an aircraft wing,
the overall drag and lift can be calculated using equations 2.3 and 2.4 respectively. However, CD and CL
are determined differently and the projected frontal area of the vehicle is used instead of the planform
area to determine Aw.
U∞
Downforce
Drag
2.5
Figure 2.5: Vehicle Aerodynamic Forces
The shape of the vehicle and the air flow around it are significant contributors to the vehicles lift and
drag and similar to the aircraft wing, the extent of separation impacts performance [6]. However, unlike
aircraft wings, the flow around the rear of a vehicle is generally always separated, creating regions of
highly complex flow.
2.2.2 Computational Fluid Dynamics
Computational fluid dynamic (CFD) simulations are used to simulate an aerodynamic flow field and
predict the associated aerodynamic forces (e.g. lift and drag) [7]. They represent the principles of
conservation of mass, momentum and energy [8] and the governing equations of fluid dynamic motion
are the continuity, Navier-Stokes and energy equations. However, CFD solvers are unable to solve
these equations analytically and are replaced by iterative numerical methods that allow efficient matrix
inversion and solutions to be calculated for these nonlinear equations [5]. These methods converge to the
final performance values over a number of iterations, producing intermediate solutions at each iteration.
Key output performance indicators such as the coefficients of lift and drag (CL and CD) are often used
as a measure of convergence, as well as the global average residual of a flow variable [7].
The efficiency and ease with which a CFD solution will converge can be highly dependent upon the
complexity of the flow [5]. All CFD convergence histories go through a transient phase at the beginning
of the iterative process, when the gross impact of the inflow and surface boundary conditions are first
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being resolved throughout the entire flowfield. This is followed by a convergence phase, where the local
detail of the flow is fully resolved. Figure 2.6 presents three examples of typical CFD convergence
histories.
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Figure 2.6: Typical CFD Convergence Histories
Figures 2.6a and 2.6b have a total of 150 flow iterations and are from CFD simulations for a transonic
wing design. Figure 2.6c has a total of 4000 flow iterations and illustrates a high-lift systems coefficient
of lift convergence history. The transient and convergence phases have been labeled on each example,
however the exact iteration where it changes from one phase to the other is not always clear.
It is also not always possible to state that a CFD simulation has fully converged in the number of flow
iterations used as the performance value may still be changing. In some cases the CFD simulation
can become numerically unstable or exhibit oscillatory convergence behaviour. This means that an
adequately converged solution cannot be obtained and an example of this is shown in the inset of Fig.
2.6c. Such a situation can result when the complexity of the flow is beyond the capabilities of the CFD
model, for example when applying a steady-state model to a case where the real flow contains significant
regions of unsteady separated flow.
Taking an average of the performance value over a set number of final flow iterations (i.e. last 200)
instead of just relying on the performance at the final iteration, can help to reduce the impact of these
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oscillations. However, this is only possible when the simulation has been run for a large number of flow
iterations.
An important factor of a CFD model is the grid used to partition the flow field into small sections,
where the numerical methods iteratively determine the values of flow quantities. Computational fluid
dynamic accuracy is dependent on the grid quality, as well as the complexity of the geometry [9], where
increasing the number of cells will improve the accuracy of the solution [5]. However, a grid sensitivity
study should be conducted, as a fine grid will increase the computation time and a coarse grid may not
adequately model important flow features.
The numerical method used to solve the nonlinear equations will also impact the prediction accuracy and
computational efficiency. When considering which numerical method to use, the first priority to consider
is the flow being modeled. The Reynolds averaged Navier-Stokes (RANS) equations, Euler and Panel
methods are the three most common numerical methods.
The Reynolds averaged Navier-Stokes (RANS) equations are an approximation of the Navier-Stokes
Equations, that take a time average of the fluctuating velocity terms. The boundary condition at the
surface is modeled as a no-slip condition, which as previously mentioned means the velocity components
at the surface are equal to zero. Both attached and separated time averaged (steady state) flow can be
simulated, whilst an Unsteady-RANS (URANS) solver can be used to simulate periodically varying
flow. A turbulence model is added to the RANS equations and all equations are solved as part of the
same solver.
The Euler method does not include the viscosity terms of the Navier-Stokes equations, which means the
viscous flow effects are neglected and inviscid flow is simulated. For streamlined shapes, where the flow
is attached, the Euler equations can be interpreted as approximating the flow at the edge of the boundary
layer and can be used in combination with a separate boundary layer method. The boundary condition at
the surface is modeled as a slip condition, which means the velocity component normal to the surface is
equal to zero, but the velocity component tangential to the surface is not equal to zero. The Euler method
is only suitable for streamlined shapes for which viscous effects are small.
Panel methods only simulate inviscid, irrotational, steady flow using surface sources that induce velocity
into the flow. The flow at the surface is created by vortex rings and the resultant flow is parallel to
the surface [6]. This method is the least time consuming [8], however panel methods have mainly been
replaced by Euler and RANS. Panel methods are the least complex of the methods presented, followed by
Euler, with the most complex being RANS. With increased complexity comes an increase in computation
time [2] and to address this, Euler flow solvers have been initially used to speed up evaluations, before a
Navier-Stokes solver is used for the final solutions [10].
As well as selecting the correct numerical method and an appropriate grid, there are a number of other
techniques that can be used to speed up convergence of CFD simulations. The first is to increase the
computing power available for running the CFD simulations [11]. This has been the main approach
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over the past few years with parallel computing techniques being used. However, due to the associated
costs of upgrading an aerodynamic facilities hardware, this is not always possible and this would not
necessarily reduce the number of iterations, just reduce the computation’s elapsed time. Truncating the
CFD simulation after a set number of iterations would reduce the computation time, but may stop the
simulation before a suitable level of convergence has been achieved, which may not be acceptable.
Automated grid generation, improved numerical methods [11,12] or starting convergence from a known
flow field could also reduce the number of iterations needed to achieve convergence. However, many
simulations would be needed to verify any new methods and full simulations would be needed to generate
a known flow field that was similar to the solution being tested.
Finally, grid-sequencing and multi-grid methods have been successful at improving CFD convergence
times and involves performing iterations on grids of different sizes [7,13]. Multi-griding is used to speed
up the iterative process, by transforming low frequency errors into high frequency errors on coarser
grids [14], but can be unstable due to wave calculations. Various multi-grid cycle strategies have been
implemented, with different numbers of refinement levels.
2.2.3 Summary
As shown, aerodynamics can be highly non-linear and CFD is usually at best an approximation of the true
flow physics [8]. The speed and ease with which a CFD solution will converge can be highly dependent
upon the complexity of the flow, however oscillations in the convergence history can be numerical and
may not be a true reflection of the real flow physics. Such a situation can result when the complexity of
the flow is beyond the capabilities of the CFD model, for example, when applying a steady-state model
to a case where the real flow contains significant regions of unsteady flow.
The actual magnitude of the performance indicator may never be found [6] and in some cases the
CFD simulation can become numerically unstable. Therefore, any outputted performance indicators
are usually treated with caution and final design solutions are verified with wind tunnel testing by an
experienced aerodynamicist [7].
Aerodynamic optimisation tasks deal with improving the lift (for wings) or downforce (for vehicles) and
reducing drag, with CFD used to evaluate aerodynamic performance. Automatic optimisers can play a
vital role in finding solutions to these tasks, by discovering unique designs that may not be discovered by
human designers. The next sections provide details about different optimisation methods and how they
can be applied to challenging aerodynamic problems.
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2.3 Optimisation
The goal of any optimisation problem is to find a single solution that provides the most efficient condi-
tions for that problem from a set of possible alternatives. In engineering design an optimisation problem
can be represented by a set of n decision variables {x1,. . . ,xn} = ~x and an objective function f(~x), where
the goal is to find the set of decision variables that either minimises or maximises the objective function,
subject to a set of constraints, g(~x) and h(~x) [15, 16]. Optimisation tasks can take the form of either
single or multi-objective problems and can be generalised by the following:
minimise: F (~x) = (f1(~x), . . . , fr(~x))
subject to: gi(~x) ≤ 0 and hj(~x) = 0
where r is the number of objective functions, i = 1, 2, . . . ,mt and j = 1, 2, . . . , pt, with mt + pt the
total number of constraints.
With more decision variables there is a larger design space that needs to be explored to find the optimum
solution. Optimisation methods can be divided into deterministic and stochastic approaches and both
methods have been applied to aerodynamic optimisation tasks.
2.3.1 Deterministic Optimisation
Deterministic optimisation approaches use the analytical properties of the problem to guide the search
to the final solution [17]. When fr(~x) is a test function, the derivative of the function can be used, with
both numerical and automatic differentiation techniques being adopted. However, during engineering
optimisation tasks the derivative needs to be approximated. This can be achieved by evaluating the ob-
jective function before and after a change in one of the decision variables and dividing by the magnitude
of the change. The negative of the gradient determines the magnitude and direction of the search and
the final solution from these gradient based optimisers is dependent on the initial conditions of the search.
Gradient based optimisers are non-population based algorithms with the decision variables of a single
individual updated iteratively. This can lead to a large number of function calls to update all of the
decision variables, as each variable is updated based on the result of a single simulation. Therefore, the
computation time of an optimisation task is dependent on the number of decision variables, with n + 1
simulations needed to update all variables.
A gradient based optimiser that is independent of the number decision variables and can be used with
CFD simulations is the adjoint method [18, 19]. The adjoint method works by perturbing the flow field
variables instead of the decision variables and determines the change/sensitivity of the objective to these
changes [20]. These changes are then passed to a gradient based optimiser, which updates all the decision
variables. The advantage of this method is that only a single CFD simulation, plus an adjoint solution is
needed and this second solution is comparable in complexity to CFD flow equations [19, 21].
Another issue with gradient based optimisers is their sensitivity to a starting point [22]. This can lead to
the search becoming stuck in a local optima when moving along the gradient path, resulting in the global
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optimum not being found [15, 22]. To overcome this, global optimisers such as evolutionary algorithms
(EA) have been developed.
2.3.2 Stochastic Optimisation
In contrast to deterministic optimisation methods, that rely on information about the objective function
(e.g. derivative/gradient), stochastic optimisation methods incorporate an element of randomness. This
can either take the form of random noise added to the objective function or in the choices made during
the search [23]. Common stochastic optimisation methods include random search, simulated annealing,
Markov chain Monte Carlo and genetic and evolutionary methods [16, 24]. Random search is the most
basic search strategy where randomly selected solutions are evaluated, where as evolutionary methods
can be more complex, with evolutionary algorithms (EAs) an example of a stochastic population search
technique based on the principles of natural selection [25].
Evolutionary algorithms are multi-point search strategies that use an interacting population of individual
candidate solutions instead of a single solution that is iteratively changed. New solutions are created by
selection, crossover and mutation operators, during a set number of generations, which allow them to
search large decision spaces, escape more easily from local optima and find global optimum solutions
[15,26]. Evolutionary algorithms can be used to solve single and multi-objective optimisation problems,
with the latter referred to as multi-objective evolutionary algorithms (MOEA). Single objective problems
result in one unique solution and multi-objective problems in a set of optimal solutions [16].
Each individual in the population represents a potential solution to the problem and is made up of a set
of decision variables that can be represented in the decision space. The features of the decision variables
are referred to as the phenotype of the individual and are coded into chromosomes of alleles, with the set
of chromosomes referred to as the genotype of the individual. Each individual is decoded to give fitness
scores based on the evaluation of the objective function(s) and selection of individuals in the population
is based on this fitness [26]. The fitness scores are represented in the objective space.
The random elements that make EAs different to gradient based methods are the operators used to alter
individuals in the population to create new offspring solutions and during the selection of individuals.
The main operators used to alter and create new individuals in a population are referred to as crossover
and mutation. The crossover operator picks two individuals from the population of individuals, referred
to as parents and exchanges a portion of their chromosome string to create new strings and therefore new
individual solutions, known as offspring. The mutation operator alters single alleles in an individuals
chromosome to create new individuals [16]. Figure 2.7 illustrates these points.
Selection is used to determine which individuals are used as parents to create new offspring, as well as
those that will be selected for the next generation. Selection can either be done randomly or using
a tournament selection process and both parent and offspring populations can be considered during
selection.
When considering multi-objective problems a compromise between competing objectives needs to be
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Figure 2.7: Evolutionary Operators - Crossover and Mutation
found. This trade-off is known as finding the Pareto optimal solutions and is achieved by determining
the non-dominated set of solutions. A solution (fj( ~x1)) dominates another (fj( ~x2)) if it is no worse than
the other solution in all objectives and if it is strictly better in at least one objective [27].
fj( ~x1) ≤ (fj( ~x2), j = 1, 2, 3 . . . r,
fj( ~x1) ≺ (fj( ~x2), j = {1, 2, 3 . . . r}
For example, a solution with a lower objective value in a minimisation problem is said to dominate a
solution with a higher objective value, as illustrated in Fig. 2.8 for a bi-objective minimisation problem.
The Pareto front refers to the set of solutions that are non-dominated with respect to all possible solutions
in the objective space. This is a theoretical set of solutions that may not be found by the search. The
set of non-dominated solutions that are found by the search are referred to as the Pareto set. These
solutions may not represent the true Pareto front and are therefore an approximation of this theoretical
Pareto front [16]. This final set of solutions have been selected because they are diverse and cannot be
improved in any objective, without getting worse in at least one other objective. Additional information
on the specific test problem is needed to determine the preferred solution from this set of solutions, as it
cannot be said that any one solution is better than another.
The global exploration of EAs means that they can more easily escape from local optima, however a
large number of fitness evaluations are required, which can result in a high computation time for the
algorithm to converge [22]. These algorithms can be parallelised, which can reduce the computational
effort, although they can be difficult to tune and can suffer from the curse of dimensionality when there
is a large number of decision variables [22].
16
Objective 1
O
b
je
ct
iv
e
2
Non dominated solutions
Dominated solutions
Figure 2.8: Bi-objective Minimisation Problem
Combinations of global and local searches is an active area of research and these algorithms are termed as
hybrid or memetic algorithms [16]. These methods incorporate the benefits of each optimisation method,
with the global search determining the starting point for the local search, which is then used to fine tune
the decision variables.
Aerodynamic optimisation tasks are used to determine the decision variables that increase lift or down-
force and decrease drag of aircraft wings and vehicles. Ideally an EA or memetic algorithm would be
used as these allow a large design space to be explored and the global optimum to be found. Compu-
tational fluid dynamics can be used to evaluate the performance of the decision variables found during
such an optimisation task, however, the combination of a high number of fitness evaluations required for
an EA or memetic algorithm and the iterative CFD process can result in a very significant computation
time. This can result in a lack of data being available to guide the search, although CFD flow solvers have
been coupled with EAs to optimise flow control devices on aerofoils [28–30], as well as to improve lift
and drag coefficients [31, 32]. Gradient based optimisers have also been coupled with CFD to optimise
the design of wings [9, 33, 34].
To address this lack of data, the objective function can be approximated by a surrogate model that
provides a relationship between the decision variables and objective function [22, 35]. In terms of
aerodynamic performance, the surrogate model is used to imitate the CFD simulations, which could
allow more of the design space to be explored. The use of a surrogate instead of CFD simulations results
in an overall reduction in computation time [36, 37]. The next section provides information on different
types of surrogates and where they have been used during aerodynamic optimisation tasks.
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2.4 Surrogates
2.4.1 Introduction
As introduced in Section 2.3 the goal of an optimisation problem is to find the set of design variables, ~x,
that either minimises or maximises an objective function, fr(~x). When there is a lack of data to guide
the search or when the objective function is determined using an expensive process, a computer model
can be used to imitate the function. These computer models are known as surrogates as they can be used
in place of the original expensive objective function. Equation 2.5 illustrates this with fˆr representing
the data’s underlying function and ~m a vector of free parameters that need to be determined before the
model can be applied.
fˆr(~x, ~m) ≈ fr(~x) (2.5)
Surrogates can take the form of both linear and non-linear models [38] and are constructed using data
from the problem. This data can come from many different sources and its collection can be a significant
part of the computational effort when building a surrogate model. However, there is likely to be a
trade-off between the number of samples required and the accuracy of these samples. An advantage
of a surrogate is that the time required to build and use a surrogate can be lower than the alternative of
integrating an optimiser with a CFD package [39]. Also, when there is limited knowledge of the problem,
it can be difficult to know which modeling technique should be used [39], although selecting a model
type that emulates the type of objective function being optimised is recommended [40].
The errors associated with using a surrogate can be generalised by equation 2.6.
eˆ(~x) = fr(~x)− fˆr(~x) (2.6)
Errors introduced by a surrogate can have a positive and a negative affect on the overall search perfor-
mance. Ideally a surrogate should be able to learn the global shape of the decision space and fitness
landscape, as well as any local features. However, when a surrogate is used in an optimisation task the
accuracy of the individual predictions can be less important. As long as the surrogate can direct the
search to the optimum and the order or rank of the individuals in the final population of solutions for an
MOEA is maintained, the best individuals should still be selected [41, 42].
Therefore, an incorrect surrogate can cause the optimisation process to stall or converge to a false
optimum [43] or provide a better search than the actual objective function(s), as they introduce more
diversity [39]. The fidelity of the surrogate model can also play a part, with less accurate surrogates
improving the speed of the search. However, the model should still be robust, with the ability to maintain
its function under changing conditions, including variations in design and environmental parameters [44].
The curse of dimensionality can also play a part in surrogate modeling when there is a high number of
variables in the model. This is because it is likely that a larger number of data points will need to be
learnt to describe the systems underlying dynamics [45].
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Many different modeling techniques have been used to represent expensive fitness functions and once the
data has been generated and the modeling type selected, the model needs to be fitted to the data and the
models free parameters (~m) determined through learning. A learning process is used to build a surrogate
model that can then represent the underlying function that maps input instances (~x) to output labels, y,
where y = fr(~x). Classification learning problems involve discrete classes of y and regression learning
problems use continuous values of y [46, 47].
Machine learning is concerned with developing computer programs that automatically improve with
experience [48] and can be broken down into supervised, unsupervised and semi-supervised learning
tasks [46]. Supervised learning involves learning with a “teacher” that provides the model with a desired
response [45]. The model relies on this desired response to be available for each training pair (~x, y) [49]
and uses it to update the free parameters of the model. Supervised learning therefore uses labeled
data to train the model. Unsupervised learning involves learning without a “teacher” and uses a “task
independent measure” to determine the quality of representation to update the free parameters of the
model [45]. Unsupervised learning therefore uses unlabeled data to train the model. The reason for
using unlabeled data to build the model is that it can be expensive to obtain the labels for all instances in
the training set. Semi-supervised learning uses both labeled and unlabeled data to learn the underlying
function of a set of data [46].
As well as learning the underlying function of the data, surrogates also need to be able to generalise on
data not used during training [50]. If a surrogate is only able to perform well on training data, the model
has been over-fitted. The use of a validation data set that is not used during the training of the surrogate
can be a way of monitoring the models performance to prevent over-fitting.
It is important that any surrogate is managed correctly and used at the most appropriate time of an
optimisation process. For example, the use of a surrogate in the initial stages of the search, when diversity
and not accuracy is important, may be of benefit to the overall optimisation process [35]. Alternatively,
a surrogate can be complemented by using the original objective function evaluations alongside it.
Surrogate model management determines when and how many individual designs are evaluated by the
original objective function and how many by the surrogate model. In the context of an EA search, an
individual based strategy determines which solutions in a specific generation are to be re-evaluated by
the original fitness function and for a generation based strategy which whole generation of solutions are
to be re-evaluated [51].
An inheritance model is an alternative to using a surrogate and involves using the average or weighted
average of the parents fitness values for the offspring [52]. However, these methods are reliant on smooth
fitness landscapes and not suitable for multi-modal or complex landscapes. Therefore, these models are
not practical in this application.
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2.4.2 Data Sampling Methods
Traditional surrogate models are built using data sampled from the decision space. It is very important
that the data used to build the model provides as much information about this space as possible and the
problem being solved. The sampling of data is referred to as a Design of Experiments (DoE) and is used
to provide a distribution of data points throughout the decision space. Each technique tries to provide as
much information about the decision space with a minimum number of data points. The identified data
points are then tested using the actual objective function (e.g. CFD) to provide the output to these design
variables and a surrogate is then built using this information.
A full factorial DoE varies all the decision variables together by establishing their upper and lower
bounds and discretising each range of values. Experiments are then performed at each of the identified
points in the design space. A similar approach is the central composite design which only includes the
extreme design variable combinations, as well as the central and axial points. This results in less actual
objective function evaluations compared to a full factorial design.
A Latin Hypercube design partitions the design variables with a specific number of experiments prede-
fined into levels. The location of the data points are then randomly selected along the design variable
levels, but with each level of every design variable only having one data point. An alternative to a random
distribution is the Audze-Eglais‘ method, where the points are uniformly distributed with the distance
between samples being controlled. The main draw back of this method is that additional samples cannot
be added to the DoE and used in the surrogate. Providing “infill points” of data [40] or updating the
surrogate with additional data in areas of interest [53] can help to exploit and explore the surrogate
further and ultimately improve the optimisation process. Space filling allows specific areas of the design
space to be targeted, where as a factorial design is more general.
2.4.3 Surrogate Model Types
Several different types of models have been used as surrogates during aerodynamic optimisation tasks.
The following gives an overview of the three main types; Response surface models, Kriging and neural
networks, including the free parameters that need to be determined before they can be used.
2.4.3.1 Response Surface Models
Response surface models (RSM) approximate the relationship between input variables (~x) and output
variables (y) using low order polynomials. This can be generalised in the form:
y = f(~x)~β +  (2.7)
where, ~β is a set of unknown coefficients and  a random experimental error assumed to have zero
mean [54]. The values of ~β need to be determined and a least squares technique can be used [55, 56].
However the number of sample data points needs to be greater than the number of parameters [51].
Response surfaces can take the form of first and second degree polynomial models and equation 2.8 is
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an example of a second degree polynomial model [35]:
yˆ = β0 +
n∑
i=1
βixi +
n∑
i=1
βiix
2
i +
n∑
i=1
n∑
j=1,i<j
βijxixj (2.8)
Response surfaces are suited to problems with random noise [35] as they are able to smooth out numerical
noise in data and capture global trends [56].
Forrester et al. [57] used partially converged CFD data to build a RSM surrogate that was used to
determine the design space optimum for an aircraft wing. Ahmed and Qin [58] used a RSM surrogate
coupled with a genetic algorithm (GA) to find the optimum design of a spiked blunt body in hypersonic
flow conditions and Doherty et al. [34] incorporated a RSM into an operations based optimisation study
of a racing car’s rear wing.
The surrogate presented by Pehlivanoglu and Yagis [59] uses a global RSM and local radial basis function
network, coupled to a GA, to optimise aircraft high-lift systems, active flow control and aerofoil shapes.
The surrogate is used to determine the next design points to be evaluated and is not used in place of
the CFD simulations. Therefore, all individuals are evaluated by CFD, however the results show that
fewer CFD evaluations are needed to find the optimal designs. A 50% reduction in CFD evaluations was
achieved for the high-lift system and wing optimisation tasks and 70% for the active flow control task.
2.4.3.2 Kriging
Kriging is another surrogate type that has been used during aerodynamic optimisation tasks and involves
an interpolation model that uses a Gaussian process to provide a confidence interval for predicted val-
ues. Kriging can therefore be considered as a model that incorporates a global model plus a localised
deviation:
yˆ(~x) = G(~x) + Z(~x) (2.9)
The global model, G(~x), can be either a low order polynomial or a constant value and Z(~x) is the
localised deviation, which is typically a Gaussian function with zero mean and non-zero covariance.
Less than 50 parameters can be handled with a Kriging model and they are well suited to deterministic
problems [35].
In the work by Ahmed and Qin [58] several Kriging models are compared to RSM surrogates and it was
shown that a Kriging model provided better predictions. A co-kriging methodology has also been used
as a surrogate model during the aerodynamic optimisation of an aircraft wing in the work by Forester et
al. [60] and for an inverted wing in close proximity to the ground in the work by Kuya et al. [61].
2.4.3.3 Neural Networks
The third type of surrogate model that has been used with aerodynamic optimisation tasks are neural
networks. Neural networks are nonlinear models of interconnecting computational functions, with each
function based on a biological neuron. They acquire knowledge through supervised learning and store
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this knowledge in the form of connection weights between individual neurons [45]. Neural networks
can approximate continuous functions with arbitrary precision [62] and can therefore be considered as
universal approximators.
Neural networks can consist of input, hidden and output layers of neurons. A feedforward single layer
network consists of a network with an input and output layer, where the computation is only performed
in the output layer. A multilayer feedforward perceptron consists of a network with either one or more
hidden layers that also perform computations. The neurons in each layer of the network typically have the
outputs from the proceeding layer as their input and the output of the final layer (output layer) constitutes
the overall response of the network [45].
Neural networks are well established and versatile with the possibility of having many different network
setups of varying numbers of neurons and connections. Figure 2.9 is an example of a multilayer neural
network. However, the more hidden layers and neurons, the more difficult and time consuming training
can become. Neural networks can also be difficult to interpret, particularly networks that involve internal
states [63]. These networks are referred to as recurrent neural networks and are specifically designed
for temporal problems as they have feedback connections that incorporate a form of memory into the
network [64].
Input Layer Hidden Layer Output Layer
Figure 2.9: Multilayer Neuron Network
Regardless of the setup the computation inside a single neuron is similar, with the inputs to the neuron
weighted and then summed together. The resultant induced field is then used as the input to an activation
function, σ, which limits the amplitude of the output, yi. The type of problem being investigated
determines which function is used [45]. Figure 2.10 is a graphical representation of a single neuron
(i) which can be described by equation 2.10, where K is the number of inputs to the neuron, xk is the
input to the neuron, wik is the input connection matrix and bi is a bias term. This additional term can be
used to separate classes during a classification task by offsetting or shifting the induced field [65].
yi = σ
(
K∑
k=1
wikxk + wi0bi
)
(2.10)
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Figure 2.10: Individual Neuron [45]
Data pairs of input and output signals are used during the training of a neural network and the error
between the desired and actual outputs of the network are used to adjust the weight connections over
several training time steps (epochs) to reduce the output error of the network. Training moves the error
towards a minimum point on the error surface, which has the weight connections as its coordinates [45].
Depending on the training method used neural networks can take a long time to converge and this may be
to a local minimum on the error surface. There may be several equilibrium points on the error surface [66]
and the initial conditions at the beginning of the training process can influence the trajectory of the search
and the minimum point that training converges to. Training of networks can be achieved using derivative
(gradient based) and derivative free (stochastic) methods to find the global equilibrium.
Normalisation of input data will impact the performance of the networks and should be considered when
constructing the problem. However, it is clear from equation 2.10 that any normalisation of the data
could be altered by the learning process and changes to the weight values.
Ribeiro et al. [36] demonstrated a 50% reduction in computation time when designing an aerofoil for
wind turbines using an artificial neural network trained using fully converged CFD data. Fully converged
simulations were used for a set number of generations at the beginning of the optimisation loop and this
data was used to construct the surrogate model, before it was used exclusively. A 6% difference was
achieved between the predicted and actual results.
Beliganur et al. [29] used CFD data to train a neural network that replaced future CFD simulations for
the optimisation of synthetic jets on an aerofoil. Results using the neural network achieved an error of
less than 1% compared to not using the surrogate and reduced the computation time by “at least a factor
of a hundred”.
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Greenman and Roth [37, 53] used a neural network surrogate to optimise an aircraft’s high-lift system,
however, infill points were needed to improve the surrogate after initial evaluations did not yield suitable
results. Khalkhali et al. [67] used 324 CFD data points to construct a group method of data handling
(GMDH) neural network that in turn created polynomial models. These models were used in conjunction
with a GA to optimise a wing design. Razaghi et al. [68] also optimised synthetic jets on an aerofoil using
GMDH neural networks.
Lopez et al. [69] used a neural network to provide the errors for a low fidelity model, correcting them
and predicting aerofoil characteristics. Rajkumar et al. [70] optimised a neural network using a GA to
predict wind tunnel data and states that a 10% error for aerodynamic modeling is acceptable.
These results from the literature demonstrate that although there is an error associated with using the
surrogate, it is small and there is a reduction in the computation time needed to achieve the results. It
is likely that the percentage errors are reported in the literature as the absolute error values would have
little meaning when comparing results and methods to other work.
An alternative surrogate model that is not reliant on an initial sample of data but utilises intermediate data
from CFD simulations to learn the dynamics of convergence histories was investigated by Cao et al. [71].
The performance of a number of turbine blade designs were predicted using an autonomous differential
recurrent neural network that was trained using data from a number of initial CFD iterations from the
convergence history and used to predict the CFD convergence sequence. The discrete CFD iterations are
considered as individual units of time and the training of the networks determines the networks initial
internal states and parameters. The created networks rely only on the internal states of the network to
produce an output and do not use any further input data after training.
Individual networks were trained and used to predict the performance of several different data sets.
These data sets represent a number of CFD grid sizes that were converged for different numbers of flow
iterations (8,000 or 16,000). The mean prediction error across 100 designs, at the point of convergence,
was less than 5% and different numbers of initial CFD iterations were used to train the networks. It
is reported that less than 50% of the flow iterations are needed and as little as 12.5% were tested.
Although there is not much variability between different convergence histories and they are fairly flat
after approximately 25% of the flow iterations.
2.4.3.4 Summary
From the literature it can be seen that different surrogate types have been used for aerodynamic perfor-
mance prediction. The majority of the methods discussed have been successful on a number of different
applications at reducing the number of CFD evaluations and achieving acceptable prediction accuracy.
A 50% reduction in CFD evaluations was achieved using RSM and neural network errors have been
reported between 1 and 10%, with associated reductions in computation time. However, the majority
of the surrogates discussed are predicting aerodynamic performance based on decision variables. These
methods rely on a number of evaluated designs to represent the design space, which are then used to
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train the surrogates and provide a suitable mapping to the objective space. The specific designs to be
evaluated are determined using a design of experiments.
There is a computational expense associated with simulating these designs that is not always reported,
however, Ribeiro et al. [36] stated that the majority of the time needed during an optimisation study that
incorporated CFD evaluations and a surrogate model, was concerned with the initial evaluations of the
sampled designs. Therefore, due to the expensive evaluation process used to determine performance (e.g.
CFD), this can limit the number of available evaluated solutions and result in a lack of data for training
a surrogate, as well as for guiding an optimisation search.
The method presented by Cao et al. [71] can be used to overcome this as it does not rely on a number
of initially evaluated designs to populate a design space and is independent of the number of decision
variables. Intermediate data from individual CFD simulations is used to predict the CFD convergence
sequence and the results presented suggest that a convergence based prediction method could be used
as a surrogate, as the computation time of a single CFD evaluation can be reduced. However, the
values reported in this work are for an average performance over 100 different designs and not for each
individual design, although the performance inferred from some of the plots is that the maximum error
for a single design is less than 10%. Also, a single model has been used to make each prediction in this
work, which suggests there could be little confidence in the reported performance.
Therefore, building on the idea of a convergence based prediction method, the work in this thesis has
been conducted to investigate whether it is possible to use multiple prediction models to provide confident
predictions using these types of convergence based models. The use of multiple models to predict the
same performance measure is known as an ensemble of predictors and they have been shown to provide
better generalisation performance than single models, which results in a more confident final prediction
[72]. The next section discusses the benefits of this modeling technique in more detail, as the creation,
selection and combination of individual predictors is critical to their success.
2.5 Ensembles
An ensemble is the combination of different models that are used to predict the same performance
measure and can be better than a single complex model, even if the solution of the single model could
potentially be more accurate [72]. Ensembles provide a competitive advantage over single models [73]
and can be used to improve the search capabilities of a surrogate assisted evolutionary algorithm [74].
However, it can not be assumed that an ensemble of surrogates will always provide an improvement. If
all ensemble members are identical, they would predict the same outcome, which negates the need for
an ensemble [50, 75].
An ensemble can include information that is not contained in a single model [76], as each ensemble
member can learn different parts of the input data or process behaviour [77], generalise differently and
produce different errors, even when applied to the same input data [50]. Lim et al. [39] presented work
that supports the use of ensembles of surrogates for single and multi-objective test problems, concluding
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that ensembles of surrogates are able to provide accurate and reliable models.
However, each individual model needs to be both accurate and diverse [47] and there is always a trade-
off between accuracy and diversity [78]. This is summerised by the error-ambiguity decomposition
presented by Krogh and Vedelsby [79] as shown in equation 2.11, where the generalisation error of
an ensemble (E) is based on the weighted average of the individual generalisation errors (E¯) and the
weighted average of ambiguities (A¯).
E = E¯ − A¯ (2.11)
The ambiguity term is a measure of how an individual predictor performs compared to the ensemble
of predictors, measuring the correlation or disagreement between individual networks. If the errors
produced by each network are very similar, then they are strongly correlated and the ambiguity values
for each network will be small. Conversely, if the networks produce different errors, then the ambiguity
values will be larger. The ambiguity of an individual learner, a, can be defined by equation (2.12), with
V δ(y) the output of an individual predictor, δ, on instance y and V¯ (y) the mean prediction output when
considering all predictors, for instance y:
aδ(y) = (V δ(y)− V¯ (y))2 (2.12)
No knowledge of the real function being estimated is needed to calculate the ambiguity of an individual
predictor and the ambiguity term can be used as an indication of the ensemble members diversity.
Equation (2.12) can be extended by taking the average over all instances as shown by equation (2.13),
where p(y) is the distribution from which the instances are sampled:
aδ =
∫
aδ(y)p(y)dy (2.13)
By reducing each individual’s generalisation error and increasing their ambiguity, the overall generalisa-
tion error of the ensemble will reduce. However, by increasing the ambiguity of an individual predictor
there is an increase in the individual’s error.
2.5.1 Ensemble Member Creation
Diverse ensemble members can be either implicitly or explicitly created. Different data samples, network
parameters and initialisation methods, as well as using different learning algorithms have all been used
to implicitly create diverse ensemble members [47, 78]. When ensemble members use different training
data, they are known as homogeneous ensembles, as each member uses the same base learner [80] and
it has been shown that using independent training data is better than using the same training data for
all ensemble members [72, 81]. Heterogeneous ensembles use different model types to achieve accurate
and diverse ensemble members [80] and can include individual members with different base models,
architectures [82–84] or input structures [85].
Algorithms have been designed to try and explicitly create diverse ensembles. For neural networks they
include negative correlation learning [86], which affects the weight updates with an ambiguity term and
the ADDEMUP (Accurate anD Diverse Ensemble-Maker giving United Predictions) algorithm [87] that
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uses a combination of accuracy and diversity terms in a single-objective GA. The DIVACE (DIVerse
and ACcurate Ensemble learning) algorithm [75] uses accuracy and negative correlation learning and the
work by Jin et al. [88] uses accuracy and a regularisation term (e.g. number of network connections) as
conflicting objectives in multi-objective optimisation setups.
2.5.2 Ensemble Member Selection
There has been work that suggests it is best to concentrate on making each ensemble member the best
it can be and that using them all in the final ensemble will provide the best results [89]. Conversely, it
has been shown that to sample many of the created models can be better than sampling them all when
creating an ensemble [90].
Ranking the individual models, based on some criterion or through the use of an optimisation process,
have all been suggested as possible methods of selection [47]. Selection based on the training error [91],
validation error [92–94] or using a genetic algorithm [95–97] have all shown good results. However,
there has not been much discussion in the literature on how to select ensemble members, particularly
from a Pareto set of solutions.
For example, Abbass and Sarker [98] optimised both the weights and number of hidden neurons in a
FFNN, but the final performance was based on all members in the Pareto set. Also, Abbass [99] used the
errors on two different training sets as the conflicting objectives and argued that the concept of dominance
in an MOEA is a form of selection, as it determines if a network should be included in the final Pareto
set, but selection from the Pareto set of solutions is not discussed.
Ensembles consisting of all the Pareto set of solutions, combined using a simple average and an ensemble
consisting of the weighted output of the Pareto set of solutions were discussed by Jin et al. [88]. An
evolutionary strategy was used to optimise the weights based on an expected error on a validation data
set. The results showed that although an improvement can be made on a validation data set, using the
weighted output, it did not necessarily mean that there would be an improvement on a test data set. The
simple average of all the Pareto set of solutions provided the best result on a test data set.
It is important to select members from a Pareto set as individuals at the extremes are likely to represent
infeasible or unsuitable networks. If accuracy and complexity are used as the two objectives then one
extreme will represent a low complexity network and the other a large complexity network. Networks of
overly low complexity exhibit a large training error and those of very high complexity are very likely to
over-fit [88]. Therefore, the removal of these extreme members prior to selection may also improve the
ensemble’s performance.
2.5.3 Ensemble Member Combination
The size of ensembles used have generally ranged from between three and five members [72, 83, 100],
although as many as 20 neural networks have been sampled from 250 [101]. The method used to
combine the selected ensemble members is very important and the variance, as well as the bias, of
a learning algorithm may be reduced through optimal combination [47]. The mean of a number of
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predictors [91, 102] or the weighted mean [55, 102, 103] of the final outputs have both been used to
combine individual predictors. The weighted median [104] and weighted sum [105] have also been
used. Bayesian committees of networks that weight the individual models by considering their posterior
probabilities is another method of combining the prediction performance of several different networks
[106].
As well as using an ensemble of surrogate models to make confident predictions, the training method
used can influence the learning and performance prediction of a surrogate. The next section introduces
transfer learning as a concept for improving the learning performance of surrogate models.
2.6 Transfer Learning
Transfer learning involves the improvement of learning in one task (target task), through the expert
knowledge transfer from one or more other tasks (source tasks) [107, 108]. This can be achieved by
starting the learning process from an improved initial condition, through an increased training rate or
asymptotic performance [107,108]. Knowledge is only transferred from the source task to the target task,
unlike in multi-task learning where knowledge or information can be passed among all tasks [107, 109].
To avoid negative transfer, where the source task has a detrimental affect on the performance of the target
task, the source and target tasks must be related. The source tasks information needs to be understood
by the target task, otherwise a “mapping” is needed [107]. Therefore, it is important to determine what
information is to be transfered, how it can be transfered and when to transfer it [109].
Additional data or parameters from the source task can be transfered to the target task to improve its
learning. For example, transfer learning has been used to improve the performance of neural networks
by including additional output neurons in the network during training [110, 111]. The additional output
neuron introduces connections back to common hidden neurons and these additional connections influ-
ence other connections in the network, due to the backward phase of the training algorithm. The extra
output is removed after training and improvements were seen on the training data for the target task [111],
as well as an increase in convergence speed [110]. However, it can introduce negative transfer at later
training epochs. Additional time series data sets have been used to help with a multi-step ahead prediction
task. The source tasks are trained up to the final prediction horizon and these models are then used to
help train the target task, which is trained for less steps. After training, the target task is used to predict to
the prediction horizon [112]. Finally, weight values from other networks have been used as the starting
point for training another network [113].
It is important to determine what the goals are of the transfer method and what metric will be used
to determine if the transfer has been a success [108]. Included in this metric should be a decision as
to whether the computational cost of the source task will be ignored or included in the total cost of
developing the solution for the target task. For example, if the target task can be learnt on its own,
without the source task, what is the time difference to learning with the source task?
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2.7 Summary
This chapter has discussed the background information related to the complex and challenging nature of
aerodynamic optimisation tasks. Due to the computational expense of evaluating aerodynamic perfor-
mance using CFD, surrogate models can be adopted to imitate CFD to reduce the computation time of
an aerodynamic optimisation search. Examples of different surrogate model types and where they have
been used during aerodynamic optimisation tasks have also been discussed.
A convergence based surrogate, which is an alternative to the traditional surrogates that map from the
design space to the objective space was introduced and it is this type of surrogate that will be investigated
further and form the basis of the thesis. This model has been selected as it is not reliant on an initial
sample of data points and has shown good performance for a reduction in computation time, through
the use of fewer CFD iterations. This work though has used single models to predict convergence,
so ensembles of surrogates will be used to provide confident predictions and details of this modeling
approach were also presented.
Chapters 3 and 4 introduce two novel convergence prediction methods. Due to a single data set for
each CFD convergence history, diverse ensemble members are created in Chapter 3 using heterogeneous
ensemble members with different input structures. A gradient based learning algorithm is used and
training is monitored to ensure suitable models are created. The method introduced in Chapter 4 uses
a hybrid multi-objective evolutionary algorithm (H-MOEA) to optimise the networks structures, as well
as for training. The result of this approach is a Pareto set of networks that can be used to construct an
ensemble. Selection of ensemble members is considered for both methods.
Transfer learning was also introduced in this chapter as a method for improving surrogate prediction
performance and learning. Although not the focus of the research in this thesis, Chapter 5 introduces the
detail behind a surrogate model that incorporates transfer learning to improve the learning and prediction
of a more traditional parameter based surrogate. This work has been conducted to investigate a transfer
learning methodology, as well as to allow a performance comparison to be made between the convergence
based method and this more traditional methodology using a common data set.
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Chapter 3
Ensemble of Heterogeneous RNN for
Convergence Prediction
1
3.1 Introduction
Due to the expensive evaluation processes needed to determine aerodynamic performance (e.g. CFD),
there can be a lack of data available to guide an aerodynamic optimisation task. To reduce the computa-
tional expense a surrogate model can be used to imitate the performance evaluation process. As discussed
in Chapter 2, the majority of the surrogate methods used during aerodynamic optimisation tasks rely on
evaluated designs that are then used to build the surrogate models. An alternative approach is to build
a surrogate model based on the intermediate data of the expensive evaluation process and predict what
the converged value will be, by projecting the trend of the CFD convergence history. By learning the
characteristics of the partially converged CFD data, the computational cost of each design evaluation can
be reduced, allowing more of the design space to potentially be explored or the same amount in less time.
This chapter introduces the first convergence based method for predicting aerodynamic performance
from CFD intermediate data. A methodology that constructs an ensemble of heterogeneous models
has been developed, as it has been shown that an ensemble of predictors will reduce the effect of any
accumulated errors and provide confidence in the predictions.
Intermediate CFD convergence data can be considered as univariate, as the performance information is
changing at each iteration, which is equivalent to a unit of time. Prediction of CFD convergence data is
therefore similar to time series forecasting, which projects time series data into the future [73]. However,
predicting a CFD convergence history is not the same as predicting a standard time series data set, as it
is concerned with long-term prediction and not single step prediction, as is the case with standard time
series tasks. Therefore, information is first given on time series prediction, followed by techniques for
1Some of the contents of this chapter have been published in the conference paper: C. Smith, J. Doherty, and Y.
Jin, “Recurrent neural network ensembles for convergence prediction in surrogate-assisted evolutionary optimization”,
Computational Intelligence in Dynamic and Uncertain Environments (CIDUE), 2013 IEEE SSCI, Singapore, pp. 916, April
2013.
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long-term prediction tasks.
As will be shown, recurrent neural networks perform well on time series forecasting tasks, therefore
specific information on these types of surrogate model are then introduced. The specific methodology and
then details of the first real world CFD data set are then provided. Finally, the results are presented and
discussed, including how they can be improved by selecting different models to construct the ensemble.
3.2 Time Series Prediction
3.2.1 Dynamic Reconstruction
Time series data can be regarded as any information that varies with time and time series forecasting
can be described as projecting this time series data into the future [73]. Dynamic systems are any
system whose state varies with time, with the state of the system referred to as the information that
is stored from one time step to the next [45]. Understanding the behaviour of a dynamic system and
using this information to predict its future trend can be very useful and has been applied to the prediction
of electricity demand [114], solar data [115], finance forecasting [103,116] and hydrological forecasting
[102].
Dynamic reconstruction is concerned with establishing the model that captures the underlying function
of the univariate data and using it to determine future values [45, 117]. The reconstruction vector,
yR(t) = [y(t), y(t − τ), .., y(t − (D − 1)τ)]T , is defined in terms of the time series observable output
y(t) at time steps, t (e.g. CL or CD for CFD convergence histories) and its delayed versions [45]. The
normalised embedding delay, τ , is concerned with the step size between data points and the embedding
dimension, D, the minimum number of data points needed for dynamic reconstruction.
Taken’s Theorem states that if D ≥ 2q + 1, where q is the dimension of the state space of the system,
dynamic reconstruction is possible, although it is not a necessary condition [45]. The value ofD may not
be known and although increasingD can improve prediction, it can also introduce noise or imperfections
into the system. It is therefore desirable to keep D to a minimum. Specific parameter values can be
problem dependent, with values either being established using trial and error or determined using an
optimisation algorithm [118].
Another methodology that uses data from previous time points to predict the next are auto-regressive
models. However, instead of reconstructing the data set using τ , a weighted sum of the short term history
of the time series is used to estimate data at the next time point [119]. The weights are known as the
auto-regressive coefficients and the number of previous data points defines the order of the model [45].
Reconstructing the time series data and using it to build a single step prediction model is the typical
approach to time series forecasting. Known data is used as input to the model and the next time
step is usually predicted, but this depends on the reconstruction. Many different model types have
been used to learn the underlying function of the reconstructed data. For example, feedforward neural
networks [102,120,121], recurrent neural networks [122–125], radial basis function networks [126] and
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fuzzy models [127] have all been used for time series prediction and have used various embedding delay
and dimension values.
Although CFD convergence data is univariate in nature and that time series forecasting is concerned with
understanding the underlying function, a CFD convergence history is not identical to standard time series
data sets. There are no repeating features in the training data, that are then seen in the test data and known
data is not available to be used as inputs to the model. This means that convergence based surrogates
are not trained for typical time series prediction tasks, but for challenging long-term prediction. The
trend of the convergence history needs to be learnt by the surrogate model using a small amount of initial
convergence data. Therefore, alternative methods for predicting time series data and particularly how to
predict multiple-steps ahead needs to be considered.
3.2.2 Long-term Time Series Prediction
Long-term time series prediction is very challenging, with inaccuracies in long-term prediction arising
from a lack of or immature training data, an incorrectly developed model or a change in the environment
that the model was originally developed for [128]. Therefore, it is important to address these issues
by understanding the convergence data and selecting the best model type for predicting multiple steps
ahead, where the prediction horizon, PH , is referred to as the total number of steps ahead to be predicted.
One of the simplest and most common methods is to use a single step ahead prediction model to
recursively predict up to the prediction horizon, with predicted results fed back into the model as inputs
to address the lack of known data [129]. These models are fairly straight forward to implement, but can
suffer from the accumulation of errors and diverge quickly [128–131].
That said, recursive prediction has proved successful with neural networks predicting up to 10 [73] and 19
steps ahead [132]. Recurrent neural networks have been used to recursively predict up to 20 [133–135],
72 [136] and 100 steps ahead [137] on a variety of problems. It was concluded by Su, McAvoy and
Werbos [131] that a RNN is better than an iterated FFNN, as they can be specifically trained to make
multi-step predictions, with the errors associated with the RNNs more consistent for prediction horizons
greater than 5.
Chaining different prediction models involves using several models to reach the prediction horizon,
where each model is used to predict an individual time step or a single model reaches the prediction
horizon in one step. Pre-processing of the data is required as it needs to be broken down into the correct
sized steps. Sorjamaa et al. [138] showed that the direct method is better at reducing the error when
increasing the prediction horizon, compared to the recursive method, however, there is an increase in the
computation cost, due to the number of individual models needed to reach the prediction horizon.
The direct method has been used to predict time series data up to prediction horizons of 20 data points,
using ensembles of support vector machines [117] and RNNs up to prediction horizons of 50 data
points [139]. However, increasing the prediction horizon resulted in an increase in the prediction error.
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Neural networks have also been chained together, with each network predicting one step ahead and
growing by one input, each time a new data point is available, up to a prediction horizon of 24 [113]. A
similar approach, but with some networks predicting more steps than others, has also been trialled for 24
steps ahead [128]. This method has also been applied to RNNs [140].
Multi-input multi-output (MIMO) methods either use single models to output a single vector of future
values or several models, where long-term prediction is a concatenation of the predictions from umodel’s
predictions. If PH is the number of steps to the prediction horizon, then u = PH/s, where s is the size
of the multi-output, i.e. how many steps predicted by the model. The prediction horizon needs to be
divisible by the number of subtasks, u and each subtask can have varying prediction horizons. If s = 1,
then the model can be described as a direct method and if s = PH , then there is a single model with one
output vector [141].
It was shown by Bao, Xiong and Hu [142] that MIMO methods outperform iterated (recursive) methods.
However, MIMO methods require a lot of data that needs to be divided into subtasks, which may not
always be available. Optimisers have been used to determine the number of sub-models [142], as well
as data selection methods to determine the input vector [141]. Ensembles of several MIMO models with
different prediction horizons have also been investigated [143].
As well as the methods presented above, that have been used to improve the long-term prediction of time
series data, models have also been trained using algorithms that have been specifically designed for long-
term prediction. The work presented by Williams and Zipser [63] introduced a learning algorithm for
continually running fully connected RNNs. The weights of the networks are adjusted when the network
is running after the presentation of each data pair, instead of once all data pairs have been presented.
The aim of this is to allow the network to “configure itself”, enabling information at early iterations to
be used to improve future predictions. Two versions of this algorithm were introduced by Williams and
Zipser; one that only uses the predicted values as inputs and one that uses known data as inputs. This
learning algorithm was used by Parlos et al. [144] with the resultant model used to predict 100 points
ahead for a test problem and 2,000 points ahead for a unique reactor problem.
Algorithms that optimise the structure of RNNs have also been adopted to perform multi-step predictions
for 6 and 14 steps ahead [130, 145]. Pre-processing the input data and including expert knowledge into
models has also been investigated [113, 146].
It is very difficult to make direct comparisons between all of the different long-term prediction methods,
as different model types have been used and different numbers of steps have been predicted. Recursive
prediction seems to be the most straightforward method to implement, although they can suffer from an
accumulation of errors. Chaining suffers from the need to develop several models, which increases the
computation time and although MIMO methods appear promising, they require a lot of input data. If an
algorithm can be designed to specifically create models that are long-term predictors, this may be able to
provide the best results.
33
The information presented in these sections have shown that recurrent neural networks have been suc-
cessful for both standard time series and long-term prediction tasks. These network types are therefore
discussed in more detail in the following section to understand why this is.
3.3 Recurrent Neural Networks
Recurrent neural networks (RNNs) are non-linear dynamic models that are specifically designed for
temporal based problems. They store the state of specific neurons in the network from previous time
steps and feed this information into the networks using additional connections [64]. By recalling the
state of neurons at previous time steps it incorporates a form of memory into the network. They have
been empirically shown to be successful on time series data sets [122–125] and have out performed
feedforward neural networks on standard time series tasks [147, 148].
Recurrent neural networks can be implemented in various different formats, with copies of both hidden
and output layers used as feedback [64]. The information fed back is the states of the neurons from the
previous time-step, which allows the network to learn the temporal patterns in data by adding a form of
memory to the networks structure. A neuron’s state is the output of the neuron after summation of the
weights and once it has been through the activation function, σ. See equation 2.10. The state of a neuron
is therefore bounded by the limits of the activation function (i.e. -1 to 1 for the tanh() function) and a
neuron’s previous activations are connected to the forward part of the network and therefore increases
the number of connections in the network.
In general a discrete time RNN can be described by equation 3.1, where ~xk(t) is a vector of network
inputs, ~w are the parameters of the network to be modified by learning (i.e. weights) and ~I(t) is a
time-varying vector of neuron states [149].
~I(t+ 1) = f(~I(t), ~w, ~xk(t)) (3.1)
Equation 3.2 summarises the output of a single neuron, i, in a RNN and takes into account the inputs to
the network and the neurons current and previous states:
yi(t+ 1) = σ
(
i−1∑
j=1
wijyj(t+ 1) +
N∑
j=1
rijyj(t) +
K∑
k=1
wikxk(t) + wi0bi
)
(3.2)
where, the first summation refers to the forward connections of the network (wij) and the outputs from
other neurons (yj(t + 1)). The second summation refers to the recurrent connections (rij) and outputs
from other neurons (yj(t)) at the previous time step. The third summation refers to the inputs to the
network and is equivalent to equation 2.10, where wik is the input connection matrix, xk(t) is the input
to the network and bi the bias term. N and K are the number of neurons and inputs respectively.
As with all neural networks and described in section 2.4.3.3, the error between the desired and actual
outputs of the network are used to adjust the weight connections over several training time steps (epochs)
to reduce the output error of the network. Training moves the error towards a minimum point on the
error surface, which has the weight connections as its coordinates [45]. The neuron states in a recurrent
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network are changed after each presentation of a data pair, but the weights are only changed at the end
of a training epoch.
The setup of a RNN can take many forms, with the simplest being the Elman and Jordan networks [64].
The Elman networks use the states of the neurons in the hidden layer at previous time step, known as
the context layer and adds them to the input layer [150], whereas Jordan networks use the states of the
output layer, known as the state layer and adds them to the input layer [151]. A neuron can also have
self recurrence where its own output is fed back as an input to itself. The output of a network can also be
fed back and used as additional inputs to the network and these are known as Nonlinear AutoRegressive
with eXogenous (NARX) neural networks [45, 124].
Feedback in any network can cause instability so it is important to find the global minimum of the
error surface when training RNNs [45]. If the global equilibrium of the error surface is not found, the
predictions produced by the model after training may exhibit oscillatory profiles. In the context of CFD
convergence prediction, the predicted profiles may not converge in the required number of iterations,
exhibit continued oscillations or even diverge. Finding the global equilibrium on the error surface is
achieved by training the networks. Training can be considered as an optimisation task and both derivative
(gradient based) and derivative free (stochastic) methods can be used.
Gradient based methods use the instantaneous gradient of the error surface to direct the search, using
the derivative of the error with respect to the weights to calculate this gradient. Gradient based methods
present data to the network in two phases. In the forward phase the connection weights are fixed and the
input data is propagated through the network, summed by the summing junctions and manipulated by
the activation functions, to produce an output signal. This output signal is then compared to the desired
response to produce an error. This error is then back-propagated (backward phase) through the network
and used to compute local gradients of the error surface, which along with a learning rate is used to adjust
the connection weights. The activation functions need to be differentiable, to allow the gradient to be
calculated and once all of the weights have been adjusted back to the input layer, the process is repeated.
Stochastic methods are the same as those presented in Section 2.3, with the weight values forming part
of an individual’s chromosome and being updated by crossover and mutation operators. A suitable
objective function needs to be established to guide the search and this would typically be to minimise the
error between the output of the network and the desired value.
Gradient descent (GD) [124, 135], single-objective evolutionary algorithms (SOEA) [125, 152, 153] and
multi-objective evolutionary algorithms (MOEA) [118, 154, 155] have been used to train RNNs. Hybrid
approaches to neural network training that combine global and local search techniques have also been
used [156–160]. The global search in these algorithms is used to find suitable starting weight values
and the local search to fine tune them to their optimal value. As well as training the networks weights,
MOEAs can also optimise the structure (number of connections) of the network [88, 161] or be used to
evolve the changes in the weights of the network instead of the specific weight values [162].
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An advantage of using an evolutionary algorithm instead of a gradient based method is that no knowledge
of the response surface, i.e. gradient, is required, which means that it is less likely to become trapped in
a local optimum [162]. However, gradient information is needed when using a hybrid method. A global
MOEA will also maintain a population of networks, but the choice of objective functions will affect the
performance of the search [163].
When training a RNN the minimum point on the error surface describes the local stability of the system
[149] and if there is one unique equilibrium point and it is found during training, then the system can
be described as globally stable. Learning algorithms have been specifically developed to improve the
stability of networks [164–167] and some researchers have suggested that the spectral radius of a matrix
associated with a RNNs weights, state or connections can indicate the stability of the network [168–171].
Convergence prediction of CFD intermediate data has many similarities with time series forecasting.
However, due to multiple steps needing to be predicted, it is also similar to long-term prediction tasks.
This means that the prediction of aerodynamic performance using a time series based surrogate is very
challenging and there are many aspects of the model that need to be considered. From the literature a
recurrent neural network will be used as the base models, as they are specifically designed for temporal
based problems, can be trained using several different techniques and have the potential to be assessed for
stability. They will also be used recursively to predict the multiple steps ahead, as the implementation of
this technique should be straight forward and less computationally expensive. To address the possibility
of accumulated errors, an ensemble of networks will be used.
These specific model features will be used for both convergence based surrogates introduced in this thesis
and the following section introduces the first convergence based method for predicting aerodynamic
performance from CFD intermediate data.
3.4 Methodology and Implementation
The specific methodology used to train and combine individual RNNs into an ensemble is adapted from
the model proposed by Jin and Sendhoff [172] where two key questions are asked; has the training
converged? And has the prediction accuracy to the performance measure been met? By answering these
questions the model should have been trained correctly and be able to confidently predict the performance
measure using minimal partially converged CFD data.
With respect to the first question, when training a neural network it is important that the training data is
used to create a model that is able to learn the underlying function and predict future data points. When
a model only learns the characteristics in the training data and not those of the underlying function, it
is said to be over-fitting or over-training [45]. It is therefore important to train the model for a suitable
number of epochs and stop training at a point when the model predictions are accurate. Both early-
stopping and regularisation techniques have been adopted for neural network training to achieve this.
The early-stopping (estop) method is a way of monitoring the training of a network in order to reduce
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over-fitting [45, 65]. To do this the prediction or generalisation performance of the model is periodically
assessed during training, using a validation set of data that has not previously been seen by the network.
This is known as cross-validation and both the training and validation errors are evaluated by stopping
the training process and using the model that has been created up to this epoch to evaluate the error
between a set of known target and predicted values.
Figure 3.1 illustrates the theory behind the early-stopping methodology and shows that initially both the
training and validation errors will decrease with increasing numbers of training epochs. The training
error is likely to continue to decrease with increasing numbers of epochs, but training should be stopped
when the validation error is at a minimum [45].
Epochs
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r
Training Error
Validation Error
Early Stopping Point
Strip Length
Figure 3.1: Example of Early-stopping Methodology
It is at this point that the model is starting to over-fit and any training after this point results in only
learning specific information in the training data that is not relevant to the underlying function. Therefore,
it is important to stop the training at this point to ensure that the model created is able to satisfactorily
predict future data points.
Regularisation is an alternative to an early stopping method when trying to avoid over-fitting. Instead
of only monitoring the networks performance on different sets of data, a trade-off between networks
performance and another term that imposes prior knowledge on the models, known as the complexity
penalty is implemented [45]. A regularisation parameter is used to adjust the relative importance of the
two terms.
The sum of the squared or absolute weights have been used as the penalty term in an attempt to drive
some of the weight values close to zero [45]. Minimising the number of connections in the network has
also been investigated [88] by incorporating a multi-objective optimisation approach.
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Due to the training method used and the relative simplicity of its implementation, an early-stopping
method was used in this work. The specific method used monitors the number of increases in the
validation error during a certain number of training epochs This number of epochs is known as the
strip length and an example is shown in Fig. 3.1. Training continues as long as the validation error is
decreasing and will only stop when there has been a certain number of increases in this set number of
epochs. This means that training will continue even if the validation error increases and then falls again,
but would stop if it continually increases. This should avoid local minimums in the error surface.
Using Fig. 2.6a that was introduced in Section 2.2.2 as a specific example of a typical CFD convergence
history, Fig. 3.2 illustrates the parts of the CFD convergence data that is used for training and validation
of the networks, as well as the final performance value that the networks are predicting.
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Figure 3.2: Breakdown of CFD Convergence Data - Heterogenous Ensemble
As previously discussed, the training and validation data sets are used to construct the networks and the
CFD data highlighted in Fig. 3.2 is used for this purpose. During training and validation, each network
is used as a single single step predictor with all highlighted data used. This means that the calculated
errors during training and validation are errors across the complete batch of data. A mean squared error
(MSE) has been used in this work.
Once training has been stopped by the early-stopping method the models are used recursively to predict
up to the performance measure at the final flow iteration, referred to as the “Target Value” in Fig. 3.2.
This is achieved by feeding back the predicted values at each flow iteration and using them to form
part of the networks input. The error at this final flow iteration is the output of each network and once
the prediction horizon has been reached the second question can be addressed. This is achieved by
establishing a “level of diversity” between all of the predictions made by the different networks and this
determines the ensembles fidelity [50].
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By considering all of the different networks that have been created, the level of diversity in the ensemble
is determined by calculating the variance of the predicted CFD performance measure at specific numbers
of flow iterations. The variance was selected as it gives an indication of the difference between all of the
various networks predictions and how far they are distributed about the mean.
Initially a single value of variance was investigated, however by just stipulating a small variance the
ensemble members may be accurate, but this would indicate that there may not be any diversity between
the ensemble members predictions of the converged performance measure. Conversely, if the variance is
too high, this indicates that there is diversity among the ensemble members, but this may also correspond
to inaccuracy in the predicted values. Therefore a range of variance was established so the ensemble
member predictions could provide both diverse and accurate predictions.
Because CFD data is converging to a certain point and that it should be stable for a number of iterations
before the final value, the predicted values should be within the set variance range at three flow iteration
points. These points are at the final converged iteration, as well as five and ten iterations before the final
flow iteration. These three locations are highlighted in Fig. 3.2 and the elliptical shapes are a graphical
representation of the spread of the predicted values that need to be within the variance range.
Once the prediction to the final flow iteration had been made and if the ensembles predictions are within
the variance range, at the three flow iteration locations, it was assumed that there was consistency in the
predicted value and that convergence had occurred. The output of the ensemble was then determined
by taking the simple average of the individual networks output at the final flow iteration. If one of the
variances was out of range, more data is added to the training data set. A sliding split of data is used,
which means that ten additional training samples are added to the training data set and the validation
data values slide along the convergence history by ten points. This is shown in Fig. 3.3, where Fig. 3.3a
illustrates the split of data initially used used for training and validation and Fig. 3.3b illustrates the split
of data after the additional ten data points have been added to the training data set.
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Figure 3.3: Partitioning of Data
When more data is used for training and validation, less recursive predictions need to be made by
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the networks. Algorithm 1 summarises the proposed framework for training and prediction of the
heterogeneous ensemble and ten additional data points are added to the training data set until there
is no more data available. Individual networks are initially created and these are referred to as the
individual ensemble members. Each network is trained independently and then combined to create the
final ensemble prediction. Initially the final ensemble output is the simple average of each ensemble
members predictions at the final flow iteration.
Algorithm 1: Proposed Framework for Heterogeneous Ensemble
while Data points 6= max do
Create individual ensemble members
Create training and validation data sets
for Max number of training epochs do
for all Ensemble members do
if No estop flag then
Train network
Calculate training error (MSE)
Calculate validation error (MSE)
Update estop
if estop met then
Assign estop flag
if Each member assigned estop flag then
Stop training
for all Ensemble members do
Predict convergence at final flow iteration
Calculate variance of predicted values at three flow iteration locations
if Variance range met at each location then
Output mean of predicted values at final flow iteration
else if Add 10 data points to training data set then
The C++ Shark Machine Learning Library [173] has been used to implement and train the individual
RNNs. The topology of each RNN can be thought of as a FFNN with an additional memory layer
[174, 175]. The state of all the neurons from the previous time step are stored in a memory layer and
the FFNN receives additional activation from this layer, through weight connections. A single memory
layer refers to a network that is unfolded one state back in time during training and prediction. The Shark
library allows for different network structures to be defined, including the number of hidden neurons and
memory layers, as well as the connections between all neurons.
To create the heterogeneous ensemble members, the CFD data is partitioned into three different input
structures and hence network structures. Each network has one output neuron that predicts the same
value (y(t + 1)), but each network uses different input values, i.e. y(t − 2), y(t − 1) and y(t) for a
network with three inputs, y(t−1) and y(t) for networks with two inputs and y(t) for networks with one
input. This means the reconstructed data is represented by a normalised embedding delay, τ = 1 and an
embedding dimension, D = 3, 2, 1.
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As previously mentioned, all data points are presented to the RNN during training and validation. This
is referred to as batch learning and this technique requires a warm-up-length of data to be taken into
consideration. The warm-up-length is used to initialise the internal states of the neurons, which means
that the network can converge to a “normal” dynamic state, allowing for new data to be predicted
[111, 173]. It is not considered when evaluating the training and validation errors, or when using the
model to predict future values.
The Improved Resilient backPROPagation Plus (IRPropPlus) algorithm has been selected as the learning
algorithm, due to its superior learning rate compared to other RProp variants and other gradient based
learning algorithms [176, 177]. The IRPropPlus learning algorithm is an extension of the RPropPlus
algorithm, which in turn was modified from the RProp learning algorithm.
All three algorithms use the sign of the partial derivatives instead of the absolute values to update the
connection weights. The RProp algorithm updates the step size for each connection, which in turn is
used to adjust the weight values. If there is no change in the sign a larger step size is used, whereas for
a change in the sign the step is much smaller. This allows for finer refinement when promising areas of
the error surface have been found.
Instead of adapting the weights using an updated step size when there is a change in sign, the RPropPlus
algorithm incorporates weight back tracking/retraction. This returns the weight change to the value at
the previous iteration. The partial derivative is also set to zero, to avoid an update of the learning rate in
the next epoch.
The IRPropPlus algorithm also incorporates the retraction of the weight value, but instead of only being
based on if the sign has changed, there also has to be an increase in the error value. By recalling the
previous steps error, global information of the learning process is incorporated into the algorithm, which
allows the minimum of the error surface to be found more easily. A change in the partial derivative sign
only indicates that a minimum was skipped, but by including the previous error it is known whether
the error is moving along the error surface in the correct direction. The IRPropPlus algorithm has been
shown to be successful on both recurrent and feedforward neural networks [177].
There are three networks of each input structure, making a total of nine ensemble members. The networks
used in this chapter use the libraries inbuilt network settings and all neurons use the non-linear sigmoid
function tanh() which allows a non-linear system to be modeled. It does mean that all data needs to
be normalised, as the function outputs between -1 and 1. Different initial weights distinguish ensemble
members of the same input structure and the weights of each connection are randomly initialised between
-0.1 and 0.1.
Although the default settings have been used, there are still a number of parameters that need to be
determined, including the number of hidden neurons, memory layers and connections. The number of
training epochs and parameters for the early-stopping criteria also need to be determined, as well as a
suitable variance range.
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The following section presents the data used to evaluate the developed methodology, as well as descrip-
tions of how the various parameters were determined.
3.5 Data Sets and Experimental Setup
Convergence data from real world CFD simulations have been used to evaluate the developed model. The
data set used is for a transonic wing design and has convergence histories for CL and CD. An example
of a CL convergence history can be seen in Fig. 2.6a and an example CD cnvergence history can be seen
in Fig. 2.6b.
The data set is broken down into three angles of incidence (α = 1.35◦, 1.65◦ and 6.00◦) and each
convergence history is from a viscous coupled Euler CFD method. Each data set has a total of 150 flow
iterations, which is a typical level for practical use and would have taken approximately 40 minutes to run
on one CPU. The data set has been provided by the Flight Physics Group at QinetiQ Ltd, Farnborough.
Prediction accuracy is compared to the data at the 150th flow iteration and Table 3.1 provides what these
target values are and Fig. 3.2 illustrates exactly where on the convergence history this is.
Table 3.1: Data Sets
Data Set Target
1.35◦CD 0.01922
1.65◦CD 0.02176
6.00◦CD 0.10333
1.35◦CL 0.56842
1.65◦CL 0.60677
6.00◦CL 1.13679
The number of flow iterations needed for training and validation, as well as a visual inspection of predic-
tion trajectories of each ensemble member were used as the performance indicator when determining the
various parameters that would be used for the final test work. The mean prediction of all ensemble
members for various CD and CL data sets were also used. In terms of the network structure, the
number of memory layers and connections in the network were determined by systematically changing
the default Shark settings. These settings changed the recurrent connections between neurons, as well
as bias connections. A single memory layer was ultimately used and the bias terms were removed
from the hidden and output neurons. The input neurons do not receive recurrent activations from any
other neurons, whereas the hidden and output neurons receive activation from themselves and any other
neurons. This means that by having recurrence and delayed inputs to the network they incorporate
features from all types of RNNs discussed in Section 3.3 (i.e. Elman, Jordan and NARX).
Figure 3.4 is an example of a recurrent neural network with 3 input, 1 hidden and 1 output neuron. The
solid arrows represent forward connections and the dotted arrows represent recurrent connections, which
originate from the neurons at (t− 1).
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Neuron State at (t-1)
Neuron State at (t)
𝑦(𝑡 − 2)
𝑦(𝑡 − 1)
𝑦(𝑡)
𝑦(𝑡 + 1)
Figure 3.4: An example of a Recurrent Neural Network (3 input, 1 hidden and 1 output neuron)
Hidden layers of 1, 5 and 10 neurons were tested to investigate the impact of different network sizes. For
reference the total number of connections in each type of network is summarised in Table 3.2.
Table 3.2: Number of Connections
Number of input neurons 1 hidden neuron 5 hidden neurons 10 hidden neurons
1 7 57 187
2 9 63 198
3 11 69 209
With regards to the other parameters in the methodology, Table 3.3 presents a summary of those investi-
gated, including the range of values considered and the final values used. The warm-up-length is unique
to the Shark library, but there is no indication what quantity of data should be used. However, it needs to
be less than the amount of data in the training and validation data sets. Also, the validation data set needs
to be kept small, as predictions are to be made using as few flow iterations as possible, which means both
values were kept to a minimum.
The early-stopping method used to stop training initially just considered the validation error, with training
being stopped if it went below a threshold. This was deemed not suitable as it became clear that a suitable
value of error was difficult to determine. Therefore, the number of increases in the validation error during
a set number of training epochs was investigated. This method requires two parameters to be determined,
the “strip length” and the number of validation error “increases”. The strip length refers to the number of
training epochs that are monitored and was previously discussed in Section 3.4 and illustrated in Fig. 3.1.
The number of “increases” refers to the number of times in the strip length the error needs to increase
before training is stopped.
The number of training epochs was increased from 500 to 10,000 to improve learning, however the
performance from this parameter is dependent on the early-stopping values used, as these are designed
to stop training. The maximum number of training epochs is only used to ultimately stop training if the
early-stopping criterion is not met.
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The variance range is used on the normalised data and a variety of ranges were investigated. The ranges
tested were based on variance values of the final predictions whilst determining the other parameters.
Table 3.3: Setup Parameters
Parameter Values Investigated Value
Warm-up-length - 5
Validation data set size - 10
Strip length 5, 10, 20 20
Validation error increases 3, 5, 15 15
Maximum training epochs 500, 1,000, 10,000 10,000
Variance range
0.00003 - 0.00001, 0.0003 - 0.0001, 0.001 var
0.0005 - 0.0001, 0.001 - 0.0001, 0.1 - 0.01, 0.0001
The parameters are kept the same for each ensemble member and data set. Each ensemble setup was run
ten times to account for the random initial weights and Section 3.6 presents the test results, including the
mean prediction and standard deviation of these ten runs. The absolute error and percentage error, as well
as the average number of training epochs needed to train the individual networks in the final ensemble
are recorded, along with the average number of data points needed across the ten runs for training and
validation.
3.6 Results and Discussion
Each data set starts with a total of 58 data points for training and validation, which increases by 10 each
time the prediction criteria has not been achieved. By starting with this quantity, it means that if a suitable
prediction can be made, approximately 40% of the flow iterations have been used, which is similar to
what was achieved by Cao et al. [71]. If a suitable prediction is not made after a total of 138 data points
have been used for training and validation, the maximum 150 data points is recorded as being used. This
is because an additional 10 would take it close to the maximum amount of data available and that in this
instance the fully converged result would probably be used in an optimisation task. In these instances
the mean prediction is calculated using only the successful runs and the number of unsuccessful runs is
reported. Tables 3.4, 3.5 and 3.6 present the results for the three different numbers of hidden neurons.
The mean value reported is the average ensemble prediction of the performance measure at the final flow
iteration from the ten independent runs, where the ensemble prediction is the simple average of the nine
ensemble members predictions. The number of unsuccessful runs are recorded in the last column.
Table 3.4: Results: 1 Hidden Neuron
Data Set Mean Std. Deviation Abs. Error % Error Epochs Data Points Unsuc. Runs
1.35◦ CD 0.01699 0.00197 0.00223 11.58% 5341.1 60 0
1.65◦ CD 0.02244 0.00161 0.00068 3.14% 5332.6 58 0
6.00◦ CD 0.11488 - 0.01155 11.18% 5185.2 142.8 9
1.35◦ CL 0.62485 0.00169 0.05643 9.93% 2926.7 85.2 1
1.65◦ CL 0.65741 0.00616 0.05064 8.35% 2454.2 120 5
6.00◦ CL - - - - - 150 10
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Table 3.5: Results: 5 Hidden Neurons
Data Set Mean Std. Deviation Abs. Error % Error Epochs Data Points Unsuc. Runs
1.35◦ CD 0.02192 0.00210 0.00270 14.07% 2096.7 75 0
1.65◦ CD 0.02437 0.00176 0.00261 12.00% 2395.5 98.2 1
6.00◦ CD 0.11211 0.00537 0.00879 8.50% 2595.8 130.8 4
1.35◦ CL 0.62606 0.01242 0.05764 10.14% 2811.1 78 0
1.65◦ CL 0.66711 0.00908 0.06033 9.94% 2934.9 77 0
6.00◦ CL 1.19162 0.00947 0.05483 4.82% 2969.7 126.6 3
Table 3.6: Results: 10 Hidden Neurons
Data Set Mean Std. Deviation Abs. Error % Error Epochs Data Points Unsuc. Runs
1.35◦ CD 0.02248 0.00170 0.00327 17.00% 1731.4 68 0
1.65◦ CD 0.02439 0.00150 0.00263 12.08% 1549.6 84.2 0
6.00◦ CD 0.11653 0.00298 0.01321 12.78% 2910.8 87.2 1
1.35◦ CL 0.61309 0.01605 0.04467 7.86% 2664.6 88 0
1.65◦ CL 0.67365 0.01259 0.06687 11.02% 2769.8 70 0
6.00◦ CL 1.19688 0.01484 0.06009 5.29% 3112.2 99 0
It can be seen from Tables 3.4, 3.5 and 3.6 that predictions have been made for all data sets, although
different numbers of hidden neurons were needed to achieve this. Predictions have been made in as little
as 58 data points (38.67% of the original data) and to within an accuracy of 3.14% (1.65◦ CD - 1 hidden
neuron), however there is quite a range of prediction errors across all data sets and network sizes. It
can be seen that generally CL can be predicted more accurately than CD for the same setup, but that
there were more unsuccessful runs for the CL parameter. The majority of unsuccessful runs were when
1 hidden neuron was used. It is also clear that data sets for when the wing is at an angle of incidence of
6.00◦ appear to be the hardest to predict, as this has the most unsuccessful runs, although the error can
be within 5% of the target (6.00◦ CL - 5 hidden neurons). This may be due to the convergence histories
for 6.00◦ not being fully converged.
Generally the prediction accuracy reduces when the number of hidden neurons increases, similarly the
number of unsuccessful runs reduces with increasing number of hidden neurons. This suggests that the
number of hidden neurons should be increased to further improve the results. However, as shown in
Table 3.2 there are already more connections than the number of available data points (150) when using
10 hidden neurons which is not ideal as each connection could be used to map each data point. Also,
increasing the overall size of the networks would increase the computation time. The average number of
training epochs is generally decreasing with increasing number of hidden neurons for CD, but there is
no clear trend with CL. There is also no clear trend between the required number of data points and the
size of the networks or the number of training epochs required.
Figures 3.5 - 3.8 provide examples of the results achieved, with the arrows indicating the point from
which the predictions are made from and the inset plots highlighting the predictions over the final flow
iterations. Each plot is an example of one of the ten independent runs and shows how the individual
ensemble members provide different predictions. Members 1 - 3 represent networks with one input
neuron, members 4 - 6 represent networks with two input neurons and networks with three input neurons
are represented by members 7 - 9.
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In certain cases the individual predictions can predict the trajectory of the original data very well and
some are evenly spread around it. This can be seen in Fig. 3.5 where ensemble member 7 is very
accurate and the other members are evenly spread around the original data. Member 3 in Fig. 3.6,
member 1 in Fig. 3.7 and members 1 and 8 in Fig. 3.8 are also examples of accurate predictions.
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Figure 3.5: 1.35◦ CD (1 Hidden Neuron)
An even spread around the target gives the overall ensemble good diversity. However, Figs 3.6 - 3.8 do
not illustrate this and there are some members that are either flat lining or showing oscillatory behaviour,
suggesting that the correct trends have not been successfully learnt by the model or they are suffering
from an accumulation of errors. There are some instances of the predictions not converging in the
required number of flow iterations, as seen by the oscillating trajectories, but it should also be noted that
there are also examples of where the actual CFD data has not fully converged either in the available flow
iterations.
The time taken for one simulation is dependent on the number of training epochs required and the number
of data points needed to provide a prediction. For example, the individual simulation run shown in Fig.
3.5 for data set 1.35◦ CD with 1 hidden neuron, needed 58 data points, predicted to within a percentage
error of 1.32% and could be simulated in 10.63 seconds. Whereas the result in Fig. 3.8 for 6.00◦ CL
with 10 Hidden Neurons, needed 108 data points, predicted to within an error of 4.43% and took 206.71
seconds. These simulation times are clearly less than is needed to run a complete CFD simulation,
which in this case is approximately 40 minutes. Because the data is already available, these times do not
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Figure 3.6: 6.00◦ CD (5 Hidden Neurons)
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Figure 3.7: 1.65◦ CL (5 Hidden Neurons)
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Figure 3.8: 6.00◦ CL (10 Hidden Neurons)
reflect the practical use of the optimisation as the surrogate may request data before it is available. For
automated use, run times will be increased by the time lag between the surrogate request and experiment.
Also, different CFD performance measures (CL and CD) may require different numbers of data points
to provide a prediction. Therefore, if more than one measure is to be predicted from the same CFD
simulation, even if one measure was able to be predicted in 58 data points, the CFD simulation may still
need to be continued for the other.
3.7 Ensemble: Many or All, Homogeneous or Heterogeneous?
There are currently nine independently trained members in each ensemble. As previously discussed
in Section 2.5.2, it has been shown that to ensemble many of the individual members can be better
than sampling them all [90]. Therefore, taking a subset of all the ensemble members may improve the
prediction accuracy of the surrogate. Two selection schemes have been investigated that pick ensemble
members based on the training and validation errors of the networks.
As well as selecting members based on these errors, performance based on the structure of the networks
was also investigated. As previously discussed, when ensemble members use different training data they
are known as homogeneous ensembles, as each member uses the same base learner [80]. Heterogeneous
ensembles use different model types to achieve accurate and diverse ensemble members [80].
Although not strictly a homogeneous ensemble, as the same CFD data is being used to train each network,
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ensembles with networks of the same input structure will be compared with those determined using the
training and validation errors and will be referred to as homogeneous ensembles. Ensembles made up
of different input structures will be referred to as heterogeneous ensembles. It is hypothesised that an
ensemble of heterogeneous RNNs will perform better than a homogeneous ensemble, as each member
uses a different input structure and therefore presents the data to each network differently.
As there are three of each input structure, ensemble sizes of three members are investigated. Three
homogeneous ensembles are created using members of the same input structure (one input, two inputs
or three inputs) and two heterogeneous ensembles, one made up of three members determined using the
final training error and the other of three members determined using the final validation error. The results
are compared to using all nine members.
The average of the final prediction values at the 150th iteration is calculated and networks of five hidden
neurons have been tested. Results are presented in two formats. Firstly, a comparison is made between
the CFD converged result and the predicted results for each data set and selection type, with the absolute
error reported. The second format evaluates the performance delta for a change in the angle of incidence.
The reason for doing this was discussed in Section 2.4 and is related to maintaining the trend or rank of
individuals in an optimisation task, which allows the search to still be guided to the global maximum.
Table 3.7 provides information on the different comparisons that are made and the corresponding absolute
delta values that the CFD simulations can achieve.
Table 3.7: Absolute Deltas
Comparison Delta
1.35◦CD - 1.65◦CD 0.00254
1.65◦CD - 6.00◦CD 0.08156
1.35◦CD - 6.00◦CD 0.08411
1.35◦CL - 1.65◦CL 0.03835
1.65◦CL - 6.00◦CL 0.53002
1.35◦CL - 6.00◦CL 0.56837
Table 3.8 presents the results for the different selection methods, reporting the mean predictions from the
ten independent runs, the standard deviation of these runs and the absolute error to the target value. Table
3.9 presents the same results, but for the prediction of the delta change from one CFD setup to another.
The highlighted values indicate the selection method with the smallest absolute error.
It can be seen from this analysis that taking a subset of three of the nine ensemble members has provided
a better prediction in all cases considered, however there is no selection method that is more suitable
than any other. With regards to different set ups (homogeneous vs. heterogeneous), there is an equal
split between the number of ensembles that have performed well with each setup. There is also no clear
conclusion to be made about whether a particular method is better at predicting CL or CD.
The methodology and results presented have shown that an ensemble of heterogeneous RNNs can be
used to make suitable predictions of aerodynamic performance measures, using intermediate data from
CFD convergence histories. The results show that for certain parameters, predictions can be made to
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Table 3.8: Prediction Results - Gradient Descent Method
Data Set Measure All Homogeneous Heterogeneous1 Input 2 Inputs 3 Inputs Training Validation
1.35◦ CD
Mean Prediction 0.02192 0.02030 0.02273 0.02272 0.02443 0.02440
Standard Deviation 0.00210 0.00277 0.00322 0.00381 0.00250 0.00153
Absolute Error 0.00270 0.00108 0.00352 0.00351 0.00521 0.00518
1.65◦ CD
Mean Prediction 0.02437 0.02579 0.02416 0.02317 0.02697 0.02666
Standard Deviation 0.00176 0.00378 0.00429 0.00375 0.00251 0.00162
Absolute Error 0.00261 0.00403 0.00240 0.00141 0.00521 0.00490
6.00◦ CD
Mean Prediction 0.11211 0.11196 0.10972 0.11465 0.11311 0.11240
Standard Deviation 0.00537 0.00538 0.00634 0.00865 0.00392 0.00471
Absolute Error 0.00879 0.00864 0.00640 0.01132 0.00979 0.00908
1.35◦ CL
Mean Prediction 0.62606 0.63382 0.62826 0.61612 0.61614 0.62532
Standard Deviation 0.01242 0.01219 0.01448 0.01392 0.01446 0.01354
Absolute Error 0.05764 0.06540 0.05984 0.04770 0.04772 0.05690
1.65◦ CL
Mean Prediction 0.66711 0.66585 0.66609 0.66939 0.65995 0.66322
Standard Deviation 0.00908 0.01336 0.01384 0.00844 0.01430 0.01395
Absolute Error 0.06033 0.05907 0.05932 0.06261 0.05317 0.05644
6.00◦ CL
Mean Prediction 1.19162 1.19908 1.18822 1.18755 1.17826 1.19214
Standard Deviation 0.00947 0.00801 0.01475 0.01470 0.01240 0.01421
Absolute Error 0.05483 0.06229 0.05143 0.05076 0.04147 0.05535
Table 3.9: Delta Results - Gradient Descent Method
Comparison Measure All
Homogeneous Heterogeneous
1 Input 2 Inputs 3 Inputs Training Validation
1.35◦CD-1.65◦CD
Delta 0.00245 0.00548 0.00143 0.00045 0.00254 0.00226
Abs. Error 0.00009 0.00294 0.00112 0.00209 0.00000 0.00029
1.65◦CD-6.00◦CD
Delta 0.08774 0.08617 0.08556 0.09148 0.08614 0.08575
Abs. Error 0.00617 0.00461 0.00400 0.00991 0.00458 0.00418
1.35◦CD-6.00◦CD
Delta 0.09019 0.09166 0.08699 0.09193 0.08868 0.08800
Abs. Error 0.00608 0.00755 0.00288 0.00782 0.00458 0.00389
1.35◦CL-1.65◦CL
Delta 0.04105 0.03203 0.03784 0.05327 0.04381 0.03790
Abs. Error 0.00269 0.00633 0.00052 0.01492 0.00545 0.00046
1.65◦CL-6.00◦CL
Delta 0.52451 0.53324 0.52213 0.51816 0.51831 0.52892
Abs. Error 0.00551 0.00322 0.00788 0.01185 0.01171 0.00110
1.35◦CL-6.00◦CL
Delta 0.56556 0.56526 0.55997 0.57143 0.56212 0.56682
Abs. Error 0.00281 0.00311 0.00840 0.00306 0.00625 0.00155
within 5% of the converged CFD target value, using approximately 40% of the iterations needed for
convergence.
The use of an ensemble has given confidence in the results presented, although from the analysis it is clear
that there are individual ensemble members that could provide suitable predictions on their own and be
better than an ensemble of predictions. Taking a subset of the nine ensemble members has provided better
predictions in all cases considered, however there is no selection method that is more suitable than any
other. Also, with regards to different set ups (homogeneous vs. heterogeneous), there is equal success
between the number of ensembles that have performed well and there is not one clear homogeneous
structure providing consistently better predictions. Therefore, unless there is prior knowledge of the data
set, then it will not be known which of the three homogeneous structures to use. There is also no clear
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conclusion to be made about whether a particular method is better at predicting the different performance
measures (CL and CD).
Each network used has been trained independently, using a gradient based method and fixed structure.
It is felt that although this approach has proved successful, this method of predefining the network
structures may be limiting the diversity in the constructed ensembles. From the results presented it
was found that the size of the neural network influenced the number of unsuccessful runs, with increased
numbers of hidden neurons reducing the number of unsuccessful runs. However, the use of 10 hidden
neurons, with several hundreds of connections does not seem sensible, as the number of connections is
greater than the number of data points being predicted.
The options for selecting ensemble members using this training technique is limited to the training or
validation error and the input structure. However, the main limitation of this work is the need to tune the
variance range. It is difficult to know what the range should be and it is possible that it could be different
for each data set. Another is that new networks are created each time more data is added. Adopting a
transfer learning methodology of carrying over the weight values to the new networks, would be a way of
retaining the networks information from all training procedures and may improve performance. Finally,
the implementation of the network’s is not specific to long-term prediction as the network is a single step
ahead predictor that has been used recursively.
Despite these limitations, the prediction results are comparable to those achieved by Cao et al. [71] and
other neural network surrogates discussed in Section 2.4.3. Also, although different quantities of flow
iterations have been used for training and prediction between the transonic wing data set and the turbine
blade data used by Cao et al. [71], a similar percentage of intermediate data has been used. Therefore,
following the success of this initial work the methodology will be built upon in the next chapter.
3.8 Summary
The methodology and results presented in this chapter have shown that an ensemble of heterogeneous
RNNs can be used to make suitable predictions of aerodynamic performance measures, using interme-
diate data from CFD convergence histories. A gradient based optimiser trains the individual ensemble
members and uses a single step ahead methodology to recursively predict the trajectory of the CFD
data. Accurate and diverse ensemble members are created using three different input structures and
predictions have been made to within 5% of the converged CFD target value, from approximately 40%
of the iterations needed for convergence. Improvements in the prediction performance have been made
by taking a subset of the ensemble members.
The work in the next chapter has been conducted to build on the success of the ensembles of RNNs
demonstrated in this chapter. A hybrid multi-objective evolutionary algorithm has been investigated to
improve the training and structural diversity of the ensemble members. This method will allow for the
creation and selection of new ensemble members, that can be designed to be specific long-term prediction
models, instead of single step predictors. It will also increase the number of ensemble selection methods.
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Chapter 4
Hybrid-MOEA Generation of RNN
Ensemble for Convergence Prediction
1 2 3
4.1 Introduction
The method presented in Chapter 3 utilised a gradient based training method and relied on networks
designed as single step predictors being used recursively for long-term prediction. Although suitable
results were achieved and it was confirmed that taking a subset of the ensemble members improved the
prediction performance, as mentioned in Section 3.2.2 this method can accumulate errors.
Therefore, the work in this chapter builds on the successful work in Chapter 3, with regards to ensembles
and selection of ensemble members, but introduces a global hybrid multi-objective evolutionary algo-
rithm (H-MOEA) to train the networks and optimise their structures. This methodology should ensure
that the training is less likely to get trapped in local minimums of the error surface and creates more
diversity between the ensemble members. It also allows for each individual network to be trained to be a
specific long-term prediction model. This means that each network is specifically designed for recursive
prediction and not as a single step predictor that is used recursively.
The output of the H-MOEA is a Pareto set of solutions that represent individual RNNs that can be selected
to create the ensemble of predictors. The new methodology is first introduced before being tested on two
standard time series tasks, followed by the transonic wing data set used in Chapter 3 and then a new
high-lift wing data set.
1Results presented in Section 4.3.3 have been published in the journal paper: C. Smith and Y. Jin, “Evolutionary Multi-
Objective Generation of Recurrent Neural Network Ensembles for Time Series Prediction”, Neurocomputing, vol. 143, pp. 302
- 311, 2014.
2Results presented in Section 4.4.2 have been published in the conference paper: C. Smith, J. Doherty, and Y. Jin, “Multi-
objective Evolutionary Recurrent Neural Network Ensemble for Prediction of Computational Fluid Dynamic Simulations”,
Congress on Evolutionary Computation (CEC), 2014 IEEE WCCI, Beijing, July 2014.
3Results presented in Sections 4.5.2 and 4.5.4 have been published in the conference paper: C. Smith, J. Doherty, and
Y. Jin, “Convergence Based Prediction Surrogates for High-lift CFD optimization”, Royal Aeronautical Society - Applied
Aerodynamics Conference, Bristol, July 2014.
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4.2 Methodology and Implementation
In contrast to the previous work that used a gradient based method to train the individual RNNs in
the ensemble, a hybrid multi-objective evolutionary algorithm (H-MOEA), also known as a memetic
algorithm, has been developed to train and optimise the structure of the individual networks. The H-
MOEA uses a global multi-objective evolutionary algorithm (MOEA) search technique and gradient
descent (GD) local search. This approach results in a Pareto set of solutions, where each individual
represents a unique RNN model.
The results presented in Chapter 3 gave examples of single models that were able to accurately predict
the correct trajectory of the data and similar to this there may be one model in the Pareto set that is able to
perform better than an ensemble. However, there is no clear way of selecting this individual model [78].
By selecting and combining individual surrogate models from the Pareto set, a final ensemble of surrogate
models can be established. Selection of ensemble members is important, as some individuals in the
Pareto set may be unsuitable and as shown in the previous chapter and in the work by Zhou et al. [90],
sampling many of the created models can be better than sampling them all.
The use of an MOEA to create diverse ensemble members is very attractive and results have been
presented that show genetic algorithms are better than gradient descent methods for long-term recursive
prediction [133]. The fitness functions used by the algorithms can be specifically chosen to optimise
conflicting objectives, with the resultant Pareto set of solutions providing a trade-off between these
objectives. An MOEA can be used as an indicator of which solutions to use in the ensemble and MOEAs
have been used to successfully design neural networks for a variety of problems [76, 98, 99, 178]. The
global search can be used to find suitable starting weight values and the local search to fine tune them
to their optimal value [88, 161] and to get out of a stagnation point on the error surface. An alternative
is to use a genetic algorithm to only determine the neural networks structure and then a gradient descent
method is used for training [132], but this would then not be an H-MOEA training method.
The following sections provide details of the global and local search techniques, finishing with a sum-
mary of the H-MOEA. Results are first presented for two standard time series data sets, Mackey-
Glass [179] and Sunspot [115], to show that the training algorithm is competitive with others in the
literature. The model is adjusted to be a single step predictor in this work to match the work of others
and a range of selection methods are investigated. Following this, the method is tested on the same
transonic CFD data previously presented, as well as on another challenging high-lift CFD data set. A
number of ideas have been investigated during the development of the model and these are discussed
throughout.
4.2.1 Global Search
As discussed in Section 2.3.2, evolutionary algorithms (EAs) can be considered as multi-point search
strategies that are able to more easily escape from local optima to find global optimum solutions [15].
A population of individual candidates is used, instead of one and each individual’s specific decision
variables are coded into a chromosome, which is decoded to give fitness scores based on the evaluation
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of the objective function(s). Selection, based on this fitness, is used to determine which individuals
will be used as parents to create new offspring or to determine those that will be selected for the next
generation [26]. The non-dominated sorting genetic algorithm II (NSGA-II) [180] is used as the global
MOEA in this work and the following section provides details of this algorithm.
4.2.1.1 Non-dominated Sorting Genetic Algorithm II
The key concepts for genetic algorithms and stochastic optimisers were introduced in Section 2.3.2,
including the specifics of Pareto fronts and non-dominated solutions. The non-dominated sorting genetic
algorithm II (NSGA-II) selects individuals by sorting them based on their non-dominated front and
diversity to other individuals [180]. Sorting occurs at the end of each generation and uses the values
calculated by the objective functions to determine these two fitness values. To ensure previously discov-
ered solutions near the Pareto front are not lost in subsequent generations, a form of elitism is used, that
combines the offspring, Qt, and parent, Pt, populations, into an elite population, Rt, before sorting.
Keeping the parent population from one generation to the next ensures that diverse non-dominated
individuals are kept. Sorting of the individuals in the combined population and assigning of fitness
values is done by first performing non-dominated sorting, followed by crowded distance sorting.
Non-dominated sorting sorts the individuals into a number of fronts, assigning a fitness value to each
of these fronts and subsequently a value to each individual on the fronts. The fitness value is based on
the number of solutions they dominate and dominated solutions are assigned a worse fitness than non-
dominated solutions [180]. The non dominated solutions in Fig. 2.8 would be assigned the best fitness
value.
Once this non-dominated sorting is complete, the new population (Pt+1) can start to be formed, firstly
with individuals on the best non-dominated front and then with those on the subsequent fronts. This
continues until there are no more places left in the population. There is always a limited number of
spaces in the new population, so when the last front is being considered there may be more individuals
on the front than there are spaces left in the population and it is at this point that crowded distance sorting
is performed.
Crowding distance sorting is performed on each individual in this final front and a second fitness value is
assigned that is dependent on the average distance of the two individuals on either side of the candidate
solution being assessed. Less crowded individuals are assigned a better fitness value and it is this fitness
value which determines the individuals that are placed into the new population from this final front. This
second sorting procedure ensures that less crowded and therefore more diverse solutions are kept in the
population. This crowding distance can be calculated in either the objective or decision space [25].
Once the new population, Pt+1, has been formed, new offspring are created from this population using a
second selection procedure; crowded tournament selection, as well as crossover and mutation operators.
The crowded tournament selection operator is used to identify good solutions in the new population and
ensures that only they are used to create the next generation. The way this operator works is to compare
two solutions in the new population and return a winner of a tournament [25]. It does this by assuming
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that every solution in this new population has a non-domination rank (γi) in the population and a local
crowding distance (cdi) in the population. This second crowding fitness value, for every individual in
the new population, is a measure of the search space around the individual which is not occupied by any
other individual in the population.
Using these two attributes, a solution i wins a tournament with another solution j, if either of the
following conditions are true [25]:
1. If solution i has a better rank, that is γi < γj
2. If they have the same rank but solution i has a better crowding distance than solution j, that is
γi = γj and cdi > cdj
Each individual can take part in more than one tournament and the use of the crowding distance in the
selection operator ensures that the most diverse individuals are used to create the next population and
can also prevent convergence in one direction [181]. The result of the tournament selection is a group
of individuals that form the mating pool, which are then used to create the next generation of offspring,
Qt+1, by being put through the crossover and mutation operators.
The crossover operator picks two individuals from the mating pool and a portion of each chromosome
string is exchanged to create new strings. This operator has been described as the main search operator
of a genetic algorithm [182]. The mutation operator changes some of the alleles within the individuals
chromosomes, for example from 1s to 0s and vice versa for binary chromosomes and depends on
the mutation probability. This operator restores lost or unexpected genetic material in the population,
prevents premature convergence to local minimum solutions [182] and is used to keep diversity in
the population. Different operators are used for the different chromosomes and a fixed number of
generations, %, are utilised. This sorting process is illustrated in Fig. 4.1.
Combine parent, P1 and 
offspring, Q1 populations to 
form population Rt
Sort into non-dominated 
fronts, assigning a fitness 
value to each individual in 
population Rt
Crowding distance sort on 
final front (F3) assigning a 
second fitness value to all 
individuals on this front
New parent population, 
Pt+1, is formed from non-
dominated fronts (F1 and 
f2) and diverse individuals 
from the final front (F3)
Crowded tournament 
selection operator used to 
select individuals for the 
mating pool 
Crossover and mutation 
operators used to create new 
offspring population, Qt+1
Pt
Qt
Rt Rt
Pt+1 Qt+1
F1
F2
F3
F4
F5
Mating Pool
Rejected
Rejected
Figure 4.1: NSGA-II Sorting Procedure (adapted from [180])
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4.2.1.2 Individual Setup
The H-MOEA in this work for generating RNNs consists of a multi-objective evolutionary algorithm
(NSGA-II) for global search of both the weights and connectivity and a gradient-based local search for
fine-tuning of the weights. Each RNN in the population is encoded using two chromosomes. The first of
Boolean type to represent the structure of the networks and the second is of real values to represent the
weights of the networks, similar to the feedforward neural network setup in [183]. The direct method
of representing the network structure, as described in [161] is used, with every possible connection
represented in the chromosomes. Each chromosome represents a set of decision variables, ~x, that are to
be optimised. Figure 4.2 illustrates how the two chromosomes are linked and how individual alleles, xj ,
represent specific connections. For example, when a Boolean allele is of value 1, a connection is present
and the corresponding weight value is used by the network.
Chromosome 1 1 1 0 1 1 0 1 … 1
Chromosome 2 -0.05 2.65 1.53 5.97 0.49 0.04 -0.29 … -4.47
Figure 4.2: Chromosomes for each Recurrent Neural Network
Therefore, prior to evaluation of the network, the chromosomes are decoded to represent an individual
network by placing the values of specific alleles into particular locations in the network structure. The
topology of the networks is restricted to three input neurons, five hidden neurons and one output neuron.
The states of the neurons from the previous time step are recalled and recurrent connections are allowed
across all layers of neurons. Figure 4.3(a) is an example of the matrix setup used in this work, with
locations below the main diagonal of the matrix, i.e. the lower triangle, representing forward connections
and locations above the main diagonal, i.e. upper triangle, representing recurrent connections. Locations
on the main diagonal represent self recurrence. Fig. 4.3(b) is an illustration of the corresponding
network, with the state of the neurons from the previous time step represented by the dotted circles.
The solid arrows represent forward connections and the dotted arrows represent recurrent connections,
which originate from the neurons at (t− 1).
I1 I2 I3 H1 H2 H3 H4 H5 O1
I1 0 0 0 0 0 0 0 1 1
I2 0 0 0 0 1 0 0 0 0
I3 0 0 0 0 0 0 0 0 0
H1 1 0 0 1 0 1 1 0 1
H2 0 0 0 1 0 1 0 0 0
H3 0 0 0 0 0 0 0 1 0
H4 0 0 1 0 0 0 0 0 0
H5 0 1 1 0 0 0 1 0 0
O1 1 0 0 1 0 0 1 1 1
j
i
(a) Matrix
Neuron State at (t - 1)
Neuron State at (t)
y(t - 2)
y(t - 1)
y(t)
y(t + 1)
(b) Network
Figure 4.3: Recurrent Neural Network Setup
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A total of 75 connections are permitted with those between input neurons restricted, as well as any
duplications. When a connection, Cij , equals 1, a connection is made from neuron j to neuron i. This
means neuron j is the connection start point and neuron i the connection end point, meaning neuron i is
receiving activation from neuron j. The connection highlighted in Fig. 4.3(a) shows that hidden neuron 4
(H4) receives activation from input neuron 3 (I3). All neurons use a non-linear sigmoid transfer function
(tanh()). This is the same function used in the model presented in Chapter 3 and allows a non-linear
system to be modeled.
By restricting the allowable connections ensures a square matrix of the weights can be constructed. This
will allow for the spectral radius of the system to be calculated and as previously discussed in Section 3.3,
it has been suggested that this can be used to determine if the system is stable. This setup has meant that
no bias terms have been included in the individual recurrent networks (similar to the model in Chapter
3) and that there are no duplicate connections in the network. By not including bias terms the output of
the neurons is fixed to the outputs of the transfer function around the origin.
The “crossover” and “SBX” functions originally developed by Deb and Agrawal [184] and implemented
in Shark [173] are used as the crossover operators for the Boolean and real valued chromosomes re-
spectively. A crossover probability of 0.9 is used for both and two crossover points are stated for
the Boolean chromosome. The “flip” and “mutationPolynomial” functions, again developed by Deb
and Agrawal [184] in Shark [173] are used as the mutation operators for the Boolean and real valued
chromosomes respectively. A mutation probability of 0.2 is used for the Boolean chromosomes and
1/number of design variables for the real value chromosomes. The value for the real valued chromosome
is a default setting and the mutation rate for the Boolean chromosome has been selected based on the
MOEA being the only search parameter used to optimise the number of connections in the network.
A lower value would reduce the computation time, but this higher rate of mutation will create many
diverse solutions and because NSGA-II uses elitism, the best solutions will be kept in the population and
therefore will not be detrimental to finding the best solutions.
4.2.1.3 Objective Functions
The two conflicting objectives for the MOEA are the mean squared error (MSE) on a fixed training data
set and the number of connections in the network. Both objective functions are minimised because large
complex networks are the main reason behind over-fitting [88] and the number of connections in the
network is roughly the number of free parameters of the model, which should be kept to a minimum.
• Objective 1: Training MSE
• Objective 2: Number of Connections
The training MSE is calculated by using the network to recursively predict the training data, with only
the first three actual data points used to start the model’s prediction. Each subsequently predicted value
is then used to predict the performance measure at the next flow iteration. Recursive prediction has been
employed during the training phase to enable the networks to learn the early dynamics of the convergence
data and be better at predicting data that is not seen during training. By using the model recursively
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during the training phase it means that the algorithm has been specifically designed to create models that
are long-term predictors. All actual training data points are needed to calculate the training MSE, as the
predicted values are compared to this data. Calculating the MSE on data that is created recursively will
increase the computation time if many data points need to be predicted, but will ensure the model’s are
constructed to be specific long-term predictors. Figure 4.4 highlights the data of a convergence history
used for training.
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Figure 4.4: Breakdown of CFD Convergence Data - HMOEA
Other complexity measures could be used, such as sum of the squared weights or the sum of the absolute
weights [178], but using the number of connections allows interpretable networks to be found. These
objective functions are evaluated for all individuals that are either created at random at the beginning of
the optimisation process or those created by the crossover and mutation operators. These values form the
basis of the fitness values assigned to each individual, which are used for selection during the NSGA-II
sorting procedure.
The temporal CFD data is presented to the RNN in groups of three data points. These three consecutive
data points represent the CFD data at three iterations (e.g. y(t − 2), y(t − 1) and y(t)) and are used to
predict the CFD performance measure at the next iteration (e.g. y(t+ 1)), as illustrated in Fig. 4.3(b).
4.2.2 Local Search
A gradient descent local search is used to fine tune the weight values of the network once it has been
decoded, converging the weights in the second chromosome of each individual. During the local search,
all actual training data points are presented to the RNN at once using a batch learning technique. The
error used during the local search is the MSE calculated on all data pairs, minus the warm-up-length and
is back propagated through the network to determine the change in the weights. The learning algorithm
used is the IRPropPlus [177], the same as in Chapter 3 where a description of its main features can be
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found. The use of the local search assumes that the individual created by the gradient descent method is
no worse than the one found by the global search. It is fair to assume that this is the case, as the local
search will converge the learning process to the nearest local minima on the error surface, which should
be in the region of the global optimum found by the MOEA.
When using a local search there are several parameters that need to be considered, including when to use
the local search (frequency, ς , i.e. at which generations), how often to use the local search (probability,
p, i.e. which individuals) and the length or duration, κ, of the local search [185]. For example, local
searches have been applied at every generation to a few good solutions [186], to 5% of a population of
solutions [187], only at the start of the search to give the initial population a “lift” [188] or on the final
archive to fine tune 10% of the individuals [189].
There are two types of learning that can be realised by the algorithm; Lamarckian and Baldwinian.
Lamarckian learning allows the newly created chromosomes and associated fitness values to be passed
to the individual and used by the GAs operators to create new offspring. Baldwinian learning does
not pass the new chromosomes and only the fitness values are updated. Both learning strategies have
been assessed using test functions [190], on test problems [191–193] and for developing neural networks
[194–196].
However, Lamarckian learning is adopted during this work as it has been shown to outperform Bald-
winian learning when evolving RNNs [197]. By using a Lamarckian search, all of the information learnt
by an individual is retained and used to guide the search. If Baldwinain learning were to be adopted,
the H-MOEA is reliant on the MOEA to find the specific design parameters of the most successful
individuals, with only the results of the objective functions directing the search. This would increase the
number of generations required for convergence and therefore increase the computation time.
Unlike the gradient descent method in Chapter 3 that used a validation data set as part of an early stopping
method, this method does not use a validation data set to stop the training. This allows all of the data to
be used to train the networks. The search is either stopped by reaching its maximum duration, κ, (i.e.
maximum number of training epochs) or via a boundary check performed on the values created by the
local search.
This boundary check is needed because the crossover and mutation operators of the global search are
restricted to working with decision variables in a specific range. The reason for restricting the values of
the decision variables is to reduce the size of the search space. If the global search was unrestricted it
would theoretically take an infinite amount of time to converge to a solution. By introducing a boundary
the search can concentrate in a specific region of the design space, that may previously be known to be
the main area of interest. A drawback of this approach is that the area being searched may not contain
the global optimum and a local optima may only be found by the implemented global and local searches.
The boundary check in this work assess the decision variables in the second chromosome that represent
the weight values of the network. It is performed on all decision variables after each training epoch and if
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a decision variable/weight value is out of bounds, the weight values for all connections from the previous
training epoch are used and the local search is stopped. This is summarised in equation 4.1, that states
that the specific weight value being assessed (ωj) should be greater than boundaries minimum, Ll and
less than the boundaries maximum, Lu:
Ll ≤ ωj ≤ Lu (4.1)
4.2.3 Hybrid Algorithm
Algorithm 2 provides details of how the final Pareto set of solutions are generated. The parameters of
the global and local search are defined at the beginning and the objective functions are the training Mean
Square Error (MSE) and total number of connections in the network (NC).
Algorithm 2: Hybrid MOEA for training RNNs
Step 1: Input Data Set and Normalise
Step 2: Define Global and Local Search Parameters
Number of Generations, %
Frequency of Local Search, ς
Probability of Local Search, p
Duration of Local Search, κ
Lamarckian or Baldwinain Learning
Step 3: Initialise Chromosomes of Parent Population, Pt
Step 4: Evaluate Parent Population, Pt
for all i Individuals do
Evaluate Fitness Functions (Training MSE & NC)
Sort Parent Population, Pt
Crowded Tournament Selection
Step 5: Optimize RNNs Structure and Parameters using NSGA-II
for all Generations do
for i Individuals do
Create new Offspring Population, Qt
if Local Search then
Optimise Weights, w, using IRPropPlus batch learning
Boundary Check (Ll ≤ ωj ≤ Lu)
else Continue
Evaluate Fitness Functions (Training MSE & NC)
Sort Parent, Pt and Offspring, Qt Populations
Crowded Tournament Selection
Step 6: Assemble Final Archive
Once the search has been completed and a Pareto set of solutions has been established, a subset of
individuals in the Pareto set are selected and combined. Figure 4.5 illustrates an example of a Pareto
set of solutions, where each individual represents a unique RNN model. It also illustrates the selection
of some solutions that can then be used in the ensemble. In this example, these selected surrogates are
combined to give the final prediction of the CFD performance indicators (CL and CD).
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Figure 4.5: Pareto Set of Solutions
Prior to applying the developed H-MOEA algorithm to CFD convergence data, the algorithm has been
tested on two well known time series data sets. This work has been conducted to test the basic principles
of the algorithm on known data sets to see how it compares to other methods in the literature. Some
small changes have been made to the algorithm to allow suitable comparisons to be made and Section
4.3 discusses these, as well as the results that have been achieved.
4.3 Time Series Prediction
The Mackey-Glass and Smoothed Sunspot data sets have been used for the algorithm comparison. The
results are compared to others presented in the literature for similar setups of the data sets and details of
these parameters are given in Section 4.3.1. The main changes made to algorithm 2 to make it applicable
for these standard time series data sets are that instead of recursive prediction the model is changed to
be a single step ahead predictor, which allows a comparison to be made. The networks are constructed
in the same way, with three input, five hidden and one output neuron, with the three inputs representing
time steps y(t−2), y(t−1) and y(t). The network predicts y(t+1) and this means that the reconstructed
data is represented by values of τ = 1 and D = 3. Batch learning is used for both the global and local
searches and once a prediction has been made the true value for that time point is then known and can be
used as an input for the next time step. The setup is therefore a short-term prediction task.
4.3.1 Data sets and Experimental Setup
Mackey-Glass time series: The Mackey-Glass time series [179] is a benchmark problem that has
been widely used in the literature due to its chaotic behaviour. The differential equation used to generate
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the time series data set is given in equation (4.2):
dy(t)
dt
=
aMGy(t− τMG)
1 + ycMG(t− τMG) − bMGy(t) (4.2)
The time delay parameter in equation (4.2) determines the chaotic behavior of the time series, with
values of τMG > 16.8 producing chaos. In the experiments, the following parameters were chosen to
allow comparisons to other experiments to be made; aMG = 0.2, bMG = 0.1, cMG = 10 and τMG = 17.
To obtain time series values at integer points, the fourth-order Runge-Kutta method was used to generate
data points with a time step of 0.1 and then sampled at integer values. Initial condition y(0) = 1.2 and
y(t) = 0 for t < 0, for a time period of 0 ≤ t ≤ 1, 200 is used and data points from the 118th to 1,117th
were extracted. The first 500 data points are used for training and the remaining 500 are used for testing.
The time series is scaled in the range [0,1], however when evaluating performance, the predicted values
are scaled back to the original units.
Sunspot time series: Sunspot time series data represents the solar activity of the sun. The smoothed
Sunspot data from the World Data Center for Sunspot index [115] has been used and this will allow
suitable comparisons to the literature to be made. Data points from November 1834 to June 2001 have
been selected. This results in 2,000 data points, with the first 1,000 used for training and the second
1,000 used for testing. The time series is scaled in the range [-1,1] and the performance evaluations are
calculated using this range.
Performance Measures: Throughout the literature there are many different measures that have been
used to evaluate the performance of models on time series data. Suitable comparisons can be made
between the proposed method and those reported in the literature, with the most commonly used metrics
adopted. These are the mean squared error (MSE), root mean squared error (RMSE) and normalised
mean squared error (NMSE) and they are given in the following equations:
MSE =
1
T
T∑
i=1
(yi − yˆi)2 (4.3)
RMSE =
√√√√ 1
T
T∑
i=1
(yi − yˆi)2 (4.4)
NMSE =
(∑T
i=1(yi − yˆi)2∑T
i=1(yi − y¯i)2
)
(4.5)
where, T is the total number of data points, yi, yˆi and y¯i are the observed data, predicted data and average
of observed data, respectively, with the predicted data being the output of the ensemble.
All three measures are very similar as they perform common calculations. The MSE and RMSE measures
are essentially the same calculation and because
∑T
i=1(yi − y¯i)2 is also a constant, the NMSE is also
very similar to the the first two measures. The average of all ensemble members predictions is used for
each data point.
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Similar to algorithm 1 in Chapter 3, there are a number of parameters in the global and local searches
that can be varied. These parameters include the size of the population and the number of generations in
the global search and the frequency, probability and duration of the local search. Pilot experiments were
carried out to determine the values these parameters should take. The mean and standard deviation of
the test data’s MSE of all members from the Pareto front, from five independent runs, were used as the
performance measure. Initially the Mackey-Glass data set was used, but the Sunspot data set was also
considered when making the final decision.
Lamarckian and Baldwinian set ups were tested and Table 4.1 summarises the ranges investigated and
the final values used.
Table 4.1: Time Series Prediction Parameters
Search Parameter Range Investigated Final Value
Global
Generations, % 100, 200, 500 200
Population Size - 100
Local
Frequency, ς (Generation) 1, 5, 10 Every Generation
Probability, p (%) 5, 10, 50, 75 75%
Duration, κ (epochs) 10, 20 30 30 Epochs
As expected, increasing the number of generations of the global search and the frequency and probability
of the local search, increases the overall computation time. However, there was not always an improve-
ment in performance. The duration of the local search is linked with the range that the connection weights
were randomly initialised between. This is because the range also serves as the boundary check for the
local search to ensure that the weight values do not exceed these limits. Having a narrower range may
stop the local search before the total number of training epochs has been reached. The weights of the
connection matrices for each ensemble member were randomly initialised between ±1.5, ±10, ±20 and
±50. Due to over-fitting, ±10 was selected, which helps with the testing of different selection methods.
This range also represented less of a hard constraint, allowing the local search to explore a wider decision
space.
4.3.2 Ensemble Member Selection Methods
As previously discussed and demonstrated by the work in Chapter 3 an improvement can be made by
selecting a subset of ensemble members. However there has been limited discussion in the literature on
how to select ensemble members from the Pareto set of solutions. Therefore, this has been investigated.
Each individual on the Pareto front represents a potential solution to the problem. However, individuals
at the extremes of the Pareto front are likely to represent infeasible or unsuitable networks, with one
extreme representing a low complexity network and the other a large complexity network. Networks of
overly low complexity exhibit a large training error and those of very high complexity are very likely to
over-fit [88].
The knee point of a Pareto front has been described as a point of maximum convex bulge on the Pareto
curve for a bi-criteria optimisation problem [198] or the region that involve steep trade-off between
63
objectives and high marginal rates of return [199]. The knee point is not located at the extremes and it
has been verified empirically, on different problems, that it is this region of the front that best matches the
function being learnt [178, 200]. There are several algorithms that are designed to focus a GA search on
the knee point [199,201–204]. However the result of these algorithms is a smaller number of individuals
concentrated at the knee of the Pareto front [201].
When considering network complexity and training error as the two objectives of the search, individuals
below / to the right of the knee point include networks that have performed well in terms of training
error, but have increasing complexity as you move further away from the knee point. The highlighted
individuals in Fig. 4.5 are an illustration of these individuals below the knee point.
To select members from the Pareto front that are a trade-off of the two objectives and best represent
the function being learnt, the knee point of the front needs to be identified. By filtering the front to
find solutions in this region allows for the most appropriate models to be selected to form the subset of
ensemble members.
The normalised performance gain (NPG) was introduced in [178] to give an indication of the knee point
of the Pareto front. This work states that the complexity of a model should match that of the data being
learnt, as well as the learning algorithm. The NPG can be used to determine the appropriate complexity
of the data, where MSEi, MSEj and NCi, NCj are the MSE on the training data and the number of
connections of the ith and jth Pareto set of solutions.
NPG =
MSEj −MSEi
NCi − NCj (4.6)
When the solutions are ranked in the order of increasing complexity, the following relationship holds:
NCi+1 > NCi,
MSEi+1 ≤ MSEi
(4.7)
It was hypothesized that if the model complexity is lower than the data, an increase in the complexity
results in an increase in performance (NPG). With increasing complexity the NPG will gradually decrease
to zero. The models associated with this increase and then gradual decrease in performance are said to
give an indication of where the data complexity matches the complexity of the model. It was empirically
shown that the NPG highlighted the knee point of the Pareto front and could therefore be used to give an
indication of which models on the Pareto front should be selected.
Initially all individuals below the knee point are included in the ensemble and then three selection
methods are investigated. The first method selects members below the knee point based on their training
error and the second selects those that are closest to the knee point.
The ambiguity term of the error-ambiguity decomposition presented by Krogh and Vedelsby [79] is
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used to identify diverse predictors and is used as the third selection criterion. The error-ambiguity
decomposition was presented in Section 2.5 and the values predicted during training are used to calculate
the ambiguity of the individual predictors. The predictors with the largest ambiguity values are selected.
Equations 2.12 and 2.13 define the ambiguity of an individual prediction for a given instance and the
average of all instances respectively.
In the original work by Krogh and Vedelsby [79], ambiguity was used to determine the weights used for
combination. Although similar, in this work the ambiguity is used to select ensemble members and this
has not previously been done for time series prediction tasks.
All selected models are used to predict values in a test set of data that has not been used during training,
with the final predicted value at each data point given by the average of each ensemble members predic-
tion. Successful ensemble sizes have generally ranged from between three and five members [72,83,100].
Therefore, where possible, subsets of three and five members will be used. Table 4.2 summarises the
selection methods following the determination of the knee point of the Pareto front indicated by the NPG
measure.
Table 4.2: Selecting ensemble members from the Pareto set of solutions
Selection Method
All Select All members below the knee point
TE Select M members with best training accuracy below the knee point
KP Select M members located near the knee point
a Select M members with the largest diversity (ambiguity) below the knee point
4.3.3 Results and Discussion
This section reports the performance of the H-MOEA and selection methods. Ten independent runs
distinguished by different random seeds were performed for the two benchmark time series data sets and
the mean and standard deviation of these runs is reported.
Table 4.3 presents the results for the Mackey-Glass data set. The prediction performance of ensembles
using all of the models below the knee point (All), those selected based on the minimum training error
below the knee point (TE), those located closest to the knee point (KP) and those based on the diversity
criterion below the knee point (a) are presented. The values in brackets indicate the number of ensemble
members and the highlighted values are the best performing selection method.
It can be seen from Table 4.3 that an ensemble of five selected members based on the diversity criterion
has performed the best for prediction mean error and standard deviation. The mean and standard
deviation of the ten runs have been reported to allow suitable comparisons to other work to be made.
However, by plotting a box and whisker plot of the MSE results, the distribution of the ten runs can be
visualised and the differences between the selection methods determined. This representation is shown
in Fig. 4.6, where it can be seen that the individual plots are generally overlapping, suggesting the results
are not significantly different. This figure also shows that the mean values in Table 4.3 are clearly being
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Table 4.3: Mackey-Glass Results - 500 Training Data Points.
All = all models below the knee point, TE = selected models below the knee point based on minimum
training error, KP = selected models below the knee point based on proximity to the knee point, a =
selected models below the knee point based on the diversity criterion, () = ensemble size
Method
MSE RMSE NMSE
Mean Std Dev. Mean Std Dev. Mean Std Dev.
All 7.03E-05 4.91E-05 8.06E-03 2.29E-03 1.36E-03 9.48E-04
TE (5) 2.16E-04 5.37E-04 9.76E-03 1.10E-02 4.17E-03 1.04E-02
TE (3) 5.32E-04 1.49E-03 1.23E-02 1.95E-02 1.03E-02 2.88E-02
KP (5) 9.28E-05 2.74E-05 9.52E-03 1.50E-03 1.79E-03 5.28E-04
KP (3) 1.08E-04 3.34E-05 1.03E-02 1.62E-03 2.09E-03 6.44E-04
a (5) 5.74E-05 1.24E-05 7.53E-03 8.29E-04 1.11E-03 2.39E-04
a (3) 6.36E-05 1.55E-05 7.91E-03 9.75E-04 1.23E-03 2.99E-04
influenced by the results from individual runs. In particular the selection methods based on the training
error, where there are small medians and quartile ranges, but also one large extreme result. The maximum
values for the training error selection method are not shown in Fig. 4.6 due to the scale of the axis, but
these extreme results would have a significant affect on the mean.
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Figure 4.6: Mackey-Glass (500 Training Data Points) - MSE Results
Presenting the results using this method suggests that an ensemble created by selecting three members
based on the training error may be more suitable. However, this visualisation suggests that this method
may be more sensitive to parameter values, as the overall spread is much larger compared to the other
selection methods. For example, the results from selecting members based on their diversity on the
training data are distributed over a much smaller range.
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Figure 4.7 is an example of the achieved Pareto set of solutions (each representing a RNN) and their
corresponding test performance. Selection of individuals is made from the Pareto set of solutions and the
prediction performance of an ensemble of five members selected based on their diversity on the training
data set is presented in Fig. 4.8. The prediction performance of each individual in the Pareto set is shown
for the training data, but it is the ensemble’s prediction performance that is shown for the test data.
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Figure 4.7: Mackey-Glass Pareto front - 500 Training Data Points
Table 4.4 presents the results on the Sunspot data set. An ensemble of five selected members based on
their proximity to the knee point has performed best. This may be due to the knee point being the area
where there is the best trade off between the objective functions.
Figure 4.9 illustrates the box and whisker plot of the MSE results for the Sunspot data set. Similar to
the Mackey-Glass data set it can be seen that the distributions for the different selection methods are
very similar and that the lowest mean MSE does not correspond to the lowest median MSE. However,
the smallest distribution of data corresponds to the best mean prediction for an ensemble of five selected
members based on their proximity to the knee point. Also, similar to before, selections based on the
training error have the largest distribution of data.
Figure 4.10 is an example of the Pareto set of solutions and their corresponding test performance. The
prediction performance of an ensemble of five members selected based on their proximity to the knee
point is presented in Fig. 4.11. It can be seen in Fig. 4.11 that one of the models did not perform well
on the training data but was kept in the Pareto set as it corresponds to the smallest network. Due to the
pre-selection, this model is removed before the ensembles are created.
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Table 4.4: Sunspot Results - 1,000 Training Data Points.
All = all models below the knee point, TE = selected models below knee point based on minimum
training error, KP = selected models below the knee point based on proximity to the knee point, a =
selected models below the knee point based on the diversity criterion, () = ensemble size
Method
MSE RMSE NMSE
Mean Std Dev. Mean Std Dev. Mean Std Dev.
All 2.40E-04 1.19E-04 1.52E-02 3.20E-03 9.81E-04 4.87E-04
TE (5) 3.34E-04 3.54E-04 1.68E-02 7.27E-03 1.37E-03 1.45E-03
TE (3) 3.10E-04 2.57E-04 1.66E-02 5.85E-03 1.27E-03 1.05E-03
KP (5) 2.32E-04 2.60E-05 1.52E-02 8.32E-04 9.46E-04 1.06E-04
KP (3) 2.73E-04 6.87E-05 1.64E-02 1.91E-03 1.12E-03 2.81E-04
a (5) 2.32E-04 4.88E-05 1.52E-02 1.50E-03 9.47E-04 1.99E-04
a (3) 2.71E-04 7.21E-05 1.63E-02 2.03E-03 1.11E-03 2.95E-04
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Figure 4.9: Sunspot (1,000 Training Data Points) - MSE Results
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Figure 4.10: Sunspot Pareto front - 1,000 Training Data Points
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Tables 4.5 and 4.6 compare the best performances from Tables 4.3 and 4.4 with those reported in the
literature. Only results from the literature that have used the same data sets and experimental parameters
have been used in the comparison. Results are not available for all performance measures, but it is
possible to compare some of the measures and it can be seen that the H-MOEA and selection methods
presented are competitive with the state-of-the-art techniques in the literature.
Table 4.5: Mackey-Glass Comparison
Model
MSE RMSE NMSE
Min Mean Min Mean Min Mean
RNN (CC-SL) [122] - - 6.33E-03 9.39E-03 2.79E-04 6.31E-04
RNN (PSO) [123] - - - 6.25E-04 - -
RNN (GD) [124] 1.39E-09 - 3.72E-05 - 2.70E-08 -
RNN (GA) [125] 1.50E-04 2.19E-03 - - - -
RNN (H-MOEA) 5.74E-05 7.53E-03 1.11E-03
A rigorous comparison of the computational complexity of the proposed method and those reported
in Tables 4.5 and 4.6 is very difficult, as most of these methods do not report their computation time.
Computation time is dependent on the methods specific parameters, such as the number of generations
or function evaluations used and this is not always reported.
The proposed H-MOEA uses a GA plus local search, whereas the work by Ma et al. [118] only uses
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Table 4.6: Sunspot Comparison
Model
MSE RMSE NMSE
Min Mean Min Mean Min Mean
RNN (CC-SL) [122] - - 1.66E-02 6.88E-02 1.47E-03 5.48E-02
RNN (GD) [124] 1.41E-04 - 1.19E-02 - 5.90E-04 -
ERNN (GA) [118] - - 1.29E-02 - 2.80E-03 -
RNN (H-MOEA) 2.32E-04 1.52E-02 9.46E-04
a GA, without local search, suggesting this method may be less computationally expensive. However,
Ferreira, Ludermir and de Aquino [125] use a GA to determine the hidden layer size, recurrence size and
which training algorithm to use, before using a GD method to train the specific network, therefore this
method may be more comparable to the proposed H-MOEA. Also, Wang et al. [123] use two particle
swarm optimisers and Ardalani-Farsa and Zolfaghari [124] use three different networks trained using
GD to achieve their result, which makes it difficult to make a comparison, because these methods are
different to the proposed H-MOEA.
For information, Table 4.7 presents the computation time (mean and standard deviation) of the ten
independent runs, for the H-MOEA results presented in Tables 4.3 and 4.4, prior to selection. The
code used to construct the models is C++ and all tests were run using an Intel Core 2 Duo E8400.
Table 4.7: Computation Times
Data Set Mean (s) Standard Deviation (s)
Mackey-Glass 435 19
Sunspot 845 9
To further evaluate the H-MOEA and selection methods, 250 data points were used for training. Tables
4.8 and 4.9 present the results from these experiments, where it can be seen that taking a subset based on
the diversity criterion has performed best for the Mackey-Glass data set and selection of individuals near
the knee point of the Pareto front is best for the Sunspot data set. Comparing these results to the previous
tests using more training data shows that these results are not as good, which is to be expected, but the
same selection methods provided the best results when using less training data.
Table 4.8: Mackey-Glass Results - 250 Training Data Points.
All = all models below the knee point, TE = selected models below the knee point based on minimum
training error, KP = selected models below the knee point based on proximity to the knee point, a =
selected models below the knee point based on the diversity criterion, () = ensemble size
Method
MSE RMSE NMSE
Mean Std Dev. Mean Std Dev. Mean Std Dev.
All 3.33E-04 5.55E-04 1.51E-02 1.03E-02 6.45E-03 1.07E-02
TE (5) 6.19E-04 1.01E-03 2.04E-02 1.43E-02 1.20E-02 1.96E-02
TE (3) 8.14E-04 1.54E-03 2.19E-02 1.83E-02 1.57E-02 2.98E-02
KP (5) 3.09E-04 4.78E-04 1.51E-02 9.03E-03 5.97E-03 9.25E-03
KP (3) 2.03E-04 9.09E-05 1.39E-02 3.08E-03 3.94E-03 1.76E-03
a (5) 1.72E-04 1.41E-04 1.23E-02 4.49E-03 3.33E-03 2.74E-03
a (3) 1.94E-04 1.04E-04 1.34E-02 3.66E-03 3.76E-03 2.01E-03
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Table 4.9: Sunspot Results - 250 Training Data Points.
All = all models below the knee point, TE = selected models below the knee point based on minimum
training error, KP = selected models below knee point based on proximity to knee point, a = selected
models below knee point based on diversity criteria, () = ensemble size
Method
MSE RMSE NMSE
Mean Std Dev. Mean Std Dev. Mean Std Dev.
All 3.56E-04 3.09E-04 1.78E-02 6.10E-03 1.80E-03 1.57E-03
TE (5) 1.29E-03 2.56E-03 2.73E-02 2.34E-02 6.56E-03 1.30E-02
TE (3) 2.71E-03 5.71E-03 3.66E-02 3.71E-02 1.38E-02 2.90E-02
KP (5) 2.45E-04 3.52E-05 1.56E-02 1.11E-03 1.24E-03 1.78E-04
KP (3) 2.88E-04 8.72E-05 1.68E-02 2.28E-03 1.46E-03 4.42E-04
a (5) 4.28E-04 5.01E-04 1.89E-02 8.49E-03 2.17E-03 2.54E-03
a (3) 3.36E-04 1.49E-04 1.80E-02 3.54E-03 1.71E-03 7.54E-04
Figures 4.12 and 4.14 present examples of the Pareto set of solutions when 250 training data points are
used. What can be seen in these examples is that now there is less training data available, some over-
fitting can be seen on a validation data set when the networks have larger complexity. This result is not
unexpected and highlights why it is better not to select individual models based on the training error
alone. Figures 4.13 and 4.15 present examples of the prediction performance when 250 data points are
used for training.
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Figure 4.12: Mackey-Glass Pareto front - 250 Training Data Points
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Figure 4.13: Mackey-Glass Prediction (Solid red line represents the target and blue dashed lines the
prediction for training and test data sets)
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Figure 4.14: Sunspot Pareto front - 250 Training Data Points
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Figure 4.15: Sunspot Prediction (Solid red line represents the target and blue dashed lines the prediction
for training and test data sets.
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It can be seen from all the results presented that to use a subset of the individuals, after an initial selection
of individuals below the knee point, is better than using all of the members below the knee point. Using
the training error is not a good indicator of a suitable model and should not be used as the selection
criterion, due to over-fitting on larger networks. Selection based on the proximity to the knee point or the
diversity criterion introduced should be used as they have shown the most successful results. Selecting
five ensemble members is generally better than using three and it is clear that the standard deviation
between ten runs is less when members are selected at the knee point, as shown by the Sunspot data.
Selecting more ensemble members from the Pareto front was considered, but the literature had shown
that five members have been be successful [72,83,100]. Also, the total number of individuals on the final
Pareto front was not large and taking a subset has shown to be of benefit, so a small number would allow
for a subset to be taken each time.
The algorithm presented is competitive with others in the literature. The work by Ardalani-Farsa and
Zolfaghar [124] is better for both Sunspot and Mackey-Glass data sets and the results from Chandra and
Zhang [122], as well as Wang et al. [123] are better for the Mackey-Glass data set. It has been difficult
to make direct comparisons to the literature as the parameter values used in other work has not always
been similar and the performance measures used have been different. The best individual models have
not been presented in this work and compared to others in the literature. This is because there is more
confidence in a prediction made by an ensemble, as discussed in Section 2.5. When using less training
data for the Sunspot data set a similar prediction performance after selection can be achieved compared
to the literature, even though more data points are considered for the test error. Finally, it can be seen
from the prediction performance that the extremes of the data sets are the hardest data points to predict
and it is believed that this is due to these values being at the extremes of the tanh() function.
As mentioned, the parameters used by the global and local searches were determined using some initial
simulations. These values can always be improved using an exhaustive search or even through the use
of an optimiser. However, the values used seem to provide reasonable results, although the number of
parameters that need to be determined is a limitation of this algorithm.
This work on standard time series data sets has shown that the developed H-MOEA is competitive with
the other models in the literature. It has also shown that selecting a subset of individuals below the
knee point is better than sampling all members below the knee point, with selection of models that are
located near the knee point and models that are diverse on the training data performing better than models
selected based on their specific training error. Ensembles with five members are also better than those
with three members. It should be noted though, that the performance between all selection methods is
not substantially different, as demonstrated by Figs. 4.6 and 4.9 for the MSE results.
It is therefore felt that the developed H-MOEA and selection methods can be applied to the prediction of
CFD convergence data and Sections 4.4 and 4.5 present this work. The transonic wing CFD data that has
already been used in Chapter 3 is first used and then a new high-lift wing data set is introduced. Similar
selection methods, as well as some new ones are used to improve prediction performance.
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4.4 Transonic Wing Prediction
The transonic wing data is the same data that has been used in Chapter 3. Algorithm 2 has been used
to develop the individual RNNs for recursive prediction of the data and five selection methods are to be
investigated. All members in the Pareto set are also selected to see if selecting all members provides
suitable results. This was done as the NSGA-II algorithm is designed to create a Pareto set of diverse
solutions that contain a lot of information, which may be lost if they are not all considered.
4.4.1 Ensemble Member Selection Methods
Prior to selection, the extreme individuals in the Pareto set (surrogates with the lowest and highest
complexity) are removed to avoid including surrogates with high training error and those that are more
likely to cause over-fitting. The first selection method is similar to the previous work in Section 4.3,
with a subset selected from the identified knee point, determined by the NPG (equations 4.6 and 4.7).
The subset includes individuals with an increasing complexity from the knee point. The second method
selects the individual surrogate identified by the NPG as the knee point of the Pareto set, as this will be
the individual that has the best trade-off between objectives.
The top ranked individuals in methods three, four and five are selected, with the third method using
the crowding distance measure in the NSGA-II algorithm used to sort individuals in the Pareto set.
The crowding distance is a measure of how crowded an individual is and is therefore a measure of the
individual’s diversity during the search. The value assigned to the individual is dependent on the average
distance of the individual’s on either side of it. The individuals in the Pareto set are ranked based on their
crowding distance from largest to smallest.
The fourth method ranks the individuals in the Pareto set based on the training MSE from smallest to
largest. The fifth method ranks the individuals in the Pareto set based on the number of connections in
the network from smallest to largest, as smaller networks are easier to interpret.
Based on the previous work, subsets of five members, where possible, will be used and once the sur-
rogates have been selected, the individual RNN models are used to recursively predict the converged
performance indicator to the prediction horizon. The average of the predictions is used to combine the
predicted values at the final iteration point. A summary of the selection methods for all ensemble types
is given in Table 4.10.
The data sets are the same as those presented in Section 3.5, with the same comparisons that were made
in Section 3.7 with the results for the converged data and the delta change between designs reported.
The target values for the convergence prediction are given in Table 3.1 and Table 3.7 provides the delta
values.
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Table 4.10: Selecting ensemble members from the Pareto set of solutions
Selection Method
All Select All members in the Pareto set
Select. 1 Remove extremes from Pareto set and select 5 members located near the knee point
Select. 2 Remove extremes from Pareto set and select 1 member at the knee point
Select. 3 Remove extremes from Pareto set and select 5 members with largest Crowding Distance
Select. 4 Remove extremes from Pareto set and select 5 members with best Training Accuracy
Select. 5 Remove extremes from Pareto set and select 5 members with least number of Connections
4.4.2 Results and Discussion
Similar to the time series prediction method a numerical investigation that considered the global and
local search parameters was conducted to establish some values for a single data set. The same values
then used for all other data sets. Table 4.11 summarises the ranges tested and the final values used.
Parameters were decided based on the mean prediction performance on the final flow iteration (150th
data point) of all members in the Pareto set. The average of ten independent runs were used to gain
confidence in the predicted value and to determine a standard deviation. Selection was considered, but
there was not always an improvement, which made it difficult to determine if the parameter change had
made the difference or if it was the selection method used. After the number of generations, the duration
of the local search was investigated, followed by the frequency and finally the probability.
Table 4.11: Transonic Prediction Parameters
Search Parameter Range Final Value
Global Generations, % 500 or 1,000 500Population Size - 100
Local
Frequency, ς (generations) 1, 5, 10, Every 10th generation
Probability, p (%) 25, 50, 75, 100 50%
Duration, κ (epochs) 10, 20, 30 20 epochs
The first 50 data points of the transonic CFD data set are used for training and all predictions are made
from this point forward. A warm-up-length of 10 is used during the local search and similar to the
time series data sets the weights of the connection matrices for each ensemble member are randomly
initialised between -10 and 10 and the boundary check used during the local search ensures the weight
values do not exceed these limits. Normalisation of the training data was investigated with the ranges
from the time series data sets considered. The range 0 - 1 was selected, but it should be noted that the
training MSE for the global search is calculated using the original data values. Therefore, the predicted
values need to be converted back to the original range prior to calculating the training MSE. This is also
done during the prediction phase.
Once the parameter investigation was completed, ten independent runs were performed on the same data
sets that were used in Chapter 3. The mean prediction value and standard deviation for the ten runs, along
with the absolute error to the target value are presented in Table 4.12. The target values are shown in
Table 3.1 and the best performing selection methods are highlighted in bold text. Table 4.13 presents the
comparisons between the deltas for different angle of incidence calculations. The absolute error between
the delta achieved by the CFD simulations and the delta achieved by the surrogates is used to identify
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Table 4.12: Prediction Results - H-MOEA
Data Set Measure All Select. 1 Select. 2 Select. 3 Select. 4 Select. 5
1.35◦ CD
Mean 0.02279 0.02139 0.02018 0.02378 0.02564 0.02052
Std Deviation 0.00081 0.00148 0.00309 0.00100 0.00110 0.00115
Absolute Error 0.00357 0.00218 0.00097 0.00456 0.00642 0.00131
1.65◦ CD
Mean 0.02590 0.02599 0.02386 0.02663 0.02737 0.02397
Std Deviation 0.00168 0.00285 0.00197 0.00297 0.00272 0.00149
Absolute Error 0.00414 0.00423 0.00210 0.00487 0.00561 0.00221
6.00◦ CD
Mean 0.11889 0.12074 0.11951 0.11966 0.12057 0.11716
Std Deviation 0.00132 0.00243 0.00137 0.00185 0.00098 0.00255
Absolute Error 0.01554 0.01741 0.01618 0.01633 0.01724 0.01384
1.35◦ CL
Mean 0.61140 0.64138 0.63324 0.63980 0.64519 0.63259
Std Deviation 0.02966 0.00926 0.01267 0.01012 0.00857 0.01297
Absolute Error 0.04298 0.07296 0.06482 0.07138 0.07677 0.06417
1.65◦ CL
Mean 0.63887 0.67705 0.67632 0.67783 0.68368 0.66679
Std Deviation 0.01937 0.01069 0.01087 0.01123 0.00614 0.01251
Absolute Error 0.03210 0.07028 0.06955 0.07106 0.07691 0.06002
6.00◦ CL
Mean 1.10781 1.18454 1.18093 1.18636 1.19211 1.18445
Std Deviation 0.04198 0.01757 0.02280 0.01664 0.01959 0.01591
Absolute Error 0.02898 0.04775 0.04414 0.04957 0.05532 0.04766
Table 4.13: Delta Results - H-MOEA
Comparison Measure All Select. 1 Select. 2 Select. 3 Select. 4 Select. 5
1.35◦ - 1.65◦CD
Delta 0.00312 0.00460 0.00367 0.00285 0.00173 0.00345
Abs. Error 0.00057 0.00205 0.00113 0.00031 0.00081 0.00091
1.65◦ - 6.00◦CD
Delta 0.09297 0.09475 0.09565 0.09303 0.09320 0.09319
Abs. Error 0.01140 0.01318 0.01409 0.01146 0.01163 0.01162
1.35◦ - 6.00◦CD
Delta 0.09608 0.09935 0.09933 0.09588 0.09493 0.09664
Abs. Error 0.01197 0.01524 0.01522 0.01177 0.01082 0.01253
1.35◦ - 1.65◦CL
Delta 0.02747 0.03568 0.04309 0.03804 0.03849 0.03421
Abs. Error 0.01088 0.00268 0.00473 0.00032 0.00014 0.00415
1.65◦ - 6.00◦CL
Delta 0.46894 0.50748 0.50461 0.50852 0.50843 0.51765
Abs. Error 0.06108 0.02253 0.02540 0.02149 0.02159 0.01236
1.35◦ - 6.00◦CL
Delta 0.49641 0.54316 0.54770 0.54656 0.54692 0.55186
Abs. Error 0.07196 0.02521 0.02067 0.02181 0.02145 0.01651
the best selection criteria for each data set. Table 3.7 shows the target delta values.
Figure 4.16 is an example of the prediction performance for a CD data set. All members predictions are
included (dashed lines) along with the target data (solid line) and the inset plot is the final 90 iterations
to show the different performance of the various members. Each prediction is associated with a RNN
model in the Pareto set shown in Fig. 4.17. Figure 4.17 also gives an example of the NPG for this setup
and how it can indicate where the knee point of the Pareto set is located. Figure 4.18 is an example of the
prediction performance for a CL data set, with all RNN model predictions included (dashed lines) along
with the target data (solid line).
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Figure 4.16: CFD Prediction - 1.35◦CD
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Figure 4.17: NPG and Pareto Set example - 1.35◦CD
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Figure 4.18: CFD Prediction - 1.65◦CL
The results presented in Table 4.12 shows that the target values can be predicted with reasonable ac-
curacy, with the errors ranging from 2.55% for the 6.00◦ CL data set to 13.40% for the 6.00◦ CD. A
selection from the Pareto set either using selection method 2 (a single model located at the knee point of
the Pareto set) or method 5 (a subset based on the number of connections) have performed best for the
CD data sets. However, using all individuals in the Pareto set has produced the best results for all CL
data sets, which also correspond to the lowest errors.
This result was unexpected, as it is known that the Pareto set will include some unsuitable models and is
why the extreme models are removed and selection methods used to form the ensemble. An explanation
as to why this has happened can be seen in Fig. 4.18, which shows two surrogate models that are
producing very different and actually wrong predictions that are below the target (solid line). When these
two predictions are included in the ensemble they add a bias to the prediction performance, shifting the
mean down and closer to the target. However, when they are removed, because the other surrogates are
all predicting similar results above the target, the mean is shifted up and away from the target, resulting
in poorer a performance.
Box and whisker plots of the predicted performance measures have been constructed to visualise the
distribution of the ten independent runs and illustrate any significant differences between the selection
methods. These plots are presented in Figs. 4.19 - 4.24.
It can be seen from these box and whisker plots that there is little difference between the different
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Figure 4.19: 1.35◦CD Selection Methods
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Figure 4.20: 1.65◦CD Selection Methods
selection methods as the distributions are overlapping. Selection method 2 (1 member at the knee point)
performed well in terms of overall accuracy for the CD performance measure, but it can be seen from
the box and whisker plots that there is little variation between the different runs. This is likely to be due
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Figure 4.21: 6.00◦CD Selection Methods
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Figure 4.22: 1.35◦CL Selection Methods
to the smaller number of prediction members used. In contrast, there is good spread for all of the other
selection methods for CD and for all CL selection methods.
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Figure 4.23: 1.65◦CL Selection Methods
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Figure 4.24: 6.00◦CL Selection Methods
The results presented in Table 4.13 show that the deltas between two aerodynamic flow conditions can
also be predicted reasonably well. These results are encouraging as it shows that the surrogates can still
maintain the direction of design improvement. An explanation for this is that the absolute error for each
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ensemble prediction appears to be consistent, with both the lift and drag predictions being over predicted.
Hence, by considering the delta in lift and drag, the effect of this absolute error is reduced. The predicted
delta can potentially provide a usable search direction during aerodynamic optimisation, as the resultant
drag delta is consistently over predicted and the lift delta under predicted.
Table 4.13 also does not show a selection method that performs better than any of the others when con-
sidering the deltas between different flow conditions. There is also one case where using all individuals
in the Pareto set provides the best result. It is clear though that when considering the deltas between
different flow conditions, using a subset is generally better than using all individuals, particularly for CL
data sets.
The presented results show stable predictions and this behaviour was generally seen for the majority of
surrogate models generated. However, there were some unstable predictions, including those that cycled
with small and large amplitudes. Figure 4.25 is an example of an unstable prediction for the 1.65◦CL
data set. This prediction would be a member of an ensemble that includes all individuals from the Pareto
set, but is removed by the selection process.
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Figure 4.25: Unstable Prediction example - 1.65◦CL
Although it is not possible to conclude that one selection method is better than any of the others tested
on the CFD datasets, the predictions have generally been very stable and the selection process should
result in the removal of any predictions that are not. Encouraging predictions have been made for the
two performance measures and the delta change from one flow condition to another is comparable to the
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delta change from the CFD data. This appears to be because there is a consistent over prediction by the
surrogate models.
This work has shown that an ensemble of RNNs, which are trained using a hybrid optimiser, can be used
to predict converged CFD results using a third of the intermediate data. This is an improvement on the
results from Chapter 3 and comparable to the work by Cao et al. [71]. Section 4.4.3 compares the results
achieved to those presented in Chapter 3 that used the gradient based learning algorithm.
4.4.3 Learning Method 1 vs. Learning Method 2
Networks with five hidden neurons from Chapter 3 have been compared to the results from Section 4.4.2.
Both the absolute error of the final prediction accuracy and the delta changes are compared and Tables
4.14 and 4.15 summarise the results, with Method 1 refering to the heterogeneous ensemble technique
from Chapter 3 and Method 2 the H-MOEA approach.
Table 4.14: Prediction Comparison
Data Set Parameter Method 1 Method 2
1.35◦ CD
Mean Prediction 0.02030 0.02018
Standard Deviation 0.00277 0.00309
Absolute Error 0.00108 0.00097
1.65◦ CD
Mean Prediction 0.02317 0.02386
Standard Deviation 0.00375 0.00197
Absolute Error 0.00141 0.00210
6.00◦ CD
Mean Prediction 0.10972 0.11716
Standard Deviation 0.00634 0.00255
Absolute Error 0.00640 0.01384
1.35◦ CL
Mean Prediction 0.61612 0.61140
Standard Deviation 0.01392 0.02966
Absolute Error 0.04770 0.04298
1.65◦ CL
Mean Prediction 0.65995 0.63887
Standard Deviation 0.01430 0.01937
Absolute Error 0.05317 0.0321
6.00◦ CL
Mean Prediction 1.17826 1.10781
Standard Deviation 0.01240 0.04198
Absolute Error 0.04147 0.02898
Table 4.15: Delta Comparison
Comparisons Parameter Method 1 Method 2
1.35◦CD - 1.65◦CD
Delta 0.00254 0.00285
Abs. Error 0.00000 0.00031
1.65◦CD - 6.00◦CD
Delta 0.08556 0.09297
Abs. Error 0.00400 0.01140
1.35◦CD - 6.00◦CD
Delta 0.08699 0.09493
Abs. Error 0.00288 0.01082
1.35◦CL - 1.65◦CL
Delta 0.03790 0.03849
Abs. Error 0.00046 0.00014
1.65◦CL - 6.00◦CL
Delta 0.52892 0.51765
Abs. Error 0.00110 0.01236
1.35◦CL - 6.00◦CL
Delta 0.56682 0.55186
Abs. Error 0.00155 0.01651
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The best performing selection methods (including if all members performed best) are compared and
it can be seen in Tables 4.14 and 4.15 that the magnitudes of the absolute errors are similar for both
methods. Similar to the various selection methods investigated there does not seem to be one learning
method that consistently outperforms the other. Method 2 performs best for prediction accuracy and
method 1 for delta change. This would suggest that method 1 has performed best as it is the trends in
the design space that are most important. However, both methods results for the delta change in CL are
below 3% in error and method 2 has achieved this using less data.
Figures 4.26 - 4.31 illustrate the performance differences between method 1 (gradient descent) and
method 2 (H-MOEA). The predictions made by method 2 seem to be more stable as there is no evidence
of oscillations. However, it is difficult to make a direct comparison, as each method used different
amounts of training data for building the models. For example, method 2 always uses 50 data points and
does not go the other side of the bump in the CL data. Therefore, it is not trying to learn this feature.
Method 1 is trying to learn this feature and this is clear from Figs. 4.29 and 4.30, where 78 iterations of
data have been used for training. There are no oscillations for method 2 that used 50 data points. More
ensemble members have predicted the correct trajectory of the CFD data using method 1 and generally
method 2 has produced results that are flat.
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(b) Method 2
Figure 4.26: 1.35◦ CD
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(b) Method 2
Figure 4.27: 1.65◦ CD
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(b) Method 2
Figure 4.28: 6.00◦ CD
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(b) Method 2
Figure 4.29: 1.35◦ CL
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(b) Method 2
Figure 4.30: 1.65◦ CL
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(b) Method 2
Figure 4.31: 6.00◦ CL
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Box and whisker plots of the predicted performance measures have been constructed to visualise the
distribution of the ten independent runs and illustrate any significant differences between the two different
training methods. These are presented in Figs. 4.32 - 4.37.
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Figure 4.32: 1.35◦CD Training Methods
Similar to the different selection methods in Section 4.4.2 the distributions from the two training methods
are overlapping, suggesting there is not a significant difference between them. It can also be seen from
these plots that for the CD performance measure there is a greater spread from the ten runs for method 1
and a greater spread from method 2 for the CL performance measure.
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Figure 4.33: 1.65◦CD Training Methods
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Figure 4.34: 6.00◦CD Training Methods
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Figure 4.35: 1.35◦CL Training Methods
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Figure 4.36: 1.65◦CL Training Methods
91
 1.02
 1.04
 1.06
 1.08
 1.1
 1.12
 1.14
 1.16
 1.18
 1.2
Method 1 Method 2
C
L
Box-and-whisker plot with median bar, whiskerbars, and variable box width
Quartiles
Figure 4.37: 6.00◦CL Training Methods
It would be reasonable to suggest that learning method 1 has produced the most diverse predictions, as
the predictions made by learning method 2 are all very similar flat trajectories, whereas there is a lot
more variety with learning method 1. However, these flatter profiles are likely to be due to the number
of iterations used for training and the specific data sets used. Learning method 2 could be trained with
more data, which would allow a direct comparison to be made, but as the results with 50 data points have
proven to be successful, there is little benefit of doing this.
With regards to selection performance between the two methods, selecting members created by method
1 always made an improvement over using all members, but this was not always seen for method 2. As
discussed in Section 4.4.2 this is likely to be a result of the members consistently over predicting the
target and a few incorrect predictions below the target influencing the ensembles with all members.
There has not been much variation in the CFD data that has been tested up to this point, with each data
set containing 150 flow iterations compared to the many thousands used by Cao et al. [71]. Therefore,
a more complex and challenging high-lift data set has been investigated, that utilises significantly more
flow iterations. Method 2 has been selected going forward for its versatility and known performance
on standard time series prediction tasks. Also, method 2 offers more potential for different network
structures and selection of input data and is therefore more adaptable to different data sets.
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4.5 High-Lift Wing Prediction
4.5.1 High-Lift Systems
High-lift systems are used on commercial aircraft to increase the wing lift coefficient during take-off
and landing when the aircraft is traveling at lower speeds. Auxiliary devices such as a leading edge
‘slat‘ or trailing edge ‘flap‘ can be used to control the behavior of the boundary layer and alter the
geometry/profile of the wings aerofoil. The advantage of these devices are that they can be retracted
when the aircraft is at higher speeds, which means their associated drag is reduced when the aircraft is
in cruise condition.
Figure 4.38 is an illustration of a typical high-lift system. Designing high-lift systems is a very chal-
lenging multidisciplinary design problem, with aerodynamic, performance and system dependencies
[205, 206].
flapGap
flapLap
flap
slat
main wing
a
Figure 4.38: High-lift Test Case
A ‘flap’ placed on the trailing edge of the main wing has the affect of changing the geometry of the wing,
by increasing its camber (introduced in Fig. 2.1). The effect is an increase in the maximum coefficient
of lift and the angle at which this maximum occurs is reduced. A Slotted or Fowler flap has the biggest
affect on the wing’s performance as they’re also located slightly away from the end of the main wing
section, creating a gap between the main wing and flap. This gap allows the high pressure air to flow
from the underside of the wing to the upper surface. The affect is an energising of the boundary layer,
which delays separation [205].
A ‘slat’ on the leading edge of the main wing also introduces a slot that allows high pressure air to
travel to the upper surface, energising the boundary layer and reducing the tendency for flow separation.
This increases the lift coefficient, as the angle of incidence increases and stall is delayed. Figure 4.39
illustrates the affect a leading edge slat and trailing edge flap can have on the performance of a wing, as
well as the combination of both devices.
The flow features associated with high-lift aerodynamics are typically highly complex, inherently sep-
arated and unsteady [205], requiring high-fidelity CFD simulations to adequately predict performance.
The computational cost of a high-lift CFD simulation can be significant and modeling is usually limited to
a steady-state flow solution, which significantly reduces the computational burden compared to unsteady
modeling. However, even these steady-state solutions can be computationally expensive, often requiring
many solution iterations for adequate convergence. Key output performance indicators, such as lift (CL)
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Figure 4.39: High-lift slat and flap effect [207]
and drag (CD) coefficients, are often used as a measure of convergence.
Computational fluid dynamic convergence histories for a high-lift data set have been provided by QinetiQ
Ltd. A total of 200 2D RANS CFD simulations were generated by QinetiQ as part of a CL maximisation
study, corresponding to a parametric study of the effect of moving the flap, whilst fixing the flap deflec-
tion, slat and main wing geometry. The position of the flap is varied in two directions, as shown in Fig.
4.38. FlapLap is a measure of the overlap between the flap and the trailing edge of the main wing and the
FlapGap provides a measure of the vertical distance between the flap and the trailing edge of the main
wing.
The dimensions of flapLap and flapGap are a percentage of the wings chord for the equivalent clean wing
aerofoil (high-lift devices stowed). The overall angle of incidence (α) is also varied and the values of
flapLap, flapGap and α that were tested by QinetiQ are shown in Table 4.16.
Table 4.16: High-lift Parameters
flapLap 0.000 0.00375 0.0075 0.01125 0.015
flapGap 0.0075 0.011875 0.01625 0.0206 0.025
α 5◦ 10◦ 15◦ 18◦ 21◦ 22◦ 23◦ 24◦
Therefore, CL can be represented by a function of the operating parameters of the flap (flapLap, flapGap
and α), as summarised by equation 4.8:
F (flapLap, flapGap, α) ≈ CL (4.8)
Each CFD simulation uses an unstructured grid of approximately 100,000 cells, though the actual grid
size varies slightly for different values of flapLap and flapGap. All simulations were run for a total of
4,000 iterations, on four CPUs with W- cycle multigridding completed before convergence data for the
fine grid is outputted.
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4.5.2 High-Lift Data Set Analysis
To gain an insight into the underlying physics affecting the convergence histories of high-lift CFD data,
each convergence profile for CL was analysed. General trends between parameters were investigated, as
well as the dependency of CL on differing numbers of flow solver iterations.
Initially all 200 CL convergence profiles were plotted and analysed together. Due to the transient nature
of the first phase of a CFD convergence process, it was decided to remove the first 500 iterations. The
first observation made was that there was a wide range of different convergence profile types. In addition,
the overall shape of some convergence profiles exhibit similar characteristics to an underdamped system
(e.g. presence of overshoots/oscillations), whilst others are similar to critically damped behaviour.
These overall shape characteristics can be described as low frequency features and to get a better idea
of how they varied between convergence profiles; each profile was classified into one of five categories,
depending on their convergence profile type. The first category grouped convergence profiles that steadily
increased before flattening off to a relatively constant value. This category has been called “monotonic
convergence” and an example can be seen in Fig. 4.40(a).
The second category includes profiles that increased to a final value, but not consistently, by initially
decreasing and then increasing. Figure 4.40(b) is an example of this “complex convergence”. The third
category groups profiles that behave like an underdamped system, increasing past its final converged
value, before decreasing again. This category has been named as “small overshoot” and an example can
be seen in Fig. 4.40(c). Category four, “large overshoot”, groups profiles that are similar to the third
category, but with a larger overshoot. Figure 4.40(d) is an example of this “large overshoot” profile.
Finally, the fifth category, “critical convergence”, behaves like a critically damped system, with the
convergence profile steadily decreasing to a final value. Figure 4.40(e) is an example of this profile.
The left hand side of Fig. 4.41 summarises the low frequency feature categories assigned to each
convergence profile, with results grouped into constant flapLap sets. It is clear from this plot that there are
trends in the CL convergence profiles when varying flapLap, flapGap and α. For example, for all flapLap
values with high alpha and low flapGap, the profiles all exhibit “monotonic convergence”, whereas low
α and high flapGap all exhibit “critical convergence”.
Generally, the lower values of α have more varied profiles, although there seems to be a consistent
transition through the different categories as α is increased and flapGap is decreased. When keeping
flapGap and α constant, whilst increasing flapLap, there are no major changes in the profiles. This is
evident from each group of flapLap having similar behaviour to one another. Another overall point from
this analysis is that the “complex” and “overshoot” convergence histories could be described as having
longer transient phases in the CFD convergence histories, which may be indicative of the flow being
more complex. This may be due to more extensive regions of flow separation, or perhaps indicating that
the real flow would exhibit more significant unsteadiness.
The square with the red border in Fig. 4.41 indicates where the largest overall value of CL (CLmax)
95
 3.6
 3.7
 3.8
 3.9
 4
 4.1
 4.2
 4.3
 500  1000  1500  2000  2500  3000  3500  4000
C
L
Iteration
Monotonic Convergence
(a) “monotonic convergence”
 3.43
 3.44
 3.45
 3.46
 3.47
 3.48
 3.49
 3.5
 3.51
 3.52
 500  1000  1500  2000  2500  3000  3500  4000
C
L
Iteration
Complex Convergence
(b) “complex convergence”
 3.7
 3.8
 3.9
 4
 4.1
 4.2
 4.3
 500  1000  1500  2000  2500  3000  3500  4000
C
L
Iteration
Small Overshoot
(c) “small overshoot”
 3.6
 3.65
 3.7
 3.75
 3.8
 3.85
 3.9
 3.95
 500  1000  1500  2000  2500  3000  3500  4000
C
L
Iteration
Large Overshoot
(d) “large overshoot”
 3.3
 3.35
 3.4
 3.45
 3.5
 3.55
 3.6
 500  1000  1500  2000  2500  3000  3500  4000
C
L
Iteration
Critical Convergence
(e) “critical convergence”
Figure 4.40: High-lift Convergence Histories
is located across all the available parameter combinations. Interestingly, the largest value of CL for
all combinations of flapLap and flapGap was located at an angle of incidence of either 22◦ or 23◦. In
addition, these largest values of CL also tend to have monotonic convergence profiles, whilst the lower
lift cases tend to have more complex convergence profiles. This behaviour can potentially be explained
by considering the associated high-lift aerodynamic flow. For each combination of flapLap and flapGap,
the specific high-lift geometry shape will have an associated angle of incidence, which results in the
largest local value of CL. At this best local condition, the high-lift aerodynamic flow is more likely to be
attached, which is a relatively simpler situation to resolve numerically in CFD. Away from this best local
condition, flow may have more extensive flow separation. This represents more complex flow physics,
which is more difficult to numerically resolve, leading to slower and less stable CFD convergence. In
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Low Frequency Features High Frequency Features
Angle of Incidence, α (◦) Angle of Incidence, α (◦)
flapLap flapGap 5 10 15 18 21 22 23 24 5 10 15 18 21 22 23 24
0 0.0075
0 0.011875
0 0.01625
0 0.0206
0 0.025
0.00375 0.0075
0.00375 0.011875
0.00375 0.01625
0.00375 0.0206
0.00375 0.025
0.0075 0.0075
0.0075 0.011875
0.0075 0.01625
0.0075 0.0206
0.0075 0.025
0.01125 0.0075
0.01125 0.011875
0.01125 0.01625
0.01125 0.0206
0.01125 0.025
0.015 0.0075
0.015 0.011875
0.015 0.01625
0.015 0.0206
0.015 0.025
= Monotonic Convergence = No Oscillations
= Complex Convergence = High Frequency Oscillations
= Small Overshoot
= Large Overshoot
= Critical Convergence
Figure 4.41: Convergence Features (CLmax highlighted by square with red border)
summary, this would suggest that a good CL design and incidence combination will result in a fast and
simple convergence history.
A number of profiles also exhibited high frequency localised features, where the convergence profiles
did not converge to a steady state solution. Figure 4.40(d) is an example of a convergence history with
high frequency features. The right hand side of Fig. 4.41 summarises those profiles that exhibited high
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frequency oscillations in their convergence histories. It is clear from this summary that cases where CL
increases towards a final value, i.e. monotonic or complex convergence, always seem to be stable and
that only profiles with overshoot or critical convergence exhibit high frequency oscillations. Profiles with
high frequency oscillations may be more difficult to resolve, perhaps indicating the flow is separating and
unsteady in nature, as previously discussed.
Any predictions made using the convergence based prediction method needs to be an improvement over
simply stopping the CFD simulation after a smaller number of iterations. Therefore, due to the number
of flow iterations available with this data set and the various combinations of flapLap, flapGap and α,
the values of CL were analysed for different numbers of CFD flow iterations. In each case, the value of
CLmax over the entire design space was identified and the corresponding values of flapLap, flapGap and
α recorded.
The CL was averaged over the final 200 iterations of the CFD simulation and analysis of the CFD
data based on 4,000 iterations (CL averaged over 3,801 - 4,000 iterations) shows that CLmax ≈ 4.254,
occurring at flapLap = 0.00, flapGap = 0.011875 and α = 22◦. This is summarised as follows:
F (0.00, 0.011875, 22) ≈ 4.254 (4.9)
These coordinates and CL value will be used as the comparison for all other analysis and this location is
highlighted by the square with the red border in Fig. 4.41. Analysis of the CFD averaged over iterations
1,801 - 2,000 show that CLmax occurs at:
F (0.00, 0.01625, 22) ≈ 4.255 (4.10)
This is clearly a different location to the one identified when the CFD simulations were run for 4,000
iterations and CLmax is actually a slightly higher value. Therefore, if calculations had been stopped at
2,000 iterations, the wrong location would be predicted, with a small overestimate of the true CLmax
value. Analysis of the CFD data from 1,500 iterations indicates that CLmax occurs at the same location
as for 2,000 iterations, but again slightly increases the CLmax value:
F (0.00, 0.01625, 22) ≈ 4.259 (4.11)
Analysis of the CFD data from 1,000 iterations shows that CLmax occurs at:
F (0.00, 0.0206, 22) ≈ 4.199 (4.12)
This is again a different location from 4,000 iterations and is moving further away in terms of flapGap,
whilst the value of CLmax is now reduced. Finally, analysis of the CFD data for up to 500 iterations
indicates that CLmax occurs at:
F (0.00, 0.025, 18) ≈ 3.591 (4.13)
This again is a different location to 4,000 iterations, but unlike the previous analysis where the changes
were only in flapGap, at this number of iterations the α value has now also changed. This suggests
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that even the gross aerodynamic flow field incidence effects have not settled down by this number of
iterations.
From this analysis it can be concluded that the effect of flapLap and α are resolved relatively quickly
(reduced number of iterations), since the movement of CLmax is restricted to flapGap, even after only
1,000 iterations. However, the simulations need more iterations to fine tune and converge flapGap,
suggesting that the performance of this particular high-lift test case is very sensitive to this parameter.
4.5.3 Data Sets and Experimental Setup
Different areas of the high-lift design space and therefore several different convergence histories have
been predicted using the H-MOEA learning method. Throughout the experimental work a number of
changes were made to the model to allow for different setups to be investigated. There was also a change
to the number of allowable connections in the network from the original setup presented in Section 4.2.
The various setup changes can be broken down into two main areas of investigation; data manipulation
and model parameter changes. The model parameter investigations are similar to those conducted for
the standard time series data sets and the transonic wing data sets and mainly relate to the parameters of
the global and local searches. The data manipulation investigations are concerned with how the high-lift
data sets themselves are used to try and improve the prediction performance.
The change to the model relates to connections between the three input neurons. It was found that
in the original model there were some neurons that had recurrent connections, but not the associated
forward connections. Although these connections do not effect the way that the models would perform,
to make the search for understandable networks correct, this was addressed by removing the recurrent
connections. This changed the total possible number of connections in the network and the number of
alleles in the chromosomes from 75 to 72.
Many different simulations have been run during the data and parameter investigations to verify the
changes and the following sections provide an overview of them.
4.5.3.1 Data Manipulation
Due to each individual convergence history containing 4,000 flow iterations, investigations were con-
ducted to understand the impact of removing data from the CFD convergence histories. A convergence
history can be considered as an evolving curve, where the last data points are the more reliable. The initial
phase of a CFD convergence history is transient, therefore using the early data to train the networks could
cause it to misinterpret the underlying function. Removal of data from the beginning of the histories has
the potential to remove noise from the data set, which may help learning, but may cause the model to
over-fit the training data, as information is lost from the data set.
Initially the first 100 iterations were removed from each convergence history as these flow iterations
were associated with only the fine grid of the multi-grid cycle used by the CFD solver. Then, as shown
in the analysis of the design space, 500 iterations were removed. Although a significant number of other
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parameters were investigated using this number of flow iterations removed, a number of data sets were
still transient after 500 iterations. Therefore, for the final set of tests the first 800 iterations of each CFD
convergence history were discarded.
Some other simulations were also conducted with a smooth damped profile that had random data points
added to the beginning of the data set. These experiments showed that including these data points made
the remaining part of the data set harder to learn. This supports the decision to remove more data from
the beginning of each convergence history.
Although the removal of a certain number of data points at the beginning of each convergence history
reduced the overall number of data points that needed to be predicted, the convergence histories for the
high-lift data set were still significantly larger than the 150 flow iterations associated with the transonic
wing data sets. During initial simulations it was felt that this increase in the amount of data that needed
to be predicted may be causing the networks to become saturated with information and were therefore
unable to make suitable predictions as the majority were flat. Also, the computation time for predicting
these larger data sets was a lot greater than for the transonic wing simulations.
Therefore, simulations were run to investigate different data sampling techniques to reduce the remaining
number of data points in each data set. This was conducted after the initial removal of data from
the beginning of each convergence history. After sampling the data sets by selecting data at different
intervals, a single data set could be made into a variety of different test cases. For example, after removal
of the first 500 iterations and using a sample step of 1, results in a data set of 3,500. Alternatively, a
sample step of 20 results in a data set of 175. Sample steps of 1, 10, 20, 35, 70 and 140 were investigated.
Predictions of different step sizes were investigated. Instead of predicting just the next data point in the
sequence (y(t+ 1)), a change was made that meant it was possible to predict any number of steps ahead
(y(t + ψ)). The amount of training data available needed to be taken into consideration, as well as the
warm-up-length when determining the value of ψ, as the quantity of warm-up-length data needs to be
less than the training data. The step sizes investigated are shown in Table 4.17.
The normalisation of data, not using a bias term, and bounding the possible weight values all have an
impact on the input to the neurons transfer function, as shown by equation 2.10. By fixing the latter two
network features, the normalisation of the data was investigated to see if this can have an impact on the
prediction performance. Due to the tanh() function used for all neurons, the data needs to be between -1
and 1 when it is presented to the networks and it can be seen in the results shown on the time series data
in Figs. 4.8, 4.13 and 4.15 that the extremes of the data sets are where the largest errors are occurring.
These larger values are at the extremes of the function’s range, where the asymptote of the function is
not reached gradually. Therefore, larger inputs at these extremes are likely to cause neuron saturation
and reduce the information that can be stored in the network, making larger values harder to predict.
When dealing with the CFD data, future predictions also need to be in the -1 to 1 range, particularly
when the profiles increase after the training data. As it is only the training data that is normalised,
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smaller normalisation ranges were investigated to see if this made an improvement on future predictions.
The ranges tested are shown in Table 4.17 and it was found that using a smaller range did make an
improvement. Using a smaller range means that the inputs to the neurons are in the approximately linear
range of the tanh() function and not at its extremes, where the gradient of the function is lower. This
gives the network the possibility to predict larger values outside of the training data.
Other data manipulation ideas investigated included creating a moving average of the data points and
trying to bias the data points at the later flow iterations, as these are the most converged values. The
amount of data used for training the networks was also varied.
4.5.3.2 Model Parameters
As discussed in Section 4.2.1.2 the number of connections were fixed to allow a square matrix to be
constructed and the spectral radius determined. Using the high-lift data set the spectral radius of the
networks were investigated in more detail, but unfortunately reliable results were not achieved. Although
it is believed that the theory of stability and the assessment of the spectral radius was correct, the
assessment of the created matrices indicated that the networks overall stability could not be assessed
using this method.
It was investigated whether using known data during the training of the networks would improve future
predictions. This meant that instead of feeding back the predicted data during the training phase of the
networks, known data was always used to make predictions. This removed the specific feature of the
algorithm that trained the networks to be long-term prediction models, but it was felt that it was worth
investigating, as it made the model more in line with standard time series prediction tasks. However, it
was found that although prediction of the training data improved, it did not have a similar affect on the
validation or test data.
Similar to the standard time series data sets and for the transonic data sets, the model’s global and
local parameters were investigated using the high-lift data set. Three data sets with different convergence
profiles were used to establish the parameters and during these investigations the size of the data sets were
kept constant, as was the sampling rate of the data. Steps of 20 were used to sample each convergence
history, resulting in data sets of 175 data points. The first 65 were used for training and the next 10 were
used for validation. This partitioning of the data results in 50% of a convergence history being used for
training and validation and 50% for testing.
Using three different data sets allowed the performance of different convergence histories to be assessed.
The error to the target, standard deviation between 10 independent runs and the average time taken for
one run were all taken into consideration. Selection based on the validation data set was used as it allowed
for quick analysis. Also, no one selection method had out performed any of the others when investigating
the time series and transonic data sets. Five members with the lowest error on the validation data set were
used and the parameters that performed best over the three data sets were selected. The warm-up-length
and weight bounds were also investigated and Table 4.17 presents all of the different parameter values
investigated and the final values used.
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Table 4.17: High-lift Prediction Parameters
Search Parameter Range(s) Investigated Final Value
Global Generations, % 100, 250 and 500 500Population Size - 100
Local
Frequency, ς Every 10, 50 and 100 generations 10
Probability, p 25%, 50% and 75% 50%
Duration, κ 10, 20, 50 or 100 epochs 20 Epochs
Warm-up-length 25%, 50% and 75% of the training data 25% (8 data points)
Other
Data Normalisation ±0.1, ±0.3, ±0.5, ±0.7, ±1.0 and 0 - 1 ±0.1
Bounds Range, Ll to Lu - -10 to 10
Data Step Size, ψ 1, 5 or 10 steps ahead 1
Following all of the data and parameter investigations a final set of tests were conducted. Predictions
have been made for the convergence histories around CLmax, as well as for a fixed flapLap setup and for
a wing polar. Similar to the work in Chapter 3 and Sections 4.3 and 4.4, each simulation is run ten times
to take account of the random elements of the H-MOEA.
The first 800 iterations were removed from each data set and the remaining 3,200 data points were
sampled at every 5th point, resulting in a data set of 640 points. Of these 640 data points, the first 30,
which correspond to iterations 801 - 950, are used for training. The next 10 data points, corresponding
to iterations 951 - 1,000, are used as a validation data set and the remaining 600 data points, which
correspond to iterations 1,001 - 4,000, are predicted by the model and not used during training or
validation. Selection is based on the validation error, with the best five models being selected to form the
ensemble. This selection method has been selected as the process can be performed in a timely manner.
Also, it has been shown that no selection method is any better than others. After selection, the outputs
of the five models are combined using an average of each model’s output at each data point. Therefore,
the final results presented for this work are the average of the five ensemble members, averaged over the
ten independent runs, with the last 40 data points corresponding to iterations 3,801 - 4,000, averaged and
compared to the converged CFD data average over iterations 3,801 - 4,000. An additional comparison to
see if the prediction model is making an improvement over just stopping the CFD simulations at 1,000
iterations (the end of the validation set) is also made, by comparing the predicted results with those of the
CFD data averaged over iterations 801 - 1,000. This setup has been used based on advice from QinetiQ
and how they process CFD data, which is using the average of the last 200 iterations as the output of the
CFD process.
102
4.5.4 Results and Discussion
4.5.4.1 Predictions around CLmax
As discussed in section 4.5.2, the analysis of the CFD data from 3,801 - 4,000 iterations shows that
CLmax occurs at:
F (0.00, 0.011875, 22) ≈ 4.254 (4.9 revisited)
and that analysis of the CFD data for iterations 801 - 1,000 shows that CLmax occurs at:
F (0.00, 0.0206, 22) ≈ 4.199 (4.12 revisited)
Figures 4.42 and 4.43 are contour plots of how CL varies with flapGap and α in the area around CLmax
and therefore represents what the design space looks like in this region at 4,000 and 1,000 iterations
respectively. It is clear from this analysis that the design space would be different for different numbers
of CFD iterations.
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Figure 4.42: Design Space at 4,000 iterations
Using the H-MOEA prediction method to predict the values of CL at 15 locations around the identified
CLmax produces the contour plot shown in Fig. 4.44. It can be seen from this plot that although the
design space looks similar to the result at 1,000 iterations, the prediction method has identified a CLmax
value that is closer in magnitude and location to the result at 4,000 iterations than at 1,000 iterations.
This can be summarised as follows:
F (0.00, 0.01625, 22) ≈ 4.243 (4.14)
It is not possible to comment on the error in Figs. 4.42 and 4.43 as they are produced from the raw CFD
data. However, looking at the standard deviation for each predicted value in Fig. 4.44, they range from
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Figure 4.43: Design Space at 1,000 iterations
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Figure 4.44: Predicted Design Space
0.0006 to 0.0257, which is substantially less than the range of the CL performance measure in this region
of the design space. This gives confidence in the predicted values.
This result suggests that the trend in the design space has been maintained, as the predicted design space
is visually more similar to the design space at 4,000 flow iterations, compared with the design space at
1,000 flow iterations. The importance of this was introduced in Section 2.4, where it was discussed that
as long as the surrogate maintains the order or rank of the individuals in the final population of solutions
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for an MOEA, the best individuals should still be selected [41,42]. Using a design space with the correct
trends will guide the search to the optimum, even if the absolute prediction accuracy is not achieved.
The trend of the design space can be investigated further by comparing the rank of the performance mea-
sures in the design space for the converged CFD data (Fig. 4.42) with that of the predicted values (Fig.
4.44). If the rank is maintained between the predicted values and the originally converged CFD data,
then it suggests that the trends are maintained across this region of the design space. This investigation
can be visualised by plotting the two ranks against each other and if the data points lie on the diagonal
then the order has been preserved. If the data is scattered around the diagonal then the order has not been
maintained. Figure 4.45 illustrates this comparison.
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It can be seen in Fig. 4.45 that only the 8th ranked point has maintained its correct placing in the order.
This analysis would seem to contradict the conclusions drawn from Figs. 4.42 - 4.44 that the trends have
been maintained. However, it should be noted that this is a large number of data points and it only takes
a few incorrect placements in the order and it will affect all other rankings. Therefore, although this
analysis is of interest, it does not give the complete picture, as it was observed that the prediction method
was able to predict the correct region of the design space where the maximum is located, which is not
apparent from Fig. 4.45.
4.5.4.2 Predictions for fixed flapLap
This work involved a different area of the design space to the Section 4.5.4.1, with the values of flapLap
and α fixed at 0.01125 and 21◦ respectively. Figure 4.46 illustrates what the design space looks like
when flapGap is varied and presents the results for 4,000 and 1,000 iterations. It also shows the results
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from using the H-MOEA to predict the five points in the design space. The error bars are the standard
deviation of the 10 independent runs.
Similar to the results presented in the previous section and for the transonic wing data set, the absolute
magnitudes are not correct. However the trend for this region of the design space is better maintained
when using the prediction method compared to if the CFD simulation were to have been stopped at 1,000
flow iterations. This suggests that if this region of the design space were populated by the prediction
method and then used during an optimisation process, the correct maximum would still be found, even if
the magnitude was incorrect. This cannot be said if this region of the design space were to be populated
using the CFD data up to 1,000 iterations, as the location of the maximum value is far less clear.
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Figure 4.46: Design Space for flapLap = 0.01125 and α = 21◦
Figures 4.47 and 4.48 present examples of two of the convergence histories that make up points in Fig.
4.46. Figure 4.47 is the convergence history and ensemble prediction for flapGap = 0.01625 and Fig.
4.48 is the convergence history and ensemble prediction for flapGap = 0.0206.
4.5.4.3 Predictions of a Wing Polar
As discussed in Section 2.2.1.1, a wing polar illustrates the nonlinear behaviour of wing aerodynamics
and the final experiments run using the high-lift data set involved the prediction of a wing polar, with
flapLap and flapGap kept constant at 0.00 and 0.025 respectively. The shape of the wing polar is shown
in Fig. 4.49 and shows CL reaches its maximum value at α = 23◦. The value of CL reduces at higher
values of α and this is probably as a result of flow separation, illustrating non-linear behaviour. Figure
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Figure 4.47: CFD Prediction - flapLap = 0.01125, α = 21◦ and flapGap = 0.01625
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Figure 4.48: CFD Prediction - flapLap = 0.01125, α = 21◦ and flapGap = 0.0206
4.49 also provides the results of the predictions and it can be seen that they are very similar to those of
the CFD data stopped at 1,000 iterations.
Similar to the previous analysis, the shape of the convergence profiles and the amount of data used for
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Figure 4.49: Wing Polar
training influences the performance of the prediction method. Convergence is a decaying profile for α
= 21◦ and 22◦, but there is a short climb to a maximum before it decays. This affects the prediction
performance, as the model needs to learn these features of the convergence history. In contrast, the
profiles for lower values of α are past the maximum values in their convergence profiles and are only
decaying from 801 iterations onwards. The profiles for α = 23◦ and 24◦ exhibit monotonic convergence,
which meant they were easier to predict.
Figure 4.50 is an example of the prediction performance of the ensemble at α = 23◦. This example is
under predicting the converged value, although has learnt that the history is of monotonic convergence.
On this scale, it can be seen that the CFD profile is exhibiting some low amplitude, high-frequency,
oscillations that were not apparent during the initial analysis of the convergence histories in Section
4.5.2. However, the prediction is reasonable, considering that only data from iterations 801 - 950 were
used to train the model.
In this wing polar case, the prediction model does not provide a benefit over simply using less well
converged CFD simulations. Figure 4.49 showed the magnitudes and trends in the design space are
approximately the same as simply using CFD simulations run for only 1,000 iterations. However, it
is worth remembering that the forward prediction process could potentially introduce errors. Hence,
it is useful to confirm that the prediction process is at least no worse than simply using the under-
converged CFD output and that there is a computational saving from stopping the CFD simulations
at 1,000 iterations.
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Figure 4.50: CFD Prediction - flapLap = 0.00, flapGap = 0.025 and α = 23◦
All of the results presented for the high-lift data set have shown that the trends of the design space can be
better predicted than the absolute magnitudes of the CL convergence histories and this matches the result
from the transonic wing data set. It is clear that the convergence profile has a large impact on prediction
performance, with monotonic convergence histories easier to predict than profiles that overshoot. If the
training data is stopped before the overshoot in the convergence history then it may not be possible for
the correct trajectory to be learnt and that more training data would be the only way of improving this.
Perhaps an initial classification of an evolving CFD profile could be derived to indicate the number of
data points needed to provide a suitable prediction.
It has been shown that there is a lot of useful information that can be obtained from CFD convergence
histories. By classifying the convergence profiles it would be similar to providing local features of the
design space. Convergence histories can give an indication of the type of flow being solved, with attached
flow and therefore the most promising areas of the design space, exhibiting monotonic convergence. By
introducing an initial classification it may help to solve the consistent over predictions seen, however, the
classification of profiles can be subjective.
The first 800 flow iterations have been removed from the high-lift data set, as up to this number of
iterations it was considered to be the transient phase of the convergence history. The removal of data was
only investigated for the high-lift system, but the prediction performance for the transonic data set may
have been improved by the removal of some initial data. This would remove any spikes in the early parts
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of the convergence histories and make them similar to the monotonic profiles of the high-lift system,
which have been shown to be easier to predict.
Overall, the prediction method presented is no worse than stopping the CFD simulations after 1,000 flow
iterations of the high-lift systems data and in many of the cases studied, it can offer substantial benefits.
A third of the CFD iterations were used to build the models for the transonic wing data set and a quarter
for the high-lift system. For the cases presented for the high-lift data set, the average computational time
for 4,000 flow iterations is approximately 750s per CFD result. The total equivalent cost of prediction
is the time taken for 1,000 iterations (approximately 190s), together with 16 seconds for training and
prediction. Overall this represents a potential computation time saving of more than 70%.
Although not discussed in detail, the assessment of the weight matrices as an indication of stability did
not prove successful. The requirement to make the networks square, to allow the spectral radius to be
assessed, may have had an impact on the structure of the networks created and although this setup helps
to understand the network’s structures, this could be changed in the future to allow a wider variety of
structures to be created.
Another observation when reviewing the structure of the networks was that there were some instances
where connections were made, but no associated weight value was present. This may be due to the
training driving the weights to zero, indicating that a connection should not be present or it may be due
to the weight values being assigned zeros when creating the new chromosome after the local search.
Normally, all weights are present even if there is no connection and they are used by the crossover
and mutation operators, but perhaps the fact that zeros are assigned after the local search when the
chromosomes are reconstructed had an impact and possibly slowing down the search. In the future, a
mechanism to identify these links could be included in the model, as connections without weight values,
or very small values, should be removed. This is because the individuals complexity would be overstated
in the Pareto set, which means that they are actually better solutions and would therefore dominate others
during the global search.
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4.6 Summary
This chapter has presented a second approach for predicting aerodynamic performance measures by
building a surrogate model based on intermediate CFD data. A H-MOEA has been used to train and
optimise the structure of RNNs and an adapted methodology was first tested on two standard time
series prediction tasks. Results from this work showed that the prediction method is competitive with
others in the literature. Although the parameters used to construct the data sets and the use of different
performance measures by others has limited the number of possible comparisons.
A variety of methods were investigated for selecting ensemble members from the Pareto set of solutions,
with selection based on solutions located near to the knee point or those with greater diversity providing
the best prediction performance on a test data set. Ensembles of five members also performed better
than those with three. However, as was shown by the box and whisker plots, there is not a significant
difference between different selection methods.
The methodology was then tested on two real world CFD data sets; a transonic wing design and a high-
lift wing system. The results from this work showed that suitable prediction accuracy could be achieved
and that the trends in the design space can be maintained. Suitable predictions have been made using a
third of the CFD flow iterations for the transonic wing data and a quarter of the high-lift wing systems
data. Insight into aerodynamic design performance was also gained from studying the CFD convergence
histories, with simple profiles indicating the best performing design solutions. The convergence history
profiles also have an impact on the prediction performance of the surrogate, with monotonic convergence
histories the easiest to predict.
Chapter 5 presents the final methodology investigated. This chapter introduces a more traditional surro-
gate that predicts aerodynamic performance by mapping from the decision space to the objective space.
This work is not the main focus of this thesis, but has been conducted to investigate how the convergence
prediction method compares to a more traditional surrogate modeling technique. The high-lift data set
and a new vehicle data set are used to make the comparison, as design and convergence information is
available for both. Due to the lack of aerodynamic data, transfer learning is used to provide a feedforward
neural network with additional information to improve its learning.
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Chapter 5
Transfer Learning for Parameter
Prediction
5.1 Introduction
Due to the computational cost of CFD simulations, there can be a lack of data available for training
surrogate models that map from the decision space to the objective space. This means that as much
information as possible needs to be extracted from the available data to improve learning and prediction
performance.
A surrogate model that maps from the decision space to the objective space has been implemented.
However, instead of just mapping from the decision space to the objective space, the model considers
whether the learning and therefore prediction performance can be enhanced by using information from
CFD convergence histories to transfer data from other CFD simulations.
This study is not the main focus of the research, but an investigation into comparing a more traditional
surrogate to the convergence based prediction method. The high-lift data set and a new vehicle data set
have been used, as design and convergence information are available for both. Results are compared to
the convergence based prediction method in Chapter 4. The chapter first introduces the model that has
been implemented, followed by the specific method for partitioning the data sets. The new vehicle data
set is then introduced, followed by the results and discussion.
5.2 Methodology and Implementation
5.2.1 Transfer Learning
As discussed in Section 2.4.3 there are many different types of surrogate model that can be used to
understand the relationship between decision and objective variables. Methods such as response surface
models, Kriging and neural networks have all been used during aerodynamic optimisation tasks and rely
on data and a learning process to understand this relationship.
When there is a lack of data, as much information as possible needs to be extracted from the available
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data. Transfer learning involves the improvement of learning in one task (target task), through the expert
knowledge transfer from one or more other tasks (source tasks) [107, 108].
A simple feedforward neural network has been selected as the surrogate model in this work, as transfer
learning can be incorporated by including an additional output neuron [110,111]. An extra output neuron
makes the network learn an additional task during training. This additional learning influences the weight
values throughout the network and therefore has an impact on the learning of the target task. Another
reason for selecting this model type is that they have been used to predict the performance of aerodynamic
systems based on similar information in the data sets available [37, 53].
The additional output neuron will be used to predict the performance measure for a similar design in the
training data set. As shown in Chapter 4, there is a lot of information in the convergence history that can
give an indication of performance, with CFD simulations able to be classified according to their type of
convergence histories. For example, it was shown in Fig. 4.40 that the convergence histories for the high-
lift data set can be classified into five different categories. Using this classification information, CFD
simulations of similar performance can be grouped together and information can be transfered between
them. Therefore, in this work, the classification of the CFD convergence histories can be described as
the source task and the parameter based surrogate as the target task. Different performance measures can
be transferred from one CFD simulation to another.
The reason this type of network and methodology has been selected, instead of building networks from
an improved position, is that the information is already available and effectively free. Additional CFD
simulations or any other type of test, do not need to be run to get the information. However, there does
need to be enough data points in the data set for information to be exchanged.
5.2.2 Feedforward Neural Network Setup
Both the high-lift and vehicle data sets have three decision variables (e.g. flapLap, flapGap and α) and
these are used as inputs to the network. The output of the network is the aerodynamic performance
measure, e.g. CL and is the target task. The additional output is to predict the performance measure
for another CFD simulation that has the same convergence history classification. Because there are only
three inputs, to make the problem more challenging a network with only one hidden neuron is used to
keep the number of connections small and Fig. 5.1 illustrates the network setup.
Equation 5.1 is a mathematical representation of the networks output for the target neuron, the CL
performance measure. The hidden neuron is a tanh() function represented by σh and the output neurons
are linear, σo. The decision variables (flapLap, flapGap and α) are the networks inputs, xn and the
weight values of these inputs are ωn. The bias connections of the hidden and output neurons are bh and
bo respectively.
CL = σo
(
ωoσh
(
n∑
i=1
wixi + bh
)
+ bo
)
(5.1)
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Figure 5.1: Transfer Learning Network Setup
The highlighted (dotted) circle in Fig. 5.1 illustrates the neuron removed after training and it can be
seen that the number of connections is either 6 or 8, depending on the number of output neurons. The
mean squared error for all data points is used as the error measure during the simulations and the error
from both output neurons is considered during the training. This means that the predicted values are
compared to both the target and additional transferred information during training. However, only the
performance on the target neuron is calculated when assessing the learning performance of the network.
The IRPropPlus optimiser has been used and details of this gradient based algorithm can be seen in
Section 3.4.
To optimise the weight connections, 100 training epochs are used and each simulation is started from
the same place in the design space. This allows simulations using the additional node to be compared
with those that do not. This is achieved by fixing the random number generator at the beginning of each
simulation. Using this number of epochs should be enough to investigate whether the additional learning
has a negative affect by introducing negative transfer.
5.2.3 Data Sampling
For the experimental work in this chapter each data set is partitioned into ten independent subsets that
are used to train and test the model. The subsets are sampled from the high-lift and vehicle data sets that
were originally created using design of experiments (DoE). Ideally each subset should provide suitable
coverage of the whole design space to account for all design parameter combinations. However, this is
not possible as there is limited data available and a training and validation set need to be sampled from
the original data sets.
There also needs to be a random element to the sampling to allow independent runs to be performed and
an average and standard deviation to be calculated. Therefore, any sampling may result in an uneven
coverage of the design space and each subset will contain fewer data pairs than the original data set.
Each data pair may also be in more than one subset or not in any subsets at all, as each set created for
the ten independent runs start with all data pairs available. However, a data pair can not be in both the
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training and validation subsets of the same independent run.
For information the high-lift data set has a total of 200 data pairs available and was originally created by
sampling the design space using a full factorial DoE. As will be seen in Section 5.2.4 there are 100 data
pairs available for the vehicle data set and this was originally created using a Latin hypercube DoE.
Two sampling methods have been used to investigate the impact of transferring information based on
the classification given to the convergence history and Fig. 5.2 illustrates them both. A single data pair
is represented by a coloured column in Fig. 5.2, with each classification represented by a different colour.
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Figure 5.2: Sampling Methods
The first sampling method illustrated in Fig. 5.2(a) is referred to as classification transfer. This method
involves selecting data pairs and transferring performance information from another CFD simulation that
has the same convergence history classification. This is achieved by firstly splitting the whole data set
into the identified classes (i.e. 5 for the high-lift system data set), which are then randomised. Each
classification is then split into two data sets, one for training and the other for validation. Within these
sets, performance measures from another simulation are then transferred to another data pair, as indicated
by the red arrows.
The second sampling method illustrated in Fig. 5.2(b) does not partition the data set into the different
classifications prior to the transfer of information between data pairs. Therefore, this method is described
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as random transfer and was conducted to investigate the impact of transferring information from any
CFD simulation, regardless of its classification. It is expected that this random transfer of outputs would
not have a positive affect on performance, but a comparison needs to be made to fully understand the
classification transfer and if it does have an impact.
When using either sampling method, the total quantity of data pairs in each subset is kept the same and
care is taken to ensure that information is only transferred between data pairs in the same set. This
means there is no transfer of information between the training and validation sets. Following the transfer
of information the training and validation data sets are reconstructed and randomised, ensuring they are
not in classification order for the first sampling method.
Once transfer has taken place, each data pair has three input variables (i.e. flapLap, flapGap and α for
the high-lift data set) and four possible outputs. For the high-lift system, the target task is to predict the
coefficient of lift performance measure, CL and the other three outputs represent additional information
that can be transferred to the network. The first additional output is the drag component of the same CFD
simulation and is represented by CD. The third and fourth outputs are the lift and drag coefficients that
have been transferred from another CFD simulation and are represented by CLT and CDT respectively,
with LT indicating lift transfer and DT indicating drag transfer. The CD, CLT and CDT are used as
additional targets during the training of the networks and these are shown as “Trans. Info” in Fig. 5.1.
This means that along with predicting CL with no transfer learning, there are three other possible setups
that can be tested.
Early-stopping was investigated, but has not been used for the final simulations as it became clear that
all the simulations were stopping after different numbers of epochs. This would normally be desirable
as it prevents over-fitting of the training data, but caused problems when trying to average over the ten
individual subsets of data. Each simulation was stopped at 100 epochs. All of the inputs and outputs are
normalised to within the range -1 and 1 prior to sampling, so compatible with the tanh() function.
5.2.4 Vehicle Data Set Analysis
The Honda Research Institute (HRI) has provided aerodynamic data for different configurations of a
vehicle model. The base model is deformed using free-form deformation (FFD) at three locations to make
design modifications to the roof (ROOF Z), front (FRONT X) and rear (REAR X) of the model. An
optimised Latin hyper-cube sampling is used to generate 100 different configurations with the downforce
(N) and drag (N) for the whole model being the outputted performance measures.
The values of ROOF Z, FRONT X and REAR X were tested for the range of values given in Table 5.1
and Fig. 5.3 is an illustration of the vehicle setup.
The same CFD surface and volume grid is used as the starting point for defining a grid for each con-
figuration. Local regions of the grid are deformed, using the same FFD technique shown in Fig. 5.3,
according to the specific values of the three geometry variables. The approximate number of cells in
each CFD simulation is 1.7 million and various shaped cells (hexahedral, prisms, wedges, tetrahedral
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Table 5.1: Vehicle Parameters
Parameter Minimum Maximum
ROOF Z -0.197 0.397
FRONT X -0.794 0.394
REAR X -0.197 0.397
Data Generation 
1 
Sampling: 
• Used optimized LHS 
• 100 samples have been 
generated 
• Fx, Fy and Fz have been 
calculated 
Compact stream line representation 
40% information of stream line features  
-0.8 <= FRONT_X <= 0.4 
-0.2 <= ROOF_Z <= 0.4 
-0.2 <= REAR_X <= 0.4 
Create different car designs using 
Free-form deformation (FFD) 
Figure 5.3: Honda Vehicle Setup [208]
and polyhedral) were used. Convergence histories of 1,000 iterations are available and the approximate
computation time is one hour on four standard CPUs.
Initially all 100 downforce and drag convergence profiles were plotted and similar to the high-lift systems
convergence histories, it was clear there are a number of different convergence profiles for downforce.
However, the drag profiles were all very similar. This is likely to be because downforce is more sensitive
to the parameter changes, whereas the base drag of the vehicles bluff body is likely to be large compared
to the vehicles friction drag and is therefore making all of the drag convergence profiles appear very
similar. Classification of the design parameters were therefore based on the downforce convergence
profiles.
The low frequency features of the downforce profiles were classified into four categories depending on
their convergence profile. The first category grouped convergence profiles that initially decreased and
then stayed fairly flat. This category has been called “vehicle monotonic convergence” and an example
can be seen in Fig. 5.4(a). The second category initially decreased, but instead of staying flat, increased
by less than 300N points before leveling off. This category has been named as “vehicle small overshoot”
and an example can be seen in Fig. 5.4(b). Category three, “vehicle large overshoot”, groups profiles
that are similar to the second category, but with an overshoot of greater than 300N. Figure 5.4(c) is
an example of this profile. Finally, the fourth category, “vehicle complex convergence”, behaves like a
damped system, but one that has not settled in the 1,000 iterations. Figure 5.4(d) is an example of this
“vehicle complex convergence” profile and illustrates that the flow is likely to be switching from attached
to separated flow conditions.
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Figure 5.4: Vehicle Convergence Profiles
Interestingly, the convergence profile that corresponds with the best downforce result (-189.61N) was
classified in the first category. The specific convergence history profile demonstrated a monotonic
profile and is therefore similar to the “monotonic convergence” profile of the high-lift system, which
also corresponded to the best lift values for this data set. This analysis provides more evidence that the
convergence profile can be used to give an indication of a simulation’s performance and that, in these
cases at least, the simplest convergence profiles are an indication of the best design solutions.
It is worth noting that although this profile was classified as monotonic, there was a decrease in the down-
force values during the final flow iterations of the simulation. This may be an indication that the flow
field is still changing and that the simulation has not fully converged, even though the profile appeared
fairly flat overall. This demonstrates that although a convergence history can give an indication of a
designs performance, the classification may be dependent on the number of flow iterations considered
or the sampling method used, i.e. if the downforce at each iteration has been considered or if it is every
tenth iteration, as is the case with the vehicle data set.
Similar to the high-lift data set there are also high-frequency features, where the convergence profiles
have not converged to a steady state solution. This noise component is approximately 10-25% (±25-
50N) of the downforce range (±200N) and is generally present in all of the convergence profiles. As
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previously discussed, this could be indicative that the design solutions are difficult to resolve and that the
flow is unsteady in nature.
5.3 Results and Discussion
5.3.1 High-Lift Wing Data Prediction
As shown in Section 4.5.2, the high-lift data set was classified into five categories. Of the 200 simula-
tions; 94 were classified as classification 1 (“monotonic convergence”), 11 as classification 2 (“complex
convergence”), 33 as classification 3 (“small overshoot”), 38 as classification 4 (“large overshoot”) and
24 as classification 5 (“critical convergence”). Examples of each classification can be seen in Fig. 4.40.
To maintain the proportions of each classification in the training and validation data sets; 17 classification
1, 2 classification 2, 6 classification 3, 7 classification 4 and 4 classification 5 data pairs were used in
each data set. This means that a total of 36 data points were in the training and validation data sets
respectively and 72 out of 200 were sampled for each independent run.
Figures 5.5 and 5.6 show the training and validation errors using classification transfer for the high-lift
data set. It can be seen from these plots that the errors are similar for both data sets and that the best
result after 100 epochs is achieved when not using transfer learning. However, there is an increase in
learning speed from epochs 15 - 30 when transferring information from another simulation (e.g. CLT
and CDT ).
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Figure 5.5: High-Lift Data Set - Classification Transfer (Training Error)
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Figure 5.6: High-Lift Data Set - Classification Transfer (Validation Error)
The inset figures highlight this region and also include the standard deviation of the 10 independent runs,
which is lower when CLT and CDT are transferred. The standard deviation for each test are initially all
very similar, but decrease when transferring CLT and CDT at 20 epochs compared to not using transfer
learning and when CD is transferred.
Similar results can be seen in Figs 5.7 and 5.8 for random transfer, although there is less of a distinction
between no transfer learning and when CLT and CDT are transferred. However, there is a clear increase
in the rate of learning of the validation data set, shown in Fig. 5.8.
For both classification and random transfer on the training and validation data sets, the minimum error
at 100 epochs is always when there is no transfer learning. This means that although there is an initial
increase in the learning rate when the additional output neuron is used, this is a clear indication that
negative learning is occurring, which matches what was observed in the work by Jin and Sendhoff [110].
Another observation is that there is some over-fitting when transfer learning is used as a lower error is
sometimes seen prior to 100 epochs. This is not unexpected, as no early-stopping has been used.
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Figure 5.7: High-Lift Data Set - Random Transfer (Training Error)
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Figure 5.8: High-Lift Data Set - Random Transfer (Validation Error)
The best overall validation error was achieved after 79 epochs when no transfer learning is used and
this was observed during the classification transfer setup. It should be noted that the errors are different
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between the classification and random set ups when no transfer learning is used, because different data
pairs were used for each set up, although the simulations could have been the same. Therefore, this
result has nothing to do with the transfer method, but is due to different data pairs that would have been
randomly selected.
5.3.2 Vehicle Data Prediction
The vehicle data set was split into four classification categories and of the 100 convergence profiles, 37
were classified as classification 1 (“vehicle monotonic convergence”), 41 as classification 2 (“vehicle
small overshoot”), 17 as classification 3 (“vehicle large overshoot”) and 5 as classification 4 (“vehicle
complex convergence”). The proportion of each classification was maintained by using 15 of classifica-
tion 1, 16 classification 2, 7 classification 3 and 2 classification 4 simulation results in the training and
validation data sets. Therefore a total of 40 data pairs were in each data set and 80 of the 100 simulations
in total for each test. Examples of each class can be seen in Fig. 5.4.
Figures 5.9 and 5.10 present the training and validation errors of the classification transfer method for
the vehicle data set. Each plot is the average after ten independent runs. Training was for 100 epochs and
it can be seen from these figures that all profiles are fairly flat after approximately 20 epochs. As was
the case with the high-lift data set, not using transfer learning provides the lowest error after 100 epochs.
However, it can be seen that between 10 and 20 epochs there is an improved speed of learning, with all
three setups that use transfer learning. Similar results can be seen in Figs. 5.11 and 5.12 when random
transfer is used, although the improvement is from approximately 10 - 25 epochs.
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Figure 5.9: Vehicle Data Set - Classification Transfer (Training Error)
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Figure 5.10: Vehicle Data Set - Classification Transfer (Validation Error)
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Figure 5.11: Vehicle Data Set - Random Transfer (Training Error)
There is not one transfer method that is any better than any of the others, with all three methods showing
an improvement at some point. However, CDT transfer shows the least improvement for random transfer,
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Figure 5.12: Vehicle Data Set - Random Transfer (Validation Error)
which is to be expected as it is the data that is least like the target data (CL). With random transfer, the
convergence history may also not be from the same classification. The insets in Figs 5.9 - 5.12 highlight
the area where transfer learning has had a positive impact and also includes error bars of the standard
deviations. From these plots it can be seen that the standard deviation for CLT transfer is less than if no
transfer learning is being used.
Similar to the high-lift data set, the minimum error at 100 epochs is always when transfer learning is not
used. There is also evidence of over-fitting on the validation data and negative learning is evidenced by
the initial increase in the learning rate, but then the overall final error is less when transfer learning is not
adopted.
Figure 5.13 is an enlarged version of Fig. 5.12 and illustrates the validation error for the random transfer
method. It can be seen that the minimum error achieved at any point of learning is at 26 epochs when
CLT is transferred. The error at this number of epochs is better than the final result at 100 epochs for
all test setups, including when no transfer learning is adopted. This result shows that negative transfer
occurs with increasing epochs, as well as over-fitting. If training had been stopped after 26 epochs (using
an early-stopping method), a better result would have been achieved than at 100 epochs using no transfer
learning or any of the other transfer methods.
From the results presented for both the high-lift and vehicle data sets, transfer learning has had an initial
impact on learning performance. However, ultimately no transfer learning has performed best, when
evaluating all data points in the training or validation data sets at 100 epochs. This is due to negative
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Figure 5.13: Vehicle Data Set - Random Transfer (Zoom)
learning occurring between 20 and 30 epochs. This result is not unexpected because as the number of
epochs increases, the network is trying to learn the two outputs to a greater level of detail. When not
transferring any information the networks can concentrate on only learning one piece of information.
Generally, transferringCLT has proved the most successful, although this is not always the case. This too
is understandable because CLT is the performance measure most similar to the main target performance
measure (CL).
When considering the two sampling methods and ignoring the fact that not transferring information has
ultimately provided the lowest validation error, the random transfer method has provided the best results
for both the high-lift and vehicle data sets. Random transfer of CDT produced the lowest validation error
at 55 epochs for the high-lift data set and as shown above, random transfer of CLT produced the lowest
validation error at 26 epochs for the vehicle data set.
Therefore, although learning has been improved by transferring information based on the convergence
history class, this result suggests that the improvement can be achieved by transferring performance
information from any other CFD simulation, regardless of classification. Having said this, the size of the
error bars shown in Figs 5.5 - 5.5 indicate that there is little difference between each method tested. This
is because they are quite large and overlap with one another.
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5.4 Convergence Prediction vs. Parameter Prediction
A comparison has been made between the convergence prediction method from Chapter 4 and the
parameter prediction method in this chapter. This comparison has been made as there are more examples
in the literature of parameter methods than convergence. Therefore, it is important to understand if there
are any significant differences between the two methods.
It has been possible to make this comparison as both the high-lift and vehicle data sets had both con-
vergence and parameter data, although the number of parameters for each data set is low (3), suggesting
a simple problem. As discussed in Section 5.2 this simplicity was addressed in the parameter based
method by using the smallest possible network (1 hidden neuron), to try and make the learning task as
challenging as possible.
Specific designs can be selected to be predicted by the convergence method, as it is not reliant on any
other designs information. This is a positive of this method and ten independent runs can be made for
a single performance measure. However, the parameter prediction method is reliant on other designs to
train the surrogate, meaning different data is randomly selected to be in the training and validation data
sets for each run. For example, a data point may only be randomly selected and tested once, which means
it is not possible to take an average and compare this to the convergence prediction method. Therefore,
the number of runs used to determine the mean performance of the parameter surrogate needs to be
highlighted and taken into consideration.
Comparisons have been made for three data pairs from the high-lift data set and three from the vehicle
data set. Different convergence profiles have been compared and the mean, standard deviation and
absolute errors have been recorded. The results at 100 epochs have been used for the parameter surrogate.
To evaluate a cross section of the decision space, examples of “monotonic”, “large” and “complex”
convergence profiles for the high-lift system have been investigated. Tables 5.2 - 5.4 present the results,
with the parameter details and target information reported at the top. This is followed by the results for
the classification and random transfer methods for parameter prediction, including the different transfer
learning methods. Finally, the results of the convergence based prediction surrogate are reported.
As mentioned, different numbers of predictions have been made for each parameter method. The number
of simulations used to determine the mean and standard deviation values is recorded in brackets. The
best performing result in terms of absolute error is highlighted in bold text.
From these results it can be seen that the parameter based prediction method has out performed the
convergence prediction method on all three of the high-lift examples in terms of absolute error, although
the magnitudes of the errors are similar for both methods. The mean values for the parameter prediction
methods are based on either 2 or 4 data pairs, whereas the convergence based figures are a result of 10
independent runs. The standard deviation values for the convergence based method is generally lower,
however this could be a result of more simulations being considered. The exception to this is the large
overshoot convergence profile, but as previously discussed, these profiles can be difficult to predict using
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Table 5.2: High-lift Data Set (Monotonic Convergence Profile)
Data
flapLap flapGap α Target
0.000 0.025 24.00 4.04993
Classification No Transfer CLT Transfer CD Transfer CDT Transfer
Mean (4) 4.07081 3.99299 4.23279 4.04191
Standard Deviation 0.01480 0.04486 0.03425 0.04383
Absolute Error 0.02088 0.05694 0.18286 0.00802
Random No Transfer CLT Transfer CD Transfer CDT Transfer
Mean (2) 4.09008 4.07386 4.20034 4.09204
Standard Deviation 0.01042 0.01331 0.02302 0.02220
Absolute Error 0.04014 0.02393 0.15041 0.04211
Convergence - - - -
Mean 4.03855 - - -
Standard Deviation 0.00386 - - -
Absolute Error 0.01138 - - -
Table 5.3: High-lift Data Set (Critical Convergence Profile)
Data
flapLap flapGap α Target
0.000 0.025 15.00 3.32882
Classification No Transfer CLT Transfer CD Transfer CDT Transfer
Mean (2) 3.26092 2.94841 3.26835 3.01116
Standard Deviation 0.02157 0.11682 0.03518 0.09003
Absolute Error 0.06790 0.38042 0.06047 0.31767
Random No Transfer CLT Transfer CD Transfer CDT Transfer
Mean (4) 3.31387 3.33175 3.33214 3.27827
Standard Deviation 0.02986 0.08864 0.02207 0.03024
Absolute Error 0.01495 0.00292 0.00332 0.05055
Convergence - - - -
Mean 3.39878 - - -
Standard Deviation 0.00481 - - -
Absolute Error 0.06996 - - -
the convergence method.
Similar to the high-lift cases, three different types of convergence history have been compared for the
vehicle data set. Examples of “monotonic”, “complex” and “small overshoot” convergence histories
were considered. For the convergence prediction method, the parameters shown in Table 4.17 have been
used to predict the vehicle data. The first 50 flow iterations (5 data points) were removed, iterations
51-350 (30 data points) were used for training and iterations 351-400 (5 data points) used for validation.
An ensemble of five members based on the validation error were selected and 10 independent runs
performed. Tables 5.5 - 5.7 present the results for these vehicle data sets, along with the results from the
parameter prediction method.
Similar to the high-lift data set, the magnitudes of the absolute errors between the parameter and conver-
gence based prediction methods are comparable. Of the three data sets tested the parameter method has
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Table 5.4: High-lift Data Set (Large Overshoot Convergence Profile)
Data
flapLap flapGap α Target
0.000 0.025 18.00 3.63850
Classification No Transfer CLT Transfer CD Transfer CDT Transfer
Mean (2) 3.65312 3.34943 3.65394 3.41016
Standard Deviation 0.00713 0.03893 0.00936 0.01539
Absolute Error 0.01462 0.28908 0.01543 0.22835
Random No Transfer CLT Transfer CD Transfer CDT Transfer
Mean (2) 3.69029 3.68753 3.65876 3.67846
Standard Deviation 0.01963 0.00540 0.03327 0.02943
Absolute Error 0.05179 0.04903 0.02026 0.03996
Convergence - - - -
Mean 3.76223 - - -
Standard Deviation 0.01609 - - -
Absolute Error 0.12373 - - -
Table 5.5: Vehicle Data Set (Vehicle Monotonic Convergence Profile)
Data
ROOF Z FRONT X REAR X Target
-0.161 0.050 0.301 -114.26900
Classification No Transfer CLT Transfer CD Transfer CDT Transfer
Mean (6) -135.35583 -127.38983 -117.70152 -124.66033
Standard Deviation 9.16258 4.17753 16.07408 9.04433
Absolute Error 21.08683 13.12083 3.43252 10.39133
Random No Transfer CLT Transfer CD Transfer CDT Transfer
Mean (6) -129.31355 -123.56165 -115.88277 -126.58538
Standard Deviation 22.55576 26.66424 29.50237 27.66743
Absolute Error 15.04455 9.29265 1.61377 12.31638
Convergence - - - -
Mean -143.43360 - - -
Standard Deviation 4.07793 - - -
Absolute Error 29.16460 - - -
out performed the convergence method in two of the three examples. However, it should be noted that
the parameters used for convergence prediction were originally determined for the high-lift data set and
if they were to be optimised for the vehicle data, convergence prediction performance may be improved.
This result, along with the results from the high-lift system suggest that the traditional method of building
a surrogate which maps parameter information in the decision space to the performance measure in the
objective space, has superior performance. However, both the high-lift and vehicle data sets are low-
dimensional problems and if the dimensions were higher the results may be different, as the parameter
based prediction method would be more challenging.
The convergence based method is competitive with the more traditional surrogate and is not reliant on a
number of fully converged CFD simulations to generate training data. The convergence based prediction
method utilises its own data and is independent of all other simulations. In terms of computation expense,
128
Table 5.6: Vehicle Data Set (Complex Convergence Profile)
Data
ROOF Z FRONT X REAR X Target
0.199 -0.482 0.373 37.99290
Classification No Transfer CLT Transfer CD Transfer CDT Transfer
Mean (7) 90.53969 78.03181 80.55057 86.92494
Standard Deviation 7.82196 15.71765 10.95109 16.16327
Absolute Error 52.54679 40.03891 42.55767 48.93204
Random No Transfer CLT Transfer CD Transfer CDT Transfer
Mean (3) 87.70127 85.22267 60.13680 82.11240
Standard Deviation 3.31616 4.75585 11.54499 0.73347
Absolute Error 49.70837 47.22977 22.14390 44.11950
Convergence - - - -
Mean 49.02040 - - -
Standard Deviation 57.87545 - - -
Absolute Error 11.02750 - - -
Table 5.7: Vehicle Data Set (Small Overshoot Convergence Profile)
Data
ROOF Z FRONT X REAR X Target
0.283 -0.542 -0.125 115.04500
Classification No Transfer CLT Transfer CD Transfer CDT Transfer
Mean (6) 125.42717 116.49383 137.13417 124.47567
Standard Deviation 6.47763 9.77843 14.81423 9.23208
Absolute Error 10.38217 1.44883 22.08917 9.43067
Random No Transfer CLT Transfer CD Transfer CDT Transfer
Mean (5) 132.04020 132.00980 146.76680 135.61440
Standard Deviation 7.17351 10.17557 7.22060 5.62545
Absolute Error 16.99520 16.96480 31.72180 20.56940
Convergence - - - -
Mean 85.78914 - - -
Standard Deviation 96.17055 - - -
Absolute Error 29.25586 - - -
there will become a point when running each CFD simulation for a small number of iterations will be
less cost effective than running a specific number of simulations to full convergence and using them
as training data to build a parameter based prediction method. However, it is not possible to quantify
this and it is likely to be problem dependent and include any specific setup time needed for each CFD
simulation.
With regards to additional data needing to be generated and used as transfer information, there is no
additional computational expense over not using the transfer learning method. This is because the
performance data used by the additional output neuron is from CFD simulations that form part of the
training data already. They are used when no transfer learning is considered and is effectively information
that has already been generated, but is being used in a unique way. However, it has been shown that the
additional information only has an initial impact during the first 30 epochs of training, suggesting that it
could be used for a certain number of epochs to speed up the initial learning, before being removed from
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the network.
As shown in Chapter 4 the performance of the convergence based method was dependent on the clas-
sification of the convergence history. Similar to this, different transfer methods have performed well
on different convergence profiles. Also, the errors when not using transfer learning were less after 100
epochs for all data sets, but this method has only been the best performing on one of the six individual
data pairs evaluated.
The main limitation of this work is the sampling techniques used to generate the data sets and then
how these sets were sampled to create data sets for the parameter method. This is because the original
sampling methods were a full factorial method for the high-lift system and then a Latin hypercube for the
vehicle data set. This means that the values were originally sampled based on all the others in the data
set, but the sampling method used in this work has sampled within the original samples, which could
introduce errors.
It was decided at the beginning of this work that the proportions of the different convergence histories
should be kept the same in the different sampling methods as it was the transfer of knowledge based on
these profiles that was being tested. However, it would be interesting in the future to train the networks
using different amounts of data to see exactly when the transfer learning method has most influence.
5.5 Summary
This chapter has presented an alternative to the convergence prediction methods presented in Chapters
3 and 4. The method is based on a more traditional surrogate model that maps parameter information
from the decision space to the objective space, but incorporates transfer learning to address the lack of
data available for training. A feedforward neural network has been used to provide the mapping, with
an extra output neuron used for learning an additional task. Learning on the additional task impacts the
weights throughout the rest of the network and a comparison between this parameter based surrogate and
the convergence method has been conducted.
Transfer learning has increased the speed of learning, but ultimately the best performance across the
sampled data sets was achieved when no transfer learning was used. Transfer of data that is not dependent
on the convergence history classification produced the best results and when comparing the parameter
based method with the convergence prediction method the absolute errors achieved were very similar.
This chapter concludes the experimental work conducted in this thesis. Chapter 6 provides the conclu-
sions for all aspects of the research, as well as potential future work.
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Chapter 6
Conclusions and Future Work
6.1 Summary and Conclusions
The work in this thesis has been conducted to address the lack of data available for guiding optimisation
searches to global solutions. This has been addressed by constructing surrogate models that imitate ex-
pensive performance evaluations, with the work concentrating on aerodynamic performance prediction.
Traditionally a surrogate maps decision variables from the design space to the objective space, which
represents the performance of the solution. However, the primary focus of this study has been with the
development of two novel long-term prediction methods. These methods perform convergence prediction
of computational fluid dynamic (CFD) intermediate data, with ensembles of recurrent neural networks
(RNN) forming the basis of each method.
Recurrent neural networks were used as the base models as they have a memory structure that has proved
successful on standard time series tasks. Ensembles of RNNs were used to provide confidence in the
predicted values, with the creation, selection and combination critical to their success, as each individual
member needs to be both accurate and diverse.
The first method presented in Chapter 3 utilised a gradient based optimiser to train the individual ensem-
ble members. Diversity was achieved using heterogeneous members of different input structure and each
member predicted the trajectory of the CFD data by making recursive single step ahead predictions.
The method was tested on a real world transonic wing data set that included the coefficients of lift and
drag as the performance measures. Different wing configurations were tested and confident predictions
were made using approximately 40% of the CFD flow iterations needed for convergence and to within
5% of the converged target value. The only other convergence prediction model in the literature was
presented by Cao et al. [71] and a performance of less than 5% error using less than half the CFD itera-
tions was achieved. Therefore, the method presented in this study has been able to achieve comparable
performance, for a similar percentage of the total number of flow iterations.
Prediction performance was further improved by taking a subset of the created members based on the
input structure and training and validation errors. This result confirms that sampling many of the created
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members is better than sampling them all when constructing an ensemble, agreeing with the work by
Zhou, Wu and Tang [90].
Following the success of this initial work a second method was investigated to further improve the
training and structural diversity of the ensemble members. This was achieved using a hybrid multi-
objective evolutionary algorithm (H-MOEA) to train the networks and optimise their structures. The
resultant Pareto set of solutions at the end of each simulation is used to construct an ensemble of
predictors, with a number of selection schemes investigated.
Each individual in the search represented a single RNN model and were constructed using two chromo-
somes. The first represented the structure of the network and the second the associated weight values.
The number of connections in a network and the training performance were used as the conflicting
objectives of the multi-objective global search. A gradient based optimiser was used as the local search
to further optimise the weights in the network.
Prior to testing the new methodology on real world CFD data, an adapted model was tested on two
standard time series prediction tasks. The adapted method can be considered as a short term prediction
task, as single step predictions were made with known data always used as input to the networks. Despite
this difference, the work was conducted to gain confidence in the training and structural optimisation
features of the model.
Although two popular time series data sets were used to evaluate the model (Mackey-Glass and Sunspot),
the number of possible comparisons to other methodologies was limited. This was because each method-
ology in the literature used different parameters to construct the data sets or different performance
measures to evaluate them. Consequently, care needed to be taken to ensure that any comparisons made
were against the same parameter set ups and used the same performance measures.
As shown in Section 4.3.3, the results from this work indicated that the H-MOEA methodology was
competitive with other methodologies in the literature and that selecting a subset of RNNs from the
Pareto set of solutions created ensembles that produce confident time series predictions. A variety of
selection methods were investigated, including selections based on the proximity of the solutions to the
knee point of the Pareto set, as well as those that exhibit diversity on training data. It is these selection
methods that have contributed to the literature on time series prediction, as there has previously been
limited research into selecting individuals from the Pareto set of solutions. The key finding from this
work was that of the selection methods investigated, no method proved superior to any other, suggesting
that the simplest selection method should be used.
The work on the standard time series data sets was used as the starting point for the H-MOEA to be
used for long-term CFD prediction. As well as changes to the way the networks were trained and their
structures determined, each network was evaluated during the training phase of the H-MOEA on its
ability to perform multi-step predictions. This was included with the aim of reducing the accumulation
of errors when the model was used to recursively predict convergence.
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The H-MOEA was initially tested on the same real world transonic wing data set used in Chapter 3 and
predictions were made using 33% of the CFD flow iterations needed for convergence and to within 3% of
the converged target value. This result is also comparable to the work by Cao et al. [71]. A comparison
between the two methodologies from Chapters 3 and 4 indicated that similar performance is achieved
by both methods. Method 1 has predicted the trajectory of the CFD data better than method 2 , but the
H-MOEA produced many more stable predictions. The trends in the design space using the transonic
data set were also investigated at this stage and it was found that the errors of the delta change in CL
were less than 3% for both the gradient based and H-MOEA learning methods. An improvement was
always made when selecting members from method 1, but was not always the case for method 2.
A second real world data set for a high-lift wing system was also tested using the H-MOEA method.
This data set offered a more varied set of CFD convergence profiles, as well as a greater number of flow
iterations. Subsequently, there were a number of additional parameters that needed to be considered when
setting up the predictions. For example, removal of data from the transient phase of a CFD convergence
history had an impact on the prediction performance, as well as the shape of the convergence profile,
with less complex convergence histories easier to predict.
Insights into aerodynamic flow physics and design quality were gained through studying CFD conver-
gence histories, with clear trends identified across the design space. By classifying the convergence
histories, local features of the decision space are provided. This classification of convergence profiles
has not previously been conducted and gave an indication of a designs performance. It was found that
simple convergence histories are associated with the best aerodynamic performance (CLmax), indicating
attached flow conditions. It was also shown that more complex convergence histories are an indication
of separated flow conditions.
However, it should be noted that the classification may be dependent on the number of flow iterations
considered or the sampling method used. For example, there may be a significant change in the conver-
gence history that has yet to develop during the number of flow iterations considered, as the flow field
has not sufficiently settled. Also, the classification process could be described as subjective and each
profile may be classified differently by different people.
Predictions were made using 25% of the CFD flow iterations and when considering the time taken to
predict the converged values, this represents an approximate 70% saving in computation time. Suitable
prediction accuracy has been achieved and a visual representation of the results indicates that the trends
in the design space have been maintained. This result, along with those of the transonic data set are very
encouraging because if a surrogate is able to predict the correct trends of the design space, an automatic
optimiser should still be able to guide a search to the optimum solution. In addition to this, another result
from the high-lift data set was that the prediction process is at least no worse than simply using the under
converged CFD output and there is a clear computational saving from stopping the CFD simulations at
1,000 iterations.
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The main limitation of the two long-term prediction methods introduced in this thesis were the number
of parameters associated with each model that needed to be determined. This has meant that initial
numerical investigations have had to be conducted to try and determine the correct values to be used in
both the gradient based method and the global and local searches of the H-MOEA. An optimiser could
have been incorporated, but this would add another level of complexity. The pre-processing of data is
also key to the success of the methods and again a numerical investigation needs to be conducted to
determine the best parameters to use.
As mentioned, removal of transient data at the beginning of a CFD convergence history impacts the
prediction performance. Therefore, data was removed from the high-lift data set, however it was not from
the transonic wings. If a number of CFD iterations were to be removed from the transonic convergence
history, further improvement may be seen for both methods when using this data set. This is because the
later iterations are representative of more reliable or converged data. Including early iteration data in the
training set may mislead the networks to learn the wrong trajectories.
Another limitation of the method is that it does not give an indication of what the flow field would
look like if the CFD simulation is stopped early, as it may not have sufficiently developed and a lot of
information can be extracted from this output of a CFD simulation. Although this is a limitation of any
surrogate model.
Despite these limitations, the results presented show that the long-term prediction methods could be used
as an effective surrogate model. Prediction performance of the design space trend has been shown to be
successful and by performing tests with real world CFD data sets, from a variety of sources, shows that
the methodology is not case dependent. The use of a variety of real world CFD data sets also showed
that there are common physical behaviours between different aerodynamic cases.
An alternative surrogate for predicting aerodynamic performance measures was presented in Chapter
5. Although not the main focus of the research in this thesis, a more traditional surrogate that predicts
aerodynamic performance by mapping from the decision space to the objective space was implemented.
This work was conducted to compare how the convergence prediction method in Chapter 4 performs
against a more traditional parameter based surrogate model. In addition, a novel learning technique was
incorporated to investigate whether the learning and therefore prediction performance can be enhanced by
transferring information between CFD simulations, based on the CFD convergence profile classifications.
Data from the high-lift data set and a new vehicle data set were used, as they included both design and
convergence information.
The results presented in Chapter 5 have shown that using an additional output neuron and transferring
performance information from another CFD simulation has a positive impact on the initial learning rate
of a simple feedforward neural network that maps from the decision space to the objective. However,
not transferring information provided the best error values at the end of the training, suggesting negative
transfer learning has occurred. Two transfer methods were considered and it was found that transferring
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information from any CFD simulation, regardless of classification, is better than only transferring infor-
mation from similarly classified profiles.
Of the six individual data pairs tested, the parameter based method had superior performance in five
of the examples, although the absolute prediction errors were similar. The results were achieved by
transferring different performance information. However, the result cannot be taken as evidence that the
parameter based method will always outperform the convergence prediction method. This is because the
number of decision variables used is small, suggesting a simple parameter prediction task. Therefore,
further studies are required to investigate problems with more decision variables, to fully understand the
difference between the two methodologies, as well as to fully investigate the impact that transfer learning
can have on learning.
The convergence based prediction surrogate is a promising surrogate technique that could provide the
aerodynamic design community with an alternative to building surrogates based on a sampled design
space. An advantage of the convergence prediction method over the parameter prediction method is that
there is no need to run a specific number of CFD simulations to populate a decision space that are then
used to build the surrogate. The benefit of this is that each performance prediction is independent of any
other simulations and is not reliant on a number of sample points. The convergence prediction method
is also independent of the CFD simulations grid, numerical method and grid-sequencing, as well as the
number of design parameters and optimisations design phase.
To summarise, the studies conducted in this thesis have made contributions to both the computer science
and aerodynamic design research communities. In particular, the investigations into different selection
methods from the Pareto set of solutions is new research in the computer science and time series fore-
casting community. Also, the introduction of new approaches to predicting aerodynamic performance
measures will be of interest to designers of aircraft and cars, as well as any other industries that utilise
CFD simulations to evaluate design performance.
6.2 Future Work
There are a number of open questions that are not addressed in this thesis that would need to be answered
before the full benefit of the convergence based prediction method could be realised for these industries.
These, along with some specific ideas related to the developed models are discussed next.
The main open question associated with the long-term convergence prediction method is what is the best
way to use the surrogate to benefit an aerodynamic optimisation task that is reliant on computationally
expensive CFD simulations for evaluating performance?
Firstly, the computational saving could be exploited for each of the hundreds or thousands of individual
CFD simulations required as part of an online optimisation study. Using the methodology in this way
would reduce the overall computation time for an optimisation task. The complexities of integrating
an optimiser with a CFD package is not a trivial task and model management would play an important
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part in terms of where in an optimisation process the method could be used and which individuals it
would evaluate. It is felt that if the convergence prediction methods were used at the beginning of an
optimisation process, when accuracy is not as important, the search would still be guided to the region
of the global optimum, due to the trends in the design space being maintained.
Secondly, promising areas of the design space could be identified using the methodology and then
fully converged CFD simulations conducted in these areas to improve the overall optimisation search.
Similarly, CFD simulations could be stopped in less promising areas of the design space based on either
the predictions or the classification given to the convergence history. Furthermore, the insights into
aerodynamic performance and the classification of convergence histories could be used to determine the
number of flow iterations needed to make suitable predictions.
Alternatively, the methodology could be used to provide performance information for decision variables
in a traditional parameter based surrogate. The model could be used to populate more points in a design
space or the same number of points but in less time. It would need to be established if the variations in
the design space were less than the noise of the predictions and if the level of accuracy achieved by the
predictions were suitable for directing a design search.
Another open question is how the error and computation time of the convergence predictions compare
to a CFD simulation with a coarser grid or less accurate numerical method? This question could only
be answered by using an additional extensive set of CFD simulations, but is a worthwhile study as it
would indicate whether it is more beneficial, in terms of computation time, to predict performance or use
a lower fidelity simulation that takes less time to run. Additional CFD simulations that also included a
greater number of decision variables, as part of each individual design, would also be useful to investigate
a more comprehensive comparison between the convergence based surrogate and the parameter method.
As there are different classifications of convergence history, alternative methods of convergence pre-
diction could be investigated, including different model types. For example, monotonic convergence
histories were the easiest profiles to predict and are very similar to an inverted exponential curve of
the form ys = as(1 − e−xs), where xs represents the flow iteration and ys the performance measure.
By using an optimiser to solve this equation to find the parameter as, the horizontal asymptote of the
monotonic convergence history could be found. General equations could be determined for the different
classifications of convergence histories and then the specific parameters of these equations could be
found. Once determined, the resulting formulas could be used to predict the performance measure after
a number of flow iterations.
Finally, although the study has been exclusively conducted with CFD convergence data, simulation data
from similarly converging engineering tasks (i.e. finite element analysis) should also be tested. The
results presented indicate the modeling technique would also benefit other types of simulations that were
also determined using an iterative numerical process.
With regards to specific results found during the research, investigations into the consistent over predic-
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tions seen in the transonic data sets could be investigated further. A common error may be why the trends
are maintained and if this is understood then the prediction accuracy may improve.
Also, a combination of the different surrogate methods and the technique used to combine them (e.g.
weighting), may yield interesting results, by introducing additional diversity into an ensemble. In
addition, instead of feeding back each individual predictors values, perhaps the average of a number
of predictors could be fed back, sharing information between individual learners. Alternatively, data
from a single member that is deemed to be the best could be used by all networks, although a selection
method to establish this best individual would need to be determined.
A number of changes could be made to the models presented, including the transfer functions used,
as well as the learning algorithms. These could either be changed for all networks to investigate the
performance difference or for some individuals to increase diversity. Changing the requirement for the
networks to be able to form a square matrix during the H-MOEA should also be investigated. This
requirement clearly restricted the allowable connections (i.e. no bias terms) and could potentially restrict
the diversity of the networks. Also, additional chromosomes for each individual in the H-MOEA could
be introduced to incorporate additional features. These could include the number of hidden neurons
and selection of input data, which would allow for different network sizes to be investigated, as well as
different values of Taken’s Theorem. The structure of a network and the corresponding weights from a
prediction that has a similar convergence classification could also be used as the starting point for the
learning of either the convergence based prediction methods or the parameter based method.
For the parameter based surrogate, a global optimiser similar to the H-MOEA could be adopted. Different
data sampling techniques could also be investigated, but similar to above, this would be reliant on the
availability of additional data sets. The majority of surrogate models used for aerodynamic optimisation
have used parameter based prediction methods, which means there are a number of other model types
that could be compared to the convergence based methods presented as well.
As mentioned, the large number of parameters that need to be determined for all methodologies in-
vestigated has been difficult to manage, particularly for the global and local search mechanisms of the
H-MOEA. Despite this limitation the developed methodologies have performed well and with further
investigations or an optimisation of the parameter values, the performance may be improved further.
In addition to this, the convergence based prediction method offers many benefits over a more traditional
surrogate. However, the true impact that these types of surrogates can have on an optimisation task is not
completely clear at the conclusion of this research.
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