Automated Recognition of Facial Affect Using Deep Neural Networks by Hasani, Behzad
University of Denver 
Digital Commons @ DU 
Electronic Theses and Dissertations Graduate Studies 
2020 
Automated Recognition of Facial Affect Using Deep Neural 
Networks 
Behzad Hasani 
University of Denver 
Follow this and additional works at: https://digitalcommons.du.edu/etd 
 Part of the Artificial Intelligence and Robotics Commons, and the Computer Engineering Commons 
Recommended Citation 
Hasani, Behzad, "Automated Recognition of Facial Affect Using Deep Neural Networks" (2020). Electronic 
Theses and Dissertations. 1772. 
https://digitalcommons.du.edu/etd/1772 
This Dissertation is brought to you for free and open access by the Graduate Studies at Digital Commons @ DU. It 
has been accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of Digital 
Commons @ DU. For more information, please contact jennifer.cox@du.edu,dig-commons@du.edu. 




the Faculty of the Daniel Felix Ritchie School of Engineering and Computer Science
University of Denver
In Partial Fulfillment





Advisor: Mohammad H. Mahoor, Ph.D.
Author: Behzad Hasani
Title: AUTOMATED RECOGNITION of FACIAL AFFECT USING DEEP NEURAL
NETWORKS
Advisor: Mohammad H. Mahoor, Ph.D.
Degree Date: August 2020
Abstract
Automated Facial Expression Recognition (FER) has been a topic of study in the field of
computer vision and machine learning for decades. In spite of efforts made to improve the
accuracy of FER systems, existing methods still are not generalizable and accurate enough
for use in real-world applications. Many of the traditional methods use hand-crafted (a.k.a.
engineered) features for representation of facial images. However, these methods often
require rigorous hyper-parameter tuning to achieve favorable results.
Recently, Deep Neural Networks (DNNs) have shown to outperform traditional meth-
ods in visual object recognition. DNNs require huge data as well as powerful computing
units for training generalizable and robust classification models. The problem of automated
FER especially with images captured in the wild setting is even more challenging since
there are subtle differences between various facial emotions. This dissertation presents
the recent efforts I made in 1) creating a large annotated database of facial expressions,
2) developing novel DNN-based methods for automated recognition of facial expressions
described by two main models of affect, the categorical model and the dimensional model,
and 3) developing a robust face detection and emotion recognition system based on our
state-of-the-art DNN and trained on our proposed database of facial expressions.
Existing annotated databases of facial expressions in the wild are small and mostly
cover discrete emotions (aka the categorical model). There are very limited annotated fa-
cial databases for affective computing in the continuous dimensional model (e.g., valence
and arousal). To address these needs, we developed the largest database of human affect
ii
(called AffectNet). For AffectNet, we collected, annotated, and prepared for public distribu-
tion a new database of facial emotions in the wild. AffectNet contains more than 1,000,000
facial images from the Internet by querying three major search engines using 1250 emotion
related keywords in six different languages. About half of the retrieved images were man-
ually annotated for the presence of seven discrete facial expressions and the intensity of
valence and arousal. AffectNet is by far the largest database of facial expression, valence,
and arousal in the wild enabling research in automated facial expression recognition in two
different emotion models.
This dissertation also presents three major and novel DNN-based methods for auto-
mated facial affect estimation. The methods are: 1) 3D Inception-ResNet (3DIR), 2) BReG-
Net, and 3) BReG-NeXt architectures. These methods modify the residual unit -proposed
in the original ResNets- with different operations. Comprehensive experiments are con-
ducted to evaluate the performance of each of the proposed methods as well as their effi-
ciency using Affect and few other facial expression databases. Our final proposed method
-BReG-NeXt- achieves state-of-the-art results in predicting both dimensional and categori-
cal models of affect with significantly fewer training parameters and less number of FLOPs.
Additionally, a robust face detection network is developed based on the BReG-NeXt ar-
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Chapter 1
Introduction and Problem Statement
Facial expression is one of the primary non-verbal communication methods for express-
ing emotions and intentions. Ekman et al. identified six facial expressions (viz. anger,
disgust, fear, happiness, sadness, and surprise) as basic emotional expressions that are uni-
versal among human beings (Ekman and Friesen, 1971). Automatizing the recognition of
facial expressions has been a topic of study in the field of computer vision for several years.
Automated Facial Expression Recognition (FER) has a wide range of applications such as
human-computer interaction, developmental psychology and data-driven animation. De-
spite the efforts made in developing FER systems, most of the existing approaches either
have poor recognition rates suitable for practical applications or lack generalization due
to the variations and subtlety of facial expressions (Shan et al., 2009). The FER problem
becomes even harder when we recognize expressions in videos.
Numerous computer vision and machine learning algorithms have been proposed for
automated facial expression recognition. Traditional machine learning approaches such as
Support Vector Machines (SVM) and Bayesian classifiers perform fine on classifying facial
expressions collected in controlled environments and lab settings.
In recent years, due to the increase in the availability of computational power, neural
networks methods have become popular in the research community. In the field of FER,
we can find many promising results obtained using Deep Neural Networks (Mollahosseini
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et al., 2016a,b). While in the traditional approaches features were handcrafted, the DNNs
have the ability to extract more appropriate features from the training images that yield in
better visual pattern recognition systems. Therefore, it has been concluded that the DNNs
are able to extract features that generalize well to unseen scenarios and samples.
The databases used to train the DNN-based FER system mainly contain posed expres-
sions acquired in a controlled lab environment. This is mainly due to the fact that assem-
bling a large database with high variation in terms of conditions (lighting, brightness, point
of view, etc.) and subjects (ethnicity, gender, age, facial expression, etc.) is costly and
requires enormous effort and time. The main challenge of capturing spontaneous facial
expressions is to set-up an environment such that the participants are not aware of the task
and each subject can participate in the task only one time.
Additionally, state-of-the-art methods based on DNNs require large amount of data for
each category for a reliable performance. Therefore, a database with high variety and in
huge numbers is needed for training a reliable DNN-based method.
Since eventual goal of our proposed methods is to be used practically in an uncon-
trolled setting (aka “in the wild” setting), where there is a high variation in scene lighting,
camera view, image resolution, background, subjects head-pose and ethnicity, we created
a database of facial Affect from the InterNet (called AffectNet) by querying more than one
million images from different search engines using emotion-related tags in six different
languages. We then proposed a DNN baseline to classify the facial expression images and
predict the value of valence and arousal. Various evaluation metrics show that our deep
neural network baselines can perform better than conventional machine learning methods
and off-the-shelf facial expression recognition systems.
Three models of categorical, dimensional, and Facial Action Coding System (FACS)
are proposed in the literature to quantify affective facial behaviors:
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1. Categorical model: Emotion is chosen from a list of affective-related categories
that Ekman and Friesen (1971) define as six basic emotions: anger, disgust, fear,
happiness, sadness, and surprise.
2. Dimensional model: A value is assigned to emotion over a continuous emotional
scale, such as “valence” and “arousal”, as defined by Russell (1980) where valence
shows how positive or negative an emotion is, and arousal indicates how much an
event is intriguing or calming. This model can distinguish between subtle changes in
exhibiting affect and encode these small differences in the intensity of each emotion
on a continuous scale (e.g., valence and arousal).
3. FACS model: All possible facial actions are described in terms of 33 Action Units
(AUs) (Ekman et al., 2002). This model only describes facial movements and does
not interpret the affective state directly.
The dimensional model of affect covers both intensity and different emotion categories
in the continuous domain. Nevertheless, there are relatively fewer studies on developing
automated algorithms in measuring affect using the continuous dimensional model (e.g.,
valence and arousal). One of the main reasons is that creating a large database to cover
the entire continuous space of valence and arousal is expensive and there are very limited
annotated face databases in the continuous domain. This dissertation contributes to the field
of affective computing by providing a large annotated face database of the dimensional as
well as the categorical models of affect.
Despite the superiority of DNNs over traditional methods, DNNs need a large amount
of data for training the networks properly. Thus, because of the small number of samples
in the majority of the facial expression databases, training neural networks is significantly
more difficult in this task (Mollahosseini et al., 2016b). Also, most of the captured datasets
mainly contain posed expressions acquired in a controlled environment. This is mostly due
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to the fact that it is hard and time consuming to collect unposed facial expression data in lab
settings. However, in real applications, the system needs to capture and recognize sponta-
neous expressions, which involve different facial muscles, less exaggeration/intensity and
have different dynamics than posed expressions.
In machine learning, one of the main goals is to optimize a function or distribution esti-
mation with respect to a defined measure. Based on the connectionist principle (Rumelhart
et al., 1986), DNNs allow us to build very complex classes of functions. A tremendous
number of network topologies have been proposed in recent years and they seem to play a
crucial role in improving the underlying class of reproducible functions available to DNNs.
In order to make the training of DNNs smoother and faster, current methods focus on im-
proving neuron saturation or the efficiency of the gradient flow across various network’s
layers. Such approaches are more noticeable in the ReLU class of non-linear functions,
and the use of identity mappings in Deep Residual Networks (He et al., 2016b). While
having deeper architectures has shown to improve the result of classification (He et al.,
2016a), one possibility is to design more complex neurons to extract more useful informa-
tion at each layer of the network which results in shallower networks and fewer parameters
to train but a more accurate extracted information and therefore a higher recognition rate.
Therefore, using AffectNet we were able to develop state-of-the-art DNN-based methods
for facial affect estimation in wild. In here we propose three architectures for this task: 3D
Inception-ResNet, BReG-Net, and BReG-NeXt.
All of these proposed architectures work on the identity mapping originally proposed in
He et al. (2016a). The main reason behind this fact is that ResNets showed huge potential
when they were first proposed back in 2015. The idea behind ResNets is simple and their
implementation is fairly easy (we will discuss ResNets thoroughly in Chapters 3 and 4).
However, this simplicity, paves the way to discover more complex variations of ResNets
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and make them more efficient and effective. Our three proposed architectures achieve this
goal each in their own ways and improve the efficiency and accuracy of ResNets.
In 3D Inception-ResNet (3DIR), we propose a method which extracts temporal relations
of consecutive frames in a video sequence using 3D convolutional networks and Long
Short-Term Memory (LSTM). Furthermore, we extract and incorporate facial landmarks in
our proposed method that emphasize on more expressive facial components which improve
the recognition of subtle changes in the facial expressions in a sequence. This second part
can be considered as a replacement for the “shortcuts” in ResNets where the shortcut is
replaced by an input data that actually emphasizes more on the more important regions of
data rather than unimportant ones. These important regions (facial landmark filters) are
then added to the main current of our network and contribute in improving accuracy and
recognition.
Several challenges are needed to be addressed in developing this method. First, since
we are working on sequences of data, the spatial part of the method (convolutions, pooling,
etc) are needed to be compatible with the sequenced input. Second, spatial (convolutions)
and temporal (LSTM) parts of the method both need to preserve the temporal order of the
input data and pass this information to the their next stage. Third, facial landmark filters
are needed to be in sequences and also in sync with the data that is being trained in the
network. Fourth, facial expressions have a dynamic pattern that can be divided into three
phases: onset, peak and offset. Most of the times, the border between these phases are not
clear and also the entire event of facial expression from the onset to the offset is very quick,
which makes the process of expression recognition very challenging (Tian et al., 2000). We
address these challenges in Chapter 3.
For BReG-Net and BReG-NeXt, we propose to use more complex units in DNNs to
reduce the depth as well as the number of operations. For doing this we replace the identity
mapping (introduced by He et al. (2016a)) with a differentiable function with a bounded
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gradient that results in a shallower network with a considerably better recognition rate.
This step is crucial for our methods since not any arbitrary replacement of shortcuts will be
effective on the network.
There are several limitations and conditions that are needed to be addressed for such
modification to prevent the network from facing the vanishing/exploding gradient prob-
lem. Also, our main goal is to reduce the training parameters and processing operations.
Therefore, we have to make sure that our proposed replacement for the shortcut does not
introduce unnecessary parameters and computations. We address these challenges and lim-
itations both theoretically and experimentally in Chapter 4.
We evaluate our proposed methods using three in the wild facial expression databases
(AffectNet (Mollahosseini et al., 2017), Affect-in-the-wild (Zafeiriou et al., 2017), and
FER2013 (FER)) in computation of both the categorical and dimensional models of af-
fect. We show that our final proposed method (BReG-NeXt) contains a low number of
parameters and operators (FLOPs) while it achieves better recognition rates on almost all
studied databases. Additionally, a novel face detection method is developed based on the
BReG-NeXt architecture and AffectNet database resulting in a robust and accurate face
and emotion detector with an efficient feature extraction module.
The remainder of this dissertation is organized as follows: Chapter 2 provides details
about different databases existing in the field and explains process of creating and annotat-
ing AffectNet. Chapter 3 presents technical details about our first DNN-based method used
for affect estimation (3DIR) and provides experimental results. Chapter 4 describes theory
behind out BReG-Net and BReG-NeXt architectures and provides extensive experimental
results for the task of facial affect estimation in both categorical and dimensional models of
affect. Additionally, Chapter 4 introduces our state-of-the-art face detection method which
is based on the previously mentioned BReG-NeXt architecture and trained on the Affect-
Net database. Finally, Chapter 5 concludes the finding of this research and discusses future
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paths of this investigation. For readers’ convenience, we do not have one single chapter for
related work in this dissertation, whereas we have provided related work for each chapter





Affect is a psychological term used to describe the outward expression of emotion and
feelings. Affective computing seeks to develop systems and devices that can recognize,
interpret, and simulate human affects through various channels such as face, voice, and
biological signals (Tao and Tan, 2005). Face and facial expressions are undoubtedly one
of the most important nonverbal channels used by the human being to convey internal
emotion.
There have been tremendous efforts to develop reliable automated Facial Expression
Recognition (FER) systems for use in affect-aware machines and devices. Such systems
can understand human emotion and interact with users more naturally. However, current
systems have yet to reach the full emotional and social capabilities necessary for building
rich and robust Human Machine Interaction (HMI). This is mainly due to the fact that HMI
systems need to interact with humans in an uncontrolled environment (aka wild setting)
where the scene lighting, camera view, image resolution, background, user’s head pose,
gender, and ethnicity can vary significantly. More importantly, the data that drives the
development of affective computing systems and particularly FER systems lack sufficient
variations and annotated samples that can be used in building such systems.
There are several models in the literature to quantify affective facial behaviors: 1) cat-
egorical model, where the emotion/affect is chosen from a list of affective-related cate-
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gories such as six basic emotions defined by Ekman and Friesen (1971), 2) dimensional
model, where a value is chosen over a continuous emotional scale, such as valence and
arousal (Russell, 1980) and 3) Facial Action Coding System (FACS) model, where all
possible facial actions are described in terms of Action Units (AUs) (Ekman and Friesen,
1977). FACS model explains facial movements and does not describe the affective state
directly. There are several methods to convert AUs to affect space (e.g., EMFACS (Friesen
and Ekman, 1983) states that the occurrence of AU6 and AU12 is a sign of happiness).
In the categorical model, mixed emotions cannot adequately be transcribed into a lim-
ited set of words. Some researchers tried to define multiple distinct compound emotion
categories (e.g., happily surprised, sadly fearful) (Du et al., 2014) to overcome this limita-
tion. However, still the set is limited, and the intensity of the emotion cannot be defined
in the categorical model. In contrast, the dimensional model of affect can distinguish be-
tween subtly different displays of affect and encode small changes in the intensity of each
emotion on a continuous scale, such as valence and arousal. Valence refers to how posi-
tive or negative an event is, and arousal reflects whether an event is exciting/agitating or
calm/soothing (Russell, 1980). Figure 2.1 shows samples of facial expressions represented
in the 2D space of valence and arousal. As it is shown, there are several different kinds of
affect and small changes in the same emotion that cannot be easily mapped into a limited
set of terms existing in the categorical model.
The dimensional model of affect covers both intensity and different emotion categories
in the continuous domain. Nevertheless, there are relatively fewer studies on developing
automated algorithms in measuring affect using the continuous dimensional model (e.g.,
valence and arousal). One of the main reasons is that creating a large database to cover
the entire continuous space of valence and arousal is expensive and there are very limited
annotated face databases in the continuous domain. This work contributes to the field of
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affective computing by providing a large annotated face database of the dimensional as
well as the categorical models of affect.
The majority of the techniques for automated affective computing and FER are based
on supervised machine learning methodologies. These systems require annotated image
samples for training. Researchers have created databases of human actors/subjects portray-
ing basic emotions (Gross et al., 2010; Lucey et al., 2010; Lyons et al., 1998; Pantic et al.,
2005; Tian et al., 2001). Most of these databases mainly contain posed expressions ac-
quired in a controlled lab environment. However, studies show that posed expressions can
be different from unposed expressions in configuration, intensity, and timing (Cohn and
Schmidt, 2004; Valstar et al., 2006). Some researchers captured unposed facial behavior
while the subject is watching a short video (Mavadati et al., 2013; McDuff et al., 2013), en-
gaged in laboratory-based emotion inducing tasks (Sneddon et al., 2012), or interacted with
a computer-mediated tutoring system (Grafsgaard et al., 2013). Although a large number
of frames can be obtained by these approaches, the diversity of these databases is limited
due to the number of subjects, head position, and environmental conditions.
Recently, databases of facial expression and affect in the wild received much atten-
tion. These databases are either captured from movies or the Internet, and annotated
with categorical model (FER; Dhall et al., 2013; Mollahosseini et al., 2016b), dimensional
model (Zafeiriou et al., 2016), and FACS model (Benitez-Quiroz et al., 2016). However,
they only cover one model of affect, have a limited number of subjects, or contain few sam-
ples of certain emotions such as disgust. Therefore, a large database, with a large amount
of subject variations in the wild condition that covers multiple models of affect (especially
the dimensional model) is a need.
To address this need, we created a database of facial Affect from the InterNet (called Af-
fectNet) by querying different search engines (Google, Bing, and Yahoo) using 1250 emo-
tion related tags in six different languages (English, Spanish, Portuguese, German, Arabic,
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Figure 2.1: Sample images in Valence Arousal circumplex
and Farsi). AffectNet contains more than one million images with faces and extracted facial
landmark points. Twelve human experts manually annotated 450,000 of these images in
both categorical and dimensional (valence and arousal) models and tagged the images that
have any occlusion on the face. Figure 2.1 shows sample images from AffectNet and their
valence and arousal annotations.
To calculate the agreement level between the human labelers, 36,000 images were an-
notated by two human labelers. AffectNet is by far the largest database of facial affect in
still images which covers both categorical and dimensional models. The cropped region of
the facial images, the facial landmark points, and the affect labels will be publicly available
to the research community1. Considering the lack of in-the-wild large facial expressions
datasets and more specifically annotated face datasets in the continuous domain of valence
and arousal, AffectNet is a great resource which will enable further progress in developing
1Interested researchers can download a copy of AffectNet from: http://mohammadmahoor.com/databases-
codes/
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automated methods for facial behavior computing in both the categorical and continuous
dimensional spaces.
2.1 Existing Databases & Methods
2.1.1 Existing Databases
Early databases of facial expressions such as JAFFE (Lyons et al., 1998), Cohn-Kanade (Lucey
et al., 2010; Tian et al., 2001), MMI (Pantic et al., 2005), and MultiPie (Gross et al., 2010)
were captured in a lab-controlled environment where the subjects portrayed different fa-
cial expressions. This approach resulted in a clean and high-quality database of posed
facial expressions. However, posed expressions may differ from daily life unposed (aka
spontaneous) facial expressions. Thus, capturing spontaneous expression became a trend
in the affective computing community. Examples of these environments are recording the
responses of participants’ faces while watching a stimuli (e.g., DISFA (Mavadati et al.,
2013), AM-FED (McDuff et al., 2013)) or performing laboratory-based emotion inducing
tasks (e.g., Belfast (Sneddon et al., 2012)). These databases often capture multi-modal af-
fects such as voice, biological signals, etc. and usually a series of frames are captured that
enable researchers to work on temporal and dynamic aspects of expressions. However, the
diversity of these databases is limited due to the number of subjects, head pose variation,
and environmental conditions.
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Table 2.1: The Summary and Characteristics of Reviewed Databases in Affect Recognition
Database Database information # of Subjects Condition Affect Modeling
CK+




- 7 emotion categories
MultiPie
Gross et al. (2010)
- Around 750,000 images
- Under multiple viewpoints and illuminations - 337
- Controlled
- Posed - 7 emotion categories
MMI
Pantic et al. (2005)
- Subjects portrayed 79 series of facial expressions





- Six basic expression
DISFA
Mavadati et al. (2013)
- Video of subjects while watching a four minutes video
- Clip are recorded by a stereo camera - 27
- Controlled
- Spontaneous - 12 AUs
SALDB
Nicolaou et al. (2010a)
Nicolaou et al. (2011)
- SAL
- Audiovisual (facial expression,shoulder, audiocues)
- 20 facial feature points, 5 shoulder points for video





Ringeval et al. (2013) - Multi-modal audio, video, ECG and EDA - 46
- Controlled
- Spontaneous




McDuff et al. (2013) - 242 facial videos - 242 - Spontaneous - 14 AUs
DEAP
Koelstra et al. (2012)
- 40 one-minute long videos shown to subjects
- EEG signals recorded - 32
- Controlled
- Spontaneous




Dhall et al. (2013) - Videos - 330 - Wild - 7 emotion categories
FER-2013
FER - Images queried from web - ∼35,887 - Wild - 7 emotion categories
EmotioNet
Benitez-Quiroz et al. (2016)
- Images queried from web
- 100,000 images annotated manually
- 900,000 images annotated automatically
- ∼100,000 - Wild
- 12 AUs annotated
- 23 emotion categories
based on AUs
Aff-Wild
Zafeiriou et al. (2016) - 500 videos from YouTube - 500 - Wild
- Valence and arousal
(continuous)
FER-Wild
Mollahosseini et al. (2016b) - 24,000 images from web - ∼24,000 - Wild - 7 emotion categories
AffectNet
(This work)
- 1,000,000 images with facial landmarks
- 440,000 images annotated manually - ∼440,000 - Wild
- 8 emotion categories
- Valence and arousal
(continuous)
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Hence there is a demand to develop systems that are based on natural, unposed facial
expressions. To address this demand, recently researchers paid attention to databases in
the wild. Dhall et al. (2013) released Acted Facial Expressions in the Wild (AFEW) from
54 movies by a recommender system based on subtitles. The video clips were annotated
with six basic expressions plus neutral. AFEW contains 330 subjects aged 1-77 years and
addresses the issue of temporal facial expressions in the wild. A static subset (SFEW (Dhall
et al., 2011)) is created by selecting some frames of AFEW. SFEW covers unconstrained
facial expressions, different head poses, age range, occlusions, and close to real world
illuminations. However, it contains only 700 images, and there are only 95 subjects in the
database.
The Facial Expression Recognition 2013 (FER-2013) database was introduced in the
ICML 2013 Challenges in Representation Learning (FER). The database was created us-
ing the Google image search API that matched a set of 184 emotion-related keywords to
capture the six basic expressions as well as the neutral expression. Images were resized
to 48x48 pixels and converted to grayscale. Human labelers rejected incorrectly labeled
images, corrected the cropping if necessary, and filtered out some duplicate images. The
resulting database contains 35,887 images most of which are in the wild settings. FER-
2013 is currently the biggest publicly available facial expression database in the wild set-
tings, enabling many researchers to train machine learning methods such as Deep Neural
Networks (DNNs) where large amounts of data are needed. In FER-2013, the faces are not
registered, a small number of images portray disgust (547 images), and unfortunately most
of facial landmark detectors fail to extract facial landmarks at this resolution and quality.
In addition, only the categorical model of affect is provided with FER-2013.
The Affectiva-MIT Facial Expression Dataset (AM-FED) database (McDuff et al., 2013)
contains 242 facial videos (160K frames) of people watching Super Bowl commercials us-
ing their webcam. The recording conditions were arbitrary with different illumination and
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contrast. The database was annotated frame-by-frame for the presence of 14 FACS action
units, head movements, and automatically detected landmark points. AM-FED is a great
resource to learn AUs in the wild. However, there is not a huge variance in head pose
(limited profiles), and there are only a few subjects in the database.
The FER-Wild (Mollahosseini et al., 2016b) database contains 24,000 images that are
obtained by querying emotion-related terms from three search engines. The OpenCV face
recognition was used to detect faces in the images, and 66 landmark points were found
using Active Appearance Model (AAM) (Mollahosseini and Mahoor, 2013) and a face
alignment algorithm via regression local binary features (Ren et al., 2014; Yu, 2016). Two
human labelers annotated the images into six basic expressions and neutral. Comparing
with FER-2013, FER-Wild images have a higher resolution with facial landmark points
necessary to register the images. However, still a few samples portray some expressions
such as disgust and fear and only the categorical model of affect is provided with FER-
Wild.
The EmotioNet (Benitez-Quiroz et al., 2016) consists of one million images of facial
expressions downloaded from the Internet by selecting all the words derived from the word
“feeling” in WordNet (Miller, 1995). Face detector (Viola and Jones, 2004) was used to
detect faces in these images and the authors visually inspected the resultant images. These
images were then automatically annotated with AUs and AU intensities by an approach
based on Kernel Subclass Discriminant Analysis (KSDA) (You et al., 2011). The KSDA-
based approach was trained with Gabor features centered on facial landmark with a Radial
Basis Function (RBF) kernel. Images were labeled as one of the 23 (basic or compound)
emotion categories defined in Du et al. (2014) based on AUs. For example, if an image has
been annotated as having AUs 1, 2, 12 and 25, it is labeled as happily surprised. A total of
100,000 images (10% of the database) were manually annotated with AUs by experienced
coders. The proposed AU detection approach was trained on CK+ (Lucey et al., 2010),
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DISFA (Mavadati et al., 2013), and CFEE (Lucey et al., 2011) databases, and the accuracy
of the automated annotated AUs was reported about 80% on the manually annotated set.
EmotioNet is a novel resource of FACS model in the wild with a large amount of subject
variation. However, it lacks the dimensional model of affect, and the emotion categories
are defined based on annotated AUs and not manually labeled.
On the other hand, some researchers developed databases of the dimensional model
in the continuous domain. These databases, however, are limited since the annotation of
continuous dimensions is more expensive and necessitate trained annotators. Examples
of these databases are Belfast (Sneddon et al., 2012), RECOLA (Ringeval et al., 2013),
Affectiva-MIT Facial Expression Dataset (AM-FED) (McDuff et al., 2013), and recently
published Aff-Wild Database (Zafeiriou et al., 2016) which is the only database of dimen-
sional model in the wild.
The Belfast database (Sneddon et al., 2012) contains recordings (5s to 60s in length)
of mild to moderate emotional responses of 60 participants to a series of laboratory-based
emotion inducing tasks (e.g., surprise response by setting off a loud noise when the partici-
pant is asked to find something in a black box). The recordings were labeled by information
on self-report of emotion, the gender of the participant/experimenter, and the valence in the
continuous domain. The arousal dimension was not annotated in Belfast database. While
the portrayed emotions are natural and spontaneous, the tasks have taken place in a rel-
atively artificial setting of a laboratory where there was a control on lighting conditions,
head poses, etc.
The Database for Emotion Analysis using Physiological Signals (DEAP) (Koelstra
et al., 2012) consists of spontaneous reactions of 32 participants in response to one-minute
long music video clip. The EEG, peripheral physiological signals, and frontal face videos
of participants were recorded, and the participants rated each video in terms of valence,
arousal, like/dislike, dominance, and familiarity. Correlations between the EEG signal fre-
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quencies and the participants’ ratings were investigated, and three different modalities, i.e.,
EEG signals, peripheral physiological signals, and multimedia features on video clips (such
as lighting key, color variance, etc.) were used for binary classification of low/high arousal,
valence, and liking. DEAP is a great database to study the relation of biological signals and
dimensional affect, however, it has only a few subjects and the videos are captured in lab
controlled settings.
The RECOLA benchmark (Ringeval et al., 2013) contains videos of 23 dyadic teams
(46 participants) that participated in a video conference completing a task which required
collaboration. Different multi-modal data of the first five minutes of interaction, i.e., audio,
video, ECG and EDA) were recorded continuously and synchronously. Six annotators
measured arousal and valence. The participants reported their arousal and valence through
the Self-Assessment Manikin (SAM) (Bradley and Lang, 1994) questionnaire before and
after the task. RECOLA is a great database of the dimensional model with multiple cues
and modalities, however, it contains only 46 subjects and the videos were captured in the
lab controlled settings.
Audio-Visual Emotion recognition Challenge (AVEC) series of competitions (Ringeval
et al., 2015; Schuller et al., 2011, 2012; Valstar et al., 2013, 2014, 2016) provided a bench-
mark of automatic audio, video and audiovisual emotion analysis in continuous affect
recognition. AVEC 2011, 2012, 2013, and 2014 used videos from the SEMAINE (McK-
eown et al., 2012) database videos. Each video is annotated by a single rater for every
dimension using a two-axis joystick. AVEC 2015 and 2016 used the RECOLA benchmark
in their competitions. Various continuous affect recognition dimensions were explored in
each challenge year such as valence, arousal, expectation, power, and dominance, where
the prediction of valence and arousal are studied in all challenges.
The Aff-Wild Database (Zafeiriou et al., 2016) is by far the largest database for mea-
suring continuous affect in the valence-arousal space “in-the-wild”. More than 500 videos
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from YouTube were collected. Subjects in the videos displayed a number of spontaneous
emotions while watching a particular video, performing an activity, and reacting to a practi-
cal joke. The videos have been annotated frame-by-frame by three human raters, utilizing a
joystick-based tool to rate valence and arousal. Aff-Wild is a great database of dimensional
modeling in the wild that considers the temporal changes of the affect, however, it has a
small subject variance, i.e., it only contains 500 subjects.
Table 2.1 summarizes the characteristics of the reviewed databases in all three models
of affect, i.e., categorical model, dimensional model, and Facial Action Coding System
(FACS).
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Table 2.2: State-of-the-art Algorithms and Their Performance on the Databases Listed in Table 2.1.
Work Database Method Results
Mollahosseini et al. (2016a) CK+MultiPie
- Inception based Convolutional Neural Network (CNN)
- Subject-independent and cross-database experiments
- 93.2% accuracy on CK+
- 94.7% accuracy on MultiPie
Shan et al. (2009) MMI - Different SVM kernels trained with LBP features- Subject-independent and cross-database experiments - 86.9% accuracy on MMI
Zhang et al. (2015) DISFA - lpnorm multi-task multiple kernel learning- learning shared kernels from a given set of base kernels
- 0.70 F1-score on DISFA
- 0.93 recognition rate on DISFA
Nicolaou et al. (2011) SALDB
- Bidirectional LSTM
- Trained on multiple engineered features extracted
from audio, facial geometry , and shoulder
- Leave-one-sequence-out
- BLSTM-NN outperform SVR
- Valence (RMSE=0.15 and CC=0.796)
- Arousal (RMSE=0.21 and CC=0.642)
He et al. (2015) RECOLA
- Multiple stack of bidirectional LSTM (DBLSTM-RNN)
- Trained on engineered features extracted from audio (LLDs),
video (LPQ-TOP), 52 ECG features, and 22 EDA features
- Winner of AVEC 2015 challenge
- Valence (RMSE=0.104 and CC=0.616)
- Arousal (RMSE=0.121 and CC=0.753)
McDuff et al. (2013) AM-FED
- HOG features extracted
- SVM with RBF kernel
- AUC 0.90, 0.72 and 0.70 for smile,
AU2 and AU4 respectively
Koelstra et al. (2012) DEAP
- Gaussian naive Bayes classifier
- EEG, physiological signals, and multimedia features
- Binary classification of low/high arousal, valence, and liking
- 0.39 F1-score on Arousal
- 0.37 F1-score on Valence
- 0.40 F1-score on Liking
Fan et al. (2016) AFEW
- Trained on both video and audio.
- VGG network are followed by LSTMs and combined with
3D convolution
- Winner of EmotiW 2016 challenge
- 56.16% accuracy on AFEW
Tang (2013) FER-2013 - CNN with linear one-vs-all SVM at the top
- Winner of the FER challenge
- 71.2% accuracy on test set
Benitez-Quiroz et al. (2016) EmotioNet
- New face feature extraction method using Gabor filters
- KSDA classification
- Subject-independent and cross-database experiments
- ∼80% AU detection on EmotioNet
Mollahosseini et al. (2016b) FER-Wild - Trained on AlexNet- Noise estimation methods used - 82.12% accuracy on FER-Wild
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2.1.2 Evaluation Metrics
There are various evaluation metrics in the literature to measure the reliability of anno-
tation and automated affective computing systems. Accuracy, F1-score (Sokolova et al.,
2006), Cohen (1960)’s kappa, Krippendorff (1970)’s Alpha, ICC (Shrout and Fleiss,
1979), area under the ROC curve (AUC), and area under Precision-Recall curve (AUC-
PR) (Jeni et al., 2013) are well-defined widely used metrics for evaluation of the categorical
and FACS-based models. Since, the dimensional model of affect is usually evaluated in a
continuous domain, different evaluation metrics are necessary. In the following, we review
several metrics that are used in the literature for evaluation of dimensional model.
Root Mean Square Error (RMSE) is the most common evaluation metric in a continuous






(θ̂i − θi)2 (2.1)
where θ̂i and θi are the prediction and the ground truth of ith sample, and n is the num-
ber of samples in the evaluation set. RMSE-based evaluation can heavily weigh the out-
liers (Bermejo and Cabestany, 2001), and it is not able to provide the covariance of predic-
tion and ground-truth to show how they change with respect to each other. Pearson’s cor-
relation coefficient is therefore proposed in some literature (Nicolaou et al., 2011; Schuller





E[(θ̂ − µθ̂)(θ − µθ)]
σθ̂σθ
(2.2)
Concordance Correlation Coefficient (CCC) is another metric (Ringeval et al., 2015;
Valstar et al., 2016) which combines the Pearson’s correlation coefficient (CC) with the
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+ σ2θ + (µθ̂ − µθ)2
(2.3)
where ρ is the Pearson correlation coefficient (CC) between two time-series (e.g., prediction
and ground-truth), σ2
θ̂
and σ2θ are the variance of each time series, and µθ̂ and µθ are the
mean value of each. Unlike CC, the predictions that are well correlated with the ground-
truth but shifted in value are penalized in proportion to the deviation in CCC.
The value of valence and arousal are [-1,+1] and their signs are essential in many
emotion-prediction applications. For example, if the ground-truth valence is +0.3, pre-
diction of +0.7 is far better than prediction of -0.1, since +0.7 indicates a positive emotion
similar to the ground-truth (despite both predictions have the same RMSE). Sign Agree-
ment Metric (SAGR) is another metric that is proposed in Nicolaou et al. (2011) to evaluate







where δ is the Kronecker delta function, defined as:
δ(a, b) =

1, a = b
0, a 6= b
(2.5)
The above discussed metrics are used to evaluate the categorical and dimensional base-
lines on AffectNet in Sec. 2.2.
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2.1.3 Existing Algorithms
Affective computing is now a well-established field, and there are many algorithms and
databases for developing automated affect perception systems. Since it is not possible to
include all those great works, we only give a brief overview and cover the state-of-the-art
methods that are applied on the databases explained in Sec. 2.1.1.
Conventional algorithms of affective computing from faces use hand-crafted features
such as pixel intensities (Mohammadi et al., 2014), Gabor filters (Liu and Wechsler, 2002),
Local Binary Patterns (LBP) (Shan et al., 2009), and Histogram of Oriented Gradients
(HOG) (Mavadati et al., 2013). These hand-crafted features often lack enough generaliz-
ability in the wild settings where there is a high variation in scene lighting, camera view,
image resolution, background, subjects head pose and ethnicity.
An alternative approach is to use Deep Neural Networks (DNN) to learn the most appro-
priate feature abstractions directly from the data and handle the limitations of hand-crafted
features. DNNs have been a recent successful approach in visual object recognition (Kr-
izhevsky et al., 2012), human pose estimation (Toshev and Szegedy, 2014), face verifica-
tion (Taigman et al., 2014) and many more. This success is mainly due to the availability
of computing power and existing big databases that allow DNNs to extract highly discrimi-
native features from the data samples. There have been enormous attempts on using DNNs
in automated facial expression recognition and affective computing (Fan et al., 2016; He
et al., 2015; Mollahosseini et al., 2016a,b; Tang, 2013) that are especially very successful
in the wild settings.
Table 2.2 shows a list of the state-of-the-art algorithms and their performance on the
databases listed in Table 2.1. As shown in the table, the majority of these approaches have
used DNNs to learn a better representation of affect, especially in the wild settings. Even
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some of the approaches, such as the winner of the AVEC 2015 challenge (He et al., 2015),
trained a DNN with hand-crafted features and still could improve the prediction accuracy.
2.1.4 Facial Images from the Web
Emotion-related keywords were combined with words related to gender, age, or eth-
nicity, to obtain nearly 362 strings in the English language such as “joyful girl”, “blissful
Spanish man”, “furious young lady”, “astonished senior”. These keywords are then trans-
lated into five other languages: Spanish, Portuguese, German, Arabic and Farsi. The direct
translation of queries in English to other languages did not accurately result in the intended
emotions since each language and culture has differing words and expressions for differ-
ent emotions. Therefore, the list of English queries was provided to native non-English
speakers who were proficient in English, and they created a list of queries for each emotion
in their native language and inspected the quality of the results visually. The criteria for
high-quality queries were those that returned a high percentage of human faces showing the
Figure 2.2: A screen-shot of the software application used to annotate categorical and
dimensional (valence and arousal) models of affect and the osculation tag if existing. Only
one detected face in each image is annotated (shown in the green bounding box).
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intended queried emotions rather than drawings, graphics, or non-human objects. A total
of 1250 search queries were compiled and used to crawl the search engines in our database.
Since a high percentage of results returned by our query terms already contained neutral
facial images, no individual query was performed to obtain additional neutral face.
Three search engines (Google, Bing, and Yahoo) were queried with these 1250 emotion
related tags. Other search engines such as Baidu and Yandex were considered. However,
they either did not produce a large number of facial images with intended expressions or
they did not have available APIs for automatically querying and pulling image URLs into
the database. Additionally, queries were combined with negative terms (e.g., “drawing”,
“cartoon”, “animation”, “birthday”, etc.) to avoid non-human objects as much as possible.
Furthermore, since the images of stock photo websites are posed unnaturally and contain
watermarks mostly, a list of popular stock photo websites was compiled and the results
returned from the stock photo websites were filtered out.
A total of∼1,800,000 distinct URLs returned for each query were stored in the database.
The OpenCV face recognition was used to obtain bounding boxes around each face. A face
alignment algorithm via regression local binary features (Ren et al., 2014; Yu, 2016) was
used to extract 66 facial landmark points. The facial landmark localization technique was
trained using the annotations provided from the 300W competition (Sagonas et al., 2016).
More than 1M images containing at least one face with extracted facial landmark points
were kept for further processing.
The average image resolution of faces in AffectNet are 425×425 with STD of 349×349
pixels. We used Microsoft cognitive face API to extract these facial attributes on 50,000
randomly selected images from the database. According to MS face API, 49% of the faces
are men. The average estimated age of the faces is 33.01 years with the standard deviation
of 16.96 years. In particular, 10.85, 3.9, 30.19, 26.86, 14.46, and 13.75 percent of the faces
are in age ranges [0, 10), [10, 20), [20, 30), [30, 40), [40, 50) and [50, -), respectively. MS
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face API detected forehead, mouth, and eye occlusions in 4.5, 1.08, and 0.49 percent of
the images, respectively. Also, 9.63% of the faces wear glasses, 51.07 and 41.4% of the
faces have eye and lip make-ups, respectively. In terms of head pose, the average estimated
pitch, yaw, roll are 0.0,-0.7, and -1.19 degrees, respectively.
2.1.5 Annotation
Crowd-sourcing services like Amazon Mechanical Turk are fast, cheap and easy ap-
proaches for labeling large databases. The quality of labels obtained from crowd-sourcing
services, however, varies considerably among the annotators. Due to these issues and the
fact that annotating the valence and arousal requires a deep understanding of the concept,
we avoided crowd-sourcing facilities and instead hired 12 full-time and part-time annota-
tors at the University of Denver to label the database. A total of 450,000 images were given
to these expert annotators to label the face in the images into both discrete categorical and
continuous dimensional (valence and arousal) models. Due to time and budget constraints
each image was annotated by one annotator.
A software application was developed to annotate the categorical and dimensional (va-
lence and arousal) models of affect. Figure 2.2 shows a screen-shot of the annotation
application. A comprehensive tutorial including the definition of the categorical and di-
mensional models of affect with some examples of each category, valence and arousal was
given to the annotators. Three training sessions were provided to each annotator, in which
the annotator labeled the emotion category, valence and arousal of 200 images and the
results were reviewed with the annotators. Necessary feedback was given on both the cate-
gorical and dimensional labels. In addition, the annotators tagged the images that have any
occlusion on the face. The occlusion criterion was defined as if any part of the face was
not visible. If the person in the images wore glasses, but the eyes were visible without any
shadow, it was not considered as occlusion.
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Categorical Model Annotation: Eleven discrete categories were defined in the categorical
model of AffectNet as: Neutral, Happy, Sad, Surprise, Fear, Anger, Disgust, Contempt,
None, Uncertain, and Non-face. The None (“None of the eight emotions”) category is
the type of expression/emotions (such as sleepy, bored, tired, seducing, confuse, shame,
focused, etc.) that could not be assigned by annotators to any of the six basic emotions,
contempt or neutral. However, valence and arousal could be assigned to these images. The
Non-face category was defined as images that: 1) Do not contain a face in the image; 2)
Contain a watermark on the face; 3) The face detection algorithm fails and the bounding
box is not around the face; 4) The face is a drawing, animation, or painted; and 5) The face
is distorted beyond a natural or normal shape, even if an expression could be inferred. If
the annotators were uncertain about any of the facial expressions, images were tagged as
uncertain. When an image was annotated as Non-face or uncertain, valence and arousal
were not assigned to the image.
The annotators were instructed to select the proper expression category of the face,
where the intensity is not important as long as the face depicts the intended emotion. Ta-
ble 2.3 shows the number of images in each category. Table 2.4 indicates the percentage
of annotated categories for queried emotion terms. As shown, the happy emotion had the
highest hit-rate (48%), and the rest of the emotions had hit-rates less than 20%. About 15%
of all query results were in the No-Face category, as many images from the web contain
watermarks, drawings, etc. About 15% of all queried emotions resulted in neutral faces.
Among other expressions, disgust, fear, and contempt had the lowest hit-rate with only
2.7%, 4%, and 2.4% hit-rates, respectively. As one can see, the majority of the returned
images from the search engines were happy or neutral faces. The authors believe that this is
because people tend to publish their images with positive expressions rather than negative
expressions. Figure 2.3 shows a sample image in each category and its intended queries (in
parentheses).
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Table 2.4: Percentage of annotated categories for queried emotion terms (%)
Query Expression












NE* 17.3 16.3 13.9 17.8 17.8 16.1 20.1
HA 48.9 27.2 30.4 28.6 33 29.5 30.1
SA 2.6 15.7 4.8 5.8 4.5 5.4 4.6
SU 2.7 3.1 16 4.4 3.6 3.4 4.1
FE 0.7 1.2 4.2 4 1.5 1.4 1.3
DI 0.6 0.7 0.7 0.9 2.7 1.1 1
AN 2.8 4.5 3.8 5.6 6 12.2 6.1
CO 1.3 0.9 0.4 1.1 1.1 1.2 2.4
NO 5.4 8.7 4.8 8.1 8.8 9.3 11.2
UN 1.3 3.1 4.3 3.1 4.1 3.7 2.7
NF 16.3 18.6 16.7 20.6 16.9 16.8 16.3
* NE, HA, SA, SU, FE, DI, AN, CO, NO, UN , and NF stand for Neutral, Happy,
Sad, Surprise, Fear, Anger, Disgust, Contempt, None, Uncertain, and Non-face
categories, respectively.
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Neutral (Angry) Happy (Happy) Sad (Angry) Surprise (Fear)
Fear (Fear) Disgust (Disgust) Angry (Angry) Contempt (Happy)
Non-face (Surprise) Uncertain (Sad) None (Fear) None (Happy)
Figure 2.3: Samples of queried images from the web and their annotated tags. The queried
expression is written in parentheses.
Dimensional (Valence & Arousal) Annotation: The definition of valence and arousal
dimensions was adapted from Russell (1980) and was given to annotators in our tutorial as:
“Valence refers to how positive or negative an event is, and arousal reflects whether an event
is exciting/agitating or calm/soothing”. A sample circumplex with estimated positions of
several expressions, borrowed from Paltoglou and Thelwall (2013), was provided in the
tutorial as a reference for the annotators. The provided circumplex in the tutorial contained
more than 34 complex emotions categories such as suspicious, insulted, impressed, etc.,
and used to train annotators. The annotators were instructed to consider the intensity of
valence and arousal during the annotation. During the annotation process, the annotators
were supervised closely and constant necessary feedback was provided when they were
uncertain about some images.
To model the dimensional affect of valence and arousal, a 2D Cartesian coordinate sys-
tem was used where the x-axis and y-axis represent the valence and arousal, respectively.
Similar to Russell (1980)’s circumplex space model, our annotation software did not allow
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the value of valence and arousal outside of the circumplex. This allows us to convert the
Cartesian coordinates to polar coordinates with 0 ≤ r ≤ 1 and 0 ≤ θ < 360. The annota-
tion software showed the value of valence and arousal to the annotators when they selected
a point in the circumplex. This helped the annotators to pick more precise locations of
valence and arousal with a higher confidence.
A predefined estimated region of valence and arousal was defined for each categorical
emotion in the annotation software (e.g., for happy emotion the valence is in (0.0, 1.0], and
the arousal is in [-0.2, 0.5] ). If the annotators select a value of valence and arousal outside
of the selected emotion’s region, the software indicates a warning message. The annotators
were able to proceed, and they were instructed to do so, if they were confident about the
value of valence and arousal. The images with the warning messages were marked in the
database, for further review by the authors. This helped to avoid mistakes in the annotation
of the dimensional model of affect.
Figure 2.4 shows the histogram (number of samples in each range/area) of annotated
images in a 2D Cartesian coordinate system. As illustrated, there are more samples in the
center and the right middle (positive valence and small positive arousal) of the circumplex,
which confirms the higher number of Neutral and Happy images in the database compared
to other categories in the categorical model. 2
2.1.6 Annotation Agreement
In order to measure the agreement between the annotators, 36,000 images were anno-
tated by two annotators. The annotations were performed fully blind and independently,
i.e., the annotators were not aware of the intended query or other annotator’s response. The
results showed that the annotators agreed on 60.7% of the images. Table 2.5 shows the
2A numerical representation of annotated images in each range/area of valence and arousal is provided in
the Appendix.
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Figure 2.4: Histogram (number of frames in each range/area) of valence and arousal anno-
tations (Best viewed in color).
agreement between two annotators for different categories. As it is shown, the annotators
highly agreed on the Happy and No Face categories, and the highest disagreement occurred
in the None category. Visually inspecting some of the images in the None category, the au-
thors believe that the images in this category contain very subtle emotions and they can be
easily confused with other categories (the last two example of Fig. 2.3 show images in the
None category).
Table 2.6 shows various evaluation metrics between the two annotators in the contin-
uous dimensional model of affect. These metrics are defined in Sec. 2.1.2. We calculated
these metrics in two scenarios: 1) the annotators agreed on the category of the image; 2) on
all images that are annotated by two annotators. As Table 2.6 shows, when the annotators
agreed on the category of the image, the annotations have a high correlation and sign agree-
ment (SAGR). According to Table 2.5, this occurred on only 60.7% images. However, there
is less correlation and SAGR on overall images, since the annotators had a different per-
ception of emotions expressed in the images. It can also be seen that the annotators agreed
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Table 2.5: Agreement between two annotators in categorical model of affect (%). Please
note that NE, HA, SA, SU, FE, DI, AN, CO, NO, UC, and NF describe Neutral, Happy, Sad,
Surprise, Fear, Disgust, Anger, Contempt, None, Uncertain, and Non-Face, respectively.
NE HA SA SU FE DI AN CO NO UC NF
NE 50.8 7.0 9.1 2.8 1.1 1.0 4.8 5.3 11.1 1.9 5.1
HA 6.3 79.6 0.6 1.7 0.3 0.4 0.5 3.0 4.6 1.0 2.2
SA 11.8 0.9 69.7 1.2 3.4 1.3 4.0 0.3 3.5 1.2 2.6
SU 2.0 3.8 1.6 66.5 14.0 0.8 1.9 0.6 4.2 1.9 2.7
FE 3.1 1.5 3.8 15.3 61.1 2.5 7.2 0.0 1.9 0.4 3.3
DI 1.5 0.8 3.6 1.2 3.5 67.6 13.1 1.7 2.7 2.3 2.1
AN 8.1 1.2 7.5 1.7 2.9 4.4 62.3 1.3 5.5 1.9 3.3
CO 10.2 7.5 2.1 0.5 0.5 4.4 2.1 66.9 3.7 1.5 0.6
NO 22.6 12.0 14.5 8.0 6.0 2.3 16.9 1.3 9.6 4.3 2.6
UC 13.5 12.1 7.8 7.3 4.0 4.5 6.2 2.6 12.3 20.6 8.9
NF 3.7 3.8 1.7 1.1 0.9 0.4 1.7 0.4 1.2 1.4 83.9
Table 2.6: Annotators’ agreement in dimensional model of affect
Same Category All
Valence Arousal Valence Arousal
RMSE 0.190 0.261 0.340 0.362
CORR 0.951 0.766 0.823 0.567
SAGR 0.906 0.709 0.815 0.667
CCC 0.951 0.746 0.821 0.551
on valence more than arousal. The authors believe that this is because the perception of
valence (how positive or negative the emotion is) is easier and less subjective than arousal
(how excited or calm the subject is) especially in still images. Comparing the metrics in
the existing dimensional databases (shown in Table 2.2) with the agreement of human la-
belers on AffectNet, suggest that AffectNet is a very challenging database and even human
annotations have more RMSE than automated methods on existing databases.
2.2 Baseline
In this section, two baselines are proposed to classify images in the categorical model
and predict the value of valence and arousal in the continuous domain of dimensional
model. Since deep Convolutional Neural Networks (CNNs) have been a successful ap-
proach to learn appropriate feature abstractions directly from the image and there are many
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samples in AffectNet necessary to train CNNs, we proposed two simple CNN baselines for
both categorical and dimensional models. We also compared the proposed baselines with
conventional approaches (Support Vector Machines (Cortes and Vapnik, 1995) and Support
Vector Regressions (Smola and Vapnik, 1997)) learned from hand-crafted features (HOG).
In the following sections, we first introduce our training, validation and test sets, and then
show the performance of each proposed baselines.
2.2.1 Test, Validation, and Training Sets
Test set: The subset of the annotated images that are annotated by two annotators is
reserved for the test set. To determine the value of valence and arousal in the test set, since
there are two responses for one image in the continuous domain, one of the annotations is
picked randomly. To select the category of image in the categorical model, if there was a
disagreement, a favor was given to the intended query, i.e., if one of the annotators labeled
the image as the intended query, the image was labeled with the intended query in the test
set. This happened in 29.5% of the images with disagreement between the annotators. On
the rest of the images with disagreement, one of the annotations was assigned to the image
randomly. Since the test set is a random sampling of all images, it is heavily imbalanced.
In other words, there are more than 11,000 images with happy expression while it contains
only 1,000 images with contemptuous expression.
Validation set: Five hundred samples of each category is selected randomly as a val-
idation set. The validation set is used for hyper-parameter tuning, and since it is balanced,
there is no need for any skew normalization.
Training set: The rest of images are considered as training examples. The training
examples, as shown in Table 2.3, are heavily imbalanced.
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2.2.2 Categorical Model Baseline
Facial expression data is usually highly skewed. This form of imbalance is commonly
referred to as intrinsic variation, i.e., it is a direct result of the nature of expressions in the
real world. This happens in both the categorical and dimensional models of affect. For
instance, Caridakis et al. (2008) reported that a bias toward quadrant 1 (positive arousal,
positive valence) exists in the SAL database. The problem of learning from imbalanced data
sets has two challenges. First, training data with an imbalanced distribution often causes
learning algorithms to perform poorly on the minority class He and Garcia (2009). Second,
the imbalance in the test/validation data distribution can affect the performance metrics
dramatically. Jeni et al. (2013) studied the influence of skew on imbalanced validation set.
The study showed that with exception of area under the ROC curve (AUC), all other studied
evaluation metrics, i.e., Accuracy, F1-score, Cohen (1960)’s kappa, Krippendorff (1970)’s
Alpha, and area under Precision-Recall curve (AUC-PR) are affected by skewed distribu-
tions dramatically. While AUC is unaffected by skew, precision-recall curves suggested
that AUC may mask poor performance. To avoid or minimize skew-biased estimates of
performance, the study suggested to report both skew-normalized scores and the original
evaluation.
We used AlexNet (Krizhevsky et al., 2012) architecture as our deep CNN baseline.
AlexNet consists of five convolution layers, followed by max-pooling and normalization
layers, and three fully-connected layers. To train our baseline with an imbalanced training
set, four approaches are studied in this work as Imbalanced learning, Down-Sampling,
Up-Sampling, and Weighted-Loss. The imbalanced learning approach was trained with the
imbalanced training set without any change in the skew of the dataset. To train the down-
sampling approach, we selected a maximum of 15,000 samples from each class. Since
there are less than 15,000 samples for some classes such as Disgust, Contempt, and Fear,
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the resulting training set is semi-balanced. To train the up-sampling approach, we heavily
up-sampled the under-represented classes by replicating their samples so that all classes
had the same number of samples as the class with maximum samples, i.e., Happy class.
The weighted-loss approach weighted the loss function for each of the classes by their
relative proportion in the training dataset. In other words, the loss function heavily pe-
nalizes the networks for misclassifying examples from under-represented classes, while
penalizing networks less for misclassifying examples from well-represented classes. The





where Hl,i denotes row l penalization factor of class i, K is the number of classes, and p̂i is














































































When H = I , the identity, the proposed weighted-loss approach gives the traditional
cross-entropy loss function. We used the implemented Infogain loss in Caffe (Jia et al.,





, if i = j
0, otherwise
(2.10)
where fi is the number of samples of the ith class and fmin is the number of samples in the
most under-represented class, i.e., Disgust class in this situation.
Before training the network, the faces were cropped and resized to 256×256 pixels.
No facial registration was performed at this baseline. To augment the data, five crops of
224×224 and their horizontal flips were extracted from the four corners and the center of
the image at random during the training phase. The networks were trained for 20 epochs
using a batch size of 256. The base learning rate was set to 0.01, and decreased step-wise
by a factor of 0.1 every 10,000 iterations. We used a momentum of 0.9.
Table 2.8 shows the top-1 and top-2 F1-Scores for the imbalanced learning, down-
sampling, up-sampling, and weighted-loss approaches on the test set. Since the test set
is imbalanced, both the skew-normalized and the original scores are reported. The skew
35
normalization is performed by random under-sampling of the classes in the test set. This
process is repeated 200 times, and the skew-normalized score is the average of the score on
multiple trials. As it is shown, the weighted-loss approach performed better than other
approaches in the skew-normalized fashion. The improvement is significant in under-
represented classes, i.e., Contempt, Fear, and Disgust. The imbalanced approach performed
worst in the Contempt and Disgust categories since there were a few training samples of
these classes compared with other classes. The up-sampling approach also did not classify
the Contempt and Disgust categories well, since the training samples of these classes were
heavily up-sampled (almost 20 times), and the network was over-fitted to these samples.
Hence the network lost its generalization and performed poorly on these classes of the test
set.
Table 2.7: Confusion matrix of weighted-loss approach on the test set
Predicted





NE 53.3 2.8 9.8 8.7 1.7 2.5 10.4 10.9
HA 4.5 72.8 1.1 6.0 0.6 1.7 1.0 12.2
SA 13.0 1.3 61.7 3.6 5.8 4.4 9.2 1.2
SU 3.4 1.2 1.7 69.9 18.9 1.7 2.8 0.5
FE 1.5 1.5 4.6 13.5 70.4 4.2 4.3 0.2
DI 2.0 2.2 5.8 3.3 6.2 68.6 10.6 1.3
AN 6.2 1.2 5.0 3.2 5.8 11.1 65.8 1.9
CO 16.2 13.1 3.5 3.1 0.5 4.3 5.7 53.8
* NE, HA, SA, SU, FE, DI, AN, CO, NO, UN , and NF stand for Neutral, Happy, Sad,
Surprise, Fear, Anger, Disgust, Contempt, None, Uncertain, and Non-face categories,
respectively.
The confusion matrix of the weighted-loss approaches is shown in Table 2.7. The
weighted-loss approach classified the samples of Contempt and Disgust categories with
an acceptable accuracy but did not perform well in Happy and Neutral. This is because
the network was not penalized enough for misclassifying examples from these classes. We
believe that a better formulation of the weight matrix H based on the number of samples
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in the mini-batches or other data-driven approaches can improve the recognition of well-
represented classes.
Table 2.9 shows accuracy, F1-score, Cohen’s kappa, Krippendorf’s Alpha, area under
the ROC curve (AUC), and area under the Precision-Recall curve (AUC-PR) on the test
sets. Except for the accuracy, all the metrics are calculated in a binary-class manner where
the positive class contains the samples labeled by the given category, and the negative class
contains the rest. The reported result in Table 2.9 is the average of these metrics over
eight classes. The accuracy is defined in a multi-class manner in which the number of
correct predictions is divided by the total number of samples in the test set. The skew-
normalization is performed by balancing the distribution of classes in the test set using
random under-sampling and averaging over 200 trials. Since the validation set is balanced,
there is no need for skew-normalization.
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Table 2.8: F1-Scores of four different approaches of training AlexNet
Imbalanced Down-Sampling Up-Sampling Weighted-Loss
Top-1 Top-2 Top-1 Top-2 Top-1 Top-2 Top-1 Top-2
Orig* Norm* Orig Norm Orig Norm Orig Norm Orig Norm Orig Norm Orig Norm Orig Norm
Neutral 0.63 0.49 0.82 0.66 0.58 0.49 0.78 0.70 0.61 0.50 0.81 0.64 0.57 0.52 0.81 0.77
Happy 0.88 0.65 0.95 0.80 0.85 0.68 0.92 0.85 0.85 0.71 0.95 0.80 0.82 0.73 0.92 0.88
Sad 0.63 0.60 0.84 0.81 0.64 0.60 0.81 0.78 0.6 0.57 0.81 0.77 0.63 0.61 0.83 0.81
Surprise 0.61 0.64 0.84 0.86 0.53 0.63 0.75 0.83 0.57 0.66 0.80 0.81 0.51 0.63 0.77 0.86
Fear 0.52 0.54 0.78 0.79 0.54 0.57 0.80 0.82 0.56 0.58 0.75 0.76 0.56 0.66 0.79 0.86
Disgust 0.52 0.55 0.76 0.78 0.53 0.64 0.74 0.81 0.53 0.59 0.70 0.72 0.48 0.66 0.69 0.83
Anger 0.65 0.59 0.83 0.80 0.62 0.60 0.79 0.78 0.63 0.59 0.81 0.77 0.60 0.60 0.81 0.81
Contempt 0.08 0.08 0.49 0.49 0.22 0.32 0.60 0.70 0.15 0.18 0.42 0.42 0.27 0.59 0.58 0.79
*Orig and Norm stand for Original and skew-Normalized, respectively.
Table 2.9: Evaluation metrics and comparison of CNN baselines, SVM and MS cognitive on categorical model of affect.
CNN Baselines SVM MS CognitiveImbalanced Down-Sampling Up-Sampling Weighted-Loss
Orig Norm Orig Norm Orig Norm Orig Norm Orig Norm Orig Norm
Accuracy 0.72 0.54 0.68 0.58 0.68 0.57 0.64 0.63 0.60 0.37 0.68 0.48
F1-Score 0.57 0.52 0.56 0.57 0.56 0.55 0.55 0.62 0.37 0.31 0.51 0.45
Kappa 0.53 0.46 0.51 0.51 0.52 0.49 0.5 0.57 0.32 0.25 0.46 0.40
Alpha 0.52 0.45 0.51 0.51 0.51 0.48 0.5 0.57 0.31 0.22 0.46 0.37
AUC 0.85 0.80 0.82 0.85 0.82 0.84 0.86 0.86 - - 0.83 0.77
AUCPR 0.56 0.55 0.54 0.57 0.55 0.56 0.58 0.64 - - 0.52 0.50
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We compared the performance of CNN baseline with a Support Vector Machine (SVM)
(Cortes and Vapnik, 1995). To train SVM, the faces in the images were cropped and resized
to 256×256 pixels. HOG (Dalal and Triggs, 2005) features were extracted with the cell size
of 8. We applied PCA retaining 95% of the variance to reduce the HOG features dimension-
ality from 36,864 to 6,697 features. We used a linear kernel SVM in Liblinear package (Fan
et al., 2008) (which is optimized for large-scale linear classification and regression). Ta-
ble 2.9 shows the evaluation metrics of SVM. Reported AUC and AUCPR values for SVM
are calculated using the LibLinear’s resulting decision values. We calculated the scores of
predictions using a posterior-probability transformation sigmoid function. Comparing the
performance of SVM with the CNN baselines on AffectNet, indicates that CNN models
perform better than conventional SVM and HOG features in all metrics.
We also compared the baseline with an available off-the-shelf expression recognition
system (Microsoft Cognitive Services emotion API (Mic)). The MS cognitive system had
an excellent performance on Neutral and Happy categories with an accuracy of 0.94 and
0.85, respectively. However, it performed poorly on other classes with an accuracy of 0.25,
0.27 and 0.04 in the Fear, Disgust and Contempt categories. Table 2.9 shows the evaluation
metrics on the MS cognitive system. Comparing the performance of the MS cognitive with
the simple baselines on AffectNet indicates that AffectNet is a challenging database and a
great resource to further improve the performance of facial expression recognition systems.
Figure 2.5 shows nine samples of randomly selected misclassified images of the weighted-
loss approach and their corresponding ground-truth. As the figure shows, it is really dif-
ficult to assign some of the emotions to a single category. Some of the faces have partial
similarities in facial features to the misclassified images, such as nose wrinkled in disgust,
or eyebrows raised in surprise. This emphasizes the fact that classifying facial expressions
in the wild is a challenging task and, as mentioned before, even human annotators agreed
on only 60.7% of the images.
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Angry (Disgust) Disgust (Angry) Fear (Sad) Angry (Sad)
Happy (Surprise) Fear (Surprise) Surprise (Fear) Angry (Fear)
Angry (Disgust) Happy (Neutral) Sad (Angry) Happy (Contempt)
Figure 2.5: Samples of miss-classified images. Their corresponding ground-truth is given
in parentheses.
2.2.3 Dimensional Model (Valence and Arousal) Baseline
Predicting dimensional model in the continuous domain is a real-valued regression
problem. We used AlexNet (Krizhevsky et al., 2012) architecture as our deep CNN base-
line to predict the value of valence and arousal. Particularly, two separate AlexNets were
trained where the last fully-connected layer was replaced with a linear regression layer con-
taining only one neuron. The output of the neuron predicted the value of valence/arousal in
continuous domain [-1,1]. A Euclidean (L2) loss was used to measure the distance between






||ŷn − yn||22 (2.11)
The faces were cropped and resized to 256×256 pixels. The base learning rate was
fixed and set to 0.001 during the training process. We used a momentum of 0.9. Train-
ing was continued until a plateau was reached in the Euclidean error of the validation set
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Figure 2.6: Euclidean error of training valence and arousal.
(approximately 16 epochs with a mini-batch size of 256). Figure 2.6 shows the value of
training and validation losses over 16K iterations (about 16 epochs).
We also compared Support Vector Regression (SVR) (Smola and Vapnik, 1997) with
our DNN baseline for predicting valence and arousal in AffectNet. In our experiments,
first, the faces in the images were cropped and resized to 256×256 pixels. Histogram of
Oriented Gradient (HOG) (Dalal and Triggs, 2005) features were extracted with the cell
size of 8. Afterward, we applied PCA retaining 95% of the variance of these features to
reduce the dimensionality. Two separate SVRs were trained to predict the value of valence
and arousal. Liblinear (Fan et al., 2008) package was used to implement SVR baseline.
Table 2.10 shows the performances of the proposed baseline and SVR on the test set.
As shown, the CNN baseline can predict the value of valence and arousal better than SVR.
This is because the high variety of samples in AffectNet allows the CNN to extract more dis-
criminative features than hand-crafted HOG, and therefore it learned a better representation
of dimensional affect.
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Table 2.10: Baselines’ performances of predicting valence and arousal on test set
CNN (AlexNet) SVR
Valence Arousal Valence Arousal
RMSE 0.394 0.402 0.494 0.400
CORR 0.602 0.539 0.429 0.360
SAGR 0.728 0.670 0.619 0.748
CCC 0.541 0.450 0.340 0.199
* RMSE, CORR, SAGR, and CCC stand for Root Mean Square Error,
Correlation, Sign Agreement Metric, and Concordance Correlation
Coefficient respectively.
Figure 2.7: RMSE of predicted valence and arousal using AlexNet and Euclidean (L2) loss
(Best viewed in color).
The RMSE of CNN baseline (AlexNet) between the predicted valence and arousal and
the ground-truth are shown in Fig. 2.7. As illustrated, the CNN baseline has a lower er-
ror rate in the center of circumplex. In particular, predicting low-valence mid-arousal and
low-arousal mid-valence areas were more challenging. These areas correspond to the ex-
pressions of contempt, bored, and sleepy. It should be mentioned that predicting valence
and arousal in the wild is a challenging task, and as discussed in Sec. 2.1.6, the disagree-




The analysis of human facial behavior is a very complex and challenging problem. The
majority of the techniques for automated facial affect analysis are mainly based on machine
learning methodologies, and their performance highly depends on the amount and diversity
of annotated training samples. Recently, databases of facial expression and affect in the
wild received much attention. However, existing databases of facial affect in the wild only
cover one model of affect, have a limited number of subjects, or contain few samples of
certain emotions.
The Internet is a vast source of facial images, most of which are captured in uncon-
trolled conditions. These images are often taken in the wild under natural conditions. In
this chapter, a new publicly available database of a facial Affect from the InterNet (called
AffectNet) was introduced by querying different search engines using emotion related tags
in six different languages. AffectNet contains more than 1M images with faces and ex-
tracted landmark points. Twelve human experts manually annotated 450,000 of these im-
ages in both the categorical and dimensional (valence and arousal) models and tagged the
images that have any occlusion on the face.
The agreement level of human labelers on a subset of AffectNet showed that expression
recognition and predicting valence and arousal in the wild is a challenging task. The two
annotators agreed on 60.7% of the category of facial expressions, and there was a large
disagreement on the value of valence and arousal (RMSE=0.34 and 0.36) between the two
annotators.
Two simple deep neural network baselines were examined to classify the facial ex-
pression images and predict the value of valence and arousal in the continuous domain
of dimensional model. Evaluation metrics showed that simple deep neural network base-
lines trained on AffectNet can perform better than conventional machine learning methods
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and available off-the-shelf expression recognition systems. AffectNet is by far the largest
database of facial expression, valence and arousal in the wild, enabling further progress in
the automatic understanding of facial behavior in both categorical and continuous dimen-
sional space. The interested investigators can study categorical and dimensional models
in the same corpus, and possibly co-train them to improve the performance of their af-
fective computing systems. It is highly anticipated that the availability of this database
for the research community, along with the recent advances in deep neural networks, can
improve the performance of automated affective computing systems in recognizing facial




Networks for Facial Expression
Recognition
Facial expressions are one of the most important nonverbal channels for expressing
internal emotions and intentions. Ekman and Friesen (1971) defined six expressions (viz.
anger, disgust, fear, happiness, sadness, and surprise) as basic emotional expressions which
are universal among human beings. Automated Facial Expression Recognition (FER) has
been a topic of study for decades. Although there have been many breakthroughs in de-
veloping automatic FER systems, majority of the existing methods either show undesirable
performance in practical applications or lack generalization due to the controlled condition
in which they are developed (Shan et al., 2009).
The FER problem becomes even more difficult when we recognize expressions in
videos. Facial expressions have a dynamic pattern that can be divided into three phases:
onset, peak and offset, where the onset describes the beginning of the expression, the peak
(aka apex) describes the maximum intensity of the expression and the offset describes the
moment when the expression vanishes. Most of the times, the entire event of facial ex-
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Figure 3.1: Overall view of the proposed architecture for 3DIR
pression from the onset to the offset is very quick, which makes the process of expression
recognition very challenging (Tian et al., 2000).
Many methods have been proposed for automated facial expression recognition. Most
of the traditional approaches mainly consider still images independently while ignore the
temporal relations of the consecutive frames in a sequence which are essential for recog-
nizing subtle changes in the appearance of facial images especially in transiting frames be-
tween emotions. Recently, with the help of Deep Neural Networks (DNNs), more promis-
ing results are reported in the field (Mollahosseini et al., 2016a,b). While in traditional
approaches engineered features are used to train classifiers, DNNs have the ability to ex-
tract more discriminative features which yield in a better interpretation of the texture of
human face in visual data.
One of the problems in FER is that training neural networks is significantly more diffi-
cult as most of the existing databases have a small number of images or video sequences for
certain emotions (Mollahosseini et al., 2016b). Also, most of these databases contain still
images that are unrelated to each other (instead of having consecutive frames of exhibit-
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ing the expression from onset to offset) which makes the task of sequential image labeling
more difficult.
In this research, we propose a method which extracts temporal relations of consecutive
frames in a video sequence using 3D convolutional networks and Long Short-Term Mem-
ory (LSTM). Furthermore, we extract and incorporate facial landmarks in the proposed
method that emphasize on more expressive facial components which improve the recogni-
tion of subtle changes in the facial expressions in a sequence (Figure 3.1). We evaluate our
proposed method using four well-known facial expression databases (CK+, MMI, FERA,
and DISFA) in order to classify the expressions. Furthermore, we examine the ability of
our method in recognition of facial expressions in cross-database classification tasks.
The remainder of the chapter is organized as follows: Section 3.1 provides an overview
of the related work in this field. Section 3.2 explains the network proposed in this research.
Experimental results and their analysis are presented in Section 3.3 and finally the chapter
is concluded in Section 3.4.
3.1 Related Work
Traditionally, algorithms for automated facial expression recognition consist of three
main modules, viz. registration, feature extraction, and classification. Detailed survey of
different approaches in each of these steps can be found in Sariyanidi et al. (2015). Con-
ventional algorithms for affective computing from faces use engineered features such as
Local Binary Patterns (LBP) (Shan et al., 2009), Histogram of Oriented Gradients (HOG)
(Dalal and Triggs, 2005), Local Phase Quantization (LPQ) (Wang and Ying, 2012), His-
togram of Optical Flow (Dalal et al., 2006), facial landmarks (Cootes et al., 1995, 2001),
and PCA-based methods (Mohammadi et al., 2014). Since the majority of these features
are hand-crafted for their specific application of recognition, they often lack required gen-
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eralizability in cases where there is high variation in lighting, views, resolution, subjects’
ethnicity, etc.
Several studies have been conducted with different classifiers for facial expression
recognition. Shan et al. (2009) and Bartlett et al. (2005) compared several different tech-
niques including AdaBoost, SVM and Linear Discriminant Analysis (LDA). Their find-
ings showed that the best result was achieved by selecting a subset of facial features us-
ing AdaBoost and afterwards sending them to SVM for expression labeling. Sebe et al.
(2007) tested 14 different classifiers including SVM, Decision Tree, bagging, boosting, and
Bayesian Networks and achieved the best results with k-nearest neighbor (kNN) method.
Most of these approaches use static facial images independently and ignore the temporal
relations of the consecutive frames in a sequence.
One of the effective approaches for achieving better recognition rates for sequence la-
beling task is to extract the temporal relations of frames in a sequence. Extracting these
temporal relations has been studied using traditional methods in the past. Examples of these
attempts are Hidden Markov Models (Cohen et al., 2003; Yeasin et al., 2006; Zhu et al.,
2002) (which combine temporal information and apply segmentation on videos), Spatio-
Temporal Hidden Markov Models (ST-HMM) by coupling S-HMM and T-HMM (Sun
et al., 2010), Dynamic Bayesian Networks (DBN) (Sebe et al., 2007; Zhang and Ji, 2005)
associated with a multi-sensory information fusion strategy, Bayesian temporal models (Shan
et al., 2006) to capture the dynamic facial expression transition, and Conditional Random
Fields (CRFs) (Hasani and Mahoor, 2017a; Hasani et al., 2016; Jain et al., 2011; Sminchis-
escu et al., 2006) and their extensions such as Latent-Dynamic Conditional Random Fields
(LD-CRFs) and Hidden Conditional Random Fields (HCRFs) (Wang et al., 2006).
In recent years, “Convolutional Neural Networks” (CNNs) have become the most pop-
ular approach among researchers in the field. AlexNet (Krizhevsky et al., 2012) is based on
the traditional CNN layered architecture which consists of several convolution layers fol-
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lowed by max-pooling layers and Rectified Linear Units (ReLUs). Szegedy et al. (2015) in-
troduced GoogLeNet which is composed of multiple “Inception” layers. Inception applies
several convolutions on the feature map in different scales. Mollahosseini et al. (2016a,b)
have used the Inception layer for the task of facial expression recognition and achieved
state-of-the-art results. Following the success of Inception layers, several variations of them
have been proposed (Ioffe and Szegedy, 2015; Szegedy et al., 2016b). Moreover, Inception
layer is combined with residual unit introduced by He et al. (2016a) and it shows that the
resulting architecture accelerates the training of Inception networks significantly (Szegedy
et al., 2016a).
One of the major restrictions of ordinary Convolutional Neural Networks is that they
only extract spatial relations of the input data while ignore the temporal relations of them
if they are part of a sequenced data. To overcome this problem, 3D Convolutional Neural
Networks (3D-CNNs) have been proposed. 3D-CNNs slide over the temporal dimension of
the input data as well as the spatial dimension enabling the network to extract feature maps
containing temporal information which is essential for sequence labeling tasks. Song and
Xiao (2016) have used 3D-CNNs for 3D object detection task. Molchanov et al. (2016)
have proposed a recurrent 3D-CNN for dynamic hand gesture recognition and Fan et al.
(2016) won the EmotiW 2016 challenge by cascading 3D-CNNs with LSTMs.
Traditional Recurrent Neural Networks (RNNs) can learn temporal dynamics by map-
ping input sequences to a sequence of hidden states, and also mapping the hidden states
to outputs (Donahue et al., 2015). Although RNNs have shown promising performance
on various tasks, it is not easy for them to learn long-term sequences. This is mainly due
to the vanishing/exploding gradients problem (Hochreiter and Schmidhuber, 1997) which
can be solved by having a memory for remembering and forgetting the previous states.
LSTMs (Hochreiter and Schmidhuber, 1997) provide such memory and can memorize the
context information for long periods of time. LSTM modules have three gates: 1) the input
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gate (i) 2) the forget gate (f) and 3) the output gate (o) which overwrite, keep, or retrieve
the memory cell c respectively at the timestep t. Letting σ(x) = (1 + exp(−x))−1 be the
sigmoid function and φ(x) = exp(x)−exp(−x)
exp(x)+exp(−x) = 2σ(2x) − 1 be the hyperbolic tangent
function. Letting x, h, c, W , and b be the input, output, cell state, parameter matrix, and
parameter vector respectively. The LSTM updates for the timestep t given inputs xt, ht−1,
and ct−1 are as follows:
ft = σ(Wf · [ht−1, xt] + bf )
it = σ(Wi · [ht−1, xt] + bi)
ot = σ(Wo · [ht−1, xt] + bo)
gt = φ(WC · [ht−1, xt] + bC)
Ct = ft ∗ Ct−1 + it ∗ gt
ht = ot ∗ φ(Ct)
(3.1)
Several works have used LSTMs for the task of sequence labeling. Byeon et al. (2015)
proposed an LSTM-based network applying LSTMs in four direction sliding windows
and achieved impressive results. Fan et al. (2016) cascaded 2D-CNN with LSTMs and
combined the feature map with 3D-CNNs for facial expression recognition. Donahue
et al. (2015) proposed Long-term Recurrent Convolutional Network (LRCN) by combining
CNNs and LSTMs which is both spatially and temporally deep and has the flexibility to be
applied to different vision tasks involving sequential inputs and outputs.
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3.2 Proposed Method
While Inception and ResNet have shown remarkable results in FER (Hasani and Ma-
hoor, 2017a; Szegedy et al., 2015), these methods do not extract the temporal relations of
the input data. Therefore, we propose a 3D Inception-ResNet architecture to address this
issue. Our proposed method, extracts both spatial and temporal features of the sequences
in an end-to-end neural network. Another component of our method is incorporating facial
landmarks in an automated manner during training in the proposed neural network. These
facial landmarks help the network to pay more attention to the important facial components
in the feature maps which results in a more accurate recognition. The final part of our pro-
posed method is an LSTM unit which takes the enhanced feature map resulted from the 3D
Inception-ResNet (3DIR) layer as an input and extracts the temporal information from it.
The LSTM unit is followed by a fully-connected layer associated with a softmax activation
function. In the following, we explain each of the aforementioned units in detail.
3.2.1 3D Inception-ResNet (3DIR)
We propose 3D version of Inception-ResNet network which is slightly shallower than
the original Inception-ResNet network proposed in Szegedy et al. (2016a). This network
is the result of investigating several variations of Inception-ResNet module and achieves
better recognition rates comparing to our other attempts in several databases.
Figure 3.2 shows the structure of our 3D Inception-ResNet network. The input videos
with the size 10 × 299 × 299 × 3 (10 frames, 299 × 299 frame size and 3 color channels)
are followed by the “stem” layer. Afterwards, stem is followed by 3DIR-A, Reduction-
A (which reduces the grid size from 38 × 38 to 18 × 18), 3DIR-B, Reduction-B (which
reduces the grid size from 18 × 18 to 8 × 8), 3DIR-C, Average Pooling, Dropout, and
a fully-connected layer respectively. In Figure 3.2, detailed specification of each layer is
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provided. Various filter sizes, paddings, strides, and activations have been investigated and
the one that had the best performance is presented in this dissertation.
We should mention that all convolution layers (except the ones that are indicated as
“Linear” in Figure 3.2) are followed by an ReLU (Krizhevsky et al., 2012) activation func-
tion to avoid the vanishing gradient problem.
3.2.2 Facial Landmarks
As mentioned before, the main reason we use facial landmarks in our network is to
differentiate between the importance of main facial components (such as eyebrows, lip cor-
ners, eyes, etc.) and other parts of the face which are less expressive of facial expressions.
As oppose to general object recognition task, in FER, we have the advantage of extracting
facial landmarks and using this information to improve the recognition rate. In a similar ap-
proach, Jaiswal and Valstar (2016) proposed incorporation of binary masks around different
parts of the face in order to encode the shape of different face components. However, in
this work authors perform AU recognition by using CNN as a feature extractor for training
Bi-directional Long Short-Term Memory while in our approach, we preserve the temporal
order of the frames throughout the network and train CNN and LSTMs simultaneously in
an end-to-end network. We incorporate the facial landmarks by replacing the shortcut in
residual unit on original ResNet with element-wise multiplication of facial landmarks and
the input tensor of the residual unit (Figures 3.1 and 3.2).
In order to extract the facial landmarks, OpenCV face recognition is used to obtain
bounding boxes of the faces. A face alignment algorithm via regression local binary fea-
tures (Ren et al., 2014; Yu, 2016) was used to extract 66 facial landmark points. The facial
landmark localization technique was trained using the annotations provided from the 300W
competition (Sagonas et al., 2013, 2016).
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Figure 3.2: Network architecture. The “V” and “S” marked layers represent “Valid” and
“Same” paddings respectively. The size of the output tensor is provided next to each layer.
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After detecting and saving the facial landmarks for all of the databases, the facial land-
mark filters are generated for each sequence automatically during training phase. Given the
facial landmarks for each frame of a sequence, we initially resize all of the images in the
sequence to their corresponding filter size in the network. Afterwards, we assign weights to
all of the pixels in a frame of a sequence based on their distances to the detected landmarks.
The closer a pixel is to a facial landmark, the greater weight is assigned to that pixel. After
investigating several distance measures, we concluded thatManhattan distance with a lin-
ear weight function results in a better recognition rate in various databases. The Manhattan
distance between two items is the sum of the differences of their corresponding components
(in this case two components).
The weight function that we defined to assign the weight values to their corresponding
feature is a simple linear function of the Manhattan distance defined as follows:
ω(L, P ) = 1− 0.1 · dM(L,P ) (3.2)
where dM(L,P ) is the Manhattan distance between the facial landmarkL and pixel P . There-
fore, places in which facial landmarks are located will have the highest value and their sur-
rounding pixels will have lower weights proportional to their distance from the correspond-
ing facial landmark. In order to avoid overlapping between two adjacent facial landmarks,
we define a 7 × 7 window around each facial landmark and apply the weight function for
these 49 pixels for each landmark separately. Figure 3.3 shows an example of facial image
from MMI database and its corresponding facial landmark filter in the network. We do
not incorporate the facial landmarks with the third 3D Inception-ResNet module since the
resulting feature map size at this stage becomes very small for calculating facial landmark
filter.
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(a) Landmarks (b) Generated filter
Figure 3.3: Sample image from MMI database (left) and its corresponding filter in the
network (right). Best in color.
Incorporating facial landmarks in our network replaces the shortcut in original ResNets
(He et al., 2016b) with the element-wise multiplication of the weight function ω and input
layer xl as follows:
yl = ω(L, P ) ◦ xl + F (xl,Wl)
xl+1 = f(yl)
(3.3)
where xl and xl+1 are input and output of the l-th layer, ◦ is Hadamard product symbol,
F is a residual function (in our case Inception layer convolutions), and f is an activation
function.
3.2.3 Long Short-Term Memory Unit
As explained earlier, to capture the temporal relations of the resulted feature map from
3DIR and take these relations into account by the time of classifying the sequences in the
softmax layer, we used an LSTM unit as it is shown in Figure 3.2. Using the LSTM unit
makes perfect sense since the resulted feature map from the 3DIR unit contains the time
notion of the sequences within the feature map. Therefore, vectorizing the resulting feature
map of 3DIR on its sequence dimension, will provide the required sequenced input for the
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LSTM unit. While other still image LSTM-based methods, a vectorized non-sequenced
feature map (which obviously does not contain any time notion) is fed to the LSTM unit,
our method saves the time order of the input sequences and passes this feature map to
the LSTM unit. We investigated that 200 hidden units for the LSTM unit is a reasonable
amount for the task of FER (Figure 3.2).
The proposed network was implemented using a combination of TensorFlow (Abadi
et al., 2016) and TFlearn (Damien et al., 2016) toolboxes on NVIDIA Tesla K40 GPUs.
In the training phase we used asynchronous stochastic gradient descent with momentum of
0.9, weight decay of 0.0001, and learning rate of 0.01. We used categorical cross entropy
as our loss function and accuracy as our evaluation metric.
3.3 Experiments & Results
In this section, we briefly review the databases we used for evaluating our method. We
then report the results of our experiments using these databases and compare the results
with the state of the arts.
3.3.1 Face Databases
Since our method is designed mainly for classifying sequences of inputs, databases
that contain only independent unrelated still images of facial expressions such as Multi-
Pie (Gross et al., 2010) , SFEW (Dhall et al., 2011) , FER2013 (Goodfellow et al., 2013)
cannot be examined by our method. We evaluate our proposed method on MMI (Pantic
et al., 2005), extended CK+ (Lucey et al., 2010), GEMEP-FERA (Bänziger and Scherer,
2010), and DISFA (Mavadati et al., 2013) which contain videos of annotated facial expres-
sions. In the following, we briefly review the contents of these databases.
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MMI: The MMI (Pantic et al., 2005) database contains more than 20 subjects, ranging
in age from 19 to 62, with different ethnicities (European, Asian, or South American). In
MMI, the subjects’ facial expressions start from the neutral state to the apex of one of the six
basic facial expressions and then returns to the neutral state again. Subjects were instructed
to display 79 series of facial expressions, six of which are prototypic emotions (angry,
disgust, fear, happy, sad, and surprise). We extracted static frames from each sequence,
which resulted in 11,500 images. Afterwards, we divided videos into sequences of ten
frames to shape the input tensor for our network.
CK+: The extended Cohn-Kanade database (CK+) (Lucey et al., 2010) contains 593
videos from 123 subjects. However, only 327 sequences from 118 subjects contain facial
expression labels. Sequences in this database start from the neutral state and end at the
apex of one of the six basic expressions (angry, contempt, disgust, fear, happy, sad, and
surprise). CK+ primarily contains frontal face poses only. In order to make the database
compatible with our network, we consider the last ten frames of each sequence as an input
sequence in our network.
FERA: The GEMEP-FERA database (Bänziger and Scherer, 2010) is a subset of the
GEMEP corpus used as database for the FERA 2011 challenge (Valstar et al., 2011) devel-
oped by the Geneva Emotion Research Group at the University of Geneva. This database
contains 87 image sequences of 7 subjects. Each subject shows facial expressions of the
emotion categories: Anger, Fear, Joy, Relief, and Sadness. Head pose is primarily frontal
with relatively fast movements. Each video is annotated with AUs and holistic expressions.
By extracting static frames from the sequences, we obtained around 7,000 images. We
divided the these emotion videos into sequences of ten frames to shape the input tensor for
our network.
DISFA: Denver Intensity of Spontaneous Facial Actions (DISFA) database (Mavadati
et al., 2013) is one of a few naturalistic databases that have been FACS coded by AU
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intensity values. This database consists of 27 subjects. The subjects are asked to watch
YouTube videos while their spontaneous facial expressions are recorded. Twelve AUs are
coded for each frame and AU intensities are on a six-point scale between 0-5, where 0
denotes the absence of the AU, and 5 represents maximum intensity. As DISFA is not
emotion-specified coded, we used EMFACS system (Friesen and Ekman, 1983) to convert
AU FACS codes to seven expressions (angry, disgust, fear, happy, neutral, sad, and surprise)
which resulted in around 89,000 images in which the majority have neutral expressions.
Same as other databases, we divided the videos of emotions into sequences of ten frames
to shape the input tensor for our network.
3.3.2 Results
As mentioned earlier, after detecting faces we extract 66 facial landmark points by a
face alignment algorithm via regression local binary features. Afterwards, we resize the
faces to 299 × 299 pixels. One of the reasons why we choose large image size as input
is the fact that larger images and sequences will enable us to have deeper networks and
extract more abstract features from sequences. All of the networks have the same settings
(shown in Figure 3.2 in detail) and are trained from scratch for each database separately.
We evaluate the accuracy of our proposed method with two different sets of experi-
ments: “subject-independent” and “cross-database” evaluations.
Subject-independent Task: In the subject-independent task, each database is split into
training and validation sets in a strict subject independent manner. In all databases, we
report the results using the 5-fold cross-validation technique and then averaging the recog-
nition rates over five folds. For each database and each fold, we trained our proposed
network entirely from scratch with the aforementioned settings. Table 3.1 shows the recog-
nition rates achieved on each database in the subject-independent case and compares the
results with the state-of-the-art methods. In order to compare the impact of incorporating
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84.1 (Mayer et al., 2014)
84.4 (Lee et al., 2014)
88.5 (Taheri et al., 2014)
92.0 (Liu et al., 2013)
93.2 (Mollahosseini et al., 2016a)
92.4 (Liu et al., 2014a)
93.6 (Zhang et al., 2015)
85.77 89.50 93.21±2.32
MMI
63.4 (Liu et al., 2014a)
75.12 (Liu et al., 2014b)
74.7 (Liu et al., 2013)
79.8 (Taheri et al., 2014)
86.7 (Shan et al., 2009)
78.51 (Mohammadi et al., 2014)
55.83 67.50 77.50±1.76
FERA
56.1 (Liu et al., 2014a)
55.6 (Valstar et al., 2011)
76.7 (Mollahosseini et al., 2016a)
49.64 67.74 77.42±3.67
DISFA 55.0 (Mollahosseini et al., 2016a) - 51.35 58.00±5.77
facial landmarks, we also provide the results of our network while the landmark multipli-
cation unit is removed and replaced with a simple shortcut between the input and output of
the residual unit. In this case, we randomly select 20 percent of the subjects as the test set
and report the results on those subjects. Table 3.1 also provides the recognition rates of the
traditional 2D Inception-ResNet from Hasani and Mahoor (2017a) which does not contain
facial landmarks and the LSTM unit (DISFA is not experimented in this study).
Comparing the recognition rates of the 3D and 2D Inception-ResNets in Table 3.1,
shows that the sequential processing of facial expressions considerably enhances the recog-
nition rate. This improvement is more apparent in MMI and FERA databases. Incorporat-
ing landmarks in the network is proposed to emphasize on more important facial changes
over time. Since changes in the lips or eyes are much more expressive than the changes in
other components such as the cheeks, we utilize facial landmarks to enhance these temporal
changes in the network flow.
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The “3D Inception-ResNet with landmarks” column in Table 3.1 shows the impact of
this enhancement in different databases. It can be seen that compared with other networks,
there is a considerable improvement in recognition rates especially in FERA and MMI
databases. The results on DISFA, however, show higher fluctuations over different folds
which can be in part due to the abundance of inactive frames in this database which causes
confusion in recognizing different expressions. Therefore, the folds that contain more neu-
tral faces, would show lower recognition rates.
Comparing to other state-of-the-art works, our method outperforms others in FERA
and DISFA databases while achieves comparable results in CK+ and MMI databases (Ta-
ble 3.1). Most of these works use traditional approaches including hand-crafted features
tuned for that specific database, while our network’s settings are the same for all databases.
Also, due to the limited number of samples in these databases, it is difficult to properly
train a deep neural network and avoid the overfitting problem. For these reasons and in
order to have a better understanding about our proposed method, we also experimented the
cross-database task.
Figure 3.4 shows the resulting confusion matrices of our 3D Inception-ResNet with in-
corporating landmarks on different databases over the 5 folds. On CK+ (Figure 3.4a), it
can be seen that very high recognition rates have been achieved. The recognition rates of
happiness, sadness, and surprise are higher than those of other expressions. The highest
confusion occurred between the happiness and contempt expressions which can be caused
from the low number of contempt sequences in this database (only 18 sequences). On MMI
(Figure 3.4b), a perfect recognition is achieved for the happy expression. It can be seen that
there is a high confusion between the sad and fear expressions as well as the angry and sad
expressions. Considering the fact that MMI is a highly imbalanced dataset, these confu-
sions are reasonable. On FERA (Figure 3.4c), the highest and the lowest recognition rates
belong to joy and relief respectively. The relief category in this database has some simi-
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(a) CK+ (b) MMI
(c) FERA (d) DISFA
Figure 3.4: Confusion matrices of 3D Inception-ResNet with landmarks for subject-
independent task
larities with other categories especially with joy. These similarities make the classification
so difficult even for humans. Despite these challenges, our method has performed well on
all of the categories and outperforms state of the arts. On DISFA (Figure 3.4d), we can
see the highest confusion rate compared with other databases. As mentioned earlier, this
database contains long inactive frames, which means that the number of neutral sequences
is considerably higher than other categories. This imbalanced training data has made the
network to be biased toward the neutral category and therefore we can observe a high con-
fusion rate between the neutral expression and other categories in this database. Despite the
low number of angry and sad sequences in this database, our method has been able achieve
satisfying recognition rates in these categories.
Cross-database Task: In the cross-database task, for testing each database, that database
is entirely used for testing the network and the rest of the databases are used to train the
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network. The same network architecture as subject-independent task (Figure 3.2) was
used for this task. Table 3.2 shows the recognition rate achieved on each database in the
cross-database case and it also compares the results with other state-of-the-art methods. It
can be seen that our method outperforms the state-of-the-art results in CK+, FERA, and
DISFA databases. On MMI, our method does not show improvements comparing to others
(e.g. Zhang et al. (2015)). However, authors in Zhang et al. (2015) trained their classifier
only with CK+ database while our method uses instances from two additional databases
(DISFA and FERA) with completely different settings and subjects which add significant
amount of ambiguity in the training phase.
In order to have a fair comparison with other methods, we provide the different settings
used by the works mentioned in Table 3.2. The results provided in Mayer et al. (2014)
are achieved by training the models on one of the CK+, MMI, and FEEDTUM databases
and tested on the rest. The reported result in Shan et al. (2009) is the best achieved results
using different SVM kernels trained on CK+ and tested on MMI database. In Miao et al.
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(a) CK+ (b) MMI
(c) FERA (d) DISFA
Figure 3.5: Confusion matrices of 3D Inception-ResNet with landmarks for cross-database
task
(2012) several experiments were performed using four classifiers (SVM, Nearest Mean
Classifier, Weighted Template Matching, and K-nearest neighbors). The reported results
in this work for CK+ is trained on MMI and Jaffe databases while the reported results for
MMI is trained on the CK+ database only. As mentioned earlier, in Zhang et al. (2015) a
Multiple Kernel Learning algorithm is used and the cross-database experiments are trained
on CK+, evaluated on MMI and vice versa. In Mollahosseini et al. (2016a) a DNN network
is proposed using traditional Inception layer. The networks for the cross-database case in
this work are tested on either CK+, MultiPIE, MMI, DISFA, FERA, SFEW, or FER2013
while trained on the rest. Some of the expressions of these databases are excluded in
this study (such as neutral, relief, and contempt). There are other works that perform
their experiments on action unit recognition task (Benitez-Quiroz et al., 2016; Chu et al.,
2016; Jaiswal and Valstar, 2016) but since fair comparison of action unit recognition and
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facial expression recognition is not easily obtainable, we did not mention these works in
Tables 3.1 and 3.2.
Figure 3.5 shows the resulting confusion matrices of our experiments on 3D Inception-
ResNet with landmarks in cross-database task. For CK+ (Figure 3.5a), we exclude the
contempt sequences in the test phase since other databases that are used for training the
network, do not contain contempt category. Except for the fear expression (which has very
few number of samples in other databases), the network has been able to correctly recog-
nize other expressions. For MMI (Figure 3.5b), highest recognition rate belongs to surprise
while the lowest one belongs to fear. Also, we can see high confusion rate in recognizing
sadness. On FERA (Figure 3.5c), we exclude relief category as other databases do not con-
tain this emotion. Considering the fact that only half of the train categories exist in the test
set, the network shows acceptable performance in correctly recognizing emotions. How-
ever, surprise category has made significant confusion in all of the categories. On DISFA
(Figure 3.5d), we exclude the neutral category as other databases do not contain this cat-
egory. Highest recognition rates belong to happy and surprise emotions while lowest one
belongs to fear. Comparing to other databases, we can see a significant increase in confu-
sion rate in all of the categories. This can be in part due to the fact that emotions in DISFA
are “spontaneous” while emotions in the training databases are “posed”. Based on the
aforementioned results, our method provides a comprehensive solution that can generalize
well to practical applications.
3.4 Conclusion
In this chapter, a 3D Deep Neural Network was presented for the task of facial expres-
sion recognition in videos. 3D Inception-ResNet (3DIR) network was proposed which ex-
tends the well-known 2D Inception-ResNet module for processing image sequences. This
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additional dimension will result in a volume of feature maps and will extract the spatial
relations between frames in a sequence. This module is followed by an LSTM which takes
these temporal relations into account and uses this information to classify the sequences.
In order to differentiate between facial components and other parts of the face, we incorpo-
rated facial landmarks in this proposed method. These landmarks are multiplied with the
input tensor in the residual module which is replaced with the shortcuts in the traditional
residual layer.
The proposed method was evaluated in subject-independent and cross-database tasks.
Four well-known databases were used to evaluate the method: CK+, MMI, FERA, and
DISFA. The conducted experiments showed that the proposed method outperforms many




Complex Mapping in Residual Networks
for Facial Affect Estimation
Facial expressions are one of the most important nonverbal channels for expressing in-
ternal emotions during face-to-face communication. Six expressions of anger, disgust, fear,
happiness, sadness, and surprise are defined as the basic emotional expressions by Ekman
and Friesen (1971). Automated Facial Expression Recognition (FER) has been a topic of
study for decades. Although there have been many achievements in developing automated
FER systems, the majority of existing methods lack the required generalization due to a
use of controlled data in developing methods (Shan et al., 2009). This is predominant
because there are significant variations in facial images owing to variable scene lighting,
background variation, camera view, and subjects’ head pose, gender, and ethnicity (Molla-
hosseini et al., 2016b). A comprehensive way of studying facial expressions is to approach
the task through the concept of affective computing. Affect is a psychological term for
describing the external exhibition of internal emotions and feelings. Affective computing
attempts to develop systems that can interpret and estimate human affects through different
channels (e.g.visual, auditory, biological signals, etc.) (Tao and Tan, 2005).
The dimensional modeling of affect can distinguish between subtle differences in ex-




Figure 4.1: Comparison of a) ResNet-110 and b) BReG-Net-39. RestNet-110 has more
layers, while is slower and less accurate. BReG-Net-39 is shallower, faster, and more
accurate.
uous scale, such as valence and arousal where valence shows how positive or negative
an emotion is, and arousal indicates how much an event is intriguing/agitating or calm-
ing/soothing (Russell, 1980). This research focuses on developing automated algorithms
for computation of the categorical and dimensional models of affect.
In the field of machine learning, one of the main tasks is to optimize a function or
distribution estimation with respect to a defined measure. Based on the connectionist prin-
ciple (Rumelhart et al., 1986), deep neural networks allow us to build very complex classes
of functions. A wide variety of network topologies and activation functions have been pro-
posed in the recent years and they seem to play a crucial role in design and improving the
underline class of reproducible functions available to DNNs. To pave the way of training
very deep DNNs, current methods focus on improving neuron saturation or the efficiency
of the gradient flow across various network’s layers. Such approaches are evident in the
ReLU class of non-linear functions, and the use of identity mappings in Deep Residual
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(a) ResNet (b) BReG-Net (c) BReG-Net down sampling
Figure 4.2: Block diagram of a) ResNet b) BReG-Net and c) BReG-Net with Down-
Sampling building blocks
Networks (He et al., 2016b). While having deeper architectures has shown to improve
the result of recognition, one possibility is to design more complex neurons to extract more
useful information at each layer of the network which results in shallower networks and less
parameters but more comprehensive information and a higher recognition rate. This work
proposes and evaluates BReG-Net and BReG-NeXt (Figure 4.1), in which the aforemen-
tioned identity mapping is replaced with a differentiable function with a bounded gradient
that results in a shallower network with a considerably better recognition rate. We eval-
uate our proposed method using three in the wild facial expression databases (AffectNet,
Affect-in-the-wild, and FER2013) in computation of both the categorical and dimensional
models of affect.
4.1 Related Work
4.1.1 Facial Expression Recognition
Traditional approaches for automated affective computing use various engineered fea-
tures such as Local Binary Patterns (LBP) (Shan et al., 2009), Histogram of Oriented Gra-
dients (HOG) (Dalal and Triggs, 2005), Histogram of Optical Flow (HOF) (Dalal et al.,
2006), and facial landmark points (Cootes et al., 1995, 2001). These engineered features
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often times lack the required generalizability power that makes the method robust to high
variation in important factors such as lighting, views, resolution, subjects’ ethnicity, etc.
Moreover, many of these approaches only focus on categorical model of affect while the
dimensional model of affect is not investigated in most of the traditional methods.
Human emotion can be recognized using audio and visual information that express
different non-verbal cues such as language, gesture, and facial expression. These modalities
are either used individually or in combination. Although categorizing expressions based on
visual data can achieve promising results, incorporating other models can provide extra
information and further enhance the recognition rate. For instance, in the EmotiW and
Audio Video Emotion Challenges (AVEC) (Ringeval et al., 2017; Valstar et al., 2016), the
audio model was considered to be the second most important element. Various fusion
techniques for multi-modal affect recognition were proposed in these challenges. Li et al.
(2017a) proposed a deep fusion CNN (DF-CNN) to explore multi-modal 2D+3D FER.
Specifically, six types of 2D facial attribute maps (i.e., geometry, texture, curvature, normal
components x, y, and z) were first extracted from the textured 3D face scans and then
were jointly fed into the feature extraction and feature fusion subnets to learn the optimal
combination weights of 2D and 3D facial representations. Also, Vielzeuf et al. (2017)
proposed a multi-modal approach for video emotion classification by combining VGG and
C3D models as image descriptors.
Deep learning has become a hot research topic and has achieved state-of-the-art perfor-
mance for a variety of applications (Deng et al., 2014) as well as facial affect estimation.
In this section, we briefly mention some of the deep learning-based methods used for FER.
In Sun et al. (2015, 2016), region-based CNN (R-CNN) (Girshick et al., 2014) was
used to learn features for FER. In Li et al. (2017b), Faster R-CNN (Ren et al., 2015) was
used to identify facial expressions by generating high-quality region proposals. More-
over, Ji et al. (2012) proposed 3D CNN to capture motion information encoded in multiple
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adjacent frames for action recognition via 3D convolutions. Tran et al. (2015) proposed
the well-designed C3D, which exploits 3D convolutions on large-scale supervised training
datasets to learn spatio-temporal features. Many related studies (e.g., (Fan et al., 2016;
Nguyen et al., 2017)) have employed this network for FER involving image sequences.
Many other CNN-based methods are proposed in the literature (Ding et al., 2017; Levi and
Hassner, 2015; Mollahosseini et al., 2016b; Zhao et al., 2016). A novel CNN architecture,
HoloNet (Yao et al., 2016), was designed for FER, where CReLU (Shang et al., 2016)
was combined with ResNets to increase the network depth without efficiency reduction
and an inception-residual block (Szegedy et al., 2016a,b) was uniquely designed for FER
to learn multi-scale features to capture variations in expressions. Another CNN model,
Supervised Scoring Ensemble (SSE) (Hu et al., 2017), was introduced to enhance the su-
pervision degree for FER, where three types of supervised blocks were embedded in the
early hidden layers of the mainstream CNN for shallow, intermediate and deep supervision,
respectively. A feature selection network (Zhao et al., 2018) was designed by embedding
a feature selection mechanism inside the AlexNet, which automatically filters irrelevant
features and emphasizes correlated features according to learned feature maps of facial ex-
pression. Zeng et al. (2018) pointed out that the inconsistent annotations among different
FER databases are inevitable which would damage the performance when the training set
is enlarged by merging multiple datasets. To address this problem, the authors proposed
an Inconsistent Pseudo Annotations to Latent Truth (IPA2LT) framework. In IPA2LT, an
end-to-end trainable LTNet is designed to discover the latent truths from the human an-
notations and the machine annotations trained from different datasets by maximizing the
log-likelihood of these inconsistent annotations. Mollahosseini et al. (2016a,b) have used
the Inception layer for the task of facial expression recognition and achieved significant
results. Moreover, Inception layer is combined with a residual unit introduced by He et al.
(2016a). They showed that the resulting architecture accelerates the training of Inception
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networks significantly (Szegedy et al., 2016a). ResNet-based methods have been exten-
sively investigated in the literature (Hasani and Mahoor, 2017b,c; Hasani et al., 2019; Hu
et al., 2017) and have shown significant results in FER. Hasani et al. proposed a modifica-
tion of ResNets for the task of facial expression recognition (Hasani and Mahoor, 2017b)
and valence/arousal prediction of emotions (Hasani and Mahoor, 2017c). Many of these
methods use very deep architectures that required training millions of parameters as well
as a considerable amount of memory and computation power to train them. Therefore, the
main question here is whether having a more complex building block of neural networks
results in a shallower and more efficient network or not? In this work, we address this
question and investigate the impact of this concept.
4.1.2 Dimensional Model of Affect
Traditional methods for visual prediction of dimensional model of affect have been a
topic of study for years. Gunes and Pantic (2010) focus on the dimensional prediction of
emotions from spontaneous conversational head gestures by mapping the amount and di-
rection of head motion and occurrences of head nods and shakes into arousal, expectation,
intensity, power and valence level of the observed subject using SVRs. Kipp and Martin
(2009) investigated (without performing automatic prediction) how basic gestural form fea-
tures (e.g., preference for using the left/right hand, hand shape, palm orientation, etc.) are
related to the single Pleasure-Arousal-Dominance (PAD) (Mehrabian, 1996) dimensions
of emotion. Nicolaou et al. (2012) focus on the dimensional and continuous prediction
of emotions from naturalistic facial expressions within an Output-Associative Relevance
Vector Machine (RVM) regression framework by learning non-linear input and output de-
pendencies inherent in the affective data. In Nicolaou et al. (2010b) a novel technique
to automatically segment emotional clips from long audiovisual interactions is proposed.
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Also in Arifin and Cheung (2008) extracting emotional segments from video based on the
PAD model (assuming independency between the dimensions) is introduced.
As mentioned before, fewer studies have been conducted on the dimensional model of
affect using DNNs as there are not many datasets with a large number of images available
in this area. Nicolaou et al. (2011) trained bidirectional Long Short Term Memory (LSTM)
architecture on multiple engineered features extracted from audio, facial geometry, and
shoulders. They achieved Root Mean Square Error (RMSE) of 0.15 and Correlation Coef-
ficient (CC) of 0.79 for valence as well as RMSE of 0.21 and CC of 0.64 for arousal.
He et al. (2015) won the AVEC 2015 challenge by training multiple stacks of bidirec-
tional LSTMs (DBLSTM-RNN) on engineered features extracted from audio (LLDs fea-
tures), video (LPQ-TOP features), 52 ECG features, and 22 EDA features. They achieved
RMSE of 0.104 and CC of 0.616 for valence as well as RMSE of 0.121 and CC of 0.753
for arousal. Koelstra et al. (2012) trained Gaussian naive Bayes classifiers on EEG, physio-
logical signals, and multimedia features by binary classification of low/high categories for
arousal, valence, and liking on their proposed database DEAP. They achieved F1-score of
0.39, 0.37, and 0.40 on arousal, valence, and liking categories respectively. Authors in He-
witt and Gunes (2018) propose three CNN-based facial affect prediction method for mo-
bile devices. In Wang et al. (2018) a two-level attentionwith two-stage multi-task learning
framework is proposed for facial emotion estimation on static images using Bi-directional
Recurrent Neural Networks (Bi-RNNs). In Langholz (2019) a CNN-based method is pro-
posed for predicting valence and arousal in images by focusing on the ocular region. Same
as methods in the categorical model of affect, these methods are very deep networks with
very high numbers of parameters to train.
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4.1.3 More Complex Nodes in Residual Networks
Having more complex units in residual networks has not been deeply investigated in
the literature. This might be partially due to the fact that He et al. (2016b) argues that by
having the mapping H(xl) = λlxl instead of the shortcut bypass, then for large values for
λl, the gradient in backpropagation will be exponentially large and for small values of λl,
it would be exponentially small and therefore the gradient vanishes. We will address this
concern in the next section.
Our initial experiments for having a complex mapping in residual units in Hasani et al.
(2019) (BReG-Net) showed that by having H(xl) = tan−1(xl), that has a bounded and
continues gradient on xl ∈ R, not only do we prevent from facing vanishing/exploding
gradient problem, but we will have much less number of parameters to learn and also the
networks converges considerably faster than original identity mapping. Based on this work,
we investigated more general forms of functions in the residual units as well as making the
mapping adaptive to the input data by introducing trainable parameters for each residual
unit as explained in Section 4.3.
4.2 BReG-Net
In this research, we propose a residual-based network in which the shortcut connection
between the input and the output of the module is replaced with a differentiable function
with bounded gradient. In the following, we explain each of the aforementioned concepts
in detail.
The shortcut path in the ResNet module, which connects the input and output of the
residual unit proposed, results in accelerating the convergence of the loss and simulta-
neously prevents the problem of vanishing/exploding gradient. The residual unit can be
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expressed as:
yl = H(xl) + F (xl,Wl)
xl+1 = f(yl)
(4.1)
where xl and xl+1 are the input and the output of the l-th unit and F is a residual function.
In He et al. (2016a), H(xl) = xl is a shortcut path, and f is an ReLU function. Later
on in He et al. (2016b), different combination of components both on F and the shortcut
was investigated. Hasani and Mahoor (2017b) proposed a 3D ResNet based model for the
task of facial expression recognition in which the shortcut was replaced with element-wise
multiplication of the weight function ω and the input layer xl as follows:
yl = ω(L, P ) ◦ xl + F (xl,Wl)
xl+1 = f(yl)
(4.2)
in which ◦ denotes the Hadamard product symbol and the weight values gradually decrease
when pixels P get farther away from the facial landmark points L. This shows that having
a more complex function than a simple shortcut (identity mapping) can help the network to
extract more effective features in less number of layers which results in a shallower network
and less number of parameters to be trained.
In Equation (4.3), it can be seen that the identity bypass mapping (x) is a simple choice
and is not contributing to feature learning. In fact, the original motivation for using x
in the residual connection was to have bounded feedbacks from the loss layer to every
other layers of the network. Building on this observation, we studied developing more
complex residual connections with bounded gradient which enrich feature learning through
the residual parts of the network. This results in richer feature maps and therefore shallower
networks. We investigated several functions and replaced the shortcut path in the network
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with those functions. There are few limitations on choosing the suitable function and not all
the functions can be used, as the network will not converge otherwise. The reason behind
this is that in the training phase, we need to calculate the gradient. An improper choice
of the function will cause facing with either vanishing or exploding gradient. To have a
better understanding of this concept we start with the ResNet’s residual unit formulation.
In this case, since we have an identical mapping of the inputs for the function H(xl),
Equation (4.1) and its derivative will be re-written as follows:
yl = x+ F (xl,Wl)
y′l = 1 + F
′(xl,Wl)
(4.3)
It is obvious that H(xl) = x is differentiable and its derivative is constant which means
that it is also bounded. This allows the ResNet to converge and prevents the vanish-
ing/exploding gradient problem. Therefore, any other function that is the replacement of x
needs to have the same properties.
We observed several functions that have the aforementioned properties. Our experi-
ments show that by incorporating any of these functions, the network will still converge
and this is not surprising, based on the aforementioned argument. Hence, it is a matter of
choosing the right function to have the best results for the facial expression task and va-
lence/arousal prediction. Among the functions we investigated, the followings showed the
most promising results:
H1(x) = x− log(ex + 1), H ′1(x) =
1
1 + ex
H2(x) = x tan
−1(x)− 1
2
log(x2 + 1), H ′2(x) = tan
−1(x)
H3(x) = tan





(a) x− log(ex + 1) (b) x tan−1(x)− 12 log(x
2 + 1) (c) tan−1(x)
Figure 4.3: Plots of proposed functions and their derivatives for the BReG-Net (best in
color)
Figure 4.4: General architecture of the proposed method
Figure 4.3 shows the plots of these three functions and their derivatives. As shown,
all of these functions are differentiable at any point and their derivatives are also bounded
which shows that previously mentioned conditions hold for all of these functions. We
call our network Bounded Residual Gradient Network (BReG-Net). Figure 4.2b shows the
resulting building block of BReG-Net module. In our proposed network, similar to ResNet,
we have dimension reductions of the tensor, achieved by down sampling (stride 2) on the
first convolution layer of F (x) (Figure 4.2c). As explained in the experiments section, we
stack up 39 layers of these blocks in all of our experiments and compare the results on
different databases.
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4.2.1 Experiments and Results
In this section, we briefly review the face databases used for evaluating our proposed
method. We then report the results of our experiments using these databases evaluated on
different metrics on both categorical and dimensional model of affect.
As noted earlier, many of the traditional facial expression databases are assembled
in a controlled environment while for developing a practical methods, these databases
do not yield satisfying results. Therefore, we chose databases that are captured in the
wild setting which contain a variety of backgrounds, lighting, pose, subject ethnicity,
etc. These databases are AffectNet (Mollahosseini et al., 2017), Affect-in-Wild (Zafeiriou
et al., 2017), and FER2013 (FER) of which AffectNet contains labels of both categorical
and dimensional models. Affect-in-Wild contains only labels of dimensional model, and
FER2013 contains only labels of categorical model. AffectNet contains more than one mil-
lion facial images collected from the Internet by querying three major search engines using
1250 emotion related keywords in six different languages. Affect-in-Wild contains 300
videos of different subjects watching videos of various TV shows and movies. FER2013
was created using the Google image search API. Faces are labeled with any of the six basic
expressions, along with neutral. The resulting database contains 35,887 images in the wild
settings.
Figure 4.4 shows the general structure of the network. Our experiments show that
H3(x) yields better results in terms of both prediction rate and convergence speed. We also
investigated a variety of BReG-Net architectures with shallower and deeper depths. Our
experiments indicated that when the network is too shallow, the number of parameters is
not enough to distinguish the subtle facial muscle changes. Figure 4.5 shows the results of
different depths in both categorical and dimensional models of affect while using H3(x) =
tan−1(x) as residual function in our proposed method. Thus, we propose the architecture
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in Figure 4.4 for two tasks of prediction of categorical and dimensional model of affect. We
provide the results of our experiment for each of these tasks separately. All of the proposed
methods are implemented using a combination of TensorFlow (M. Abadi et al., 2015) and
TfLearn (Damien et al., 2016) toolboxes. We used Momentum optimization method with
a weight decay of 0.0001, and learning rate of 0.01. Mean square error is used for the loss
function of the dimensional model experiments.
Categorical Model: Table 4.1 shows the results of our experiments with the three func-
tions in Equation (4.4) as the residual function. We can see that H3(x) = tan−1(x) has
the best result compared to the other functions. This was true throughout all of the experi-
ments. Therefore, due to space limitation, all of the reported results from this point are the
result of H3(x) function. Table 4.2 shows the result of our experiments in the categorical
model of affect on AffectNet and FER2013 databases. It can be seen that weighted loss
further improves the recognition rates in both databases. However, weighted-loss is data
dependent while our proposed method improves the recognition rate regardless of the dis-
tribution of the data. All of the reported numbers, are the result of our experiments only on
the validation set of these databases as their test sets are not publicly available for any of
the databases. As it can be seen, our proposed modification of the ResNet module achieves
better recognition rates compared to ResNet-110 and it also outperforms the existing meth-
ods on both AffectNet and FER2013 databases. We need to mention that (Mollahosseini
et al., 2017) uses AlexNet, Wiles et al. (2018) achieved 74.4 for AUC, and (Mollahosseini
et al., 2016a) uses an Inception-based method to classify the expressions, and (Tang, 2013)
trained deep learning methods combined with SVMs. Our proposed method is considerably
shallower than many of the methods proposed in the field.
In order to further investigate the effect of the weighted-loss method, we calculated F1-
score, alpha, kappa, MCC, and PPV metrics in both cases of regular loss and weighted-loss.
Tables 4.3 and 4.4 show the results for these losses, respectively. The skew normalization is
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(a) Categorical (b) Dimensional
Figure 4.5: Result of experimenting different depth on categorical and dimensional model
(best in color)















AffectNet 57.37 58.83 59.43 64.02 60.03 63.54
FER2013 65.80 66.21 65.16 67.66 68.74 69.49
performed by random under-sampling of the classes in the test set. This process is repeated
200 times, and the skew-normalized score is the average of the score on multiple trials. It
can be seen that in most cases there is an improvement of correlation in the weighted loss
case which shows that our weighted loss addition to the network has a positive impact in
recognition of different categories. It is important to note that the FER2013 database is an
almost balanced database. Therefore, the reported results for original and skew-normalized
cases have almost the same value.
Dimensional Model: Table 4.5 shows the results of our experiments in the dimensional
model of affect on the validation set of the AffectNet and Affect-in-Wild databases (test set
was not released for either of the databases). It is important to point out that Mollahosseini
et al. (2017) uses AlexNet, and Hasani and Mahoor (2017c) uses an Inception-ResNet-
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Table 4.2: Recognition rates (%) in categorical model of affect
ResNet-110
proposed method state-of-the-art
regular loss weighted loss methods
AffectNet 58.20 60.03 63.54 58.0 (Mollahosseini et al., 2017)57.31 (Zeng et al., 2018)
FER2013 66.48 68.74 69.49 69.3 (Tang, 2013)66.4 (Mollahosseini et al., 2016a)
Table 4.3: Results of weighted-loss experiments on categorical model of affect
F1-score kappa alpha MCC PPV
Orig* Norm* Orig Norm Orig Norm Orig Norm Orig Norm
AffectNet 0.63 0.68 0.58 0.63 0.58 0.64 0.59 0.64 0.62 0.71
FER2013 0.67 0.67 0.62 0.62 0.62 0.62 0.62 0.62 0.69 0.68
*Orig and Norm stand for Original and skew-Normalized, respectively.
Table 4.4: Results of regular-loss experiments on categorical model of affect
F1-score kappa alpha MCC PPV
Orig* Norm* Orig Norm Orig Norm Orig Norm Orig Norm
AffectNet 0.58 0.60 0.52 0.54 0.52 0.54 0.52 0.54 0.58 0.62
FER2013 0.67 0.68 0.61 0.62 0.61 0.62 0.62 0.62 0.69 0.69
*Orig and Norm stand for Original and skew-Normalized, respectively.
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(a) AffectNet (b) Affect-in-Wild
(c) AffectNet (d) Affect-in-Wild
Figure 4.6: Mean square loss of training (a and b) and validation (c and d) for ResNet-110
and BReG-Net (best in color)
based method to classify the expressions. The reported results are RMSE values, as other
methods have only provided this metric in their work. Table 4.5 shows that our proposed
method outperforms the state-of-the-art methods in terms of RMSE for both databases. Our
results show significant improvement compared to methods reported in the AffectNet paper
Mollahosseini et al. (2017). Also, as shown in the categorical model experiments, we can
see significant improvement using the BReG-Net comparing to ResNet-110. Figure 4.6
shows that our proposed method has a higher reduction rate compared to ResNet-110 and
eventually reaches a lower loss value on both training and validation sets during training.
In order to further investigate the effect of BReG-Net in the dimensional model of
affect, we report the results by using the metrics of CC, CCC, and SAGR. Tables 4.6 and 4.7
81




valence arousal valence arousal valence arousal
AffectNet 0.2693 0.3082 0.2597 0.3067 0.37 0.41 (Mollahosseini et al., 2017)
Affect-in-Wild 0.2733 0.3309 0.2661 0.3265 0.27 0.36 (Hasani and Mahoor, 2017c)
Table 4.6: Results of BReG-Net on dimensional model
CC CCC SAGR
valence arousal valence arousal valence arousal
AffectNet 0.66 0.84 0.66 0.82 0.73 0.84
Affect-in-Wild 0.45 0.40 0.43 0.34 0.63 0.77
show the values of these metrics on BReG-Net and ResNet-110, respectively. It can be
seen that the sign agreement is significantly improved when using BReG-Net, and also
correlation of the predicted values is higher than the ones for ResNet. Also, we can see that
predicted valence values have lower RMSE while have higher correlation with ground-
truth compared to their corresponding arousal values. This is not surprising as RMSE
and correlation coefficient measure two different aspects of distribution of the data. These
tables also show that the Affect-in-Wild database is a more challenging database as the
predicted values have less correlation with the ground-truth ones.
In order to compare the computational cost of BReG-Net and ResNet, we recorded the
computation time of training the model for one epoch on AffectNet database in categorical
model. The average processing time of an epoch on AffectNet for BReG-Net with 4.9M
parameters is 750.21 seconds and for ResNet-110 with 7.2M parameters is 836.04 seconds
on a GeForce GTX 1080 Ti GPU. Therefore, our proposed method is trained considerably
faster than ResNet-110 as it has less number of parameters to train.
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Table 4.7: Results of ResNet-110 on dimensional model
CC CCC SAGR
valence arousal valence arousal valence arousal
AffectNet 0.66 0.84 0.63 0.82 0.66 0.84
Affect-in-Wild 0.41 0.41 0.38 0.35 0.61 0.75
4.3 BReG-NeXt
Our initial experiments for having a complex mapping in residual units in Section 4.2
showed that by having H(xl) = tan−1(xl), that has a bounded and continues gradient on
xl ∈ R, not only do we prevent from facing vanishing/exploding gradient problem, but we
will have much less number of parameters to learn and also the networks converges con-
siderably faster than original identity mapping. Based on this work, we investigated more
general forms of functions in the residual units as well as making the mapping adaptive to
the input data by introducing trainable parameters for each residual unit.
(a) α = 1, β = 1 (b) α = 1, β = 0 (c) α→ 0, β = 1 (d) α→ 0, β = 0
Figure 4.7: Plots of proposed complex mapping function H (Equation (4.12)) and its
derivative (H′) for different values of α and β (best viewed in color)
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4.3.1 Residual Networks
Deep Residual Networks (ResNets) (He et al., 2016a) are shaped by stacking several
residual building block units. Each of these units can be mathematically shown as:
yl = H(xl) + F(xl,Wl)
xl+1 = f(yl)
(4.5)
where xl and xl+1 are input and output of the l-th unit, F is a residual function, andWl =
{Wl,k|1≤k≤K} is a set of weights (and biases) associated with the l-th Residual Unit in
which K is the number of layers in a Residual Unit. In He et al. (2016a), H(xl) = xl is
an identity mapping and f is a ReLU activation function. Very deep ResNets have shown
state-of-the-art recognition rates for several challenging classification and detection tasks
on ImageNet (Russakovsky et al., 2015) and MS COCO (Lin et al., 2014) competitions.
The main idea behind ResNets revolves around learning the additive residual function F
with respect toH(xl), whereH(xl) = xl.
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Figure 4.8: Network configuration of BReG-NeXt-50. H is implemented with Equation (4.12)
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Thus, Residual Units are formulated as Equation (4.5). In this equation, if f is also an
identity mapping, then we will have:
xl+1 = xl + F(xl,Wl). (4.6)





















for any deeper unit L and any shallower unit l.
4.3.2 Complex Mapping
If we replace the identity mapping with a more complex function of Hl(xl), assuming
f remains an identity function, then Equation (4.5) will be:
xl+1 = Hl(xl) + F(xl,Wl) (4.8)
By recursively applying this formulation and then calculating the backpropagation, similar
























In He et al. (2016b) a simple modification of H(xl) = λlxl is investigated (where λl is














In this case, for a very deep network (large L), if λi > 1 for all i, this factor can be
considerably large. Also, if λi < 1 for all i, this factor can be exponentially small and van-
ish, which blocks the backpropagated signal from the shortcut and forces it to flow through
the weight layers. Therefore, choosing a suitable replacement for H(x) is very critical for
the network’s convergence. In an ideal case, all of the properties of the identity mapping
function are needed to be preserved. One of the main properties of identity mapping is that
it is continuous on R and it is also bounded (always equal to 1). From Equation (4.10) we
realize that the value of the derivative of the mapping function needs to be bounded and
ideally below or equal to 1. Also, this value should not be very small because similar to the
caseH(xl) = λlxl, in very deep networks the gradient will vanish along the bypass path.
Based on the argument above, we investigated several functions (adaptive and non-
























However, our experiments showed the best results with the following mapping:











where αl and βl are trainable scalars for the l-th layer of the residual unit. In the following
we explain different aspects of this mapping.
First, Equation (4.12) is continuous and differentiable on xl ∈ R (for αl ∈ R − {0}
and βl ∈ R) which means that it preserves those properties of identity mapping. Second,











therefore, ∀xl, αl, βl ∈ R : 0 < ∂H(xl,αl,βl)∂xl ≤ 1, which means that it preserves that property
of identity mapping as well. Third, to prevent facing the explosion of gradient problem (as
shown in Equation (4.10)) we prefer a function that its derivative is not above 1. H satisfies
this condition as well. Fourth, for reasonable values for αl and βl (which is the case for
almost all of the training scenarios), ∂H
∂xl
is far from becoming zero (especially when batch
normalization is applied and the data is zero-centered). Therefore, it is very unlikely for the
residual unit to face the vanishing gradient problem even for very deep networks. Figure 4.7
shows the plot forH and its derivative for different values of α and β. It can be seen that it
is very unlikely forH′ to have near-zero value as input xl is mostly around zero after batch
normalization. By putting all of the equations together our proposed complex mapping and





























Equation (4.14) shows that our proposed mapping flows the gradient smoothly in the
backpropagation and addresses the concerns in He et al. (2016b) for complex mappings. By
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replacing the proposed H with the original identity mapping, we will have more complex
nodes in our residual neural network which results to have shallower networks and therefore
fewer number of parameters to train as we show by experiments.
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Table 4.8: Architecture of studied networks in this work. The provided values for convolution layers are size of the convolution
filters followed by number of their output channel. The provided information for fully connected layer is their output size
followed by activation function.
ResNet-32 ResNet-50 BReG-Net-32 BReG-Net-50 BReG-NeXt-32 BReG-NeXt-50



























































































































































8, softmax (categorical) / 2, linear (dimensional)
number of
prameters 19.6M 25M 1.9M 3.1M 1.9M 3.1M
FLOPs 9.8× 107 12.5× 107 0.93× 107 1.51× 107 0.95× 107 1.53× 107
90
4.3.3 Adaptive Mapping
The reason behind defining αl and βl in Equation (4.12) is to make each residual unit
to fit its own input and adjust the complex mapping accordingly. This is vital for facial
affect estimation task where subtle changes in the input data are needed to be detected
and recognized. Furthermore, in He et al. (2016b) it has been shown that having training
parameters in the bypass (e.g., exclusive gating, shortcut-only gating, etc.) reduces the
error rate comparing to only scaling the bypass without involving any training parameters.
4.3.4 Network Architecture
As mentioned before, we have tested various mappings and observed consistent results
for our proposed complex mapping. In order to compare the effectiveness of our method,
we investigate six networks (three shallow and three deep architectures): 1) ResNet-32
2) ResNet-50 3) BReG-Net-32 (BReG-Net is a special case of BReG-NeXt with α = 1
and β = 0 in Equation 4.12) 4) BReG-Net-50 5) BReG-NeXt-32 which is comparable with
ResNet-32 and BReG-Net-32 in terms of number of layers 6) BReG-NeXt-50 which is our
final proposed architecture that achieved best results on both categorical and dimensional
models of affect and is comparable with ResNet-50 and BReG-Net-50.
ResNet-32: Our first baseline is ResNet-32 proposed by He et al. (2016a) where identity
mapping is used for the bypass over the 3 × 3 convolutions. The detailed structure of this
baseline is provided in Table 4.8. Our implementation of this network is slightly different
from the one mentioned in He et al. (2016a) as we intended to make this network similar
to BReG-NeXt in terms of the arrangement of residual units to have a fair comparison
between the two architectures.
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ResNet-50: Our second baseline is ResNet-50 which is a deeper version of ResNet-32.
Similar to the previous network, for a fair comparison, our implementation of this network
is slightly different from He et al. (2016a).
BReG-Net-32: The next baseline is BReG-Net-30 (Hasani et al., 2019). BReG-Net was
our first attempt in developing residual units with complex mapping (Section 4.2). BReG-
Net simply uses H(x) = tan−1(x) for its mapping function with no additional training
parameters. In other words, BReG-Net uses the complex mapping of Equation 4.12 while
α = 1 and β = 0 are always fixed for all blocks. The number of training parameters for this
architecture is 1.9M which is significant reduction compared to the previously mentioned
ResNets (Table 4.8). Therefore, it is a suitable point of reference for our proposed complex
mapping for BReG-NeXt. Similar to the previous networks, for a fair comparison, we
reduced the layers of BReG-Net originally proposed in Hasani et al. (2019) as the original
architecture contains more number of layers compared to its BReG-NeXt counterpart.
BReG-Net-50: Our next baseline is a deeper version of BReG-Net to compare the deep
versions of the architectures. Similar to the previous networks, for a fair comparison, we
matched the number of layers of BReG-Net to its BReG-NeXt counterpart.
BReG-NeXt-32: Our shallow version of BReG-NeXt has 32 layers and is comparable to
ResNet-32 and BReG-Net-32 in terms of depth. In terms of the number of training pa-
rameters, however, BReG-NeXt-32 is significantly lighter than ResNet-32 with only 1.9M
parameters (Table 4.8). In this architecture, down-sampling is applied after the complex
mappingH at the same time that the number of feature map channels increases (conv3 and
conv5 in Table 4.8).
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BReG-NeXt-50: Our deeper version of BReG-NeXt has 50 layers (Figure 4.8). In the
experiments section, we show that this network achieves the best results in both categorical
and dimensional models of affect by having only 3.1M trainable parameters.
Table 4.8 provides a general overview of the six networks that we study in this section.
ResNet-32, BReG-Net-32, and BReG-NeXt-32 are similar networks in terms number of
convolution layers and they are a shallower version of their architectures while ResNet-50,
BReG-Net-50, and BReG-NeXt-50 are a deeper version of them. ResNets showed sig-
nificant results in He et al. (2016a) therefore they are suitable benchmarks for our method.
Considering the parameter/error-rate trade-off, we propose BReG-NeXt-50 as our final net-
work since deeper networks did not show significant improvement.
4.3.5 Implementation
We implemented our method using a combination of TensorFlow (M. Abadi et al.,
2015), TfLearn (Damien et al., 2016), and Keras (Chollet et al., 2015) libraries. For all
experiments on all databases, we crop the faces and resize them to 64×64×3 pixels. For
augmentation, random horizontal flip is used followed by random changes in hue, satu-
ration, brightness, contrast, and zooming. Augmentation is applied in 25% of the time.
Zero-centering for each color channel is also utilized as the gradient flows more smoothly
around zero. Similar to ResNets, we use batch normalization (Ioffe and Szegedy, 2015) af-
ter each convolution and before each activation. We use “ELU” activation function (Clevert
et al., 2015) as it contributes to flowing the gradient more smoothly for negative values in
the backpropagation. All networks are trained from scratch. ADAM optimizer with the
batch size of 128 is used for all experiments. The learning rate starts from 0.0001 and
is multiplied by 0.8 after every 10 epochs. And finally similar to ResNets we do not use
dropouts (He et al., 2016a; Ioffe and Szegedy, 2015). Our code and trained network pa-
rameters will be made publicly available.
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(a) AffectNet (b) FER2013 (c) Affect-in-Wild
Figure 4.9: Some example images from AffectNet (a), FER2013 (b), and Affect-in-Wild (c)
databases used in this study. AffectNet contains labels for both categorical and dimensional
model of affect while FER only contains labels for categorical model and Affect-in-Wild
only contains labels for dimensional model.
4.4 Experiments & Results
In this section, we briefly review the face databases used for evaluating our proposed
method. We then provide details of our experiments and their results using these databases
evaluated on different metrics on categorical and dimensional models of affect.
As noted earlier, many of the traditional facial expression databases are assembled in
a controlled environment while for developing a practical method, these databases do not
yield satisfying results. Therefore, we chose databases that are captured in the wild set-
ting which contain a variety of backgrounds, lighting, pose, subject ethnicity, etc. These
databases are AffectNet (Mollahosseini et al., 2017), Affect-in-Wild (Zafeiriou et al., 2017),
and FER2013 (FER) of which AffectNet contains labels of both categorical and dimen-
sional models, Affect-in-Wild contains only labels of the dimensional model, and FER2013
contains only labels of the categorical model. In the following, we briefly review the con-
tents of these databases.
AffectNet contains more than one million facial images collected from the Internet by
querying three major search engines using 1250 emotion related keywords in six different
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languages (Mollahosseini et al., 2017). About half of the retrieved images (around 440,000
images) are manually annotated for the presence of seven discrete facial expressions (cate-
gorical model) and the intensity of valence and arousal (dimensional model). AffectNet is
the largest database of facial expressions, valence, and arousal in the wild enabling research
in automated facial expression recognition in two different emotion models. This database
is very challenging as it contains images of people from different races and ethnicities as
well as high variety in the background, lighting, pose, point of view, etc. Figure 4.9a shows
some example images from AffectNet database.
FER2013 was introduced in the ICML 2013 Challenges in Representation Learning (FER).
The database was created using the Google image search API and faces have been auto-
matically registered. Faces are labeled with any of the six basic expressions, along with
neutral. The resulting database contains 35,887 images in wild settings. Few examples of
this database are provided in Figure 4.9b.
Affect-in-Wild was introduced in CVPR 2017 workshop challenge (Zafeiriou et al., 2017).
This database contains 300 videos of different subjects watching videos of various TV
shows and movies. The videos contain subjects from different genders and ethnicities with
high variations in head pose and lightning. Videos in this database are annotated with
valence and arousal values for each frame. A total of 254 videos of this database are
selected for training and the remaining 46 videos were used for evaluating the participants
in the challenge. Since the evaluation set is not publicly available, we selected 26 sequences
of the training set as our validation set (in a subject-independent manner). Figure 4.9c
provides a few examples from Affect-in-Wild database.
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Table 4.9: Number of parameters and FLOPs for different depths of BReG-NeXt
26-layer 32-layer 38-layer 44-layer 50-layer 56-layer 62-layer 68-layer
number of
parameters 1.5M 1.9M 2.3M 2.6M 3.1M 3.4M 3.8M 4.2M
FLOPs 0.76× 107 0.95× 107 1.15× 107 1.34× 107 1.53× 107 1.73× 107 1.92× 107 2.12× 107











As mentioned before, we have selected BReG-NeXt-50 as our final architecture. Sim-
ilar to ResNet, in BReG-NeXt by increasing the number of layers, the recognition rate
increases. However, considering the trade-off between FLOPs and recognition rate, after a
certain point, recognition rate plateaus and it is not efficient to increase the depth of the net-
work anymore. Table 4.9 shows the number of training parameters as well as the number
of FLOPs for different depths of BReG-NeXt and Figure 4.10 shows recognition rate and
RMSE of AffectNet database validation set for the categorical and dimensional model of af-
fect respectively. It can be seen that the number of training parameters and FLOPs linearly
increase with adding more depth to the network while the recognition rate’s improvement
is negligible after BReG-NeXt-50 (Figure 4.10a). Similar behavior in dimensional model
happens where by increasing the depth of the network, RMSE of the validation set plateaus
(Figure 4.10b). This phenomenon is more visible for the valence predictions than it is for
arousal’s but it occurs for both dimensions after a certain point. We need to mention that
for each depth increment we add one unit to the residual unit (F1 in Figure 4.8). There-
fore, three units are added in each increment and since there are two convolution layers
in each residual unit, thus the number of layers added in each increment is six. Based on
this argument we decided to choose BReG-NeXt-50 as our final proposed networks for our
method.
Categorical Model: Facial expression databases are usually highly skewed. This form of
imbalanced data is referred to as “intrinsic variation”, i.e., it is a direct result of the nature
of expressions in the real world. Therefore, this phenomena occurs in both categorical and
dimensional models of affect. For example, Caridakis et al. (2008) reported that a bias
toward the first quadrant of valence/arousal circumplex (positive arousal, positive valence)
exists in the SAL database. We face two problems while working with imbalanced data.
First, training data with an imbalanced distribution often causes learning algorithms to per-
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(a) Categorical (b) Dimensional
Figure 4.10: Result of experimenting different depths for BReG-NeXt on categorical and
dimensional model of AffectNet database
form poorly on the less-represented classes (He and Garcia, 2009). Second, the imbalance
in the test/validation data distribution can affect the performance metrics of the methods
significantly.
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Table 4.11: Recognition rates (%) in categorical model of affect
ResNet-32 ResNet-50 BReG-Net-32 BReG-Net-50 BReG-NeXt-32 BReG-NeXt-50 state-of-the-artmethods
AffectNet 59.45 63.33 65.66 66.96 66.74 68.50
58.0 (Mollahosseini et al., 2017),
57.31 (Zeng et al., 2018),
48 (Wang et al., 2018),
62.11 (Hua et al., 2019),
58 (Hewitt and Gunes, 2018),
60 (Kollias et al., 2018),
61.5 (Chen et al., 2019)
FER2013 65.81 67.15 67.86 69.21 69.11 71.53
69.3 (Tang, 2013),
66.4 (Mollahosseini et al., 2016a),
71.2 (Vielzeuf et al., 2017)
Table 4.12: Evaluation metrics on BReG-NeXt-50 for categorical model of affect
neutral happy sad surprise fear disgust angry contempt average
AffectNet
precision 0.72 0.78 0.62 0.66 0.67 0.62 0.63 0.67 0.69
recall 0.53 0.89 0.66 0.74 0.63 0.77 0.61 0.58 0.69
F1-score 0.61 0.83 0.64 0.70 0.65 0.69 0.62 0.62 0.68
FER2013
precision 0.69 0.88 0.59 0.78 0.52 0.62 0.60 - 0.71
recall 0.69 0.90 0.62 0.80 0.46 0.12 0.65 - 0.72
F1-score 0.68 0.89 0.60 0.79 0.49 0.21 0.62 - 0.71
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Jeni et al. (2013) showed that with exception of area under the ROC curve (AUC), all
other studied evaluation metrics, i.e., Accuracy, F1-score, Cohen’s kappa (Cohen, 1960),
Krippendorf’s Alpha (Krippendorff, 1970), and area under Precision-Recall curve (AUC-
PR) are affected by skewed distributions dramatically. While AUC is unaffected by skew,
precision-recall curves suggested that AUC may mask poor performance. There have been
some attempts to overcome this problem. In Hasani et al. (2019); Mollahosseini et al.
(2017) weighted loss functions are used in which the loss function heavily penalizes the
networks for misclassifying examples from under-represented classes while penalizing net-
works less for misclassifying examples from well-represented classes.
Recently, focal loss (Lin et al., 2017b) has drawn attention for imbalanced data training.
Focal loss is the reshaping of cross entropy loss such that it down-weights the loss assigned
to well-classified examples. Focal loss focuses on training on a sparse set of hard examples
and prevents the vast number of easy negatives from overwhelming the network during
training. Formally, for binary classification, cross entropy loss is defined as CE(pt) =
− log(pt) where pt is defined as:
pt =

p if y = 1
1− p otherwise
(4.15)
in which y ∈ {±1} and p ∈ [0, 1] is the model’s estimated probability for the class y = 1.
In focal loss, modulating factor (1− pt)γ , and balancing factor αt is multiplied to the cross
entropy loss as follows:
FL(pt) = −αt(1− pt)γ log(pt) (4.16)
where γ ≥ 0 is called focusing parameter. In our experiments on categorical model of
affect, we use focal loss (with αt = 0.25 and γ = 2) as our loss function for the optimizer.
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(a) AffectNet (b) FER2013
Figure 4.11: Confusion matrix of BReG-NeXt-50 on AffectNet (a) and FER2013 (b) on
categorical model of affect
Table 4.11 shows the result of our experiments in the categorical model of affect on
AffectNet and FER2013 databases. All of the reported numbers are the results of our
experiments on the validation set of these databases. As can be seen, our proposed modifi-
cation of the ResNet module achieves better recognition rates compared to their counterpart
on original ResNet. Our method also outperforms the existing methods on both AffectNet
and FER2013 databases. For state-of-the-art methods mentioned in Table 4.11, Mollahos-
seini et al. (2017) uses AlexNet, Wiles et al. (2018) achieved 74.4 for AUC, and Molla-
hosseini et al. (2016a) uses an Inception-based method to classify the expressions, Tang
(2013) trained deep learning methods combined with SVMs, in Wang et al. (2018) a two-
level attention with two-stage multi-task learning framework is proposed for facial emotion
estimation, and in Vielzeuf et al. (2017) a multi-modal approach for video emotion classi-
fication is used by combining VGG and C3D as image descriptors. It is worth to mention
that our proposed method is considerably shallower than many of the methods proposed in
the field.
Table 4.12 provides additional evaluation metrics on BReG-NeXt-50 for the categorical
model of affect. It can be seen that in both databases “Happy” is recognized more accu-
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rately compared to other emotions. This is because “Happy” has a considerable number
of samples in both training sets and also it is considerably distinguishable from other emo-
tions in its shape nature. On AffectNet, the rest of the emotions have close recognition rate
(in terms of F1-score) to the average which shows that BReG-Net-50 is not excessively
biased towards any emotion. On FER2013, however, “disgust” has a lower recognition
rate comparing to the other emotions. This is due to the fact that this category is barely
represented in the dataset to the extent that focal loss is not able to assign enough priority
for the samples of this category.
Figure 4.11 shows the confusion matrix of BReG-NeXt-50 on the categorical model.
On AffectNet, the most confusion occurs between “Happy” and “Contempt” which is not
unexpected as these two categories are very similar to the extent that distinguishing be-
tween the two is difficult even for humans. On FER2013, as mentioned earlier, the low
number of samples for “Disgust” has caused the main confusion for the network. Other
categories, however, have been distinguished well considering the fact that the database is
very challenging.
Figure 4.12 depicts a few examples of predictions made by BReG-NeXt-50 with their
corresponding confidence score. It can be seen that our method performs well in predicting
most of the instances and for misclassified examples, networks predictions are so a certain
degree relevant to the input pictures. Also, our method performs well specifically on the
difficult categories such as neutral and contempt; it is able to recognize the subtle facial
properties for these challenging categories.
Dimensional Model: As mentioned before, we apply several augmentation methods on
our input data which resulted in substantial improvement in the result. Additionally, since
focal loss and weighted loss are not applicable to the dimensional model, we balanced our
data by down-sampling the well-represented expressions (such as neutral) and up-sampling
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the poor represented examples (such as contempt and fear). By doing so, we had a balanced
set of training data and therefore we manually apply what weighted loss and focal loss were
doing for us in the categorical model of affect.
Table 4.13 shows the results of our experiments in the dimensional model of affect
on the validation set of the AffectNet and Affect-in-Wild databases. Same as the cate-
gorical model of affect, our method achieves better results (lower loss and RMSE) in total
(both valence and arousal considered together) compared to their corresponding network on
ResNet and BReG-Net. For state-of-the-art methods mentioned in Table 4.13, Mollahos-
seini et al. (2017) use AlexNet, and Hasani and Mahoor (2017c) uses an Inception-ResNet-
based method to classify the expressions. In Wang et al. (2018) a two-level attention with
two-stage multi-task learning framework is proposed for facial emotion estimation on static
images using Bi-directional Recurrent Neural Networks (Bi-RNNs). In Langholz (2019) a
CNN-based method is proposed for predicting valence and arousal in images by focusing
on the ocular region. The reported results in Table 4.13 are only RMSE values to have a
better comparison with other mentioned works as other methods have only provided this
metric in their work. It can be seen that BReG-NeXt-50 in overall (considering both va-
lence and arousal) achieves a lower RMSE compared to other methods.
On AffectNet, the improvement over ResNet and other state-of-the-art methods is sig-
nificant. Both BReG-NeXt-32 and BReG-NeXt-50 outperform ResNets for arousal and
overall predictions. This shows that our complex mapping has been able to fit the training
data better and recognize the subtle differences in the dimensional model of affect. For va-
lence, our networks achieve better performance compared to their ResNet counterpart but
they do not beat the state-of-the-art. This can be seen in Figure 4.13 as well. Where error
rates for arousal are concentrated around zero while their corresponding prediction errors




Figure 4.12: Example predictions of BReG-NeXt-50 on AffectNet (a) and FER2013 (b).
The text below images indicates predicted label, confidence, and true label of the image,
receptively. Blue indicates correct classification while red shows misclassification.
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Table 4.13: RMSE values of our experiments on dimensional model of affect
ResNet-32 ResNet-50 BReG-Net-32 BReG-Net-50 BReG-NeXt-32 BReG-NeXt-50 state-of-the-artmethods
AffectNet
valence 0.2888 0.2811 0.2676 0.2555 0.2863 0.2668
0.37 (Mollahosseini et al., 2017),
0.4406 (Jang et al., 2019),
0.444 (Langholz, 2019),
0.353 (Wang et al., 2018)
arousal 0.3376 0.3221 0.2970 0.2852 0.2492 0.2482
0.41 (Mollahosseini et al., 2017),
0.3937 (Jang et al., 2019),
0.389 (Langholz, 2019),
0.364 (Wang et al., 2018)
total 0.3142 0.3023 0.2826 0.2708 0.2684 0.2577 0.3905 (Mollahosseini et al., 2017),0.359 (Wang et al., 2018)
Affect-in-Wild
valence 0.3023 0.2768 0.2855 0.2680 0.2873 0.2644 0.27 (Hasani and Mahoor, 2017c)
arousal 0.3450 0.3448 0.3351 0.3180 0.3119 0.3102 0.36 (Hasani and Mahoor, 2017c)
total 0.3244 0.3127 0.3113 0.2941 0.2950 0.2882 0.3182 (Hasani and Mahoor, 2017c)
Table 4.14: Evaluation metrics on BReG-NeXt-50 for dimensional model of affect
CC CCC SAGR
valence arousal valence arousal valence arousal
AffectNet 0.78 0.86 0.74 0.85 0.77 0.82
Affect-in-Wild 0.42 0.40 0.37 0.31 0.77 0.75
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On Affect-in-Wild, our method outperforms ResNet and state-of-the-art methods on all
valence, arousal, and overall predictions. This improvement, however, is not as significant
as AffectNet. This can be partially due to the fact that the labels for valence and arousal in
Affect-in-Wild dataset are very inconsistent in consecutive frames. There are many cases in
the dataset that the emotion of the face does not change at all or it changes very subtly, but
the labels for the sequence change drastically. Therefore, the network is confused by these
type of instances in the training set while on AffectNet -where there is less inconsistency
among the labels- our method performs considerably better.
(a) AffectNet valence error histogram (b) AffectNet arousal error histogram
(c) Affect-in-Wild valence error histogram (d) Affect-in-Wild arousal histogram
Figure 4.13: Error histogram of BReG-NeXt-50 on AffectNet (a and b), and Affect-in-Wild
(c and d) databases on dimensional model of affect
Table 4.14 provides additional metrics for the validation set of the studied databases
on BReG-NeXt-50. We defined these metrics in Section 2.1.2. On AffectNet, our method
achieves high correlation scores for both CC (Equation (2.2)) and CCC (Equation (2.3)) as
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Table 4.15: Results of investigated functions (Equations 4.11 and 4.12) on BReG-NeXt-50
architecture





AffectNet 64.09 65.66 62.82 68.50
FER2013 69.60 70.23 68.66 71.53
dimensional
(RMSE)
AffectNet 0.2888 0.2833 0.2910 0.2577
Aff-in-Wild 0.3090 0.3008 0.3122 0.2882












well as significant sign agreement for both valence and arousal. On Affect-in-Wild, which
is a more challenging database in general, the correlation of the predictions are not high in
terms of numbers but are better or comparable with the correlations reported in Hasani et al.
(2019) for BReG-Net. For SAGR, however, our method achieves a satisfying prediction
which shows that BReG-NeXt is able to correctly predict whether an emotion is either
positive or negative as well as whether it is an active emotion or a passive one.
Figure 4.13 shows the histogram of the prediction errors in the studied databases. In all
cases, most error values fall in the vicinity of the zero. On Affect-in-Wild, some high error
rates can be seen (especially on arousal predictions) that can be due to the inconsistency
of the labels in the training labels as mentioned before. However, in general distribution
of the errors have the expected shape and they are mainly gathered around zero on both
databases.
Figure 4.14 shows some examples of BReG-NeXt-50 predictions for the dimensional
model of affect. It can be seen that BReG-NeXt is able to recognize the subtle facial muscle
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shapes for positivity or negativity of expression as predicted values for valence shows in
most cases have the same sign (with close value) compared to the ground-truth. Also,
BReG-NeXt-50 shows satisfying performance for predicting whether an emotion is active
or passive by performing satisfying prediction for arousal. Some of the good examples are
surprised or saddened instances in Figure 4.14.
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(a) AffectNet (b) Affect-in-Wild
Figure 4.14: Example predictions of BReG-NeXt-50 on AffectNet (a) and Affect-in-Wild (b). The text below images indicates
predicted values for valence and arousal followed by their corresponding ground-truth in parenthesis.
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As mentioned earlier, we investigated several mapping functions and among those
Equation 4.12 showed the best results as this mapping extracts more useful features in each
block and is much more flexible in learning the patterns due to the adaptive parameters in
each block of the proposed architecture. Table 4.15 compares the investigated mappings
presented in Equations 4.11 and 4.12. It can be seen that our proposed adaptive complex
mapping (Equation 4.12) achieves better results in all of the conducted experiments.
In order to show the impact of adaptive complex mapping on facial affect estimation,
we evaluated BReG-NeXt with fixed values for αl and βl in Equation (4.12). Table 4.16
shows the result of BReG-NeXt-32 and BReG-NeXt-50 when ∀i ∈ N : αi = 1, βi =
0. Therefore, Equation (4.12) will be simplified to H(xl) = tan−1(xl) in these cases.
By comparing the experimental results provided in Tables 4.16, 4.11, and 4.13 it can be
seen that for all cases adaptive BReG-NeXt outperform their corresponding non-adaptive
ones. This improvement is more significant in the dimensional model of affect where subtle
changes in the shape of facial muscles result in different values for valence and arousal.
This shows that adaptive complex mapping fits each residual unit to its input feature map
more than non-adaptive one resulting to extract the subtle meaningful changes in each layer.
Our final trained model shows smaller values for α and β (∼0.5) in the first few adaptive
complex mapping units and larger values (∼1.2) for them in the deeper units in the network.
As mentioned before, our code and trained parameters will be publicly available for the
research community.
4.5 BReG-NeXt-Based Face Detection
By having AffectNet database and BReG-NeXt, we have the required tools for an ef-
ficient and accurate face detection algorithm using DNNs. AffectNet is a large database
of faces with high variety of subjects and conditions. BReG-NeXt is an efficient model
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that can extract the features with less number of training parameters. By combining these
two with a proper detection algorithm, we can develop an accurate face detector. In the
following we discuss the steps of developing this detector.
4.5.1 Single Shot Detectors (SSD)
SSD (Liu et al., 2016) is designed for object detection in real-time. Faster R-CNN (Ren
et al., 2015) uses a region proposal network to create boundary boxes and utilizes those
boxes to classify objects. While it is considered the start-of-the-art in accuracy, the whole
process runs at 7 frames per second. Far below what a real-time processing needs. SSD
speeds up the process by eliminating the need of the region proposal network. To recover
the drop in accuracy, SSD applies a few improvements including multi-scale features and
default boxes. These improvements allow SSD to match the Faster R-CNN’s accuracy
using lower resolution images, which further pushes the speed higher. According to the
following comparison, it achieves the real-time processing speed and even beats the accu-
racy of the Faster R-CNN. The SSD object detection composes of two parts: 1) Extract
feature maps, and 2) Apply convolution filters to detect objects (Figure 4.15). More details
about SSD can be found in Liu et al. (2016).
Figure 4.15: General SSD architecture (Liu et al., 2016)
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We replaced the VGG-16 in Figure 4.15 with our own model, BReG-NeXt. Also,
in order to enhance the detection rate even further, we applied convolution with Feature
Pyramid Network method.
4.5.2 Feature Pyramid Network (FPN)
Detecting objects in different scales is challenging in particular for small objects. We
can use a pyramid of the same image at different scale to detect objects (Figure 4.16a).
However, processing multiple scale images is time consuming and the memory demand is
too high to be trained end-to-end simultaneously. Hence, we may only use it in inference
to push accuracy as high as possible, in particular for competitions, when speed is not a
concern. Alternatively, we create a pyramid of feature and use them for object detection
(Figure 4.16b). However, feature maps closer to the image layer composed of low-level
structures that are not effective for accurate object detection.
Feature Pyramid Network (FPN) (Lin et al., 2017a) is a feature extractor designed for
such pyramid concept with accuracy and speed in mind. It replaces the feature extractor of
detectors like Faster R-CNN and generates multiple feature map layers (multi-scale feature
maps) with better quality information than the regular feature pyramid for object detection.
FPN composes of a bottom-up and a top-down pathway (Figure 4.16d). The bottom-up
pathway is the usual convolutional network for feature extraction. As we go up, the spatial
resolution decreases. With more high-level structures detected, the semantic value for each
layer increases. SSD makes detection from multiple feature maps. However, the bottom
layers are not selected for object detection. They are in high resolution but the semantic
value is not high enough to justify its use as the speed slow-down is significant. So SSD
only uses upper layers for detection and therefore performs much worse for small objects.
FPN provides a top-down pathway to construct higher resolution layers from a semantic
rich layer. While the reconstructed layers are semantic strong but the locations of objects
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(a) pyramid of images (b) pyramid of feature maps
(c) top-down pathways (d) final FPN method
Figure 4.16: FPN method (Lin et al., 2017a)
are not precise after all the downsampling and upsampling. We add lateral connections
between reconstructed layers and the corresponding feature maps to help the detector to
predict the location betters. It also acts as skip connections to make training easier (similar
to what ResNet does).
4.5.3 Implementation
We used TensorFlow Object Detection API (Huang et al., 2017) to implement all of
the steps mentioned above for our BReG-NeXt-Based face detector. In order to achieve a
better detection rate and a faster convergence, we trained our network based on a trained
Microsoft COCO (Lin et al., 2014) network in all cases (fine-tuning). The base learning
rate of 0.05 is used for our Momentum optimizer with momentum value fixed to 0.9. The
threshold for matched and unmatched bounding boxes was set to 0.50. Figure 4.17 shows
screenshots of our face detector for each expression. This is a fast and accurate face detector
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trained on AffectNet data using BReG-NeXt’s architecture for feature extraction. This
detector achieved up to 0.72 mAP (mean Average Precision) on AffectNet’s validation set




Figure 4.17: Examples of expressions detected by our BReG-NeXt-based detector
4.5.4 Experiments
In order to compare our BReG-NeXt-Based detector, we train and evaluate a same
detector based on the original ResNet architecture. We keep all of the setting the same
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Table 4.17: Effect of fine-tuning and FPN on BReG-NeXt-50 detector











as the BReG-NeXt version (learning rate, momentum, threshold, FPN, training data, etc.)
The only difference is the feature extraction unit between the two detectors. The depth of
the two feature extractor units are also the same. Therefore, we are comparing two face
detectors based on BReG-NeXt-50 and ResNet-50.
In order to improve the detection rate of our detector, we experimented several settings
and conditions. Two main factors in our experiments were fine-tuning and incorporating
FPN. Table 4.17 shows the impact of these two factors in terms of mAP and mAR on the
validation set of AffectNet on our BReG-NeXt-50 detector. It can be seen the fine-tuning
on Microsoft COCO database has a significant impact on improving the results. Also, FPN
further improves the detection rate in terms of mAP on the validation set.
Based on the experiments mentioned above, we included the both features (fine-tuning
and FPN) in all of our experiments on both BReG-NeXt-50 and ResNet-50 detectors. Table
4.18 compares these two trained detectors in terms of mAP, mAR, and validation set loss.
Validation loss is comprised of weighted sum of three different losses: classification loss,
localization loss, and regularization loss. It is worth to mention that we used l2 regularizer
in our experiments. It can be seen that our BReG-NeXt detector outperforms its ResNet
counterpart on all of the metrics.










BReG-NeXt-50 0.72 0.80 2.13 0.16 2.97 5.29
ResNet-50 0.68 0.78 2.27 0.19 4.58 8.55
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Figure 4.18 compares the loss reduction of the BReG-NeXt-50 and ResNet-50 face de-
tectors on AffectNet’s training and set. It can be seen that BReG-NeXt-50 feature extractor
constantly achieves lower loss value in the training phase. The loss value plateaus at the
same time for both architectures. However, BReG-NeXt-50 achieves a lower training loss
at the end of the training.
Figure 4.18: Face detector total loss on AffectNet training set using BReG-NeXt-50 and
ResNet-50 on different steps of the training
Figure 4.19 shows the classification, localization, regularization, and total losses on
the validation set of AffectNet for both BReG-NeXt-50 and ResNet-50 detectors at dif-
ferent stages of the training. In all cases BReG-NeXt-50 has lower loss values compared
to ResNet-50. However, the difference is less significant in the classification loss. This
confirms the previously mentioned losses on these two feature extraction architectures.
Figure 4.20 compares the two feature extraction architecture in terms of mAP and mAR
on the validation set of the AffectNet database. The same phenomenon can be seen in here
as well. BReG-NeXt-Based feature extractor achieves higher detection and recognition
rate throughout the training process and it eventually plateaus to a higher detection rate in
terms of mAP and mAR with less significant difference in terms of mAR. It is worth to note
that the difference between the two architectures are clear in terms of numbers. However,
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(a) classification loss (b) localization loss
(c) regularization loss (d) total loss
Figure 4.19: Face detector classification loss (a), localization loss (b), regularization loss
(c), and total loss (d) on AffectNet validation set using BReG-NeXt-50 and ResNet-50 as
feature extractor
in practice it is difficult to distinguish the difference between the two as 0.04 mAP and
0.02 mAR improvement is not perceivable with human eye. Overall, our proposed BReG-
NeXt-50 architecture shows superior results compared to its ResNet counterpart in both
recognition and detection tasks.
4.6 Conclusion
In this chapter, BReG-Net, a new residual-based network architecture was first intro-
duced using a differentiable and bounded gradient function instead of a shortcut path be-
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(a) mAP (b) mAR
Figure 4.20: Face detector mAP (a) and mAR (b) on AffectNet validation set using BReG-
NeXt-50 and ResNet-50 on different steps of the training
tween the input and the output of the residual block for the task of affect estimation in both
categorical and dimensional models of affect. The conducted experiments on BReG-Net
showed that recruiting more complex units will result in shallower networks with better
performance. Weighted loss function was also used in the categorical model, where the
proposed method gives higher priority to the under represented categories, resulting in a
better recognition rate. The proposed method was evaluated on three databases of facial
images captured in wild settings. The conducted experiments showed that the proposed
method outperforms state-of-the-art methods in both tasks.
Following the success of BReG-Net, the effect of complex mapping was investigated
in residual networks more thoroughly which resulted to introducing BReG-NeXt. BReG-
NeXt is also a residual-based network architecture using a differentiable and bounded gra-
dient function instead of a shortcut path between the input and the output of the residual unit
(identity mapping). By utilizing this complex function (we call it complex mapping), the
networks will have more complex nodes and therefore, more useful features are extracted
at each layer. Thus, the resulting network is shallower with less number of parameters to
learn and fewer operations to perform.
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It was shown that the proposed complex mapping needs to have bounded derivative
for the gradient to flow smoothly in the back-propagation phase and prevent from facing
vanishing/exploding. It has been shown that incorporating training parameters in the bypass
route of residual units results in a better fit especially in challenging tasks such as facial
affect estimation where very subtle changes in the training data are needed to be recognized
by the network.
Replacing the identity mapping was proposed in original residual units with the pro-
posed adaptive complex mapping in Equation (4.12). Among many other functions that
were investigated, this mapping satisfies the required properties for the bypass and it also
showed the best results in both affect estimation tasks in the experiments by having a sig-
nificantly lower number of parameters and FLOPs compared to deep ResNets (Table 4.8).
Furthermore, adding training parameters to the bypass helped to further improve the fitting
and be able to distinguish the subtle changes especially in the dimensional model of affect.
To evaluate the proposed method, comprehensive experiments were conducted for fa-
cial affect estimation on categorical and dimensional models of affect. Challenging in-the-
wild databases (AffectNet, FER2013, and Affect-in-Wild) were used for the experiments.
It was shown that the proposed adaptive complex mapping outperforms original residual
units with identity mapping and other state-of-the-art methods in the field in the majority
of the cases (Tables 4.11 and 4.13). Considering the trade-off between the number of pa-
rameters and recognition rate, BReG-NeXt-50 was proposed as the final architecture for
this task. Furthermore, additional metrics were provided in both affect models to have a
better evaluation of the proposed method. In the categorical model, BReG-NeXt-50 with
only 3.1M training parameters, achieves 68.50% and 71.53% accuracy on AffectNet and
FER2013 databases, respectively. And in the dimensional model, it achieves 0.2577 and
0.2882 for RMSE on AffectNet and Affect-in-Wild databases, respectively.
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At the end a face and expression detector was implemented using the proposed BReG-
NeXt architecture. This detector is a unique face detector because it is trained on AffectNet
database which is one of largest and most diverse databases currently available for the re-
search community. Moreover, the developed detector uses the efficient BReG-NeXt archi-
tecture which extracts the facial features with less number of parameters and computations
but with more accuracy. SSD and FPN methods are used in developing this detector in
TensorFlow’s Object Detection API.
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Chapter 5
Conclusion and Future Work
This dissertation described various steps in designing, developing, and evaluating a
robust deep neural network-based automated facial affect estimation system. The main
perquisite for developing such system is to have large amount of data in the wild set-
tings where there is a high variation in scene lighting, camera view, image resolution,
background, subjects’ head-pose and ethnicity. However, the existing facial expression
recognition systems lack enough generality in the wild therefore a new database of facial
expressions for both categorical and dimensional models of affect (called AffectNet) was
developed. Moreover, several DNN-based methods towards robust recognition of facial
affect in videos and images (i.e., 3D Inception-ResNet, BReG-Net, and BReG-NeXt) were
developed. The following restates the methods and findings provided in this dissertation.
In Chapter 2 the existing facial affect databases were reviewed then it was concluded
that the majority of these databases are not suitable for training a robust deep neural net-
work due to their limited variation especially in the subjects. Afterwards, a publicly avail-
able database of a facial Affect from the InterNet (called AffectNet) was introduced which
was created by querying different search engines using emotion related tags in six different
languages. AffectNet contains more than 1M images with faces and extracted landmark
points. Twelve human experts manually annotated 450,000 of these images in both the cat-
egorical and dimensional (valence and arousal) models and tagged the images that have any
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occlusion on the face. Only the process of annotating took more than a year and AffectNet
is by far the largest database of facial affect in still images which covers both categorical
and dimensional models. Experimental results of the proposed deep neural network archi-
tecture and two simple baselines on AffectNet indicated that proposed affect perception
system is more accurate than existing expression recognition systems.
In Chapter 3 a 3D Deep Neural Network for the task of facial expression recognition
in videos was introduced. 3D Inception-ResNet (3DIR) network was proposed which ex-
tended the well-known 2D Inception-ResNet module for processing image sequences. This
additional dimension resulted in a volume of feature maps and extracted the spatial rela-
tions between frames in a sequence. This module is followed by an LSTM which takes
these temporal relations into account and uses this information to classify the sequences.
In order to differentiate between facial components and other parts of the face, facial land-
marks were also incorporated in this approach. These landmarks were multiplied with the
input tensor in the residual module which is replaced with the shortcuts in the traditional
residual layer. The proposed method was then evaluated in subject-independent and cross-
database manners. Four datasets of CK+, MMI, FERA, and DISFA were used for the
evaluation. The result of the experiments showed that the proposed method outperforms
many of the state-of-the-art approaches in both tasks. This work also showed that replacing
the shortcut (identity mapping) in the original residual units of ResNet architecture would
improve the estimated values by the network.
In Chapter 4 BReG-Net was first introduced for the task of facial affect estimation
in both dimensional and categorical models of affect. BReG-Net is a residual-based net-
work architecture that utilizes a differentiable and bounded gradient function instead of a
shortcut path between the input and the output of the residual block. Comprehensive ex-
periments were conducted on BReG-Net and their results were provided. The experiments
showed that this complex unit would result in shallower networks with a better perfor-
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mance. Weighted loss function was also used in the categorical model, where the proposed
method gives higher priority to the under represented categories, resulting in a better recog-
nition rate. AffectNet database was used as a part of evaluation databases for this method.
The experiments in this chapter showed that BReG-Net outperforms state-of-the-art meth-
ods in both tasks.
Following the success of BReG-Net, the effect of complex mapping in residual net-
works was investigated more thoroughly which resulted to introducing BReG-NeXt. BReG-
NeXt is also a residual-based network architecture using a differentiable and bounded gra-
dient function instead of a shortcut path between the input and the output of the residual
unit (identity mapping). By utilizing this complex function, the networks would have more
complex nodes and therefore, more useful features are extracted at each layer. Thus, the re-
sulting network is shallower with less number of parameters to learn and fewer operations
to perform. Among many other investigated functions, this mapping satisfied the required
properties for the bypass and it also showed the best results in both affect estimation tasks
in the conducted experiments by having a significantly lower number of parameters and
FLOPs compared to the deep ResNets. Furthermore, adding training parameters to the by-
pass helped to further improve the fitting and being able to distinguish the subtle changes
especially in the dimensional model of affect.
In order to evaluate BReG-NeXt, comprehensive experiments were conducted for facial
affect estimation on both categorical and dimensional models of affect. Same as BReG-Net,
challenging in-the-wild databases (AffectNet, FER2013, and Affect-in-Wild) were used for
the experiments. It was shown that the adaptive complex mapping outperforms original
residual units with identity mapping and other state-of-the-art methods in the field in the
majority of the cases. Considering the trade-off between the number of parameters and
recognition rate, BReG-NeXt-50 was proposed as the final architecture for this task. Fur-
thermore, additional metrics were provided in both affect models to have a better evaluation
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of the proposed method. In the categorical model, BReG-NeXt-50 with only 3.1M training
parameters, achieved 68.50% and 71.53% accuracy on AffectNet and FER2013 databases,
respectively. And in the dimensional model, it achieved 0.2577 and 0.2882 for RMSE
on AffectNet and Affect-in-Wild databases, respectively. These are the best results so far
achieved on these databases and they show that this is a robust system for the challenging
task of facial affect estimation in the wild settings. Finally, a robust face detector was im-
plemented based on BReG-NeXt architecture and trained on the AffectNet database. The
resulting face detector was very accurate as it is based on the diverse database of AffectNet
as well as powerful architecture of BReG-NeXt. It also takes advantage of the Single Shot
Detector architecture which is a fast meta-architecture for general object detection tasks.
The developed detector achieved 0.72 mAP on AffectNet’s validation set which attests the
accuracy of this detector.
While this dissertation has demonstrated the potential of the proposed facial affect es-
timation system, there are some future research and improvements that can be made to
enhance this system. Two of these suggestions are:
1. Hierarchical classification of categorical expressions: the proposed systems for
categorical facial expression recognition -however accurate- are implemented in a
one-shot manner. This means that the subject’s expression is classified alongside all
expressions during training. In FER, since there are very subtle differences between
some expressions -for instance, contempt and happiness have very similar structure
or neutral is commonly mistaken with other expressions- it would be better to widen
this gap further by applying hierarchical classification on DNNs. In a hierarchical
classification, expert networks can be defined for neutral, positive, and negative ex-
pressions. Therefore, the decision line between the expressions are easier to define.
For instance, it would be very unlikely to miss-classify a positive expression -such as
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the expression “happiness”- with a negative one -such as “sadness”- in hierarchical
classification system.
2. Applying complex mapping to other residual-based neural networks: For both
BReG-Net and BReG-NeXt, the main focus was on applying the proposed complex
mappings to the original ResNet architecture. However, other residual-based meth-
ods exist in the literature (such as Highway networks and DenseNets) that same as
ResNets use identity mapping for their bypass path in the residual unit. A suggestion
would be to apply the proposed complex mappings on these other residual-based net-
works in DNNs. However, memory and computational power limitations are needed
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