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ZSIGMONDY’S THEOREM AND PRIMITIVE
DIVISORS OF THE LUCAS AND LEHMER
SEQUENCES IN POLYNOMIAL RINGS
MIN SHA
Abstract. In this paper, we obtain analogues of Zsigmondy’s
theorem and the primitive divisor results of the Lucas and Lehmer
sequences in polynomial rings of several variables.
1. Introduction
1.1. Background and motivation. Given a sequence (an)n≥1 of the
rational integers Z, a prime divisor of a term an is called primitive
if it divides no earlier term. The sequence is a divisibility sequence
if am | an whenever m | n, and it is a strong divisibility sequence if
gcd(am, an) = ad with d = gcd(m,n). These notions apply to any
sequence of a unique factorization domain.
It is a classical and still very active topic in number theory to study
divisibility properties and primitive divisors of an integer sequence.
The classical Zsigmondy theorem [22] in 1892, extending earlier work
of Bang [2] in the case b = 1, says that every term beyond the sixth
in the sequence (an − bn)n≥1 has a primitive prime divisor, where a, b
are positive coprime integers. This theorem was independently redis-
covered by Birkhoff and Vandiver [4]. Results of this form are often
useful in group theory and in the theory of recurrence sequences (see
[8, Section 6.3] for a discussion and references).
In 1913, Carmichael [5] showed that each term of the Lucas sequence
((an− bn)/(a− b))n≥1 beyond the twelfth has a primitive prime divisor,
where a, b are real algebraic integers such that a/b is not a root of
unity, and a + b and ab are coprime integers in Z. In 1955, Ward
[19] obtained a similar result for the Lehmer sequence (sn)n≥1 with
sn = (a
n − bn)/(a − b) for odd n and sn = (a
n − bn)/(a2 − b2) for
even n, where a, b are real, and (a+ b)2 and ab are coprime integers in
Z. All these results, including Zsigmondy’s theorem, were extended to
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any number field by Schinzel [12, 15] (in an effective but not explicit
manner), which was first made explicitly by Stewart [18]. Furthermore,
in 2001, Bilu, Hanrot and Voutier [3] listed all the Lucas and Lehmer
numbers without primitive prime divisor.
So far, the above classical results have various extensions in different
settings. For example, the extensions to elliptic divisibility sequence
[7, 16], to dynamical sequences [11, 14], to function fields defined over
number fields [10], to Drinfeld modules [1, 13, 21]. Recently, Flatters
and Ward [9] found an analogue of Zsigmondy’s theorem for a polyno-
mial sequence (fn− gn)n≥1, where f, g are two coprime polynomials in
a polynomial ring K[X ] (K is a field).
In this paper, we want to establish analogues of Zsigmondy’s theorem
and the primitive divisor results of the Lucas and Lehmer sequences
in polynomial rings of several variables. The approach is essentially
the same as in [9]. It in fact follows the classical one with some mod-
ifications needed to avoid terms in the sequence where the Frobenius
automorphism precludes primitive divisors. However, for analogues of
polynomial Lucas and Lehmer sequences, it indeed needs some more
extra considerations.
Throughout the paper, let K be a field, and R = K[X1, . . . , Xr] the
ring of polynomials in varibales X1, . . . , Xr. Let p be the characteristic
of K. Note that either p = 0 or p is a prime number. Since R is a
unique factorization domain, any non-constant polynomial in R can be
factorized into a product of irreducible polynomials over K.
We state the main results in the rest of Section 1, and then prove
them later on.
1.2. Polynomial Zsigmondy theorem. Let f, g be non-zero coprime
polynomials in R such that f and g are not both in K and the quotient
f/g is not a root of unity. Define the sequence of R:
Fn = f
n − gn, n = 1, 2, . . . .
We remark that the sequence (Fn)n≥1 satisfies the following recurrence
relation over R:
Fn+2 = (f + g)Fn+1 − fgFn, n = 1, 2, . . . .
As in the integer case, for any integer n ≥ 2, an irreducible factor of
Fn not dividing any earlier term is called a primitive prime divisor.
The strong divisibility property and the primitive divisor result of
the sequence (Fn)n≥1 can be obtained in the same way as in [9].
Theorem 1.1. The sequence (Fn)n≥1 is a strong divisibility sequence.
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Theorem 1.2. Suppose the characteristic p > 0 and let F ′ be the
sequence obtained from (Fn)n≥1 by deleting the terms Fn with p | n,
then each term of F ′ beyond the second has a primitive prime divisor.
If p = 0, then each term of (Fn)n≥1 beyond the second has a primitive
prime divisor.
For f, g as the above, define the sequence:
Sn = f
n + gn, n = 1, 2, . . . .
If p 6= 2, then (Sn)n≥1 6= (Fn)n≥1. Note that F2n = FnSn, which
implies that each primitive prime divisor of F2n comes from Sn. Then,
the following corollary is a direct consequence of Theorem 1.2.
Corollary 1.3. Suppose p > 0, and let S ′ be the sequence obtained
from (Sn)n≥1 by deleting the terms Sn with p | n, then each term of S
′
beyond the second has a primitive prime divisor. If p = 0, then each
term of (Sn)n≥1 beyond the second has a primitive prime divisor.
1.3. Polynomial Lucas sequences. Let α, β be non-zero algebraic
elements over R such that the quotient α/β is not a root of unity.
Assume that α + β and αβ are coprime polynomials in R which are
not both in K. Define the Lucas sequence of R:
Ln =
αn − βn
α− β
, n = 1, 2, . . . .
We remark that the Lucas sequence (Ln)n≥1 satisfies the following re-
currence relation over R:
Ln+2 = (α + β)Ln+1 − αβLn, n = 1, 2, . . . .
The following two theorems are about the strong divisibility property
and the primitive prime divisor of the sequence (Ln)n≥1, respectively.
Theorem 1.4. The sequence (Ln)n≥1 is a strong divisibility sequence.
Theorem 1.5. Suppose p > 0 and let L′ be the sequence obtained from
(Ln)n≥1 by deleting the terms Ln with p | n, then each term of L
′ beyond
the second has a primitive prime divisor. If p = 0, then each term of
(Ln)n≥1 beyond the second has a primitive prime divisor.
1.4. Polynomial Lehmer sequences. Let λ, η be non-zero algebraic
elements over R such that λ/η is not a root of unity. Assume that
(λ+ η)2 and λη are non-zero coprime polynomials in R which are not
both in K. Define the Lehmer sequence of R:
Un =


λn−ηn
λ−η
if n is odd,
λn−ηn
λ2−η2
if n is even.
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We remark that the Lehmer sequence (Un)n≥1 satisfies the following
recurrence relation over R:
Un+4 = (λ
2 + η2)Un+2 − λ
2η2Un, n = 1, 2, . . . .
We present the strong divisibility property and the primitive divisor
result of the sequence (Un)n≥1 as follows.
Theorem 1.6. The sequence (Un)n≥1 is a strong divisibility sequence.
Theorem 1.7. Suppose p > 0 and let U ′ be the sequence obtained
from (Un)n≥1 by deleting the terms Un with p | n, then each term of U
′
beyond the second has a primitive prime divisor. If p = 0, then each
term of (Un)n≥1 beyond the second has a primitive prime divisor.
2. Proofs of Theorems 1.1 and 1.2
Although the proofs in this section are the same as in [9], we re-
produce the details for the convenience of the readers and also for
presenting other proofs.
Before we prove the theorems, we need to make some preparations.
Recall that the resultant of two homogeneous polynomials in vari-
ables X and Y is defined to the determinant of their Sylvester matrix.
Some basic properties of this resultant are listed in the following lemma;
see [17, Proposition 2.3].
Lemma 2.1. For two non-constant homogeneous polynomials defined
over a field K
A(X, Y ) = a0X
n + a1X
n−1Y + . . .+ anY
n = a0
n∏
i=1
(X − αiY )
and
B(X, Y ) = b0X
m + b1X
m−1Y + . . .+ bmY
m = b0
n∏
j=1
(X − βjY ),
their resultant is
Res(A,B) = am0 b
n
0
n∏
i=1
m∏
j=1
(αi − βj) ∈ Z[a0, . . . , an, b0, . . . , bm],
and Res(A,B) = 0 if and only if A and B have a common zero over
the algebraic closure of K. Moreover, there exist G1, H1, G2, H2 ∈
Z[a0, . . . , an, b0, . . . , bm][X, Y ] homogeneous in X and Y such that
G1A +H1B = Res(A,B)X
m+n−1,
G2A +H2B = Res(A,B)Y
m+n−1.
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For any integer n ≥ 1, the n-th cyclotomic homogeneous polynomial
is defined by
Φn(X, Y ) =
n∏
k=1, gcd(k,n)=1
(X − ζknY ) ∈ Z[X, Y ],
where ζn is a primitive n-th root of unity, and we also define the poly-
nomial
Pn(X, Y ) =
Xn − Y n
X − Y
=
n−1∑
k=0
Xn−1−kY k =
n−1∏
k=1
(X − ζknY ).
Then, it is easy to see that
Xn − Y n =
∏
d|n
Φd(X, Y ), Pn(X, Y ) =
∏
d|n, d≥2
Φd(X, Y ).
The following result is [9, Lemma 2.4] about the resultant of Pm(X, Y )
and Pn(X, Y ).
Lemma 2.2. For any positive coprime integers m and n, we have
Res(Pm, Pn) = ±1.
The following lemma is [9, Corollary 2.5], which is a simple appli-
cation of Lemmas 2.1 and 2.2. However, the proof there should be
corrected by deleting the sentence “it follows that 1 ∈ I” there. Be-
cause this sentence is not always true (for example, let f = X, g = Y
in the polynomial ring K[X, Y, Z] in variables X, Y, Z).
Lemma 2.3. Let a, b be coprime elements of a unique factorization
domain D. Then, for any positive coprime integers m,n, Pm(a, b) and
Pn(a, b) are coprime in D.
Recall that p is the characteristic of the field K. As usual, denote by
vpi(h) (or vp(n)) the maximal power to which an irreducible polynomial
pi divides h ∈ R (or to which p divides n ∈ Z when p > 0).
Lemma 2.4. Let pi ∈ R be an irreducible polynomial dividing Fn for
some n ≥ 1. Then, for any m ≥ 1 we have
vpi(Fmn) =


pvp(m)vpi(Fn) if p > 0,
vpi(Fn) if p = 0.
Proof. We first note that since gcd(f, g) = 1 and vpi(Fn) > 0, we have
vpi(f) = vpi(g) = 0. Let k = vpi(Fn). Write
Fn = f
n − gn = pikγ
6 MIN SHA
for some γ ∈ R with vpi(γ) = 0. Then, we have
fmn = (gn + pikγ)m = gmn +
m∑
i=1
(
m
i
)
pikiγign(m−i).
So
Fmn = mγg
n(m−1)pik +
m∑
i=2
(
m
i
)
γign(m−i)piki.
We deduce that if either p = 0, or p > 0 and p ∤ m, then
vpi(Fmn) = k = vpi(Fn).
Now, assume that p > 0 and m = pem1 with e > 0 and p ∤ m1, then
Fmn = f
mn − gmn = (fm1n − gm1n)p
e
= F p
e
m1n
,
which implies that
vpi(Fmn) = p
evpi(Fm1n) = p
evpi(Fn).
This completes the proof. 
Now, we are ready to prove the theorems.
Proof of Theorem 1.1. Let d = gcd(m,n). Note that
Fm = f
m − gm = (f d − gd)Pm/d(f
d, gd) = FdPm/d(f
d, gd)
and
Fn = f
n − gn = (f d − gd)Pn/d(f
d, gd) = FdPn/d(f
d, gd).
By Lemma 2.3, we know that Pm/d(f
d, gd) and Pn/d(f
d, gd) are coprime
in R, and so we have gcd(Fm, Fn) = Fd. 
Proof of Theorem 1.2. We first assume the characteristic p > 0. Note
that
Fn =
∏
d|n
Φd(f, g).
By the Mo¨bius inversion, we have
Φn(f, g) =
∏
d|n
F
µ(n/d)
d .
So, for any irreducible polynomial pi in R we have
vpi(Φn(f, g)) =
∑
d|n
µ(n/d)vpi(Fd).
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Suppose that pi is a prime divisor of Fn which is not primitive, where
p ∤ n. Let m be the minimal positive integer such that pi | Fm. Auto-
matically, p ∤ m. Then, by Theorem 1.1 we have that m | n, and by
Lemma 2.4, for any k with p ∤ k
vpi(Fmk) = vpi(Fm).
Hence, if m < n, noticing p ∤ n we obtain
vpi(Φn(f, g)) =
∑
d|n/m
µ(n/(dm))vpi(Fdm)
=
∑
d|n/m
µ(n/(dm))vpi(Fm)
= vpi(Fm)
∑
d|n/m
µ(n/(dm)) = 0.
So, any non-primitive prime divisor of Fn (in the sequence F
′) does not
divide Φn(f, g). It is easy to see that Φn(f, g) is non-constant when
n > 2, and so Φn(f, g) has a prime divisor in R. Thus, when n > 2, any
prime divisor of Φn(f, g) is primitive, and so each term in the sequence
F ′ beyond the second has a primitive prime divisor. The proof for the
case p = 0 follows exactly the same way. 
Remark 2.5. In the proof of Theorem 1.2, we obtain more: the prim-
itive part (that is, the product of all the primitive prime divisors to
their respective powers) of Fn is Φn(f, g), where n ≥ 3 and p ∤ n if
p > 0.
3. Proofs of Theorems 1.4 and 1.5
We first make some preparations. Although the sequences we con-
sider are defined over R, we prefer to establish some results in a more
general setting.
Lemma 3.1. Let a, b be two non-zero algebraic elements over a unique
factorization domain D. Assume that a + b and ab are coprime ele-
ments in D. Then, for any positive coprime integers m,n, Pm(a, b)
and Pn(a, b) are coprime in D.
Proof. Without loss of generality, we can assumem ≥ 2, n ≥ 2. Clearly,
both Pm(a, b) and Pn(a, b) are in D. Because both Pm(X, Y ) and
Pn(X, Y ) are symmetric in X and Y .
Using Lemmas 2.1 and 2.2, we obtain that there exist u1, w1, u2, w2 ∈
Z[a, b] such that
u1Pm(a, b) + w1Pn(a, b) = a
m+n−3 + bm+n−3 ∈ D
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and
u2Pm(a, b) + w2Pn(a, b) = a
m+n−3bm+n−3 ∈ D.
By contradiction, suppose that Pm(a, b) and Pn(a, b) are not coprime
in D. Then, there is a prime element pi ∈ D such that pi | Pm(a, b) and
pi | Pn(a, b) in D.
By the above discussion, we obtain that both
u1Pm(a, b) + w1Pn(a, b)
pi
,
u2Pm(a, b) + w2Pn(a, b)
pi
are in the fraction field of D and integral over D (because a, b are
integral over D). Note that D is an integrally closed domain, so these
two quotients are both in D. Hence, we have pi | am+n−3 + bm+n−3 and
pi | am+n−3bm+n−3 in D. So, pi | ab in D.
Let k = m+ n− 3. We have known that pi | ak + bk and pi | ab in D.
Consider
(a+ b)k = ak + bk +
k−1∑
i=1
(
k
i
)
aibk−i = ak + bk + ab
k−1∑
i=1
(
k
i
)
ai−1bk−1−i.
Note that
∑k−1
i=1
(
k
i
)
ai−1bk−1−i is also in D, because it is symmetric in
a and b. Hence, we have pi | (a + b)k, and so pi | a + b in D. Noticing
pi | ab, this leads to a contradiction with the assumption that a+ b and
ab are coprime in D. Therefore, Pm(a, b) and Pn(a, b) are coprime in
D. 
Note that for any integer n ≥ 1, Ln = Pn(α, β). The following is a
direct consequence of Lemma 3.1.
Corollary 3.2. For any positive coprime integers m,n, Lm and Ln are
coprime in R.
Let M be the fraction field of R. By assumption, M(α) is a field
extension overM having degree at most two. Note that β ∈M(α). For
any irreducible polynomial pi ∈ R, as usual vpi induces a valuation of
M . It is well-known that the valuation vpi inM can be extended to the
field M(α); see, for instance, [6, Theorem 3.1.2]. Without confusion,
we still denote by vpi the corresponding extension of valuation inM(α).
Recall that p is the characteristic of the field K.
Lemma 3.3. Let pi ∈ R be an irreducible polynomial dividing Ln for
some n ≥ 2. Then, for any m ≥ 1 we have
vpi(Lmn) =


vpi(Ln) if p > 0 and p ∤ m,
vpi(Ln) if p = 0.
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Proof. First, since α, β are both integral over the ring R, we have
vpi(α) ≥ 0 and vpi(β) ≥ 0.
Suppose that vpi(α) > 0. Note that β
n−1 = Ln − α(α
n−2 + αn−3β +
. . .+βn−2). Then, since vpi(α) > 0 and vpi(Ln) > 0, we have vpi(β
n−1) >
0. So, vpi(β) > 0. Thus,
vpi(α + β) > 0, vpi(αβ) > 0,
which contradicts the assumption that α+β and αβ are coprime in R.
Hence, we must have vpi(α) = 0. Similarly, we must have vpi(β) = 0.
Now, let k = vpi(Ln). We write
Ln = pi
kγ
with γ ∈ R and vpi(γ) = 0. Then, we have
αn = βn + pikγ(α− β).
As in the proof of Lemma 2.4, we obtain
Lmn = mγβ
n(m−1)pik +
m∑
i=2
(
m
i
)
γi(α− β)i−1βn(m−i)piki.
The desired result now follows. 
Now, we are ready to prove the theorems.
Proof of Theorem 1.4. Let d = gcd(m,n). By definition, we have
Lm = LdPm/d(α
d, βd), Ln = LdPn/d(α
d, βd).
Since α+β and αβ are coprime in R, we obtain that αd+βd and αdβd
are also coprime in R (as in the last paragraph of Proof of Lemma 3.1).
Hence, by Lemma 3.1, we know that Pm/d(α
d, βd) and Pn/d(α
d, βd) are
coprime in R, and so we have gcd(Lm, Ln) = Ld. 
Proof of Theorem 1.5. Note that
αn − βn =
∏
d|n
Φd(α, β).
By the Mo¨bius inversion, we have
Φn(α, β) =
∏
d|n
(αd − βd)µ(n/d).
For n ≥ 2, since
∑
d|n µ(n/d) = 0, we obtain
Φn(α, β) =
∏
d|n
L
µ(n/d)
d .
Then, the rest of the proof is similar as in the proof of Theorem 1.2 by
using Theorem 1.4 and Lemma 3.3. Here, we need to use the fact that
10 MIN SHA
Φn(α, β) is not in K for any n ≥ 3 (because at least one of α and β is
transcendental over K). 
Remark 3.4. In the proof of Theorem 1.5, we obtain more: the prim-
itive part of Ln is Φn(α, β), where n ≥ 3 and p ∤ n if p > 0.
4. Proofs of Theorems 1.6 and 1.7
As in [19], we define the sequence (Qn)n≥1 of polynomials by Q1 =
1, Q2 = 1, and
Qn(X, Y ) = Φn(X, Y ), n = 3, 4, . . . .
Then, it is easy to see that for any integer n ≥ 1 we have
Un =
∏
d|n
Qd(λ, η).
To obtain the strong divisibility property, we need to make some
more preparations.
Lemma 4.1. Let a, b be two non-zero algebraic elements over a unique
factorization domain D. Assume that a2 + b2 and ab are coprime ele-
ments in D. Let m,n be two positive coprime integers such that both
m and n are odd. Then, Pm(a, b) and Pn(a, b) are coprime in D.
Proof. Without loss of generality, we can assume m ≥ 3, n ≥ 3. Note
that Pm(X, Y ) is homogeneous of even degree m− 1 and symmetric in
X and Y . So, if X iY j is a term in Pm(X, Y ), then X
jY i is also a term
in Pm(X, Y ), and then assuming i ≤ j, we have
aibj + ajbi = (ab)i(aj−i + bj−i) ∈ D,
where we use the fact that j− i is even (because i+ j = m−1 is even).
Hence, we have that Pm(a, b) is in D. Similarly, Pn(a, b) is also in D.
Using Lemmas 2.1 and 2.2, we deduce that there exist u1, w1, u2, w2 ∈
Z[a, b] such that
u1Pm(a, b) + w1Pn(a, b) = a
2(m+n−3) + b2(m+n−3) ∈ D
and
u2Pm(a, b) + w2Pn(a, b) = a
2(m+n−3)b2(m+n−3) ∈ D.
Now, we proceed the same lines as in the later part of the proof of
Lemma 3.1 by replacing a, b there with a2, b2 here. So, we obtain that
Pm(a, b) and Pn(a, b) are coprime in D. 
Lemma 4.2. Let D, a, b be defined as in Lemma 4.1. Assume further
that a + b 6= 0. Let m,n be two positive coprime integers such that m
is odd and n is even. Then, Pm(a, b) and Pn(a, b)/(a + b) are coprime
in D.
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Proof. Without loss of generality, we can assume m ≥ 3, n ≥ 2. Since
m is odd, as in the proof of Lemma 4.1 Pm(a, b) is in D. For any odd
integer k ≥ 1, note that
ak + bk
a+ b
= ak−1 − ak−2b+ . . .− abk−2 + bk−1
is homogeneous of even degree k− 1 and is symmetric in a and b, so it
is in D. Hence, for even n, Pn(a, b)/(a+ b) is in D.
Denote Tn(X, Y ) = Pn(X, Y )/(X + Y ), which can be viewed as a
polynomial over Z. Applying the same arguments as in proving [9,
Lemma 2.4], we obtain that the resultant of Pm(X, Y ) and Tn(X, Y ) is
equal to ±1.
Now, applying Lemmas 2.1, we deduce that there exist u1, w1, u2, w2 ∈
Z[a, b] such that
u1Pm(a, b) + w1Tn(a, b) = a
2(m+n−4) + b2(m+n−4) ∈ D
and
u2Pm(a, b) + w2Tn(a, b) = a
2(m+n−4)b2(m+n−4) ∈ D.
Now, we proceed the same lines as in the later part of the proof of
Lemma 3.1 by replacing a, b there with a2, b2 here. So, we obtain that
Pm(a, b) and Tn(a, b) are coprime in D. 
Lemma 4.3. Let D, a, b be defined as in Lemma 4.1. Assume further
that a + b 6= 0. Let m,n be two positive integers such that both m and
n are odd. Then, Pm(a
n, bn) and (an + bn)/(a+ b) are coprime in D.
Proof. Without loss of generality, we can assume m ≥ 3, n ≥ 3. As
before, since m and n are odd, Pm(a
n, bn) and (an + bn)/(a + b) are
indeed in D.
Define
Vm(X, Y ) = Pm(X
n, Y n), Wn(X, Y ) =
Xn + Y n
X + Y
.
Both Vm and Wn can be viewed as polynomials over Z. So, we first
compute their resultant over Z. Note that
Vm(X, Y ) =
m−1∏
i=1
(Xn − ζ imY
n) =
m−1∏
i=1
n∏
j=1
(X − ζjnζ
i
mnY ),
and
Wn(X, Y ) =
Xn − (−Y )n
X + Y
=
n−1∏
k=1
(X + ζknY ).
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By Lemma 2.1, the resultant
Res(Vm,Wn) =
m−1∏
i=1
n∏
j=1
n−1∏
k=1
(ζ imnζ
j
n + ζ
k
n) ∈ Z.
For each factor ζ imnζ
j
n+ζ
k
n in the resultant, we have ζ
i
mnζ
j
n 6= ζ
k
n (because
otherwise we would have ζ imnζ
mj
mn = ζ
mk
mn , and then m | i, but 1 ≤ i ≤
m − 1), and so ζ imnζ
j
n + ζ
k
n = ζm′(1 − ζ2ζn′) for some odd integer m
′
and odd integer n′ ≥ 3 (noticing both m,n are odd), and thus it is a
unit by [20, Proposition 2.8]. Hence, Res(Vm,Wn) is a unit in Z, that
is, Res(Vm,Wn) = ±1.
Therefore, as polynomials over D, we also have Res(Vm,Wn) = ±1.
Using Lemmas 2.1, we deduce that there exist u1, w1, u2, w2 ∈ Z[a, b]
such that
u1Vm(a, b) + w1Wn(a, b) = a
2((m−1)n+n−2) + b2((m−1)n+n−2) ∈ D
and
u2Vm(a, b) + w2Wn(a, b) = a
2((m−1)n+n−2)b2((m−1)n+n−2) ∈ D.
Now, we proceed the same lines as in the later part of the proof of
Lemma 3.1 by replacing a, b there with a2, b2 here. So, we obtain that
Vm(a, b) and Wn(a, b) are coprime in D. 
Recall that M is the fraction field of R. By assumption, M(λ) is a
field extension overM having degree at most four. Note that η ∈M(λ).
As before, any irreducible polynomial pi ∈ R induces a valuation of
M(λ) in the usual way, which is still denoted by vpi.
Recall that p is the characteristic of the field K.
Lemma 4.4. Let pi ∈ R be an irreducible polynomial dividing Un for
some n ≥ 3. Then, for any m ≥ 1 we have
vpi(Umn) =


vpi(Un) if p > 0 and p ∤ m,
vpi(Un) if p = 0.
Proof. First, since λ, η are both integral over the ring R, we have
vpi(λ) ≥ 0 and vpi(η) ≥ 0. As in the proof of Lemma 3.3 and notic-
ing that (λ + η)2 and λη are coprime, we can see that vpi(λ) = 0 and
vpi(η) = 0. Hence, we also have vpi(λ+ η) = 0 and vpi(λ− η) = 0.
Now, let k = vpi(Un). Assume that n is odd. Then, Un = (λ
n −
ηn)/(λ− η). We write
Un = pi
kγ
with γ ∈ R and vpi(γ) = 0. Then, we have
λn = ηn + pikγ(λ− η).
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As in the proof of Lemma 2.4, we obtain that for odd m
Umn = mγη
n(m−1)pik +
m∑
i=2
(
m
i
)
γi(λ− η)i−1ηn(m−i)piki,
and for even m
(λ+ η)Umn = mγη
n(m−1)pik +
m∑
i=2
(
m
i
)
γi(λ− η)i−1ηn(m−i)piki.
Then, the desired result follows.
The case when n is even can be proved similarly. 
Now, we are ready to prove the theorems.
Proof of Theorem 1.6. Let d = gcd(m,n).
First, we assume that both m and n are even. Then, d is also even.
By definition, we obtain
Um = UdPm/d(λ
d, ηd), Un = UdPn/d(λ
d, ηd).
By assumption, it is easy to see that λd + ηd and λdηd are coprime in
R. Hence, by Lemma 3.1, we know that Pm/d(λ
d, ηd) and Pn/d(λ
d, ηd)
are coprime in R, and so we have gcd(Um, Un) = Ud in this case.
Now, we assume that both m and n are odd. Then, d is also odd.
By definition, we have
Um = UdPm/d(λ
d, ηd), Un = UdPn/d(λ
d, ηd).
Then, by Lemma 4.1 we know that Pm/d(λ
d, ηd) and Pn/d(λ
d, ηd) are
coprime in R, and so we have gcd(Um, Un) = Ud.
Finally, when m and n do not have the same parity, without loss of
generality, we assume that m is odd and n is even. Then, d is odd. By
definition, we have
Um = UdPm/d(λ
d, ηd),
and
Un = Ud ·
Pn/d(λ
d, ηd)
λd + ηd
·
λd + ηd
λ+ η
.
Then, by Lemma 4.2 we know that Pm/d(λ
d, ηd) and Pn/d(λ
d, ηd)/(λd+
ηd) are coprime inR. Besides, by Lemma 4.3 we obtain that Pm/d(λ
d, ηd)
and (λd+ηd)/(λ+η) are coprime in R. Hence, we have gcd(Um, Un) =
Ud. This completes the proof. 
Proof of Theorem 1.7. Note that
Un =
∏
d|n
Qd(λ, η).
14 MIN SHA
By the Mo¨bius inversion, we have
Qn(λ, η) =
∏
d|n
U
µ(n/d)
d .
Then, the rest of the proof is similar as in the proof of Theorem 1.2 by
using Theorem 1.6 and Lemma 4.4. Here, we need to use the fact that
Qn(λ, η) = Φn(λ, η) is not in K for any n ≥ 3 (because at least one of
λ and η is transcendental over K). 
Remark 4.5. In the proof of Theorem 1.7, we obtain more: the prim-
itive part of Un is Qn(λ, η) = Φn(λ, η), where n ≥ 3 and p ∤ n if p > 0.
5. Comments
In this section, we make some remarks about extending our results
to unique factorization domains.
Note that all the lemmas used in proving the strong divisibility prop-
erty are valid for any unique factorization domain. So, we have the
following result.
Theorem 5.1. The strong divisibility properties in Theorems 1.1, 1.4
and 1.6 still hold when we replace the ring R by a unique factorization
domain D.
In order to extend fully all our results on primitive divisors to a
unique factorization domain D, we need to assure two properties. One
is about the valuation similar as in Lemmas 2.4, 3.3 and 4.4. The other
is to assure that Φn(f, g),Φn(α, β) and Φn(λ, η) are all non-zero and
non-unit whenever n ≥ 3.
If D contains a prime field, then any integer as an element in D is
either zero or a unit, and so the valuation result holds in this case by
following the same arguments as in this paper. Hence, in this case,
if one can show that Φn(f, g) is non-unit whenever n > n0 for some
integer n0, then one in fact prove the result in Theorem 1.2 by replacing
“beyond the second” with “beyond the n0-th”. Similar things apply to
Theorems 1.5 and 1.7.
We present an example here. LetD = K[[X ]] be the formal power se-
ries ring over a field K in one variableX . Then, an element
∑∞
n=0 anX
n
in D is a unit if and only if a0 6= 0. Let f and g be non-zero, non-unit
and coprime in D such that f/g is not a root of unity. Then, Φn(f, g)
is non-zero and non-unit for any n ≥ 1, and so Theorem 1.2 holds in
this case. In addition, if let f be non-unit and g a unit in D, then
Φn(f, g) is a unit for any n ≥ 1,
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