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Resumen
Desde los años 80, la capa de transporte en las redes de Internet ha sido contro-
lada principalmente por dos protocolos: TCP (Protocolo de Control de Transmisiones,
Transmission Control Protocol) y UDP (Protocolo de Datagramas de Usuario, User Da-
tagram Protocol); el primero orientado a las conexiones mientras que el segundo al envío
de datagramas. Ambos protocolos presentan diﬁcultades para adaptarse a los nuevos re-
querimientos de las redes actuales. Por ello, Google ha desarrollado un nuevo protocolo,
QUIC (Conexiones UDP Rápidas en Internet, Quick UDP Internet Connections). QUIC
fue presentado en 2014 y actualmente se usa en el navegador web Google Chrome, así
como en el resto de servicios que ofrece el ecosistema de Google. Este protocolo posee la
cualidad de usar UDP como protocolo de transporte, pero añade las características de
control y cifrado de conexiones correspondientes a TCP y TLS (Seguridad de la Capa de
Transporte,Transport Layer Security) respectivamente.
En este Trabajo de Fin de Grado se ha desarrollado un disector de tráﬁco red. El
objetivo es analizar los paquetes con contenido QUIC y obtener información de interés
de las sesiones que hagan uso de dicho protocolo. De esta manera, es posible monitorizar
el estado de este tipo de conexiones en un segmento de red, lo cuál es útil para detectar
problemas en los servicios. Para asegurar que los resultados son correctos, se han llevado a
cabo pruebas en tres entornos web diferentes. Finalmente, se han comparado los resultados
con los obtenidos por Wireshark, el disector de referencia, validando de esta manera la
funcionalidad del desarrollo realizado.
Palabras Clave
Análisis, TCP, TLS, UDP, QUIC, datagrama, cifrado, Google, Google Chrome, mo-
nitorización de red, seguimiento de sesiones.
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Abstract
Since the 80s, the transport layer of the Internet has been mainly controlled by two
protocols: TCP (Transmission Control Protocol) and UDP (User Datagram Protocol); the
ﬁrst one is guided to connection control whether the second one is focused on datagram
transmission. Both of these protocols struggle to adapt to the new requiriments of the
net. Therefore, Google has developed the newer protocol, QUIC (Quick UDP Internet
Connections). QUIC was presented by 2014 and nowadays is used in the web browser
Google Chrome, as well as the rest of the services provided by the Google ecosystem.
This protocol has the attribute of using UDP as transport layer however, it adds the
connection control and encryption qualities of TCP and TLS (Transport Layer Security)
respectively.
In this Project a web traﬃc dissector has been developed. The main objective is to
analyze the content of QUIC packets and obtain signiﬁcant information of the sessions
that make use of this protocol. By this way, its possible to monitor the state of this
type of connections in a segment of the net, this is useful to detect problems in the
services. To ensure that the results are accurate, it has been tested in three diﬀerent
web enviroments. Finally, the results have been compared with the results obtained by
Wireshark, the packet dissector of reference.
Keywords
Analysis, TCP, TLS, UDP, QUIC, datagram, encryption, Google, Google Chrome,
web monitoring, session tracing.
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1
Introducción
1.1. Motivación
Aunque Internet ha sido empleado para la transmisión de contenido web, en los últimos
años ha habido una drástica evolución de las tecnologías y los servicios ofrecidos. Algunas
de las nuevas tecnologías son: 5G, dispositivos móviles, Internet of Things o virtualización.
A su vez se han desarrollado nuevas aplicaciones: streaming de contenido multimedia,
vídeo bajo demanda, Big Data, redes sociales y servicios a tiempo real. Estos nuevos
servicios son cada vez más demandantes de recursos y requieren de mayor protección
de la información. Aplicaciones como Youtube utilizan actualmente más de un 10% del
tráﬁco de red. Y este porcentaje va en aumento [4]. Pero, sin duda, la aplicación que más
tráﬁco conduce es Netﬂix, con entre un 15% y un 40% en hora punta [5].
Actualmente, Youtube es propiedad de Alphabet, parte de la matriz de Google LCC.
El gigante de los servicios de Internet tiene muy presente la importancia de optimizar su
uso de red. Por ello, ha desarrollado QUIC (Quick UDP Internet Connections, Conexiones
UDP Rápidas en Internet), un nuevo protocolo de red cuyo objetivo es optimizar los
recursos de la red, disminuir la latencia, aumentar el ancho de banda y añadir más
seguridad a las comunicaciones.
Para ello, el protocolo QUIC usa como capa de transporte al protocolo clásico de
Internet UDP (User Datagram Protocol, Protocolo de Datagramas de Usuario). UDP
ofrece algunas ventajas como baja latencia y uso mínimo de datos de cabecera. Pero tiene
una desventaja frente a su principal competidor, TCP (Transmission Control Protocol,
Protocolo de Control de Transmisiones) la falta de transporte ﬁable de los datagramas.
Esto quiere decir que, en caso de perder un paquete de datos en UDP, este no se podría
recuperar. Esto no ocurre en TCP, gracias a sus mecanismos de control de pérdidas y
reenvío de paquetes.
El protocolo QUIC fue desarrollado en 2014 y comenzó su uso en 2015. En 2017, el
protocolo QUIC se utilizaba en más de un 15% de las conexiones de Internet [6]. Se ha
convertido en muy poco tiempo en uno de los principales protocolos de la red y es por
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ello que se vuelve cada vez más necesario tener herramientas para poder analizarlo. Es el
protocolo preferido en HTTP/2 (Hypertext Transfer Protocol, Protocolo de Transferencia
de Hipertexto) y en el futuro HTTP/3.
1.2. Objetivos
Una de las diﬁcultades principales del estudio de este protocolo es que, debido a su
reciente implementación y sus frecuentes actualizaciones no existen muchos estudios de
su funcionamiento o rendimiento. Por ello, los objetivos propuestos a cumplir en este
Trabajo de Fin de Grado son el estudio y comprensión del funcionamiento del protocolo.
Posteriormente, se propone el diseño de un disector de paquetes para la obtención de
los campos relevantes de cada datagrama, recopilación de la información de una sesión
y obtención de las medidas de rendimiento del protocolo. Este desarrollo se llevará a
cabo en C, para alcanzar altas tasas de procesamiento, cercanas a los 10 Gbit/s. Y se
mostrarán los resultados obtenidos por sesiones en vez de por paquetes, de esta forma, se
podrán detectar anomalías en la red.
Para asegurar que los resultados son correctos se comprobarán con los ofrecidos por
el disector de Wireshark. Esta herramienta es un analizador de redes muy potente del
que hablaremos más adelante.
1.3. Fases de realización
La realización de este trabajo se ha dividido en las siguientes etapas, como se puede
ver en el Diagrama de Gantt de la Figura 1.1.
Estudio del estado del arte: Durante este periodo se recopiló y estudió la infor-
mación disponible del protocolo. Primero se estudió el funcionamiento de TCP y
UDP, ya que ambos se usan como base del desarrollo de QUIC. Más tarde, se dio
paso al estudio de QUIC. Para ello, se consultaron estudios previos de otros grupos
de investigación. También se estudiaron los recursos ofrecidos por los desarrollado-
res del protocolo, en concreto la web de Chromium y la IETF (Internet Engineering
Task Force, Grupo de Trabajo de Ingeniería de Internet). También se comenzó a
usar Wireshark para analizar tráﬁco web.
Diseño y Desarrollo: En esta parte se implementó el disector de tráﬁco QUIC.
Para ello se implementó un disector de IP (Internet Protocol, Protocolo de Inter-
net)/TCP/UDP que se usaría como base para el desarrollo de la versión QUIC. Más
tarde se desarrolló el disector protocolo completo. Tras su ﬁnalización se llevaron a
cabo tareas de optimización y mejoras al disector para que el funcionamiento fuera
lo mejor posible.
Pruebas y validación: Para asegurar que los resultados del disector eran correc-
tos se llevaron a cabo distintas validaciones. Se utilizaron trazas de Internet de
distintas características y se realizó un script que detectaba posibles errores para
su corrección.
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Escritura de la memoria: Por último, se llevó a cabo la redacción de la memoria
del Trabajo de Fin de Grado. En ella se describe todo lo aprendido durante este
proceso y la información relevante en caso de que en un futuro se decida proseguir
la investigación de este protocolo.
Figura 1.1: Diagrama de Gantt.
1.4. Estructura del documento
El resto de la memoria consta de los siguientes capítulos:
Estado del Arte: En este capítulo se va a explicar de forma general el funciona-
miento de los protocolos TCP y UDP. Después, se profundizará en el funcionamien-
to del protocolo QUIC. Se comentarán las características de la biblioteca software
LibPCAP, necesaria para el desarrollo del disector. Por último, se llevará a cabo
una explicación del funcionamiento de los disectores de tráﬁco y se tomará como
ejemplo Wireshark y su versión por línea de comandos, Tshark.
Análisis de Requisitos: En esta parte se deﬁnirán los requisitos que debe cumplir
el disector para poder llevar a cabo su funcionamiento de forma satisfactoria. Se ha
dividido en requisitos funcionales y no funcionales.
Diseño y Desarrollo: Primero se hablará del entorno de desarrollo usado y el
por qué de su utilización. Luego se procederá a describir el desarrollo del disector
de protocolo QUIC usando los requisitos como objetivo a cumplir. Se hablará de
las distintas fases llevadas a cabo durante la implementación, incluyendo la optimi-
zación y mejora del diseño.
Resultados: En este capítulo se mostrarán los resultados obtenidos por el disector
usando distintas capturas de tráﬁco de red. Cada captura se ha realizado usando
un servicio de Internet distinto para poder comprobar cuál es el funcionamiento del
protocolo QUIC en distintos escenarios. Después se comparan los datos obtenidos
por los distintos resultados y por último, se documenta el comportamiento del
disector frente a protocolos distintos a QUIC que puedan aparecer.
Validación: Para comprobar que los resultados obtenidos son ﬁables, se ha realiza-
do una validación que queda explicada en este apartado. Se detallarán las distintas
pruebas realizadas, sus resultados y los cambios realizados al disector según los
fallos encontrados. También se comenta el rendimiento obtenido por el disector.
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Conclusiones y Trabajo Futuro: Por último, se explicará las conclusiones ﬁ-
nales obtenidas al terminar el desarrollo del Trabajo de Fin de Grado. También se
identiﬁcarán nuevas líneas de investigación basadas en el disector de tráﬁco QUIC
y posibles trabajos según los resultados obtenidos del análisis de protocolo QUIC.
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2
Estado del Arte
2.1. Introducción
En este apartado se expondrán los conocimientos previos necesarios a la realización
del proyecto. Se pondrá en contexto la situación en la que se encuentran TCP y UDP,
sus características y limitaciones. Luego se profundizará en el protocolo QUIC. Primero
se comentarán los campos de las cabeceras y después los mecanismos de control que lleva
a cabo cada protocolo. Finalmente, se hará una descripción de los disectores de paquetes
y en concreto de Wireshark y Tshark.
2.2. QUIC
QUIC es un protocolo de red diseñado por Google para la capa de transporte. Está
basado en UDP y tiene como objetivo proveer un servicio mejor que TCP + TLS (Trans-
port Layer Security, Seguridad de la Capa de Transporte). A continuación, veremos las
características de estos protocolos de red. Al ser un protocolo experimental, tiene actua-
lizaciones cada pocos meses. Esto hace que cada poco tiempo los campos de las cabeceras
cambien y podrían no ser iguales a los descritos a continuación. Para este Trabajo de Fin
de Grado se ha estudiado la versión GQUIC (Google Quick UDP Internet Connections,
Conexiones UDP Rápidas en Internet de Google) Q043, que es la que implementa Google
Chrome actualmente (Versión 77.0.03865.90). Para comprobar la posición de los campos
se han analizado paquetes capturados previamente en Wireshark.
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2.2.1. TCP y UDP
La idea de este apartado es tener una vista general de los protocolos TCP y UDP en
relación al protocolo QUIC, no un estudio a fondo de su funcionamiento.
El protocolo de red TCP fue diseñado en los años 80 y ha demostrado su utilidad como
principal protocolo de transporte de paquetes en la red. Sus características de control de
conexiones lo hacen el favorito para el envío de información de forma ﬁable. Algunas de
sus características son:
Establecimiento de conexión: El establecimiento de conexión o Handshake per-
mite al cliente establecer una conexión con el servidor. Requiere de tres pasos: SYN,
SYN-ACK y ACK (Asentimiento, Reconocimiento). Cuando se establece conexión
satisfactoriamente, se procede a la transmisión de la información. Este sistema per-
mite la negociación del número de secuencia por parte del cliente y el servidor antes
del envío de información, también es posible negociar otros parámetros pero serían
opcionales. El proceso de establecimiento de conexión se lleva a cabo a cambio del
tiempo usado en el envío y recepción de los tres paquetes, lo que aumenta consi-
derablemente la latencia de la transmisión y resulta poco eﬁciente en conexiones
breves.
Números de secuencia y asentimientos: Para asegurar que los datos llegan
ordenados TCP implementa los números de secuencia, empezando en un número
aleatorio, para garantizar la seguridad. Cada intercambio de datos en el ﬂujo au-
mentará el número de secuencia del receptor. Una mejora de este sistema es SACK,
que permite asentir los datos recibidos, de forma que, si se pierde información en
la transmisión, el emisor puede saber exactamente qué segmento se ha extraviado
y reenviarlo.
Ventanas deslizantes: Para evitar que el emisor mande más datos de los que puede
soportar la red o el receptor, durante el establecimiento de conexión se negocia una
cantidad máxima de bytes que se pueden enviar. Esta cantidad puede variar durante
la conexión pero siempre a petición del receptor.
Las propiedades comentadas permiten a TCP asegurar una comunicación ﬁable. Pero
cada vez son mayores sus limitaciones para dar respuesta a los desafíos que supone al
Internet actual.
Por ejemplo, TCP no incorpora ningún tipo de cifrado de datos. Es por ello que
requiere de ser usado junto con TLS para garantizar la protección de la información. A
cambio, cada paquete de información tendrá una latencia mayor y una cabecera de datos
adicional. En la Figura 2.1 (Campos TLS 1.2 no incluídos) se puede observar cómo está
formada la cabecera TCP.
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Figura 2.1: Cabecera TCP
Por otra parte, está UDP. Este protocolo también fue desarrollado en los años 80
y tiene una aproximación distinta a TCP en el manejo de conexiones. Si bien TCP
tenía como objetivo asegurar la conexión ﬁable, UDP no asegura que todos los paquetes
enviados lleguen a su destino. Esto no es especialmente grave en aplicaciones como el
streaming de audio o vídeo. En estos casos unas bajas pérdidas a cambio de menor latencia
y mayor ancho de banda puede ser preferible. UDP tampoco implementa protección de
la información transportada, para subsanar dicho problema hace uso del protocolo DTLS
(Datagram TLS ).
UDP no implementa establecimientos de conexión ni control de ﬂujo o congestión,
únicamente una suma de veriﬁcación para asegurar que el contenido de un paquete no ha
sido corrompido en su transcurso por la red. En la Figura 2.2 se puede observar cómo
está formada la cabecera UDP.
Figura 2.2: Cabecera UDP
En lo que respecta a TLS, fue diseñado para proveer comunicaciones seguras en las
redes de ordenadores. Funciona mediante la encriptación de la información con claves
simétricas secretas compartidas entre el cliente y el servidor. DTLS sería la versión que
provee seguridad a los datagramas de UDP. Para alcanzar una calidad de seguridad
aceptable, el cliente y el servidor intercambian los algoritmos de cifrados de los que
disponen, en lo que se conoce como TLS handshake, este proceso, añade aún más tiempo
de establecimiento de conexión, aumentando con ello la latencia.
Para ﬁnalizar la sección se puede observar la Tabla 2.1 resumen comparando ambos
protocolos.
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Tabla 2.1: TCP y UDP
2.2.2. Google y QUIC
QUIC es el nombre que recibe el protocolo de red en el que Google ha estado traba-
jando desde 2014. En 2015 lanzó la primera versión para Chromium y más adelante para
Google Chrome, el navegador web más popular. Desde entonces se ha expandido su uso
a todos los servicios que ofrece Google.
Como se ha comentado anteriormente, QUIC trabaja sobre el protocolo UDP y com-
parte las funcionalidades de control de conexiones que tiene TCP. También implementa
las funcionalidades de cifrado de datos propias de TLS. La Figura 2.3 ayudará a visua-
lizarlo.
Se puede observar una pila de protocolos, según el modelo OSI (Open System Intercon-
nection, Interconexión de Sistemas Abiertos). Esta representación sería una abstracción
de la funcionalidad que proporciona cada protocolo según la capa en la que se encuen-
tra. Lo que se pretende ilustrar es que si bien en TCP + TLS las capas de transporte y
seguridad quedan bien diferenciadas por protocolo. En UDP + QUIC no existe dicha di-
ferencia. Esto se debe a que el protocolo incorpora los elementos de control de conexión,
correspondientes a la capa de transporte, junto con elementos de cifrado de los datos,
correspondiente a la capa de seguridad.
Figura 2.3: Pila de protocolos, modelo OSI
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2.2.3. Campos de la trama
Si bien QUIC es la deﬁnición formal que existe del protocolo y las características que
debe tener, GQUIC sería la versión implementada en el buscador Google Chrome. Una
de las peculiaridades del protocolo GQUIC es que, a diferencia de un paquete de TCP, los
paquetes de GQUIC pueden variar la cantidad de campos que envían en un paquete [7].
Además, los campos de estos paquetes pueden variar de tamaño. De esta forma, y como
se observa en la Figura 2.5, los primeros paquetes se usarían para el establecimiento
de conexión, podrían llevar una cabecera mayor. Mientras que los paquetes que solo se
usan para enviar datos tendrían una cabecera con solo el número de secuencia, como se
muestra en la Figura 2.6. Aún así, todos los paquetes contienen siempre los campos
Public Flags y PKN (Packet Number, Número de Paquete) [8].
Los campos que se usan en cada paquete se pueden ver en el campo de la cabecera
Public Flags de la Figura 2.4. De bit menos signiﬁcativo a bit más signiﬁcativo las
banderas serían las siguientes:
Figura 2.4: Public Flags
Version: Indica cuándo aparece el campo Version. 1 será SI y 0 será NO. El cam-
po Version indica en ASCII (American Standard Code for Information Interchange,
Código Estadounidense para el Intercambio de Información) que versión del proto-
colo se está enviando. La más actualizada y la que se ha estudiado, es Q043.
Reset: Indica un reset público de la sesión. 1 será SI y 0 será NO.
Diversion nonce: Indica cuándo aparece el campo Message Hash Authentication.
1 será SI y 0 será NO. En caso de que este campo aparezca y no haya CID (Connec-
tion Identiﬁcation, Identiﬁcador de Conexión) se enviará un diversiﬁcation nonce
que es un código aleatorio de 32 Bytes.
CID: Indica cuándo aparece el campo CID. 1 será SI y 0 será NO. Este campo se
compone de 8 Bytes que indican el número identiﬁcador de la sesión. Este código
deberías ser único para una sesión en todo momento.
Packet Number Length: Indica cuánto medirá el campo Packet Number. Si es
00 el campo medirá 1 Byte, si es 01 medirá 2 Bytes, si es 10 medirá 4 Bytes y si
es 11 medirá 6 Bytes. En caso de usar 6 Bytes el rango de números posibles sería
de 1 a 248 (2.8x1014) paquetes por conexión. El campo PKN sería el equivalente
al número de secuencia en TCP. La principal diferencia es que mientras que en
TCP se comenzaba por un número aleatorio, en GQUIC el PKN empieza en 0 y
va aumentando de uno en uno hasta llegar al máximo deﬁnido en el Public Flags.
En ese caso pueden ocurrir dos cosas, que el Public Flag actualice el máximo PKN
posible y por lo tanto el PKN seguiría aumentando con cada paquete enviado o
podría no actualizarse el campo y truncar el número. De esta manera volvería a
enviar 0.[8]
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Multipath: Indica cuándo una conexión usa múltiples caminos para el envío de los
paquetes. 1 será SI y 0 será NO.
Reserved: Este campo aún no tiene uso, puede que en un futuro si se utilice.
Siempre es 0.
Figura 2.5: Cabecera QUIC extendida
Figura 2.6: Cabecera QUIC mínima
A continuación, se van a comentar los paquetes especiales, estos son aquellos que llevan
la información necesaria para el establecimiento de la conexión, control de la misma y
acuse de recibo. Los campos del special packet vendrían después de los campos públicos
vistos anteriormente.
Tendrían el formato de la Figura 2.8, los primeros campos indicarían que tipo de
paquete es y a continuación, se indicarían los campos TAG, que cada uno describe un
tipo información.
Similar al Public Flag, los paquetes especiales contienen el campo SpecialFrameType,
en este se puede ver que campos aparecen a continuación.
Figura 2.7: Cabecera Special Frame Type
10 CAPÍTULO 2. ESTADO DEL ARTE
Desarrollo de un disector de tráﬁco para el protocolo QUIC
Stream: Indica si es un Stream Special Packet.
FIN: Indica si es FIN. 1 será YES y 0 será NO.
Data Length: A veces los paquetes especiales también envían datos. El campo
Data Length indica cuánto miden esos datos. 1 será YES y 0 será NO.
Oﬀset: Indica cuanto mide el campo Oﬀset. Si es 000 el campo medirá 0 Bytes, no
aparecerá, si es 001 el campo medirá 1 Byte.
Stream Length: Indica el tamaño del campo StreamID. Si es 00 el campo medirá
1 Byte.
Fuera del campo Special Frame Type podemos encontrar estos otros campos:
TAG: Indica en código ASCII si es un paquete CHLO (Client Hello, Saludo del
Cliente) o si es un REJ (Rejection, Rechazo). Estos tipos de paquetes tendrían un
funcionamiento similar al de SYN, SYN-ACK en el establecimiento de conexión de
TCP.
TAG number: Este campo proporciona el número de TAGs de información que
van a aparecer a continuación. Cada campo TAG mide 8 Bytes.
PADDING: Relleno de bits, siempre a 0.
TAG Fields: Estos campos son muy variados, cada uno proporciona una informa-
ción distinta. Todos ellos se componen de tres partes.
• TAG Type: Es el nombre del campo en ASCII.
• TAG oﬀset end: Es el número de bytes que hay que avanzar para encontrar
la información del campo.
• TAG value: Usando el TAG oﬀset end, se puede buscar la información del
campo TAG.
En laTabla A.1, se pueden observar los campos TAG que se envían, aunque dependen
de cada sesión, cliente y servidor. En este trabajo se ha prestado especial atención en los
campos SNI, IRTT, UAID y AEAD, los detalles de dichos campos se muestran en Tabla
2.2.
Tabla 2.2: TAGs estudiados
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Figura 2.8: Cabecera QUIC Special Packet [1]
Por último, quedarían los paquetes ACK. Los campos de estos paquetes se encuentran
entre los públicos y los campos de los paquetes especiales. Pero, siempre acompañados
a estos últimos. El formato de la cabecera sería el de Figura 2.9. El campo Special
Frame Type indica el comienzo de uno de estos paquetes. Si es 0x40 será ACK mientras
que si es 0x20 será NACK. Estos paquetes dan la información de que paquetes han sido
recibidos.[10]
Figura 2.9: Cabecera ACK frame
2.2.4. Sesión QUIC
Como se ha estado comentando, QUIC trabaja sobre UDP, lo que impide tener control
sobre la conexión, para poder ser un protocolo orientado a conexiones, como TCP, requiere
de algunas funcionalidades que permitan corregir los problemas que puedan surgir durante
las transmisión de datos.
Establecimiento de conexión: Al igual que en TCP, QUIC requiere de un esta-
blecimiento de conexión, para ello usa los paquetes especiales CHLO (Client Hello)
y REJ (Rejection). Los paquetes CHLO los envía el cliente y mandan al servidor
toda la información necesaria para comenzar la comunicación. El servidor, debe
responder con un paquete especial REJ, que devolverá al cliente la información re-
querida por el servidor. Así como las posibles negociaciones de claves y algoritmos.
Por lo tanto, QUIC es capaz de realizar el establecimiento de conexión en 1 RTT
(Round Trip Time, Tiempo de Ida y Vuelta).
Este intercambio de información es necesario para el establecimiento de conexión.
Pero, se puede dar el caso que un cliente y un servidor repitan comunicación en
un corto periodo de tiempo. Pensemos en cuando estamos navegando por la web
y cerramos una página que a los pocos minutos volvemos a abrir. Para evitar el
reenvío de la información de establecimiento de conexión, el cliente y el servidor
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guardarán durante un tiempo los datos del otro equipo. De esta forma, al reiniciar
una comunicación, se puede empezar a enviar información sin necesidad de un
nuevo establecimiento de conexión. Esto se denomina RTT0. Porque la información
se transmite con 0 RTTs de latencia. Esto convierte a QUIC, en el protocolo con
el establecimiento de conexión más rápido. Por delante de TCP + TLS 1.2 que
requieren de al menos un RTT en el caso de reinicio de conexión. El futuro TLS 1.3
añade la función de RTT0, pero aún no está implementado.[11]
En la Figura 2.10 se muestra la comparación entre los RTT necesarios según el
protocolo utilizado. En el caso de QUIC, no se muestra la primera conexión, esta
sería equivalente a la de TCP pero teniendo en cuenta que los datos se cifran.
Figura 2.10: Diferencia entre establecimiento en TCP y QUIC [2]
Números de secuencia y asentimientos: El protocolo de red QUIC, tiene la
ﬁlosofía de enviar el mínimo de paquetes extra posibles. Por lo tanto, asume que
todos los paquetes llegan correctamente. Cuando un grupo de paquetes no llega,
QUIC debe esperar todo lo posible para garantizar la llegada de esos paquetes,
antes de enviar una notiﬁcación de último paquete recibido.
Ventanas deslizantes: El cliente y el servidor negocian sus ventanas de envío de
datos durante el establecimiento de la conexión, pero también pueden actualizar
durante el envío de datos, mandando un Special Frame.
Multiplexado: Uno de los problemas de las conexiones web actuales, es que ya
no se envía una sola petición de archivos, sino que las cargas webs requieren de
múltiples archivos guardados en distintos servidores. Esto, puede aumentar mucho la
latencia de la conexión si cada archivo requiere de una nueva conexión con un nuevo
establecimiento. Como se observa en Figura 2.11, para solucionar este problema,
QUIC implementa el sistema de Multiplexado, este sistema permite enviar varias
conexiones distintas en un solo paquete. De esta forma, se ahorra en puertos activos
y se reduce la latencia total de la conexión. El protocolo SPYD añade este concepto
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a las conexiones TCP, pero está limitado por el Head Of Line Blocking inherente
al protocolo.
El Head-of-line blocking puede ocurrir cuando en un protocolo de transporte con
mensajes ordenados, pierde uno de estos, y el resto de los mensajes consecutivos
deben esperar en la cola hasta que se retransmita el mensaje perdido. Esto provoca
que se retrase la conexión. [12]
Para resolver este problema, QUIC envía las distintas conexiones de forma indepen-
diente a los otros ﬂujos, de esta forma en caso de perder un paquete con un paquete,
únicamente los ﬂujos dependientes de dicho paquete quedarán paralizadas, el resto
podrán continuar con la transmisión.
Figura 2.11: Comparación de Multiplexado en TCP y QUIC [3]
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FEC: El FEC (Forward Error Correction, Corrección de Errores en Descarga), es
el método usado por QUIC para corregir los posibles errores debidos a la pérdida
de paquetes en la transmisión. Funciona agrupando varios paquetes en un grupo, a
todos los paquetes del grupo se les añade una pequeña información de redundancia.
De esta forma, si se pierde un paquete del grupo, se podría recuperar la información
de este usando los datos de los otros paquetes. Este sistema no se observa actual-
mente, probablemente porque las pérdidas en las redes no sean suﬁcientes como para
que compense añadir carga extra a cada paquete. Si en cada paquete se enviasen
bytes de datos redundantes, esto reduciría la cantidad de bytes de payload que se
transmite por paquete y por lo tanto, se reduciría el ancho de banda disponible.[13]
Cambio de sesión: En QUIC, es posible que un cliente y servidor cambien de
puerto o dirección IP durante una transmisión. Para mantener los datos de la sesión
anterior se hace uso del CID, que siempre es único. Esta característica no se ha
observado en este trabajo.
Cierre de conexión: Para terminar la conexión, QUIC tiene dos posibilidades.
Enviar un paquete especial con el código CONNECTION CLOSE, que terminará
inmediatamente la conexión. O puede optar por el cerrado en silencio, esto quiere
decir que si no se recibe información pasado un tiempo se dará por terminada la co-
nexión. Este tiempo es 30 segundos para ambos extremos de forma predeterminada,
pero puede cambiar según la negociación del Idle State Connection [9].
2.3. Disector de paquetes
Un disector de paquetes es un programa o equipo hardware que se conecta a una red
y es capaz de: capturar una trama, decodiﬁcarla, interpretarla y analizarla. Se utilizan
para monitorear redes, detectar errores o detectar amenazas a la ciber seguridad.
Los analizadores de protocolo profesionales pueden llegar a ser equipos costosos (+1000e),
su precio depende de la velocidad de procesamiento de los equipos y de lo protocolos de
red que son capaces de analizar. Por suerte, existen alternativas software gratuitas que
están limitadas a la velocidad de procesamiento del ordenador que usemos.
Algunos de los disectores de paquetes que encontramos actualmente son Wireshark
y Tshark. Wireshark es un disector de paquetes que incorpora una interfaz gráﬁca. Esta
interfaz permite ver al usuario los resultados de la captura de paquetes a tiempo real.
Es completamente gratuito y tiene versiones múltiples plataformas como Windows y
Linux. Tambiém es de software libre, por lo que se puede consultar su código. Resultan
especialmente útiles sus funciones de ﬁltrado. Permite la captura de paquetes en la red a
tiempo real, pero También, permite leer datos almacenados en archivos .pcap, de capturas
previas. Es compatible con más de 480 protocolos, incluidos QUIC y GQUIC.
Las limitaciones de Wireshark son: no puede enviar paquetes a la red, únicamente
capturar tráﬁco y procesarlo; no puede modiﬁcar los datos capturados y tampoco puede
detectar ataques a la red o intrusos.
CAPÍTULO 2. ESTADO DEL ARTE 15
Desarrollo de un disector de tráﬁco para el protocolo QUIC
Tshark es una versión de Wireshark por líneas de comandos. Aunque no tiene una
interfaz tan cómoda, como puede ser la de Wireshark, sí que aumenta la velocidad de
procesamiento, sobre todo sí se trabaja con trazas de gran tamaño (varios gigabytes).
Los disectores de paquetes comentados anteriormente hacen uso de la biblioteca soft-
ware libpcap, para el desarrollo de este proyecto también se hará uso de la misma. Libpcap
es una librería en C, que permite a los desarrolladores trabajar con paquetes de la capa
de enlace directamente, sin tener que preocuparse de las complejidades que se puedan
dar por los diferentes sistemas operativos o tarjetas de red. Más adelante, se comentará
qué funciones en concreto se han utilizado y cuál es su funcionamiento.
2.4. Conclusión
En este capítulo, se han explicado las bases necesarias para poner en contexto el diseño
y desarrollo del disector del protocolo QUIC. En concreto, se ha deﬁnido el protocolo
QUIC y se ha puesto en relación con los protocolos clásicos de Internet, TCP y UDP.
Se ha profundizado en los campos de las cabeceras de los distintos paquetes que tiene el
protocolo, porque es importante para el siguiente capítulo entender que, a diferencia de
TCP o UDP, en QUIC los campos de las cabeceras, no aparecen siempre y hay múltiples
dependencias de unos campos con otros.
Por último, se ha explicado cuál es el funcionamiento de los disectores de paquetes y
se ha puesto como ejemplo Wireshark, una aplicación de renombre que se tomará como
referencia en el desarrollo del disector.
16 CAPÍTULO 2. ESTADO DEL ARTE
3
Análisis de Requisitos
3.1. Introducción
Una vez estudiado el funcionamiento teórico del protocolo QUIC, se procede a describir
los requisitos que debe cumplir el disector para llevar a cabo su función.
Los requisitos funcionales, serán aquellos que resultan imprescindibles para el funcio-
namiento del disector. Sin ellos, el comportamiento del sistema será erróneo o deﬁciente.
Los requisitos no funcionales, serán aquellos que aumenten la usabilidad del sistema y
permitan al usuario tener una experiencia cómoda usando el programa.
3.2. Requisitos funcionales
El disector de tráﬁco QUIC, requiere de una serie de requisitos para su correcta
implementación.
Debe ser capaz de analizar correctamente el tráﬁco del protocolo capturado y para
cada paquete de la red, se deberá obtener los parámetros, para posteriormente guardarlos.
Hay que tener en cuenta, que la implementación de QUIC que hay en Google Chrome es
GQUIC Q043.
También, se deberá guardar los datos obtenidos en cada paquete en un registro por
sesiones. De esta forma, cada conexión cliente - servidor, tendrá una lista de campos a
estudiar posteriormente. Es importante que, cada sesión sea independiente del resto.
Finalmente, deberá implementarse algún sistema de guardado de los datos para el
análisis posterior de estos.
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3.2.1. Cómo invocar al disector
En esta sección se explica cómo se espera ejecutar el programa. El disector se va a
desarrollar en C y se ejecutará por líneas de comando. Para que el usuario pueda saber
cómo funciona el disector, se podrá llamar al comando help, con ello se mostrará un
mensaje con el formato esperado de entrada al programa.
Para llamar al comando help se usará: ./disector -h o también ./disector + cualquier
opción incorrecta. El formato esperado para el disector es el siguiente: ./disector <-f
a.pcap / -i b> [-e "ﬁltro"] [-n x ] [-p y]. A la derecha de cada una de las opciones se
pondrá el valor deseado.
Las opciones -f (ﬁle) y -i (interface) son excluyentes, ya que no se puede leer de un
archivo y capturar una interfaz de red a la vez. Hay que tener en cuenta que, al leer de
un archivo, el programa terminará automáticamente. En caso de capturar una interfaz
de red, se deberá abortar el disector cuando se dé por terminada la captura, para ello, se
puede hacer uso de Ctrl + C. También, es probable que la opción -i, requiera de permisos
de root.
La opción -e, invoca al ﬁltro pcap. Es especialmente útil para descartar el tráﬁco
distinto a udp. Pero, en caso de querer añadir un ﬁltro más complejo, se deberá escribir
entrecomillado, es la forma que tiene el terminal de Ubuntu de detectar que es un solo
valor y no varios valores consecutivos.
Las opciones -e, -n y -p son opcionales, es decir el programa podría funcionar sin
necesidad de que estén activadas. Pero, en caso de querer usar las opciones -e y -p se
deberá añadir la opción -e también ya que son dependientes.
3.3. Requisitos no funcionales
Los requisitos no funcionales del disector son aquellos que aumentan la usabilidad del
sistema. Por ejemplo, el disector debe procesar los paquetes suﬁcientemente rápido como
para no perder tráﬁco de red, aproximadamente 10 Gbit/s. También, es importante que los
datos guardados sean fáciles de procesar. Por último, el disector debe mostrar resultados
de QOS (Quality of Service, Calidad del Servicio) además, de los campos capturados de
los paquetes.
Es importante que el disector pueda elegir si se quiere estudiar alguna sesión en
concreto. Para ello deberá poder pasar por comandos el ﬁltro deseado.
Finalmente, se deberá realizar una validación de los resultados obtenidos por el disec-
tor. Para comprobar si los resultados obtenidos coinciden con los de Wireshark.
3.4. Conclusión
En este capítulo, se han especiﬁcado los requisitos que debe cumplir el disector para
llevar a cabo su función. Estos requisitos, se usarán para establecer los objetivos a cumplir
en el desarrollo y permitirán veriﬁcar el cumplimiento de dichos objetivos.
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4
Diseño y Desarrollo
4.1. Introducción
En este capítulo, se va a explicar las fases llevadas cabo en el desarrollo del disector
de tráﬁco para el protocolo QUIC. Se usará el análisis de requisitos del capítulo anterior
como objetivo a cumplir.
Se va a comenzar explicando cuál ha sido el entorno de desarrollo del programa. Pos-
teriormente, se explicará cómo es la arquitectura del programa y los elementos que lo
componen. Finalmente, se comentarán las optimizaciones y mejoras realizadas al progra-
ma.
4.2. Entorno de desarrollo
Para el desarrollo de este disector, se ha utilizado una máquina virtual en el programa
VMWare. Esta máquina virtual tenía una distribución de Linux, Ubuntu. El principal
motivo para usar una máquina virtual es, que nos permite crear un entorno para realizar
pruebas con facilidad, tanto para simular redes de ordenadores como para, escribir pro-
gramas en C, depurar, compilar y ejecutar. También, ayuda el uso de ﬁcheros Makeﬁle y
Bash.
Es importante usar una máquina virtual para poder provocar pérdidas de paquetes
de red. Para así, poder observar el funcionamiento del protocolo en un entorno realista.
VMWare permite editar los ajustes NAT de la máquina virtual en la opción advanced
de Network Adapter, desde ahí se puede poner límite de ancho de banda y porcentaje
de paquetes perdidos. Por último, se ha usado la biblioteca Libpcap y la herramienta
Tshark, ambas pueden ser instaladas desde un terminal. Se debe usar el comando: apt-get
install libpcap.
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4.3. Captura de paquetes con PCAP
La biblioteca libpcap, resulta especialmente útil en este Trabajo de Fin de Grado,
porque simpliﬁca mucho el proceso de captura de paquetes. Gracias a dicha librería, se
puede trabajar con paquetes en tiempo real desde la red o usando datos de un ﬁchero
.pcap.
Para capturar paquetes en tiempo real se hace uso de la función pcap_open_live().
Para la lectura de capturas anteriores desde un archivo de datos pcap, se hace uso de
la función pcap_open_oine().
Para poder analizar individualmente cada paquete, se usa la función pcap_loop().
Esta función se encarga de enviar a la función analizar_paquete() la secuencia de bits
que analizará el disector de paquetes.
Otra de las ventajas de la librería libpcap, es que permite el ﬁltrado de paquetes de
forma muy sencilla. Haciendo uso de las funciones pcap_compile() y pcap_setﬁlter(),
se puede pasar por terminal el ﬁltro que se desea. Lamentablemente, no se puede ﬁl-
trar el protocolo QUIC, pero sí UDP. De esta forma evitamos que el tráﬁco TCP sea
procesado.[14]
4.4. Arquitectura desarrollada
Para este disector de tráﬁco, se ha usado el lenguaje de programación C. Principalmen-
te, por el conocimiento previo que se tenía sobre este y su alta velocidad de procesamiento.
Pero también, por su facilidad para trabajar con direcciones de memoria.
Como se puede ver en la Figura 4.1. El disector cuenta de tres partes principales,
main(), analizar_paquete() e insert().
La función main() se encarga del proceso de lectura de valores del comando en la
terminal. Posteriormente, procede a iniciar el proceso de la librería pcap, para el ﬁltrado
de paquetes elegido en el comando. Por último, imprime los campos que se van a analizar
en el disector y llama la función pcap_loop(). Como se ha comentado anteriormente, esta
función envía el array de bits de cada paquete a la función analizar_paquete.
Esta función permite parsear un paquete individual y obtener su información, en la
sección 4.4.3, se explica con más detalle su funcionamiento.
La última función a destacar es insert(). Esta función permite añadir la información
de cada paquete a un resumen de los datos de las sesión. En la sección 4.4.4 se explica
detalladamente.
4.4.1. Precarga de memoria
El objetivo de la precarga de memoria es optimizar el rendimiento del disector, en
el apartado 4.5 Optimización se explicarán los motivos con más detalles. Lo primero
que hace el programa es una petición al sistema para la reserva de una gran cantidad de
memoria. De esta forma, cuando se reciba una nueva sesión, se puede empezar a escribir
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Figura 4.1: Esquema del código
en la memoria directamente. Si bien se podría realizar la reserva de memoria cada vez
que hay una nueva sesión. Este sistema se muestra ineﬁciente cuando se trabaja en redes
con mucho tráﬁco, debido a que cada reserva de memoria es una solicitud al sistema,
que paraliza el disector y podría provocar la pérdida de paquetes. Con una precarga de
memoria añadimos un tiempo de espera extra al comienzo del sistema, pero una vez
terminada la reserva el disector hará muy pocas paradas por este motivo.
El disector se ha preﬁjado a 20000 sesiones simultáneas, en caso de querer añadir más
sesiones o tener una memoria mayor o disminuir, este valor se puede cambiar, pero en tal
caso también se recomienda ajustar el número de paquetes necesarios para la llamada a
la rutina delete_past_sessions(). Más adelante, se comentará le uso que se le da.
4.4.2. Filtrado de paquetes
En este trabajo se busca la disección del protocolo QUIC únicamente. Por lo tanto,
aquellos protocolos distintos no nos interesa analizarlos y cuanto antes sean ﬁltrados,
menos tiempo de análisis de paquetes útiles se pierde. Por ello, se han implementado dos
ﬁltros.
El primero sería usando la biblioteca libpcap, como se ha comentado anteriormente.
Este ﬁltro se puede invocar desde el terminal que se lanza el programa. Usando la opción
-e. Por ejemplo:
Para quedarnos únicamente con paquetes UDP podríamos usar: ./disector -i eth0 -e
udp. Para ver una sesión en concreto podríamos usar: ./disector -i eth0 -e "src or dst
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127.216.43.1".
El segundo ﬁltro estaría incorporado en la función analizar_paquete(). Su funciona-
miento es comprobar el campo puerto origen o destino de la cabecera UDP. Si alguno
de ellos no es 443. Entonces el protocolo no será QUIC y no se seguirá analizando. Este
puerto puede ser cambiado mediante la opción -p.
Por ejemplo: ./disector -i eth0 -e udp -n 10001 -p 444
El comando anterior ﬁltraría por udp, buscaría tráﬁco QUIC en el puerto 444 y cada
10001 paquetes llevaría a cabo la rutina de borrado de sesiones caducadas.
4.4.3. Análisis de la trama
En esta sección se va a comentar cómo se procesa la trama de tráﬁco que se recibe y
qué campos se guardan.
Para procesar la trama, se usan dos métodos distintos, casting y parsing. El casting
permite obtener todos los campos de cabecera Ethernet, IP y UDP de forma automática.
Esto se puede hacer porque las cabeceras de estos protocolos no varían y se puede crear
una estructura estática previa.
El parsing es el método que se utiliza para analizar el protocolo QUIC. Consiste en
avanzar byte a byte en la cabecera y tomar decisiones según los datos leídos. Esto hay
que hacerlo así porque como se vió en Figura 2.5, los campos como CID, Version o
Message Authentication Hash pueden no aparecer en un paquete, según los valores del
campo Public Flags podremos saberlo. Este campo, también dirá qué tamaño tiene el
campo Packet Number.
De los protocolos Ethernet, IP y UDP se guardan los datos de tiempo de llegada del
paquete, la longitud de la trama, direcciones IP y puertos de origen y destino. De la
cabecera pública se guardarán los datos de CID, PKN, máximo PKN posible y versión.
Después, se procede al análisis de los campos de la cabecera ACK y cabecera Special
Packet. Los paquetes especiales con Client Hello y Rejection son especialmente impor-
tantes de analizar, ya que son los que contienen la información de establecimiento de
conexión.
Uno de los principales problemas observados en el análisis del protocolo GQUIC, es
que no hay ningún campo que avise de la llegada de los campos de ACK o Special Packet.
Lo que se ha observado es que siempre que llega un paquete con dichas características,
la longitud de la trama es muy grande ( más de 1300 Bytes). Por ello, a veces el disec-
tor detecta como paquetes especiales algunos paquetes normales, cuyo contenido cifrado
coincide con lo que podría ser una cabecera de un paquete especial. Para evitar que este
error se propague, se han tomado medidas que se comentarán en el apartado de guardado
de sesión posterior.
Los campos que se guardan de los paquetes especiales son: Estimated RTT, UAID,
AEAD, ICSL y hostname (obtenido del SNI). También se guarda si el paquete es CHLO,
REJ, ACK, NACK, Connection Close u otro tipo de paquete.
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4.4.4. Guardado de la sesión
La información de cada paquete se envía a la función insert(). En esta función se
busca la sesión en la tabla hash con listas enlazadas [15][16]. El funcionamiento de la
tabla hash queda representado en la Figura 4.2. En caso de no encontrar la sesión se
crea una nueva. Los campos guardados para cada sesión se comentarán en el apartado
4.4.6 Presentación de resultados.
La función insert() se encarga de procesar los datos obtenidos en cada paquete y va
actualizando los datos de las sesión. Para ello, hace uso de 4 funciones adicionales:
analize_time: Esta función se encarga de actualizar los campos de llegada del
primer paquete y último paquete. También detecta cuando una sesión ha caducado.
Si un paquete tarda más de 30 segundos (o lo que indique el campo ICSL) en llegar
desde el último o se envía un paquete Connection Close, entonces la sesión se dará
por terminada y no se actualizará más. Esta función también actualiza el campo
hostname y UAID cuando corresponda.
analize_pkn: Esta función tiene la tarea de actualizar el campo ﬁrst pkn y last
pkn, para ambos sentidos de la conexión. También, será la función encargada de
detectar pérdidas de paquetes. Para ello, hace uso de los huecos entre paquetes.
Esto quiere decir que, si cuando llega un paquete, este no es el inmediatamente
posterior al último recibido, entonces se ha producido uno o varios huecos en la
transmisión. Este método no permite saber con exactitud qué cantidad de paquetes
se están perdiendo, pero una cantidad alta de huecos es un indicador ﬁable de que
la conexión está teniendo problemas por altas pérdidas.[17]
Una particularidad de QUIC es que cuando un pkn llega al máximo que permite su
tamaño de campo. Puede actualizarse a un tamaño mayor y seguir aumentando o
volver a valer 0. Esto se ha tenido en cuenta para no contabilizar huecos erróneos.
Esta peculiaridad da lugar a que sea posible que en una sesión el último paquete
recibido sea menor que el número total de paquetes recibidos.
analize_length: Esta función actualiza para ambas direcciones de cada sesión el
número de Bytes recibidos. Se guardan los valores para los protocolos IP, UDP y
QUIC. También se guardan los Bytes recibidos sin cabeceras. Para calcular este
dato hace falta que cada paquete descuente el número de cabeceras QUIC que ha
recorrido. Ya que el resto del contenido del paquete será Payload cifrado, es decir,
la información enviada.
analize_special_pkt: Esta función se encarga de actualizar los parámetros aso-
ciados a los campos especiales, esto incluye los campos de los paquetes ACK. Cuando
llega el primer CHLO se actualizan los campos IRTT y AEAD. También se guarda
la información del primer paquete de cada tipo.
Como el primer paquete de cada sesión es un Client Hello, normalmente todos los
datos generales de la sesión quedan guardados. Por lo tanto, aunque al analizar
un paquete se reconozca un Client Hello que no corresponde, los datos erróneos
obtenidos no se guardarán en la sesión.
analize_burst: El protocolo QUIC tiene todos los datos cifrados por lo tanto no
se puede ver los detalles de HTTP/2 que transporta [18]. Esto hace especialmente
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complicado el cálculo de algunas métricas. Por ello, se usa el método de ráfagas
de paquetes. Cuando se envía y recibe una ráfaga de paquetes, es decir, muchos
paquetes seguidos. Se puede asumir que ha habido una comunicación entre el cliente
y el servidor. Por lo tanto, se puede calcular el RTT de la conexión usando el primer
paquete enviado y el último recibido de la ráfaga.[11]
Figura 4.2: Estructura de la Tabla Hash
4.4.5. Limpiar memoria
El sistema de memoria del disector es una tabla hash con listas enlazadas para evitar
las colisiones. Esto reduce signiﬁcativamente la velocidad de búsqueda de una sesión, pues
solo hay que calcular su posición en la tabla. Para calcular la posición en la tabla se usan
los valores de las direcciones IP y de los puertos.
Para evitar que una sesión quede guardada indeﬁnidamente en la memoria, hay que
proceder a su borrado. A este proceso también se le conoce como: Garbage collector. En
la función analizar_paquete() se lleva a cabo la llamada a esta rutina, se lanza cada
10000 paquetes de forma predeterminada, pero se puede cambiar con la opción -n en el
terminal.
La función delete_past_sessions() se encarga de comprobar en todas las sesiones de
la tabla hash cuándo ha llegado el último paquete de la sesión. Si este tiempo es mayor
a un minuto del último paquete recibido entonces la sesión ha caducado y por lo tanto
se imprime su información con la función print_session() y luego se reinician sus valores.
De esta forma la sesión queda borrada de la memoria, pero puede ser reutilizada por otra
sesión con la misma posición en la tabla hash.
4.4.6. Presentación de resultados
Cuando el disector termina de leer los datos de un archivo .pcap o se para la captura en
una interfaz de red, se deben presentar los resultados de cada sesión. Para ello, se imprime
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en una línea de texto todos los campos guardados para cada sesión. Estos campos impresos
se pueden observar en Figura 4.2 y son los siguientes:
Direcciones IP de origen y destino, puertos UDP de origen y destino, tiempo de llegada
del primer y último paquete, CID y Hostname.
Para ambas direcciones de la conexión: Longitud de datos IP,UDP y QUIC. Con y
sin cabeceras. Primer y último número de paquete, total de paquetes recibidos, total de
huecos detectados.
También, se imprime la información del tiempo de llegada del primer paquete CHLO,
REJ, ACK y NACK. Así como el total de paquetes con esas características recibidos.
Los datos más relevantes de la conexión, como pueden ser la versión, IRTT, UAID y
AEAD. Así como si se ha recibido un connection close y cuándo.
El campo IRTT ofrece una estimación que hace el cliente del RTT. El campo UAID
da el identiﬁcador de cliente. El campo AEAD ofrece el intercambio de algoritmos de
cifrado que se va a usar.
Por último, se imprime la información para medidas de calidad de servicio, necesarias
para saber si la conexión ha sido correcta. Éstas incluyen latencia, tasa de transferencia
y pérdidas. La latencia, se calcula de dos formas: la primera con el método de ráfagas
comentado anteriormente; la segunda, comparando los tiempos de llegada del primer
paquete Client Hello y Rejection, ya que esto son los primeros paquetes que se envían en
el establecimiento de conexión. La tasa de transferencia también tiene dos versiones, la
primera es la tasa de transferencia total y la segunda es la tasa de transferencia de datos.
La diferencia entre ambas reside en que en la segunda se tiene en cuenta las cabeceras de
los paquetes.
4.5. Optimización
Uno de los objetivos de este disector es que sea capaz de trabajar en redes de alto
rendimiento. Se puso el objetivo de 10 Gbit/segundo. Para lograr este objetivo, el disector
debe gastar el mínimo tiempo posible en cada paquete. Esto se consigue mediante el
descarte de los paquetes que pertenezcan a un protocolo distinto a QUIC. También,
es importante que el guardado en memoria sea lo más rápido posible. Para lograr este
objetivo, se optó por una tabla hash. Este tipo de estructura de datos permite que con
el cálculo de un código hash se puede acceder directamente a la posición del array dónde
se guarda la información de la sesión. Este sistema tiene un problema, y es que varias
sesiones pueden coincidir sus códigos hash. Por ello, la tabla hash se complementa con
un sistema de listas enlazadas.
Cuando se trabaja en redes con mucho tráﬁco aumenta la probabilidad de que varias
sesiones coincidan sus códigos hash y creen listas enlazadas. Cada vez que un paquete
de dichas sesiones se inserte, el disector deberá buscar la sesión en la lista enlazada,
perdiendo tiempo y disminuyendo el rendimiento del disector. Por ello, se introdujo la
función delete_past_sessions(). Las sesiones caducadas se imprimirán y dejarán su sitio
en la tabla hash libre para las nuevas sesiones. Esta función es lenta porque busca en toda
la lista las sesiones caducadas que pueden ser pocas o ninguna. Por ello, es importante
que esta rutina se ejecute cada cierto tiempo. Hay que buscar un equilibrio entre el
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número de sesiones que soporta el disector, que depende de la memoria que le podamos
asignar y el número de veces que se lanza la rutina de borrado de sesiones caducadas. De
forma predeterminada, se ejecuta la rutina cada 10000 paquetes recibidos, pero se puede
cambiar. Si se disminuye ese número, puede ser que el sistema pase demasiado tiempo
buscando sesiones caducadas. Mientras que si se aumenta el sistema empezará a tener
sesiones caducadas que ocuparan espacio en la tabla hash.
La última optimización que se realizó es la precarga de memoria, cuyo funcionamiento
se explicón en un apartado anterior. En vez de reservar memoria del sistema cada vez que
aparece una nueva sesión, se prereserva una gran cantidad de memoria que luego se va
cediendo a las nuevas sesiones que aparecen. De esta forma, el inicio del disector es más
lento, pero a la larga el rendimiento es mayor, porque evitamos las reservas de memoria
innecesarias. Este sistema no evita que cuando hay una colisión haya que reservar memoria
para la nueva sesión en la lista enlazada. Pero es un coste mínimo e inevitable.
Con estas mejoras y el uso de la opción -O3 en la compilación, se consiguió que el
disector trabajase a 7.5 Gbit/segundo.
4.6. Mejoras
Una vez conseguido que el disector sea funcional y dé resultados correctos, se llevaron a
cabo tareas de mejora. Lo primero que se añadió fueron las medidas de calidad de servicio.
Para analizar el rendimiento de cada sesión se añadieron los campos de latencia, tasa de
transferencia y porcentaje de pérdidas. Estos campos se calculan una vez terminada la
sesión, ya que para cálculo requieren de los valores ﬁnales de la sesión, como el número
bytes en los paquetes o el tiempo que ha durado la sesión completa.
Para que el disector pueda ser ejecutado en equipos con capacidades distintas, se
permite la conﬁguración de algunos valores, en concreto resultará muy útil el número de
paquetes necesarios para ejecutar la función delete_past_session().
Otra mejora es el sistema de alertas de fallos, cuando se introduce un ﬁltro erróneo o
no se puede capturar en una interfaz, el disector mostrará un mensaje de error y ﬁnalizará
su ejecución. También se mostrarán mensajes de cómo invocar el comando correctamente,
en caso de un error en la llamada al disector.
4.7. Conclusión
En este capítulo hemos detallado el proceso que se ha llevado a cabo para la elabo-
ración del disector, teniendo en cuenta la teoría aprendida en el estudio del protocolo
QUIC y teniendo como objetivos los requisitos propuestos. Se ha observado que el proto-
colo funcional GQUIC es ligeramente diferente al protocolo teórico QUIC. Y que aún no
queda claro cómo se diferencian los paquetes especiales de paquetes con tráﬁco cifrado
cuya información coincide con lo esperado en los campos de QUIC.
También se ha explicado qué optimizaciones y mejoras se han llevado a cabo. Una vez
terminada la implementación del disector, se procederá a realizar las pruebas convenientes
para comprobar su efectividad.
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Resultados
5.1. Introducción
Una vez explicado el funcionamiento del disector se procede a comprobar su funciona-
miento en entornos reales. Para ello, se han planteado tres situaciones distintas: búsqueda
web de un periódico digital; visualización de un vídeo de 10 horas en Youtube y descarga
de un archivo en Google Drive, añadiendo pérdidas de paquetes a esta última. Todas
las capturas se han realizado desde la máquina virtual y se ha usado el navegador web
Google Chrome. Estas trazas se han subido a github, junto al código.
5.2. Navegación web
Cuando se realiza una visita a una página web que no depende de los servidores de
Google, es posible que no se capture tráﬁco QUIC, ya que dependerá del servidor que nos
proporcione el servicio tenga implementado dicho protocolo, lo que no es común. Aún así,
si se usa el navegador Google Chrome se espera capturar algo de tráﬁco QUIC, por la
búsqueda que realiza el navegador y los anuncios que puedan tener las páginas web que
visitamos. [6]
Esta traza se realizó buscando a través de Google Chrome un artículo en un perió-
dico digital y más tarde se buscaron otros dos artículos más. Los resultados del disector
nos permiten observar los campos obtenidos para cada sesión. También se muestran los
resultados de QoS calculados una vez termina la conexión. Los resultados obtenidos se
pueden ver en Tabla A.3 y Tabla A.4. Se puede observar que aparecen 22 sesiones de
QUIC. En la capa IP se han intercambiado 174.587 Bytes en la dirección cliente servi-
dor y 2.492.850 Bytes en la dirección servidor a cliente. Contando solamente los datos
intercambiados en QUIC, sin cabeceras de paquetes, 64.037 Bytes en la dirección cliente
a servidor y 2.395.600 Bytes en la dirección servidor a cliente.
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Los packet number que empiezan en 1 y el último recibido (en la tabla se llama
pkn_max) coincide con el número total de paquetes recibidos, salvo alguna excepción.
Hay algunas sesiones cuyos pkn_max y pkn_total no coinciden, esto ocurre cuando la
sesión llega 255 y decide si continúa aumentando o trunca el valor a 0.
También se puede observar que en todas las sesiones la versión usada es Q043. Y no
ha habido Connection Close, es decir, todas las sesiones han tenido cierre silencioso. Se
puede observar que en la mayoría de sesiones los valores de IRTT, RTT burst y RTT
calculated se aproximan bastante. Ha habido muy pocas pérdidas de paquetes, en todas
las sesiones cercano al 0% y el UAID y AEAD coinciden en todas las sesiones, lo que
tiene sentido ya que todas las peticiones se han realizado desde la misma máquina virtual.
Por último, se puede apreciar que hay un valor en el campo time ﬁrst NACK, al
comprobar dicho paquete en Wireshark, se observa que es un error del disector. Dicho
paquete no debería ser marcado como NACK.
5.3. Vídeo de Youtube
Esta traza se obtuvo generando tráﬁco mediante la visualización de un vídeo de You-
tube de varias horas. El objetivo es observar el funcionamiento del protocolo en un en-
torno de Google, ya que Youtube pertenece a la empresa y tiene incorporado el protocolo
GQUIC. El motivo por el que se capturó una traza de paquetes tan grande es para poder
calcular la velocidad de procesamiento del disector. Como se observa en la Tabla 5.1.
En total, la traza contiene 1,464 GBytes de tráﬁco GQUIC versión Q043.
Se han generado 1.152 conexiones. Se han enviado 59.960.460 Bytes del cliente al
servidor en la capa IP. Se han recibido 1.351.344.504 Bytes. En la capa QUIC sin contar
cabeceras, se han enviado 34.403.866 Bytes y se han recibido 1.316.596.031 Bytes.
Tabla 5.1: Resultados vídeo en Youtube
En esta prueba se puede observar el funcionamiento del RTT0. En la Tabla 5.2 se
observa que en algunas sesiones no aparece el tiempo de envío de rejection, que es el
paquete que contiene la respuesta del servidor en el establecimiento de conexión. Esto
ocurre porque anteriormente se ha realizado el establecimiento con dicho servidor. Se
puede comprobar viendo que solo una sesión tiene el campo tiempo de envío de rejection.
Los resultados completos de esta captura no se han podido mostrar en la memoria por
ocupar demasiado, pero se han subido a la páginaGithub: https://github.com/victor3k/DisectorGQUIC
para su consulta.
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Tabla 5.2: Resultados Youtube para observar el funcionamiento de RTT0
5.4. Descarga de Google Drive con pérdidas
Finamente, se añadió la opción de VMWare para añadir pérdidas en los paquetes de
la red virtual. Se pusieron 5% de pérdidas de paquetes en la descarga. Si se ponen más
pérdidas el servidor no transmite con QUIC, sino que empieza a transmitir por TCP +
TLS. [19]
Después de añadir las pérdidas se procedió a descargar una carpeta de imágenes desde
Google Drive, se ha usado el navegador Google Chrome.
En la Tabla 5.3 se puede observar que, se han generado 50 conexiones de QUIC, en
esta captura se puede observar que los resultados de porcentaje de pérdidas son mayores
que en los anteriores resultados. La media de pérdidas es de 5.25% en la descarga apro-
ximadamente, si este valor no coincide con la pérdidas de la máquina virtual es porque
el cálculo que hace el disector es sobre los huecos que quedan entre los números de pa-
quetes. Por ejemplo, si se pierde un paquete, el disector contará cuantos huecos hay entre
el paquete recibido y el esperado. En la carga de paquetes, es decir, dirección cliente a
servidor, las pérdidas son mucho menores, como no se ha añadido pérdidas con VMWare,
solo cuenta las de la red.
Por último, a mayor número de pérdidas cabría esperar que aumentase el número de
asentimientos. Pero se puede observar que el número de ACK y NACK obtenidos no ha
aumentado con respecto a los resultados anteriores. Esto puede deberse a que una vez
establecida la conexión los asentimientos se realizan junto con los datos cifrados. [20]
Al igual que los resultados del vídeo en Youtube, los resultados completos de esta
captura no se han podido mostrar en la memoria por ocupar demasiado, pero se han
subido a la página
Github: https://github.com/victor3k/DisectorGQUIC para su consulta.
5.5. Comparación entre los resultados
Para poder comprobar si el desarrollo de la optimización del disector ha sido útil,
se han llevado a cabo tests en los tres escenarios planteados anteriormente, comparando
los resultados de tiempo del disector con y sin la optimización activada. Estos resultados
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Tabla 5.3: Resultados descarga de un archivo en Google Drive con 5% de pérdidas de
paquetes
quedan mostrados en la Figura 5.1. Para este test, se han usado 100 sesiones en memoria
y 10000 paquetes necesarios para ejecutar la rutina de borrado de sesiones. Para desactivar
la optimización, se hace uso de la opción -n, con esta opción podemos cambiar el número
de paquetes necesarios para que se lleve a cabo la rutina de delete_past_sessions(). Si
se pone un número de paquetes muy elevado, nunca se ejecutará.
Figura 5.1: Comparación de los resultados obtenidos en rendimiento
En el gráﬁco de la derecha podemos observar algunas diferencias entre los resultados:
Para la captura del periódico, la optimización no afecta en el rendimiento; para la captura
de la descarga mediante Google Drive, la optimización disminuye el rendimiento y por
último la captura de vídeo en Youtube se aprecia una mejora de rendimiento con la
optimización.
Para explicar este comportamiento, es necesario revisar los datos del gráﬁco de la
izquierda, en dicho gráﬁco se muestran las características de la captura en número de
paquetes, número de paquetes de protocolo GQUIC y número de sesiones obtenidas. La
captura de tráﬁco generado por la visita web, tiene muy pocos paquetes GQUIC, 3462.
Son menos de la mitad de los paquetes necesarios para que se ejecute la rutina de borrado
de sesiones caducadas, por ese motivo, no se aprecia ningún cambio.
En la captura de paquetes por la descarga de Google Drive, sí se aprecia un descenso
en el rendimiento, esto se explica porque hay 61827 paquetes GQUIC, es decir, se ejecuta
6 veces la rutina de borrado de sesiones, pero con solo 51 sesiones es improbable que haya
habido colisiones que pudieran disminuir signiﬁcativamente el rendimiento del disector.
Por último, podemos observar que en el caso del vídeo de Youtube sí se ha disminuido
30 CAPÍTULO 5. RESULTADOS
Desarrollo de un disector de tráﬁco para el protocolo QUIC
el tiempo con la optimización. Esto ocurre porque en la versión sin optimización, es seguro
que las 1464 sesiones han creado listas enlazadas, las búsquedas en dichas listas provocan
que el rendimiento disminuya signiﬁcativamente. En la versión optimizada al haber un
número elevado de paquetes, se asegura que el disector borra las sesiones caducadas de
forma frecuente, evitando el problema de las colisiones entre sesiones y por ello, aumenta
el rendimiento.
5.6. Sesión modiﬁcada con SCAPY
Uno de los problemas que tiene UDP con respecto a TCP es que no hay ningún
campo que indique qué protocolo lleva encapsulado. Por ello se hace uso de los puertos
bien conocidos, por ejemplo, DNS siempre usará el puerto 53. En cambio, el puerto de
QUIC, 443 queda deﬁnido como el puerto bien conocido para HTTP en UDP, esto plantea
la siguiente duda. Qué resultado da el disector en caso de que un protocolo distinto a
QUIC se transmita por el puerto 443. Como se puede observar en la Figura 5.2, para
llevar a cabo este experimento se ha tomado una captura de tráﬁco UDP distinto a QUIC
y con ayuda del programa SCAPY se han cambiado los puertos a 443. En la Tabla 5.4
se puede observar los resultados del disector a la sesión modiﬁcada anteriormente.
Figura 5.2: Paquetes UDP con puertos cambiados a 443 con SCAPY
En teoría, el disector analizará el tráﬁco, supuestamente ilegible como si fuesen campos
del protocolo QUIC. Algunas de las anomalías que deberían aparecer son: Que los números
de paquete no empiecen en 1 y no sigan ningún orden lógico, esto hará que haya muchos
huecos. La versión del protocolo será NULL o distinta de Q043; No deberían aparecer
los campos CHLO, REJ, ACK o NACK, por lo tanto, tampoco aparecerán los campos
Hostname, IRTT, AEAD y UAID.
En la Tabla 5.4 podemos comprobar que las predicciones son correctas. Cuando un
protocolo que no es GQUIC es analizado por el disector, genera sesiones con valores
atípicos.
Para minimizar el número de paquetes que se analizan de protocolos distintos a
GQUIC. Se usa el valore reserved del campo public ﬂags, este valor debería ser siem-
pre 0, por ello, cuando hay un paquete con dicho valor a 1 se procede a descartar el
paquete. Aún así, puede ocurrir que haya paquetes de otros protocolos que tengan un 0
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en el valor de reserved, por lo tanto, se analizarían. La mejor forma de saber si un pro-
tocolo no es GQUIC Q043 es comprobar el valor del campo Version, este campo pondrá
Q043 en el disector siempre que encuentre dicho valor. En caso de no encontrar el campo
Version, pondrá NULL y en caso de que sea una versión de QUIC distinta a la estudiada,
también pondrá NULL. Esto quiere decir que en caso de encontrar NULL en el campo
Version en el resultado del disector, conviene comprobar el resto de campos de la sesión
y si se encuentran más anomalías como las comentadas anteriormente se debe proceder
al descarte de dicha sesión.
Una sesión con pérdidas muy altas también puede indicar que es un protocolo inco-
rrecto. Esto se debe a que el protocolo QUIC manda los números de secuencia de manera
ordenada, por ello, en caso de analizar los valores correspondientes al packet number de
un protocolo distinto a QUIC se observarán valores aleatorios. En la Tabla 5.4 se observa
que una de las sesiones tiene un 50% de huecos.
Tabla 5.4: Resultados sesión modiﬁcada con SCAPY
5.7. Conclusión
En esta sección, se han comprobado los resultados del disector en tres escenarios
distintos. Se ha podido veriﬁcar que el disector obtiene correctamente la mayoría de los
campos, aunque a veces falla en la detección de paquetes ACK y NACK. Si bien la
información de las conexiones no queda afectada por ello. También se ha comparado el
rendimiento en los tres escenarios y se ha analizado el impacto que tiene la optimización,
llevada a cabo al rendimiento del disector. Por último, se ha comprobado que resultado
da el disector en caso de recibir un protocolo distinto a QUIC por el puerto 443 de UDP.
A continuación, se deberá proceder a contrastar los resultados del disector, compa-
rándolos directamente con los resultados obtenidos por el disector de Wireshark.
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6
Validación
6.1. Introducción
En este capítulo se explicará las comprobaciones que se han llevado a cabo para validar
si los resultados del disector son similares a los obtenidos por el disector Wireshark. En
principio, deberían parecerse bastante, ya que dicha herramienta es la que se usó durante
el desarrollo para comprobar el funcionamiento del protocolo GQUIC.
Para llevar a cabo la validación se han planteado dos aproximaciones: la primera,
consiste en una revisión manual de los datos obtenidos, usando las herramientas de Excel;
después, se ha implementado un script con AWK para comparar los campos de varias
sesiones a la vez.
6.2. Script Tshark
Tshark es una versión de Wireshark que funciona desde un terminal. Como analizador
de protocolos, puede capturar tráﬁco desde la red o leer desde archivos guardados con
anterioridad. Se optará por la segunda versión, de esta forma se podrá utilizar la misma
captura en el disector y en tshark.
El funcionamiento del comando que invocamos es bastante simple, primero se establece
el archivo del que se quiere leer los datos, luego un ﬁltro de captura para desprenderse
del tráﬁco no deseado. Por último, se establecen los campos se desean leer.[21]
Una vez termina de procesar el archivo nos guardará los campos de cada paquete en
una línea en un archivo txt.
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6.3. Comparación Excel
La primera veriﬁcación de funcionamiento del disector se llevó a cabo en Excel, una
herramienta de cálculo desarrollada por Microsoft. Haciendo uso de la función importar
datos desde archivo de texto, podemos añadir a la hoja de cálculo los datos obtenidos
por el script de tshark.
Para comparar los datos obtenidos por el disector y los de tshark en las hojas de
cálculo se han usado las funciones de ﬁltrado para obtener los datos de una única sesión.
Luego, se utilizaron las funciones de SUMA para contar los bytes en las cabeceras.
Como se puede observar en la Tabla A.5 casi todos los campos son correctos. Los
campos relacionados con la longitud de datos en GQUIC, es decir, descontando las cabe-
ceras IP, UDP y GQUIC no se pueden validar correctamente. También se pudo observar
que el campo AEAD no se mostraba correctamente, el disector daba los resultados en
hexadecimal, cuando el disector Wireshark los muestra en ASCII. Esto se pudo corregir,
pero requirió cambiar cómo se captura, guarda e imprime dicho campo.
Esta validación nos ha permitido comprobar que a rasgos generales el disector funciona
bien, pero, hay que comprobarlo para sesiones más grandes y para tráﬁco más complejo.
Para dicha tarea el análisis manual resulta inviable.
6.4. Comparación con AWK
Para llevar a cabo la validación de varias sesiones al mismo tiempo y sesiones con
más tráﬁco, se ha decidido utilizar un programa en AWK. AWK es un lenguaje diseñado
para procesar datos basados en texto. El objetivo es que a partir de la información por
paquete proporcionada por Tshark se pase a datos de sesión usando las fórmulas de AWK.
Además, se debe repetir este proceso para todas las sesiones disponibles.
Haciendo uso de los associative arrays que implementa AWK, se pueden obtener da-
tos de cada sesión leyendo en cada línea del texto y comprobando que corresponda a la
sesión buscada, después se puede acceder a la columna donde se encuentra el campo bus-
cado. Dicho campo se puede guardar en el array asociativo o ser usado para operaciones
posteriores.
Se pueden validar hasta 43 campos de los 47 que muestra el disector. Los 4 campos
que no se pueden validar son aquellos referidos a la longitud de cabecera QUIC, que no se
pueden obtener utilizando Tshark. Tampoco se valida RTTburst debido a la complejidad
que representa. En la Figura 6.1 se puede observar el resultado del script.
Para un archivo de 12 sesiones GQUIC se comprueban 516 campos, de los cuales 469
se obtienen como correctos, como se observa en la Figura 6.3 (1). Es decir, un 90.89%
de los campos del disector coinciden con los obtenidos por Tshark. Al comprobar el 10%
que no coincide se pudo observar distintos tipos de fallos.
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Figura 6.1: Resultados del script AWK.
Precisión de datos: Los resultados obtenidos por el disector, no mostraban el
mismo número de decimales que los resultados obtenidos por tshark, por ese motivo,
la validación los detectaba como incorrectos. Ejemplo de esto es el campo porcentaje
de pérdidas que se observa en la Figura 6.3 (2).
Interpretación de caracteres: Este fallo se debe a que AWK interpreta los espa-
cios como separadores de campo. Pero algunos campos, concretamente el UAID da
como resultado un string con varios valores separados por espacios. Por ello, AWK
interpreta como campo UAID únicamente la primera parte del string, obviando el
resto de los valores y no los compara correctamente con los obtenidos por el disector.
Se puede observar en la Figura 6.3 (3).
Campo AEAD: Como se observa en la Figura 6.3 (4). El campo AEAD no
coincide siempre, porque cuando se envía en un CHLO, se envían unos valores y
cuando responde un REJ, se devuelven otros valores. Por ese motivo, el disector
implementado solo captura los campos enviados en el CHLO como válidos, el resto
los omite. Investigando el motivo del fallo en la captura, y como se observa en
la Figura 6.2, en los paquetes REJ, el campo AEAD pertenece al campo SCFG
(Server Conﬁguration). Por lo tanto, el disector debería buscar el campo SCFG y
capturar sus valores en bytes, dentro de esos bytes, buscar el campo AEAD.
Figura 6.2: Campo AEAD y SCFG en paquetes CHLO y REJ.
ACK y NACK: Por último, hay diferencias entre las veces que el disector detecta
ACK y NACK y las veces que Wireshark los detecta. Este fallo ya se comentó
anteriormente, en el apartado de Desarrollo. Se debe a que a veces los datos cifrados
del Payload coinciden con los valores esperados por el disector para detectar ACKs
y NACKs. Estos valores no tienen un aviso previo. Por lo tanto, el disector detecta
más veces dichos paquetes que las que detecta Wireshark.
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Figura 6.3: Errores detectados en AWK.
Por último, cabe mencionar que la validación por AWK es útil únicamente para trazas
de tamaño pequeño o mediano. Como se puede observar en Figura 6.4 para trazas
grandes tiene tiempos de ejecución muy largos. La validación de la traza con el vídeo de
Youtube largo tardó varios minutos en procesar.
Figura 6.4: Comparación entre los tiempos de procesamiento del disector y Tshark +
AWK.
6.5. Conclusión
En este capítulo se ha puesto a prueba los resultados obtenidos por el disector, en
comparación con un disector avanzado como es Wireshark. Los resultados obtenidos son
bastante positivos ya que los únicos fallos detectados han podido ser detectados y solu-
cionados. El único error que persiste es el de los campos ACK y NACK.
Estos resultados nos permiten comprobar la utilidad del disector ya que obtiene re-
sultados similares a los obtenidos por Wireshark además de añadir los valores de calidad
de servicio y los datos obtenidos descontando las cabeceras.
También se ha comprobado las ventajas en tiempos de ejecución de usar un código en
C frente a programas externos como tshark y AWK.
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7
Conclusiones y Trabajo Futuro
7.1. Conclusiones
En este Trabajo de Fin de Grado se ha llevado a cabo un estudio del protocolo QUIC.
Primero, se ha comparado con los protocolos clásicos de Internet, TCP y UDP. Luego
se ha llevado a cabo un estudio de las características del protocolo y su funcionamiento.
Después se ha estudiado la implementación de dicho protocolo en Google Chrome, el
navegador web de Google. Se ha estudiado la estructura de campos de la cabecera, para
posteriormente implementar un disector capaz de extraer de cada paquete la información
relevante. Estos datos, se procesan por sesiones y se muestran al usuario.
Para probar el funcionamiento del protocolo, se han llevado a cabo tres escenarios de
pruebas diferentes y posteriormente se ha procedido a validar los resultados del disector
con los obtenidos por la herramienta Tshark. De esta manera, se ha podido comprobar el
correcto funcionamiento del mismo.
Tras la validación de los resultados, se puede concluir que el disector tiene un funcio-
namiento satisfactorio. Los campos mostrados se muestran coherentes con los obtenidos
por la herramienta Wireshark. Su rendimiento es cercano a los 10 Gbit/s. Y muestra
resultados extra de calidad de servicio.
La implementación del disector se ha llevado a cabo en C por las ventajas que ofrece
[22]. Entre ellas, se encuentra el uso de la librería LibPCAP y el alto rendimiento que se
puede alcanzar frente a otros lenguajes de programación. El diseño del disector se ha ba-
sado en el procesador de paquetes que se usan en las prácticas de redes de computadoras.
El código está disponible en la página web:
Se puede consultar el código del disector y los resultados obtenidos en la pÃ¡gina
Github: https://github.com/victor3k/DisectorGQUIC.
Para el desarrollo del proyecto, se han requerido los conocimientos de varias asigna-
turas, como son Programación I y II, Redes de Comunicaciones I y II, Redes Multimedia
y Sistemas Distribuidos. En consecuencia, a la realización del trabajo se han aumentado
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los conocimientos en las asignaturas de Redes. Esto se debe al estudio de los protocolos
TCP y UDP y al desarrollo del protocolo QUIC para satisfacer la demanda actual en
contenido multimedia.
7.2. Trabajo futuro
El desarrollo del disector es, a mi parecer, bastante completo. Los campos que no
se muestran al usuario son aquellos que dependen de números aleatorios como llaves de
algoritmos de cifrado o claves de autenticación. Se podría, eso sí, completar en el estudio de
distintos tipos de paquetes que no se han observado. Para poder llevar a cabo dicha tarea,
se requeriría de una captura de red más completa, con varios clientes y servidores. Esto
se intentó llevar a cabo en la red de la universidad, pero no se pudo realizar ﬁnalmente.
En concreto, se deberían poder observar paquetes con los campos BLOCKED, WIN-
DOWS_UPDATE, GOAWAY, PING y STOP_WAITING. Otra mejora aplicable al di-
sector es la elección de distintas versiones ya que en este desarrollo solo se ha llevado a
cabo para la Q043 que es la más actualizada que mostraba Google Chrome.
Por último, en estudios del mismo departamento con el que se ha realizado este tra-
bajo, se ha estudiado la detectabilidad de amenazas e intrusiones en las redes usando
estadística. Igual, sería posible llevar a cabo un estudio al respecto para el protocolo
QUIC.
Finalmente, se podría mejorar la gestión de la memoria y el uso de las tablas hash, ya
que actualmente es funcional, pero no tiene un funcionamiento óptimo. Se podría sustituir
la rutina de borrado de sesiones antiguas por una lista doblemente enlazada. De forma,
que comprobando la sesión más antigua se podría ver si es necesario borrar dicha sesión
de la memoria o no, en vez de recorrer todas las sesiones existentes.
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