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1. Introduction & Literature review 
 
Traffic information and management applications strongly rely on how traffic flows are monitored. 
Locating traffic sensors in a network is therefore considered a problem of paramount importance in 
transportation engineering, in particular within estimation problems (e.g. real time traffic state 
estimation, OD flows estimation, link flow inference, travel time estimation and path flow 
reconstruction (Ahmed et al., 2014; Castillo et al., 2008b; Viti et al., 2008; Zhou and List, 2010). 
From a technological and practical perspective, a few researchers have been focusing on establishing 
the impact that missing / incomplete data due to sensor failure in networks might have on the 
aforementioned problems, leading to schemes and techniques aimed at directly deploying sensors 
bearing robustness characteristics wrt. sensor failure (Li and Ouyang, 2011). 
 
In this work, we specifically consider network flow observability problems, in which the main goal is 
to exploit algebraic and topological relationships on a set of observed link, route or OD flows in order 
to infer information on the remaining non-observed link (or route, or OD) flows. In these problems, 
through appropriate algebraic transformations, candidate locations for sensors in the network are 
subdivided into two sets: a topologically independent set (which is candidate for sensor deployment) 
and a topologically dependent set, for which measurements can be analytically derived through the 
algebraic relationship between the two sets. 
 
Assessing the impact of sensor failure in these problems is not trivial: a sensor whose information acts 
as a keystone for several algebraic dependencies might represent a higher risk / vulnerability 
compared to a sensor whose information is entirely independent from any other source. We 
hypothesize that a well-conditioned observability solution should exhibit considerable robustness to 
sensor failure, therefore featuring both a low mean error due to sensor failure and a small variance, 
while less refined solutions will suffer from larger errors. 
 
To empirically verify this hypothesis, in this work we perform a series of experiments to specifically 
measure how different network flow observability approaches – varying in terms of how densely 
packed the algebraic relationship information is – are vulnerable against randomly distributed sensor 
failures on a real-life sized network.  
 
2. Methodology 
 
In order to quantify the impact of stochastic sensor failure on network observability problems, we 
begin by deriving four different possible full observability solutions for the proposed network. This is 
achieved by firstly generating four different candidate route sets for the given network.  
 
We compare two ad-hoc route set generation strategies, whose objective is specifically that of 
maximizing available dependent-independent information, namely Castillo’s Algorithm 1 (Castillo et 
al., 2014) and our own Maximum Independent route set generation technique (Rinaldi and Viti, 
2017); we furthermore compare these to two purely enumerative techniques, namely the well-known 
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K-Shortest Path (KSP) algorithm (Yen, 1971) and a variant proposed in (Rinaldi et al., 2015) which 
includes lax independence constraints (KISP).  As we have recently shown in (Rinaldi and Viti, 
2017), these four different route set generation techniques yield very different levels of information in 
terms of exploitable algebraic relationships. In this work we aim to further assess whether the denser 
information characteristics of our recently proposed approach yield robustness properties when 
dealing with sensor failure. 
 
Based on the obtained route sets, expressed in terms of link-route incidence matrices 
| | | |[ , , , ]MI KSP KISP C
L RA A A A ´Î , where L is the link set and R the route set, the corresponding four full 
observability solutions | | | |[ , , , ]MI KSP KISP C
indep dep´W W W W Î  are obtained using Castillo’s pivoting 
method (Castillo et al., 2008a), which operates in a rows-by-columns fashion on matrix A  to isolate 
independent-dependent variable relationships. From these four matrices, we can generate partial 
observability solutions, i.e. optimal solutions in which only a budget of sensors (in this paper, 50) has 
been installed on the network. To generate these solutions, we base ourselves on our own metric 
(shown in Eq. 1) and greedy addition algorithm, introduced in (Viti et al., 2014). 
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The same metric is then used to evaluate how the failure of a subset of the installed sensors affects the 
overall observability of the network. We perform 100 random draws (uniformly distributed) in each of 
which a fixed amount of sensors (10% - i.e. 5 sensors) will fail on the network. For each of these 
random draws, the corresponding partial observability is then computed.  
 
As we discussed extensively in (Viti et al., 2014), metric (1) is a normalized quantity between 0 and 1, 
representing the amount of topological error introduced by partially observing a network. Sudden 
sensor failures will therefore increase this value, and we expect a considerable relationship will exist 
between how the full observability solution has been generated and how large the impact of sudden 
information loss will be. In the next Section, results obtained on the Rotterdam network are shown. 
 
3. Results and conclusions 
 
We test our approach on the city network of Rotterdam, shown in Figure 1.  
 
Figure 1: The Rotterdam city network. 
 
This network consists of 476 links, 243 nodes and 1890 OD pairs.  
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In Figure 2 we present the four observability solutions and the relationship between their level of 
partial observability and the amount of sensors installed. For additional details on the performance of 
the four route enumeration criteria and the full observability solutions shown in the figure we suggest 
the interested reader to look at (Rinaldi et al., 2015) and (Rinaldi and Viti, 2017). As mentioned 
earlier, for all four, 50 sensors have been installed (as represented by the vertical dashed black line) 
and randomly 5 sensors are selected to be faulty. 
 
 
Figure 2: Full/partial observability solutions. 
 
 
To showcase the different levels of robustness offered by the four partial observability solutions 
50 | |' ' ' '[ , , , ]MI KSP KIS C
dep
P
´W W W W Î , we present the results in graphical form. In Figure 3(a), the 
experienced distributions of observability errors, as measured by equation (1) are shown. In Figure 
3(b), instead, the relative error increase, compared to the levels obtained when all 50 sensors are 
installed, is shown. 
 
  
(a) (b) 
 
Figure 3: Distribution of observability errors upon sensor failure. 
 
 
Analysing the results, it appears evident that the maximum independent route set methodology, other 
than minimizing the overall amount of sensors necessary to observe the network (150), also exhibits 
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extremely robust performance in terms of sensor failure, showcasing both the lowest mean error 
increase and standard deviation (as summarized in Table 1). 
 
 
Table 1: Simple statistics of relative observability errors 
 Average Standard Deviation 
Max. Indep. Route set 0.015 0.003 
Castillo’s Alg. 1 0.027 0.005 
K-Shortest Path 0.022 0.006 
K-Indep. Shortest Path 0.026 0.004 
 
 
The results obtained through this simple exploration further reinforce the methodological conclusions 
drawn in our previous work: topologically, route set generation techniques have a very strong 
influence in how robust link flow inference problems are wrt. total amount of sensors and, indeed, 
sensor failure. Future research includes extending the results reported in this work by (i)  investigating 
how the % of failing sensor influences the overall robustness of the approaches (ii) validating  these 
results on multiple networks and, finally, (iii) evaluating how flow estimation techniques might be 
influenced by these results. 
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