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1． 訂正箇所と訂正内容
1. 訂正箇所: page 4, line 6~8
訂正内容: 記述の訂正
訂正前:
and it was proven that H.264/AVC achieves a 50% bit-rate saving for equivalent perceptual
quality relative to the performance of prior standards, such as MPEG-2 or H.263 [1][2].
訂正後:
and it was proven that H.264/AVC achieves about 50% bit-rate saving for equivalent video
quality when comparing with prior standards, such as MPEG-2 or H.263 [1][2].
2. 訂正箇所: page 4, line 10~11
訂正内容: 記述の訂正
訂正前:
Software-based simulation results show that the complexity increase is more than one order
of magnitude at the encoder and a factor 2 for the decoder [5].
訂正後:
Software-based simulation suggests that the complexity increase is about 10 times for
encoder and about 2 times for decoder [5].
3. 訂正箇所: page 4, line 15~17
訂正内容: 記述の訂正と文献の追加
訂正前:
It is now feasible to put sophisticated compression processes on a relatively low-cost single
chip; this has spurred a great deal of activity in developing multimedia systems for the large
consumer market.
訂正後:
Therefore, it is now feasible to implement sophisticated video compression applications on
single VLSI chip at an acceptable cost; this has been boosting the commercialization of a
variety of multimedia applications [42].
追加の文献:
[42] V. Bhaskaran, K. Konstantinides, Image and Video Compression Standards: Algorithms
and Architectures, 2nd ed., Kluwer Academic Publishers, Boston 1999.
4. 訂正箇所: page 6, line 6~7
訂正内容: 記述の訂正
訂正前:
on the problem of how best to encode the information a sender wants to transmit, and how
best to utilize the channel for the transmission [6].
訂正後:
on finding out the best way to encode the message with as few bits as possible before
transmission, and the best way to utilize the channel for the transmission [6].
5. 訂正箇所: page 8, line 11~19
訂正内容: 記述の訂正と文献の追加
訂正前:
By utilizing arithmetic coding instead of VLC in hybrid coding systems, at least three
shortcomings of VLC can be overcome: i) coding events with a probability greater than 0.5
cannot be efficiently represented, and hence, a so-called alphabet extension of “run” symbols
representing successive levels with value zero is used in the entropy coding schemes of
MPEG-2, H.263, and MPEG-4; ii) the usage of fixed VLC tables does not allow an
adaptation to the actual symbol statistics, which may vary over space and time as well as for
different source material and coding conditions; iii) since there is a fixed assignment of VLC
tables and syntax elements, existing inter-symbol redundancies cannot be exploited within
these coding schemes.
訂正後:
By utilizing arithmetic coding instead of VLC in hybrid coding systems, at least three
shortcomings of VLC can be overcome: i) a coding event with probability larger than 0.5
cannot be efficiently represented and coded; ii) it is difficult for fixed VLC tables to be
adaptive to the variable symbol statistics; iii) it is also difficult to exploit the inter-symbol
correlations, since the mapping between VLC codes and syntax elements is fixed [56].
追加の文献:
[56] D. Marpe, H. Schwarz, and T. Wiegand, “Context-based adaptive binary arithmetic
coding in the H.264/AVC video compression standard”, IEEE Transactions on Circuits and
Systems for Video Technology, Vol.13, No.7, pp.620-636, Jul. 2003.
6. 訂正箇所: page 11, line 16~18
訂正内容: 記述の訂正と文献の追加
訂正前:
advanced prediction mode, in which each 8×8 block has its own motion vector, which
reduces prediction errors at the cost of that more bits are used to encode motion vectors;
optional PB-frames mode[].
訂正後:
advanced prediction mode, in which each 8×8 block has its distinct motion vector, which
improves prediction performance at the cost that more bits are used for coding of motion
vectors; optional PB-frames mode [23].
追加の文献:
[23] ITU-T Recommendation H.263. Video coding for low bit-rate communication. 1996.
7. 訂正箇所: page 12, line 7~8
訂正内容: 記述の訂正と文献の追加
訂正前:
support for externally-specified digital rights management and various types of interactivity.
訂正後:
support for digital rights management, and support for various types of interactivity [26].
追加の文献:
[26] ISO/IEC 14496-2 JTC1/SC29/WG11 N2502a, Information Technology-Coding of
audio-visual objects: visual, Oct 1998.
8. 訂正箇所: page 12, line 20~ page 13, line 8
訂正内容: 記述の訂正と文献の追加
訂正前:
H.264/AVC is the latest entry in the series of international video coding standards. It is
currently the most powerful and state-of-the-art standard. As has been the case with past
standards, its design provides the most current balance between the coding efficiency,
implementation complexity, and cost – based on state of VLSI design technology (CPU's,
DSP's, ASIC's, FPGA's, etc.). In the process, a standard was created that improved coding
efficiency by a factor of at least about two (on average) over MPEG-2 - the most widely
used video coding standard today - while keeping the cost within an acceptable range. In
July, 2004, a new amendment was added to this standard, called the Fidelity Range
Extensions (FRExt, Amendment 1), which demonstrates even further coding efficiency
against MPEG-2, potentially by as much as 3:1 for some key applications.
訂正後:
As the newest international video coding standards, H.264/AVC achieves the best coding
efficiency ever. Compared with prior standards, such as MPEG-2, it improves coding
efficiency by a factor of at least about two [2]. In July, 2004, Fidelity Range Extensions
(FRExt, Amendment 1) was added to H.264/AVC, which provides further coding efficiency
improvement, potentially by as much as 3:1 against MPEG-2 for some applications [3]. In
the mean time, the balance between compression performance and implementation
complexity is well reached. As a result, considering the status of software and hardware
technologies nowadays and in the near future, the implementations of a variety of new video
applications have become practically feasible, and the implementation cost could be
maintained at an acceptable level. As the latest achievement with all these advantages in this
area, H.264/AVC is being expected to boost the digital video industry in the near future.
追加の文献:
[2] T. Wiegand, G.J. Sullivan, G. Bjontegaard, and A. Luthra, “Overview of the H.264/AVC
video coding standard,” IEEE Trans., Circuits Syst. Video Technol., vol.13, no.7 pp.560-576,
July 2003.
[3] G. J. Sullivan, P. Topiwala, and A. Luthra, “The H.264/AVC Advanced Video Coding
Standard: Overview and Introduction to the Fidelity Range Extensions,” Proc. SPIE
Confierence on Applications of Digital Image Processing, Aug., 2004.
9. 訂正箇所: page 15, line 4~17
訂正内容: 記述の訂正
訂正前:
Since the early 1990’s, when the technology was in its infancy, international video coding
standards - H.261, MPEG-1, MPEG-2 / H.262, H.263, and MPEG-4 - have been the engines
behind the commercial success of digital video compression. They have played pivotal roles
in spreading the technology by providing the power of interoperability among products
developed by different manufacturers, while at the same time allowing enough flexibility for
ingenuity in optimizing and molding the technology to fit a given application and making the
cost-performance trade-offs best suited to particular requirements. They have provided
much-needed assurance to the content creators that their content will run everywhere and
they do not have to create and manage multiple copies of the same content to match the
products of different manufacturers. They have allowed the economy of scale to allow steep
reduction in cost for the masses to be able to afford the technology. They have nurtured open
interactions among experts from different companies to promote innovation and to keep pace
with the implementation technology and the needs of the applications [3].
訂正後:
Since the early time of 1990's, video coding standards, such as H.261, MPEG-1, MPEG-2,
H.263, and MPEG-4 have been playing very critical roles in commercial success of
multimedia technology. International standardization of video coding provided the common
formats and decoding processes of video data, which allowed the interoperations among
various video products developed by different institutes and companies. Meanwhile, some
extent of flexibility of coding processes provided the possibility that different encoding
algorithms could be designed to support a wide range of applications. With all these
technology advantages, video coding standards have empowered the emerging of video
applications, such as highly efficient creation, storage, and transmission of digital video
contents [3].
10. 訂正箇所: page 15, line 18 ~ page 16, line 11
訂正内容: 記述の訂正
訂正前:
These previous standards reflect the technological progress in video compression and the
adaptation of video coding to different applications and networks. Applications range from
video telephone to consumer video and broadcast of standard definition or high definition
TV. Networks used for video communications include switched networks such as PSTN
(H.263, MPEG-4) or ISDN (H.261) and packet networks like ATM (MPEG-2, MPEG-4),
the Internet (H.263, MPEG-4) or mobile networks (H.263, MPEG-4). The importance of
new network access technologies like cable modem, xDSL, and UMTS created demand for
the new video coding standard H.264/AVC, providing enhanced video compression
performance in view of interactive applications like video telephony requiring a low latency
system and non-interactive applications like storage, broadcast, and streaming of standard
definition TV where the focus is on high coding efficiency [4]. Special consideration had to
be given to the performance when using error prone network. H.264/AVC was finalized in
March 2003 and approved by the ITU-T in May 2003 [1].
訂正後:
The progress of video coding standards have multiple aspects, such as improvement of
compression ratio, and better capability to be employed to various applications and
transmission networks. To address the demands coming from all these aspects, new video
coding standard H.264/AVC has been developed to provide enhanced video compression
efficiency and performance for various applications, such as low latency video telephony,
video storage, video broadcast, and video streaming with different resolution requirements
[4]. H.264/AVC was finalized in March 2003 and approved by the ITU-T in May 2003 [1].
11. 訂正箇所: page 16, line 12 ~ page 17, line 9
訂正内容: 記述の訂正
訂正前:
Comparing the H.264/AVC video coding tools like multiple reference frames, quarter-pixel
motion compensation, deblocking filter or integer transform to the tools of previous video
coding standards, H.264/AVC achieved a leap in coding performance. For efficient
transmission in different environments not only coding efficiency is relevant, but also the
seamless and easy integration of the coded video into all current and future protocol and
network architectures. This includes the public Internet, as well as wireless networks
expected to be a major application for the new video coding standard. The adaptation of the
coded video representation or bit-stream to different transport networks was typically
defined in the systems specification in previous MPEG standards or separate standards like
H.320 or H.324. However, only the close integration of network adaptation and video coding
can bring the best possible performance of a video communication system. Therefore
H.264/AVC consists of two conceptual layers. The video coding layer (VCL) defines the
efficient representation of the video, and the network adaptation layer (NAL) converts the
VCL representation into a format suitable for specific transport layers or storage media. For
circuit-switched transport like H.320, H.324M or MPEG-2, the NAL delivers the coded
video as an ordered stream of bytes containing start codes such that these transport layers
and the decoder can robustly and simply identify the structure of the bit stream. For packet
switched networks like RTP/IP or TCP/IP, the NAL delivers the coded video in packets
without these start codes [4].
訂正後:
By introducing new coding technologies, such as quarter-pixel motion estimation, multiple
reference frames, improved pixel-domain intra-prediction, in-loop deblocking filter, and
context-adaptive entropy coding methods, H.264/AVC achieved significant compression
performance improvements. In the mean time, to address the demands of supporting
different transmission networks, a 2-layer hierarchical architecture was adopted by
H.264/AVC, in which the video coding layer (VCL) specifies the compressed representation
of the video, and the network adaptation layer (NAL) formats the VCL representation, and
inserts necessary header information to make the data packets suitable for specific transport
layers or storage media [4]. With the flexibility of NAL, this 2-layer hierarchical architecture
even allows the possible adaptation to future transmission network protocols. In addition, an
efficient seamless integration with the transmission network is ensured to provide required
video communication performance.
12. 訂正箇所: page 17, line 11~20
訂正内容: 記述の訂正と引用の追加
訂正前:
The new standard is designed for technical solutions including at least the following
application areas [2]:
• Broadcast over cable, satellite, cable modem, DSL, terrestrial, etc.
• Interactive or serial storage on optical and magnetic devices, DVD, etc.
• Conversational services over ISDN, Ethernet, LAN, DSL,wireless and mobile networks,
modems, etc. or mixtures of these.
• Video-on-demand or multimedia streaming services over ISDN, cable modem, DSL, LAN,
wireless networks, etc.
• Multimedia messaging services (MMS) over ISDN, DSL, ethernet, LAN, wireless and
mobile networks, etc.
訂正後:
H.264/AVC is designed to provide solutions for the following application areas:
• Video broadcast over wired and wireless networks.
• Conversational video services over different communication networks.
• Storage of video contents on different physical media.
• Video-on-demand or video streaming services over different networks.
• Multimedia messaging over different networks [2].
13. 訂正箇所: page 18, line 1~6
訂正内容: 記述の削除
訂正前:
Moreover, new applications may be deployed over existing and future networks. This raises
the question about how to handle this variety of applications and networks. To address this
need for flexibility and customizability, the H.264/AVC design covers a VCL, which is
designed to efficiently represent the video content, and a NAL, which formats the VCL
representation of the video and provides header information in a manner appropriate for
conveyance by a variety of transport layers or storage media
14. 訂正箇所: page 18, line 7
訂正内容: 引用の追加
訂正前:
Figure 2. Block diagram of H.264/AVC encoder
訂正後:
Figure 2. Block diagram of H.264/AVC encoder [2]
追加の文献:
[2] T. Wiegand, G.J. Sullivan, G. Bjontegaard, and A. Luthra, “Overview of the H.264/AVC
video coding standard,” IEEE Trans., Circuits Syst. Video Technol., vol.13, no.7 pp.560-576,
July 2003.
15. 訂正箇所: page 18, line 9 ~ page 19, line 11
訂正内容: 記述の訂正
訂正前:
At a basic overview level, the coding structure of this standard is similar to that of all prior
major digital video standards (H.261, MPEG-1, MPEG-2/H.262, H.263 or MPEG-4). The
architecture and the core building blocks of the encoder are shown in Figure 2, indicating
that it is also based on motion-compensated DCT-like transform coding. Each picture is
compressed by partitioning it as one or more slices; each slice consists of macroblocks,
which are blocks of 16×16 luma samples with corresponding chroma samples. However,
each macroblock is also divided into sub-macroblock partitions for motion-compensated
prediction. The prediction partitions can have seven different sizes – 16×16, 16×8, 8×16,
8×8, 8×4, 4×8 and 4×4. In past standards, motion compensation used entire macroblocks or,
in the case of newer designs, 16×16 or 8×8 partitions, so the larger variety of partition
shapes provides enhanced prediction accuracy. The spatial transform for the residual data is
then either 8×8 (a size supported only in FRExt) or 4×4. In past major standards, the
transform block size has always been 8×8, so the 4×4 block size provides an enhanced
specificity in locating residual difference signals. The block size used for the spatial
transform is always either the same or smaller than the block size used for prediction.
訂正後:
As shown in encoder block diagram in Figure 2, H.264/AVC adopts traditional block-based
hybrid video coding scheme, which has been adopted by most of prior video coding
standards, such as H.261, MPEG-1, MPEG-2/H.262, H.263 and MPEG-4.
"Block-based" scheme means each picture is partitioned into blocks or macroblocks, and the
coding process is conducted block by block. In H.264/AVC, a macroblock consists of 16×16
samples of luma, and corresponding samples of chroma. Each macroblock can be further
partitioned into several smaller partitions, so the motion prediction and compensation can be
applied on the finer granularity of pixel block, which improves the accuracy of motion
prediction.
"Hybrid video coding" refers to the combination of multiple different coding tools, which
include spatial prediction, temporal prediction, transform, quantization, entropy coding, etc.
Although the block-based hybrid video coding scheme has been existing for decades, and
has been adopted by most of the prior video coding standards, H.264/AVC introduces many
new technologies, which include enhancements of existing coding tools as well as adoption
of new coding tools. Each of these new technologies contributes a certain percentage of the
overall compression performance leap.
16. 訂正箇所: page 19, line 12 ~ page 20, line 2
訂正内容: 記述の訂正と文献の追加
訂正前:
In addition, there may be additional structures such as packetization schemes, channel codes,
etc., which relate to the delivery of the video data, not to mention other data streams such as
audio. As the video compression tools primarily work at or below the slice layer, bits
associated with the slice layer and below are identified as Video Coding Layer (VCL) and
bits associated with higher layers are identified as Network Abstraction Layer (NAL) data.
VCL data and the highest levels of NAL data can be sent together as part of one single
bit-stream or can be sent separately. The NAL is designed to fit a variety of delivery
frameworks (e.g., broadcast, wireless, storage media). Herein, we only discuss the VCL,
which is the heart of the compression capability. While an encoder block diagram is shown
in Figure 2, the decoder conceptually works in reverse, comprising primarily an entropy
decoder and the processing elements of the region shaded in Figure 2.
訂正後:
In addition, a 2-layer hierarchical architecture with separated VCL and NAL are designed to
address the demands of supporting a variety of transmission networks. In this 2-layer
hierarchical architecture, the VCL defines the representation of the video, and the NAL
converts the VCL representation into a format suitable for specific transport layers or storage
media [4]. This thesis focuses on VCL, which is the major part conducting video
compression.
追加の文献:
[4] J. Ostermann, J. Bormans, P. List, D. Marpe, M. Narroschke, F. Pereira, T. Stockhammer,
and T. Wedi, “Video coding with H.264/AVC: tools, performance, and complexity,” IEEE
Mag. Circuits and Syst., vol. 4, pp. 7-28, First quarter 2004.
17. 訂正箇所: page 20, line 3 ~ page 26, line 2
訂正内容: 記述の訂正と文献の追加
訂正前:
Relative to prior video coding methods, such as MPEG-2 video, some highlighted features of
the design that enable enhanced coding efficiency include the following enhancements of the
ability to predict the values of the content of a picture to be encoded.
• Variable block-size motion compensation with small block sizes: This standard supports
more flexibility in the selection of motion compensation block sizes and shapes than any
previous standard, with a minimum luma motion compensation block size as small as 4×4.
…(中略) …
• Arbitrary slice ordering (ASO): Since each slice of a coded picture can be
(approximately) decoded independently of the other slices of the picture, the H.264/AVC
.
訂正後:
Compared with prior video coding standards, the new coding tools or enhancements on
existing coding tools include the items below.
• Variable block-size motion compensation: H.264/AVC provides better flexibility of
block sizes and block shapes for motion estimation as well as motion compensation. The
minimum luma motion compensation block size is 4×4. In the mean time, rectangle block
shapes, such as 16×8, 8×16, 8×4, and 4×8 are supported.
• Quarter-pixel accuracy motion estimation: Compared with half-pixel accuracy motion
estimation in some prior standards, H.264/AVC adopts quarter-pixel motion estimation to
improve temporal prediction accuracy, in which motion vector has quarter-pixel accuracy for
luma and quarter-pixel or one-eighth-pixel accuracy for chroma (depending on the chroma
format).
• Multiple reference picture motion estimation and compensation: In prior video coding
standards, such as MPEG-2, the number of reference pictures is limited to 1 for previously
prediction pictures (P pictures) , and 2 for bi-directional prediction pictures (B pictures). In
H.264/AVC, the maximum number of reference pictures is extended to 16, although it is
further constrained by maximum decoded picture buffer size (MaxDPB), which is specified
for each codec Level. The extension of number of reference pictures provides much more
accurate temporal prediction, and thus contributes to the overall compression performance
improvement.
• More flexible ordering and selection of reference pictures: H.264/AVC removed some
restrictions on the ordering and selection of reference pictures in prior video coding
standards. For example, the order of reference pictures doesn't need to be dependent on the
display order of pictures in H.264/AVC. In addition, B pictures could be used as references
of prediction for other pictures, which is not allowed in prior video coding standards. These
flexibilities of reference picture ordering and selection make it more possible to find the
better match from the reference pictures, and maintain the minimum latency at the same
time.
• Improved Intra coding: Instead of using transform-domain Intra prediction like some
prior video coding standards, H.264/AVC introduces a more sophisticated Intra prediction
scheme, in which the prediction is derived from neighboring areas in pixel-domain. In
addition, multiple prediction modes with implied directional information are designed to
exploit the directional correlation of spatial neighboring areas.
• Improved “Skip” and “Direct” coding modes: H.264/AVC adopts two special coding
modes to further exploit the correlation between spatially or temporally adjacent
macroblocks. In Skip mode, neither prediction error (residual) or motion vectors are coded
or sent. On decoder side, residual is derived as zero, and motion vectors are derived based on
motion information from spatially neighboring macroblocks. In contrast, if a macroblock or
a sub-macroblock is coded in Direct mode, residual is coded and sent, but motion vectors are
not. On decoder side, motion vectors are derived based on motion information from either
spatial or temporal neighboring blocks.
• Improved transform: H.264/AVC adopts a new transform scheme, which achieves
improvements in several aspects by introducing the following features: low-complexity
integer transform, adaptive transform block-size, and hierarchical transform.
Unlike prior standards, H.264/AVC adopts an integer transform scheme, which is an
approximation of normal DCT. There are at least two advantages of this integer transform
and corresponding inverse transform. First, this scheme allows the exact match of inverse
transform results between encoder and decoder, or between different decoder
implementations, which is crucial for H.264/AVC as much more different forms of
predictions are adopted. Second, the "exact match" above could be efficiently implemented
with 16-bit integer accuracy arithmetic instead of 32-bit accuracy in prior standards, which is
a remarkable improvement in terms of complexity
In High Profiles, it is possible to adaptively choose transform block-size between 4×4 and
8×8. Smaller transform block-size usually generates less ringing artifacts and benefits areas
with more details, while larger transform block-size provides better results of energy
compaction and benefits flatter areas. In addition, variable block-size of transform also
provides a better alignment with variable block size of prediction.
Another feature of transform in H.264/AVC is a hierarchical transform could be conducted
in some cases, such as Intra16×16, to further exploit the correlation among DC coefficients
of the first level of 4×4 transform by applying a second level of transform (Hadamard
transform) on those DC coefficients.
• Improved entropy coding: Besides variable-length coding (VLC), arithmetic coding is
adopted by H.264/AVC as the other option of entropy coding for Main and higher Profiles.
Theoretically, arithmetic coding usually achieves higher compression efficiency than VLC
does. In addition, different schemes of context-based adaptivity are applied to VLC and
arithmetic coding respectively to further improve the compression performance of each of
them. Accordingly, the terms Context-Based Adaptive Binary Arithmetic Coding (CABAC)
and Context-Based Adaptive Variable-length Coding (CAVLC) are used in H.264/AVC.
• In-loop deblocking filtering: To eliminate block artifacts introduced by block-based
processing, H.264/AVC adopts a new deblocking filter scheme, which improves both
objective and subjective visual quality. "In-loop" means the deblocking filter is in the loop of
motion compensation and, furthermore, the filtering is applied on the reconstructed pictures,
which benefits the prediction that uses these pictures as references. Since the deblocking
filter is in-loop, both decoder and encoder need to have the identical implementation of it to
ensure identical reference pictures are generated after deblocking filtering in both decoder
and encoder.
• Transmission related features: In order to provide better robustness to transmission
errors or losses, and better adaptivities to different transmission network environments,
H.264/AVC introduces some transmission related features, such as separate parameter sets,
NAL unit structure, Flexible macroblock ordering (FMO), and Arbitrary slice ordering (ASO)
[2].
追加の文献:
[2] T. Wiegand, G.J. Sullivan, G. Bjontegaard, and A. Luthra, “Overview of the H.264/AVC
video coding standard,” IEEE Trans., Circuits Syst. Video Technol., vol.13, no.7 pp.560-576,
July 2003.
18. 訂正箇所: page 28, line 9, Figure 3
訂正内容: 図の変更と文献の追加
訂正前:
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Figure 3. Macroblock partitions and sub-macroblock partitions
訂正後:
Figure 3. Macroblock partitions and sub-macroblock partitions [3]
追加の文献:
[3] G. J. Sullivan, P. Topiwala, and A. Luthra, “The H.264/AVC Advanced Video Coding
Standard: Overview and Introduction to the Fidelity Range Extensions,” Proc. SPIE
Conference on Applications of Digital Image Processing, Aug., 2004.
19. 訂正箇所: page 28, line 10 ~ page 29, line 7
訂正内容: 記述の訂正
訂正前:
In H.264/AVC, motion can be estimated at the 16×16 macroblock level or by partitioning
the macroblock into smaller regions of luma size 16×8, 8×16, 8×8, 8×4, 4×8, or 4×4, as
shown in Figure 3. A distinction is made between a macroblock partition, which corresponds
to a luma region of size 16×16, 16×8, 8×16, or 8×8, and submacroblock partition, which is a
region of size 8×8, 8×4, 4×8, or 4×4. When (and only when) the macroblock partition size is
8×8, each macroblock partition can be divided into sub-macroblock partitions. For example,
it is possible within a single macroblock to have both 8×8 and 4×8 partitionings, but not
16×8 and 4×8 partitionings. Thus the first row of Figure 3 shows the allowed macroblock
partitions, and the sub-macroblock partitions shown in the second row can be selected
independently for each 8×8 region, but only when the macroblock partition size is 8×8 (the
last partitioning shown in the first row).
訂正後:
In H.264/AVC, a 16×16 macroblock could be partitioned into smaller macroblock partitions.
The luma block size of these smaller macroblock partitions could be any from 16×8, 8×16,
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or 8×8, as shown in the first row of Figure 3. Particularly, a partition with luma size 8×8 is
called a sub-macroblock. In case that a macroblock is partitioned into four 8×8
sub-macroblocks, each sub-macroblock could be further partitioned into even smaller
sub-macroblock partitions with luma size 8×4, 4×8, or 4×4, as shown in the second row of
Figure 3.
20. 訂正箇所: page 29, line 9 ~ page 30, line 10
訂正内容: 記述の訂正
訂正前:
A distinct motion vector can be sent for each sub-macroblock partition. The motion can be
estimated from multiple pictures that lie either in the past or in the future in display order, as
shown in Figure 4. The selection of which reference picture is used is done on the
macroblock partition level (so different sub-macroblock partitions within the same
macroblock partition will use the same reference picture). A limit on number of pictures
used for the motion estimation is specified for each Level. To estimate the motion, pixel
values are first interpolated to achieve quarter-pixel accuracy for luma and up to 1/8th pixel
accuracy for chroma. Interpolation of luma is performed in two steps – half-pixel and then
quarter-pixel interpolation. Half-pixel values are created by filtering with the kernel [1 -5 20
20 -5 1]/32, horizontally and/or vertically. Quarter-pixel interpolation for luma is performed
by averaging two nearby values (horizontally, vertically, or diagonally) of half pixel
accuracy. Chroma motion compensation uses bilinear interpolation with quarter-pixel or
one-eighth-pixel accuracy (depending on the chroma format). After interpolation,
block-based motion compensation is applied. As noted, however, a variety of block sizes can
be considered, and a motion estimation scheme that optimizes the trade-off between the
number of bits necessary to represent the video and the fidelity of the result is desirable.
訂正後:
During the motion estimation, each partition could have one distinct motion vector. In
addition, the motion estimation could be conducted from multiple reference pictures, as
shown in Figure 4. The reference picture selection is at macroblock partition level, which
means each macroblock partition (luma size 16×16, 16×8, 8×16, or 8×8) could have
different reference selection, while the sub-macroblock partitions (luma size 8×4, 4×8, or
4×4) within one sub-macroblock share the common reference pictures. The maximum
number of reference pictures is 16, although it is further constrained by maximum decoded
picture buffer size (MaxDPB), which is specified for each codec Level.
Quarter-pixel accuracy motion estimation is adopted to improve temporal prediction
accuracy, in which motion vector has quarter-pixel accuracy for luma and quarter-pixel or
one-eighth-pixel accuracy for chroma (depending on the chroma format). For luma
component, the quarter-pixel accuracy motion estimation is fulfilled by applying a two-step
interpolation. The first step is to generate the pixels at half-pixel positions, which is
implemented by applying a 6-tap filtering in horizontal or/and vertical directions; the second
step is to generate the pixels at quarter-pixel positions, which is implemented by averaging
two nearby pixels (could be two half-pixels or one full-pixel and one half-pixel). For chroma
component, the interpolation is fulfilled by bilinear interpolation. After quarter-pixel
interpolation of luma component, motion estimation could be conducted to find the optimal
motion vector with quarter-pixel accuracy.
21. 訂正箇所: page 30, line 13~17
訂正内容: 記述の訂正と文献の追加
訂正前:
Variable block size affects the access frequency in a linear way: more than 2.5% complexity
increase for each additional mode. A typical bit rate reduction between 4 and 20% is
achieved (for the same quality) using this tool, however, the complexity increases linearly
with the number of modes used, while the corresponding compression gain saturates.
訂正後:
Variable block size increases the computational complexity and memory access frequency
linearly: each additional block size requires more than 2.5% overall complexity increase for
encoder. When all the block sizes are enabled, the bit-rate saving could vary between 4 and
20% depending on different applications and contents [4].
追加の文献:
[4] J. Ostermann, J. Bormans, P. List, D. Marpe, M. Narroschke, F. Pereira, T. Stockhammer,
and T. Wedi, “Video coding with H.264/AVC: tools, performance, and complexity,” IEEE
Mag. Circuits and Syst., vol. 4, pp. 7-28, First quarter 2004.
22. 訂正箇所: page 30, line 18~21
訂正内容: 記述の訂正と文献の追加
Revise Reason: To avoid identical contents and add citation
訂正前:
The encoder may choose to search for motion vectors only at half-pixel positions instead of
quarter-pixel positions. This results in a decrease of access frequency and processing time of
about 10%. However, use of quarter-pixel motion vectors increases coding efficiency up to
30% except for very low bit rates.
訂正後:
Since H.264/AVC only specifies the decoder process, the encoder has flexibility to choose
the accuracy that motion search is actually conducted on. The simulation results shown that
if the motion search is conducted only at half-pixel positions but not quarter-pixel positions,
the overall complexity is reduced by about 10% for encoder, but the coding efficiency is
decreased by about 30% except for very low bit rates use cases [4].
追加の文献:
[4] J. Ostermann, J. Bormans, P. List, D. Marpe, M. Narroschke, F. Pereira, T. Stockhammer,
and T. Wedi, “Video coding with H.264/AVC: tools, performance, and complexity,” IEEE
Mag. Circuits and Syst., vol. 4, pp. 7-28, First quarter 2004.
23. 訂正箇所: page 31, line 1~4
訂正内容: 記述の訂正と文献の追加
訂正前:
Multiple reference frames increases the access frequency according to a linear model: 25%
complexity increase for each added frame. A negligible gain (less than 2%) in bit rate is
observed for low and medium bit rates, but more significant savings can be achieved for
high bit rate sequences (up to 14%).
訂正後:
Similarly, multiple reference frames increases the computational complexity and memory
access frequency linearly: each added frame requires about 25% overall complexity increase
for encoder. However, the coding efficiency gain provided by multiple reference frames is
quite different for different applications and contents. Less than 2% bit-rate saving is
observed for low and medium bit rates, while up to 14% bit-rate savings is achieved for high
bit rate sequences [4].
追加の文献:
[4] J. Ostermann, J. Bormans, P. List, D. Marpe, M. Narroschke, F. Pereira, T. Stockhammer,
and T. Wedi, “Video coding with H.264/AVC: tools, performance, and complexity,” IEEE
Mag. Circuits and Syst., vol. 4, pp. 7-28, First quarter 2004.
24. 訂正箇所: page 32, line 20 ~ page 33, line 2
訂正内容: 記述の訂正
訂正前:
The PSNR is via the mean squared error (MSE) which for two m×n monochrome images I
and K where one of the images is considered a noisy approximation of the other is defined
as:
訂正後:
PSNR is based on mean squared error (MSE) of two m×n images I and K, as defined below.
I is the original image, and K is the decoded image or reconstructed image, which is
considered to have errors or noises introduced by compression process.
25. 訂正箇所: page 33, line 6~7
訂正内容: 記述の訂正
訂正前:
Here, MAXI is the maximum pixel value of the image. When the pixels are represented using
8 bits per sample, this is 255.
訂正後:
Here, MAXI is the maximum pixel value of the image, which is 255 for 8 bits per sample
format.
26. 訂正箇所: page 74, line 6~9
訂正内容: 記述の訂正
訂正前:
In-loop deblocking filter reduces the bit rate typically by 5%-10% while producing the same
objective quality as the non-filtered video [2], but it is compute intensive and easily
accounts for one-third of the computational complexity of decoder [44][45].
訂正後:
In-loop deblocking filter usually provides 5%-10% bit-rate saving for equivalent objective
video quality [2], but it is compute intensive and easily accounts for one-third of the overall
complexity of decoder [44][45].
27. 訂正箇所: page 74, line 12~13
訂正内容: 記述の訂正
訂正前:
Compared to the other optional entropy coding scheme CAVLC, CABAC typically provides
a reduction in bit-rate between 9%-14% [56],
訂正後:
Compared with the other optional entropy coding scheme CAVLC, CABAC usually
provides 9%-14% bit-rate saving [56],
28. 訂正箇所: page 75, line 16~18
訂正内容: 記述の訂正
Revise Reason: To avoid identical contents
訂正前:
Experimental results show that the in-loop deblocking filter reduces the bit rate typically by
5%-10% while producing the same objective quality as the non-filtered video [2].
訂正後:
Experimental results show that the in-loop deblocking filter usually provides 5%-10%
bit-rate saving for equivalent objective video quality [2].
29. 訂正箇所: page 76, line 1~2
訂正内容: 記述の訂正
訂正前:
It easily accounts for one-third of the computational complexity of decoder [44][45].
訂正後:
It easily accounts for one-third of the overall complexity of decoder [44][45].
30. 訂正箇所: page 76, line 5~6
訂正内容: 記述の訂正
訂正前:
Several parameters and thresholds and also the local characteristics of the picture itself
control the strength of the filtering process.
訂正後:
Some parameters and thresholds are introduced to control the strength of the filtering process.
In addition, the pixel values of the picture also affect the filtering process.
31. 訂正箇所: page 76, line 9~10
訂正内容: 記述の訂正
訂正前:
All the filter thresholds are quantizer dependent, since blocking artifacts always become
more severe when a coarse quantization is performed.
訂正後:
The filter thresholds are QP dependent, since blocking artifacts usually become worse when
a larger QP is used, which means a coarser quantization is applied.
32. 訂正箇所: page 78, line 9~10
訂正内容: 記述の訂正
訂正前:
and deblocking filtering is applied to the edges of 4×4 blocks in each macroblock.
訂正後:
and this 1-dimensinal filtering is applied to the edges of 4×4 blocks in a macroblock.
33. 訂正箇所: page 78, line 12~14
訂正内容: 記述の訂正
訂正前:
The result of each filtering operation affects up to three pixels on either side of the edge (i.e.
p2, p1, p0, q0, q1, q2).
訂正後:
Each filtering operation may modify up to three pixels on either side of the edge (i.e. p2, p1,
p0, q0, q1, q2).
34. 訂正箇所: page 79, line 3~5
訂正内容: 記述の訂正と文献の追加
訂正前:
The filtering is switched off if any of the following conditions is not true:
0 0 1 0 1 00, | | | | | |Bs p q p p q q          
訂正後:
The filtering is switched off if any of the following conditions is not true [43]:
0 0 1 0 1 00, | | | | | |Bs p q p p q q          
追加の文献:
[43] P. List, A. Joch, J. Lainema, G. Bjontegaard, and M. Karczewicz, “Adaptive deblocking
filter,” IEEE Trans., Circuits Syst. Video Technol., vol.13, no.7 pp. 614-619, July 2003.
35. 訂正箇所: page 86, line 17
訂正内容: 記述の訂正
訂正前:
The filters for p0, p1 and p2 (Bs = 4) are given out by equation(3)-(5) as an example.
訂正後:
The filters for p0, p1 and p2 (Bs = 4) are given out by equation(3)-(5) as an example [1].
追加の文献:
[1] “Draft ITU-T recommendation and final draft international standard of joint video
specification (ITU-T Rec. H.264/ISO/IEC 14 496-10 AVC,” in Joint Video Team (JVT) of
ISO/IEC MPEG and ITU-T VCEG, JVTG050, 2003.
36. 訂正箇所: page 92, line 10~11
訂正内容: 記述の訂正
訂正前:
Compared to CAVLC, CABAC typically provides a reduction in bit-rate between 9%-14%
[56],
訂正後:
Compared with CAVLC, CABAC usually provides 9%-14% bit-rate saving [56],
37. 訂正箇所: page 116, line 5~8
訂正内容: 記述の訂正と文献の追加
訂正前:
The coefficient scanning information, such as the number of transform coefficient levels
with absolute value equal to 1 and the number of transform coefficient levels with absolute
value greater than 1, are required to decide the context index of a bin in the residual syntax
elements.
訂正後:
The coefficient scanning information, such as the number of coefficients with absolute value
of level equal to 1 and the number of coefficients with absolute value of level larger than 1,
are required to decide the context index of a bin in the residual syntax elements [1].
追加の文献:
[1] “Draft ITU-T recommendation and final draft international standard of joint video
specification (ITU-T Rec. H.264/ISO/IEC 14 496-10 AVC,” in Joint Video Team (JVT) of
ISO/IEC MPEG and ITU-T VCEG, JVTG050, 2003.

2． 訂正理由
各章の導入部において、他者の論文あるいはインターネットの資料からの不適切な引
用が認められたため、訂正を行わせた。具体的には、1 – 14, 16 – 18, 21 – 23, 26 – 29, 
34 – 37 は他者の論文から、また 15, 19 – 20, 24, 25, 30 – 33 はインターネットの
資料からの不適切な引用であった。
3． 訂正を認めた理由
訂正部分は、各章の導入部であり、本博士論文の成果の主体に影響を与えないため、
訂正は妥当であると認める。
