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We investigate transient spin-dependent thermoelectric signatures in a single-molecule magnet under the ef-
fect of a time-dependent voltage pulse. We model the system using nonequilibrium Green’s functions and a
generalized spin equation of motion incorporating the dynamic electronic structure of the molecule. We show
that the generated heat current in the system is due to both charge and spin contributions, related to the Peltier
and the spin-dependent Peltier effect. There is also a clear signature in the heat current due to the spin dynamics
of the single-molecule and a possibility to control the spin-dependent heat currents by bias, tunneling coupling
and exchange interaction. A reversal of the net heat transfer in the molecule is found for increasing bias voltage
due to the local Zeeman split and we can correlate the net heat transfer with the local anisotropies and dynamic
exchange fields in the system.
I. INTRODUCTION
Thermoelectricity and thermodynamics in nanosystems,
such as single-molecules and nanojunctions, have been under
investigation during recent years [1]. Together with the exper-
imental realizations and control of single-molecule magnets
(SMMs), and the extension of conventional thermoelectrics to
include spin degrees of freedom, has led to the conjunction of
spin-dependent thermoelectric effects in nanoscale systems.
Spin-dependent thermoelectricity has been studied in
molecular systems and quantum dots [2–15]. Furthermore,
other studies involve the effect of time-dependent control on
the energy and heat transfer of molecular systems [16–20] to,
e.g., improve the thermoelectric efficiency or design thermal
machines. Similarly, electrical and thermal control of, e.g., lo-
cal interactions and anisotropies in SMMs have been demon-
strated both experimentally and theoretically [21–33], thus,
defining new realms for engineered driven nanoscale thermo-
electric devices containing SMMs.
The discovery of the spin Seebeck and spin Peltier effect led
to further increase the interest in spin-dependent thermoelec-
tric effects [34–38]. It also includes investigations of the spin-
dependent Seebeck and Peltier effect where the heat current
is coupled to the spin-dependent electron channels in the ma-
terial. In the context of SMMs, local anisotropies have been
suggested to have an effect on the spin-dependent thermoelec-
tric transport properties [2–4]. Experiments of SMMs show
thermodynamic signatures of the change of spin configura-
tions in the magnet [39], similar to the effect of spin entropy
in bulk materials [40].
Experimental progress in nanoscale systems has made it
possible to observe heat using nanothermometry [41] and ul-
trafast spin dynamics with nanoscale resolution [42]. This
opens up the possibility to probe and study the relation be-
tween heat and spin dynamics in nanoscale systems, specially
in SMMs. Theoretically, there has been limited number of at-
tempts to approach the connection between spin dynamics in
a SMM and its effect on the heat currents. In this paper we
investigate the effect of the spin dynamics in the heat current
of a SMM for a system under the influence of a voltage pulse.
We model the system as a local magnetic moment coupled to
a quantum dot (QD) between two magnetic leads where we
apply a pulse across the junction, see Fig. 1. We show that the
generated heat current in the junction can be related to both the
transport of charges, i.e., conventional thermoelectric effects,
and to the spin transport in the system, i.e., spin-dependent
thermoelectric effects. This can, in turn, be related to the spin-
dependent Peltier effect and we show that there are signatures
of the spin dynamics of the localized magnetic moment in the
heat flow.
Our results show a reversal of the net heat transfer for an
increased bias voltage due to the local Zeeman split in the
molecule, which is influenced by the external magnetic field
and the localized spin. The spin dynamics and the correspond-
ing spin-dependent heat transfer can be controlled by both the
tunneling coupling, exchange interaction and intrinsic uniax-
ial anisotropy of the SMM. The change of the parameters re-
sult in a significant modulation of the dynamic exchange fields
of the SMM and our results show a clear effect of the local
anisotropies on the thermoelectric properties of the SMM in
accordance with previous studies [2–4].
Our test bench model represents a single-molecule magnet,
for instance M-porphyrins and M-phthalocyanines where M
denotes, e.g., a transition metal element, and which have been
experimentally realized and measured [25, 43–47]. In such
compounds we can separate the magnetic molecule into a QD
level and a localized magnetic moment [47]. This is justified
since the transition metal d-levels, which are deeply local-
ized, constitute the localized magnetic moment. The s- and
FIG. 1: The system studied in this work, consisting of a local mag-
netic moment coupled to a quantum dot in a tunnel junction between
magnetic leads.
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2p-orbitals in the ligands, however, generate the spectral inten-
sity at the highest occupied molecular orbital (HOMO) and
lowest unoccupied molecular orbital (LUMO) levels, which
is considered as the QD level(s) in our model. Therefore, our
model is restricted to large spin moments, for which a classi-
cal description is viable, while quantum spins are beyond our
approach. We, moreover, assume the QD level to be resonant
with the equilibrium chemical potential, hence, avoiding pos-
sible Kondo effect that otherwise may occur. While neglecting
the local Coulomb repulsion is a severe simplification of the
QD description, it is justified since it is typically negligible
for the sp-orbitals that constitute the conducting levels in the
molecular ligands structure. We note though, that including
strongly correlated phenomena could have interesting effects
on the thermoelectric properties as shown in Ref. [7, 8, 10–
12].
We limit ourselves to discuss heat related to voltage
changes between the leads. We do, therefore, not consider
effects caused by strong coupling between the system and the
bath. Although this limitation might be considered as severe.
However, since it yet remains an open question to properly de-
fine quantum thermodynamics for strongly coupled systems
[48, 49], we consider this limitation worth testing in this con-
text. Hence, we discard reactance contributions to the energy
current caused by the system bath coupling, considered in Ref.
[50–52]. It is, moreover, still unclear in what sense the energy
reactance exhibits itself in response to a sudden on/off-set of
the pulse, as well as other shortcomings with the approach that
remains to be solved [53–55]. Therefore, we choose to regard
the heat and energy transport as from deep within the leads
as motivated in Ref. [18]. We note that our treatment might
not fully comply with the thermodynamic laws in a consid-
eration of the molecule alone, and that further considerations
may also need to include local entropy production in order to
account for the transient dynamics [48] and the thermodynam-
ics of the localized spin.
The paper is organized as follows. In Sec. II we lay out the
theoretical background to the study. This includes the specific
model under study, a general background to thermoelectricity
in a SMM, heat current with charge- and spin-dependent parts
and a brief review of the single-molecule spin dynamics em-
ployed in the study. In Sec. III we show the results of our
numerical simulations and in Sec. IV we conclude the paper.
II. THEORY
A. Model system
We consider a magnetic molecule, embedded in a tunnel
junction between metallic leads, comprising a localized mag-
netic moment S coupled via exchange to the highest occupied
or lowest unoccupied molecular orbital henceforth referred to
as the QD level. The system is shown in Fig. 1 and we define
our system Hamiltonian as
H =HL +HR +HT +HQD +HS. (1)
Here, Hχ = ∑kσ∈χ(εkχ − µχ(t))c†kχσckχσ, is the Hamiltonian
for the left (χ = L) or right (χ = R) lead, where c†kχσ (ckχσ)
creates (annihilates) an electron in the lead χ with energy εkχ,
momentum k, and spin σ =↑,↓, while µχ(t) denotes the chem-
ical potential such that the voltage V(t) across the junction
is defined by eV(t) = µL(t) − µR(t). Tunneling between the
leads and the QD level is described by HT = HTL +HTR,
where HTχ = Tχ∑kσ∈χ c†kχσdσ + H.c.. The single-level QD
is represented by HQD = ∑σ εσd†σdσ, where d†σ (dσ) cre-
ates (annihilates) an electron in the QD with energy εσ =
ε0 + gµBBextσzσσ/2 and spin σ, depending on the external
magnetic field Bext = Bextzˆ, where g is the gyromagnetic ra-
tio and µB the Bohr magneton. The energy of the local spin
is described by HS = −gµBS ·Bext − vs · S−DS 2z , where v is
the exchange integral between the localized and delocalized
electrons, the electron spin is denoted s = ψ†σψ/2 in terms
of the spinor ψ = (d↑, d↓), σ is the vector of Pauli matrices
and D is an intrinsic uniaxial anisotropy field in the magnetic
molecule.
The dynamical QD electronic structure is calculated by us-
ing nonequilibrium Green’s functions (GF), defined on the
Keldysh contour G(t, t′) = θ(t− t′)G>(t, t′) + θ(t′ − t)G<(t, t′).
We take into account the back action from the local spin dy-
namics by perturbation theory, expanding to first order in the
time-dependent expectation value of the spin according to
G(t, t′) =g(t, t′)− v
∮
C
g(t, τ) 〈S(τ)〉 ·σg(τ, t′)dτ. (2)
Here, g(t, t′) is the bare QD GF defined as a 2× 2-matrix in
spin space. It is defined by the equation
(i∂t −)g(t, t′) =δ(t− t′)σ0 +
∫
Σ(t, τ)g(τ, t′)dτ, (3)
where  is the matrix of spin-dependent energy levels
of the QD and the self-energy is defined as Σ(t, t′) =∑
χ
∑
k∈χ |Tχ|2gkσ(t, t′), where gkσ(t, t′) is the GF for electrons
in the lead.
Solving for the magnetic lead GF, the self-energies can be
expressed as
Σ</>(t, t′) =(±i)
∑
χ
Γχ
∫
fχ(±ω)e−iω(t−t′)+i
∫ t
t′ µχ(τ)dτ
dω
2pi
, (4)
where we have introduced the coupling matrix Γχ =
Γ
χ
0σ
0 + Γ
χ
1 · σ and defined the tunneling couplings Γχσ =
2|Tχ|2 ∑k∈χ δ(ω− εkσ), Γχ0 = ∑σΓχσ and Γχ1 = ∑σσzσσΓχσzˆ us-
ing the wide-band limit. By introducing the spin-polarization
in the leads pχ ∈ [−1,1], such that Γχσ = Γχ0(1 +σzσσpχ)/2, we
can write Γχ1 = pχΓ
χ
0 zˆ. Using similar notation we can write
the lesser/greater GF and self-energies as G</> = G</>0 σ
0 +
σ ·G</>1 and Σ</> = Σ</>0 σ0 +Σ</>1 ·σ. In Appendix A we
show the final form of the lesser/greater GF expressed in its
charge and spin components. We refer to Ref. [29] for more
details. The self-energy carries the information of an on-set of
3the voltage in the system to the time integration of the chemi-
cal potential for each lead, i.e., i
∫ t
t′ µχ(τ)dτ. Thus, this initiates
the dynamics in the system and carries the information of the
pulse.
B. Thermoelectricity in a single-molecule magnet
Thermoelectric effects connect heat, charge and spin biases
with the currents. Conventional thermoelectric effects relate
heat and charge currents through the Seebeck and Peltier ef-
fects, and recent progress has extended these concepts to spin-
dependent counterparts. In this article we focus on the Peltier
and the spin-dependent Peltier effects.
The normal Peltier effect is the heat current response to a
charge current, where heat is carried by the charges. In liter-
ature, there is a distinction between two types of spin related
Peltier effects. One type, the spin-dependent Peltier effect,
where the heat transfer is generated by the spin current that
results from a spin-imbalance in the charge current. The sec-
ond type, the spin Peltier effect, is a collective phenomena that
emerges even in absence of charge transfer, i.e, IC = 0.
In a SMM that contains a local magnetic moment, there can
be both spin-independent and spin-dependent thermoelectric
effects. The normal Peltier effect arises in presence of charge
currents in the system. However, local electron scattering
off the magnetic moment can give rise to the spin-dependent
Peltier effect, since a net spin current may be generated by the
scattering. Furthermore, a finite spin bias between the leads
can generate a pure spin current, that is, the spin Peltier ef-
fect [2–4, 9]. Here, while we do not include spin biases in our
discussions, our calculated spin-dependent heat transfers only
pertain to the spin-dependent Peltier effect.
C. Heat and energy currents
The properties of the QD are probed by means of the heat
and energy currents flowing through the system. In this way,
the goal is to pick up signatures of the spin dynamics in the
thermoelectric transport properties. We start by defining the
particle, energy and heat current, IN , IE and IQ, respectively.
Accordingly, we define
INχ (t) =∂t
∑
kσ∈χ
〈nkσ〉 = ih¯
∑
kσ
〈[
c†kσχckσχ,H
]〉
, (5a)
IEχ (t) =∂t〈Hχ〉 =
i
h¯
∑
kσ
εkσ
〈[
c†kσχckσχ,H
]〉
, (5b)
IQχ =I
E
χ −µχINχ . (5c)
Using standard methods we can write the particle current as
INχ (t) =
2
h¯
sp
∫ t
−∞
(
Σ>χ (t, t
′)G<(t′, t)
+Σ<χ (t, t
′)G>(t′, t)
)
dt′, (6)
where sp denotes the trace over spin-1/2 space. Using the
generic separation of a matrix A = A0σ0 +σ ·A1, we partition
the current into a spin-independent and spin-dependent part
according to INχ (t) = I
N
0χ(t) + I
N
1χ(t), where
IN0χ(t) =
4
h¯
∫ t
−∞
(
Σ>0χG
<
0 +Σ
<
0χG
>
0
)
dt′, (7a)
IN1χ(t) =
4
h¯
∫ t
−∞
(
Σ>1χ ·G<1 +Σ<1χ ·G>1
)
dt′. (7b)
Analogously, the spin-independent and spin-dependent parts
of the energy current become
IE0χ(t) =
4
h¯
∫ t
−∞
(
Σ>E0χG
<
0 +Σ
<
E0χG
>
0
)
dt′, (8a)
IE1χ(t) =
4
h¯
∫ t
−∞
(
Σ>E1χ ·G<1 +Σ<E1χ ·G>1
)
dt′. (8b)
Here, we have defined the energy self-energy as Σ</>Eχσ(t, t
′) =∑
k∈χ εkχσ|Tχ|2g</>kσ (t, t′) and writeΣ</>E = Σ</>E0 σ0 +Σ</>E1 ·σ.
Using the decomposition scheme in terms of charge and
spin components, that is, IQχ (t) = I
Q
0χ(t) + I
Q
1χ(t), we can dis-
tinguish between the two Peltier effects. The contributions
related to the Peltier effect are contained in IQ0χ(t), whereas
IQ1χ(t) contains the contributions to the corresponding the spin-
dependent Peltier effect.
D. Single-molecule spin dynamics
The local spin dynamics is calculated using our previously
developed generalized spin-equation of motion (SEOM) [29]
S˙(t) =S(t)×
(
−gµBBeff0 (t) +
1
e
∫
(J(t, t′) +D) ·S(t′)dt′
)
. (9)
Here, Beff0 (t) is the effective magnetic field acting on the
spin, defined by gµBBeff0 (t) = gµBB
ext + vm(t)− ∫ j(t, t′)dt′/e,
where the second contribution is the local magnetic oc-
cupation, defined as m(t) = 〈s(t)〉 =
〈
ψ(t)†σψ(t)
〉
/2 =
Im sp σG<(t, t)/2, and the third term is the internal magnetic
field due to the electron flow. The field J(t, t′) is the dynam-
ical exchange coupling between spins at different times and
D = Dzˆzˆ is due to the intrinsic uniaxial anisotropy.
The generalized SEOM makes use of the Born-
Oppenheimer approximation which is motivated as the
energy scales of single molecule magnets are in meV which
results in spin dynamics of picoseconds. This is orders of
magnitudes greater than the recombination time-scales of
the electrons in the junction in the orders of femtoseconds.
We also remark that despite the semi-classical nature of the
generalized SEOM, it incorporates the underlying quantum
nature of the junction through the dynamical fields j and J.
This is especially important in the transient regime, where
the classical Landau-Lifshitz-Gilbert equation is incapable
4to provide an adequate description of the dynamics [57].
The treatment goes beyond the adiabatic limit considered in
previous works on SMM spin dynamics, while still containing
important attributes as dissipative fields and spin-transfer
torques.
The internal magnetic field due to the electron flow is de-
fined as j(t, t′) = ievθ(t− t′)〈[s(0)(t),s(t′)]〉.The on-site energy
distribution is represented by s(0) =
∑
σ εσd
†
σdσ. The two-
electron propagator is, here, approximated by decoupling into
single electron nonequilibrium GF according to
j(t, t′) ≈ ievθ(t− t′)sp
(
G<(t′, t)σG>(t, t′)
−G>(t′, t)σG<(t, t′)
)
, (10)
where  = diag{ε↑ ε↓}. This internal field mediates both the
magnetic field generated by the charge flow as well as the ef-
fect of the external magnetic field causing the Zeeman split in
the QD.
The spin susceptibility tensor J(t, t′) = i2ev2θ(t −
t′)〈[s(t),s(t′)]〉 mediates the interactions between the lo-
calized magnetic moment at the times t and t′. Decoupling J
into single electron GFs, we can write
J(t, t′) ≈ ie
2
v2θ(t− t′)spσ
(
G<(t′, t)σG>(t, t′)
−G>(t′, t)σG<(t, t′)
)
. (11)
This current-mediated interaction can be decomposed into
an isotropic Heisenberg interaction JH and the anisotropic
Dzyaloshinski-Moriya (DM) D and Ising I interactions [28,
29]. Applying this decomposition to the second term in Eq.
(9) gives
S(t)× J(t, t′) ·S(t′) =JH(t, t′)S(t)×S(t′)
+S(t)× I(t, t′) ·S(t′)
−S(t)×D(t, t′)×S(t′). (12)
The interactions JH , D, and I can be written in terms of the
single electron GF G, which is detailed in Appendix B.
It has previously been conjectured that the DM interac-
tion corresponds to the current induced spin-transfer torque
[58], which here is essential for the switching of the spin.
Furthermore, the decomposition of J enables us to individu-
ally calculate the local anisotropies and energy landscape of
the SMM. The Ising interaction provides, for instance, a dy-
namical anisotropy for the molecular spin. Specifically, Izz
is interpreted as a dynamical uniaxial anisotropy. We em-
phasize that these dynamical anisotropies emerge from the
interactions between the electron currents and the local spin
moment, and constitutes a dynamical addition to the intrinsic
static anisotropy D.
We remark that the generalized SEOM does not include the
dipolar and quadrupolar fields created by the ferromagnetic
leads discussed in Ref. [59]. We note, however, that these
fields merely renormalize the external magnetic field and in-
trinsic anisotropy and can, thereby, be omitted without loss of
generality.
III. RESULTS
We simulate the results for an applied time-dependent bias
voltage initiating the dynamical evolution of the localized
spin. At a time t0 there is a sudden on-set of a bias volt-
age V that introduces a chemical potential µL(t) = −µR(t) =
eVθ(t − t0)/2 to the leads. In order to have a finite spin-
dependent heat current we use magnetic leads, i.e., a finite
Γ
χ
1 , by setting pL = pR = 0.5. Before the on-set of the voltage
bias, the local spin is subject to the static external magnetic
field Bext = Bextzˆ, giving S x = S xy sinωLt, S y = S xy cosωLt
and S z = S z where S 2xy = S
2
x +S
2
y , whereas |S |2 = S 2xy +S 2z and
ωL = gµB
∣∣∣Bext∣∣∣, and we assume an initial polar angle of pi/4.
We also set the temperature of the leads to be the same in order
to have pure Peltier contribution in the current and no Fourier
heat transfer. We represent the quantities in terms of the model
parameter Γ, which represent the tunneling coupling Γ0 in all
figures except Fig. 4 where the tunneling coupling is var-
ied. As motivated in the introduction we are considering M-
porphyrins and M-phthalocyanines where M denotes, e.g., a
transition metal element. Here, the typical energies scales are
FIG. 2: The evolution of the heat currents and net heat transfer in the
SMM due to the on-set of a bias voltage for different bias voltages V.
First column indicates (a) the heat current flowing from the left lead
IQL , split into its (b) charge I
Q
0L and (c) spin I
Q
1L components. Second
column indicates (a) the net heat transfer ∆IQ split into its (b) charge
∆IQ0 and (c) spin ∆I
Q
1 components. Here, we used t0 = 0, Γ0 = Γ,
v = Γ/2, pL = pR = 0.5, D = 0, T = 0.0862 Γ/kB and Bext = 0.1158
Γ/gµB.
5FIG. 3: First row represents the stationary solution for the (a) net heat transfer, split into into its (b) charge and (c) spin components for different
magnetic fields and values of the spin where B0 = 0.1158 Γ/gµB. Second row represents the stationary solution for the (d) net heat transfer,
split into into its (e) charge and (f) spin components for different QD energies ε0 with a finite magnetic field, Bext = B0, and a finite spin Sz =
1. Note that the yellow line is the same in both rows. Other parameters as in Fig. 2.
FIG. 4: The evolution of (a) the spin, (b) the spin-dependent heat
current, (c) the net heat transfer and (d) uniaxial anisotropy part of
the Ising interaction for different tunneling coupling Γ0. Other pa-
rameters as in Fig. 2.
of the orders of meV when it comes to tunneling coupling, ex-
change interaction and anisotropy [25, 43–47] . A tunneling
coupling of Γ = 1 meV will result in that the parameters in Fig.
2 becomes v = 0.5 meV, T = 1 K, B = 1 T and h¯/Γ = 0.658 ps.
The heat current is simulated for different bias voltages, see
Fig. 2. Here, the first column indicates the heat flow from
the left lead into the QD. The full heat current is shown in
Fig. 2(a) and is then split into its (b) charge- and (c) spin-
dependent components. As we can see, the majority of the
contribution due to the charge heat flow is positive. The heat is
thus carried by the charge current travelling from the left to the
right lead due to the applied bias voltage. The spin-dependent
heat current, shown in Fig. 2(c), is negative, thus counteracts
the charge heat current. This contribution quickly vanish for
longer times and the main contribution to the heat flow is due
to the charge flow in the system. It is although clear that a
spin-dependent Peltier effect is of importance in the transient
regime and will create a spin-dependent heat flow.
The second column of Fig. 2 shows the net heat trans-
fer in the system. We define it as ∆IQ = IQL − IQR , thus, re-
quiring the net contribution due to particle current to be zero
in the steady state. It can easily be motivated as IQL − IQR =
IEL −µLINL − (IER −µRINR ) = IEL − IER −µL(INL + INR ), where INL + INR
is zero in the steady-state regime because of particle conserva-
tion. Here, we used the fact that µR = −µL in the present prob-
lem. As a result, the long term behavior of the net heat transfer
will be dominated by the energy current. The net heat transfer
describes the energy transfer through the junction. Note that
the net heat transfer considered here is only due to the heat
generated by the Peltier effect and spin-dependent Peltier ef-
fect. We are not considering Fourier heat and Joule heating
as we have no temperature difference and do not include any
dissipative mechanism in the molecule. As stated in the in-
troduction we are not considering the full thermodynamics of
the dynamic SMM and it could be contributions due to energy
stored or released in the molecule.
Fig. 2(d) shows the net heat transfer due to (e) charge and
(f) spin components. As can be seen in Fig. 2(e)-(f), while
the net heat transfer due to the charge flow is initially positive
and then negative, the opposite appears for the spin-dependent
component. Increasing the bias voltage changes the strength
of the different contributions and the magnitude of the spin-
6FIG. 5: The evolution of (a) the spin, (b) the spin-dependent heat current, (c) the spin-dependent net heat transfer and (d) uniaxial anisotropy
part of the Ising interaction for different intrinsic uniaxial anisotropy D. Other parameters as in Fig. 2.
FIG. 6: The evolution of (a) the spin, (b) the spin-dependent heat
current, (c) the spin-dependent net heat transfer and (d) uniaxial
anisotropy part of the Ising interaction for different exchange cou-
pling v. Other parameters as in Fig. 2.
dependent net heat transfer increases, creating a net reversal
in the heat transfer in the stationary limit.
The net reversal in the heat transfer can be explained using
time-independent calculations and is due to the Zeeman split-
ting of the QD in the junction. As shown in Fig. 3(a), there
is no net heat transfer without any external magnetic field or
local magnetic moment. Adding a field or a finite local mag-
netic moment, creates a Zeeman split in the QD, hence, cre-
ating an energy difference in the QD states. This energy dif-
ference results in a finite energy current, hence, a net heat
transfer through the molecule. This can, in turn, be split into
its (b) charge and (c) spin components. As seen in Fig. 3(a)
- (c), the external magnetic field and the localized spin con-
tribute with opposite signs. A positive magnetic field, in the
z-direction, creates a Zeeman split of the molecular orbitals
according to εσ = ε0 +σzσσgµBBext/2. For the localized spin
moment, however, the order of the energies is the opposite due
to the ferromagnetic exchange interaction. Hence, for a spin
moment in the z-direction, there is a lower energy associated
with the spin-up electrons than for the spin-down. It is impor-
tant to note that for a dynamic spin moment, as in Fig. 2, the
total Zeeman split is dynamic, hence, contributing to the dy-
namic behavior of the net heat transfer. Furthermore, we can
observe that the net heat transfer can be tuned by changing
the energy of the QD by applying a gate voltage. As shown
in 3(d), the net heat transfer through the junction is inverted
when the energy level of the QD is increased. This inversion
can be attributed to the increased contribution from the charge
component of the heat transfer, Fig. 3(e), which overcomes
the spin component, Fig. 3(f). The reason for the increased
charge component in the heat transport, compared to the cor-
responding spin component, is that the gate voltage pushes the
molecular level away from the equilibrium chemical potential,
that is ε0−µ, 0. This leads to a broken left-right symmetry of
the junction, which causes the energy difference between the
chemical potential of the left lead µL and the QD level ε0 to
becomes smaller than the corresponding difference between
the right lead and the QD level. This imbalance between the
leads, hence, generates a net heat transfer.
Next, we look at the dependence on the tunneling coupling
Γ0. This can be related to the coupling between a STM tip
and a molecule, which determines the rate of damping of the
system and the anisotropy of the molecule [25]. In Fig. 4, the
results are shown for different couplings Γ0, where Fig. 4(a)
shows the resulting spin dynamics for the z-projection of the
spin. As can be seen in the figure, small couplings result in
faster dynamics than large couplings. The effect in the spin-
dependent heat current, shown in Fig. 4(b), is an increase in
the negative spin-dependent contribution for higher exchange
couplings. In the case of the net heat transfer, shown in Fig.
4(c), increasing the tunneling coupling first gives an increase
in the net heat transfer. Then, for higher exchange couplings,
the net heat transfer tends towards zero.
The damping behavior in the spin dynamics of the SMM
and coupling dependent change of the heat currents is an in-
terplay between the tunneling coupling and the local exchange
within the SMM. The increased negative contribution, Fig.
4(b), for higher coupling is due to a decreased spin current
in the junction as the tunneling starts to dominate over the
local exchange. Furthermore, as shown in Eq. (12) the dy-
namic local exchange field can be decomposed into isotropic
Heisenberg interaction and anisotropic DM and Ising inter-
actions. Small tunneling couplings Γ0 in comparison to the
exchange coupling v, creates larger dynamic anisotropies. In
7Fig. 4(d), the time-dependent evolution of the dynamical uni-
axial anisotropy (Izz) is shown for the different tunneling cou-
plings. As seen, the local anisotropies vary longly for small
tunneling couplings. In the case of larger couplings, the uni-
axial anisotropies almost vanish. Thus, there is a large change
of the local spin environment due to the tunneling coupling
because of the interplay between the tunneling and local ex-
change, creating a significant change in the heat characteris-
tics as seen in Fig. 4(b)-(c). We can see a similar effect if we
add a finite intrinsic uniaxial anisotropy for the localized spin.
As shown in Fig. 5(a) the intrinsic anisotropy gives different
dynamics of the spin due to the interplay with the dynamic ex-
change fields. This has a major impact on the spin-dependent
heat current in Fig. 5(b) and the net heat flow in Fig. 5(c).
Thus, the local anisotropies of the molecular spin affect the
heat currents through the spin dynamics the SMM.
The exchange interaction between the local magnetic mo-
ment and the molecular electronic structure, can be tuned by
varying the exchange coupling v. The magnitude of the ex-
change coupling v, also governs the rate of change of the spin,
which is shown in Fig. 6(a). For increasing exchange cou-
pling, the spin-dependent heat current decreases, Fig. 6(d),
while net heat transfer increases, Fig. 6(c). This shows a clear
dependence of the coupling on the local magnetic moment.
As seen in Fig. 6(c), there will only be a net heat transfer in
the junction when there is a finite exchange coupling, since it
is governed by the interaction with the local spin moment. In
the same way as for decreasing tunneling coupling, there is
an effect on the dynamical local anisotropies of the molecule
due to an increased exchange coupling, see Fig. 6(d) (cf. Fig.
4(d)).
The results clearly show that there is significant heat trans-
fer in the transient regime and that this can be connected to
the localized moment of the SMM and its dynamics. This is
in agreement with previous works on time-dependent control
of thermoelectric properties [16–20]. The results presented
here show that there are further possibilities of control in the
case of dynamic SMMs when including the spin degrees of
freedom. Using bias, tunneling and exchange coupling we
can tune the characteristics of the dynamic heat transfer. As
we are working in the dynamic regime with non-linear equa-
tions, we have not considered to calculate the thermoelectric
coefficients, although it can easily be done in linear response
in the stationary limit as shown in numerous works [2–6].
IV. CONCLUSIONS
We have investigated spin-dependent heat signatures in a
SMM and its connection to the SMM spin dynamics. We have
shown that signatures in the heat current can be attributed to
both charge and spin degrees of freedom. The latter can be re-
lated to the spin-dependent Peltier effect. Distinct features in
the heat flow can be connected to the spin-dependent drive and
fluctuations which opens possibilities to engineer thermoelec-
tric devices using driven SMMs. Increasing the bias voltage
can introduce a reversal of the net heat transfer which can be
attributed to the Zeeman split created by the external magnetic
field and localized spin. By tuning the tunneling coupling or
the exchange coupling, the dynamic exchange fields and local
anisotropies of the SMM can be modulated, and lead to a sig-
nificant change of the spin-dependent net heat transfer in the
system.
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Appendix A: Lesser/greater quantum Green’s function
The lesser/greater forms of the bare GF is given by the
Keldysh equation
g</>(t, t′) =
∫
gr(t, τ)Σ</>(τ,τ′)ga(τ′, t′)dτdτ′
=g</>0 (t, t
′)σ0 +σ ·g</>1 (t, t′), (A1)
where
g</>0 (t, t
′) =
∫ (
gr0Σ
</>
0 g
a
0 +g
r
1Σ
</>
0 ·ga1
+gr0Σ
</>
1 ·ga1 +gr1 ·Σ</>1 ga0
)
dτdτ′, (A2)
g</>1 (t, t
′) =
∫ (
gr0Σ
</>
1 g
a
0 +g
r
1 ·Σ</>1 ga1
+gr0Σ
</>
0 g
a
1 +g
r
1Σ
</>
0 g
a
0
)
dτdτ′. (A3)
Here, we suppressed the time-dependence of the propagators
in the integrands for clarity and the retarded/advanced GF are
defined as
gr/a0 (t, t
′) =(∓i)θ(±t∓ t′)
∑
σ
e−i(εσ∓iΓσ/2)(t−t
′)/2, (A4a)
gr/a1 (t, t
′) =(∓i)θ(±t∓ t′)
∑
σ
σzσσe
−i(εσ∓iΓσ/2)(t−t′)zˆ/2. (A4b)
Extending this to the lesser/greater forms of the full GF of the
system we have
G</>0 (t, t
′) =g</>0 (t, t
′)− v
∫ (
gr0 〈S〉 ·g</>1 +g</>0 〈S〉 ·ga1
+gr1 · 〈S〉g</>0 +g</>1 · 〈S〉ga0
+i
[
gr1×〈S〉
]
·g</>1 + i
[
g</>1 ×〈S〉
]
·ga1
)
dτ, (A5)
G</>1 (t, t
′) =g</>1 (t, t
′)− v
∫ (
gr0 〈S〉g</>0 +g</>0 〈S〉ga0
+ (gr1 · 〈S〉)g</>1 + (g</>1 · 〈S〉)ga1
+ i
[
gr1×〈S〉
]
g</>0 + i
[
g</>1 ×〈S〉
]
ga0
+ igr0
[
〈S〉×g</>1
]
+ ig</>0
[
〈S〉×ga1
]
+ i
[
gr1×〈S〉
]
×g</>1 + i
[
g</>1 ×〈S〉
]
×ga1
)
dτ.
(A6)
8Appendix B: Interactions in terms of Green’s functions
The corresponding Heisenberg (JH), anisotropic Ising (I)
and anisotropic Dzyaloshinsky-Moriya (D) interactions ex-
pressed in terms of the charge and spin components of the
GFs are
JH(t, t′) = iev2θ(t− t′)
(
G<0 (t
′, t)G>0 (t, t
′)
−G>0 (t′, t)G<0 (t, t′)−G<1 (t′, t) ·G>1 (t, t′)
+G>1 (t
′, t) ·G<1 (t, t′)
)
, (B1a)
I(t, t′) = iev2θ(t− t′)
(
G<1 (t
′, t)G>1 (t, t
′)
−G>1 (t′, t)G<1 (t, t′) +
[
G<1 (t
′, t)G>1 (t, t
′)
−G>1 (t′, t)G<1 (t, t′)
]t)
, (B1b)
D(t, t′) = −ev2θ(t− t′)
(
G<0 (t
′, t)G>1 (t, t
′)
−G>0 (t′, t)G<1 (t, t′)−G<1 (t′, t)G>0 (t, t′)
+G>1 (t
′, t)G<0 (t, t
′)
)
. (B1c)
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