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ABSTRAKT
Diplomová práce se zabývá systémem pro hromadnou správu a monitoring PC. Je zde
uveden stručný popis nástrojů Puppet, Chef a Ansible, které tuto funkcionalitu umožňují.
Celková problematika systému je řešena pomocí nástroje Ansible. Součástí je vytvořený
scénář pro vzdálenou správu učebny, podle předem stanoveného zadání. Systém zajišťuje
vzdálenou instalaci a konfiguraci aplikací, vytváření uživatelů, editaci souborů, aktuali-
zace systému a mnohé další. Pro tento systém je vytvořena webová aplikace, díky která
může být systém ovládán pomocí webového prohlížeče, jak z lokální, tak i veřejné sítě.
Součástí práce jsou praktické ukázky řešené problematiky.
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ABSTRACT
This master’s thesis deals with a system for PC mass management and monitoring. There
is a brief description of Puppet, Chef and Ansible, which are tools enabling this functio-
nality. The overall system issues are solved by Ansible. This thesis also includes a script
created for a classroom’s remote management according to a beforehand fixed assign-
ment. The system enables remote installation and configuration of applications, creation
of users, editing the files, update of the system and many more. A web application was
created for this system. Through this application, the system can be controlled via web
browser, both from local and public network. Practical examples of the issue dealt with
is also part of the thesis.
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ÚVOD
Obsahem diplomové práce je systém pro hromadnou správu a monitoring PC. Systé-
mem je umožněn vzdálený dohled a správa zařízení uvnitř lokální sítě. Systém zpro-
středkovává komunikaci se vzdáleným zařízením nebo celou skupinou zařízení. Z jed-
noho místa tak lze obstarávat velké množství úkonů, kterými mohou být například
instalace aplikací, spouštění skriptů, vytváření uživatelů, aktualizace operačních sys-
témů, aktualizace aplikací, zjišťování informací o vzdáleném zařízení a spousty dal-
ších.
Hlavní výhodou tohoto systému je všestrannost. Dokáže komunikovat jak s ope-
račními systémy Windows (Windows 7 až 10, Windows Server 2008 až 2016), tak
i s operačními systémy na bázi Linuxu (CentOS, Ubuntu, Debian a další).
Úvodní část 2 pojednává o dostupných možnostech jak výše zmíněný systém rea-
lizovat. Jsou diskutovány nástroje jako Puppet, Ansible nebo Chef. U těchto nástrojů
je vytvořen stručný popis, seznámení s funkčností a rozdíly mezi technologiemi.
Dále 3.1 je vytvořen scénář učebny dle stanoveného zadání. Scénář ukazuje re-
álnou situaci každodenních úkonů správce sítě (instalace aplikací, tvorba uživatele,
editace souborů, atd.). V diplomové práci je problematika scénáře řešena pomocí ná-
stroje Ansible. Úkolem Ansible je zajistit hromadnou správu počítačů v již zmíněné
učebně. Ke každému z řešených problémů je sepsáno teoretické pojednání s násled-
nou ukázkou praktické implementace A.3.
V poslední části diplomové práce 4 je pro nástroj Ansible vytvořena webová
aplikace, díky které je možné nástroj ovládat pomocí webového prohlížeče jak z lo-
kální sítě, tak i z veřejné sítě. V textu jsou obsaženy nástroje potřebné pro vý-
voj aplikace 4.2.1 jako například Maven, framework Spring a vývojové prostředí
Spring Tool Suit. Každý nástroj je náležitě představen a je objasněn jeho význam
při vývoji webové aplikace. Potřebné úkony pro zprovoznění nástrojů jsou popsány
v příloze A.4.1.
Webová aplikace musí být veřejně dostupná, a proto jsou v práci představeny
i nástroje potřebné pro samotný provoz webové aplikace 4.2.2. Čtenář se tak dozví
jak správně nakonfigurovat veřejný DNS server, síťový a osobní firewall nebo webový
server Apache.
Jelikož je v dnešní době velmi častou otázkou bezpečnost, tak je i v diplomové
práci brán na tuto problematiku ohled. Je představena ukázková konfigurace webo-
vého serveru Apache A.4.2 s použitím standardního nezabezpečeného protokolu
HTTP, kdy je předvedeno jednoduché odposlechnutí přihlašovacího jména a hesla
při přístupu do webové aplikace. Pro hlavní provoz aplikace je však využit zabezpe-
čený protokol HTTPS, který opět obsahuje praktickou ukázku konfigurace a pokus
o odposlechnutí hesla. Aby byl přístup na webovou aplikaci pro uživatele opravdu
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důvěryhodný, tak je použit certifikát ověřený certifikační autoritou. V diplomové
práci je tak obsažen popis a kroky potřebné k získání certifikátu.
Koncovým bodem diplomové práce 4.3 je samotná webová aplikace Ansible-web-
app. Je zde objasněna struktura aplikace s vysvětlením jednotlivých funkcí. Obsa-
žené funkce aplikace plně nahrazují terminálovou správu nástroje Ansible.
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1 SÍŤ A JEJÍ SPRÁVA
V dnešní době se již komunikační sítě neskládají z několika počítačů, popřípadě
serverů, ale tvoří ucelené skupiny s desítkami až stovkami stanic komunikujícími
s různými typy serverů od poštovních až po databázové nebo aplikační. Takové
množství zařízení vyžaduje až několik systémových správců, kteří využívají ke své
práci řadu nástrojů pro dohled a správu nad takovou to sítí, nemluvě o množství
odlišných konfiguračních syntaxí pro různé operační systémy. Správci sítě jsou tak
nuceni ovládat tyto nástroje a umět je používat hned pro několik různých operačních
systémů.
Jako příklad může posloužit instalace webového prohlížeče Mozilla Firefox po-
mocí nástroje powershell 1 pro stanice s operačním systémem Windows, a pomocí
terminálu 2 pro stroje s operačním systémem Linux, například distribuce Ubuntu
a CentOS. Následující příkazy jsou psány pod uživatelem admin pro Windows a root
pro Linux.
PS C:\WINDOWS\system32> Install-Package -name firefox
[root@ubuntu~]# apt-get install firefox
[root@centos~]# yum install firefox
V tomto jednoduchém příkladu lze vidět, jak rozdílné jsou syntaxe pro pouhé
nainstalování webového prohlížeče Mozilla Firefox. Takovýchto odlišností na jednot-
livých operačních systémech lze nalézt více. Je jisté, že si správci sítě vystačí s těmito
znalostmi, pokud budou mít na starosti síť s desítkami počítačů a několika servery.
Situace bude mít však dopad na větší chybovost, jelikož do zařízení bude zasahovat
několik správců, kteří nebudou mít jednotný styl při nastavování.
Dalším limitujícím faktorem je čas. Pokud by bylo nutné v síti konfigurovat každé
zařízení jednotlivě, tak by to bylo velmi časově náročné. Nejvýhodnějším řešením
je tedy využívat specifických orchestračních nebo automatizačních nástrojů, díky
kterým by bylo možné aplikovat potřebná nastavení na definované skupiny stanic
ve stejný čas. Takovýto nástroj poskytuje okamžitou notifikaci, zda použité nasta-
vení bylo na daném zařízení úspěšně aplikováno, či ne. Dále lze zobrazit potřebné
informace o jednotlivém zařízení či celé skupině (například IP adresu, název zařízení,
1powershell – nástroj pro ovládání systému Windows pomocí textových příkazů. Nástupce pří-
kazové řádky Command Line.
2terminál – obdoba powershellu, pro unix a linux systémy.
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stav disku, instalované aplikace a další informace), aniž by bylo potřeba se na za-
řízení nejprve připojit a poté zadat sadu příkazů, kterými by byly tyto informace
objasněny.
S využitím výše popsaného nástroje by bylo možné eliminovat chyby při ma-
nipulaci se sítí, byla by urychlena správa a monitorování, také by byl ušetřen čas
pro zdokonalování a rozvoj již stávající infrastruktury sítě.
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2 MOŽNOSTI SPRÁVY SÍTĚ
V Kapitole 1 již bylo řečeno, že je dosti obtížné dohlížet a spravovat celou síť s velkým
množství zařízení pracujících s odlišnými systémy. Na trhu existuje několik nástrojů,
které dokáží automatizovat správu sítě. Jsou to převážně serverové aplikace, které
však mohou pracovat i na virtuálních strojích. Ve zkratce budou představeny některé
z těch nejznámějších CM (Configuration Management) nástrojů na trhu.
• CFEngine
Jeden z nejstarších automatizačních nástrojů. Nejnovější verze je CFEngine3.
Využívá jazyk C, komunikaci typu klient–server. Vytváří sliby, což jsou jednot-
livé příkazy. Skupiny slibů mohou utvořit tzv. balík, který je následně používán
na požadované stroje. Využívají jej například společnosti Samsung a Panasonic
[1].
• Puppet
Open source nástroj, využívající jazyk Ruby, také typu klient–server. Ke své
práci využívá zdroje, ve kterých jsou definovány stavy. Každý stav je souhrn
příkazů. Celkový stav specifikující vzdálený systém je uložen v manifestu, kde
manifest je složen z potřebného počtu zdrojů. Využívají jej například společ-
nosti Sony a NASA [2].
• Chef
Tak jako Puppet je Chef open source nástroj založený na Ruby, typu klient–
server. Nástroj umožňuje tvorbu receptů, ve kterých jsou obsaženy příkazy.
Z několika receptů se pak vytvoří kuchařka, která je aplikována na definované
stanice. Tato kuchařka specifikuje konečný stav vzdálené stanice. Využívají jej
například společnosti Hewlett Packard Enterprise a FastRobot [3].
• Ansible
Open source nástroj napsán ve skriptovacím jazyku Python, nevyužívá komu-
nikaci typu klient–server, ale typu push, šifrovanou pomocí SSH komunikace
na vybrané stroje. Pro svou správu využívá jazyk YAML (Ain’t Markup Lan-
guage). Stavy stanic jsou obsaženy v hrací knize, která obsahuje určité role.
Každá role specifikuje sled příkazu, popisující požadovaný stav stroje. Využí-
vají jej například společnosti Cisco Systems a Hewlett Packard [4].
V následujícím textu bude blíže objasněna funkce těchto, v poslední době nej-
rozšířenějších, nástrojů. Budou jimi Puppet 2.1, Ansible 2.2 a Chef 2.3.
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2.1 Puppet
Puppet pro svou práci využívá komunikaci klient–server. Klient, neboli puppet agent,
je stroj obsažen v infrastruktuře, který je spravován a jsou na něm prováděny po-
třebné konfigurace. Puppet master reprezentuje hlavní server, kterým je dohlíženo
na celou síť. Předává agentům potřebné informace o jejich nastavení, popřípadě in-
formace o jejich stavu. Schéma lze vidět na Obr. 2.1. Samotný Puppet master může
být i agentem. Každý z agentů disponuje určitými zdroji, kterými jsou například
různé instalované aplikace (Google Chrome, Putty, MS Office a další), soubory,









Obr. 2.1: Schéma sítě Puppet.
Pro tvorbu specifické konfigurace Puppet využívá moduly, manifesty a třídy,
o nichž bude více pojednáno v sekci 2.1.1. Na Puppet masteru je uložena potřebná
konfigurace v takzvaném manifestu což, zjednodušeně řečeno, je souhrn příkazů.
V Puppet manifestu jsou pak specifikovány tyto zdroje a jejich stavy. Stavem se
rozumí, co se má s daným zdrojem vykonat, zda má být například daný balíček
nainstalován nebo zda má být nastaveno určité umístění souboru. Pokud se stav
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na agentu shoduje se stavem, který je obsažen v modulu, tak se žádná změna ne-
provádí a pokračuje se na další příkaz.
Správa sítě může být provedena těmito způsoby:
• Jednorázově: na agenty bude v síti aplikována potřebná konfigurace dle po-
třeby.
• Automaticky: každý z agentů se v určitém časovém intervalu (přibližně 30
minut) připojuje na puppet mastera a dotazuje se jej na svou konfiguraci.
Puppet umožňuje spravovat jak Linuxové, Unixové, tak i Windows stroje. Win-
dows stroje mohou být pouze agenty, nikoli však Puppet masterem. Puppet master
tedy může běžet pouze na Linux, či Unix systémech. Puppet nevyužívá grafického
rozhraní, a kromě dashboardu, kde se zobrazují stavy a zprávy o změnách konfigu-
rací, je plně konzolový.
2.1.1 Puppet konfigurace
Potřebné požadavky na instalaci, spuštění a konfiguraci Puppetu jsou přehledně zdo-
kumentovány na docs [5] stánkách Puppetu. Proto budou ukázány pouze základní
kroky potřebné pro zdárnou funkčnost systému.
Instalace Puppet master
Puppet server může být nainstalován pouze na *NIX strojích. Výběr je tedy možný
například z distribucí Debian, Ubuntu, SuSE, CentOS nebo Red Hat Enterprise
Linux. Dále je nutné, aby byly zohledněny systémové požadavky, které musí daný
stroj splňovat. Minimálním požadavkem na verzi Puppet 4.7 je dvoujádrový procesor
s architekturou x86_64 a 1 GB RAM. Ve výchozím nastavení jsou Puppet masterem
vyhrazeny 2 GB operační paměti.
Nejprve je naistalován balíček puppetserver.
[root@puppet-server ~]# yum install puppetserver
Po úspěšné instalaci je spuštěna služba.
[root@puppet-server ~]# systemctl start puppetserver
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Instalace Puppet agent
Před instalací agenta je nutné zvážit, zda bude agent pracovat na *NIX nebo Win-
dows stroji. V našem případě bude provedena ukázka instalace na stroji s operačním
systémem Windows 7. Instalace může být dvojího typu:
• Grafický průvodce.
• Příkazová řádka, jak je znázorněno níže. Tímto příkazem je umožněna auto-
matická instalace. Soubor msi má specifické vlastnosti, které je potřeba v pří-
kazu specifikovat. Celkový souhrn vlastností je dostupný na stránkách Puppetu
[6].
C:\WINDOWS\system32> msiexec /qn /norestart /i puppet-agent-1.7.1-x64.msi
Před stažením msi (instalační balíček pro systémy Windows) souboru ze stránek
[7] je zapotřebí zohlednit typ architektury, kterou daný operační systém využívá.
Po instalaci je potřeba Puppet agenta ještě řádně nastavit, především specifikovat
FQDN (Fully Qualified Domain Name) Puppet mastera, v opačném případě by
komunikace nemusela být funkční.
2.1.2 Prostředí
Prostředí, neboli environment, umožňuje rozdělit agenty do skupin. V každém pro-
středí mohou být použity odlišné manifesty a moduly. Pokud by nebylo zapotřebí
rozdělení agentů do skupin, tak by bylo ve výchozím stavu použito prostředí s ná-
zvem production. V tomto prostředí jsou specifikováni všichni agenti, kteří se spojí
s Puppet master serverem.
2.1.3 Manifest
Manifest představuje sadu příkazů, které se mají na určitém agentovi nebo skupině
agentů provést. Manifest může být vytvořen jak na Puppet masteru, tak i na Pup-
pet agentu. Soubor manifest musí mít příponu .pp, jak bude ukázáno na příkladu
manifestu copy_delete.pp.
Správně vytvořený manifest může být aplikován přímo na systém, kdy se zadané
příkazy okamžitě vyhodnotí, nebo v testovacím režimu pomocí parametru noop,
kterým je ověřena správná funkce manifestu. Tímto parametrem jsou eliminovány
možné chyby. Při prvotním použití manifestu je doporučeno použití parametru noop,
aby bylo možné předejít chybám, kterými by mohlo dojít k dočasnému nebo i úpl-
nému vyřazení z provozu. Manifest může být psán v libovolném textovém editoru.
Důraz musí být však kladen na uložení souboru jako Ruby file, jelikož je Puppet
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Po spuštění tohoto manifestu příkazem níže dojde k překopírování obsahu ad-
resáře SOURCE do adresáře DESTINATION, poté se adresář SOURCE smaže.
Manifest musí být spuštěn z adresáře, ve kterém je soubor obsažen.
PS C:\puppet> puppet apply -t .\copy_delete.pp
2.1.4 Katalog
Hlavním účelem Puppetu je udržovat systémové zdroje zařízení ve stavu, které defi-
nují právě manifesty, tedy soubory s příponou .pp. Manifesty předurčují cílový stav
zařízení. Stav systému se pak neskládá z jednoho, ale hned několika manifestů. Aby
manifesty mohly být použity, je zapotřebí katalog. Je-li použit Puppet v režimu ap-
ply, tak je vytvořen katalog, který se skládá z kompilací 3 zdrojů:
• Zdroj dat poskytnutých z agenta: zde je obsaženo jméno agenta, certifikát,
informace o agentu.
• Externí data: mohou být, pokud to je při kompilaci vyžadováno, použita
i data z dalších zdrojů jako například Puppet databáze.
• Puppet manifesty, šablony, moduly a další: tento zdroj informací je nej-
důležitější složkou při vytváření katalogu, jelikož jsou v něm obsaženy infor-
mace o systémovém stavu zařízení. Je složen z vytvořených manifestů, modulů
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stažených z Puppet Forge [8] (repozitář modulů psaný komunitou Puppet)
nebo svých vlastních.












Obr. 2.2: Grafické znázornění vytváření katalogu.
2.1.5 Zdroje
Aby bylo možné deklarovat systémové zdroje na cílovém zařízení, musí být tyto
zdroje specifikovány v patřičném manifestu. V sekci 2.1.3 bylo možno vidět ukázku
manifestu s názvem copy_delete.pp, který využívá zdroje k definování stavů sys-
tému. Zdroje jsou děleny například na zdroje pro:
• Jádro systému: exec, group, host, package.
• Windows: acl, powershell, reboot, registry.
Příklad zdroje pro zmíněný manifest je uveden níže.







Je zde použit zdroj file, který je určený pro jádro systému. Zdroj file využívá
atributy (stavy): ensure, source, recurse a before. Každý atribut pak má svou vlast-
nost, jako je například vlastnost directory u atributu ensure. Veškeré další informace
o zdrojích jsou obsaženy na stránkách [9].
2.2 Ansible
Ansible je orchestrační nástroj, který ke své práci nepotřebuje žádné předinstalované
agenty na hostovaných stanicích. Open source verze je plně konzolová a grafické roz-
hraní zde není využíváno. Grafické prostředí je součástí pouze placené verze Ansible
Tower. Ke své komunikaci využívá protokol SSH (Secure Shell protokol pro šifrova-
nou komunikaci), který slouží ke komunikaci mezi linuxovými a unixovými stroji,
nebo služby WinRM (umožňuje komunikaci odlišných typů zařízení s odlišnými typy
operačních systémů). Kořenem celé infrastruktury je linuxový server, na kterém je
Ansible nainstalován. Z tohoto serveru jsou pomocí SSH nebo WinRM spravováni


















Obr. 2.3: Schéma sítě Ansible.
24
Práce s nástrojem Ansible je mnohem snadnější a rychlejší, jelikož odpadá starost
s časově náročným instalováním a konfigurováním potřebných klientů. Stačí pouze
vygenerovat dvojici SSH klíčů na serveru Ansible a ty rozkopírovat na hostující
stanice, v případě Linux nebo Unix strojů. Pokud bude vyžadována správa Windows
strojů, musí být nastavena na serveru komunikaci pomocí WinRM a na příslušných
hostujících strojích s operačním systémem Windows je vygenerován self-signed 1
certifikát.
Na serveru je následně vytvořen seznam hostů, na které bude aplikován sled
příkazů, které mají být provedeny. Každý host v seznamu je specifikován, buď IP
adresou nebo FQDN (Fully Qualified Domain Name) názvem.
Příkazy pak mohou být vytvořeny pomocí modulů viz sekce 2.2.4 nebo skriptů, které
jsou specifické pro daný operační systém.
2.2.1 Konfigurace Ansible
Potřebné požadavky na instalaci, spuštění a konfiguraci Ansible, jsou přehledně
zdokumentovány na docs stránkách Ansible [10]. Budou tedy jen ve zkratce ukázány
základní kroky potřebné pro zprovoznění systému.
2.2.2 Instalace Ansible serveru
Ansible server může být nainstalován pouze na *NIX strojích. Systémové požadavky
pro instalaci Ansible server jsou bohužel specifikovány pouze pro Ansible Tower,
který je, jak již bylo zmíněno dříve, placenou grafickou verzí Ansible. Na stránkách
Ansible v části požadavky [11] je možné zjistit potřebnou velikost minimálně 2 GB
nebo doporučené 4 GB RAM, dále pak 20 GB místa na disku a operační systém musí
podporovat 64-bit instrukce. Open source Ansible si tedy vystačí s těmito požadavky.
Ansible server může být nainstalován na jakoukoliv *NIX distribuci, která obsahuje
Python 2.6 (programovací/skriptovací jazyk) a vyšší.
Instalace pro účely diplomové práce bude demonstrována na CentOS 7.2.1511.
Nejprve bude nainstalován EPEL repositář, který je již součástí CentOS 7.2. Z to-
hoto repozitáře bude Ansible stažen a následně nainstalován.
[root@ansible-server ~]# yum install epel-release
Poté bude Ansible nainstalován.
[root@ansible-server ~]# yum install ansible
1self-signed - digitální certifikát, který podepsal sám jeho tvůrce.
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2.2.3 Specifikace hostů a skupin
Jelikož Ansible nevyužívá ke své činnosti žádné agenty předinstalované na hostujících
strojích, nebude potřebná žádná další instalace. Pro hostování *Unix strojů postačí
funkční SSH komunikace. Pro hostování Windows strojů je zapotřebí minimálně
verze powershell 3.0 a funkční WinRM komunikace.
Stroje, které budou spravovány, musí být specifikovány v souboru,
[root@ansible-server ~]# /etc/ansible/hosts









Z výpisu je patrný seznam se čtyřmi stroji s operačním systémem Windows
a dvěma linuxovými servery. Tyto stroje jsou rozděleny do skupin [windows] a [linux-
servers]. Pro stroje, které nejsou obsaženy v interním DNS (Domain Name System),
je použit příkaz ansible_ssh_port. Tento příkaz umožňuje spárování informací o do-
ménovém názvu stroje a použité IP adrese, přímo v souboru /Ansible/hosts. Určení
hosta, na kterém budou definované příkazy vykonány, je specifikováno právě domé-
novým názvem.
2.2.4 Moduly
Moduly umožňují kontrolovat systémové zdroje stroje, jako například služby, balíčky,
soubory, oprávnění, atd. Moduly v Ansible jsou jako zdroje v Puppetu. Modul může
být spuštěn jako jednotlivý příkaz
[root@ansible-server ansible]# ansible -i hosts windows -m setup
nebo jako playbook, který může obsahovat i více modulů. Příkaz vypíše sys-
témové informace z hostů obsažených ve skupině Windows pomocí modulu setup,
který je zavolán parametrem -m. Každý modul má své specifické vlastnosti a nasta-
vení pomocí dalších parametrů, jak bude ukázáno v sekci Playbook 2.2.5. Seznam
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všech dostupných modulů je obsažen na stránkách Ansible, v kategorii modules
[12]. Pro vypsání rozšiřujících nastavení u jednotlivých modulů poslouží následující
příkaz.
[root@ansible-server ~]# ansible-doc setup
2.2.5 Playbook
Playbook je soubor, který obsahuje skupiny her, sled příkazů, které se mají na da-
ném hostu vykonat. Tyto hry se skládají z modulů. Playbook je soubor využívající
jazyka YAML (Ain’t Markup Language). Playbook má tedy vždy příponu .yml. Níže
je zobrazen playbook pro instalaci aplikací s názvem install_via_chocolatey.yml.
- name: Windows_chocolatey module
hosts: windows
tasks:








Playbookem je nainstalována skupina hostů s operačním systémem Windows
s aplikacemi Mozilla Firefox a Putty. V playbooku je definovaná skupina hostů host,
na kterých jsou úkony tasks vykonávány. V tasks jsou použity moduly win_chocolatey,
které umožňují bezobslužnou instalaci aplikací na systémy Windows. Moduly využí-
vají parametry name pro specifikaci aplikace, která bude nainstalována a parametry
state pro určení stavu aplikace na systému hosta. Pro použtí playbooku slouží ná-
sledující příkaz.
ansible-playbook install_via_chocolatey.yml
Playbook může disponovat obrovským množstvím informací, které se mají na hos-




Ansible role pomáhají rozčlenit jednotlivé, stále se opakující, úkony do oddělených
celků. Usnadňují tak čtení a umožňují použití dalších potřebných souborů, kterými
mohou být například vlastní skripty .sh, .ps nebo soubory .msi, .conf, a jiné.
Role se skládá z adresáře, který má v sobě další podadresáře. Tyto podadresáře
v sobě obsahují soubor main.yml, který opět jako playbook specifikuje sled operací,
které mají být provedeny.
Hlavní main.yml soubor se nachází v adresáři tasks. Role install_via_chocolatey,
může vypadat následovně. Jedná se o zjednodušení předchozího příkladu.
[root@ansible-server install_via_chocolatey]# ll
total 4
drwxr-xr-x. 2 root root 21 Nov 5 01:34 defaults
drwxr-xr-x. 2 root root 6 Nov 5 01:34 files
drwxr-xr-x. 2 root root 21 Nov 5 01:34 handlers
drwxr-xr-x. 2 root root 21 Nov 5 01:34 meta
-rw-r--r--. 1 root root 1328 Nov 5 01:34 README.md
drwxr-xr-x. 2 root root 21 Nov 5 01:34 tasks
drwxr-xr-x. 2 root root 6 Nov 5 01:34 templates
drwxr-xr-x. 2 root root 37 Nov 5 01:34 tests
drwxr-xr-x. 2 root root 21 Nov 5 01:34 vars
Samotný soubor main.yml v adresáři tasks vypadá následovně. Pomlčkami je
specifikován každý začátek main.yml souboru v adresáři tasks, pro danou roli. Níže
obsah main.yml souboru v ∖𝑒𝑡𝑐∖𝑎𝑛𝑠𝑖𝑏𝑙𝑒∖𝑟𝑜𝑙𝑒𝑠∖𝑡𝑒𝑠𝑡𝑜𝑣𝑎𝑐𝑖𝑅𝑜𝑙𝑒∖𝑡𝑎𝑠𝑘𝑠∖𝑚𝑎𝑖𝑛.𝑦𝑚𝑙.
---
# Install Mozilla Firefox 49.0.2.
win_chocolatey:
name: firefox
# Install Putty Portable
win_chocolatey:
name: putty.portable




Role jsou velmi užitečnou pomůckou pro psaní opravdu rozsáhlých playbooků.
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2.3 Chef
Chef je posledním automatizačním nástrojem, který bude v diplomové práci diskuto-
ván. Stejně jako Puppet je založen na komunikaci klient - server, obr. 2.4. Kořenovým
prvkem je Chef Server, který dohlíží nad systémovými stavy Chef Klientů. Je tedy
zapotřebí na každém zařízení nainstalovat klienta, který bude zajišťovat komuni-
kaci s Chef serverem. Open source verze umožňuje obsluhovat Chef server i pomocí
webového rozhraní, avšak správa sítě povoluje dohled maximálně nad 25 uzly, tedy
klientskými stanicemi. Pokud by vznikla potřeba dohledu nad větší infrastrukturou,













Obr. 2.4: Schéma sítě Chef.
Chef oproti Puppetu a Ansible dovoluje instalaci Chef serveru na zařízení s Win-
dows Server 2012 R2. Jako předešlí konkurenti zajišťuje spolupráci se systémy *UNIX
i Windows. Komunikace je zajištěna pomocí služby WinRM, využívající protokol
SSH a self-signed certifikáty. Spolu s nástrojem knife (nástroj příkazové řádky, tvoří
rozhraní mezi lokálním Chef repozitářem a Chef serverem).
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2.3.1 Konfigurace Chef
Potřebné požadavky na instalaci, spuštění a konfiguraci Chef, jsou přehledně zdo-
kumentovány na docs stánkách Chef [13]. Proto budou ukázány jen základní kroky
potřebné pro zdárnou funkčnost systému.
2.3.2 Instalace Chef serveru
Již bylo zmíněno, že Chef server je podporován nejen na Red Hat Enterprise Linux,
CentOS, Ubuntu, ale i na Windows Server 2012 R2. Je tedy prvním ze zmíněných
automatizačních nástrojů, podporujicí i operační systém Windows. Chef má ze všech
nástrojů největší požadavky kladené na systém.
Hlavním požadavkem na systém je podpora 64-bitových systému, 32-bitové verze
nejsou podporovány. Další požadavky pro instalaci standalone:
• Čtyř jádrový procesor 2.0 GHz AMD 41xx/61xx nebo Intel Xeon 5000/E5,
• 4 GB v základu nebo 8 GB RAM pokud bude využívat služby Chef Anylytics,
• 20 GB volného prostoru.
Seznam dalších požadavků je dostupný na stránkách docs.chef v kategorii systé-
mové požadavky [14].
Instalace bude opět demonstrována na CentOS 7.2.1511. Nejprve bude stažen
instalační balíček z webu do adresáře tmp. Balíček pro danou platformu je obsažen
na webu [15].
[root@chef-server tmp]# curl "https://packages.chef.io/stable/el/7/
chef-server-core-12.10.0-1.el7.x86_64.rpm"
Je nainstalován stažený balíček.
[root@chef-server ~]# rpm -Uvh /tmp/
chef-server-core-12.10.0-1.el7.x86_64.rpm"
Dále budou spuštěny služby potřebné pro Chef server.
[root@chef-server ~]# chef-server-ctl reconfigure
2.3.3 Instalace Chef klient
Instalace Chef klientů je rychlá, avšak následná konfigurace komunikaci mezi klien-
tem a serverem je dosti komplikovaná. To platí jak pro klienta s operačním systémem
Windows, tak i Linux. Budou objasněny základní kroky pro konfiguraci klienta Win-
dows, zbylé body jsou podrobně popsány na webu [16].
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V první řadě musí být správně nakonfigurován Knife on Windows, jehož konfi-
gurace je dostupná zde [17].
Dále musí být stažen klient pro potřebnou edici Windows a následně může být
spuštěna instalace. Nesmí být opomenuto, že musí být klient spuštěn jako služba.




Zdroje jsou obdobou modulů u Ansible a zdrojů u Puppetu. Zdroji je popisován
požadovaný stav systému. Využívají stejného principu jako předešlé automatizační
nástroje. Na serveru jsou uloženy soubory s recepty viz sekce 2.3.5, které v sobě
ukrývají sled příkazů poskládaných z jednotlivých zdrojů. Seznam všech dostupných
zdrojů je k dispozici na webu docs.chef v kategorii Resources [18]. Níže je zobrazena
podoba jednoduchého zdroje.
file ’/tmp/motd’ do
content ’!!!Vítejte na Chef serveru!!!’
end
Tímto zdrojem je popsán stav souboru motd, ve kterém má být uložen text:
!!!Vítejte na Chef serveru!!!. Zdroj file má v sobě souhrn akcí, které může provádět.
V tomto případě je využita akce content, kterou je zajištěn zápis obsahu textu
do souboru motd.
2.3.5 Recepty
Recepty jsou soubory s příponou .rb, které v sobě obsahují seznam stavu zdrojů.
V sekci 2.3.4 bylo ukázáno jak takový zdroj vypadá, tato syntaxe však musí být
uložena do receptu. Zdroj bude tedy uložen do receptu set_motd.rb.
Recepty jsou obdobou manifestů z Puppetu a rolí z Ansible. Spuštěním následu-
jícího příkazu, bude provedena změna na klientských stanicích.
[root@chef-server ~]# chef-client set_motd.rb
2.3.6 Kuchařka
Kuchařka může být použita pouze, pokud obsahuje požadované recepty. Kuchařkou
je popisován koncový stav systému, který je specifikován v jednotlivých receptech.
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Každým z klientů je zažádáno, v určitém čase, o kuchařku, podle které je pak daný
systém nakonfigurován. Obdobným způsob je využíván u playbooků v Ansible a ka-
talogů u Puppetu.
2.4 Srovnání Puppet, Ansible a Chef
V Tabulka 2.1 je vyobrazen souhrn nejdůležitějších vlastností Puppet 2.1, Ansible
2.2 a Chef 2.3 spolu s jejich rozdíly. Každý nástroj obsahuje svá pro a proti a je tedy
důležité, aby tato fakta byla uvážena před samotným výběrem daného nástroje.
Výčet vlastností poslouží k rychlému seznámení a umožní tak čtenáři zacílit svoji
pozornost na ten nejpotřebnější z popisovaných orchestračních nástrojů. V této práci
bude dále popsán způsob správy sítě pomocí Ansible, který byl vybrán na základě
těchto kriterií:
• Open source nástroj, umožňující správu neomezeného počtu stanic.
• Nejsou využíváni klienti.
• Nejsou kladeny zvýšené nároky na výkon serveru.
Tab. 2.1: Srovnání Puppet, Ansible, Chef
Nástroj: Puppet Ansible Chef
Vznik: 2005 2012 2009
Jazyk: Ruby Python Ruby











Open source Web UI: Ne Ne Ano
(do 25 stanic)






Velmi dobrá Velmi dobrá Velmi dobrá
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3 NÁVRH SCÉNÁŘE ŠKOLNÍ SÍTĚ
Další část diplomové práce bude zaměřena na ukázku praktického použití nástroje
Ansible pro správu učebny ve školní síti VUT Brno, Fakulty elektrotechniky a ko-
munikačních technologií. Nástroj musí být schopen vzdálené obsluhy všech stanic
umístěných v učebně. Podrobnější informace jsou obsaženy v následující části textu.
3.1 Zadání









• webové prohlížeče Mozilla Firefox a Google Chrome,
• Microsoft Visual Studio,
• Total Commander,
spolu s aktualizací na nejnovější verze. Musí být umožněno:
• zobrazení informací o stanici,
• restart a vypnutí stanice,
• tvorba uživatelů,
• vytváření a mazání souborů,
• instalace aktualizací.
Výše zmíněná nastavení musí být implementována s pomocí jediného nástroje.
3.2 Testovací síť
Je na uvážení každého administrátora, zda bude nástroj otestován přímo v ostrém
provozu nebo zda raději budou provedeny zkoušky v testovací síti. V tomto případě
bude zvolena druhá varianta, kdy bude vytvořena testovací síť. Základem pro na-
sazení CM nástrojů je fungující komunikační síť. Předpokladem následujícího textu
bude seznámení čtenáře s možností hromadné správy sítě pomocí Ansible, nikoli
konfigurace síťových prvků pro docílení fungující komunikační sítě.
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Testovací síť bude využívat několik virtuálních stanic spolu s několika hardwa-
rovými stanicemi. Logickým schématem sítě viz Obr. 3.1 je specifikována hierarchie
komunikace. Stanice jsou rozděleny podle operačního systému a typu. Typem je






















Obr. 3.1: Logické schéma testovací sítě.
Polovina stanic i samotný ansible server jsou vytvořeny pomocí virtualizačního
nástroje VMWare vSphere 6.0, který je zprovozněn na fyzickém stroji HP ProLiant
DL360 G6, s následujícími parametry:
• 4 jadrové CPU, Intel(R) Xeon(R) E5504, na frekvenci 2.00 GHz,
• 12 GB RAM,
• 500 GB pevný disk.
Pro operační systém Windows 7 byly vyčleněny dva hardwarové stroje Dell Vostro
260s. Pro systém Windows 10 jeden virtuální stroj a jeden hardwarový stroj Dell
Optiplex 3020.
Parametry jednotlivých stanic jsou znázorněny v Tabulce 3.1. Doplňující infor-
mace o VMware vSphere 6.0 jsou dostupné v příloze A.1.
3.2.1 Nasazení Ansible do testovací sítě
Pro orchestrační nástroj Ansible je vyžadován systém s operačním systémem *Unix
nebo Linux, jak již bylo zmíněno v Kapitole 2.2. Pro účely testovací sítě byl zvolen 64
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Tab. 3.1: Parametry virtuálních a hardwarových strojů v testovací síti.
STROJE: CPU RAM HD
VMware vSphere 6.0
Ansible server E5504 (1 jádro) 2 GB 50 GB
Win_10_pc2 E5504 (1 jádro) 4 GB 32 GB
Ubuntu_16.04 E5504 (1 jádro) 1 GB 32 GB
Debian_8 E5504 (1 jádro) 1 GB 32 GB
Dell Vostro 260s
Win_7_pc1 E5400 (2 jádro) 8 GB 500 GB
Win_7_pc2 E5400 (2 jádro) 8 GB 500 GB
Dell Optiplex 3020
Win_10_pc1 i5-4590 (2 jádro) 8 GB 256 GB
bitový operační systém CentOS 7.2.1511, který byl nainstalován na stroj s názvem
Ansible server, jak bylo znázorněno na Obr. 3.1.
Instalace a konfigurace Ansible
Potřebné kroky pro základní nastavení a instalaci byly zmíněny v sekci 2.2.2.
Konfigurace Ansible serveru pro komunikaci s Windows
Po instalaci Ansible na server bude vytvořen adresář group_vars se souborem win-
dows.yml, ve kterém je specifikována potřebná konfigurace pro navázání spojení
Ansible serveru se stanicemi s operačním systémem Windows. Předpokládá se, že
na každé stanici je vytvořen administrátorský účet se stejným názvem a heslem.
windows.yml
[root@ansible-server group_vars]# cat windows.yml
ansible_ssh_user: admin #specifikace uživatele s oprávněním správce
ansible_ssh_pass: slunickosviti #heslo uživatele
ansible_ssh_port: 5986 #zvolený port komunikace
ansible_connection: winrm #komunikační služba
ansible_winrm_server_cert_validation: ignore #ignorování validace certifikátů
[root@ansible-server group_vars]#
Konfigurace Ansible na systémech Windows
Systémy Windows mohou být spravovány Ansible serverem, pokud bude správně
nakonfigurována služba WinRM (Windows Remoting) a bude vytvořen validní self-
signed certifikát. Službou bude zajištěna komunikace mezi serverem a spravovanou
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stanicí. Samotné spojení probíhá pomocí protokolu HTTPS (Hypertext Transfer
Protocol Secure) na portu 5986, který umožňuje šifrovanou komunikaci. Tato ne-
zbytná nastavení mohou být provedena spuštěním skriptu
Configure_Remoting_Ansible_Windows.ps1, který je dostupný na stránkách Ansi-
ble [19]. Skript v textové formě je dostupný v příloze A.2.
Nejdůležitějším aspektem pro Ansible na systémech Windows je Powershell.
Powershell je implementován již od edice Windows 7, ovšem ve verzi 2.0. Minimální
verze pro funkčnost s Ansible je 3.0. Pro zajištění úplné kompatibility a správné
funkčnosti se všemi moduly je doporučena instalace Powershell 5.0. Verzi 5.0 je
možné nainstalovat na systémech s .NET Framework 4.6.1, který je součástí aktu-
alizací systému Windows.
Pokud .NET 4.6.1 není doposud nainstalován, dostupný je na webu zde [20],
kde Powershell 5.0 je dostupný na webu [21]. Stručný popis postupu je vyobrazen
v příloze A.2.
Konfigurace Ansible serveru pro komunikaci s Linux
Nástroj Ansible byl vytvořen v první řadě za účelem správy linuxových strojů,
díky tomu je nastavení komunikace dosti zjednodušeno. Využíván je protokol SSH.
Pro zprovoznění komunikace mezi Linux stroji je vyžadována dvojice ssh klíčů, která
je složena ze soukromého id_rsa A.2.2 a veřejného id_rsa.pub A.2.2 klíče. Ansible
server disponuje dvojicí těchto klíčů, díky kterým je prokázána identita daného ser-
veru a umožňuje tak inicializaci šifrovaného spojení. K vygenerování klíčů slouží
příkaz ssh-keygen. Klíče jsou poté uloženy do skrytého souboru .ssh/ v kořenovém
adresáři.
Inicializace spojení bude navázána po přemístění veřejného klíče Ansible serveru
na vzdálený linuxový stroj. K tomu bude využit nástroj ssh-copy-id, který umožní
přemístění a uložení veřejného klíče do souboru Authorized_keys, na již zmíněný
stroj. Inicializace je zobrazena v příloze A.12.
Tímto je úspěšně dokončeno nastavení komunikace mezi Ansible a Linux stroji.
V příloze A.2.2 je vyobrazen test komunikace se stanicí Debian_8 pomocí modulu
ping.
3.3 Implementace zadání
V sekci 3.1 bylo specifikováno zadání s instalací rozdílných typů aplikací a různých
druhů úkonů, které by měl Ansible splňovat. V následujícím textu budou popsány
možnosti, kterými lze tato nastavení docílit spolu s grafickou dokumentací, která
bude obsažena v příloze.
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3.3.1 Instalace aplikací
Před samotnou instalací je potřeba určit, na jaký typ operačního systému budou
aplikace instalovány:
• Windows,
• Linux (typ distribuce).
Další podmínkou je určení, dostupnosti aplikací:
• z repozitáře,
• z webu.
Poslední podmínkou je výběr dostupných modulů ze stránek [12], pro realizaci
potřebných požadavků.
Instalace aplikací na Windows
Ansible moduly pro Windows, které jsou dostupné na [22], nabízejí instalaci apli-
kací pomocí modulu win_chocolatey, instalace z repozitáře Chocolatey [23] a mo-
dulu win_package, který nabízí instalace ze specifikované URL adresy. Modulem je






Ukázka struktury modulu pro instalaci Mozilla Firefox.
win_chocolatey: # název modulu
name: firefox # parametr name
state: present # parametr state
Parametr name určuje název aplikace, která bude nainstalována. Parametr state
definuje stav aplikace, volba present určí nainstalování aplikace. Souhrn zbylých
parametrů je dostupný na webových stránkách [24]. Modul chocolatey umožňuje in-
stalaci velké škály aplikací, bohužel některé aplikace jsou dostupné pouze ze stránek
výrobce. Je tomu tak i při instalaci aplikací od společnosti Microsoft. U takovýchto
aplikací je zapotřebí zjistit přesnou URL adresu, na které se nachází .msi nebo
.exe soubor, potřebný k instalaci dané aplikace. Pro instalaci aplikací na Windows
z webového nebo lokálního úložiště bude využit modul win_package. Nedílnou sou-
částí modulu win_package je klíč aplikace.
Na Obr. A.16 jsou znázorněny klíče instalovaných aplikací. Modulem jsou před in-
stalací zkontrolovány registry, ve kterých se nesmí nacházet shodný klíč. Pokud by
došlo ke shodě klíče s klíčem v registru, aplikace by nebyla nainstalována. Bylo by
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prokázáno, že aplikace je již nainstalována a nebylo by tedy potřeba ji opětovně
instalovat. Hodnoty klíčů instalovaných aplikací jsou dostupné pro:
• 64bit aplikace v: HKLM:Software\Microsoft\Windows\
CurrentVersion\Uninstall,
• 32bit aplikace v: HKLM:Software\Wow6432Node\Microsoft\
Windows\CurrentVersion\Uninstall.







Parametrem path je určeno umístění zdroje .exe nebo .msi souboru potřebného
pro instalaci aplikace. Parametr product_id specifikuje hodnotu klíče. Parametrem
state je zajištěna instalace aplikace jako u předešlého modulu. Win_package modu-
lem je tedy umožněna instalace jakýchkoliv aplikací dostupných ve formě msi nebo
exe souborů. Podrobnější informace o modulu jsou dostupné zde [25]. Výsledný pla-
ybook pro instalaci aplikací je dostupný v příloze A.3.1.
Instalace aplikací na Linux
Tak jako pro Windows, tak i pro Linux platí, že ne všechny aplikace jsou spustitelné
na daném operačním systému. Pro Linux distribuce nebude uvažována instalace
aplikací jako Microsoft Office nebo Visual Studio. Před instalací aplikací na Linux
systémy je potřeba, aby bylo určeno, jaké budou použity distribuce. Každá distribuce
totiž využívá jiný nástroj pro instalaci aplikací, neboli balíčků.
Například u CentOS a Fedory je využíván stejný formát .rpm balíčků, CentOS
však využívá nástroj yum, Fedora pak nástroj dnf. Dle zadání bude využita distribuce
Ubuntu a Debian s grafickým prostředím, která využívá stejný formát .deb balíčků
a k instalaci je využit balíčkovací nástroj apt.
Pro instalaci aplikací bude využit modul apt, což je obdoba modulu win_chocolatey
pro Windows. Modul apt umožňuje instalaci aplikací, balíčků .deb a zároveň i ak-
tualizaci distribucí Ubuntu a Debian viz Kapitola A.3.6. Apt modul pro instalaci
aplikace Mozilla Firefox je znázorněn níže.
apt: # název modulu
name: firefox-esr-l10n-cs # parametr name
state: present # parametr state
38
Výsledný playbook pro instalaci aplikací na Debian a Ubuntu je dostupný v pří-
loze A.3.1.
3.3.2 Informace o stroji
Možnost okamžitého zjištění informací o určitém stroji je velmi výhodná. V tomto
textu bude představen modul debug pro zobrazení specifických systémových infor-
mací pro daný operační systém. Pro zjištění všech informací ze systému Linux po-
slouží modul setup.
Debug modulem je zajištěn srozumitelný výpis, který je pro člověka snadno a rychle
čitelný. Pro výběr specifikace informací, které budou ze systému zjištěny, poslouží
modul setup. Proměnné setup modulu jsou rozdílné jak pro systémy Windows, tak
pro Linux. Níže je zobrazena část výpisu pomocí příkazu 2.2.4 pro stanice s Win-
dows.
[root@ansible-server ansible]# ansible -i hosts windows -m setup

























"ansible_distribution": "Microsoft Windows 7 Professional ",
"ansible_distribution_major_version": "6",
"ansible_distribution_version": "6.1.7601.65536",
Pro systém Linux vypadá následovně.
[root@ansible-server ansible]# ansible -i hosts linux -m setup











































Proměnné vložené do uvozovek jsou klíčovými slovy, díky kterým je Ansible
schopen dohledat potřebnou informaci. Struktura debug modulu pro výpis informace
o typu operačního systému s proměnnou ansible_os_family je vyobrazena níže.
- debug: var=ansible_os_family
- debug: msg="Operacnim systemem je {{ ansible_os_family }}."
Výpis modulu debug.
TASK [debug] *******************************************************************




ok: [Windows_7_pc2] => {
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"msg": "Operacnim systemem je Windows."
}
Playbooky pro získání informací ze stanic využívajících operační systém Win-
dows a Linux spolu se zobrazenými výpisy jsou obsaženy v příloze A.3.2.
3.3.3 Restart a vypnutí stanice
Dalším úkolem zadání bylo umožnění vzdáleného restartu nebo vypnutí stanice.






Modul win_reboot [26] představuje powershell příkaz pro restart stanice. Je zde vy-
užit atribut reboot_timeout_sec, kterým je zajištěna časová prodleva pro opětovné
navázání spojení se stanicí, když při restartu dojde právě k přerušení spojení mezi
Ansiblem a vzdálenou stanicí. Pro restart linuxových stanic je rovnou použit mo-
dul shell [27], kterým jsou na vzdálenou stanici přenášeny právě shellové příkazy
jak pro restart, tak pro vypnutí stroje. Obdobou pro shell je modul win_shell [28].
Playbooky pro restartování a vypnutí stanic jsou dostupné v příloze A.3.3.
3.3.4 Tvorba uživatelů
Tvorba uživatelů je nedílnou součástí správy sítě. Ansible je schopen vytvářet uživa-
tele jak pro Windows, tak pro Linux. Využit je modul win_user [29] a user [30]. Oba
moduly disponují množstvím nastavení, kterými je například zajištěno přiřazení uži-
vatele do potřebné skupiny, změna nebo nastavení nového hesla. Na systémech Linux
je umožněno vytvoření ssh klíče pro daného uživatele. Základní nastavení pro oba
moduly je následující.
user: # nebo win_user:
name: Petr # specifikace názvu uživatele
password: "Admin123" # vytvoří heslo nového uživatele
groups: "root" # určí skupinu do které bude uživatel přiřazen
state: present # zajistí vytvoření nového uživatele
Použití modulů je znázorněno v příloze A.3.4.
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3.3.5 Vytváření složek a souborů
Pro vytvoření souborů a složek je použit modul win_file [31] a file [32]. Níže je zob-
razeno základní použití těchto modulů.
Použití modulu file.
file:
path: /home/debian/TextFiles # určení umístění adresáře
state: directory # vytvoření adresáře
file:
path: /home/debian/TextFiles/text.txt # určení umístění souboru








Použití modulů i s modulem lineinfile [33] a win_lineinfile [34] pro editaci sou-
borů je znázorněno v příloze A.3.5.
3.3.6 Instalace aktualizací
Posledním bodem jsou instalace aktualizací. Aktualizace systému je jednou z nejdů-
ležitějších operací. Díky ní je umožněna stálost a kompatibilita HW se SW a operační
systém tak využívá nejnovější informace pro svoji správnou funkci. Pro aktualizaci
systému Ansible využívá win_update [35] modul pro Windows a apt modul pro Li-
nux, o kterém bylo pojednáno v Kapitole 3.3.1.








Ve Windows mohou být specifikovány určité typy aktualizací, od bezpečnostních
až po aplikační. Pokud nebude specifikována žádná z aktualizací, budou provedeny
všechny. Přímé použití modulů pro aktualizaci systému je vyobrazeno v příloze A.3.6.
3.3.7 Odinstalace a mazání
Pro odstranění a odinstalaci aplikací není zapotřebí žádného unikátního modulu,
ale postačí pouze zaměnit parametr present za absent. Tímto je docíleno požado-
vaného stavu, kterým je samotná odinstalace aplikace, či smazání souboru nebo
adresářů, popřípadě uživatelů.
3.3.8 Virtualizační nástroj Vagrant
Nástrojem Ansible je možno provést spousty základní úkony, ale jeho hlavní před-
ností je nasazení nástrojů třetích stran, kterými je například Vagrant. Vagrant [36] je
automatizovaný virtualizační nástroj pracující pomocí příkazové řádky nebo termi-
nálu. Byl vyvinut společností HashiCorp pro usnadnění a urychlení práce s virtuál-
ními stroji. Vagrant je psán v programovacím jazyce Ruby a je schopen spolupracovat
s virtualizačními nástroji VMware Player, VirtualBox, Hyper-V.
Jednoduše řečeno je Vagrant nadstavbový systém pro ovládání výše zmíněných
virtualizačních systémů. Nejdůležitější součástí Vagrantu je Vagrantfile, což je kon-
figurační soubor. V konfiguračním souboru jsou obsaženy informace o virtuálním
stroji, jako je IP adresa, název stroje, a další.
Níže je vyobrazen alespoň částečný obsah souboru Vagrantfile, který byl vygenerován
následujícím příkazem.
vagrant init centos/7
Názvem centos/7 je určen typ distribuce spolu s jeho verzí. V tomto případě
bude vytvořen virtuální stroj s CentOS 7.
Vagrant.configure("2") do |config|
config.vm.box = "centos/7"
# config.vm.box_check_update = false
# config.vm.network "forwarded_port", guest: 80, host: 8080
# config.vm.network "private_network", ip: "192.168.33.10"
# config.vm.network "public_network"
# config.vm.synced_folder "../data", "/vagrant_data"
# config.vm.provider "virtualbox" do |vb|
# vb.gui = true




Při vygenerování výchozího souboru Vagrantfile je 90 % nastavení zakomento-
vaných. Konfigurace obsahuje například nastavení IP adres, portů, velikosti RAM,
výběr poskytovatele virtualizace (VMware, VirtualBox, atd.) a dalších. Příkaz
config.vm.box = "centos/7"
obstarává stažení boxu se stanicí s CentOS 7, ze stránek atlas.hashicorp.com [37].
Stránky jsou výchozím úložištěm boxů se systémy Windows a Linux.
Po vygenerování a nastavení potřebných parametrů v souboru Vagrantfile je
nutné virtuální stroj spustit příkazem vagrant up. Při prvotním spuštění dojde nej-
prve ke stažení boxu obsahujícího virtuální stroj, kdy po úspěšném stažení dojde
k okamžitému spuštění virtuálního stroje. Příkaz vagrant status objasní aktuální
stav virtuálního stroje. Pro konečný přístup do virtuálního stroje z příkazové řádky
je využit příkaz vagrant ssh, který zprostředkuje komunikaci z fyzického stroje do
nově vytvořeného virtuálního stroje.
Potřebné kroky spolu se softwarem a playbookem, zajišťujícím hromadnou in-
stalaci pomocí nástroje Ansible, jsou dostupné v příloze A.3.7.
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4 TVORBA WEBOVÉ APLIKACE
V předchozí kapitole byla navržena, implementována a otestována správa počíta-
čové sítě pomocí nástroje Ansible. Bylo ověřeno, že nástroj Ansible je dostatečným
a nenáročným nástrojem pro obsluhu i rozsáhlejších sítí, obsahujících nejen operační
systém Linux, ale i Windows. Systémový administrátor tak dokáže aplikovat sady
úkonů, a to od jednoduchých (vytváření složek, přesuny souborů) až po složitější
(instalace a konfigurace aplikací, nastavování oprávnění).
I přesto, že nástroj Ansible není nijak náročný na pochopení a obsluhu, stále
však nutí administrátora používat terminálové okno pro vytváření playbooků, rolí
a spouštění příkazů. Tato obsluha se po určité době stane časově náročnou a neefek-
tivní. Dále je administrátor odkázán na obsluhu Ansible pouze z interní sítě, kterou
však může ulehčit například připojení přes VPN (Virtual Private Network) z jiné
sítě. Tento způsob zahrnuje zbytečné množství kroků jako je již zmíněné přihlašování
na VPN, následné přihlášení na server, atd.
Tyto problémy lze vyřešit pomocí rozhraní, které by bylo přístupné z jakékoliv
sítě připojené k Internetu a umožňovalo by obsluhu pomocí GUI (Graphical User
Interface) rozhraní. Výsledkem by mohlo být webové rozhraní s grafickými ovláda-
cími prvky. Ansible by tak měl grafickou nadstavbu pro ovládání a obsluhu a byl
by dostupný z jakéhokoliv webového prohlížeče (Google Chrome, Mozilla Firefox,
Internet Explorer) pod určitou URL (Uniform Resource Locator) adresou. Komu-
nikace uživatele s webovým serverem by probíhala pomocí HTTP nebo šifrované
HTTPS komunikace.
4.1 Návrh architektury
Pro vytvoření funkční webové aplikace je zapotřebí navrhnout architekturu, díky
které bude webová aplikace fungovat dle zadaných požadavků. Z Obr. 4.1 je pa-
trná možná komunikace klienta se serverem, nacházejícího se ve veřejné síti, který
preferuje obsluhu nástroje Ansible pomocí webového rozhraní. Jak bylo zmíněno
v Kapitole 4, aby daný uživatel mohl přistoupit na webovou stránku, obsluhující
Ansible bude muset zadat buď veřejnou IP adresu nebo DNS (Domain Name Sys-
tem) název webového serveru, který bude zprostředkovávat komunikaci s webovou
aplikací.
Webová aplikace je nejdůležitějším článkem celé architektury, jelikož bude mít
na starosti vyhodnocování a zpracování dotazů od klientů vůči nástroji Ansible.
Aplikace by tak měla dle typu dotazů umožňovat například spuštění vybraného
playbooku na specifikovanou skupinu hostů nebo vytvářet, editovat či mazat infor-
mace obsažené v daných souborech s playbooky. Dále by měla umožňovat ověřování
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při přístupu do webového rozhraní, a to jak pomocí loginu, tak hesla. Také by měla
poskytovat výpisy z právě provedených úkonů spolu s dalšími funkcemi, které jsou
pro Ansible nezbytné.









Obr. 4.1: Architektura komunikace klienta s webovou aplikací.
Obr. 4.2 je důkladněji vyobrazena komunikace webové aplikace s prohlížečem
vzdáleného klienta. Jak je vidět, tak pro zprovoznění webové aplikace obsluhující
Ansible nepostačí vytvořit pouhou aplikaci, ale je zapotřebí součinnosti několika
dalších nástrojů, které budou popsány v následujícím textu.
4.2 Potřebné nástroje
Aby byla aplikace dostupná z veřejné sítě, je potřeba vlastnit doménu. Doménou
se rozumí doménový název, jako například www.vut-ansible.cz , ke kterému bude
přiřazena IP adresa směřující na webový server (v tomto případě Apache). Tento
webový server pak dokáže směrovat požadavky přímo do webové aplikace, která
je spuštěna na hostitelském systému. Samotná aplikace pak již obstarává přijímané
dotazy od klienta a pomocí metod spouští nebo vykonává zadané úkony. Níže budou
vyjmenovány a stručně popsány všechny potřebné nástroje spolu s jejich konfigu-
rací. Nástroje budou rozděleny do dvou skupin. První skupina s názvem vývoj bude


























Obr. 4.2: Podrobný popis komunikace klienta s webovou aplikací.
všechny nástroje potřebné ke zdárné funkčnosti a běhu webové aplikace.
4.2.1 Vývoj
Před započetím vývoje webové aplikace je zapotřebí, aby bylo objasněno několik
základních požadavků. V dnešní době existuje řada programovacích jazyků, které
jsou rozděleny do několika odvětví, a to programovací jazyky pro mobilní aplikace,
desktopové aplikace, webové aplikace a jiné. V tomto případě bude řeč o progra-
movacím jazyku, který je určen právě pro tvorbu webových aplikací. Nejznámějšími
jazyky pro psaní webových aplikací jsou PHP a Java nebo spíše jejich frameworky,
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jako je Symfony pro PHP a Spring pro JAVU. Nám bude objasněna tvorba webové
aplikace pomocí programovacího jazyku Java, a to s využitím frameworku Spring.
Pro vývoj aplikace využívající framework Spring bude použito vývojové pro-
středí STS (Spring Tool Suite)[38], které využívá základu Eclipse a je přímo určeno
pro práci se Spring frameworkem. V poslední řadě bude představen nástroj Maven,
který je další nedílnou součástí pro usnadnění práce.
Spring - Web MVC Framework
Spring Web MVC framework využívá architekturu MVC (Model-View-Controller),
díky které je poskytnut komplexní programovací a konfigurační model pro moderní
podnikové aplikace založené na jazyce Java. Architektura MVC má za následek od-
dělení aspektů aplikace, kterými jsou vstupní logika, obchodní logika a uživatelská
logika. Mezi těmito prvky je však vytvořena volná vazba. Každá část modelu MVC
má na starosti specifický úkol.
• Model: Java objekt, který udržuje informace o datech aplikace, např. jaké
má objekt uživatel jméno a heslo. Jsou tak volány metody, které vrací data
obsažená na požadované stránce.
• View: Opět Java objekt, který uvnitř uchovává informaci o grafickém rozlo-
žení webové stránky spolu s daty obsaženými v modelu. Výstupem jsou data
formátu JSP (JavaServer Pages), ve kterých jsou uložena požadovaná data
s grafickým vzhledem webové stránky.
• Controller: Nejdůležitější část modelu MVC. Controller má na starosti dle
požadované cesty v URL adrese např. /home vyhledat požadovaná data, která
volaná stránka obsahuje spolu s určením grafické šablony, díky které volaná
stránka dostane svůj výsledný vzhled.
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Obr. 4.3: Architektura Spring Web MVC Framework.
Na Obr. 4.3 je vyobrazen požadavek na stránku https://vut-ansible.cz/home, který
byl poslán z klientova webového prohlížeče pomocí zabezpečeného protokolu https.
Požadavek na stránku byl poslán pomocí GET metody. Po krátké výměně informací
klientského počítače s DNS serverem dorazí požadavek na server, kde běží webová
aplikace. Aplikace se skládá navíc z:
• Dispetcher Servlet: Hlavní řídící bod aplikace. Zajišťuje komunikaci uvnitř
aplikace a přijímá a odesílá HTTP dotazy a odpovědi.
• Handler Mapping: Předává informace o tom, kde se nachází požadovaný
controller.
• View Resolver: Předává informace o tom, kde se nachází požadovaný gra-
fický vzhled stránky.
Níže je v bodech popsána podrobná komunikace procházející webovou aplikací.
1. Žádám o načtení stránky vut-ansible.cz/home pomocí HTTP žádosti meto-
dou GET, Obr. 4.4.
2. Kde se nachází controller pro stránku /home volaný pomocí HTTP žádosti
metodou GET?
49
3. Dotaz na stránku /home pomocí metody GET zajišťuje controller Home-
Controller.java.
4. Zpřístupni všechna data dostupná v controlleru HomeController.java.
5. Zpřístupni všechna data obsažená v metodě getHome(), která je obsažena
v controlleru HomeController.java.
6. Metoda vrací tyto data spolu s názvem grafické šablony home.jsp.
7. V HomeController.java byla obsažena tato data spolu s názvem šablony
home.jsp.
8. Kde se nachází šablona home.jsp?
9. Šablona se nachází v WEB-INF/jsp.
10. Zpřístupni data obsažená v šabloně home.jsp.
11. Zde jsou data šablony home.jsp.
12. Zde je stránka s grafickým vzhledem šablony home.jsp a daty z metody
getHome(), Obr. 4.5.
Z předešlých kroků je patrná výhoda, Spring frameworku, kdy se programátor
může zaměřit pouze na psaní čistého kódu a pracuje hlavně s prvky Model, View
a Controller. Práci Dispetcher Servlet, Handler Mapping a View Resolver, přebírá
Spring a stará se tak o potřebné návaznosti, které programátor vyřeší pomocí ano-
tací (Annotations). Kroky potřebné pro práci s vývojovým prostředím STS budou
představeny v příloze 4.2.1.
Obr. 4.4: Požadavek na stránku vut-ansible.cz/home.
V příloze A.4.1 je znázorněna praktická ukázka všech návazností od zaslání po-
žadavku na stránku, průchod modelem MVC až po výsledný vzhled požadované
stránky.
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Obr. 4.5: Odpověď od serveru na stránku vut-ansible.cz/home.
Aby mohla být vyvíjena webová aplikace pomocí Spring frameworku, je potřeba
doinstalovat a dokonfigurovat několik potřebných aplikací jako JDK (Java Develo-
pment Kit) 4.2.1, Maven 4.2.1 a STS (Spring Tool Suit) 4.2.1, které budou popsány
v následující části textu. Seznam všech potřebných a doporučených aplikací je také
dostupný na stránkách spring.io/docs [39].
JDK (Java Development Kit)
Je využívána buď jako běhové prostředí (bude využito v Kapitole Provoz 4.2.2),
nebo jako vývojové prostředí, které bude využito pro vývoj webové aplikace. Java
je rozdělena do několika verzí.
• Java SE (Standard Edition) – základní verze Javy,
Java SE Development Kit – hlavní nástroj pro vývoj programů v jazyce
Java, jeho součástí je i JRE,
Java SE Runtime Environment – obsahuje sadu knihoven a programů,
které umožňují spouštět programy psané v Javě,
• Java EE (Enterprise Edition) – rošířená verze SE využívaná pro vývoj
aplikací v průmyslu,
• Java ME (Micro edition) – Java pro vývoj aplikací pro mobilní zařízení.
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V tomto případě bude potřeba nainstalovat Java SE Development Kit ve verzi
1.8.0, který je zdarma ke stažení na stránkách www.oracle.com [40]. Postup instalací
je objasněn v příloze A.4.1.
Maven
Apache Maven, nástroj řídící automatizovanou správu sestavení (buildů) aplikací.
Pomáhá usnadnit práci při sestavení aplikace a režie s tím spojené. Ke své práci
využívá projektově objektového modelu POM (Project-Object-Model) spolu s plu-
giny, které zprostředkují programátorovi např. všechny potřebné knihovny, které
při použití určité třídy nebo metody bude vyžadovat. Je tak ušetřen čas, který by
programátor musel vynaložit při hledání potřebných návazností pro zdárné sesta-
vení kódu. Maven do projektu vnáší ucelené postupy a pravidla, které se již v praxi
osvědčily. Odděluje zdrojové kódy tříd, unit testů a ostatních souborů, jako jsou
obrázky, properties, atd. Adresáře obsahující oddělené soubory:
• src/main/java – zdrojové kódy tříd,
• src/test/java – unit testy,
• src/main/resources – obrázky, šablony css, vlastnosti.
Pro správný chod Mavenu je tedy zapotřebí tzv. pom.xml soubor, Obr. 4.6, který
je součástí projektu. Uvnitř souboru se nachází konfigurační informace (elementy),
díky kterým Maven dohledává návaznosti, které jsou nezbytné pro správnou funkč-
nost dané aplikace.
Maven obsahuje informace, které mohou být obsaženy v konfiguračním sou-
boru. Z Obr. 4.6 budou objasněny ty nejzákladnější elementy, které jsou potřeba
pro úspěšné sestavení projektu. Podrobné informace o elementech používaných v Ma-
venu jsou dostupné na stránkách maven.apache.org [41].
• <project> kořenový element Mavenu, tzv. popisovač (descriptor). Vkládají
se do něj všechna nezbytná data,
• <modelVersion> určuje verzi použitého popisovače pro pom soubor,
• <groupID> název skupiny nebo organizace, které projekt patří,
• <artifactID> název projektu,
• <packaging> typ formátu do kterého bude projekt zabalen (.jar, .war),
• <version> číslo verze projektu,
• <java.version> číslo verze JDK, které je použito pro vývoj aplikace,
• <parent> určení umístění rodičovského projektu, ze kterého bude projekt
dědit informace. V tomto případě je to již zmiňovaný Spring framework.
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Obr. 4.6: Konfigurační soubor pro Maven pom.xml.
• <dependencies> v tomto elementu se určují závislosti potřebné pro chod
projektu.
Po sestavení projektu pomocí příkazu níže, bude předvedeno v příloze A.4.1,
je vrácen název aplikace složený z <artifactID> a <version>, kde formát souboru
bude podle elementu <packiging>.
mvn package
Výsledek pak bude vypadat následovně:
• ansible-web-app-0.12.1.war.
Tímto vznikne spustitelná aplikace, která bude poté nasazena na server, kde bude
vykonávat zadané požadavky.
STS (Spring Tool Suit)
Spring Tool Suit je vývojovým prostředím, které bylo vyvinuto právě pro práci s fra-
meworkem Spring. STS je přetvořeným vývojovým prostředím Eclipse a přebírá tak
od něj všechny známé funkce jako vytváření projektů, debagování, deploy a další.
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Uvnitř Spring Tool Suit je zahrnuta kombinace podporující jazyk Java, Spring fra-
mework, Pivotal tc Server, Git, Maven, Gradle. Je to balík obsahující ty nejpotřeb-
nější komponenty pro vývoj webových aplikací. STS ocení převážně uživatelé, kteří
se již setkali s vývojovým prostředím Eclipse. Pokud je rozhodnuto pro vývoj ve vý-
vojovém prostředí STS, postačí stáhnout zabalený soubor obsahující spustitelnou
aplikaci STS.exe, jak je ukázáno v příloze A.4.1.
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4.2.2 Provoz
V předešlé Kapitole 4.2.1 byly probrány nástroje potřebné pro vývoj webové apli-
kace. V této části textu budou probrány nástroje, které jsou potřebné pro provoz
aplikace na serveru. Aby aplikace splňovala všechny požadavky pro komunikaci, je
důležité správně nakonfigurovat nezbytné komponenty, jako je např. firewall, DNS
(Domain Name System), webový server a další. Na Obr. 4.7 jsou vyobrazeny nástroje
















Obr. 4.7: Nástroje potřebné pro provoz webové aplikace.
JRE (Java Runtime Environment)
V Kapitole 4.2.1 byly představeni zástupci programovacího jazyka Java. Byla zde
představena i Java Runtime Environment, která je využita právě pro spouštění pro-
gramů a aplikací napsaných v jazyce Java. Aby bylo možné spustit vytvořený ansible-
web-app-0.12.2.war soubor, tak je do systému doinstalována java-1.8.0-openjdk,
která zajistí možné spuštění aplikace a její správnou funkčnost.
Pro zdárné nainstalování rpm balíčku na CentOS7, postačí použití příkazu:
yum install java-1.8.0-openjdk
Následně již nic nebrání spuštění aplikace.
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nohup java -jar ansible-web-app-0.12.1.war > /root/web-app/log.txt 2>&1
Dodatečné informace a význam použitých příkazů jsou obsaženy v příloze A.4.2.
Apache
V předešlé části textu 4.2.2 byla aplikace spuštěna, ale stále je dostupná pouze
na adrese localhost:8080. Aplikace by ovšem měla být ve výsledku dostupná na por-
tech 80 a 443, což jsou porty pro komunikaci pomocí aplikačních protokolů HTTP
a HTTPS. Aby aplikace byla přístupná pomocí těchto dvou protokolů, je zapotřebí
nainstalovat webový server. V této diplomové práci bude probrána a názorně před-
vedena práce s webovým serverem Apache ve verzi 2.4.6.
Apache je jedním z nejrozšířenějších webových serverů po celém světě. Spadá
do rodiny nástrojů s otevřeným kódem (open source). Je podporován na platfor-
mách jako je Microsoft Windows, BSD a Linux. Obsahuje nesčetné množství funkcí,
které mohou být rozšířeny o takzvané moduly. Každý modul má na starosti rozši-
řující funkci, jako mod PHP (modul pro práci se skriptovacím jazykem PHP), mod
rewrite (modul pro přesměrování URL adres) a např. mod ssl, který bude použit
v následující části textu. Tak jako Maven i Apache je vytvořen společností Apache
Software Foundation.
Jeho funkcí je uživatelům zprostředkovat pomocí URL adres hledaná data a in-
formace obsažené na webových stránkách. Apache slouží jako prostředník mezi uži-
vatelem a aplikací, který zodpovídá požadované dotazy. Ke své funkci využívá apli-
kačního protokolu HTTP.
• HTTP (Hyper Text Transfer Protocol)
Metody dotazů
HTTP protokol pro přenos dotazů využívá metody, kterými specifikuje poža-
davky na zdroje serveru. Nejvíce používanými jsou:
– GET
Slouží k vyzvednutí objektu (html soubor, obrázek, atd.), odpověď se
ukládá do cache a doprovází ji redundantní počet hlaviček specifikujících
informace o souboru.
– POST
Zajišťuje přenos informací od uživatele na server. Umožňuje tak např.
zaslat přihlašovací jméno a heslo pomocí webových formulářů.
– DELETE
Dokáže smazat vybraný objekt na serveru.
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– OPTIONS
Zjístí informace o možnostech spojení.
Klientské hlavičky
V každém dotazu jsou ukryty hlavičky, ve kterých se nacházejí požadované
informace od serveru, jsou jimi:
– Host
Doménové jméno virtuálního hostitele. (Na jednom serveru tak může být





Adresa uživatele zodpovědného za tento požadavek.
– If-Modified-Since
Žádost o načtení aktuálních dat dokumentu, pouze pokud byly od tohoto
data modifikovány.
Serverové hlavičky
Pokud server odesílá odpovědi na dotazy, tak k těmto účelům využívá násle-
dující hlavičky:
– Content*




Doba do vypršení platnosti dokumentu.
– Server
Verze a typ serveru.
• HTTPS (Hyper Text Transfer Protocol Secure)
Obdoba HTTP protokolu umožňující šifrovanou komunikaci. Ke komunikaci
využívá stejně jako HTTP spojení pomocí transportního protokolu TCP, vy-
užívajícím port 443. Šifrování je zajištěno protokolem TLS (Transport Layer
Security), kterým je zajištěna konzistence a validita zpráv. HTTPS využívá
metodu asymetrické kryptografie. Ta spočívá ve vygenerování dvou klíčů. Prv-
ním je privátní klíč (Privare Key), který nesmí být nikdy prozrazen a musí
se nacházet na serveru, kde se budou nacházet požadovaná data. Druhým je
veřejný klíč (Public Key), který je poskytován uživatelům a následně je ověřo-
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ván vůči soukromému klíči. Klíče jsou tzv. certifikáty, které mohou být dvojího
typu:
– Podepsaný sám sebou (self-signed)
Certifikáty vygenerované svépomocí, vhodné pro interní účely v místní
síti, nikoliv v Internetu.
– Podepsaný certifikační autoritou (CA)
Stejný jako v předešlé části, avšak je podepsán důvěryhodnou certifikační
autoritou (Geo Trust, COMODO, Thawte) a další. Certifikát je určen
k použití ve veřejné síti, kde je kladen důraz na ověření pravosti certifi-
kátu certifikační autoritou. Na Obr. 4.8 je znázorněn ověřený certifikát
pro doménu www.vut-ansible.cz od certifikační autority SpaceSSL CA.
Obr. 4.8: Ověřený certifikát vystavený pro doménu www.vut-ansible.cz.
Aby Apache odpovídal na dotazy jak na portu 80 tak i 443, tak je nutné pro-
vést správnou konfiguraci. Konfigurace je prováděna pomocí direktiv. Tyto direktivy
specifikují informace, kterými je webový server ovládán. Pro seznámení bude část
z nich představena. Direktivy jsou děleny na párové a nepárové. Použití direktiv je
však závislé na použitém kontextu.
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• Direktivy nepárové
ServerRoot [cesta k souboru s konfigurací] – určuje domovský adresář
webového serveru.
ServerName [plný doménový název serveru nebo IP adresa:[port]] –
identifikuje server na kterém je Apache spuštěn. Identifikace probíhá pomocí
doménového jména nebo IP adresy serveru.
DocumentRoot [cesta obsahující html soubory] – jsou zde obsaženy
soubory potřebné k prezentaci webové stránky.
Listen [IP adresa: [port]] – určí serveru na které IP adrese a portu má
očekávat komunikaci.
ErrorLog [cesta k souboru] – zajistí ukládání chybových logů do speci-
fického umístění.
KeepAlive [on/off] – povolí nebo vypne perzistentní spojení serveru.
Umožní přenos několika požadavků přes jedno TCP spojení.
ServerAlias [jméno aliasu] – přiřazuje alternativní názvy k hlavnímu
ServerName, využíváno hlavně v kontextu VirtualHost.
Timeout [čas v sekundách] – čas po který je udrženo spojení se serverem.
Ve výchozím nastavení 300 sekund.
ProxyPass [[URL na místním serveru] [vzdálená URL]] – využívá se
pro mapování vzdálených URL požadavků na URL adresy obsažené na serveru.




Zprostředkuje možnost dostupnosti několika hostitelů, přístupných pod jedi-
ným webovým serverem. Direktiva obsahuje pouze informace, které se týkají
konkrétního virtuálního hostitele. Jednotliví hostitelé jsou rozlišováni podle
doménových názvů za pomoci direktivy ServerName. Tento název je shodný
s hlavičkou Host zaslanou v požadavku protokolu HTTP/1.1. Touto cestou
tak server dokáže odlišit jednotlivé virtuální hostitele obsažené na serveru.
</VirtualHost>
<Directory [parametry]>
Specifikuje vyhovující parametry pro adresáře a podadresáře souborového sys-




Má podobné vlastnosti jako předešlá direktiva, zahrnuje však soubory.
</Files>
<IfModule [modul]>
Využíván v souladu s použitým modulem.
</IfModule>
• Kontexty
Určují kde a jak mohou být direktivy použity.
Directory – využíván u párových direktiv (Directory, Files, Proxy a Lo-
cation).
Virtual Host – obsahuje nastavení tzv. sekundárních webových serverů,
využívajících společné systémové prostředky Apache.
.htaccess – podobný jako kontext Directory s tím, že uživatelé kteří ne-
mohou zasahovat do konfigurace Apache mohou alespoň specifikovat direktivy
pro daného hostitele.
Server Config – platí pro konfiguraci obsaženou přímo uvnitř konfigu-
račního souboru httpd.conf.
Tímto bylo završeno představení funkcí a vlastností webového serveru Apache.




Tomcat podobně jako Apache spadá do rodiny webových serverů. Oproti Apache
serveru využívá Java Servlet Container. Servlet Container zodpovídá za dynamické
generování webových stránek na straně serveru. Spolehlivě pracuje s technologiemi
jako jsou Java Servlet, JavaServer Pages (využito ve Spring aplikaci) nebo Java EL
a WebSocket.
Tomcat poskytuje prostředí Javy pro webové servery, kde může být spuštěn kód,
který byl napsán v jazyce Java. V diplomové práci není použit Tomcat jako takový,
ale je vyžíván tzv. Embedded Tomcat, který je součástí aplikace psané pomocí fra-
meworku Spring. Do aplikace je přidán pomocí závislostí nástrojem Maven a je tedy
součástí konfiguračního souboru pom.xml, jak je znázorněno níže.
Obr. 4.9: Tomcat přidaný do Spring aplikace pomocí Maven závislosti.
Firewall a NAT
V následující části textu bude ve zkratce objasněn význam Firewallu a služby NAT
(Network Address Trasnlation). Informace jsou čerpány ze zdrojů [42] a [43]. Fi-
rewall je nedílnou součástí každého systému a jeho úkolem je bránit uživatele před
nežádoucím provozem ze sítě. Firewall propouští komunikaci za předpokladu, že
byla splněna určitá pravidla. V současné době jsou firewally rozděleny do dvou zá-
kladních druhů.
• Softwarové – levné, více dostupné, méně výkonné (iptables, firewalld, ipcha-
ins),
• Hardwarové – drahé, dostupné, výkonné (CISCO, HP, Jupiter).
Dále mohou být členěny podle činnosti.
• Paketový – komunikace rozlišena na základě IP adres,
• Stavový – přidává pravidla podle stavu komunikace,
• Aplikační – dokáže pracovat i s aplikačními protokoly.
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V diplomové práci jsou využity oba druhy firewallů. Hardwarový firewall, od
společnosti CISCO, je využit jako hraniční firewall, přes který probíhá veškerá ko-
munikace do lokální sítě, jak je znázorněno na Obr. 4.7. Zároveň je na něm zpro-
vozněna i překladová služba NAT, která zprostředkuje překlad místních adres na
veřejné a naopak. Objasnění funkce NAT je znázorněno na Obr. 4.10.
Softwarový firewall firewalld je využit na Ansible serveru, kterým je zabezpe-
čena komunikace pomocí protokolu HTTP a HTTPS. Tyto aplikační protokoly jsou
určeny pro přístup do webové aplikace.
DNS










Z veřejné IP: 91.216.179.91






Obr. 4.10: Zjednodušené objasnění funkce NAT.
Praktické konfigurace firewallu a služby NAT pro zpřístupnění webové aplikace
z veřejné sítě jsou probrány v příloze A.4.2.
DNS
Každý webový zdroj je dostupný pod určitým názvem ať je to www.seznam.cz,
www.facebook.com nebo www.google.com. Internet pro své směrování využívá IP ad-
resy, ty jsou však pro člověka těžko zapamatovatelné. Proto je využíván systém
doménových názvů DNS, který umožňuje překlad doménových názvů na IP adresy.
Je tedy vytvořen pár doménový název a IP adresa. Například:
• Doménový název: www.seznam.cz – IP: 77.75.77.39,
• Doménový název: www.facebook.com – IP: 31.13.70.36,
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• Doménový název: www.google.com – IP: 172.217.20.196.
Zjištění IP adresy z doménového názvu je možné nástrojem ping.
ping www.seznam.cz
Pinging www.seznam.cz [77.75.77.39] with 32 bytes of data:
Reply from 77.75.77.39: bytes=32 time=13ms TTL=247
Reply from 77.75.77.39: bytes=32 time=12ms TTL=247




O vyhledávání DNS záznamů ve webových prohlížečích se stará operační systém,
který má ve svých směrovacích záznamech uloženou IP adresu DNS serveru, který
následně zajišťuje překlad.
DNS server není pouze jeden, ale jejich několik. DNS servery mohou být veřejné
(vyhledávají záznamy uvnitř Internetu) nebo místní (obsahují záznamy zařízení ob-
sažených pouze v lokální síti). Výměna informací mezi uživatelem a DNS serverem
je zjednodušeně znázorněna na Obr. 4.10. DNS systém využívá již zmíněné záznamy.
• DNS záznamy
A – určuje IPv4 adresu, na kterou doménový název směruje. Data v zá-
znamu jsou pouze IP adresy ve formátu IPv4.
AAAA – určuje IPv6 adresu, na kterou doménový název směruje. Data
v záznamu jsou pouze IP adresy ve formátu IPv6.
MX (Mail eXchange) – určuje název serveru, na který bude směrována
elektronická pošta. Data v záznamu jsou textového formátu, což je doménový
název serveru, kde je zprovozněn mailovací server. MX záznamů může být
několik a jsou odlišovány pomocí priorit. Čím je použito nižší číslo, tím má
záznam větší prioritu.
CNAME (Canonical NAME) – umožňuje směrovat záznam z určité
domény na jinou doménu. Data jsou zadávána v textovém formátu.
TXT – slouží ke vložení libovolného textového řetězce. Využíván je pře-
vážně k ověřování vlastnictví domény.
Pro vyhledání všech zmíněných záznamů lze opět využít nástroj nslookup, kdy
po spuštění stačí zvolit hledaný záznam.
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nslookup
> set q=MX #PARAMETR HLEDANÉHO ZÁZNAMU
> seznam.cz #NÁZEV DOMÉNY
Non-authoritative answer:
seznam.cz MX preference = 20, mail exchanger = mx2.seznam.cz
seznam.cz MX preference = 10, mail exchanger = mx1.seznam.cz
mx2.seznam.cz internet address = 77.75.76.32
mx2.seznam.cz AAAA IPv6 address = 2a02:598:2::32
mx1.seznam.cz internet address = 77.75.78.42
mx1.seznam.cz AAAA IPv6 address = 2a02:598:2::42
Získání domény a ukázka správy DNS záznamů na veřejném DNS, jsou obsaženy
v příloze A.4.2.
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4.3 Aplikace v praxi
V této kapitole bude představena vytvořená webová aplikace umožňující vzdálenou
správu počítačové sítě pomocí nástroje Ansible, který byl probrán v kapitole 2.2
a prakticky předveden v příloze A.3.
4.3.1 Ansible-web-app
Je webovou aplikací která usnadňuje práci s nástrojem Ansible, díky grafickému roz-
hraní. Správci počítačové sítě, dále jen uživateli, je urychlena práce při hromadné
správě sítě. Uživatel nemusí vytvářet VPN (Virtual Private Network) spojení po-
kud se nachází mimo lokální síť. Nemusí si pamatovat přihlašovací údaje potřebné
k připojení na Ansible server. Čas je ušetřen i při přechodu do adresářové struktury,
kde se nachází konfigurační soubory pro obsluhu nástroje Ansible, jako jsou sou-
bory Playbooks a Hosts. Občas se může stát, že uživatel zapomene příkazy potřebné
pro spouštění playbooků nebo si nebude moci vzpomenout co je potřeba k vytvoření
nového playbooku. I od těchto základních a velice důležitých informací je uživatel
oproštěn.
Aplikace je rozdělena do několika částí, které obstarávají specifické funkce. Stro-
mová struktura je vyobrazena na Obr. 4.11. Význam a funkce jednotlivých částí
aplikace budou objasněny v následujícím textu. Aplikace byla navržena bez zbyteč-
ných grafických pozadí a obrázků, aby umožňovala co nejrychlejší odezvy a nebyla




















Obr. 4.11: Stromová struktura webové aplikace Ansible-web-app.
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log-in
Aplikace je přístupná na adrese vut-ansible.cz. Uživatel je aplikací ihned přesměrován
na přihlašovací stránku Obr. 4.12, kde musí uživatel zadat své přihlašovací údaje.
Zadané údaje jsou nejprve hašovány pomocí jednosměrné šifrovací funkce Bcrypt
a poté porovnány s údaji uloženými na Ansible serveru.
Pro eliminaci odposlechu hesel tzv. "mužem uprostřed" je využit protokol HTTPS,
který umožňuje šifrovanou komunikaci mezi klientem a serverem. Přihlašovací údaje
jsou tak na server posílány v šifrované formě pomocí šifrovacího protokolu TLS, jak
bylo objasněno v příloze Konfigurace HTTPS A.4.2.
Obr. 4.12: Přihlašovací stránka.
Po zdárném přihlášení je uživateli zobrazena hlavní nabídka Obr. 4.13.
home
Hlavní nabídka se nachází pod URL adresou /home, na kterou je uživatel automa-
ticky přesměrován pokud vlastní správné přihlašovací údaje. Tato stránka je roz-
cestníkem a klíčovým bodem aplikace. Uživateli nabídne ovládací prvky, kterými je
možné se dostat do podsekcí umožňujících ovládání nástroje Ansible. Na Obr. 4.13
je zobrazen vzhled hlavní nabídky. Tlačítka zpřístupňují následující funkce:
• SHOW MENU – zobrazení seznamu playbooků a obsahu souboru hosts,
• CREATE MENU – vytváření nových playbooků,
• EDIT MENU – úprava playbooků nebo souboru hosts,
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• RUN MENU – spouštění playbooků nebo jednotlivých modulů Ansible,
• DELETE MENU – mazání playbooků a hostů,
• USERS MENU – vytváření nových uživatelů, kteří budou moci přistupovat
do webové aplikace.
Obr. 4.13: Hlavní nabídka.
show-menu
Nabídka umožňující zobrazení obsahu vybraných playbooků nebo celkového obsahu
souboru hosts. Do nabídky je možné se také dostat URL adresou /show-menu. Uži-
vatel je tak schopen vybrat potřebný playbook Obr. 4.14 a následně pomocí tlačítka
SHOW zobrazit jeho obsah Obr. 4.15. Obsahy zobrazených souborů jsou pouze
pro čtení a nedají se tedy nijak upravovat.
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Obr. 4.14: Nabídka pro zobrazení obsahu playbooku nebo obsahu souboru hosts.
Obr. 4.15: Zobrazení obsahu playbooku ping.yml.
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create-menu
Obsahuje funkci pro vytvoření nového yaml souboru do něhož může uživatel za-
psat sled modulů a příkazů. Tato nabídka tak umožňuje vytvoření plnohodnotného
playbooku Obr. 4.16.
Uživatel do pole File name vyplní název nového playbooku a přidá mu příponu
.yml. Do pole Content of file jsou vyplněny příkazy a moduly, které budou utvářet
tělo playbooku. Syntaxe v těle playbooku musí být psána v yaml formátu. Vytvoření
playbooku je uskutečněno tlačítkem CREATE.
Obr. 4.16: Vytvoření playbooku.
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edit-menu
Nabídka umožňující úpravu playbooků a souboru hosts. Uživateli tak dává možnost
kdykoliv upravit nebo smazat vytvořenou konfiguraci. Uživatel nejprve vybere, zda
chce upravovat určitý playbook nebo zda hodlá upravovat soubor hosts. Poté je již
v poli Edit or create new contentS schopen libovolně upravovat vybraný soubor.
Pro uložení upravených dat, je použito tlačítko EDIT jak je ukázáno na Obr. 4.17.
Uživateli je poté zobrazen nově upravený obsah souboru.
Obr. 4.17: Editování playbooku ping.yml.
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run-menu
Nejdůležitější funkcí webové aplikace je spouštění playbooků a Ansible příkazů.
Uživateli je nejprve nabídnuta možnost výběrů mezi spuštěním playbooku nebo sa-
motného příkazu, jak demonstruje Obr. 4.18.
Obr. 4.18: Nabídka pro spuštění playbooku nebo samotného příkazu.
Pokud je zvoleno spuštění playbooku, je uživateli zobrazena stránka s možným
výběrem playbooku a jeho následným spuštěním pomocí tlačítka RUN. Před spuště-
ním si uživatel může vybrat zda playbook nejprve nespustí v tzv. check módu. Pla-
ybook je pak spuštěn pouze v testovacím režimu. Na Obr. 4.19 je vyobrazeno spuš-
tění playbooku fact.yml. Výstupem je stejný výpis jako při terminálovém spuštění
playbooku na Ansible serveru Obr. 4.20. Spuštění vybraného playbooku je možné
opakovat tlačítkem RUN AGAIN.
Pokud by uživatel nepotřeboval spouštět ucelený sled příkazu obsažený v pla-
ybooku, ale chtěl by spustit pouze jediný modul, může tak využít nabídky RUN
COMMAND z Obr. 4.18. Uživatelem je poté zadán požadovaný příkaz obsahující
vybraný modul a hosta, na kterého bude modul aplikován Obr. 4.21.
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Obr. 4.19: Spuštění playbooku facts.yml.
Obr. 4.20: Výstup informací ze spuštěného playbooku facts.yml.
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Obr. 4.21: Spuštění modulu setup na počítač s názvem windows_10_pc1.
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delete-menu
Funkce obstarávající mazání playbooků nebo jednotlivých hostů obsažených v sou-
boru hosts. Uživatel musí označit soubor, který má být smazán. Smazání je po-
tvrzeno tlačítkem DELETE jak demonstruje Obr. 4.22. Po úspěšném smazání je
uživateli zobrazen buď výpis všech stávajících playbooků nebo seznam všech stáva-
jících hostů jak je ukázáno na Obr. 4.15.
Obr. 4.22: Mazání playbooků nebo hostů.
75
users-menu
Poslední funkcí aplikace Ansible-web-app je vytváření uživatelů, kteří jsou opráv-
něni využívat tuto aplikaci. Nový uživatel si tak může vytvořit přihlašovací údaje
obsahující jméno a heslo, viz na Obr. 4.23. Zadané heslo je zašifrováno pomocí ha-
šovací funkce Bcrypt. Přihlašovací údaje jsou poté uloženy do logovacího souboru
na Ansible server. Úspěšné přidání uživatele je zobrazeno na Obr. 4.24.
Obr. 4.23: Vytváření uživatelů oprávněných využívat aplikaci Ansible-web-app.
Obr. 4.24: Úspěšné přidání uživatele.
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5 ZÁVĚR
V diplomové práci byla objasněna problematika systému pro správu a monitoring
PC. Byly zde představeny nástroje jako Puppet, Ansible a Chef, které tuto funkci-
onalitu umožňují. V teoretické části byla u každého z předešlých nástrojů stručně
definována funkčnost, skladba a hlavní vlastnosti.
V další části práce byl vytvořen požadovaný scénář učebny se stanicemi s růz-
nými operačními systémy, podle kterého byla následně zprovozněna testovací síť.
V té se nacházely stanice využívající 64bitovou architekturu s operačním systémem
Windows 10 Profesional, Windows 7 Profesional, Linuxové distribuce Ubuntu 16.04
a Debian 8. Jako systém pro správu byl vybrán nástroj Ansible.
V první polovině praktické části diplomové práce byla vytvořena testovací síť po-
mocí virtualizačního nástroje VMware vSphere 6.0. Hlavní virtuál server byl zprovoz-
něn na fyzickém serveru HP Proliant DL360 G6. Ve virtuálním prostředí se nacházela
převážná část stanic i s Ansible serverem. Aby testy neprobíhaly pouze na virtuál-
ních strojích, byly použity i tři fyzické stanice (dvakrát Dell Vostro 260s a Dell
Optiplex 3020), na kterých byla otestována funkčnost nástroje pro Windows 7 a 10,
z důvodu převahy operačního systému Windows v reálné školní síti.
Dále je obsažen ucelený návod s postupy pro řádnou instalaci a konfiguraci ná-
stroje Ansible, pro spolupráci s operačními systémy Windows a Linux. Dle zadání
byly otestovány a popsány úkony jako instalace/odinstalace aplikací, zjištění infor-
mací o stroji, vzdálený restart a vypnutí, tvorba uživatelů se specifikací oprávnění
a další, které byly rozčleněny do playbooků. Bylo ověřeno, že vybraný nástroj je
vhodný pro praktickou implementaci do reálné sítě.
Ve druhé polovině praktické části byl pro nástroj Ansible vytvořen nadstavbový
systém umožňující správu z lokální nebo veřejné sítě. Tímto nástrojem je webová
aplikace Ansible-web-app, která je napsána v programovacím jazyce Java s využitím
frameworku Spring.
Aby mohla být aplikace dostupná z lokální i veřejné sítě, byl na Ansible serveru
zprovozněn webový server Apache. Dále byly provedeny potřebné zásahy do kon-
figurace síťového firewallu a firewallu na Ansible serveru. Posledním bodem bylo
zavedení záznamu o doméně www.vut-ansible.cz ve veřejném DNS, pod kterým je
webová aplikace dostupná. Ke všem zmíněným bodům byla vytvořena podrobná
dokumentace seznamující s problematikou a s kroky, které jsou pro provoz webové
aplikace nezbytné.
Nakonec byla aplikace zdárně otestována v praxi, kdy na virtuální a fyzické sta-
nice byly použity vytvořené playbooky z teoretické části. Byla tak ověřena funkčnost
nástroje Ansible ovládaného přes webovou aplikaci Ansible-web-app jak z lokální,
tak i z veřejné sítě.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
SSH Protokol umožňující šifrovanou vzálenou správu zařízení – Secure Shell
WinRM Služba umožňující šifrovanou i nešifrovanou vzdálenou správu zařízení
s odlišným HW a SW. Ke své komunikaci využívá WS-Management
protokol – Windows Remote Management
FQDN Služba umožňující specifikovat plně doménové jméno počítače nebo
serveru – Fully Qualified Domain Name
CM Označení nástrojů, umožňujících automatizaci správy sítě –
Configuration Management
Ruby Objektově orientovaný skriptovací jazyk, konkurent jazyka Python
a Perl
Push Metoda, kdy server zasílá informace podřízeným strojům, aniž by si je
vyžádali
YAML Formát pro serializaci strukturovaných dat – Ain’t Markup Language
Python Univerzální programovací jazyk
Rpm Souborový formát, který využívá např. CentOS a Fedora – Red Hat
Package Manager
Deb Souborový formát, který využívá např. Debian a Ubuntu
Yum Nástroj pro práci se soubory formátu .rpm, využívá např. CentOS –
The Yellowdog Updated, Modified
Dnf Nástroj pro práci se soubory formátu .rpm. Nástupce yum, využívá
např. Fedora – Dandified Yum
Apt Nástroj pro práci se soubory formátu .deb, využívá např. Debian a
Ubuntu – Advanced Package Tool
HTTPS Zabezpečená forma protokolu HTTP pro komunikaci mezi serverem a
klientskou částí – Hypertext Transfer Protocol Secure
VPN Virtuální síť umožňující propojení dvou lokálních sítí napříč veřejnou
sítí (Internet) – Virtual Private Network
GUI Uživatelské rozhraní zajišťující obsluhu systému pomocí grafických
ovládacích prvků – Graphical User Interface
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URL Řetězec znaků určený pro specifikaci zdrojů informací umístěných na
Internetu – Uniform Resource Locator
DNS Systém pro překlad IP adres na doménové názvy. Například IP
77.75.77.39 odpovídá doménovému názvu www.seznam.cz – Domain
Name System
PHP Programovací jazyk určený převážně na tvorbu dynamických
webových stránek – Hypertext Preprocessor
JAVA Celosvětově nejrozšířenější objektově orientovaný programovací jazyk,
který je využit od počítačového, až po automobilový průmysl
JSP Technologie pro vývoj dynamických HTML stránek v jazyce Java –
Java Server Pages
IPv4 Technologie využívána pro směrování komunikační sítí, za využití 32
bitového čísla zapsaného v dekadickém formátu, např. 192.168.10.11 –
Internet Protocol version 4
IPv6 Obdoba IPv4 , využívá 128 bitového čísla zapsaného v šestnáctkovém
formátu, např. ce01:2c01:0000:0000:65a0:123c:40aa:0101 – Internet
Protocol version 6
Bcrypt Šifrovací funkce pro jednosměrné šifrování hesel, postavena na
základech symetrické blokové šifry Blowfish. V dnešní době je brána
za jednu z nejbezpečnějších šifrovacíh funkcí.
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A PŘÍLOHY TESTOVACÍ SÍŤ
Tato část textu obsahuje přílohy, které spadají do kapitoly 3.
A.1 SW stroje (VMware vSphere 6.0) a HW
Grafická dokumentace ve které jsou obsaženy informace o virtualizačním nástroji
VMware v Sphere 6.0.
(a) Fyzický server. (b) Detail serveru HP Proliant DL360
G6.
Obr. A.1: Umístění serveru HP Proliant DL360 G6 v serverovně.
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Obr. A.2: Webové rozhraní VMware vSphere 6.0.
Obr. A.3: Webové rozhraní VMware vSphere 6.0 a vytvořené virtuální stanice.
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Obr. A.4: Ansible server nainstalovaný ve VMware vSphere 6.0.
Obr. A.5: Stolní počítače pro Windows 7 a Windows 10.
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A.2 Ansible v testovací síti
Dokumentace obsahující informace potřebné k instalaci, nastavení a provozu Ansi-
ble v testovací síti.
A.2.1 Ansible na Windows
Obr. A.6: Zjištění verze Powershell na stanici Windows_7_pc1.
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Obr. A.7: Instalace .NET 4.6.1 a Powershell 5.0.
Obr. A.8: Ověření verze PS 5.0 a spuštění konfiguračního skriptu pro Ansible.
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Obr. A.9: Ověření spuštění služby WinRM.
Obr. A.10: Konfigurační soubor windows.yml, potřebný k navázání komunikace.
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Obr. A.11: Ověření komunikace se stanicí Windows_7_pc1, modul win_ping.
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Powershell skript Configure_Remoting_Ansible_Windows.ps1, pro automatické
vytvoření certifikátu, povolení a nastavení služby WinRM.
# Configure a Windows host for remote management with Ansible
# -----------------------------------------------------------
#
# This script checks the current WinRM/PSRemoting configuration and makes the
# necessary changes to allow Ansible to connect, authenticate and execute
# PowerShell commands.
#
# Set $VerbosePreference = "Continue" before running the script in order to
# see the output messages.
# Set $SkipNetworkProfileCheck to skip the network profile check. Without
# specifying this the script will only run if the device’s interfaces are in
# DOMAIN or PRIVATE zones. Provide this switch if you want to enable winrm on
# a device with an interface in PUBLIC zone.
#
# Set $ForceNewSSLCert if the system has been syspreped and a new SSL Cert
# must be forced on the WinRM Listener when re-running this script. This
# is necessary when a new SID and CN name is created.
#
# Written by Trond Hindenes <trond@hindenes.com>
# Updated by Chris Church <cchurch@ansible.com>
# Updated by Michael Crilly <mike@autologic.cm>
# Updated by Anton Ouzounov <Anton.Ouzounov@careerbuilder.com>
#
# Version 1.0 - July 6th, 2014
# Version 1.1 - November 11th, 2014
# Version 1.2 - May 15th, 2015














$name = New-Object -COM "X509Enrollment.CX500DistinguishedName.1"
$name.Encode("CN=$SubjectName", 0)
$key = New-Object -COM "X509Enrollment.CX509PrivateKey.1"






$serverauthoid = New-Object -COM "X509Enrollment.CObjectId.1"
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$serverauthoid.InitializeFromValue("1.3.6.1.5.5.7.3.1")
$ekuoids = New-Object -COM "X509Enrollment.CObjectIds.1"
$ekuoids.Add($serverauthoid)
$ekuext = New-Object -COM "X509Enrollment.CX509ExtensionEnhancedKeyUsage.1"
$ekuext.InitializeEncode($ekuoids)








$enrollment = New-Object -COM "X509Enrollment.CX509Enrollment.1"
$enrollment.InitializeFromRequest($cert)
$certdata = $enrollment.CreateRequest(0)
$enrollment.InstallResponse(2, $certdata, 0, "")
# Return the thumbprint of the last installed certificate;
# This is needed for the new HTTPS WinRM listerner we’re
# going to create further down.
Get-ChildItem "Cert:\LocalMachine\my"| Sort-Object NotBefore -Descending | Select -First 1
| Select -Expand Thumbprint
}







# Detect PowerShell version.
If ($PSVersionTable.PSVersion.Major -lt 3)
{
Throw "PowerShell version 3 or higher is required."
}
# Find and start the WinRM service.
Write-Verbose "Verifying WinRM service."
If (!(Get-Service "WinRM"))
{
Throw "Unable to find the WinRM service."
}
ElseIf ((Get-Service "WinRM").Status -ne "Running")
{
Write-Verbose "Starting WinRM service."
Start-Service -Name "WinRM" -ErrorAction Stop
Write-Verbose "Setting WinRM service to start automatically on boot."
Set-Service -Name "WinRM" -StartupType Automatic
}
# WinRM should be running; check that we have a PS session config.





Write-Verbose "Enabling PS Remoting without checking Network profile."
Enable-PSRemoting -SkipNetworkProfileCheck -Force -ErrorAction Stop
}
else {
Write-Verbose "Enabling PS Remoting"





Write-Verbose "PS Remoting is already enabled."
}
# Make sure there is a SSL listener.
$listeners = Get-ChildItem WSMan:\localhost\Listener
If (!($listeners | Where {$_.Keys -like "TRANSPORT=HTTPS"}))
{
# HTTPS-based endpoint does not exist.
If (Get-Command "New-SelfSignedCertificate" -ErrorAction SilentlyContinue)
{
$cert = New-SelfSignedCertificate -DnsName $SubjectName -CertStoreLocation
"Cert:\LocalMachine\My"
$thumbprint = $cert.Thumbprint




$thumbprint = New-LegacySelfSignedCert -SubjectName $SubjectName
Write-Host "(Legacy) Self-signed SSL certificate generated; thumbprint: $thumbprint"
}







Write-Verbose "Enabling SSL listener."





Write-Verbose "SSL listener is already active."
# Force a new SSL cert on Listener if the $ForceNewSSLCert
if($ForceNewSSLCert){
# Create the new cert.
If (Get-Command "New-SelfSignedCertificate" -ErrorAction SilentlyContinue)
{
$cert = New-SelfSignedCertificate -DnsName $SubjectName -CertStoreLocation
"Cert:\LocalMachine\My"
$thumbprint = $cert.Thumbprint





$thumbprint = New-LegacySelfSignedCert -SubjectName $SubjectName









Remove-WSManInstance -ResourceURI ’winrm/config/Listener’ -SelectorSet $selectorset
# Add new Listener with new SSL cert




# Check for basic authentication.
$basicAuthSetting = Get-ChildItem WSMan:\localhost\Service\Auth | Where {$_.Name -eq "Basic"}
If (($basicAuthSetting.Value) -eq $false)
{
Write-Verbose "Enabling basic auth support."




Write-Verbose "Basic auth is already enabled."
}
# Configure firewall to allow WinRM HTTPS connections.
$fwtest1 = netsh advfirewall firewall show rule name="Allow WinRM HTTPS"
$fwtest2 = netsh advfirewall firewall show rule name="Allow WinRM HTTPS" profile=any
If ($fwtest1.count -lt 5)
{
Write-Verbose "Adding firewall rule to allow WinRM HTTPS."
netsh advfirewall firewall add rule profile=any name="Allow WinRM HTTPS"
dir=in localport=5986 protocol=TCP action=allow
}
ElseIf (($fwtest1.count -ge 5) -and ($fwtest2.count -lt 5))
{
Write-Verbose "Updating firewall rule to allow WinRM HTTPS for any profile."




Write-Verbose "Firewall rule already exists to allow WinRM HTTPS."
}
# Test a remoting connection to localhost, which should work.
$httpResult = Invoke-Command -ComputerName "localhost" -ScriptBlock {$env:COMPUTERNAME}
-ErrorVariable httpError -ErrorAction SilentlyContinue
$httpsOptions = New-PSSessionOption -SkipCACheck -SkipCNCheck -SkipRevocationCheck
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$httpsResult = New-PSSession -UseSSL -ComputerName "localhost" -SessionOption $httpsOptions
-ErrorVariable httpsError -ErrorAction SilentlyContinue
If ($httpResult -and $httpsResult)
{
Write-Verbose "HTTP: Enabled | HTTPS: Enabled"
}
ElseIf ($httpsResult -and !$httpResult)
{
Write-Verbose "HTTP: Disabled | HTTPS: Enabled"
}
ElseIf ($httpResult -and !$httpsResult)
{




Throw "Unable to establish an HTTP or HTTPS remoting session."
}
Write-Verbose "PS Remoting has been successfully configured for Ansible."
A.2.2 Ansible na Linux
Soukromý klíč Ansible serveru.























-----END RSA PRIVATE KEY-----
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Obr. A.12: Inicializace SSH spojení Ansible serveru s Debian_8.
Obr. A.13: Ověření komunikace se stanicí Debian_8, modul ping.
A.3 Implementace zadání
V této části příloh budou vyobrazeny postupy při implementaci zadání z Kapitoly
3.1. Budou zde využity skupiny modulů, členěných do playbooků.
A.3.1 Instalace aplikací
V této části budou vyobrazeny informace obsažené v Kapitole 3.3.1. Uživatel bude
seznámen s možnostmi instalace aplikací pomocí nástroje Ansible.
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Obr. A.14: Informace o modulu win_chocolatey z docs.ansible.com.
Obr. A.15: Ukázka aplikací z repozitáře Chocolatey.
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Obr. A.16: Klíče specifikující instalované 64bit aplikace na stanici.
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Playbook Install-app-windows.yml pro instalaci aplikací na Windows.
- name: Install applications
hosts: windows
tasks:




































Playbook install-linux.yml pro instalaci aplikací na Debian a Ubuntu.
- name: Test Install Application
hosts: linux
tasks:
























Obr. A.17: Výpis Ansible, po instalaci aplikací.
Obr. A.18: Výpis Ansible, po opětovném spuštění instalace aplikací.
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A.3.2 Informace o stroji
Playbook facts.yml pro získání informací z Windows strojů.
[root@ansible-server playbooks]# cat facts.yml




# - debug: var=ansible_os_family
- debug: msg="Operacnim systemem je {{ ansible_os_family }}."
# - debug: var=ansible_os_name
- debug: msg="Edice systemu je {{ ansible_os_name }}."
# - debug: var=ansible_architecture
- debug: msg="oPERACNI System vyuziva {{ ansible_architecture }} architekturu."
# - debug: var=ansible_hostname
- debug: msg="Nazev stanice je {{ ansible_hostname }}."
# - debug: var=ansible_ip_addresses
- debug: msg="Stanice {{ ansible_hostname }} ma IP {{ ansible_ip_addresses }}."
# - debug: var=ansible_interfaces[0].default_gateway
- debug: msg="Stanice {{ ansible_hostname }} ma Default Gateway
{{ ansible_interfaces[0].default_gateway }}."
# - debug: var=ansible_interfaces[0].interface_name
- debug: msg="Stanice {{ ansible_hostname }} pouziva sitovou kartu
{{ ansible_interfaces[0].interface_name }}."
# - debug: var=ansible_env.PROCESSOR_ARCHITECTURE
- debug: msg="Procesor stanice {{ ansible_hostname }} pouziva architekturu
{{ ansible_env.PROCESSOR_ARCHITECTURE }}."
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Obr. A.19: Informace o stanici Windows_7_pc2, pomocí modulu debug.
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Playbook facts-linux.yml pro získání informací z Linux strojů.




# - debug: var=ansible_os_family
- debug: msg="Operacnim systemem je {{ ansible_os_family }}."
# - debug: var=ansible_distribution
- debug: msg="Distribuce systemu je {{ ansible_distribution }}."
# - debug: var=ansible_distribution
- debug: msg="Verze distribuce je {{ ansible_distribution_major_version }}."
# - debug: var=ansible_architecture
- debug: msg="oPERACNI System vyuziva {{ ansible_architecture }} architekturu."
# - debug: var=ansible_hostname
- debug: msg="Nazev stanice je {{ ansible_hostname }}."
# - debug: var=ansible_all_ipv4_addresses
- debug: msg="Stanice {{ ansible_hostname }} ma IP {{ ansible_all_ipv4_addresses }}."
# - debug: var=ansible_default_ipv4.gateway
- debug: msg="Stanice {{ ansible_hostname }} ma Default Gateway
{{ ansible_default_ipv4.gateway }}."
# - debug: var=ansible_processor
- debug: msg="Stanice {{ ansible_hostname }} vyuziva procesor {{ ansible_processor }}."
# - debug: var=ansible_kernel
- debug: msg="Stanice {{ ansible_hostname }} pouziva kernel verze {{ ansible_kernel }}."
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Obr. A.20: Informace o stanici Debian, pomocí modulu debug.
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A.3.3 Restart a vypnutí stanice
Playbook reboot-windows.yml pro restartování Windows strojů.
[root@ansible-server playbooks]# cat reboot-windows.yml
- name: Test reboot windows system
hosts: windows
tasks:
- name: Reboot system
win_reboot:
connect_timeout_sec: 45
Obr. A.21: Výpis z playbooku pro restart windows strojů.
Playbook reboot-linux.yml pro restartování Linux strojů.
[root@ansible-server playbooks]# cat reboot-linux.yml
- name: Test reboot linux system
hosts: linux
tasks:
- name: Restart machine




- name: Waiting for server to come back
local_action: wait_for host={{ inventory_hostname }} state=started delay=30 timeout=60
Obr. A.22: Výpis z playbooku pro restart linux strojů.
Playbook shutdown-windows.yml pro vypnutí Windows strojů.
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[root@ansible-server playbooks]# cat shutdown-windows.yml
- name: Test shutdown windows system
hosts: windows
tasks:
- name: Shutdown machine




Obr. A.23: Výpis z playbooku pro vypnutí windows strojů.
Po zdárném provedení příkazu bude systém do 10 sekund vypnut.
Playbook shutdown-linux.yml pro vypnutí Linux strojů.
[root@ansible-server playbooks]# cat shutdown-linux.yml
- name: Test shutdown linux system
hosts: linux
tasks:





Obr. A.24: Výpis z playbooku pro vypnutí linux strojů.
Z Obr. A.24 je jasně patrné, že bude stanice opravdu vypnuta, dle výpisu The
system is going down...
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A.3.4 Tvorba uživatelů
Obr. A.25: Skupiny používané ve Windows.
Playbook user-windows.yml pro vytvoření uživatele na Windows.
[root@ansible-server playbooks]# cat user-windows.yml
- name: Test create windows user
hosts: windows
tasks:







Obr. A.26: Výpis z playbooku pro vytvoření uživatele na Windows.
Obr. A.27: Výpis z playbooku pro vytvoření uživatele na Windows po opětovném
spuštění.
Playbook user-linux.yml pro vytvoření uživatele na Linux.
[root@ansible-server playbooks]# cat user-linux.yml
- name: Test create linux user
hosts: linux
tasks:







Obr. A.28: Výpis z playbooku pro tvorbu uživatele i s opětovným spuštěním.
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A.3.5 Vytváření složek a souborů
Playbook create-files-windows.yml pro vytvoření složky a textového souboru spolu
s jeho editací na Windows.
[root@ansible-server playbooks]# cat create-file-windows.yml
- name: Test create folder, file and edit file
hosts: windows
tasks:








- name: Write text to file
win_lineinfile:
dest: C:\TextFiles\text.txt
line: Ahoj Svete :-)
Obr. A.29: Výpis z playbooku pro vytvoření složky,souboru spolu s jeho editací na
Windows.
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Playbook create-file-linux.yml pro vytvoření složky a textového souboru spolu s
jeho editací na Linux.
[root@ansible-server playbooks]# cat create-file-linux.yml
- name: Test create folder, file and edit file
hosts: linux
tasks:








- name: Write text to file
lineinfile:
dest: /home/debian/TextFiles/text.txt
line: Ahoj Svete :-)




Playbook update-windows.yml pro aktualizaci systému Windows.
[root@ansible-server playbooks]# cat update-windows.yml







Obr. A.31: Výpis z playbooku pro aktualizaci systému Windows.
Playbook update-linux.yml pro aktualizaci systému Linux.
[root@ansible-server playbooks]# cat update-linux.yml
- name: Test system updates
hosts: linux
tasks:




Obr. A.32: Výpis z playbooku pro aktualizaci systému Linux.
A.3.7 Vagrant pomocí Ansible
Playbook play-vagrant.yml pro instalaci a konfiguraci nástroje Vagrant.
[root@ansible-server playbooks]# cat play-vagrant.yml
- name: Test win_chocolatey module
hosts: windows
tasks:




















- name: Create directory VAGRANT PROJECTS\Project 1
win_file:
path: ’C:\VAGRANT PROJECTS\Project 1’
state: directory
- name: Install Guest Additions plugin
raw: vagrant plugin install vagrant-vbguest
- name: Copy default Vagrantfile
win_copy:
src: /etc/ansible/files/files/Vagrantfile





config.vm.network "forwarded_port", guest: 80, host: 8080
config.vm.synced_folder ".", "/vagrant", type: "virtualbox"
end
Obr. A.33: Výpis z playbooku pro instalaci nástroje Vagrant.
Obr. A.34: Ověření funkčnosti nástroje Vagrant, výpisem status.
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A.4 Tvorba webové aplikace
V Kapitole 4 byly probrány základní informace pro tvorbu webové aplikace z teore-
tické části. V této části budou prakticky probrány a názorně předvedeny potřebné
nástroje spolu s jejich konfigurací. Tak jako v teoretické části, bude i praktická část
rozdělena na potřebné nástroje pro Vývoj a Provoz.
A.4.1 Vývoj
Teorie a seznámení s nástroji pro vývoj webové aplikace byly předvedeny, v násle-
dujícím textu bude probrána instalace, konfigurace a použití nástrojů jako je JDK
(Java Development Kit) 4.2.1, Maven 4.2.1 a STS (Spring Tool Suit) 4.2.1. Všechny
tyto nástroje jsou potřebné pro práci s již zmíněným frameworkem Spring Web
MVC 4.2.1.
Spring Web MVC Framework
Na Obr. 4.3 byla vyobrazena komunikační architektura Spring MVC modelu. Pro
lepší objasnění komunikace uvnitř této architektury, bude přiložena obrázková do-
kumentace.
1. Žádám o načtení stránky vut-ansible.cz/home pomocí HTTP žádosti
metodou GET.
Obr. A.35: Požadavek na stránku vut-ansible.cz/home.
2. Kde se nachází controller pro stránku /home volaný pomocí HTTP
žádosti metodou GET?
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Spring aplikace hledá v celém projektu controller, který je určen pro HTTP
dotaz metodou GET, na stránku /home. Pomocí anotace @ComponentScan
je Spring schopen nalézt odpovídající controller obsažený v projektu tak, že
projde všechny třídy, které jsou o anotované anotací @Controller. V této třídě
se pak snaží nalézt metodu, která splňuje potřebné požadavky jako adresa
/home a žádost metodou GET.
Obr. A.36: Hledání controlleru pro dotaz na stránku /home.
3. Dotaz na stránku /home pomocí metody GET zajišťuje controller
HomeController.java Obr. A.37
4. Zpřístupni data dostupná v controlleru HomeController.java.
Obr. A.37: Obsah controlleru HomeController.java
5. Zpřístupni data obsažená v metodě getHome(), která je obsažena v
controlleru HomeController.java. A.38
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Obr. A.38: Volání metody getHome().
6. Metoda vrací tyto data spolu s názvem grafické šablony home.jsp.
A.39
Obr. A.39: Data vrácená metodou getHome().
7. V HomeController.java byla obsažena tato data spolu s názvem ša-
blony home.jsp.
8. Kde se nachází šablona home.jsp?
9. Šablona se nachází v WEB-INF\jsp\. A.40
10. Zpřístupni data šablony home.jsp. A.41
11. Zde jsou data šablony home.jsp. A.42
12. Zde je stránka s grafickým vzhledem šablony home.jsp a daty z me-
tody getHome(). A.43
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Obr. A.40: Umístění šablony home.jsp.
Obr. A.41: Metoda getViewResolver() vracející data šablony home.jsp
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Obr. A.42: Obsah dat šablony home.jsp.
Obr. A.43: Odpověď od serveru na stránku vut-ansible.cz/home.
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JDK (Java Development Kit)
Kde najít a jak nainstalovat JDK bude předvedeno v několika krátkých krocích.
Instalační soubor bude stažen pro operační systém Windows 10 s 64bitovým ope-
račním systémem, ve verzi 1.8.0. Instalace je provedena pomocí grafického průvodce
a není potřeba v ní dělat nějaké zásadní změny.
Jelikož bude webová aplikace postavena na Spring frameworku, není tedy potřeba
zavádět cestu k souborům Javy do proměnné PATH, jelikož překlad zdrojových sou-
borů bude probíhat ve vývojovém prostředí STS (Spring Tool Suit). Bude však ale
muset být vytvořena proměnná JAVA_HOME, kterou standardně využívají jiné
programy napsané v Javě. V tomto případě to bude nástroj Maven, o kterém bude
pojednáno později.
Obr. A.44: Výběr Java SE JDK 1.8.0 souboru.
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Obr. A.45: Výběr instalačního souboru pro specifický systém.
Obr. A.46: Průvodce instalací JDK 1.8.0 pro Windows.
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Obr. A.47: Umístění nainstalovaných souborů JDK 1.8.0.
Obr. A.48: Vytvoření proměnné JAVA_HOME do proměnného prostředí systému.
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Apache Maven nástroj od společnosti Apache Software Foundation. Pro verzi 3.3 a
vyší je nutné mít nainstalován Java Development Kit minimálně verze 1.7, nejlépe již
1.8. Maven nevyužívá žádné .exe soubory pro instalaci, stačí pouze stažený soubor
rozbalit na disk. Nakonec musí být do systémové proměnné PATH zavedena cesta k
rozbaleným Maven souborům, aby mohly být příkazy spouštěny z příkazové řádky.
Maven pro svou práci vyžaduje zavedení systémové proměnné JAVA_HOME, která
již byla zavedena při instalaci JDK A.4.1, jak je znázorněno na Obr. A.48.
Níže bude uveden krátký grafický průvodce pro nasazení nástroje Maven pro
64bitový operační systém Windows 10. Informace jak postupovat při konfiguraci
jsou dostupné i na stránce maven.apache.org.
Obr. A.50: Stažení konfiguračního balíku Maven, pro 64bitový systém Windows 10.
Obr. A.51: Rozbalení Maven souboru do složky.
122
Obr. A.52: Nastavení cesty k Maven souborům, do systémové proměnné PATH.
V tomto textu byly představeny základní úkony potřebné pro práci s nástro-
jem Maven. Pro bližší a podrobnější informace, jak pracovat s nástrojem Maven a
frameworkem Spring přejděte na stránku [44].
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Obr. A.53: Spuštění buildu projektu pomocí mvn package.
Obr. A.54: Sestavený .war soubor se spustitelnou webovou aplikací.
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STS (Spring Tool Suit)
Vývojové prostředí postavené na základu Eclipse. Nevyžaduje zdlouhavé instalace a
konfigurace, ale postačí si s pouhým rozbalením stažených souborů na disk. Poté již
stačí spustit STS.exe a započít vývoj Spring aplikace. Na stránce [45] je dostupný
soubor ke stažení. Vytvořená aplikace je psána ve verzi 3.8.3. Níže však je k vidění
již dostupná verze 3.8.4.
Obr. A.55: Stažení balíku Spring Tool Suit.
Po rozbalení a spuštění prostředí jsou na první pohled vidět stejné rysy jako v
Eclipse.
Obr. A.56: Vývojové prostředí Spring Tool Suit.
V tuto chvíli je Spring Tool Suit připraven.
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A.4.2 Provoz
Kapitola obsahuje souhrn použitých nástrojů, potřebných pro spuštění a provoz
webové aplikace. Seznamuje s postupem instalací, konfigurací a použitých příkazů.
Vše je doplněno grafickou dokumentací.
JRE
Java-1.8.0-openjdk je instalována z Red Hat repozitáře, který je výchozím rpm repo-
zitářem pro distribuci CentOS. Ihned po nainstalování je systém schopen spouštět
aplikace psané v jazyce Java.
nohup java -jar ansible-web-app-0.12.1.war > /root/web-app/log.txt 2>&1
Aplikace ansible-web-app-0.12.1., bude spuštěna díky příkazu java s parametrem
-jar. Aby při odhlášení a odpojení serverové relace nedošlo k ukončení běhu apli-
kace signálem SIGNHUP, tak je použit příkaz nohup, který spustí webovou aplikaci
na pozadí systému. 2>& 1 směruje standardní chybový výstup do standardního
výstupu, který je ukládán do souboru log.txt. Do souboru vypisuje všechny in-
formace související se startováním springové aplikace. Průběh spouštění aplikace
pomocí tail -f /root/web-app/log.txt.
Obr. A.57: Spuštění webové aplikace na serveru.
Zdárně spuštěná aplikace vypíše hlášení Started Application in, kde za in se




zobrazující všechny naslouchající porty. Jelikož je aplikace vytvořena pomocí
Spring frameworku, ve kterém je ve výchozím nastavení používán embedded Tomcat,
tak je použit výchozí port 8080. Ve výpisu je již vidět, že systém opravdu naslouchá
na portu 8080.
Obr. A.58: Výpis naslouchajících portu v systému.
Z výpisu je dále patrné, že aplikace již naslouchá i na portech 80 a 443, které
jsou využity pro přístup z webových prohlížečů uživatelů. Nastavení a význam těchto
portů bude probrán v Kapitole 4.2.2. Následujícím příkazem je ověřeno zdárné spuš-
tění aplikace.
ps -ef | grep java
Příkaz vyfiltruje z běžících procesů právě proces java. Na Obr. A.59 je vidět
běžící proces s názvem webové aplikace.
Obr. A.59: Výpis běžícího procesu javy.
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Apache
Teoretické seznámení s webovým serverem Apache bylo probráno v Kapitole 4.2.2.
Tato část textu je věnována praktickým ukázkám jak nainstalovat, nakonfigurovat
a používat webový server Apache ve verzi 2.4.6. Bude zde předvedena komunikace
pomocí protokolu HTTP a jeho nedostatky v bezpečnosti. Bude zde demonstrováno
odposlechnutí přihlašovacích údajů uživatele, který se snaží vstoupit do webové apli-
kace.
Pro zvýšení bezpečnosti a snížení pravděpodobnosti odcizení přihlašovacích údajů
bude provedena konfigurace využívající aplikačního protokolu HTTPS. Bude zde ob-
jasněn proces při vytváření certifikátů jak self-signed, tak pro certifikační autoritu,
které jsou vyžadovány pro nasazení webových aplikací do Internetu.
V diplomové práci je použit rpm Apache určený pro oba typy architektur (32bit
a 64bit).
yum install httpd.x86_64
Po zdárné instalaci jsou v /etc/httpd/ dostupné konfigurační soubory Apache.
Hlavní konfigurační soubor je umístěn v adresáři conf a nachází se v souboru
httpd.conf.
Obr. A.60: Adresář obsahující konfigurační soubory Apache.
Nyní bude práce rozdělena na konfiguraci webových služeb pomocí HTTP a
HTTPS protokolu. Před samotnou konfigurací jednotlivých protokolů je zapotřebí






Obr. A.61: Běžící služba Apache.
• Konfigurace HTTP
Apache je ihned po instalaci a provedení základních úkonů (povolení, spuštění
služby a nastavení firewallu, Kapitola A.4.2) schopen odpovídat na požadované
dotazy. Stále však není nastaven, aby dotazy směroval do webové aplikace.
Aby byly požadavky směrovány přímo do webové aplikace umožní direktiva
ProxyPass zapsána na konec konfiguračního souboru httpd.conf v tomto znění.
ProxyPass / http://localhost:8080/ timeout=900 keepalive=On
Lomítkem za direktivou je řečeno, pokud uživatel použije v URL adrese pouze
název domény (http://vut-ansible.cz) bude požadavek přesměrován na adresu
127.0.0.1 (localhost) s portem 8080, kde naslouchá springová aplikace. Apli-
kace vrátí data určená pro URL adresu "/" zaslána metodou GET. Paramet-
rem timeout je nastaven čas při kterém Apache nesmí ukončit spojení. Pokud
je odpověď doručena uživateli ve stanoveném čase, spojení může být ukončeno.
Dalším důležitým parametrem direktivy ProxyPass je keepalive. Je využit po-
kud se nachází mezi webovým serverem a klientem firewall. Pokud se vyskytne
v TCP relaci neaktivní spojení, firewall jej ihned ukončí. Tímto vyvstane velký
problém. Pokud jsou spuštěny rozsáhlejší playbooky, tak server odpovídá s ča-
sovým zpožděním a relace je tak předčasně ukončena. Vznikne tak nežádoucí
stav, kdy je odpověď serveru ukončena chybovým hlášením. Z tohoto důvodu
je parametr nastaven na on, tím je server upozorněn, aby při možném stavu
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ukončení spojení začal zasílat zprávy KEEP_ALIVE. Firewall tak neukončí
spojení a server má dostatek času zpracovat požadavek a odpovědět. Pro obou-
směrnou komunikaci je přidán řádek s direktivou ProxyPassReverse.
ProxyPassReverse / http://localhost:8080/
Konfigurace uvnitř httpd.conf vypadá následovně.
Obr. A.62: Konfigurace ProxyPass.
Aby byla konfigurace aktuální, je nezbytné po každém editování konfiguračních
souborů restartovat službu. Před samotným restartem je doporučeno provést
kontrolu konfiguračních souborů pomocí parametru configtest.
service httpd configtest
Pokud je zobrazen výpis
Syntax OK
může být služba bez problémů restartována.
service httpd restart
Pokud je správně nakonfigurován firewall 4.2.2 a ve veřejném DNS 4.2.2 je za-
veden záznam o doméně vut-ansible.cz, tak by měla být aplikace již dostupná,
jak je vidět na Obr. A.63.
Nyní je již aplikace plně funkční a dostupná z veřejné i lokální sítě pod domé-
nou vut-ansible.cz.
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Obr. A.63: Přístup na webovou aplikaci pomocí protokolu HTTP.
Webová aplikace ale není stále dostatečně bezpečná. Pokud by se správce sítě
přihlásil do webové aplikace například z počítače který sdílí více uživatelů,
mohl by se stát terčem útoku, při kterém by mu byly odcizeny přihlašovací
údaje.
Pokud by měl útočník na pozadí spuštěn nějaký síťový analyzátor jako napří-
klad Wireshark, dokázal by z analyzovaných dat zjistit choulostivé informace,
jak je demonstrováno na následujících obrázcích Obr. A.64 a Obr. A.65.
Na Obr. A.65 jsou pak jasně patrné odcizené přihlašovací údaje. Aby bylo
možné skrýt důležité údaje před možnými útočníky, je potřeba přenášená data
šifrovat. Metoda šifrování pomocí protokolu HTTPS bude představena v ná-
sledující části textu.
• Konfigurace HTTPS
Pro zajištění bezpečnosti webové aplikace, bude využit protokol HTTPS, který
zprostředkovává šifrovanou komunikaci. Apache ve výchozím nastavení neu-
možňuje využití HTTPS, je tedy nutné doinstalovat mod_SSL, který tuto
funkci zpřístupní.
yum install mod_ssl
Následující příkaz ověří zda je modul nainstalován, Obr. A.66.
131
Obr. A.64: Odchycení HTTP protokolu s metodou GET pro doménu vut-ansible.cz.
yum info mod_ssl
V kořenovém adresáři Apache se objeví nově vytvořený konfigurační soubor
/conf.d/ssl.conf, který je určený pro správu komunikace protokolem HTTPS.
Dále je do httpd.conf souboru automaticky přidáná direktiva Include.
Include /etc/httpd/conf.d/ssl.conf
Direktiva zpřístupňuje konfiguraci ssl.conf přímo uvnitř hlavního konfigurač-
ního souboru. Uvnitř ssl.conf jsou přednastaveny všechny direktivy potřebné
k zprovoznění šifrované komunikace, jak je zobrazeno na Obr. A.67.
V základu je využit certifikát localhost.crt, který je součástí modulu. Není však
ověřený certifikační autoritou a v internetových prohlížečích nebude brán jako
validní. Certifikát je zpřístupněn direktivou
SSLCertificateFile /etc/pki/tls/certs/localhost.crt
nebyl by ale funkční, pokud by k němu neexistoval privátní klíč localhost.key.
SSLCertificateKeyFile /etc/pki/tls/private/localhost.key
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Obr. A.65: Odposlechnutí loginu a hesla pro přístup do webové aplikace.
Obr. A.66: Nainstalovaný modul ssl.
Pokud by již byla na firewallu povolena pravidla pro komunikaci na portu 443,
tak by přístup do webové aplikace vypadal následovně, Obr. A.68.
Opět bude analyzována komunikace pomocí nástroje Wireshark. Z Obr. A.69
není patrná komunikace pomocí protokolu HTTP jako na Obr. A.65 a co
je důležitější, nejsou vidět použité HTTP metody, kterými se požadují (GET)
nebo posílají (POST) data. Nemůže tedy dojít k odcizení přihlašovacích údajů,
jelikož jsou již data šifrována protokolem TLSv1.2. Bližší informace o fungování
protokolu TLS jsou dostupné na stránce [46].
Komunikace již funguje, ale stále není použit validní certifikát, který by byl
ověřen certifikační autoritou. Jak vypadá připojení pomocí validního certifi-
kátu je možné vidět na Obr. 4.8. Ověření certifikátu může být trojího typu:
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– DV (Domain Validation) – ověří se vlastník domény, na kterou se
certifikát vztahuje.
– OV (Organization Validation) – ověří se vlastník domény a z nezá-
vislých zdrojů dojde i k ověření existence společnosti, kterou je doména
využívána.
– EV (Extended Validation) – ověření jako u OV, žadatel navíc získá
zelený adresní řádek obsahující název společnosti.
Ve všech případech je nutné, aby žadatel vlastnil doménu. Proces získání do-
mény a práce s DNS záznamy bude popsán v Kapitole 4.2.2. Dále je důležité
pro kolik domén je certifikát určen a jakou certifikační autoritou bude ověřo-
ván. Stěžejním kriteriem je samozřejmě cena a nabízená garance záruky, proti
možnému zneužití certifikátu.
V diplomové práci bude výběr zúžen na ověření domény (DV) certifikační auto-
ritou SpaceSSL, kterou je nabízen certifikát SpaceSSL umožňující ověření dvou
domén pro jediný certifikát, jak je vidět na Obr. A.70. Certifikát tak zajistí do-
ménu s WWW předponou i bez ní (www.vut-ansible.cz, vut-ansible.cz).
Tento a mnoho dalších certifikátů je možné získat na stránkach www.ssls.cz
nebo www.sslmarket.cz.
Vhodný certifikát byl vybrán, nyní je potřeba vygenerovat žádost o podepsání
certifikátů tzv. soubor CSR (Certificate Signing Request). V této žádosti jsou
uloženy informace potřebné pro vystavení doménového certifikátu. Jsou jimi:
– C (Country) – země ve které se doména nachází,
– ST (State) – okres nebo stát,
– L (Location) – město,
– O (Object) – společnost využívající tuto doménu,
– OU (Organization Unit) – organizační jednotka např. IT,
– CN (Common Name) – název domény.
Nejdůležitějším parametrem je v tomto případě Common Name, určující název
domény, pro kterou bude certifikát vystaven. Ostatní položky pro DV ověření
nejsou klíčové. Příkazem níže bude vygenerován CSR soubor s žádostí vut-
ansible.cz.csr spolu se souborem obsahujícím privátní klíč vut-ansible.cz.key.
openssl req -new -newkey rsa:2048 -nodes -sha256
-out vut-ansible.cz.csr -keyout vut-ansible.cz.key
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-subj "/C=CZ/CN=www.vut-ansible.cz"
Obsah vygenerované žádosti je potřeba zkopírovat do administračního okna při
nákupu, jak demonstruje Obr. A.71. Zároveň je potřeba vybrat metodu ově-
ření, v tomto případě bude vlastnictví domény ověřeno pomocí DNS záznamu
(bude předvedeno v Kapitole A.4.2).
Po zdárném ověření domény lze z administrace portálu ssls.cz stáhnout soubor
ve kterém je obsažen certifikát Obr. A.72.
Výsledný certifikát je složen ze tří souborů.
– ServerCertificate.crt – kořenový certifikát (vygenerován CA).
– Intermediate_CA_chain.crt – soubor řetězící dodatečné informace
ke kořenovému certifikátu (vygenerován CA).
– vut-ansible.cz.key – privátní klíč kořenového certifikátu.
Soubory jsou klíčovými prvky pro správnou funkci certifikátu a je potřeba je
vložit do úložiště certifikátů Obr. A.73
/etc/pki/tls/certs/
a úložiště klíčů Obr. A.74.
/etc/pki/tls/private
Nyní potřeba zaměnit názvy souborů u direktiv SSLCertificateFile, SSLCer-
tificateChainFile a SSLCertificateKeyFile a restartovat službu httpd, aby byla
do systému načtena aktuální konfigurace.
Po restartu služby bude dostupný ověřený certifikát obsahující informace, které
byly zadány při vytváření žádosti CSR, jak je patrné na Obr. A.76.
• Konfigurace HTTP a HTTPS
Každý webový prohlížeč zasílá zadané informace protokolem HTTP, pokud
není v cestě specifikován protokol HTTPS.
https://vut-asnible.cz
Lze však docílit stavu, kdy po pouhém zadání doménového jména bude komu-
nikace přesměrována z HTTP na HTTPS. Umožňuje to mód rewrite s direk-
tivou RewriteRule.
Pro docílení tohoto stavu jsou vytvořeny dvě párové direktivy Virtualhost a
to jak v hlavním konfiguračním souboru httpd.conf pro naslouchání na portu
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80 (Obr. A.77), tak pro port 443 v souboru ssl.conf (Obr. A.78).
Pokud virtuálnímu hostiteli, naslouchajícímu na portu 80, přijde požadavek
http://vut-ansible.cz, tak má za úkol tento požadavek přesměrovat na virtuál-
ního hostitele naslouchajícího na portu 443 s doménou https://vut-ansible.cz.
Takovéto přesměrování řeší direktiva RewriteRule s těmito parametry.
RewriteRule ^(.*)$ https://vut-ansible.cz$1 [R=301,L]
Výsledek znázorňuje Obr. A.79.
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Obr. A.67: Část konfiguračního souboru ssl.conf.
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Obr. A.68: Přístup na webovou aplikaci pomocí protokolu HTTPS bez validního
certifikátu.
Obr. A.69: Přístup na webovou aplikaci pomocí protokolu HTTPS.
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Obr. A.70: DV certifikát od certifikační autority SpaceSSL.
Obr. A.71: Vložení CSR žádosti do nákupní administrace.
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Obr. A.72: Stažení .zip souboru s ověřeným certifikátem.
Obr. A.73: Úložiště certifikátů.
Obr. A.74: Úložiště klíčů.
Obr. A.75: Použití ověřeného certifikátu v souboru ssl.conf.
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Obr. A.76: Přístup na webovou aplikaci pomocí protokolu HTTPS s validním certi-
fikátem.
Obr. A.77: Virtualhost naslouchající na portu 80.
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Obr. A.78: Virtualhost naslouchající na portu 443.
Obr. A.79: Přesměrování komunikace z HTTP na HTTPS.
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Firewall a NAT
V následujícím textu budou objasněny konfigurace provedené jak na hardwarovém
firewallu (CISCO ASA), tak na softwarovém firewallu (firewalld) obsaženém na Ansi-
ble serveru. Účelem konfigurací je správné nastavení pravidel, která umožní průchod
paketům určených pro webový server. Jsou to pakety směrované na port 80 (HTTP)
a 443 (HTTPS). Současně zde bude prezentováno správné nastavení služby NAT.
• CISCO ASA 5510
Je nutné vytvořit dva síťové objekty Network Objects v záložce Firewall jak
pro port 80, tak pro port 443, využívající transportní protokol TCP, jak je
znázorněno na obrázcích Obr. A.80 a Obr. A.81.
V konfiguraci je rovnou povolena funkce NATu, která má za úkol překládat ko-
munikaci z veřejné IP adresy 91.216.179.91, na lokální IP adresu 192.168.88.30,
která je IP adresou serveru, na kterém je zprovozněn nástroj Ansible spolu s
webovou aplikací.
Obr. A.80: Povolení komunikace na portu 80 směrované na Ansible server.
• firewalld
Konfigurací v předešlém kroku je docíleno komunikace s Ansible serverem na
portu 80 a 443. I když na serveru běží Apache, který naslouchá na obou por-
tech, tak nebude komunikace stále funkční. Důvodem je systémový firewall
firewalld (součástí distribuce CentOS7), který má ve výchozím nastavení za-
kázánu veškerou komunikaci. Příkazy níže vytvoří pravidla, která povolí ko-
143
Obr. A.81: Povolení komunikace na portu 443 směrované na Ansible server.
munikaci na výše zmíněných portech. Nakonec je potřeba firewall restartovat,
aby byla nahrána aktuální konfigurace.
firewall-cmd --add-service=http --permanent
firewall-cmd --add-service=https --permanent
Nakonec je potřeba firewall restartovat, aby byla nahrána aktuální konfigurace.
service firewalld restart
Pro kontrolu si je možné vypsat povolené služby.
firewall-cmd --list-services
http ssh https
Od této chvíle bude webová aplikace dostupná z veřejné sítě.
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DNS
V textu budou objasněny informace týkající se nákupu domény a její následná
správa. Aby bylo možné záznamy editovat je nejprve nutné doménu vlastnit. Na
Internetu existuje velké množství poskytovatelů, kteří domény prodávají a zároveň
poskytují hosting. V ČR mezi ně patří například portál active24.cz, forpsi.com,
nic.cz a spousty dalších. Domény jsou rozlišovány podle úrovní, viz Obr. A.82.
• První úrovně – názvy států, oganizace (cz, de, org, com, atd.),
• Druhé úrovně – libovolné názvy domén (seznam, facebook, potraviny, atd.)
• Třetí úrovně – subdomény specikující nějakou službu (mail, eshop, ftp, atd.)
mail.vut-ansible.cz
I. úroveňII. úroveňIII. úroveň
Obr. A.82: Řazení domén podle úrovní.
Vlastníkem domény může být jakákoliv fyzická nebo právnická osoba. Doména
vut-ansible.cz, která je použita pro přístup na webovou aplikaci, byla pořízena z
portálu forpsi.com. Níže je vyobrazen postup při nákupu vlastní domény. Nejprve
je nutné zjistit zda zvolená doména není již registrována Obr. A.83.
Obr. A.83: Registrace domény vut-ansible.cz.
Pokud není doména registrována, lze jí koupit Obr. A.84. Po nákupu domény je již
možné v administraci vidět zakoupenou doménu, Obr. A.85.
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Obr. A.84: Nákup domény vut-ansible.cz.
Aplikace byla spuštěna, na firewallech byla nastavena pravidla, nezbývá než pro-
vést poslední krok a přiřadit A záznam do systému DNS. Ten umožní nasměrování
domény na webový server umístěný v lokální síti. Na Obr. A.87 jsou vidět nastavené
DNS záznamy.
A záznam určuje, na jakou IP adresu má doména směrovat. Záznam CNAME
umožňuje použití jakékoliv subdomény třetí úrovně s doménou druhé úrovně, kdy
výsledek bude vždy přesměrován na doménu vut-ansible.cz. Poslední záznam TXT,
byl využit pro ověření vlastnictví domény. Vlastnictví domény bylo ověřováno cer-
tifikační autoritou před vystavením validního certifikátu, jak bylo probráno v Kapi-
tole A.4.2.
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Obr. A.85: Administrační rozhraní forpsi.com.
Obr. A.86: Nastaveni DNS záznamů.
Obr. A.87: DNS záznamy.
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