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Abstract
The interaction of heavy-ion nuclei via the strong nuclear force can be usefully ap­
proximated by a mean-held local potential. Such potentials contain much information 
concerning nuclear structure and the relative importance and radial dependence of the 
various reaction channels involved in the interaction. Existing methods of fitting op­
tical potentials to scattering cross-sections, both model-dependent and -independent, 
have various problem s. Phenom enology based on S -m atrix  fitting followed by iterative- 
perturbative (IP ) inversion enables us to obtain fits to the cross-section with x 2/ N  ~  1. 
The calculations in this thesis represent an exploration of the viability of the IP  method 
applied to heavy-ion scattering.
There are two parts to the thesis. The first uses the IP  method to investigate the 
heavy-ion phenomenological potential, in particular 160 + 12C at E^b — 608 MeV and 
12C+12C from E\&b = 159 to 2400 MeV. The second uses the IP  method in conjunction 
. with coupled reaction channels calculations to examine the dynamic polarization po­
tentials which represent the contribution of specific reaction channels to the heavy-ion 
interaction. This is applied to the case of 160 + 62Ni near the Coulomb threshold, specif­
ically to investigate the quadrupole Coulomb D PP, and the fusion cross-section and 
spin distribution. Both parts of the thesis are therefore linked by a common thread— 
the use of the IP  inversion methodology to understand the heavy-ion interaction at low 
and intermediate energies.
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Chapter 1
Introduction
This thesis will investigate the heavy-ion interaction potential at energies close to 
the Coulomb barrier, using 5-matrix-to-potential inversion (the iterative-perturbative 
method) and coupled reaction channels calculations.
The interaction of heavy-ion nuclei is in general very complicated; however, in 
many cases such interactions can be reduced to a complex local mean-held potential
i
called the ‘optical potential’. Although it is at hrst sight surprising that the interaction 
of such composite bodies as heavy-ion nuclei via the strong nuclear force can be usefully 
approximated by a mean-held local potential, such potentials are extremely useful and 
contain much information concerning nuclear structure and the relative importance 
and radial dependence of the various reaction channels involved in the interaction.
Two of the main questions concerning the representation of heavy-ion nuclear 
interactions by local optical potentials are (i) how unique are such potentials?, and 
(ii) how accurate are they? Existing methods of htting optical potentials to scattering
cross-sections, both model-dependent and -independent, have various problems. While 
the usual methods (such as Woods-Saxon fitting, or folding model potentials) may be 
useful for investigating systematics over bombarding energy or other parameters, it 
should be asked how accurate and meaningful they are when considered in isolation for 
a given energy or over a restricted radial range. The non-linearity involved in obtaining 
a local potential from elastic scattering data means that there may exist several possible 
‘families’ of potentials, each with different physical characteristics, which all give an 
acceptably accurate fit to the scattering data. Only one of these families will be the
‘correct’ set of solutions, and to select which it is, further criteria must be applied, such
!
as consistency with accurate local potentials at nearby energies (i.e., ‘smoothness’ over
i
the energy range) and for nearby atomic masses (i.e., ‘smoothness’ over the atomic 
number range), or general physical considerations.
Phenomenology based on 5-matrix fitting followed by inversion enables us to 
obtain fits to the scattering cross-section with y f  / N  ~  1. Such an accurate model- 
independent inversion technique is potentially very powerful when applied to the case 
of heavy-ion scattering, and it is one of the main purposes of the first part of this thesis 
to investigate the radial shape (which is usually rigidly constrained by many other fit­
ting methods) and depth at certain radial ranges, of potentials which accurately fit the 
scattering data. Furthermore, the same inversion method can be applied to obtain ac­
curate local potentials which represent the contribution of particular reaction channels 
to the interaction. The radial shape and relative depths of these dynamic polariza­
tion potentials (DPP) can then be investigated, to yield information about the relative
2
importance, of such channels to the interaction and their physical characteristics.
Because of the non-linear relationship between the potentials and the scattering 
cross-section, there are ambiguity problems involved whenever elastic scattering data 
is fitted with a potential model. A methodology based on phase shift fitting followed 
by inversion is not immune to these ambiguity problems; however, because of the 
wide range of ‘starting reference potentials’ (SRPs) and possible sets of basis functions 
required by the inversion method, together with the high level of accuracy of inversion, 
our method can be used to explore the solution space to identify the different families 
of inverse potentials which fit the scattering data, and physical considerations can often 
be used to select one particular solution family as the most physically reasonable. This 
is quite difficult for a methodology such as Woods-Saxon fitting, which is ‘locked in’ to 
a particular radial form for the potential, or folding model potentials, which can only
vary the normalisation of the potential.
!
This thesis is divided into two parts. The first is devoted to using the iterative- 
perturbative inversion methodology to investigate the heavy-ion phenomenological op­
tical model at intermediate energies, in particular the cases of 160  on 12C at £jab = 608 
MeV and 12C on 12C from Ei^  = 159 to 2400 MeV. An introduction to the iterative- 
perturbative inversion method which is used throughout this thesis is contained in 
Chapter 3, Section 3.1. The first part of the thesis consists of Chapters 2 and 3.
The second part of this thesis uses coupled reaction channels calculations and the 
iterative-perturbative inversion method to examine the dynamic polarization potentials 
representing the contribution of particular reaction channels to the interaction. We
investigate especially the case of 160  on 62Ni near the Coulomb threshold. The second 
part of this thesis consists of Chapters 4 and 5. A sixth chapter, containing some 
general conclusions relating to both parts of the work, ends the thesis.
The two parts of the thesis are complementary, with the first part introducing the 
inversion methodology to be used throughout the thesis and applying that methodol­
ogy to important examples of heavy-ion scattering over a range of energies. The second 
part extends the methodology by using coupled reaction channels calculations to obtain 
5-matrices representing the contribution of particular reaction channels to the scatter­
ing. These 5-matrices can then be inverted using the iterative-perturbative method to
> . . .
obtain accurate dynamic polarization potentials representing the contribution of those 
channels to the interaction potential. The two parts are therefore linked by a com­
mon thread — the use of a highly accurate inversion methodology to understand the 
heavy-ion nucleus-nucleus interaction at low and intermediate energies.
i
4
Part I
H eavy-ion phenom enology by
inversion
5
Chapter 2 
The heavy-ion phenom enological 
optical m odel
In this chapter, I shall present a brief description of basic scattering theory, together 
with an introduction to the heavy-ion optical model.
Section 2.1 is divided into three parts: the scattering of chargeless and spinless 
particles, the scattering of charged spinless particles, and finally a few paragraphs 
presenting the inverse scattering problem.
Section 2.2 gives an introduction to the concept of the heavy-ion optical model, 
which uses a mean-field potential to represent the many-body scattering of heavy ions. 
This thesis will be devoted to an investigation of some of the properties of these heavy- 
ion mean-field potentials. Section 2.2 is in three parts, dealing in turn with the deriva­
tion of the optical model via the truncation of the scattering wavefunction and the use 
of an effective interaction, the phenomenological optical model, and the microscopic
6
optical model which is based upon the more fundamental nucleon-nucleon interaction. 
A more detailed treatment of the optical model using the Feshbach formalism will be 
given in Chapter 4.
2.1 Elastic scattering theory
I shall be concerned with elastic nuclear scattering, in which the internal energies of the 
target and projectile are unchanged by the collision. The projectile-target interaction, 
V(r), will be spherically symmetric, depending only on r, the distance between the 
centres of mass of the two nuclei. The centre-of-mass frame will be used, with an 
equation of motion for a single particle with position r moving in the potential V(r), 
with reduced mass of the system p = and centre-of-mass energy Ecm =
(mi’+ma) ^ lab> w^ere ^lab is the laboratory energy of the projectile and mi and m2 are 
the masses of the projectile and the target respectively.
The total internuclear potential is Vto t (r )  = V co u (r ) + K u c ( r ) ,  where ynuc(r) is 
the nuclear part of the total potential between the two particles and Vcou(^) is the 
Coulomb term. I first describe the direct scattering theory for chargeless (and spin- 
zero) particles, and then extend the description to deal with the Coulomb interaction 
between the nuclei, T^ he charge-free case will be presented first, since the analysis is 
simpler for potentials which go to zero faster than 1 /r for large r.
i
7
2.1.1 The scattering o f chargeless and spinless particles
To solve the ‘direct’ scattering problem (i.e., y (r) -> cr(Q)) for chargeless and spinless 
particles, we solve the Schrôdinger equation for Xmc(r), and impose the appropriate 
boundary conditions. In fact, we only need to find steady-state solutions of the time- 
independent Schrôdinger equation:
V 2V> +  - ^ { E Cm  — X iu c ( r ) ) ^  =  0 . ( 2 .1 )
Correct boundary conditions must be imposed on the solutions of Eq. 2.1. For 
elastic scattering by a central potential, the wavefunction at large distances will con­
sist of the incident plane wave plus a outgoing scattered wave with axial symmetry 
multiplied by a complex function of the polar scattering angle  0, which will depend on 
the form of the potential. That is,
çÿkr
^  ï ^ £ e ' kZ “  A n c  +  V’sc, ( 2 .2 )
where is the incident plane wave and ÿec is the scattered wave.
The wavefunction can be decomposed into ‘partial waves’, each of which has a 
definite value of I (the orbital angular momentum quantum number) associated with it. 
This allows us to separate the spherical variables in the Schodinger equation, and solve 
immediately for the non-radial variables 0 and <j> since V (r) is radial. Since the strong 
nuclear force has only a short range, only the partial waves below some maximum value
8
/max need be included, thus reducing the number of one-dimensional radial equations 
(labelled by/)  to a (usually) manageable level. For heavy ions, this maximum value of 
I is typically of the order of a few hundred.
The incident plane wave for neutral spinless particles exkz can be written as a 
superposition of spherical partial waves:
ÿinc = e,fcz = 53 **(2/ +  l)ji(kr)Pi(cos 9). (2.3)
1=0
The angular functions P/(cos 0) are Legendre polynomials, and the radial func­
tions ji(kr) are the spherical Bessel functions, which are regular at the origin and are
asymptotic solutions of the radial part of the Schrodinger equation as 14uc —> 0. The
<
spherical Bessel functions have the useful asymptotic property that
. . v sin(kr — Itt/ 2) e lir/2) — e+t(kr lir^
^  r r =  1-------------ÜTr------------- ' 4)
so that we can write
1 00
VW =  r7r £ : ' +1(2Z +  l)[e-'<tr- ,’r/2> - e + ^ - '^ J P ^ c o s S ) .  (2.5)
1=0
The first term represents an incoming and the second an outgoing spherical wave.
Scattering changes both the phase and amplitude of the outgoing waves. Any 
change in amplitude will be caused by inelastic processes and nuclear reactions talcing 
flux out of the elastic channel, thereby decreasing the amplitude of the outgoing wave.
We represent the change in the Z’th outgoing partial wave by the conlplex coefficient 
Si, called the scattering-matrix element:
1 00
r- ^  —  £  i'+1(2Z +  l)[e-<(,:r- ',r/:!) -  S,e+,'(*r- ,,r/:!>]P,(cos 9). (2.6)
These scattering-matrix, or 5-matrix, elements can be written in the form | Si |e2,$l, 
where Si is a real number. \Si\ is a measure of the absorption of the corresponding 
partial wave; a small value of \Si\ corresponds to strong absorption; |5/| is often called 
the ‘reflection coefficient’. The physical significance of Si can be seen if we substitute 
the expression for the 5-matrix elements into the /’th term of Eq. 2.6; we find that ipi 
is asymptotically proportional to:
- i - i '+1(2! +  l)[e-'(b -'" /2) -  |5,|e+'(""-'"/2+*')]f,(cos 9) (2.7)
Compared with Eq. 2.5, this has the same radial form as the corresponding partial 
wave of the incident plane wave, V’inc,/? except that the outgoing spherical wave has 
been phase shifted.
To find the scattered wave, we subtract the asymptotic equation for ÿinc from the 
one for ÿ  itself:
1 00
—> ^ r £ i ,+1(2Z + 1)(1 -  (cos9)
l K r  1=0 
ikr  1 00
=  ■ - r « ï Z (%  +  1)(5- -  l) f i(co s9). (2.8)
r 1=0
I
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Comparing Eqs. .2.2 and 2.8, we see that the complex scattering amplitude f(0) 
is related to the scattering-matrix elements Si by the expression:
1 00
m  = g-* E (%  + 1)(S -  l) f l(c œ 9). (2.9)
The elastic differential cross-section, ^ -(5 ) , is defined to be the ratio of the flux 
through a given element of solid angle dCl to the incident flux, per unit solid angle. 
Clearly,
Ijinc I =  j^W ncW inc -  VW V<=) -+ J  (2.1Ô)
I '
(since hk/fi is the speed v of the particles in the beam, jjincl corresponds to v particles 
crossing a unit area of the incident beam per second). In the same way,
iki = ^(cvv-so -  «akv o  (2.11)
Since the element of area on the surface of a sphere is r 2dfi, it follows that the probabil­
ity current passing through a given element of solid angle dfi must be (Hk/ fi)\f  (6)\2dfl.
The elastic differential cross-section for chargeless and spinless non-identical par­
ticles is then given by
f j j w  -  \ m \ \  (2.12)
while in the case of identical chargeless and spinless particles it is given by
w  = \ m + / ( *  -  0)i2. (2.13)
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It follows that ^ - (0 )  for chargeless and spin-zero non-identical particles is related 
to the 5-matrix elements by the formula:
dcr,
T V )  =  À 53(2/ +  l)(5 ; -l)P ,(co s0 ) 
1=0
(2.14)
The foregoing analysis is, however, only applicable to the case of spinless neutral 
pion or neutron scattering, which obviously does not occur in nature. To make the 
discussion physically realistic, we must therefore introduce the long-range Coulomb 
potential into the analysis.
2.1.2 The scattering of charged spinless nuclei
When there is a Coulomb interaction between the two nuclei, we can no longer use 
Eq. 2.2 for the asymptotic form of the scattering wavefunction ip. Because of the long 
range of the Coulomb potential, we must modify the asymptotic form of ip. Since 
the analytic solutions of the wave equation for two point particles interacting purely 
by means of a Coulomb potential are well known [1], it is convenient to describe the 
scattering of charged particles starting from these Coulomb-distorted waves instead 
of the plane and spherical waves of Eq. 2.2. We accordingly replace the plane wave 
ipinc in Eq. 2.2 with the wave for purely Coulomb (ie, Rutherford) scattering of point 
charges, ÿinc.Cou, which has the form (1 +. ) exp(ikz +  irj In k(r -  z)). The symbol
77 represents the Sommerfeld (or Coulomb) parameter, • If the projectile or
target were uncharged (ie, 77 -> 0), we would of course have ÿmc.Cou -> etfcz. The
12
radial part of the asymptotic scattered wave in Eq. 2.2, V’sc, is likewise replaced by the 
wavefunction ^ exp(ikr — ir) In 2kr) which has a phase shift (relative to the undisturbed 
wave ^ exp ikr) which depends logarithmically on the distance r. The presence of the 
Coulomb field also modifies the scattering amplitude f(9)  (and the corresponding Si) 
due to the purely nuclear part of the potential relative to what would be obtained in 
the absence of the Coulomb field. For example, a repulsive Coulomb barrier tends to 
shield the specifically nuclear interactions, thereby modifying the scattering for a given 
nuclear potential KucM-
The asymptotic form of the scattering wavefunction is now
2 \ g*(tr-T)ln2tr)
ZTz)) exP(lfcz +  irl ln k (r ~  Z)) +  /tot (6)------    (2.15)
— V’inCjGou "f" /t o t (^ ) V ,8c,Cou
instead of Eq. 2.2. The Coulomb-distorted waves, Vw.Cou and ipBc,Cou can still be 
interpreted as incident and scattered waves because the current density jinc calculated 
from ÿinc.Cou is directed along the positive z-axis and has magnitude hk/fir2 =  u at 
large negative values of z, and the current density calculated from s^c.Cou is directed 
radially outwards from the scattering centre and has magnitude u|/cou|2A 2 at large 
values of r.
Since the Coulomb-distorted waves now implicitly include the effect of purely 
Rutherford scattering, the / nuc(0) scattering amplitude now describes the effect on the 
scattering of any additional interactions beyond the Coulomb for point particles, as
1 + %ik(r
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well as any modification to the Rutherford scattering due to the charges of the nuclei 
being spread over a finite region of space rather than concentrated at à point. The 
total scattering amplitude can therefore be written as the sum of two terms:
/tot(0 ) =  /co„(0 ) +  /„u=(S), (2.16)
where /cou(^) is the well-known Rutherford scattering amplitude:
/o„u(flj =  ~  2ks'mi (0/2) exP (~ 'r? ln(sin2(fl/2 )) +  2io-0), (2.17)
I
and |/cou(0)|2 is the Rutherford cross-section [1].
The partial wave expansion is still valid, and the expansion of the scattering 
wavefunction for pure Rutherford scattering is:
4> = Ë * '(2 i +  l)^"'F,(fcr)P,(cos Ô). (2.18)
f=0
The Coulomb functions Fi(kr) have the following asymptotic behaviour as r  —>• oo:
Fi(fcr) s i n i k r - l n ^ - n ^ k r  + a,) (2.19)
ç —i(k r—lir/2—T)ln2kr+<ri)   e »(A:r—/ir/2—rjln2Ar+o-j)
1 2fa- ’
where ai is called the Coulomb phase shift because the /’th part of the scattering wave
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if) for pure Coulomb scattering has the asymptotic form
sin(tr — / t t /2  — 77 In 2kr +  ai) 
kr
which is just like the phase-shifted scattering wave of Eq. 2.7 for purely nuclear scatter­
ing except for the additional logarithmic term. The Coulomb phase shifts are defined 
by the equation e2x<Tl = r ( l  + I + î7/ ) / r ( l  + I — 177). We can therefore write ÿ  as
1 00
7/;  » y  7z + 1 ( 2 /  +  l ) ( e - i ( * r - W 2 - * l l n 2 f c r )  _  ^ i a ^ k r - l ^ - ^ k r U p  ^  m  ( 2 . 2 l )
r->oo 2kr “  / \ / \ /
Eq. 2.21 is the direct analogue, for scattering by a pure Coulomb potential, of Eq. 2.6 
for a pure nuclear potential.
The /’th partial wave of the Coulomb-distorted ip Can still be thought of as an
i
incoming wave superposed on a modified outgoing wave, Ii — 5/0;, but the incoming 
and outgoing waves are now Coulomb wavefunctions, ^exp(=bi(fcr — / t t /2  — 77 in 2 ^7^ ,  
rather than the simpler spherical waves 1 exp(±i(A:r — / t t / 2)) derived from the Bessel 
function in Eq. 2.4.
When the total potential Vtot(0  contains both a long-range Coulomb term VcouM 
and a short-range nuclear term KucM? then the asymptotic behaviour of ip must be 
compared with that of the Coulomb functions F/ rather than the spherical BesselI
functions ji in order to obtain the phase shifts Si. These phase shifts are the additional 
phase shifts due to the specifically nuclear potential Kuc(r) and the difference between 
the Coulomb potential due to nuclear charges of finite size and that due to point
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charges.
Since e2,^ ,+5^ — 1 =  (e2l<Tl — 1) + e2t(Tl (e2tSl — 1) (where Si may now be complex to 
allow for absorption), the total scattering amplitude can be separated into two terms:
1 OO 1 oo
/tot =  ^ £ ( 2 ^  +  l)(e2,<7t — l)fl(costf) + 2^ 5 3 (2 / +  I je ^ ^ e 2*5' — l)P/(cos0). (2.22)
The first of these terms can be identified with /cou(^ )5 the scattering amplitude for 
pure Rutherford scattering given in Eq. 2.17, and the second term,
1 00
fnicW = ô t E W  + l)e2- ‘(S, -  l)fi(cos*),
Zl/C 1=0
is the expansion of /nuc(^) for charged particles corresponding to Eq. 2.9 for neutral* 
particles.
The Coulomb effects show themselves explicitly not only through the fcou(^) term 
in the total scattering amplitude, but also through the appearance of the Coulomb 
phase shifts in the amplitude / nuc(0) in Eq. 2.23. This presence of the Coulomb phase
shifts in the expression for f nUc(Q) is very significant. It means that ‘switching off’ the
1
Coulomb potential does not simply eliminate /couW from the expression for / tot(0); 
it also modifies / nuc(0)- Furthermore, the phase shifts Si themselves are also modified 
by the presence of the Coulomb field compared to what they would have been if the 
particles were uncharged. This has important implications concerning the additivity 
of phase shifts. If we consider the phase shifts describing the scattering from two
16
potentials V  and U when these potentials ant singly or together, we find that
S,(V + U) = Sf'iV) + S,(U) + S,(V) +  S,([/), (2.24)
where Si(V +  U) is the phase shift due to potentials V  and U acting together, Si(V) is 
that due to V  alone (and likewise with Si(U)), and SY(V) is the phase shift due to the 
potential V  acting in the presence of the potential U.
The same conclusion is still valid even if U is a long-range Coulomb potential, 
so that the phase shift Sy(V) is the additional phase shift due to scattering from a 
short-range nuclear potential V  (plus a correction to the Coulomb potential due to the 
charges being of finite size) in the presence of a point Coulomb potential.
The differential cross-section for scattering from the potential KotM is simply ■
d<7cl //iX , r //,\ , r z/i\ |2
dn (0 ) = l /c e u W  +  ZnueW r
1 00
fcou(0) +  XTT E ( 2/ + i K 'X ü  -  l)fi(cOS 0) 
ZlK! 1=0
2
(2.25)
The two amplitudes fcou(0) and / nuc(5) interfere.
The Rutherford amplitude f cOu{0) (Eq. 2.17) is inversely proportional to the 
bombarding energy E] it therefore becomes less important as the bombarding energy 
increases, so that the ‘nuclear’ amplitude f nxic(0) begins to dominate the scattering. 
However, as Eq. 2.17 shows, f c Ou{0) diverges for # =  0, so that it is never negligible at 
the smallest angles. This divergence IS due to  the long-range of the Coulom b field —
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even particles at arbitrarily large values of r will be deflected to some extent.
Since we are concerned with the elastic scattering of heavy ions, the semi-classical 
approximation will usually be a good one. This allows us to define a semi-classical 
deflection function, which will be given by the simple expression
0 / — 2 —(d-/ + £/), (2.26)
where <7/ is the Coulomb phase shift and 8i is the nuclear phase shift for the / ’th partial 
wave. Since the Coulomb phase shifts are known analytically, the deflection function 
is just
0/ — 2 arc tan y + 2—J/. (2.27)
2.1.3 The inverse scattering problem
We can solve the direct scattering problem for elastic scattering from a central potential 
y (r) by solving the Schrodinger equation with appropriate boundary conditions to 
obtain the 5-matrix elements (or, equivalently, the nuclear phase shifts), and using 
Eq. 2.25 to calculate the elastic differential cross-section (which is the quantity actually 
observed in a scattering experiment). This procedure can be represented schematically 
as follows:
y ( r ) ->• 5 - > ( 2 . 2 8 )
However, given the fact that it is the quantity ^  which is observed experimen­
tally, it is interesting to ask if we can solve the inverse scattering problem; that is,
can we reverse the direction of the arrows in the above scheme? It should be noted 
that this presents two inverse problems which can be considered separately— ^ ^ t o - 5  
inversion and 5-to-y  (r) inversion. The first part of this thesis will involve both inverse 
problems, while the second part will be concerned with only the second, along with 
coupled reaction channels calculations.
It is, in fact, possible to solve the inverse problem, but at the cost of introducing 
ambiguities into the calculation, especially when obtaining 5 -matrix elements that 
yield a given ^ L. It turns out that many quite different sets of 5-matrix elements 
Eire capable of yielding the same differential cross-section [2]. This is the problem of 
phase shift ambiguity, and it is one of the factors which make inverse scattering more 
difficult than direct scattering. Having said this, however, it is actually possible to; 
eliminate many of the inherent ambiguities in fitting phase shifts to scattering data by - 
imposing a priori conditions on the behaviour of the 5-matrix elements; for example, 
by insisting on continuity and smoothness as a function of / or E. This is especially 
useful for heavy ion scattering, where many hundreds of partial waves may participate 
in the scattering.
The ambiguities involved in 5-matrix to potential inversion are somewhat dif­
ferent to those involved in cross-section to 5-matrix inversion. It turns out that, in 
nuclear scattering, the .internuclear potential is very often a non-local and /-dependent 
one. The ambiguities involved in solving the inverse scattering problem for non-local 
and /-dependent potentials are very great, since there is far too much freedom to choose 
parametrized forms. However, for every non-local and /-dependent potential there ex-
ists an ‘equivalent’ local and /-independent potential — ‘equivalent’ in the sense that it 
reproduces the observed differential cross-section just as well as the ‘true’ non-local and 
/-dependent potential. Specifically, S-matrix-to-potential inversion is always possible 
in principle.
2.2 The heavy-ion optical model
It is not a priori obvious that the many-body problem of heavy-ion scattering can be 
described adequately using only the simple model of two particles interacting via a 
smooth potential which behaves in a regular way with energy. The optical model is 
a mean-held approach to the problem of nuclear scattering, and our aim is to find a 
potential which describes smooth variations of the elastic scattering cross-section as a 
function of the bombarding energy and target nucleon number, E  and A.
In the following three subsections, we shall (i) give a derivation of the opti­
cal model potential using the Feshbach formalism of projection operators, (ii) de­
scribe some semi-empirical phenomenological forms of the optical model potential, 
and (iii) describe some of the microscopic optical potentials, which are based upon the 
more fundamental nucleori-nucleon interactions.
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2.2.1 Truncation o f the wavefunction—  
the effective interaction
We wish to solve the time-independent Schrodinger equation for a given Hamiltonian:
(E -  H)V = 0 . (2.29)
Since we are interested in solving the equation for only a few channels, it is sensible 
to introduce a projection operator which projects the total wavefunction #  onto a 
subspace containing only those particular channels in which we are interested. In 
what follows, we shall be even more restrictive and assume that we wish to find only 
the elastic part of the wavefunction. Following the Feshbach formalism [3, 4, 5], we 
therefore define a projection operator P such that P #  = Xo$o, where Xo$o is that part 
of the total wavefunction for which the scattering system is in its ground state (xo is 
the radial part of the wavefunction, and 4>o the product of the ground states of both 
nuclei). The appropriate form for P  in this case is P  = | $ 0 > <  $o|- A complementary 
projection operator Q can be defined such that Q = 1 — P, so that P #  +  Q# = #. 
It can easily be seen that P 2W = P # , Q2^ f =  Q # and PQty =  QPty — 0. What 
we have done is to introduce a model wavefunction #modei =  P #  by truncating the 
total wavefunction #  to a few basis states (in this case only the ground states of both 
nuclei). The truncation can be compensated for by replacing the original Hamiltonian 
with an effective one.
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The Schrodinger equation can be trivially rewritten as
(E -  H)(PV  +  Q*) =  0. (2.30)
By applying the projection operators P 01 Q from the left, and using the properties of
P  and Q described above, we can obtain a pair of coupled equations relating and
(?*:
{E-PHP)P<a  =  (PHQ)Q'S (2.31)
(E -  QHQ)Q<St = (QHP)P't.
We can eliminate QW from the first equation by formally expressing it as:
E M - Q H Q {QHPÎP *- (2"32).
The algebraic manipulation must be treated with caution, however, since (#(+) — 
QHQ)-1 is an integral operator rather than a number. To avoid divergence, and to 
guarantee that the solution is an outgoing wave when QW includes one or more open 
channels, an infinitesimal imaginary quantity ie is added to the energy E, so that 
£(+) =  £  +  ie. The operator ( E ^  — QHQ)-1 implicitly contains multiple scattering 
in the subspace to all orders.
The Schrodinger equation for P #  can therefore be written in the form
(E -  H ) P V  =  0, (2 .33)
where the effective Hamiltonian % has the form
H =  P H P  +  P H Q e W ^ q h q QHP.  (2.34)
The notation can be abbreviated if we let P #  = Qty = ^ q 1 Q H P  = H q p  etc., so 
that
H =  HPP +  HpQë {+) 1_  Hq q HQp - (2.35)
The physical interpretation of the effective Hamiltonian is quite straightforward. Read­
ing it from right to left (since these are operators), H q p  represents an excitation of the 
system from the P $  subspace into the QvP subspace, the propagator (.#(+) — H q q ) ~ 1 ' 
represents the multiple interactions in the Q # subspace to all orders, and Hpq  repre­
sents the de-excitation of the system back into the P #  subspace to contribute to the 
elastic scattering. The Hpp  term simply represents the interaction which would be 
expected if the P #  subspace were equal to the total wavefunction.
The Schrodinger equation is therefore
 { £  ™ H p p  -  H p q e w - h q q Hqp}  * p  =  °- (2 -36l
If we multiply the equation from the left by < $o| and integrate over the internal coor-
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dînâtes, we obtain an equation for the relative motion part of the elastic wavefunction, 
Xo:
j t f - < $o|ff|$o > -  < *o\HQE(+) _^ h ^ QH\$0 > |X o  =  o. (2.37)
Solving this equation, with the effective interaction, gives us the optical model elastic 
wavefunction.
If we choose the zero point of our energy scale to be the ground state energy of 
the system (as is the usual practice), then we can write Eq. 2.37 as
|.E  — Tq— < $o|Vj$o > — < £(+) _  j j— QV\$q > |  Xo =  0, (2.38)
where V  is the interaction potential, E  is the centre-of-mass energy and To is the kinetic, 
energy.
Eq. 2.37 can be written in the abbreviated form
(E — T0 — V)xo — 0, (2.39)
where the equivalent potential V(r) is just
v  = < !$ 0|V'|$o > +  < $ o |y Q g(+) * Q y|$o > . (2.40)
If we let Vq = <  $ 0 |V|$o > and
AV(E)  = <  >,
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(2.41)
then we can write the Schrodinger equation in a concise form:
[E — Tq — Vq — A V  (E))xo — 0 , (2.42)
where A V(E)  is an energy dependent complex-valued correction to Vq which takes 
account of the contributions to the elastic scattering amplitude from virtual (Re AV) 
and actual (Im AV) excitations into the omitted channels in the Q # subspace. It 
is often called the ‘dynamic polarization potential’ (DPP). The energy dependence 
of AV(E)  is due to the fact that the probability of transitions into and out of the 
eliminated Q channels will depend on the bombarding energy of the projectile; as the 
energy increases above the Coulomb threshold, for example, more channels become 
open to the system. Above the inelastic threshold the optical potential is complex, so 
that the loss of flux from the incident channel into the Q channels is represented by 
the absorptive imaginary potential.
The effective interaction V is in general non-local] that is, the potential acting at 
one point of space depends on the value of the wavefunction elsewhere. Physically, this 
means that the scattering system is excited into one of the omitted Q channels by an 
interaction at the point rz in configuration space may undergo a second interaction at 
the point r  which causes it to reappear in the Pty subspace. In practice, the non-local 
optical potential is usually approximated by a local potential, which will now have 
an additional energy dependence due to the non-locality of the ‘underlying’ optical 
potential. The reason for this additional energy dependence is that the non-locality in
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space can be represented by a momentum dependence of the potential, since position 
and momentum are conjugate variables. Furthermore, the ‘bare’ interaction V  npay 
itself be non-local due to exchange processes, in which case the term Hpp will also 
be non-local. It follows that there are two kinds of energy dependence in the local 
equivalent to the effective interaction V — the first due to the non-locality of V, which 
is known as ‘spurious energy dependence’ since it is not caused by any dynamic effect, 
and the second being due to the explicit energy dependence of the effective Hamiltonian, 
which is known as ‘intrinsic energy dependence’. The distinction between the two forms 
of energy dependence is sometimes crucial in the interpretation of data, as will be seen 
in Subsection 5.2 of Chapter 5 of this thesis. Further details concerning the general 
properties of the effective Hamiltonian will be given in Chapter 4.
Writing the Schrodinger equation in the form of Eq. 2.37 may appear to be ' 
fruitless, since the complications of the scattering problem have simply been shifted 
from the wavefunction (which has been truncated to include only a few basis states) 
onto the Hamiltonian. However, the form of Eq. 2.37 allows us to apply a second 
simplification to the problem, by constructing a simple model [7opt for V. The necessary 
but not sufficient criterion such a model must fulfil to be successful is that it reproduce 
the observed scattering data. This means that the wavefunction corresponding to the 
use of [/0pt (wo? say) must be asymptotically the same as the wavefunction corresponding 
to V (which is xo)- In other words, uq and xo must be phase equivalent, or give the same 
5-matrix elements. It is important to remember that tto and xo may be very different 
in the region of interaction even though they are asymptotically equivalent at large
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r. Furthermore, there could well be ambiguities between the 5-matrix elements and 
the cross-section so that more than one C/opt could reproduce the same scattering data 
equally well within the error bars, but be very different in the region of interaction. 
We shall see examples of this in Chapter 3.
2.2.2 The phenom enological optical m odel
The fact that the strong nuclear force between nucleons has a short range means 
that the shape of the optical model potential should approximately follow the nucleon 
distribution. The simplest somewhat realistic form of the nucleon distribution is a 
two-parameter Fermi form,
f i r ,  Ro,a) 1 +  e x p { (r  _  (2 -43)
where Rq =  roA1/3. When such a factor is used in the optical model, it is called a 
Woods-Saxon form factor. It constitutes the volume term of the optical potential, so 
called because it follows the volume distribution of the nucleons. This volume term is 
complex in general:
Z/voi(r) =  -{V b/(r, Ry, av) + iWQf(r,  o^)}. (2.44)
The usual phenomenological approach to the optical potential takes the param­
eters of the potential (as defined within a Woods Saxon model, for example) as free 
parameters to be determined from experimental scattering data. This involves the
assumption that the radial dependence of the potential follows the form of the Fermi 
distribution of the nucleons, so that this is often referred to as model-dependent opti­
cal model fitting. The two-step procedure, in which an 5-matrix is fitted to the data 
followed by iterative-perturbative 5-matrix-to-potential optical model fitting, is used 
in the first part of this thesis. This is a model-independent method which makes no a 
priori assumptions regarding the radial form of the optical potential, although similar 
assumptions may or may not be incorporated into the <7 (0 )-to-5 -matrix fitting. Other 
model-independent methods are also possible, such as direct spline fitting or the TELP.
As well as having a volume term, the absorptive imaginary potential may also 
have a surface term. The existence of an absorptive volume term is physically un­
derstandable in terms of the propagation of the projectile through the near-uniform 
nuclear matter of the interior of the target resulting in excitations out of the elastic 
channel, so that volume absorption is to be expected for all scattering systems. The 
surface absorption is due to the excitation of collective surface modes of vibration, 
together with possible nucleon transfer reactions or projectile breakup during periph­
eral collisions. The enhanced surface absorption brought about by these reactions can 
sometimes be represented by a volume absorption which extends to larger radii than 
the real volume term (i.e., > Ry); alternatively, an actual peaking of the absorption
at the surface can be represented by the surface term of the imaginary optical potential:
, ) .  • (»»>
28
This has a extremal value of —Wd at r = Rd (hence the factor of 4 in the definition) 
and a FWHM of A xd = 3.525.
Although both the volume and surface absorption terms are expected to exist for 
theoretical reasons, it is often the case that only one of these terms is actually used in 
a phenomenological analysis. This is because including both terms would result in a 
larger number of parameters in the optical model than could be determined from the 
scattering data. For this reason, if both terms are used, it is frequently assumed that 
Rd — Rw and od = Uy,.
Some scattering data have been found to require a more general form of optical 
potential volume term, especially for the real part. These data are often fitted satis-
i
factorily by using a low power of the Woods-Saxon form factor /( r ,  Ry^,  aVfW) instead 
of / ( r ,  RyiW, aVfW) itself:
V(r) = -Vo[f(r ,Rv,av)],/. (2.46)
The particular case i/ = 2 is commonly used, and is referred to as a Woods-Saxon- 
squared potential. Any such potential with z/ ^  1 loses the skew symmetry about 
r = Ry displayed when z/ =  1 .
The Woods-Saxon volume terms were first developed for nucleon scattering, and 
it is not obvious that these forms would remain valid for heavy ion scattering. How­
ever, the scattering of composite particles is characterised by strong absorption, which 
leaves the scattering sensitive only to the region of the real potential around the strong 
absorption radius. In such circumstances, the simple Woods-Saxon forms may still be
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used, although their validity for raxlii less than the strong absorption radius is dubious.
When one or both of the nuclei possess an intrinsic spin, the optical potential 
has a spin dependence. This means that the result of the scattering depends upon the 
relative orientation of the projectile spin before and after the collision.
For charged particle scattering, a Coulomb term must be included. It is usual to 
assume that the target nucleus can be approximated as a uniformly charged sphere, so 
that
(/cou(r) = A tteq. 2RC 3 ~ k
(2.47)
for r < Rc and
Ucou(r) = A'KEq.
ZpZtG*
for r > Rc, where Rc is the Coulomb radius:
(2.48)
Rr
[5 2
.3 < >c
1 /2
(2.49)
If both nuclei are heavy ions, then the Coulomb radius is the sum of the Coulomb radii 
of each nucleus:
Rc ~  Rc,t + Rc,P- (2.50)
The Coulomb radius is therefore often taken to be Rc = 1.3{Ayy +  Aj/3} fm (using 
the heavy ion convention).
The complete phenomenological optical model potential is then the sum of com-
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plex volume, surface, spin-orbit and Coulomb terms:
{7oPt(r, 1, <7) = [/voi(r) + UBX1T(r) +  Z78.0.(r, 1, a) +  C/bou(r). (2.51)
The total number of adjustable parameters is 12 if we take Rc to be fixed and the 
geometry of the real and imaginary parts to be identical. Relaxing the assumption of 
identical geometry gives 20 adjustable parameters. If the surface and spin-orbit terms 
are sometimes omitted and identical geometry is assumed, the number of parameters 
can be reduced to six. In a typical elastic scattering experiment, the angular distri­
bution of the differential scattering cross-section, as well as the analysing power if the 
scattering is spin-dependent, are observed and the free parameters of the optical model 
are adjusted until a best fit to the data is obtained. By means of such optical model 
fitting, a large amount of information has been gathered about the phenomenological 
optical potential.
There are several problems with the phenomenological approach, aside from the 
fact that the potential cannot be directly linked with the more fundamental nucleon- 
nucleon interactions within the heavy ions. These problems include the fact that (i) al­
though there exist phenomenological potentials for proton scattering over a wide range 
of energies and targetSj this knowledge has not yet been comprehensively extended 
to other projectiles, especially heavy ions. It is difficult to extrapolate the potentials 
to energies where scattering data are sparse because of the phenomenological nature 
of the potentials (i.e., they are not derived from an underlying microscopic theory);
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(ii) the functional forms of the radial dependence of the potentials (e.g., Woods-Saxon 
Volume and surface terms) become increasingly inadequate as the bombarding energy 
is increased; and (iii) as mentioned in Section 2 .1 , there is an ambiguity problem in 
relating the potential to the cross-section. This means that the parametrization of the 
potential is not unique, so that very different values of the parameters can give equally 
good fits to the scattering data. The model-independent approach described below 
goes some way to ameliorating this problem by obtaining as accurate fits to the data 
as possible (i.e., much lower x 2/ N  than is typical of Woods-Saxon fits), so that any 
ambiguity is inherent rather than due to the poor quality of fit. However, the ambiguity 
cannot be eliminated entirely, and several different ways of characterizing the potential 
can give equally good fits to the cross-section data. This ambiguity problem is tied 
up with the fact that the parameters of the Woods-Saxon model are interdependent 
in a complicated way, so that there are many sets of values which provide an equally 
good fit to the scattering data. This problem is especially acute in the case of heavy 
ion scattering: the strong absorption leads to the scattering being insensitive to the 
potential except at the region near the strong absorption radius, and many different 
sets of values of the parameters can give the same potential in this region.
2*2*3 The microscopic optical m odel
The ‘microscopic’ optical model is an attempt to obtain a one-body potential from 
the individual nucleon-nucleon forces within the scattering ions. It is more ‘fundamen­
tal’ than the purely phenomenological potentials so far discussed, although there still
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remains a strong element of phenomenology in the use of a normalisation parameter 
for the real potential and a phenomenological form for the absorptive potential. This 
is particularly dubious, since the DPPs for such things as nucleon transfer or inelas­
tic Scattering are surface terms and therefore cannot be incorporated into the bare 
potential without changing its geometry rather than just its normalisation.
The most commonly used microscopic optical potential is the ‘folding model’ 
potential. The basic idea is that the local interaction between individual nucleons 
u(ri2) is ‘folded in’ with the density distributions of the nuclei pA(ri) and pa(r2) in a 
double integral:
Uf (t) = J  f  ^ ( r i ) p o ( r2)u(ri2)d rid r2. (2.52)
where r i2 == |r +  r 2 — ri|. This is usually called the double-folding model because it is- 
a double integration over two density distributions. The single-folding model is used if 
the projectile a is a single nucleon, so that pa =  Æ(r2). This reduces the integration to 
the single-folded form
U f { * )  =  J  pA(ri)v(|ra — ri|)d ri. (2.53)
The single-folding form could also be used if we assume that the interaction between
individual nucleons and the projectile a is known, and that interaction v was folded in
over the density distribution of the target A. This has often been done for alpha particle 
scattering; however, for heavy ion scattering, the double-folding model is almost always
- —» i ■ — s^^ tl. — _. — . — — . - ~ —
The actual calculation of the folding model integral is easiest if carried out in
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momentum space. The integration then reduces to a product of three Fourier trans­
forms (of the density distributions and the nucleon-nucleon interaction), while if the 
single-folding model is being used, it is a product of only two Fourier transforms.
It turns out that for most forms of p, and v used in practice, the folding potential 
is sensitive mainly to the low momentum Fourier components of p, and v. It follows 
that the characteristics of these component functions most relevant to physics are 
overall quantities such as their volume integrals and mean square radii rather than 
their detailed shape at larger momentum values.
If one or both of the density distributions are nonspherical, Up will also be non- 
spherical. In this chapter we will restrict ourselves to spherical densities. The nucleon- 
nucleon interaction v is often assumed to be real rather than complex; this means that 
the imaginary potential must be treated phenomenologically. This is usually done by- 
assuming a Woods-Saxon or Woods-Saxon-squared form for the absorptive potential.
It is important to. note that a folded potential does not have the Woods-Saxon 
radial form. In fact, it often has a radial shape which is closer to that of the Woods- 
Saxon form raised to some power v with v ~  2. In cases where the scattering is 
sensitive to the shape of the potential over a wide radial range, it is often found that 
the folded shapes, or those close to it, give better fits to the data than the unmodified 
Woods-Saxon.
An important characteristic of the folded potential is that it has a more diffuse 
surface than would be obtained by simply folding the two densities alone, due to the 
finite range of v. This means that even in the presence of strong absorption, where the
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scattering is only sensitive to the folded potential in the region of the strong absorption 
radius, the effect of the finite range of v on the folding integrals allows the scattering to 
probe thé nuclear densities at smaller radii than it probes the potential. The outcome of 
this is that an accurate knowledge of the folded potential even in the tail of the potential 
at the strong absorption radius requires knowledge of the density distribution down to 
relatively low radial values.
Two important quantities associated with the folded potential are the volume in­
tegral per nucleon pair Jp and the root mean square radius < r 2 > ]/2. These quantities 
are defined as:
Jp =  -7—7- [  Up(r)r2dr . (2.54)
A i  A 2 J
and
< r 2 >1p 2= {J  Up(r)r4dr/ J  Up(r)r2d r y l 2. (2 .5 5 )
Similar quantities Can be defined for the components of the folding integral. However, 
in my own work presented in this thesis, these quantities will not be used as extensively 
as they would be in Woods-Saxon or folding-model phenomenology. The reason for this 
is that obtaining an accurate fit to the data (so that %2/7V ~  1) in heavy-ion cases 
often leads to the presence of slight oscillations in the potential at large radial values. 
Since the volume integral and the  m ean square radius contain high powers of r in their 
integrands, it follows that their numerical values will be influenced strongly by the
.presence of these oscillations in the potential tail. This makes it almost impossible to
obtain systematic values of the volume integral and the mean square radius which are
consistent over a range of bombarding energy and target mass number.
Â review of the application of the folding model to heavy ion scattering has been 
given by Satchler and Love [8].
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Chapter 3 
H eavy-ion elastic-scattering  
phenom enology by inversion
\
In this chapter, I present a new optical model fitting method. Section 3.1.1 intro­
duces the rationale behind our method of optical model fitting, and Section 3 .1.2  
presents the method of ‘two-step phenomenology’ which we used to obtain local optical 
model potentials from elastic cross-section data. A brief comparison is made between 
the iterative-perturbative (IP) 5-matrix-to-potential inversion method and alternative 
methods. Section 3.1.3 provides a detailed description of the mathematical basis of the 
IP inversion method, together with the assumptions and approximations underlying 
it. Section 3.2 presents the results of investigations of 160 + 12C elastic scattering at 
Êiab =  608 MeV, and Section 3.3 presents results for 12C +12C from Eiah =  159 to 2400 
" MeV. ' - ...................
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3.1 The m ethod of ‘two-step phenom enology’ for 
the heavy-ion optical model
3.1.1 Introduction
The ongoing important rôle of phenomenology in nuclear physics is due to the fact that 
there axe several distinct nuclear models employed in the study of the atomic nucleus 
(e.g., the optical model, the shell model, etc.), each with its own restricted domain of 
validity. Furthermore, the nucleus-nucleus interaction is a many-body problem which 
cannot be solved exactly. Since we cannot hope to formulate a fundamental theory 
directly from the experimental data, the several nuclear models serve as intermediate 
phenomenological theories between the raw data and fundamental theory.
The iterative-perturbative inversion method of doing S(l) to V'(r) inversion can 
be incorporated in a procedure for getting precise fits to elastic scattering data. This 
allows us to reduce such data to local potentials which contain the full information 
content of the scattering data. The IP method readily produces potentials which 
uniquely reproduce S(l) down to I corresponding to radii much lower than those which 
are of significance in the light of current experimental data, thus enabling us to produce 
extremely accurate phenomenological local potentials.
In many circumstances, a critical test for a theoretical analysis is to reduce it by 
inversion to a local potential which can then be compared with phenomenological local 
potentials. For these purposes phenomenology is useful if and only if either x 2/ N  ~  1 is
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achieved, or one can conclude from the analysis that systematic errors in the scattering 
data make xV-W ~  1 impossible with physically reasonable models (see Section 3.3). 
In this thesis we present a method that not only enables us to fit data which had not 
previously been fitted to the precision we achieve, but which motivates experiments of 
greater precision and angular range by showing how the information contained in such 
data can be extracted in the theoretically useful form of a potential.
I have used this method to investigate the heavy ion cases 160 + 12C at 608 MeV, 
and 12C +12C from 159 to 2400 MeV, the results of which are presented in Sections 3 .2  
and 3.3.,
3.1.2 Two-stage phenom enology
Most methods of cr(0)-to-V(r) inversion involve direct (‘one-stage’) optical model search­
ing using a parametrized form of the potential. However, this method fails in many 
cases (i.e., x 2 per data point is very much greater than unity), probably because the 
parametrized form of the potential is too restrictive, since it imposes certain preju­
dices upon the potential which may or may not be valid. In this chapter, I shall be 
concerned instead with the application of a two stage inversion procedure which has 
been advocated by various authors [6 , 7] and carried out with varying degrees of suc­
cess [9, 10, 11]. I shall apply this procedure to the case of heavy ion elastic scattering. 
The two stages are as follows:
1. Find S'-matrix elements which give elastic-scattering differential cross-sections 
which fit experimentally obtained data. This is also done in two steps:
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(a) Express the 5-matrix as a continuous function of I with a smooth parametrized 
form which gives an optimal fit to the data for that parametrization. In 
all the cases investigated here, we have used the McIntyre-Wang-Becker 
(MWB) [12] parametrization, and used a search code [13] to optimise the 
parameters of this continuous function 5(/).
(b) Add a correction, which in our case is expanded in spline functions of /, to 
the 5-matrix in order to obtain an optimal fit to the experimental data. We 
refer to these as ‘spline-improved 5-matrices’ (SIM) or ‘parameter-improved 
phase shifts’ (PIPS).
2. The second stage involves inverting the spline-improved 5-matrices to obtain the 
corresponding local potentials V(r).
This two stage procedure has been made feasible by the emergence of practical 
methods [2, 14, 15, 16, 17] of 5(/)-to-V(r) inversion.
Of the above references, the closest to this work is that of Allen et al. [18] who 
invert from 5(/) of MWB form with parameters previously fitted to the data by Mermaz 
et al. [19, 20]. Our own method differs in two main respects:
1. Our inversion method is not based upon the semi-classical WKB approximation. 
This means that we can do accurate inversions even at lower energies, where 
the WKB approximation is no longer valid. Furthermore, we are not limited to 
smooth functions 5(1).
2. We use a fitting procedure [13] that can in principle reproduce elastic scatter­
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ing data very precisely. Indeed, using spline-improved 5-mat rices, we can often 
obtain values of x 2 per data point of less than unity.
These two differences are crucial. It is our opinion that a priori assumptions 
concerning the smoothness of, or the form of, the potential or 5-matrix should not be 
imposed when it is likely that an underlying /-dependence of the internuclear potential 
due to channel coupling etc. exists, and would be represented in an /-independent 
potential by some degree of non-smoothness.
Stage 1: C ross-section to  5 -m atrix  fitting. The MWB parameterization of the 
5-matrix elements 5(Z) =  |5(/)| exp 2iSi is given in terms of the reflection coefficient 
and the real part of the nuclear phase shift by the following two expressions:
=  l + ^ d - O / A )
i " < 0 “ i+«xp((!‘- l; ) /A ') '  ,M |
For low partial waves (/ 4C /*), corresponding to small impact parameters, the 
modulus of the 5-matrix vanishes, representing strong absorption. For large /, corre­
sponding to scattering with impact parameters outside the nuclear surface, |5/| = 1, 
which represents total reflection of these partial waves. There is a smooth transition 
between these two extreme values at the nuclear surface (where I ~  lg). On the other 
hand, the nuclear phase shift has an almost constant value for low /-values but be­
comes negligible for large /-values, with a smooth transition over the region where
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I ~  lg- Fig. 3.1 shows a typical MWB 5-matrix.
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Figure 3.1: The modulus and argument of the MWB parameterized form of S(l) for. 
1016 MeV 12C +12C. Note that arg S(l) = 28(1).
If the grazing angular momenta for the modulus and phase, lg and and their 
related widths, A and A7, are set equal to each other, there are just three parameters. 
However, Mermaz [19] found that the five-parameter fit is significantly better in all 
cases for 12C +12C scattering at 360 and 1016 MeV, and for 160 + 12C at 1503 MeV, and 
we will only use the five parameter form of the MWB 5-matrix elements.
As a bonus, using the MWB formula for the nuclear phase shift enables us to 
write the deflection function in a convenient analytic form:
0 1  =  2 ajctan ^  ~  ^ / A')
I A' (1 +  exp((/ — Z')/A'))2 (3.3)
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The five parameters of the MWB 5-matrix are optimised using the interactive 
search code CSFIT [13], and the 5-matrices obtained are inverted to find the cor­
responding internuclear potentials. Once this has been done, we take the optimised 
MWB 5-matrices and add a correction, which is expanded in spline functions of /, to 
improve the fit to the data. The final 5-matrix can therefore be written as the sum of 
two terms:
S(l) =  SMWB(l) +  S c(l) (3.4)
where S c(l) is a spline correction chosen so that the unitarity limit is preserved. Search­
ing is performed on |5/| and on arg 5/ separately, so we can constrain |5/| to be less 
than or equal to unity at the spline knots. This yields the ‘spline improved MWB’ 
(SIM) 5-matrix. We then invert the SIM 5-matrix to obtain the potential V(r). {
We obtain two potentials for each set of scattering data corresponding to the 
MWB 5-matrix, and the SIM 5-matrix. The direct comparison of these two potentials 
can give us useful information concerning those features of the final SIM potential 
which are needed to fit the experimental data at large angles, where the MWB 5- 
matrix almost invariably fails to fit the data.
Stage 2: 5 -m atrix  to  po ten tia l inversion. There are several different categories 
of 5-matrix to potential inversion. Three of these are:
• Fixed energy inversion. We take given 5-matrix elements for ‘all’ values of I (from 
0 to oo) for some particular energy, and invert to find V(r) for ‘all’ r. In practice, 
of course, we take a specified restricted range of I and a corresponding restricted
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range of r. This is particularly appropriate to the case of nuclear scattering, since 
the strong nuclear force has only a finite range.
• Fixed angular momentum inversion. Pioneered by Gel’fand and Levitan [2], 
this method takes given 5-matrix elements for ‘all’ energies for some particular 
partial wave, and inverts to obtain V(r) for ‘all’ r. Obviously we cannot know 
the 5-matrix elements for all energies, since we do not wish to go above the pion 
production threshold, and in practice a limited energy range is involved.
• Mixed case inversion, as its name implies, combines the previous two cases. 5- 
matrix elements over a selected range of partial waves and for selected values of 
energy are inverted to find V(r) for a restricted range of r.
A good general reference to quantum inverse scattering problems is the book by K.
Chadan and P C. Sabatier [2].
There are many methods of fixed energy inversion; some of these include:
1. Newton Sabatier [14]
(Newton, Münchow and Scheid, etc.)
2. WKB methods [18]
(Fiedeldey, d a  Silveira and  LeClerq-W iliam , etc.)
3. Bargmann methods [15]
(Lippèrheide, Fiedeldey, Leeb, etc.)
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4. Iterative-perturbative (IP) [16, 17]
(Mackintosh, Kobos, loannides, Cooper)
5. Algebraic methods 
(Kermode, Malik)
We shall apply the iterative-perturbative (IP) method. At the present time, only this 
method has been used for mixed case inversion [11, 21], and this constitutes one of its 
main advantages over other methods, along with its applicability to projectiles with 
spin, etc. For the cases to be discussed here only fixed energy inversion for spin zero 
nuclei is used.
The two stage inversion procedure has advantages over the more usual direct 
optical model searching, one of which is the possibility it offers of gaining insight 
into the ambiguities involved in establishing potentials from scattering data. These 
ambiguities are not fully explicit in the single stage procedure, since the high degree 
of non-linearity in that case is actually a compounding of the non-linearities of the 
<j(0)-to-5(/) and 5(/)-to-V(r) inversions.
Furthermore, the two stage inversion procedure, especially when used in conjunc­
tion with the iterative-perturbative inversion method (see Section 3.1.3), has computa­
tional advantages for heavy ions. Indeed, it may be the simplest way of finding almost 
perfect fits to elastic scattering data for heavy ions at high energies where the number of 
partial waves, the number of mesh points and the number of potential parameters used 
in the model-independent fitting are all very high. This is because 5-matrix searching
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is much faster than multiparameter potential searching, particularly for heavy ions. 
The initial (r(6)-to-S(l) inversion using CSFIT [13] was found to be generally straight­
forward, being characterized by a considerable degree of linearity. Much the same 
could be said for the iterative-perturbative S(/)-to-V(r) inversion using the program 
IMAGO [23], which was also carried out interactively with the cross-séction fits and 
5-matrices being monitored graphically on-line.
3.1.3 The iterative-perturbative inversion m ethod
The iterative-perturbative (IP) method for fixed energy inversion [16] is based upon the 
observation [24, 6] that the response of the 5-matrix elements to small perturbations 
in the potential is rather linear.
The inverse potential should be a close approximation to the ‘target potential’ 
V tar which obeys the radial Schrodinger equation for a selected partial wave,
^  ( - £  +  l- ^ r )  +  % ."(r) +  V “ (r) -  E  u,(r) =  0. (3.5)
Since, asymptotically, ui Ii — 5/Of, we obtain a radial wave function tt/(r), 
which matches onto 7/ and Of,  the incoming and outgoing Coulomb wave functions for 
a given I and E, at some matching radius rm, to give
ui{rm) = 7f(rm) -  5,tarOz(rm). (3.6)
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The potential Vcou(^) is the Coulomb potential, Vtar(r) is the complex nuclear potential 
corresponding to Star, and ui(r) is the Z’th partial wave of the scattered wavefunction.
In practice the inverse potential y mv(r) will not be identical to y tar(r), and it is
therefore desirable to define a measure for how closely the target S'-matrix is reproduced
by Vinv. This ‘phase shift distance’, cr2, is defined as
Ni
a2 = £  |Sztar -  Szcurr|2, (3.7)
1=0
where Ni is the number of active partial waves.
To minimise <72, we must add perturbations to Vmv(r). We separate the new 
nuclear potential Vrnew(r) into a linear sum,
N b
V— (r) =  t / inv(r) +  £  X,v,(r), (3.8)
1 = 1
where At- are complex constants and ut- (i =  1 ,2 ,. . . ,  Nb) are a set of Nb small per­
turbations which can be thought of as a set of ‘basis functions’ in terms of which the 
additive correction to Vinv has been expanded. The perturbations ut- are small com­
pared to V mv (in fact, ut/Vrinv 0.1 in most cases). Each potential component, real 
imaginary, central, spih-orbit, etc., can be assigned a separate expansion basis.
If the potential perturbation Atut(r) is small, the Born approximation can be 
used to obtain an approximate expression for the corresponding change in the 5-matrix
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element, SSi = 5"ew — S/nv, caused by the potential perturbation:
6Si E,- ^ |u ,( r ) |2ut(r)dr, (3.9)
where u/ is the radial wavefunction obtained from the Schrodinger equation using 
y mv(r). In practice, the integral is integrated numerically up to the matching radius 
T 'm  •
An expansion matrix A  can be defined from Eq. 3.9, such that = dSi/dXi. 
Applying this to Eq. 3.8 with the ‘linearity assumption’ that the amplitudes A, are 
small gives us an approximate correction to the 5-matrix:
Snew «  Scurr + AA. (3.10)
Putting this approximation into the definition of a2 provides a least squares solution to 
minimise the phase shift distance, thus obtaining a set of linear equations to determine 
A whose components are the expansion coefficients of the potential perturbation, At :
A tAA =  A t<5. (3.11)
In principle, direct matrix inversion could be used to find A:
A =  (A tA )-'A t&  (3.12)
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However, direct matrix inversion often fails because of inaccuracy in the linearity ap­
proximation, so in IMAGO the technique of singular value decomposition (SVD) is
used [25]. This gives
A  =  U D V t, (3.13)
where V  is square, V^V =  1 and U^U =  1, although U will not be Square since this 
is a system of overdetermined equations.
The matrix D is diagonal with the non-zero components being the set of singular 
values dj. D irectly evaluating À gives
A = V D ^U M , (3.14)
where D -1 is diagonal in I/dj. The value of the SVD method is that the smallest 
values of dj, which are the least accurately determined and whose inclusion, can greatly 
distort the solution A, can be eliminated, thereby guaranteeing the convergence of <t2. 
The SVD formalism ensures that for each included basis function Uj, the final solution 
corresponds to a least squares sum over the amplitude of included basis functions.
The solution for A defines a new current potential which will have a smaller 
phase shift distance <72. Since the linearity assumption implicit in the IP method is 
only approximate, the process must be repeated starting from the new potential. Thus, 
there will be a set of iterations (typically on the order of 5-10 for heavy ions) which 
will converge on a particular (small) value of cr2.
Successive iterations converge to a potential which corresponds to either a global
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or a local minimum of cr2. The convergence is apparent when a 2 is constant over a few 
iterations, and occurs when the inversion amplitudes At are all zero within the numerical 
accuracy to which we are working. The magnitude of a1 after convergence reflects the 
extent to which an inverted potential which comes closest to reproducing Star is outside 
the space spanned by the basis functions u,(r). For this reason the magnitude of <t2 
after convergence is related to the range of uncertainty in the inverted potential. If the 
inversion converges to a fairly large value of <72, then starting with different choices of 
SRP or Vi(r) will yield potentials with the same quality of fit to Star, but which differ 
over some radial regions. If the converged value of cr2 is made smaller, for example by 
increasing the number of basis functions A ,^ the range of different inverted potentials 
which give the same fit to Star decreases. A key part of the procedure is to use the fact 
that the SRP, M  and u,- are not unique to check that different choices which converge to 
comparable values of a 1 give the same inverted potential. For all the cases investigated 
in this chapter, such potentials were independent of the SRP, and the number and type 
of the basis functions, a t radii beyond 1-2 fermi.
The above discussion implies that there is an irreducible element of choice involved 
in the implementation of the iterative-perturbative method; namely, the selection of the 
starting reference potential V° and the set of Nb basis functions. Clearly, the algorithm 
will perform faster and more efficiently if the SRP is close to the ‘true7 potential, but 
we found that good convergence could be achieved for all the cases investigated in 
this chapter even with an SRP which was identically zero for all r. The set of basis 
functions u,- can of course be any linearly independent set of functions which spans the
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radial range strongly influencing the 5-matrix elements Star. In our implementation of 
the method, we have the choice of three different kinds of basis function—zeroth order 
bessel functions, spline functions or gaussians.
The iterative-perturbative method has many advantages over alternative inver­
sion methods. One of these is a consequence of the fact that it is an iterative method. 
The results of a converged calculation have the inherent reliability of a converging it­
erative method insofar as the potential which is found automatically reproduces Star 
at a level of precision defined by the converged value of cr2. The result may be checked 
by using alternative sets of basis functions and starting potentials. Furthermore, the 
range of potential forms which can be determined are not confined to smooth shapes 
and this range is limited only by the requirement that the potential be within the* 
space spanned by the basis functions. The dimension of this basis is limited by the 
requirement that the system be overdetermined (the number of active partial waves 
must exceed the number of basis functions). Indeed, it is a particular virtue of the 
iterative-perturbative over other inversion methods that it lays bare the range of po­
tentials that fit Star with a given degree of imprecision. The reliability of the method 
is not compromised by the need for a reasonable starting potential, as I have verified 
for the cases dealt with in this chapter—very often a zero SRP gave almost perfect 
results.
One of the limitations of the method (and all other methods) for heavy ions is that 
'  the low value of |5/tar| for small I inhibits the determination of Vtar(r) in the nuclear 
interior. This problem is especially acute when Star is an MWB 5-matrix. However,
this problem is not as severe as might be thought, as the internuclear potential between 
two heavy ions is not a very meaningful concept when the charge density of each nucleus 
at the point of overlap is greater than about 80% of its value at the nuclear centre. 
For 12C on 12C, this means internuclear separations of about 2-3 fermi. For deeper 
interpenetration than this, the nuclei would tend to lose their separate identity, and the 
strong absorption at such radii in any case means that the cross-section is insensitive 
to details of the ‘potential’ in that radial region.
Fixed energy inversion procedures can be applied to nuclear physics in two main
ways:
1. To invert theoretically determined 5-matrix elements; for example, those ob­
tained from a coupled-channel calculation. The potential so obtained would then 
be a local potential representing in a convenient form the effects of channel cou­
pling. In the sarnie way, we can obtain local potentials which are equivalent to any * 
given non-local potential, or to any given /-dependent potential. It is a funda-  ^
mental theorem of inverse scattering theory that such a local equivalent potential 
always exists for any physically possible 5-matrix [2].
2. To invert 5-matrix elements which have been obtained by fitting experimental 
scattering data. This approach to local potential phenomenology is a means of 
escaping current theoretical prejudices and leads to a greater exploitation of the 
information content of the best experimental data with a fast .inversion method.
Hitherto, most work has concentrated on the first category of application. This is
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mainly due to the ambiguity problems associated with phase shift searches to fit ex­
perimentally obtained data. In this chapter, we shall be concerned with the second 
type of application.
3.2 160 + 12C at £iab=608 M eV
The experimental data for this case, which is of considerable physical interest, was 
obtained by Brandan et al. [26].
i
The procedure which was followed (see Section 3.1.2) was to:
(i) use the program CSFIT to optimise the five parameters of the MWB 5-matrix to 
obtain an optimal fit to the cross-section,
(ii) use the program IMAGO to obtain an inverted optical potential corresponding to 
the optimised MWB 5-matrix,
(iii) use CSFIT again to add a correction to the MWB 5-matrix, expanded in spline 
functions of /, to obtain a better fit to the cross-section (we refer to the 5-matrix so 
obtained as a SIM 5-matrix),
(iv) use IMAGO again to obtain an inverted potential corresponding to the SIM 5- 
matrix.
Fig. 3.2 compares \S(l)\ and arg S(l) for the inverted potentials corresponding 
to the MWB and SIM fits _to the cross-section, and a Woods-Saxon optical fit by 
Brandan [27]. The inversion produces 5-matrices which are visually indistinguishable
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Figure 3.2: 5-matrices derived from the inverted potentials for 608 MeV 160 + 12C 
scattering, compared with that derived from a Woods-Saxon optical fit by Brandan [27]
from the ‘target’ 5-matrices obtained using CSFIT. The SIM 5-matrix has a longer 
tail on arg 5(/) and a slight bend in |5(/)| at about / ~  70 at which a generally sharper 
slope towards unity with increasing I than the MWB |5(/)| crosses the MWB curve to 
give a more gradual approach to unity for I > 75. This feature is visually quite small, 
the SIM 5-matrix generally being close to the MWB, but since these slight differences 
occur over an /-range which semi-classically corresponds to a region close to the strong 
absorption radius, these differences are not necessarily negligible in their effects on the 
inverse potentials. The behaviour of the 5-matrices for / < 20 is not well established, 
due to the strong absorption of the low partial waves, and the fits shown must be 
considered artefacts of the MWB starting form. The long tail on arg 5(Z) is a most 
interesting physical feature of the SIM 5(Z), and lies beyond the scope of the MWB
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form. It is, however, essential for a good fit to the data, the quality of fit being greatly 
improved by the objective measure of x 2/ N  as well as by more subjective standards 
of appearance. The tail seems particularly essential for a correct representation of the 
cross-section at the Fraunhofer diffraction minima at 7° and 11° (see Fig. 3.3, showing 
fits to the cross-section data using potentials inverted from the S(Z)). The quality of fit 
for the ^ L(5)-to-5(Z) inversion stage is shown in the first column of Table 3.1. For the 
MWB S{1) I obtained x 2/-ZV = 3.023, while for SIM I obtained x 21N = 0.897, which is 
substantially better. The quality of fit of the inverted potentials to the experimental 
data is presented in the second column of Table 3.1.
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Figure 3.3: Differential cross-sections derived from the inverted potentials for 608 MeV 
160 + 12C scattering.
The IP inversion method gave local potentials representing the phase shifts shown 
in Fig. 3.2 uniquely for I > 20; for lower values of /, \S(l)\ is very small and these phase
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5, Si -> V(r) Si
w-s — 4.72
MWB 3.023 3.014
SIM 0.897 0.951
Table 3.1: X2/ N  for the Woods-Saxon potential of Brandan, the MWB S'-matrix, and 
the SIM S-matrix. The first column gives x 2/ N  for the S-matrix elements obtained 
in the first stage of inversion, the second for the S-matrix elements derived from the 
potentials obtained in the second stage of inversion.
shifts are not physically significant in determining the cross-section. Whether I started 
the IP inversion iterations from a Woods-Saxon or even from à zero potential made 
no difference to the final potential beyond r = 1 fm. The quality of the inversion 
is reflected in the fact that the final x 2/ N  for the potential obtained from the SIM 
S-matrix was 0.951, close to the value quoted above for the SIM S(l) itself. For the 
potential obtained by inverting the MWB S(Z), we have x 2/ZV = 3.014 compared with 
3.023 for the MWB S(l) itself. From these figures, it can readily be seen that the 
S(/)-to-V(r) inversion is almost perfect.
One of the key qualitative features characterizing a heavy-ion potential is the 
ratio of the imaginary to real potential in the nuclear surface, which is here denoted 
by W /V.  In this respect, the difference between the MWB and SIM potentials is very 
significant—-W/V in the surface is entirely different for the two cases. At the strong 
absorption radius (SAR, defined using |5(Z)|2 = 0.5), I found that W /V  =  0.70 for
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the SIM potential (the SAR being at 6.73 fm), whereas W /V  =  1.09 for the MWB 
potential (the SAR is at 6.82 fm). The disparity rapidly increases with radius (see 
Table 3.2). Thus the SIM potential may be classified as surface transparent, but the 
potential derived from the MWB S(l) is not. As a result, there is a large difference 
between the MWB and SIM differential cross-sections regarding the shape of the cross- 
section in the Fraunhofer interference region. This is responsible for a large measure 
of improvement of the fit. I examined the nearside/farside decomposition following 
the formalism of Fuller [28] and found that, in going from MWB to SIM, the farside 
component is enhanced in this angular region, and the nearside component depressed. 
This enhancement of the farside component would seem to tally with the greater surface 
transparency of the SIM potential compared to the MWB potential.
I applied a notch test to determine the minimum radius for which the given data ' 
determines the potential; it is about 3 fm. More specifically, a gaussian notch of width
0.3 fm and of depth equal to 5% of the local real potential increases x 2/A" by a factor 
of two when centred at 3.6 fm.
The x7W  values quoted in Table 3.1 show that the fits for the SIM-derived 
potential are much better than for the potential derived from the MWB 5-matrix. To 
establish the reasonableness of my results I compared them with a standard optical 
model potential, using the published Woods-Saxon parameters of Brandan [27]. In 
Fig. 3.3, I compare the SIM fit (solid line) with the Woods-Saxon fit of Brandan 
(dotted line) which was found to give x 2/ZV = 4.72; the Fraunhofer interference region 
between 10° and 20° is fitted much better by the SIM potential, with oscillations of
greater magnitude. There are weak oscillations in the shape between 20° and 30° 
which are missed by the conventional potential. The SIM does slightly worse only at 
the maximum near 6 degrees. Fig. 3.3 also compares the SIM and MWB (dashed line) 
fits; the SIM potential gives a very much better fit than the MWB potential to (t{0) at 
the Fraunhofer region between 5° and 15°; as mentioned above, the origin of this is in 
the relative strengths of nearside and farside amplitudes.
I have not presented figures comparing the differential cross-sections calculated 
directly from MWB of SIM S{1) with cross-sections calculated from the respective 
inverted potentials; in both cases they are virtually indistinguishable over the entire 
angular range where there is experimental data.
Improved optical model fits, reaching x 2/ N  close to unity have been obtained by 
using generalised Woods-Saxon shapes and spline real potentials [29], but the present 
comparison serves well to demonstrate one of the main conclusions: that uncorrected. 
MWB S(l) can lead to erroneous qualitative results. Fig. 3.4 compares the SIM po­
tential with Brandan’s Woods-Saxon and with the ‘MWB’ potential. For r > 5 fm the 
agreement of the real part of the SIM potential with that of Brandan is remarkable, but 
not complete: I find a long tail in the real part of the SIM potential that is an evident 
concomitant of the SIM arg 5(Z); the real part of the MWB potential, also shown in 
Fig. 3.4, entirely lacks such a long tail.
The fundamental disagreement between MWB and SIM potentials is more evident 
in Table 3.2, which also shows that the SIM potential and Brandan’s Woods-Saxon 
potential have the same general W /V  behaviour. The disagreement between the SIM
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Figure 3.4: Potentials obtained by inversion from MWB and SIM ^-matrices compared 
with Brandan’s optical model for 608 MëV 160 + 12C scattering.
and MWB results, the agreement between SIM and Woods-Saxon and the much better 
fit to ^ - (0 )  given by the SIM potential all suggest that the potentials derived from 
the MWB S(l) can lead to incorrect conclusions concerning qualitative features such 
as surface transparency. This is an important point, and it underlines the essential 
difference between this work and that of Allen et al. [18].
The inverted potentials shown in Fig. 3.4 should not be taken seriously for radii 
below 3 fm, the repulsion at r = 0 being a clear artefact of the underlying MWB form 
which the data could not discriminate against. However, I found evidence to suggest 
that data over a wider angular range might actually lead to information concerning 
the behaviour of the potential around 3 fm or below. I mentioned above the notch test 
relating to the effect upon x 2/ N  of small localised perturbations in the potential; it
Radius (fm) 5.5 6.0 6.5 7.0 7.5 8.0 8.5
W-S 0.68 0.66 0.58 0.48 0.40 0.31 0.24
MWB : 0.65 0.86 0.96 1.30 1.52 1.69 1.57
SIM 0.57 0.67 0.64 0.66 0.52 0.36 0.22
Table 3.2: The ratio W /V  at various radii for the Woods-Saxon potential of Brandan, 
the potential corresponding to the MWB parametrization of the 5-matrix, and the 
SIM potential.
turns Out that the quantity <72 that we use to study the quality of the inversion (see 
Section 3.1.3) is sensitive to perturbations in the potential down to about r =  2 fm.
3.3 12C +12C from £Jiab=159 to 2400 M eV
Please note: These data have also been analysed in a previously published paper
co-authored by myself [22] (N.B.: I have since changed my surname from McEwan to 
Russell). The inversions for the paper were done by me, together with the main bulk of 
the analysis and the first draft. S.G. Cooper provided help with the programs used in 
the analysis (CSFIT and IMAGO) and R.S. Mackintosh helped with the interpretation 
of some of the results. The present analysis differs from that of the published paper 
in some important respects. Due to limitations of space, the analysis in the published 
paper was brief and contained only a minimal number of figures, while the analysis in 
this thesis presents new inversions and a fuller range of figures; a visual comparison
of the inverted potentials and their associated 5-matrices and deflection functions is
v.
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extremely important for this kind of inversion analysis. The inversions presented here 
axe not the same as those of the published paper. I felt that it would be useful to have 
a check on the consistency of the inversion process if all the inversions were repeated 
and the results analysed afresh. The inversions agree with those obtained previously. 
The lowest energy case presented in the published paper, 139.5 MeV, has been omitted 
here due to the relatively poor quality of the data which made inversion difficult and 
the results ambiguous.
3.3.1 Introduction
The case of 12C +12C elastic scattering is of great interest, both from a kinematic and a 
dynamic point of view. There have been many attempts to determine whether there are 
rainbows at certain energies, and many attempts to calculate the intemuclear potential. 
Here, I establish by inversion local potentials reproducing the elastic scattering of 12 C 
from 12C at laboratory energies of 158.8, 161.1, 288.6, 360, 1016, 1449 and 2400 MeV. 
I have not attempted to fit the scattering data at energies where the data were of 
insufficient angular range for unambiguous inversion to be possible, and for certain 
energies the data were unavailable. The references for the experimental data are given 
in Table 3.3.
Energy (MeV) 158.8 161.1 288.6 360 1016 1449 2400
Reference . [30] [31] [31] [32] [32] [33] [33]
Table 3.3: References for the experimental data for 12C +12C at various energies.
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The Coulomb potential used is that of a point charge in the presence of a uni­
formly charged sphere, with a Coulomb radius Rc =  0.95(Ap/3 +  A ^3) fm. This value
for the'reduced radius gives a reasonable approximation to the potential between two
uniformly charged spheres [34], and it is the same as the Coulomb potential employed 
by Brandan [27] and Brandan and Satchler [35] in their analyses of these cases. My cal­
culations were fully symmetrized, and the highest energies were treated relativistically. 
Although the scattering in the centre-of-mass system is always described by a non- 
relativistic Schrodinger equation, it can make a significant difference [36] to the results 
of calculations done at the higher energies whether the transformation of the data from 
the laboratory to the centre-of-mass frame is done relativistically or not. The 1016, 
1449 and 2400 MeV data were therefore reduced relativistically, which corresponded > 
to using the following parameters in the non-relativistic Schrodinger equation: )
1016 MeV case: 5iab=994 MeV, 12C mass=12.270 u.
1449 MeV case: £]ab=1404 MeV, 12C mass=12.382 u.
2400 MeV case: 5iab=2278 MeV, 12C mass=12.644 u.
The four highest energy cases have been studied by Allen et al. [18] using MWB S- 
matrices with parameters determined by Mermaz et al. [20] and using a WKB inversion 
procedure which failed at 360 MeV. In this investigation, I show that the fully quantal 
IP inversion procedure gives unique potentials at all physically significant radii, giving 
potentials that precisely reproduce Si for all relevant I not only for 360 MeV, but down 
to 158.8 MeV as well.
My analysis differs from some, previous ^-matrix searches, and also from some
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conventional optical model studies of the same data in one respect—the weighting of 
the experimental errors. It is significant in that it leads to somewhat different sets of Si 
even within the restricted scope of the parametrized forms. In references [19, 20] etc. 
the experimental weights were abandoned in favour of equal weights (10 percent errors, 
typically) at each angle, the intention being to increase the influence of the backward 
angles. This introduction of subjective elements into the analysis is an expression of the 
failure of the parametrization being used to fit the data. A necessary, but not sufficient, 
criterion for a correct model is a low value of x 2/N,  based on experimental weights, 
assuming these axe correctly estimated and that systematic errors are not greater than 
quoted statistical errors. In particular, it is possible that there is significant uncertainty 
in the overall normalisation of the cross-section, and this could be very important; in 
fact such problems seem to be at the root of inconsistency between results at 360 MeV 
and other energies, as discussed below.
For all the results to be presented in this section, the inverted local potential has 
the following two characteristics: (i) uncertainties in the potential due to the Si-to-V(r) 
inversion axe always less than uncertainties in the to Si inversion, and (ii) it is a
unique representation of the 5-matrix over a radial range significantly greater than the 
sensitive range over which changes to the potential have an appreciable effect at angles 
where is measurable. Table 3.4 shows the parameters used in the inversion
procedure, including the maximum I value of the 5-matrices and the radial step and 
maximum radius of the potentials. In Subsection 3.3.2, I give more specific details of 
the problems involved in determining 5/ from the cross-sections, and in Subsection 3.3.3
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Energy
(MeV)
max. 1 
(MWB, PIPS)
radial step 
(fm)
max. radius 
(fm)
158.8 80, 56 0.035 12.0
161.1 80, 58 0.035 12.0
288.6 120, 80 0.035 12.0
360 100, 80 0.025 11.0
1016 130, 130 0.020 12.0
1449 200, 200 0.020 14.0
2400 180, 180 0.015 10.5
Table 3.4: Parameters used in the inversion procedure.
the degree of uniqueness of the Si-to-V(r) inversion.
3.3.2 S-m atrices fitted to 12C + 12C elastic scattering data
The first step was to obtain MWB 5-matrices by fitting the elastic differential cross- 
section data for the various bombarding energies. Starting from the MWB parameters 
of Mermaz et al. [19, 20], the code CSFIT was used to further optimize the five param-
i. . . .
eters. This was especially important for the 1449 MeV case, where (as Allen et al. [18] 
point out) Mermaz et ct/.’s parameter values do not give an optimal fit to the scattering 
cross-section. In fact, I was able to reduce Mermaz et a/.’s x 2/ N  value of 9.68 down to 
4.47 (see Table 3.5). Once having obtained these optimal smooth 5-matrix elements 
based on the strong absorption model, they were the starting point in a search with
£iab (MeV) 158.8 161.1 288.6 360 1016 1449 2400
Si 21.82 8.19 3.66 4.03 3.57 4.47 17.44
5, - i  V(r) ^  5( 24.19 8.22 3.65 4.03 3.57 4.59 17.63
Table 3.5: X2/ N  for the MWB ^-matrices. The second row gives x 2/ N  for the Si 
obtained in the first stage of inversion, the third for the Sj derived from the potentials 
obtained in the second stage of inversion.
CSFIT to improve the fit to the data by adding corrections to the MWB form. The 
corrected 5-matrices were called ‘parameter-improved phase shifts’ (PIPS), and axe es­
sentially the same as the ‘SIM’ 5-matrices used in the analysis of 0 16+C 12 at 608 MeV 
in this thesis. The only difference is that splines only were used as the basis functions 
for the ‘spline-improved’ (SIM) 5-matrices while other types of basis function, such 
as bessels, were available when fitting the ‘parameter-improved phase shifts’ (PIPS) 
to the cross-section data. The PIPS 5-matrices are displayed alongside their MWB 
starting points and (in all cases except 161.1 MeV) a standard optical model 5-matrix 
for each energy in Figs. 3.5 through 3.25, together with the cross-section fits and the 
semiclassical deflection functions. The quality of fit at each energy is measured by 
the value of x 2 per data point, as given in Table 3.6. These ‘target’ 5-matrices were 
used as input for the IP inversion method to obtain local potentials, from which ‘in­
verse’ 5-matrix elements could be calculated. The consistency of the inversion could 
be checked by comparing the ‘target’ 5/ obtained by directly fitting cross-section data 
with the ‘inverse’ Si calculated from the potentials. In all cases, it was found that the
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. £iab (MeV) 158.8 161.1 288.6 360 1016 1449 2400
5, 3.21 5.13 1.16 2.10 1.57 1.49 10.54
Si -> V(r) -+ SI 4.62 5.35 1.49 2.19 1.57 1.47 10.53
Table 3.6: x 2/ N  for the PIPS 5-matrices.
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Figure 3.5: Fitted 5-matrices for 158.8 MeV 12C +12C scattering.
‘inverse’ 5/ were indistinguishable from the ‘target ’ 5/ on the scale of these graphs for 
all relevant partial waves.
158.8 M eV: It can be seen from Fig. 3.5 that both the MWB and PIPS 5-matrix 
fits for the 158.8 MeV case are very different from that of the best-fit Woods-Saxon 
potential found by Brandan [27]. While the grazing angular momentum value for the 
reflection coefficient |5(/)| is almost exactly the same, the MWB 5-matrix has a more
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Figure 3.6: Semiclassical deflection functions for 158.8 MeV 12C +12C scattering.
diffuse reflection coefficient than that of Brandan’s 5-matrix, and the real phase shifts 
are very different for I < 26. This is especially significant in view of the fact that 
Brandan claims to have obtained completely unambiguous Woods-Saxon parameters 
for this case. Her claim is based upon the existence of a region of exponential falloff 
in the cross-section at large angles, indicating the presence of a nuclear rainbow. An 
examination of Fig. 3.6 shows that the semiclassical deflection function derived from 
Brandan’s 5-matrix does indeed have a minimum for 0  > —90°, so that both the 
criteria for eliminating discrete ambiguities in the real potentials laid out in Goldberg 
and Smith’s paper [37] are satisfied. These criteria are that:
1. the measurements must be performed at a bombarding energy high enough that 
the monotonie exponential falloff at large angles appears; i.e., that the nuclear
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rainbow angle ( 0 r ( / r ) )  is less than 180° for non-identical particles and less than 
90° for identical particles,
2. the measurements must extend to angles beyond the nuclear rainbow angle.
This is not really true for the MWB S'-matrix, since the rainbow is predicted at 0r  ~  
100°. However, it is true for the parameter-improved phase shifts (PIPS) fit, which 
interestingly predicts exactly the same rainbow angle as Brandan’s Woods-Saxon fit at 
exactly the same /-value. This is intriguing, since the PIPS and Brandan’s 5-matrix 
were arrived at from completely different starting points. This indicates that both 
the PIPS 5-matrix fit and Brandan’s Woods-Saxon potential fit have succeeded in 
incorporating information from the nuclear rainbow and exponential falloff region of 
the cross-section. Figs. 3.7 and 3.8 show the superiority of the PIPS fit to the cross- 
section data, especially beyond ~  30°. The phase shifts for Brandan’s W-S potential 
seem to behave strangely for the low partial waves, becoming very large and negative as 
Z —> 0. The corresponding deflection function also has irregular behaviour, predicting 
several spurious rainbows at / =  26, / =  18, I =  12, etc. The PIPS deflection function, 
on the other hand, has the advantage of being related to an analytically smooth MWB 
0(Z), and so has a much more regular and physically reasonable behaviour while still 
predicting the same physical phenomena (e.g., rainbow angle) as the Brandan 0(Z). 
Combining these advantages with the very much lower x 2/ N  for the PIPS fit (3.2 for 
the ‘target’ PIPS 5(Z) against 24 for Brandan’s Woods-Saxon fit), we believe that the 
PIPS 5  matrix, and by implication its inverted potential, is preferable to Brandan’s 
‘unique’ Woods-Saxon potential.
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Figure 3.7: Elastic differential cross-sections for 158.8 MeV 12C-j-12C scattering.
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Figure 3.8: Elastic differential cross-sections for 158.8 MeV 12C +12C scattering (0 =  O' 
50®).
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The same, however, cannot be said about the MWB 5-matrix. As stated above, 
it predicts a nuclear rainbow angle which is anomalously large and occurs for too large 
an /-value, and which disagrees with the predictions of both the PIPS 5-matrix and 
the best-fit Woods-Saxon. Furthermore, as Figs. 3.7 and 3.8 show, the MWB 5-matrix 
completely fails to fit the Airy maximum at about 55°, and misses the exponential 
falloff. This is due to the large magnitude of O r , as mentioned above. Even though 
the value of 'X2/ N  for the MWB fit is about equal to that of the Woods-Saxon fit (24.2 
for the MWB against 24 for Brandan’s fit), we feel that Brandan’s Woods-Saxon fit is 
preferable to the MWB both because it is a. better overall fit to the cross-section (as 
Fig. 3.7 shows clearly) and because it succeeds in approximately fitting the region of 
the rainbow angle and exponential falloff. The MWB 5-matrix was useful, however, 
as a starting point for the PIPS fit, which itself is a much better fit to the data than 
the Woods-Saxon, especially over the 30°- 50° region.
161.1 M eV : The experimental data for this case presented particular difficulty when 
trying to fit it with an 5-matrix. The experimental points do not follow any smooth 
curve, and I feel that many of the data points must be subject to a greater error than 
that quoted. I managed to obtain both MWB and PIPS 5-matrix fits, however, with 
smooth cross-section curves but with high values of x 21N (8.2 for the MWB fit and 5.1 
for the PIPS). As can be seen from Fig. 3.9, the PIPS 5-matrix has remained very close 
to the MWB form, and as a consequence the deflection function has also remained very 
similar, the main difference being that the rainbow minimum has become sharper. As 
Fig. 3.10 shows, the Fraunhofer diffraction oscillations were fitted better by the PIPS
70
10-
m
O J B -
0A-
MWB
PPS
0.0-- 
25-<
20
org S(0
ii i<iiiiiIiii i n i i i | iii i i i i i i | i i i i i i ii i | i i i niiri | i i i i im 
> 10 400 20 30 50i
Figure 3.9: Fitted 5-matrices for 161.1 MeV 12C +12C scattering.
10q
MWB
PPS
Cole e t oL
0.1-
b
b
0.01-
0 10 20 4030 50
9 (deg)
Figure 3.10: Elastic differential cross-sections for 161.1 MeV 12C +12C scattering.
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Figure 3.11: Semiclassical deflection functions for 161.1 MeV 12C +12C scattering.
5(/), especially beyond 25°, although this led to only a slight decrease in %2/7V. No';'
<
Woods-Saxon parameters were available for this case.
288.6 M eV: The data for 288.6 MeV was relatively easy to fit with a smooth curve,
and very good values of %2/W were obtained for both the MWB and the PIPS fit, 
as Figs. 3.12 and 3.13 show. As with the 158.8 MeV case, the MWB and PIPS S- 
matrices were very similar to each other and quite different from the Woods-Saxon S'- 
matrix, being more diffuse than Brandan’s Woods-Saxon S'(Z). Another similarity with 
the 158.8 MeV case was that the grazing angular momentum for |S(Z)| was virtually 
identical for all three 5-matrices.
The differences between the MWB and PIPS 5-matrix fits and that of Brandan’s 
Woods-Saxon are very striking when the deflection functions from all three 5-matrices
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Figure 3.12: Fitted 5-matrices for 288.6 MeV 12C +12C scattering.
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Figure 3.13: Elastic differential cross-sections for 288.6 MeV 12C +12C scattering.
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are examined (Fig. 3.14). The Woods-Saxon 5-matrix predicts an anomalously high
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Figure 3.14: Semiclassical deflection functions for 288.6 MeV 12C +12C scattering.
nuclear rainbow angle of ~  100°, contrary to its expected energy dependence. This 
is not consistent with the ‘unique’ Woods-Saxon obtained by Brandan for 158.8 MeV, 
which predicts a shallower minimum in 0(Z) than the Woods-Saxon for 161.1 MeV, 
whereas it is firmly expected that the magnitude of 0 r will decrease as the bombarding 
energy increases. This is indeed what both the MWB and PIPS 5-matrix fits predict; 
the magnitude of the rainbow angle decreases from ~  75° to about 20° from 161.1 to
288.6 MeV.
A value of 3.65 for %2/W was achieved with the MWB fit, compared to 3.3 for 
Brandan’s Woods-Saxon potential. This was improved to 1.2 with the ‘target’ PIPS 
5 matrix. The MWB fit is better than the Woods-Saxon up to about 25°, while the 
Woods-Saxon is a much closer fit beyond that angle, the MWB completely underes­
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timating the cross-section at the larger angles. This behaviour is similar to that at
158.8 MeV, where the MWB fit to the data is better than the Woods-Saxon for angles 
up to 30°, but completely underestimates the cross-section at larger angles, while the 
Woods-Saxon approximately fits the data over the entire angular range.
360 M eV: As with the data for the 161.1 MeV case, this set of experimental data
proved difficult to fit with physically reasonable S'-matrix elements. The results axe 
shown in Figs. 3.15, 3.16 and 3.17. The PIPS phase shifts have a very slight negative 
tail at large /-values, which gave rise to an equally slight positive tail in the real 
potential at large radii when the S-matrix was inverted using the code IMAGO. The 
MWB S-matrix, of course, was constrained by its form to be physically reasonable, 
but this constraint led to quite a high value of x 2/A  (~  4 compared with ~  8 for the 
Woods-Saxon fit). I believe that these problems arose from deficiencies in the data 
themselves, and are probably due to some uncertainty in the overall normalisation of 
the cross-section.
Fig. 3.15 compares the sets of S-matrix elements, the main difference being a 
decrease in absorption for I =30-40 and the disappearance of the non-zero reflection 
coefficient of the Woods-Saxon S(/) at the lowest partial waves in the MWB and, 
especially, the PIPS S-matrix. The magnitude of the MWB and PIPS real phase 
shifts is lower than that of the Woods-Saxon, especially for the lowest partial waves. 
The three S-matrices differ widely in the value of the nuclear rainbow angle, ranging 
from —20° for the PIPS fit, through —105° for the MWB to —85° for the Woods-
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Figure 3.15: Fitted 5-matrices for 360 MeV 12C +12Cscattering.
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Figure 3.16: Elastic differential cross-sections for 360 MeV 12C +12C scattering.
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Figure 3.17: Semiclassical deflection functions for 360 MeV 12C +12C scattering.
Saxon, although all agree that the rainbow occurs at Zr =  24. The expected energy 
dependence of 0r  is clearly being violated by the MWB fit, where the magnitude of 
0 r  has jumped from ~  20° at 288.6 MeV to ~  105® for 360 MeV. The Woods-Saxôn fit 
is therefore preferable to the MWB at this energy, despite the lower value of x 2/ N  for 
the MWB fit. The PIPS fit, on the other hand, predicts a more physically acceptable 
value for 0r  than the MWB, but which is very different from that of the Woods-Saxon. 
The spurious rainbow angle at Z =  14 of the PIPS fit will be washed out by the strong 
absorption of those low partial waves.
1016 M eV: Both the MWB and the PIPS 5-matrices, Fig. 3.18, are strikingly differ­
ent from the Woods-Saxon 5-matrix found by Brandan. The Woods-Saxon 5-matrix 
has a more diffuse reflection coefficient together with incomplete absorption in the low-
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Figure 3.18: Fitted 5-matrices for 1016 MeV 12C +12C scattering.
est partial waves, although the grazing angular momentum value for |5(/)| is almost 
identical for all three 5-matrices. The PIPS 5-matrix is almost identical to the MWB 
5(Z), apart from a larger magnitude of real phase shifts at the lowest partial waves 
and a slightly longer tail in the phase shifts for large I values. The deflection functions 
for all three 5-matrices, Fig. 3.20, are very similar to each other, and all predict a 
nuclear rainbow angle at / r  =  36 ranging from about 10.5° for the MWB ©(/) through 
11° for the PIPS 0(/) to 12° for the Woods-Saxon ©(/). Examining the cross-section 
in Fig. 3.19, we see that these rainbow angles are located just beyond the end of the 
Fraunhofer oscillations, so there may indeed be an observable nuclear rainbow in this 
cross-section, as some authors have asserted [38, 32].
78
10-
b
A\
MWB
PPS
W -S (Rrmrinn) 
Buenerd e t ol
Ô.01-
201510
9 (deg)
50
i
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Figure ^ .20: Semiclassical deflection functions for 1016 MeV 12C +12C scattering.
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Figure 3.21: Fitted S-matrices for 1449 MeV 12C +12C scattering.
1449 M eV: The cross-section data for this energy was, like that for the 288.6 MeV
case, relatively easy to fit with an S'-matrix. In this case, the PIPS S-matrix fit to 
the data was very close to the Woods-Saxon S(Z), but differed significantly from the 
MWB fit (see Fig. 3.21). Both the PIPS and W-S fits have less absorption for I =20-99 
than the MWB, and greater absorption for I < 20. The MWB |S(/)| is also slightly less 
diffuse than the reflection coefficients of our PIPS and the W-S S(Z). The magnitude of 
the real phase shifts is less for the MWB than for the Woods-Saxon and PIPS, which 
are very close for I =60—120. An important feature of the PIPS phase shifts is the 
long tail for large I. While this may not seem to be a large feature in the displayed 
graph, since it occurs at an /-range which semi-classically can be related to the strong 
absorption radius, it has a significant effect on the inverse potential, giving an unusually 
long tail in the real part of the potential for large radii.
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Figure 3.22: Semiclassical deflection functions for 1449 MeV 12C +12C scattering.
The Woods-Saxon semiclassical deflection function, Fig. 3.22, predicts a nuclear ' 
rainbow angle of about 3° at /r =  50, while the MWB and PIPS @(Z) predict rainbow 
angles of 2.2° and 2.5° respectively at Zr = 60. At this cingle, it is of course entirely 
obscured by the Fraunhofer oscillations and no observable rainbow is expected in the 
cross-section.
The MWB 5-matrix (and corresponding inversion potential) fit to the data has 
a very much lower value of x 2 per data point than Allen et aZ.’s Woods-Saxon fit. 
The ‘inverse’ MWB fit had x 2/ N  = 4.6, while the Woods-Saxon had x 2/ N  =  14.6. I 
therefore consider the MWB (even without spline corrections) to be a far preferable fit 
to the data than Allen et aZ.’s Woods-Saxon fit, especially since (as Fig. 3.23 shows) 
the Woods-Saxon consistently overestimates the cross-section over almost the entire 
angular range. The PIPS fit is even more preferable, having x 2/ N  =  1.5 and fitting
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Figure 3.23: Elastic differential cross-sections for 1449 MeV 12C +12C scattering.
the data for 9 > 9°, where the MWB (as at other energies) underestimates the cross- 
section.
2400 M eV : In this case, the S'-matrix is very close to that derived from the Woods-
Saxon potential found by Allen et ai, as Fig. 3.24 shows. This is to be expected, 
since the greater surface transparency at the higher energies allows a deeper probing 
of the intemuclear potential and a corresponding reduction in potential ambiguities, 
and hence in S-matrix ambiguities. The fact that there should be such agreement 
between S-matrices obtained by such different methods suggests that the potential has 
been determined relatively unambiguously. Indeed, the only differences between the 
S-matrix elements are a marginally greater grazing angular momentum value for the 
Woods-Saxon |S(/)| and a greater magnitude for low partial waves of the real phase
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Figure 3.24: Fitted 5-matrices for 2400 MeV 12C +12C scattering, 
shifts of the Woods-Saxon 5-matrix.
The deflection functions in Fig. 3.25 for all three 5-matrices fit into the expected 
energy dependence, having very small rainbow angles for quite large values of Zr .
Fig. 3.26 shows that the Woods-Saxon fit tends consistently to overestimate the 
cross-section, just as it did at 1449 MeV, while the MWB provides a better fit at 
smaller angles but underestimates the cross-section at larger angles. The PIPS fit is 
far preferable to either the MWB or Woods-Saxon, as it approximately fits the data 
over the entire angular range and manages to fit the small oscillations at 5° and 6° 
which the other two 5-matrices miss. Despite this, the actual value of %2/jV for the 
PIPS fit is quite high (x2/ N  = 10.5 for the ‘inverse’ PIPS 5-matrix, compared to 
~  45 for the Woods Saxon and 17.6 for the ‘inverse’ MWB). This is undoubtedly due 
to the unusually small error bars on the data points, and the single anomalously low
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Figure 3.25: Semiclassical deflection functions for 2400 MeV 12C +12C scattering.
data point at about 8.8° which means that none of the ^-matrices can fit both it and 
its surrounding data points simultaneously. The overall shape of the cross-section, 
however, is very closely followed by the PIPS fit, and the appearance of the fit to the 
eye is very much better than the large %2 value would lead one to expect.
C om parison of M W B 5-m atrices: Figs. 3.27 through 3.30 directly compare the 
fitted MWB 5-matrices for the various energies, as well as the corresponding semiclassi­
cal deflection functions. It can be seen from these figures that the reflection coefficients 
|5(/)| become more diffuse as the energy increases, while the real phase shifts only start 
to become more diffuse at the higher energies above 360 MeV. As expected, the grazing 
angular momenta of the modulus and argument of the 5-matrices, /g and Ug, system­
atically increase with energy. It should be noted that a qualitative change in |5(Z)
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Figure 3.26: Elastic differential cross-sections for 2400 MeV 12C +12C scattering.
between 1016 MeV and 1449 MeV present in the MWB fits (see Fig. 3.28) is absent • 
from the PIPS fits (Fig. 3.32). This is further evidence for the greater accuracy and 
flexibility of the PIPS fit.
The semiclassical deflection function associated with the real phase shifts are dis­
played in Figs. 3.29 and 3.30. They show the expected energy dependence of the nuclear 
rainbow minimum—it systematically becomes shallower and centred On a higher value 
of Zr  as the bombarding energy increases. A strong exception to this is the 0(Z) for the 
360 MeV case, which has an anomalously high magnitude for O r  ( | 0 r | ~  100°) and 
a value of Zr  which is lower than that for 288.6 MeV. The real phase shifts of the 360 
MeV MWB 5-matrix do not therefore fit in with the systematic behaviour of those 
of the other 5-matrices. I believe that this anomaly is due to an uncertainty in the 
overall normalization of the cross-section data, as mentioned before.
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Figure 3.28: Fitted MWB 5-matrices for 12C +12C scattering (360-2400 MeV).
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Figure 3.30: Fitted MWB deflection functions for 12C +12C scattering (360-2400 MeV). 
The cutoff at high / is an artefact of data storage and has no physical significance.
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Com parison of P IP S  5-m atrices: Figs. 3.31 through 3.34 display the PIPS 5- 
matrices for the various energies, together with their semiclassical deflection functions. 
The reflection coefficients |5(/)| of the PIPS 5-matrices show the same systematic 
behaviour with energy as the MWB reflection coefficients—they become more diffuse 
as the bombarding energy is increased. The real phase shifts similarly display the same 
systematic energy dependence as those of the MWB S(l) for the high partial waves, 
but tend to differ widely at the low partial waves (I < 16). The behaviour of the phase 
shifts at these very low I values is not well-determined by the experimental data, and 
the presence of strong absorption at these low partial waves deprives these low I phase 
shifts of any physical significance.
This is also true for the PIPS deflection functions shown in Figs. 3.33 and 3.34. 
The values of 0(/) for f < 16 or so are not well-determined by the experimental data.
Again, the 360 MeV case does not follow the systematic behaviour of the other 
cases—its nuclear rainbow angle has a magnitude which is too large, and is centred 
at too low an I value. This reinforces the view that the anomaly found for the MWB 
360 MeV 5-matrix was not due to the restrictions of the MWB form, since it is also 
found for the PIPS 5-matrix, but is due to a systematic error in the experimental 
cross-section. Apart from this one case, all other PIPS deflection functions have the 
expected systematic dependence on energy.
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Figure 3.31: Fitted PIPS 5-matrices for 12C +12C scattering (158.8-360 MeV). Arg(5:,) 
is plotted with the range —tt to tt.
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Figure 3.32: Fitted PIPS 5-matrices for 12C +12C scattering (360-2400 MeV). Arg(5t) 
is plotted with the range —tt to tt.
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Figure 3.33: Fitted PIPS deflection functions for 12C +12C scattering (158.8-360 MeV). 
The cutoff at high / is an artefact of data storage and has no physical significance.
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Figure 3.34: Fitted PIPS deflection functions for *2C +12C scattering (360-2400 MeV). 
The cutoff at high / is an artefact of data storage and has no physical significance.
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3.3.3 Inversion potentials for 12C + 12C elastic scattering
Figs. 3.35 through 3.48 display the inversion potentials (MWB and PIPS compared 
with a standard Woods-Saxon in all cases except 161.1 M eV) obtained by using the 
iterative-perturbative inversion method on the ‘target’ or ‘fitted’ 5-matrices displayed 
earlier. In each case, I have also given the ratio of the imaginary to the real part of 
the potential, W /V , as a function of radius.
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Figure 3.35: Inversion potentials for 158.8 MeV 12C+12C scattering.
158.8 M eV: As can be seen from Fig. 3.35, the PIPS potential has remained quite
close to the MWB potential, apart from the region r < 1.5 fm which has no influence 
on the cross-section anyway due to the strong absorption of low partial waves. Both 
the MWB and PIPS potentials have consistently shallower real parts than Brandan’s 
‘unique’ Woods-Saxon potential, but follow the same shape as the Woods-Saxon over
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Figure 3.36: W/V for 158.8 MeV 12C +12C scattering.
the region of the strong absorption radius (SAR). The imaginary potential, however, is* 
shallower in the Woods-Saxon case for r > 6.5 fm, and crosses over the MWB and PIPS 
absorptive potentials at about 6.5 fm, becoming deeper than either of them between 
about 3.5 and 6.5 fm. This difference between the behaviour of the real and imaginary 
parts of the potentials is reflected in the graph of W /V  given in Fig. 3.36. There, it 
can be seen that both the MWB and PIPS potentials have very high values of W /V  
in the region of the SAR (which is about 7.35 fm at this energy), while the Woods- 
Saxon has W /V  ~  0.5-0.6 in this region, reaching a maximum of about 0.7 where the 
graphs cross. For intermediate regions (4-6 fm), the MWB and PIPS potentials have 
a lower W /V  than the Woods-Saxon, falling to a minimum of 0.4 at about 4.5 fm. The 
potential for radial values less than about 3 fm has no physical effect on the observed 
cross-section, and so is not well-determined. The behaviour of W /V  for r < 3 fm is
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likewise of no physical significance.
161.1 M eV: Woods-Saxon parameters were not available for this case, and only 
the MWB and PIPS potentials are plotted in Figs. 3.37 and 3.38. As with the 158.8 
MeV and all other cases, the MWB potential has a characteristic repulsive core. The 
PIPS potential has again remained very close to the MWB potential, especially in 
the sensitive surface region, only beginning to diverge widely for r < 3.5 fm. This 
is reflected in the graph of W /V,  where the two potentials show the same overall 
behaviour in W /V,  having a minimum at r  ~  4.5 fm and a maximum at r ~  8 fm. The 
PIPS potential, however, shows greater transparency in the far surface, beyond about 
8.5 fm.
288.6 M eV: The MWB and PIPS potentials at 288.6 MeV in Figs. 3.39 and 3.40 
are both shallower in the real part than Brandan’s Woods-Saxon, although the PIPS is 
closer to the Woods-Saxon than the MWB, especially in the far surface. The imaginary 
potentials show the same comparative characteristics as in the 158.8 MeV case—the 
Woods-Saxon is shallower than the other two in the far surface (r > 6.5 fm), but deeper 
in the intermediate radial region (3.5-6.5 fm). This seems to indicate a systematic 
deficiency in the imaginary part of the Woods-Saxon form of potential; the Woods- 
Saxon is simply too constrained in its imaginary part to properly fit the data for 
12C +12C scattering in this energy range.
The graphs of W /V  in Fig. 3.40 show that the PIPS potential is intermediate in 
that respect between the MWB and the Woods-Saxon, especially in the surface region
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Figure 3.37: Inversion potentials for 161.1 MeV 12C +12C scattering.
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Figure 3.38: W /V for 161.1 MeV 12C +12C scattering.
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Figure 3.39: Inversion potentials for 288.6 MeV 12C +12C scattering.
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Figure 3.40: W /V for 288.6 MeV 12C +12C scattering.
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beyond about 6.5 fm.
360 MeV: The real part of the potentials at 360 MeV in Fig. 3.41 shows the same
comparative behaviour as at lower energies—namely, the Woods-Saxon real potential 
is consistently deeper than both the MWB and PIPS in the surface and intermediate 
region, while the MWB and PIPS real.potentials are very similar to one another in the 
surface region. The imaginary part of the potentials also exhibits the same comparative 
behaviour as at lower energies, though it is not so marked in this case—the Woods- 
Saxon is shallower for r  > 6.5 fm, and deeper between about 3.5 and 6.5 fm. This 
behaviour is mirrored in the graphs of W /V  at this energy in Fig. 3.42, which show 
the MWB and PIPS potentials to be much more absorptive than the Woods-Saxon 
in the surface region around the SAR (which is about 6.3 fm in this case), and more 
transparent in an intermediate region (although not by very much in this case).
1016 M eV: The behaviour of the potentials relative to the Woods-Saxon fits now
changes from what it was at the four lower energies. As Fig. 3.43 shows, at 1016 MeV 
the real part of the Woods-Saxon potential is now shallower than that of the MWB and 
PIPS over almost the entire radial range, while the imaginary part of the Woods-Saxon 
is very much deeper in the sensitive surface region beyond the SAR (about 5.5 fm at 
this energy), becoming shallower for r < 5 fm.
The MWB and PIPS potentials themselves are also significantly different from 
one another, but in the far surface region only (the radial region of r < 3 fm is not 
well-determined by the data), the PIPS real potential especially being deeper than
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Figure 3.41: Inversion potentials for 360 MeV 12C +12C scattering.
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Figure 3.42: W /V for 360 MeV 12C+12C scattering.
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Figure 3.44: W /V for 1016 MeV 12C +12C scattering.
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the MWB and having a longer surface tail. The imaginary part also exhibits this 
characteristic, though not to the same degree.
The differences between the Woods-Saxon and the other potentials are partic­
ularly striking when the graphs of W /V  are examined in Fig. 3.44. We can clearly 
see the greater surface transparency of both the MWB and the PIPS potentials; the 
Woods-Saxon has W /V  ~  1 in the far surface, while the MWB and PIPS W /V  is 
virtually zero in this radial region. At the SAR, however, the ratio W /V  of all three 
potentials are almost exactly equal.
When the quality of fit of the MWB and PIPS potentials (x2/ N  =  3.57 for the 
MWB and 1.57 for the PIPS fits, compared with %2/7V ~  7 for the Woods-Saxon) is 
taken into account, it can be concluded that the greater surface transparency of the 
MWB and PIPS potentials is necessary in order to achieve a high quality of fit to the 
scattering data. This enhanced surface transparency at 1016 MeV is, I believe, further 
evidence in favour of the existence of an observable nuclear rainbow at about 10-12°, 
as claimed by some authors [38, 32].
1449 M eV: The real part of the Woods-Saxon potential is deeper than that of the
MWB over the entire radial range (see Fig. 3.45), but is shallower than that of the 
PIPS in the very far surface (r > 7 fm), due to the fact that the real part of the PIPS 
potential has an unusually long surface tail extending out to about 13 fm.
The imaginary potentials have the same comparative behaviour they had at the 
lowest energies, with the Woods-Saxon being shallower than my potentials in the sur-
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Figure 3.45: Inversion potentials for 1449 MeV 12C +12C scattering.
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Figure 3.46: W/V for 1449 MeV 12C+12C scattering.
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face region beyond about 6.5 fm, and deeper in an intermediate region between about 
2.5 and 6.5 fm.
The PIPS and W-S potentials have approximately the same kind of radial be­
haviour of W /V —there is strong absorption for low radial values, falling to very small 
values (representing surface transparency) in the far surface. Only the MWB potential 
has W /V  significantly different from zero beyond about 9 or 10 fm. Given the poor fit 
of the W-S to the cross-section data (see Fig. 3.23), the data points towards a strongly 
surface transparent potential at this energy. Indeed, the PIPS W /V  for 1449 MeV is 
similar to W /V  for 1016 MeV, which also shows surface transparency.
2400 M eV: In the 2400 MeV case, Figs. 3.47 and 3.48, both the real and imaginary 
parts of the Woods-Saxon potentials are slightly shallower than those of the MWB and 
PIPS. In the real part, the difference (especially between the Woods-Saxon and the 
PIPS potentials) are very slight indeed, and all three potentials have almost identical 
real parts in the radial region between about 4 and 6 fm (the SAR at this energy is 
about 4.8 fm), so we can say that the potential is completely well-determined in the 
sensitive radial region centred around the SAR. For the imaginary part, the potentials 
are almost exactly equal between about 4 and 5 fm.
An examination of the comparative radial behaviour of W /V  at this energy, as 
displayed in Fig. 3.48, bears this out. All three potentials show strong absorption for 
r  < 4.5 fm, with surface transparency for radial values greater than about 6 fm.
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Figure 3.47: Inversion potentials for 2400 MeV 12C +12C scattering.
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Figure 3.48: W /V for 2400 MeV 12C +12C scattering.
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C om parison of ‘M W B ’ potentials: The MWB potentials for the various energies 
are displayed in Figs. 3.49 to 3.52, together with the ratio of the imaginary to real 
potentials W /V  as a function of radius.
A table of potential values at the strong absorption radius is given in Table 3.7.
£iab (MeV) 158.8 161.1 288.6 360 1016 1449 2400
&  (fm) 7.36 7.05 7.03 6.30 5.53 4.67 4.76
—V(r = Rs) (MeV) 1.25 1.69 1.78 2.45 8.30 15.3 9.26
- W ( r  = & ) (MeV) 1,50 1,61 2,10 2.76 5,54 5,58 8,00
W/V{r  =  &,) 1.20 0.95 1.17 1.12 0.67 0.36 0.86
Table 3.7: Potential strengths at the strong absorption radii, R*, using MWB S'­
il! at rices.
An interesting feature (not shown in the plots) is the repulsive core, which appears 
at all the energies. This seems to be a characteristic of the MWB form of the S-matrix, 
and the same feature was reported by Allen et al. [18] in their inversion of MWB S- 
matrices both in the case of 12C +12C scattering and 160  scattering at 1503 MeV, and 
the same repulsive core appeared in the MWB potential for 160 + 12C at 608 MeV.
As can be seen from Figs. 3.49 to 3.52, the real part of the MWB potentials has 
a very slight tendency to become shallower in the surface region as the bombarding 
energy increases, with the notable exception of the 360 MeV case, which is actually 
shallower than the three higher energies in the very far surface. In fact, the 360 MeV 
and 2400 MeV potentials are both very much shallower in the surface region of the real
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Figure 3.49: MWB inversion potentials for 12C +12C scattering (158.8-360 MeV).
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Figure 3.50: MWB inversion potentials for 12C +12C scattering (360-2400 MeV).
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Figure 3.51: W /V for the MWB inversion potentials for 12C+12C scattering (158.8-360 
MeV).
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Figure 3.52: W /V for the MWB inversion potentials for 12C +12C scattering (360-2400 
MeV).
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part than any of the other energies, which tend to have very similar real potentials for 
r > 6 fm.
The imaginary part of the MWB potentials tends to become shallower as the 
energy increases. This is to be expected, since absorption in the surface region is 
reduced at the higher energies, which will tend to shift the imaginary part of the 
potential inwards to smaller radii. An exception to this systematic behaviour is the
288.6 MeV case, which has an imaginary part very close to that of 158.8 MeV in the 
surface region (r > 7 fm), indicating a surprisingly strong absorption at this energy. 
The graphs of W /V  for the MWB potentials (Figs. 3.51 and 3.52) emphasise this point, 
showing the 288.6 MeV case to have a very high ratio of W /V  in the far surface; in 
fact, the radial behaviour of the 288.6 MeV potential is broadly very similar to that of 
the 158.8 MeV case.
In general, of course, the graphs of W /V  for the MWB potentials display the 
tendency towards greater surface transparency as the bombarding energy is increased, 
as expected.
Com parison of ‘P IP S ’ potentials: A table of potential values at the strong ab­
sorption radius R* and at four other (fixed) radii is given in Table 3.8. The four other 
radii are those at which the nuclear charge density has fallen to 1% (f?i), 5% (f?5), 10% 
(Rio) and 20% (Rio) of its central value at the point of overlap between the nuclei. 
I used a thrée-parameter Fermi fit given by C.W. de Jager et al. to elastic electron 
scattering data [39].
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£iab (MeV) 158.8 161.1 288.6 360 1016 1449 2400
Rs (fin) 7.33 7.12 6.91 6.28 5.53 4.86 4.80
—V(r =  Rs) (MeV) 1.31 1.44 2.73 2.62 8.59 14.8 8.86
- W { r  = Rs) (MeV) 1.43 1.55 2.01 2.45 5.46 5.48 7.74
tV/V(r =  Rs) 1.09 1.08 0.74 0.93 0.63 0.37 0.87
Ri (fm) 8.75 8.75 8.75 8.75 8.75 8.75 8.75
—V{r =  R x) (MeV) 0.06 0.21 0.42 -0.19 0.60 0.69 0.09
- W { r  =  Ai) (MeV) 0.27 0.14 0.29 0.12 0.03 0.06 0.03
WIV{r  =  Ei) 4.47 0.66 0.69 -0.63 0.06 0.09 0.27
E5 (fm) 7.30 7.30 7.30 7.30 7.30 7.30 7.30
—V(r =  E5) (MeV) 1.38 1.10 1.72 0.38 1.35 1.75 0.85
-IV (r =  Eg) (MeV) 1.48 1.29 1.37 0.85 0.40 0.29 0.19
IV/V(r =  Eg) 1.07 1.17 0.80 2.20 0.30 0.16 0.23
E 10 (fm) 6.61 6.61 6.61 6.61 6.61 6.61 6.61
-V ( r  =  Rio) (MeV) 3.39 2.88 3.79 1.63 2.72 3.16 1.78
- tV (r  =  E 10) (MeV) 2.53 2.68 2.74 1.80 1.11 0.80 0.79
W /V(r  = Rio) 0.75 0.93 0.72 1.11 0.41 0.25 0.44
E 20 (fm) 5.82 5.82 5.82 5.82 5.82 5.82 5.82
—V(r  =  E 20) (MeV) 7.79 7.24 8.07 4.83 6.30 6.46 3.81
- W ( r  = E2o) (MeV) 3.81 4.68 4.67 3.61 3.68 1.99 2.33
IV/V(r = E20) 0.49 0.65 0.58 0.75 0.58 0.31 0.61
Table 3.8: PIPS potential at Rs, i?i, R5, Rio and # 2 0  for 12C +12C scattering.
107
Some problems were experienced with the 158.8 and 360 MeV PIPS potentials— 
they have small positive tails in the far surface (i.e., beyond the SAR) of the real 
potential, and any attempt to remove them by fitting an exponential tail in the surface 
of the potential destroys the fit to the cross-section data; for example x 2/ N  increases 
from ~5 to ~12 in the 158.8 MeV case. This anomaly in the fax surface shows itself 
in Table 3.8, in the high value of W /V  at 8.75 fm for 158.8 MeV and the negative 
value of W /V  at the same radius for 360 MeV. Since Arg(Sf) has a small negative tail 
at large /, this anomaly is probably due to non-physical features in the PIPS ‘target’ 
5-matrices rather than, representing failures of the IP inversion method itself, which 
works perfectly well at 288.6 MeV.
The real part of the PIPS potentials behave in much the same way as the MWB 
potentials—they are approximately equal in the surface region, with a slight tendency 
to become shallower as the energy increases (though this is much less marked than it is 
with the MWB potentials), with the strong exceptions of the 360 and 2400 MeV cases, 
which are both very much shallower in the surface than axe the other cases.
The absorptive potential tends, as expected (since the projectile spends less time 
in the absorptive region at the higher bombarding energies), to become shallower in 
the surface region as the bombarding energy is increased, with the exception of the
288.6 MeV potential, which is now quite close to the 161.1 MeV imaginary potential 
at intermediate radial Values and to the 158.8 MeV in the fax surface.
The graphs of W /V  for the PIPS potentials again show the general trend towards 
greater surface transparency as the bombarding energy is increased. The graphs for
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Figure 3.53: PIPS inversion potentials for 12C+12C scattering (158.8-360 MeV).
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Figure 3.54: PIPS inversion potentials for 12C +12C scattering (360-2400 MeV).
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Figure 3.55: W /V for PIPS inversion potentials for 12C +12C scattering (158.8-360 
MeV).
360 MeV 
1016 MeV 
1449 MeV 
2400 MeV
1.0 -
0 .5 -
0.0
3 54 6 7
r  ( f m )
Figure 3.56: W /V for PIPS inversion potentials for 12C +12C scattering (360-2400 
MeV).
110
158.8 MeV and 360 MeV have a singularity due to the existence of the small positive 
tails in the very far surface, as noted earlier. The sudden increase in W /V  for r  > 8 
fm in the 2400 MeV case is not physically realistic and may be due to a slight positive 
tail in the very far surface of this potential also.
3.3.4 Conclusions
It was found that characteristically all the real parts of the MWB potentials are at­
tractive wells modulated by a short range repulsion, as found by Steward et al. [40], 
Buenerd et al. [32] and in the present study of 160  on 12C at 608 MeV. The depth of the 
attractive wells tends to increase with energy up to 1016 MeV, whereupon the trend 
reverses and the wells become shallower as the energy increases. This indicates that 
simple functional forms, e.g. Woods-Saxon functions with smooth energy-dependent 
parameters, are unlikely to be able to fit these cases accurately over this range of en­
ergies. The well minima, however, are far inside the SAR for all cases, and the PIPS 
potentials do not have this characteristic attractive well with repulsive core. Clearly, 
then, the noticeable onset of the repulsion in the MWB inversion potentials is well 
inside the lower bound of the sensitive radial region for scattering, so that the cross- 
section data cannot discriminate between the presence or the absence of the repulsive 
core. Furthermore, at these small radii, the absorption is very strong so that the short 
range details of the inversion potentials will have a negligible effect on calculations of 
the differential cross-sections. It is one of the conclusions of the present analysis that 
the potentials obtained by inversion from the MWB parametrisation of the S'-matrix
are inadequate when compared with those obtained from 5-matrices which more ac­
curately fit the cross-section data. This is true even when the inversion procedure is 
as accurate and model-independent as the IP method. However, it can be useful as a 
starting point for the PIPS method, where the smooth parametrised form of an MWB 
5-matrix can be modified with spline corrections to obtain a much more accurate fit, 
from which an inverse potential can be found using the IP inversion method.
It was concluded from the present analysis, using PIPS 5-matrices and inverse 
potentials, that the sensitive region around the SAR moved to smaller radii as the 
bombarding energy increased and that, at certain fixed radii (Ri, R5, Rio and R20), 
the absorptive potential strength decreased with energy, contrary to some microscopic 
model predictions [41].
Fig. 3.57 shows the distribution of the transmission coefficients T(/) (where T(l) = 
1 —15(/)|2) for the PIPS potentials as a function of the intemuclear distance of minimum 
approach D associated with the partial wave angular momentum /, assuming a Coulomb 
trajectory. Since this assumption is not strictly true, especially for low values of D 
and the higher energies, Fig. 3.57 should be regarded only as a qualitative picture 
of the radial dependence of the absorption. Only the transmission coefficients for 
the four highest energies have been given. For the lower energies, the SAR (i.e., the 
value of D for which T(D) =  monotonically decreases as the energy increases, as 
expected. It is the systematic behaviour of T(D) for the very highest energies which 
is of interest; the graph clearly shows that the SAR has almost completely ceased to 
decrease with energy between 1016 MeV and 1449 MeV. This implies that the nuclear
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Figure 3.57: Transmission coefficients as a function of semiclassical radius for PIPS 
potentials for 12C +12C scattering (360-2400 MeV).
surface transparency has ceased to increase with energy over this energy range, contrary - 
to what Buenerd et al. [32] claim, and in agreement with Brandan et ai [42]. Buenerd 
et al. base their claim upon the eikonal approximation, which directly relates the 
attenuation length of the projectile to the averaged nucleon-nucleon cross-section <7nn- 
This decreases to a minimum at about E /A  ~  300 MeV, so that the nucleon mean 
free path during the scattering, which is taken to be inversely proportional to ctnn in 
the eikonal approximation, should increase over the energy range up to E /A  ~  300 
MeV leading to increased nuclear surface transparency. Buenerd et al. themselves 
' claim that the eikonal approximation begins to fail at the higher bombarding energies 
due to the deeper interpenetration of the nuclei leading to the enhanced importance of 
higher-order rescattering terms which can be neglected at lower energies. The simple
113
inverse proportionality between the nucleon mean free path and <7nn therefore begins 
to break down, so that the increase in surface transparency and the value of o"nn are 
no longer so directly related.
In conclusion, it seems that the energy dependence of both the MWB and the 
PIPS potentials across the sensitive radial regions is not of a sufficiently simple form 
to be representable by a Woods-Saxon form of potential with parameter values which 
vary smoothly with energy or mass. With the two-stage PIPS fit to the scattering 
data, I do not impose any biases either on the radial form of the intemuclear potential 
or on the form of the 5-matrix. This inversion method, as a means of finding the 
nuclear interaction, is a viable and preferable alternative to the conventional optical 
model analysis. It gives much better fits to the cross-section data than the Woods- : 
Saxon model, and has quite different behaviour than the Woods-Saxon—it is closer 
to physical reality and has a more credible ratio W / V . Furthermore, it is free from 
prejudices about the shape of the potential and is a very fast inversion method.
However, it is clear that the functional form for S(l) must be chosen very carefully 
prior to applying 5(/)-to-V(r) inversion to it. The iterative-perturbative method is so 
accurate that the MWB 5-matrices are simply not sufficiently good fits to the data 
to do justice to the IP method; the PIPS 5-matrices are required to obtain potentials 
which are significantly better than a standard Woods-Saxon fit, and which do not 
contain artefacts of the parametrization chosen for the 5-matrix, such as a repulsive 
core. The two-stage ^ L(5)-to-5(/) plus 5(/)-to-V(r) inversion procedure requires high 
quality data. It requires the first stage, in which 5-matrices are fitted to the data, to
be carried out to high precision. However, this can be an advantage of the IP method, 
as it means that it can exploit high quality data, which could motivate more accurate 
and extensive experimental measurements of scattering data. Furthermore, it can find 
weaknesses or inconsistencies in existing scattering data. The method developed here 
has later been applied to 11 Li scattering [43].
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Part II
Investigating heavy-ion dynam ic 
polarization potentials by coupled  
reaction channels calculations and
inversion
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Chapter 4
The m ethod o f CRC and inversion’ 
as a m eans of obtaining the  
heavy-ion dynam ic polarization  
potential (D P P )
i.
In this chapter, we shall present the basic methodology used in the latter part of the 
thesis — ‘CRC and inversion’.
We present first the coupled differential equations for inelastic scattering, then 
examine the rearrangement channels of the scattering, in which nucleons are exchanged 
between target and projectile. Such exchanges contribute to the elastic scattering 
channel. We then demonstrate how, for computational purposes, the full range of 
coupled channels must be truncated to those having the most important effect on
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elastic scattering, in order to make the calculations tractable. This involves replacing 
the true interaction with an ‘effective’ interaction which affects only those reaction 
channels which have been selected for inclusion in the analysis.
We also examine the dynamic polarization potential (DPP), which models the 
effect on the interaction of the reaction channels.
Finally, in the latter part of the thesis we shall obtain, by inversion, a precise 
form for various Contributions to the DPP associated with important reaction channels 
in the scattering of some heavy ions near the Coulomb threshold, and examine them 
to extract information concerning their radial form and relative importance.
4.1 The coupled reaction channels (CRC) m ethod
T he coupled channels m ethod  for a single p a rtitio n . We wish to describe the 
scattering of two nuclei a and A. We will assume that both the projectile and the 
target are spinless, and we will neglect angular momentum transfer. It is convenient 
to expand the wavefunction of the scattering system, # , in terms of some complete set 
of basis functions. We use the product of the wavefunctions of the internal states of 
the two nuclei:
^  — 53 Xa'A'(rcOV’a'V’A') (4.1)
a 'A #
which is an infinite sum over all the possible internal states of the nuclei a and A. The 
term Xa'A'^cOVvVU' would represent a state of the scattering system in which nucleus 
a is in the internal state ^ a/, A is in the state and the relative motion between
118
them is given by Xo'A'(rcr)> where ra is the intemuclear separation. The notation can 
be simplified by writing the expansion as \tr =  Da' Xci/(r cr)V,a,> where ÿa# =  ÿa'V’A'- It 
is necessary to impose the boundary conditions upon the functions Xaz(r a) for large 
ra , that they must have the form of an incoming wave plus an outgoing wave in the 
entrance channel and only an outgoing wave in all other open channels. Since the 
interned wavefunctions ÿ a/ form a complete and orthogonal set, any physical state of 
the scattering system can be written as a linear superposition of such internal states.
When this expansion of #  is inserted into the Schrodinger equation, we get
(ea/ -  E) -  ^ “ Va + ^ ( rcr) Xa,(r a)V,a/ — 0. (4.2)
This can be simplified using the orthogonality property of the internal wavefunctions, 
/  ^ i(Ta)V,a/(Ta)d7"cr =  Saa>. This is done by multiplying from the left by and inte­
grating over all the internal co-ordinates (ra , say) of the two nuclei. We then obtain:
[ V a  -  V a A r a )  +  ^ X a M  =  X a '(r a)V Za ,a z( r a ) ,  (4.3)
a'^a
for ctrbitrary internal states of a and A, and where k* =  2fia(E — ea)/h2. The quantity 
{E — ea) is the kinetic energy of relative motion of the nuclei when they are well- 
separated and in the internal state ^ a , and ka is the wavenumber corresponding to 
that kinetic energy. To keep the notation within bounds the a  subscript on V  in 
Eq. 4.2 refers to the alpha partition, but the subscripts Vaia> refer to channels within 
the partition.
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It is the non-diagonal terms on the right hand side of Eq. 4.3 which lead to 
transitions out of the ground state, and which describe both inelastic scattering and 
the effect of virtual excitations on the elastic scattering. In principle, higher-order 
processes may also make a significant contribution to the elastic scattering amplitude.
The dynamics of the scattering process depend upon the terms V^ >a/(ra), the 
matrix elements of the interaction potential defined as:
V«t«i(ra) =  ^  J  J  C ( Ta)I/aV,az(Ta)dTa (4.4)
=  ^  < a\Va\ot' > .
Since the integrations are only over the internal co-ordinates ra , the potential matrix 
elements will be functions of the intemuclear separation ra.
If we know all the matrix elements VatCti it would be possible to solve the cou­
pled equations and thereby obtain a maximal description of the reaction. But this is 
not practical — there are an infinite number of matrix elements, so that obtaining 
a completely accurate solution would take an infinite amount of computation. The 
infinite set of equations must be restricted to a finite number, approximating the full 
wavefunction #  with a finite sum:
N
53 <Ax/(ror)V,ar/) (4.5)
, az
where N  is the number of states included in the finite sum. It is important to note 
that the functions <f>ai(ra) are in general not the same as the Xaz(ra) that appeared in
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Eq. 4.1. The justification for this truncation is that there may be only a few channels 
which are strongly coupled to each other, so that we retain only certain specific channels 
and represent the effect of the rest by means of a complex effective potential which 
varies smoothly with energy.
T he CRC m ethod  w ith  rearrangem ent channels. So fax we have concentrated 
on the coupled channels method for a single partition, a. There will in general be 
rearrangement reactions leading to new partitions of the nucleons between the outgoing 
nuclei, b and B. The formalism of the coupled channels method as described so far is 
difficult to apply to these rearrangement collisions. The problem is that, although the 
equations we have presented so far include these events as well as inelastic excitations, 
in practice a huge number of terms in the expansion of the wavefunction is needed to 
represent a different partition of the nuclei, /?. These terms would include highly excited 
states of a and A, including unbound states. The original expansion of the scattering 
wavefunction #  must be modified from the outset to include the new partition created 
by the rearrangement collision [44]:
N  N
y  = Uo(ra)tpa +  53 (4.6)
« 0
where the finite sums include only those terms which it is believed will contribute 
significantly to the coupled reaction channels calculation. More than two partitions 
may be included in the expansion of # .
The internal wavefunctions from different partitions are not orthogonal. This
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means that the ‘overlap’ function is non-zero:
Oo/?(ra) = J  il>a(Ta )M T 0)dTa ^  0. (4.7)
In general Opa /  Oap- The formalism for CRC with rearrangement is therefore the 
same as for coupled channels, with the addition of non-orthogonality terms. The 
non-orthogonality implies, in particular, that terms like < ipa\upipp > are not only 
non-zero but in general awkward to calculate. However, these terms may be negligible 
in particular cases.
To make the consequences of this modification to the expansion of the wavefunc­
tion clearer, we will examine the simplest case where there are only two states involved, 
one in each partition. In other words, #  =  ua(ra)ipQ+up(rp)il>p. Since the Hamiltonian 
can be written in two equivalent forms, H = Ha + Ta + Va and H = Hp + Tp + Vp, 
we can write two simultaneous equations for ua and Up by projecting the scattering
wavefunction onto the two channels:
!
< tpa\(E — Ha — Ta — Va)\(uarpa upxpp) > = 0 (4.8)
< i^pliE — Hp — Tp — Vp)\(uaipa upipp) > = 0
which gives
[ ( E -  ea) -  Ta-  < V’clV'dV’a >]ua(ra) = < tl>a\(H -  E)\upi>p > (4.9)
[(E — ep) — Tp— < i>p\Vp\il>p >]up(rp) =  <il>p\(H — E)\uatl;a >
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These coupled equations are in fact the CRC equations for the simplest case of rear­
rangement collision, where only two channels are involved. The generalisation to more 
than two rearrangement channels is straightforward.
4.2 The Feshbach formalism; truncation of the wave­
function and the effective interaction
The above results, and their application in this work, can be made clearer if we rewrite 
them in terms of the Feshbach formalism [3, 4, 5], which uses a concise operator nota­
tion.
We define two projection operators P  and Q such that P Q = 1. When 
operating on the total wavefunction of the scattering system # , P  has the effect of 
projecting out a specified subset of the basis states of #  which contains only those 
states which are explicitly included in our analysis of the scattering. The operator Q 
projects out all the excluded states contained in # , so that Pty +  =  # . In what
follows, #  =  P # , so that#  consists of a finite set of basis functions which includes all 
the states of importance in the scattering process: #  =  </>aV,a(r)- This technique is
sometimes referred to as the truncation of the wavefunction.
Those parts of the basis states which represent the internal states of the two 
nuclei can be either bound states of those nuclei (in which case we are using a ‘bound 
state approximation’) or they can include discrete representations of continuum levels 
(in which case we are using a ‘coupled discrete continuum channels’ (CDCC) approxi-
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mation).
Schrodinger’s equation for a complete Hamiltonian % and a total energy E  can 
be written as (‘K — = 0. Within the model space PŸ we have chosen, this becomes 
(% — E ) ^  =  0. The model Hamiltonian associated with the model wavefunction is 
defined as:
n - e n p - m Q ^ — QUp. (4.10)
The presence of the —ie term (in which e is an infinitesimal positive quantity) ensures 
that flux is removed rather than added to the model space during scattering, and 
reflects the time irreversibility of the scattering process (since in the P  space % is 
non-unitary).
It is the second term on the right hand side of Eq. 4.10 which represents the effect 
on the model space PW of the excluded channels — for example, there may be virtual 
excitations into the subspace which return to the subspace P #  before detection, 
or a compound nucleus may form during the interaction. Because we have chosen not 
to examine these channels in any detail, we must create a model Hamiltonian % (as 
defined in Eq. 4.10, and sometimes called the effective interaction) with interaction 
potentials which will approximate the processes represented by Eq. 4.10. This means 
that such effective potentials will have an imaginary component representing absorption 
out of the model subspace P #  (e.g., by compound nucleus formation), and there will 
be contributions to the real part from virtual excitations into the excluded subspace 
Qxp. These are known as dynamic polarization potentials.
124
4.3 The steps in a CRC calculation
The steps which must be taken to actually carry out a CRC calculation can be relatively 
easily enumerated. The code FRESCO [45] was used for all calculations described here. 
The steps are:
1. Input the masses, charges, lab energy, relevant levels, matching radius.
2. Enumerate the channels. The channel depends upon the angular momentum 
of the scattered jparticle &g well as the nuclear state. Thus if the total angular 
momentum and parity of the complete system are In  then for each nuclear state 
of spin and parity jTra there will be scattered particles of all angular momenta Ij 
satisfying the condition I =  j  +  J  and tt = (—l)Z7ra, of which there are in general 
2J +  1 when J  < I  (true for almost all partial waves). Thus for each angular 
momentum and parity In  of the complete system there are
JV= E ( 2 ^ + 1) (4.11)
states
channels, where the sum is over the states of the nucleus.
3. Calculate the Coulomb parameters for each level and the centre of mass energies 
for each level:
(4.12)
(4.13)
E = -^-£labmp
Ec =  E — Eaj
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where Eaj  is the energy of the excited level ( J  is the spin of the nuclear state 
and a  represents all further quantum numbers needed to specify that state).
4. Calculate the potential matrix elements between channels,
V j A r) =<ÿc^/(r, A )|y (r, A)|^c//,/(r, A)>, (4.16)
where ^ ^ / ( r ,  A) is the wavefunction of the complete system in channel d  with 
angular momentum I  and parity tt.
5. Set up the system of coupled equations:
(Tc +  y jc,(r) -  E ^ r )  =  -  ^  V ^ M r ) ,  (4.17)
C//^ C#
where Tc =  —h2/2fj,Vl and E  is the centre of mass bombarding energy.
6 . Solve the coupled equations using, e.g., the Numerov method, with boundary 
conditions at the origin and the matching radius (i.e., the solutions match onto 
the asymptotic Coulomb wavefunctions at the matching radius).
7. Apply boundary conditions and calculate the 5-matrix elements from the equa­
tion
U(j -* Ic{kcr)^c,c — «S^Oc^fcc/r), (4.18)
where
I* = Oi = exp[i(A:r — r}ln(2kr) — /tt/ 2  +  a;)], (4.19)
where 07 is the Coulomb phase shift. The delta function is needed because in the 
channel c (the elastic channel) there axe both incoming and outgoing spherical 
waves at infinity, since there is an incident wave in the elastic channel. In all 
other channels there axe only outgoing waves. The boundary conditions lead to 
a linearly independent set of solutions for each channel, from which the S'-matrix 
elements can be extracted.
8 . Calculate the cross-sections for exciting each of the nucleax states from the S- 
matrix elements.
4.4 Obtaining the D P P  by inversion from a CRC 
5-m atrix
From the S-matrices representing elastic scattering, the program IMAGO [13] yields 
accurate local potentials corresponding to these S-matrices by a process of inversion. 
The method is the same as that used in the earlier chapters of this thesis to obtain 
inverted potentials from elastic S-matrices.
!
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Chapter 5 
Investigating 160 + 62N i at the  
Coulomb threshold using CRC and 
inversion
5.1 Introduction
In this chapter, we investigate the behaviour of the local /-independent potential for 
160 + 62Ni near the Coulomb threshold, using the complementary techniques of coupled 
reaction channels analysis and model-independent inversion. The experimental elastic 
scattering cross-section of 160  on even mass nickel isotopes was measured by West et 
al. [46]. The CRC calculations were carried out using the code FRESCO [45], and for 
the most part we included the same channels as those in Keeley et a/.’s analysis [47], 
with the exception of the a-particle transfer channel.
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The channels included in the CRC calculations axe:
• the inelastic excitation of the 2+ and 3“ states of 62Ni and the 3” state of 160
• the 62Ni(160 ,170 )61Ni and 62Ni(160 ,15N)63Cu transfer channels
-  for 62Ni(160 ,170 ) 61Ni: the 5/2+ and 1/ 2+ states of 170 , and the 3 / 2 ", 5 / 2 ", 
1/2" and 7/2" states of 61 Ni
-  for 62Ni(160 ,15N)63Cu: the 1/2" state of lèNi, and the 3/2", 1/2" and 5 / 2 " . 
states of ^Cu.
Two-way couplings between the entrance channel only to each of the relevant transfer 
channels were included. The residual optical model in the entrance channel is the baxe 
double-folded real potential and a Woods-Saxon-squaxed imaginary potential, of depth 
40 MeV, radius parameter 1.0 fm and diffuseness paxameter 0.4 fm. For further de­
tails concerning the optical model potentials for propagation in the transfer partitions, 
spectroscopic factors, etc., see Keeley et a/.’s paper [47].
The first section of Paxt II of this thesis, following the introduction, is a prelim­
inary investigation whose purpose is to clarify the significance of an anomalous peak 
in the energy dependence of the imaginaxy potential, W(E,  r), for 160 + 62Ni at the 
Coulomb threshold. This feature of the optical model potentials was first presented by 
Keeley et ai [47], and is extremely unusual. It is quite distinct from the usual ‘thresh­
old anomaly’, which can be explained in terms of causality, and can be calculated using 
a dispersion relation connecting the real and imaginaxy potentials. Before analysing it 
in terms of a DPP it is necessary first to establish whether this anomalous feature in
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the energy dependence of the optical potential W(E,  r) is due to some coupled reaction 
channels which have not been explicitly included in the CRC analysis (e.g., a channel 
which has a small cross-section yet makes a large contribution to the local potential), 
or whether the anomaly is actually an example of ‘spurious’ energy dependence (i.e., 
is due to the fact that the analysis uses only local /-independent potentials, whereas 
the ‘true’ potentials axe almost certainly non-local and /-dependent).
Section 5.3 is an investigation of the accuracy of two analytic forms for the 
quadrupole Coulomb excitation imaginaxy DPP, and a comparison of these forms with 
the coupled-channel quadrupole DPP (calculated using only the excitation to the 2+ 
state of the taxget nucleus to obtain an elastic 5-matrix and then inverting this 5- 
matrix to obtain a local potential).
Section 5.4 applies the ‘CRC+inversion’ method to investigate the fusion of 
160 + 62Ni at the Coulomb threshold. This method of analysis is paxticulaxly use­
ful when applied to heavy-ion fusion at the Coulomb threshold, since there is strong 
coupling of the fusion process to direct reaction channels such as nucleon transfer, 
which cannot be adequately modelled by the usual baxrier penetration model (BPM) 
for fusion. The ‘extended optical model’ (EOM) for fusion is further extended using 
‘CRC+inversion’, and the behaviour of the partial wave fusion cross-sections axe also 
investigated, as they supply useful physical constraints on the fusion potentials.
Section 5.5 investigates the difference between the one-nucleon transfer DPP for 
160 + 62Ni at 42 MeV when the excited states in the transfer partitions axe either in­
cluded or excluded. Section 5.6 investigates the additivity of the one-nucleon transfer
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DPPs (excluding the excitation states in the transfer partition).
Finally, the investigations presented in this entire thesis are summarised and 
reviewed in Section 6 .
5.2 Prelim inary investigations : dispersion relation  
analysis o f the anomalous peak in W{E)
Imposing the requirement of causality upon the scattering wavefunction (i.e., that no 
scattered wave can be emitted from the target before the incident wave reaches it) 
leads to the following dispersion relation between the energy dependencies of the real 
and imaginary potentials at a given radial value:
I5-1’
where P  refers to the Cauchy principal value of the improper integral.
The opening of the non-elastic channels at the Coulomb energy threshold leads to 
a sudden increase in the strength of the absorptive imaginary potential. The imaginary 
part W(E)  shows a sudden increase to a maximum value, followed by a plateau for 
higher values of energy due to saturation. This, via the dispersion relation, gives rise to 
a bell-shaped peak in the energy-dependent addition ùsV(E) to the real part centred 
approximately around the Coulomb barrier energy. This peak is often still referred 
to as the ‘threshold anomaly\ although it is now fully understood on the basis of the
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dispersion relation. It can be interpreted as an attractive addition to the real potential 
due to virtual excitations.
Keeley et al. [47] present an unusual anomalous behaviour in W(E)  which has 
nothing directly to do with the dispersion relation. During their optical model fitting 
of 160 + ANi scattering over a range of energies covering the Coulomb threshold, they 
obtain a shape for W(E)  (defined at the strong absorption radius, r =  10 fm) which 
is peaked at the Coulomb threshold, dips to a minimum value and then has a linear 
increase for large E. This shape for W(E)  was consistently obtained for all values of 
A examined (A = 58,60,62, and 64). We examined the case when A = 62 because it 
exhibits the effect most clearly [48]. Keeley et al. claimed in their original paper [47] 
that such a peak in W{E)  had not been observed before in these type of systems; 
however, Keeley and Rusek [50] later presented another example with 7Li+208Pb elastic 
scattering, and there appears to be another with 160 + 63Cu in a paper by Pereira et 
al. [51]
In their original paper, Keeley et al. did not perform a dispersion relation anal­
ysis to try to relate their normalisation parameter Nr (E) to W(E),  but attempted to 
discover which channels might be responsible for the anomalous peak in the absorption 
by doing coupled-channels calculations at three energies covering the Coulomb thresh­
old for each A value. They concluded that they could not unambiguously identify the 
channel responsible for the peak, and suggested that it could be a compound nucleus 
effect.
If the peak in W(E)  really were part of its intrinsic energy dependence, it should
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have an effect on their normalisation parameter Nr (E) via the dispersion relation. It 
follows that a curve which fits the W(E)  ‘data’ points as closely as possible (i.e., fits 
the anomalous shape of PF as a function of energy) should provide a very close fit to 
the Nr (E) ‘data’ points. Specifically, the anomalous shape of W(E)  should give rise 
to a corresponding anomaly in the bell-shape of Nr (E). Conversely, if a close fit to 
W(E)  gives an Nr (E) which does not fit the .‘data’ points, then it may be concluded 
that the anomalous energjr dependence of the absorptive potential is an artefact of the 
optical model fitting procedure, or is a consequence of assuming locality, rather than 
being a physically meaningful feature of the potential.
In the following analysis, .we apply the dispersion relation lu the ‘dala points’ of 
N r ( E )  and W(E)  given by Keeley et al. [47] to see how good a fit can be obtained, 
and whether the features in W(E)  can be directly related to features in N r ( E )  via the 
dispersion relation.
Since the anomaly in W(E)  cannot be fitted by the simple and widely used ‘linear 
schematic model’ (which consists of two straight lines), more complex curves had to 
be used and the corresponding N r ( E )  calculated by numerical integration. Two such 
curves were used, and a third was used to give a smooth approximate fit to W(E)  
while eliminating the anomaly. These curves were:
1. A modified form of the model of Wang et al.
2. A ‘gaussian+linear’ model
3. A Fermi form factor (in which the anomaly is not present)
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The results of our analysis of the relationship between W(E)  and Nr (E), using these 
models for W(E),  axe as follows:
T he m odified W ang m odel. The original Wang model is a non-linear schematic 
model for W(E)  at a given radial value. It is called ‘schematic’ as it can be analytically 
integrated. Waing et al. parameterise W(E)  as
This functional form (and all other functional forms for W(E)  at a given radius pre­
sented here) applies at one particular radial value; in this case, the SAR, r =  10 fm. 
This gives a curve for W(E)  which is symmetric about E = Ep, and for E > Ep 
has approximately the shape of a Fermi form factor, while having the advantage of an 
analytic solution when inserted into the dispersion relation. This analytic solution is 
given by the expression
However, as it stands this model cannot fit the anomaly in W(E)  found by Keeley et 
al., SO the model of Wang et al. w as m od ified  by adding a  p eak  to it at the Coulomb 
threshold. This peak is created by subtracting from a Wang et al. curve another such 
curve which possesses a greater diffuseness parameter /3. Collecting terms, this gives
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Figure 5.1: The fit of the modified Wang model to Keeley et al.1 s W(E)  
the following modification of the Wang model:
The advantage of this modified formula is that it captures the peak in W(E)  at the 
Coulomb barrier, but it misses the linear increase in absorption for large E. Fig. 5.1 
shows the best fit to the W(E)  ‘data’ obtainable using the modified Wang model for 
E  > Ep- The values of the parameters of the model are given in Table 5.1.
The corresponding ‘threshold anomaly’ in the real potential is given (up to an
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Parameter a A A 7 Ep
Value 0.65 13.5 17.5 2 .8 32
Table 5.1: Optimal values for the parameters of the modified model of Wang et ai. a 
is in units of MeV; all other parameters axe dimensionless.
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Figure 5.2: The fit of the modified Wang model to Keeley et o/.’s Nr (E) 
additive constant) by the analytic formula
=  (1 +  j ) a M E  ~  Æf)[(Æ ~ E p f  +  ffi] _  l a fa(E -  EF)[(E -  E r f  + ft]
1 x/2[(£ -  EFy  + p * ]  V2[(E -  EFy  + 0*]
(5.5)
This is the value of AV(E)  at r =  10 fm, and the result must be suitably modified 
to correspond to the normalisation parameter Nr (E). Fig. 5.2 shows the fit to Nr (E) 
corresponding to the modified Wang et al. curve shown in Fig. 5.1.
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It is clear that the shape of the curve for Nr (E) is unsatisfactory; specifically, 
there is a rapid falloff in the curve for E > 45 so that it underestimates the ‘data’ 
points for large E. This problem could not be solved by altering the additive constant, 
since this does not broaden the peak in the curve, which is far too narrow to fit the 
‘data’.
T he W ang m odel w ith  cutoff. Applying the Wang model to a heavy-ion case, 
even in its modified form, is problematical; the reason for this is that, while it has a 
conveniently analytic form for AK, it is actually symmetric about E  =  Ep. If, as in 
this case, Ep is significantly larger than zero, it follows that the W(E)  calculated by 
this model will also be significantly larger than zero at energies well below the Coulomb 
barrier. This will tend to distort the shape of AV, since the integration in the dispersion 
relation is (in principle) over all energies from zero to infinity. The Wang model was 
initially proposed for the case of light ions, and may not be appropriate when applied 
in cases where ZpZt is large. To investigate whether the modified Wang model can be 
meaningfully applied to heavy ion scattering, the model would have to be modified still 
further by cutting off W(E)  at £  = Ep, so that W(E)  = 0 for E < Ep. This means 
of course that there is no longer an analytic form for AV, so that the curve for Nr (E) 
was calculated by numerical integration. 1
1The code written for the purpose by the present author was also applied in published work [49] 
which is not reported in this thesis.
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T he ‘gaussian+ linear’ m odel. In order to obtain a more satisfactory fit to the 
anomaly in the energy-dependent absorption, a new model for W(E)  was devised. 
I wished to investigate the effect on Nr (E) of including the linear increase in the 
absorption for large E  as well as the peak at the Coulomb threshold; there seems to 
be no other model which can simultaneously fit both features. The energy domain was 
divided into two regions, one for energies less than the peak at the Coulomb barrier, 
the other for greater energies. The curve for the lower energies is a gaussian whose 
centre is close to the energy dividing the two regions, Ep- The curve for large energies 
consists of another (in general different) gaussian whose centre is at 5  =  Ep, plus a 
straight line. The formula for this model is
W(E) =
a e x p { - ( E  -  E t f / f t }  E < Ep
(5.6)
7  exp {—(jEz — Ep)2/ /?!} + \ {E  — Ep) (J> E  > Ep.
There are six free parameters in this model: Ep,  7 , f t ,  /?2, A and fi. The values of E'F 
and a  are calculated from the equations:
e '  -  & + 2 ( 7 T r t  M
a  =  (7  +  /*)exp { —(Æ — Ep)2/Pî}- (5.8)
These values for EF and a  ensure that the functions and their derivatives match at
E  =  Ep.  This avoids the unphysical characteristics of the linear schematic models, 
such as the infinite slope of A V  at the end-points of the line segments, and thereby
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Figure 5.3: The fit of the ‘gaussian+linear’ model to Keeley et a/.’s W(E)
ensures a more accurate determination of the shape of Nr (E) implied by the shape of 
W(E).  Fig. 5.3 shows the best-fit ‘gaussian+linear’ model with a positive-slope linear 
term. To investigate the precise effect which the linear increase in absorption at large 
energy has upon Nr (E), the model was used first with a positive-slope linear term 
to obtain the best possible fit to W(E),  and then with a zero-slope linear term to 
eliminate the increased absorption.
Parameter Ep A A 7 A E'f a
Value 53 13.0 3.873 0.33 0 .0 0 2 0.606 53.1806 0.936
Table 5.2: Optimal values for the parameters of the ‘gaussian+linear’ model for W(E).  
a  and 7  are in units of MeV; all other parameters are dimensionless.
Fig. 5.4 displays the curve for N r ( E )  corresponding to the case where the linear
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Figure 5.4: The fit of the ‘gaussian+linear’ model to Keeley et a/.’s Nr(E)
term in our model has a positive slope; the values of the parameters are given in 
Table 5.2. As can be seen from Fig. 5.3, our model fits the W(E)  ‘data’ points supplied 
by Keeley et al. better than any of the other models employed in this analysis. The 
fit to Nr (E) derived from the dispersion relation, however, is probably the worst. The 
shape of the curve for Nr(E) is very unusual, and is worth commenting on. The peak 
between 30 and 55 MeV is followed by a dip in the curve between about 55 and 65 MeV 
and by a very broad peak of small magnitude which extends into the higher energy 
range.
Fig. 5.5 shows the fit of the ‘gaussian+linear’ model with a zero-slope linear term 
(i.e., A = 0) to Nr (E). The effect of omitting the linear increase is negligible as fax as 
the shape of the fit to Nr (E) is concerned. It is clear, furthermore, that the Nr(E) 
‘data’ points do not support the existence of a local minimum at any energy. It can
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Figure 5.5: The fit of the ‘gaussian+linear’ model with zero slope to Keeley et al.'s 
Nr (E)
therefore be concluded that the local minimum in W(E)  between 55 and 65 MeV in 
both of the ‘gaussian+linear’ fits has no counterpart in the Nr (E) ‘data’, contrary to 
what is required by the dispersion relation between the real and imaginary potentials.
Using a Ferm i form  factor. The Fermi form factor W(E)  =  VF0/(l+ exp  {(E%, — E)/A})  
was given the parametric values shown in Table 5.3.
Parameter W0. Ew A
Value 0.65 44 5
Table 5.3: Optimal values for the parameters of the Fermi form factor for W(E).  All 
the parameters are in units of MeV.
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Figure 5.6: The fit of the Fermi form factor to Keeley et a/.’s W(E)
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Figure 5.7: The fit of the Fermi form factor to Keeley et a/.’s Nr (E)
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As can be seen from Fig. 5.6, the Fermi form factor completely misses the anoma­
lous peak in W(E)\  however, the fit to the Nr (E) ‘data’, shown in Fig. 5.7, is generally 
very good, apart from one datum. Given the bad fit to Nr (E) obtained from any ac­
curate model of the Keeley et al. ‘data’ W{E)^ and the good fit of this Fermi model 
for W(E),  a model which completely omits both the anomalous peak and the linear 
increase for large £ , it is clear that for this given ‘data’ there is no evidence from a 
dispersion relation analysis for any intrinsic anomalous energy dependence.
Keeley et al.'s la te r analysis. A later paper was published by Keeley at al. [52] 
which subjected the anomaly in W(E)  for the cases 160 + 58Ni and 160 + 62Ni to fur­
ther analysis. A set of CRC calculations were performed, from which effective local 
polarization potentials were derived as an /-independent weighted mean of the trivially 
equivalent /-dependent polarization potentials. It was claimed that the anomalous peak 
in W(E)  at the surface was reproduced by their analysis, although with a much reduced 
magnitude, and was related to the coupling to the first 3“ state of 160 . Insufficient time 
was available for us to investigate this claim using the IP inversion method.
However, the magnitude of the peak in W(E)  is less than half that of the empirical 
optical model potential in the case of 62Ni, is narrower and is generally less pronounced 
as a feature. For all energies, the CRC-derived potential is outside the error bars of 
the optical model potential W(E). Clearly, as Keeley et al. state, the calculations 
still lack a significant ingredient to be able to generate the observed behaviour and 
strength of the effective interaction. Their conclusion was that the discrepancy between
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the empirical and CRC potentials is due to the direct or indirect effect of couplings 
to other channels not included in their calculations, particularly multi-step couplings. 
However, the magnitude, form, isotopic and energy dependence of these extra terms 
are largely unknown quantities, so it is not clear how they could be included in any 
rigorous way in an expanded CRC calculation.
The discrepancy could not be corrected by including other direct couplings to two- 
phonon states, two-nucleon transfer or the giant quadrupole resonance, so Keeley et al. 
attempted to simulate multi-step processes by adding a term to the potential describing 
the nuclear interaction in the non-elastic channels. They found that adding a purely 
real term improved the fit of the CRC-derived potentials to the empirical potentials, 
but the peak in W(E)  was still too narrow and unpronounced, especially in the case 
of 62Ni, and the parameters of the extra potential term seem to be rather arbitrary, 
there being no indication of which particular multi-step processes are significant.
An interesting point made by Keeley et al. is that even though the large negative 
Q-value for 160(3~) suppresses the population of that state near the Coulomb threshold 
to an almost unobservable level, they found that its contribution to the polarization 
potential is important even at this low energy.
O th e r observed anom alies in W[E) a t th reshold . There are two such cases of 
which we are aware: one involving 7Li+208Pb [50], and one involving 160 + 63Cu [51].
In the latter case, Pereira et al. obtained a data point in W(E)  at just above 
threshold in their optical model fitting which was about twice the magnitude of the
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saturation plateau, and which could be interpreted as an anomalous peak in W(E)  
similar to that found by Keeley et al. for 160 + 62Ni. However, it is almost certainly 
not useful to subject this case to further analysis, as only one data point is anomalous, 
and that has a x 2 value of nearly 30, and no reliance can therefore be placed on it. In 
the former case, the anomalous peak is much better established, by the optical model 
analysis of Martel et al. [53, 54]. Keeley and Rusek [50] carried out CRC calculations 
and found that the 208Pb(7Li,6Li)209Pb transfer channel had an effective polarization 
potential which had the same peak in W{E)  at about the right energy.
Conclusions. A dispersion relation analysis is limited to an examination of the con­
sistency of the potentials with causality. In any optical model analysis, especially of 
heavy ions, there may be ambiguity in both the real and imaginary potentials, due 
to such factors as model-dependence or fixed-geometry fitting, or other factors which 
may introduce spurious energy dependence into the fitted potentials. Therefore, any 
physical conclusions drawn from a dispersion relation analysis must be treated with 
caution as sharing the ambiguities of the potentials themselves.
While Keeley et a/.’s later analysis [52] has demonstrated that a peak in W(E)  
at about the right energy can be produced by the coupling to an inelastic channel, 
it cannot be said that the CRC-calculated peak corresponds to the peak obtained in 
their earlier optical model analysis [47] either in magnitude or shape. Furthermore, 
given the results of our dispersion relation analysis, the optical model peak cannot be 
causally consistent with the shape of the corresponding ISr(E), and must therefore
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either be an artefact of the fixed geometry of the double-folding real potential or some 
Other factor causing spurious energy-dependence of the imaginary potential.
In conclusion, it has been shown by using the consistency tests of dispersion rela­
tion analysis that dynamic polarization potentials determined by optical model fitting 
are unreliable, and therefore investigations of DPPs using ‘CRC-(-inversion’ should not 
set too high a store on matching potentials obtained by optical model fitting.
5.3 An investigation of the accuracy o f the LTS 
and BG K P analytic forms for the quadrupole 
Coulomb excitation imaginary D P P
Since the long-range part of the imaginary potential for the case of 160 + 62Ni at 42 
MeV was difficult to obtain by inversion (see Section 5.4), and this part of the DPP is 
due mainly to Coulomb excitation, I decided to use an analytic form for the quadrupole 
Coulomb excitation imaginary DPP as part of the Starting Reference Potential (SRP) 
for the IMAGO inversions from the CRC S-matrix. I examined and compared two 
analytic forms for this purpose — the Love, Terasawa and Satchler (LTS) [55] form, 
and the Baltz, Glendehning, Kauffmann and Pruess (BGKP) [56] form.
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The Love, Terasawa and Satchler (LTS) analy tic  form . The LTS analytic form 
for a purely imaginary Coulomb excitation DPP is given by the equations:
w £ ? ! ( r )  =
* c ( r ) ^ ,  r > f l c
(5.9)
_  I ^ C  } T  <  R c
where Rc is the Coulomb radius (Rc = 1.3{A}^3 + A ^3} fm), the local energy approx­
imation, LEA, correction factor Kc(r)  = [1 — (ZiZ2e2/rE cm)]-1/2, and the strength
Wp = 0 .0 1 6 7 6 ^ S (S 2 ,0+ -> 2 + ^ ( 0 ,  (5.10)
where Z p is the charge on the projectile, and ^ ( 0  is an adiabaticity correction factor 
(f = \r)E\lEcm). The LEA correction factor K c(r)  accounts for the fact that the 
projectile moves more slowly near the target than the plane-wave estimate predicts 
because the repulsive Coulomb potential dominates at the radii where Wdpp 18 signifi­
cant. Since Kc(r)  diverges at r  =  = ZiZ2e2/ ^ cm, a cutoff is chosen such that Kc(r)
is given by the expression above for r > Rd/0.9  and is replaced by Kc(Rd/9.9)  = 3.16 
for r  < Rd/0.9.  The use of such a cutoff has little effect on the magnitude and shape 
of VPppp, as LTS point out in their paper. The adiabaticity correction factor <72 (f) 
embodies the dependence of the Coulomb excitation on the excitation energy since
£ =  \ r}E \/ Eçjn.
The radial form of this analytic DPP is shown in Fig. 5.8. Note the non-physical 
cusp at r  = Rc\  this turned out not to be serious, since it occurs in a radial region
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where the LTS DPP is of the same magnitude as the rest of the imaginary potential; 
this has the effect of ‘smoothing out’ the cusp in the total potential.
The LTS DPP was compared with that obtained by inversion from a CC ,9- 
matrix involving only the Coulomb excitation to the 2+ state of 62Ni with the same 
B(E2) (0.0890 in units of (eb)2). The inverted DPP will be referred to as Wgpp, and 
the LTS DPP as W^pp. The inversion from the CC 5-matrix was very easy, and only 
five basis functions were needed to obtain a phase shift distance of cr2 = 0.00285 in six 
iterations, starting from a zero SRP. Fig. 5.9 directly compares Wj^pp and W^pp (here 
labelled ‘LTS’ and ‘CC’ for clarity). Fig. 5.10 shows the results of a notch test carried 
out between WJjpp and the CC S(l) from which it was inverted. This shows very clearly 
the radial range at which the 5-matrix is sensitive to the values of the potential; this 
range extends from about r =  9.5 fm to r =  18 fm. The maximum sensitivity is to the 
potential at 11 fm, with a sudden fall between 11 and 12 fm, followed by a long tail 
extending to 18 fm. The almost complete insensitivity of the 5-matrix to the potential 
at r < 9 fm means that the apparent inconsistency between W^pp and Wdpp for r < 10 
fm is not physically meaningful.
The Baltz, Glendenning, Kauffmann and Pruess (BGKP) analytic form.
The fundamental approximation used by Love, Terasawa and Satchler [55] was to use 
plane waves for the intermediate state and ground state, with a classical correction 
being made for the Coulomb braking. Baltz et ai [56] have derived a more exact 
expression for the long-range Coulomb excitation DPP by using Coulomb-distorted
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Figure 5.8: The Love-Terasawa-Satchler (LTS) quadrupole Coulomb excitation imagi­
nary DPP for 160 + 62Ni at J?iab = 42 MeV.
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Figure 5.9: Comparison between the LTS DPP and the DPP obtained by inversion 
from a CC S{t) including only quadrupole Coulomb excitation.
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Figure 5.10: Results of a notch test between WJJpp and the corresponding CC S(l).
Scattering states and a Coulomb-distorted Green function; the result shows some in­
teresting differences from the LTS potential.
The BGKP /-dependent, quadrupole Coulomb excitation imaginary DPP is given 
by the expression:
WB??P(rJ)  =  - ^ ^ 2 % e 2B(E2,0+ -► 2+)g2(() (5.11)
' (  r /V C i i2 +  r/2) rjk2 ± l \  1 ArjkP 1 2 /4 l"x I —it—â----------- ;---- â— arc tan — 1 —— -|— %------- :— — H— %------------ -A / 2( /2 + 772) 2 / 3 77/  r 3 ( /2  + ^ 2)2 r 4 ( / 2  + 772)2 r5
where fi is the reduced mass of the system, Zp is the projectile charge, k is the wave 
number, Î is the semiclassical / + 1, and 77 is the usual Sommerfeld parameter.
This potential at first sight seems quite different from the LTS potential. It is 
explicitly /-dependent with 1/ r 5, 1 / r 4, and 1/ r 3 radially dependent terms in contrast to
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the /-independent dominantly 1/ r 5 LTS behaviour. As / —> oo, the 1 / r 5 term dominates 
. in the BGKP potential, and the ratio of the LTS to the BGKP approaches 4/3.
It is not very convenient to use an /-dependent potential. We can obtain an 
/-independent equivalent to the /-dependent BGKP potential by first calculating the 
phase shifts associated with the BGKP potential, and then inverting those phase shifts 
using the code IMAGO in order to obtain a local, /-independent potential which has 
the same associated 5-matrix as the BGKP potential. We shall refer to this inverted 
/-independent equivalent to the BGKP potential as U ^ KP. The /-independent 5- 
matrix-equivalent potential of an /-dependent purely imaginary potential will in general 
have a (small) real component, and in the present case we allow for this by writing 
UgSKP{r) = VZGKP{r) +  iW-™KP{r).
The BGKP phase shifts can be calculated by means of a perturbative JWKB *. 
integral which is evaluated along the Coulomb trajectory:
« '" i  - - r i ü f  +<'■+ -i(i + p +, A ,.)■/.) *
(5.12).
where k is the wavenumber, 77 is the Sommerfeld parameter and p is the radial parameter
1
for the Coulomb trajectory along which the integral is calculated. This is related to 
the usual internuclear radial parameter by the equation r =  £(77 + ( / 2 +  772 +  p2)1/2). 
When p =  0, r is the classical turning point. The integral is really only meaningful 
for values ôf I greater than the critical angular momentum for strong absorption (i.e., 
those / for which |5 ( / ) |2 > 5 ).
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Since the BGKP /-dependent potential is purely imaginary, the phase shifts (as 
calculated using Eq. 5.12) will likewise be purely imaginary. As the 5-matrix is 5(/) = 
exp[2i$(/)], its argument will be zero for all /. Because the real part of the potential 
influences only the argument of the 5-matrix, and the imaginary part only the modulus 
(to first order in the Born approximation), the real part of the /-independent UPy KP is 
expected to be negligible (although not zero, due to higher-order terms). This reinforces 
the point that only the imaginary part W P^ KP is important for investigating the long- 
range behaviour of the DPP due to quadrupole Coulomb excitation.
The /-dependent BGKP Coulomb excitation tail and its associated 5-matrix were 
calculated for the case of 160 + 62Ni at 42 MeV, and the /-independent potential which 
gives the same 5-matrix elements was obtained by inversion using IMAGO. The in­
verted potential is shown in Fig. 5.11, together with the LTS Coulomb excitation DPP 
and the potential inverted from the CC quadrupole Coulomb excitation 5-matrix. The 
BGKP 5-matrix is shown in the subsequent figure, also compared with the LTS and 
CC 5-matrix elements. An inversion from the BGKP 5-matrix was also carried out 
with the constraint that the real part of the potential be zero. The quality of the fit to 
the 5-matrix was only marginally improved, and it can be seen from Fig. 5.11 that the 
real part of the unconstrained BGKP inverted potential is negligible when compared 
both to its imaginary part and the real part of the inverted CC potential.
The /-independent W p? KP(r), as Fig. 5.13 shows, is deeper than the 1 = 0 
BGKP for r < 9fm, falls within the limits of the / = 0 and Z -> oo BGKP potentials 
^DPP^P(r , Ô between about r = 9 fm and 15 fm, and converges onto the / —> oo BGKP
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Figure 5.11: Comparison between the LTS, BGKP and CC quadrupole Coulomb ex­
citation DPPs for 160 + 62Ni at £ lab =  42 MeV. The real part of the LTS and BGKP 
DPPs are almost indistinguishable from zero.
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Figure 5.12: Comparison between the ^-matrices for the LTS, BGKP and CC
quadrupole Coulomb excitation DPPs.
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Figure 5.13: Comparison between the BGKP /-dependent potential at / = 0 and / —► oo, 
and the inverted BGKP /-independent potential.
in the far surface. It therefore cannot be thought of as being in any simple sense an 
‘average’ over / of the BGKP /-dependent potential.
Fig. 5.12 shows the S'-matrix of the BGKP Coulomb excitation DPP, as calculated 
for the case of 160 + 62Ni at 42 MeV, compared with a coupled channel (CC) calculation 
using the code FRESCO in which only the Coulomb excitation channel to the 2+ target 
state was included, and with the LTS 5-matrix. It is clear that the LTS model for the 
Coulomb excitation has greater absorption than either of the others, even in the far 
surface. The BGKP and CC DPPs have similar absorption in the far surface, but 
between / =  10 and / =  60 the CC shows greater absorption than the BGKP. The CC 
5-matrix differs from the other two by having a non-zero argument.
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Conclusions. Since the main purpose of this part of the investigation is to provide 
an appropriate starting reference potential (SRP) for 5'(/) —► V(r) inversions where 
the high /-range of the 5-matrix is difficult to fit with a smooth potential in the far 
surface, the pragmatic criterion of ease of use as well as closeness to the CC Coulomb 
excitation DPP will apply. It is clear that the LTS DPP would be the simplest to 
apply, since it does not itself require inversion to obtain an /-independent potential. 
The BGKP DPP requires inversion to produce an /-independent form appropriate 
for my purposes, and the CC DPP requires both coupled-channels calculations and 
5(Z) —> V(r) inversion. However, it is also clear that the BGKP model agrees much 
more closely with the CC quadrupole Coulomb excitation DPP than does the LTS 
model. This is especially important when the inversion is from an 5-matrix obtained ■ 
by coupled channels calculations.
These results are also interesting in their own right, since the BGKP has been 
shown here to agree more closely with the Coulomb excitation DPP obtained by ‘CC 
and inversion’ than does the LTS DPP. This is to be expected, since the LTS model 
uses plane waves for the intermediate and ground states with a classical correction 
for the Coulomb braking. If what is desired is a Coulomb excitation DPP consistent 
with what can be obtcdned (by accurate inversion) from the 5-matrix elements for a 
coupled-channels calculation, then this simplification is not appropriate, at least for 
heavy-ion scattering. The BGKP model’s use of Coulomb-distorted scattering states 
and a Coulomb-distorted Green function seems to be more consistent with CC results.
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5.4 Application of the 6C R C +inversion’ m ethod to  
the extended optical model calculation of par­
tial fusion cross-sections
In troduction . The fusion of two heavy ions at bombarding energies near the classical 
Coulomb barrier has usually been modelled using the one-channel barrier penetration 
model (BPM), in which fusion is assumed to take place only if the two ions go over 
or tunnel th rough the  real po ten tia l barrier form ed from  the sum  of the  Coulomb and 
nuclear potentials. The purpose of this investigation is to test the applicability of 
an alternative method, the extended optical model (EOM), using local /-independent 
potentials obtained by inversion from the elastic scattering cross-section. This will be 
a test both of the EOM method and of the local inverse potentials themselves (which 
exclude non-elastic channels) for their usefulness in an investigation into heavy ion 
fusion cross-sections and spin distributions.
In the BPM, for a given partial wave /, the nucleus-nucleus potential can be 
written as
Vi(r) = V co u (r ) +  X m c(r ) +  Vrfg ( r )  ( 5 .1 3 )
where VcoU(0  is the standard Coulomb potential for nuclei (see Chapter 2.1 of this 
thesis), Viuc(r) is the specifically nuclear part of the interaction and Vrfg(r) = h2l(l + 
l)/2 /ir2 is the so-called ‘centrifugal’ potential. The total potential V/(r) has an outer 
maximum at a radial région where the long-range Coulomb and the short-range nuclear
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parts of the potential are of comparable magnitude. At slightly smaller radial sepa­
rations, there is an attractive well which traps the nuclei sufficiently long enough for 
fusion to Occur. The centrifugal potential increases the barrier height and slightly shifts 
the radial position of the barrier. It can eliminate the attractive well, and generally 
supresses fusion at larger impact parameters.
The transmission coefficients for passage over or through the barrier near the 
Coulomb threshold can be calculated using the WKB method, so that [57]:
T,(E) =  [1 +  exp(2A:,(S))]-1 (5.14)
where
' K t(E) = T l r\ ^ \ V , ( E )  -  E ^ d r ,  (5.15)
in which ra and r& are the inner and outer turning points of the fusion barrier, and the
minus/plus signs before the integral refer to above-/below-barrier energies.
The partial wave fusion cross-sections can then be written in terms of the trans­
mission coefficients as:
*l{E) = irX2{2l + l)Tl(E) (5.16)
where X is 1/k. The cross-section for complete fusion is the sum over all partial waves, 
crp(E) = 53; (Ji(E). The spin distribution, is the contribution of - that partial
wave to the total fusion cross-section.
The moments of the spin distribution are of great importance: the zeroth moment
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is the total fusion cross-section at a given energy, = X)//0<7/(£), while the first
and second moments give the mean /-value and the mean square /-value of the spin
distribution: < / >p= J2i and likewise for < I2 >p. These higher
moments of ai(E) provide additional constraints on theoretical models for sub-barrier 
fusion.
The shape of (Ti(E) is also significant. Classically, in the barrier penetration 
model near the Coulomb barrier, all partial waves up to some maximum /-value Zcr 
contribute only to fusion, while the grazing partial waves, contribute only to direct 
reactions. This would mean that 7} =  1 for all / < Zcr and 7/ =  0 for all Z > Zcr, so that 
cti(E) = 7rX2(2l +  1) up to / =  Zcr and <ti(E) = 0 for all higher /-values. It would follow 
that <tf(E) =  nX2 53ocr(2Z +  1) =  7r^ 2(/cr + I)2. In fact, the transmission coefficients 
undergo a smooth transition from unity to zero, due to the effect of quantum t u n n elling 
through the barrier. Consequently, the sharp cut-off at Zcr in the spin distribution will 
be replaced by a smooth cut-off near Zcr.
At lower energies, this simple modification to the classical shape for ai(E) is
not sufficient. As the bombarding energy decreases towards the barrier, the centrifugal 
potential is less effective in suppressing fusion for higher partial waves, and the effect of 
the coupling of other channels to the fusion is to broaden the spin distribution [58, 59]. 
It is a consequence of such a broadening of cri(E) due to channel coupling effects that 
the spin distribution can provide information about the dynamics of the fusion itself. 
This can provide additional constraints on the modelling of the fusion process.
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T he heavy-ion sub-barrier fusion anomaly. In the first measurements of the 
sub-barrier fusion of two heavy ions [60, 61], it was found that, at energies at or 
below the classical Coulomb barrier, the cross-sections for fusion were several orders 
of magnitude greater than what was predicted by the barrier penetration model, in 
which one-channel quantum tunnelling is solely responsible for the fusion. It was also 
discovered [60] that the cross-sections for sub-barrier fusion depended sensitively on 
the atomic number of the nuclei involved, especially for nuclei near a closed shell.
There are several possible explanations for the enhanced fusion cross-section at 
and below the Coulomb barrier. The shortcomings of the one-dimensional BPM suggest 
that sub-barrier fusion is strongly coupled to other degrees of freedom. The possibil­
ities which have been investigated include: (i) shape effects of the colliding nuclei. 
For example, nuclei with static quadrupole deformations have an important degree of 
freedom in the orientation angle between the nuclear axis of symmetry and the line 
of centres of the two nuclei [61, 62]. (ii) zero point vibrational motions of the nu­
clear surfanes may be an important degree of freedom coupled to fusion [63, 64]. (iii) 
other collective modes of the nuclei, such as neck formation, may also be significant in 
enhancing sub-barrier fusion [65, 66]. (iv) transfer reaction involving one or more par­
ticles may be coupled strongly to the fusion channel, and this can enhance the fusion 
cross-section [67, 68].
The existence of strong coupling of the fusion process to direct reaction channels 
implies that the heavy ions involved are too complex in structure to be adequately 
modelled as rigid spheres, as in the BPM. For heavy ion fusion, it is necessary to
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consider how the nuclei can vibrate, or engage in other collective or inelastic excitation 
and exchange particles as they undergo the fusion process.
M ethods of analysis. Several methods of analysis have been used to investigate the 
effect of such channel coupling on the fusion cross-section:
• The extended optical model, employing a phenomenological potential whose real 
part represents the Coulomb barrier and part of whose imaginary potential is 
used to represent the flux that goes into the fusion channel. Usually, the phe­
nomenological potential which fits the elastic scattering data is used [69].
• Coupled reaction channels calculations (CRC) are used to explicitly include the 
effects of the strongly coupled channels. In this CRC procedure, a short-ranged 
imaginary potential is used, which will not suppress the coupling during the 
barrier penetration phase of the fusion process [70].
• Feynman path integrals have been employed to model the multi-dimensional 
quantum tunnelling which is involved [71, 72, 73].
• Static deformation or zero-point motion has been investigated using the one­
dimensional BPM, but averaging over the intersurface orientations or distances 
respectively.
• Model the collective phenomena such as neutron flow or neck formation [74, 75].
•  T he tim e-dependent wave packet m ethod [76], in  which the wave packet is in 
many degrees of freedom of the fusing system.
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Here, I shall use the extended optical model (EOM), together with coupled reac­
tion channels (CRC) calculations.
T he ex tended  optical m odel analysis. The simplest expression for the fusion 
cross-section within the one-channel optical model is that employed by Udagawa et 
al. [69], involving the inner part of the absorptive potential:
aF = I v l o  ^ r )M r )|2<*r ’ (5-17)
where W (r) is the imaginary part of the optical potential obtained by fitting the elas­
tic differential cross-section, %(r) is the wavefunction calculated from that potential, 
and JRf is the cut off radius which separates the inner part of the absorptive potential, 
(assumed to be associated with fusion) from the peripheral part (assumed to be associ- * 
ated with flux into the direct reaction channels). In Udagawa et a/.’s analyses [69, 77], 
Rf ~  1.4(Ai/3 +  A‘/3).
The major problem with this model is that the value of the cut-off radius Rp is 
rather arbitrary (although Udagawa et al. found it not to change much over a wide 
range of isotopes and energies), and is an artifact of the model rather than representing 
a physical feature. The value of Rp is anomalously high, and seems to imply that fusion 
is taking place on or even beyond the Coulomb barrier rather than solely inside it.
A somewhat more physically meaningful expression can be obtained by writing 
the absorptive potential as a sum of two terms, one of which represents flux lost to
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fusion and the other the flux lost to direct reactions which do not lead to fusion:
W(r) = W fM  + WD(r) (5.18)
The fusion cross-section is:
<7F =  iv  I  (5-19)
where the integration is now over all r, and %(r) is the total scattering wavefunction. 
There is no sharp radial cut-off between Hp(r) and H d(t’); they may overlap to some 
extent. This separation of the imaginary potential into two terms, one responsible for 
fusion and the other for direct reactions not leading to fusion, is called the ‘extended 
optical model’ (EOM).
Eq. 5.19 can be used, at least in principle, to determine the magnitude and form 
of Wp(r); that is, what proportion of the phenomenological imaginary potential is 
actually responsible for fusion. Since cp can be measured experimentally and %(r) is 
determined by the phenomenological elastic scattering potential, the ‘fusion potential’ 
Wp(r) can be parametrized and the values of those parameters found by fitting <7p, if 
it has been measured. However, the problem with this is that Wp(r) has at least three
parameters, so that a unique fit to crp is not possible [77]. Additional experimental
constraints are needed, one of which is given by the spin distribution of the fusion 
cross-section, <7p(/), which can be measured [78].
For spin-zero nuclei, the spin of the compound nucleus is the orbital angular
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momentum in the entrance channel and a partial wave decomposition of %(r) can be 
used in Eq. 5.19, so that ap may be decomposed into partial fusion cross-sections crp(l):
8 yoo
M l )  = + l ) J 0 W rM lx tM fdr. (5.20)
The extended optical model has been used to study sub-barrier fusion for heavy 
ions by Satchler et al. [79, 80] among others. Satchler et al. [80] improved upon the 
Udagawa sharp cut-off model by making a further decomposition of the imaginary 
potential by dividing the fusion potential itself into two parts — a volume component 
with a small radius, and a surface-peaked component having the same radial shape as 
Wb(r), differing only in its absolute magnitude:
Wf (f) =  VFof(f) +  Wpf(f), (5.21)
so that the total surface-peaked potential is Wg = WW + Wb and the total imaginary 
potential is VU = VUqf + Wpp 4- VUd- Since Wpp is directly proportional to Wd, then 
WpF is some proportion of VUg, so that
Wpf(f) =  £Wg(r)
% (r) =  (1 -  ()VUg(r)
where (  is a constant to be determined by fitting the experimental crp.
The main difference between Satchler et a/.’s analysis and that of Udagawa et al.
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(5.22).
(5.23)
is that the latter had effectively assumed that the addition of the surface-peaked term 
to the fusion potential, due to the effects of coupling to the direct reaction channels, 
could be accommodated into the Woods-Saxon shape of their Wp by simply increasing 
the radial cut-off parameter, while Satchler et al. had further decomposed W-p into a 
voliime term and a surface term having the same shape as Wd- This allowed them to 
obtain fits to ap which are equally as good as those of Udagawa et al.
However, the main disadvantage of the analysis of Satchler et al. is that their 
potentials (both ‘A l’, which does not take long-range Coulomb absorption into account, 
and ‘A2’, which does) fail to fit the shape of the experimental partial fusion cross- 
sections, <7f(Z). The volume term and the surface-peaked term give separate peaks in 
crF(Z), which are not observed experimentally, and the calculated tails at large /-values 
are too long. Satchler et al. speculate that these discrepancies may be due to the fact 
that the surface-peaked part of the fusion potential is assumed to have the same shape 
as Wd, in order to reduce the number of parameters used in the analysis, whereas Wpp 
may be expected to have a radial shape intermediate between Wqf and Wd -
These problems may be avoided by Kubo et al. [81], in their extended optical 
model analysis. They divide the imaginary part of the phenomenological optical po­
tential into four terms:
W(r) = W oF(r) + W g£(r) +  WggRr) +  W $?(r), (5.24)
where W'of is the bare potential (as used in a coupled channels calculation), and
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the three further terms are the corrections to that bare potential due to coupling to 
inelastic, one-nucleon transfer and four-nucleon transfer respectively. These dynamic 
polarization potentials (DPPc) were calculated using the method outlined in Kubo ot 
a/.’s paper [81]. The absolute magnitudes of the three DPPs were chosen by requiring 
that the total potential give the measured value of the total absorption cross-section, 
it being assumed that all three DPP terms require the same normalizing factor. Since 
the three DPPs are surface-peaked and represent the effect of couplings to inelastic 
and direct reactions, they are equivalent to the term W$ in Eq. 5.22 (where Wg = 
Wd + Wpp). The bare potential is the volume term of the fusion potential. The total 
fusion potential is therefore given by Wqf together with the fraction f  of the three 
DPPs that leads to fusion:
WF(r) = W ofM  + £{!*& $ (r) +  +  W $ J(r )} ,  (5.25)
where the constant £ is fixed by ensuring that the calculated value of ap is the same as 
the experimental value. The fusion cross-section can be written as ap =  crop + <7pcl + 
<jpNT + <7pNT, where crop is calculated from Wqf alone.
A pplying th e  ‘C R C + inversion’ m ethod  to  th e  ex tended  optical m odel. My
analysis will involve dividing up the fusion potential following Kubo et ai  [81], but 
using IP inversion on the CRC-calculated 5-matrices to obtain the radial forms and 
magnitudes of the DPP terms in Wp.
A major limitation of the extended optical model analyses so fax described is that
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they require a priori assumptions concerning the radial shape of the fusion potential 
and its components, in order to limit the number of free parameters. Furthermore, 
Kubo et al., for example, assume that each DPP term in the potential makes the 
same proportional contribution to the fusion potential (parametrized as the constant 
£). This assumption is probably not accurate, as I found in my own analysis.
The DPPs which contribute to fusion aie expected to be peripheral, and to fall 
within the sensitive radial range for elastic scattering. This is precisely the radial 
range within which an inverted potential can be expected to be well-defined; hence, the 
iterative-perturbative inversion method can be applied to this problem to investigate 
the actual radial shape and magnitude of the DPPs which contribute significantly to 
the sub-barrier fusion.
The case I investigated was 160 + 62Ni at 42 MeV, which is near the top of 
the Coulomb barrier [47]. I performed coupled reaction channel calculations using 
FRESCO [45] to produce elastic 5-matrices for the inelastic channels only and for the 
one-nucleon transfer channels. The four-nucleon transfer channels were found by Kee- 
ley et al. [47, 52] to have negligible cross-section, so it was decided not to include those 
channels. The channels included in the CRC calculations axe:
• the inelastic excitation of the 2+ and 3” states of 62Ni and the 3“ state of 160
• the 62Ni(160 ,170 )61Ni and 62Ni(160 ,15N)63Cu transfer channels.
Two-way couplings between the entrance channel only to each of the relevant transfer 
channels were included. The residual optical model in the entrance channel is the bare
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double-folded real potential and a Woods-Saxon-squared imaginary potential, of depth 
40 MeV, radius parameter 1.0 fm and diffuseness parameter 0.4 fm. For further de­
tails concerning the optical model potentials for propagation in the transfer partitions, 
spectroscopic factors, etc., see Keeley et a/.’s paper [47].
The extended optical model fusion potential for this case is therefore Wp(r) = 
W qfM  +  £{WDpp(r) + Wopp(r)}. This does not alter the basic nature of the analysis, 
since the extended optical model includes only the channels with non-negligible crosS- 
section. It is not possible to determine the actual value of £ in this case, since the 
total fusion cross-section ap has not been experimentally measured yet. However, 
if necessary, it is possible to obtain reasonable approximations to the value of £ by 
making the assumption that the relative contributions of the DPPs to the total spin 
distribution are the same for the EOM as for the BPM.
When carrying out the inversions, I found particular difficulty with the 5-matrix 
which incorporates only the inelastic couplings. This was caused by the difficulty of 
fitting the ‘shoulder’ in |5(/)| at Z ~  15 (a feature which is probably due to interference 
effects between the nuclear and Coulomb scattering). This ‘shoulder’ is too small to 
be visible in Fig. 5.16, but has a significant effect on the scattering and the inversion 
calculations, because of its location in the sensitive /-range and the fact that its mag­
nitude is comparable to 1 — |5(/)|. It was the difficulty in fitting this feature which 
prompted me to investigate the use of a long-range Coulomb-excitation tail such as the 
LTS Or BGKP forms as part of the starting reference potential for the inversion (see 
Section 5.3).
It is important to note that the ‘one-nucleon transfer’ DPP presented in this 
section is not the same as that presented in Section 5.6. In this section, the inelastic 
couplings between the excited states of the other partitions have been included in the 
CRC calculations, since these couplings will probably modify the fusion DPP, whereas 
in Section 5.6 the additivity of the component parts of the one-nucleon transfer DPP 
is investigated, and the coupling between the exited states of the transfer partitions 
would have falsified the assumption that the underlying DPPs must be additive.
Fig. 5.16 shows the CRC-calculated elastic 5-matrices for the bare potential used 
(the un-normalised double-folding real potential and a Woods-Saxon squared imaginary 
potential with W S  = 40 MeV, rw =  1.0 fm and aw =  0.4 fm used by Keeley et 
al. [47, 52, 50]). One of the effects of coupling to only the inelastic channels is to 
change the shape of the 5-matrix modulus. There is increased absorption in the high 
/-range, including a long tall extending to Z ~  80 that was shown in Section 5.3 to 
be due to Coulomb excitation to the 2+ state of the target nucleus. This increased 
absorption relative to the 5-matrix of the bare potential extends down to / ~  8, and for 
0 < / < 8 there is actually less absorption than from the bare potential. The 5-matrix 
argument has a longer tail than that of the bare potential, remains slightly larger down 
to / ~  14, and is then significantly smaller for / < 14.
The one-nucleon transfer channels have a different effect on the 5-matrix. The 
radial shape of the 5-matrix broadly matches that of the bare potential, with greater 
absorption over the whole /-range of the modulus. The argument of the one-nucleon 
transfer 5-matrix is close to that of the bare potential, but has a longer tall and is
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Figure 5.14: Comparison of the inverse one-nucleon transfer DPP, MZ^ pp with and 
without coupling between the inelastic channels in the one-nucleon transfer partition 
for 160 + 62Ni at £ lab = 42 MeV.
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Figure 5.15: As in the previous figure, but the DPP without coupling has been sub­
tracted from the DPP with coupling.
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Figure 5.16: The CRC-calculated 5-matrices for the bare potential, the inelastic chan­
nels only, and the one-nucleon transfer channels for 160 + 62Ni at £]ab =  42 MeV. The 
sharp cutoff at high I for the bare \S(l) \ is an artefact of the data storage and has no 
physical significance.
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broadly similar to the inelastic Arg(5(/)) for I > 15. For lower /-values, it is slightly 
greater than the bare potential Arg(5(/)) until / ~  7, while for 0 < / < 7 it dips slightly 
below the bare potential Arg(5(Z)).
The semi-classical Correspondence between the values of angular momentum and 
radius means that the features of the 5-matrix are expected to be reflected in the 
radial shape of the corresponding potentials. It is clear from Fig. 5.16 that the shape 
of the 5-matrices for inelastic channel coupling and for one-nucleon transfer coupling 
are quite different, and even prior to inversion it is apparent that the radial shapes of 
the corresponding DPPs will be quite different. This is in fact borne out by the inverse 
DPPs, which are presented below.
Figs. 5.17 and 5.18 show the inverse potential and the DPP (obtained by sub­
tracting the bare potential from the inverse potential) derived from the CRC 5-matrix 
for the coupling to the inelastic channels only. While only the imaginary parts of the 
DPPs are important for the calculation of the fusion cross-sections, the real parts are 
included for completeness. The imaginary inverse potential has a small emissive peak 
at r  11 fm, and a deep absorptive well of about 2 MeV at r  ~  9 fm. The absorption 
then decreases to form a ‘hump’ at r  ~  8 fm, following which the absorption increases 
again until, for radii less than about 4 fm, the inverse potential is approximately the 
same as the bare potential. The imaginary DPP due to coupling to the inelastic chan­
nels only (obtained by subtracting the bare potential from the inverse potential), Wgpp, 
is shown in Fig. 5.18. It is interesting to note that the real part is strongly repulsive 
over the range 6 < r < 9 fm, but has a shallow attractive well at about lOfm, which is
bare potential 
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Figure 5.17: The CRC bare potential, Wqf, and the inverse potential for the inelastic 
channels for 160 + 62Ni at £iab = 42 MeV.
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Figure 5.18: The inverse DPP, Wgpp, for the inelastic channels for 160 + 62Ni at S]ab = 
42 MeV.
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the SAR for this case. This contrasts with the real DPP for one-nucleon transfer, to be 
presented shortly. The imaginary part, Wgpp has a small emissive peak at the SAR, 
but becomes absorptive at lower radii, reaching a depth of about 2 MeV at about 9 fm. 
For radii less than about 4 fm, the imaginary DPP becomes negligible. The ‘saddle 
point’ at r ~  7 fm corresponds to the ‘hump’ of decreased absorption in Fig. 5.17.
Figs. 5.19 and 5.20 display the inverse potential and the DPP for the one-nucleon 
transfer channels, compared with and then subtracted from the bare potential respec­
tively. The shape of the imaginary part of the inverse potential has an absorptive 
well at r ~  10 fm, the SAR, reaching a depth of about 0.04 MeV. There is decreased 
absorption for lower radii, leading to a ‘hump’ at r  ~  9 fm, followed by a shallower 
absorptive well at r  ~  8.5 fm, which has a depth of only about 0.015 MeV. There is 
another ‘hump’ of decreased absorption at r ~  8 fm, another shallower well at r  ~  7 
fm (~  0.01 fm), another ‘hump’ at r 7.7 fm, followed by decreased absorption for 
lower radii. For r < 6.5 fm, the inverse potential matches onto the bare potential. The 
imaginary part of the DPP due to the coupling to the one-nucleon transfer channels 
only (which is the difference between the inverse and bare potentials), Wppp, is shown 
in Fig. 5.20. It has an absorptive well at r ~  10 fm and a somewhat shallower well at 
r ~  8.5 fm, separated by a ‘hump’ of decreased absorption. Between about 7.5 and 8 
fm, there is a large emissive peak, which reaches a maximum of about 0.1 MeV. This 
is followed by a deep absorptive well at about 7.3 fm (~  0.075 MeV), another, smaller 
emissive peak at r  ~  6.9 fm (~  0.03 MeV), and a shallow (~  0.01 MeV) absorptive well 
at r  ~  6.6 fm. These alternating bands of emission and absorption between 6.5 and 8
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Figure 5.19: The CRC bare potential, Wof» and the inverse potential for the one- 
nücleon transfer channels for 160 + 62Ni at = 42 MeV. The scale for the imaginary 
part is 10-2.
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Figure 5.20: The inverse DPP, VF^pp, for the one-nucleon transfer channels for 
160 + 62Ni at £ lab = 42 MeV.
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fm are usually characteristic of significant /-dependence in the underlying DPP. I found 
similar evidence for /-dependence in the one-nucleon transfer DPP which excludes the 
coupling between the excited states of the transfer partitions, which is presented in 
Section 5.6; this indicates that in this case such /-dependence is not due to couplings 
between those excitation states. ,
It is clear from a comparison of Figs. 5.18 and 5.20 that the radial shapes and 
magnitudes of the imaginary DPPs for inelastic coupling and for one-nucleon transfer 
coupling are very different, and neither of them conform to a standard optical model 
form. In particular, the radial behaviour of VF^pp, with its alternating bands of emis­
sion and absorption, is highly non-standard.
It may seem remarkable that the apparently small Wjpp potential in Fig. 5.20 
have the same magnitude effect on the 5-matrix in Fig. 5.16 as the IFgpp in Fig. 5.18; 
however, it must be remembered that in heavy-ion scattering, the potential in the 
region of the strong absorption radius (SAR) has an overwhelming influence on the 
scattering, compared to the potential at other radii. In this case, the SAR is centred 
around r ~  11 fm, and in this radial region the two potentials VF^pp and PF^pp have 
comparable magnitudes, and therefore the same magnitude effect on the scattering 
matrix.
It is useful to present the predictions of the BPM for this case, for later comparison 
with the extended optical model (EOM) results. Fig. 5.21 shows the partial fusion 
cross-sections for the bare potential and the two DPPs {not IP inversion DPPs), as 
calculated by the coupled-channels code FRESCO. It uses the BPM method, with
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Figure 5.21: The BPM partial wave fusion cross-sections, crFlBpM(/)s, for 160 + 62Ni at 
Slab = 42 MeV.
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Figure 5.22: The contributions to (tf ,bpm(Z) by and by V ggp  for 160 + S2Ni at
Em  =  42 MeV, obtained by subtracting < 7 ^ ( 1 )  from the curves in the previous 
figure.
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the trivially-equivalent local potentials (TELPs) representing the effects of channel 
coupling. The TELPs are averaged over all partial waves with a weighting factor of 
(21 + 1)(1 — |S (0 |2), to emphasise the effect of the peripheral partial waves. The shapes 
of the <tf,bpm(0 seem physically reasonable, with a single peak in the high /-range. 
The channel coupling has the most significant effect on the fusion cross-section in the 
grazing partial waves. The partial fusion cross-sections are short-range; even with the 
effects of channel coupling included, there is no long-range tail in ctf.bpmC/)- The mean 
values of I and I2 are given in Tables 5.4 and 5.5. The total fusion cross-sections are 
predicted to be 159.4 mb for the bare potential, with the additional cross-section when 
the TELP DPPs are added to the potential being 35.9 mb when VJelp is added, 24.1 
mb when V^elp is added and 212.5 mb for the bare potential plus both the TELP 
potentials. Unfortunately, there are no measured values for the fusion cross-sections 
for this case.
Fig. 5.22 shows the contribution to (Jf.bpmW for the TELPs, compared with 
the contribution from the bare potential alone. 0'f,bpm(O is peaked at I =  13 while 
(jp^ 3PM(0 peaks at / =  12. Their sum has about half the maximum magnitude of 
ctF3Pm(0- Neither <7f"bpM(0 nor f^^bpmCO have a long-range tail.
Fig. 5.23 directly compares the predictions for orp^ re(/) of the BPM and the EOM. 
^fjsomW was calculated using the bare imaginary potential and the scattering wave­
function due to the bare potential only (in all other cases in this analysis, the total 
scattering wavefunction is used). There is extremely good agreement between the two 
models, the two curves having the same shape and magnitude, and both peaking at the
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Figure 5.23: The values of for 160 + 62Ni at Eiab =  42 MeV, predicted by the
BPM and the EOM using the bare potential scattering wavefunction.
same /-value. The predicted values for the total fusion cross-section (<7p^pM = 159.4 
mb, OpjsoM = 147.9 mb), the mean /-value (< / 7.49, < / > f^ om=  7.45), and
the mean Z2-value (< I2 >f^bS>m= 66.9, < I2 >p%M— 73.58) also agree with reasonable 
accuracy.
Figs. 5.24 to 5.26 show the trivially-equivalent local potentials (TELP) for the in­
elastic and one-nucleon transfer DPPs, calculated using FRESCO, for comparison with 
the inverse DPPs calculated using the ‘CRC+inversion’ method (Figs. 5.18 and 5.20). 
The TELPs have been averaged by FRESCO over all partial waves with a weighting 
factor of (2/ + 1)(1 — |5(/)|2), to emphasise the effect of the peripheral partial waves. 
These TELP DPPs will be referred to as V ^ p p ^ e l p  an^ V d p p .t e l p  respectively.
The TELP DPPs are much more oscillatory than the inverse DPPs, and are
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Figure 5.24: The trivially-equivalent local potential (TELP) DPP, I^ dpp^ elp> o^r 
inelastic channels for 160 + 62Ni at E'iab =  42 MeV.
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Figure 5.25: The trivially-equivalent local potential (TELP) DPP, Vdpp,telp> f°r the 
one-nucleon transfer channels for 160 + 62Ni at Siab =  42 MeV, over the range 0 < r  < 
12 fm.
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one-nucleon transfer channels for 160 + 62Ni at E\&b = 42 MeV, over the range 5 < r < 
12 fm.
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comparatively shorter-ranged, becoming negligible by about 10 fm, whereas the inverse 
DPPs are significant out to ~  12 fm. The real part of V^ lpp TELP is strongly repulsive, 
reaching a peak of ~  200 MeV at ~  4 fm and falling to zero by r ~  10 fm. By contrast, 
while the V0pp,inv in Fig. 5.18 also has a repulsive peak, it is much shallower (~  5 
MeV) and is at r  ^  8 fm. There is also a shallow attractive well at r  ~  10 fm which 
is absent in VJpeptTELP* The imaginary part of VJ^ >ep)TELP is extremely oscillatory, only 
settling into something reasonably smooth for r > ~  5 fm. It is emissive at these larger 
radii, falling from a maximum of about 30 MeV at r  ~  5 fm to zero by r ~  10 fm. The 
imaginary part of VJpp ^ ,  on the other hand, is much smoother and is absorptive for 
all r < ~  10 fm, reaching a minimum of about -2 MeV at r  ~  9.5 fm. There is a slight 
emissive peak at r~  11 fm which is absent in the imaginary part of Vupp^ elp-
The TELP for the one-nucleon transfer DPP, ko^TELP ? 13 shown in Figs. 5.25 
and 5.26. The real part is very strongly attractive in the interior (r < ~  5 fm), starting 
from a minimum of -900 MeV and becoming negligible by about r  ~  10 fm. There is a 
shallow repulsive peak at r  ~  7 fm (~ 4 MeV), but the potential then monotonically 
falls to zero. The real part of the inverse DPP, shown in Fig. 5.20, is very different. 
It is negligible for r < ~  7 fm, has a shallow repulsive peak at r  7.5 fm, has an 
attractive well for 8 fm < ~  r < ~  11 fm (reaching a minimum of -0.45 MeV at r ~  8.5 
fm) and a shallow repulsive peak at r ~  11.5 fm. The imaginary part of the TELP 
DPP, Vppp -pELp, is quite oscillatory.
It is clear that the TELP DPPs for these channels are neither smooth nor physi­
cally reasonable. The one-nucleon transfer TELP, in particular, is far too deep in the
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interior (> 800 MeV) in the real part, and the peak in the real part of the inelastic 
TELP is too large (> Ï50 MeV). Indeed, the magnitude of the TELPs is much greater 
than that of the inverse DPPs over almost all of the radial range, by several orders 
of magnitude. The TELPs are not surface-peaked, as would be expected for direct 
reactions, but have most of their magnitude in the interior (r < 5 fm). This is in 
contrast to the inverse DPPs, which are significant only between about 6 and 12 fm.
When calculating the partial fusion cross-sections from my inverse DPPs, WJJpj^r) 
and WDpp(r), a problem arises. Not all the strength of the inverse DPPs will contribute 
to fusion; only fWbpp will do so. However, because there are no measured experimen­
tal values of ap and <7f(/) for this case, the usual method of determining £ (matching 
the predicted value of crp to the experimental value) cannot be used here. The total* 
fusion cross-section <7p and the shape of <7p(/) will both depend strongly on the value 
of £. Before the analysis can continue, assumptions must therefore be made. There 
are two approaches to this problem presented in this analysis: (i) to assume that the 
proportional contribution of the DPPs to the total fusion cross-section, relative to that 
of the bare potential, is the same for both the BPM and the EOM. This will givè a 
separate value of £ for each DPP. This approach will be labelled ‘EOM1’. (ii) to assume 
that the value of £ found by Satchler et al. [80] in the case of 32S+64Ni at 88 MeV will 
be close to its value for 160 + 62Ni at 42 MeV. This will give a single value of £ for all 
DPPs, and this approach will be labelled ‘EOM2’.
182
<  / > F bare +inel +1NT +inel+lN T
BPM 7.49 8.33 7.88 8.58
EOM1 8.03 9.04 8.32 9.19
EOM2 8.03 11.93 8.20 11.88
Table 5.4: Values for the average of I for the bare potentials plus the DPPs, calculated 
by FRESCO using the BPM and by the ‘CRC+inversion’ method using the extended 
optical model with separate values for fmcl and £lNT (E0M1) and a single £ value taken 
from Satchler et ai [80] (EOM2).
t
<  I2 > F bare + inel + 1N T + m e l+ lN T
B PM 66.9 82.6 73.7 87.3
EOM1 166.9 200.2 164.0 194.5
EOM 2 166.9 295.4 165.2 291.8
Table 5.5: Values for the average of I2 for the bare potential plus the DPPs, calculated 
by FRESCO using the BPM and by the ‘CRC+inversion’ method using the extended 
optical model with separate values for £inel and £lNT (EOM1) and a single £ value taken 
from Satchler et ai [80] (EOM2).
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T he ‘EO M V  approach: f nel = 7.537 x 10-3 and f lNT =  0.1509. The fundamental 
assumption of this approach is that the contribution of the DPPs to the partial fusion 
cross-section is proportionately the same for the extended optical model as for the 
barrier penetration model; i.e.,
_inel _ incl -.I NT _1NT
°F,EOM a F,BPM „ _ j <7F,EOM ^F,BPM /c
bare ~  bare ’ ^  bare ~  bare ’ ( 5 .2 6 )
"F.EOM ^F,BPM °F,EOM ^F.BPM
where ag1®1 stands for the fusion due to the bare potential plus the inelastic DPP, 
and <7pNT stands for the fusion due to the bare potential plus the one-nucleon transfer 
DPP. This assumption implies separate values of £ for the two DPPs, which is a useful 
result in its own right; the assumption that the DPPs share the same value of £ is 
probably not realistic. The value of £ is expected to vary with radius, being close to 1 
in the interior (for the bare potential) and decreasing as the radius increases (the more 
peripheral a direct reaction, the less likely it is to contribute to fusion). The inelastic 
DPP is longer-ranged and much deeper than the one-nucleon DPP, so £mcI would be 
expected to be much smaller than £1NT.
The EOM1 can now be written as kkp(r) = WoF(^)+£inelk^DPp(r )+ ^1NT^ DPp(r )j 
where
—inel —bare
>inel _  <7F,BPMq F,EOM , - ,
S “  —bare inel,full’
<7F,BPM<7F,EOM
(where ct^eom has been calculated using the full Wgpp; i.e., without a factor £), and 
likewise to calculate £1NT. For this case, £inel =  7.537 x 10-3 and £1NT = 0.1509. These 
values compare with that given by Satchler et al. [80], who found £ =  0.081 for the
184
DPPs of “ S+^Ni at 88 MeV.
If £ is allowed to vary with radius, then the radial shape of that part of the 
DPP which contributes to fusion will not necessarily be the same as the shape of the 
total DPP itself. However, given the absence of experimental data for there is
presently no way of determining the extent of such differences in shape, or whether 
they could have a  significant effect on the shape of <7f (Z).
The E0M1 partial fusion cross-sections are presented in Figs. 5.27 and 5.28. The 
predicted values of the total fusion cross-section <7f cannot be usefully compared with 
those predicted by the BPM, since they were calculated on the assumption of Eq. 5.26. 
Furthermore, the values of ctf predicted by the E0M1 using the total scattering wave- 
function are less than those of the BPM by more than an order of magnitude. While 
the predictions of the E0M1 agree with those of the BPM when the scattering wave- 
function due to only the bare potential is used, the total scattering wavefunction is 
significantly absorbed in the region of the strong absorption radius (SAR), so that the 
magnitude of the integrand in Eq. 5.20 is greatly reduced. This strong absorption is 
shown in Fig. 5.29, which compares the scattering wavefunction due to only the bare 
potential with that due to the total potential.
The shape of <7f(Z) is also significantly different. The peak is skewed to a lower l- 
value (/ ~  6) compared to the BPM (where the peak is at / ~  9), and the comparative 
shapes of the <7f(Z) due to the DPPs are also different from the BPM. The BPM 
predicts that cr^gpM(Z) ~  °'f3Pm(0 f°r I < 10 and is greater than the one-nucleon 
transfer partial cross-section for Z > 10. In the EOM1, ^ e o m (0  > <7f$om(0 f°r
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Figure 5.27: The E0M1 partial wave fusion cross-sections, <7f ,eom(Z)s where 0 <  Z <  24, 
for 160 + 62Ni at £,„b =  42 MeV.
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Figure 5.28: The E0M1 partial fusion cross-sections, <7F,eom( 0 s where 14 < Z < 50, 
for 160 + 62Ni at £iab =  42 MeV.
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Figure 5.29: The magnitude \x(r)\ of the scattering wavefunction due to only the bare 
potential, compared with |%(r)| due to the total potential for 160 + 62Ni at i?iab = 42 
MeV.
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Figure 5.30: The E0M1 contributions to crp,e o m ( 0  by Wgpp and by VFdpp, where 
I < 24, for 160 + 62Ni at Ex&h = 42 MeV.
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Figure 5.31: The E0M1 contributions to <7f ,e o m ( 0  by Wgpp and by Wppp, where 
14 < / < 50, for 160 + 62Ni at £ lab =  42 MeV.
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/ < 13, the one-nucleon transfer cross-section becoming greater than that due to the 
inelastic DPP over the region 13 < / < 20, while for I > 20, <7{?eom(0 has a long 
tail extending beyond I ~  40 whereas 0 f\ e o m (O  falls to zero by Z ~  22, as shown in 
Fig. 5.28.
The most significant fact is that there is only one peak in <7f (Z). This is the 
physically expected behaviour, and contrasts with the results obtained by Satchler et 
al. [80] for 32S-| **Ni, in which the surface-peaked contribution of the direct reaction 
DPPs causes a  second peak to appear in <tf(Z) at large Z-values. This non-physical 
behaviour is probably due to the fact that the radial shapes of Satchler’s DPPs are 
strongly surface peaked. A realistic potential would probably bo intermediate in shape 
between the volume-term bare potential and a purely surface-peaked potential. The 
DPPs obtained using the IP method on the coupled reaction channels 5-matrices have 
this property, and, given a realistic value for the parameters £inel and £1NT, their con­
tribution to <7f (Z) does not give an unphysical second peak.
Figs. 5.30 and 5.31 show the contributions of the DPPs to <7f,eom(0> with <7p^oM(Z) 
subtracted. The inelastic contribution peaks at about Z ~  10, whereas that of the one- 
nucleon transfer DPP peaks at Z ~  12 and at a lower magnitude. Furthermore, the 
inelastic contribution has two main components: a large peak in the low Z-range, and a 
long small tail extending from about Z ~  20 to Z ~  80, whereas the one-nucleon transfer 
contribution has no such tail, falling to zero by about Z =  24. Comparing Figs. 5.22 
and 5.30, it is clear that there are significant differences: the effect of channel cou­
pling has been to broaden the spin distributions, and the main peak of the inelastic
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contribution has been shifted to a lower /-value; the inelastic <t f ( / )  also has a long tail 
in the high /-range which is missing in the BPM. The magnitudes of the EOM1 spin 
distributions are significantly less than for the BPM, by a factor of about 50. This is 
caused by the strong absorption of the scattering wavefunction near the SAR.
The long tail in crp(/) is due to the surface tail in WJjpp, which is caused by the 
coupling to the Coulomb excitation of the 2+ state of 62Ni (see Section 5.3). The fact 
that this tail in <7p(/) extends out to Z ~  80 is almost certainly not physically realistic, 
since direct reactions at such large radii would have a vanishingly small probability of 
leading to fusion. The problem is caused by the fact that the shape of that proportion 
of the inelastic DPP which leads to fusion is assumed to have the same 
radial shape as the full PPgpp. This assumption seems reasonable in the case of VPppp, 
which has a relatively restricted radial range, but must be questioned for B^Jpp, which 
extends to the far surface.
The values of < / > and < I2 > for the BPM crp(/) using the TELPs calculated 
by FRESCO are consistently smaller than for the spin distributions calculated from 
the inverse DPPs. The values of < Z2 > in particular axe very much larger, by a factor 
greater than 2 .  This is clear evidence of the sensitivity of < 7 f ( Z )  to the coupling to the 
inelastic and transfer channels. A similar result was found by Kubo et ai. [81] for 160  
on various Ca isotopes.
T he ‘E O M 2’ approach: £ = 0.081. Because of the uncertainty in obtaining exact 
values for £, due to the absence of experimental fusion cross-sections for this case, an
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alternative EOM approach was also used in this analysis, to establish the sensitivity 
of the results to the value of £.
In the E0M2, I make the assumption that the values of £ found by Satchler et 
al. [80] for the case ^S-f^N i at 88 MeV is appropriate for 160 + 62Ni at 42 MeV.
Figs. 5.32 to 5.35 show the results of this assumption. The effect of the one- 
nucleon transfer DPP on <7f(1) is suppressed relative to the EOM1, and the inelastic 
DPP makes a much greater contribution, accounting for almost all of the coupled- 
channel fusion enhancement. In fact, Oj^eomW 18 iiearly three times greater than 
that due to the bare potential alone. This is in contrast to the BPM result, shown 
in Figs. 5.21 and 5.22, where the channel coupling has only a marginal effect on the 
fusion cross-section. However, the EOM2 results still have the same general features 
as the EOM1: the partial fusion cross-sections axe peaked at / ~  10 and the long tail 
for / > 20 is due almost entirely to the inelastic DPP. It is notable that even with 
the higher value of £ for IVgpp, there is still only a single peak in crp(Z), contraxy to 
Satchler et a/.’s result [80] and in general agreement with the EOM1 results.
The contribution to (Tf(1) from the DPPs alone with the bare potential contribu­
tion subtracted is shown in Figs. 5.34 and 5.35, which can be compaxed with Figs. 5.22, 
5.30 and 5.31. The contribution from the inelastic DPP dominates, being ~  30 times 
greater than the one-nucleon transfer contribution. The inelastic DPP contribution 
has the same shape for the EOM2 as for the EOM1: it peaks at Z ~  10 and has the 
same long tail for Z > 20. However, the magnitude is greater, since £ in EOM2 is 
greater than £inel in EOM1. In fact, whereas the contribution from the one-nucleon
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Figure 5.32: The E0M2 partial wave fusion cross-sections, ctf,e o m ( O s where I < 24, 
for 160 + 62Ni at Eh* =  42 MeV.
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Figure 5.33: The É0M2 partial fusion cross-sections, <7f ,e o m ( 0 s where 14 < Z < 50, 
for 160 + 62Ni at £iab =  42 MeV.
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Figure 5.34: The E0M2 contributions to by VFypp and by W^pp, where
Z < 24, for 160 + 62Ni at £ lab =  42 MeV.
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Figure 5.35: The E0M2 contributions to <7f,eom(Z) by W^pp and by Wypp, where . 
14 <  / < 50, for 160 + 62Ni at £ lab =  42 MeV.
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transfer DPP was comparable to that from the inelastic DPP for E0M1, in E0M2 the 
one-nucleon transfer DPP makes only a slight contribution.
The values of < / > f  and < I2 > f  for E0M2 are compared with those for the 
BPM and E0M1 in Tables 5.4 and 5.5. The EOM2 mean /-value is greater than 
that of either the BPM or EOM1 for the inelastic DPP, but is less than that of the 
EOM1 for the one-nucleon transfer DPP (though still greater than that of the BPM). 
Since the contribution from the inelastic DPP is dominant, the EOM2 mean /-value 
is greater than that of the EOM1 for the total spin distribution. The mean Z2-value 
from the inelastic DPP contribution is very much greater for EOM2 than for either the 
BPM or EOM1, but the value for the one-nucleon transfer DPP is almost the same for 
both the EOM1 and EOM2. This behaviour of < / > and < Z2 > is to be expected, 
since the E0M2 f-value is greater for the inelastic DPP than the EOM1 £incl, and the 
contribution from the inelastic DPP dominates at large Z.
The most significant result of both the EOM1 and the EOM2 is the low magnitude 
of <7f (Z) relative to the BPM results. For EOM1, ^ b p m C O / ^ e^ m i CO ~  20, and for 
EOM2 crp°BpM(Z)/ <7p°EoM2 (0 ~  10. For the BPM and the EOM results to match, £ 
would have to be close to unity, which is not physically reasonable.
The cause of this disagreement between the BPM and the EOM is the strong 
absorption of the scattering wavefunction in the surface region, due to the long tail in 
IVgpp(r). Fig. 5.29 shows very clearly the effect on |x(r)|; this accounts entirely for 
the suppression of the EOM ctf(Z) relative to the BPM. It indicates the limitations of 
the elastic-channel potential model: the ‘missing’ fusion cross-section is probably being
194
contributed by the inelastic channels, and cannot therefore be accounted for in terms 
of the elastic-channel DPPs.
Conclusions. I have applied the extended optical model (EOM) in conjunction with 
CRC calculations and IP inversion as an alternative to the barrier penetration model 
(BPM). This has the potential to be useful for heavy-ion scattering near the Coulomb 
barrier, where channel coupling effects are expected to make a significant contribution 
to the fusion cross-section, both in terms of its magnitude and the shape of the partial 
fusion cross-section, ctf(/).
In earlier EOM investigations [80], a strongly surface-peaked set of DPPs were 
used, which gave a second peak to the spin distribution, contrary to experimental 
evidence and expectation. The present DPPs were obtained as extremely accurate 
inversions from CRC-calculated 5-matrix elements, and were intermediate in shape 
between the strongly surface-peaked DPPs of other investigators and the volume term 
of the bare potential. Their contribution to the spin distribution was therefore in 
accordance so far as shape is concerned with theoretical expectation, giving only a 
single peak at high /-values. This remained true even when the value of £ was varied. 
However, there was a long tall in the contribution from the inelastic DPP in both 
EOM1 and EOM2. This was against the predictions of the BPM, but accorded with 
the results of other EOM analyses [80, 81]; however, the tail extended well beyond 
I ~  40, and in these regions the probability of a direct reaction leading to fusion is 
negligible. The problem is that the factor £incl is assumed to be constant, whereas in
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an accurate analysis it should be expected to vary with radius.
The E0M1 approach presented here also represents a further extension to the 
extended optical model, since the simplifying assumption that the same proportion £ of 
all DPPs will contribute to the fusion, which has been used by all previous applications 
of the EOM [80, 81], has no theoretical basis, and so separate factors £incl and £1NT 
were deduced under the assumption that the relative contributions to (jp of the DPPs 
in the EOM were the same as for the BPM.
The necessity to make this link with the BPM indicates the need for accurate 
measurement of the experimental values of the total fusion cross-sections and the spin 
distributions for heavy ions near the Coulomb threshold. As this analysis has shown, 
the theoretical and calculational techniques now exist to make full use of the informa­
tion content of an experimental oq,'(/), and the detailed shape of the spin distribution 
can be used to deduce the relative contributions of the DPPs to fusion; that is, where 
I have had to use the BPM values of crp as a guide to deducing values for the factors 
£incl and £1NT, the experimental values could be used just as easily. Furthermore, the 
shape of the experimental ap(l) could be use to give these factors a radial dependence, 
so that the shape of that part of a given DPP which contributes to fusion no longer has 
to be assumed to be the same as the shape of the total DPP itself. The unphysically 
long tail on 0f!eom(O (see Fig- 5.28) indicates the need for this.
An important result obtained here is that the magnitude of the fusion cross- 
sections are underestimated by the EOM, compared with the BPM predictions, by a 
factor of between 10 and 20, This is due to the strong absorption in the surface region,,
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and indicates that a significant part of the fusion cross-section is from the inelastic 
channels, and so cannot be modelled in terms of an elastic-channel local potential. A 
full explanation of the fusion cross-section and spin distribution may therefore require 
the EOM to be extended to include potentials in some non-elastic channels.
These limitations of the EOM can be seen as limitations in the applicability of 
the concept of a local, smooth /-independent potential to heavy-ion fusion near the 
Coulomb barrier; This is a stronger test of the usefulness and range of applicability of 
the concept than simply verifying the existence of such a potential fitting the clastic 
scattering cross-section. In this case, as my analysis has shown, the exclusion of the 
non-elastic channels has led to a discrepancy between the predictions of the EOM and 
the BPM, which has demonstrated some of the limitations of a local /-independent 
potential obtained by inverting only the elastic scattering ^-matrix.
5.5 Comparison of the one-nucleon transfer D P P  
w ith and without coupling between the excita­
tion states in the transfer partitions
As a complement to the main investigations, this section will briefly note the difference 
in the inverse DPPs for one-nucleon transfer which results if the couplings between 
the excited states in the transfer partitions 62Ni(160 ,170 )61Ni and 62Ni(160 ,15N)63Cu 
are either excluded or included; these DPPs will be referred to as and
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respectively. The inelastic excitation states in the transfer partitions are specified in 
Section 5.1.
The distinction between V ^F and VJJJF is an important one—the one-nucleon 
transfer DPPs presented in Sections 5.2 and .5.6 are not the same, since one of them 
has been inverted from a CRC 5-matrix calculated with the couplings between the 
inelastic excitation states of the transfer partition included, and the other with them 
excluded. Fig. 5.36 shows the 5-matrices for the potentials in Fig. 5.38. As expected, 
there is increased absorption due to the included channels in the transfer partitions, 
and the behaviour of the argument indicates increased attraction in the real potential
i
for compared to V^JF, which agrees with the inverse DPP in Fig. 5.39.
Fig. 5.37 displays the cross-sections for V ^F  zmd % nc\ compared with that 
for the bare potential. In the angular region between 80o-90°, the cross-section for 
V ^ T actually shows slightly less absorption than that for V ^F , although for the 
backward angles it shows the expected behaviour of increased absorption. To clarify 
this difference, a direct comparison is shown in Fig. 5.38 between the bare potential, 
V2ST and In Fig. 5.39, the bare potential has been subtracted so the DPPs can
be directly compared. As Fig. 5.38 shows, the imaginary part of V ^F is close to the 
bare potential in the interior radial region (r < 8 fm). It is slightly less absorptive in 
a narrow region around r ~  8.2 fm, has a shallow absorptive well up to 0.015 MeV 
deep between 8.3 and 9 fm, a broad, slightly less absorptive hump at about 9 fm, and 
a deeper absorptive well up to 0.035 MeV deep between about 9 and 10.5 fm. The 
potential which includes the coupling with the excited states in the transfer partitions,
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V ^ T, is rather different, however. It is less absorptive in the interior than the bare 
potential between r =  7.5 and 8 fm, which is somewhat surprising. However, for r > 8 
fm, it follows the shape and magnitude of quite closely, apart from being shifted 
outwards by about 0.15 fm. The differences can be seen even more clearly in Fig. 5.39, 
where the bare potential has been subtracted to give the DPPs. The emissive peak in 
the imaginary part of V ^ T between 7.5 and 8 fm is very distinctive, as is the increased 
attractive well in the real part.
5.6 An investigation into the additivity of the one- 
nucleon transfer D PP s
In troduction . The fact that under particular circumstances the DPPs are expected 
to contribute additively to the non-local potential can clearly be shown by writing the 
DPP explicitly in terms of Green’s functions. We choose a particular channel, in this 
case the elastic channel, and we write the Schrôdinger equation:
(T + un — E\)ui =  — — Ei)v.i, (5.28)
I-
where T  — (—ti2/2 fi)V 2. Since we are assuming that all coupling between the non­
elastic channels is zero, it follows (see Section 4.1) that the non-diagonal elements in 
the summation are zero, so (T  + va — Ei)ui = —(vu — Ei)ui. This can be written as 
U{ = —Gi(vn — Ei)ui, where G{ is a Green’s operator which is highly non-local and
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/-dependent. Inserting this into Eq. 5.28 gives
(T +  vn — Ei)u\ — —Et(nit- — Ei)Gi(vn — Ei)ui. (5.29)
Defining
ûn =  nu + E,(nit- — Ei)Gi(vn — Ei), (5.30)
the Schrôdinger equation can be written as (T +  Vu — E\)u\ =  0.
It is evident from Eq. 5.30 that ‘switching off’ the coupling between the channels 
which are coupled to the elastic channel would lead to the coupled channels contributing 
additively to the non-local potential. Whether this would remain true for the local- 
equivalent /-independent dynamic polarization potentials is an important question, 
relating to issues such as the degree of non-locality and /-dependence in the underlying 
potential, and to the very existence of an /-independent local potential which is smooth 
and well-behaved and an accurate fit to CRC 5-matrix elements and cross-sections. We 
examined one-nucleon transfer in 160 + 62Ni at 42 MeV and 56 MeV. The corresponding 
DPP can be subdivided into two components: neutron-pickup (160 + 62Ni—>-170 + 61Ni) 
and proton-stripping (160 + 62Ni—>15N+63Cu). There axe therefore three DPPs to be 
found: V^pp, due to the combined effects of neutron-pickup and proton-stripping,
VjJpp, due to neutron-pickup alone, and Vjpp, due to proton-stripping alone. This
CRC analysis does not include the excited states of the transfer partitions, since the 
coupling between states would invalidate the assumption that the underlying potentials 
are additive. When there is no coupling between the channels that are themselves
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coupled to the elastic channel, as in this case, Vjjjpp =  VSpp+Vppp, where the Vd pps  are 
in principle non-local and /-dependent. However, the DPPs, Vd p p , that axe obtained by 
the inversion procedure axe local equivalent and / independent, and may therefore not 
necessarily be additive. The degree to which they depart from the property of additivity 
is an indication of the extent of such /-dependence and non-locality, and, given an 
accurate inversion procedure, testing whether or not the DPPs axe additive could be 
used as an indicator of significant /-dependence in the underlying ‘true’ potential.
T he one-nucleon transfer, neutron-pickup and p ro ton -stripp ing  D P P s a t 
42 M eV, ob tained  by inversion. The starting reference potential (SRP) for the 
inversions was the baxe potential used in the CRC calculations — the un-normalised^ 
double-folding real potential of Keeley et al. [47] and a Woods-Saxon-squaxed imaginary 
potential (with IVS =  40 MeV, aw = 0.4 fm and rw =  1.0 fm). The inverse potentials 
will be designated as Vinv, while the actual DPPs, Vbpp, axe obtained by subtracting the 
baxe potential from 14nV; e.g., V^pp = Vjjj4 — Vbare- Accurate inversions were obtained. 
At 42 MeV, the one-nucleon transfer potential VJJj4 had <r2 =  0.357 x 10-2 , the neutron- 
pickup potential V-""p had a2 =  Ô.574 x 10-3, and the proton-stripping potential V£~s 
had cr2 =  0.241 x 10-2, where cr2 measures the quality of fit to the elastic 5-matrix 
produced by CRC calculations, as defined in Section 3.1.3 of this thesis.
As Fig.5.40 shows, the imaginary paxt of Vjjj4 at 42 MeV only significantly differs 
from the baxe potential between about 7.5 and 11 fm. There is less absorption than 
the baxe potential between 7.8 and 8.2 fm, but greater absorption over a wide range of
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Figure 5.40: The inverse potential VjJj4 for one-nucleon transfer for 160 + 62Ni at Eiab = 
42 MeV. The scale for the imaginary part (but not the real part) is 10-2.
radii. There is a shallow well at 8.5 fm, followed by a decrease in absorption at about 
9 fm, followed by a deep well at about 10 fm. The effect of coupling to the one-nucleon 
transfer channels can therefore be modelled in the imaginary part by a potential which 
is surface-peaked at about 10 fm, which is the strong absorption radius for this case. 
This is what is expected for this type of direct reaction, although the detailed radial 
shape of the DPP cannot be predicted a priori. Because the real part of the bare 
potential is much greater than the imaginary part at these radial values, it might 
appear from Fig. 5.40 that the real DPP is negligible compared to the imaginary DPP; 
in fact, it is actually larger in magnitude, as Fig. 5.45 shows.
The inversion used 28 gaussian basis functions, and the fit to the 5-matrix ele­
ments is shown in Fig. 5.41; it is very accurate, and cannot be visually distinguished
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Figure 5.41: The inverse fit to the CRC-calculated target 5-matrix, compared with the 
‘bare potential’ 5-matrix, for one-nucleon transfer for 160 + 62Ni at E\&b =  42 MeV.
from the target 5-matrix over most of the /-range. There is therefore strong confidence 
that the physical features of the CRC-calculated 5-matrix have been captured by the 
inverse potential.
The fit of VjJj* to the cross-section produced by the one-nucleon transfer CRC 
calculations is shown in Fig. 5.42. It cannot be visually distinguished from the CRC 
cross-section over the entire angular range. This is also true for the neutron-pickup 
and proton-stripping inverse potentials.
The one-nucleon transfer channels consist of two components: the neutron-pickup 
and the proton-stripping channels. The elastic 5-matrices for these channels were calcu­
lated separately using FRESCO [45] and the inverse potentials are shown in Figs. 5.43 
and 5.44. The proton-stripping inverse potential is much deeper than the neutron-
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Figure 5.42: The inverse fit to the CRC-calculated cross-section, compared with the 
‘bare potential’ cross-section, for one-nucleon transfer for 160 + 62Ni at £iab =  42 MeV.
pickup potential in thé imaginary part.
The imaginary part of the neutron-pickup potential V£vp has, like less
absorption for r < 8.2 fm, and greater absorption for larger radii. There are two 
minima, at 8.6 fm and 10 fm, separated by a region of decreased absorption.
The imaginary part of the proton-stripping potential V?~8 is more absorptive than 
the bare potential between about 7.6 fm and 8.3 fm, with the maximum difference at 
about 8 fm. Beyond 8.3 fm, the potential is less absorptive than the bare potential. 
This radial shape is significantly different from that of both Vjjj* and Vinv , and is 
much shorter-range, being peaked at about 8 fm rather than 10 fm.
Fig. 5.45 shows the DPPs for all three cases at 42 MeV, obtained by subtracting
206
-5
>
bare potential
>
- 1 5
JU  V
-Œ 0
>  - 0 . 0 0 5 -
4 -0.01-
V
- 0 .0 1 5
128 9 10 1 1
r (fm)
Figure 5.43: The inverse potential, V["v p, for neutron-pickup for 160 + 62Ni at Eiab = 42 
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Figure 5.45: The inverse DPPs for neutron-pickup, proton-stripping and the total one- 
nucleon transfer for 16Q+62Ni at J5iab =  42 MeV. The scale for the imaginary part 
is 10-2. The solid curve is for the neutron-pickup, the dashed curve for the proton- 
stripping and the dotted curve for the total one-nucleon transfer DPP.
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the bare potential from the inverse potentials. Both the real and imaginary parts of 
the DPPs are peaked between about 8 and 10 fm, as expected for a direct reaction such 
as particle transfer. The real parts are about three times greater than the imaginary 
parts. The total one-nucleon transfer DPP, V^pp, has an attractive real part, peaked 
at 9 fm and reaching a maximum depth of about 0.1 MeV, while its imaginary part 
has an emissive peak at 8 fm, followed by a shallow absorptive well at 8.5 fm, and a 
second, deeper absorptive well at 10 fm, reaching a maximum depth of about 0.035 
MeV. The neutron-pickup DPP, VJJpp, follows a similar radial shape in both the real 
and imaginary parts, but is significantly shallower, especially in the absorptive well at 
10 fm, and in the real part at all radii. The proton-stripping DPP, Vjjpp, is qualitatively 
different from both the neutron-pickup and the total one-nucleon transfer DPPs. It 
has a strongly repulsive real part peaked at 8.5 fm with a magnitude of about 1.5 MeV. 
Its imaginary part has a small emissive peak at 7.5 fm, a strongly absorptive well at 8 
fm (reaching a depth of 0.06 MeV), followed by a small emissive peak at 8.5 fm, falling 
to zero at larger radii.
It is clear that, given the accuracy of the inverse potentials’ fit to the CRC- 
calculated elastic ^-matrices, the local-equivalent /-independent DPPs are not additive; 
that is, Vjjpp ^  VJJpp + Vdpp- Since the underlying non-local /-dependent DPPs are 
additive in the present case, it follows that the non-additivity of the inverse DPPs is due 
to a significant degree of /-dependence and/or non-locality in the underlying potential. 
Indded, since the DPPs here are so small, we would expect them to be additive here if 
anywhere. It is to be expected that such underlying /-dependence would result in some
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oscillatory characteristics in the local /-independent DPPs, and this does seem to be the 
case, especially in the imaginary part. The proton-stripping imaginary DPP exhibits 
this particularly clearly, with its alternating regions of absorption and emission. *
C om parison of th e  D P P s a t 42 M eV and 56 M eV. As an exploration of the 
energy-dependence of the DPPs, and as a check on the reliability and accuracy of 
the inversions, I performed the same CRC calculations for 160 + 62Ni at 56 MeV, and 
inverted the CRC elastic 5-matrix elements to obtain the potentials corresponding to 
neutron-pickup, proton-stripping and the total one-nucleon transfer at 56 MeV.
The inversions were more difficult than at 42 MeV, the values of cr2 being 0.717 x 
10-2 for the total one-nucleon transfer, 0.756 x 10-2 for neutron-pickup, and 0.7765 x
10-2 for proton-stripping. This is probably due to the fact that the strong absorption
>
radius is farther out at the higher energy, and \Si\ ~  0 for / < 15. The values of the 
argument of 5(/) are therefore not well-defined for 0 < / < 15 and are dominated by 
numerical noise from the CRC calculations. The inversion procedure therefore cannot 
and should not fit these 5-matrix elements, so higher values of cr2 axe to be expected.
Fig. 5.46 presents the inverse potentials for the total one-nucleon transfer at 56 
MeV, VJnJ4, compared with the equivalent potential at 42 MeV. The 56 MeV inverse 
potential is also strongly peaked at 10 fm, but is deeper. However, the shallow absorp­
tive well at 8.5 fm in the 42 MeV potential is missing at the higher energy. The DPPs 
themselves VJ^ pp, are shown in Fig. 5.47. The real DPP has a similar radial shape at 
both energies: a deep attractive well at 8.5-9 fm, and a smaller emissive peak at 7.5
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Figure 5.46: The inverse potentials, Vjjj4, for one-nucleon transfer for 160 + 62Ni at 
Siab =  42 and 56 MeV. The scale for the imaginary part is 10-2.
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Figure 5.47: The inverse DPPs, VJJpp, for one-nucleon transfer for 160 + 62Ni at Siab =
42 and 56 MeV.
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fm. The higher energy DPP is deeper that at 42 MeV, and has oscillations between 6 
and 7.5 fm. This may be due to some /-dependence of the underlying potential. The 
imaginary part of the 56 MeV DPP has similar oscillations in the same radial range, 
but also exhibits the same radial features as the 42 MeV DPP: a deep absorptive well 
at 10 fm, a shallow well at 8 fm, and a large emissive peak at 7.5-8 fm.
The strong similarities between the radial shapes of the DPPs at the two energies 
indicates that the radial shape has been well-determined by the inversion procedure; the 
differences, mainly in the magnitude of the DPPs and the position of the radial features, 
can be attributed to the energy dependence of the dynamic polarization potentials.
The inverse potentials at both energies for neutron-pickup, are shown in
Fig. 5.48. The 56 MeV potential is more strongly peaked at 10 fm, and the shallow 
absorptive well at 8.5 fm in the 42 MeV potential has become a shallow plateau in the 
56 MeV potential. The real part of the neutron-pickup DPP (shown in Fig. 5.49) is 
much more oscillatory at 56 MeV, but is still on average attractive and surface-peaked, 
although much deeper than the 42 MeV real part. The imaginary DPP is also deeper 
at the higher energy, but has the same radial features at both energies: an absorptive 
well at about 10 fm, an emissive peak at 8 fm, and an absorptive well at 7.5 fm (very 
much deeper at 56 MeV than at 42 MeV). The 56 MeV imaginary DPP is oscillatory 
at lower radii.
The proton-stripping case is shown in Figs. 5.50 and 5.51. At both energies, the 
imaginary part of the inverse potential V ^ 8 is more absorptive than the bare potential 
between about 7.5 fm and 8.5 fm at 42 MeV, and between 7 fm and 8 fm at 56 MeV.
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Figure 5.48: The inverse potentials, V£v p, for neutron-pickup for 160 + 62Ni at Æiab =  42 
and 56 MeV.
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Figure 5.52: The inverse DPPs for neutron-pickup, proton-stripping and the total one- 
nucleon transfer for 160 + 62Ni at E\&b =  56 MeV.
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Both potentials fall to zero very quickly, indicating an emissive peak in the surface 
region of the DPP. The proton-stripping potential has a very similar radial shape at 
both energies, and can therefore be said to be well-defined by the inversion procedure. 
The DPPs themselves, shown in Fig. 5.51, bear this out. The real part at both energies 
is strongly repulsive and are both surface-peaked between 8 and 9 fm, although the 
56 MeV real DPP is both deeper and more oscillatory. The imaginary part is slightly 
shorter-range and deeper at the higher energy, but otherwise has the same basic radial 
features: a small emissive peak at 8.5 fm at 42 MeV and 8 fm at 56 MeV, an absorptive 
well at 8 fm at 42 MeV and 7.5 fm at 56 MeV, an emissive peak at 7.5 fm and 7 fm 
respectively, and an absorptive well at 7 fm and 6.5 fm respectively. The 56 MeV 
imaginary DPP is slightly oscillatory.
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All three DPPs at 56 MeV, for the neutron-pickup, the proton-stripping and 
the full one-nucleon transfer, are compared in Fig. 5.52. It is clear that the DPPs 
for neutron-pickup and for proton-stripping do not add to give the total one-nucleon 
transfer DPP. As is the case at 42 MeV, VJJpp ^  VJJpp +  VJpp at 56 MeV either.
Conclusions. There are two main results of this investigation: the determination of 
the detailed radial shape of the local /-independent one-nucleon transfer DPP, including 
its components, the neutron-pickup and proton-stripping DPPs, and the non-additivity 
of these DPPs. These two results aie in fact related.
It is clear that the DPPs, which accurately fit the CRC 5-matrix elements, do 
not have a simple radial form. In standard optical model analyses, direct-reaction 
DPPs such as that for one-nucleon transfer aie usually approximated by surface- 
peaked Woods-Saxon-based forms. These generally give only approximate fits to 
CRC-calculated cross-sections or 5-matrix elements, and their use assumes negligible 
/-dependence or non-locality in the underlying potential. It is clear from the inverse 
potentials presented here that there can be significant /-dependence in the dynamic 
polarization potential for heavy ion scattering even when only one or two channels are 
open, and this reveals itself both in the radial shape of the DPPs, which aie not simple, 
and in the fact that the DPPs are not additive.
In my opinion, this puts into doubt the appropriateness of optical model fitting 
using potentials with simple, smooth radial forms for heavy ion scattering. Since such 
potential forms give only an approximate fit to 5-matrices or cross-sections, the con-
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elusion could be reached that the underlying potential has no significant /-dependence 
when in fact a more accurate fit with a potential radial shape which is allowed to vary 
freely would show evidence of such /-dependence. Of course, there is no guarantee that 
even if à smooth potential is found which accurately fits a given S-matrix, the un­
derlying potential is not significantly /-dependent. If the /-dependence takes a simple 
form, as in the BGKP Coulomb excitation DPP (see Section 5.3 of this thesis), there 
may be a smooth and well-behaved /-independent local potential which fits the same 
5-matrix elements. In most physically realistic cases, however, the /-dependence is not 
simple, and will reveal itself in the /-independent local-equivalent potential in the form 
of radial oscillations, as in the DPPs presented here.
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Chapter 6
Conclusions
The first part of this thesis presented the iterative-perturbative inversion method, and 
applied that inversion method to investigate the phenomenological potentials associated 
with heavy ion elastic scattering; specifically the cases of 160 + 12C at 608 MeV and 
12C +12C between 159 and 2400 MeV.
It was found that the PIPS inverted potentials produced by the two stage inver­
sion procedure wore preferable to both the more usual Woods Saxon potentials and the 
potentials inverted from MWB 5-matrices. This was because the fit to the experimental 
data was better (values of %2/7V of 1 or 2 were typically achieved), and also because of 
their consistency with energy. This was partly achieved by the flexibility of the inverse 
potentials—the Woods-Saxon potential has a fixed radial form, and the double-folding 
potential changes only its normalisation parameter with energy, whereas the effects 
which renormalisation is intended to account for are expected to be radius dependent 
(e.g., the DPPs for nucleon transfer). This means that if there are several ‘families’
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of potential, all of which give equally good fits to the scattering data (corresponding 
to local minima of x 2/ N  in the parameter space), potentials found using conventional 
optical model fitting when applied over a range of energies might give potentials at each 
energy which do not belong to the same ‘family’. That is, a local rather than a global 
minimum of x 1 / N  may be found in the fitting or inversion procedure, while a different 
local minimum might be found at a nearby energy. It is therefore very useful to impose 
the constraint of smoothness and consistency with energy; furthermore, the wide range 
of possible basis functions and starting reference potentials (SRPs) for the IP inversion 
procedure made it possible to explore the parameter space and find the global rather 
than local minima in x 2/N.  The standard fitting procedures, such as Woods-Saxon, 
are more constrained in the parameter space and are perhaps more easily trapped in 
local minima.
Using the IP inversion method, a value of x 2/ N  ~  1 is achievable with good 
data, so that almost the full information content of the scattering cross-section data is 
contained in the inverted potentials. Such an accurate inversion method can serve as 
a tool to probe the reliability and physical reasonableness of the data. For example, 
if the data points do not follow any smooth curve due to an underestimation of the 
statistical errors, then an attempt to fit those data with a smooth 5-matrix will be 
very difficult. The corresponding inverted potential may well, if a fit with x 2/ N  close 
to 1 is insisted on, exhibit non-physical features near the strong absorption radius. If 
these oscillations are not consistent with potentials for nearby energies, and no strong 
/-dependence is expected, then this can be taken as an indication of a problem with
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the data. However, where the errors have been underestimated, it is possible with the 
iterative-perturbative method to obtain smooth and physically reasonable potentials 
which fit the scattering data, so long as higher values of x 2/ N  are tolerated. This was 
the case with the analysis of 12C on 12C at 161.1 MeV (see Section 3.3). Even systematic 
errors in the scattering data can be detected using this inversion method, as appears 
to be the case with 12C on 12C at 360 MeV where, in order to fit the data the PIPS 
5-matrix had a slight negative tail at large /-values, corresponding to a slight repulsive 
tail in the inverted potential. The various standard parametrized forms of 5-matrix or 
potential fitting could not have shown such non-physical features, being constrained 
by their fixed form, and could therefore not have indicated such a problem with the 
data, other than their high values of x 2/jV. The likelihood is that the difficulties are 
caused by uncertainties in the overall normalisation of the data.
The power of the IP inversion method, especially as part of a two stage inversion 
procedure, is demonstrated by the fact that in all the investigations described here we 
have used the experimental errors, whereas other authors [19, 20] have applied equal 
weights at each angle (usually 10 percent errors). This means that the inversion pro­
cedure used in this thesis is better for investigating the quality of scattering data than 
alternative methods, since it can fit even the backward angles with the experimental 
weights. This inversion method therefore motivates experiments of greater precision 
and angular range, since physically reasonable potentials can be found which will fit 
those data accurately.
An interesting finding of my investigation of 12C +12C is that the MWB 5-matrix
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always gives, by accurate inversion, a potential which has a characteristic repulsive core. 
This repulsion only occurs for radii much less than the sensitive range around the strong 
absorption radius (SAR), and therefore cannot be said to be physically meaningful. It 
is almost certainly an artefact of the restrictive form of the MWB S-matrix, and the 
same feature was reported by Allen et ai [18] in their inversion of MWB S- matrices 
for 12C +12C and 160  scattering at 1503 MeV, and the same repulsive core appeared in 
my inversion of the MWB 5-matrix for 160 + 12C at 608 MeV.
The inversion analysis of 12C+12C at 1016 MeV has produced further evidence 
in favour of the existence of an observable nuclear rainbow at about 10° to 12°, as 
claimed by some authors [38, 32]. This is because, although the Woods-Saxon fit has 
a ratio of W /V  ~  1 in the fax surface, both the MWB and PIPS potentials axe surface 
transparent (with W /V  < 0.2 in the fax surface), given the relatively high %2/ #  of 
about 7 of the Woods-Saxon fit, this surface transparency seems to be necessary for a 
good fit to the data, which allows the existence of an observable nuclear rainbow.
The second part of this thesis applied the method of ‘CRC+inversion’ to investi­
gate the properties of the dynamic polarization potentials of lisO+62Ni at the Coulomb 
threshold, specifically the quadrupole Coulomb excitation DPP, and the fusion cross- 
section and spin distribution. Firstly, however, an appaxent anomaly in the energy 
dependence of the potential had to be investigated to determine whether the energy 
dependence was intrinsic (e.g., due to channel coupling effects) or spurious (e.g., caused 
by the optical model fitting procedure).
The anomaly in W(E)  for 160 + 62Ni at the Coulomb threshold observed by Keeley
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et al. [47] was investigated using dispersion relation analysis. While such an analysis is 
dependent on some optical model potential, and shares the limitations of that model, it 
is a powerful method of checking the consistency of the energy dependence of the real 
and imaginary potentials, and has also been applied by us to 160 + 160  scattering [49]. 
In the case presented here, I was able to show that the peak in W(E)  cannot be 
causally consistent with the corresponding Nr (E) obtained by Keeley et al.. While 
Keeley et a/.’s later analysis [52] demonstrated that it is certainly possible to produce a 
peak in W(E)  at about the right energy by coupling to an inelastic channel, they were 
unable to reproduce the actual peak obtained in their earlier optical model analysis 
either in magnitude or shape. My conclusion therefore is that the anomaly is almost 
certainly an artefact of the fixed geometry of the double-folding real potential or some 
other factor of the optical model fitting procedure which caused some spurious energy- 
dependence in the imaginary potential. A more general conclusion which can be drawn 
from this analysis is that dynamic polarization potentials obtained by optical model 
fitting can be unreliable, and therefore investigations of such DPPs using accurate, 
model-independent methods such as ‘CRC+inversion’ should not set too high a store 
on matching potentials obtained by optical model fitting.
My investigation of the analytic forms for the long-range Coulomb excitation DPP 
has indicated that such forms can be useful as the SRP for the iterative-perturbative 
inversion when fitting the large radial range with a smooth physically reasonable po­
tential is difficult. (However, the existence of a ‘shoulder’ in \S(l)\ for 160 + 62Ni at the 
Coulomb threshold meant that all inverse potentials had a slight emissive peak near
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the SAR. This rendered the use of any long-range SRP ineffective, and so the Coulomb 
excitation DPP was not used as an SRP in any of the inversions presented here.) Fur­
thermore, the comparison between the Love-Terasawa-Satchler (LTS) form, the BaJtz- 
Glendenning-Kauffmann-Preuss (BGKP) form, and the coupled-channel calculation for 
quadrupole Coulomb excitation (CC) has shown how much the LTS form overestimates 
the absorption for heavy ions, due to the simplifying assumptions made by LTS. The 
BGKP form was shown to be closer to the coupled-channel calculation. An important 
result of the inversion was that a smooth /- independent potential could be found by 
inversion which almost exactly reproduces the 5-matrix of a strongly /-dependent po­
tential. The ability to compare directly the /-dependent and /-independent potentials, 
both of which accurately give the same 5-matrix elements, is a useful by-prodiict of 
the IP inversion procedure and the relative smoothness of the /-independent equivalent 
in this case can be interpreted as an interesting property of the /-dependent potential 
itself.
I investigated the fusion processes and partial wave fusion cross-section for 160  
+ 62Ni at 42 MeV by applying the extended optical model (EOM) in conjunction with 
CRC calculations and IP inversion as an alternative to the barrier penetration model 
(BPM). DPPs representing contributions from various coupled reaction channels to 
the fusion of the nuclei were obtained as extremely accurate inversions from CRC- 
calculated 5-matrix elements. These DPPs proved to be intermediate in shape between 
the strongly surface-peaked DPPs of other investigators [80] and the volume term of 
the bare potential. Their contribution to the spin distribution for fusion was therefore
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in accordance, with regard to shape, with theoretical expectation, since they give only 
a single peak at high /-values. However, a non-physical result was that there was a 
long tail in the contribution from the inelastic DPP. While a moderately long tail is 
in accordance with the results of other EOM analyses [80, 81], the fact that it extends 
well beyond the /-value corresponding to the strong absorption radius suggests that the 
factor £inel, which in the EOM is assumed to be constant, should actually vary with the 
radius, falling to zero at large r. The approach used in this thesis is a further extension 
of the EOM, since it modifies the simplifying assumption that the same proportion £ of 
all DPPs will contribute to fusion by deducing separate values £inel and £1NT. The use of 
accurate inversion from CRC-calculated 5-matrix elements allowed an important result 
to be obtained: that the magnitude of the fusion cross-sections are underestimated 
by the EOM, compared with the BPM predictions, by a factor of between 10 and 
20. This is due to the strong absorption in the surface region and indicates that a 
significant part of the fusion cross-section is from the inelastic channels, and so cannot 
be modelled in terms of a purely elastic-channel local potential. I therefore conclude 
that a full explanation of the fusion cross-section and spin distribution for heavy ions 
may therefore require the EOM to be extended to include potentials in some non-elastic 
channels.
The investigation into the additivity of the one-nucleon transfer DPPs established 
two main results: (i) that the detailed radial shapes of the DPPs required to fit the 
CRC-calculated 5-matrices are not simple and show evidence of oscillatory behaviour 
characteristic of strong /-dependence in the underlying potential, and (ii) that the
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DPPs of the component channels do not add to give the total one-nucleon transfer 
DPP. These results are related, since the non-additivity of the local /-independent 
potentials is believed to be due to significant non-locality of the underlying potential. 
The use of simple radial forms for such heavy-ion DPPs in most optical model analyses 
is therefore shown to be problematical, since the use of such smooth, restricted radial 
forms presupposes negligible /-dependence in the underlying potential, and the results 
presented here indicate that even a few open channels can, in the case of heavy-ion 
scattering at least, give rise to significant /-dependence which usually manifests itself 
as complicated radial shapes in the local /- independent potentials. These radial shapes 
can be most effectively investigated using an accurate inversion procedure which makes 
no a priori assumptions about the radial shapes of the potentials.
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A ppendix A
Published papers
I have co-authored the following three published papers:
• S.G. Cooper, M.A. McEwan and R.S. Mackintosh, Phys. Rev. C45 (1992) 770
• M.A. McEwan, S.G. Cooper and R.S. Mackintosh, Nucl. Phys. A552 (1993) 401
• S. Ait-Tahar, R.S. Mackintosh and M.A. Russell, J. Phys. G: Nucl. Part. Phys. 
21 (1995) 577
Please noté that I have changed my surname from McEwan to Russell.
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