Abstract. The simple modules with character height at most one for the restricted Witt algebras are considered. Their classification, construction, and dimension formulas are reduced to the same for the general linear algebra. Results of Chang and Shen are recovered in the process.
Introduction
Fix n ≥ 1 and let W = W (n, 1) be the restricted Witt algebra over an algebraically closed field F of characteristic p ≥ 5. Let χ ∈ W * = Hom F (W, F ) 
Not every module has a character, but at least every simple module has one [SF, Theorem 2.5, p. 207] . Note that restricted modules have the character χ = 0. Let W =˙ i W i be the standard grading on W and put W i = j≥i W j . Implicit in Chang's work [C] , but first defined for the algebra W (1, 1) by Strade in [St] , is the useful notion of the height ht χ of the character χ:
In this paper, we classify the simple W -modules having character χ of height at most one (i.e., with ht χ ∈ {−1, 0, 1}) and compute their dimensions (up to the corresponding data for the simple modules for W 0 ∼ = gl n (F )). The determination of the simple restricted modules (i.e., the case ht χ = −1) was completed by Shen in [Sh] . Also, Chang [C] constructed the simple modules (with arbitrary character) for W (1, 1) and Koreshkov [K] obtained some results in regard to the simple modules for W (2, 1). We give a uniform treatment of the three cases ht χ = −1, 0, 1 and recover some of these authors' results in the process.
We begin in Section 1 by determining a convenient representative for the orbit of χ under the conjugacy action of the group of (restricted) automorphisms of W . For our purposes, χ may often be replaced by this character, with the advantage being that certain arguments are thus simplified. In Section 2, we show that most of the simple modules are obtained by starting with a simple W 0 -module, extending the action trivially to W 1 , and inducing to W . (It is this construction that requires our main assumption ht χ ≤ 1.) In Section 3 we consider the few exceptional cases where these induced modules are not simple and determine their structures by identifying them with the terms in the usual de Rham complex for W (or a modified such complex in the case ht χ = 0). Finally, in Section 4 we assemble the results and state the main theorems.
I thank Dan Nakano for a couple of conversations that prompted this research. I also thank the referee for some helpful suggestions. , where i is the n-tuple with jth entry δ ij (= Kronecker delta). Then the Witt algebra W is the restricted Lie algebra Der F A = i AD i , which has F -basis {x 
Character Orbit Representatives
and the p-mapping is p-fold composition:
. In particular, W 0 is a restricted Lie subalgebra of W ; it is isomorphic to the general linear algebra gl n (F ) via the map x i D j → e ij (= n × n-matrix with 1 in the (i, j)-position and zeros elsewhere).
Let ϕ : V → U be a linear transformation of vector spaces over F . Denote by ϕ * : [W] which we will require.
is a group isomorphism.
Proof. According to [W, Theorem 2(b, c) ], we have an isomorphism Aut
given by Φ → ϕ 1 , where ϕ is the unique element of Aut
, and the proof is complete.
The group Aut W acts on the set W * according to the rule χ
it is enough to check the two cases Φ ∈ Aut * W and Φ ∈ Aut 1 W , each of which is clear.
(2) Assume χ −1 = 0. Let η be the element of (
(3) Assume ht(χ) = 1. First suppose χ −1 = 0. By parts (1) and (2), we may assume
We assume i to be chosen maximal with respect to this property.
According to [W, Theorem 1] 
is lower triangular. Let ψ ∈ GL(A 1 ) be given by ψ(x j ) = i g ji x i . As in the proof of 1.1, there exists Φ ∈ Aut * W such that ϕ 1 = ψ, where ϕ is the unique
Since
) is upper triangular, it follows that χ
The second part of the proof of 1.2(3) shows essentially that for ψ ∈ gl n (F ) * , there exists Φ ∈ Aut(gl n (F )) such that ψ Φ vanishes on the upper triangular matrices. This was already observed in [FP, Section 1.4] . We remark also that a complete set of representatives for the character conjugacy classes in the case W = W (1, 1) was determined by Feldvoss and Nakano in [FN, 3.1] .
Simple Induced Modules
In this section, it is shown that, with a few exceptions, the simple W -modules with character height at most one can be realized as certain induced modules Z
. Generalizing the construction of the restricted enveloping algebra u(W ) of W , one defines the χ-reduced universal enveloping algebra of W , denoted u (W, χ) , by forming the quotient of the universal enveloping algebra U (W ) of W by the ideal generated (W ) .) Just like with u(W ), the vector space u (W, χ) possesses a PBW-type basis. The u (W, χ) -modules are precisely the W -modules having character χ. Let V be a restricted subalgebra of W . Then χ restricts to an element of V * which we continue to denote by χ. The algebra u(V, χ) identifies with a subalgebra of u (W, χ) in the natural way. (See [SF, Section 5.3 ] for more details.)
There are standard restricted subalgebras of W that will be referred to throughout the paper. They are
Note that we obtain a triangular decomposition (1) M is nonzero and is generated by each of its maximal vectors, (2) M is simple.
Proof. Assume (1) holds and let M be a nonzero submodule of M . Choose a simple B-submodule S of M . Now N 0 is a p-nilpotent ideal of H + N 0 and the grading on W is restricted, so N is a p-nilpotent ideal of B. Since S has character χ and χ(N ) = 0, it follows that for each D ∈ N , we have D [SF, Corollary 3.8, p. 19] . This implies that S is simple as H-module. Since H is abelian, S must be one-dimensional [SF, Lemma 5.6, p. 31] , so S = F m for some nonzero m ∈ S. Clearly m is a maximal vector. By assumption, m generates M , so that M = M . Thus (2) holds.
Since a maximal vector is nonzero by definition, the other implication is obvious.
In particular, a W 0 -module can be viewed as a B-module; the notion of maximal vector applied to this situation is the classical one (recalling that
is defined and we denote this module simply by Z χ (λ).
Proposition. Let χ ∈ W *
with ht χ ≤ 1 and let M be a simple u (W, χ) 
, so arguing just as in the proof of 2.1(1), we deduce that W 1 acts trivially on S. This implies that S is a (simple)
Before presenting the main result of the section, we need a technical lemma. The first part follows from [SF, Proposition 1.3(4) , p. 9], and the second part is an easy consequence of the bracket product in W .
Lemma. The following formulas hold in the algebra u(W, χ):
(1) (x
Step
First, since N · v = 0 and W
1
· M = 0, we get, using 2.3(1),
from which it follows that, if m a = 0, then either a i ∈ {0, 1} or λ(a) i = (a i − 2)/3. Now assume m a = 0 and a i / ∈ {0, 1} for some i. By the preceding remarks, we have
, whence a i = p − 1. This finishes step 1.
Step 2: Assume that either χ(
Let a ∈ A and assume a i = p − 1 and a j = p − 1. Then 
. We conclude that no cancellation occurs and hence m a = 0. We have shown that if m a = 0 and
Arguing as above, we conclude that x i D j · m τ = 0 so that m τ is a maximal vector. By step 1, m τ has weight ω 0 . Checking the assumptions of step 2, we see that it must be the case that χ( (1) is nonzero, and it is easily seen that it does not cancel with any other terms. This is a contradiction. Therefore, the claim that m τ = 0 is established. So far, we have shown that if m a = 0, then a i ∈ {0, 1} for each i. Let a ∈ A and assume a i = 1 = a j for some i < j. Summarizing, if m a = 0, then a i ∈ {0, 1} for each i, and a i = 1 for at most one i. This completes step 2.
Step 3: Completion of proof.
(1) Assume χ(N − 0 ) = 0 so that χ(x i D j ) = 0 for some i > j. By step 2, we have
which implies m i = 0 (using the argument in the proof of step 2). Then using 2.3(2), we get, for each
(2) Assume M has no maximal vector of weight ω 0 . Again, step 2 applies to give
and m 0 is a maximal vector. So assume m l = 0 for some 1 ≤ l ≤ n. Assume further that l is the least such integer. We shall show that ), which we continue to denote by Φ. The next proposition will allow us to reduce certain arguments to the situation of 2.1.
Proposition. Let χ ∈ W *
and let Φ ∈ Aut W . for all D ∈ W . We view ϕ 1 as an element of GL(V ) by identifying the vector space V with A 1 via v i → x i . Then, with the usual diagonal action of GL(V ) on V k , we have that v
2.6 Corollary. Let χ ∈ W * with ht χ ≤ 1, and let S be a simple u (W 0 
Proof. If ht χ = 1, then χ(W 0 ) = 0, implying S is not restricted and hence not W 0 -isomorphic to any L 0 (ω k ) (0 ≤ k ≤ n). Therefore, it suffices to prove the first statement.
In view of 2.5 (and its proof), we may replace χ with any convenient conjugate χ Φ , Φ ∈ Aut W . Then by 1.2 we may assume χ(N ) = 0.
Assume S is not Finally suppose ht χ = 1. Then χ(x i D i ) = 0 for some i. As pointed out before 2.1,
. This shows that λ is not exceptional. Once again, 2.4(2) says v is of the form 1 ⊗ m with 0 = m ∈ S and the proof is complete.
Exceptional Simple Modules
Here, we study the structure of those induced modules that were not included in 2.6, namely, the modules Z χ (ω k ) with 0 ≤ k ≤ n, ht χ ≤ 0. When ht χ = −1 (the restricted case), these modules are isomorphic to the terms in the usual de Rham complex for W and the properties of the complex have been used to determine the structure of the induced modules (see [Sh] , [N] ). In order to handle the case ht χ = 0, we define a more general de Rham complex-one depending on χ.
For this entire section, we fix χ ∈ W * and assume ht χ ≤ 0. Set
where F is the trivial W 
. We extend the definition of the binomial coefficient l k to arbitrary l, k ∈ Z in the usual way:
is easily seen to be valid for all l, k ∈ Z. Using the easily checked identity
for the case l < 0, we see that l k is always an integer. The proof of the following lemma is straightforward.
One easily checks using [SF, p. 125 ∈ A as well, we obtain a well-defined vector space isomorphism
. We use this isomorphism to identify these two spaces. It follows from the next result that this is actually an algebra isomorphism. (We retain the notation y (b) for the aforementioned basis vector of A χ with χ our arbitrary fixed character.)
and assume a ≤ τ . We first note that if a, b ∈ A, then the formula can be derived just as in the proof of [SF, Lemma 5.7 (2), p. 131]. We will use this observation to establish the general case below.
If a 0, then x = 0 = y (a+b) , giving the lemma. Hence, we may assume b ≤ τ . From the previous paragraph, we get x 
.
For reference, we state a generalization of the standard binomial coefficient identity stated before 3.1; the proof is straightforward.
3.3 Lemma. (W, χ) ). (The next result shows that when χ = 0 this action coincides with the usual action of W on the divided power algebra A.)
Proof. Assume the hypotheses. One checks by induction on c ∈ A that in the algebra u (W, χ) we have the formula
where, for the third equality we have used that
unless e = a, and for the fourth equality we have used that r
, as well as 3.1(2). The lemma follows.
Proof. We may assume x = x (a) , y = y
, using 3.4 if a + c ≤ τ , and the fact that a+c a 1 F = 0 if a + c τ (3.1 (1)). On the other hand,
, using 3.4, then 3.2. The desired equality now follows easily from the definition of the binomial coefficient.
(2) Using (1), we reduce to the case
The desired equality now follows from 3.3.
We continue to view W and A as left A-modules in the natural way and set Ω 1 = Hom A (W, A). Then Ω 1 is a free A-module with base {dx 1 , . . . , dx n }, where d : [BW, p. 125] ). The following formula is routine to verify.
The exterior algebra Ω of Ω 1 over A is a W -module with W -action extended from the actions on Ω 1 and A subject to the rules
where Ω k is the k-fold exterior power of Ω 1 over A. Ω k is a W -submodule of Ω; it has F -basis {x ⊗ dx γ | γ ∈ Γ k } and hence it has F -basis {y
. By using 3.5(2), one checks that this action induces a well-defined W -module structure on
Putting the above action together with 3.6 gives the formula in the following proposition.
In this proposition and below, if P is a statement, then we define δ P to be 1 if P is true and 0 otherwise. Also, we abuse notation slightly by viewing the k-tuple γ as a set. Then i γ j = {l ∈ γ | l is between i and j} and (γ\i) ∪ j is the k-tuple obtained by replacing i with j and reordering; it is the reordering that accounts for the sign (−1)
, where L 0 (λ) is a simple restricted W 0 -module having maximal vector of weight λ.
Proof. Let the notation be as in the proof of 2.5(2). It is not hard to check that M := y
). An isomorphism is given by
One easily checks that the same formula is valid for any b ∈ Z n with b ≤ τ .
⊗ dx γ ). Using the definitions and 3.4, we get
(In computing S 1 , we have used the formula for δ
⊗ dx γ ). Actually, the formula might not apply if a + b − i τ . However, in this case, y (a+b− i ) = 0 and a+b− i a = 0 (3.1(1)), so the expression for S 1 still holds. A similar statement applies to the sum S.) Separating out the terms in S with j = i and l = i gives S = S 2 + S 3 + S 4 , where
Similarly, we get
where
Separating out the terms in T with l = i and j = i gives T = T 2 + T 3 + T 4 , where
Therefore, it remains to verify that S 1 + S 2 + S 3 + S 4 = T 1 + T 2 + T 3 + T 4 . If i / ∈ γ, then S 2 = S 3 = S 4 = T 3 = T 4 = 0 and T 1 + T 2 = S 1 (using 3.3), so this case is checked. Now assume i ∈ γ. One easily checks (using 3.3 again), that
Next,
which is zero because the summand with j < l cancels with the summand with l < j.
3.10 Proposition. Assume ht χ = 0 and let 0 ≤ k ≤ n.
(
which is zero since (−1) ⊗ dx γ∪j = 0.
From our definition of y (b) for b / ∈ A, we see that the second sum is a linear combination of (distinct) standard basis vectors, none of which appears in the first sum. Therefore, c a,γ = 0 for all (a, γ).
For completeness, we state the corresponding result for the restricted case ht χ = −1 (i.e., χ = 0) suppressing the character in the notation (so Ω The complex of 3.11(1) is called the de Rham complex for W . As the proposition states, its homology modules are direct sums of the trivial module F . We see from 3.10(1) that when ht χ = 0, the homology modules in the χ-version of the de Rham complex vanish. This vanishing might have been expected because the trivial module has character 0 and so cannot appear as a subquotient of a module having nonzero character. 
If k is either 0 or n, this shows that Ω ψ k has no proper submodules. Assume 0 < k < n. By 3.10, ker δ ψ k is proper, and so the above isomorphism shows that it is the unique proper submodule of Ω ψ k . From the previous paragraph and in light of 1.2(2), we may assume that χ(D i ) = δ in (1 ≤ i ≤ n).
We first argue that Ω χ k is simple for 0 ≤ k < n, and for this it is enough by 2.1 to show that this module is generated by each of its maximal vectors (using 3.10 to see that Ω 
