We study the higher spin anologs of the six vertex model on the basis of its symmetry under the quantum affine algebra U q ( sl 2 ). Using the method developed recently for the XXZ spin chain, we formulate the space of states, transfer matrix, vacuum, creation/annihilation operators of particles, and local operators, purely in the language of representation theory. We find that, regardless of the level of the representation involved, the particles have spin 1/2, and that the n-particle space has an RSOS-type structure rather than a simple tensor product of the 1-particle space. This agrees with the picture proposed earlier by Reshetikhin.
Integrable generalizations are known in the representation theory of the quantum affine algebras U q ( g) [1] . Given an R-matrix for U q ( g),
the corresponding Hamiltonian is given by
where h l+1 l is the following operator h acting on the (l + 1)-th and the l-th components:
P R(z 1 /z 2 ) = const(1 + uh + · · ·) u → 0, (1.4) P : the transposition, z 1 /z 2 = e u .
If g = sl 2 and V z is the two dimensional U q sl 2 -module, we have the Hamiltonian (1.1) with ∆ = (q + q −1 )/2. An immediate consequence of (1.3) is that the Hamiltonian has the quantum affine symmetry, i.e.,
where g is one of the Chevalley generators of U q ( g) and ∆ (∞) is the infinite coproduct which formally realizes the action of g on (1.2).
In [2] a new method was given for the diagonalization of (1.1) in the anti-ferroelectric regime −1 < q < 0. It exploits the quantum affine symmetry of (1.1) and gives all the eigenvectors of (1.1) in the thermodynamic limit. As is well known the Yang-Baxter equation for the R matrix entails that the row transfer matrices T (z) of the corresponding vertex model (the six vertex model in the case (1.1)) are mutually commuting. The relation (1.4) says that (1.1) is the first in the hierarchy of commuting Hamiltonians derived from the transfer matrices
In this paper we will formulate a similar method for diagnonalizing the transfer matrices of vertex models associated with U q sl 2 . Consider level k vertex operators in the sense of [3] :
where V (λ) and V (µ) are level k U q ( g)-modules and V is finite-dimensional. Suppose V has a perfect crystal of level k in the sense of [4] . Then for any level k dominant integral weight λ, there exists a unique level k dominant integral weight µ = σ(λ) such that the vertex operator Φ µV λ (z) exists, and the latter is unique up to normalization [5] . For example, if g = sl 2 , then the (k + 1)-dimenaional irreducible U q sl 2 -module V (k) has a perfect crystal of level k. The corresponding vertex model is the spin-k/2 integrable generalization of the six vertex model introduced in [1] .
The main idea of the diagonalization scheme is to replace the infinite tensor product (1.2) by the level 0 module
where V (λ ′ ) * a signifies the dual module defined via the antipode a. The vertex operator (1.5) enables one to disclose the 'local component' V (k) z hidden in V (λ):
The tensor structure (1.2) is hidden behind the 'doors' V (λ) and V (λ ′ ) * a , and the vertex operators open/close these doors to show the tensor components. We postulate that, in the anti-ferroelectric regime of the model, the space spanned by finite excitations over the ground states is given precisely by F . On the basis of this postulate, the transfer matrices, the norm of vectors, the vacuum vectors, the creation and the annihilation operators and local operators can all be translated in the language of representation theory, in much the same way as in [2] .
The creation operator is interpreted as a vertex operator V (λ) → V (l)
z ⊗V (µ) (called type II in [2] ). In contrast to the level 1 case, for k > 1 there are various candidates for l = 1, · · · , k. The correct choice is dictated by the knowledge of the particle structure of the space of states, i.e. the decomposition of V (λ) ⊗V (λ ′ ) * a into the irreducible pieces. In the q = 0 limit, the Hamiltonian becomes diagonal and the decomposition can be carried through by the crystal base theory. Namely, we can identify the particles with the connected components of the crystal B(λ) ⊗B(λ ′ ) * . In the case of g = sl 2 , even for higher k, we find only spin-1/2 particles: the connected components of B(λ) ⊗B(λ ′ ) * are isomorphic to the connected components of Aff(B (1) ⊗n ) where B (1) is the crystal of the spin-1/2 (i.e., the two dimensional) U q sl 2 -module. This is consistent with the known Bethe Ansatz result [6] , and motivates us to formulate the creation operator by using the vertex operator
where λ = (k − j)λ 0 + jλ 1 and λ ± = (k − j ∓ 1)λ 0 + (j ± 1)λ 1 . This choice leads us to the correct computation of the momentum, the energy and the S-matrix of the particles.
The paper is organized as follows. In Sect. 2 we describe the decomposition of the crystal B(λ) ⊗B(λ ′ ) * in the case of g = sl 2 . In Sect. 3 we compute the two point correlation functions for various types of vertex operators. In Sect. 4, we introduce the space of states, row transfer matrix and creation/annihilation operators. We calculate their commutation relations and the formula for the energy-momentum using the results of Sect. 3. We also introduce the local operators and derive q-KZ type difference equations for their from factors. They are a lattice analog of those found by Smirnov [7] in the massive integrable field theories. The text is followed by two appendices. In appendix 1 we give a brief summary of the theory of the q-KZ equation for the correlation functions of vertex operators [3] . Appendix 2 is a summary of elementary properties of the basic hypergeometric series used in the text. §2. Decomposition of crystals An integrable spin-k/2 Hamiltonian H is obtained from the R-matrix,Ř(x/y) = P R(x/y) ∈ Hom(V
Choosing an appropriate base {u l } (the crystal base) of V (k) , the Hamiltonian is diagonal in the limit of q = 0. Hence pure tensors
are eigenvectors at least formally. Let B(λ) be the crystal of the irreducible level k highest weight U q ( sl 2 )-module V (λ) with highest weight λ, and B(µ) * the crystal of the
* a is identified with a set of vectors of the form (2.1) with some boundary condition for {p(l)}. It has a graph structure with respect to the action ofẽ i andf i and decomposes into connected components. In what follows we shall give a description of these connected components.
Paths
A path is a map p : Z → {0, 1, . . . , k}. We write it as
For m ∈ {0, 1, . . . , k} there is a path defined by
We denote it byp m . Here λ m = (k − m)Λ 0 + mΛ 1 (m = 0, 1, . . . , k) are the level k dominant integral weights. A path is called a (λ m , λ m ′ )-path (m, m ′ ∈ {0, 1, . . . , k}) if it is subject to the boundary condition
The reason why we use λ m 's to specify the boundary conditions is explained at the end of this subsection. We denote a set of (λ m , λ m ′ )-paths by P (m,m ′ ) , and write
In the following, we consider only paths belonging to P and identify a path p with the tensor (2.1). Let B (k) = {u l } be the crystal base of the (k + 1)-dimensional (or spin k/2) irre-
; see also [4] ). The action of the operators e i ,f i (i = 0, 1) is given byf
, and ev − = v + . When the color i = 0, 1 is fixed, it is convenient to embed B (k) (considered as a U q sl 2 crystal viaf =f i ,ẽ =ẽ i ) into the k-fold tensor product B ⊗k : For i = 1(resp. 0), u l is replaced by
Now we describe the rules for the action ofẽ i ,f i on P, which is obtained from the knowledge of the action on tensor products (later in Sect. 2.2 we shall give much simpler rules). For p ∈ P,f i p ∈ P ∪ {0} is determined as follows: (i) Using (2.2) replace each component of the path by −'s and +'s: for i = 1(resp. 0),
).
Then we get an infinite ± sequence, denoted by C(p).
(ii) Remove 'singlet pairs' +− successively from C(p), and then C(p) is reduced to a finite sequence of the form (− · · · − + · · · +). We denote it byC(p). (iii) The action off i onC(p) changes the left most + to −. If there is no + inC(p), theñ f iC (p) = 0. (iv) The action off i on C(p) changes the +, which corresponds to the one flipped in (iii), to −.
Example. Let k = 2 and p = (. . . , 0, 2, 1, 2, 0, 2, . . .). For i = 1,
The action ofẽ i on p ∈ P is such that if {p ′ ∈ P |f i p ′ = p} is empty theñ e i p = 0; otherwiseẽ i p = p ′ where p ′ is the unique one satisfyingf i p ′ = p. Note that only one component, say p(l), of the path p is affected by an application of one operator: p(l) → p(l) ± 1 where + is chosen forf 1 ,ẽ 0 and − forf 0 ,ẽ 1 .
Besides the action of operators we define the weight of a path. For a path p ∈ P
We note 2(Λ 1 −Λ 0 ) = α 1 and δ = α 0 +α 1 . Here the integer-valued function h :
Equipped with the action of operators and the weight, the set of (λ m , λ m ′ )-paths P 
The integer l 1 − l 2 + 1 and the weight λ m are called length and type of the domain, respectively. A succesive pair p(l + 1), p(l) belongs to the same domain if and only if p(l + 1) + p(l) = k. A path is partitioned into several domains. The boundary between adjacent domains is called (domain) wall. If it occurs at (p(l + 1), p(l)), we say the position of the wall is l. A domain wall is an elementary wall if the types of adjacent domains are successive; i.e., if a λ m -domain and a λ m+1 -domain are adjacent then the wall between them is elementary. Note that if a wall at l is elementary, p(l + 1) + p(l) = k + 1 or k − 1. Accordingly we call the wall is of type 0 (0-wall) or of type 1 (1-wall) respectively (As we shall see the i-wall may change its position by the action off i but never byf 1−i ). A wall which is not elementary is thought to be a composition of elementary walls: Let λ m and λ m ′ (m ′ > m + 1) be the types of domains left and right to the wall at l. We consider that, at the position of the wall, there are m ′ − m − 1 domains of length zero (types of which are λ m+1 , λ m+2 , . . . , λ m ′ −1 from left to right) and m ′ − m elementary walls between them (types of which are all 0 (resp. 1) if
In the case m > m ′ + 1 things are similarly defined. Let n(p) be the number of elementary walls in a path p. Let (a 0 , a 1 , . . . , a n(p) ) be a sequence of types of domains of the path, counted from left to right, where a 0 (resp. a n(p) ) is the type of the left (resp. right) half infinite domain. Domains that have zero length are included in the list. Noting that by definition a j − a j+1 = ±(Λ 0 − Λ 1 ), j = 0, 1, . . . , n(p) − 1, we can consider that the list (a 0 , a 1 , . . . , a n(p) ) defines a state (or 'path') of length n(p) of the (k + 1)-state ABF model.
Example. Several paths in the case k = 2 (spin 1) are shown. Elementary walls are denoted by | . Types of domains (a 0 , a 1 , . . . , a n(p) ) are also given.
The last one shows an example of a composite wall.
In the language of domain walls, the action off i ,ẽ i can be described most simply. The rules are obtained if we notice the following: after the reduction steps (i) and (ii) in Sect. 2.1, a 0-wall is considered to be v − and a 1-wall to be v + with respect to color i = 1. With respect to color i = 0, signs ± are interchanged. Rules for the action off 1 (resp.f 0 ) are as follows: (i) Let n = n(p), and let (i 1 , . . . , i n ) be a sequence of wall-types of p (from left to right). Replacing 1 by +(resp. −) and 0 by −(resp. +) in the sequence, we get a ± sequence of length n, denoted by C ′ (p). (ii) Removing singlet pairs +− successively from C ′ (p), we get a sequence of the form
The action off i on C ′ (p) changes the +, which corresponds to the one flipped in
first, by reversing the replacement of (i) we get a sequence of types of walls; second, we reconstruct the pathf i p from the sequence of wall-types. Iff i C ′ (p) = 0, we getf i p = 0.
Note that one of the walls shifts to the left and changes its type (0 ↔ 1) in the action. The number of walls n(p) and the list of domain-types (a 0 , a 1 , . . . , a n(p) ) are invariant under the action.
We have a natural decomposition
where P 
In other words, p ∼ p ′ if and only if they belong to the same connected part in P. We write P = P/ ∼, and denote its element by [p] . Then P (m,m ′ ) (1) contains only one element (or is empty), and P (m,m ′ ) (n) (n ≥ 2) contains infinite number of elements (or is empty).
Classification of paths
It appears that an elementary wall behaves like a local spin-1/2 state. In fact it is true in the following sense. Let Aff(B (1)⊗n ) be the affinization of B
(1)⊗n ( [4] ). Aff(B (1)⊗n ) consists of finitely many connected parts. They are all isomorphic as crystals without the weight structure. For convenience, set v i = u 1−i ∈ B (1) . There is an isomorphism between a connected part [p] in P and one of the connected parts of Aff(B (1)⊗n ) where n = n(p), induced from the map
where (i 1 , . . . , i n ) is the sequence of wall-types of p ′ ∈ [p]. Physically speaking, there are only spin-1/2 particles (magnons), but no higher-spin magnons. This agrees with the result of Reshetikhin [6] .
For a later use we define the 'depth' of a path ν(p) (∈ Z) by
where
Now we proceed to the classification of connected parts. We shall parametrize the elements in P (m,m ′ ) (n). To do this it is necessary to define parameters related to 'lengths of domains'.
Letp be a representative of [p] ∈ P such that its sequence of wall-types is (0, . . . , 0). Let n = n(p), and let (a 0 , a 1 , . . . , a n ) be the sequence of domain-types ofp. For the j-th domain (j = 1, 2, . . . , n − 1) ofp (which is an a j -domain) we define a non-negative integer m j ∈ Z ≥0 by 2m j = length of domain, if a j−1 − a j = a j − a j+1 ; 2m j + 1 = length of domain, otherwise.
Then we have
..,an−1 P(n; a 0 , a 1 , . . . , a n ),
In the first equation the summation is over all a j ∈ {λ 0 , λ 1 , . . . , λ k }, j = 1, . . . , n − 1, with restriction a j − a j+1 = ±(Λ 0 − Λ 1 ), j = 0, 1, . . . , n − 1, and a 0 , a n are fixed to λ m , λ m ′ , respectively. This completes the classification. Example. We give below the types of domains (a 0 , a 1 , . . . , a n(p) ) and the 'length' of domains (m 1 , . . . , m n(p)−1 ) for several paths in the case k = 3 (spin 3/2). The asterisk shows the position of p(0). * types of domains 'length'
Let us summarize the classification of the paths in P. The paths are parametrized uniquely by the number of walls in path n ∈ Z ≥0 ; sequence of types of walls (i 1 , . . . , i n ), i j = 0, 1; depth parameter ν ∈ Z; sequence of types of domains (a 0 , a 1 , . . . , a n ), a j ∈ {λ 0 , λ 1 , . . . , λ k } with a j − a j+1 = ±(Λ 0 − Λ 1 ), j = 0, 1, . . . , n − 1; and 'length-of-domain' parameters (m 1 , . . . , m n−1 ), m j ∈ Z ≥0 . The boundary condition fixes the values of a 0 and a n . §3. Two point functions of the vertex operators for sl 2 
Notations
We shall follow the notations of [2] unless otherwise stated. The main change is that here we normalize the invariant bilinear form on P = ZΛ 0 ⊕ ZΛ 1 ⊕ Zδ by (α i , α i ) = 2, as opposed to the convention (α i , α i ) = 1 in [2] . We have (Λ i , Λ j ) = δ i,1 δ 1,j /2, (Λ i , δ) = 1 and (δ, δ) = 0. We identify P * = Zh 0 ⊕ Zh 1 ⊕ Zd with a subset of P via ( , ), so that α i = h i and ρ = Λ 0 + Λ 1 = h 1 /2 + 2d. We set
In the rest of this paper we denote by F the base field Q(q). The quantized affine algebra U is the F -algebra generated by e i , f i (i = 0, 1) and q h (h ∈ P * ) with the defining relations as in [8] 
. We take the coproduct
and the antipode a(e i ) = −t
U ′ will denote the subalgebra generated by e i , f i and t i (i = 0, 1).
Let M be the left U -module with weight space decomposition ⊕ ν M ν . By M * a ±1 we mean the restricted dual space M * = ⊕ ν M * ν endowed with the left module structure via
The irreducible left (resp. right) highest weight module with highest weight λ ∈ P 0 k will be denoted by V (λ) (resp. V r (λ)). We fix a highest weight vector |λ ∈ V (λ) (resp. λ| ∈ V r (λ)) once for all. There is a unique non-degenerate symmetric bilinear pairing
Here v (l) j with j < 0 or j > l is understood to be 0. The {v [9] . In the case l = 1 we also write v
] with a U -module structure via
is the affinization of V (l) [4] . Let {v
j }. Then the following are isomorphisms of U -modules:
For l = 1 they simplify to
z2 ) which intertwines the action of U in the sense
These equations admit a unique solution up to scalar multiple. We denote by R mn (z) the solution normalized as
The following properties are relevant to the subsequent discussions.
The inversion relations.
The symbol t1 means the transposition in the first component, i.e. we set (f ⊗ g) t1 = f t ⊗ g ∈ End(V * ⊗ W ) for f ∈ End(V ) and g ∈ End(W ).
The case m = 1 or n = 1. If we write
j . In fact only integral powers of q appear in these formulas.
Let us determine the image of the universal R matrix (A1.17) in End V
From the uniqueness of the R matrix we have
with some scalar
. From (A1.3) it follows that R + mn (z) satisfies the second inversion relation (3.8) with β mn (z) = 1. This leads to the relation ρ(z)ρ(zq −2 ) = β mn (z), giving
The argument leading to (3.10) is due to [3] . 3.3 Vertex operators Let λ, µ be dominant integral weights of level k. We set ∆ λ = (λ, λ + 2ρ)/(2k + 4). By vertex operators (VOs) we mean the following types of formal series
whose coefficients are the maps 13) such that they are intertwiners of U -modules
This means that, as a formal series, e.g. (3.14) satisfỹ
where the action on V (l)
z is according to (3.5) . In (3.14, 3.15) we set M ⊗N = ⊕ ξ ν M ν ⊗ N ξ−ν . Henceforth we will not bother writing . Note that (3.13) implies
and likewise for Φ
. By abuse of notation we shall also write Φ
In [2] we called (3.14) a VO of type I, (3.15) of type II. For a VO (3.11) we define its 'leading term' v lt bỹ
where · · · means terms of the form |u ⊗ v with |u ∈ ξ =µ V (µ) ξ . Set
We have the following criterion about the existence of VOs. 
Similar statement holds for the VOs (3.12).
Let λ = mΛ 0 + nΛ 1 (m + n = k), and take l = k for (3.11), l = 1 for (3.12). Then up to scalar the nontrivial VOs are the following ones:
The isomorphism (3.6) gives rise to the VOs
where the normalization constants α
± (λ, µ) are so chosen that
For k = 1 we have
The fractional powers are included by the same rule, e.g. Φ
Explicit formulas for two point functions
For our subsequent discussions, we need the following types of correlation functions: with appropriate l 1 , l 2 , and satisfies the q-KZ equation (A1.18) where R + (z) = R + mn (z) is given in (3.9, 3.10) . Thanks to the perfectness of V (k) , in the cases (3.22)-(3.24) Ψ(z) can be determined up to scalar by using Proposition A1.4. Hence the q-KZ equation reduces to a scalar equation. In the case (3.25) the q-KZ equation can be solved by using basic hypergeometric functions (see Appendix 2).
We list the formulas for Ψ(z) below. Fix
and set
(1 − zp i q j ).
(3.26)
The case (3.22) . In this case µ = σ(λ) and ν = λ. We have
The case (3.23). Ψ(z) is non-trivial when µ and ν are the following.
The solutions are
The case (3.24). Ψ(z) is non-trivial when µ and ν are the following.
The case (3.25). Ψ(z) is non-trivial when µ and ν are the following.
The solutions are as follows. 
Commutation relations In this subsection we shall give the commutation relations of the various vertex operators.
The case (3.22). We modify the scalar factor of the R matrix and define
In fact, this equality can be verified for the matrix element λ| · · · |λ by rewriting the q-KZ equation. The equality for arbitrary matrix elements follows automatically since both sides are intertwiners (the argument is the same as in the proof of Proposition 6.1 of [2] ).
The case (3.23), (3.24) . Using the formulas (3.28), (3.30) and arguing similarly as above, we obtain the following commutation relations.
(3.37)
Here
with Θ p (z) being defined in Appendix 2, (A2.2).
The case (3.25 ). This case is more complicated compared to the previous ones. To derive the commutation relations we invoke the connection formula (A2.8) for the basic hypergeometric functions.
Let R V V (z) = −R 11 (z) be defined in (3.34) with k = 1 and set
(Our R V V (z) and r 11 (z) are R V V (z) and −r 0 (z) in [2] respectively). The inversion relations take the form
Retaining the notations of (3.33) we have the following commutation relations.
and Γ p (z) denotes the q-gamma function (A2.2).
The same relations (3.39) hold if we replace Φ
V µ λ
by Φ
We have further
In the neighborhood of |z 1 /z 2 | = 1 both side of (3.39) are holomorphic, while those of (3.40) with λ = ν have a simple pole at z 1 = z 2 . The residues of them are given by the following formulas.
and ξ(z; a, b) is defined in (3.26). §4. Vertex models
Space of states
We now turn to the discussion of the vertex model associated with the spin k/2 representation
Strictly speaking we consider the completion of these spaces in the topology of formal power series in q. This is necessary in order to accomodate the action of VOs which produce infinite sums. This point is discussed in Sect. 7 of [2] . We shall not go into the details here. The symbols ⊗, etc. are to be understood appropriately. We take (4.1) to be the mathematical definition of the space of states of the vertex model. As discussed in the Introduction it should replace the usual naïve picture of the infinite tensor product space
taking into account the boundary conditions for the states. We shall come to such an interpretation shortly.
The left action of U on F λµ is given by
where ∆(x) = x (1) ⊗ x (2) for x ∈ U . One can also endow the same underlying space with a structure of right U -module by setting
We use the letter F r λµ to denote this right U -module. In the case µ = λ, F λλ has the unique canonical element, i.e. the identity id V (λ) . We call it the vacuum and denote it by |vac λ ∈ F λλ , λ vac| ∈ F r λλ . There is a natural inner product [2] 
It enjoys the property f x|g = f |xg ∀x ∈ U.
Local structure
Consider now the VO of type I, Φ
. We normalize the latter as
Proposition 4.1.
Proof. It is known [5] that (4.4) holds with some scalar g λ . This scalar can be calculated using the two point function (3.27) and (3.6). Calculating similarly we find
Noting that the right hand side belongs to the trivial representation, we easily see that
This is equivalent to (4.5).
The results (4.4, 4.5) tell that Φ
gives an isomorphism (on the spaces being completed properly). Iterating this we have for any n an isomorphism
(4.7) This makes it possible to realize the space F λµ in a way which incorporates the 'local structure'
One may do an analogous construction for the right half V (µ) * a . The weight λ (resp.µ) in F λµ signifies the boundary condition to the left (resp. right) spacial infinity of the lattice.
Transfer matrix Let us define the row transfer matrix of the vertex model in our framework
T
By definition it is the composition of
(z). In terms of the weight components
We call T = g 
The following states that the vacuum is invariant under the transfer matrix and the translation in particular.
Proposition 4.2.
Proof. From the definition of the vacuum and the transfer matrix the assertion is equivalent to
in the notation of (4.10). This can be shown similarly as in the proof of Proposition 4.1.
Let us consider the action of T (z) in the picture (4.8). We set
Denote by T (z) the monodromy matrix on a lattice of horizontal length n
where 
Usual definitioin of the row transfer matrix (in the periodic boundary condition) is
The following motivates our definition of the row transfer matrix (4.9). Proposition 4.3. In the picture (4.8) the row transfer matrix (4.9) acts as follows:
Here Φ * t j ′ (z) signifies the transpose of Φ * j ′ (z). Proof. Using the commutation relation (3.35) repeatedly we have
The assertion follows from this, (4.10) and (4.11).
Creation and annihilation operators
In the same way as [2] , the particles are created over the vacuum by the type II VOs. Let us define their components by
(4.13)
From (3.21) we have the relation
Define the creation operator ϕ * λ
Likewise define the annihilation operator ϕ µ ′ µ,ǫ (z) to be the adjoint (with respect to the inner product (4.3)) of
In both cases the quasi-momentum z is supposed to be on the unit circle |z| = 1.
From (3.39) and (3.40) we obtain the following commutation relations of creation and annihilation operators.
Here we have set
ǫ1,ǫ2 . The delta function δ(z) = n∈Z z n in (4.16) arises because of the pole of (3.40) at z 1 = z 2 . To find the commutation relation with the transfer matrix T (z) we use (3.37) to get
where τ (z) is given in (3.38).
(z) be the transfer matrix for two lattice steps which does not change the boundary conditions. Then (4.17) implies
Note that the function τ (z) is independent of the level k and therefore is the same as (7.11) in [2] . The energy can be obtained by differentiating log τ (z). Hence our formulas agree with Sogo's result [10] found through the Bethe Ansatz method.
Local operators
The local operators can be defined making use of the realzation (4.8). For a linear map L ∈ End V (k)⊗n we define its action on F λµ by f → L λ • f where we set [11] 
in the notation of (4.7). Using (3.36, 3.37) we find that the components of the creation operator (4.13) commutes with L λ in the sense
For simplicity of notation, we shall write in the sequel
Consider the n-particle states created from the vacuum
It is a V * 1 ⊗ · · · ⊗ V * n -valued function where V * j is a copy of V * , the suffix j indicating that it is put at the j-th place in the tensor product. More generally let us consider the following trace
where λ 0 = λ and λ n = σ m (λ). It is a function with values in V *
The following difference equations hold for (4.21):
) signifies the operator q −2ρ acting on the component
The notation R ij (z) means the R(z) acting on V i ⊗ V j and likewise for R * ij (z) (not to be confused with the R kk (z) in (4.18)).
Proof. Note that
The assertions follow from this, the commutation relations (3.35, 3.36, 3.37, 3.39) and the cyclic property of the trace. In particular, repalcing the ζ i by (q −2 ζ 1 , · · · , q −2 ζ m , ζ m , · · · , ζ 1 ) and using (3.20) we obtain the following relation for arbitrary form factors
In the case of level k = 1 there is only one term in the sum. This is then a lattice analog of the qKZ equation found by Smirnov [7] for form factors in massive integrable field theories.
Appendix 1. The q-KZ equation
In this appendix we briefly outline the derivation of the q-KZ equation for the correlation functions of vertex operators [3] . We shall not go into the discussions about the topology here.
A1.1 Universal R and Drinfeld's central element Let U = U q (g) be the quantized enveloping algebra associated with an affine Lie algebra g. Concerning the notations of affine Lie algebras we follow [12] , except that we reverse the ordering of vertices for the type A (2) 2l . Recall that U has the universal R matrix R that enjoys the following properties [13, 14] .
Here ε is the counit, a is the antipode, ∆ ′ = σ • ∆ with σ(a ⊗ b) = b ⊗ a, and if we write
Let {h i }, {h i } be the dual bases of the classical part of the Cartan subalgebra of g, and let c, d be the canonical central element and the scaling element respectively. Let further u βi , u i −β be dual bases of the weight ±β component of the 'nilpotent' subalgebras (see [14] ). We set
The universal R matrix iteslf is given by
In terms of R ′ the property (A1.2) is translated as follows.
The following are shown in [15] .
. Here V (λ) denotes the irreducible U -module with highest weight λ.
A1.2 Difference equaitons for VO
We shall study how the central element D behaves with respect to intertwiners. Proposition A1.1. Let V 1 , V 2 and V 3 be U -modules, and let Φ :
Proof. The derivation being similar, we show (A1.5). We shall use the sigma notation
First note that the intertwining property of Φ is equivalently stated as follows.
Using these we have
In the last step we used the fact that
, which follows from the first of (A1.2). Similarly
Combining them we have
On the other hand, (A1.3) implies i a 2 (a i ) ⊗ a(b i ) = i a(a i ) ⊗ b i and i r a i a r ⊗ b i a −1 (b r ) = 1, hence the right hand side can be simplified to
The assertion follows easily from this. Let V be a finite dimensional module over the subalgebra U ′ 'with d being dropped', and let V z denote its affinization. We shall apply Proposition A1.1 to the U -linear maps of the formΦ 1 (z) :
where k is the level of λ and h ∨ denotes the dual Coxeter number. Writing R ′ = a
we rephrase Proposition A1.1 as 10) where Ad(q h )x = q h xq −h for x ∈ U . Note that D acts on V (λ) as a scalar p ∆ λ while p d acts on V z as the difference operator p d v(z) = v(pz). Setting Φ i (z) = z ∆µ−∆ λΦ i (z) (i = 1, 2) we get Proposition A1.2. Here we use the convention that the space suffixed by 1 (resp. 2) always comes in the first (resp. second) component of the tensor product. For instance, (A1.13) is the expectation value of the composition
while (A1.15) corresponds to
We shall derive the q-KZ equation for the two point functions. Given finite dimensional representations π V : U ′ −→End(V ), π W : U ′ −→End(W ), we set Similar argument leads to the q-KZ equation for general n point correlation functions, see [3] .
The following observations are sometimes useful. We owe the second one to M. Okado. 
