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Abstract
We study intermittent maps from the point of view of metastability. Small
neighbourhoods of an intermittent fixed point and their complements form pairs of
almost-invariant sets. Treating the small neighbourhood as a hole, we first show
that the absolutely continuous conditional invariant measures (ACCIMs) converge
to the ACIM as the length of the small neighbourhood shrinks to zero. We then
quantify how the escape dynamics from these almost-invariant sets are connected
with the second eigenfunctions of Perron-Frobenius (transfer) operators when a
small perturbation is applied near the intermittent fixed point. In particular, we
describe precisely the scaling of the second eigenvalue with the perturbation size,
provide upper and lower bounds, and demonstrate L1 convergence of the positive
part of the second eigenfunction to the ACIM as the perturbation goes to zero.
This perturbation and associated eigenvalue scalings and convergence results are all
compatible with Ulam’s method and provide a formal explanation for the numerical
behaviour of Ulam’s method in this nonuniformly hyperbolic setting. The main
results of the paper are illustrated with numerical computations.
Keywords: Escape rate, Pomeau-Manneville maps, Perron-Frobenius operators, Ulam’s
method, Young towers
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1 Introduction
For maps T : X → X with good expansion properties, quantities such as the rate of decay
of correlations and the rate of escape into a hole may be read off the spectrum of the
corresponding Perron-Frobenius (or transfer) operator P : (B, ‖·‖) 	 acting on a suitable
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Banach space (B, ‖·‖) of regular observables. The rate of decay of correlations is controlled
by the gap in the spectrum of the Perron-Frobenius operator between the unit circle {z ∈
C : |z| = 1} and the rest of the spectrum of P. Of particular interest for metastability is
the situation where this gap is between the eigenvalue 1, with corresponding eigenfunction
ϕ, the density of an absolutely continuous invariant measure (ACIM), and a second real
eigenvalue λ2 ∈ (0, 1) with corresponding eigenfunction ψ [14, 15].
The notions of metastability and almost-invariant sets for closed systems are fre-
quently explored via sub-unit eigenvalues of Perron-Frobenius operators, and have been
used in a variety of real applications [16, 21, 30, 31]; also, extensions to random dynamical
systems [28, 29] have been developed recently.
If a small hole H is excised from the domain X , as in early work of Pianigiani and
Yorke [46], one defines a conditional Perron-Frobenius operator PX\H(f) := χX\H · P(f ·
χX\H). If T has good expansion properties, a conditional ACIM (ACCIM) may exist [46],
with density ϕH satisfying PX\HϕH = λHϕH , 0 < λH . 1. The density ϕH describes the
distribution of trajectories that have not yet fallen into the hole and the geometric rate
at which trajectories of T fall into H is given by λH [19, 46].
In recent years there has been renewed interest in open systems and escape rates,
stimulated in part by a series of papers by Collet et al. [10–13] and, more recently, by
a survey paper of Demers and Young [19]. Much work has been carried out to show
the existence of physically relevant conditionally invariant measures in various settings.
First results [13, 46] were obtained for maps that are Markov when the hole is removed.
Shortly thereafter, similar results emerged for non-Markov expanding maps of the interval
[18, 40, 49], unimodal maps [17, 33], Collet-Eckmann maps [7] and hyperbolic maps on
R2 [20]. For sufficient existence conditions in a general class of dynamical systems, see
[8, 9]. The convergence of conditionally invariant measures to the invariant measure of
the closed system as the hole closes has been investigated by Demers et al. [7, 17, 18]
using Young towers [50]. Keller and Liverani [37] provide formulae for the variation of
the escape rate with the size of small holes.
Another area of recent study is the connection between metastability and escape rates.
For example [32] show that under fairly general conditions, the existence of a “second
eigenvalue” λ2 ∈ (0, 1) allows one to find a set A such that both the escape rate into A
and from A are slower than − log λ2. Specialising to uniformly expanding interval maps,
Keller and Liverani [37] consider a T with two invariant disjoint intervals perturbed by
a stochastic kernel; a formula is developed for limǫ→0(1− λ2,ǫ)/ǫ as the amplitude of the
kernel shrinks. In [34] a similar setup is considered (with deterministic perturbations)
and it is shown that the first and second eigenfunctions, ϕ and ψ, of the transfer operator
for a metastable system can be written asymptotically as a convex combination of ϕH and
ϕX\H as the metastability becomes complete stability (no communication). Dolgopyat
and Wright [23] show that in the setting of [34] with m disjoint invariant intervals each
supporting a mixing ACIM, one can construct an m-state Markov chain with state-to-
state jump time distributions that precisely estimate the interval-to-interval jump time
distributions of small perturbations of the original non-ergodic map.
So far, the use of Perron-Frobenius operators to study the rate of decay of correlations,
metastability, the rate of escape, and the relationships between them has been applied
exclusively to the standard test-bed of uniformly expanding interval maps or those that
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can be modelled by Young towers with exponentially decaying tails1. In this work we
move beyond uniform expansivity to study in detail the behaviour of these quantities
for a nonuniformly expanding map with a finite ACIM, the Pomeau-Manneville (PM)
map T : [0, 1] → [0, 1] (see equation (T) in Section 2). The natural Young towers have
polynomial, rather than exponential, tails and it is well known that the Perron-Frobenius
operator lacks a spectral gap on the Banach spaces of functions of bounded variation or
Ho¨lder observables typically used in the expanding setting. The reason for the lack of
exponential mixing is long escape times from small neighbourhoods of the origin, due to
the presence of an indifferent fixed point at 0.
We link quantitatively almost-invariance (or metastability) of small neighbourhoods
[0, ǫ0] with mixing rates of a closed system and the escape rates out of the two open
systems T |[0,ǫ0] and T |[ǫ0,1]. Furthermore, we relate the second eigenfunction of the closed
system and leading eigenfunctions (ACCIMs) of the open systems in the small hole limit.
We connect these ideas with numerical approximations of the ACIMs and ACCIMs via
Ulam’s method [48]. In particular, a small amount of averaging in the neighbourhood
of 0 can induce a spectral gap, stabilizing the eigenvalue 1 (of P). Although the form of
averaging we introduce looks artificial the resulting analysis explains a phenomenon of
spectral gap scaling which is evident when applying Ulam’s approximation scheme [48] to
the calculation of the ACIM for T . These results (Theorems 5.4 and 5.6) may be viewed
as intermittent counterparts to spectral stability results for uniformly expanding maps in
[6, 36].
We now give a brief indication of some of our main results.
Two open systems. First, we consider two open systems: the dynamics on a small
neighbourhood of the origin [0, ǫ0] (with trajectories leaving once they expand outside
this small interval), and the dynamics on the rest of the domain [ǫ0, 1] (with trajectories
leaving once they enter a small neighbourhood of the origin).
1. Dynamics on [0, ǫ0]: There is no ACCIM for the open dynamics on [0, ǫ0]. How-
ever, a computation of escape rate with respect to a variety of natural probability
measures with support on [0, ǫ0] (which effectively smooth away the nonexpansion)
yields2 1− λH ∼ ǫ
α
0 (see Section 3).
2. Dynamics on [ǫ0, 1]: The open dynamics on [ǫ0, 1] does possess an ACCIM (Theo-
rem 4.2), which is unique in a certain set of regular measures (Corollary 4.3) where
the corresponding escape rate is − log λH ≈ 1− λH ∼ ǫ0 (Corollary 4.4), and is the
same as for Lebesgue measure. Furthermore, we show that the ACCIM of this open
dynamics converges in L1 to the ACIM of the closed dynamics on [0, 1] as ǫ0 → 0
(Theorem 4.7).
The closed system. Second, in Section 3, we show that gluing together the two open
systems discussed above to form a simple two-state Markov chain predicts a mixing rate
1For example, certain logistic maps [17].
2We use the following notation: f(x) = O(g(x)) as x → a if and only if there exist positive real
numbers δ and M such that |f(x)| ≤ M |g(x)| whenever |x − a| < δ. We write f(x) ∼ g(x) if f(x) =
O(g(x)) and g(x) = O(f(x)).
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or “second eigenvalue” whose gap from 1 scales like the slower of the above two escape
rates, namely ǫα0 .
We show why this is indeed the case, by explicitly constructing a closed system which
includes a smoothed expansion near the origin that mimics the effective smoothing ex-
perienced when computing the escape dynamics on [0, ǫ0]. We prove the existence of a
second eigenfunction for the transfer operator of this system and upper and lower bounds
for the second eigenvalue (Theorem 5.4).
Our method of proof utilises a novel construction combining two Young towers; one
with positive mass and the other with negative mass. This construction elucidates the
connection between the second eigenvalue of this closed system and the two escape rates of
the two associated open systems, and between the structure of the second eigenfunction
of the closed system and the ACCIM on [ǫ0, 1]. Theorem 5.6 explicitly describes the
convergence properties of the ACCIM on [ǫ0, 1] and the second eigenfunction when they
are mapped down from the tower to the unit interval.
Application to numerics. A major motivation of the form of smoothing in the neigh-
bourhood of the origin for the PM map is that our theory is applicable to Ulam’s method
of numerically approximating the Perron-Frobenius operator (sometimes called coarse-
graining). Ulam’s method is the unique Galerkin-projection method that can also be
interpreted as a small random perturbation of the original dynamics (see Theorem 3.7
[38]). In the uniformly hyperbolic setting there is a long history of results showing con-
vergence of Ulam’s method for ACIMs [22, 24, 35, 39, 42, 43], and isolated spectral values
and their eigenfunctions [4, 6, 25, 36]. Applications of Ulam’s method to open systems
for the approximation of escape rates and ACCIMs include [1–3]. Recent work [44] has
shown that Ulam’s method converges for certain nonuniformly expanding maps.
Ulam’s method has been used extensively in a non-rigorous way to detect metastable
and almost-invariant sets for nonuniformly hyperbolic, multidimensional systems. The
results obtained are typically very good, when compared with objective measures based
on physics [30, 31], even though the outer spectral values used can be considered spurious
and due to discretisation effects.
We show that our theoretical results explain the behaviour of Ulam’s method when
applied to the PM map, including (i) the estimates of escape rate for the open dynamics
on [ǫ0, 1], and (ii) the scaling of the “spurious” discretisation-induced second largest
eigenvalue of the Ulam matrix for the closed system with the resolution of the projection
elements. This present work is a first step in explaining the apparent success of Ulam’s
method on difficult real-world problems.
Outline of the paper. An outline of the paper is as follows. In Section 2 we describe
the family of PM maps and known results concerning the ACIMs, and introduce condi-
tional Perron-Frobenius operators and ACCIMs. In Section 3 we introduce our two-state
metastable Markov chain model, discuss the two open systems formed by partitioning
[0,1] into [0, ǫ0] and [ǫ0, 1] and state most of our main results. Section 4 contains the
Young tower setup and proof of the existence of an ACCIM on the larger domain. Sec-
tion 5 contains the dual positive-negative Young tower construction and proof of existence
of a second eigenfunction for the closed system with bounds on the location of the second
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eigenvalue. Finally, Section 6 describes Ulam’s method or coarse-graining and presents
numerical results illustrating the various scalings with hole size.
2 Invariant measures for Pomeau-Manneville maps
and conditionally invariant measures
Let leb denote Lebesgue measure on [0, 1]. Integrals with respect to leb will sometimes
be written
∫
fd(leb) =
∫
f dx. Let T : [0, 1] 	 be a Pomeau–Manneville map [41, 47]
which near 0 has the form
T (x) = x+ cα x
1+α + g(x) (T)
where g is C2 and the derivative g′(x) = o(xα) (in conventional little-o notation3). Sup-
pose also that T has two branches, and let x0 be the breakpoint such that T is 1–1 and
onto (0, 1) on both (0, x0) and (x0, 1). We suppose also that T is C
2 on both (x0, 1) and
(ǫ, x0) for every ǫ > 0 and that T
′ > 1 on both (0, x0) and (x0, 1).
When α ∈ (0, 1) these maps support a unique absolutely continuous invariant (prob-
ability) measure µ (ACIM) (obtainable from a first return map [45]), the dynamics of
(T, µ) is exact, and T exhibits polynomial decay of correlations [50] with rate O(k1−1/α).
The density ϕ = dµ
dx
has a singularity at 0 (of power law type with exponent −α), and
arises as a fixed point of the Perron-Frobenius (transfer) operator P for T . The slow
decay of correlations occurs because typical orbits of T require anomalously long times
to escape from the neighbourhood of 0.
For small ǫ0 the set [0, ǫ0) is almost-invariant [15, 27]. Often, almost-invariant sets are
associated with isolated eigenvalues outside the essential spectrum of P [14]. However, for
Pomeau-Manneville type maps4, the eigenvalue 1 corresponding to the invariant density is
not isolated from the essential spectrum of P on any reasonable subspace of L1, leaving
no room for isolated “second” eigenvalues. We will see in Sections 5 and 6 that the
situation is different for certain approximations to P.
Escape rates, conditionally invariant measures and conditional
Perron–Frobenius operators
We use the following standard concepts (see for example [19, 46]). Let (X, ν) be a
Borel space and let T : X → X be a measurable, non-singular transformation5. For a
measurable set A let A(k) be the k-step survivor:
A(k) := {x ∈ A : T i(x) ∈ A, i = 1, . . . , k}.
The escape rate from A (or into H := X \ A), with respect to the measure ν is given by
− log λ where log λ = limk→∞
log ν(A(k))
k
. In absence of ambiguity we may refer to λ itself
as the geometric escape rate6, or escape rate.
3That is limx→0
g′(x)
xα = 0.
4Indeed any expanding maps with indifferent periodic points.
5That is, ν ◦ T−1 is absolutely continuous with respect to ν.
6λ is usually called the eigenvalue of A for reasons that will become apparent in the next paragraph.
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Measures that occur naturally in this setting are those measures, say νA , that satisfy
νA ◦ (T |A)
−1 = λνA.
Note that νA need be defined only on A but we may extend it to all ofX . Then νA(A
(k)) =
λk and the corresponding escape rate is − log λ. These are called conditionally invariant
measures.
Recall that the Perron–Frobenius operator for T acts on integrable functions ϕ ∈
L1(X, ν) according7 to
Pϕ =
d
dν
((ϕ ν) ◦ T−1)
(where (ϕν)(E) =
∫
ϕχE dν and
d
dν
is the usual Radon-Nikodym derivative). Non-
negative, normalised fixed points of P are the densities of absolutely continuous invariant
probability measures (ACIMs). The conditional Perron-Frobenius operator (with respect
to a measurable set A) is defined by PAϕ = χA P(ϕχA). In much the same way, non-
negative normalised eigenfunctions of PA are densities of absolutely continuous condi-
tionally invariant probability measures (ACCIMs). That is if PAϕ = λϕ then νA := ϕν
is conditionally invariant. It is often convenient to define the normalised conditional
Perron-Frobenius operator P˜A which acts according to
P˜Aϕ =
PAϕ
‖PAϕ‖L1
. (1)
Then nonnegative fixed points of P˜A are densities of ACCIMs, while the denominator in
(1) gives the corresponding escape rate.
3 Coarse graining, metastability, and a two-state model
As indicated above, the eigenvalue 1 is not isolated on any reasonable subspace of
L1([0, 1], ν). Nevertheless, approximate, typically compact, versions of P derived from
small random perturbations or numerical schemes possess a spectral gap. One of the
main goals in this paper is to explain the variation of this gap with the size of pertur-
bation, or resolution of numerical scheme. To this end, we fix ǫ0 ∈ (0, x0) and partition
[0, 1] = Iǫ0,1∪ Iǫ0,2 where Iǫ0,1 = [0, ǫ0] and Iǫ0,2 = (ǫ0, 1]. For all formal results we assume
that ǫ0 is a preimage of x0 (the hole [0, ǫ0] is Markov). We begin by summarising known
facts and some main results for T and small perturbations of T on these two sets.
Mass of Iǫ0,1 and Iǫ0,2. The ACIM µ has µ([0, ǫ0]) ∼ ǫ
1−α
0 .
Conditionally invariant measures and rates of escape from Iǫ0,j, j = 1, 2. We
will show that
7Formally speaking, if X = A ∪H (where H is a hole) and T : A → X , we have PA : L
1(A, ν|A) →
L1(X, ν). The definition of transfer operators between different spaces is is easy: if T : (Y, µ) → (X, ν)
is a non-singular transformation (µ ◦ T−1 ≪ ν), then PT : L
1(Y, µ)→ L1(X, ν) is the Frobenius–Perron
operator defined by PTψ =
d
dν ((ψ µ) ◦ T
−1)
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• there exists an ACCIM µǫ0 on Iǫ0,2, with eigenvalue λǫ0 and density ϕǫ0 bounded
away from zero and infinity (shown in Theorem 4.2 but also a direct consequence
of [46, Theorem 2]);
• − log λǫ0, the rate of escape with respect to the ACCIM
8 scales as ǫ0 (Corollary
4.4);
• as ǫ0 → 0, the ACCIM converges to the ACIM µ (Theorem 4.7) in total variation
norm, provided the passage is through a sequence of Markov holes; and
• the convergence of the ACCIM on Iǫ0,2 to the ACIM can be modelled numerically
via Ulam’s method (Section 6).
The situation for Iǫ0,1 is more problematic as the only recurrent dynamics supported on
Iǫ0,1 is the fixed point at 0, supporting an invariant δ–measure δ0. There is no “natural”
ACCIM9. Moreover, leb ◦ T−k(Iǫ0,1) = O(min{ǫ0, k
−1/α}) and10 µ ◦ T−kIǫ0,1 = O(k
1−1/α).
Since the escape from Iǫ0,1 is asymptotically polynomial, there is no conditionally invariant
measure which defines a “natural” rate of geometric escape from Iǫ0,1.
“Second eigenvalue”. As pointed out in Section 2, P has no well defined “second
eigenvalue”. We show that
• adding a random perturbation on Iǫ0,1 which averages according to the push-forward
of a uniform density on Iǫ0,2 ∩ T
−1Iǫ0,1 induces a second eigenvalue λ2 with scaling
1− λ2 ∼ ǫ
α
0 (Theorems 5.4 and 5.6); and
• coarse-graining the map T by Ulam discretisation with grain size ǫ0 produces a
second eigenvalue λ2 with 1− λ2 ∼ ǫ
α
0 (see Section 6).
8And in fact any absolutely continuous measure whose density is bounded away from zero and infinity:
Let φν be such a measure. Then there exist positive constants b, B where bϕǫ0 ≤ φ ≤ Bϕǫ0 so that
limk→∞ 1/k logφν(I
(k)
ǫ0,2
) ≤ limk→∞ 1/k logBµǫ0(I
(k)
ǫ0,2
) = logλǫ0 . The reverse inequality is similar.
9A natural (cf [19]) ACCIM µ′ will be one for which (P˜Iǫ0,1)
kχIǫ0,1 →
dµ′
dx as k →∞, where P˜Iǫ0,1 is
the normalised conditional Perron-Frobenius operator. Fix η0 ∈ [0, ǫ0); define ηk = Iǫ0,1 ∩ T
−1ηk−1 for
each k > 0 (and similarly for ǫk). Then∫ ǫ0
0
χ[0,η0) (P˜Iǫ0 ,1)
kχIǫ0 ,1 dx =
∫ ǫ0
0
χ[0,η0) ◦ T
k dx∫ ǫk
0
dx
=
ηk
ǫk
= 1−
ǫk − ηk
ǫk
.
Note that ǫk → 0 as k →∞, {ǫk − ǫk+1} is a decreasing sequence (since T is expanding) and there is a
constant C such that ǫk − ǫk+1 ≤ C ǫ
1+α
k for all k. Let L be such that ǫL < η0. Then ǫk+L < ηk so
ǫk − ηk
ǫk
<
1
ǫk
L∑
l=1
ǫk+l−1 − ǫk+l ≤
1
ǫk
L (ǫk − ǫk+1) ≤
1
ǫk
LC ǫk
1+α → 0
as k →∞. Hence, the measure with density P˜kIǫ0,1
χIǫ0 ,1 converges weakly to δ0.
10These facts follow because (in the notation of the previous footnote) there is a constant c such that
1
c k
−1/α ≤ ǫk ≤ c k
−1/α and dµdx ∼ x
−α.
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A two-state metastable model
Our first approximate version of the Markov operator P is a crude two-state Markov
chain approximation, which nevertheless turns out to be an accurate descriptor of the
important dynamics. For any probability measure m one can construct a 2-state Markov
chain with transition matrix
Pǫ0,m =
(
1− aǫ0 aǫ0
bǫ0 1− bǫ0
)
,
where (Pǫ0,m)ij =
m(Iǫ0,i∩T
−1Iǫ0,j)
m(Iǫ0,i)
. This Markov chain describes the movement between a
small neighbourhood of 0 and the rest of the interval. The invariant probability vector is
(
bǫ0
aǫ0+bǫ0
,
aǫ0
aǫ0+bǫ0
).
We can view this two-state model in two ways. First, the numbers 1− aǫ0 , 1− bǫ0 are
what are sometimes called almost-invariance ratios [26, 27] and may be interpreted as
geometric escape rates from the two “open” states. Second, as a coarse-grained “closed”
system, the eigenvalues of Pǫ0,m are 1 and 1− aǫ0 − bǫ0, and so the scaling of the rate of
mixing as ǫ0 → 0 is determined by whichever of aǫ0, bǫ0 is approaching 0 most slowly. We
now check how well this two-state model reflects the statistics of T .
The numbers aǫ0, bǫ0 are determined by the choice of measure m and there are several
natural choices:
1. m = leb — this choice requires no special knowledge of the dynamics of T and
corresponds to Ulam’s method (discussed below). One has aǫ0 =
ǫ0−T−1ǫ0
ǫ0
∼ ǫα0 and
limǫ0→0
bǫ0
ǫ0
= limx→x+0
1
T ′(x)
.
2. m = µ — although no closed formula is available, the general structure of the
invariant density is well understood, and aǫ0 , bǫ0 scale as when m = leb
11.
3. m is some combination of conditionally invariant measures on each Iǫ0,j — as dis-
cussed above, while an ACCIM does exist on Iǫ0,2, no ACCIM exists for Iǫ0,1.
Let us concentrate on options 1 and 2 above, for which we obtain well defined scalings
for aǫ0 and bǫ0.
Mass of Iǫ0,1 and Iǫ0,2. The mass given to the first state by our two-state model is
bǫ0
aǫ0+bǫ0
∼ ǫ1−α0 and matches the ACIM scaling of µ([0, ǫ0]).
Rates of escape from Iǫ0,j , j = 1, 2. The rate of escape from the second state is
− log(1 − bǫ0) ≈ bǫ0 ∼ ǫ0 and matches the rate of escape from Iǫ0,2 with respect to the
ACCIM. The rate of escape from the first state is − log(1 − aǫ0) ≈ aǫ0 ∼ ǫ
α
0 . This
is effectively the rate experienced for the map T if the mass distribution on Iǫ0,1 were
reinitialised to µ or m at each iteration of T .
11The density dµdx ∼ x
−α so aǫ0 ∼
∫ ǫ0
ǫ0−cαǫ
1+α
0
x−α dx
∫ ǫ0
0
x−α dx
∼ ǫα0 and bǫ0 ∼ ǫ0.
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Second eigenvalue of Pǫ0,m. The second eigenvalue is 1−aǫ0−bǫ0 . Since aǫ0+bǫ0 ∼ ǫ
α
0 ,
it matches the scaling of the second eigenvalue of the perturbed operator.
Thus, this two-state Markov model captures well (i) the relative mass of Iǫ0,1 and
Iǫ0,2, (ii) provides escape rates from the two states consistent with true or perturbed
escape rates for T , and (iii) captures well the mixing rate of a perturbed version of T .
These properties, expressed very clearly with only two states, will carry across to matrices
arising from Ulam approximations of P.
4 Towers, ACIMs and ACCIMs
We study the open and closed dynamics of T via a Young tower of returns to an interval
away from the indifferent fixed point at 0. For the ACIM, the construction is standard.
For the ACCIM, we puncture the tower for the closed dynamics, and look for a fixed
point of the conditional Perron-Frobenius operator on the open tower. Because of the
normalisation in the operator, the fixed point must have growing mass concentration as
height increases up the tower; some effort is needed to control this growth.
4.1 Tower set-up and notation
Recall that T : [0, 1] 	 satisfies (T) and has two, onto 1–1 branches, with a discontinuity
at x0. Set ∆0 = [x0, 1] and let ∆ be constructed as the tower of first returns to ∆0. That
is, let R(x) = min{n > 0 : T n(x) ∈ (x0, 1)} and the tower has height R(x) − 1. Let
∆0,i = {x ∈ ∆0 : R(x) = i}. Then ∆ = {(x, ℓ) ∈ ∆0 × Z
+ : ℓ < R(x)} and the base of
the tower ∆0 is partitioned as {∆0,i}
∞
i=1. Because {[0, x0], [x0, 1]} is a Markov partition
for T , the first return to ∆0 from the top levels of the tower completely covers ∆0. This
fact is used in our arguments below. The upper levels of the tower are ∆ℓ partitioned
as {∆ℓ,i}
∞
i=ℓ+1. The tower is equipped with a natural measure ν (e.g. Lebesgue on ∆0
lifted by upwards translation). Since R is integrable with respect to ν|∆0, ν is a finite
measure. The tower map is F : ∆ 	 with F (x, ℓ) = (x, ℓ + 1) if ℓ < R(x) − 1 and
F (x,R(x)) = (TR(x), 0) with F : (∆0,i×{R(i)})→ ∆0 being injective and onto. Assume
that F is non-singular and satisfies a variant of the usual regularity condition for x, y on
the same level of the tower ∣∣∣∣JF (x)JF (y)
∣∣∣∣ ≤ ec βs◦F (x,y) (JF)
where JF = d(ν◦F )
dν
is the Jacobian derivative of F , β ∈ (0, 1), c < ∞ and s is the usual
separation time. That is, s(x, y) counts the number of returns to ∆0 before x and y are
in different elements of the partition of ∆0.
4.1.1 Truncation and escape from the tower
Next, for each n we impose a hole in the tower Hn := ∪ℓ≥1,i≥n+1∆ℓ,i; that is, Hn consists
of all elements directly above H1n := ∪i≥n+1∆0,i. Note that the highest level of ∆ \Hn is
n− 1 and
H1n = (∆ \Hn) ∩ F
−1Hn, (2)
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that is H1n consists of all the points that fall into the hole in exactly one iteration of
the map F (see Figure 1(a)). If P : L1(∆) 	 is the usual (Perron-Frobenius) transfer
operator on the tower then
Pϕ(x) =
∑
y∈F−1x
ϕ(y)
|JF (y)|
, for ϕ ∈ L1(∆)
and for each hole Hn the conditional operator Pn : L
1(∆) 	 is given by
Pnϕ(x) := χ∆\Hn(x)P(ϕ · χ∆\Hn)(x) = χ∆\Hn(x)
∑
y∈F−1x\Hn
ϕ(y)
|JF (y)|
.
4.1.2 Distribution of R on the tower
The distribution of R on ∆0 is determined by the exponent α. Define the sequence
{xn} recursively by xn = (0, x0) ∩ T
−1xn−1. Standard computations give xn ∼ n
−1/α
and leb(xn+1, xn) ∼ n
−1−1/α. Thus R(x) = i precisely when T (x) ∈ (xi−1, xi−2) so that
leb{x : R(x) = i} = O(i−1−1/α) and the tail of the return time distribution is∑
i≥n+1
leb{R ≥ i} ∼
∑
i≥n+1
i−1/α ∼ n1−1/α
(giving polynomial decay of correlations with rate O(n1−1/α) by [50]) and
ν(H1n) ∼ n
−1/α. (3)
4.1.3 Satisfaction of (JF) for a tower modelled on T
Let T be a Pomeau–Manneville map satisfying (T) and let τ0(x) = min{n > 0 : T
n(x) ∈
[x0, 1]} denote the first passage/return time to ∆0. In order to choose β such that (JF)
is satisfied, note that standard estimates (see for example [50]) give a constant c0 such
that
log
∣∣∣∣JT τ0(x)JT τ0(y)
∣∣∣∣ ≤ c0 |T τ0(x)− T τ0(y)|
when x, y are in the same 1-1 branch of T τ0 . Choosing β < 1 large enough that
|JT (x)| β > 1 for all x ∈ [x1, 1] ensures that |J(T
τ0)(x)| > β−1 for almost every x ∈ (0, 1].
Hence, distances between points are expanded by at least β−1 on every visit to ∆0. If
s(x, y) = n then x, y lie in the same 1–1 branch of (T τ0)n so
|T τ0(x)− T τ0(y)| ≤ βn−1 |(T τ0)n(x)− (T τ0)n(y)| ≤ βs◦F (x,y) ν(∆0)
and (JF) follows.
4.2 Existence and uniqueness of ACCIM
In this section we prove the existence and uniqueness of an absolutely continuous condi-
tionally invariant probability measure of F : ∆ 	 with hole Hn. It should be noted that
Theorems 1 and 2 by Pianigiani and Yorke [46] may be directly applied in our setting to
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show these claims. Nonetheless, we duplicate the analogous results on a suitable tower.
As well as preparing for the sections that follow, obtaining explicit, uniform bounds on
the density of the ACCIMs (independently of hole size) is necessary for our estimates
of escape rates, and for showing convergence of conditionally invariant measures to the
invariant measure as the hole closes12.
For a fixed constant C > 0 let C∗ be a set of regular functions in L
1(∆, ν) defined as
C∗ :=
{
ϕ ∈ L1(∆, ν) : ϕ ≥ 0, ϕ(x) ≤ ϕ(y)eCβ
s(x,y)
for a.e. comparable x, y
}
.
Above, x, y ∈ ∆ are considered comparable if either they are both in the same cell of the
partition ∆ℓ,i, or if they are both in ∆0.
Furthermore for every n ∈ Z+ let Cn ⊆ C∗ be a family of regular densities on ∆ \Hn,
that is
Cn :=
{
ϕ ∈ C∗ :
∫
∆\Hn
ϕ dν = 1, ϕ|Hn = 0
}
.
Lemma 4.1 For each B > 0 the set CB∗ := {ϕ ∈ C∗ : ‖ϕ‖L∞ ≤ B} is compact in
L1(∆, ν). In addition for each n there is a B = B(n) such that Cn ⊆ C
B
∗ so that each Cn
is also compact.
Proof. Define a metric dβ on ∆ by dβ(x, y) = β
s(x,y) (for non-comparable x and y set
s(x, y) = 0). For a given ϕ ∈ CB∗ and any ǫ > 0 choose δ = min(β, C
−1 log(1 + ǫ/B)).
Take any x, y ∈ ∆ such that dβ(x, y) < δ. As δ ≤ β we have s(x, y) ≥ 1 so x and y are
in the same cell of the partition of ∆. Then
|ϕ(x)− ϕ(y)| ≤ ϕ(x)|1− eCβ
s(x,y)
| ≤ B(eCβ
s(x,y)
− 1) ≤ B(eCδ − 1) ≤ ǫ.
Thus CB∗ is equicontinuous. Let {ϕn} be a sequence in C
B
∗ . There is no loss of gener-
ality in assuming that each |ϕn| ≤ B. Since the metric space (∆, dβ) is separable, a
diagonalisation argument similar to the Arzela-Ascoli theorem establishes the existence
of a pointwise convergent subsequence {ϕnj}. Clearly the pointwise limit also belongs
to CB∗ . Since ν(∆) < ∞, Lebesgue’s dominated convergence theorem implies that {ϕnj}
converges in L1(∆, ν). This establishes compactness.
Now consider ϕ ∈ Cn. For any ∆ℓ,i, 1 ≤ ℓ < i ≤ n by the integral mean value theorem
there exists x∗ ∈ ∆ℓ,i such that ϕ(x
∗) =
∫
∆ℓ,i
ϕ dν/ν(∆ℓ,i), so
ess sup∆ℓ,iϕ ≤ e
Cβ ϕ(x∗) =
eCβ
ν(∆ℓ,i)
∫
∆ℓ,i
ϕ dν ≤
eCβ
ν(∆ℓ,i)
.
Similarly on the base of the tower we obtain ess sup∆0ϕ ≤
eC
ν(∆0)
. If we choose
B = B(n) := eC max
(
1
ν(∆0)
, max
1≤ℓ<i≤n
1
ν(∆ℓ,i)
)
,
then Cn ⊆ C
B
∗ hence Cn is also compact. 
12The ACCIMs we construct have uniformly bounded densities on ∆, but not when projected back to
the interval [0, 1].
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Theorem 4.2 Let C ≥ c/(1− β). For each n ∈ Z+ the normalised conditional operator
P˜n admits a fixed point in Cn.
Proof. Note that Cβ + c ≤ C. First, we will show that P˜nCn ⊆ Cn from which a
standard fixed point argument will follow. Let ϕ ∈ Cn; it suffices to show that Pnϕ ∈ C∗.
Now let (z, ℓ), (w, ℓ) ∈ ∆ℓ,i where 1 ≤ ℓ < i ≤ n so that both (z, ℓ) and (w, ℓ) have only
one pre-image of F , namely (z, ℓ − 1) and (w, ℓ− 1). Here, separation time is invariant
under F so s((z, ℓ), (w, ℓ)) = s((z, ℓ− 1), (w, ℓ− 1)). Moreover, JF = 1 on these levels,
since the translation is straight upwards. Hence
(Pnϕ)(z, ℓ) =
ϕ(z, ℓ− 1)
JF (z, ℓ− 1)
≤
ϕ(w, ℓ− 1)eCβ
s((z,ℓ−1),(w,ℓ−1))
1
= (Pnϕ)(w, ℓ)e
Cβs((z,ℓ),(w,ℓ)).
On the base, the story is different as for each (z, 0), (w, 0) ∈ ∆0 there are n pre-images on
the top levels of the tower. For ℓ = 0, . . . , n−1 let (zℓ, ℓ) ∈ ∆ℓ,ℓ+1 be such that F (zℓ, ℓ) =
(z, 0) and similarly for (wℓ, ℓ). Now we have s((zℓ, ℓ), (wℓ, ℓ)) = s((z, 0), (w, 0)) + 1 for
every ℓ = 0, · · · , n− 1. Then for any ϕ ∈ Cn
(Pnϕ)(z, 0) =
n−1∑
ℓ=0
ϕ(zℓ, ℓ)
|JF (zℓ, ℓ)|
≤
n−1∑
ℓ=0
ϕ(wℓ, ℓ)
|JF (wℓ, ℓ)|
eCβ
s((zℓ,ℓ),(wℓ,ℓ))ecβ
s◦F ((zℓ,l),(wℓ,ℓ))
≤ (Pnϕ)(w, 0)max
ℓ
eCβ
s((zℓ,ℓ),(wℓ,ℓ))ecβ
s◦F ((zℓ,l),(wℓ,ℓ))
= (Pnϕ)(w, 0)max
ℓ
eCβ
s((z,0),(w,0))+1
ecβ
s◦F ((zℓ,l),(wℓ,ℓ))
= (Pnϕ)(w, 0)e
(Cβ+c)βs((z,0),(w,0)) .
Since Cβ + c ≤ C we have P˜nϕ ∈ Cn for all ϕ ∈ Cn and therefore P˜nCn ⊆ Cn.
It is easy to see that Cn is convex as for any ϕ, φ ∈ Cn and x, y ∈ ∆ \Hn, we have
λϕ(x) + (1− λ)φ(x) ≤ (λϕ(y) + (1− λ)φ(y))eCβ
s(x,y)
.
Moreover, the operator Pn is continuous as P is contractive:
‖Pnϕ− Pnφ‖L1 = ‖P((ϕ− φ) · χ∆\Hn)‖L1
≤ ‖(ϕ− φ) · χ∆\Hn‖L1 ≤ ‖ϕ− φ‖L1.
By the integral mean value theorem and the conditions on ϕ ∈ CB∗ ,
1
ν(H1n)
∫
H1n
ϕdν ≤ eC
1
ν(∆0 \H1n)
∫
∆0\H1n
ϕdν.
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Hence
1 =
∫
∆
ϕdν =
∫
H1n
ϕdν +
∫
∆0\H1n
ϕdν +
∫
∆\∆0
ϕdν
≤
(
eC
ν(H1n)
ν(∆0 \H1n)
+
ν(∆0 \H
1
n)
ν(∆0 \H1n)
) ∫
∆0\H1n
ϕdν +
∫
∆\∆0
ϕdν
< eC
ν(∆0)
ν(∆0 \H1n)
(∫
∆0\H1n
ϕdν +
∫
∆\∆0
ϕ dν
)
= eC
ν(∆0)
ν(∆0 \H1n)
∫
∆\H1n
Pnϕdν =: α
∫
∆
Pnϕdν.
Since 1/‖Pnϕ‖ < α, the normalisation map Pnϕ 7→ Pnϕ/‖Pnϕ‖L1 is continuous. Com-
bining the above results with Lemma 4.1 we see that Cn is a compact, convex set, invariant
under the continuous map P˜n. The Schauder Fixed Point Theorem asserts that P˜n has
a fixed point ϕn ∈ Cn. 
We prove uniqueness of ϕn in Cn below.
Corollary 4.3 Let C satisfy the hypothesis of Theorem 4.2. For each n ∈ Z+ there is a
unique ϕn ∈ Cn such that Pnϕn = λnϕn where λn = ‖Pnϕn‖L1. In addition ϕn is bounded
above and below by positive constants.
Proof. Let ϕn ∈ Cn be a fixed point of P˜n. Then ϕn satisfies Pnϕn = λnϕn where
λn = ‖Pnϕn‖L1 . Now if ess infϕn = 0 then the regularity of ϕn ensures that ϕn|∆ℓ,i ≡ 0
a.e. on some ∆ℓ,i. Take any x ∈ ∆0,i. Then 0 = λ
ℓ
nϕn(F
ℓ(x)) = (Pℓnϕn)(F
ℓ(x)) = ϕn(x),
hence ϕn|∆0,i ≡ 0. All of ∆0 is comparable so this forces ϕn to vanish on ∆0 and hence
on all of ∆. Clearly this is not possible as ϕn is a density so necessarily ess infϕn > 0.
Now, since ϕn is bounded above
13 and below by positive constants, − log λn is the
Lebesgue escape rate into the hole Hn so λn is unique (cf. footnote 8).
In the proof of uniqueness of ϕn we borrow a technique from [46]. Suppose that there
is another eigenfunction φn with the same eigenvalue λn. For any s ∈ R we are able to
construct another eigenfunction fs of Pn, namely
fs := sϕn + (1− s)φn.
Let σ > 1 be the largest real number so that ess inffs ≥ 0 for all s ∈ (1, σ]. Then
necessarily ess inffσ = 0 and fσ = lims→σ fs ∈ Cn. We have already seen in the first part
of the proof that this cannot be, hence ϕn is unique. 
Corollary 4.4 Let C be such that Theorem 4.2 holds and let ϕn and λn be as in Corollary
4.3. For each n ∈ Z+ let µn be the measure on ∆ with density ϕn = dµn/dν. Then µn is
an absolutely continuous conditionally invariant probability measure for the open system
with hole Hn. In particular λn = 1− µn(H
1
n).
Proof. It is a well known result that nonnegative normalised eigenfunctions of the
Perron-Frobenius operator are densities of absolutely continuous conditionally invariant
13Note that ϕn ∈ Cn and see Lemma 4.1.
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probability measures (see e.g. [19, 46]). As µn is conditionally invariant with eigenvalue
λn we have
λn = µn(F
−1(∆ \Hn) \Hn)
= µn(F
−1(∆) \Hn)− µn(F
−1(Hn) \Hn) = 1− µn(H
1
n).

4.3 Convergence of ACCIM to the ACIM of the closed system
Lemma 4.5 Let ϕn ∈ Cn be as in Theorem 4.2. There exist positive constants a and b
(independent of n) such that ess inf∆\Hnϕn ≥ a and ess sup∆\Hnϕn ≤ b for all n ∈ Z
+.
Proof. Fix n ∈ Z+ and let ϕn,i = ϕn|∆0,i for 1 ≤ i ≤ n and ϕn,n+1 = ϕn|H1n. First we
approximate a lower bound of λn and then obtain a uniform upper bound for λ
−n
n . We
begin with the result of Corollary 4.4 to obtain
λn = 1−
∫
H1n
ϕn dν ≥ 1− ν(H
1
n)e
C
∫
∆0
ϕn dν
ν(∆0)
≥ 1−
ν(H1n)
ν(∆0)
eC ,
where the first inequality above is a consequence of the integral mean value theorem and
the property that ϕ(x) ≤ eCϕ(y) for all x, y ∈ ∆0. Now using the fact that ν(H
1
n) · n <
ν(∆) we obtain
λn ≥ 1−
eCν(∆)
n · ν(∆0)
= 1−
C ′
n
for some constant C ′ := eCν(∆)/ν(∆0) independent of n. Next choose n
∗ ∈ Z+ so that
C ′/n < 1/2 for all n ≥ n∗. By the mean value theorem there is a constant C ′′ such that
log(1− C ′/n) ≥ −C ′′/n for all n ≥ n∗ and hence
λ−nn ≤
(
1−
C ′
n
)−n
= e−n log(1−C
′/n) ≤ eC
′′
. (4)
Using the bound on λ−nn and the fact that ϕn is an eigenvector of norm 1 we obtain
1 = ‖ϕn‖L1 = ‖ϕn,n+1‖L1 +
n∑
i=1
i∑
j=1
λ−(j−1)n ‖ϕn,i‖L1
≤ (ess inf∆0ϕn)e
C
(
ν(H1n) +
n∑
i=1
i∑
j=1
λ−(j−1)n ν(∆0,i)
)
≤ (ess inf∆0ϕn)e
C
(
ν(H1n) +
n∑
i=1
i · eC
′′
ν(∆0,i)
)
≤ (ess inf∆0ϕn)e
C+C′′
(
∞∑
i=1
i · ν(∆0,i)
)
= (ess inf∆0ϕn)e
C+C′′ν(∆).
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Hence we have a uniform lower bound on ϕn on ∆0 and therefore on ∆\Hn for all n ≥ n
∗:
ess inf∆\Hnϕn = ess inf∆0ϕn ≥
(
eC+C
′′
ν(∆)
)−1
> 0.
With (4) we are also able estimate an upper bound of ϕn, for n ≥ n
∗:
ess sup∆\Hnϕn ≤ λ
−n
n ess sup∆0ϕn ≤ e
C′′ e
C
ν(∆0)
∫
∆0
ϕn dν ≤
eC+C
′′
ν(∆0)
.
Since n∗ is finite, we conclude that there exist constants a > 0 and b > 0 such that
ess infϕn ≥ a and ess supϕn ≤ b for all n ≥ 1. 
Corollary 4.6 Let the hypotheses of Theorem 4.2 hold. There are constants a and b
(independent of n) such that
a ≤ lim
n→∞
log λn
ν(H1n)
≤ b.
Proof. Using limx→1
log x
1−x
= 1 and 1 − λn =
∫
H1n
ϕn dν in conjunction with the result
of Lemma 4.5 proves the claim. 
Theorem 4.7 For every positive integer n let ϕn ∈ Cn and λn < 1 be as in Corollary
4.3. Then ϕn
L1
→ ϕ, where ϕ is the density of the unique absolutely continuous invariant
probability measure µ of the closed system F : ∆ 	.
Proof. The result of Lemma 4.5 ensures that all ϕn are elements of C
b
∗, which, as seen
in Lemma 4.1, is compact. Hence a subsequence of {ϕn}, say {ϕni} converges to some
density ϕ′. Let {µni} and µ
′ be the corresponding measures. Then for any measurable
A ⊆ ∆ we have
µ′(F−1A) = lim
i→∞
µni(F
−1A)
≤ lim
i→∞
µni(F
−1(A \Hni))
= lim
i→∞
λniµni(A \Hni)
= lim
i→∞
λniµni(A) = µ
′(A).
But µ′ ◦ F−1 ≤ µ′ is possible only if µ′ is invariant, therefore µ′ = µ and ϕ′ = ϕ almost
everywhere. Hence ϕn → ϕ in L
1(∆, ν) as required. 
5 On second eigenfunctions
The model in the previous section allowed the construction of ACCIMs for certain towers
with holes. We now apply these ideas to construct a second eigenfunction for a small
perturbation of the Perron-Frobenius operator for the PM map. The new family of
towers will be parameterized by ǫ. In connection with the previous section, ǫ will be
approximately the size of the preimage of the hole Hn. Now, orbits dropping into Hn are
not lost to the system, but return. The idea is to model the effect of a small random
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perturbation, analogous to the Ulam discretization; we will use a tower with two bases ∆ǫ.
One piece is essentially ∆ \Hn, modelling the dynamics of T until leakage into [0,O(ǫ)],
the other piece will model a smoothed version of the dynamics of T returning from the
neighbourhood of 0. It should be mentioned that in this section, to distinguish between
Perron-Frobenius operators of various maps, we may write the corresponding map in
the subscript (e.g. PT ). This should not be confused with our previous notation for
representing the conditional Perron-Frobenius operator.
5.1 Construction of a revised tower
Let ∆ be a tower with a polynomial tail as above:
ν(∆0,i) ∼ i
−1−1/α. (5)
Next, fix ǫ > 0 and choose n := n(ǫ) to be minimal such that ν{∪i≥n+1∆0,i} ≤ ǫ. Then
there is a constant d1 such that
n ≤ d1ǫ
−α. (6)
Fix ǫ1 = ν(∪i≥n+1∆0,i) and ǫ2 = ν(∆0,n+1). Then there are constants d2, d3 such that
d2
ǫ1
n
≤ ǫ2 ≤ d3
ǫ1
n
. (7)
The first tower is ∆ǫ,+ = ∆ \Hn where Hn = ∪i≥n+1 ∪ℓ≥1 ∆ℓ,i. Thus, ∆0 is the base of
the tower ∆ǫ,+. Put ∆ǫ,+0,n+1 = ∪i≥n+1∆0,i (the pre-image of the hole Hn) and let {∆0,i}
n
i=1
(same notation as in Section 4.1) define the remainder of the partition of ∆ǫ,+0 . The base
of the second tower ∆ǫ,− is identified with ∪i≥n+1∆1,i. Let ι : (∪i≥n+1∆0,i) → [0, ǫ1)
be a Lebesgue measure preserving bijection such that ι(∪i>n+1∆0,i) = [0, ǫ1 − ǫ2) and
ι(∆0,n+1) = [ǫ1− ǫ2, ǫ1). Put ∆
ǫ,−
0 = ι(∪i≥n+1∆0,i)×{0}. We will replace the action of F
on H1n = ∪i≥n+1∆0,i by ι; instead of direct upwards translation, H
1
n is slid out of the way
and regarded as the base of a separate tower. Partition
∆ǫ,−0 = ∆
ǫ,−
0,1 ∪∆
ǫ,−
0,n
where ∆ǫ,−0,1 = [0, ǫ1 − ǫ2) and ∆
ǫ,−
0,n = [ǫ1 − ǫ2, ǫ1).
The height function is defined as
hǫ(x) =


k x ∈ ∆ǫ,+0,k , k ≤ n
1 x ∈ ∆ǫ,+0,n+1
1 x ∈ ∆ǫ,−0,1
n x ∈ ∆ǫ,−0,n
Then ∆ǫ := ∆ǫ,− ∪ ∆ǫ,+ where ∆ǫ,∗ = {(x, ℓ) : x ∈ ∆ǫ,∗0 , ℓ < h
ǫ(x)} for ∗ ∈ {+,−}.
Points in the tower will be said to be “in ∆ǫ,∗” with the obvious meaning.
The dynamics on ∆ǫ,+ are
F ǫ(x, ℓ) =
{
F (x, ℓ) if (x, ℓ) ∈ ∆ǫ,+ \∆ǫ,+0,n+1
(ι(x), 0) (x, 0) ∈ ∆ǫ,+0,n+1.
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Note that when (x, 0) ∈ ∆ǫ,+0,n+1, F
ǫ(x, 0) ∈ ∆ǫ,−0 . On ∆
ǫ,− put
F ǫ(x, ℓ) =


(
ǫ1
ǫ1−ǫ2
x, 0
)
(x, ℓ) ∈ ∆ǫ,−0,1
(x, ℓ+ 1) (x, ℓ) ∈ ∆ǫ,−ℓ,n , ℓ < n− 1
F n+1(ι−1(x), 0) (x, ℓ) ∈ ∆ǫ,−n−1,n
Note that when (x, n− 1) ∈ ∆ǫ,−n−1,n, F
ǫ(x, n− 1) ∈ ∆ǫ,+0 .
The picture on ∆ǫ,− is different to the usual tower dynamics and has been designed
to allow the analysis of a small random perturbation of the Pomeau-Manneville map T .
When the return time to ∆0 is greater or equal to n (corresponding to arrival by orbits
of T in a small neighbourhood of 0), the dynamics of T are replaced by weak affine
expansion near 0. The natural measure νǫ on ∆ǫ is obtained from Lebesgue measure on
the interval in the usual way.
The separation time sǫ on ∆ǫ is defined with respect to the partition of ∆ǫ,+0 so the
satisfaction of (JF) for F ǫ is inherited from the corresponding property of F .
5.2 A modified cone and transfer operator
Fix constants g,G > 0 and C ′ > c/(1− β). Let ǫ > 0 and assume the constants d1, d2, d3
and α are all fixed such that ∆ǫ is built with n, ǫ1, ǫ2 satisfying (6) and (7).
Cǫ,G,g consists of functions ψ satisfying the conditions (C1.a)-(C2.b):
(C1.a) ψ > 0 a.e. on ∆ǫ,+ and
∫
∆ǫ,+
ψ = 1
2
;
(C1.b) for almost every z, y ∈ ∆ǫ,+ℓ , ψ satisfies the regularity condition,
ψ(z)
ψ(w)
≤ eC
′βs
ǫ(z,w)
;
(C1.c) letting ψℓ = ψ|∆ǫ,+
ℓ
(ℓ < n), the growth condition
‖ψℓ‖∞ ≤ G
(
1−
g
n
)−ℓ
;
holds.
(C2.a) ψ < 0 on ∆ǫ,− and
∫
∆ǫ,−
ψ = −1
2
;
(C2.b) ψ is piecewise constant on the levels of ∆ǫ,−. Explicitly,
ψ|∆ǫ,− = a0 χ∆ǫ,−0
+
n−1∑
ℓ=1
aℓ χ∆ǫ,−
ℓ,n
and the numbers {aℓ}
n−1
ℓ=0 satisfy the growth condition
|aℓ| ≤ |a0|Λ
−ℓ
where
Λ = Λ(ǫ) := 1− 2
d3
n
.
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(b)
(a)
∆ǫ,−0,1 ∆
ǫ,−
0,n
[0, ǫ1]
∆ǫ,+0,n+1 ∆
ǫ,+
0,n ∆
ǫ,+
0,n−1 ∆
ǫ,+
0,2 ∆
ǫ,+
0,1
[x0, γn] [γn, 1]
∆ǫ,−n−1,n ∆
ǫ,+
n−1,n
∆ǫ,+n−2,n−1
∆ǫ,+1,2ι
H1n ∆0,n ∆0,n−1 ∆0,2
∆1,2
∆0,1
∆n−1,n
∆n−2,n−1
∆n,n+1
∆n+1,n+2
[x0, γn] [γn, 1]
Figure 1: The two towers: (a) The tower of Section 4 with base identified with [x0, 1]; (b)
The two towers of Section 5 with bases identified with [0, ǫ1] and [x0, 1]. The left hand
tower contains negative mass and the right hand tower contains positive mass. The map
ι slides the base ∆ǫ,+0,n+1 across to the base ∆
ǫ,−
0 .
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Functions in Cǫ,G,g have zero mean, are negative on ∆ǫ,− and positive on ∆ǫ,+; they
have good “horizontal” regularity, and a controlled growth rate up the levels of the tower.
The more flexible growth rate up levels of the tower in ∆ǫ,+ is made for convenience.
Let PF ǫ be the Perron-Frobenius operator for F
ǫ acting on functions in Cǫ,G,g. Un-
fortunately, PF ǫψ will typically not be piecewise constant on ∆
ǫ,−. To get around this
problem, let Aǫ∆ act according to
Aǫ∆ψ(x) =


∫
∆
ǫ,−
0
ψ dνǫ
νǫ(∆ǫ,−0 )
x ∈ ∆ǫ,−0 ,
ψ(x) otherwise,
(8)
and put Lǫ = Aǫ∆PF ǫ. Notice that L
ǫ is the transfer operator associated with replacing
F ǫ(x) with a random perturbation uniformly distributed on ∆ǫ,−0 whenever F
ǫ(x) ∈ ∆ǫ,−0 .
We will show that the normalised version of Lǫ has a fixed point in Cǫ,G,g; this is an
eigenfunction of Lǫ with eigenvalue bounded below by Λ(ǫ). We prepare by establishing
some upper and lower bounds on elements of Cǫ,G,g.
Lemma 5.1 Suppose that 0 < ψ : ∆ǫ,+ → R+ satisfies ψ ≤ B ‖ψ‖L1 and ψ(x)/ψ(y) < A
a.e. if x, y are on the same level of the tower. For all small enough ǫ there is ρ > 0
depending on B and JF but not ǫ or A such that (Lǫψ)|∆ǫ,+0
≥ ρ ‖ψ‖L1/A
2 a.e.
Proof. There is no loss of generality in assuming ‖ψ‖L1 = 1. Let R(x) be the first
return function to [x0, 1] (defined over all of ∆0), and leb be Lebesgue measure on the
interval. Since
∫
Rd(leb) <∞ there is a finite K such that
∑
k≥K leb{x : R(x) > k} <
1
2B
. Let ΓK = ∪K≤ℓ<j∆
ǫ,+
ℓ,j and let ψK = ψ|ΓK . Note that for each ℓ ≥ K, the ℓth level of
the tower
∆ǫ,+ℓ := ∪
n
j=ℓ+1∆
ǫ,+
ℓ,j satisfies ν
ǫ(∆ǫ,+ℓ ) ≤ leb{x : R(x) > ℓ};
in particular, νǫ(ΓK) ≤
1
2B
. Now estimate∫
ψK dν
ǫ ≤ B
∫
ΓK
dνǫ ≤
1
2
.
In particular,
∫
∆ǫ,+\ΓK
ψ ≥ 1
2
. Let ǫ be small enough so that n ≥ K. For each 0 ≤ k < K
let pk = ν
ǫ(∆ǫ,+k,k+1)/ν
ǫ(∆ǫ,+k ) and let p = min0≤k<K pk. Then ν
ǫ(∆ǫ,+k,k+1) ≥ pk ν
ǫ(∆ǫ,+k ) ≥
p νǫ(∆ǫ,+k ) so that (using the integral mean value theorem)∫
∆ǫ,+
k,k+1
ψ dνǫ ≥
p
A
∫
∆ǫ,+
k
ψ dνǫ.
Now,∫
∆ǫ,+0
Lǫψ dνǫ =
n−1∑
k=0
∫
∆ǫ,+
k,k+1
ψ dνǫ ≥
K−1∑
k=0
∫
∆ǫ,+
k,k+1
ψ dνǫ ≥
p
A
K−1∑
k=0
∫
∆ǫ,+
k
ψ dνǫ ≥
p
A
1
2
.
By (JF) and the regularity of ψ, for x, y ∈ ∆ǫ,+0 we have
Lǫψ(x)
Lǫψ(y)
=
Aǫ∆PF ǫψ(x)
Aǫ∆PF ǫψ(y)
=
PF ǫψ(x)
PF ǫψ(y)
≤ Aec
19
so that
(Lǫψ)|∆ǫ,+0
≥
e−c
A
∫
∆ǫ,+0
Lǫψ dνǫ
νǫ(∆ǫ,+0 )
≥
p e−c
2A2 ν(∆0)
.

Lemma 5.2 Let ǫ and n be as in the definition of ∆ǫ and suppose that ψ ∈ Cǫ,G,g (with
{aℓ}
n−1
ℓ=0 as in (C2.b)). There are constants 0 < δ,D < ∞ (independent of ǫ) such that
|aℓ| ≤ D |a0| for each ℓ < n, and |a0| ǫ1 ∈ [δ, 1/2].
Proof. Since Λ = 1 − 2 d3
n
, similar to the proof of Lemma 4.5, Λ−n ≤ D for some
D independent of n. Hence, |aℓ| ≤ Λ
−ℓ|a0| ≤ D |a0|. Next, the conditions on ψ, and
equation (7), show that
1
2
=
∫
∆ǫ,−
|ψ| = |a0| ǫ1 +
n−1∑
k=1
|ak| ǫ2 ≤ |a0| ǫ1
(
1 +
n−1∑
k=1
D
d3
n
)
< |a0| ǫ1 (1 +Dd3).
On the other hand,
1
2
=
∫
∆ǫ,−
|ψ| ≥
∫
∆ǫ,−0
|ψ| = |a0| ǫ1.

Lemma 5.3 Let ǫ > 0 be fixed. Each set Cǫ,G,g is relatively compact in L1(∆ǫ, νǫ).
Proof. Each function ψ ∈ Cǫ can be decomposed as ψ|∆ǫ,− + ψ|∆ǫ,+ . In view of
(C1.a-b), for each ψ, 2ψ|∆ǫ,+ ∈ Cn. Hence, by Lemma 4.1, if {ψk} is a sequence in C
ǫ,G,g
then {ψk|∆ǫ,+} has a Cauchy subsequence. By Lemma 5.2, and (C2.b), if ψ ∈ C
ǫ,G,g and
z ∈ ∆ǫ,− then
|ψ(z)| ≤ max
ℓ<n
|aℓ| ≤ D |a0| ≤
D
2ǫ1
.
Using this bound, the fact that each ψk|∆ǫ,− is piecewise constant (condition (C2.b)) and
the Heine-Borel theorem, there is a further subsequence {ψkl} such that {ψkl|∆ǫ,−} is also
Cauchy. 
5.3 Existence of second eigenfunctions and eigenvalue scaling
Define the normalised operator by
L˜ǫψ :=
Lǫψ
‖Lǫψ‖L1
.
Theorem 5.4 There are constants g and G (independent of ǫ) such that, L˜ǫCǫ,G,g ⊆
Cǫ,G,g for all sufficiently small ǫ > 0. In particular, the operator Lǫ has an eigenvector
ψǫ ∈ Cǫ,G,g with associated eigenvalue λǫ such that 1− λǫ ∈ ( ǫ2
ǫ1
, 2 ǫ2
ǫ1
).
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Comments on the proof: Most of the work is in showing that L˜ǫ preserves Cǫ,G,g.
Mass of ψ is exchanged between ∆ǫ,+ and ∆ǫ,− in two ways by Lǫ: some fraction of
“positively signed” mass of ψ is transported from ∆ǫ,+ to ∆ǫ,− — this corresponds to
points falling into the hole Hn. The total transferred in this way is
∫
∆ǫ,+0,n+1
ψ, and it
arrives under one iteration of F on ∆ǫ,+0,n+1 to ∆
ǫ,−
0 (the base of the other part of the
tower). Correspondingly, “negatively signed” mass from level ∆ǫ,−n−1,n is mapped onto
∆ǫ,+0 . The proof involves bounding the amount of mass transferred in these ways, and
controlling the distorting effects on regularity.
Proof. Let ψ ∈ Cǫ,G,g. The choice of G is made in (G) below, and g is fixed near
the end of the proof. The conditions (C1.b) and (C2.b) are projective, so will hold for
L˜ǫψ if they hold for Lǫψ. Since F ǫ acts by upwards translation on ∆ǫ,− and Aǫ∆ acts by
averaging on ∆ǫ,−0 , it is clear that (L
ǫψ)|∆ǫ,− is piecewise constant.
Preservation of the growth condition on ∆ǫ,−: We first consider (Lǫψ)|∆ǫ,− (note that
ψ|∆ǫ,− < 0). Let {aℓ} be as in (C2.b) and put a
′
ℓ = (L
ǫψ)|∆ǫ,−
ℓ
. Since the action of F ǫ on
∆ǫ,−ℓ,n is direct upwards translation, and the averaging A
ǫ
∆ occurs only over ∆
ǫ,−
0 , for ℓ > 0
|a′ℓ| =
∣∣∣(Lǫψ)|∆ǫ,−
ℓ
∣∣∣ = ∣∣∣ψ|∆ǫ,−
ℓ−1
∣∣∣ = |aℓ−1| ≤ Λ−ℓ(Λ |a0|). (9)
We now show that Λ |a0| ≤ |a
′
0|. Since (F
ǫ)−1∆ǫ,−0 = ∆
ǫ,−
0,1 ∪∆
ǫ,+
0,n+1, one has∫
∆ǫ,−0
Lǫψ dνǫ =
∫
∆ǫ,−0
PF ǫ ψ dν
ǫ =
∫
∆ǫ,−0,1
ψ dνǫ︸ ︷︷ ︸
(I)
+
∫
∆ǫ,+0,n+1
ψ dνǫ︸ ︷︷ ︸
(II)
. (10)
Now
(I) =
∫ xn
0
a0 dx = xn a0 = (ǫ1 − ǫ2) a0.
As for (II), for x, y ∈ ∆ǫ,+0 ,
ψ(x)
ψ(y)
≤ eC
′
so ψ(x) ≤ eC
′
∫
∆ǫ,+0
ψ dνǫ
νǫ(∆ǫ,+0 )
≤
eC
′
∫
∆ǫ,+
ψ dνǫ
νǫ(∆ǫ,+0 )
=
eC
′
1/2
ν(∆0)
=: G (G)
where G is independent of x (and ǫ). Since νǫ(∆ǫ,+0,n+1) = ǫ1, (II) ≤ Gǫ1. To complete
the estimate on (II), use δ from Lemma 5.2 and equations (7) and (6):
(II) ≤ Gǫ1 =
G
δ
ǫ1
2
ǫ2
(
δ
ǫ1
ǫ2
)
≤
G
δ
n ǫ1
d2
(|a0| ǫ2) ≤
G
δ
d1 ǫ1
1−α
d2
(|a0| ǫ2) ≤ |a0| ǫ2
for sufficiently small ǫ. Hence, by (10),∫
∆ǫ,−0
Lǫψ dνǫ = (I) + (II) ≤ a0 (ǫ1 − ǫ2) + |a0| ǫ2 = a0(ǫ1 − 2 ǫ2) ≤ −|a0| ǫ1Λ(ǫ).
Now,
− a′0 = −(L
ǫψ)|∆ǫ,−0
=
−
∫
∆ǫ,−0
Lǫψ dνǫ
ǫ1
≥ |a0|Λ(ǫ). (11)
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In view of (9) and (11), (Lǫψ)|ǫ,−∆ < 0 and the growth condition (C2.b) is satisfied by
Lǫψ.
Regularity control on ∆ǫ,+: Note that Aǫ∆|∆ǫ,+ is the identity, so (L
ǫψ)|∆ǫ,+ = (PF ǫψ)|∆ǫ,+ .
Now, if z, w ∈ ∆ǫ,+ℓ where ℓ > 0 then
Lǫψ(z, ℓ)
Lǫψ(w, ℓ)
=
PF ǫψ(z, ℓ)
PF ǫψ(w, ℓ)
=
ψ(z, ℓ− 1)
ψ(w, ℓ− 1)
≤ eC
′βs
ǫ((z,ℓ),(w,ℓ))
since sǫ((z, ℓ), (w, ℓ)) = sǫ((z, ℓ− 1), (w, ℓ− 1)). The regularity estimate on ∆ǫ,+0 is more
complicated. Write ψ = φ+ + φ− where φ∗ = ψ|∆ǫ,∗ for ∗ ∈ {+,−}. Let z, w ∈ ∆
ǫ,+
0 and
let zk ∈ ∆
ǫ,+
k−1,k (k = 1, . . . , n) be such that F
ǫ(zk) = z and let z0 ∈ ∆
ǫ,−
n−1,n be such that
F ǫ(z0) = z; use similar notation for {wk}
n
k=0. Now,
PF ǫψ(z) =
n∑
k=1
φ+(zk)/|JF
ǫ(zk)|+ φ−(z0)/|JF
ǫ(z0)|
≤
n∑
k=1
φ+(wk)e
C′ βs
ǫ(zk,wk) ec β
sǫ(Fǫ(zk),F
ǫ(wk))/|JF ǫ(wk)|+ φ−(z0)/|JF
ǫ(z0)|
≤
n∑
k=1
φ+(wk)e
C′ βs
ǫ(zk,wk) ec β
sǫ(Fǫ(zk),F
ǫ(wk))/|JF ǫ(wk)|
+φ−(w0)e
−c βs
ǫ(Fǫ(z0),F
ǫ(w0))/|JF ǫ(w0)|
= e(C
′ β+c)βs
ǫ(z,w)
(
n∑
k=1
φ+(wk)/|JF
ǫ(wk)|+ φ−(w0)/|JF
ǫ(w0)|
)
−e(C
′ β+c)βs
ǫ(z,w)
(φ−(w0)/|JF
ǫ(w0)|)
(
1− e−(C
′ β+2 c)βs
ǫ(z,w)
)
≤ e(C
′ β+c)βs
ǫ(z,w) (
Pψ(w) + (|φ−(w0)|/|JF
ǫ(w0)|) (C
′ β + 2 c) βs
ǫ(z,w)
)
using the regularity conditions on φ+ = ψ|∆ǫ,+ and (JF), the fact that φ−(z0) = φ−(w0) =
an−1 < 0, and s
ǫ(zk, wk) = s
ǫ(F ǫ(zk), F
ǫ(wk)) + 1 = s
ǫ(z, w) + 1. Thus,
PF ǫψ(z)
PF ǫψ(w)
≤ e(C
′ β+c)βs
ǫ(z,w)

1 + |φ−(w0)|/|JF
ǫ(w0)|
PF ǫψ(w)
(C ′ β + 2 c)︸ ︷︷ ︸
(III)
βs
ǫ(z,w)

 . (12)
Since C ′ > c
1−β
, the constant b := C ′ − (C ′ β + c) > 0.
Claim: When ǫ is small enough, (III) < b.
Proof of claim: By Lemma 5.2,
|φ−(y0)| = |an−1| ≤ D |a0| ≤
D
2 ǫ1
while
|JF ǫ(w0)| ≥ e
−c
νǫ(F ǫ(∆ǫ,−n−1,n))
νǫ(∆ǫ,−n−1,n)
= e−c
leb[x0, 1]
ǫ2
≥ d4
n
ǫ1
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for a suitable constant d4. Hence
|φ−(w0)|
|JF ǫ(w0)|
≤ D
2 d4
1
n
. On the other hand, φ+ = ψ|∆ǫ,+
is uniformly bounded14, so by Lemma 5.1 (A = eC
′
) there is a constant d5 such that
(PF ǫφ+)|∆ǫ,+ ≥ d5. Hence PF ǫψ(w) = PF ǫφ+(w)+PF ǫφ−(w) = PF ǫφ+(w)−|φ−(w0)|/|JF
ǫ(w0)| ≥
d5 −
D
2 d4 n
and
(III) ≤
D
2 d4
n− D
2 d4
(C ′ β + 2 c) < b
for small enough ǫ. 
Now using the claim and (12),
PF ǫψ(z)
PF ǫψ(w)
≤ e(C
′ β+c)βs
ǫ(z,w) (
1 + b βs
ǫ(z,w)
)
≤ e(C
′ β+c)βs
ǫ(z,w)
eb β
sǫ(z,w)
= eC
′ βs
ǫ(z,w)
;
that is, (C1.b) is satisfied.
Control of ‖Lǫψ‖L1: From the regularity estimates above, when ǫ is sufficiently small
(Lǫψ)|∆ǫ,− < 0 and (L
ǫψ)|∆ǫ,+ > 0. Since L
ǫ is a Markov operator, it preserves integrals,
so
∫
Lǫψ dνǫ = 0 and
‖(Lǫψ)|∆ǫ,−‖L1 = −
∫
∆ǫ,−
Lǫψ dνǫ =
∫
∆ǫ,+
Lǫψ dνǫ = ‖(Lǫψ)|∆ǫ,+‖L1
and all terms in the above expression are equal to 1
2
‖Lǫψ‖. Now,
‖ψ|∆ǫ,−‖L1 − ‖(L
ǫψ)|∆ǫ,−‖L1 = total mass exchanged between ∆
ǫ,− and ∆ǫ,+
=
∫
∆ǫ,−n−1,n
|ψ|+
∫
∆ǫ,+0,n+1
|ψ|
≤ |an−1| ǫ2 + ǫ1G (by the argument bounding (II) above)
≤ |a0|D ǫ2 + ǫ1G (by Lemma 5.2)
≤
D
2ǫ1
ǫ2 + ǫ1G (by Lemma 5.2)
≤
1
2n
(Dd3 + 2 d1 (ǫ1)
1−αG)
(in view of (6) and (7)). Putting g := D d3 + 2 d1G we have
‖Lǫψ‖L1 = 2 ‖(L
ǫψ)|∆ǫ,−‖L1 = 1− 2 (‖ψ|∆ǫ,−‖L1 − ‖(L
ǫψ)|∆ǫ,−‖L1) ≥ 1−
g
n
.
Control of growth up ∆ǫ,+: The fact that (L˜ǫψ)|∆ǫ,+0
≤ G follows from (G), since ‖L˜ǫψ‖L1 =
1. Higher up the tower,
(L˜ǫψ)|∆ǫ,+
ℓ
=
1
‖Lǫψ‖L1
(PF ǫψ)|∆ǫ,+
ℓ
≤ (1− g/n)−1(PF ǫψ)|∆ǫ,+
ℓ
≤ (1− g/n)−1 max
∆ǫ,+
ℓ−1
ψ,
since PF ǫ acts on ∆
ǫ,+ by upwards translation. Since max∆ǫ,+
ℓ−1
ψ ≤ (1− g/n)−(ℓ−1)G, the
growth condition (C1.c) is satisfied. This completes the proof that L˜ǫCǫ,G,g ⊂ Cǫ,G,g.
14By (C1.c), ψ|∆ǫ,+ ≤ Bǫ := G(1 − g/n)
−n. Bǫ is bounded uniformly in ǫ by an argument similar to
the proof of Lemma 4.5.
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Finally, the Schauder Fixed Point Theorem in conjunction with Lemma 5.3 gives the
existence of a fixed point ψǫ of L˜ǫ in Cǫ,G,g. Evidently, Lǫψǫ = ‖Lǫψǫ‖L1 ψ
ǫ, so ψǫ is
an eigenvector for Lǫ and λǫ = ‖Lǫψǫ‖L1. The upper bound on λ
ǫ is obtained via the
estimate (I) and (10):
λǫ a0 = (L
ǫψǫ)|∆ǫ,−0
=
∫
∆ǫ,−0
ψǫ dνǫ
νǫ(∆ǫ,+0 )
=
1
ǫ1
((I) + (II)) ≥
(I)
ǫ1
= (1− ǫ2/ǫ1) a0
(since (II) ≥ 0); divide by a0 < 0. An immediate lower bound on λǫ is given by (1−g/n),
however a more careful estimate using
(Λ(ǫ))−1 |a0| ≥ |a1| = |ψ
ǫ|∆ǫ,−1,n
| = (λǫ)−1|(Lǫψǫ)|∆ǫ,−1,n
| = (λǫ)−1|ψǫ|∆ǫ,−0,n
| = (λǫ)−1|a0|
gives the lower bound λǫ ≥ Λ(ǫ). 
Simplifications to the proof of Theorem 5.4 can be made to establish the existence of
a fixed point ϕǫ of Lǫ with the properties
• ϕǫ > 0 a.e. and
∫
∆ǫ
ϕǫ dνǫ = 1
• ϕǫ|∆ǫ,− =
∑n−1
ℓ=0 cℓχ∆ǫ,−
ℓ
(cℓ are constants depending on ǫ)
• ϕ
ǫ(z)
ϕǫ(w)
≤ eC
′βs
ǫ(z,w)
for almost every z, w ∈ ∆ǫ,+ℓ (where C
′ ≥ c/(1− β))
Since Lǫϕǫ = ϕǫ, all the cℓ are equal to a single constant c
ǫ and15 cǫ ∼ ǫ1
ǫ2
. Hence∫
∆ǫ,−
ϕǫ dνǫ = cǫ (ǫ1 + (n− 1) ǫ2) ∼ ǫ
1−α. If ϕǫ|∆ǫ,+ is embedded as a function on ∆
ǫ then
Lemma 4.1 can be applied (as in Theorem 4.7) to establish convergence to the density
of the unique ACIM on ∆. Explicitly, let ϕ ∈ L1(∆, ν) be the density of the (unique)
ACIM for F . Then
ϕǫ|∆ǫ,+
L1
→ ϕ and both ‖ϕǫ|∆ǫ,−‖L1(∆ǫ), ‖ϕ|∆\∆ǫ,+‖L1(∆) → 0 (13)
as ǫ→ 0.
5.4 Realisation of the second eigenfunction for the PM map
When ∆ arises as the first return tower to [x0, 1] for a PM map T , the preimage of the
hole Hn is H
1
n ≡ [x0, γn) (for some γn such that T (γn) = xn−1—the (n − 1)st preimage
of x0). There is also γn+1 such that T (γn+1) = xn and γn − γn+1 = ǫ2 while γn − x0 = ǫ1.
The map ι translates [x0, γn) back to [0, ǫ1) with ι(x) = x − x0 (instead of applying T )
and the dynamics of F ǫ essentially replaces T with a weakly expanding map on a small
interval [0, ǫ0). To make this more precise, let T [x0, γn) = [0, xn−1) and put ǫ0 = xn−1
(note that ǫ0 ≈ JT (x0) ǫ1 ∼ ǫ). Now define Φ
ǫ : ∆ǫ → [0, 1] by
Φǫ(x, ℓ) =
{
T ℓ(x) (x, ℓ) ∈ ∆ǫ,+
T ℓ+1(ι−1(x)) (x, ℓ) ∈ ∆ǫ,−
.
15By balancing the mass exchange between ∆ǫ,− and ∆ǫ,+.
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Note that Φǫ(∆ǫ,−ℓ,n ) = [xn−ℓ, xn−ℓ−1), Φ
ǫ(∆ǫ,+ℓ,i ) = [xi−ℓ, xi−1−ℓ) (for ℓ > 0) and Φ
ǫ : ∆ǫ,−0 →
[0, ǫ0) is 1–1 and given by T (x+ x0). By defining
T ǫ(x) =
{
Φǫ ◦ F ǫ ◦ (Φǫ)−1(x) x ∈ [0, xn),
T (x) x ≥ xn,
(14)
T ǫ is continuous (in particular T ǫ(xn) = xn−1 = T (xn)), C
2 near 0, is a small perturbation
of T and satisfies (T ǫ)′(0) = S0 :=
ǫ1
ǫ1−ǫ2
. Moreover, T ǫ ◦ Φǫ = Φǫ ◦ F ǫ, so T ǫ arises as a
factor of F ǫ.
Note: Define Φ∗ : ∆ → [0, 1] by limǫ→0Φ
ǫ(x). This limit makes sense because if
x ∈ ∆ℓ,k then x ∈ ∆
ǫ,+ whenever ǫ is small enough that n(ǫ) > k. For all such ǫ,
Φǫ(x) = T ℓ(x). In particular, Φ∗|∆ǫ,+ = Φ
ǫ|∆ǫ,+ for all ǫ and Φ
∗ ◦ F = T ◦ Φ∗.
The eigenfunction ψǫ from Theorem 5.4 does not push down to an eigenfunction of
the Perron-Frobenius operator for T (or T ǫ); a small random perturbation is needed. Put
zk+1 =
{
ξk+1 if T (zk) ∈ [0, ǫ0)
T (zk) otherwise,
(15)
where the ξk are i.i.d. random variables on [0, ǫ0) with density function ρ
ǫ(z) = 1
ǫ1 JT (T
−1
right
(z))
where T−1right : [x0, x0 + ǫ1) → [0, ǫ0). Notice that ρ
ǫ is the push-forward of the uniform
density on T−1right[0, ǫ0), and is close to constant when ǫ is small (since T is C
2 on the right-
hand branch). Let PT be the Perron-Frobenius operator for T and let L
ǫ
T be the (Markov)
transfer operator associated with the process in (15)16. Let Πǫ := PΦǫ : L
1(∆ǫ, νǫ) →
L1([0, 1], leb) be the Perron-Frobenius operator for Φǫ, and introduce an alternate nota-
tion for Lǫ: LǫF ǫ = L
ǫ(= Aǫ∆ ◦ PF ǫ).
Lemma 5.5 In the notation established above, Πǫ ◦ LǫF ǫ = L
ǫ
T ◦ Π
ǫ.
Proof. Let PF ǫ be the Perron-Frobenius operator for the system (F
ǫ,∆ǫ), let Aǫ∆ be
given by (8) and define Aǫ : L1[0, 1] 	 by
Aǫf(z) =
{
ρǫ(z)
∫ ǫ0
0
f d(leb) z ∈ [0, ǫ0)
f(z) otherwise.
Then LǫT = A
ǫ ◦ PT . From (14), T (x) ∈ [0, ǫ0) if and only if T
ǫ(x) ∈ [0, ǫ0), so in fact
LǫT = A
ǫ ◦ PT = A
ǫ ◦ PT ǫ .
Next, observe that
ρǫ = PΦǫ
χ∆ǫ,−0
ǫ1
= Πǫ
χ∆ǫ,−0
ǫ1
.
Now suppose that ψ is supported on ∆ǫ,−0 . Then, by (8),
Πǫ ◦ Aǫ∆ ψ = Π
ǫχ∆ǫ,−0
∫
∆ǫ,−0
ψ dνǫ
ǫ1
= ρǫ
∫
∆ǫ,+0
ψ dνǫ = ρǫ
∫
[0,ǫ0)
Πǫ ψ d(leb) = Aǫ ◦ Πǫ ψ.
16The small amount of averaging over [0, ǫ0) means that L
ǫ
T interpolates between PT , its Ulam ap-
proximations and the two-state metastable model.
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If ψ is supported on ∆ǫ \ ∆ǫ,−0 then A
ǫ
∆ψ = ψ so Π
ǫ ◦ Aǫ∆ ψ = Π
ǫ ψ. Moreover, since
Φǫ(∆ǫ \∆ǫ,−0 ) = (ǫ0, 1), A
ǫ ◦ Πǫ ψ = Πǫ ψ. From these two cases
Πǫ ◦ Aǫ∆ = A
ǫ ◦ Πǫ
and hence
Πǫ ◦ LǫF ǫ = Π
ǫ ◦ Aǫ∆ ◦ PF ǫ = A
ǫ ◦ Πǫ ◦ PF ǫ = A
ǫ ◦ PT ǫ ◦Π
ǫ = LǫT ◦ Π
ǫ
(the third equality is because Φǫ ◦ F ǫ = T ǫ ◦ Φǫ). 
Theorem 5.6
1. For any f ∈ L1([0, 1], leb), LǫTf
L1
→ PTf as ǫ→ 0,
2. LǫT has an eigenvector f
ǫ satisfying LǫTf
ǫ = f ǫ, and f ǫ
L1
→ f ∗, where f ∗ is the density
of the unique ACIM for T .
3. LǫT has an eigenvector h
ǫ satisfying LǫT h
ǫ = λǫ hǫ (where λǫ is as in Theorem 5.4),
and [hǫ]+
L1
→ 1
2
f ∗ as ǫ→ 0.
Proof.
1. First, from the proof of Lemma 5.5, LǫT = A
ǫ ◦ PT so for any f ∈ L
1,
‖LǫTf − PTf‖L1 =
∫ ǫ0
0
|LǫTf − PTf | d(leb) ≤ 2
∫ ǫ0
0
|PTf | d(leb)→ 0
as ǫ0 → 0 since PTf ∈ L
1([0, 1], leb).
2. Next, let ϕǫ ∈ L1(∆ǫ, νǫ) be the (unique, normalised) fixed point of LǫF ǫ and let
f ǫ = Πǫϕǫ. Let ϕ∗ ∈ L1(∆, ν) be the (unique) density of the ACIM for (F,∆) and let Φ∗
be the canonical semi-conjugacy from ∆ onto [0, 1]. Then f ∗ := PΦ∗ϕ
∗ is the density of
the unique ACIM for T , and by Lemma 5.5 f ǫ := Πǫϕǫ = ΠǫLǫF ǫϕ
ǫ = LǫTΠ
ǫϕǫ = LǫTf
ǫ.
Since Φ∗|∆ǫ,+ = Φ
ǫ|∆ǫ,+ ,
‖f ∗ − f ǫ‖L1[0,1] =
∥∥PΦ∗(ϕ∗|∆\∆ǫ,+)− Πǫ(ϕǫ|∆ǫ,−) + Πǫ((ϕ∗ − ϕǫ)|∆ǫ,+)∥∥L1[0,1]
≤ ‖PΦ∗(ϕ
∗|∆\∆ǫ,+)‖L1[0,1] + ‖Π
ǫ(ϕǫ|∆ǫ,−)‖L1[0,1] + ‖Π
ǫ(ϕ∗|∆ǫ,+ − ϕ
ǫ|∆ǫ,+)‖L1[0,1]
= ‖ϕ∗|∆\∆ǫ,+‖L1(∆) + ‖ϕ
ǫ|∆ǫ,−‖L1(∆ǫ) + ‖ϕ
∗|∆ǫ,+ − ϕ
ǫ|∆ǫ,+‖L1(∆).
All these terms approach 0 as ǫ→ 0 by (13).
3. Finally, we turn to the second eigenfunction. Let g,G be such that Theorem 5.4
holds and let ψǫ ∈ Cǫ,G,g be the fixed point of L˜ǫ. Put hǫ := Πǫψǫ. Then, by Lemma 5.5
and Theorem 5.4,
LǫTh
ǫ = LǫTΠ
ǫψǫ = ΠǫLǫF ǫψ
ǫ = λǫΠǫψǫ = λǫ hǫ.
By arguments similar to Theorem 4.7, ψǫ|∆ǫ,+
L1(∆)
→ 1
2
ϕ∗ as ǫ→ 0. Hence
kǫ := Πǫ(ψǫ|∆ǫ,+)
L1[0,1]
→
1
2
f ∗ as ǫ→ 0. (16)
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We need to show that [hǫ]+ has this same limit. This is done by showing that ‖[hǫ]+ −
kǫ‖L1[0,1] → 0 as ǫ → 0. To this end, notice that since ψ
ǫ|∆ǫ,− < 0, we have h
ǫ ≤ kǫ and
in particular [hǫ]+ := max{hǫ, 0} ≤ kǫ.
Claim: limǫ→0
∫ 1
0
(kǫ − [hǫ]
+) d(leb) = 0.
Remainder of proof of 3., given claim: Using (16) and the claim, let ǫ→ 0 in
‖f ∗/2− [hǫ]+‖L1 ≤ ‖f
∗/2−kǫ‖L1+‖k
ǫ− [hǫ]+‖L1 = ‖f
∗/2−kǫ‖L1+
∫ 1
0
(kǫ− [hǫ]+) d(leb).
Proof of claim: Fix η = ǫα and choose J such that η ∈ [xJ , xJ−1]. (Notice that J =
O(η−α).) Since ψǫ ∈ Cǫ,G,g, (C1.c) gives ψǫ|∆ǫ,+ ≤ G (1− g/n)
−n ≤ G′ for some constant
G′ independent of ǫ. Now [0, η]∩ supp(kǫ) = (Φǫ)−1[0, η)∩∆ǫ,+ ⊂ ∪n−1j=J−1(Φ
ǫ)−1[xj , xj−1)
so∫ η
0
kǫ d(leb) ≤
n−1∑
j=J−1
∫
(Φǫ)−1[xj,xj−1)
ψǫ dνǫ ≤ G′
∞∑
ℓ=1
∞∑
j=J
ν(∆ℓ,j+ℓ) = O(J
1−1/α) = O(η1−α)
by (5). On the other hand,
−
∫ 1
η
(hǫ−kǫ) d(leb) =
∫
(Φǫ)−1[η,1)
−ψǫ|∆ǫ,− dν
ǫ ≤
n∑
ℓ=n−J
|aℓ| ν
ǫ(∆ǫ,−ℓ,n ) ≤ O(J ǫ
α) = O(η−α ǫα).
Hence,∫ 1
η
|hǫ| d(leb) ≥
∫ 1
η
hǫ d(leb) =
∫ 1
η
(hǫ − kǫ) d(leb) +
∫ 1
0
kǫ d(leb)−
∫ η
0
kǫ d(leb)
≥ −O(η−α ǫα) +
1
2
−O(η1−α). (17)
Then, since
∫ 1
0
hǫd(leb) =
∫
∆ǫ
ψǫ dνǫ = 0,
∫ η
0
|hǫ| d(leb) ≥
∫ η
0
(−hǫ) d(leb) =
∫ 1
η
hǫ d(leb)
has the same lower bound (17). Since η = ǫα,∫ 1
0
kǫ d(leb) ≥
∫ 1
0
[hǫ]+ d(leb) =
1
2
∫ 1
0
|hǫ| d(leb) ≥
1
2
−O(ǫα (1−α)) =
∫ 1
0
kǫ d(leb)−O(ǫα (1−α)).

6 Numerics
Ulam’s method [48] is a well-known (and effective) method for studying T numerically
via its Perron-Frobenius operator. For each N ∈ N, partition [0, 1] into subintervals of
length 1
N
and let BN be the (finite) σ-algebra obtained by taking unions of elements of the
partition; BN -measurable functions are piecewise constant. Let EN denote the conditional
expectation operator E(·|BN) acting on function in L
1(leb). Ulam’s method consists in
replacing P with the finite-rank operator PN = EN ◦ P. The leading eigenvalue of PN is
1, and the corresponding eigenvector (fixed point of PN) is an approximation to a fixed
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point of P. Surprisingly (given the absence of a spectral gap for P), these fixed points
converge to dµ
dx
as N →∞ [5, 44].
Because EN is a finite rank projection, each PN can be represented by an N × N
matrix PN . Each PN is extremely sparse (having O(N) non-zero entries), and their
eigenvalues can be found quickly by iterative methods. Because the dynamics of T are
transitive, each PN is ergodic, so the eigenvalue 1 has strictly larger modulus than the
other eigenvalues. Interestingly, the spectral gap (separation of the largest modulus eigen-
value 1 from the next largest modulus eigenvalue) scales as N−α.
6.1 Eigenvalue scaling
The two-state model of Section 3 showed that when the geometric escape rate from the
set [0, ǫ0] approached zero more slowly than the escape rate from the set [ǫ0, 1], the gap
from 1 of the second eigenvalue of the two-state Markov chain scaled like the slower escape
rate from [0, ǫ0]; namely ǫ
α
0 .
We now replace the two-state model with the “N -state model” PN arising from Ulam’s
method. The matrix PN is row-stochastic, representing the transitions of a finite state
Markov chain whose ith state is identified with the subinterval Ji := [(i − 1)/N, i/N).
The indifferent fixed point at 0 can be associated naturally with the subinterval J1 =
[0, 1/N) ≈ [0, ǫ0). The conditional transition probabilities out of state 1 are (PN)11 =
leb(J1 ∩T
−1J1)/leb(J1) = 1−N T
−1(1/N) and (PN)12 = 1− (PN )11. Thus the geometric
rate of escape from J1 is − log(PN)11 ≈ 1 − (PN)11 ∼ N
−α ∼ ǫα0 , and this is of the same
order as previously computed for the two-state model.
We find numerically that despite increasing the number of states from two to N ,
the second eigenvalue of our N -state Ulam matrix retains the scaling predicted by the
two-state model when ǫ0 = 1/N , namely 1− λ2(N) ∼ N
−α; see Figure 2.
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Figure 2: (a) Variation of the second eigenvalue of PN with N and α. (b) Slope of line
of best fit for each α. Note: Computed by eigs in Matlab, with Ulam matrices for the
PM map [44, Example 3].
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Connection with the Perron-Frobenius operators LǫF ǫ and L
ǫ
T . Theorems 5.4
and 5.6 prove the existence of a second eigenvalue17 λǫ. The matrix PN successfully
reproduces the dynamics responsible for this eigenvalue, and we now explicitly describe
the connection. Set ǫ = 1/(N T ′(x+0 )) and choose n, ǫ1, ǫ2 as in (5)–(7). Then T [x0, x0 +
ǫ1) =: [0, ǫ0) ≈ [0, 1/N) = J1. The averaging created by replacing T by T
ǫ (see (14))
or the small random perturbation (15) “almost linearises” T over [0, 1/N ], so that PN
is a very near approximation18 to Lǫ0T . Theorem 5.4 predicts an eigenvalue of L
ǫ0
T , λ
ǫ0 ∈
(1 − 2 ǫ2
ǫ1
, 1 − ǫ2
ǫ1
). Numerical computations with PN for a range of N produce second
eigenvalues within this range. In fact, the upper limit is a very good estimate; see
Table 1.
N 1− λ2(N) ǫ2/ǫ1
100 0.069494728128226 0.060750416292176
200 0.047118990434159 0.042626262679704
500 0.028582682402957 0.026696029895732
1000 0.019751285772241 0.018706181316717
2000 0.013727390048589 0.013165183357731
5000 0.008542396305559 0.008301674655368
10000 0.005988977377968 0.005866565930472
20000 0.004208535921532 0.004150111773511
50000 0.002646628586393 0.002621525600809
Table 1: Comparison of 1 − λ2(N) computed numerically as a second eigenvalue of the
N×N Ulam matrix and the corresponding lower bound ǫ2/ǫ1 obtained from Theorems 5.4
and 5.6 (α = 0.5).
6.2 Ulam’s method and the escape rate from [1/N, 1]
We conclude with some simple remarks about how to observe the ACCIMs µn, and their
geometric escape rates, numerically. The open tower systems constructed in Section 4
exclude a set Hn corresponding to those orbits which land in [0, xn) under T . Letting
Φ∗ : ∆ → [0, 1] be defined by Φ∗(x, ℓ) = T ℓ(x), the measure µ ◦ (Φ∗)−1 is an ACIM for
T , and µn ◦ (Φ
∗)−1 is an ACCIM for T |[xn,1] with geometric escape rate 1− µn(H
1
n) (see
Corollary 4.4). In fact, µn(H
1
n) ∼ ǫ, where ǫ ∼ xn (xn is the nth left preimage of the
discontinuity point x0 for T ). Hence, if xn ≈
1
N
, then one expects the escape rate from
[xn, 1] to scale like 1/N . Note that with choosing ǫ ∼ 1/N , the corresponding n in the
constructions of Sections 4 and 5 is n ∼ ǫ−α ∼ Nα. Now partition the N × N Ulam
matrix PN as
PN =
[
(PN)11 a
T
b P oN
]
17More precisely, we show that there is another real eigenvalue very close to 1; based on numerical
computations we conjecture that the eigenvalue λǫ is indeed the second largest real eigenvalue.
18Since T is locally C2 and ǫ0 ≈
1
N , the transition probabilities (PN )11 and (PN )12 are close to the
corresponding entries of the matrix for Πǫ ◦Lǫ0T (note that Π
ǫ — like the perturbation defined by (15) —
averages over a small interval [0,O(ǫ)). Outside [0, ǫ0], T is uniformly expanding (albeit rather weakly)
and Lǫ0T = PT .
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where a,b are (N − 1)-vectors and P oN is an (N − 1)× (N − 1) matrix. In fact, P
o
N is the
Ulam approximation to the conditional Perron-Frobenius operator χ[1/N,1]P( ·χ[1/N,1]). In
Figure 3 we present numerical evidence that the leading eigenvalue λo1(N) for P
o
N has the
scaling 1− λo1(N) ∼ 1/N , independently of α.
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Figure 3: Variation of escape rate from [1/N, 1] with N and α.
Finally, Theorem 4.7 predicts the convergence of the ACCIMs µn to the ACCIM
as the size of the hole Hn shrinks to 0. We illustrate this convergence numerically as
follows. For a large N∗ (we have used N∗ = 10
5), form PN∗ and calculate the leading
eigenvector. This is a good approximation to the density of the ACIM for T [44], and
we use it as a reference measure. Next, for a sequence of smaller Nk (we used the values
from the first column of Table 1), calculate the leading eigenvector of P oNk . Comparing
the probability measure induced by these eigenvectors with the reference measure from
the Ulam aproximation PN∗ we see good convergence in Figure 4.
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