Introduction
Gas-liquid two-phase flows are common in nuclear reactor systems, such as those during steady-state operation and transients in light water reactors (LWRs). It is observed that two-phase flows under various flow and operating conditions show significantly different interfacial structure characteristics as well as flow behaviors, such as interfacial mass and heat transfer, drag force, wall heat transfer. The concept of flow regime/pattern was introduced to better understand and model different flows [1] [2] [3] . Flow regime maps or transition criteria, developed from experiments carried out for steady-state, fully developed flows, are widely used to determine flow regimes [1] [2] [3] . This static method presents inherent shortcomings as two-phase flows are dynamic in nature (fully-developed two-phase flows generally do not exist in real applications). In addition, this approach assumes that one flow regime can potentially be switched to a different flow regime instantaneously without considering any time scale or length scale, provided that the flow regime transition criteria are met. In reality, the occurrence of the flow regime transition is not instantaneous, and it requires time (and therefore length) for the flow to develop.
In two-phase flow simulations, interfacial transfer terms need to be modeled to provide closures to twophase flow models, specially the two-fluid model. An interfacial transfer term can generally be modeled as the product of the interfacial area concentration (IAC), a geometric parameter characterizing the interfacial transfer "capability," and the corresponding driving potential [4] . In most nuclear reactor system safety analysis codes, such as RELAP5, the modeling of interfacial transfers is a two-step approach [5] : first to identify the flow regime of the two-phase flow based on the available information using the aforementioned flow regime maps or transition criteria, and secondly, to obtain the constitutive relations of the interfacial transfers for the corresponding flow regime. Errors will be produced in each step, and compound errors from these two steps may not be trivial.
As argued by Ishii et al. [6] , among others, many of the current system analysis codes have been extensively benchmarked against relevant separate-effects and integral tests. As a result, the integral response of the interfacial transfers is typically reasonably captured by the codes, but the compensating errors in these interfacial transfer models could have been introduced. As an example, RELAP5 is usually capable of predicting an event progress following an initiating event, given that the scenario is within the range of the code validity. A very complicated flow regime map with straight transition lines/or flat transition surfaces is employed in RELAP5 [7] . These flow regime maps are applied to both developing and transient flows. Due to the static nature of the flow regime maps, the modeling approach of the constitutive relations is therefore static. This discrepancy between the actual flow dynamics and the static modeling of the interfacial transfers represents potentially significant shortcomings [8, 9] , and should be improved upon for next generation advanced system safety analysis codes, which are expected to "get the right answer for the right reasons" in the analysis of the current and advanced future passive LWRs. In view of this, Kelly [8] proposed to dynamically model the spatial evolution of two-phase flow regimes through the introduction of interfacial area transport equation (IATE).
In the present work, a dynamic modeling strategy for determining flow regimes in gas-liquid two-phase flows has been developed within the framework of the two-fluid model coupled with the IATE model. In this approach, the IAC is evaluated by the IATE model that accounts for both the fluid particle (bubble or liquid droplet) interaction mechanisms and phase changes [10] [11] [12] [13] . The interfacial transfer terms can therefore be constructed without the predetermination of the flow configurations using flow regime maps. In addition, the method to identify various flow regimes is proposed, in which discriminators are based on the predicted flow information, such as the void fraction and IAC. This method is expected to, if applied to computer codes, improve their predictive capabilities of gas-liquid two-phase flows, in particular for the applications in which flow regime transition occurs.
2.
Theory and Modeling Strategy
Two-group IATE
Bubbles of gas-liquid two-phase flows can be categorized into spherical, distorted, cap, Taylor (slug), and churn-turbulent bubbles, associated with different flow behaviors, e.g., the relative motion and bubble interaction mechanisms [12] [13] [14] . In the current study, bubbles are separated into two distinct and
where, T : surface tension, S + : density difference between the two phases, G gravitation acceleration.
The two-group IATE model has been developed to model the IAC for each group of bubbles in general two-phase flows. The transport equations in the two-group IATE model are obtained by averaging the Boltzmann transport equation of bubble surface area per mixture volume over the volume range of each bubble group and formulated as [12, 13] :
where, subscripts G, 1, and 2: gas phase, group-1, and group-2 bubbles, respectively, mixture volume due to the j-th particle interaction (coalescence and disintegration) and that due to phase change, respectively. The two-group IATE can be simplified to a one-group IATE applicable to bubbly flow regime. In the literature, bubble interaction terms have been modeled extensively [10] [11] [12] [13] while the phase change effects warrants further studies [16, 17] .
The three-field two-fluid model
To incorporate the two-group IATE model to a two-fluid model, the modified three-field two-fluid model proposed by Sun et al. [18] is used. In this modified model, mass transfer occurs not only between the gas and liquid phases due to phase change, but also between group-1 and group-2 bubbles due to intra-and inter-group bubble interactions. Three fields are defined, namely, group-1 bubbles as field-1, group-2 bubbles as field-2, and the liquid phase as field-3. Two sets of conservation equations are used for the gas phase, one set for each of the two bubble groups. The pressure and temperature for group-1 and group-2 bubbles are assumed to be approximately the same in general while the velocities of two groups of bubbles differ. In what follows, the governing equations (continuity, momentum, and energy) are provided [18] .
Continuity equations:
where, subscript f: liquid phase, S : density, ( : mass generation due to phase change, M % : intergroup mass transfer due to hydrodynamic mechanisms.
Momentum equations:
where, subscript I: interfacial, P : pressure, 
where, ( : enthalpy, Q aa K : heat flux, I Q aa : interfacial heat flux, G : dissipation.
Flow regime identification
Once the three-field two-fluid model is solved together with the two-group IATE, the information of the void fraction, IAC, bubble velocities of group-1 and group-2 bubbles in addition to others, will be available. Figure 1 shows a flowchart representing a proposed process of utilizing the available information to determine the flow regime for a certain flow condition. 
At the bubbly to cap-bubbly transition, the ratio of the bubble number densities of group-2 to group-1 bubbles, i.e., N N , increases significantly from zero.
The determination of cap-bubbly flows in a circular pipe may be based on the bubble Sauter mean diameter SM $ . Figure 2 shows a schematic of a Taylor (slug) bubble, which has a spherical nose at its front plus a cylindrical gas volume with a diameter $ I . D is the inner diameter of the pipe. The wake angle of the leading spherical nose, R , can be approximated as 100 degree [19] . For a perfect cap bubble, the cylindrical gas volume diminishes, so its length in the flow direction L is reduced to Similarly the Sauter mean diameter of a slug bubble shown in Fig. 2 can be obtained provided that the length of the slug bubble is known. Since the transition from cap-bubbly flow to slug flow is of interest, the slug bubble size near the transition region is examined. According to Govier and Aziz [20] , the transition is considered to have occurred from cap-bubbly to slug flows once the chord length of the elongated "cap" bubble shown in Fig. 2 reaches the pipe inner diameter, i.e., when , $ . Adopting this assumption, the Sauter mean diameter for this type slug bubbles can be computed and is plotted in Fig. 3 as "Taylor bubble." Since the diameter of a stable Taylor bubble usually exceeds ¾ of the pipe inner diameter [20] , the Sauter mean diameter for Taylor bubbles is only plotted for I p . From this plot, it is clear that the Sauter mean diameter of group-2 bubbles can be quite distinct for ideal cap Furthermore, investigations over the experimental data indicates an increase in SM $ for churnturbulent bubbles compared to more structured slug bubbles, perhaps because of the inherent chaotic feature and irregular shape of the churn-turbulent bubbles. Therefore, flow will be identified as capbubbly flow once the value of SM $ $ is less than 0.8. The next task is to distinguish the slug flow from churn-turbulent flow, which is most challenging. Churn-turbulent flow is chaotic and involves significant flow churning and perhaps local re-circulation. Two preliminary discriminators are proposed here, namely, the absolute value of the velocity difference between group-2 bubbles and the continuous liquid phase (
) and the total void fraction.
The first discriminator is based on the work conducted by Van der Geld [21] . He studied the onset of churn flows theoretically and concluded that the flow turns into churn flow if it follows
where, G V a : gas velocity at the tube center, F V a : mean velocity of the water film. V F is a function of flow variables and tube geometry, and was provided as [21] : However, it is difficult to evaluate V F since the estimation of the water film thickness in numerical calculations and experimental studies remains a question to be answered.
The second discriminator is more practical, which was proposed by Mishima and Ishii [3] using the void fraction. They pointed out that it becomes churn-turbulent flow once the tail of the preceding slug bubble starts to touch the nose of the following bubble and derived the slug-to-churn flow transition criterion. Their criterion is adopted and modified with the assumption that the thickness of the liquid film near the wall region is about 5% of the pipe diameter, given as:
Here, F B is given as:
where, # : distribution parameter, J: superficial velocity, O : kinematic viscosity.
Experimental Study
An experimental study on the flow regime transition in a vertical air-water test loop was performed to examine the proposed flow regime transition criteria. The test facility has the following operating capability: water temperature range of 20-90 o C, air temperature of 20 o C, and system pressure of approximately 1 bar. A schematic of the test facility is shown in Fig. 4 .
The test section in the loop is a circular pipe with an inner diameter of 50 mm (2 inch) and a height of 2.8 m. The main component of the bubble injector is a sintered metal sparger with an average pore size of 40 microns. Compressed air passes through this sparger and air bubbles form on the outer surface. These air bubbles are then dislodged from the sparger surface by an auxiliary water supply that flows through the annulus formed by the sparger and the outer pipe of the bubble injector. The maximum achievable air and water superficial velocities are 5.7 and 2.0 m/s, respectively. The initial bubble size can be varied by adjusting the flow distribution between the flow that enters the manifold before entering the test section (main water flow) and the auxiliary water flow. Controlling this flow distribution allows for direct control of the water velocity that shears the bubbles from the sparger surface thereby controlling the size of the bubbles that are entrained in the water flow. The instruments used to observe the two-phase flow characteristics are a high-speed video camera, a differential pressure transducer, impedances probes [22, 23] , and four-sensor conductivity probes [24] . The high-speed video camera is capable of recording 32,000 frames per second and has a maximum shutter speed of 1/272,000 s, and is employed to visualize the flow and capture flow images to help analyze different flow conditions. The differential pressure transducer, impedance probes, and foursensor conductivity probe are used to measure the flow parameters, such as the pressure drop, and bubble size, void fraction, bubble velocity, and IAC for group-1 and group-2 bubbles. The impedance probes and four-sensor conductivity probes are installed at axial locations 10, 32, and 54 pipe diameters above the bubble injector.
Model Benchmark
Experiments were performed under different flow conditions, among which six cases are discussed here. Figure 5 illustrates the images captured by the high-video camera for typical bubbly, cap-bubbly, slug, and churn-turbulent flows, respectively. Table 1 provides the area-averaged values of local flow parameters and other calculated parameters of interest in each flow condition. ZÅis the axial location above the bubble injector. The flow regime of each flow condition determined from the visualization and the captured images is shown in the "Experimental visualization" column in Table1 and also plotted in Fig. 6 . In Table 1 , flows at lower measured location with high flow rates (Runs 4, 5, and 6) include relatively large cap bubbles with strong turbulence possibly due to the bubble injectors. Therefore, we categorize those flows as cap-turbulent flows. In Therefore, it is more reasonable to determine the flow regime using a dynamic approach, e.g., the algorithm proposed in the current work. Following the flowchart provided in Fig. 1 , the flow regime is determined and provided in the "Determined by flowchart in Fig. 1" column is not bubbly flow. Secondly, the value of SM $ $ is larger than 0.8, the flow should be either slug or churn flow, i.e., it is not cap-bubbly flow. Finally, since the total void fraction is slightly greater than F B , which is calculated to be 0.63 in this case, the flow at Z = 2.7 m in Run 6 is identified as churnturbulent flow. Good agreement has been achieved between the experimental visualizations and our results shown in Table 1 .
Conclusions
In summary, a dynamic modeling approach for the two-phase flow regimes was proposed and limited comparisons were carried out based on the air-water two-phase flow experiments performed in the current work. Compared to the static approach proposed in the literature, this dynamic approach shows good agreement and is more consistent with the two-fluid model. This method will be helpful to develop a next generation, multi-physics reactor system analysis code for the safety and performance analysis of existing and future light water reactor systems with high fidelity. It is necessary however to further validate the proposed model with more experimental data. In addition, it is planned to implement the modified two-fluid model and two-group IATE into codes and benchmark the transition models against the separate-effects experimental data obtained in this study as well as others available.
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