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Abstract
Eye movements help us identify when and where we are fixating. The location under
fixation is a valuable source of information in decoding a person’s intent or as an input
modality for human-computer interaction. However, it can be difficult to maintain fixation under motion unless our eyes compensate for body movement. Humans have evolved
compensatory mechanisms using the vestibulo-ocular reflex pathway which ensures stable fixation under motion. The interaction between the vestibular and ocular system has
primarily been studied in controlled environments, with comparatively few studies during natural tasks that involve coordinated head and eye movements under unrestrained
body motion. Moreover, off-the-shelf tools for analyzing gaze events perform poorly when
head movements are allowed. To address these issues we developed algorithms for gaze
event classification and collected the Gaze-in-Wild (GW) dataset. However, reliable inference of human behavior during in-the-wild activities depends heavily on the quality of
gaze data extracted from eyetrackers. State of the art gaze estimation algorithms can
be easily affected by occluded eye features, askew eye camera orientation and reflective
artifacts from the environments - factors commonly found in unrestrained experiment designs. To inculcate robustness to reflective artifacts, my efforts helped develop RITNet, a
convolutional encoder-decoder neural network which successfully segments eye images into
semantic parts such as pupil, iris and sclera. Well chosen data augmentation techniques
and objective functions combat reflective artifacts and helped RITNet achieve first place
in OpenEDS’19, an international competition organized by Facebook Reality Labs. To
induce robustness to occlusions, my efforts resulted in a novel eye image segmentation
protocol, EllSeg. EllSeg demonstrates state of the art pupil and iris detection despite
the presence of reflective artifacts and occlusions. While our efforts have shown promising
5
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results in developing a reliable and robust gaze feature extractor, convolutional neural networks are prone to overfitting and do not generalize well beyond the distribution of data
it was optimized on. To mitigate this limitation and explore the generalization capacity of
EllSeg, we acquire a wide distribution of eye images sourced from multiple publicly available datasets to develop EllSeg-Gen, a domain generalization framework for segmenting
eye imagery. EllSeg-Gen proposes four tests which allow us to quantify generalization.
We find that jointly training with multiple datasets improves generalization for eye images acquired outdoors. In contrast, specialized dataset specific models are better suited
for indoor domain generalization. Encouraging results indicate that optimizing EllSeg on
multiple datasets results in a single model generalizable across multiple domains.
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Chapter 1

Introduction
The human visual system (HVS) is arguably one of the most important sensory inputs
for our survival. The primary function of the HVS is to provide visually rich, informative
and relevant information to other higher order cognitive processes. To provide visual
information successfully, optical elements in the eye must focus light from a target or
region of interest onto a region of high acuity on the retina, the fovea. Opto-chemical
stimulation by the resulting retinal image generates sensory signals which follows the
optic nerve and into the Visual Cortex in the posterior of our brain. However, the fovea
occupies a very small region on the retina and is incapable of sensing our entire field of
vision. Moreover, in the presence of head movements our visual system must successfully
stabilize this image to ensure that the relevant visual information is accessible for better
decision making or involuntary actions. These difficult challenges are accomplished by
strategic eye and head movements (also referred to as gaze movements) which operate in
synergy with other sensory inputs.
The study of eye movements enable us to perceive how humans respond to their surroundings. Perhaps the biggest advantage in analyzing eye movements is that it provides
a non-intrusive method of evaluating brain function and cognition. Eye movements aid
us in finding physiological and psychophysical limits of the human body, particularly in
context with a task or activity which demands cognitive resources. Abnormalities in eye
movements can be used to identify various complex neurological problems. Furthermore,
recent technological advances also rely on monitoring eye movements as an input modality
for enhancing human-computer interaction and leveraging psychophysical constraints to
design better and safer consumable products.
One of the central goals of the vision sciences is to understand the factors which determine where our eyes look. Although gaze movements are drawn to visually salient
features in the natural world, the seminal work by Yarbus and others [13, 14, 15, 16]
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showed that this effect is overwhelmed in the presence of task, when motor execution requires that attention is directed towards information-rich, task-relevant locations within
the visual environment [14, 17, 18]. As a result, the dynamics of gaze coordination in the
natural context are affected by properties of the task, the subject’s cognition, the spatial
distribution of information in the natural environment [19, 20, 21], and of their interaction [22, 23]. Gaze movements are also driven by factors related to a subjects internal
state. These include cognitive resources related to memory or higher order reasoning [24],
body movement constraints that determine the dynamics of gaze shifts [25, 26, 27], and
bio-mechanical constraints that influence visual strategies.
A common approach to the study of gaze behavior involves investigating the functional
contributions of the different types of eye movements that are typical of natural behavior.
Human visual behavior can be characterized as a progression of periods with stable visual
input, known as fixations, punctuated by ballistic movements to new locations within the
visual environment, known as saccades. During fixations, light refracted onto our retina
forms a stable and focused image of the world. To fixate at different locations in our visual
environment, the human eye performs a saccadic movement from one direction to the other.
A third type of movement, known as smooth pursuits, enables us to accurately follow a
continuously moving target while providing a clear image using motion compensatory and
adaptive mechanisms.
Despite the importance of task related factors and their influences upon gaze behavior
during visually guided action, surprisingly little amount of attention has been dedicated to
the study of eye movement dynamics in more natural contexts wherein the eyes and head
are free to move. Head movements are often suppressed through the use of a chin-rest, and
by constraining target movement to a plane subtending only a small portion of the subject’s
visual field. Target motion is often restricted to two dimensions, and sometimes viewed
from a monocular view-port. A further limitation of traditional experimental setups are
that they are limited to enclosed, controlled environments. In contrast, the ability to
collect and analyse data in outdoor naturalistic environments enables us to study the
diverse range of coordinated head and eye behavior elicited during everyday activities and
sports [28], exploration of different surroundings [27], terrain [22] and goals [18, 17, 29].
The study of strategies for coordination of the eyes, head, and body have been limited,
in part, due to a lack of suitable algorithms for extraction gaze-relevant features from
eye imagery under less constrained lighting. Robust gaze tracking under natural lighting
requires advances in two, parallel domains: the development of a robust gaze estimation
(i.e., eye tracker) pipeline, and the algorithms to parse the rapid stream of oculomotor
events recorded by the eye trackers (i.e., “event detectors”).
The aim of this dissertation is to develop robust eye tracking algorithms and event
detectors for the study of eye and head coordination during natural behavior. This thesis
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is organized as a systematic collection of projects as detailed in each chapter and in support
of my proposed work. Following this first chapter in which the work is summarized and
motivated, Chapter 2 will present the foundational works most relevant to the work at
hand. Chapter 3 focuses on the development of a new dataset for the study of coordinated
head-free gaze behavior - the Gaze-In-Wild dataset [5] (GW). GW was collected from 19
participants engaged in everyday activities using a spatially and temporally calibrated
tracker involving a hardhat with an IMU, eye tracking glasses, and a stereo-based RGBD (RGB imagery plus depth) sensor. A portion (approx 2 hours, 15 minutes of unique
labels from 5 labellers) of the GW dataset (approx 5 hours and 10 minutes) is handlabeled using a custom-made labeling tool (see Section 3.6). Chapter 4 expands upon
this work by utilizing the GW dataset in the training of recurrent neural networks for
the automated classification of gaze events embedded within the GW dataset. Chapter
5 highlights RITNet, a convolutional neural network that I collaboratively developed to
segment regions of interest from near eye imagery in a robust and efficient fashion. Apart
from being the best performing model on the OpenEDS dataset at the time of the model’s
release, it consists of a significantly low parameter count and is capable of operating at
300Hz on a NVIDIA Titan-XP GPU for 640x480 imagery. Chapter 6 focuses on EllSeg, a
three-class (pupil, iris and background) ellipse segmentation protocol on near-eye images.
EllSeg demonstrates robustness to occlusion and superior pupil/iris detection as opposed
to state of the art techniques such as PuRe [30], DeepVOG [31] and ExCuSe [32] across
multiple datasets. While RITNet and EllSeg demonstrate robustness against structured
reflections and eye lid occlusions, they do not quantify their performance on unseen images,
a paramount requirement to assess how generalizable our solution is. Chapter 7 highlights
the generalization capability of EllSeg trained on a broad distribution of eye images sourced
from a large number of partially annotated near-eye image datasets. This work compares
results across specific tests designed to explore generalization by training and evaluating
dataset-specific or pan-dataset models.

Chapter 2

Background
In this section, I describe features of the human visual system relevant to gaze behavior
and the design of mobile eye tracking systems. This section will also cover previous efforts
made towards understanding eye and head movement behavior, existing gaze classification
algorithms and robust gaze prediction pipelines.

2.1

The human visual system

A holistic structure of the early human visual system (HVS) consists of the human eyeball,
the optic nerve, Lateral Geniculate Nucleus (LGN) present within the Thalamus, the
striate and extrastriate areas of the visual cortex (see Figure 2.1). It accomplishes three
major tasks. First, it successfully collects, quantizes and encodes information acquired
from incoming light on the retina within the eye. Second, it transmits this information via
neural connections into the primary visual cortex. lastly, neural information is decoded in
the visual cortex into meaningful representations such as disparity and motion information
along with pattern recognition.

2.1.1

The human eye

Perhaps one of the finest exemplars of optical ingenuity would be the human eye which
transmutes light into electrical impulses. It consists of a morphable aperture known as the
pupil and an image collecting surface known as the retina. The retina consists of various
photo-transducing cells known as photoreceptors. These cells convert input electromagnetic stimulation into signals that can stimulate various subsequent neural processes. Light
which reaches the surface of the eye is refracted into the aqueous chamber via the corneal
surface. This refraction contributes an unchanging, albeit significant, optical power to
24
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Figure 2.1: Holistic structure of the human visual system. Image acquired from Stangoret
al. [1]

the human eye. The human eye also consists of a biological lens placed posterior to the
aperture. Lens thickness can be modified by stretching or contracting the ciliary muscles
which determines its contribution to the optical power of a human eye. When we change
our focus from a far to a near object, the optical power of the lens changes accordingly to
ensure the image subtended on the retina remains crisp. The light pathway is analogous
to an imaging system wherein motor signals control lens action and pupil radius for active
focusing (see Figure 2.2).
A real and inverted image of the world is produced on the retinal wall which exhibits
an uneven distribution of photoreceptors. There exists a small region subtending 1◦ to
2◦ of concentrated photoreceptors known as the fovea (see Figure 2.3) [33]. Such a dense
receptor distribution captures fine-grained spatial information from the light imaged on
it. The spatial acuity of the retinal field rapidly decreases away from the foveal region.
This means that objects imaged towards the periphery do not receive high spatial sampling
which results in lack of perceived detail. The entire monocular human visual field subtends
167◦ horizontally and 150◦ vertically [34, 35] while the foveated region encompasses 2◦
(∼0.8%) within this field of view. In order to successfully resolve objects with high acuity
within this range, the human eye must continuously rotate in its socket to resolve them
on the fovea.

2.1.2

Eye movements

The function of eye movements are numerous and range from visual exploration, object
tracking, world building/mapping, compensating for ocular or neurological defects to re-
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Figure 2.2: Side-view cross-section of an eyeball. Image acquired from Stangoret al. [1]

Figure 2.3: Photoreceptor density across the retinal field, measured in degrees from the
fovea. Image acquired from Wandellet al. [2]
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flecting social and behavioral patterns. Eye movement behavior, however, comprises of
three fundamental movement patterns - a) fixations b) saccades and c) pursuits [36]. During fixations, eye movements are minimized and the image collected on the retinal wall
is stabilized. This is easy to identify as the eyes would appear stable while maintaining
their visual gaze on a target or region of interest. On the other hand, saccades are rapid
and ballistic movements of the eye as gaze is shifted from one target to the next. Saccadic movements are pre-planned from an internal model of the visual world, also known
as salience maps generated in the visual cortex and take up to 150 - 200 ms to begin
motion onset [36, 37]. The third form of eye movements, smooth pursuits, are generally
regarded as an extension of fixations but entail significantly differing behavior. A smooth
pursuit occurs when the eye attempts to follow a small moving target or location and
attempts to resolve its image on the fovea. This results in an online, close-loop correction
mechanism which relies on retinal image displacement from the fovea to trigger a smooth,
corrective eye movement. Pursuit movements are typically interlaced with saccadic movements when the eye fails to keep up with the target [38, 36] moving upto an upper limit
of 100◦ /s [39]. Targets moving at faster velocities are tracked entirely using sequences of
predictive saccadic eye movements.

2.2

Eye and Head movements

Successful engagement with their surroundings results in frequent head movements in
humans. Even the smallest of movements, i.e., the average human step, results in a vertical
movement of the head. Since the eye socket is located within the head, it naturally follows
that the presence of head movements would significantly reduce retinal image stability
unless there exists ocular-motor mechanisms to make compensatory eye movements.

2.2.1

Compensatory mechanisms

Generally, we employ two major retinal image stabilizing mechanisms, the vestibularocular reflex (VOR) and the opto-kinetic response (OKR). In VOR, the semicircular canals
of the inner ear measure head rotation acceleration which results in eye movements in the
opposing direction with near unity gain (i.e., the ratio of eye and head velocity is ∼1.
OKR is generated by motion on the retinal field which in turn leads to compensatory
eye movements to reduce retinal blur. [36, 40, 41, 38] Eye and head movements efficiently
employ or modulate either or a combination of these mechanisms to maximize image
stability.
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Vestibular-Ocular Suppression

VOR enables us to stabilize the retinal image of the world but there exist a few conditions wherein the compensatory effects are detrimental towards successful image acquisition. Head movements stimulates VOR, generating compensatory eye movements that are
counterproductive to target pursuit. In order to successfully stabilize the retinal image of
a moving target, the cumulative head and eye velocity, i.e., the gaze velocity, must match
the velocity of the moving target. This can only be achieved by suppressing VOR using
an active visual feedback loop [41, 38].

2.2.3

Anticipatory head movements

Previous work has shown that anticipatory and predictive head movements are observed
during gaze shifts while accomplishing a certain task [42]. Mann et al. and Kishita
et al. have shown that the head tracks while the gaze can predict a target location in
context of an outdoor activity [28, 43]. Such interplay between eye and head movements
in naturalistic settings has previously been unstudied for broader contexts. Capturing a
broader range of eye and head movements during everyday activities could improve our
understanding of a joint ocular-motor control system and the role of prediction within it.

2.3

Mobile Eyetracking

To study or exploit human visual behavior requires us to measure eye and head movements. While one can conceive of simple systems to measure head movements, tracking
eyes in a non-intrusive manner is a complex science with each unique solution presenting
a unique set of challenges and advantages. Generally, there are three types of eyetracking
techniques; a) Electro-Oculography, b) Optical tracking techniques and c) Video Oculography.
Electro-Oculography is a technique for measuring the electrical potential subtended
across the eye with a pair of electrodes. This technique is sensitive to interference caused
due to facial movements and is not accurate as compared to other techniques. It also involves placing each electrode to the left and right or top and bottom of the eye which could
hinder naturalistic behavior. However, electro-oculography can measure eye movements
with the eyes closed and does not obstruct the field of vision.
Optical tracking involves tracking the first and fourth Purkinje image caused by a
projected infrared beam onto the corneal surface [44]. Eyeball orientation is measured as
a function of the relative positions of these two images and requires a strict calibration
protocol. This system has the ability to measure gaze positions with an accuracy within
1 minute of arc with a sampling rate up to 1000Hz. The downside of this technique is the
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Figure 2.4: Commercially available eyetracker, PupilCore. Bottom left illustrates a person
wearing the tracker. Bottom right illustrates a magnified image of the eye camera. The
components marked are as follows: 1) scene camera (also known as world camera) 2) nose
rest 3) IR eye camera 4) IR emitters (which produces bright glints on eye imagery) 5) Eye
camera location

rigorous head stabilization required to obtain stable Purkinje images, often with the aid
of bite bars and chin rests.
Video-oculography is a non-intrusive eyetracking technique that involves the use imaging systems such as a camera to measure ocular features of interest and correlating them
with a known gaze position. Given the lack of precision and accuracy with electrooculography and lack of mobility in optical techniques, video-oculography is the natural choice for measuring head and eye movements in an unconstrained setting. Videooculography comprises of head mounted eyetracking, wherein the imaging system is placed
on a wearer’s head with an optical system collecting the image of their eyes, and remote
eyetracking, wherein the imaging system is placed away from the body and requires the
subject facing the imaging system. Since my aim is to measure eye and head movements
while a subject is free to navigate and interact with their surrounding, this thesis will
focus on head-mounted eyetracking solutions and techniques.
There exists a rich and diverse set of solutions for the problem of head-mounted eyetracking. The general approach involves the use of one or multiple infrared light sources
placed next to an infrared eye camera which, using appropriate hardware design, points
towards the wearers eye (see Figure 2.4). A third camera, referred to as the scene camera, points away from the wearer and into the scene. Depending on the algorithmic
complexity, latency limitations and computational power, various solutions estimate gaze
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descriptive features. The general steps to produce a gaze estimate from such an assembly
is as follows: a) capture image(s) of the eye b) pre-process the image(s) c) apply image
processing/computer vision to identify features of interest d) correlate extracted features
to a measure of gaze (see Figure 2.6). While the use of a head-mounted tracking system enables unrestricted head movements, eyetracker slippage on the head degrades the
accuracy of gaze estimates.

2.3.1

Feature based approaches

Various features in an eye image can be exploited to generate gaze estimates. Some of
the earliest works on head-mounted video oculography rely on extracting the pupil center
relative to the reflection center of IR light sources (also known as glints) from an image
of the eye [45]. This approach, known as PCCR (pupil center corneal reflection) has been
incorporated in a number of commercially available head mounted eyetrackers. The advantage of tracking glint location is that it directly represents the position of the eyetracker
with respect to the eyeball. This renders the relative pupil center position invariant to unwanted translatory effects on the eye camera such as observed during eyetracker slippage.
In the absence of glints, tracking eye corners may provide similar robustness [46].
While it is relatively trivial to estimate glint locations, estimating pupil center can
be quite challenging. The general approach for identifying pupil center involves segmenting the pupil using intensity thresholds, pupil edge detection, and ellipse fitting across
identified valid edges. Wang et al. segment the pupil using Otsu’s threshold scheme [47],
followed by ellipse fitting on detected pupil edges [48]. Swirski et al. compute an initial estimate of pupil center using Haar-like features on integral eye images, followed by k-means
segmentation of the pupil using a local histogram around this estimate [49]. Santini et al.
compute pupil edges using Canny edge detection followed by discarding edges which do
not obey certain heuristics [30]. The retained edges are used to fit an ellipse and provide
a confidence measure for the given eye image. Fuhl et al. trained a random ferns model
which estimates the probability of each pixel being the pupil center. In order to train a robust classifier, they train their model with equal proportions of negative samples near the
groundtruth pupil center [50]. These efforts are some of the many algorithms developed
for extracting pupil center.
The movement of stable visual features, while directly correlated with gaze estimates,
require a calibration routine to associate them with a known measure of gaze. Ground
truth gaze information is generated by explicitly asking the wearer to fixate on predetermined points of interest. The corresponding pixel location of a point of interest on
the scene camera is used to generate a polynomial mapping between the groundtruth
gaze pixel in scene camera coordinates (also known as Point-of-Regard (PoR)) and the
extracted gaze feature.
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Figure 2.5: Top-down view of the Reduced Le Grand left eye model [3]. Each grid unit
represents 2mm.

2.3.2

Model based approaches

In recent times, the eyetracking community has witnessed excellent efforts which involve
fitting an approximate 3D eyeball based on 2D features extracted from eye images, typically collected over a series of images. Estimating the precise physiology of the human eye
is a complicated process and computationally intractable. By making certain simplifying
assumptions about the human eye, geometrical constraints enable us to estimate a reduced
optical eyeball model [51]. Once an estimate of the reduced eyeball position and orientation is obtained, the optical axis is obtained by tracing a vector from the 3D eyeball center
to the 3D iris (or pupil) center. Note that fixating on a target involves placing the foveal
axis on the target of interest (i.e., the line joining the fovea and 3D eyeball center) which,
in this context, is offset from the optical axis by a varied, subject specific, amount (see
Figure 2.5). This offset between the optical and foveal axis is referred to as Kappa (Angle
κ) [52]. However, location of the fovea varies across people. All model based approaches
focus on estimating the optical axis which lies approximately 3 - 5◦ away from the visual
axis [53] which is the true representation of gaze. A single point calibration is required to
estimate the rotation between optical and visual axis.
Swirski et al. developed a solution wherein the approximate center of eye rotation
was estimated based on back-projected ellipse fits [49]. They adopted the “two circle”
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Figure 2.6: Holistic pipeline for a mobile eyetracker. Eye and scene images with their
timestamps are acquired from near-eye IR cameras and a scene camera. Computer Vision
or Machine Learning techniques are employed to segment the eye image into parts of
interest such as the pupil (shown in yellow overlay) and iris (shown in green overlay).
This is followed by fitting an ellipse on the pupil and/or the iris segments, x. Model
based approaches identify the center of eyeball rotation over multiple frames and improve
the ellipse estimates. During calibration, subjects are asked to fixate known calibration
targets yc in the scene (example calibration pattern taken from Binaee et al. [4]). Finally,
known targets and extracted ellipse estimates are used to estimate a mapping function
C = f (xc , yc ). For all incoming eye images, gaze is estimated using yg = C(x)

approach [54] which involves geometrically fitting a cone model from the camera center
to the detected pupil ellipse points. It can be shown mathematically that only two 3D
circles are possible which project onto a particular elliptical shape [49, 54]. Since the pupil
aperture may change over time, this solution requires collecting a small number of images
over a very short duration (∼100 frames on a 120Hz eye camera) to generate a confident
and accurate eyeball rotation center while assuming the pupil size remains unchanged.
A limitation of the Swirski model is that it does not compensate for refraction induced
at the corneal surface. This limitation can be overcome in multiple ways: a) employing
a polynomial corrective function on the estimated eyeball center [55], b) developing an
iterative algorithm using ray tracing from all possible eye ball locations [56], c) estimating
eyeball position using iridial edges, which do not undergo refraction if captured from
appropriate eye camera position [57], or d) estimating eyeball position using multiple
glints constrained to known locations [58]. Each unique solution presents a novel set of
challenges and a single, refraction aware closed-loop solution is an open and active area of
research.
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Limitations

Head mounted eyetrackers generally employ infrared (IR) imaging sensors pointed towards
a person’s eyes (see Figure 2.4). To obtain a clear eye image, infrared lighting emitting
diodes (LEDs) are strategically placed near the eye cameras. Since eyetrackers were initially developed for indoor and laboratory environments, this convenient design choice
ensured that IR eye image exposure can be controlled by digital IR emitters and remain
independent to ambient lighting and reflections in the visible domain. This observation
comes from the fact that most indoor lighting have a spectral response predominantly
present in the visible domain (350 to 700nm). Outdoor environments, on the other hand,
degrade the quality of eye images by introducing unwanted reflections and glare from
surrounding objects (see Figure 2.7). This is primarily due to the large infrared spectral
power inherent to sunlight.

Figure 2.7: A collection of eye images acquired with varying degrees of degradation. Top
row images are extracted from the GW dataset [5]. Second and third rows contain hand
selected images from the Labelled Pupils in the Wild dataset (LPW) [6].
Occlusion of eye features is another major reason for the degradation of gaze signals
and occur due to a variety of reasons such as eye make-up, corrective optics, partially
closed eyelids and eyelashes. Handcrafted feature extractors cannot account for complex
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scenarios which are prevalent in applications of eyetracking.

2.3.4

Machine Learning approaches

Convolutional Neural Networks (CNNs) in context of eyetracking have demonstrated resilience towards artifacts induced due to stray lighting and unwanted environmental reflections [59, 60, 31, 61, 62, 63, 64]. This resilience is acquired by an extensive training
routine wherein parameters inherent to the neural network are constantly updated and
tuned until network converges upon an ideal combination of weights best suited for a task.
Parameters are updated based on error values derived from network predictions and annotated groundtruth for a given set of input eye images. This provides us with a unique
advantage to teach a neural network how to extract relevant gaze features in the presence
of various irregularity and image degrading artifacts. For a quick introduction to deep
convolutional neural networks, I recommend the excellent work by Krizhevsky et al. [65].
In this section, I will cover machine learning concepts relevant to eyetracking, summarize
previous efforts upon which I draw inspiration for my proposed work and provide an exhaustive list of relevant datasets beneficial for my research. Machine learning approaches
for head mounted eyetracking can broadly be divided into three approaches:
Pupil center identification
Pupil center is one of the most common gaze feature extracted from eye imagery. The
general approach towards pupil center regression involves multiple cascaded convolutional
layers followed by pooling operations to regress learned features onto pupil center pixel
position [66, 67]. Kim et al. showed that increasing the number of convolution layers and
input image resolution results in improved gaze estimation with diminishing results [66].
Fuhl et al. proposed adding a refinement network to improve predicted pupil center position [59]. Vera-Olmos et al. modified this cascaded structure by adding dilated convolution
layers and showed improved performance [61] over hand-crafted counter alternatives such
as ElSe [68].
While the pupil center is a valuable asset to determine gaze, its position is sensitive
to eyetracker slippage which reduces its reliability and requires repeated calibration procedures. Small errors in pixel estimate could result in large deviations from the actual
gaze estimate. Recent work by Wu et al. has shown that convolutional networks can also
be employed to estimate the glint positions as well [69]. This enables us to leverage the
classic pupil-corneal reflection pipeline to estimate gaze (see Section 2.3.1).
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Eye parts segmentation
While estimating a PCCR signal provides some robustness to headset slippage, there are
numerous limitations for the purpose of gaze estimation. Most notably, PCCR does not
allow us to measure the optical axis, a crucial ingredient required to estimate the visual
axis, also identified as 3D gaze vector or the line of sight. To overcome this issue, recent
efforts have proposed turning gaze estimation into a semantic segmentation problem [31,
9, 63, 8]. Semantic segmentation is the process of labelling each pixel of an image into
a predefined set of categories. Boundaries between segmented regions are utilized to
reconstruct an approximate 3D model of the eyeball (see Section 2.3.2). The OpenEDS [8]
challenge, a pioneering effort by Facebook Reality Labs, proposed segmenting an eye
image into its individual constituent parts. The proposed individual parts for semantic
segmentation are the pupil, iris, sclera and background (this category encompasses all
unwanted regions such as facial hair, skin and non-body regions). Segmented pixels allows
us to analyze each individual category and enable applications in biometrics, iris based
feature matching and tracking [70], emotion recognition [69] and blink estimation [8, 31].
To illustrate the behavior of a segmentation network, I refer the reader to Figure 5.1 which
highlights the various eye parts proposed in OpenEDS.
Numerous architectures exist for semantic segmentation [71] amongst which the encoderdecoder framework (see Figure 2.8) is the most relevant design strategy which derives a
compact representation of the input data via which the decoder reconstructs a pixel to pixel
mapping to semantic categories such as the pupil, iris or sclera. A notable architecture
within the encoder-decoder framework is U-net [7], which has demonstrated state-of-theart segmentation performance on various applications 1 . The symmetrical and minimalist
design of this network has inspired numerous network architectures [9, 72, 31, 73] that
enable us to explicitly manipulate intermediate representations [74, 72] with significantly
lower computational demands [9], which makes it ideal for applications such as head
mounted eyetracking.
Multiple objective functions
Neural networks are generally trained using a loss function, which is an analytic representation of the error between groundtruth (typically provided by tedious human intervention
or annotation) and network prediction (the output of a network). A well trained (or converged) network may excel in minimizing the particular loss function it was trained on.
However, a single loss function may not ensure optimal network performance. A loss function designed to penalize a neural network for every incorrect prediction for each pixel is
1

lmb.informatik.uni-freiburg.de/people/ronneber/u-net
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Figure 2.8: General framework for an encoder-decoder architecture. The architecture
comprises of blocks which are a collection of convolutional layers. An input eye image
with a resolution of W × H is passed through a series of k convolutional d -blocks or downblocks which down-sample the intermediate output to a lower resolution while increasing
the features extracted. The intermediate representation of the image following the encoder
d -blocks is passed through a series of up-sampling convolutional u-blocks (or up-blocks)
to produce a fine grained semantic segmentation output of the image. This bottleneck or
latent representation of an image, is a low spatial resolution matrix with a large feature
space. Typically, outputs from encoder blocks are also fed directly into decoder blocks.
For more information on encoder-decoder networks, I refer the reader to Ronneberger et
al. [7]

agnostic to the global structure and semantics relevant to the problem. In order to minimize the overall loss, the neural network may misclassify arbitrary pixels without adhering
to the context of a problem (see Figure 2.9). For example, misclassification of edge pixels
can be detrimental to subsequent processing which rely on accurate semantic boundaries.
Providing alternate loss functions which penalizes a neural network for structural misclassifications such as segments not adhering to an elliptical shape or a loss which ensures the
density of a semantic category remains consistent, provides context to the problem and
improves network performance [75].
Some loss functions operate in synergy and can effectively utilize shared parameters
while aiding convergence. Certain loss functions are detrimental towards each other and
require smart modifications to network topology which can capture a wider range of parameters required to satisfy divergent loss functions [76]. Efforts by Wu et al. and Park et
al. have shown that combining different loss functions can capture better gaze features
from head mounted eyetrackers [69] and remote webcams [77]. RITNet [9] and EllSeg [10]
draw inspiration from these works to develop a unique combination loss functions designed
to attain state-of-the-art performance on multiple datasets and across various metrics of
performance.
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Figure 2.9: The effect of training a network with multiple loss functions for semantic segmentation. Left: eye image acquired from the OpenEDS [8] dataset. Middle: segmentation
output without structural awareness. Right: Segmentation output with structural awareness. Segmentation results are provided by RITnet [9]. Note the stray misclassifications
which are effectively removed when a network is trained with two loss functions.

Domain Generalization
Convolutional neural networks effectively learn an ideal set of parameters (also known
as network weights and biases) to capture pixel level statistical relationships inherent
within the training data while optimizing its performance on multiple (or single) objective
functions. A converged network, i.e., a network which has undergone multiple update
cycles beyond which we observe no change in its parameters, is guaranteed to perform
reasonably well when tested on data which exhibit statistical properties similar to the
training set [78].
Real-time applications during everyday activities often exhibit eye images with distortions, stray reflections and unwanted occlusions which is often not represented during
training. While we may attempt to reduce external influences by applying an infrared
blocking filter in front of the eyetracker [79], we cannot account for physiological differences between subjects such as varying IR skin reflectance, iris pigmentation, facial
structure and occluding objects such as eye make up, eyelashes and corrective optics.
Thus, we identify that an ideal solution must a) generalize across unseen environmental
factors and at the very least, generalize across subjects within similar environments and b)
should the solution fail, it should do so gracefully (see Figure 5.5). In order to make these
claims, one must rigorously test this solution against a large population of subjects and
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environmental conditions with known groundtruth labels or targets. While not impossible,
it certainly is a difficult and time consuming task. In Chapter 7, I discuss the topic
of generalization and acquire a broad distribution of eye images by leveraging multiple
datasets of eye images with varying environmental conditions, diverse populace of subjects
and occluding artifacts. Please see Table 2.1 for a comprehensive list of publicly available
datasets utilized in developing ML models for this thesis.
Dataset

Resolution

Swirski [49]

640x480

PupilNet [59]

GT

Eyetracker

Quality

3,760

PE

Logitech

Controlled

384x288

41,217

PC

Dikablis

Natural

Fuhl et al. [32]

384x288

94,713

PC

Dikablis

Natural

LPW [6]

640x480

1,30,856

PC

Pupil Labs

Natural

400x640

12,759

S

Custom

Controlled

S-Natural [80]

640x480

51,200

S

Synthetic

Natural

NVGaze [66]

1280x960

60,000

S

Synthetic

Controlled

S-General [80]

640x480

51,200

S

Synthetic

Controlled

UnityEyes [81]

640x480

50,000

IC

Synthetic

Natural

OpenEDS19

[8]

Images

Table 2.1: An extensive list of near eye image datasets applicable for my thesis. The
Ground Truth (GT) column identifies the type of annotated modality available for each
dataset. S→Annotated segments, E→ellipse parameters, C→ellipse center. Note that C
⊂ (E, S) and E ⊂ S. P and I correspond to pupil and iris annotations respectively.

2.4

Event detection

Gaze classification is the process of segmenting a series of eye movements or eye and head
movements (when the head is free) into meaningful clusters (or events as will be called for
the rest of this thesis) of annotated data. Classified gaze sequences enable researchers to
isolate events of interest and study their intrinsic properties in presence of known stimulii,
tasks or their relationship to one another. Previously, gaze classification was accomplished
by manually (and painstakingly) hand coding temporal sequences. Careful considerations
are usually required before manually labelled these sequences and rates up to 60 seconds
of hand labels per hour of labelling time were not uncommon. In order to reduce human
effort and improve human efficiency, the need for automated classification algorithms was
identified.
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This thesis also builds upon a long history of methodologies for the automated detection of gaze events within an eye tracking signal. The simplest methods use threshold
based filters and numerous descriptive features for classification [82]. Threshold based
techniques require parameter tuning for each test scenario as well as being sensitive to
noise and sample rate. A better solution is to use machine learning to learn a model
for classifying gaze events. These algorithms have been based on a variety of machine
learning algorithms and have been shown to work well when the head is fixed. Random
Forests work well with high sampling rates (1000 Hz) [83]. The Naive Segmented Linear
Regression (NSLR) model [84] uses the Pruned Exact Linear Time (PELT) method [85]
to segment a time sequence into distinguishable segments which are then later classified
using Continuous Hidden Markov Models (HMM) into events. While earlier work used
hand-crafted features [83], the most recent methods have employed recurrent neural networks [12]. This approach enables algorithms to directly learn what features are relevant
to the task and tend to work better than methods that rely on hand-crafted features when
the amount of labeled data is fairly large. For both methods based on hand-craft features
and deep learning, the algorithms have only been designed to operate when the head is
fixed, and significant head movements will cause them to fail. New gaze classification
algorithms are needed for datasets that incorporate both head and eye movements.

Chapter 3
1

Gaze in Wild

Human visual behavior can be viewed as a sequence of periods of stable visual input,
punctuated by saccades to new locations within the visual environment. Although saccadic targeting during visual search may demonstrate an influence of visual salience, [86]
the effect is overwhelmed in the presence of a task, when motor execution requires that
attention be directed towards information-rich, task-relevant locations within the visual
environment. [14, 17, 18] As a result, the dynamics of gaze coordination in natural contexts are affected by a variety of extra-retinal properties of the task, the agent, the environment, and by their interaction. These include the spatial distribution of information in
the natural environment, [21] cognitive resources related to memory or higher order reasoning, [24] motor constraints that determine the dynamics of gaze shifts, [25, 41, 26, 27]
and biomechanical constraints that influence visual strategies for foot placement during
locomotion. [22]
Despite the importance of extra-retinal influences upon gaze behavior during visually
guided action, surprisingly little attention has been dedicated to the study of gaze behavior
in more natural contexts. For instance, head movements are often suppressed through the
use of a chin-rest, or by constraining target movement to only a small portion of the
subject’s visual field. Furthermore, target motion is often restricted to two dimensions,
and sometimes viewed monocularly. In part, the study of strategies for coordination of
the eyes, head, and body has been limited by a lack of suitable technology. Successful
tracking of the coordination between the head and eyes in unconstrained settings requires
advances in two parallel domains: the instrumentation to jointly monitor the direction of
the eyes and head (“eye + head tracking”), and the algorithms to parse and categorize
key oculomotor events in the rapid stream of data (i.e. “event detectors”).
This thesis builds upon a variety of techniques previously used to track head orienta1

This chapter appears in a published manuscript by Kothari et al. [5]
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tion during natural behavior. Published studies have demonstrated the use of rotational
potentiometers and accelerometers [41], magnetic coils [87], or motion capture [88, 24] for
the sensing of head orientation. Perhaps the highest precision eye+head tracker which
allowed body movement leveraged a 5.8 m3 custom-made armature capable of generating
a pulsing magnetic field. The subject was outfitted with a head-worn receiver capable of
measuring head position and orientation within a 1.8 m volume within it’s operational
region [89]. Several systems have adopted video based head motion compensation [90, 27]
and demonstrated promising results, but are too computationally expensive for real-time
use, and are often subject to irrecoverable track loss following brief loss of computationally
tractable regions. More recent approaches have involved the use of a head-mounted inertial measurement unit (IMU). In [91], subjects were asked to perform visual tracking tasks
when watching pre-rendered stimuli projected onto a 2D screen. Most recently, Tomasi et
al. used two IMU for tracking eye and head orientation relative to heading direction [92].
This work also builds upon a long history of methodologies for the automated detection
of gaze events within an eye tracking signal. The simplest methods use threshold based
filters and numerous descriptive features for classification. [93] Threshold based techniques
require parameter tuning for each test scenario as well as being sensitive to noise and sample rate. A better solution is to use machine learning to learn a model for classifying gaze
events. These algorithms have been shown to work well when the head is fixed. Pekkanen
et al. proposed the Naive Segmented Linear Regression (NSLR) model [84] which segments a time sequence into distinguishable events which are then classified using continuous Hidden Markov Models (HMM). While earlier work used hand-crafted features, [83]
more recent methods have employed recurrent neural networks (RNN) [12] which enable
algorithms to directly learn what features are relevant to the task.

3.1

Head-free gaze movement nomenclature

Gaze classification requires distinct and separable classes that are identifiable in our daily
activities. While it is relatively trivial to identify basic eye movements such as fixations,
saccades and pursuits, it becomes difficult to identify head-free gaze movement classes.
For instance, consider a situation where a person keeps fixating at a target in front of
them while moving their head side to side. From a purely eye movement perspective, it
would be considered a smooth pursuit of the target. However, from a head-free context,
it would be considered as a fixation.
There has been some disagreement in the research community about the specific criteria for establishing a taxonomy of gaze events.[94, 95] For example, one approach is to
classify events based upon specific oculomotor movements, such as the two major retinal
image stabilizing mechanisms: the vestibular-ocular response (VOR), and the opto-kinetic
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response (OKR). In VOR, the semicircular canals of the inner ear measure head rotation
acceleration which results in eye movements in the opposite direction with near unity
gain (i.e., the ratio of eye and head velocity is ∼1, see Figure 3.1). OKR is generated
by retinal motion which in turn leads to compensatory eye movements to reduce retinal
blur. [36, 40, 41, 38]. It is difficult to derive a classification scheme based solely on these
stabilizing mechanisms, because they may be used in isolation, or in combination, for either fixation of a target that is stationary in the exocentric frame, or pursuit of a moving
target.
Our approach is to adopt an exocentric classification scheme and to discuss its applicability in classifying a broad range of coordinated head and eye movements. We define
movement categories by the functional role of the eye movement, as well as the motion
of an object within an exocentric frame of reference. As a result, events in our dataset is
classified as follows:
1. Gaze fixation (GF) - Gaze fixation may be brought about through stabilization of
the eyes and head, or during movements of the eyes and head that are compensatory
and, as a result, produce a stable gaze vector on a stationary object in the world
coordinate frame. Stabilized retinal image motion lies near to the range of 0.5 to 5
◦ /s, a limit above which the target image starts to blur. [36] Hence, a wide range of
miniature head compensated eye movements can be termed as gaze fixation. In our
taxonomy, gaze fixations may be further categorized as:
• Tremors - The resting eye and head rarely display perfect stability. Skavenski
et al. identified that despite instructing subjects to remain as stationary as
possible, tremor was observed in the head and eyes (<1◦ /s, 10Hz). [96] Furthermore, the characteristics of tremor is known to vary based on the nature of
the instrumentation [97] and type of restraint. [96]
• Drift - Drifts are slow motions of the eye that are often punctuated by microsaccades and aid in maintaining crisp visual features across the retina. While there
is some disagreement on the range of drift motion, they usually display amplitudes within 0.25◦ and velocities less than 0.5◦ /s when the head is fixed. [97]
• Microsaccades - Small, rapid eye movements that occur in between fixations
are termed as microsaccades and usually last about 25ms with a velocity range
capped at 50◦ /s. [97]
• Fixation by rotational vestibular-ocular reflex (rVOR) - When the subject and target are stationary in the world reference frame, rotational motion of
the head is compensated using rVOR. Fixations are maintained by the VOR system because it has a significantly lower response lag as compared to OKR. [36]

CHAPTER 3. GAZE IN WILD

43

Generally, a rVOR event displays near unity gain unless it is modulated due to
other compensatory mechanisms such as OKR or pursuit.
• Fixation by translational vestibular-ocular reflex (tVOR) - When a
target is stationary in the world reference frame, image stability at the fovea
during self motion or passive displacements is achieved by tVOR [98]. Unlike
rVOR, wherein a counter rotation of the eye in head rotation can stabilize the
entire retinal image, tVOR cannot accommodate for the entire visual field due
to the large range of optic-flow motion experienced at different depth planes.
Primarily a foveal image adjustment mechanism, it follows that properties of
tVOR motion depend on the gaze direction and can be difficult to differentiate with pursuit movements. [99] OKR augments VOR to help maintain a
stable image over stationary targets. Fixations are maintained by a combination of gain modulation and optokinetic stimulation. [38, 36, 98, 100] While
microsaccades may be triggered for retinal image adjustment, larger saccades
during fixations signify shifts in attention or an inability of gain adjustment
to compensate for motion such as observed during nystagmus. These visually
driven eye movements work in synergy with tVOR [99] making them difficult
to observe in everyday activities as opposed to controlled experiments which
are designed to isolate their behavior.
2. Gaze pursuit (GP) - Also known as smooth pursuit movements, [101] gaze pursuit
is the visual tracking of an object that is moving through the world frame using the
eyes or a combination of the eyes and head by augmenting over our compensatory
systems. [36] Gaze pursuit is often interrupted by catch-up saccades in compensation
of retinal error. [25] While it is somewhat trivial to identify GP events using visual
imagery, it may become difficult to differentiate them with GF (for more information
refer to Supplementary Figure 1).
3. Gaze shift (S) - A rapid shift of gaze to a new location in the world (i.e. a saccade)
using the eye or eye and head in combination.
To illustrate our nomenclature, consider a situation where a person under fore-aft
motion attempts to pursue a moving target. In situations such as these, the effects of
stepping are compensated using VOR in the elevation direction. Relative distance and
gaze angle modulates the tVOR to maintain target image at the fovea. The moving
target’s retinal image motion elicits a pursuit signal punctuated by predicative saccades.
The pursuit motion augments over translational VOR by modulating its gain. If the
eye and head pursuit movement can be distinctly identified in their velocity traces, we
would consider such an event as a gaze pursuit. However, a distant or slow moving target
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Figure 3.1: Eye and head movement statistics. The top row signifies absolute eye and head
velocity. The bottom row signifies the distribution of eye and head velocity in the azimuth
and elevation direction. The left column illustrate fixations when subjects were stationary.
The middle column illustrates fixations when subjects were in translatory motion. The
right column illustrates pursuit behavior. The scale on the right shows the normalized
concentration of samples and is used in all figures.

may induce a small pursuit signal which may not be easily identifiable over opto-kinetic
stabilization of the retinal image. In these situations, we would consider the event as a gaze
fixation. Note that the exocentric nomenclature enables us to define multiple concurrent
coordinate systems and thus requires that we specify the reference system under analysis.

3.2

Methodology

The aim of this work is to generate a dataset that captures complex ocular-motor strategies
during natural tasks (see Figure 3.2). We recruited 19 participants (7 female, age µ=28,
σ=12.52). Informed consent was obtained from all participants prior to hardware setup
to anonymously share all data recorded from them. Identifiable people in this manuscript
consent to publicly share their information as presented. All methods were carried out
in accordance with relevant guidelines and regulations as approved by the Institutional
Review Board at Rochester Institute of Technology, FWA-00000731. Participants were
tasked with performing up to four activities while wearing an eye tracker, a hardhat
instrumented with sensors, and a backpack with a laptop computer (see Figure 3.3). Since
task demands and interpretation have been known to guide eye movements, [14] care was
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Figure 3.2: Task selections in the GW dataset. Left to right → Indoor navigation, ball
catching, visual search and tea making.
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taken to ensure all participants received a standard set of instruction read aloud by the
experimenter. Subjects were instructed to stand 1 to 2 meters away from a calibration
chart within a predefined rectangular area. Once a participant was within the calibration
region and facing the chart, they performed two calibration routines. After calibration was
complete, participants proceeded to complete the given task. Table 1 in the Supplementary
lists the calibration accuracy, tasks recorded, and the labelling status of each observer.
Tasks were selected to create a wide range of head and eye poses as seen in Figure 3.4.
Upon completion of a task, participants returned to the calibration area to prepare for
the next task. The following tasks were chosen:
• Indoor navigation: Subjects were instructed to walk around an indoor corridor
loop twice. Indoor navigation was chosen to elicit coordinated eye and head movements that occur naturally during walking. We observed various gaze shifts to
objects such as text on posters, signboards, people walking by etc. As expected,
subjects made very few to no gaze shifts towards the ground due to lack of terrain
complexity [22] and very little attention demands [24] for foot placement accuracy
[79]. While some of the subjects were familiar with the indoor corridor layout, we
did not observe any noticeable difference in their behavior compared to subjects
unfamiliar with the environment.
• Ball catching: The purpose of this task was to induce gaze pursuit behavior by
asking participants to play catch with the experimenter. The experimenter would
change throwing strategies in the middle of the task by either bouncing the ball
on the floor, passing the ball to another experimenter or rolling the ball on the
ground towards the participant. The subjects tracked the ball as a series of gaze
fixations and predictive catch-up/look-ahead saccades and occasionally pursued the
ball during a specific period of the ball trajectory.
• Object search without prior subject-object interaction: Subjects were tasked
to locate and count as many objects with geometrical shapes (such as triangles,
rectangles etc.) as they could find in a predetermined closed circuit corridor. This
task was chosen to elicit visual search behavior in a head-free setting without biasing
a subject with a particular object or shape.
• Tea making: As a validation for the classic tea making paradigm, [102] we instructed subjects to go to the kitchen and make themselves a cup of tea. For this
task, due to the close proximity of objects, relevant information sometimes fell outside the field of view.
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Figure 3.3: (left) side-view, (middle) front view of hardware setup. (right) Top view of
all trajectories within our world coordinate system. The red box indicates the position of
the calibration pattern. The purple box signifies the region where subject stood during
calibration.

3.3

Hardware setup and error categorization

To collect naturalistic data, we instrumented participants with an MPU-6050 6-axis Inertial Measurement Unit (IMU) mounted under a hardhat, an ATMega Arduino attached
behind the hardhat, a 120Hz binocular Pupil Labs eye tracking glasses (ETG) [103] and
a ZED stereo camera (see Figure 3.3). To ensure its applicability in a wide variety of domains, the Gaze-in-Wild dataset provides easy access to depth of the real world stimulus
calibrated from the person’s FoV. Contrary to a two IMU system, [92] we chose a single
IMU system to avoid using a body worn device since many applications of eye tracking
are predominately head-mounted. The hardware setup weighed 700 gms (excluding laptop weight), which is similar to previous setups. [41] To reduce slippage, the hardhat was
equipped with an adjustable knob to tighten its hold on a subject’s head.

3.3.1

Pupil labs eye tracking glasses (ETG)

Binocular eye trackers usually contain two eye cameras and a single world camera (which
captures the scene in front of a person). Eye tracking solutions require some form of eye
feature (derived from images captured from the eye camera) to Point of Regard (PoR
- pixel position on the world camera) mapping to provide an accurate gaze estimate.
This process is also known as eye tracker calibration. Mapping functions often vary from
polynomial regression to multi-layer perceptron regression. Despite calibration, angular
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Figure 3.4: Head pose (right) and cyclopean eye distribution (left) in the azimuthal and
elevation direction. The cyclopean eye distribution is reported in the Eye-in-Head coordinate system. Angles are provided in degrees. Note that head distribution peaks occur at
90◦ intervals.

error tends to remain low near to the calibration region and increases radially outwards.
Furthermore, there exist many sources of error which degrade the quality of gaze tracking, [103] particularly in unrestrained settings. The Pupil Labs eye tracker estimates the
approximate center of eye ball rotation and a 3D pose of the pupil (modeled as a 3D disc).
This enables the extraction of 3D gaze vectors with respect to the Eye-In-Head (EiH)
coordinate system CE . The Pupil Labs software (version number 1.8.26) also provides a
confidence value for each gaze sample which can be interpreted as a reliability measure.
It is calculated as a ratio of the number of support pixels to the number of pixels on
the ellipse fit of an imaged pupil. Support pixels are the edge points within a threshold
distance away from the pupil ellipse fit. All gaze samples with confidence below 0.3 were
discarded from analysis.

3.3.2

Inertial Measurement Unit (IMU)

The MPU-6050 is a low cost 6-axis IMU that integrates a 3-axis accelerometer and a
3-axis gyroscope to estimate its pose relative to its initial position at the onset of data
acquisition. The IMU is connected to an Arduino placed behind the hardhat, which in
turn, is connected to the laptop backpack. The Digital Motion Processor inside the IMU
provides its pose estimate at 100Hz. The I2 Cdevlib open source library was used to
extract information from the IMU. [104] Pose estimates using an IMU sensor are known
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to drift due to error accumulation making it necessary to offset the IMU regularly to avoid
drift in orientation measurements. Calibrating the IMU’s offset at the beginning of data
collection and fine tuning during post processing ensures accurate head pose within 7◦
(σ = 8.34◦ ) of error for short recordings. Longer recordings may incur significant error in
pose estimates unless externally corrected or reduced using a secondary sensor. Frequent
head turns may also lead to an increase in head pose error so it is a good practice to
reset the IMU following a few head turns. [92] While we do not hinder participants mid
task, pose estimates for certain recordings (marked with γ in Supplementary Table 1)
were manually corrected by a rotation operation before and after each heading change
during post processing. Head angular drift and deviation in orientation are measured for
all participants by the difference in head pose at the beginning and end of a task. We
evaluated the sensor drift to be 0.021◦ /s (σ=0.035) on average. Per participant drift can
be found in Supplementary Table 1.

3.3.3

ZED Stereo camera

The ZED stereo camera provides a 1080p point cloud at 30Hz which is calibrated and
mapped onto the ETG coordinate system CE from its own coordinate system CZ . We
found the error in depth measurement to be proportional to the distance under consideration. The euclidean 3D error was found to be less than 0.5m at a distance of ∼10m
(beyond that is considered to be infinity), which is in agreement with other independent
analysis. [105]

3.4

System calibration

All measurements in the GW setup are reported in reference to a modified checker chart
which is fixed in the world coordinate system (see Figure 3.5). Prior to data collection,
we instructed the participants to perform two calibration routines before each task.
Routine 1 - This is the native offline calibration routine offered by Pupil Labs version
1.8.26 (i.e. calibration using natural features) following 3D pupil detection and gaze mapping. This routine required that subjects looked sequentially at red calibration targets
placed in alternating boxes on the modified checkerboard chart.
Routine 2 - In the second routine, participants were asked to maintain a comfortable
head pose while fixating on one of the calibration targets. They were then asked to
move their heads horizontally or vertically while maintaining fixation at that point, thus
inducing a vestibular ocular response. This routine performed a system calibration by
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aligning all hardware components to a common world coordinate system.

3.4.1

Pupil Labs eye tracker calibration

The angular error between the gaze POR and the location of the red calibration target within the world camera imagery is presented in Figure 3.6. This measure reflects
](ke−1 Px , ke−1 Pc ), where Px and Pc are the homogeneous coordinates of the red calibration
target and gaze PoR. ke is the intrinsic matrix of the ETG world camera. We evaluated the
calibration accuracy to be within 1◦ of error within 10◦ from the center of the calibration
pattern. Individual participant eye tracker calibration error can be found in Supplementary Table 1. The ETG eye camera has manual focus lenses which were readjusted for
every participant to ensure sharp visual features.

3.4.2

Temporal alignment

Each individual component of our system has a fixed temporal offset from each other. This
temporal offset is removed using normalized cross-correlation of the angular velocity traces
between the IMU, ETG and the ZED stereo camera. Since the ZED camera utilizes visual
odometry to derive a pose estimate, it is not uncommon to observe a poor pose estimate
during the VOR calibration routine. In those situations, we tracked the checkerboard
corners in the ZED and ETG world camera to derive a velocity estimate for each corner
point. In the absence of ZED pose information, these velocity estimates were used to
compute the offset between ETG and ZED using cross-correlation as described in the
next section. It should be noted that there exists an inherent latency between head and
eye movements during a VOR [106]. However, we remove all latency while correcting for
temporal offsets (including biological latency).

3.4.3

ETG-IMU calibration

Initially, the IMU and ETG are defined in their own respective coordinate systems, CH and
CE . When participants were fixated at a point on the calibration chart during Routine 2,
their eye and head pose was defined as the Z axis of our new world coordinate system CW
using rotation operations. The IMU is placed approximately 1-2 cm above the cyclopean
gaze origin (an imaginary point midway on the line joining both eye centers). Instead
of correcting for translation offset (which can vary by subject), we choose to align CH
W and RW . These matrices were initially
and CE to CW solely using rotation matrices RH
E
derived using vector rotations and manually fine tuned until the coordinate systems were
satisfactorily aligned (Gaze-in-World (GiW) velocity, i.e., the head compensated cyclopean
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Figure 3.5: Checkerboard pattern placed in front of a participant during calibration phase.
The red cross marks are used to calibrate the eye tracker in routine 1. The checkerboard
corners are used for a 2-way multiview calibration between the ZED stereo camera CZ
O , T O ) → Transformation needed to move from
and the eye tracker world camera CE . (RZ
Z
E , T E ) → Transformation needed
CZ to the calibration chart’s coordinate system, CO . (RO
O
to move from CO to CE
.
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eye velocity is minimized). Once the head and eye orientation are defined in CW , we rotate
the EiH vector using the updated head pose to obtain the GiW vector.

3.4.4

ETG-ZED calibration

Calibrating the ETG and ZED is required to register the depth point cloud from ZED’s
coordinate system CZ to the ETG scene camera CE , to obtain calibrated depth values of
the visual field. The visual field is defined from the center of the world camera, hence we
choose to superimpose the depth map onto the world imagery. Since the distance between
each checkerboard corner point is known, we can produce a grid of corner points in world
units (mm) defined in the checkerboard coordinate system CO . This grid can be aligned
and projected on CE and CZ using extrinsic parameters (R, T ). Corner points extracted
from time synced ETG world and ZED left camera images were used to find R and T . The
ZX + T Z)
extracted image points and the checkerboard grid are related using xZ = kZ (RO
O
O
E
E
and xE = kE (RO XO + TO ). Here, XO is the 3D checkerboard grid defined in CO . kZ
and kE are the left ZED and world camera intrinsic matrices. For detailed information
regarding this process, we refer the reader to single camera calibration, part 1, multiview
geometry by Hartley et al. [107] The transformations required to align CZ to CE can be
E = RE RZ −1 and T E = T E − RE T Z , which are used to transform the depth
derived as RZ
O O
Z
O
Z O
point cloud from CZ to CE . Once we have an aligned depth map, we trace a ray from the
ETG world camera center to a subject’s PoR and intersect it with the transformed point
cloud to derive a 3D PoR in mm.

3.5

Operations

All absolute angular velocity measurements (i.e. magnitudes) are calculated using a modified Two-Point Central Difference algorithm (2-P) [108]. The angular velocity ωv can be
derived as δθ/δt, where δθ is given by ](vn+1 , vn−1 ). Here, vn is a normalized unit direction
vector while tn is the timing associated with sample n. δθ is the angular displacement
within the elapsed time. For a fixed sampling rate fs , ωv = fs δθ/2.
Pupil tracking is usually performed in the near infrared because the human iris, regardless of color in the visible spectrum, reflects well in the near infrared. This ensures
adequate contrast between the iris and the pupil, which is dark when illuminated off axis.
However, noise may be introduced while tracking the pupil due to many external and
internal factors such as varying illumination conditions, algorithmic artifacts, lack of contrasting eye features, occluded pupils etc. These artifacts may result in high frequency
noise in the pupil positional signal. Consequentially, several steps were taken to filter
the gaze signal. Since the eye was imaged with a sampling frequency of fs , frequencies
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Figure 3.6: Eye tracker accuracy vs eccentricity from the center of the calibration pattern.
Color scale indicates the number of calibration samples from all subjects.
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higher than the Nyquist frequency (fn = fs /2) were aliased into our signal as noise. To
avoid aliasing, we introduced a low pass filter to suppress all frequencies higher than fn
(Kaiser window, cut-off: 58±2 Hz), a limit well beyond that where typical saccades exhibit
significant power. [109] Furthermore, the 2-P central difference algorithm results in gain
suppression near fn without exhibiting phase shifts as opposed to other non-symmetric
techniques wherein signal delay is not constant. Phase offsets due to anti-aliasing filters
were removed by performing Zero-Phase filtering. [110] To further reduce noise, we utilized Bilateral filtering [111] since it provides an optimal trade-off between noise removal
while maintaining characteristics of eye movements (such as preserving peak saccade velocity). Non-adaptive techniques such as Gaussian filtering suppressed saccade velocity
peaks while increasing their duration and potentially produce misleading characteristics
which could lead to misinterpretation of eye movements. The optimal parameters for bilateral filtering were empirically derived (window length 50ms, σt = 18ms, σr = 8.75◦ /s).
The azimuthal and elevation velocity components are calculated using small angle approximations because of numerical stability during quadrant changes. That is, ω Az = δθAz/δt.
δθAz is approximated as sin δθAz . Small angle approximation results in 1% error in measurement at 14◦ . Assuming a maximum human angular velocity of 900◦ /s, the upper limit
for human angular displacement cannot exceed ∼8◦ within a sample at our sampling rate
of 120Hz, which is within 1% measurement error.

3.6

Labelling

Training and evaluating a gaze event classification model requires labelling our dataset
which is one of the major contributions of this work. The GW dataset was hand-labelled
by five annotators who were trained to identify head-free gaze events. They produced
over 140 minutes of hand-labelled head-free gaze behavior data. The dataset contains
approximately 19,000 detected fixation events, 18,000 saccades, 1,300 pursuit events, and
3,500 blinks. Using a custom labelling tool (see Figure 3.7), labellers had access to eye images, scene images with PoR cross-hair, and the individual head and eye velocity traces.
Using our tool, one minute of recorded data requires 45-60 minutes of annotator time.
While it is possible to develop tools that allow faster labelling[112], they may bias the
labeller with automated suggestive labels. Each labeller made decisions independently
and they were encouraged to leave sequences where they were uncertain of the classification untouched. These sequences, along with low confidence samples (confidence below
0.3, see section 3.3.1), were treated as unlabelled and were not used to compute statistics or to train/evaluate models. While we do observe saccades as low as 15◦ /s, we do
not label microsaccades or post saccadic oscillations due to system accuracy limitations
(head compensated gaze tremor was found to be µ=0.55◦ /s, σ=0.32◦ /s). To provide
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maximum flexibility to researchers, we labelled stable fixations (caused due to tremors,
drift and micro-saccades) and rVOR as a single gaze event type, stationary fixation, while
labelled fixations due to tVOR and optokinetic stimulation as another gaze motion category, fixation under translation (labellers used gaze following as a pseudonym). This
enables researchers to isolate the influence of compensatory mechanisms using a variety
of statistical methods.
Cohen’s Kappa κ is a measure of the overall agreement between two raters classifying
items into a given set of categories. [113] For a given gaze event category, precision p is
the fraction of accurately detected samples over all retrieved samples while recall r is the
fraction of accurately detected samples over all relevant samples in the groundtruth. These
measures, along with the F1 score (the harmonic mean of p and r) are applied by iteratively
calculating agreement between each labeller and the rest of the group, and then reporting
the average value. Note that the described iterative strategy results in p and r holding
the same value. The average overall value of Cohen’s Kappa κ was κ̃ of 0.74 (σ=0.03,
median=0.74), and Cohen’s Kappa is reported for each event type in Tables 3.1, 3.2, and
3.3. Previous studies have shown that human coders exhibit a performance above 0.85 κ̃
while classifying head fixed eye movements, with a very low inter-rater variance. [11] While
we have not managed to replicate such a high level of agreement, we can offer insights as
to why. First, head-free gaze behavior is significantly more complex with a wide range of
behaviors to be classified into the previously mentioned labelling scheme in Section 3.1.
For instance, consider classification of head-free gaze behavior while attempting to catch
a ball into periods of gaze fixations, saccades and pursuit. Subjects engaged in headfree gaze pursuit for a very small portion of the ball trajectory, primarily relying on a
series of fixations and predictive saccades to track the moving ball. This distinction is
not straightforward and can easily be overlooked during labelling. Secondly, relying on a
single source of information such as visual imagery or gaze signals could lead to incorrect
coding (see Supplementary Figure 1). Signal filtering and interpolation produces artifacts
which may be interpreted differently by each rater. [114] Despite the fact that we have
provided multiple sources of information, it is not uncommon for a human labeller to
make erroneous decisions. Lastly, while it is accepted that human coders may change
their labelling strategy over time [11] and the start and end times of coded events may
vary, lack of holistic task awareness could result in data misinterpretation.

3.6.1

Training labellers

Our labelling team was trained using lectures on eye movements, gaze interpretation and
eye-head coordination from the literature to thoroughly understand the labelling nomenclature used in GW. They were then asked to label a common, very small subset of the
dataset that was then analyzed and discussed as a group with the authors. The labellers
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Figure 3.7: Custom made GUI for labelling. 1: Magnitude of EiH velocity with Az
(Azimuthal) and El (Elevation) velocity traces (◦ /s). 2: Magnitude of Head velocity with
Az and El velocity traces (◦ /s). 3: World-view overlaid with the Point-of-Regard (PoR)
and confidence score. 4: Eye-view. 5: Slider to move a window through a recording
temporally. 6: Slider to change the window width. 7: Go-to and Remove button for
labelled regions. 8: Interactive list of labels in a session. 9: Radio buttons to select event
type and mark across a region. 10: Toggle scene and depth view. 11: Record a 10 second
clip of GUI starting at the current sample. 12: Slider to shift labels forward or backward.

Fixational samples

Gaze-pursuit samples

Saccade samples

µ

σ

µ

σ

µ

σ

κ

0.74

0.04

0.73

0.05

0.75

0.04

p/r

0.94

0.03

0.77

0.12

0.79

0.10

F1

0.94

0.02

0.75

0.04

0.78

0.03

Table 3.1: Sample based Cohens κ, precision/recall p/r and F1 score between labellers.
Note that the precision and recall values are identical (see section 3.6 for details.)
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Gaze-pursuit events

Saccade events

µ

σ

µ

σ

µ

σ

l2

12.84

2.25

13.39

2.82

12.96

1.99

Or

0.91

0.01

0.92

0.02

0.74

0.03

F1

0.86

0.04

0.75

0.04

0.89

0.04

κ

0.71

0.09

0.54

0.05

0.79

0.09

κ*

0.54

0.14

0.47

0.09

0.61

0.15

Table 3.2: Inter-labeller event based metrics. All metrics are reported by their mean µ
and inter-subject standard deviation σ. l2 distance of the start and end time (expressed in
ms) of matched events using ELC. Or is the overlap ratio between matched events using
ELC. F1 score as proposed by Hooge et al [11]. Event κ proposed by Zemblys et al [12].
Event κ* found using ELC event matching. For more information on each metric, please
refer to Section 4.3

Fixational samples

Gaze pursuit samples

Saccade samples

µ

σ

µ

σ

µ

σ

Fixational samples

0.94

0.03

0.02

0.02

0.03

0.02

Gaze pursuit samples

0.20

0.10

0.77

0.12

0.03

0.03

Saccade samples

0.19

0.08

0.02

0.02

0.79

0.10

Table 3.3: Normalized sample based confusion matrix (created by normalizing the confusion matrix with the number of samples for each event type in the ground truth) across
every recording with multiple labellers.
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began manually annotating the GW dataset following this group exercise. Individual
weekly meetings with the authors were set to discuss periods of uncertain data.

3.6.2

Data cleaning and post processing

To remove erroneous labels, we adapt the approach proposed by Zemblys et al. [83] For
our dataset, fixational events with <0.5◦ separation between them and within 75ms of
each other were combined into a single event. Fixations less than 50ms and saccades
greater than 150ms in duration were automatically removed. Finally, labelled events with
duration less than 10ms were automatically removed.

Chapter 4

Gaze classification and analysis

1

The aim of this work is to use labelled eye and head movement data acquired from the
Gaze-in-Wild dataset to train automated classifiers. We trained two standard machine
learning models for gaze event classification: a moving window based method and a recurrent neural network (RNN). The input to both classifier models is a sequence of temporally
discrete sensor data vectors, i.e., D = {x1 , x2 , . . . , xn , . . . , xT }, where xn ∈ Rd and n is
the current time step. As described in Section 4.2, these data vectors contain information
from the IMU and eye tracker. For both models, we merge fixations when stationary and
fixations under translation into a single gaze fixation class (see Section 3.1 and Section 3.6).

4.1

Classification models

The moving window model classifies a gaze sample at time n by aggregating information
from a window of data vectors adjacent to xn , i.e., wn = W (xn−s , . . . , xn , . . . xn+s ),
where the vector of window features wn ∈ Rg is computed using a window size of 2s + 1
samples and the function W (·) computes the windowed feature vector. We chose the
random forest (RF) classification algorithm since it works well for low-dimensional data,
and our framework resembles state-of-the-art gaze event algorithms for controlled 2D
environments.[12] RF is an ensemble learning method wherein multiple decision trees are
trained on a subset of samples and their feature space.[115] A RF is easy to train and
they are robust to noise and over-fitting, which are common problems for decision trees.
For gaze classification in 2D controlled environments, Zembyls et al. showed that RF
performed well with only 16 trees and 10-dimensional features up to a 200 ms window.[12]
√
In our experiments, we use 40 trees, a minimum leaf size of 30, and we use g randomly
1

This chapter appears in a published manuscript by Kothari et al. [5]
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Figure 4.1: Bidirectional recurrent network model architecture. The model takes the
magnitude, azimuthal and elevation eye and head velocity (6 features) as its input, passes
through k fully connected feature extraction layers. These features are fed into a stack of
k GRU layers which learn temporal patterns to classify a sample xt . The forward variant
(fRNN) outputs a 24 dimensional vector instead of 48 before being reduced to 3 at the
final FC layer.

selected features per tree where g is the number of features for a given window size.
To improve efficiency during the process of training the window-based RF classifier, we
removed duplicated w vectors (samples with equal value up to the second decimal). These
duplicates were instead represented by a single sample that was upweighted by the number
of duplicates found (e.g. the confidence measure was scaled). No duplicates were removed
from the test set.
Rather than using explicit windows, the RNN model operates on the velocity data
stream, i.e the absolute, azimuthal and elevation velocity (see Section 3.5). We use two
variations of the RNN model. Our one directional forward RNN model (fRNN) classifies
the gaze at time n using only past and present information, i.e., F (x1 , x2 , . . . , xn ). This
model would be especially useful for real-time gaze prediction. For offline processing, we
also use a bi-directional RNN (biRNN) that has past, present, and future information as
input, i.e., F (x1 , x2 , . . . , xn , . . . xT ). Both models are implemented with gated recurrent
units (GRUs),[116] which can handle longer-term dependencies than simple RNNs. A
similar approach was used by the GazeNet architecture,[12] which used an RNN to classify
events in a controlled 2D environment. To prevent the over-representation of samples that
were labeled by N labellers (where N>1), these samples were weighted by 1//N during
the process of training.
The input to our model is a subset of windowed features W . Specifically, the model
accepts the absolute, azimuthal and elevation EiH and head velocity as input. Multiple
sequences, b, are stacked into a single batch of data. All sequences were padded with zeros
to be of the same length as the longest sequence present in the batch, L. This b × L × 6
dimensional data passes through k fully connected layers which generates a nonlinear
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representation of EiH and head velocity. Extracted features are fed into a stack of k
GRU (see Figure 4.1) units with a dropout probability of 10% which learn to associate
temporal patterns with a type of gaze behavior. We use a combination of cross-entropy
and generalized Dice [117] loss functions. The network was optimized using ADAM[118]
for 175 epochs with a learning rate of 0.001, which we reduced linearly as the training
performance improved. We experimented with the number of recurrent and linear layers
and found k=3 worked best. All codes related to GW is made publicly available.

4.2

Input features

The xn features consist of normalized EiH vectors ve and head vectors vh concatenated
together. For the window-based RF classifier, for each time step n, we extract the following
set of handcrafted features from a window of size 2s + 1 around the n-th sample:
1. Mean EiH and head angular distance: ∆θe , ∆θh . Angular distance in degrees
between the mean EiH/head vector of s samples before and after the current sample
of interest, xn .
2. Deviation in EiH and head velocity: σe , σh . Standard deviation of magnitude
of EiH and head angular velocity.
3. Confidence: We supply the confidence measure (see Section 3.3.1) to our classifiers
as weights for each sample. High confidence and duplicate samples are assigned
larger weights.
We also aggregate velocity measurements from every sample in the window. The
velocity measurements are the absolute EiH |ωe | and head velocity |ωh | (angular velocity
extraction has been described in Section 3.5), azimuthal EiH and head velocity ωeAz , ωhAz
and elevation EiH and head velocity ωeEl , ωhEl . All velocity measurements are expressed in
◦ /s. Azimuthal and elevation velocity contain directional information such that a positive
sign indicates a clockwise rotation and vice versa. Assimilating features as a time series
results in a g dimensional window feature vector, where g = 4(2s + 1) + 6. The full window
T

n+s
feature vector is given by wn = |ωe |, |ωh |, ωeAz , ωhAz , ωeEl , ωhEl n−s , ∆θe , ∆θh , σe , σh n ,
where [ ∗ ] stands for aggregation.

4.3

Error metrics

Evaluating the performance of automated classification systems or human labellers is not
straightforward. Traditional error metrics give sample-level measurements (e.g. percentage of individual samples correctly classified) and evaluate performance on a global basis,
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thus oblivious to the inherent structure of the data. For instance, metrics such as accuracy, precision, recall and F1 score are widely used to evaluate the performance of head
fixed gaze classification algorithms. [83, 114, 119] For evaluating agreement level among
labellers or classifier performance with unbalanced data (large variation in the number of
samples per class), accuracy based error metrics suffer from the Accuracy Paradox [12]
which means that a predictive model with high sample level scores might have a lower
event prediction ability. Powers observed that symmetric kappas (e.g. Cohen’s kappa),
which are designed for inter-rater metrics, may not be directly suitable for automated
classifiers. [120] Sample based measures fail to account for any temporal structure and
may not reflect the severity of misclassifying a few, albeit structurally important, samples. Furthermore, it is more intuitive to reason in terms of correctly/incorrectly classified
collections of continuous samples of the same class, or events.
Event based metrics were designed to compensate for the limitations of sample based
evaluation methods. Hoppe et al. provided the percentage of correctly classified events by
comparing the samples within the bounds of each groundtruth event. The category with
the highest number of samples was matched with the reference event. [119] Hooge et al.
proposed a set of evaluation metrics such as the event-level F1 score, the relative timing
offset (RTO) and the relative timing deviation (RTD) between matched events. [11] To
compute the F1 score for a particular gaze movement category, they treat every other category as a common opposite category. However, this operation removes all inter-category
confusion. The first overlapping testing event of the same category as the groundtruth is
considered as matched. Temporal offsets between event start and end times are calculated
for all matched events, providing the added benefit of a measure for temporal alignment
quality. Zemblys et al. proposed the event error rate (EER), which is a length normalized Levenshtein distance between event sequences. [12] Zemblys et al. also proposed the
event-level Cohen’s kappa measure, an extension of the event-level F1 score. [12] These
proposed event level metrics use the standard available measures (F1 , Cohen’s κ) but vary
in their event matching scheme. Differing from Hooge et al., Zemblys et al. proposed that
a testing event with the highest overlap ratio with a groundtruth event is to be treated as
a match. Note that events of differing categories may also be considered as matched. This
results in an event level confusion matrix which is used to generate an overall and per
category Cohen’s kappa score. Existing event level metrics improve the way we evaluate
the performance of temporal classifiers but have their own individual shortcomings for
varying scenarios. For instance, the majority vote method gives no penalty to unexpected
short events that split longer events, and significantly influence the statistical distribution. [119, 12] The event level F1 score also does not support multi-class evaluation, [12]
and the EER measure does not match events and treats all event sequences as strings.
It does not consider or provide insight into temporal offsets. Furthermore, it also suffers
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Technique
Majority vote [119]
Event F1 [11]
Event kappa [12]
Event error rate [12]
ELC

Sample majority
Earliest overlap
Largest overlap
N/A
Window match

Timing
offsets
×
X
X
×
X

Confusion
matrix
X
×
X
×
X
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Symmetric
×
×
X
X
×

Threshold
dependency
×
×
×
×
X

Reliability of
timing offsets
N/A
low
low
N/A
high

Table 4.1: Comparison of event level error metrics

from the Accuracy Paradox and only returns a single value as an overall rating. Last
but not least, different event-matching procedures significantly affect the RTO and RTD
measurements. Zemblys et al. identified that the RTO and RTD measures will be compromised when using the largest overlapping event-matching strategy. [12] Similar situations
may occur when utilizing the earliest overlapping matching strategy. For example, when
onset of the earliest overlapping testing event is close to the offset of a reference event.
Various event based metrics are summarized in Table 4.1. To address some of the shortcomings of previous approaches, we devised the Event Level Cross-Category Metric (ELC)
as described below.
Consider the following taxonomy:
• Reference sequence - groundtruth sequence of labels.
• Testing sequence - predicted sequence of labels, usually the output of an automated
classification process.
• Matched event - two events are considered matched when their start and end position
roughly align in a predetermined window and meet the matching criterion (discussed
below). As an example, consider sequences L1 and L2 in Figure 4.2. All fixation
events in L1 (marked in green) are considered as matched.
• Unmatched event - All events which do not satisfy our matching criterion are considered as unmatched. Both saccades in Figure 4.2, are considered as unmatched.
• Detached event - We often find unmatched events in our ground truth which completely overlap with another test event and belong to the same gaze category. These
type of events are considered to be detached. For example in Figure 4.2, the blink
in L1 (marked in yellow, the start point is matched whereas the end point has no
match) is considered as a detached event. Researchers may safely consider detached
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Figure 4.2: Illustration of the ELC metric on handcrafted test and reference sequences.
(L1) Labels provided by labeller 1. (L2) Labels provided by labeller 2. Colors indicate
the event type and whether labellers are in agreement. Dotted lines from L1 into L2
indicate the time window used in ELC for each transition point. (C1) Direct samplesample comparison between labeller 1 and labeller 2. (L1p, L2p) Results of applying ELC
to labels provided by labeller 1 and labeller 2 respectively. (C2) Event-level comparison
between labeller 1 and labeller 2. Unmatched regions are given specific labels describing
the misclassification type. For example, ‘S-B’ means that labeller 1 labelled the data as
gaze shift whereas labeller 2 labelled the same data as blink.

events as matches per their strictness requirements and application (this operation
would inflate the performance score of a classifier).
• Transition point - It is assumed that all event boundaries touch each other at their
transition points. Transition points have samples of different gaze behavior adjacent
to it. In case event boundaries do not touch, we assume the period between them to
be the none class. All entries pertaining to none, i.e blinks and unlabelled periods,
are removed from consideration. Note that all events have two transition points.
1. Window-based matching: First, we identify every transition point in the reference and testing sequence. For every transition point in reference sequence, we
extend a window of a certain size (e.g. 50 ms) onto the test sequence and find all
transition points within. The reference transition point is matched with the first (in
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time) testing transition point within the match window which satisfies a particular
matching criterion. For onset transition points, the event type on the right should
match the reference event type. Similarly, offset transition points are matched if the
event type on its left matches the reference event type. An event is matched if both
its start and end transition points are matched.
2. l2 distance calculation for matched events: Following window-based matching,
overall timing offsets are calculated for matched events. Unlike RTO and RTD,
which are calculated
separately for start and end points of events, we calculate the
p
l2 distance ( (start1 − start2 )2 + (end1 − end2 )2 where start1 and start2 is the
start positions of two events, end1 and end2 are end positions of two events) for each
event. The mean and standard deviation of all calculated l2 distances (per class and
overall) are used as indicators of alignment quality between two labelled sequences.
3. Overlap ratio calculation for matched events: Since events of different categories have various ranges of duration, the severity of temporal misalignment could
be different for individual event types having the same timing offset values. Therefore, we calculate the overlap ratio [121] Or (Or = n1 ∩n2/n1 ∪n2 ), where n1 and n2 are
samples belonging to two matched events. The overlap ratio reflects the temporal
alignment quality of two events. As with the l2 distance, the mean and standard
deviation are calculated and reported.
4. Timing offsets correction: Once the l2 distance and overlap ratio is calculated,
we remove the effects of misalignment by correcting timing offsets in both sequences.
This correction is applied on all matched transition points regardless of an event’s
match status. For each matched transition point, timing (sample index) of two points
are averaged to create a single representative transition point. If the original point
is shifted away from the event center, the displaced samples are assigned the event’s
category. Likewise, if the transition point moves inwards, the displaced samples are
assigned the external event’s gaze category. If the displaced samples are unlabelled
in a particular sequence, they are assigned the same gaze movement class as the
corresponding sequence.
5. Event level confusion matrix: Comparing two labelled sequences leads to a collection of matched and unmatched events, i.e., a confusion matrix, which describes
inter-category event classification performance. Owing to the timing offsets correction step, event mismatches within the preset threshold are eliminated. Standard
metrics such as Cohen’s κ and F1 score can be derived from the confusion matrix
for deeper insights or to summarize performance.
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6. Applying previous steps in both directions: ELC is an asymmetrical event
matching technique. It can be applied twice by interchanging the testing and reference sequences to find an average performance measure along with a sense of metric
agreement. For instance, if the number of detached events is higher in a particular
order, it provides insight into larger proportions of event merges in the testing sequence. Inter-labeller performance is computed by applying ELC both ways but not
for human-classifier evaluation.
In Figure 4.2, sequences L1p and L2p show the results of applying ELC to the labels
in L1 and L2 respectively. The application of these rules eliminates many minor (mainly
temporal) disagreements between sequences and considers only the regions of major disagreement as seen in sequence C2. Event Kappa utilizes the largest overlapping strategy
to match events, which results in lower RTO and RTD scores. [12] For instance, event F2
in L1 gets split into two shorter events F20 and F30 by an unexpected event S20 in L2, the
metric tends to match the fixation in L1 with the largest overlapping event (F30 in this
case). This leads to a poor RTO and RTD measures. However, ELC considers the start
and end points of F2 in L1 and matches them with the start of F20 and the end of F30
respectively. F2 is considered as a matched event and the testing sequence is rewarded
by increasing the F/F counter in the confusion matrix. Likewise, the testing sequence is
scored negatively for the offending event, S20 , by increasing the F/S counter in the confusion matrix. The l2 distance (functionally equivalent to RTO and RTD measurements)
accurately computes the alignment quality. Interchanging L2 as the reference and L1 as
the testing sequence, events F20 , S20 and F30 would be considered as unmatched events and
l2 distances would not be calculated.
Overall, ELC provides a faithful indication of timing offsets using the window-based
matching strategy. ELC is dependent on a parameter, i.e., the window size. The window
size indicates the system tolerance for timing offsets between ground truth and testing
events. Since it’s easier to identify the start and end points of gaze shifts as compared to
other types of gaze events, different window sizes for gaze shift related events (±25ms) and
non gaze shift related events (±35ms) are used. Researchers may consider using larger
window sizes for situations wherein event onset and offsets conditions are relaxed.

4.4

Results

The two classifiers are assessed using leave-one-out cross validation by testing on a single
person’s data (the holdout subject) and training the model on remaining subjects. This
process is repeated for subjects 1, 2, 3, 6, 8, 9, 12, 16, 17, 22. For each of these tests,
certain steps are taken to prevent overfitting. Training data for the holdout subject is
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κ

G.Fix κ

G.Pur κ

Sac κ

RF

0.63

0.63

0.28

0.74

fRNN

0.54

0.54

0.29

0.68

biRNN

0.61

0.61

0.37

0.69

Human

0.74

0.74

0.73

0.75

Table 4.2: Sample based Cohen’s Kappa score κ for each optimized classifier.

split into five folds with approximately equal frequencies of saccades and fixation gaze
events (but an unequal number of frames) per fold. However, due to the low frequency of
pursuit events within the dataset, and their unequal distribution across subjects, we did
not divide gaze pursuit events between folds. For each holdout subject, four folds were
used to train the RNN model while the single fold was used to fit model parameters, which
were then saved. Following conversion, the parameters for the best performing model on
the single validation fold were saved. The iterative process results in five sets of converged
parameters per holdout subject. The best performing set of parameters on the holdout
subject is accepted as the optimal set of weights for that model type, and for subsequent
comparison against other model types. One notable exception to this procedure is the RF
algorithm, which does not require a validation set. Instead, its parameters were chosen
to maximize its performance while maintaining a manageable model footprint ∼50 mega
bytes.
Classifiers are evaluated using both sample and event level metrics (see Section 4.3).
Classifier output is not evaluated during blinks or for unlabelled data points. As the
window size increases, RF gains increasing temporal awareness which results in higher κ
performance with diminishing returns. It can be observed in Figure 4.3 that RF arrives at
an asymptotically improving performance with a window size of 30 ms and above. Individual κ scores for each gaze class reveals that all classifiers find it difficult to distinguish
gaze pursuits. Overall, sample based metrics convey that RF with a large window size
outperforms RNN for detecting saccades but performs poorly on gaze pursuit samples
(Table 4.2).
We report event based metrics and observe that biRNN outperforms RF on all measures. Interestingly, event F1 and event κ scores computed using Zembyls et al. shows an
increase in saccade classification performance (see Table 4.3) for biRNN over RF. However,
this increase is not reflected using sample based metrics (Table 4.2) or event κ computed
using ELC (Table 4.4). Notably, RF outperforms RNN based methods in l2 scores, indicating a better ability to produce tighter fits around saccades (see Table 4.4). Overall, gaze
pursuit classification baselines fall short on human level performance but the results are
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Figure 4.3: Sample level performance metrics. All performance curves are centered around
their mean, µ± standard error. Left - Overall κ score. Inner left - Gaze fixation κ score.
Inner right - Gaze pursuit κ score. Right - Saccade κ score. Please note the varying ylimits to accentuate the difference in performance. RNN uses memory to encode temporal
patterns, and hence the RNN architectures are represented as horizontal lines as they do
not operate in window sizes. We would like to highlight that all window sizes are in the
velocity domain. Window sizes in angular domain can be derived by adding 10 ms (please
refer to Section 3.5).
G.Fix F1

G.Pur F1

Sac F1

EER

G.Fix κ

G.Pur κ

Sac κ

Overall κ

RF

0.74

0.26

0.82

0.26

0.46

0.01

0.63

0.32

fRNN

0.74

0.22

0.81

0.30

0.61

0.22

0.69

0.47

biRNN

0.80

0.35

0.83

0.16

0.61

0.27

0.67

0.47

Human

0.86

0.75

0.89

0.14

0.71

0.54

0.79

0.62

Table 4.3: Metrics based on various event matching techniques proposed by others. Event
based F1 score proposed by Hooge et al. [11] Event Error Rate (EER) proposed by Zemblys
et al. [12] Event and overall κ scores calculated using Zemblys et al. [12]
G.Fix

G.Pur

Sac

Overall κ

κ

Or

l2

l2 σ

κ

Or

l2

l2 σ

κ

Or

l2

l2 σ

RF

0.37

0.31

0.93

12.97

2.10

0.03

0.88

15.15

3.44

0.54

0.75

12.80

2.16

fRNN

0.27

0.21

0.90

15.09

3.32

0.03

0.89

15.70

3.44

0.44

0.69

15.01

3.42

biRNN

0.37

0.34

0.92

14.93

3.64

0.14

0.90

14.25

3.84

0.44

0.71

14.73

3.62

Human

0.56

0.54

0.92

13.85

3.64

0.47

0.89

15.23

3.84

0.61

0.73

13.67

3.62

Table 4.4: Standard metrics derived from the ELC confusion matrix. Or is the overlap
ratio between matched events. l2 distance between matched event start and end times and
their standard deviation l2 − σ in ms. l2 and l2 − σ are similar to RTO and RTD metrics
proposed by Hooge et al. [11]
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Cohen κ

Overall

G.Fix

G.Pur

Sac

biRNN (only eyes)

0.56

0.55

0.24

0.71

biRNN (only absolute)

0.58

0.57

0.33

0.71

biRNN

0.61

0.61

0.37

0.69

Table 4.5: Sample based κ score after removing either head movement information or
directional information.

consistent with the difficulty in classifying pursuit movements over other gaze movement
types in general. [84, 122, 123] The biRNN model produces higher ratio of detached events
(G.Fix: 0.21, G.Pur: 0.20, Sac: 0.05) as compared to RF (G.Fix: 0.09, G.Pur: 0.02, Sac:
0.11) which indicates that a larger number of ground truth events completely overlapped
with events of the same category but their transitions did not fall within the matching
window. Since it is debatable if these detached events can be considered as matches, we
omit them from all measures to avoid inflating scores.

4.5

Ablation study

To understand the role of each feature, we systematically removed essential components
from the best performing model (biRNN with 3 FC and GRU layers). The input to biRNN
comprises of absolute EiH/head velocity, azimuthal and elevation EiH/head velocity. This
generates a signal with 6 features. Please note that azimuthal and elevation velocity store
relative direction information between the eye and head (-ve sign means an anticlockwise
rotation). By comparing different conditions using sample based κ score, we highlight the
essential components required for head-free gaze classification in Table 4.5. For a detailed
comparison using all metrics, please refer to Supplementary Table 2.
As expected, the performance of biRNN with EiH information (only absolute eye velocity) did not vary while detecting gaze fixations and saccades, but drops by 35% (0.37 →
0.24) while detecting pursuit events. Interestingly, a few pursuit events were still detected
despite the lack of head movements. This indicates that head-free eye movements during
pursuit behavior show a varied velocity pattern than gaze fixations and can be differentiated without any knowledge of head motion. We also observe that there is a minor loss in
performance of 10% (0.37 → 0.33) when we remove azimuthal and elevation components.
This highlights that absolute velocity information alone can provide reasonable certainty
for classification.
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Discussion

The main purpose of this work was to build the first dataset of labelled gaze movements
collected during natural behavior ‘in the wild’ (outside of the laboratory), to have multiple
labellers manually label the gaze events in the dataset, and to showcase the performance
of two standard temporal classification techniques, Random Forest and Recurrent Neural
Networks, using some common evaluation metrics. To overcome incorrect inter-event
timing offsets observed in existing metrics, we introduce the ELC metric. The usefulness
of a classifier lies in its ability to generalize in unseen circumstances. Hence, all our
baseline performances are evaluated using the leave-one-out approach, wherein a classifier
is tested on a single subject’s data while trained on the rest. Despite the fact that there is
variability among human labellers, there is as yet no other choice, so we rely here on their
labels as the gold standard. To improve upon existing event metrics and provide a reliable
measure of alignment quality, we devised a new event matching technique, ELC, which
matches events based on their transition points. ELC provides some control on evaluation
strictness by identifying events which belong to the same category but are not temporally
aligned due to event fragmentation.

4.6.1

Lower gaze pursuit classification performance by classifiers

The best performing classifier for gaze pursuits is 49% lower than the average human level
performance (sample κ: 0.73 → 0.37) whereas fixation and saccade performance achieves
an average of 87% of human performance (sample κ G.Fix: 0.61→0.74, Sac: 0.69→0.75).
While pursuing moving targets, we observed that participants seamlessly interchanged
between fixational and pursuit movements. The distinction between these movements
are difficult to observe, especially during low velocity conditions because small angular
errors in orientation measurements (a phenomenon common with IMUs) could result in
misinterpretation without additional context for consideration (such as scene imagery with
overlaid gaze PoR), a modality currently unavailable to our classifiers. Distinction between
gaze fixation and pursuit events is further compounded when the head tracks a moving
target or makes anticipatory movements but gaze remains stable at a fixation point. This
motion elicits a signal similar to VOR, but if we rely purely on visual inspection then these
events can easily be confused with pursuit motion. Situations such as these, combined with
minor orientation errors, largely contribute to fixation/pursuit confusion seen in Table 4.2.

4.6.2

Head tracking: A pursuit or fixation?

Previous research has shown that the head tracks a moving target (in our case the ball)
while the eyes predict the ball location using predictive saccades. [28] We find numerous
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instances of gaze shifts to known targets where head movements precede eye movements
in an anticipatory manner [124] to ensure that upcoming eye movements do not deviate
too far from the relatively tight distribution seen in Figure 3.4. Participants frequently
showed tracking behavior with the head and predictive or catch-up motion with the eyes
during early phase of the ball trajectory. This behavior is usually followed by gaze pursuits
during the next phase, i.e. the ball height is peaked and its projected retinal velocity is
low. Following the peak phase, participants made predictive saccades to their hand for
successful ball interception. GW also captures instances where the head catches-up to
the fixation location while maintaining a strict coupling with the ball trajectory. While
some may argue that head tracking of a moving object constitutes a pursuit motion, we
instructed labellers to mark those sequences as fixations because the signals are identical
to a VOR (please refer to Supplementary Figure 1).

4.6.3

Head and Eye tracking can have different coordinate systems

Based on the ablation study, we observed that providing only the absolute velocity information achieved almost the same performance as biRNN-3, our best performing model.
Interestingly, it highlights that for a slight drop in performance, future end-end classification frameworks may perform reasonably well if they simply provide unaligned eye
and head motion information. While gaze fixations and saccades are distinctly identifiable using only eye-in-head (EiH) information, pursuit movements would be difficult to
differentiate with a fixation without head movement information. As a sanity check, we
also verified that the presence of a head tracking device improves classification of headfree pursuit movements by up to 35% as opposed to without head movement information
(sample κ: 0.24 → 0.37). It is interesting to note that despite removing head movements,
the RNN classifier is still able to identify a few pursuit events which indicates that they
demonstrate different EiH velocity statistics as fixations (for more information, please refer
to Supplementary Table 2).

4.6.4

Gaze-in-world information for classification

We include head pose as an input modality for the classifiers. While it is possible to classify
the gaze-in-world signal, which is the head compensated eye-in-head signal, we wanted to
train algorithms which could directly capture eye and head movement dynamics along with
classifying it. For instance, we often find gaze pursuit events which are dominated either by
head or eye movements, a distinction which would be lost when classifying gaze-in-world
information.
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General limitations

Given limitations in current technology, it is unavoidable that tracking head position using
a low cost IMU will accumulate error over time. All task duration were ∼3 minutes long
and the error in orientation at the start and end of a recording was found to be 7◦ on
average (see Section 3.3). While this error affects the absolute velocity component by a
very small margin (0.04◦ /s on average), it leads to unwanted shifts in the azimuth and
elevation velocity component (see Supplementary Figure 1). Despite the use of a ratcheted
head strap, this error accrues, in part, due to slippage of the helmet on the head, which
will cause a misalignment of the helmet-mounted ZED stereo camera and the Pupil Labs
eye tracking glasses (see Section 3.2). Future work might further reduce slippage through
using software correction, such as the estimation of rotational slip on a frame-to-frame
basis by matching visual features in the stereo camera and Pupil Labs world camera
imagery, or through the fusing visual pose estimates with IMU data, as is commonly used
in simultaneous localization and mapping.

4.6.6

Limitations of event-based metrics

Although event level error metrics give researchers a better idea of the actual performance
of automated classifiers or agreement level between labellers, existing event level metrics
suffer from various drawbacks. The majority vote metric by Hoppe et al. remains agnostic
to the testing sequences’ structure. It does not penalize during event fragmentation caused
by unexpected short events in the testing sequence. [119, 12] Moreover, this metric could
be biased by the distribution of samples. Event level F1 score does not work well in multicategory scenario [12] and gives out unreliable RTO and RTD. EER does not provide any
measure of alignment quality and suffers from the Accuracy Paradox. [12] Event matching
techniques based on the largest overlap ratio, such as the event κ proposed by Zemlys et
al. do not provide a reliable measure of alignment quality. [12] ELC overcomes these issues
by matching events whose transition points fall within a window. A potential drawback of
ELC is its dependency on the window size. Although the window size could be carefully
chosen for different types of events and transitions, the metric could generate different
results due to varying window sizes. For example, if a small window size was chosen, ELC
would have a lower tolerance for transition ambiguity between certain event types which
could result in higher misclassification scores. Furthermore, ELC is not symmetrical.
To alleviate that, we propose that metrics derived using ELC should be averaged when
used to evaluate inter-coder performance. While ELC overcomes certain drawbacks from
previous evaluation techniques, new event level metrics are needed which accurately reflect
performance, is symmetric in nature, provides a reliable measure of temporal alignment
quality and is independent of an external threshold.
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Conclusion

This work introduces GW, a large-scale dataset for studying eye and head coordination in
naturalistic conditions. Participants were asked to perform four tasks without constraining
them in any manner and were free to accomplish the tasks in any manner they chose
to. Approximately 2 hours and 15 minutes of gaze behavior was manually hand coded
by multiple human annotators and used to train gaze classifiers. We benchmark the
performance of two machine learning algorithms for classifying these events and found that
both achieved near human level performance for detecting gaze fixations and saccades, but
they found it difficult to distinguish gaze pursuit behavior without additional contextual
information otherwise available to human coders. In an effort to produce intuitive measures
for event level similarities between two sequences, we propose the ELC event matching
algorithm. We verify that all commercial eye tracking solutions could benefit in classifying
head-free gaze pursuit movements by including a low cost IMU. Furthermore, comparable
results are observed when head-free gaze movements are classified purely based on absolute
velocity information of the eye and head, which indicates that head-free gaze classification
is possible without aligning the eye and head coordinate systems.

Chapter 5

RITnet
5.1

1

Abstract

Accurate eye segmentation can improve eye-gaze estimation and support interactive computing based on visual attention; however, existing eye segmentation methods suffer from
issues such as person-dependent accuracy, lack of robustness, and an inability to be run in
real-time. Here, we present the RITnet model, which is a deep neural network that combines U-Net and DenseNet. RITnet is under 1 MB and achieves state-of-the-art results
on the 2019 OpenEDS Semantic Segmentation challenge. Using a GeForce GTX 1080 Ti,
RITnet tracks at over 300Hz, enabling real-time gaze tracking applications. Pre-trained
models and source code are available 2 .

5.2

Introduction

Robust, accurate, and efficient gaze estimation is required to support a number of critical
applications such as foveated rendering, human-machine and human-environment interactions, as well as inter-saccadic manipulations, such as redirected walking [125]. Recent
non-intrusive, video-based eye-tracking methods involve localization of eye features such
as the pupil [103] and/or iris [57]. These features are then regressed onto some meaningful representation of an individual’s gaze. Convolutional neural networks (CNNs) have
demonstrated high accuracy [66, 69] and robustness in unconstrained lighting conditions
[63] and an ability to generalize under low resolution constraints [74, 77].
In an effort to engage the machine learning and eye-tracking communities in the field of
1
2
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eye-tracking for head-mounted displays (HMD), Facebook Reality Labs issued the Open
Eye Dataset (OpenEDS) Semantic Segmentation challenge which addresses part of the
gaze estimation pipeline: identifying different regions of interest (e.g., pupil, iris, sclera,
skin) in close-up images of the eye. Such semantic segmentation of these regions enables
the extraction of region-specific features (e.g., iridial feature tracking [70]) and mathematical models which summarize the region structures (e.g., iris ellipse [57, 63, 77], or pupil
ellipse [103]) used to derive a measure of gaze orientation.
The major contributions of this paper are as follows:
1. We present RITnet, a semantic segmentation architecture that obtains state-of-theart results on the 2019 OpenEDS Semantic Segmentation Challenge with model size
of only 0.98 MB. Our model performs segmentation at 301 Hz for 640×400 images
on an NVIDIA 1080Ti GPU.
2. We propose domain-specific augmentation schemes which help in generalization under a variety of challenging conditions.
3. We present boundary aware loss functions with a loss scheduling strategy to train
Deep Semantic Segmentation models. This helps in producing coherent regions with
crisp region boundaries.

5.3

Previous Works

Recently developed solutions for end-to-end segmentation involve using Deep CNNs to
produce a labeled output irrespective of the size of the input image. Such architectures
consist of convolution layers with a series of down-sampling followed by progressive upsampling layers. Downsampling operations strip away finer information that is crucial
for accurate pixel-level semantic masks. This limitation was mitigated by Ronneberger
et al. by introducing skip-connections between the encoder and decoder [7]. Jergou et
al. proposed TiramisuNet [72], a progression of dense blocks [126] with skip connections
between the up- and down-sampling pathways. TiramisuNet demonstrated reuse of previously computed feature maps to minimize the required number of parameters. Dangi
et al. proposed the DenseUNet-K architecture [127] for image-to-image translation based
on simplified dense connected feature maps with skip connections. The RITnet model
presented in this paper is based on the DenseUNet-K architecture3 .
3

https://github.com/ShusilDangi/DenseUNet-K
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Proposed Model: RITnet

Recently, segmentation models based on Fully Convolutional Networks (FCN) have performed well across many datasets [72, 7]. That success, however, often comes at the cost
of computational complexity, restricting their feasibility for real-time applications where
rapid computation and robustness to illumination conditions is paramount [8]. In contrast,
RITnet has 248,900 trainable parameters which require less than 1MB storage with 32-bit
precision (see Figure 5.2) and has been benchmarked at over 300 Hz.
RITnet has five Down-Blocks and four Up-Blocks which downsample and upsample
the input. The last Down-Block is also referred to as the bottleneck layer which reduces
the overall information into a small tensor 1/16th of the input resolution. Each DownBlock consists of five convolution layers with LeakyReLU activation. All convolution
layers share connections from previous layers inspired by DenseNet [126]. We maintain
a constant channel size as in DenseUNet-K CITE with K = 32 channels to reduce the
number of parameters. All Down-Blocks are followed by an average pooling layer of size
2 × 2. The Up-Block layer upsamples its input by a factor of two using the nearest
neighbor approach. Each Up-Block consists of four convolution layers with LeakyReLU
activation. All Up-Blocks receive extra information from their corresponding Down-Block
via skip connections, an effective strategy which provides the model with representations
of varying spatial granularity.

5.4.1

Loss functions

Each pixel is classified into one of four semantic categories: background, iris, sclera, or
pupil. Standard cross-entropy loss (CEL) is the default choice for applications with a
balanced class distribution. However, there exists an imbalanced distribution of classes
with the fewest pixels representing pupil regions. While CEL aims to maximize the output
probability at a pixel location, it remains agnostic to the structure inherent to eye images.
To mitigate these issues, we implemented the following loss functions:
Generalized Dice Loss (GDL): Dice score coefficient measures the overlap between the ground truth pixel and their predicted values. In cases of class imbalance [73],
weighting the dice score by the squared inverse of class frequency [117] showed increased
performance when combined with CEL.
Boundary Aware Loss (BAL): Semantic boundaries separate regions based on
class labels. Weighting the loss for each pixel by its distance to the two nearest segments
introduces edge awareness [7]. We generate boundary pixels using a Canny edge detector
which are further dilated by two pixels to minimize confusion at the boundary. We use
these edges to mask the CEL.
Surface Loss (SL): SL is based on a distance metric in the space of image contours
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which preserves small, infrequent structures of high semantic value [128]. BAL attempts
to maximize the correct pixel probabilities near boundaries while GDL provides stable
gradients for imbalanced conditions. Contrary to both, SL scales the loss at each pixel
based on its distance from the ground truth boundary for each class. It is effective in
recovering smaller regions which are ignored by region based losses [128].
The total loss L is given by a weighted combination of these losses as L = LCEL (λ1 +
λ2 LBAL ) + λ3 LGDL + λ4 LSL .

5.5

Experimental Details

5.5.1

Dataset and Evaluation

We train and evaluate our model on the OpenEDS Semantic Segmentation dataset [8]
consisting of 12,759 images split into train (8,916), validation (2,403) and test (1,440)
subsets. Each image had been hand annotated with four semantic labels; background,
sclera, pupil, & iris.
Per OpenEDS challenge guidelines, our overall score metric uses the average of the
mean Intersection over Union (mIoU) metric for all classes and model size (S) calculated
as a function of number of trainable parameters in megabytes (MB). The overall score is
1/S ,1)
given as mIoU +min(
.
2

5.5.2

Training

We trained our model using Adam [118] with a learning rate of 0.001 and a batch size of
8 images for 175 epochs on a TITAN 1080 Ti GPU. We reduced the learning rate by a
factor of 10 when the validation loss plateaued for more than 5 epochs. The selected model
with the best validation score was found at the 151st epoch. In our experiments, we used
λ1 = 1, λ2 = 20, λ3 = (1 − α) and λ4 = α, where α = epoch/125 for epoch<125 otherwise
0. This loss scheduling scheme gives prominence to GDL during initial iterations until a
steady state is achieved, following which SL begins penalizing stray patches.

5.5.3

Data Pre-processing

To accommodate variation in individual reflectance properties (e.g., iris pigmentation, eye
makeup, skin tone or eyelids/eyelashes) [8] and HMD specific illumination (the position
of infrared LEDs with respect to the eye), we performed two pre-processing steps. These
steps were based on the difference in the train, validation and test distributions of mean
image brightness (Figure 11 in Garbin et al. [8]).Pre-processing reduced these differences
and also increased separability of certain eye features. First, a fixed gamma correction
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with an exponent of 0.8 was applied to all input images. Second, we applied local Contrast
Limited Adaptive Histogram Equalization (CLAHE) with a grid size of 8×8 and clip limit
value of 1.5 [129]. Figure 5.3 shows an image before and after pre-processing.
To increase the robustness of the model to variations in image properties, training data
was augmented with the following modifications:
• Reflection about the vertical axis.
• Gaussian blur with a fixed kernel size of 7 × 7 and standard deviation 2 ≤ σ ≤ 7.
• Image translation of 0-20 pixels in both axes.
• Image corruption using 2-9 thin lines drawn around a random center (120 < x <
280, 192 < y < 448)
• Image corruption with a structured starburst pattern (Figure 5.4) to reduce segmentation errors caused by reflections from the IR illuminators on eyeglasses. Note that
the starburst image is translated by 0-40 pixels in both directions.
Each image received at least one of the above-mentioned augmentations with a probability of 0.2 on each iteration. The probability that an image would be flipped horizontally
was 0.5.

5.6

Results

We compare our results against SegNet [8], another fully convolutional encoder-decoder
architecture. mSegNet refers to the modified SegNet with four layers of encoder and decoder. mSegNet w/BR refers to mSegNet with Boundary Refinement as residual structure
and mSegNet w/SC is a lightweight mSegNet with depthwise separable convolutions [8].
As shown in Table 5.1, our model achieves a ∼6% improvement in mIoU score while the
complexity is reduced by ∼38% compared to the baseline model mSegNet w/SC. However, our model’s segmentation quality was impacted at higher values of motion blur and
image defocus (Figure 5.5), Figure 5.1 demonstrates that our model generalizes to some
challenging cases where other models fail to produce coherent results.

5.7

Discussion

Our model achieves state-of-the-art performance with a small model footprint.The final
architecture was arrived at after exploring a number of architectural variations. Reducing
the channel size from 32 to 24 and increasing the number of convolution layers in the
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Model

Mean
F1

mIoU

No. of
parameters
(million)
3.5
3.5

Overall
Score

90.7
91.4

Model
Size
(S)
13.3
13.3

mSegNet*
mSegNet*
w/BR
mSegNet*
w/SC(B)
Ours

97.9
98.3
97.4

89.5

1.6

0.4

0.762

99.3

95.3

0.98

0.25

0.976

0.491
0.495

Table 5.1: Performance comparison on the test split of the OpenEDS dataset. The metrics
and comparison models (*) are used as reported in [8].

Down-Block did not affect the results. Surprisingly, increasing the channel size to 40
and removing one convolutional layer in the Down-Block degraded performance, resulting
in spurious patches in output regions. Performance was influenced by the choice of loss
functions and the adjustment of their relative weights. By setting the boundary-aware
loss at a relatively higher weight, we observed sharp boundary edges and consequently
improved our test mIoU from 94.8% to 95.3%.
We speculate that some aspects of our model were successful because they accounted for
labeling artifacts in the openEDS dataset. For example, although pupil-to-iris boundaries
were defined using ellipse fits to multiple points selected on the boundaries [8], sclerato-eyelid boundaries were created using a linear fit between adjacent points marked on
the eyelids. It is perhaps for this reason that the use of nearest-neighbor interpolation
outperformed bilinear interpolation in the process of upsampling. Although the smoother
curves that result from bilinear interpolation resulted in more accurate detection of the
iris and pupil, it was less accurate in segmentation of the sclera.
Finally, data prepossessing had a significant impact on model performance. Introduction of CLAHE and gamma correction resulted in an overall improvement of 0.2% in
the validation mIoU score. Augmentation helped in noisy cases such as reflections from
eyeglasses, varying contrast, eye makeup, and other image distortions.

5.8

Conclusion

We designed a computationally efficient model for the segmentation of eye images. We also
presented methods for implementing multiple loss functions that can tackle class imbalance
and ensures crisp semantic boundaries. We showed several methods for incorporating preprocessing and augmentation techniques that can help mitigate against image distortions.
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RITNet currently has the best results on the OpenEDS test set, has a model size under 1
MB, and achieves an impressive 301Hz on a NVIDIA 1080Ti.
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Figure 5.1: Comparison of model performance on difficult samples in the OpenEDS testset. Top row, left to right, shows eyes obstructed due to prescription glasses, heavy
mascara, dim light, and partial eyelid closure. Rows from top to bottom show input test
images, ground truth labels, predictions from mSegNet w/BR [8] and predictions from
RITnet, respectively. Compared to other methods, RITnet’s output more closely matches
the ground truth.
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Figure 5.2: Architecture details of RITnet. DB refers to Down-Block, UB refers to UpBlock, and BN stands for batch normalization. Similarly, m refers to the number of
input channels (m = 1 for gray scale image), c refers to number of output labels and p
refers to number of model parameters. Dashed lines denote the skip connections from the
corresponding Down-Blocks. All of the Blocks output tensors of channel size m=32.
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Figure 5.3: Left to right: Original image, image after gamma correction, and image after CLAHE is applied. Note that in the rightmost image, it is comparatively easier to
distinguish iris and pupil.

Figure 5.4: Generation of a starburst pattern from the training image 000000240768. Left
to Right: Original image, selected reflections, concatenating with its 180◦ rotation, final
pattern mask (best viewed in color).
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Figure 5.5: Our model struggles to do an accurate segmentation when eye masks are
heavily blurred or defocused. Despite failure in segmentation, the segmentation output
maps can be salvaged to produced plausible pupil or iris ellipse fits.

Chapter 6

EllSeg
6.1

1

Abstract

Ellipse fitting, an essential component in pupil or iris tracking based video oculography,
is performed on previously segmented eye parts generated using various computer vision
techniques. Several factors, such as occlusions due to eyelid shape, camera position or
eyelashes, frequently break ellipse fitting algorithms that rely on well-defined pupil or
iris edge segments. In this work, we propose training a convolutional neural network to
directly segment entire elliptical structures and demonstrate that such a framework is
robust to occlusions and offers superior pupil and iris tracking performance (at least 10%
and 24% increase in pupil and iris center detection rate respectively within a two-pixel
error margin) compared to using standard eye parts segmentation for multiple publicly
available synthetic segmentation datasets.

6.2

Introduction

There is great potential for the use of eye tracking in augmented and virtual reality
(AR/VR) displays both as a means for user interaction, and for gaze-dependent rendering
techniques that can both increase visual fidelity [130] while also lowering computational
overhead [131]. Contemporary methods for eye tracking in VR and AR build upon techniques established in the context of head-mounted video-oculography, which involve the
use of one or more infrared light sources placed next to infrared eye cameras. These
eye cameras are pointed towards each of the wearer’s eyes while a third camera, referred
to as the scene camera, points away from the wearer to capture the environment being
1
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observed [132]. Existing solutions extract gaze descriptive features such as pupil center [32, 68, 59, 30, 133, 66], pupil ellipse [64, 134, 49, 135, 31], iris ellipse [57, 136, 137],
or track iridial features [70, 138]. These solutions vary in algorithmic complexity, latency,
and computational power requirements. Extracted features are then correlated to a measure of gaze using calibration routines [139, 4, 140], which compensate for person-specific
physiological differences.
Despite many recent advances in eye-tracking technology [141], three factors continue
to adversely impact the performance of eye-tracking algorithms: 1) reflections from the
surroundings and from intervening optics, 2) occlusions due to eyelashes, eyelid shape,
or camera placement and 3) small shifts of the eye-tracker position caused due to slippage [142]. Gaze estimation algorithms such as ExCuSe [32] and PuRe [133] which rely on
hand-crafted features are particularly susceptible to stray reflections (unanticipated patterns on eye imagery) and occlusion of descriptive gaze regions (such as eyelid covering the
pupil or iris). Recent appearance-based methods based on Convolutional Neural Networks
(CNNs) are better able to extract reasonably reliable gaze features despite the presence of
reflections [9] or occlusions [77]. Additionally, for head-mounted eye-tracking systems, the
degradation of gaze estimate accuracy over time due to slippage [143] can be minimized
by estimating the 3D eyeball center of rotation [144] (loosely referred at as an ’eyeball
fit’). Estimating the precise physiology of the human eye is a complicated process and
computationally intractable [145]. By making certain simplifying assumptions [51] about
the human eye and its geometrical constraints, an estimate of a reduced optical eyeball
model can be obtained from 2D pupil [134, 49, 103, 146] or iris [57, 136, 137] elliptical fits.
These elliptical fits are derived from identified pupil and iris segments or outline [147].
Efforts by Chaudhary et al. [9] and Wu et al. [69] demonstrate that CNNs can precisely
segment eye images into its constituent parts, i.e., the pupil, iris, sclera and background
skin regions.
In this work, we show that partially occluded pupil or iris regions can result in imprecise
or degenerate elliptical fits. To mitigate this, we provide a solution, called EllSeg, which is
made robust to occlusion by training CNNs to predict entire elliptical eye regions (the full
pupil and the full iris) along with the remaining background, as opposed to the standard
visible eye-parts segmentation (PartSeg) (see Figure 6.1). Additionally, we demonstrate
that this approach enables us to train segmentation-based CNN architectures directly on
datasets wherein only the pupil centers are available [6, 68, 59], allowing us to combine
eye parts segmentation and pupil center estimation into a common framework.
The summary of our contributions are as follows:
1. We propose EllSeg, a framework that can be utilized with any encoder-decoder
architecture for pupil and iris ellipse segmentation. EllSeg enables prediction of the
pupil and iris as full elliptical structures despite the presence of occlusions.
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Figure 6.1: PartSeg vs EllSeg. Left: A Four-class eye part segmentation at the pixel-level
(i.e. PartSeg) produces labelled pupil (yellow), iris (green), sclera (blue) and background
(purple) classes. Right: The EllSeg (three-class) modification produces labelled pupil
(yellow) and iris (green) elliptical regions and the rest is marked as background (purple).

2. To establish the utility of our methodology, we rigorously test our proposed 3class ellipse segmentation framework using three network architectures, a modified
Dense Fully Connected Network [72] (referred as DenseElNet), RITnet [9] and DeepVOG [31]. Performance is benchmarked with well defined train and test splits on
multiple datasets, including some which are limited to labelled pupil centers only.

6.3

Related work

This work is primarily based on the observation that CNNs can identify which category
a pixel belongs to despite conflicting appearance (e.g. accurately predicting a pixel as belonging to the pupil despite being occluded by eyelids or glasses). Successful segmentation
in the presence of ambiguous appearance indicates that a CNN can reason over a wide
range of inter-pixel spatial relationships while precise segmentation boundaries indicate
successful utilization of fine-grained, high-frequency content observed in local neighborhoods. This ability to capture local information with a global context is achieved by
repeatedly pooling intermediate outputs of convolutional operations within a neural network [148]. While numerous architectures can produce a “one-to-one” mapping between
an image pixel and its segmentation output class, specific architectures rely on encoding
an input image to low dimensional representation followed by decoding and up-sampling
to a segmentation map - aptly named encoder-decoder architectures.
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Researchers have demonstrated promising results using encoder-decoder architectures
for image segmentation. For example, Chaudhary et al. [9] proposed RITnet, a lightweight
architecture which leverages feature reuse and fixed channel size to maintain low model
complexity while demonstrating state of the art performance on the OpenEDS dataset [8].
In this work, we designed our own encoder-decoder architecture called DenseElNet which
incorporates the dense block proposed by RITnet while leveraging residual connections
across each block as proposed by Jegou et al. [72]. This ensures a healthy gradient
flow and faster convergence while mitigating the vanishing gradient problem [149, 150].
Similar to common encoder-decoder architectures, DenseElNet reduces the spatial extent
of its input image but increases the channel size. Note that DenseElNet does not offer any
particular novelty over existing encoder-decoder architectures. It is simply being used to
facilitate testing of our EllSeg framework.
The primary purpose of eye image segmentation, in the context of gaze estimation, is
to produce reliable ellipse fits. The DeepVOG framework by Yiu et al. [31] utilizes the
U-net architecture [7] to segment the pupil followed by an out-of-network ellipse fitting
procedure to generate a 3D model using the ”two circles” approach [49, 54]. A limitation
of their approach is that they segment the pupil based solely on appearance which would
likely suffer from occlusion as described previously. Fuhl et al. [63] demonstrated that
ellipse parameters can be regressed using the bottleneck representation of an input image.
However they do not report any metrics for ellipse fit quality. Wu et al. [69] leverage
multiple decoders to segment an image and estimate 2D cornea and pupil center. Multiple decoders may increase computational requirements and introduce bottlenecks in the
pipeline by operating on redundant information. In contrast, we show that the iris and
pupil ellipse can be generated using a single encoder-decoder forward pass.

6.4

Methodology

Figure 6.2 highlights the EllSeg framework on any generic encoder-decoder (E-D) architecture. First, an input image I ⊂ R is passed through an encoder to produce a bottleneck
representation Z such that Z = E(I). In our implementation of DenseElNet, I is downsampled four times by a factor 2 at the bottleneck layer. Subsequently, the network
segmentation output O is given by O = D(Z) and consists of three channels (background
Obg , iris Oir and pupil Opl output maps). Note that the segmentation outputs are also
used to derive pupil and iris ellipse centers. The pupil and iris centers, along with the remaining ellipse parameters (axes and orientation), are also regressed from this bottleneck
representation Z using a series of convolutional layers followed by a flattening operation
and mapped to a ten-dimensional output (5 parameters for both the iris and pupil ellipses). Please refer to Figure 6.3 for the ellipse regression module architecture. We test
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Figure 6.2: Proposed EllSeg framework (region enclosed by red dotted line) builds upon
existing CNN-based approaches to facilitate the simultaneous segmentation and ellipse
prediction for both iris and pupil regions. The resulting ellipse parameters are highlighted
in the blue box.

Figure 6.3: Regression module architecture. The ↓ signifies average pooling to 1/2 the
resolution. Tensors are flattened after three convolutional layers and passed through two
linear layers before regressing 10 values (5 ellipse parameters for pupil and iris each).

the effectiveness of EllSeg framework on three architectures, DenseElNet (2.18M parameters), RITnet (0.25M parameters), and DeepVOG (3.71M parameters). Note that the
regression module is trained alongside the entire network in an end-end fashion.

6.4.1

Ellipse center

The center of any convex shape can be described as a weighted summation of its spatial
extent (see Equation 6.1). In this context, spatial extent refers to all possible pixel coordinates while weight refers to the probability estimate of a pixel being within the convex
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(6.1)
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Here, xkc and yck correspond to the center of a particular feature class k (such as pupil).
The iterators i and j span across the width W and height H of an image. The probability
values pk for each pixel are derived after a scaled, spatial softmax operation [151]:
k
exp(βO<i,j>
)
pk = PW,H
k
i,j=1 exp(βO<i,j> )

(6.2)

Here, β is a control parameter (also known as temperature [152]), which scales network output around the largest value. We empirically set β as 4. This formulation of
ellipse center gives rise to several advantages offered by EllSeg over PartSeg discussed in
Section 6.4.3 and Section 6.7.3.
While one may trivially estimate the pupil center in this manner, deriving the iris center
is not straightforward due to its placement within the pupil. One alternative is to sum the
pupil and iris activation maps before spatial softmax. However, this incorrectly results in
the predicted pupil and iris sharing the same 2D center which is physiologically improbable
as the pupil is not usually perfectly centered within the iris [153]. Instead, we propose
leveraging the background class to predict the iris center in our 3 class segmentation
framework. Encoder-decoder architectures have shown to perform exceedingly well at
identifying ”background” class pixels (see Supplementary Table 1 in Nair et al. [80] and
Table 2 in Wu et al. [69]). To derive the iris center, we negate the background class
output map in Equation 6.2, a modification which subsequently leads to an inverted peak
at the predicted iris center location. This inversion ensures the background probability
scores do not affect segmentation based loss functions (see Section 6.7.3).

6.4.2

Ellipse axis and orientation

The bottleneck representation Z is a low dimensional latent representation of the input
image. This convenient representation enables us to regress parameters such as the ellipse
axis and orientation (we use L1 loss in our implementation). Experiments revealed that
regressing the pupil and iris centers does not offer sub-pixel accuracy (see Section 6.7.4) as
opposed to deriving them from segmentation output as described in the previous section.
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Loss functions

Segmentation losses LSEG
In the EllSeg framework, the network output O is primarily used to segment an eye image
into pupil and iris ellipses, and the background (which includes scleral regions). To train
such an architecture, we use the combination of loss functions proposed in RITnet [70].
This strategy involves using a weighted combination of four loss functions; cross-entropy
loss, LCEL , generalized dice loss [117] LGDL , boundary aware loss LBAL and surface
loss [128] LSL .
The total loss L is given by a weighted combination of these losses as LSEG =
LCEL (λ1 + λ2 LBAL ) + λ3 LGDL + λ4 LSL . In our experiments, we used λ1 = 1, λ2 = 20,
λ3 = (1 − α) and λ4 = α, where α = epoch/M and M is the number of epochs.
Center of Mass loss LCOM
The L1 loss function is used to formulate an error function between the center of mass, i.e.,
the pupil and iris ellipse centers from the segmentation output maps, to their respective
ground-truth centers. This enables us to leverage datasets such as ElSe [68], PupilNet [59]
and LPW [6] in a segmentation framework where only the ground-truth pupil center is
available. Note that COM L1 loss (henceforth referred to as LCOM loss) does not impede
segmentation loss functions, but instead conditions the network output to jointly satisfy
all loss functions. This results in the characteristic peaks observed in Section 6.7.3. The
inversion of the background class results in an inverted peak at the iris center location.

6.5

Datasets

Combining segmentation and LCOM losses allows the EllSeg framework to train CNNs on
a large number of datasets (to the best of our knowledge, it enables the inclusion of all
publicly available near-eye datasets). To demonstrate the utility of EllSeg, we choose the
following datasets for our experiments: NVGaze [66], OpenEDS [8], RITEyes, ElSe [68],
PupilNet [154] and LPW [6]. For more details about each dataset, available groundtruth modality, and train/test splits, please refer to Table 6.1. Note that we specifically
leverage the S-General dataset from the RIT-Eyes framework [80] as it offers wide spatial
distribution of eye camera position.

6.5.1

Groundtruth ellipse fits

To obtain groundtruth pupil and iris ellipse fits from the selected datasets, pupil and limbus
edges are extracted from groundtruth segmentation masks using a canny edge detector.
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Table 6.1: Summary of datasets. ↑ and ↓ correspond to up and down sampling respectively.
OpenEDS image crops are extracted around the scleral center followed by up-sampling. Note
that images without valid pupil and iris fits are discarded (see Section 6.5).
Dataset

Resolution

Train subset

Test subset

Groundtruth
included

Image Count
(train, test)

Preprocess

NVGaze

1280×960

male 1-4
female 1-4

male 5
female 5

All

15623, 3895

↓4

OpenEDS
2019

400×640

OpenEDS19
train

OpenEDS19
valid

PartSeg

8826, 2376

Crop to
400×300
↑1.6

RITEyes
General

640×480

Avatars 1-18

Avatars 19-24

All

33997, 11519

↓2

LPW

640×480

Subjects 1-16

Subjects 17-22

Pupil
center

93127, 33388

↓2

ElSe

384×288

I, III, VI, VIII, IX,
XI, XIII, XV, XVII,
XIX, XX, XXII

II, IV, V, VII,
X, XII, XIV, XVI
XVIII, XXI, XXIII

Pupil
center

60079, 33846

↑5/3

PupilNet

384×288

I, III, V

II, IV

Pupil
center

25471, 15707

↑5/3

To ensure subpixel accuracy, we consider edge pixels in the inverted mask as well. Edge
pixels which satisfy pupil-iris (i.e., no neighboring sclera or background pixel) or limbus
(i.e., no neighboring pupil or background pixel) conditions are used to determine ellipse
parameters using the ElliFit algorithm [155] (see Figure 6.4). Random Sample Consensus
(RANSAC) [156] is employed to remove outliers. While datasets such as RITEyes and
NVGaze directly offer EllSeg compatible groundtruth semantic masks, synthetic masks for
OpenEDS were generated based on elliptical fits. Images without valid pupil or iris fits
(117 out of 11319) were discarded from all subsequent analysis.

6.6

Experiments and Hypothesis

We rigorously test various hypotheses to validate the efficacy of our proposed methodology
in the field of eye-tracking. In the first experiment (Section 6.7.1), we benchmark the segmentation performance of our network, DenseElNet, on the standard PartSeg framework.
Comparable or superior performance on the PartSeg task will validate DenseElNet. In
the second experiment (Section 6.7.2), we test whether the EllSeg framework improves
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Figure 6.4: Ellipse fitting quality on ground truth PartSeg masks. These fits are further
used to generate EllSeg masks for the OpenEDS dataset.

the detection of both pupil and iris estimates over its PartSeg counterpart. Finally, in
the third experiment (Section 6.7.3), we compare the results of regressing elliptical parameters in the EllSeg framework to those found when estimating the ellipse parameters
using RANSAC. This experiment will test whether reliable and differentiable ellipses can
be directly estimated in an encoder-decoder architecture. Summary of all the experiments
can be found in Figure 6.5.

6.6.1

Training

To ensure fair comparison, all CNN architectures are trained and evaluated with identical
train/validation/test splits. The training set is divided into a 80/20 % train/validation
split. Sample selection is stratified based on binned 2D pupil center position and subsets
present within each dataset (see Table 6.1). This approach ensures that biases introduced
due to sampling are minimized while maintaining similar statistical distributions across
training and validation sets. Bins with fewer than five images are automatically discarded.
All architectures are trained using ADAM optimization [118] on a batch of 48 images at
320x240 resolution with a learning rate of 5 × 10−4 on an NVIDIA V100 GPU.
During training, all models were evaluated with the metric: [4 + mIoU − 0.0025(dp +
di ) − (θp +θi )/90◦ ], where mIoU corresponds to the mean intersection over union (IoU) [157]
score which quantifies segmentation performance, dp & di are the distances between pupil
and iris centers from their groundtruth values in pixels, and θp & θi are the angular error
between the predicted and groundtruth ellipse orientations in degrees. If no improvement
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Figure 6.5: Summary of all experiments described in following sections (Center estimates
are best viewed on screen).
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above 0.001 was observed on this metric for ten consecutive epochs, then a network’s
parameters were deemed converged. The learning rate was reduced by a factor of ten if no
improvements were identified over five epochs. To reduce training time and ensure stable
training on pupil-center-only datasets, all models were pretrained on NVGaze, OpenEDS
and RIT-Eyes training sets for two epochs.

6.6.2

Data augmentation

To increase the robustness of models and avoid overfitting, training images were randomly
augmented with the following procedures with equal probability (12.5%) of occurrence:
• Horizontal flips
• Image rotation up to ±30◦
• Addition of Gaussian blur with 2≤ σ ≤7
• Random Gamma correction for γ =[0.6, 0.8, 1.2, 1.4]
• Exposure offset up to ±25 levels
• Gaussian noise with 2≤ σ ≤16
• Image corruption by masking out pixels along a four-pixel thick line
• No augmentation

6.6.3

Evaluation Metrics

All segmentation performance is evaluated by IoU scores. Ellipse center accuracy is reported as the Euclidean distance in pixel error from their respective groundtruth annotations. Additionally, pupil and iris detection rate [134], i.e., the percentage of ellipse
centers accurately identified within a range of pixels of the groundtruth center point is
also reported.
As most gaze estimation algorithms rely on ellipse fitting on the segmented pupil
and/or iris, we quantify elliptical goodness of fit with metrics that effectively capture ellipse
offset, orientation errors and scaling errors. In this work, we utilize a bounding box overlap
IoU metric that accounts for all ellipse parameters: center, axes, and orientation. For each
defined elliptical structure, a enclosing bounding box is generated. IoU scores are obtained
from a comparison between groundtruth and predicted bounding boxes (Figure 6.6). Note
that the orientation error (difference in ellipse orientation) of the fits is calculated for
images in which the ratio of major to minor axis length exceeded 1.1 - this avoids large
artifacts when elliptical fits are nearly circular.
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Figure 6.6: Visualization of goodness of fit metrics used in the paper. (a) Groudtruth
ellipse (pupil or iris). (b) Corresponding predicted ellipse. The rectangular boxes denote
ellipse-axis-aligned bounding boxes for the respective ellipses. (c) denotes the bounding
box overlap region and (d) illustrates the angular difference between the two ellipses.

6.7
6.7.1

Results and Discussion
Comparison with state-of-the-art models

The DenseElNet architecture is a hybrid of RITnet and TiramisuNet, and has 2.18M
parameters. We also explore the alternative possibility of utilizing other state-of-the-art
encoder-decoder architectures like DeepVOG and RITNet. DeepVOG, with 3.71M parameters, segments images into two classes; pupil and background, i.e., (non-pupil). RITnet,
with 0.25M parameters, defines four classes; pupil, iris, sclera, and background (other).
Table 6.2 highlights that both RITnet and DenseElNet models outperform DeepVOG on
every dataset. Table 6.2 also demonstrates that the performance of DenseElNet and RITnet are comparable (< 2% difference) on all datasets despite varying model complexity.

6.7.2

Ellipse center estimation

In this section, we explore the usefulness of the full ellipse segmentation (EllSeg) over the
traditional eye parts segmentation (PartSeg) by comparing the pupil/iris center detection
rates. We train three network architectures; RITnet, DeepVOG, and DenseElNet both
with LSEG loss functions using the following training scenarios:
• Traditional, four class PartSeg (referred as RITnet-PartSeg, DeepVOG-PartSeg, and
DenseElNet-PartSeg)
• 3-class EllSeg (referred as RITnet-EllSeg, DeepVOG-EllSeg, and DenseElNet-EllSeg)
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Table 6.2: Eye Parts Segmentation: Comparison of pupil (and iris, inside parenthesis)
class IoU scores for RITnet, DeepVOG and DenseElNet model architectures (along rows)
in OpenEDS, NVGaze and RIT-Eyes dataset (along columns). Bold values indicate the
best performance within each dataset. Because DeepVOG was not trained to segment the
iris, we are unable to provide iris IOU scores.
Model

OpenEDS

NVGaze

RIT-Eyes

RITnet

95.0 (91.4)

93.2 (91.7)

89.5/94.4

DeepVOG

89.1 (NA)

90.9 (NA)

83.5 (NA)

DenseElNet

95.4 (92.1)

93.1 (91.4)

91.5 (95.4)

Table 6.3: The percentage of images classified as three categories of occlusion (see Section 6.7.2) for each dataset. Values are presented as pupil (iris).
Occluded

Partial

Visible

OpenEDS

0.0 (0.0)

1.5 (17.2)

98.5 (82.7)

NVGaze

2.3 (0.0)

14.8 (75.6)

82.9 (24.4)

RITEyes

9.5 (11.1)

70.7 (22.3)

19.8 (66.7)

Note that, in this section, all ellipse centers are derived by utilizing ElliFit [155] along
with RANSAC outlier removal on output segmentation maps.
Figure 6.7 presents the pupil/iris detection rate as a function of the error threshold (in pixels) for DeepVOG, RITnet, and DenseElNet, using both PartSeg and EllSeg
frameworks. Although all models demonstrate similar performance when tested upon the
OpenEDS dataset, models trained using the EllSeg framework demonstrate superior pupil
and iris detection on the NVGaze and RIT-Eyes datasets.
Analysis of the ground truth imagery suggests that this difference may be attributed
to the varying amounts of pupil/iris occlusion within each dataset. In order to verify this,
we compute occlusion magnitude, Om , which is defined as one minus the IoU of PartSeg
and EllSeg ground truth maps. Based on this magnitude, each image is classified into 3
categories of occlusion (shown in Table 6.3) based on empirical thresholds, a) fully occluded
(Om ≥ 0.7) b) partially occluded (0.3 ≤ Om < 0.7) and c) fully visible (Om < 0.3).
Dramatic improvements can be observed for the NVGaze and RITEyes datasets wherein
a large percent of images demonstrate partially occluded iris or pupil. Since a smaller percent of images are occluded in the OpenEDS dataset, we observe a small but consistent
improvement in the iris detection rate between 3-6 pixel error threshold (see Figure 6.7,
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Figure 6.7: PartSeg vs EllSeg: The pupil detection rate (top row) and iris detection rate
(bottom row) as a function of the threshold for tolerated pixel error for center approximation for OpenEDS (left column), NVGaze (middle column) and RIT-Eyes (right column).
Results for three architectures RITnet, DeepVOG and DenseElNet are present for both
cases PartSeg (dashed lines) and EllSeg (solid lines). Note that only the pupil detection
rate is shown for the DeepVOG architecture. All detection rates presented here are derived using ellipse fits on segmentation outputs on images sized at 320 × 240. Here, one
pixel error corresponds to 0.25% of the image diagonal length.
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second row-first column). These results and subsequent analysis clearly demonstrate that
EllSeg is robust to occlusions.
In addition to improving ellipse center estimates, Table 6.4 demonstrates that the
EllSeg protocol reduces the number of images with invalid ellipse fits on the predicted
segmentation output.

EllSeg

PartSeg

Table 6.4: The number of images without valid PartSeg or EllSeg ellipse fits for pupil
(and iris, inside parenthesis) for DeepVOG, RITnet, and DenseElNet. The total column
represents the number of valid images used for testing (as in section 6.5.1). Bold text
(lower number) shows superior performance and illustrates the effectiveness of the EllSeg
framework.

6.7.3

Model

Total

DeepVOG

RITnet

DenseElNet

OpenEDS

2376

17 (NA)

1 (0)

2 (0)

NVGaze

3895

10 (NA)

0 (0)

0 (0)

RIT-Eyes

11519

1072 (NA)

287 (69)

353 (62)

OpenEDS

2376

6 (NA)

1 (0)

0 (0)

NVGaze

3895

0 (NA)

0 (0)

0 (0)

RIT-Eyes

11519

215 (NA)

60 (18)

1 (0)

Improving the ellipse estimates

In this section, we analyze the impact of LCOM on segmentation output maps, ellipse
shape parameters and ellipse center estimates.
Ellipse center estimates results are shown in Figure 6.8. All models (RITnet, DeepVOG
and DenseElNet) are trained with the EllSeg framework with and without LCOM . Ellipse
centers without LCOM loss are estimated using ElliFit on segmentation output maps.
Models trained with LCOM loss estimate their centers (xc and yc ) as shown in Figure 6.2.
Figure 6.8 also includes the results of non-CNN based algorithms ExCuSe [32], PuRe
[133], and PuReST [30] which rely on filtered edges, morphological operations and handcrafted features using computer-vision based methods. Note that none of these methods
were designed for OpenEDS, NVGaze, or RITeyes datasets. To facilitate application, pixels with a ground truth label identifying them as a member of the ”background” class
are converted to a uniform grey (digital count=127). This step minimizes the chance of
false detection of the pupil within the background, which is a common issue for images
within the OpenEDS and NVGaze datasets, which have black regions in the periphery.
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Figure 6.8: EllSeg with and without LCOM loss: The pupil detection rate (top row) and
iris detection rate (bottom row) for various pixel error thresholds of center approximation
for three datasets. Models (RITnet, DenseElNet and DeepVOG) are trained with the
EllSeg framework before the pupil center is estimated using either the ElliFit segmentation
output map, or with LCOM loss. The result for non-CNN based model ExCuSe, PuRe
and PuReST are also shown. One pixel error corresponds to 0.25% of the image diagonal
length.
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Table 6.5: Comparison of Pupil center estimate errors (in pixels) on various datasets in
terms of median scores. Note all the CNN models are trained with EllSeg framework.
Image size is 320 × 240.
Model

RITnet

DenseElNet

Method

Ellipse fit

LCOM

Ellipse fit

LCOM

OpenEDS

0.8

1.5

0.8

0.7

NVGaze

0.5

0.8

0.4

0.3

RIT-Eyes

1.0

1.2

0.7

0.7

Fuhl

-

73.4

-

1.7

LPW

-

4.7

-

0.8

PupilNet

-

77.6

-

1.6

Note that for ExCuSe, images are resized to the author-recommended size (384x288). The
predicted center is then remapped to (320x240) to facilitate comparison. For PuRe and
PuReST, the EyeRecTool [158] is used to compute pupil center using the original image
size (320x240).
Figure 6.8 reveals that, although introduction of LCOM often degraded the performance
of RITnet, it improved performance for our model, (DenseElNet). Further, for pupil
detection, the models trained using CNN outperforms all the non-CNNs based models
ExCuSe, PuRe and PuReST.
Table 6.5 shows the comparison of median values of pupil center estimates with and
without LCOM loss in regards to both models RITnet and DenseElNet. There is a slight
improvement in the median values in the DenseElNet model with the introduction of
this loss function. However, for the RITnet model, the inclusion of LCOM deteriorated
the performance by 57%, 19%, and 19% for OpenEDS, NVGaze, and RIT-Eyes datasets
respectively (within one-pixel error range for Pupil center). We suspect this behavior
is due to the relatively limited channel size and low parameter count of RITnet when
compared to DenseElNet.
The analyses presented up to this point focus on the accuracy of pupil/iris center
estimates. However, many algorithms for gaze estimation rely on accurate estimation of
pupil and iris ellipses for the construction of 3D geometric models of the oriented eye
[31, 103, 49, 57].This necessitates a quantitative measure for the goodness of an ellipse
fit. The methodology presented in Section 6.6.3 and represented in Figure 6.6 is used
to calculate the boundary IOU - a measure used to estimate the quality of boundary
estimation. Boundary IoU was calculated for both the pupil and the iris after application
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RITNet_Ellipse

DenseElNet_Ellipse

RITNet_LCOM

DenseElNet_LCOM

DeepVOG

Bounding Box IoU

Pupil Ellipse

Iris Ellipse

Orientation Difference [ o ]

Pupil error

Iris error

Overall IoU

IoU scores

Pupil Accuracy

Iris Accuracy

OpenEDS

NVGaze
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Figure 6.9: Violin plots of boundary overlap IoU (1st and 2nd row: top dashed box),
orientation error (3rd and 4th row: middle solid box), and segmentation IoU score (last
three rows: bottom dashed box) following EllSeg framework by RITnet and DenseElNet,
with or without LCOM loss (LCOM vs Ellipse), following application to the OpenEDS,
NVGaze, and RIT-Eyes datasets (columns)
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of RITnet and Densenet to several datasets, either with or without LCOM . When LCOM
is used, ellipse orientation and axis parameters are regressed via the bottleneck layer, and
when it is not, the ellipse is fit to the segmented mask.
The result of this analysis are presented in Figure 6.9, and reveal that that DenseElNet
with LCOM outperforms without LCOM in terms of boundary IOU and orientation error
for both, the pupil and iris, on almost all datasets.
The pixel-wise IOU score of iris and pupil segmentation is presented in Figure 6.9 (last
three rows). This analysis reveals that DenseElNet also outperforms other models in the
segmentation of the pupil and iris. Although DeepVOG has the highest overall IoU score,
one must also consider that the DeepVOG model is a two-class (binary) classifier (pupil
vs. background) being compared against models of three-class segmentation (pupil, iris,
background) and, in the former case, the IoU score is inflated by the presence of a large
number or background pixels. This analysis also demonstrates that segmentation performance is improved by the inclusion of LCOM for all cases. Some examples of segmentation
outputs with the inclusion of LCOM for OpenEDS and RIT-Eyes datasets are shown in
Figure 6.10.
Qualitative Analysis: Effectiveness of LCOM loss
Here, we study the impact of the LCOM loss function with the DenseElNet architecture.
Figure 6.11 shows the activation maps generated (with and without) LCOM for three eye
images. On closer observation of the pupil class, we observe a high intensity peak in the
region around pupil center in the with LCOM condition (last column) compared to the
without LCOM condition (fourth column from left). This peak around the pupil center is
also evident in Figure 6.12 which shows a horizontal scan through the pupil center of one
of the eye images illustrating the relative activation value for background, pupil, and iris
without (left) and with (right) LCOM .
Note that in Figure 6.11, the iris activation maps appear even when the iris is occluded
by the eyelids in both with LCOM (second column from right) and without LCOM (third
column from left) conditions.
Figure 6.12 shows relatively flat activation values near the iris centers for the iris class
in both with and without LCOM cases; no peak is evident in the iris activation values.
Note that the minimum in the background activation value localizes the center of the iris
representing the inverse of the background (non-iris) region.

6.7.4

Center via bottleneck vs softargmax

To help provide an intuition regarding future network designs, we observe the impact
of regressing the pupil and iris center estimates from the bottleneck (latent) layer [63],
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Figure 6.10: DenseElNet model prediction and its respective ground truth for OpenEDS,
NVGaze and RIT-Eyes dataset.
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Figure 6.11: Figure showing 2D activation maps. Columns (L-R): Original image (1st column), activation maps for background, iris and pupil class for model DenseElNet without
LCOM (2nd-4th column) with LCOM (5th-7th column). Three rows show three different
cases with bottom two having the original image in the background for reference. (Best
viewed on screen)

Figure 6.12: A horizontal line scan across the pupil center to visualize DenseElNet output
behavior without LCOM (left) and with LCOM (right). The inclusion of LCOM generates characteristic peaks which do not impede the task of semantic segmentation while
effectively scaling output pixel activations near the predicted pupil and iris centers (Best
viewed on screen).
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Figure 6.13: The difference between pupil and iris detection rate in the OpenEDS dataset.
Estimates are derived from the latent space and final segmentation maps (DenseElNet).

as opposed to estimating them using soft-argmax on the output segmentation maps (see
Figure 6.2). Estimates from segmentation outputs are observed to be better than those
regressed from latent space (pupil 81% → 98% and iris 42% → 58% detection at the twopixel error margin) (see Figure 6.13). We hope that this intuition can help guide future
efforts for CNN based near-eye feature extraction.

6.8

Summary

This paper presents EllSeg, a new framework for training a CNN to directly segment the
entire elliptical structures of the pupil and iris. This framework was applied to RITnet [9],
DeepVOG [31] and a custom designed hybrid model, DenseElNet, for segmentation as well
as predicting pupil/iris ellipse estimates from eye images.
In Section 6.7.1, we benchmark our custom designed network architecture, DenseElNet, and achieve better baseline PartSeg performance to state-of-the-art encoder-decoder
architectures, RITnet and DeepVOG (see Table 6.2). Our un-optimized forward pass
implementation of DenseElNet operates at 30Hz on an NVIDIA 1080 Ti, Intel-7800K. In
Section 6.7.2, we show that our proposed framework EllSeg outperforms part-segmentation
networks, i.e., PartSeg, for pupil and iris center detection across three test datasets
(OpenEDS, NVGaze, and RIT-Eyes). Additional analysis reveals that the accuracy of
EllSeg can be attributed to greater robustness to occlusion of the iris and pupil by
the eyelids. Section 6.7.3 demonstrates that the addition of LCOM loss function to the
EllSeg framework results in improved pupil/iris ellipse estimates (10% pupil and 24%
iris center detection rate within a two-pixel error margin) and segmentation performance
(> 0.6%, > 1.5%, > 2% for OpenEDS, NVGaze and RIT-Eyes respectively). Visual inspection of output EllSeg activation maps reveals high confidence conditioned around the
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pupil and iris centers. Lastly in Section 6.7.4, we determine that deriving pupil and iris
centers using softargmax is better than regressing the same via the bottleneck layer.

6.9

Conclusion and future work

To conclude, we present EllSeg, a simple 3-class full ellipse segmentation framework intended to extend conventional encoder-decoder architectures for the segmentation of eye
images into pixels that represent the pupil, iris, and background. The EllSeg framework
was benchmarked on multiple datasets using two network architectures: RITnet and our
custom CNN design, DenseElNet. Results demonstrate superior estimation of the pupil
and iris centers and orientation compared to their eye part segmentation models. An
added benefit of the EllSeg framework is that it extends model training to image datasets
in which only the pupil center has been labelled. Superior performance by the EllSeg
framework can be attributed to greater robustness to occlusion of the pupil or iris.
While we evaluate EllSeg on multiple datasets collected from a large pool of individuals
(see Table 6.1), a user based evaluation was not performed due to the time consuming
nature of manual data collection and labelling. For future work, we intend on performing
a comprehensive user study of our model on a wide range of subjects to further quantify
the performance of our framework. We also intend on exploring other models with varying
complexity to evaluate the efficacy of EllSeg. Pretrained models, code and other related
resources will be made publicly available 2 .
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Chapter 7

EllSeg-Gen
The study of human gaze behavior during unconstrained, in the wild activities requires
access to reliable gaze estimation. However, the ability to identify gaze features such as
the iris and pupil centroid in eye imagery suffers in the presence of varying degrees of
reflective artifacts and occlusions, for example from the eyelids and eyelashes. Robustness
to such artifacts and occlusions on unseen imagery is a salient requirement of an ideal
eyetracking solution. This work explores the topic of model generalization for segmenting
eye imagery.

7.1

Introduction

Eye tracking solutions frequently employ computer vision or machine learning (ML) algorithms to extract features of interest from images captured using eye cameras. These
features facilitate the estimation of a subject’s gaze position. While numerous efforts
have explored both approaches, recent works [9, 10, 31, 61, 63, 8, 160] report that ML
systems demonstrate state of the art performance in identifying gaze relevant features
for head-mounted eyetracking. Contrary to computer vision approaches where features
are identified using handcrafted algorithms and heuristics, superior performance by ML is
partly achieved by making minor adjustments in a ML system’s internal parameters with
the objective to maximize the probability of predicting known outputs for given training
inputs [161]. A ML system with millions of parameters could theoretically demonstrate
perfect performance over the distribution of data it was trained on. These systems however often fail to generalize to out-of-distribution samples that are dissimilar to ones seen
during training but plausible under the overarching goals of the problem. For example,
ML systems trained to segment eye images acquired with a small geographic subset of the
human population, or optimized for particular imaging hardware, may fail to generalize
108
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onto the average use case.
In the context of eyetracking, high performance across subjects, environmental reflection, camera quality, camera placement and eye occluding artifacts can be cast as a
Domain Generalization problem [162, 163, 164, 165]. Although the intuitive thought is
that a broader training set will always produce the most generalizable model, it may come
at the cost of performance [166, 167, 168] as a significantly broader distribution must be
captured by limited network complexity [169]. A relevant and alternative approach to
solving the generalization problem would be to assemble a suite of specialized, domainspecific models. At run-time, one could select from them the model trained on a dataset
that maximizes statistical similarity to the intended testing data. The notable drawback
to this approach is that it assumes the existence of a hypothetical method which finds the
best matching model without any test-time labels or annotations. Figure 7.1 is graphical
example to illustrate these approaches one may adopt for optimal generalization.
Researchers often tweak parameters or re-train a ML model specifically for their application. This generally means collecting and annotating data with a fixed hardware
setup and environment while training a model that can generalize across subjects or gaze
positions. Despite sampling from the same data distribution, a model may not generalize
well beyond a few subjects or gaze positions [80]. We hypothesize that jointly training
with multiple datasets may expand the available training distribution and in turn improve
generalization across data collected from different subjects under the same conditions.
In this work, we explore the relationship between model generalizability and performance within the context of eye tracking. The specific contributions of this work are as
follows:
• Sometimes, an engineer must design a model that is optimized for generalizability to
unseen conditions rather than specialization to a specific set of conditions. We test
the hypothesis that a single model trained on data drawn from multiple heterogeneous domains can generalize better than a specialized, dataset-specific model when
evaluated on domains unseen during training. If we accept this hypothesis, then
it suggests there is a benefit in expanding the breadth of the training distribution
by accumulating more data. If we reject this hypothesis, then the better approach
to achieve generalizability is by exploring test-time techniques to find the optimal
model from a pool of dataset-specific models.
• In other contexts, an engineer aim to design a system for a specialized use-case
that is represented by a pre-existing dataset of ground-truth imagery. Indeed, the
best possible performance is attained when we train and evaluate a model on data
drawn from the same distribution. Nonetheless, distribution shift can still exist
due to biased sampling. We hypothesize that training with multiple heterogeneous
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Figure 7.1: An illustration to visualize two different training strategies one may adopt
to maximize generalization. If D3 represents a test distribution, then it is intuitive to
train a model using a combination of D1 , D2 and D4 . However, if D4 represents a test
distribution then a model specific to D3 would demonstrate optimal generalization.

distributions could improve ceiling performance by mitigating distribution shift. If
we accept this hypothesis, then it suggests that one may adopt a multiset training
approach to identify limitations in a dataset. If we reject this hypothesis, then it
suggests our model has limited complexity or the multiset training approach avoids
overfitting to a particular domain.
• In addition to the central hypothesis related to the principles of model generalization,
we present multiple contributions and insights of practical use to the eye tracking
community. These include analyzing the effects of increasing model complexity and
data augmentation.

7.2

Related work

Issues related to domain generalization arise when a ML model trained on a particular
domain generally does not perform well on out-of-domain samples [170, 162, 171]. This
well known phenomenon is known as distribution shift and generally occurs when the
distribution of data points used to train the network does not match the distribution of
data we are evaluating the model on. In this section, we give an overview of two major
types of distribution shifts and the theoretical justifications for potential gains using joint
optimization on multiple sets.
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We are ultimately interested in minimizing the risk of incorrect predictions [161, 172].
Given a source distribution of data, we estimate the target risk as follows:
XZ
l(h(x)|y)pτ (x, y)dx
Rτ (h) =
y∈Y

=

X

XZ
y∈Y

X

l(h(x)|y)ps (x, y)

pτ (x, y)
dx
ps (x, y)

(7.1)

Here, Rτ (h) estimates risk for a model h for an unknown test domain τ and train
domain(s) s. A domain can be represented as a joint probability distribution p(x, y) over
input data x and its associated labels y. The function l computes the error between the
prediction h(x) and the known label y.

7.2.1

Prior shift

Prior shift occurs when the distribution of output labels between the train and test domains
vary [172, 173]. This can be represented in Equation 7.1 by decomposing the joint distribution, p(x, y), as p(x|y)p(y). Prior shift describes the specific case where ps (y) 6= pτ (y)
but the conditional distributions are equivalent, ps (x|y) = pτ (x|y).
X
XZ
pτX
(x|y)p
XX τ (y)
Rτ (h) =
l(h(x)|y)ps (x, y) XX
dx
(7.2)
p
(x|y)p
s X
X s (y)
X
y∈Y

Where the ratio pτ (y)/ps (y) represent the change in class proportions. Consider the case
of eye image segmentation, a critical step in the context of head-mounted eyetracking (see
Figure 6.1 - an eye image and its ground-truth segmentation). In this context, a class could
represent an annotated eye part at the pixel level (e.g. pupil, iris, sclera, other). A change
in class proportions could occur when the eye camera is displaced at different distances
for the train and test domains. This form of domain shift assumes that the conditional
distributions pτ (x|y) and ps (x|y) are equal. This assumption generally is not true since
for a given label yi , eye image appearance can widely vary depending on the environment,
subject physiology, pupil dilation, gaze and camera positions. Therefore, the statistics
related to the spatial distribution of group membership at the pixel level is unlikely to
match across training/testing domains that reflect a difference in eye-to-camera geometry,
camera intrinsic parameters, or across different populations.
To measure and mitigate prior shift, we require access to the test domain labels. Access
to test labels allows us to draw samples non-uniformly in a manner such that p(y) of both
domains align. Domain generalization however assumes no access to test labels. Data
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augmentation schemes such as artificially translating, rotating and scaling images from a
domain can mitigate a portion of prior shift [174, 175, 176, 177].

7.2.2

Covariate shift

Covariate shift occurs when image appearances vary between the train and test domain due
to biased sampling. For example, a model trained to segment eye images captured indoors
may not generalize well onto outdoor environments despite enforcing other variables such
a subject physiology, gaze position and camera pose to be fixed.
X
XZ
pτX
(y|x)p
XX τ (x)
Rτ (h) =
l(h(x)|y)ps (x, y) XX
dx
(7.3)
ps (y|x)p
XX s (x)
X
y∈Y

There are numerous approaches which attempt to minimize covariate shift but they
require access to target imagery in order to model or approximate pτ (x). Domain generalization assumes no access to target imagery.

7.2.3

Mitigating distribution shift

Empirical Risk Minimization [161] is one of the earliest algorithms which serves as a baseline for generalization. Simply stated, simultaneous optimization across multiple domains
results in a model with the least empirical risk on the training set acquired from multiple
domains. While simple in design, multiset training serves as a baseline to measure other
techniques for domain generalization.
Previous work in domain generalization follow the intuition that a model may generalize better if internal network activations are invariant across domain-specific factors [162, 171, 178]. In the context of eyetracking, we want to encourage a network
to learn a generalized representation of an eye image and its subsequent mapping to semantic categories which are invariant to camera quality, occluding artifacts, gaze position
and eye camera location. This is achieved by penalizing a network when the learned latent
representation of eye images statistically align themselves to the domain the images were
sampled from.
One of the earlier attempts to align representations between any two domains involves
minimizing the Maximum Mean Discrepancy metric [179, 180, 181]. This is achieved by
enforcing that the mean latent representation for each individual domain must be equal.
Constraining predicted features in this manner results in learning a distribution of features
centered around a common statistical mean while semantic information is encoded in the
deviation from the predicted mean.
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Other approaches have demonstrated better results using adversarial learning [182,
183, 181]. The key insight within adversarial techniques is to modify a model’s parameter update rule, also known as it’s gradient, to prevent a model from learning domain
specific features. This is typically accomplished by leveraging a secondary network known
as a discriminator with the task of identifying the specific domain that the predicted image features belong to. The primary model is tasked with confusing the discriminator
while simultaneously learning to accomplish its primary task (e.g. the segmentation of eye
images). There are multiple methods one might use to minimize discriminator error. Minmax learning [184] attempts to minimize the error made by the discriminator in predicting
a feature’s correct domain while optimizing the primary network so that it maximizes the
error made by the discriminator. In contrast, gradient reversal [185] attempts to minimize the discriminator’s error while negating the gradient used to optimize the primary
network. Although techniques for distribution shift using adversarial learning can be effective, inappropriate placement of adversarial operations within a network can penalize
features which are domain dependant and correlated to the primary task. This results in
the extraction of sub-optimal features which negatively impacts a network’s performance.
Meta-learning approaches have also proven to be effective for domain generalization [186, 187]. Gradients are derived from randomly selected training sets but optimized
to minimize the loss on randomly selected validation sets [188]. This is accomplished during every parameter update operation wherein a temporary network is created with the
gradient trajectory determined by the training domains. This temporary network is then
optimized to maximize performance on the validation domains, resulting in a modified
gradient trajectory. Gradient updates in meta-learning approaches require computing the
gradient via the temporary network on the validation domains and channeled into the
original gradient derived from the training domains.
Domain generalization can also be achieved by following a curriculum based learning
approach [189]. Li et al. decomposed a network into a feature extraction module consisting of convolutional operations and a classification module which estimates the probability
of a category via extracted features. Their work proposes training domain specific modules which are randomly connected with a domain-agnostic model during cross-domain
episodes. Cross-domain episodes alternate with within-domain episodes which further
optimize models on their respective domains.
While these techniques have demonstrated better generalization performance in their
respective applications, their effectiveness for head-mounted eye image segmentation remains unclear. Extensive experiments by Gulrajani et al. reveal that Empirical Risk
Minimization [161] results in similar or better performance as compared to state of the
art approaches when implemented and evaluated correctly. This work adopts multiset
training to explore two hypotheses by leveraging insights from Gulrajani et al.

CHAPTER 7. ELLSEG-GEN

7.3

114

Methods

We describe the datasets, encoder-decoder convolutional architecture and various tests
which allow us to test our hypothesis that jointly optimizing using multiple datasets results
in better generalization than finding an optimal dataset to train a model.

7.3.1

Datasets

Tests of generalizability are complicated by practical limitations in dataset acquisition.
Acquiring data which represents the general populace requires large-scale data collection
with annotated ground truth. This needs many hours of tedious work, careful labelling,
and may be impractical without the investment of significant time, financial resources,
and coordinated effort across multiple laboratories. To mitigate this limitation, this work
exploits multiple pre-existing and publicly available datasets of near-eye images acquired
from a large number of subjects and different eye trackers which are captured under varying
environmental conditions.
We acquire eye imagery from nine publicly available, annotated and heterogeneous
datasets (see Table 7.1 for overall statistics and Figure 7.7 for individual distribution
plots). Eye images from each dataset are assigned to a train or test split. Each split
contains images acquired from different subjects or recording IDs. Images present in each
dataset are scaled to a common resolution of 320 x 240 pixels. OpenEDS eye images were
cropped vertically to maintain a constant aspect ratio across all datasets. Cropping was
performed in a manner which ensured that the entire iris ellipse is visible. Note that the
sets published in ExCuSe [32], ElSe [68] and PupilNet [59] are combined into a single
dataset as the source of eye imagery are from the same collection [190]. We refer to the
combination of these datasets as the Fuhl datasets.

7.3.2

Network architecture

Drift-free [144] and parallax-free [191] eyetracking requires modelling the approximate
3D center of rotation of an eyeball from 2D pupil [103, 56, 55] or limbus ellipses [57].
Convolutional encoder-decoder architectures have successfully been deployed to segment
an eye image and extract pupil and iris ellipses [9, 10, 31, 61, 8, 63] for datasets with
pixel-level semantic annotations. Most publicly available datasets do not provide access
to pixel-level ground truth annotation but instead provide the pupil center only. To
circumvent this limitation, we adopt with minimal changes the recently published EllSeg
framework [10] that uniquely allows us to train a network using datasets with partial
annotations. This is primarily achieved by tasking a convolutional network to segment
entire elliptical masks instead of visible eye parts. The center of mass of the predicted
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Dataset

Subject ID

# of Subjects

# of Images

Train

Test

Train

Test

Train

Test

640×480

Synth

S-General [80]

1 - 18

19 - 24

18

6

34254

11582

400×640

Real

OpenEDS’19 [8]

Train set

Valid set

95

28

8827

2386

1280×960

Synth

NVGaze [66]

Male 1-4,

Male 5,

Female 1-4

Female 5

8

2

16000

4000

12

10

24000

17730

2,4,5,7,10,
640×480

Real

LPW∗

[6]

11,13,14,17,
19,21,22

3,6,8,9,12,
15,16,18,20

640×480

Real

Swirski [134]

1

2

1

1

298

298

384×288

Real

BAT [123]

1,2,3

4,5,6

3

3

3662

3541

640×480

Synth

S-Natural [80]

1 - 18

19 - 24

18

6

34267

11548

640×480

Synth

UnityEyes [81]

-

-

16000

2000

73053

57496

I, III, V, VII,

384×288

Real

(Fuhl)

VIII, XI, XII,

ExCuSe [32] +

XIV, XVI, XVIII,

ElSe [68] +

XIX, XX, XXI,

PupilNet [59]

XXIV,
New II, New IV

II, IV, VI, IX,
X, XIII, XV,
XVII, XXII,

16

13

XXIII, New I,
New III, New V

Table 7.1: Datasets and their respective train and test splits used to explore generalization. Each dataset is classified into two broad categories called outdoors and constrained.
Eye images in outdoor datasets exhibit large proportion of environmental reflections. Constrained datasets are acquired from experiments or synthetically rendered within indoor,
lab environments with little to no reflective artifacts. ∗ Approximately a third of LPW
recordings were collected outdoors.
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elliptical maps allows us to optimize the entire architecture using only pupil and/or iris
center annotations, conveniently allowing us to train a network on eye images with partial
annotations [10]. For a complete breakdown of the architecture, please see Figure 7.2.

7.3.3

Normalization schemes

Normalizing the input to a convolutional layer significantly speeds up training, improves
peak accuracy performance, and reduces the dependence on weight initialization and
hyper-parameter searches [192, 193]. Batch normalization in particular is a widely accepted technique to reparameterize the underlying optimization problem by providing a
smoother loss landscape [193]. The batch normalization function is:
!
k−µ
x
k
fBN (xk ) =
γk + βk
(7.4)
σk
Where, xk is the k th extracted image feature. Parameters µk and σk are the global
mean and standard deviations of feature k across all training images. Parameters γ and β
are learnable affine transformations. Computing the global mean and standard deviation
across the entire training set is impractical when using stochastic learning [192]. Instead,
batch normalization computes µk and σk within a population sample (e.g. a batch) and
approximates the global statistic by accumulating these values as training progresses.
Statistics accumulated during the training phase are fixed during model evaluation and
are generally provided alongside network parameters to facilitate inference.
Batch normalization is effective if statistics of the population sample accumulated
during training are approximately equal to the global statistics of features extracted from
the test set. This assumption is often violated in the context of domain generalization
as the statistics accumulated from the training domain(s) may encourage learning subnetworks which are specifically aligned towards individual domains and which may not be
transfer onto an unknown test domain (see Figure 7.3).
To overcome this limitation, we adopt Instance Normalization [194] as a drop-in replacement for Batch Normalization and observe improvements to generalization (see Tables 7.6, 7.7 and 7.8). Instance Normalization computes the mean and standard deviation
on a per image basis which are used to normalize and describe image features, irrespective
of their domain, to the same range. Batch normalized features may belong to distributions
that vary in mean and standard deviation, while instance normalized features are cast onto
the unit-normal distribution. Figure 7.3 visualizes the perils of Batch Normalization and
how replacing it with Instance Normalization mitigates this problem.
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Figure 7.2: DenseElNet architecture adapted from EllSeg [10]. The number of parameters
in the encoder are controlled by a base channel size of C and a growth rate of α.

CHAPTER 7. ELLSEG-GEN

118

Figure 7.3: A mock example to illustrate the difference between Batch and Instance Normalization using normalized features extracted from images sampled from domains d1 , d2 ,
d3 and d4 . (Left) Batch normalization centers the extracted features relative to the global
mean estimate of all available domains while Instance Normalization (right) utilizes each
individual image based statistic.
.
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Model Performance Metrics

We analyze three separate metrics of performance:
• Mean Intersection-Over-Union (mIoU) score [195, 196]Pfor the segmented pupil, iris
y ∩ŷ
and background class. This metric is measured as K1 K
k=1 k k/yk ∪ŷk where y and
th
ŷk are predicted and groundtruth masks for the k semantic category. Higher mIoU
score indicates better performance.
• Pupil center error measured in units of pixels. Lower pixel error is better.
• Iris center error measured in units of pixels. Lower pixel error is better.

7.3.5

Generalization tests

The primary goal of this work is to determine if training a model using multiple datasets
results in better performance when generalized to an unseen domain as opposed to selecting
the best performing domain-specific model. The former follows our intuitive understanding
that training a model on multiple domains expands the available distribution we draw
samples from. The latter is possible when the domain we are evaluating overlaps with an
existing dataset. The adopted approach draws inspiration from Koshla et al. [171] and
proposes four tests which allow us to explore our hypotheses. Every test below will be run
on each individual domain’s test set.
Within-dataset
This test is intended to measure the ceiling performance for a given dataset’s test set.
Evaluating a model on the same dataset it was optimized on returns the upper performance
limit. Any performance exceeding this measure indicates that a distribution gap between
the train and test exists. This could occur if the dataset is limited by insufficient variability
due to a biased sampling of its data distribution, insufficient number of subjects or limited
gaze positions due to constrained tasks.
Cross-dataset
This test is intended to measure the performance of a model under conditions of crossdataset Domain Generalization using a single training dataset. Cross dataset results indicate the performance of models when evaluated on domains not utilized during training.
This test allows us to quantify how dissimilar two domains are based on their cross dataset
performance measures. For every available dataset, this test allows us to empirically find
the closest matching dataset.
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All-vs-one
This test is intended to measure the ceiling level of performance when training utilizes all
available datasets, including the within-domain dataset. This scheme trains a model using combined imagery from all available datasets. Comparing the performance of a model
trained on all available distributions against its equivalent within-dataset performance
gives us a clue about a single model’s ability to capture information from multiple heterogeneous distributions. Deteriorated performance indicates insufficient network capacity
and serves as a test to ensure that our results are not influenced by network architecture.
Leave-one-out
This test is intended to measure the performance of a model trained using multiple datasets
except on a given test set that is used to evaluate the model performance. For example,
leave-one-out results on the OpenEDS test set would involve training a model with all
datasets except the OpenEDS training images. Comparing the results of this leave-oneout test with the cross-dataset performance provides evidence for the optimal strategy
which maximally generalizes on the OpenEDS dataset.

7.3.6

Predictions

In this section, we briefly summarize expected results using the four proposed tests. Model
performance will be reported on their relative Intersection-over-Union (IoU) scores, and
their relative ability to estimate the pupil and iris centers, in units of pixels (see Section 6.6.3). Systematic comparison across the proposed tests allows us to generate specific
predictions directly related to our hypotheses.
Hypothesis 1: Cross-domain generalization
A single model trained on data drawn from multiple heterogeneous domains (the leave-oneout test) can generalize better than a specialized, dataset-specific model when evaluated on
domains unseen during training (the cross-dataset test). This is achieved by comparing
the leave-one-out test with the cross-dataset test. If the leave-one-out test leads to better
generalization than the cross-dataset test, this would indicate that adding more datasets
and acquiring a broader distribution will improve generalization, presumably asymptotically until the within-dataset performance limit is reached. If the cross-dataset model
outperforms the leave-one-out test then it suggests that the best approach to achieve generalizability is to explore test-time techniques to find an optimal model from a pool of
dataset-specific models, rather than to rely upon a single broadly-trained and generalpurpose model.
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Hypothesis 2: Within-domain generalization
Researchers often retrain models for their specific applications with a fixed hardware setup
and environmental conditions. However, a model may not generalize across subjects or
gaze positions due to distribution shifts caused by limited or biased sampling of their
specific distribution. The within-dataset performance represents the distribution shift
exhibited when the train and test splits are sampled from the same distribution. We
hypothesize that any remaining distribution shift due to biased sampling will be mitigated
by increasing the breadth of training distribution. If this is true, then the all-vs-one test
will outperform the within-dataset test. Conversely, if the within-dataset test outperforms
the all-vs-one test then it suggests that a) the all-vs-one model has insufficient complexity
(parameters) to capture the entire breadth of the training data or b) the all-vs-one model
has learned a generalized representation of eye images and a multiset training approach
avoids overfitting to domain-specific features. These two possibilities are explored in posthoc tests, and addressed in the discussion section.
Hypothesis 3: Effects of data augmentation
Data augmentation has numerous benefits for machine learning applications [197, 198]. It
improves generalization by combating overfitting, expands the training distribution and
reduces domain gap by combating prior shifts. Previous work has demonstrated that
domain-specific data augmentation significantly improves cross-subject performance in
context of head-mounted eyetracking [60]. Data augmentation is generally accepted as
standard practice within Machine Learning and we quantify its effects on generalization
(see Table 7.2).
It is plausible that within the context of eye image segmentation, data augmentation
sufficiently reduces distribution shift by expanding the available training distribution while
removing the need for multiset training. If this is true, then we expect to see improvements
in the within-dataset and cross-dataset tests when compared against experiments which
do not involve data augmentation. If this is false, then we expect to observe little to no
improvements on all tests. Table 7.2 summarizes all augmentation schemes explored in
this manuscript.

7.3.7

Analysis

Exploring our hypotheses for each dataset requires us to compare model performance between the proposed tests while keeping the within-dataset performance as baseline. However, datasets differ in complexity. A 1 pixel error improvement in pupil center estimation
on the NVGaze and Fuhl dataset cannot be compared objectively without considering the
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variability inherent within the ground truth, for the reason that one would expect more
variability in model estimates for an inherently more variable test dataset. To mitigate this
limitation, we consider the dispersion of test results (reported in median absolution deviation units, or MADs, due to its robustness to outliers) which are derived by normalizing
a performance metric to the within-dataset test result.

7.3.8

Training details

This work relies on a modified version of DenseElNet [10], a standard encoder-decoder
convolutional neural network inspired by RITNet [9], TiramisuNet [72] and UNet [7]. Eye
images are passed to the encoder which consists of 4 densely connected convolutional
blocks. Each block extracts features from eye images while down-sampling their spatial
extent by a factor of 2. Latent representations rich with semantic features are then fed
into the decoder which produces a segmentation output mask for each eye image. For a
complete breakdown of architecture, please refer to Figure 7.2. Latent representations are
also fed into a regression module which regresses pupil and iris ellipse parameters.
For experiments which involve joint optimization on multiple datasets, an equal number of randomly selected samples from each domain are concatenated as input to our
neural network. This process alleviates the concern of unequal representation due to a
disproportionate number of samples in each domain (see Table 7.1). The validation set
comprises 20% samples held out from the training set, either from a single or multiple domains. All models are optimized with ADAM [118] for 80 epochs. This work utilizes the
loss functions proposed in EllSeg (Section 3.3 in Kothari et al. [10]). To curb overfitting
and to ensure our model can be applied to both, left and right eye images, we horizontally
flip each eye image and its associated annotations randomly.
Experiments involving the augmentation of training data modify input eye images and
its associated annotations by randomly selecting an operation from a pool of augmentation
schemes. Table 7.2 provides a summary of all schemes explored in this manuscript. Each
scheme has a 1/11 chance of being selected.

7.3.9

Evaluation criterion

Gulrajani et al. summarizes three model selection methods for domain generalization
which limit access to the test domain for fair evaluation [200]. We adhere to strict
evaluation protocols by adopting the leave-one-domain out method when quantifying generalization. The performance of a model on a dataset is evaluated on a set of eye images
from human subjects that were never present during training (see Table 7.1). The best
performing model is selected as the configuration which maximizes an average of mIoU
and di + dp on the validation set. Here, dp = 1 − αep and di = 1 − αep where ep and
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Gamma

Exposure

γ=U(0.6, 1.4)

∆Limax =0.8 × L̃i
∆Limin =0.8 × (255 - L̃i )
L = L + U(-∆Limin ,∆Limax )

Rotation

Translation

θ=U(-π,π)/4

Horz: U(-W, W)/3
Vert: U(-H, H)/3

Gauss noise
µ=0
σ=U(2, 16)
Synth fog
Please
refer to
imgaug [199]

Table 7.2: Augmentation schemes applied to every single eye image with a 1/11 probability.
N and U indicate a normal and uniform distribution respectively.

ei are pixel errors in predicting the pupil and iris centers and α = 240 is the smallest
image dimension. All models are evaluated every 2000 iterations, wherein an iteration
is defined as a single network parameter update operation based on a batch of eye images. Annotations not present in a dataset are ignored while computing the evaluation
metric. For experiments which involve training on multiple datasets, each batch consists
of 3 eye images extracted randomly from every dataset included in the experiment. For
experiments involving training on a single dataset, each batch consists of 24 eye images.

7.4

Results and Discussion

In this section, we provide results for tests listed in Section 7.3.5.

7.4.1

Hypothesis 1: Training with multiple datasets is an optimal strategy for generalization.

Ground truth pupil center annotations are available for the majority of datasets. Hence,
our analysis primarily focuses on pupil center performance with specific observations made
for datasets with annotated iris centers and segmentation masks. Comparing pupil center
accuracy across all datasets suggests that results depend upon the conditions present
during data collection.
Pupil center generalization on datasets collected in naturalistic, outdoor conditions
supports the hypothesis that a model trained on multiple datasets outperforms all dataset
specific models. For example, the Fuhl datasets (ExCuSe + ElSe + PupilNet) represent
an outdoor use case with unconstrained reflections from the surrounding environment.
Comparing the best performing cross-dataset test result with the leave-one-out test (see
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(a) Performance measured as the mIoU metric. The Y axis represents IoU score relative to the control condition, within-dataset.
Higher is better.

124

(b) Error in iris center, ei , in pixels. The Y
axis represents pixel distance relative to the
control condition, within-dataset. Lower is
better.

(c) Error in pupil center, ep , in pixels. The Y axis represents pixel distance
relative to the control condition, within-dataset. Lower is better.

Figure 7.4: Generalization test results. Each box plot highlights a model’s performance
centered to the within-dataset limit for each domain. The line and notch present within
each box plot represents the median and 95% confidence interval respectively while the
ends of each box denotes the 1st and 3rd quartile. All images are 320×240 resolution. Note
that datasets which are missing groundtruth annotations do not have a boxplot entry. All
measures are centered to the within-dataset performance limit.
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Figure 7.4) reveals that a multiset model offers improvements to generalization (↑0.42
MADs) over a model trained on its best matching dataset, RITEyes-natural. Said another
way, the results suggest that training with breadth will increase the chances of generalizing
to outdoor imagery. Note that the model size is kept constant across tests. Similar
behavior (↑0.66 MADs) is observed on the LPW dataset which was collected both indoors
and outdoors.
In contrast, pupil center prediction error for datasets collected indoors (OpenEDS and
NVGaze) indicate that the optimal strategy is to utilize a dataset-specific model. This is
evident when the best performing dataset-specific model performance is compared against
a multiset model (↓0.37, ↓3.75 MADs on OpenEDS and NVGaze respectively).
One possible explanation for this difference between indoor and outdoor datasets is
that uncontrolled, outdoor data contains larger variability in eye image appearance. This
interpretation is supported by a post-hoc analysis of luminance distribution of individual eye parts to illustrate the wide variability in pupil appearance existent in the Fuhl
datasets (see Figure 7.7). The normalized luminance distribution of pupils in the Fuhl
datasets demonstrate a large spread and significant presence of intensities above the mean
luminance of an eye image. Note that due to the absence of groundtruth, predicted
segmentation masks are utilized to identify individual eye-parts in Figure 7.7. Another
possibility is that both LPW and Fuhl datasets exhibit a wide distribution of pupil center
positions which is sufficiently represented during multiset training. We anticipate that
data augmentation techniques, such as random affine transformation (see Table 7.2) could
alleviate the gap in performance between the best cross-dataset and leave-one-out model.
This is addressed in the test of Hypothesis 3.
The multiset training paradigm also demonstrates an improvement in segmentation
performance on the OpenEDS (↑0.95 MADs). This evidence supports the intuition that
multiset training offers a broader range of iris appearances which in turn has the potential
to improve iris segmentation.

7.4.2

Hypothesis 2: Training with multiple datasets will improve withindataset performance.

The within-dataset performance represents the distribution shift exhibited when the train
and test splits are sampled from the same distribution. We hypothesize that training with
multiple heterogeneous distributions could improve upon within-dataset performance by
mitigating this latent distribution shift. That is to say we hypothesize that in the presence
of distribution shift, the shift will be mitigated by increasing the breadth of the training
distribution, as would be suggested if the all-vs-one test were to outperform the within
dataset test. However, results indicate that this is not the case for the majority of tests
which imply a lack of distribution shift between training and testing sets.
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For the majority of datasets, (see Figure 7.4) the all-vs-one model demonstrates only a
slight reduction in performance from the expected upper bound indicated by the withindataset test. The highest disagreement with the upper bound is exhibited in the NVGaze
dataset with ↓1.40, ↓1.38 and ↓0.96 MADs from the IoU, pupil and iris center upper bound
respectively. This result suggests that, for these datasets, a single model can nearly achieve
the best expected performance despite training with numerous available images, even when
model size is kept constant across tests.
It is only on the BAT and Swirski datasets that the all-vs-one test outperforms the
within-dataset performance, by 0.45 and 1.34 MADs, respectively, indicating distribution
shift between the training and testing datasets. This comparison is a relatively simple
test to identify a biased sampling of the training data-distribution either due to limited
subjects or limitations in the data acquisition process such as narrow gaze angles. Closer
inspection of the Swirski dataset reveals that it is comprised of ∼300 eye images from a
single subject while the BAT dataset consists of 3.5K eye images from 3 subjects. Results
indicate that these datasets are insufficient for cross-subject generalization despite their
images being drawn from the same environment and eyetracker hardware.

7.4.3

Hypothesis 3: Effects of data augmentation for generalization

Figure 7.5 summarizes performance gains observed by augmenting eye images, and reveals
a that data augmentation improves performance across all testing sets. This is indicated by
reductions in the inter-quartile range (IQR) and improvements to the median performance
across all metrics and tests. Improvements are particularly significant for outdoor datasets
with environmental reflections, both real and synthetic. Notable improvement (↑3.00
MADs) due to data augmentation can be observed on the Swirski dataset where the
distribution shift (see Figure 7.7) is almost entirely eliminated. Data augmentation also
improves generalization across the board. Significant improvements to generalization can
be observed on the Fuhl datasets wherein a combination of multiset training and data
augmentation achieves performance on par with the within-dataset baseline.
We find that our previous established hypotheses (see Section 7.4.2) regarding multiset
training remains unaffected by the presence of data augmentation for the Fuhl datasets.
Generalizing to outdoor datasets seem to favor a multiset training approach while a specialized, dataset specific model offers better pupil center detection for indoor datasets. In
hypothesis 1, we identified that the LPW dataset favors multiset training due to the possibility of a wide distribution of pupil center locations. As expected, data augmentation
sufficiently reduces the performance gap between the multiset model and the best performing cross-dataset model (albeit with a higher spread), indicating that either approach
for generalization returns similar performance.
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(a) Performance measured as the mIoU met- (b) Error in iris center, ei , in pixels. Lower
ric. Higher is better.
is better.

(c) Error in pupil center ep in pixels. Lower is better.

Figure 7.5: Generalization test results to study the effects of data augmentation. Each
box plot highlights a model’s performance centered to the within-dataset limit for each
domain. The line and notch present within each box plot represents the median and
confidence interval respectively while the ends of each box denotes the 1st and 3rd quartile.
All images are 320×240 resolution. Note that boxplots pertaining to datasets without a
certain groundtruth annotation are missing. All measures are centered to the withindataset threshold as seen in Figure 7.4
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Figure 7.6: All datasets are represented as circular nodes. The arrow emerging from a
node points towards its best matching dataset. Nodes colored in red are less constrained
datasets with ambient reflections from their surroundings. Nodes colored in blue are
constrained datasets with little to no environmental reflections. Best viewed in color.

7.4.4

Which single training dataset offers the best cross-domain performance across all testing datasets?

A model trained on the artificially rendered RITEyes-Natural dataset offers the best cross
dataset performance when evaluated on the remaining datasets (see Tables 7.4, 7.5 and 7.3
). This is not surprising as it represents a relatively wide and densely sampled distribution
of pupil centers (see Figure 7.7). Their synthetic images are rendered using a broad range
of gaze positions, camera locations and eye image appearances from 24 artificial subjects.
Furthermore, the synthetic eye images were rendered with naturalistic environmental reflections and lighting, and these augmentations may have also improved generalization to
the datasets present in our experiments. Figure 7.6 is a graphical representation of how
datasets align by model performance.
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Conclusion

In this work, we have explored the task of Domain Generalization for segmenting near
infrared eye images. This was achieved by jointly optimizing an encoder-decoder network
on multiple eye image datasets with the intuition that a model would learn a generalized
representation of eye images and elliptical eye parts. This work evaluated two approaches
towards generalization, a) a multiset training approach to produce a single, robust model
or b) pick the best performing model from a pool of pretrained, dataset-specific models.
Generalization results indicate that outdoor datasets which exhibit higher appearance
variability significantly benefit from multiset optimization. In contrast, dataset-specific
models generalize better onto indoor datasets, which we speculate are more representative
of constrained use-cases, as in the case of eye tracking integration into AR/VR headsets
in which camera properties are fixed, camera pose is heavily constrained, and lighting
conditions are controlled.
In contrast, on may be motivated to adopt a different approach to model design with
training for a use case that is represented by a pre-existing dataset of ground-truth imagery.
Although a model’s peak performance can be attained when it is trained and evaluated
on data sampled from the same source distribution, limited or biased sampling often
leads to a distribution shift and deteriorated model performance. Results indicate that
multiset training can be utilized to identify and mitigate such a distribution shift, if it
exists. This work also validates data augmentation as an alternative approach to reduce
model overfitting and further improve generalization by observing improvements in model
performance across the board. Results indicate that a combination of data augmentation
and multiset training attains the peak performance recorded for outdoor eye images. While
data augmentation does improve performance, it does not invalidate the contributions of
multiset learning but instead, complements it. All models and code will be made publicly
available.
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Supplementary data

0.936
0.932

0.796
0.806

0.815
0.960
0.960
0.961
0.960
0.960
0.961
0.961
0.960
0.956

all-OpenEDS
all-NVGaze
all-UnityEyes
all-RITEyes-Gen
all-RITEyes-Nat
all-LPW
all-Santini
all-Fuhl
all-Swirski

all

0.982

0.985
0.930
0.983
0.983
0.984
0.984
0.984
0.984
0.985

NVGaze
0.670
0.988

OpenEDS
0.957
0.652

Train on / Test on
OpenEDS
NVGaze
UnityEyes
RITEyes-Gen
RITEyes-Nat
LPW
Santini
Fuhl
Swirski

UnityEyes

0.961

0.977
0.974
0.973
0.962
0.968
0.974
0.976
0.975
0.977

0.962
0.961

RITEyes-Gen
0.576
0.563

0.947

0.965
0.965
0.961
0.958
0.928
0.962
0.965
0.964
0.968

0.933
0.955

RITEyes-Nat
0.419
0.362

LPW

BAT

Fuhl

Swirski
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Table 7.3: Segmentation results of various generalization tests proposed in Section 7.3.5.
All results represent the IoU metric.

0.850
0.767
3.037
94.254
0.867
169.359

0.845
0.818
1.152
2.912
1.060
4.272
0.918
0.666
0.625
0.659
0.598
0.661
0.606
0.597
0.660
0.669

all-OpenEDS
all-NVGaze
all-UnityEyes
all-RITEyes-Gen
all-RITEyes-Nat
all-LPW
all-Santini
all-Fuhl
all-Swirski

all

0.272

0.240
1.048
0.279
0.326
0.283
0.293
0.265
0.272
0.256

NVGaze
1.925
0.168

OpenEDS
0.683
1.039

Train on / Test on
OpenEDS
NVGaze
UnityEyes
RITEyes-Gen
RITEyes-Nat
LPW
Santini
Fuhl
Swirski

UnityEyes

0.461

0.378
0.453
0.385
0.692
0.503
0.542
0.343
0.414
0.363

0.292
0.305
12.014
31.814
4.122
35.463

RITEyes-Gen
7.970
17.104

0.642

0.529
0.624
0.580
0.778
1.003
0.756
0.515
0.579
0.528

0.768
0.407
32.724
54.246
8.896
71.910

RITEyes-Nat
23.625
30.998

1.085

0.894
0.960
0.949
1.062
0.936
1.550
0.896
0.920
0.988

2.019
2.122
1.052
12.778
3.133
13.786

LPW
2.462
10.507

0.691

0.412
0.438
0.427
0.622
0.439
0.484
1.543
0.500
0.410

1.540
2.366
1.308
0.892
1.444
2.911

BAT
2.406
1.227

1.842

1.717
1.786
1.675
1.789
1.763
1.707
1.689
2.627
1.712

12.642
2.985
17.489
94.609
1.719
98.026

Fuhl
7.736
70.052

0.463

0.240
0.374
0.274
0.323
0.265
0.414
0.250
0.347
0.980

0.987
1.623
0.788
2.105
1.731
1.844

Swirski
1.732
4.736
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Table 7.4: Error in pupil center prediction across various generalization tests proposed in
Section 7.3.5. All results are presented in unit pixels.

OpenEDS
1.848
4.249
7.438
3.885
4.404

4.225
1.860
1.903
2.060
2.121
2.097
1.858
2.037
1.856
2.171

Train on / Test on
OpenEDS
NVGaze
UnityEyes
RITEyes-Gen
RITEyes-Nat
LPW
BAT
Fuhl
Swirski

all-OpenEDS
all-NVGaze
all-UnityEyes
all-RITEyes-Gen
all-RITEyes-Nat
all-LPW
all-BAT
all-Fuhl
all-Swirski

all

0.441

0.353
2.731
0.367
0.462
0.430
0.413
0.399
0.405
0.441

NVGaze
5.864
0.300
3.458
2.749
2.741

1.460

1.364
1.643
3.582
1.697
1.928
1.501
1.430
1.620
1.427

UnityEyes
11.039
9.760
0.651
4.047
2.413

0.883

0.581
0.721
0.663
0.997
0.893
0.716
0.698
0.645
0.689

RITEyes-Gen
14.375
15.680
9.790
0.702
0.618

1.033

0.715
0.853
0.800
1.064
1.513
0.874
0.829
0.783
0.822

RITEyes-Nat
31.254
31.174
16.928
1.099
0.610

LPW

BAT

Fuhl

Swirski
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Table 7.5: Error in iris center prediction across various generalization tests proposed in
Section 7.3.5. All results are presented in unit pixels.

0.883
0.917

0.713
0.812

0.688
0.920
0.949
0.933
0.939
0.952
0.952
0.949
0.950
0.956

all-OpenEDS
all-NVGaze
all-UnityEyes
all-RITEyes-Gen
all-RITEyes-Nat
all-LPW
all-Santini
all-Fuhl
all-Swirski

all

0.982

0.486
0.428
0.950
0.442
0.466
0.967
0.963
0.958
0.954

NVGaze
0.572
0.986

OpenEDS
0.956
0.664

Train on / Test on
OpenEDS
NVGaze
UnityEyes
RITEyes-Gen
RITEyes-Nat
LPW
Santini
Fuhl
Swirski

UnityEyes

0.961

0.822
0.729
0.950
0.685
0.802
0.954
0.957
0.955
0.952

0.960
0.954

RITEyes-Gen
0.550
0.570

0.947

0.850
0.757
0.937
0.787
0.698
0.942
0.946
0.943
0.940

0.932
0.948

RITEyes-Nat
0.427
0.355

LPW

BAT

Fuhl

Swirski
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Table 7.6: Segmentation results of various generalization tests proposed in Section 7.3.5
when utilizing Batch Normalization. All results represent the IoU metric.

1.262
0.681
1.448
1.838
1.796
2.723

0.732
0.801
0.737
1.740
1.313
2.003
1.387
1.088
1.091
1.614
1.242
1.071
0.829
0.823
1.113
1.190

all-OpenEDS
all-NVGaze
all-UnityEyes
all-RITEyes-Gen
all-RITEyes-Nat
all-LPW
all-Santini
all-Fuhl
all-Swirski

all

0.645

0.637
1.196
0.660
0.820
0.725
0.353
0.306
0.369
0.491

NVGaze
2.102
0.201

OpenEDS
0.614
1.031

Train on / Test on
OpenEDS
NVGaze
UnityEyes
RITEyes-Gen
RITEyes-Nat
LPW
Santini
Fuhl
Swirski

UnityEyes

0.673

0.717
0.767
0.544
0.957
0.786
0.462
0.499
0.487
0.435

0.302
0.355
3.205
3.256
3.469
3.818

RITEyes-Gen
8.346
13.952

0.835

0.924
0.897
0.674
1.051
1.213
0.600
0.657
0.643
0.577

0.720
0.481
8.256
4.458
5.272
5.200

RITEyes-Nat
18.620
61.093

1.156

1.260
1.089
0.826
1.166
0.986
1.310
0.822
0.791
0.855

1.735
1.581
0.638
2.634
2.696
4.189

LPW
1.349
4.483

0.934

0.688
0.585
0.529
0.492
0.623
0.419
1.390
0.748
0.478

2.375
2.243
1.694
0.494
1.045
0.747

BAT
1.951
2.139

1.915

1.771
2.060
1.798
1.701
1.918
1.718
1.937
2.374
1.777

32.363
6.457
5.471
3.994
1.724
7.593

Fuhl
4.920
67.145

0.732

0.437
0.704
0.392
0.447
0.530
0.265
0.328
0.448
0.533

1.160
2.001
1.022
1.633
1.740
0.616

Swirski
1.583
4.146
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Table 7.7: Error in pupil center prediction across various generalization tests proposed in
Section 7.3.5 when utilizing Batch Normalization. All results are presented in unit pixels.

OpenEDS
1.782
5.354
4.629
4.568
4.861

3.823
2.828
2.381
2.793
2.824
2.347
2.603
2.721
2.301
2.171

Train on / Test on
OpenEDS
NVGaze
UnityEyes
RITEyes-Gen
RITEyes-Nat
LPW
BAT
Fuhl
Swirski

all-OpenEDS
all-NVGaze
all-UnityEyes
all-RITEyes-Gen
all-RITEyes-Nat
all-LPW
all-BAT
all-Fuhl
all-Swirski

all

0.441

1.610
2.999
1.526
1.789
2.255
0.763
0.987
0.847
1.092

NVGaze
5.021
0.268
2.340
2.687
2.564

1.460

1.920
2.161
3.848
1.782
1.687
1.774
2.286
2.047
2.241

UnityEyes
27.025
14.095
0.807
10.048
5.654

0.883

1.111
1.036
1.181
1.074
1.086
0.879
1.026
0.858
1.034

RITEyes-Gen
21.102
16.955
2.251
0.598
0.743

1.033

1.268
1.124
1.293
1.140
1.476
0.982
1.158
0.957
1.115

RITEyes-Nat
31.861
44.660
2.988
0.928
0.756

LPW

BAT

Fuhl

Swirski
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Table 7.8: Error in iris center prediction across various generalization tests proposed in
Section 7.3.5 when utilizing Batch Normalization. All results are presented in unit pixels.
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Figure 7.7: Pupil center (in pixels) and normalized luminance distribution (in Z-scores)
of each eye part across all datasets utilized in our experiments (see Section 6.5). The left
and right columns contain statistics from the training and test images for each domain
respectively. Due to partial annotations present in some datasets, we leverage the all-vsone model predictions to segment all eye images into pupil, iris and background segments.
Luminance statistics are then accumulated from the predicted segmentation map.

Chapter 8

Summary and Conclusions
Applications of head mounted eyetrackers such as the study of eye and head movements are
limited to controlled environments due to the lack of off-the-shelf tools for analyzing gaze
events. Moreover, lack of gaze estimation solutions robust to environmental reflections and
occlusions limits the application space of eyetrackers. This thesis proposal summarizes our
efforts to mitigate these limitations.
For the development of head-free gaze event classifiers, we collected the Gaze-in-Wild
dataset, a collection of eye and head movement data acquired from 19 participants while
accomplishing every day activities such as indoor walking, ball catching, natural exploration and tea making (see Chapter 3). Manually annotated sequences of head-free gaze
behavior was used to train our custom event detection algorithm based on recurrent neural networks. Chapter 4 details the performance of two machine learning algorithms for
classifying these events and found that both achieved near human level performance for
detecting gaze fixations and saccades, but they found it difficult to distinguish gaze pursuit
behavior without additional contextual information otherwise available to human coders.
Reliable inference of human behavior during in-the-wild activities depends heavily on
the quality of gaze data extracted from eyetrackers. Robustness to reflective artifacts
and occlusions are necessary to ensure an uninterrupted track of reliable gaze features.
Chapter 5 summarizes RITnet, an efficient encoder-decoder neural network which successfully segments an eye image into its constituent eye parts at 300Hz despite reflective
artifacts from system optics. RITnet’s robustness against reflections is achieved due to
well designed loss functions and data augmentation schemes.
Occlusion of the pupil or iris results in imprecise ellipse fits which can be detrimental
for gaze estimation. Chapter 6 summarizes EllSeg, a pupil and iris ellipse segmentation
framework which demonstrates robustness to occlusion. EllSeg improves upon various
pupil and iris center estimation baselines as opposed to the standard eye part segmentation
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approach. This framework can be incorporated with any encoder-decoder framework as a
simple add-on module.
Chapter 7 summarizes EllSeg-Gen which explores generalization of a single model
across various environmental reflections, subjects, gaze and eye camera positions. This
work builds on the intuition that jointly training a model with multiple datasets learns
a generalized representation of eye images and elliptical eye parts. We identify two approaches towards generalization, a) rely on multiset training to produce a single, robust
model or b) pick the best performing model from a pool of pretrained, dataset-specific
models. Results indicate that outdoor datasets which exhibit higher appearance variability significantly benefit from multiset optimization. In contrast, dataset-specific models
generalize better onto indoor datasets which are representative of AR/VR headsets.
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[49] Lech Świrski and Neil Dodgson. A fully-automatic, temporal approach to single
camera, glint-free 3D eye model fitting. Proc. PETMEI, 2013.
[50] Wolfgang Fuhl, David Geisler, Thiago Santini, Tobias Appel, Wolfgang Rosenstiel,
and Enkelejda Kasneci. CBF: Circular binary features for robust and real-time pupil
center detection. Eye Tracking Research and Applications Symposium (ETRA),
2018.
[51] David A. Atchison and Larry N. Thibos. Optical models of the human eye. Clinical
and Experimental Optometry, 99(2):99–106, 2016.
[52] Pablo Artal. Optics of the eye and its impact in vision: a tutorial. Advances in
Optics and Photonics, 6(3):340–367, 2014.
[53] Hikmet Basmak, Afsun Sahin, Nilgun Yildirim, Thanos D Papakostas, A John
Kanellopoulos, et al. Measurement of angle kappa with synoptophore and orbscan
ii in a normal population. Journal of Refractive Surgery, 23(5):456–460, 2007.
[54] Reza Safaee-Rad, Ivo Tchoukanov, Kenneth Carless Smith, and Bensiyon Benhabib.
Three-Dimensional Location Estimation of Circular Features for Machine Vision,
1992.
[55] Kai Dierkes, Moritz Kassner, and Andreas Bulling. A fast approach to refractionaware eye-model fitting and gaze prediction. (June):1–9, 2019.
[56] Kai Dierkes, Moritz Kassner, and Andreas Bulling. A novel approach to single
camera, glint-free 3D eye model fitting including corneal refraction. Eye Tracking
Research and Applications Symposium (ETRA), (June), 2018.
[57] Erroll Wood and Andreas Bulling. EyeTab. pages 207–210, 2014.
[58] Arantxa Villanueva, Juan J Cerrolaza, and Rafael Cabeza. Geometry Issues of Gaze
Estimation. Intechopencom, 4555:1006–1015, 2007.
[59] Wolfgang Fuhl, Thiago Santini, Gjergji Kasneci, Wolfgang Rosenstiel, and Enkelejda
Kasneci. PupilNet v2.0: Convolutional Neural Networks for CPU based real time
Robust Pupil Detection. 2017.

BIBLIOGRAPHY

144

[60] Shaharam Eivazi, Thiago Santini, Alireza Keshavarzi, Thomas Kübler, and Andrea
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