Frequency financial market data. We identify that an efficient data filter needs to address four effects: the minimum tick size, the price level, the volatility of prices and the distribution of returns. We argue that previous studies tend to address only the distribution of returns and may tend to "overscrub" a dataset. In this study, we address these issues in the market microstructure element of the algorithm. In the statistical element, we implement the robust median absolute deviation method to take into account the statistical properties of financial time series. The data filter is then tested against previous data cleaning techniques and validated using a rich individual equity ; Falkenberry 4 ), but, there is a general lack of published literature on data cleaning filters for implementation in historical UHFD series.
INTRODUCTION
on the assumption that excess returns (positive or negative) are in principle caused by the presence of outlying data. Returns that are found to lie outside the prescribed return window are dropped from the sample as outliers. In contrast, historical data providers stress the importance of accounting for the time effect in data filtering (Falkenberry 4 and Muller 6 ). The latter models, however, tend to be very complex to be implemented in specific data samples and the specifications of the filters are not disclosed by the data providers. The problem is particularly severe where exchanges have no (reliable) in-house data filtering process.
In this paper, we identify four distinctive effects that should be accounted for in detecting outlying observations in UHFD. In particular, we support the proposition that while HS focus on the application of a 10% return criterion, the latter may lead to labelling an excessive number of observations as outliers. 11 This study implements the following four data selection criteria:
o The minimum tick size effect: we document how low priced securities are affected by a relatively large minimum tick size.
o The price level effect: we assert that the uniform application of a return criterion may lead to "overscrubbing" the lower priced observations of a dataset.
o The daily price range effect: a method of selecting observations that fall within the average daily price range is proposed that controls for large price differences across trading days that can also be used as a robustness test.
o The return effect: finally, similar to HS we apply a return criterion, however, controlling also for the effect of differences in the price level of assets.
A statistical algorithm is established to implement these concepts. The results are tested on an UHF transactions dataset for 28 individual equity options contracts traded at the London International Futures and Options Exchange (LIFFE) during 2005. The latter dataset is used as it appropriately encompasses all the issues discussed above.
The results are compared with an existing data filter and the consistency of the filters is analysed.
The remainder of this paper is organised as follows. The next section discusses the issues that arise with regard to data filtering. The subsequent sections present the steps for detecting outliers in UHFD and discuss data selection criteria and the returns' calculation method respectively. The next section presents the algorithm for detecting outliers in UHFD. The penultimate section presents the results and analysis and the last section offers the conclusions.
EXISTING STUDIES ON UHFD CLEANING
Olsen & Associates and Tick Data Inc. develop and apply data filters in historical price datasets. These filters share some common traits (see Falkenberry 4 ; Muller 6 ).
Bad (outlying) ticks are compared with a moving threshold so that the effect of time is addressed 12 . Ticks that exceed the threshold are identified as outliers. Finally, a procedure is in place to either replace the outliers with "corrected" values (Tick Data Inc.) or to delete the outliers (as used by Olsen and Associates).
While the outlier detection algorithms developed by private firms and exchanges can have wide applications, data cleaning techniques applied in finance are mostly data specific. Yet, papers in market microstructure tend to share some common HS develop a set of codes that is widely used in the relevant data cleaning literature.
The most important criterion within these codes is that not only cancelled and beforeopen / after-close trades are deleted, but also outliers are identified with respect to returns. In particular, trades (quotes) are classified as outliers when returns on trades (quotes) are greater than 10%. Also, quotes are deleted when spreads are negative or greater than $4 (zero spreads are possible, e.g. on NASDAQ). 19 Further criteria applied by HS entail deleting observations whose prices are not multiples of the minimum tick (see also Bessembinder 15 ) and a market open condition based on the first-day return.
However, one point to consider from HS is the subjectivity of the 10% return, signifying that data selection rules in UHFD are always prone to somewhat arbitrary data selection rules. This is demonstrated in Chung, Chuwonganant and McCormick 10 second phase of detecting short-lived price changes based on the statistical properties of the data.
As an alternative to the outlier detection systems proposed, Brownlees and Gallo 22 suggest a procedure that relies more on the deviation of observations from neighbouring prices. So, observations are omitted when the absolute difference of the current price from the average neighbouring price is outside three standard deviations plus a parameter that controls for the minimum price variation. However, the authors conclude that the judgement of the validity of the parameters selected (the number of neighbouring prices and the minimum price parameter) can only be achieved by graphical inspection.
Finally, some studies rely on bid-ask spread criteria to eliminate outlying observations. 
STEPS FOR DETECTING OUTLIERS IN UHFD
The common element of previous studies on deleting outliers in UHFD lies in the assumption that excess returns are the product of outlying data being present in the dataset (see HS and Chung, Van Ness and Van Ness 9 ). Hence, the objective in these studies is to appropriately define excess returns. In contrast, commercial data providers also focus on the effect of time in the calculation of returns (see Falkenberry 4 and Muller 6 ). Below, we address these issues and discuss the appropriate steps that would need to be considered for an efficient data filter for UHFD (see also which uniformly apply a return criterion (10% or 5%) face the risk of "overscrubbing" the lower end of the sample. As the price level of assets may vary widely, a uniform return criterion, may not have the desired effects for low-priced assets. For example, a one-penny increase in two assets priced at 2p and 20p will generate returns of 50% and 5% respectively. Hence, the "clean" dataset would be skewed as there is a higher probability for low-priced assets to be classified as potential outliers. Clearly, the price level effect is also found in the calculation of returns, thus, the above discussion also applies to returns' calculations.
Also, while subsequent to HS, the studies of Chung et al 16 The daily price range effect: A problem arises with applying a uniform return (absolute or not) criterion to the whole dataset; the price range is not identified, which might lead to classifying an excessively large number of observations for deletion.
The latter means that volatile assets will always generate high numbers of observations classified as outliers, even though the average price is close to the observed prices. For example, an asset priced at 3p will be classified as an outlier if the previous price is 2p and the minimum tick is 0.5p. So, a two-tick movement will actually be sufficient to lead to "overscrubbing" the sample.
Statistical data mining and robustness: Barnet and Lewis 26 note that real-time analytical data often are long tailed, containing a disproportionate (compared with the normal distribution) number of observations further away from the mean, and tend to contain erratic observations (i.e. outliers). Hence, a statistical algorithm that will act as a robustness check to the data mining algorithm will have to take into account this specific characteristic of UHFD.
A popular approach to detecting outliers is the process of windsorization: instead of deleting the outlying value, replacing them with the closest "clean" values, which however distorts the distribution of prices. can only be applied successively for one observation at a time, the test is rejected on data-specific and computational reasons.
In contrast, the median absolute deviation (MAD) test relies on the fact that the median value of a dataset is more resistant to outliers than the mean value. Also, if
normality cannot be inferred, the median value is more efficient than the mean value.
The latter is true since the mean can be affected by the presence of extreme values, whereas the median is less sensitive to the presence of non-normal distributions.
MAD gives the median value of the absolute deviation around the median (see Fox 28 ).
MAD = median{|p1 -μ |}
Where p1 is price at t = 1 and μ is the daily median value. MAD is not normally distributed; however, for a normal distribution one standard deviation from the mean is 1.4826 x MAD (see Hellerstein 29 and Hubert et al 30 ) . Hence, for the appropriate measure of two standard deviations from the mean, it is hypothesized that a value is an outlier if its standardised value is greater than 2.9652 x MAD (see Hellerstein   29 and Fox 28 ).
DATA AND RETURNS' CALCULATION
One market that demonstrates a number of difficulties in detecting outliers is the options market. Options contracts are often low-priced and the minimum tick size can be large. Computational difficulties arise because of the nature of options data and the complexity in the calculation of returns. In order to address these issues and demonstrate the appropriateness of the data cleaning filter, the data sample is comprised of individual equity options contracts trading at LIFFE. The dataset consists of all trades and quotes posted on the exchange during 2005.
In order to control for stale and non-synchronous pricing problems, we select the most heavily traded assets (see ap Gwilym and Sutcliffe 27, 32 ). Specifically, we select option contracts that report more than 1500 trades during 2005, 33 leading to a sample based on 28 equity options.
In general the calculation of volatility follows the procedure introduced by Sheikh and Ronn 34 . Returns are calculated only for the at-the-money, nearest to mature contracts.
As the calculation of the spread, even for the highly traded options, may lead to the use of stale prices, only ask prices are used (see also ap Gwilym et al 35 and Bollerslev and Melvin 36 ). At each time interval, the first ask price is obtained. For the closing return calculation, the last ask price of the day is obtained. The closing ask price and the first ask quote of the next day are used for the computation of the opening returns.
Different strike prices can meet the criteria for a given contract in consecutive intervals. The procedure adopted is the following: at every hourly interval i the first ask price is obtained. Then, at the next hourly time interval i + 1, the ask price with the same strike price is obtained. The logarithmic return is calculated from these two prices. If however, there is no ask with the same strike price on the next interval i + 1,
we search for the next available ask price in interval i which satisfies that criterion.
When the return for the interval i and i + 1 is calculated, the same procedure is repeated for the next interval i + 2.
AN ALGORITHM FOR DETECTING OUTLIERS IN INDIVIDUAL EQUITY OPTIONS
Firstly, in the interests of data homogeneity (see Muller 6 ), the data selection method would be applied to the finest market structure available. Observations that show zero or non-positive volume are also dropped. Finally, three trading days are discarded from the dataset as missing data is found on these dates (see also Hameed and Terry 39 ). 38 Consistent with the above analysis, in order to capture the effect of the minimum tick size, we distinguish between low and high-priced assets. In addition, we account for a large price movement for all options and for a large deviation of the observed price from the daily mean price. The algorithm also has a statistical property by applying the MAD criterion for the observations that are identified as potential outliers. The algorithm is presented in Figure 2 . Below we demonstrate how we controlled for the effects identified in the earlier section. ***Insert Figure 2 about here*** In order to capture the minimum tick size effect, assets with price change (price less lagged price at previous transaction time) less than 0.5p (minimum tick) are immediately retained in the final sample. Also, Figure 2 shows that options with prices less than or equal to 20p are treated differently than options with higher prices.
For the first category of options, the algorithm identifies those observations with absolute return greater than 20%. If the price of these stocks is outside a 20% window around the mean daily price, the observation is classified as a possible outlier. The above avoids the problem of deleting low priced options, captures the effect of the tick size and is able to take into account the daily range of prices, thus price jumps (volatility) are also accounted for. For example, options priced at 3p with lagged price of 2.5p will not be deleted. Even if the lagged price is 2p, the observation will not be deleted as long as the price is within the 20% of mean daily price window.
For options priced at more than 20p, the algorithm identifies observations with price spread greater than 0.5, price outside the price range of 10% around the daily mean price and absolute return greater than 10%. Hence, the high priced securities are treated differently, for which the code is more similar to HS.
A note of caution arises regarding the minimum tick size that is found in the dataset.
Option contracts selected for this study are traded either at the minimum tick of 0.25p or at the minimum tick of 0.50p, so for those assets that are traded at multiples of 0.25, the minimum tick restriction employed is also applicable since the selection criterion of 0.5 is only twice the minimum tick size. The latter implies that securities whose prices differ from the lagged price by less than or equal to 0.5 are automatically retained, which is irrespective of the two minimum tick sizes found in this dataset.
However, for any implementations of the data filter in future research, the minimum tick size criterion would have to be more flexible in order to capture any drastic differences in the tick size. For example, if the minimum tick ranges between whole integers and 0.01, it is clear that every tick would need its own category. The above demonstrates that the tick rule is not arbitrary, yet prudence is required for future implementations of the algorithm in other settings. hence, capturing data that are long-tailed. Only those observations that are identified as outliers from both techniques are eventually discarded from the sample.
RESULTS AND ANALYSIS
One problem with UHFD filtering is that the actual "clean" dataset is not observable, hence it is difficult to evaluate the efficacy of any filter. The method used here is to compare the results with those using the HS algorithm and also with the established level of outliers reported in the relevant literature.
For this reason, we apply the HS method to our dataset. As two-way quotes in LIFFE equity options are not continuous, the second part of the algorithm cannot be applied directly, however, we replicate the HS method for trades. The results are presented in Table 1a , Column 3. Also, in Table 1a , we demonstrate the appropriateness of the data cleaning steps identified in Figure 2 . Thus, columns 4 to 6 show the evolution of the data cleaning filter when adding the minimum tick, the price level, and the daily price level criteria respectively. Column 7 shows the final "clean" dataset. Results are presented for bids (Table 1b) and asks ( Figure 3 shows that as price level increases, the percentage of data classed by the HS algorithm as outliers also tends to increase. Further analysis in Table 2 reveals that the correlation coefficient between price level and the % outliers from the HS algorithm across the dataset is 64%.
***Insert Figure 3 about here*** Columns 4 to 7 in Table 1a demonstrate the evolution of the data cleaning filter. 40 Hence, it is shown that with the inclusion of the minimum tick effect, the overall proportion defined as outliers falls. The same applies for the price level effect.
Column 6 shows that adjusting for the daily volatility of prices may have substantial effects on the distribution of outliers. The latter is an expected and well documented finding in the literature (see Gutierrez and Gregori 41 ) . Finally, Column 7 shows that by adopting the robust MAD criterion, the percentage of data defined as outliers falls significantly. The latter is a desirable end result as it demonstrates a high level of consistency with previous research (see below). Table 2 shows the effect of each data cleaning step in relation to each firm's price level. 42 We show that when we control for the minimum tick size and price level differences, the correlation coefficient between the price level and the proportion of outliers falls to -0.04% and 0.01% respectively. We view the latter as a significant finding as it demonstrates a desirable property of the data filter. Finally, when the MAD criterion is applied, the correlation coefficient is 0.06%. ***Insert Table 2 about here*** Tables 1b and 1c show the application of the data filter for bids and asks respectively.
It is clear that as the frequency of quotes is relatively higher, the HS algorithm is much less conservative. The percentage of outliers from the HS algorithm applied to quotes ranges from 0.60% to 3.50%. In the last columns of This prior evidence suggests that data selection models typically should not reject more than 1% of the overall number of trades and quotes, which indicates that the algorithm developed here is operating within sensible bounds for options contracts. The validity of the model is justified not only on statistical grounds (ex-ante) but also, ex-post, the model is found to perform in a manner consistent with many strands of previous literature. As this is a unique study in the case of options, the comparability of the results of this algorithm with earlier studies uses other asset classes.
CONCLUSION
The findings suggest that the algorithms developed can also be applied in other types of derivative contracts with very few alterations, subject to controlling for the effect of the minimum tick size. To our knowledge, this is the first study that offers a data filter that can be implemented in a range of asset classes taking full account of the characteristics of the data. Price (Pr) denotes the price of the asset after the data are defined into categories based on each option type, trade type, delivery date and strike price. μ denotes the average daily price. R is the simple return and SP denotes the standardised price. Finally, NMAD is the normalised Median Absolute Deviation. while the spread criterion can be applied in continuous quote markets like NASDAQ, it will lead to stale pricing and non-synchronous data problems in markets with no obligation for continuous quotes.
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12 Uniquely in high frequency finance, there is a departure from using fixedinterval data to using unequally spaced data. This implies that the event is now of more importance than the time interval during which it occurred, dictating the recording of an observation (see Goodhart and O'Hara 
