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Abstract
In this paper, we compute the generating function of sn =∑ni=0 ai(ni )2i!, where a is a real number with a ≥ 1. We then use this
function to determine the generating functions of the symplectic and orthogonal Renner monoids. Furthermore, we show that these
functions are closely related to Laguerre polynomials.
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1. Introduction
Let m = {1, 2, . . . , m} be a ﬁnite set. An injective partial transformation of m is a one-to-one map of a subset
(domain) of m onto a subset (range) of m. LetRm be the set of all injective partial transformations of m. ThenRm can
be identiﬁed with the set of zero-one matrices which have at most one entry equal to 1 in each row and column. For
instance with m = {1, 2, 3, 4}, the following matrix:⎛
⎜⎝
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
⎞
⎟⎠
is an injective partial transformation with domain {1, 2, 3} (row indices of 1’s in the matrix) and range {2, 3, 4} (column
indices of the 1’s). Its corresponding map notation is
1 → 2
2 → 3
3 → 4
4 not in domain.
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From a combinatorial point of view, these matrices can be considered placements of non-attacking rooks of any
number on an m × m board.
The setRm is amonoid (semigroupwith identity) under composition of partial functions, usually called the symmetric
inverse semigroup on m letters. It is not difﬁcult to see that |Rm| =∑mi=0 (mi )2i!. The generating function of |Rm| was
studied by Borwein et al. in [2]. It is sometimes useful to consider Rm the so-called Renner monoid of Mn(K) in the
theory of linear algebraic monoids (cf. [7–9]).
The symplectic and orthogonalRennermonoids consist of symplectic and orthogonal injective partial transformations
(see deﬁnitions in Section 2 below), respectively. Theywere studied by Li andRenner in [3,4,6] using admissible subsets
(see Deﬁnition 2.1) and elementary matrices. What is more interesting to us is the formulas of calculating the orders
of the symplectic and orthogonal Renner monoids in their papers.
It is natural to ask: What are the generating functions of the orders rn of symplectic and orthogonal Renner
monoids? However, the formulas of calculating rn in [3,4,6] were too complex to determine the generating func-
tions of rn. Fortunately, simpler and nicer formulas of calculating rn were obtained by Li et al. recently in [5].
Let sn = ∑ni=0 4i(ni )2i!. It follows from Theorem 3.3 in [5] that rn = sn + 2nn!, for symplectic and odd orthog-
onal Renner monoids, and that rn = sn + (1 − 2n)2n−1n!, for even orthogonal Renner monoids. These two for-
mulas enable us to compute the generating functions of rn. Clearly, ﬁnding the generating function of sn
is key.
In this paper, our discussion goes on a more general setting. We ﬁrst give a recursive formula (Proposition 3.1)
for calculating sn = ∑ni=0 ai(ni )2i!, where a is a non-zero real number. We then determine the generating function(Theorem 3.1) of sn for a1. Lastly, we use this generating function to determine the generating functions of the
symplectic and orthogonal Renner monoids in Theorems 4.1 and 4.2.
It turns out that these generating functions are closely related to Laguerre polynomials, which are known as one of
the prettiest gems of combinatorial theory [2, p. 291; 1, p. 116]. The relationships are described in Corollaries 3.1, 4.1,
and 4.2.
2. Preliminaries
Let m = {1, 2, . . . , m} with m2. Deﬁne an involution  of m by (i) = m + 1 − i.
Deﬁnition 2.1. A subset D of m is admissible if i ∈ D and (i) /∈D. The empty set and the whole set m are considered
admissible.
For example with m = {1, 2}, all the admissible subsets of m are {, {1}, {2}, {1, 2}}. When m = {1, 2, 3, 4}, all the
admissible subsets of m are
, {1}, {2}, {3}, {4}, {1, 2}, {1, 3}, {2, 4}, {3, 4}, {1, 2, 3, 4}.
2.1. Symplectic injective partial transformations
Deﬁnition 2.2. Let m = {1, 2, . . . , 2n} with n1. An injective partial transformation of m is symplectic if both its
domain and range are admissible subsets of m.
The set of all symplectic injective partial transformations is a monoid, the so-called symplectic Renner monoid (see
[3,6] for more details), and will be denoted by RSpn. It is not difﬁcult to see that RSp1 consists of the following seven
symplectic injective partial transformations
{(
0 0
0 0
)
,
(
1 0
0 0
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)
,
(
0 0
0 1
)
,
(
1 0
0 1
)
,
(
0 1
1 0
)}
.
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There are ﬁfty seven symplectic injective partial transformations in RSp2. For instance⎛
⎜⎝
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
⎞
⎟⎠
with domain {1, 2} and range {3, 4} admissible is symplectic, and so an element of RSp2. The elements of RSp2 were
listed in [3,6]. The formula from Corollary 3.1.12 in [6, p. 121] states that
|RSpn| =
n∑
i=0
⎡
⎣ i∑
j=0
(
n
j
)(
n − j
i − j
)⎤⎦
2
i! + 2nn!.
Note that
i∑
j=0
(
n
j
)(
n − j
i − j
)
= 2i
(
n
i
)
for n1 and 0 in.
We have
|RSpn| =
n∑
i=0
4i
(
n
i
)2
i! + 2nn!.
This formula was obtained in a different way in [5].
2.2. Orthogonal injective partial transformations
Deﬁnition 2.3. An injective partial transformation of m = {1, 2, . . . , 2n} is called even orthogonal if both its domain
and range are admissible, and are of the same type (see [4, p. 454]) when the size of the domain is n.
The set of all even orthogonal injective partial transformations is a monoid, the so-called even orthogonal Renner
monoid (cf. [3,4]), and will be denoted by ROn. It follows from Theorem 3.3 of [5] that
|ROn| =
n∑
i=0
4i
(
n
i
)2
i! + (1 − 2n)2n−1n!.
Deﬁnition 2.4. An injective partial transformation ofm={1, 2, . . . , 2n+1} is called odd orthogonal if both its domain
and range are admissible.
The set of all odd orthogonal injective partial transformations is also a monoid, the odd orthogonal Renner monoid
(cf. [3,4]), and will be denoted by ROn too. It follows from Theorem 3.3 of [5] that ROn and the symplectic Renner
monoid RSpn have the same cardinality
|ROn| =
n∑
i=0
4i
(
n
i
)2
i! + 2nn!.
3. Generating functions
Let sn =∑ni=0 ai(ni )2i!, where a is a non-zero real number. We ﬁrst give a recursive formula of calculating sn, and
then ﬁnd the generating function of sn.
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Proposition 3.1.
(i) s0 = 1, s1 = a + 1,
(ii) sn = [a(2n − 1) + 1]sn−1 − a2(n − 1)2sn−2, for n2.
Proof. Note that
sn =
n∑
i=0
an−i
(
n
n − i
)2
(n − i)!
=
n∑
i=0
an−i (n!)
2
(i!)2(n − i)! .
Let cn = 1/((n!)2)sn. Then
cn =
n∑
i=0
an−i
(i!)2(n − i)! .
It follows easily that
∞∑
n=0
cnx
n =
∞∑
n=0
(
n∑
i=0
an−i
(i!)2(n − i)!
)
xn
=
∞∑
i+j=0
(
aj
(i!)2j !
)
xi+j
=
( ∞∑
i=0
1
(i!)2 x
i
)⎛⎝ ∞∑
j=0
ajxj
j !
⎞
⎠
= eax
( ∞∑
i=0
xi
(i!)2
)
.
So,
∞∑
i=0
xi
(i!)2 = e
−ax
∞∑
n=0
cnx
n
. (1)
On the other hand, it is not difﬁcult to see that
d
dx
(
x
d
dx
( ∞∑
i=0
xi
(i!)2
))
=
∞∑
i=0
xi
(i!)2 . (2)
It follows from (1) and (2) that
d
dx
(
x
d
dx
(
e−ax
∞∑
n=0
cnx
n
))
= e−ax
∞∑
n=0
cnx
n
. (3)
Let I = d/dx(e−ax ∑∞n=0 cnxn). Then
I = e−ax
( ∞∑
n=1
ncnx
n−1 − a
∞∑
n=0
cnx
n
)
,
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and
xI = e−ax
( ∞∑
n=1
ncnx
n − a
∞∑
n=0
cnx
n+1
)
.
Thus the left-hand side of (3) becomes
d
dx
(xI) = e−ax
( ∞∑
n=1
n2cnx
n−1 − a
∞∑
n=0
(2n + 1)cnxn + a2
∞∑
n=0
cnx
n+1
)
. (4)
Equating the right-hand sides of (3) and (4) and comparing the coefﬁcients of xn−1, we get
cn = a(2n − 1) + 1
n2
cn−1 − a
2
n2
cn−2.
Thanks to sn = (n!)2cn, we obtain
sn = [a(2n − 1) + 1]sn−1 − a2(n − 1)2sn−2 for n2. 
Proposition 3.2. Let bn = sn+1/a(n + 1)sn with a > 1. Then
bn <
a
a − 1 for n = 0, 1, . . .
Proof. Use induction on n. When n = 0, b0 = s1/as0 = (a + 1)/a <a/(a − 1). By (ii) of Proposition 3.1, we see
bn = a(2n + 1) + 1
a(n + 1) −
an2sn−1
(n + 1)sn
= a(2n + 1) + 1
a(n + 1) −
n
(n + 1)bn−1
<
a(2n + 1) + 1
a(n + 1) −
n(a − 1)
a(n + 1) (by induction hypothesis)
= a + 1
a
<
a
a − 1 for n = 1, 2, . . . 
We can now compute the generating function of sn by solving a differential equation.
Theorem 3.1. Let s(x)=∑∞n=0 (sn/ann!)xn. If a1, then s(x) converges for |x|< 1 to the function ex/a(x−1)/(1−x).
Also, s(x) satisﬁes the differential equation
s′(x)
s(x)
= a + 1 − ax
a(1 − x)2 .
Proof. The ratio test is used to prove that s(x) is convergent. Let
bn = sn+1
a(n + 1)sn .
Then, it follows from (ii) of Proposition 3.1 that,
bn−1 − bn = n
n + 1
(
bn−2 − bn−1
bn−2bn−1
)
+ a − (a − 1)bn−2
an(n + 1)bn−2 .
If a = 1, we see that bn is decreasing by induction on n. If a > 1, it is also true that bn is decreasing by induction on n
and by Proposition 3.2. Therefore, the limit of bn exists as n approaches inﬁnity. Using (ii) of Proposition 3.1 again,
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we obtain
bn = a(2n + 1) + 1
a(n + 1) −
n
(n + 1)bn−1 .
So, limn→∞ bn = 1, and hence s(x) converges for |x|< 1 by the ratio text.
Now, by (ii) of Proposition 3.1, it is fairly easy to check
s′(x) = (2 − x) d
dx
(xs(x)) − (a − 1)
a
s(x),
and so
s′(x)
s(x)
= (a + 1) − ax
a(1 − x)2 .
Solving this differential equation and keeping (i) of Proposition 3.1 in mind, we get
s(x) = 1
1 − x e
x/a(x−1) for |x|< 1. 
The generating function of sn is closely related to Laguerre polynomials (see [1] for the deﬁnition of Laguerre
polynomials).
Corollary 3.1. Let ln(t) be the nth Laguerre polynomial. Then
sn
an
− nsn−1
an−1
= ln
(
1
a
)
for a1.
Proof. Take advantage of the formula in [1, p. 116]
∑
n0
ln(t)
n! x
n = et (x)/(x−1).
Letting t = 1/a and employing Theorem 3.1, we have
∑
n0
ln(1/a)
n! x
n = (1 − x)s(x) = (1 − x)
∑
n0
sn
ann!x
n
.
Expanding the right-hand side and equating coefﬁcients, we obtain the interesting formula
sn
an
− nsn−1
an−1
= ln
(
1
a
)
. 
4. Generating functions of symplectic and orthogonal Renner monoids
Theorem 4.1. Let rn be the order of the symplectic Renner monoid, and let r(x)=∑∞n=0 (rn/4nn!)xn, the generating
function of rn. Then r(x) converges for |x|< 1 to the function ex/4(x−1)/(1 − x) + 2/(2 − x).
Proof. Taking a = 4 in sn, we have rn = sn + 2nn!. It follows from Theorem 3.1 that, for |x|< 1,
r(x) =
∞∑
n=0
sn
4nn! x
n +
∞∑
n=0
(x
2
)n = 1
1 − x e
x/4(x−1) + 2
2 − x . 
Theorem 4.2. Let dn be the order of the even orthogonal Renner monoid, and let d(x) = ∑∞n=0(dn/4nn!)xn, the
generating function of dn. Then d(x) converges to the function [ex/4(x−1) − x/2(2 − x)]/(1 − x) for |x|< 1.
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Proof. It follows from the fourth formula of Theorem 3.3 in [5] that
dn =
n−1∑
i=0
4i
(
n
i
)2
i! + (2n + 1)2n−1n!.
So, dn =∑ni=0 4i(ni )2i! + (1 − 2n)2n−1n!. It follows easily that dn = sn + 2n−1n! − 2(4n−1)n! when taking a = 4 in
sn. Therefore, for |x|< 1,
d(x) =
∞∑
n=0
sn
4nn!x
n + 1
2
∞∑
n=0
(x
2
)n − 1
2
∞∑
n=0
xn = 1
1 − x
[
ex/4(x−1) − x
2(2 − x)
]
. 
Remark. The generating function of the order of the odd orthogonalRennermonoid is the same as that of the symplectic
Renner monoid.
The following results show the relationship between Laguerre polynomials and the orders of the symplectic and
orthogonal Renner monoids. We omit simple details.
Corollary 4.1. Let ln(t) be the nth Laguerre polynomial. Then
rn
4n
− nrn−1
4n−1
+
(
1
2
)n
n! = ln
(
1
4
)
.
Corollary 4.2. Let ln(t) be the nth Laguerre polynomial. Then
dn
4n
− ndn−1
4n−1
−
(
1
2
)n
n! = ln
(
1
4
)
.
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