Abstract-This paper studies the partially observed stochastic optimal control problem for systems with state dynamics governed by partial differential equations (PDEs) that leads to an extremely large problem. First, an open-loop deterministic trajectory optimization problem is solved using a black-box simulation model of the dynamical system. Next, a Linear Quadratic Gaussian (LQG) controller is designed for the nominal trajectorydependent linearized system which is identified using inputoutput experimental data consisting of the impulse responses of the optimized nominal system. A computational nonlinear heat example is used to illustrate the performance of the proposed approach.
I. INTRODUCTION
Stochastic optimal control problems, also known as Markov decision problems (MDPs), have found numerous applications in the Sciences and Engineering. In general, the goal is to control a stochastic system subject to transition uncertainty in the state dynamics so as to minimize the expected running cost of the system. The MDPs are termed Partially Observed (POMDP) if there is sensing uncertainty in the state of the system in addition to the transition uncertainty. In this paper, we consider the stochastic control of partially observed nonlinear dynamical systems that are governed by partial differential equations (PDE). In particular, we propose a novel data based approach to the solution of very large POMDPs wherein the underlying state space is obtained from the discretization of a PDE: problems whose solution has never been hitherto attempted using approximate MDP solution techniques.
It is well known that the global optimal solution for MDPs can be found by solving the Hamilton-Jacobi-Bellman (HJB) equation [1] . The solution techniques can be further divided into model based and model free techniques, according as whether the solution methodology uses an analytical model of the system or it uses a black box simulation model, or actual experiments.
In model based techniques, many methods [2] rely on a discretization of the underlying state and action space, and hence, run into the "curse of dimensionality (COD)", the fact that the computational complexity grows exponentially with the dimension of the state space of the problem. The most computationally efficient among these techniques are trajectory-based methods, first described in [3] . These methods expand the nonlinear system equations about a deterministic nominal trajectory, and perform a localized version of policy iteration to iteratively optimize the trajectory. For example, the differential dynamic programming (DDP) [4, 5] linearizes the dynamics and the cost-to-go function around a given nominal trajectory, and designs a local feedback controller using DP. The iterative Linear Quadratic Gaussian (ILQG) [6, 7] , which is closely related to DDP, considers the first order expansion of the dynamics (in DDP, a second order expansion is considered), and designs the feedback controller using Riccati-like equations, and is shown to be computationally more efficient. In both approaches, the control policy is executed to compute a new nominal trajectory, and the procedure is repeated until convergence.
In the model free solution of MDPs, the most popular approaches are the adaptive dynamic programming (ADP) [8, 9] and reinforcement learning (RL) paradigms [10, 11] . They are essentially the same in spirit, and seek to improve the control policy for a given black box system by repeated interactions with the environment, while observing the system's responses. The repeated interactions, or learning trials, allow these algorithms to construct a solution to the DP equation, in terms of the cost-to-go function, in an online and recursive fashion. Another variant of RL techniques is the socalled Q-learning method, and the basic idea in Q-learning is to estimate a real-valued function Q(x, a) of states and actions instead of the cost-to-go function V (x). For continuous state and control space problems, the cost-to-go functions and the Q-functions are usually represented in a functionally parameterized form, for instance, in the linearly parametrized form Q(x, a) = θ φ(x, a), where θ is the unknown parameter vector, and φ is a pre-defined basis function, (·) denotes the transpose of (·). Multi-layer neural networks may also be used as nonlinearly parameterized approximators instead of the linear architecture above. The ultimate goal of these techniques is the estimation/ learning of the parameters θ from learning trials/ repeated simulations of the underlying system. However, the size of the parameter θ grows exponentially in the size of the state space of the problem without a compact parametrization of the cost-to-go or Q function in terms of the a priori chosen basis functions for the approximation, and hence, these techniques are typically subject to the curse of dimensionality. Albeit a compact parametrization may exist, a priori, it is usually never known.
In the past several years, techniques based on the differential dynamic programming/ ILQG approach [4, 5, 12, 13] , such as the RL techniques [14, 15] have shown the potential for RL algorithms to scale to higher dimensional continuous state and control space problems, in particular, high dimensional robotic task planning and learning problems. These methods are a localized version of the policy search [16, 17, 18, 19] technique that seek to directly optimize the feedback policy via a compact parameterization. For continuous state and control space problems, the method of choice is to wrap an LQR feedback policy around a nominal trajectory and then perform a recursive optimization of the feedback law, along with the underlying trajectory, via repeated simulations/ iterations. However, the parametrization can still be very large for partially observed problems (at least O(d 2 )) where d is the dimension of the state space) or large motion planning problems such as systems governed by partial differential equations wherein the (discretized) state is very high dimensional (thousands/ millions of states) which are typically partially observed thereby compounding the problem. Furthermore, there may be convergence problems with these techniques that can lead to the so-called "policy chatter" phenomenon [14] .
Fundamentally, rather than solve the derived "Dynamic Programming" problem as in the majority of the approaches above that requires the optimization of the feedback law, our approach is to directly solve the original stochastic optimization problem in a "separated open loop -closed loop" fashion wherein: 1) we solve an open loop deterministic optimization problem to obtain an optimal nominal trajectory in a model free fashion, and then 2) we design a closed loop controller for the resulting linearized time-varying system around the optimal nominal trajectory, again in a model free fashion. Nonetheless, the above "divide and conquer" strategy can be shown to be near optimal.
The primary contributions of the proposed approach are as follows:
1) We specify a detailed set of experiments to accomplish the closed loop controller design for any unknown nonlinear system, no mater how high dimensional. This series of experiments consists of a sequence of input perturbations to collect the impulse responses of the system, first to find an optimized nominal trajectory, and then to recover the LTV system corresponding to the perturbations of the nominal system in order to design an LQG controller for the LTV system.
2) In general, for large scale systems with partially observed states, the system identification algorithm such as time-varying ERA [20] automatically constructs reduced order model (ROM) of the LTV system, and hence, results in a reduced order estimator and controller. Therefore, even for large scale systems such as partially observed systems with the state dynamics governed by PDEs, the computation of the feedback controller is nevertheless computationally tractable, for instance, in the partially observed nonlinear heat control problem considered in this paper, the complexity is reduced by O(10 5 ) when compared to DDP based RL techniques. 3) We provide a unification of traditional linear and nonlinear optimal control techniques with ADP and RL techniques in the context of Stochastic Dynamic Programming problems.
The rest of the paper is organized as follows. In Section II, the basic problem formulation is outlined. In Section III, we propose a separation based stochastic optimal control algorithm, with discussions of implementation problems. In Section IV, we test the proposed approach using a onedimensional nonlinear heat problem.
II. PROBLEM SETUP
Consider a discrete time nonlinear dynamical system:
where x k ∈ R nx , y k ∈ R ny , u k ∈ R nu are the state vector, the measurement vector and the control vector at time k respectively. The system function f (·) and measurement function h(·) are nonlinear. The process noise w k and measurement noise v k are assumed as zero-mean, uncorrelated Gaussian white noise, with covariance W and V respectively. In considering PDEs, the dynamics above are the discretized version of the equations (using Finite Difference (FD) or Finite Element (FE) schemes). Typically, the discretization leads to a very large state space problem consisting of at least hundreds of states and typically millions of states for larger problems.
The belief b(x k ) is defined as the distribution of the state x k given all past control inputs and sensor measurements, and is denoted by b k . In this paper, we represent beliefs by Gaussian distributions, and denote the belief b k = (µ k , Σ k ), where µ k and Σ k are the mean and covariance of the Gaussian belief state. Denote the belief dynamics
and assume that b 0 is known. Note that if the belief is Gaussian, the belief state is O(n 2 x ), which for a PDE is extremely large due to the fact that n x is very large.
In this paper, we consider the following stochastic optimal control problem.
Stochastic Control Problem: For the system with unknown nonlinear dynamics, i.e., f (·) and h(·) are unknown, the optimal control problem is to find the control policies
, where π k is the control policy at time k, i.e., u k = π k (b k ), such that for a given initial belief state b 0 , the cost function
is minimized, where
k=0 denotes the immediate cost function, and c N (·) denotes the terminal cost. The expectation is taken over all randomness.
III. SEPARATION BASED FEEDBACK CONTROL DESIGN
The stochastic control problem is solved in a separated open loop-closed loop (SOC) fashion, i.e., first, we solve a noiseless open-loop optimization problem to find a nominal optimal trajectory and then we design a linearized closedloop controller around the nominal trajectory, such that, with existence of stochastic perturbations, the state stays close to the optimal open-loop trajectory. The three-step framework to solve the stochastic feedback control problem may be summarized as follows.
• Solve the open loop optimization problem using a general nonlinear programming (NLP) solver with a black box simulation model of the dynamics, where the belief dynamics is updated using an Ensemble Kalman Filter (EnKF) [21] .
• Linearize the system around the nominal open loop optimal belief trajectory, and identify the linearized timevarying system from input-output experiment data using a suitable system identification algorithm such as the timevarying eigensystem realization algorithm (ERA) [20] .
• Design an LQG controller which results in an optimal linear control policy around the nominal trajectory. In the following section, first, we present the "Separation" theorem and then discuss each of the above steps.
A. A Separation Result
Nominal trajectories:
as the nominal control and state trajectories of the system, respectively, {ȳ k } N k=0 as the corresponding observations and {b k } N k=0
as the belief trajectories, where: Nominal cost function: The nominal cost and its first order expansion are given by (please see [22] for details):
The expected first-order linearization error of the cost function is zero, E(δJ) = 0. A typical stochastic trajectory optimization consists of optimizing the nominal trajectory along with an associated linearized feedback controller [4, 14, 15] . Theorem 1 shows that the first order approximation of the stochastic cost function is dominated by the nominal cost and depends only on the nominal trajectories of the system, which is independent of the linear feedback controller designed to track the optimized nominal system. Therefore, the design of the optimal feedback gain can be separated from the design of the optimal nominal trajectory of the system. As a result, the stochastic optimal control problem can be divided into two separate problems: the first is a deterministic problem to design the open-loop optimal control sequence, and hence, the optimal nominal trajectory of the system. The second problem is the design of an optimal linear feedback law to track the nominal trajectory of the system. Note that in the case of a belief space problem, the nominal trajectory is the optimal belief state trajectory unlike typical trajectory optimization based RL methods designed for fully observed problems such as [14, 15] .
B. Open Loop Trajectory Optimization in Belief Space
Consider the following open loop belief state optimization problem with given initial belief state b 0 :
where the nominal observationsȳ k are generated as follows:
with x 0 = µ 0 . Note that given the nominal observationsȳ k , the belief evolution is deterministic and hence, the above is a deterministic optimization problem (this was first posed in the reference [23] in the context of an Extended Kalman Filter (EKF) based belief propagation scheme).
1) Belief Propagation using EnKF: Given an initial belief state b 0 = (µ 0 , Σ 0 ), and a control sequence {u k }, the EnKF algorithm can be used to propagate the belief state using only a simulator of the state dynamics. This is necessary since we typically do not have access to even an (approximate) belief state simulator for large scale systems such as PDEs, and hence, need to construct one from a state space simulator. Note that the state space dimension is at least in the hundreds for such systems, and thus, a particle filter would suffer from particle depletion, and hence, cannot be used.
Denote the EnKF algorithm as
The details of EnKF can be found in [24] , and is briefly summarized in Appendix A: in short, it is a particle filter that is free from the particle depletion problem and is typically used in the filtering of large scale systems such as those governed by PDEs, for instance, meteorological phenomenon.
2) Open loop optimization approach: The open loop optimization problem is solved using the gradient descent approach [25, 26] utilizing an EnKF. Denote the initial guess of the control sequence as
, and the corresponding belief state
until a convergence criterion is met, where
denotes the control sequence in the n th iteration,
denotes the corresponding belief state, and α is the step size parameter.
The gradient vector is defined as:
and without knowing the explicit form of the cost function, each partial derivative with respect to the i th control variable
Compute the belief B (n) = EnKF(b 0 , U (n) ).
4:
Evaluate the cost functionJ(B (n) , U (n) ).
5:
Perturb each control variable u (n) i by h and compute the belief B (n)
Update the control policy U
u i is calculated as follows:
where h is a small constant perturbation and B
(n) i
denotes the belief state corresponding to the control input {u
The open loop optimization approach is summarized in Algorithm 1.
Remark 1:
The open loop optimization problem is solved using a black box simulation model of the underlying dynamics, with a sequence of input perturbation learning trials. Higher order approaches other than gradient descent are possible [26] , however, for a general system, the gradient descent approach is easy to implement, and is amenable to very large scale parallelization.
C. Linear Time-Varying System Identification
Denote the optimal open-loop control as {ū k } N −1 k=0 , and the corresponding nominal belief state as {μ k ,Σ k } N k=0 . We linearize the system (1) around the nominal trajectory (the mean {μ k }), assuming that the control and disturbance enter through the same channels and the noise is purely additive (these assumptions are only for simplicity and can be relaxed easily):
where δx k = x k −μ k describes the state deviations from the nominal mean trajectory, δu k = u k −ū k describes the control deviations, δy k = y k − h(μ k , 0) describes the measurement deviations, and
Consider system (13) with zero noise and δx 0 = 0, the input-output relationship is given by:
where h k,j is defined as the generalized Markov parameters, and
1) Partial Realization Problem [27, 28] : Given a finite sequence of Markov parameters h k,j ∈ ny×nu , k = 1, 2, · · · , s, j = 0, 1, · · · , k, the partial realization problem consists of finding a positive integer n r and LTV system
We solve the partial realization problem using the timevarying ERA. Time-varying ERA starts by estimating the generalized Markov parameters using input-output experiments, constructs a generalized Hankel matrix, and solves the singular value decomposition (SVD) problem of the constructed Hankel matrix. The details of the time-varying ERA can be found in [20] , and is briefly summarized here.
Define the generalized Hankel matrix as:
where p and q are design parameters could be tuned for best performance. Denote the rank of the Hankel matrix H (p,q) k is n r , then pn y ≥ n r , qn u ≥ n r .
Given the generalized Markov parameters, we construct two Hankel matrices H (p,q) k and H (p,q) k+1 , and then solve the singular value decomposition problem:
where the rank of the Hankel matrix H (p,q) k is n r and n r ≤ n x . Then Σ k ∈ R nr×nr is the collection of all non-zero singular values, and U k ∈ R pny×nr , V k ∈ R qnu×nr are the corresponding left and right singular vectors.
Similarly, H (p,q)
k . Then the identified system using time-varying ERA is:
where (.) + denotes the pseudo inverse of (.), O k . Here, we assume that n r is constant through the time period of interest, which could also be relaxed.
2) Identify the Generalized Markov Parameters using InputOutput Experiments: Now the problem is how to estimate the generalized Markov parameters. Consider the input-output map for system (13) with zero noise and δx 0 = 0:
We run M simulations and in the i th simulation, choose input sequence {δu t,(i) } k t=0 , and collect the output δy k,(i) . The subscript (i) denotes the experiment number. Then the generalized Markov parameters {h k,j } k j=0 could be recovered via solving the least squares problem:
where M is a design parameter and is chosen such that the least squares solution is possible. Notice that we cannot perturb the system (13) directly. Instead, we identify the generalized Markov parameters as follows.
Run M parallel simulations with the noise-free system:
where i = 1, 2, · · · , M , and therefore,
is the open loop optimal trajectory. Then solve the same least squares problem with (21) .
The time-varying ERA used in this paper is summarized in Algorithm 2. Denote the identified deviation system
where δa k ∈ nr denotes the reduced order model (ROM) deviation states. The dimension n r of the ROM is such that n r << n x , where n x is the dimension of the state, thereby automatically providing a compact parametrization of the problem (please also see Section IV).
D. Closed Loop Controller Design
Given the identified deviation system (24), we design the closed-loop controller to follow the optimal nominal trajectory, which is to minimize the cost function (25) where δâ k denotes the estimates of the deviation state δa k , Q k , Q N are positive definite, and R k is positive semi-definite.
Algorithm 2 LTV System Identification
Identify generalized Markov parameters with input and output experimental data using (21), (22) and (23). 4: Construct the generalized Hankel matrices H (p,q) k , H (p,q) k+1 using (17).
5:
Solve the SVD problem, and construct {Â k ,B k ,Ĉ k } using (19) . 6 : 
Update δâ k using the Kalman Filter (39), (40) and (41).
7:
k = k + 1.
8: end while
For the linear system (24), the "separation principle" of linear control theory (not the Separation result of Section III-A) can be used [1] . Using this result, the design of the optimal linear stochastic controller can be separated into the decoupled design of an optimal Kalman filter and a fully observed optimal LQR controller. The details of the design is standard [1] and is shown briefly in Appendix B.
A flow chart for the Separation based Nonlinear Stochastic Control Design is shown in Fig. 1 , and the algorithm is present in Algorithm 3.
E. Discussion
Direct Data based Controller design: As mentioned in databased LQG [29, 30] and data-driven MPC control [31, 32] , the linear system (Â k ,B k ,Ĉ k ) need not be identified to design the LQG controller which can be directly designed from the identified Markov parameters.
Replanning: The proposed approach is theoretically valid under a small noise assumption (it is typically valid for medium noise). In practice, due to non-linearities and unknown perturbations, the actual state might deviate from the nominal trajectory during execution whence a replanning starts from the current state in a model predictive control (MPC) fashion. However, unlike in MPC, the replanning does not need to be Optimality: The open loop law generated by the gradient descent can be guaranteed to be locally optimal under usual regularity conditions. Theorem 1 shows that, under a linear approximation, the stochastic cost is the same as the nominal cost and therefore, locally optimal as well. ILQG/ DDP based methods can also only make a claim regarding the local optimality of the nominal control law unlike global policy iteration, and therefore, the guarantees regarding optimality are the same for both.
Complexity:
The model free open loop optimization problem has complexity O(n u ), where n u is the number of inputs, the LTV system identification step is again O(n u n y ), and the LQG feedback design has complexity O(n 2 r ), where n r is the order of the ROM from the LTV system identification step. Suppose we were to use an ILQG based design such as in [14, 15] , the complexity of the controller/ policy parametrization is O(n u n 2 x ). Moreover, the policy evaluation step would require the estimation of a parameter of the size O(n 4 x ). Since n r << n x typically, the complexity of our separated technique is several orders of magnitude smaller (please see Section IV also).
IV. EXPERIMENTS
We test the method on a one-dimensional nonlinear heat transfer problem. The heat transfer along a slab is governed by the partial differential equation:
where T (x, t) denotes the temperature distribution at location x and time t. The length of the slab L = 0.6m. K(x, T ) denotes the thermal diffusivity, η denotes the convective heat transfer coefficient, and u(t) denotes the external heat sources. The initial condition and boundary conditions are:
The system is discretized using finite difference method, and there are 100 grid points which are equally spaced. We use a time step of 0.25s. There are five point sources evenly located between [0.1L, 0.9L]. The sensors are placed at the same locations. Note that if we were to use an ILQG based design, the size of the state space would be 10100, and the policy evaluation step would require the solution of a 10100 x 10100 Ricatti equation.
The total simulation time is 62.5s. The control objective is to reach the target temperature T f = (150 ± 3)
• F for the entire field within t = 37.5s, and keep the temperature at (150 ± 3)
• F between [37.5, 62.5]s.
We solve the open loop optimization problem, and the normal (belief mean) trajectory and optimal control are shown in Fig. 2(a) and Fig. 2(b) respectively.
The implementation of time-varying ERA algorithm to identify the linearized system is performed as follows. The size of the generalized Hankel matrix H (p,q) k is pn y ×qn u , and as discussed before, the design parameters p and q should be chosen such that min{pn y , qn u } ≥ n x , which for the current problem, n x = 100, n u = 5, n y = 5. We select p, q by trial and error, i.e., we start with some initial guess of p, q, compare the impulse responses of the original system and the identified system, and check if the accuracy of the identified system is acceptable. Here, we choose p = q = 15. Therefore, the size of the generalized Hankel matrix is 75 × 75. The rank of the Hankel matrix is 20, and hence, the order of the identified LTV system n r = 20.
We run M parallel simulations to estimate the generalized Markov parameters {h k,j } , and solve the least squares problem using (21) .
The rank of the Hankel matrix n r = 20, and hence, the identified reduced order systemÂ k ∈ 20×20 . Due to the separation principle, the feedback design decouples into the solution of two 20 x 20 Ricatti equations, one for the controller and one for the Kalman filter: compare this to the 10100 x 10100 problem that would need to be solved if using an ILQG based approach. With the identified linearized system, we design the closed loop controller. We run 1000 individual simulations with process noise w k ∼ N (0, W ) and measurement noise v k ∼ N (0, V ),where W = I 5×5 , V = I 5×5 .
In Fig. 2 , we show the performance of the proposed approach. We calculate the identified Markov parameters using (Â k ,B k ,Ĉ k ), and compare with the actual generalized Markov parameters (calculated using impulse responses). The Markov parameters h k,j ∈ 5×5 , and we show the comparison for one input-output channel at time step k = 250 in Fig.2(c) . It can be seen that the identified LTV system using time-varying ERA approach can approximate the linearized deviation system accurately. In Fig. 2(d) , we compare the averaged closed loop trajectory with the nominal trajectory at time t = 37.5s, t = 62.5s. In Fig. 2(e) -(f), we randomly choose two positions, and show the errors between the actual trajectory and optimal trajectory with 2σ bound in one simulation. For comparison, the open loop error is also shown in the figure.
It can be seen that the averaged state estimates over 1000 Monte-Carlo simulations runs are close to the open loop optimal trajectory, which implies that the control objective to minimize the expected cost function could be achieved using the proposed approach. In this partially observed problem, the computationally complexity of designing the online estimator and controller using the identified ROM model are reduced by orders of O(
, and for a general three dimensional problem this reduction could be even more significant.
V. CONCLUSION
In this paper, we have proposed a separation based design of the stochastic optimal control problem for systems with unknown nonlinear dynamics and partially observed states. First, we design a deterministic open-loop optimal trajectory in belief space. Then we identify the nominal linearized system using time-varying ERA. The open-loop optimization and system identification are implemented offline, using the impulse responses of the system, and an LQG controller based on the ROM is implemented online. The offline learning procedure is simple, and the online implementation is fast. We have tested the proposed approach on a one dimensional nonlinear heat transfer problem, and showed the performance of the proposed approach.
APPENDIX A ENSEMBLE KALMAN FILTER
Consider the discrete time nonlinear dynamical system (1) with Gaussian belief states 
The measurement ensemble at time k is {y
The corresponding mean and covariance y − k , P y k are defined similarly.
Denote the cross-covariance matrix P xy k between the state and measurement ensembles at time k as:
Given an initial belief b 0 , and a control sequence {u k } N −1 k=0 , the EnKF used to estimate the belief state {b k } N k=0 is summarized in Algorithm 4. Propagate the underlying noiseless system and take the measurement y k+1 .
Algorithm 4 EnKF
x k+1 = f (x k , u k , 0), y k+1 = h(x k+1 , 0).
4:
Update the posterior mean and covariance Given the identified linear deviation system (24), the separation principle could be used, and hence, we design a Kalman filter and an LQR controller separately.
The feedback controller is:
where δâ k is the estimate from a Kalman observer, and the feedback gain L k is computed by solving two decoupled Riccati equations as follows.
where S k is determined by running the following Riccati equation backward in time:
k S k+1Âk , (38) with terminal condition S N = Q N .
The Kalman filter observer is designed as follows:
with δy k = h(x k , v k ) − h(μ k , 0), and the covariance of the estimation is:
where the Kalman gain is:
