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Introduction
Il existe deux approches très appropriées pour aborder la résolution des pro-
blèmes de contrôle : le principe de programmation dynamique, appelé aussi principe
de Bellmann et le principe de maximum de Pontriagin.
Dans cette thèse, on sintéresse au principe du maximum de Pontriagin, connue
aussi sous le nom de conditions nécessaires doptimalitées. Lidée est de partir dun
contrôle optimal minimisant la fonction de coût sur lensemble des contrôles et de
donner des conditions nécessaires doptimalité, vériées par ce contrôle. Ceci nous
amène à introduire un processus adjoint comme solution dune certaine équation
di¤érentielle rétrograde, et dune inégalité variationnelle vériée par le contrôle op-
timal. Le principe du maximum pour contrôler les équations di¤érentielles stochas-
tiques (EDS), dont lobjectif est dobtenir les conditions nécessaires (ainsi que su¢ -
sante) doptimalité des contrôles, a été largement étudié depuis les années 1970s. Le
travail initial a été fait par Kushner [33]. Lavance des autres droits fondamentaux
a été développée par Haussmann [25], [26]. Les versions du principe du maximum
stochastique, dans lequel le coe¢ cient de di¤usion est autorisé à dépendre expli-
citement sur la variable de contrôle, ont été obtenues par Arkin et Saksonov [?],
Bensoussan [2], Bismut [8], [9], et [10], Elliot [19], Elliot et Kohlmann [20]. Les ré-
sultats de [?] et [8], [9], et [10]. en Considérant le cas des coe¢ cients aléatoires. Les
conditions nécessaires et su¢ santes doptimalité pour les systèmes linéaires à coef-
cients aléatoires, où aucun Lp-limites sont imposées sur les contrôles, sont établies
par Cadellinas-Karatzas [15]. Le cas général, où le domaine du contrôle nest pas
convexe et le coe¢ cient de di¤usion dépend explicitement de la variable contrôle, a
été calculée par Peng [36], en introduisant deux processus adjoint et une inégalité
variationnelle du second ordre. Récemment, en considérant les contrôles relaxé, Bah-
lali [2] généralise les résultats antérieurs sur le sujet et essaie den tirer les conditions
nécessaires et su¢ santes doptimalité, en utilisant seulement lexpansion du premier
ordre et léquation adjointe associée. Les premiers travaux sur le contrôle optimal
des processus de saut a été dabord examiné par Boel [11], Rishel [38], et Varaiya
Boel [12], Davis et Elliott [17] et Kohlmann [31]. Plus tard, de nombreux auteurs ont
étudié ce genre de problèmes de contrôle, y compris dans Situ [39], Kabanov [30],
vi
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Cadellinas [13], et Framstad, Øksendal et Suelem [24]. Nous notons que dans [13]
et [24], certaines applications en nance sont traitées. Le cas général, où le domaine
du contrôle nest pas convexe et le coe¢ cient de di¤usion dépend explicitement de
la variable de contrôle, a été dérivé par Tang et Li [40], en utilisant lextension du
second ordre. Ensuite, les résultats de [40] sont donnés avec deux processus adjoint
et une inégalité variationnelle du second ordre. Pour plus de détails sur les systèmes
de contrôle avec des sauts et leurs applications, voir Øksendal et Sulem [35] et les
ses références.
La première version de problèmes du principe de maximum stochastique de
contrôle singulier ont été étudiés par de nombreux auteurs y compris Benes, Shepp,
et Witsenhausen [6] ; Chow, Menaldi, et Robin [16], Karatzas, Shreve [32] ; Davis,
Norman [18] ; Haussmann, Suo [27], [28], et [29] Voir [27] pour une liste complète
des références sur le sujet. Les approches utilisées dans ces papiers, pour résoudre
le problème sont principalement basées sur la programmation dynamique. Il a été
montré en particulier que la fonction valeur est une solution dune inégalité varia-
tionnelle, notez que dans [27], les auteurs appliquent la méthode de compactication
pour montrer léxistence dun contrôle optimal singulier.
Dans cette partie de thèse, nous sommes préoccupés par une optimisation dy-
namique des systèmes aléatoires dont létat évolue dans lespace Rd sous linuence
dun mouvement brownien et dun contrôle qui prend ses valeurs dans un sous-
espace de Rd . Ces systèmes évoluent sur un intervalle ni [0; T ], avec une condition
initiale x0 et dont la dynamique est décrite par une solution de di¤usion dune équa-
tion di¤érentielle stochastique du type Itô. Nous sommes intéressés en particulier
dans loptimisation des contrôles des systèmes par une variable qui comporte deux
composantes, le premier absolument continu et le seconde singulier Ce système sera
contrôlé par une équation di¤érentielle stochastique de la forme suivante :
dxt = b (t; xt; ut) dt+  (t; xt; ut) dBt +G (t) dt;
x (0) = x0;
où b, f et G sont déterministes cartes donné, x0 est létat initial au temps




;F ; (Ft)t2[0;T ] ; P

satisfaisant aux conditions habituelles. La
variable de contrôle est un processus (; ) où  : [0; T ]  
  ! A1  Rk et
 : [0; T ]  
  ! A1 = ([0;1))m sont B ([0; T ]) 
 F-mesurable, (Ft)t adaptée,
et  est un processus croissant, avec des variations bornées, continue sur la gauche
avec des limites sur la droite avec 0 = 0:
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Lobjectif du problème de contrôle optimal est de minimiser, sur lensemble U
de tous les contrôles recevable, un J coûts fonctionnels J(:) de la forme
J (u; ) = E
24g (xT ) + TZ
0





Un contrôle est dite optiimal si
J(u; ) = inf
(v;)2U
J(v; ):
Soit un contrôle optimal minimisant les coûts J sur U existe, on cherche des
conditions nécessaires doptimalité vériées par ce contrôle sous la forme de principe
du maximum stochastique.
Le premier résultat dans le principe du maximum stochastique pour un problème
de contrôle singulier a été obtenue par Cadellinas-Haussmann [14], ( si le domaine
de de contrôle U est convexe, les coe¢ cients b et  de léquation détat sont linéaires
en (x; ) et les coe¢ cients g et h de la fonction de coût sont convexes dans . La
méthode utilisée pour cette problème repose sur un principe connu de lanalyse
convexe qui est la minimisation de la convexe et di¤érentiable au sens de Gâteaux
sur un convexe fermé).
Dans cette thèse, nous allons apporter une généralisation du résultat de Cadellinas-
Haussmann [14], dans la mesure où les coe¢ cients de léquation de létat ne sont
pas linéaires et les coe¢ cients de la fonction de coût sont non convexes. La méthode
de lanalyse convexe utilisée dans [14] nest pas applicable pas plus, pour cela, nous
allons utiliser une autre méthode (voir Bensoussan [2]) qui consiste à perturber un
contrôle optimal donné et pour cette raison on se donne une contrôleoptimal (u; )
en minimisant les coûts J fonctionnelle sur lensemble de tous les contrôles admis-
sibles et pour tout (v; ) 2 U , on supose  u;  = (u; )+  (v; ) ; voir chapitre 02
ou bien [3] dans le cas plus générale sur le domaine des contrôles admissibles non
convexe on peut voir le contrôle perturbé comme suit
 





v;b (t) +   (t)  b (t) Si t 2 [ ;  + ] ;bu (t) ;b (t) +   (t)  b (t) Dailleurs.
Lautre approche importante pour résoudre les problèmes de contrôle est de
dériver conditions nécessaires satisfaisants par un certains contrôle optimal, connue
comme principe du maximum stochastique. Il a été montré en particulier que la
fonction valeur est une solution dune inégalité variationnelle. La première version
du principe du maximum stochastique qui couvre les problèmes de contrôle singulier
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a été obtenu par Cadenillas et Haussmann [14], dans laquelle ils considèrent la
dynamique linéaire, la fonctionnelle coût convexe et contraintes sur létat convexe.
La méthode utilisée dans [14] est basée sur le principe connu de lanalyse convexe,
liée à la minimisation des convexes, fonctionnelles Gâteaux di¤érentiable dénis
sur un convexe fermé. Les conditions nécessaires doptimalité pour les équations
di¤érentielles stochastiques non linéaires avec contraintes sur létat convexe où la
di¤usion non contrôlée ont été obtenus par Bahlali & Chala [4] et Bahlali & al [?] .
Dans le cas stricte, le système est gouverné par une EDS de type





t; xvt  ; ; vt

N (d; dt) ;
xv0 = ;
où b et f sont des fonctions données,  est la donnée initiale,W = (Wt)t0 est un




;F ; (Ft)t0 ;P

satisfaisant aux conditions habituelles et N (d; dt) est une
mesure martingale de Poisson avec une caractéristique m (d) dt:
La variable de contrôle v = (vt), est appellé un contrôle strict, est un processus
Ft adapté à valeurs dans certains ensemble U de Rk. On désignons par U la classe
de tous les contrôles stricts. Le critère pour être minimisée sur U a la forme
J (v) = E

g (xvT ) +
Z T
0
h (t; xvt ; vt) dt

;
où g et h sont donnés cartes et xvt est la trajectoire contrôlée par v.
Un contrôle u 2 U est appelé optimal sil satisfait
J (u) = inf
v2U
J (v) :




b (t; xqt ; a) qt (da) dt+
Z
U








t; xqt  ; ; a

qt (da)N (d; dt) ;
xq0 = :
Le coût à minimiser, sur lensemble R des contrôles relaxés, est donnée par
J (q) = E










Un contrôle relaxé  est appelé optimal sil résout
J () = inf
q2R
J (q) :
Le problème de contrôle relaxé trouve son intérêt dans trois points essentiels. Le
premier est que nous pouvons utiliser la propriété de convexité de lensemble des
contrôles relaxés pour dériver les conditions doptimalité, sans utiliser lexpansion
de second ordre et avec des hypothèses minimales sur les coe¢ cients. Le deuxième
point est que le problème des contrôles relaxés est une généralisation de contrôle
stricte. En e¤et, si qt (da) = vt (da) est une mesure de Dirac concentrée en un point
unique vt 2 U , alors nous avons un problème de contrôle stricte comme un cas
particulier de celle relaxée. Le troisième intérêt concerne lexistence dune solution
optimal. Nous pouvons avoir lexistence dun contrôle optimal relaxé et de ne pas
avoir léxistence dune solution optimal stricte (voir lexemple ci-dessous sur les
pages 6-7).
Pour atteindre lobjectif de ce travail et créer les conditions nécessaires et su¢ -
santes doptimalité, nous procédons comme suit :
Tout dabord, nous donnons les conditions doptimalité pour les contrôles relaxés.
Lidée est dutiliser le fait que lensemble des contrôles relaxés est convexe. Ensuite,
nous dérivons les conditions nécessaires doptimalité en utilisant la voie classique
de la méthode des perturbations convexes. Plus précisément, si on note par  un
contrôle optimal relaxé et q est un élément quelconque de R, puis avec une assez
petite  > 0 et pour chaque t 2 [0; T ], nous pouvons dénir un contrôle perturbé
comme suit
t = t +  (qt   t) :
Nous tirons de léquation variationnelle de léquation détat, et linégalité varia-
tionnelle
0  J    J () :
En utilisant le fait que les coe¢ cients b, f et h sont linéaires par rapport à la
contrôle relaxé,. Pour résoudre cette partie de problème, nous prouvons dans un
minimum dhypothèses supplémentaires, que ces conditions nécessaires doptimalité
pour les contrôles relaxés sont également su¢ santes.
Nous établirons trois résultats concernant le problème de contrôle stochastique
et qui peuvent être divises en deux thèmes. Le premier concernant les équations
di¤érentielles stochastiques où les contrôles ordinaires et qui sont des processus à
valeurs dans des boreliennes de R et on établira un principe de maximum pour
des di¤usions singulières dont les coe¢ cients non linéaires, celles qui donnent des
généralisations du résultat obtenu par par Cadellinas-Haussmann.
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Le second thème concerne les contrôles relaxés qui sont des processus à valeurs
mesure. On établira le principe de maximum en contrôle relaxé avec des di¤usions
de sauts, Les résultats de cette étude généralisent tous les travaux antérieurs sur le
sujet. Il peut également être vu comme une extension de celle de Bahlali [2] pour
les di¤usions avec sauts.
Le plan de ce travail est comme suit :
Chapitre 01 (Principe du maximum en contrôle stochastique pour des di¤u-
sions singulières à coe¢ cients linéaires). dans ce chapitre introductif est qui nous
sera dune grande utilité pour la suite, on donnera une démonstration détaillée du
principe du maximum pour des di¤usions singulières dans le cas où le domaine du
contrôle est convexe, les coe¢ cients de léquation détat linéaire et les coe¢ cient de
la fonction coût convexes. Ce résultat obtenue par Cadellinas-Haussmann [14].
Chapitre 02 (Principe du maximum en contrôle stochastique pour des di¤usions
singulières à coe¢ cients non linéaires). Dans ce chapitre on apportera la première
contribution dans ce travail, on établira une généralisation des résultats du premièr
chapitre dans la mesure où on considère que les coe¢ cients de léquation détats ne
sont pas linéaires, de plus on ne se posse plus que les coe¢ cients de la fonction coût
convexes et sans utilisée la condition principale du premier chapitre. Pour obtenir le
résultat, on utilise une méthode basée sur perturbation faible sur les contrôles et en
suivant une méthode variationnelle simple basée sur le développement de Taylor des
coe¢ cients de léquation détat et des coe¢ cients de la fonction coût.Le théorème
du principe du maximum sera donnée sous sa forme intégrale et aussi sa forme
générale.
Ce résultat à la fois comme une généralisation du principe de maximum pour
des di¤usions singulières obtenues par Cadellinas-Haussmann du premier chapitre et
aussi comme une généralisation de principe de maximum obtenue par Bensoussan.
Chapitre 03 (Principe du maximum du second ordre en contrôle stochastique
pour des di¤usions singulières). Dans ce chapitre on apportera la première contri-
bution dans ce travail. Nous considérons le problème de contrôle stochastique dans
laquelle les domaines de contrôle ne doivent pas être convexe, la variable de contrôle
a deux composantes, la première étant absolument continue et la seconde est singu-
liere. Les coe¢ cients de léquation détat ne sont pas linéaires et dépendent explici-
tement sur la composante absolument continue de la commande. Nous établissons
une principe du maximum, en utilisant une principe de variation sur la partie abso-
lument continue du contrôle et une perturbation convexe sur le singulier. Ce résultat
est une généralisation du principe du maximum Peng à des problèmes de contrôle
singulier.
Dans notre situation, puisque le système est non linéaire et le domaine du
contrôle nest pas nécessairement convexe, lapproche de lanalyse convexe utili-
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sée dans [14] nest plus valable. En outre, depuis le coe¢ cient de di¤usion dépend
explicitement de la variable de contrôle, la méthode de variation de premier ordre
utilisés dans [?] ne peut pas être appliquée. Lapproche que nous utilisons pour éta-
blir notre résultat principal est basé sur une perturbation double de la commande
optiimal (bu;b): La perturbation au premier contrôle est une variation, sur la partie
absolument continue de la commande et le second est convexe, sur la composante
singulière.
Chapitre 04 (Les conditions générales doptimalitées pour un problème des
contrôles stochastiques relaxé des di¤usions de Poisson). Objectif dans ce chapitre
est de dériver les conditions nécessaires doptimalité ainsi que su¢ santes pour les
contrôles relaxés, où le système est régi par une équation di¤érentielle stochastique
non linéaires avec sauts dans sa forme générale. Nous donnons les résultats, sous
forme de principe maximum stochastique global, en utilisant seulement lexpansion
du premier ordre et léquation adjointe associée.
Le contenu de cette thèse a fait lobjet des publications suivantes :
S.Bahlali, A. Chala, A general optimality conditions for stochastic control pro-
blems of jump di¤usions Appl. Math Optim. Vol. 65, N1 (2012), pp. 15-29.
S.Bahlali, A. Chala, The stochastic maximum principle in optimal control of
singular di¤usions with non linear coe¢ cients, Rand. Operat. And Stoch. Equ.,
Vol. 13, N1 (2005), pp. 1-10.
Chapitre 1
Principe du maximum en contrôle
stochastique pour des di¤usions
singulières à coe¢ cients linéaires
Dans ce chapitre, nous allons.donner une démonstartion détaillée du principe
du maximum en contôle stochastique pour des di¤usions singulières et à coe¢ cients
linéaires. Ce résultat a été obtenu par Cadellinas-Haussmann [14] en utilisant le
principe de minimisation des fonctionnelles convexes Gâteaux-di¤érentiables (Voir
Ekeland-Temmam [21]).




;F ; (Ft)t2[0;T ] ; IP

un éspace probabilisé ltré satisfaisant aux conditions
habituelles, B = (Bt)t2[0;T ] un mouvement Brownien d-dimentionnel et on suppose
que : (Ft)t2[0;T ] =  (Bs; 0  s  t) est la ltration naturelle du mouvement brow-
nien.
Soit T un reèl strictement positif,A1 un fermé, convexe deRn etA2 = ([0;1))m 
Rm:
On suppose que u et  sont des processus (Ft) adaptés, B [0; T ]
F-mesurable
et  est un processus croissant, continue à gauche avec limite à droite (caglad) avec
0 = 0:
1
1. Principe du maximum en contrôle stochastique pour des di¤usions
singulières à coe¢ cients linéaires 2
Considérons maintenant léquation di¤érentielle stochastique contrôlée suivante :(
dxt = b (t; xt; ut) dt+  (t; xt; ut) dBt +G (t) dt
x (0) = x0;
(1.1)
où x0 est une variable aléatoire F0 mesurable et indépendante de B telle que :
E [j x0jm] <1 ; pour tout m > 1:
On suppose que b et  sont linéaires en leurs variable et sont données par :
b (t; x; u) = Atx+Btu+ Ct; (1.2)
 (t; x; u) = Dtx+ Etu+ Ft;
avec :
A : [0; T ] 
  ! L (Rn;Rn) ; B : [0; T ] 
  ! L  Rk;Rn ; C : [0; T ] 
  !
Rn; D : [0; T ]  
  ! L  Rn;L  Rd;Rn ; E : [0; T ]  
  ! L  Rk;L  Rd;Rn ;
F : [0; T ] 
  ! L  Rd;Rn ; G : [0; T ] 
  ! L (Rm;Rn) :
Où L (E;H) est léspace des transformations linéaires de E dans H:
On suppose que A; B; C; D; E; F; G sont progressivement mesurables par
rapport à la ltration Ft, uniformément bornées en (t; !) 2 [0; T ]
 et G continue.





[ b (t; xt; ut)] dt+
TZ
0
j  (t; xt; ut)j2 dt+
TZ
0
j G (t)j dt <1
9=; = 1: (1.3)





jBtut j dt <1;
TZ
0
jEtut j2 dt <1;
TZ
0
jG (t) j dt <1
9=; = 1:
Les coe¢ cients de léquation détat (1:1) étant linéaires, donc Lipshitziennes,






(Asxs +Bsus + Cs) ds+
Z t
0
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Dénition 1 (Admissibilté) : Soit V un convexe de Rn xé, pour tout x 2 V ,on
note par U la classe des processuses adaptés, mesurables (u; ) : [0; T ]
 7! A1A2
et  est un processus croissant, continue à gauche avec limite à droite (caglad) avec
0 = 0 tels que :
x
(u;)
t 2 V ; pour tout t 2 [0; T ] ; P  ps:
Le couple (u; ) est appelé contrôle admissible et la solution x(u;) est appellée la
trajéctoire du système linéaire (1:1) contrôlée par (u; ) :
Puisque notre équation détat est linéaire, il est évident que pour tout processus





t + (1  )x(v;)t ; P  ps:
Remarque 2 Lensemble U des contrôles admissibles est convexe.
On considère maintenant la fonction coût suivante :
J (u; ) = E

g (xT ) +
Z T
0






avec : h : [0; T ]
  ! C1;1(V A1;R) ; g : 
  ! C1(V;R) ; k : [0; T ]
  ! A2
tels que h et k soient (Ft)t-progressivement mesurables, g est FT mesurable et k
est continue en t:
On suppose que :
1) g et h sont continument dérivables en leurs variables.
2) b ,  et G sont uniformement bornées en (t; !) 2 [0; T ] 
:
3) Pour tout (t; !) 2 [0; T ]
 les fonctions h(t:; :) 2 C1;1 (V  A;R)
et g(:) 2 C1 (V ;R) sont convexes.
Le problème du contrôle optiimal consiste a minimiser la fonctionnelle J(:) sur
lensemble U du contrôle admissible cest a dire trouver un contrôle (u,) 2 U tel
que J(u; )  J(v; ) pour tout (v; ) 2 U : Cest à dire :
J(u; ) = inf
(v;)2U
J(v; );
on remarque que les fonctions h; g et k peuvent être considérées comme suit :
h : [0; T ] Rd  U  ! R ; g : Rd  ! R ; k : [0; T ]  ! R.
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Remarque 3 Les hypothéses sur h et g implique que la fonctionnelle J est bien
dénit pour chaque contrôle admissible.
Proposition 4 Puisque h et g sont convexes, alors la fonctionnelle J est convexe.
De plus si pour tout (t; !) 2 [0; T ] 
 les fonctions h(t; :; :) et g(:)sont strictement
convexes, alors J est strictement convexe.
Proof. Pour tout (u; ) ; (v; ) 2 U , on a :






















k (t) d (t + (1  ) t)

:
Puisque h et g sont convexes et x est linéaires alors, on aura :












































Ce qui nous donne
J ( (u; ) + (1  ) (v; ))  J (u; ) + (1  ) J (v; ) :
Doù le résultat.
1.2 Equation adjointe et processus adjoint
Le but du principe du maximum stochastique est de trouver des conditions né-
cessaire doptimalité vériées par un contrôle optimal et pour cela, on se donne un
contrôle optimal
bu;b minimisant le coût J sur lensembles des contrôles admis-
sibles U et soit bx la trajectoire optiimal, cest à dire la solution de léquation détat
assocoée à
bu;b :
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On considère léquation adjointe donnée par :(
dpt = [hx (t; bxt; but)  Atpt  Dt qt ] dt+ qtdBt;
pT =  gx(bxT ): (1.4)
On cherche à trouver un couple (p; q) mesurable et adapté p : [0; T ]
  ! Rn
et q : [0; T ] 
  ! L  Rd;Rn solution de léquation adjointe (1:4) :
Ce couple est appelé processus adjoint où couple adjoint associé à notre problème
de contrôle.
On suppose que :
E

jgx(bxT )j2 + Z T
0
jhx (t; bxt; but)j2 dt <1: (1.5)
Léquation adjointe (1:4) est une équation di¤érentielle stochastique rétrograde
linéaire à coe¢ cients bornés, donc elle admet une solution forte unique donnée par :
pt =  g(bxT ) + TZ
t
[hx (s; bxs; bus)  Asps  Dsqs] ds+ TZ
t
qsdBs: (1.6)









1.3 Principe du maximum
Puisque U est convexe et J : U 7! R est une fonctionnelle convexe denit sur U .
Alors on remarque que notre problème du contrôle stochastique est un cas particu-
lier du problème de minimisation dune fonctionnelle convexe. Alors il est naturel
dutiliser les résultats de la théorie de lanalyse convexe. Et pour cela, on peut ap-
pliquer à notre problème le théorème classique de la minimisation des fonctionnelles
convexes suivant :
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Théorème 5 Soit E un éspace de Banach reexif et H un convexe fermé non vide
de E: soit f une fonction de H dans R convexe et semi continue inferieurement
(SCI).




Si f est Gâteaux-di¤érentiable de di¤érentielle f
0
continue , alors si u 2 H, les
trois conditions suivantes sont équivalentes :












(v); u  v  0 pour tout v 2 H:
Proof. Voir Ekeland-Temmam [21] ; prop 2.1 page 35.
Dénition 6 Pour tout couple adjoint (p; q), on dénit le hamiltonien H : [0; T ]
Rn  L  Rd;Rn V  A 7! R par :
H(t; p; q; x; u) =  h(t; x; u) + pt:b(t; x; u) + qt:(t; x; u);
=  h(t; x; u) + pt:(Atx+Btu+ Ct) + qt:(Dtx+ Etu+ Ft):
(1.7)
Maintenant on considère les fonctionnelles :J1 : U 7! R et J2 : U 7! R et
J3 : U 7! R dénies comme par :



















On remarque que J = J1 + J2 + J3:
Puisque h(t; :; :) et g(:) sont convexes ,et x(u;) est a¢ ne en (u; ), alors J1 et
J2 sont convexes. De plus J3 est linéaire.
1. Principe du maximum en contrôle stochastique pour des di¤usions
singulières à coe¢ cients linéaires 7
1.3.1 Linéairisation des solutions
Pour tout (u; ) 2 U et soit x(u;) sa trajectoire. Soit Z(u;) la solution de léqua-













Proposition 7 Puisque lapplication (u; )  ! Z(u;) est linéaire, alors pour tout
(u; ) ; (; ) 2 U , on a :
Z(u;)   Z(;) = x(u;)   x(;):






















































































As (Z  x) ds+
Z t
0
(Ds (Z  x)) dBs:
En appliquant lespérence et lisométrie stochastique, on obtient :
E jZ  xj2  2
Z t
0
E jAs (Z  x) j2 ds+ 2
Z t
0
E jDs (Z  x) j2 ds:
Puisque A et D sont bornés alors, on a :
E jZ  xj2 M
Z t
0
E jZ  xj2 ds:
Enn par linégalité de Gronwall, on conclut
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Soit (u; ) et (; ) des contrôles admissibles avec trajectoires correspondantes
x(u;) et x(;).
On suppose que :
1) Il existe une variable aléatoire eY :
 7! R et un processus mesurable Y :
[0; T ] 






2) Pour tout (u; ) ; (; ) 2 U et  2 [0; 1] on a::
eY  Z(u;)T :gx x(;)T + Z(u;)T  =  () ;












t ; vt+ut) =   () :
1.3.2 Dérivabilité au sens de Gâteaux de La fonction coût

































Donc, J = J1 + J2 + J3 est Gâteaux-di¤érentiable avec une di¤érentielle donnée
par :
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Proof. 1) La dérivée de J1 :
On va analyser la limite quand  # 0 de la quantité :





















































Et comme h : [0; T ]  
 7! C1;1 (V U ;R ) ; alors pour tout  2 [0; 1] il existe
















































t ; vt + ut

dt
=   () :
On dénit :
J 01 () =
1

(J1 (v + u;  + )  J1 (v; )) ;
= E [  () ] :
Puisque h et J1 sont des fonctions convexes, alors leurs dérivées au sens de
Gateaux sont des fonctions croissantes en ; Donc  () et J 01() sont des fonctions
croissantes en  , donc lim
#0
J 01() existe et égale à lim
k"1
J 01 (k) si k # 0 quand k " 1.
Et par la continuitie de hx et hu ce qui nous donne la continuitie de   sur lintervalle
(0; 1) : Si on considère pour toute suite (k) telle que k # 0 quand k " 1 ;on a :
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Et en appliquant le théorème de convergence dominé de Lebesgue ;on obtient :
lim
#0






















Alors J1 est un Gâteaux -di¤érentiable avec la dirévée donne par :














2) La dérivée de J2 :














































Et comme g : 
 7! C1 (V;R ) ;est FT -mesurable ;alors pour tout  2 [0; 1] il


































=  () :
On denit alors :
J 02 () =
1

(J2 (v + u;  + )  J2 (v; ))
= E [ () ] :
Mais g et J2 sont convexes, alors  etJ 02 sont des fonctions croissantes de , donc
lim
#0
J 02() existe et égale à lim
k"1
J 02 (k)si k # 0 quand k " 1 . Puisque de gx est
continue,  est continue sur lintervalle (0; 1) : soit (k) une suite telle que k # 0
quand k " 1; on a :
eY   (k) #  (0) = Z(u;)T :gx x(v;)T  ; P  ps:
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En n on dit que :J2 est Gâteaux -di¤érentiable avec la di¤érentielle donnée par :











3) La dérivée de J3 :
On sait que la fonctionnelle J3 est linéaire par rapport à ; donc sa derivée est
la même fonction et est donnée par :





Finalement on conclut que J est Gâteaux -di¤érentiable avec la di¤érentielle
donnée par :


























Ceci prouve le lemme
1.3.3 Principe du maximum
Conséderons maintenant les semi-martingales x(u;) et p données par léquations
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s ; us) + qs
 


















































Ceci nous permet décrire léquation (1:10) comme suit :
R(u;)(t) = p0:x0 +
tZ
0
(ps:Cs + qs:Fs) ds+ S
(u;)(t):
Remarque 9 Si pour tout (u; ) 2 U ; S(u;)(t) nest pas seulement une martingale





















Mais en générale ;S(u;)(t) pas nésessairement une martingale, alors pour obtenir
des conditions nécessaires doptimalités, on suppose que pour tout (u; ) 2 U , on a :
E
h
R(bu;b)(T )i  E  R(u;)(T ) ;
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où dune manière équivalente :
E
24pT :bxT   TZ
0





24pT :x(u;)T   TZ
0
 




Linégalité (1:11) sera essentiellement utilisée pour obtenir le principe du maxi-
mum et qui est donné sous sa forme intégrale par le théorème suivant :
Théorème 10 Soit
bu;b est un contrôle optimal minimisant le coût J sur len-
semble des contrôles admissibles. Si la condition (1:11) est satisfaite, alors il existe




[ Hu (t; pt; qt; bxt; but) : (ut   but)] dt+ Z T
0








bu;b une solution optimale pour notre problème de contrôle. Puisque
U est convexe et la fonctionnelle J (:) est convexe et Gâteaux -di¤érentiable alors,
en appliquant le théorème5, on a :D
J 0(bu;b); (u; )  (bu;b)E  0 ; pour tout (u; ) 2 U :
Puisque on a :
D









k(t)d(t   bt) + x(u;)T   bxT pT
35 :











k(t)d(   b)t   (x(u;)T   bxT )gx (bxT ) : (1.13)
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Daprés notre hypothèse (1:11) on a :
0  E
24pT :x(u;)T   TZ
0






24pT :bxT   TZ
0






















x(u;)s   bxs :hx (s; bxs; bus) + ps:Bs (us   bus) + qsEs (us   bus) ds
35 :































k(t)d(   b)t   x(u;)T   bxT pT
35 :











[( hu(t; bxt; but) + pt :Bt + qtEt) (ut   but)] dt:
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f Hu (t; pt; qt; bxt; but) : (ut   but)g dt+ Z T
0






Ceci prouve le théorème:
Le principal résultat de ce chapitre est le principe du maximum pour des di¤u-
sions singulière et est donné par le théorème suivant :
Théorème 11 Supposons que V=Rn:Soit
bu;b est un contrôle optimal minimi-
sant le coût J sur lensemble des contrôles admissibles. Si la condition (1:11) est
satisfaite, Alors on a :
H (t; p(t); q(t); bxt; ut)  H (t; p(t); q(t); bxt; but) pout tout u 2 U ; dt  pp ; P  ps:
(1.14)
Proof. Soit
bu;b un couple optimal, daprés le théorème du principe du maximum




 Hu (t; pt; qt; bxt; but) : (ut   but) dt+ Z T
0










[ Hu (t; pt; qt; bxt; but) : (ut   but)] dt  0:
Et pour prouver (1:14) ; il su¢ t de prouver que :
 Hu (t; pt; qt; bxt; but)  (u  but (!))  0 8u 2 U1 ; pour tout (t; !) 2 [0; T ] 
:
On dénit pour tout v 2 U; lensemble v par :
v = f(t; !) 2 [0; T ] 
; Hu (t; pt; qt; bxt; but)  (u  but (!)) < 0g :
On dénit contrôle bv : [0; T ] 
! A par :
bv (t; !) = ( v si (t; !) 2 bv;bu (t; !) sinon.
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f Hu (t; pt; qt; bxt; but)  (bvt (!)  but (!))g dt < 0:
Contradiction avec (1:14) ; à moins que (Leb
 P) fvg = 0 pour tout v 2 A . ;
Alors, pour tout v 2 A :
 Hu (t; pt; qt; bxt; but)  (v   but)  0:
Ceci prouve que bu minimise la fonction hamiltonien  H sur lensemble U1; ce
qui nous donne :
H (t; pt; qt; bxt; but)  H (t; pt; qt; bxt; u) pour tout u 2 U:
Ceci prouve le théorème.
Remarque 12 1) Si on suppose que E
h
R(bu;b)(T )i  E R(u;)(T ), alors nous
obtenons des conditions su¢ santes doptimalité pour notre problème de contrôle.
Remarque 13 2) Si on suppose que E
h
R(bu;b)(T )i = E R(u;)(T ), alors nous
obtenons des conditions necessairses et su¢ santes pour notre problème de contrôle.
Chapitre 2
Principe du maximum en contrôle
stochastique pour des di¤usions
singulières à coe¢ cients non
linéaires
Dans ce chapitre, nous allons généraliser le résultat du chapitre 1 et établir
un principe du maximum en contrôle stochastique pour des di¤usions singulières
à coe¢ cients non linéaires. Avec des hypothèses et des conditions en moins, on ne
suppose plus que les coe¢ cients du coût sont convexes donc un coût non convexe.




;F ; (Ft)t2[0;T ] ;P

un éspace probabilisé ltré satisfaisant aux conditions
habituelles, B = (Bt)t2[0;T ] un mouvement Brownien d-dimentionnel et on suppose
que : Ft2[0;T ] =  (Bs; 0  s  t) est la ltration naturelle du mouvement brownien.
soit T > 0, A1 un fermé convexe de Rn et A2 = ([0;1))m  Rm:
On suppose que u et  sont des processus (Ft) adaptés, B [0; T ]
F-mesurable
et  est un processus croissant, continue à gauche avec limite à droite (caglad) avec
0 = 0:
17
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Considérons maintenant léquation di¤érentielle stochastique contrôlée suivante :(
dxt = b (t; xt; ut) dt+  (t; xt; ut) dBt +G (t) dt;
x (0) = x0;
(2.1)
où x0 est une variable aléatoire F0 mesurable et indépendante de W telle que :
E [jx0jm ] <1 ; pour tout m > 1:
Avec b : [0; T ]RnU1 ! Rn;  : [0; T ]RnU1 !Mnd (R) et G : [0; T ]!
Mnm (R) :
Il est nécessaire de dénir léspace des contrôles admissible dans le cas des couples
et cette dénition est donnée par.
Dénition 14 (Admissibilté) : On note par U lensemble des processus mesrables,




j vtj2 dt+ E j T j2 <1:
Le couple (u; ) est appelé contrôle admissible et la solution x(u;) est appellée la
trajectoire du système (2:1) contrôlée par (u; ) :
On note par U1 et U2 les ensembles suivants : U1 = fu : [0; T ] 
 7! A1g et
U2 = f : [0; T ] 
 7! A2g :
On considère maintenant la fonction coût suivante :
J (u; ) = E
24g (xT ) + TZ
0






h : [0; T ]  Rd  U1  ! R, g : Rd  ! R ; k : [0; T ]  ! R des fonctions
mesurables.
On suppose que :
1) b, ; g et h sont dérivables en leurs variables et à dérivées continues
et bornées.
2) G et k sont continues.
3/ E
R t0 G (s) d2 <1:
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Le problème du contrôle optiimal consiste a minimiser la fonctionnelle J(:) sur
lensemble U du contrôle admissible cest a dire trouver un contrôle (u,) 2 U tel
que J(u; )  J(v; ) pour tout (v; ) 2 U : Cest à dire :
J(u; ) = inf
(v;)2U
J(v; ):
Remarque 15 1) Puisque les coe¢ cients de léquation détat sont dérivables et à
dérivées bornées, donc lipschitziennes, alors cette équation admet une solution forte
unique donnée par :
xt = x0 +
tZ
0
b (t; xt; ut) dt+
tZ
0












2) Les hypothéses sur h et g implique que la fonctionnelle J est bien déni pour
chaque contrôle admissible.
2.2 Résultats préliminaires
Soit x(u;) la trajectoire optiimal, cest à dire la solution de léquation détat
associée à (u; ) :
On considère la perturbation suivante : 
u; 

= (u; ) +  (v; ) = (u+ v;  + ) ; 8 (v; ) 2 U . (2.2)
Soit x la trajectoire associée au contrôle
 
u; 
 2U; est donnée par :
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2.2.1 Estimation des solutions
Proposition 16 On a
E
x   x2  k2: (2.3)
Proof. En remplaçant x et x par leurs valeurs, on a :






















En passant aux ésperances, on a :
E
x   x2  Z t
0
E
b  s; xs; us  b (s; xs; us)2 ds+ Z t
0
E






Cequi nous donne :
E
x   x2  3Z t
0
E
b  s; xs; us  b  s; xs; us2 ds+ 3Z t
0
E





  s; xs; us    s; xs; us2 ds+ 3Z t
0
E






Puisque b et  sont lipschitzienne en x et en u, on a :
E
x   x2  6Z t
0
E
us   us2 ds+ 6Z t
0
E




Puisque us = us + v; alors on obtient :
E
x   x2  6Z t
0
E
xs   xs2 ds+M t ;
où :
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Puisque E jvj2 <1 et E
R t0 G (s) d2 <1, alors on a :
M t  k2:
Ce qui implique que :
E
x   x2  6Z t
0
E
xs   xs2 ds+ k2:
En appliquant linégalité de Gronwall, on conclut:
2.2.2 Linéarisation de léquation détat












x   x : (2.4)
Proposition 17 Z vérie léquation linéaire suivante :8><>:
dZt = [ bx (t; xt; ut)Zt + bu (t; xt; ut) vt] dt
+ [ x (t; xt; ut)Z + u (t; xt; ut) v] dBt +G (t) dt;
Z0 = 0:
(2.5)
Proof. En faisant le dévellopement de Taylor avec rèste intégrale au point (x; u)


















































x   x ; u+    u   u  u   u ;
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ce qui nous donne : 









































Puisque u(t)  u(t) = v; alors on a : 





















































x   x ; u+  (v) 1

 




















x   x ; u+  (v) 1

 













En passant à la limite, on obtient le résultat.:
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2.3 Principe du maximum




  J (u; )  0:











t; xt ; u

t







Proposition 18 Si on pose
ext = 1  xt   xt  Zt; (2.7)





Proof. En passant aux di¤érentielles dans (2:7), on obtient :
d ex = 1

(dx   dx)  dZ:
En remplaçant dx; dx et dZ par leurs valeurs, on a :

















[ x0 + b (t; x; u) dt+  (t; x; u) dBt +G (t) d]
  [ bx (t; xt; ut)Zt + bu (t; xt; ut) vt] dt
  [ x (t; xt; ut)Z + u (t; xt; ut) v] dBt  G (t) dt:
Ce qui nous donne :












   (t; x; u) dBt (2.9)
  [bx (t; xt; ut)Zt + bu (t; xt; ut) vt ] dt  [ x (t; xt; ut)Z + u (t; xt; ut) v] dBt:
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x   x ; u+    u   u  u   u :
En remplaçanat ces deux quantités dans (2:9) ; on obtient :





































x   x ; u+    u   u v dBt
  [bx (t; xt; ut)Zt + bu (t; xt; ut) vt] dt  [x (t; xt; ut)Z + u (t; xt; ut) vt] dBt:
En remplaçant
 
x   x =  ( ex + Z) et  u   u = v et en passnt aux éspe-
rances carrées, on a :




















x   x ; u+ v ex2 dt
+;
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x   x ; u+ v  u (t; xt; ut)	 v2 dt:





Puisque bx et x sont bornées, alors (2:9) devient :
E j exj2  2kM Z t
0
E j exj2 dt+ :
En appliquant linégalité de Gronwall, on conclut.:












t; xt ; u

t
  h (t; xt; ut)  dt: Doù la proposition suivante :








  g (xT )  !
!0









t; xt ; u

t





[hx (t; xt; ut)Z + hu (t; xt; ut) v] dt:
(2.11)
Proof. 1)Montrons (2:10).
En faisant le dévellopement de Taylor avec reste intégrale au point x et à lordre
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Puisque ext = 1  xt   xt  Zt; on a : 
xt   xt

= ext + Zt:




























 ext + Zt extd:
Puisque gx est bornée alors en faisant tendre  vers 0; on obtient le résultat.
2)Montrons (2:11)
De la même manière, en faisant le dévellopement de Taylor avec reste intégrale
au point (x; u) et à lordre 1 de la fonction h
 




; on a :
h
 
t; xt ; u

t































cest à dire :
h
 
t; xt ; u

t

























Le résultat sera obtenu de la même manière que précedement et en utilisant les
mêmes arguments.
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En utilisant les résultats de la proposition précedente dans (2:6), on obtient :
E [gx (xT ) :ZT ] + E
Z T
0
[ hx (t; xt; ut)Z   hu (t; xt; ut) v] dt+ E
Z T
0
k (t) d  0:




[ hx (t; xt; ut)Z + hu (t; xt; ut) v] dt:
On considère léquation linéaire associée à (2:5) :(
d(t) = bx (t; xt; ut) tdt+ x (t; xt; ut) tdBt;
(0) = Id:
Cette équation étant linéaire à coe¢ cient bornés alors elle admet une solution
forte unique. De plus la solution  est inversible et son inverse 	 vérie léquation
suivante :(
d	 = [ bx (t)	 (t) + 	 (t)x (t)x (t) ] dt  x (t)	 (t) dBt;
	(0) = Id:
Pour vérier que	 est linverse de ; on vérie que 	 = 	 = Id en appliquant
la formule de Itô.
En suivant la méthode de la résolvante des équations di¤érentielles ordinaires
linéaires, on pose (t) = 	(t)Z(t) et par la formule de Itô on a :
dt = [	 (t) bv (t) v   x (t)	 (t)v (t) v ] dt+	(t)v (t) vdBt +	(t)G (t) dt:
On pose :
Y = (T ) gx (xT ) +
Z T
0
 (s)hx (s; xs; us) ds;
t = E [Y= Ft ] 
Z t
0
 (s)hx (s; xs; us) ds:
On remarque que E [gx (xT )ZT ] = E [  (T ) gx (xT )T ] = E [ TT ]. Donc pour
calculer E [gx (xT )ZT ], il su¢ t de calculer E [TT ] :
Puisque Y est de carré integrable , et Ft =  (Bs; 0  s  t) ; et E [Y = Ft] est
une martingale de carré intégrable, alors par la décomposition de Itô on peut réecrire
E [Y= Ft] sous la forme :
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où Q (s) est un processus adapté tel que E
Z t
0
jQ (s)j2 ds <1:
Ceci nous permet décrie t, sous une forme adapté à notre problème
t = E [Y ] +
Z t
0
Q (s) dBs  
Z T
0
 (s)hx (s; xs; us) ds;
ce qui nous donne :
dt =   (t)hx (t; xt; ut) dt+Q (t) dBt:
En appliquant la formule dItô à tt et en passant aux espérance, on obtient :
E [(TT ) ] = E
Z T
0








où pt est donnée par :
pt = 	
 (t) t: (2.12)
















Kt = Q (t)	 (t)  ptx (t) :








(ptG+ k (t)) dt:
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2.3.1 Equation adjointe et processus adjoint
En remplaçant 	(t) et t par leurs valeurs dans (2:12), on obtient la formule
du processus adjoint p et qui est donnée par :
p(t) = E [	(t)(T )gx(x(T )) = Ft] + 	(t)
TZ
t
(s)hx(s; x(s); u(s))ds: (2.14)
Pour obtenir léquation adjointe vériée par le processus adjoint p, il su¢ t dap-
pliquant la formule de Itô à p(t) = 	(t)t; ce qui nous donne :(
 dp(t) = [ bx (t; x(t); u(t)) p(t) + x (t; x(t))K(t) + hx (t; x(t); u(t))] dt K(t)dBt;
p(T ) = gx(x(T ));
(2.15)
où K est donnée par :
K(t) = 	(t)Q(t)  x (t; x(t)) p(t);




24(T )gx(x(T )) + TZ
0
(s)hx(s; x(s); u(s))ds = Ft
35
 E




La forme intégrale solution de léquation stochastique rétrograde (2:15) est don-
née par :
p(t) = gx(x(T )) 
TZ
t
[ bx (t; x(t); u(t)) p(t) + 





Remarque 20 1) Il est intéressant de voir que la solution de léquation rétrograde
(2:15) est donnée par (2:14) :
Remarque 21 2) Léquation (2:15) est une équation rétrograde linéaire à coe¢ -
cient bornés, donc elle admet une solution forte unique.
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2.3.2 Principe du maximum
On dénit le hamiltonien par :
H(t; p;K; x; u) =  h(t; x; u) + p:b(t; x; u) +K:(t; x; u):
Linégalité (2:13) ; nous permet dénnoncer le théorème du principe du maximum
sous sa forme intégrale et qui est donnée par.
Théorème 22 Soit (u; ) est un contrôle optimal minimisant le coût J sur len-
semble des contrôles admissibles, alors il existe un processus adapté p; donné par




[ Hu (t; pt; Kt; xt; ut) : (ut   wt)] dt+
Z T
0












(ptG+ k (t)) d (   )t :
En remplaçant le hamiltonien par sa valeur, on obtient le résultat.
Le principal résultat de ce chapitre est le principe du maximum pour des di¤u-
sions singulières et est donné par le théorème suivant :
Théorème 23 Supposons que V=Rn:Soit (u; ) est un contrôle optimal minimisant
le coût J sur lensemble des contrôles admissibles. Alors on a :
H (t; p(t); K(t); xt; wt)  H (t; p(t); K(t); xt; ut) pout tout w 2 U ; dt pp ; IP ps:
(2.17)
Proof. Soit (u; ) un contrôle optimal, daprés le théorème du principe du maximum




Hu (t; pt; Kt; xt; ut) : (ut   wt) dt+
Z T
0
(k (t) G (t) :pt) :d (   )t

 0:
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Cette inéquation est vraie pour tout (w; ) 2 U : Donc elle est vraie pour  = .




[ Hu (t; pt; Kt; xt; ut) : (ut   wt)] dt  0:
Et pour prouver (2:17) ; il su¢ t de prouver que :
Hu (t; pt; Kt; xt; ut)  (ut   wt (!))  0 8u 2 U1 ; pour tout (t; !) 2 [0; T ] 
:
On dénit pour tout v 2 U; lensemble v par :
v = f(t; !) 2 [0; T ] 
; Hu (t; pt; Kt; xt; ut)  (u  wt (!)) < 0g :
On dénit contrôle bv : [0; T ] 
! A par :
bv (t; !) = ( v si (t; !) 2 bv;
u (t; !) sinon.




[ Hu (t; pt; qt; xt; ut)  (bvt (!)  ut (!))] dt < 0:
Contradiction avec (2:17), sauf si (dt
 IP) fvg = 0, pour tout v 2 A . ; Alors,
pour tout v 2 A :
Hu (t; pt; qt; bxt; but)  (v   ut)  0:
Puisque u minimise la fonction hamiltonienne  H ( où maximise H )sur len-
semble U1, alors :
H (t; pt; qt; xt; ut)  H (t; pt; qt; xt; w) pour tout u 2 U:
Ceci prouve le théorème.
Remarque 24 Les résultats du premier chapitre ont été généraliser sans supposer
le principale hypothèse du premier chapitre. De plus, on ne suppose plus que les
coe¢ cients de la fonction coût convexes.
Remarque 25 Puisque la principale hypothèse du premier chapitre nest pas utili-
sée, il est intéressant de voir si les conditions nécessaires sont aussi su¢ santes.
Chapitre 3
Principe du maximum du second
ordre en contrôle stochastique
pour des di¤usions singulières
On considère un problème des contrôles stochastiques sur lesquelles domaine des
contrôles pas convexe, les coe¢ cients ne sont pas linéaires, et on essai détablir un
principe du maximum en utilisant souvent les variations dans la partie absolument
continue du contrôle de plus la perturbation convexe dans une terme singulière. Ce
résultat est la généralisation de principe du maximum dans les contrôles singuliers
établit par Peng [36].




;F ; (Ft)t2[0;T ] ; IP

un éspace probabilisé ltré satisfaisant aux conditions
habituelles, B = (Bt)t2[0;T ] un mouvement Brownien d-dimentionnel et on suppose
que : (Ft)t2[0;T ] =  (Bs; 0  s  t) est la ltration naturelle du mouvement brow-
nien.
Soit T > 0, A1 un fermé convexe de Rn et A2 = ([0;1))m  Rm:
U1 cest la classe des processus adaptées mesurables u : [0; T ] 
! A1:
32
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U1 cest la classe des processus adaptées mesurables  : [0; T ]  
 ! A2; telle
que  est un processus croissant, continue à gauche avec limite à droite (caglad)
avec 0 = 0:
Considérons maintenant léquation di¤érentielle stochastique contrôlée suivante :(
dxt = b (t; xt; ut) dt+  (t; xt; ut) dBt +G (t) dt;
x (0) = x0:
(3.1)
Où x0 est une variable aléatoire F0 mesurable et indépendante de B telle que :
E [ jx0jm] <1 ; pour tout m > 1;
avec b : [0; T ]Rn U1 ! Rn;  : [0; T ]Rn U1 !Mnd (R) et G : [0; T ]!
Mnm (R) :
Il est nécessaire de dénir léspace des contrôles admissible dans le cas des couples
et cette dénition est donnée par.
Dénition 26 (Admissibilté) : On appelle un contrôle admissible cest un couple





j u (t)j2 + j T j2
#
<1:
Le couple (u; ) est appelé contrôle admissible et la solution x(u;) est appellée la
trajectoire du système (3:1) contrôlée par (u; ) :
Et on note de plus par U lensemble des tout les contrôles admissible.
On considère maintenant la fonction coût suivante :
J (u; ) = E

g (xT ) +
Z T
0







h : [0; T ]  Rd  A1  ! R ; g : Rd  ! R ; et k : [0; T ]  ! A2 des fonctions
mesurables.
Hypothèse H 3 :
On suppose que :
3. Principe du maximum du second ordre en contrôle stochastique pour
des di¤usions singulières 34
1) b, ; g et h sont deux fois continuments dérivables en x, et leurs
dérivées sont continues en (x; u) et uniformement bornées.
2) b,  sont bornées par C (1 + jxj+ juj) :
3) G et k sont continues, et G est bornée.
Le problème du contrôle optiimal consiste a minimiser la fonctionnelle J(:) sur
lensemble U du contrôle admissible, cest à dire trouver un contrôle (bu,b) 2 U , tel




Remarque 27 1) Puisque les coe¢ cients de léquation détat sont dérivables et
à dérivées bornées, donc elle sont Lipschitziennes, alors cette équation admet une
solution forte unique donnée par :
x
(u;)


























Remarque 28 2) Les hypothéses sur h et g implique que la fonctionnelle J est bien
déni pour chaque contrôle admissible.
3.1 Résultats préliminaires
Soit x(bu;b) = bx la trajéctoire optiimal, cest à dire la solution de léquation détat
(3:1) associée à (bu;b):
On considère la perturbation suivante :
 





v;b (t) +   (t)  b (t) Si t 2 [ ;  + ] ;bu (t) ;b (t) +   (t)  b (t) Dailleurs, (3.2)
avec 0   < T est xé,  est strictement positive et su¢ sament petite, v est une
variable aléatoire Ft mesurable et  est un processus non décroissante avec 0 = 0:
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Soit x la trajéctoire associée au contrôle
 
u; 
 2 U ; x cest la trajéctoire qui
est donnée par :






















Comme (bu;b) est optiimal, alors on a :


















Soient xt ; x
(u;b) sont les trajéctoires associants réspectivement pour  u;  et
(u;b): Pour simplier les calcules, on note par :
f (t) = f (t; bx; bu) ;
f  (t) = f
 
t; bx; u ;
où f est notée pour les fonctions suivantes : b; bx; bxx; ; x; xx; h; hx; et hxx:





















x(u;b) (t)  bxt2# = 0:
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Proof. En remplaçant x et x(u;b) par leurs valeurs, on obtient :




























En passant aux espérance au carée, on trouve :
E
x (t)  x(u;b)t 2  3Z t
0
E














Puisque b et  sont Lipschitziennes en x, alors :
E
x (t)  x(u;b)t 2  6Z t
0
E





















2 <1, alors on a :
M t  k2:
Ce qui implique que :
E
x (t)  x(u;b)t 2  6Z t
0
E
x (s)  x(u;b)s 2 ds+ k2:
En appliquant linégalité de Gronwall, le résultat sera établit en utilisant lin-
égalité de Buckholder-Davis-Gundy.
3. Principe du maximum du second ordre en contrôle stochastique pour
des di¤usions singulières 37












jz (t)j2 < 1;





bx (s) z (s) ds+
Z t
0










x (t)  x(u;b) (t)

  z (t) :
En remplassant x (t), x(u
















b (s)  b(u;b) (s) ds  Z t
0







 (s)  (u;b) (s) dBs   Z t
0
x (s) z (s) dBs:
En appliquant le dévellopement de Taylor avec un rèste intégrale dordre 1 au
point x(u
;b) pour les fonctions b (s) et  (s) on a :







;b) (s) +  hx (s)  x(u;b) (s)i ; u (s) :x (s)  x(u;b) (s)







;b) (s) +  hx (s)  x(u;b) (s)i ; u (s) :x (s)  x(u;b) (s) :
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bx (s) z (s) ds 
Z t
0





























;b) (s) +  hx (s)  x(u;b) (s)i ; u (s) y (s) dBs +  (t) ;



















;b) (s) +  hx (s)  x(u;b) (s)i ; u (s)  x (s; bx (s) ; bu (s)) z (s) dBs:
En passant a lésperance on obtient :
E


















;b) (s) +  hx (s)  x(u;b) (s)i ; u (s) :y (s)2 ds
+3E
 (t)2 :
Comme bx et x sont bornées, alors on a :
E
y (t) 2  6C Z t
0
E
y (s) 2 ds+ 3E  (t) 2 :
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De plus les coe¢ cients bx et x sont continues et bornées, et en appliquant le




 (t) 2 = 0:
Alors par le lemme de Gronwall on obtient :
E
 y (t)2  0 exp (6CT ) = 0:
Finalement on obtient (3:7) par linégalité de de Bukholder-Davis-Gundy.





x(u;b) (t)  bx (t)  x1 (t)  x2 (t)2#  C2; (3.09)





bx (s)x1 (s) + b





x (s)x1 (s) + 












bx (s)x2 (s) +
1
2







x (s)  x (s)






x (s)x2 (s) +
1
2
xx (s)x1 (s)x1 (s)

dBs:
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En e¤et, en utilusant lingalité (a+ b)2  2a2 + 2b2 on a :
E jx1 (t)j2  4
Z t
0














   s; bx (s) ; u (s)   (s; bx (s) ; u (s))x1 (s)2 ds:
De la dénition de u (s) on a :
E jx1 (t)j2  4
Z t
0












E j  (s; bx (s) ; v)   (s; bx (s) ; u (s))x1 (s)j2 ds:
Alors daprès lhypothèse H 3 on a :
E jx1 (t)j2  8M
Z t
0













E jx1 (s)j2 ds+ 8c (1 +K) :
Par les inégalités de Gronwall et Bukholder-Davis-Gundy on obtient (3:12) :
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De la même manière on a :
E jx2 (t)j2  6
Z t
0






















E j xx (s; x (s) ; u (s))x1 (s)x1 (s)j2 ds:
Daprès lhypothèses H 3; et la dénition de u (s) et (3:12) on a :
















E jx2 (s)j2 ds+ 6M (2 + T ) 2:
Par les inégalités de Gronwall et Bukholder-Davis-Gundy on obtient (3:13) :
On pose
ex (t) = bx (t)  Z t
0
G (s) dbs;
ex(u;b) (t) = x(u;b) (t)  Z t
0
G (s) dbs:
Alors il est clair que
x
(u;b)
(t)  bx (t)  x1 (t)  x2 (t) = ex(u;b) (t)  ex (t)  x1 (t)  x2 (t) :
Les relations (3:12) et (3:13) vont nous permettre de démontrer la relation (3:9) :
Pour la simplicité des calculs on pose x3 = x1 + x2:
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En appliquant le dévellopement de Taylor avec un rèste intégrale dordre 2 au
point ex pour les fonctions b (t; ex+ x3; u) et  (t; ex+ x3; u) on a :






ddbxx (t; ex+ x3 (t) ; u (t))x3 (t)x3 (t) ;






ddxx (t; ex+ x3 (t) ; u (t))x3 (t)x3 (t) :
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En passant aux intégrales on obtient :Z t
0
b (s; ex (s) + x3 (s) ; u (s)) ds+ Z t
0




b (s; ex (s) ; u (s)) ds+ Z t
0












 (s; ex (s) ; u (s)) ds+ Z t
0












b (s; ex (s) ; u (s)) ds+ Z t
0










 (s; ex (s) ; u (s)) dBs + Z t
0






































dd [ xx (s; ex (s) + x3 (s) ; u (s))  xx (s; ex (s) ; u (s))]x3 (s)x3 (s) dBs:
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En remplaçant x3 par sa valeur on obtient :









b (s; ex (s) + x3 (s) ; u (s)) ds+ Z t
0
b (s; ex (s) + x3 (s) ; u (s)) dBs;






bxx (s; ex (s) ; u (s)) (x2 (s)x2 (s) + 2x1 (s)x2 (s))






dd [ bxx (s; ex (s) + x3 (s) ; u (s))






xx (s; ex (s) ; u (s)) (x2 (s)x2 (s) + 2x1 (s)x2 (s))






dd [xx (s; ex (s) + x3 (s) ; u (s))
 xx (s; ex (s) ; u (s)) (x1 (s) + x2 (s)) (x1 (s) + x2 (s)) ] ;
ce qui nous donne :
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En passant lésperance au carrée on obtient :
E



















Puisque b et  sont Lipschitziennes alors :
E










 B (s)2 ds+ 6Z t
0
E
  (s)2 ds:
Puisque bx et bxx sont bornnées alors :
E
 B (s)2  2ME j x2 (s)x2 (s)j2 + 8E j x1 (s)x2 (s)j2 + 4ME j x2 (s)j2
+2ME j(x1 (s) + x2 (s)) : (x1 (s) + x2 (s)) j2 :
Par (3:12) ; (3:13) et inégalité de Cauchy-Schwartz on a :
E
B (s) 2  C 4 + 2 + p =  () :
De même manière et puisque x et xx sont bornnées on a :
E
 (s) 2  C 4 + 2 + p =  () :
Ce qui nous donne :
E





ex(u;b) (s)  ex (s)  x1 (s)  x2 (s)2 ds
+  () :
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Alors par le lemme de Gronwall on obtient :
E
ex(u;b) (t)  ex (t)  x1 (t)  x2 (t)2   () exp (6CT ) =  () :
Finalement on obtient (3:9) par linégalité de de Bukholder-Davis-Gundy.
Remarque 32 Les équations (3:10) et (3:11) sont appellées réspectivement équation
variationnelle du premier ordre et du second ordre.
Remarque 33 On introduit léquation (3:11) car si on utillise seulement léquation





ex(u;b) (t)  ex (t)  x1 (t)2#  C = O () :





= E [z (T ) gx (bx (T )) ] +EZ T
0








Proof. En appliquant le dévellopement de Taylor avec un reste intégrale dordre 1
au point x
(u;b)
(t) pour les fonctions h
 








































;b) (T ) +  hx (T )  x(u;b) (T )i :x (T )  x(u;b) (T ) :
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Ainsi gx et hx sont des fonctions continues et bornnées, et dapres (3:2) ; (3:7)
et le lemme 26 et par passage à la limite quand  tend vers zéro on en conclure.





gx (bx (T )) (x1 (T ) + x2 (T )) + Z T
0







gxx (bx (T ))x1 (T )x1 (T ) + Z T
0






h (t)  h (t)  dt+  () : (3.15)











(t) ; u (t)










  g (bx (T ))i :
En appliquant le dévellopement de Taylor avec un reste intégrale dordre 2 au
point x (t) pour les fonctions h (t; x+ x3; u) et g (x+ x3) on a :




hxx (t; x; u (t))x3 (t)x3 (t) +  () ;




gxx (x (T ))x3 (t)x3 (t) +  () :
Ce qui nous donne :
h (t; x (t) + x3 (t) ; u (t))  h (x (t) ; u (t))




hxx (t; x; u (t))x3 (t)x3 (t) +  ()




[hxx (t; x; u (t))  hxx (t; x; u (t)) ]x3 (t)x3 (t) ;
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gxx (x (T ))x3 (T )x3 (T ) +  () :




[h (t; x (t) + x3 (t) ; u (t))  h (x (t) ; u (t)) ] dt





[h (t; x (t) ; u (t))  h (x (t) ; u (t)) ] dt+ E
Z T
0


















[hxx (t; x; u (t))  hxx (t; x; u (t)) ]x3 (t)x3 (t) dt
+E [gx (x (T ))x3 (t) ] +
1
2
E [ gxx (x (T ))x3 (t)x3 (t)] +  ()
=  () +  (T ) + E
Z T
0
[h (t; x (t) ; u (t))  h (x (t) ; u (t))] dt
+E [gx (x (T )) (x1 (T ) + x2 (T )) ] + E
Z T
0







hxx (t; x; u (t))x1 (t)x1 (t) dt+
1
2
E [ gxx (x (T ))x1 (t)x1 (t)] ; (3.17)
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où  (T ) est donnée par :
 (T ) = E
Z T
0


















E [ gxx (x (T ))x1 (T )x2 (T )] +
1
2




E [gxx (x (T ))x2 (T )x2 (T ) ] :
De la dénition de u et lhypothèses, on aura :
1
K




E [x1 (t) + x2 (t) ] dt+
Z T
0




E [ x1 (t)x2 (t)] dt+
Z T
0
E [ x2 (t)x1 (t)] dt+
Z T
0
E [ x2 (t)x2 (t)] dt;







: Par (3:12) ; (3:13) et linégalité de Cauchy-Schwartz
on a :












 +K2 =  () :
En remplaçant  (T ) par sa valeur dans (3:17) on en conclure.
3.2 Principe du maximum du second ordre
Le principe du maximum généraliré sera établi essentiellement à partir du lemme
31 et lemme 32 et les relations (3:14) et (3:15)
Mais dans ce cas on a deux estimations à faire. Cest-à-dire dans (3:14) on calcule
en première léstimation du premier ordre :
E

z (T ) gx (bx (T )) + Z T
0
z (t)hx (t) dt

;
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gx (bx (T )) (x1 (T ) + x2 (T )) + Z T
0
hx (t) (x1 (t) + x2 (t)) dt

;
puis dans (3:15) celle du second ordre :
E
24gxx (bx (T )) (x1 (T )x1 (T )) + TZ
0
hxx (t) (x1 (t)x1 (t)) dt
35 :
Notation 36 Pour la simplicité des calculs, on note : f (x) = f (t; x (t) ; u (t)) et
f  (x) = f (t; x (t) ; u (t)) pour f = b; bx; bxx; ; x; xx; h; hx; hxx; g; gx; et gxx:
3.2.1 Principe du maximum du premier ordre
Léstimation du premier ordre consiste à calculer la partie où on a les dérivées du
premier ordre dans (3:14) et (3:15) : Cest-à-dire les quantités E [z (T ) gx (bx (T )) ] et
E [gx (bx (T )) (x1 (T ) + x2 (T )) ], Les quatités E Z T
0





hx (t) (x1 (t) + x2 (t)) dt

se simpliera dans les calcules.
On considère léquation linéaire associée aux équations (3:10) et (3:11) :(
d1 (t) = bx (t) 1 (t) dt+ x (t) 1 (t) dBt;
1 (0) = Id:
Cette équation est linéaire et à coe¢ cient bornés, donc elle admet une solution
forte unique. De plus la solution 1 est inversible et son inverse 	1 vérie :(
d	1 (t) = [ 

x (t)	1 (t)x (t)  bx (t)	1 (t)] dt  x (t)	1 (t) dBt;
	1 (0) = Id:
Pour vérier que 	1 est linverse de 1, on vérie que 1	1 = 	11 = Id en
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En suivant la méthode de la résolvante des équations di¤érentielle ordinaires
linéaires, on pose :
1 (t) = 	1 (t) (x1 (t) + x2 (t)) ; (3.19)
1 (t) = 	1 (t) z (t) : (3.20)
Par la formule dItô on a :
d1 (t) = d (	1 (t) (x1 (t) + x2 (t)))
= (d	1 (t)) (x1 (t) + x2 (t)) + 	1 (t) (d ((x1 (t) + x2 (t))))
+ h	1 (t) ; (x1 (t) + x2 (t))i dt
= 	1 (t)
  
b (t)  b (t)+  bx (t)  bx (t) x1 (t) dt
 x (t)	1 (t)
  




	1 (t) bxx (t)x1 (t)x1 (t) dt
+	1 (t)
  




	1 (t)xx (t)x1 (t)x1 (t) dBt:
De plus :
d1 (t) = d (	1 (t) z (t))
= (d	1 (t)) z (t) + 	1 (t) (dz (t)) + h	1 (t) ; z (t)i dt




1 (t) gx (bx (T )) + Z T
0
1 (s)hx (s) ds; (3.21)
Y1 (t) = E [X1 = Ft] 
Z t
0
1 (s)hx (s) ds: (3.22)
On remarque à partir de (3:19) ; (3:20), (3:21) et (3:22) que :
E [z (T ) gx (bx (T ))] = E [1 (T ) gx (bx (T )) 1 (T )]
= E [1 (T )Y1 (T )] ; (3.23)
E [gx (bx (T )) (x1 (T ) + x2 (T )) ] = E [1 (T ) gx (bx (T ))1 (T ) ]
= E [1 (T )Y1 (T ) ] : (3.24)
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Donc pour calculer les premièrs termes E [z (T ) gx (bx (T )) ] et E [gx (bx (T )) (x1 (T ) + x2 (T )) ]
de léstimation du premier ordre, il su¢ t de calculer E [1 (T )Y1 (T ) ] et E [1 (T )Y1 (T ) ] :
Puisque Ft =  (Bs; 0  s  t) ; X1 2 L2 (
;Ft; IP) et E [X1 = Ft] est une martin-
gale de carré intégrable, alors la décomposition de Itô nous donne :




où Q1 (s) est un processus adapté tel que E
R T
0
jQ1 (s)j2 ds <1:
Donc on peut utiliser une formule de Y1 (t) mieux adaptée à notre problème :
Y1 (t) = E [X1 ] +
Z t
0
Q1 (s) dBs  
Z t
0
1 (s)hx (s) ds:
Et par suite on aura :
dY1 (t) =  1 (t)hx (t) dt+Q1 (t) dBt:
En appliquant la formule dItô à 1 (t)Y1 (t) et 1 (t)Y1 (t) et en passant à lés-
perance on obtient :
E (1 (t)Y1 (t)) = E [z (T ) :gx (bx (T )) ] = EZ T
0
p1 (t)G (t) d (   )t E
Z T
0
hx (t) z (t) dt;
et :


























q1 (t)xx (t)x1 (t)x1 (t) dt  E
Z T
0
hx (t) (x1 (t) + x2 (t)) dt;
où :
p1 (t) = 	

1 (t)Y1 (t) ; p1 2 L2 ([0; T ] ;Rn) ; (3.25)
q1 (t) = 	

1 (t)Q1 (t)  x (t) p1 (t) ; q1 2 L2
 
[0; T ] ;Rnd

: (3.26)
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En dénissant le Hamiltonien H par :
H (t; x (t) ; u (t) ; p (t) ; q (t)) = h (t) + p (t) b (t) +
dX
i=1
i (t) qi (t) ;
où i (t) et qi (t) notent réspectivement la iim colonne de matrice  et q.
Et en remplaçant E [ z (T ) gx (bx (T ))] et E [ gx (bx (T )) (x1 (T ) + x2 (T ))] par ses























E [ x1 (T ) gxx (bx (T ))x1 (T )] +  () :
Cette inégualité est appellée inégualité variationnelle du premier ordre.
3.2.2 Principe du maximum du second ordre
Léstimation de second ordre consiste à calculer la partie où on a les dérivées du
second ordre dans (3:28). Cest-à-dire les quantités :
1
2
E [ x1 (T ) gxx (bx (T ))x1 (T )]+12E
Z T
0
x1 (t)Hxx (t; bx (t) ; bu (t) ; p1 (t) ; q1 (t))x1 (t) dt:
Comme nous nous trouvons devant un cas non linéaire, on ne peut pas appliquer
directement la méthode du premier ordre. Dans ce cas on doit dabords linéariser la
quantité à estimer et pour cela on pose Z = x1x1 et par la formule dItô on obtient :
dZ (t) = [ Z (t) bx (t) + bx (t)Z (t) + x (t)Z (t)

x (t) +   (t)] dt
+ [ Z (t)x (t) + x (t)Z (t) +  (t)] dBt; (3.29)
où les   (t) et  (t) sont données par :
  (t) = x1 (t)
 
b (t)  b (t) +   b (t)  b (t) x1 (t) + x (t)x1 (t)    (t)   (t)
+
 
 (t)   (t) x1 (t)x (t) +    (t)   (t) :    (t)   (t) ;
 (t) = x1 (t)
 
 (t)   (t)  +   (t)   (t)  x1 (t) :
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 (t)   (t)    (t)   (t) dt




 (t) dBt   () : (3.31)
On considère léquation linéaire associée aux équation (3:29) :8><>:
d2 (t) = [ bx (t) 2 (t) + 2 (t) b






x (t) + x (t) 2 (t)] dBt;
2 (0) = Id:
Cette équation est linéaire et à coe¢ cieant bornés, donc elle admet une solution
forte unique. De plus la solution 2 est inversible et son inverse 	2 vérie :8><>:
d	2 (t) = [ ( x (t) + 

x (t))	2 (t) ( x (t) + 

x (t))
  	2 (t) bx (t)  bx (t)	2 (t)] dt
 x (t)	2 (t)x (t)  [ 	2 (t)x (t) + x (t)	2 (t)] dBt;
2 (0) = Id:
Pour vérier que 	2 est linverse de 2, on vérie que 2	2 = 	22 = Id en














En suivant la méthode de la résolvante des équations di¤érentielle ordinaires
linéaires, on pose :
2 (t) = 	2 (t)Z (t) : (3.33)
Par la formule dItô, on a :
d2 (t) = d (	2 (t)Z (t))
= (d	2 (t))Z (t) + 	2 (t) (d (Z (t))) + h	2 (t) ;Z (t)i dt
= [	2 (t)A (t)  x (t)	2 (t)B (t)  x (t)	2 (t)B (t) ] dt
+B (t)	2 (t) dBt:
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2 (t) gxx (x (T )) +
Z T
0
2 (s)Hxx (s) ds; (3.34)
Y2 (t) = E [X2 = Ft] 
Z t
0
2 (s)Hxx (s) ds: (3.35)
On remarque à partir de (3:33) ; (3:34) et (3:35) que :
E [ x1 (T ) gxx (bx (T ))x1 (T )] = E [2 (T ) gxx (bx (T ))2 (T ) ] = E [2 (T )Y2 (T ) ] :
(3.36)
Donc pour calculer le premier terme E [ x1 (T ) gxx (bx (T ))x1 (T )] de léstimation
de second ordre, il su¢ t de calculer E [2 (T )Y2 (T ) ] :
Puisque Ft =  (Bs; 0  s  t) ; X2 2 L2 (
;Ft; IP) et E [X2 = Ft] est une mar-
tingale de carré intégrable, alors la décomposition de Itô nous donne :




où Q2 (s) est un processus adapté tel que E
R T
0
jQ2 (s)j2 ds <1:
Donc on peut utiliser une formule de Y2 (t) mieux adapté à notre problème :
Y2 (t) = E [X2 ] +
Z t
0
Q2 (s) dBs  
Z t
0
2 (s)Hxx (s) ds:
Et par suite, on aura :
dY2 (t) =  2 (t)Hxx (t) dt+Q2 (t) dBt:
En appliquant la formule dItô à 2 (t)Y2 (t) et en passant à lésperance on
obtient :














p2 (t) = 	

2 (t)Y2 (t) ; p2 2 L2
 
[0; T ] ;Rnn

: (3.37)
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En dénissant la hamiltonien H par :
H (t; x (t) ; u (t) ; p (t) ; q (t)) = h (t) + p (t) b (t) +
dX
i=1
i (t) qi (t) ;
où i (t) et qi (t) notent respectivement la iim colonne de matrice  et q.














 (t)   (t) p2 (t)   (t)   (t) dt: (3.38)
Cette inégalité est appellée inégalité variationnelle du second ordre.
3.2.3 Principe du maximum














Tr ( (t; bx (t) ; v)   (t; bx (t) ; bu (t))) p2 (t) ( (t; bx (t) ; v)   (t; bx (t) ; bu (t))) dt:









E [Tr ( ( ; bx () ; v) ( ; bx () ; v)) p2 ()]
 E [H ( ; bx () ; bu () ; p1 () ; q1 ())  p2 () ( ; bx () ; bu ())]
 1
2
E [Tr ( ( ; bx () ; bu ()) ( ; bx () ; bu ())) p2 ()] ;
8v 2 U ; IP p:s ; dt pp:
3. Principe du maximum du second ordre en contrôle stochastique pour
des di¤usions singulières 57
Remarque 37 Les formules explicites des processus adjointes p1 et p2 sont calculés
à partir de (3:25) et (3:37) et sont données par :
p1 (t) = E [	1 (t) 1 (t) gx (x (T )) = Ft] + 	1 (t)
Z T
t
1 (s)hx (s; x (s) ; u (s)) ds;
(3.41)
et :




2 (s)Hxx (s; x (s) ; u (s) ; p1 (s) ; q1 (s)) ds:
En appliquant la formule dItô pour les processus adjointes p1 dans (3:25) et p2
dans (3:37), on obtient alors le premièr et le second order de léquations adjointe
qui sont des équations dé¢ rentielle stochastiques rétrograde, donnée par :(
 dp1 (t) = Hx (bx (t) ; bu (t) ; p1 (t) ; q1 (t)) dt  q1 (t) dBt;
p1 (T ) = gx (bx (T )) ; (3.43)
et 8>>>><>>>>:
 dp2 (t) = (bx (t) p2 (t) + p2 (t) bx (t) + x (t) p2 (t)x (t) ) dt
+ (x (t) q2 (t) + q2 (t)x (t) ) dt
+Hxx (bx (t) ; bu (t) ; p1 (t) ; q1 (t)) dt  q2 (t) dBt;
p2 (T ) = gxx (bx (T )) ;
(3.44)
où q1 (t) est donnée par (3:29) et q2 est donnée par :
q2 (t) =
 





 L2  [0; T ] ;Rnnd ;




2 (t) + p2 (t)
i
x (t) + 
i
x (t) p2 (t) ;i = 1; :::; d:
On peut maintenant annoncer le résultat principal de ce chapitre qui est le
théorème du maximum généralisé.
Théorème 38 Soit
bu;b est un contrôle optiimal minimisant la fonction de coût
J dans U , et soit bx notée la solution optimal. Alors il existe unique paire processsus
adaptée :
(p1; q1) 2 L2
 
[0; T ] ;Rnd

;
(p2; q2) 2 L2
 
[0; T ] ;Rnn
  L2  [0; T ] ;Rnnd ;
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solutions respectives des équations rétrogrades (3:43) et (3:44) tels que linégalité
variationnelle soit vériée




E [Tr ( ( ; bx () ; v) ( ; bx () ; v)) p2 () ]
 E [H ( ; bx () ; bu () ; p1 () ; q1 ())  p2 () ( ; bx () ; bu ()) ]
1
2
E [Tr ( ( ; bx () ; bu ()) ( ; bx () ; bu ())) p2 () ] ;
8v 2 U ; P p:s ; dt pp;
IP






b = 0) = 1: (3.47)
Proof. A partir (3:6) ; (3:27) et (3:40), on a pour tout Ft mesurable v; et pour
tout processus décroissant  avec 0 = 0




E [ Tr ( ( ; bx () ; v) ( ; bx () ; v)) p2 ()]
 E [ H ( ; bx () ; bu () ; p1 () ; q1 ())  p2 () ( ; bx () ; bu ())]
 1
2




[k (t) +G (t) p1 (t) d (   )t ] ;
8v 2 U ; IP p:s ; dt pp:
Si on pose t = bt on obtient (3:45). Dautre part, si on choisit v = but et
en utilisant la même démenstration du théorème 4-2 [14], on en conclut (3:46) et
(3:47) :




doptimalitées pour un problème
des contrôles stochastiques relaxé
des di¤usions de Poisson
Notre but dans ce chapitre est de dériver les conditions nécessaires ainsi que
su¢ santes doptimalité pour les contrôles relaxés, où le système est gouverné par
une équation dé¢ rentielle stochastique non linéaire avec di¤usion de Poisson dans
la forme générale. Nous donnons les résultats, sous forme de principe maximale
stochastique globale, en utilisant uniquement lexpréssion du premier order tout
dabord et léquation adjointe associée.
Le problème du contrôle relaxé trouve son intérêt en trois points essentiels. Le
premièr est que nous pouvons utiliser la propriété de convexité de lensemble des
contrôles relaxés pour obtenir les conditions doptimalité, sans laide de lexpansion
du second ordre et avec des hypothèses minimales sur les coe¢ cients. Le seconde,
cest que le problème des contrôles relaxé est une généralisation de la stricte. En e¤et,
si qt (da) = vt (da) est une mesure de Dirac concentrée en un seul point vt 2 U , alors
on obtient un problème de contrôle stricte comme un cas particulier de la contrôle
relaxé. Le troisième intérêt concerne lexistence dune solution optiimal. Nous pou-
vons avoir lexistence dun contrôle optimal relaxé et de ne pas avoir existence dune
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solution optiimal stricte (voir lexemple ci-dessous sur les pages 76-78).
Pour atteindre lobjectif de ce chapitre et établir les conditions nécessaires et
su¢ santes doptimalité, nous procédons comme suit.
Tout dabord, nous donnons les conditions doptimalité pour les contrôles relaxés.
Lidée est dutiliser le fait que lensemble des contrôles relaxés est convexe. Ensuite,
nous dérivons les conditions nécessaires doptimalité en utilisant la voie classique
de la méthode de perturbation convexe. Plus précisément, si lon désigne  par un
contrôle optimal relaxé et q est un élément quelconque de R, puis avec  > 0 et
su¢ samment petite pour chaque t 2 [0; T ], on peut dénir une perturbation de
contrôle comme suit
t = t +  (qt   t) :
Nous obtenons léquation variationnelle de léquation détat, et linégalité varia-
tionnelle suivante
0  J    J () :
En utilisant le fait que les coe¢ cients b, f et h sont linéaires par rapport à la
variable de contrôle relaxée, les conditions nécessaires doptimalité sont obtenues
directement dans la forme globale. Pour clôturer cette partie du chapitre, nous
montrons sous hypothèses supplémentares minimes, que ces conditions nécessaires
doptimalité pour les contrôles relaxés sont aussi su¢ santes.
4.1 Formulation du problème et hypothèses
Soit T un nombre réel positif, U un ensemble non vide de Rk et (
;F ; (Ft)t ; IP),
un éspace probabilisé ltré satisfaisant aux conditions habituelles pour laquelle
d-demensionelle mouvement brownien W = (Wt)2[0;T ] est dénie. Soit  un xe
(Ft) processus de Poisson sur un sous-ensemble  non vide xe de Rm. On désigne
par m (d) la mesure caractéristique de  et par eN (d; dt) la mesure de comptage
induite par : On dénit alors N (d; dt) =: eN (d; dt) m (d) dt. Nous notons que
N est une mesure de martingale de Poisson avec caractéristiquem (d) dt, Nous sup-
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par 8t  0
F (W;N)t






N (d; dr) ; 0  s  t, A 2 B ()

_N ;
4.1.1 Problème des contrôles strictes et des contrôles re-
laxés
Dénition 40 (Admissibilté) On appelle un contrôle admissible est un processus








Et on note de plus par U lensemble des tout les contrôles strictes admissible.
Pour toute t 2 U , on considére maintenant léquation di¤érentielle stochastique





t; xvt  ; ; vt

N (d; dt) ;
xv (0) = ;
(4.1)




b : [0; T ] Rn  U ! Rn;
 : [0; T ] Rn  U !Mnd (R) ;
f : [0; T ] Rn  U ! Rn;
On considère maintenant la fonction coût à minimiser qui denit de U dans R
par :
J (v) = E

g (xvT ) +
Z T
0
h (t; xvt ; vt) dt

; (4.2)
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où :
g : Rn ! R;
h : [0; T ] Rn  U ! Rn:
Le contrôle stricte est dite optiimal sil verie
J (u) = inf
v2U
J (v) : (4.3)
Hypothèse H 4 :
On suppose que :
1) b, ; f; g et h sont continuments dérivables et leurs dérivées sont
continues en x .
2) bx, x et fx sont bornées par C (1 + jxj+ juj) :
3) f est bornée par C (1 + jxj+ juj+ jj) :
4) gx et hx sont bornées par C (1 + jxj) ; avec C est une constante
positive.
A partir des hypothèses ci-après, pour tout  2 U , léquation (4:1) à unique
solution forte et de plus la fonctionnelle J est bien denit de U a valeur dans R:
Lidée pour se relaxer le problème du contrôle strict déni ci-dessus est din-
tégrer lensemble U des contrôles stricts dans une catégorie plus large qui donne
une structure plus adaptée topologiquement. Dans le modèle relaxé, le processus 
valeur dansU est remplacé par un processus q valeur dans IP(U), où IP(U) désigne
léspace de mesure de probabilité sur U muni de la topologie de la convergence
stable.
Dénition 41 Un contrôle admissible relaxé est un processus à valeur dans IP(U),
progressivement mesurables par rapport à (Ft)t de telle sorte que pour chaque t,










On note par R lensemble des contrôles relaxés.
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Chaque contrôle relaxé peut être desintegré que q (dt; da) = qt (da) dt, où qt (da)
est un processus progressivement mesurable à valeur dans un ensemble des mesures
de probabilité IP(U). Lensemble U est injectée dans R des processus relaxés par
lapplication F : v 2 U 7 !Fv (dt; da) = vt(da)dt 2 R, avec v est la mesure
atomique concentrée au point unique : Pour plus détails voir [22] et [23]:
Pour tout q 2 R, on considère léquation dé¢ rentielle stochastique relaxée pour




b (t; xqt ; a) qt (da) dt+
Z
U








t; xqt  ; ; a

qt (da)N (d; dt) ;
xq0 = :
(4.4)
La fonction de coût dans le cas relaxé sera donnée par :
J (q) = E






h (t; xqt ; a) qt (da) dt

: (4.5)
Le contrôle relaxé  est appelé optiimal sil vérie
J () = inf
q2R
J (q) : (4.6)
Par lintroduction des contrôles relaxés, on remplace léspace U par un éspace
plus large IP(U). On a gagner lavantage que léspace IP(U) est convexe. En outre,
les nouveaux coe¢ cients de léquation (4  4) et la fonctionelle de coût (4  5) sont
linéaires par rapport aux variables de contrôle relaxés.
Remarque 42 Si qt = vt est une mesure atomique concentrée au point unique
t 2 U , donc pour toute t 2 [0; T ] on a xq = x et J (q) = J () :
On obtient en suite le problème des contrôles ordinaires. Alors on conclut que le
problème des contrôles ordinaires est une cas particulière de problème des contrôles
relaxés.
Donnons maintenant un exemple qui montre que lexistence dun contrôle opti-
mal stricte nest pas assuré et nous avons lexistence dun optimal relaxé.
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Example 43 Soit U un ensemble des processus (Ft)t adaptées  = (t)t à valeurs
dans U = f 1;+1g : Pour chaque  2 U , on considère EDS a un dimension8<: dxvt = (xvt + vt) dWt +
Z

vtN (d; dt) ;
xv0 = 0:
Le problème est de minimiser, dans lensemble U des contrôles ordinaires, la
fonctionelle suivante















On note que m () est une constante qui ne dépend pas de la variable :
On considère une suite des contrôles ordinaires suivantes
vnt = ( 1)k si
k
n
T  t  k + 1
n
T ; 0  k  n  1:
Alors, par les calcules standards, on a





ce qui implique que
inf
v2U
J (v) = 0:
Il nexiste cependant pas de contrôle u 2 U de telle sorte que J (v) = 0. Si tout
cela naurait été le cas, alors pour tout t ; ut = 0 2 U . Par conséquent, une solution
optiimal nexiste pas dans la classe U de contrôles stricts. Le problème est que la
suite (nt )n na pas de limite dans léspace de contrôles stricts. Par conséquent, il ny
a pas de contrôle strict optiimal pour cet exemple.
Montrons maintenant que la version relaxée de cet exemple admet une solution










aqt (da)N (d; dt) ;
xv0 = 0;
avec une fonctionelle de coût relaxé donnée par
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Si nous identions contrôle strict nt (déni ci-dessus) avec la mesure de Dirac
vnt (da) et soit qn (da) dt = vnt (da) dt, on obtient une mesure dans U [0; T ] :
Alors, la suite (qn (da) dt)n converge stablement vers
1
2
(1 +  1) (da) dt, de plus, la
solution relaxée optiimal est donnée par  =
1
2
(1 +  1) : En e¤et, nous avons





















a2t (da) dt = T:
De plus, on a





a2 (da) dt = T:
Ce qui montre que
J () = inf
q2R
J (q) :
Alors, le contrôle relaxé optiimal de notre exemple cest
1
2




est un mesure de probabilité dans U , alors  2 R et on a léxistence de solution
optimal dans léspace R des contrôles relaxés.
4.2 Conditions nécéssaires et su¢ santes dopti-
malité pour les contrôles relaxés
Dans ce paragraphe, on étudie le problème f(4:4) ; (4:5) ; (4:6)g et on derive les
conditions nésessaires et su¢ santes doptimalité pour les contrôles relaxé. et comme
lensemble R est convexe, alors les méthodes classiques pour établir les conditions
nésessaires doptimalités pour les contrôles relaxés est dutiliser une méthode de
perturbation variationelle convexe. Plus précisement, soit  est un contrôle optimal
relaxé et x solution de (4:1) controlée par : alors, pour tout t 2 [0; T ] ; on denit
la perturbation de contrôle relaxé comme
"t = t + " (qt   t) ;
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où " > 0 assez petit et q est un élément arbitraire de R.
On note par x"t est la solution de (4:4) associer avec 
". Par loptimalité de ;
inégalité variationelle sera donnée par la formule suivante
0  J (")  J () : (4.7)







jx"t   xt j2
#
= 0: (4.8)
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Par dénition de "; linégalité précédente sera donnée par
E
h








































































f (s; xs  ; ; a) (qs (da)  s (da))
2m (d) ds
35 :
Mais b,  et f sont uniformement Lipschitisiennes par rapport a x; alors :
E jx"t   xt j2  CE
Z t
0
jx"s   xs j2 ds+ C"2:
En appliquant linégalité de Bukholde-Davis-Gundy et lemme de Gronwall, on
obtien le résultat.





t ; a)t (da) ext + Z
U








t ; a)t (da) ext + Z
U










t; xt  ; ; a









t; xt  ; ; a

(qt (da)  t (da))N (d; dt) ;ex0 = 0:
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x"t   xt"   ext
2 = 0: (4.9)















































































b (s; xs ; a) qs (da) 
Z
U







b (s; xs ; a) qs (da) 
Z
U









f (s; xs ; ; a) qs (da) 
Z
U
f (s; xs ; ; a)s (da)
35N (ds; d) :
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Alors, en utilisant denition de " et on prend lespérance, on obtient

























jfx (s; x +  (X"s + exs) ; a)Xsj2 s (da) dsddm ()
+CE ("t)
Comme les dérivées bx; x et fx sont bornées, on a
E jX"t j2  CE
Z t
0
jX"s j2 ds+ CE j"t j2 ; (4.11)










s + " (X
"










s + " (X
"












s + " (X
"










s + " (X
"










s + " (X
"












s + " (X
"
s + exs) ; a)  fx (s; xs ; ; a)] exss (da) dN (d; ds) :
Appliquant linégalité de Cauchy-Schwartz, (4:8) ; et comme le coé¢ cients bx;




E j"t j2 = 0:
On obtient le résultat en appliquant lemme de Gronwall dans (4:11) :
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Lemme 46 Soit  est un contrôle optiimal relaxé minimisant la fonction de coùt
J dans R et xt est une trajectoire optimal. Alors, pour tout q 2 R, on peut ecrire












h (t; xt ; a) (t (da)  qt (da)) dt:
Proof. Par utilisation du formule (4:10) ; on peut écrire






h (s; x"s; a)" (da) 
Z
U
h (s; xs ; a)s (da)
35 dt;

























h (s; xs ; a)s (da)
35 dt:
Dénition de ", on a






h (t; x"s; a)t (da) 
Z
U







h (s; x"s; a) qt (da) 
Z
U
h (s; x"s; a)s (da)
35 dt:
Alors










h (t; xt ; a) (qt (da)  t (da)) dt+ ";
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T + " (X
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t + " (X
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T + " (X
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t + " (X
"
t + ext) ; a)  hx (t; xt ; a)] extt (da) ddt:
Appliquant inégalité de Cauchy-Schwartz, (4:8) ; et comme le coé¢ cients bx; x
and fx sont bornées et continues
et par le théorème de convergence dominée, on obtient
lim
"!0
E j"j2 = 0:
Doù la démonstration.
4.2.1 Inégalité variationelle et équation adjoint
Dans ce sous-paragraphe, nous introduisons le processus adjoint qui nous permet
dotenir linégalité variationnelle de (4:12) : Les termes linéaires en (4:12) peuvent




















t; xt  ; ; a

tt (da)N (d; dt) ;
0 = Id:
Cette équation étant linéaire à coé¢ cients bornés, alors elle admet une solution
unique et forte. De plus la solution  est inversible et son inverse 	 vérie léquation
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t; xt  ; ; a

	tt (da)N (d; dt) ;
	0 = Id:














On introduisons les trois processus
t := 	text; (4.14)









t ; a)t (da) dt; (4.15)







s ; a)s (da) ds: (4.16)
On utilise (4:14) ; (4:15) ; et (4:16) ; pour obtenir
E [ TYT ] = E [ gx (x

T ) exT ] : (4.17)
Depuis gx et hx sont bornées, alors par (4:13), X est de carré intégrable. Par
conséquent, le processus (E [X = Ft])t0 est une martingale de carré intégrable par
rapport à la ltration naturel du mouvement brownienW . Puis, par la théorème de
représentation de Itô, nous avons










s ; a)s (da)] ds;
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En appliquant la formule dItô sur t et en suit sur tYt et utilisant (4:17) ; on




[H (t; xt ; qt; pt ; P t ; Qt ()) H (t; xt ; t; pt ; P t ; Qt ())] dt;
où le Hamiltonien H est dénit de [0; T ] RnIP(U) Rn Mnd (R) Rn à
valeur dand R par
H (t; xt; qt; pt; Pt; Qt ()) :=
Z
U
h (t; xt; a) qt (da) +
Z
U










f (t; xt  ; ; a)Qt () qt (da)m (d) ;




 2 L2 ([0; T ] ;Rn) ;









t ; a)t (da) ; P








t; xt  ; ; a

t (da) ; Q
 () 2 L2 ([0; T ];Rn) ;


























t ; a)t (da) dt

:
Le processus p est appelé le processus adjoint et les formules (4:15) ; (4:16) et
















s ; a)s (da) ds =Ft

:
En appliquant la formule dItô sur le processus adjointe p dans (4:18) ; on
obtient léquation adjoint, qui est EDS rétrograde linéaire, proposée par8>><>>:




Qt ()N (d; dt) ;
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4.2.2 Conditions nécessaires doptimalité pour les contrôles
relaxés
A partir de linégalité variationnelle, nous pouvons maintenant énoncer les condi-
tions nécessaires doptimalité, pour le problème de contrôle relaxé f(4:4) ; (4:5) ; (4:6)g :
Théorème 47 ( Conditions nécessaires doptimalité pour les contrôles relaxés).
Soient  un contrôle optiimal relaxé minimisant la fonctioinelle J dans R et xt no-
tée trajéctoire optiimal correspondante. Alors, il éxiste un triple de processus adapté
(p; P ; Q ()) 2 L2 ([0; T ] ;Rn) L2  [0; T ] ;Rnd L2 ([0; T ];Rn) ;
solution de EDS rétrograde (4:19) tel que
H (t; xt ; t; pt ; P t ; Qt ()) = inf
qt2P(U)
H (t; xt ; qt; pt ; P t ; Qt ()) ; pp: (4.20)




[H (t; xt ; qt; pt ; P t ; Qt ()) H (t; xt ; t; pt ; P t ; Qt ())] dt:
Soit t 2 [0; T ] : Pour " > 0; on déni le contrôle relaxé
q"s =
(
qs on [t; t+ "] ;
s otherwise.
Etant évidente que q" est un élément de R. Donc, par apllication dinégalité







fH (s; xs ; qs; ps ; P s ; Qs ()) H (s; xs ; s; ps ; P s ; Qs ())g ds

:
En plus, Soit " tend vers 0, on trouve
0  E [H (t; xt ; qt; pt ; P t ; Qt ()) H (t; xt ; t; pt ; P t ; Qt ())] :
Soit A un élément arbitraire de  algebre Ft, et
t := qt1A + t1
 A:
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Cest claire que  2 R. En appliquant linégalité précédent sur , on trouve
0  E[1A fH (t; xt ; qt; pt ; P t ; Qt ()) H (t; xt ; t; pt ; P t ; Qt ())g]; 8A 2 Ft;
ce qui implique que
0  E[H (t; xt ; qt; pt ; P t ; Qt ()) H (t; xt ; t; pt ; P t ; Qt ()) = Ft]:
La quatité a linterieure désperance conditionelle est Ft mesurable, et qui nous
termine la démonstration.
4.2.3 Condition su¢ sante doptimalité pour les contrôles
relaxés
Dans ce paragraphe, on va étudier lorsque la condition nésessaire (4:20) devient
su¢ sante.
Théorème 48 (Condition su¢ sante doptimalité pour les contrôles relaxés). On
suppose que les fonctions g (:) et H (t; :; qt; pt; Pt; Qt ()) sont convexes. Alors  est
une solution optimal du problème f(4:4) ; (4:5) ; (4:6)g sil vérie (4:20) :
Proof. Soient  un élément de R (candidat pour être optimal) et q un élément
quelconque de R.
Pour tout q 2 R, on a






h (t; xt ; a) (da) 
Z
U
h (t; xqt ; a) q (da)

dt:
Comme g est convexe, on a
g (xT )  g (xqT )  gx (xT ) (xT   xqT ) :
En remarque que pT = gx (x

T ) ; donc on peut écrire






h (t; xt ; a) (da) 
Z
U
h (t; xqt ; a) q (da)

dt:
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En appliquant la formule dItô à pt (x

t   xqt ) ; nous obtenons








Hx (t; xt ; t; pt ; P t ; Qt ()) (xt   xqt ) dt:
Comme H est convexe sur x et linéaire sur ; donc par utilisant Le Gradient
généralisée de Clarke pour H éventuelement à (xt; t) et condition nésessaire dop-
timalité (4:20) ; est suivre
0  H (t; xt ; t; pt ; P t ; Qt ()) H (t; xqt ; qt; pqt ; P qt ; Qqt ())
 Hx (t; xt ; t; pt ; P t ; Qt ()) (xt   xqt ) :
En combinaisant les deux inégalités précédentes, on obtiendra
J ()  J (q)  0:
La démonstration est terminée.
Remarque 49 Si dtt (da) = dtu(t) (da) alors on retrouve les résultats du principe
du maximum ordinaire obtenue par.
Remarque 50 Si Q  f  0; alors on obtient les résultats obtenus par S.Bahlali
[2]:
Remarque 51 1/ Loptimalité su¢ sante pour des contrôles stricts sont prouvés
sans assumer soit la convexité de U ou de celle de H dans :
2/ Les théorèmes limites pour les contrôles relaxés rèstent des points ouvertes.
4. Les conditions générales doptimalitées pour un problème des
contrôles stochastiques relaxé des di¤usions de Poisson 77
Conclusion
Dans ce travail, nous nous sommes intérésés aux conditions necessaires doptima-
lités vérieés par des contrôles optimaux. Nous avons établis trois résultats nouveaus
concernant ce genre de problèmes dans le cas des coe¢ cients non linéaires pour des
di¤usions singulières et des di¤usions de Poisson et nalement pour des équations
dé¤erentielles stochastiques doublement progréssive-rétrograde avec ensemble des
contrôles admissibles convexes.
Pour conclure ce travail, nous allons présenter quelques problèmes ouverts dont
les solutions constituent des extenssions naturelles de nos travaux.
Problem 52 Le problème des contrôles singulièr trouve directement des applica-
tions en économie, gestion et surtout en mathématique nancière, il serait très in-
teressant de voir lapplication directe des trois pirincipes du maximum établis dans
ce travail dans ces domaines. De plus, on peut voir une autre forme de généralisation
du principe du maximum relaxé singulier dans le cas où le coe¢ cient de di¤usion
 dépend explicitement du terme contrôle relaxé ainsi on essaie de généralise le
résultat obtenu dans [4] pour passage à la limite.
Problem 53 De plus une autre branche rèste ouverte concernant lapplication des
nouveaux méthode de Bahlali [8] sur le problème des systèmes gouvernés par des
équations di¤érentielles stochastiques doublement progréssive-rétrograde pour obtenir
des conditions nécessaires doptimalités pour des contrôles relaxés et du passage à
la limite pour le cas stricte et trouver une généralisation des résutlats obtenus par
[8] avec des conditions faibles.
Problem 54 Comme il est intéressant détudier les problèmes des contrôles avec
contrainte, ce genre de problème trouve des applications en nance, quand on impose
une condition de non banqueroute où de non faillite pour une entreprise.
Problem 55 Lien entre le principe du maximum et léquation de Hamilton-Bellman-
Jacobi, en contrôle stochastique on sait que si les donnés sont assez régulières alors
le processus adjoint peut être déni comme la dérivée de fonction de valeurs qui est
une solution de léquation de Hamilton-Bellman-Jacobi. Il serait interessant de voir
4. Les conditions générales doptimalitées pour un problème des
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quel genre de résultat peut-on obtenir si ces hypothèses ne sont plus satisfaites( Voir
X.Zhou [41] pour plus de détails.
Remarque 56 Dans cette thèse laspect numérique pour la résolution des problèmes
de contrôle stochastique na pas été abordé. Il existe dexcellentes références traitant
cet aspect dont le plus récent est louvrage de Kushner-Dupuis. [34].
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Résumé: 
Dans ce travail, nous nous intéressons aux conditions nécessaire d'optimalité en 
contrôle optimal stochastique dont le système est gouverné par des un EDS. Ces 
conditions nécessaires seront établies sous forme de principe du maximum et on 
démontre deux nouveaux résultats: 
Le premier résultat concerne le principe du maximum pour des diffusions singulières 
dont les coefficients non linéaires, de plus, on ne suppose pas que les coefficients de 
la fonction coût sont convexes. Le résultat sera obtenu en utilisant la perturbation 
faible sur les contrôles et une méthode variationnelle simple. Ceci constitue une 
généralisation du résultat obtenu par Cadellinas-Haussmann et aussi celui obtenu par 
Benoussan. 
Dans le  deuxième résultat, nous considérons un problème de contrôle stochastique où 
le système est gouverné par une équation différentiel stochastique non linéaire avec 
sauts. Le contrôle est relaxé à entrer dans les deux termes de diffusion et de saut. En 
utilisant seulement l'expansion du premier ordre et l'équation adjointe associée, nous 
établissons conditions nécessaires d'optimalité des contrôles, ainsi que les conditions 
suffisants pour les contrôles relaxé, qui sont des mesure-évaluées processus, Ceci 
constitue une généralisation du résultat obtenu Bahlali. 
 
Mots clés: équations différentielle stochastique, diffusion singulière, contrôle 
stochastique, contrôle relaxé, principe de maximum, principe variationelle, équations 
différentielle stochastique rétrograde, processus adjoint.  
 
Abstract: 
In this work, we focus on the necessary conditions of optimality in stochastic optimal 
control the system is governed by an EDS. These necessary conditions are established 
in the form of maximum principle and demonstrated two new results: 
The first result concerns the maximum principle for singular diffusions which are 
non-linear coefficient; again, we do not assume that the coefficients of the cost 
function are convex. The result will be obtained using the weak perturbation of 
controls and a simple variational method. This is a generalization of the result 
obtained by Cadellinas-Haussmann and as that obtained by Benoussan. 
 
Keywords: Stochastic differential equations, singular diffusion, stochastic control, 
relaxed control, maximum principle, variational principle, backward stochastic 
differential equations, adjoint process. 
 
 
