Abstract | In the late 50s Slepian introduced a structure theory for linear, binary codes and proved that every such code was uniquely the sum of indecomposable codes. He had hoped to produce a canonical form for the generator matrix of an indecomposable code so that he might read o the properties of the code from such a matrix, but such a program proved impossible. We here work over an arbitrary eld and de ne a restricted class of indecomposable codes | which we call critical. For these codes there is a quasi-canonical form for the generator matrix. Every indecomposable code has a generator matrix that is obtained from the generator matrix of a critical, indecomposable code by augmentation. As an application of our structure theory we illuminate the perfect linear codes, giving, for example, a \canonical" form for the generator matrix of the ternary Golay code.
Introduction
We study the category of linear codes over a xed, but arbitrary, eld. We set forth the elementary properties of this category, outline a structure theory,
The author wishes to thank Dina Ghinelli who arranged for his month-long visit | in June of 1996 | to \La Sapienza" in Rome, where this project was conceived and the work begun.
INTRODUCTION
3 column may or may not raise the minimum weight (a raise being desirable) and may or may not raise the covering radius (here, no change is desirable).
As we shall see, for a given dimension, there are only nitely many critical, indecomposable codes and any indecomposable code is obtained from some critical, indecomposable code by appending columns to a generator matrix of the critical code. In this sense we have reduced the problem to the critical case and the problem of appending columns | which may be the best one might hope for. We determine, recursively, all critical indecomposable codes and give a quasi-canonical form for their generator matrices. In dimensions one, two and three there is a unique, critical indecomposable code for each eld F; in dimension four there are precisely two.
Although their numbers tend to increase with the dimension, there is a unique | up to monomial equivalence | n; n ? 1] critical, indecomposable code 3 and the number of binary, critical indecomposable k + 2; k] codes for k > 3 is equal to the number of partitions of k ? 1 into three parts. The number of critical, indecomposable codes appears to be much smaller than the number of indecomposable codes. For example, in the binary case there are twenty-six indecomposable codes of block length less than seven, but only six of them are critical. The notion of a critical, indecomposable code grew out of work with the binary codes of Steiner triple systems (see 1]) but one might very well have come to it more naturally as follows.
Given an arbitrary code look at the subcode generated by code vectors of weight one. Usually, of course, there aren't any code vectors of weight one, but, if there are, the subcode generated by them splits o (as a summand in Slepian's sense) and leaves, as the other summand, a code C whose minimum weight is at least two. It seems natural then, to look at the subcode of C generated by the vectors of weight two. Once again there may not be any, but even if there are, the subcode so generated doesn't split o . Still, just as the subcode generated by the weight-one vectors is a sum (again in Slepian's sense) of the \unit code" F, so too is the code generated by the weight-two vectors a sum of codes, each summand equivalent to a code that is the dual of a one-dimensional code generated by the all-one vector. 4 Now, should 1 INTRODUCTION 4 it be true that the support of this easily constructed sum have a support su ciently large 5 compared to the support of the code C and should C not itself be a sum of codes, we have, as we shall prove, a critical, indecomposable code.
Every indecomposable code is obtained by augmenting the generator matrix of some critical, indecomposable code. We shall show that every indecomposable code has a generator matrix with the following block form: where each G i has a rst column of all 1s followed by the negative of an appropriate identity matrix, each L i for 1 i r has a non-zero rst column followed by columns of zeroes, the Os are appropriate all-zero matrices, the N i are arbitrary, and L = L 1 L 2 : : : L r L r+1 is the generator matrix of an indecomposable code (with, to be sure, mostly zero columns) of minimum weight at least three. Moreover, either L r+1 is the zero matrix or else eliminating any non-zero column of L r+1 from L leaves the generator matrix of a decomposable code. In many interesting cases L r+1 is the zero matrix and the (r + 1)-st column of the block form above can be eliminated. The last column of the block form, given by the N i s, can be arbitrary since appending columns to the generator matrix of an indecomposable code simply yields another indecomposable code of the same dimension. The quasi-canonical form we have in mind is the matrix above stripped of the column of N i s | which leaves the generator matrix of a critical, indecomposable code. It is non-canonical because of the row of L i s and, when L r+1 = O, L can be the generator matrix of an arbitrary indecomposable code with minimum weight at least three. Thus L indicates the recursive nature of 5 In a sense that we shall make precise shortly.
THE OBJECTS AND THE MORPHISMS
5 the construction, since it is a code of smaller dimension and smaller support than that of the critical, indecomposable code. In dimensions one through four and in codimensions one and two the quasi-canonical forms are, in fact, canonical; we give them explicitly in the body of the paper.
The coding-theory expert may now wish to jump to the applications in Section 7. A particularly simple and appealing application shows how the structure theory forces the construction of the ternary Golay code.
We have tried to retain much of the early terminology | even though some of it might appear quaint to the non-expert. We have eschewed the barbarous \maximum distance separable" and the ill-chosen \punctured", however, substituting more modern, and we believe better, alternatives. We did not, although tempted, rede ne \block length". It will be clear to the reader that the cardinality of the support of the code is the relevant parameter rather than the dimension of the ambient space in which the code happens to be located. Fortunately, these cardinalities are frequently equal in practice. We have also chosen to work over a eld. It may be that one should work over a suitably restricted ring in order to encompass Galois rings; we have tried to frame the notation so that such a generalization, if needed, will not encounter any notational barriers. 2 The objects and the morphisms Let F be an arbitrary eld. For any non-empty, nite set X let F X denote the vector space of functions from X to F. A code over F is a subspace of F X : If jXj = n and the code C is of dimension k, then C is called an n; k] code over F. The positive integer n is called the block length of the code. It is sometimes convenient to think of X as f1; 2; : : : ; ng and an element of F X as a vector (x 1 ; x 2 ; : : :; x n ), x i denoting the value of the function at i, but it is frequently easier to explain matters in the function terminology.
For any f 2 F X the weight, wt(f), of f is jfx 2 Xjf(x) 6 = 0gj and the distance between f and g is wt(f ? g). For a code C F X , the minimum weight of C is Min 06 =c2C fwt(c)g when C is not simply the zero vector; when C consists only of the zero vector, 6 we say the minimum weight is 0. The covering radius of C is Max f2F X Min c2C wt(f ? c)
In the event that the minimumweight of an n; k] code is known we sometimes record that fact by calling it an n; k f(x) = P i2I a i (x)f(i) for every f 2 C. 6 If one chooses linearly independent code vectors f 1 ; f 2 ; : : :; f k in C, one gets a k jXj matrix whose entry, a i;x , at the i-th row and column labeled x is f i (x) and the code C is simply the row space of this so-called generator matrix. If I is an information set then, if we label I with f1; 2; : : : ; kg, the f i can be chosen so that f i (j) = i;j for j 2 I, where i;j is the Kronecker delta. Ordering X so that the elements of I are the rst k and using these special functions in C gives a generator matrix of the form (I k jM), where I k 6 In the early development of coding theory one xed an I and the other points of X were known as \parity checks". 7 is the k k identity matrix and M is a k (n ? k) matrix. 7 It follows easily now that if an x 2 X appears in every information set, then there is a vector in C with value 1 at x and value 0 elsewhere. In particular, if the minimum weight of a code is greater than one, we can regard any x as a parity check by properly choosing the information set.
Example 2.2 If C 0 is any subspace of a code C, then the natural injection of C 0 into C is a code homomorphism. If is the code homomorphism of Example 2.1 and K is the kernel of the linear transformation, i.e. the subspace of functions in C that are zero on Y , then we have a short exact sequence of codes and code homomorphisms,
Observe that the minimum weight of C is at least the minimum of the minimum weights of K and D whenever we have a short exact sequence constructed as above from a projection. In the coding-theory literature K is said to be obtained from C by shortening. For any short exact sequence of
Since we are very close here to the category of vector spaces over a eld (just dropping the weight restriction on the linear transformations gets us there) one can expect most of the usual categorical paradigms to prevail. For example, injections and surjections are just what one imagines they should be. We shall use the categorical notion of isomorphism. It follows, therefore, that two codes will be isomorphic in the category of codes if there is a linear isomorphism between them that preserves weights. In this connection we warn the reader that even if the code homomorphism is a linear isomorphism its linear inverse may not be a code homomorphism and, if it isn't, the codes will not be isomorphic. 8 For example, a projection of C onto D may be a linear isomorphism but lower some weights. That will happen in Example 2.1 7 The code, in this form, is said to be \systematic" in the coding-theory literature, since one can give any values one wishes for the rst k coordinates and the other coordinates are then computed easily by the parity checks. 8 The situation is a bit akin to that of topological spaces: a one-to-one continuous map from one topological space to another may fail to be a homeomorphism because the set-theoretic inverse fails to be continuous.
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whenever the complement of Y in X has cardinality less than the minimum weight of C and the support 9 of C meets that complement non-trivially.
There is an important generalization of Example 2.1 which we now explain. If : Y ! X is any set-theoretic map of Y into X, then induces a map of the function spaces : F X ! F Y in the obvious way, by composition: (f) = f . 10 Suppose we have, moreover, a map of of Y into F , the multiplicative group of the eld F. Then there is a \monomial" linear transformation of the function spaces which we will denote by ; . It is de ned by ((f) ; )(y) = f( (y)) (y) for f 2 F X . It is a simple matter to check that ; is a linear transformation and, more importantly, that ; is a code homomorphism whenever is a set-theoretic injection. We shall call ; the monomial transformation determined by and . We shall not consider any such transformation unless is an injection.
If : X ! F and : X ! F are any two functions, their product is the function given by ( )(x) = (x) (x) and, for : X ! F , we denote by the map of X into F given by (x) = ( (x)) ? the semi-direct product of Sym(X), the group of all permutations of the set X, and the multiplicative group of maps from X to F . These transformations are all code isomorphisms of the full ambient space F X , which provides the setting for our linear codes.
Example 2.3 If X and Y are of the same cardinality and is a monomial transformation from F X to F Y , then the restriction of to any code C F X yields a code isomorphism of C onto (C) .
9
See below for the de nition of the support of a linear code. 10 We will consistently using juxtaposition for the composition of functions.
THE SUM AND INDECOMPOSABLE CODES 9
For any code C the set of code isomorphisms of C into itself forms a group under composition. We shall refer to this group as the automorphism group of C. 11 Not every code homomorphism C ! D ! 0 is a projection. For example, we always have the code homomorphism C ! F given by c 7 ! P x2X c(x) which will frequently be a surjection but not a projection onto some x 2 X. As we shall see, it is the subgroup of the group of monomial transformations of The support, Supp(C), of any subspace C F X is fx 2 Xjthere is a c 2 C with c(x) 6 = 0g
and Supp(f) is simply the support of the subspace generated by f, when f 2 F X . Thus, wt(f) = jSupp(f)j.
We next want to describe the sum internally. Suppose C is a code and C 0 and C 00 are subcodes where C is, as a vector space, the direct sum of C 0 and C 00 ; i.e. C 0 \ C 00 = f0g and every c 2 C can be written as c = c 0 + c 00 with c 0 2 C and c 00 2 C 00 . Of course, c 0 and c 00 are uniquely determined by c. We assume, moreover, that wt(c) = wt(c 0 ) + wt(c 00 ) for all c 2 C. Then, by the categorical description of C 0 C 00 we have a unique code homomorphism of C 0 C 00 into C such that C 0 ! C 0 C 00 ! C and C 00 ! C 0 C 00 ! C are the natural injections of C 0 and C 00 into C. It is clearly onto and hence by the usual dimension argument a linear isomorphism. By our assumption on the weights, this map is weight preserving. Thus its linear inverse is a code homomorphism and C is code isomorphic to C 0 C 00 .
It also follows immediately from the assumption on the weights that Supp(C 0 ) and Supp(C 00 ) are disjoint; in fact, the assumption on the weights is equivalent to the assumption that the two supports are disjoint. Clearly, their union is Supp(C). All is, therefore, as one supposes.
Suppose next that we have a short exact sequence of codes and code homomorphisms 0 ! K ! C ! D ! 0 coming from a projection : C ! D. Suppose also that there is a code homomorphism : D ! C that splits the short exact sequence as a direct sum of vector spaces | which simply means the composition is the identity map of D. Then is weight preserving as is the restriction of to the image of . It follows that the supports of (D) and K are disjoint and that C = K D in the category of codes. Any n; 0] code is said to be trivial; it consists only of the function that is identically zero on some nite set of cardinality n. Observe that in the category of codes over F all trivial codes are isomorphic, meaning that there are code homomorphisms from one to the other and the other to the one with both compositions being the appropriate identity map, which is obviously always a code homomorphism for any code. More generally, if T is any trivial code and C is any code, then C and T C are isomorphic. 12 In vector terms the code homomorphisms are If C is an n; k] code with k > 0 and Supp(C) < n, then there is a trivial code T of block length n ? jSupp(C)j and a unique code C 0 isomorphic to C with C = T C 0 (1) In fact, C 0 is precisely the projection of C onto Supp(C) X. 13 We shall denote the isomorphism class of trivial codes by 0. Clearly, for any code In particular the block length of a code is not an invariant of its isomorphism class, but as we shall see, the cardinality of the support is.
13
During the development of algebraic coding theory in the late 40s and early 50s electrical engineers were well aware of this decomposition and C 0 was the focus of their interest. They frequently spirited T away by assuming their codes had \no zero columns".
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is exact, C ! D may fail to be a code isomorphism | as we have already remarked.
Suppose C is an n; k] code over F with k > 0, jSupp(C)j < n, and minimum weight one. Then, in the decomposition C = T C 0 of Equation (1), either C 0 is the full ambient space or else there is a code V which is the full ambient space and a code C 00 of minimum weight at least 2 with C = T V C 00 (2) the decomposition being unique. Of course, V is simply the subcode of C generated by the code vectors of weight one in C. It is not di cult to show that the code C 00 of Equation (2) is determined up to isomorphism by C, as we shall see in a moment.
We shall call the decomposition of C given by Equation (2) the standard decomposition. Of course, for a given n; k] code C one or both of T and V may be absent. 14 Suppose C and D are codes with standard decompositions T V C 00 and U W D 00 respectively. Then, if C and D are code isomorphic, so are V C 00 and W D 00 . We therefore frequently will assume that the trivial code is absent when discussing isomorphisms of codes. If, in fact, : V C 00 ! W D 00 is an isomorphism, then must carry V onto W since each is characterized as the subcode generated by the weight-one vectors and preserves weights. Let x 2 C 00 and write (x) = w + y where w 2 W and y 2 D 00 . If w 6 = 0, then there is a non-zero v 2 V with (v) = w. Then wt(?v + x) = wt(?v) + wt(x) > wt(x) = wt( (x)) = wt(w) + wt(y) > wt(y) but (?v + x) = y, a contradiction. Hence, (x) 2 D 00 and, by a dimension argument, carries C 00 onto D 00 . This gives the uniqueness of the standard decomposition. Moreover, the restriction of to V is a monomial linear transformation from V onto W. As we shall see later, Corollary 3.2, itself will be given by a monomial transformation of the ambient space of V C 00 onto the ambient space of W D 00 .
Although it is probably quite clear to the reader what \no zero columns" means in our context | namely that there is no x 2 X with c(x) = 0 for all 14 In the early development of algebraic coding theory V was unlikely to appear since one was always searching for codes with large minimum weight. Thus, most of the codes that actually occurred had both T and V absent.
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13 c 2 C | perhaps \no repeated columns" requires a bit more explanation.
In our function-space context, it can be viewed as a \separation of points" phenomenon or, put another way, the value of a function at a point cannot be predicted solely from its value at some other point. Here is a proper, precise de nition: a code C F X is said to separate points or have no repeated columns provided that for any two distinct points, x 1 and x 2 in Supp(C) there are two functions f 1 and f 2 in C with f i (x j ) = ij , the Kronecker delta function. Note that when C does not separate points there are two distinct points x and y in the support of C and an element of a 2 F with f(y) = af(x) for all f 2 C. Of course, when F = F 2 , f(y) = f(x) for all f 2 C, which is why the phrase \no repeated columns" was used | the code being thought of as a code book with the codewords simply arranged in rows. We call a code without repeated columns reduced. For an n; k] code C there is always a projection of C onto an m; k] code with neither zero columns nor repeated columns.
Given any code C F X every linear functional : C ! F is a code homomorphism. If is onto (i.e. not the zero functional), and the support of its kernel | which is of codimension one in C | is strictly contained in the support of C, then, for every x 2 Supp(C)?Supp(Ker ) there is an a x 2 F with x = a x where x , a coordinate function, is the projection of C onto fxg. When the code C has no repeated columns the support of the kernel of such a always has cardinality one less than the cardinality of the support of C. In general one can determine directly from the kernel of a coordinate function not only whether or not it represents a repeated column but how many times it is repeated. Moreover, the number of \di erent" columns a code C has is simply the number of subspaces of codimension one in C whose supports are of cardinality less than the cardinality of the support of C, since each of these subspaces is the kernel of a non-zero linear functional on C. If It now follows that a code isomorphism between C and D puts into oneto-one correspondence the subspaces of C of codimension one whose supports have cardinality less than m = n with those of D. By the discussion preceeding the Proposition we get the entire result. 2
We have thus completely described the isomorphism class of a code in terms of the coordinate functionals. We have, as a corollary, the following result of MacWilliams: A non-trivial code C is said to be indecomposable if, whenever C is isomorphic to a code of the form C 0 C 00 either C 0 or C 00 is trivial. A nontrivial code that is not indecomposable will be called decomposable and hence can be written as C 0 C 00 where both C 0 and C 00 are non-trivial. The standard decomposition shows that any indecomposable code of dimension greater than one has minimum weight at least two.
The usual dimension argument shows that any code can be written as a sum of indecomposable codes. Slepian showed in 11] that the summands in this decomposition were unique up to monomial equivalence and order.
The eld F can be viewed as an indecomposable 1; 1] code and if, in the standard decomposition of a code C, C 00 is indecomposable, then C itself is uniquely the sum of r + 1 indecomposable codes where r = dimV since, clearly, V = F F F | there being r summands.
Example 3.3 Any n; 1] code is indecomposable since dim(C 0 C 00 ) = dimC 0 + dimC 00 :
For the same reason, any n; n ? 1] code with minimum weight at least 2 is also indecomposable; this is a special case of the fact that a code is indecomposable if and only if a suitable dual (see Section 5) is indecomposable.
Thus, for example, the full, even-weight subcode of F n 2 is an indecomposable code.
In fact, up to isomorphism, there is only one n; n ? 1] indecomposable code: Proposition 3.4 For an arbitrary eld F, there is a unique 15 indecomposable n; n ? 1] code for every n > 1. It is the code obtained from F n?1 by appending an overall parity check. 15 We shall frequently abuse terminology and write \unique" meaning \unique up to monomial isomorphism".
Proof: Since an indecomposable code C whose block length is greater than one must have minimum weight at least two and any n; n ? 1] code has minimum weight at most two, such a code has at least one vector of weight two. If fx; yg is the support of any vector of weight two, projecting C F X onto X ? fxg must yield the full ambient space, thus specifying C uniquely up to isomorphism: it will be given by appending a non-zero parity check: (x 1 ; : : : ; x n?1 ) 7 ! (x 1 ; : : : ; x n?1 ; P a i x i ) where a i 2 F . One gets the result also by using the appropriate dual (i.e. rst insuring that the block length is the cardinality of the support). 2 As we shall see, for n > 2 this unique indecomposable code is also a \critical indecomposable code" and it plays an important role in the category of codes. One can view the code as the dual to the code given by the all-one vector, that is, as the code generated by all vectors of weight two, the two non-zero entries being +1 and ?1. Viewed this way it is clear that the full symmetric group, Sym(n), acts on it and, in fact, the automorphism group of all monomial transformations leaving it invariant is isomorphic to the direct product of the symmetric group and F . It has a canonical generating matrix (that is a monomially equivalent code does) that can be taken to be We call an indecomposable code C critical if, whenever : C ! D is a projection that is not a code isomorphism either dim(D) < dim(C) or else D is decomposable. Thus, there is, up to isomorphism, a unique critical indecomposable code of dimension one, namely F. Clearly, because of the standard decomposition, any indecomposable | and hence any critical, indecomposable | code of dimension greater than one must have minimum weight at least two. In dimension two also there is, up to isomorphism, one critical indecomposable code, namely the code of block length three generated by (1; 1; 0) and (1; 0; 1).
Given any \repeated column"of an indecomposable code, one can project the code onto all but that column getting a surjection that is not a code Proof: Given any critical, three-dimensional indecomposable code C we can nd an equivalent code whose generator matrix has the 3 3 identity matrix as its rst three columns. If such a matrix has a further column of weight three, then those four columns are the generator matrix of a projection of C. Moreover, that projection is a critical, three-dimensional indecomposable code. Hence it must be the generator matrix for the code equivalent to C. By changing the basis suitably, the column of weight three can be made to consist of three ones and then a monomial transformation gives the matrix displayed above.
So assume that all further columns of the generator matrix have weight two (none can have weight one since they would be a \repeated column", contradicting the fact that C is critical). Moreover, since C is indecomposable there must be two further columns whose zeroes are in di erent rows. Again, by a suitable monomial transformation we can assume the generating matrix is of the form 0 B @ 1 0 0 1 1 0 1 0 1 0 0 0 1 0 1 1 C A but, then, projecting C onto the last four columns gives a three-dimensional critical indecomposable code which is easily seen to be monomially equivalent to the 4; 3] above. Hence no critical, three-dimensional indecomposable code with block length greater than four can exist.2 Thus, for any eld F, there are unique, critical indecomposable codes of dimensions one, two and three. In dimension four, however, the situation is more interesting: Example 3.6 The binary full, even-weight subcode of F n 2 is clearly a critical, indecomposable code when n > 2. The 7; 4] binary Hamming code is not, but its projection onto any six of its coordinates is a critical, indecomposable 6; 4] code.
In fact, as we shall see, the canonical generating matrices for the two four-dimensional, critical indecomposable codes are the following: If C F X is an indecomposable code with jXj > 1 and x 2 Supp(C), x is said to be a critical column of C whenever the projection of C onto X ? fxg is decomposable. An indecomposable code other than F is critical if any only if every x 2 Supp(C) is a critical column.
We next determine all critical, indecomposable n; n ? 2] codes and enumerate the binary ones.
Theorem 3.7 Let C be a critical, indecomposable code of codimension two in F n ; where F is an arbitrary eld and n > 2. Then one of the following holds:
1. n = 3 and C is isomorphic to the 1; 1] code F. critical, indecomposable code.
3. C has minimum weight two and the subcode E of C generated by the vectors of weight two in C has support of cardinality n. Moreover, C
is monomially equivalent to a code with a generator matrix of the form where the weight of the second row is greater than n ? 2 ? r but less than n ? 2 and, for i r, when a i 6 = 0, then there is a j 6 = i, j r, with a i = a j . Conversely, any M whose transpose is as above will yield an n; n?2] critical, indecomposable code over F.
Proof: The rst two cases are degenerate and occur when the support of C is of cardinality n?2 or n?1. Assume that the support of C is of cardinality n. Then C is monomially equivalent to a code with generator matrix of the form (I n?2 jM) and neither of the two columns of M can have weight n ? 2 for otherwise C would not be critical. By a monomial transformation we can assure that the rst column of M is a sequence of r ones (r < n ? 2) followed by a sequence of zeroes | as in the display of the theorem. The second column of M, a = (a 1 ; : : : ; a r ; a r+1 ; : : : ; a n?2 ) t ; say, must then have a i 6 = 0 for i > r since C cannot have minimum weight one. By a further monomial transformation, we can assume these entries are ones. Moreover, since C is indecomposable there must be some a i 6 = 0 with i r which yields the assertion on the weight of a.
We next verify the assertion concerning repeated rows of M among the rst r rows: if some a i 6 = 0 with i r does not have a companion a j , then, as one easily sees, we could arrange another systematic presentation, by making the last column the column with a single one in the i-th row, whose M has a column of weight n ? 2, contradicting the criticality of C. (Put another way, removing the i-th column of the given matrix would leave an indecomposable code.)
Finally, the assertion concerning E, the subcode of C generated by the weight-two vectors in C: since the rows of M of weight one yield weight-two vectors of C we need only concern ourselves with those rows of the generator matrix where M has weight two. But here the hypothesis on repetitions of the a i yields the required weight-two vector. 2 For a ternary instance of the Theorem see the M for the 8; 6] code underlying the ternary Golay code which is discussed in Section 7. In the binary case we can actually determine easily the number of codes arising in part three of the Theorem: see the Corollary below. for L s yield isomorphic codes.) In the binary case, however, simply ordering the G i s by size will give a unique generating matrix for each equivalence class of these codimension-two critical codes. The number of partitions of the integer r into three parts is the integer nearest to r 2 =12; I am indebted to George Andrews for pointing out to me this elegant formula. Proof: The rst assertion is obvious from the fact that a generator matrix is of the form (I n?2 jM). If n 2q + 2, we can choose a 1 ; a 2 ; : : : ; a q?1 to be the non-zero elements of the eld with a q ; : : : ; a 2q?2 such that a i = a i?q+1 in the form of M given in the Theorem. One then sees easily that the covering radius is one. 2 We should remark that even if n is merely greater than q + 1 there is an n; n ? 2] code over F q with covering radius one; it can be taken to be indecomposable, but not necessarily critical. If n = q + 1, the code can be taken to be of genus zero, i.e. of minimum weight three. For another description of the production of these codes see Section 4. The discussion there will make Example 3.9 more transparent. 4 The structure of critical indecomposable codes
We will, in this section, determine recursively all critical, indecomposable codes. Every such code has minimum weight two and the vectors of weight two will generate a subcode | usually with large support. Frequently | and in many cases of interest | the support of the subcode generated by vectors of weight two will be the support of the critical code.
The full, even-weight subcode of F n 2 ; n > 2 and the in nite class of binary codes described after Example 3.6, m > 2, are part of a general construction of critical indecomposable codes over any eld. We will soon describe that construction, but we rst prove the following Lemma 4.1 Let E be a code over a eld F that has minimum weight two and is generated by its vectors of weight two. Then
where each E i is monomially equivalent to some one of the unique indecomposable codes of dimension at least two and codimension one.
Proof: Suppose E F X where the support of E has cardinality jXj. Since E is generated by its vectors of weight two, every x 2 X is contained in the support of some vector of weight two of E. De ne a relation on X by x is related to x 0 if and only if there is a vector of weight two in E whose support contains fx; x 0 g. One sees easily that this relation is an equivalence relation on X. The result then straightforwardly follows.2 When r = 1 the code is indecomposable, of course, but obviously not, otherwise. When r > 2 we can produce a critical, indecomposable code from the above matrix by appending a row with non-zero entries only at coordinates 1; 2+k 1 ; 3+k 1 +k 2 ; : : :; r + P r?1 i=1 k i , for example | and in many other ways also.
The construction Let X be a nite set partitioned into subsets X 1 ; X 2 ; : : : ; X r and X 0 with each X i of cardinality at least two. Let E i be the unique jX i j; jX i j ? 1] indecomposable code contained in F X i and set E = E 1 E 2 E r . Let A be any indecomposable code of minimum weight at least three with support the set f1; 2; : : : ; sg where s = r+jX 0 j and, when X 0 6 = ;, all columns indexed by i > r critical.
Inject E into F X by setting f(x 0 ) = 0 for f 2 E and x 0 2 X 0 . (Put another way we simply have E T F X where T is the trivial code on X 0 .) Choose arbitrarily x i 2 X i and order X 0 with fr + 1; : : : ; sg in the event that X 0 6 = ;, viewing X 0 as fx r+1 ; : : :; x s g. Now inject A into F X by sending (a 1 ; : : :; a s ) 2 A to f 2 F X given by f(x i ) = a i and f(x) = 0 otherwise. 17 Calling, with an abuse of terminology, the images of E and A under these injections E and A also, let C = E + A. Then one easily checks that C is a critical, indecomposable m; k] binary code where m = jXj and k = m ? jX 0 j ? r + dimA.
We note that we could have also captured the critical indecomposable m; m ? 1] code in F X , where necessarily we would have had to have A = 0.
We regard this case as part of our construction.
We refer to A as the auxilliary indecomposable code attached to C.
Note that the subcode E of C is uniquely determined by C since it is the subcode generated by the vectors of weight two in C. It is not di cult to see that A too is uniquely determined by C since, roughly speaking, it is the projection of C onto fx 1 ; : : : ; x s g. Since we do not have a canonical form for the auxilliary indecomposable code, we cannot have a canonical form for the generator matrix of the critical code we have constructed. But we have come close and we refer to the matrix produced as the quasi-canonical form of its generator matrix. Note that even the order of the rst r coordinates in the auxilliary code might play a role since the summands in E may not be isomorphic codes. Here then, is the quasi canonical form we have in mind, the row of ! is indecomposable and has one critical column, the last. Taking X of cardinality 9 partitioned into four 2-subsets and a singleton set and using the 18 The reader familiar with Steiner triple systems will recognize the above as a method of constructing a Steiner triple system on 2v + 1 points from one on v points. The given system on v points plays the role of the indecomposable code of smaller \dimension" and one uses v disjoint 2-subsets. The system on 2v + 1 points adjoins an extra point to each of these 2-subsets and the triples on the set with 2v points consists of those from the given system together with triples obtainable as the binary sum of a weight-four vector of E and one of the given triples (the weight-four vector being simply a 4-subset which is the union of two of the 2-subsets). One gets immediately that the 2-rank of the system on 2v+1 points is v plus the 2-rank of the given system on v points. 
C C C C C C C C A
Observe that we have here a binary critical, indecomposable code which does not contain the all-one vector; it does contain a vector of weight eight, however.
Example 4.4 Suppose given an arbitrary n; k] code C of genus zero (i.e. a code over a eld F whose minimum weight is n ? k + 1). Then C ? is also of genus zero; its minimum weight is k + 1. Since any k-subset of the n-set which is the support of C is an information set, projecting C onto the support of any minimum-weight vector 19 at least three and support of cardinality s, the last s ? r columns being critical; now this resulting matrix is extended on the right by any set of columns one desires. This is the generator matrix (except for the N i s) given in the Introduction. The critical indecomposable codes the above construction produces all have minimum weight two, of course. If the code is the unique m; m?1] code its covering radius is clearly one; if there is an indecomposable auxilliary code A involved then, since any vector in the ambient space can be \left justi ed" using vectors in E, the covering radius of the constructed critical indecomposable code is the covering radius of A. Appending the k (n ? m) matrix to produce an n; k] indecomposable code will increase the covering radius by at most n ? m. The minimum weight will be at most n ? m + 2. Only rarely can the minimum weight increase by so much, especially when the eld is small | but see the discussion of the ternary Golay code given in Section 7. The reader has now seen all the critical, indecomposable binary codes of block length less than or equal to six. Although there are 26 indecomposable binary codes of block length less than or equal to six, only 6 of them are critical. We will soon show that we have determined, by the above construction, all critical, indecomposable codes. But we rst give Slepian's Criterion for deciding when a generator matrix in systematic form is the generator matrix of an indecomposable code:
If (I k jM) is the generator matrix of an n; k] code, let G be the graph whose vertices are the entry positions of the k (n ? k) matrix M with two vertices joined by an edge if and only if the entries in those positions are both non-zero and they occur either in the same column or the same row of M.
Then the code is indecomposable if and only if there is a walk in G that visits each of the k rows at least once.
Observe that if the code is not only indecomposable, but also critical, any walk visiting all rows of G must also visit all columns. This is a necessary, but not su cient, condition on M for criticality, since any column not visited could be eliminated and the resulting code would still be indecomposable.
This necessary test could be made su cient by noting that any x 2 Supp(C)
can be viewed as a parity check (that is as a column of an M) in some systematic presentation of a generator matrix of a code equivalent to C | since it is enough to decide whether or not each column of C is a critical column to decide whether or not C is a critical, indecomposable code. Here we are assuming that V is absent in the standard decomposition of C, i.e. we are assuming that the minimum weight of C is a least two, a fact that is immediate once any presentation of a generator matrix of the form (I k jM)
is available. We next show that every critical, indecomposable code has minimum weight two. To that end, we prove the following combinatorial Lemma 4.7 Let R be a nite set and C a collection of subsets of R satisfying the following two properties:
There is a sequence of elements of C, R 1 ; : : :; R n say, with R i \ R i+1 non-empty for i = 1; : : :; n ? 1 and S n i=1 R i = R C is minimal with respect to the above; i.e. no proper subset of C possesses such a sequence Then, there is an element of R which is in precisely one of the subsets making up C. Moreover, if jCj > 1 there are two such elements of R. Proof: Observe, rst of all that any sequence from C having the required property must contain each element of C at least once by the minimality. Of all such sequences from C enjoying the required property pick one R 1 ; : : :; R n say, with n minimal. If n = 1, then C = fRg and we are nished. Otherwise, consider the shorter sequences R 2 ; : : :; R n and R 1 ; : : : ; R n?1 . They both clearly enjoy the intersection property and hence S n i=2 R i 6 = R and S n?1 i=1 R i 6 = R. Note that every element of C except possibly R 1 appears among R 2 ; : : :; R n and every element of C except possibly R n appears among R 1 ; : : :; R n?1 In fact, neither R 1 nor R n appears again in a shortest sequence because otherwise the unions above would be all of R. Choose r 1 2 R; r 6 2 S n i=2 R i 6 = R. Then r 1 must be in R 1 and is not in any other R i and hence not in any other element of C. Similarly, choose r n 2 R; r n 6 2 S n?1 i=1 . Clearly, r n 2 R n but is in no other R i ; it follows that r 1 6 = r n and we get the result.2 Remark 3 The minimality constraint in the hypothesis of the Lemma is very strong. We have only drawn the conclusion we need, but it follows easily that, when jRj > 1, all jR i j > 1 and that, when C > 1, all jR i j < jRj; moreover, in all cases the R i form an anti-chain (i.e. no two are comparable under set-theoretic inclusion) in the partially ordered set consisting of the subsets of R. The Lemma is more than we need in order to prove the following result since Slepian's Criterion shows that the supports of the columns of M enjoy the hypotheses of the Lemma when the generator matrix is that of a critical, indecomposable code. Theorem 4.8 Every critical, indecomposable code has minimum weight two with at least two vectors of weight two whose supports are disjoint. Moreover, the code is given by the construction above.
Proof: Let C F X be a critical, indecomposable code. Taking a systematic form of C the supports of the columns of the matrix M involved satisfy the hypothesis of the Lemma, as we have remarked, and therefore C has minimum weight two and has at least two vectors of weight two with disjoint supports.
Let E be the subcode of C generated by the vectors of weight two. By Lemma 4.1 E = E 1 E r where each E i is monomially equivalent to some unique indecomposable code of codimension one. There may be elements of X that are not in the support of E. If so, let X 0 be the subset of all such elements. If X 1 ; X 2 ; : : :; X r are the supports of E 1 ; E 2 ; : : :; E r then E i is monomially equivalent to the jX i j; jX i j ? 1] critical, indecomposable code when jX i j > 2 and the one-dimensional code generated by (1; 1) when jX i j = 2. If r = 1 and C = E, we are done. Otherwise E is properly contained in C and C = E+A where A\E = f0g. In fact, for X 1 ; X 2 ; : : : ; X r as above, choose x i 2 X i ; then we may choose generators of A such that each has non-zero entries at most at fx 1 ; x 2 ; : : : ; x r g and the elements of X 0 should X 0 6 = ;. Were s = r = 2 there would necessarily be one such generator of weight two, an impossibility since all vectors of weight two of C are in E. Hence r > 2 when s = r. It follows easily from the indecomposability of C that A must be indecomposable, and from the criticality that all columns corresponding to elements of X 0 , in the case X 0 6 = ;, must be critical. Thus we have an example of the construction we have given.2
Observe that Theorem 3.7 shows not only that the critical, indecomposable codes of codimension two are given by the above construction, but also that the subcode generated by the weight-two vectors has full support. Moreover, for this case the quasi-canonical form is canonical | just as it is in the codimension one case.
Because one can always adjoin a column to the generator matrix of a given indecomposable code and obtain another, there are in nitely many indecomposable codes of a given dimension. However, since critical, indecomposable codes do not have repeated columns, for a given dimension there are only nitely many | and, we presume, very few. As we have seen, the rst dimension where there is more than one critical, indecomposable code is four. In fact, using Lemma 4.7 it is not di cult to show that for an arbitrary eld Observe that if C ? has a vector of weight two with non-zero entries at, say, x 1 and x 2 , then the values of any element of C at x 1 and x 2 are related by a scalar multiplication | and when F = F 2 they are equal. Thus, C has no repeated columns if and only if C ? has minimum weight greater than two.
Recall that a code is reduced if there are no repeated columns. All critical, indecomposable codes are, of course, reduced, but indecomposable codes need not be. By eliminating columns we can always extract a reduced code of the same dimension (but smaller block length) from an arbitrary code. That reduced code will be indecomposable if and only if the original code was.
Suppose C is a critical, indecomposable code. If C is the unique n; n?1] critical, indecomposable code, then C ? is monomially equivalent to the code generated by the all-one vector of length n and its reduced code is the unit code F. Otherwise, C has an auxilliary code A and C ? has repeated columns. It is very easy to see that the reduced code of C ? is monomially equivalent to A ? . Since, for a critical, indecomposable code C, the auxilliary code A can be any indecomposable code, the class of codes made up of the reduced codes of duals of critical codes is the class of all indecomposable codes. 6 The spectrum of an indecomposable code We have seen above that the binary Hamming codes have a unique critical underpinning. In Section 7 we shall see that this is true of all single-errorcorrecting perfect codes. It is true also of the Golay codes and all codes of genus zero.
Given an indecomposable code is seems natural (indeed compelling from a categorical perspective) to ask which critical, indecomposable codes it might arise from by augmentation of a quasi-canonical generator matrix of a critical indecomposable code. Put another way, given an indecomposable n; k] code C what are the the critical indecomposable m; k] codes that arise as projections from C?
We de ne the spectrum, S(C), of an indecomposable code C to be that where both a and b are di erent from 0 and 1, is a reduced code with minimum weight three and its spectrum is the singleton consisting of the equivalence class of the 5; 4] indecomposable code.
Some applications
We shall make use in this section of certain elementary facts concerning combinatorial designs arising from perfect codes. We remind the reader that . Given any code C over a eld F, if the supports of the minimum-weight vectors form a t-design with t > 1 on the support of the code C, then C is necessarily indecomposable since, if C = C 0 C 00 where both C 0 and C 00 are non-trivial, then any minimum weight vector must have its support in either the support of C 0 or in the support of C 00 , which is clearly impossible for at least one of the these supports.
Single-error-correcting perfect codes
We have already, for illustrative purposes, treated the binary case. The q-ary case behaves analogously. We treat here the general case of a single-errorcorrecting perfect code over the eld F q . The block length is (q m+1 ?1)=(q? 1) and projecting onto all but one coordinate yields a critical, indecomposable code in which the code generated by the vectors of weight two is the sum ?1
In order to insure that the minimum weight increases to three when appending the nal column one sees easily that each pair of the rst eight coordinates must have opposite signs and we can take the last two entries to be 0s. Of course, whatever last column is chosen one gets an indecomposable 13; 10] code, but, to get one with minimum weight three we can take that column to be the transpose of the vector (1; ?1; 1; ?1; 1; ?1; 1; ?1; 0; 0); this is not, of course, the only choice. When Marcel J. E. Golay rst described these codes in his remarkable one-page paper 8] he also constructed them recursively. His method was di erent, however, and he was not, apparently, aware of nite elds whose orders were proper prime powers.
The ternary Golay code
Were one to begin with the Mathieu design with parameters 4-(11; 5; 1) and try to construct a code whose minimum-weight vectors were the blocks of this design, one would see immediately that projecting onto all but three coordinates (any three being equivalent because of the transitivity of the Mathieu group) would yield a code whose weight-two vectors would have four disjoint supports. It is also clear that one could not use a binary code since the 2-rank of the incidence matrix of the design is eleven. One is forced, then, to consider at least ternary codes and, trying to obtain the correct dimension, one is led to the same auxilliary code used in the single-errorcorrecting case above. Here, then, is the canonical form of the generator ?1
Note the similarity with the single-error-correcting case and note also that, at this point, the coe cient eld could still be thought to be general since 0; 1 and ?1 are universal coe cients.
Since the auxilliary code is the only 4; 2] ternary code with minimum weight three, the 8; 6] code of this example must be | by Theorem 3.7 and Theorem 4.8 | the unique critical, indecomposable in which the subcode E generated by the vectors of weight two is as above. Thus, the ternary Golay code can have only this code as its critical underpinning; that is, its spectrum is a singleton.
Put into systematic form the above 8; 6] ternary critical, indecomposable code has an M which is the transpose of 
!
We now must augment the canonical form of the 6 8 matrix G above with an 6 3 matrix, N say. Since we wish to achieve minimum weight ve, each of the rst four rows of N must have weight three and, for no two, may one be a scalar multiple of the other. That completely determines these four rows (up to scalar multiplication) and we can take them to be 0 B B B @ 
If either of the last two rows were of weight three, the vector would be determined up to scalar multiplication by the row in E above the zero entry. One sees easily that the two choices lead to a vector of weight four. Clearly neither can be of weight one. Thus the last two rows must each be of weight
This is a generator matrix for the ternary Golay code. It seems reasonable to view it as canonical. It seems miraculous when a t-design with t large appears as the set of supports of the minimum-weight vectors of a code. Here is a simple result that adds a congruence condition when there is an occurrence such as above: where N consists of the appropriate columns of M.
We note that there is a di erence between the spectra depending on the parity of m: when it is odd the critical m + 2; m + 1] binary code does not appear in the spectrum | whereas it does when m is even. (See Corollary 6.3.) Moreover, the nature of the critical codes of codimension two that are in the spectra is di erent; see Proposition 3.10 and its proof.
The binary Golay code 1 C C C C C C C C C C C C C C C C C C C C C C C A Certain codes of minimum weight three
We have seen above that codes of genus zero and the perfect codes have only one underlying critical, indecomposable code; that is, their spectra are singletons. That would suggest studying codes whose spectra are singletons. A natural question to ask is: \What is the minimum distance of a reduced code whose spectrum is a singleton?" As the rst-order Reed-Muller codes demonstrate, demanding that the spectrum be a singleton will drastically reduce the block length for a xed dimension. On the other hand, all codes of dimension less than four over any eld F have a spectrum that is a singleton since there are unique critical, indecomposable codes of dimensions one, two and three. If we add the demand that the codes be reduced | that is have no repeated columns | in dimension one only the unit code F appears and in dimensions two and three the codes of maximum block length are simply the duals of the appropriate single-error correcting code, the block lengths being q+1 in the two-dimensional case and q 2 +q+1 in the three-dimensional case. In the two-dimensional case the codes are of genus zero | that is have minimum weight q.
In three dimensions the codes will not necessarily be of genus zero. We can take any collection of columns of weight greater than one | being careful not to repeat columns | for M in a generator matrix of the form (I 3 jM) and get a code with a singleton spectrum. Of course, one could choose columns yielding a code of genus zero, but other choices are possible also. Choosing, for example, columns of M to be representatives for the vectors of weight two yields a code with parameters 3q; 3; 2q ? 1] over F q . Its weight enumerator is easily seen to be X 0 + 4X 3 + 3X 4 when q = 2 and X 0 + 3(q ? 1)X 2q?1 + (q ? 1) 3 X 3q?3 + 3(q ? 1) 2 X 3q?2 otherwise. Since the code is reduced, that is, has no repeated columns, its dual has minimum weight three | best possible for a 3q; 3q ? 3] code over F q , for otherwise it would be of genus zero which is clearly impossible. Best possible codes with minimum weight three are usually taken to be \short-enings", that is, kernels of projections, of appropriate single-error-correcting perfect codes; the construction we have just given is more symmetrical than an arbitrary shortening of a perfect code and, moreover, the weight enumerator is computable by the MacWilliams transform.
We note in passing that this 3q; 3q?3; 3] code is of genus one if and only if q = 2 and, in this case, the code is isomorphic to its dual.
A nal comment
We are certain that there are other applications of the structure theory outlined here | perhaps more interesting than those we have given. It might even be worthwhile revisiting the classi cation of self-dual codes and perfect codes from the current perspective.
For example, one sees essentially immediately from the structure theory that there is a unique self-dual, indecomposable, binary 8; 4] code: its critical underpinning cannot be the 5; 4] code because the all-one vector must be present and the critical 6; 4] code has a unique adjunction of two columns to give a self-dual code. Here, then, is the \canonical" generator matrix of the self-dual, binary indecomposable 8 1 C C C A the rst six columns being the canonical generator matrix for the critical 6; 4] code. Note that the last row of this 4 6 matrix must be extended with a single 1 and a single 0 to force self-orthogonality, and then the rst three rows must be extended with two 1s for the same reason. This code is, of course, the extended Hamming code. It must be added that the systematic form (I 4 jM) of the generator matrix is also unique: the columns of M are, necessarily, the four vectors of weight three.
