Abstract
Introduction
Western music comprises a blending of instruments emanating sounds made at a number of different frequencies. The manner in which these frequencies blend is important to the making and enjoyment (or lack thereof) of music [3] . Mathematical rules attributed to musical scales define the blend and hence genre or mood of the score. Knowing the scale of a score is necessary for music analysis and applications such as mood induction because the mode of the key is deemed to provide a specific emotional connotation [6] . The pitch distance of musical notes based on chromatic scale determines humans perception of music.
The extraction of scale from music audio is not new, (see Lemans algorithm [7] for an exception in which human tone center recognition is modelled).
Wang et al [14] asserts that the mood of a score is directly linked with the distance between consecutive musical notes where a greater distance defines more dissonance. Many who agree with this notion have adopted the spiral array model [1] which represents pitches as points on a three dimensional spiral. Cook and Fujisawa [2] disagree stating that even though some chords sound stable and resolved while others sound unstable and unresolved, this cannot be explained solely on the basis of the summation of interval dissonance among tones and their upper partials. Mere summation also does not explain why positive and negative affective valence of major and minor scales is salient both to young children and to adults from diverse cultures [2] . We, agree that the problem is not as trivial as measuring intervals and present the following analysis using classification rules and action rules approach to understand and interact with scalar music theory.
Tension in Music
It is well established that the difference of interval size for any three-tone combination can be taken as the basic structural unit for a model of psychological tension. Tension describes how humans perceive uneasiness or easiness towards a set of tones. Cook's tension function calculating the difference in interval sizes is Gaussian in shape. A Gaussian function is used because it reflects the tolerance of most listeners for slight mistuning of chords by effectively broadening the regions of perceived tension and resolution, but the exact shape of the curve remains empirically uncertain. Here and elsewhere we assume twelve-tone equitempered tuning (Fujisawa, 2004) . See Figure 1 , where the function includes the effects of upper partials in the calculation of triadic tension [2] .
where t is the tension, v is the product of the relative amplitudes of the three partials, α (in our case, α = 0.60) is a parameter that determines the steepness of the fall from maximal tension; x and y are the lower and upper of the 2 intervals in each tone triplet, defined as x = log(f 2 /f 1 ) and y = log(f 3 /f 2 ), where the frequencies of the three partials satisfy the relationship: f 1 < f 2 < f 3 (in Hertz). As seen in Figure 1 , the tension is perceived when 2 equivalent intervals are heard (point A), but not when the 2 intervals differ by 1 (or more) semitones (points B and C). Those are the locations on the tension curve for which there is unambiguous empirical data (in the form of traditional harmony).
Harmonious scores have a vertical dimension and a horizontal dimension. The vertical dimension encompasses the Figure 1 . Tolerance for mistuning of chords relationships among simultaneous notes. By convention, note refers to a pitch in the musical scale, and harmonic interval refers to 2 notes sounded simultaneously. Here we adhere to the simple distinction between the vertical and horizontal dimensions of harmony. We restrict use of the terms consonance and dissonance to the vertical dimension and keep the term harmony superordinate to them [12] .
Query Answering and Action Rules
The ultimate goal of this paper is to illustrate that action rules [10] can be used as a tool to elevate a query answering system (QAS) into a flexible system [9] , [4] . It means that QAS will resolve user queries successfully more often. For example, a user can query an information system [8] looking for a baroque melancholy piece of music. Upon analyzing the scalar components of songs the query answering system may produce a Mozart, 40th Symphony. But then, the user may say: "Yes but I'm sad today, play the same song but make it sadder." Here, action rules may suggest the smallest set of changes which are needed for some of these scalar components to guarantee that QAS will output mozart's 40th Symphony -like a funeral march. A listener, unbeknownst to the user's whims will still be able to identify the music score as being Mozart's 40th, but may be perplexed as to why it sounds so sad. Now, we recall the notion of an information system used to describe a collection of related objects in terms of their features. Its definition, given here, is due to Pawlak [8] . By an information system we mean a pair S = (U, A), where:
• U = ∅ is a finite set of objects (object identifiers),
• A = ∅ is a finite set of attributes, i.e. functions a :
U → V a , where V a is called the domain of a ∈ A.
We often write (a, v) instead of v, assuming that v ∈ V a . Information systems can be seen as decision tables. In any decision table together with the set of attributes a partition of that set into conditions and decisions is given. Additionally, we assume that the set of conditions is partitioned into stable and flexible conditions [11] . Attribute a ∈ A is called stable for the set U , if its values assigned to objects from U can not change in time. Otherwise, it is called flexible. "Date of Birth" is an example of a stable attribute. "Interest rate" on any customer account is an example of a flexible attribute. For simplicity reason, we will consider decision tables with only one decision. By a decision table we mean an information system S = (U, A 1 ∪ A 2 ∪ {d}), where d ∈ A 1 ∪A 2 is a distinguished attribute called decision. The elements of A 1 are called stable conditions, whereas the elements of A 2 ∪ {d} are called flexible conditions. Our goal is to suggest changes in values of attributes in A 1 for some objects from U so the values of the attribute d for these objects may change as well. A formal expression describing such a property is called an action rule [10] , [13] . 
denotes the fact that the value of attribute a needs to be changed from v to w for some objects in U . Similarly, the term (a, v → w)(x) means that a(x) = v needs to be changed to a(x) = w. In another words, the property (a, v) of an object x needs to be changed to property (a, w). Assume now that rules r 1 , r 2 are extracted from S and r 1 
. By the support of action rule r we mean the set of all objects in S satisfying the descrip-
Assume now that by r(x) we mean a new object obtained from x by changing its property
KD-based Scalar Music Theory
In this section, certain properties related to music will be presented in scalar theory using classification rules. We will use action rules to describe some manipulations on them.
We start with Figure 2 showing an example of a score of a Pentatonic Minor Scale played in the key of C. We describe the scale as illustrated in Figure 3 . Accordingly one plays the root, play 3 tones up, then 2 tones up then 2 tones up then 3 tones up. We said ours was in the key of C. Therefore the 1 st note, or in musical terms, the "Root" is a C note. This means that the following notes are all in the key of C Pentatonic Minor Scale.
In our example, illustrated in Figure 2 , 8 notes are played in the C Pentatonic Minor Scale, they are A , G, A , F, D , G, C and C. Essentially any combination of the notes C, D , F, G, A can be played while remaining within the constraints of a C Pentatonic Minor Scale on the piano. However, if that score is presented to a Query Answering System (QAS), it has no idea as to the key or the scale. It can only discern the jumps between the notes and the repeated notes. Using this premise, each note, one by one, is drawn into the array of incoming signals. It will presume that the next note is the key. The segment, in our example, has notes of which the A and C are repeated. Let's assume that this is also the end of the song meaning the QAS knows there are no more possibilities. Therefore we only have 5 distinct notes. 
In the 1 st case A is the root, in the 2 nd case G is the root, in the 3 rd F , and D in the last one. The 6 th note read be QAS is G which is disregarded as one which is already listed. The 7 th note read by QAS is C. We have 5 optional sequences:
In the 1 st case A is the root, in the 2 nd case G, in the 3 rd F , in the 4 th D , and in the 5 th C is the root. The last note read by QAS is C. This note is disregarded as one which is already listed. Clearly, at this point, QAS has no idea which note is the root, so it has no idea which sequence out of the last 5 is a representative one for the input sequence of notes A , G, A , F, D , G, C and C. Table 2 gives numeric representation of these last 5 sequences. Now, we explain the process of computing numeric representation of the 1 st sequence from that list which is [A , C, D , F Table 2 are computed in a similar way.
Basic score classification of music is represented as an information system S = (X, A, V ), where Table 3 ). System S is built by a music expert and used by us to identify which jump sequence listed in Table  2 is seen as the most probable representation of the melody presented by Figure 2 . The values of attribute sma in Table 3 listed as {a, s, m} should be read as arpeggio, mode, scale. Now, for each tuple in Table 2 we search for a supporting object in Table 3 . It can be easily checked that objects listed in {x 1 , x 3 , x 8 , x 9 , x 14 , x 16 , x 17 , x 18 , x 19 , x 21 } are the only objects in Table 3 supporting minimum one of tuples from Table 2 . Because (A , G, A , F, D , G, C, C) was the initial score sequence, then (A , G, C) are played twice in the score and (F, D ) only once. It means that A , G, C are preferable roots. Now, because only the note C is played twice one after the other, then C is chosen as the most probable root. It means, from Table 2 , that [3, 2, 2, 3] is the representative jump sequence for the initial score sequence which is represented in 2 instances; {x 3 , x 21 } both being Pentatonic Minor (scale and mode respectively) Its score is Pentatonic Minor, region is Western, the associated emotion is sonorous, and it was played in mode.
Instead of using Table 3 in our investigations, we can use Table 4 which represents knowledge extracted from Table 3 . Table 4 is built from Table 3 by a strategy which resembles LERS (see [5] ). Now, we present a general schema of this strategy, called LM C (Learning Music Concepts).
Let us assume that S = (X, A, V ), where Table 3 ), is an information system representing basic score classification of music. We also assume that attributes A d = {Scale, Region, Genre, Emotion, sma} jointly represent the decision attribute and our goal is to learn definitions of its values in terms of [2, 3] (2) is referring to objects which have 2 as the minimal value of attributes J 2 and J 3 in our S = (X, A, V ). Statement card(J [1, 3] (2)) = 1 is extracting minimal descriptions, of length 3, based on J 1 , J 2 , J 3 , and retrieving only single objects from S under additional assumption that the minimal attribute value allowed for any of the attributes J 1 , J 2 , J 3 is equal to 2. In our case, card(J [1, 3] (2)) = 1 is retrieving descriptions: [2, 2, 2], [3, 2, 3] which identify objects x 6 , x 18 , correspondingly. Algorithm LM C applied to Table 3 is generating Table 4 . For instance, the third row in Table 4 represents the rule:
Region Genre Emotion sma (J Table 4 ;
Action Rules to Song Manipulate Emotions
In this section we give an example showing how action rules can be used to manipulate the scalar components of a retrieved segment of music or song to change its emotional content and tone. To explain our approach, we expound upon the 1 st example and continue using the Pentatonic Minor Scale played in the key of C as illustrated in Figure 4 . As it was shown in the 1 st example, the QAS can find the segment and identify the scale as C Pentatonic Minor Scale. For the current example we create the hypothetical case where a user, upon retrieving the above segment of music says: "I like jazz and this certainly is western Jazz but today I'd like the computer to keep the song but make it sound more Egyptian!"
Essentially QAS views the 25 notes as seen in Table 5 which shows the relationship between each named note in each bar and the corresponding jump number. Then in Table  6 , it compares the original jump sequence to the intended jump sequence of the Egyptian scale. Table 6 shows that the change is only needed at the C Pentatonic Minor Scale and the C Egyptian Scale shown by its attribute values (J 
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