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Abstract
By obtaining intervals of the parameter λ, this paper is concerned with the existence and nonexistence of positive solution of
the second-order nonlinear dynamic equation on time scales
−[p(t)x1(t)]∇ + q(t)x(t) = λw(t) f (t, x),
αx(ρ(a))− βx [1](ρ(a)) = 0, γ x(b)+ δx [1](b) = 0
for t ∈ [a, b] ⊂ T, where T is a time scale, α ≥ 0, γ ≥ 0, β > 0, δ > 0 with α + γ > 0. The arguments are based upon fixed
point theorems in a cone.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Consider the following second-order boundary value problem (BVP) on time scales
Lx = λw(t) f (t, x), t ∈ [a, b] ⊂ T,
αx(ρ(a))− βx [1](ρ(a)) = 0,
γ x(b)+ δx [1](b) = 0,
(1.1)
where T is a time scale, α ≥ 0, γ ≥ 0, β > 0, δ > 0 with α + γ > 0, w : [a, b] → [0,+∞) is continuous and there
exists t0 ∈ [a, b] such that w(t0) > 0, x [1](t) = p(t)x1(t) is called the quasi 1-differentiable and
Lx := −[p(t)x1(t)]∇ + q(t)x(t),
where p : [a, b] → (0,+∞) is ∇-differentiable on Tk and q : [a, b] → [0.+∞) is continuous.
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Recently, there have been many papers working on the existence of positive solutions of dynamic equations on
time scales, see, [1–12]. These papers have relied on methods such as the Schauder fixed point theorem, the nonlinear
alternative of Leray–Schauder or on disconjugacy to prove the existence of solutions to second-order BVPs on time
scales subject to linear, separated boundary conditions. In particular, we would like to mention some results of
Anderson [1] and Atici and Guseinov [4]. In [1], Anderson considered the following second-order BVP on a Measure
Chain:
−x11 = λw(t) f (xσ (t)), t ∈ [a, b] ⊂ T,
αx(a)− βx1(a) = 0,
γ x(σ (b))+ δx1(σ (b)) = 0.
(1.2)
By using fixed point theory in a cone, the author established the existence of positive solutions and obtained the
existence of eigenvalue intervals of BVP (1.2). In the case λ = 1, w(t) ≡ 1, Atici et al. [4] established the
existence of positive solutions for BVP (1.1) under the assumption that f satisfies f0 = limx→0 f (t,x)x = 0 and
f∞ = limx→∞ f (t,x)x = ∞ or f0 = ∞ and f∞ = 0, uniformly on t ∈ [a, b].
Motivated by the results mentioned above, in this paper we show that appropriate combinations of superlinearity
and sublinearity of f (t, x)with respect to x at zero and infinity guarantee the existence, multiplicity, and nonexistence
of positive solutions for BVP (1.1) and describe the dependence of positive solutions of BVP (1.1) on the parameter λ.
By using new techniques to overcome difficulties arising from the appearances of Lx := −[p(t)x1(t)]∇ + q(t)x(t)
and T is a time scale, we will show that the number of positive solutions of BVP (1.1) is determined by the parameter
λ. On the other hand, to the best of our knowledge, there is no literature considering the existence, multiplicity, and
nonexistence of positive solutions of dynamic equations, even for the problem (1.1). The arguments are based upon
fixed point theorems in a cone.
The following lemmas are crucial to prove our main results.
Lemma 1.1 ([13–17] Fixed Point Theorem of Cone Expansion and Compression of Norm Type). Let Ω1 and Ω2 be
two bounded open sets in Banach space E, such that θ ∈ Ω1 and Ω¯1 ⊂ Ω2. Let operator A : P ∩ (Ω¯2 \ Ω1) → P
be completely continuous, where θ denotes the zero element of E and P is a cone in E. Suppose that one of the two
conditions
(i) ‖Ax‖ ≤ ‖x‖,∀x ∈ P ∩ ∂Ω1 and ‖Ax‖ ≥ ‖x‖,∀x ∈ P ∩ ∂Ω2,
or
(ii) ‖Ax‖ ≥ ‖x‖,∀x ∈ P ∩ ∂Ω1, and ‖Ax‖ ≤ ‖x‖,∀x ∈ P ∩ ∂Ω2,
is satisfied. Then A has at least one fixed point in P ∩ (Ω¯2 \ Ω1).
Lemma 1.2 ([15]). Let Ω1,Ω2 and Ω3 be three bounded open sets in Banach space E, such that θ ∈ Ω1 and Ω¯1 ⊂ Ω2,
Ω¯2 ⊂ Ω3. Let operator A : P ∩ (Ω¯3 \ Ω1) → P be completely continuous, where θ denotes the zero element of E
and P is a cone in E. Suppose that
(i) ‖Ax‖ ≥ ‖x‖,∀x ∈ P ∩ ∂Ω1;
(ii) ‖Ax‖ ≤ ‖x‖, Ax 6= x,∀x ∈ P ∩ ∂Ω2;
(iii) ‖Ax‖ ≥ ‖x‖,∀x ∈ P ∩ ∂Ω3.
Then A has at least two fixed points x∗, x∗∗ in P ∩ (Ω¯3 \ Ω1), and x∗ ∈ P ∩ (Ω2 \ Ω1), x∗∗ ∈ P ∩ (Ω¯3 \ Ω¯2).
The paper is organized in the following fashion. In Section 2, we provide some necessary background and introduce
several definitions on time scales. In particular, we state some properties of the Green’s function associated with BVP
(1.1). In Section 3, the main result will be stated and proved.
2. Preliminaries
Let J = [a, b], where a, b ∈ T and a ≤ b. The basic space used in this paper is E = C[a, b] of real-valued
continuous (in the topology of T) functions x(t) defined on [a, b]. It is well known that E is a Banach space with the
norm ‖ · ‖ defined by ‖x‖ = maxt∈J |x(t)|. Let K be a cone of E , Kr = {x ∈ K : ‖x‖ < r}, ∂Kr = {x ∈ K : ‖x‖ =
r}, where r > 0.
The following assumptions will stand throughout this paper:
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(H1) w : [a, b] → [0,+∞) is continuous and there exists t0 ∈ [a, b] such that w(t0) > 0;
(H2) p : [a, b] → (0,+∞) is ∇-differentiable on Tk ;
(H3) q : [a, b] → [0.+∞) is continuous, and if q ≡ 0, then α + γ > 0;
(H4) f : [a, b] × R→ R is continuous in (t, ξ) with respect to the topology of R× R and f (t, ξ) ≥ 0 for ξ ∈ R+,
where R+ denotes the set of nonnegative real numbers.
For convenience, we introduce several definitions on time scales we refer to [18–22], and give some properties of
the Green’s function associated with BVP (1.1) and some lemmas which are useful in proving our main results in the
rest of this section.
Definition 2.1. A time scale T is a nonempty closed subset of R.
Definition 2.2. Define the forward (backward) jump operator σ(t) at t for t < supR (ρ(t) at t for t > infT) by
σ(t) = inf{τ > t : τ ∈ T} (ρ(t) = sup{τ < t : τ ∈ T})
for all t ∈ T. We assume that T has the topology that it inherits from the standard topology on R and say t is right-
scattered, left-scattered, right-dense and left-dense if σ(t) > t, ρ(t) < t, σ (t) = t and ρ(t) = t , respectively. Finally,
we introduce the sets Tk and Tk which are derived from the time scale T as follows. If T has a left-scattered maximum
t1, then Tk = T− t1, otherwise Tk = T. If T has a right-scattered minimum t2, then Tk = T− t2, otherwise Tk = T.
Definition 2.3. Fix t ∈ T and let y : T→ R. Define y1(t) to be the number (if it exists) with the property that given
ε > 0 there is a neighbourhood U of t with
|[y(σ (t))− y(s)] − y1(t)[σ(t)− s]| < ε|σ(t)− s|
for all s ∈ U . Call y1(t) the (delta) derivative of y(t) at the point t .
Definition 2.4. Fix t ∈ T and let y : T→ R. Define y∇(t) to be the number (if it exists) with the property that given
ε > 0 there is a neighbourhood U of t with
|[y(ρ(t))− y(s)] − y∇(t)[ρ(t)− s]| < ε|ρ(t)− s|
for all s ∈ U . Call y∇(t) the (nabla) derivative of y(t) at the point t .
If T = R then f 1(t) = f ∇(t) = f ′(t). If T = Z then f 1(t) = f (t + 1)− f (t) is the forward difference operator
while f ∇(t) = f (t)− f (t − 1) is the backward difference operator.
Definition 2.5. A function f : T→ R is called rd-continuous provided it is continuous at all right dense points of T
and its left sided limit exists (finite) at left dense points of T.
Definition 2.6. A function f : T → R is called ld-continuous provided it is continuous at all left dense points of T
and its right sided limit exists (finite) at right dense points of T.
Definition 2.7. If f : T→ R is 1-differentiable at t0 ∈ TK and f 1(t0) > 0 ( f 1(t0) < 0) then f is right-increasing
(right-decreasing), at t0.
Remark 2.1. All right-dense continuous bounded functions on [a, b) are delta integrable from a to b, and all left-
dense continuous bounded functions on (a, b] are nabla integrable from a to b.
Throughout this paper, we assume T is a closed subset of R with a ∈ Tk, b ∈ Tk .
In this paper, the Green’s function of the corresponding homogeneous BVP defined by
G(t, s) = 1
Λ
{
φ(s)ψ(t), if ρ(a) ≤ s ≤ t ≤ σ(b),
φ(t)ψ(s), if ρ(a) ≤ t ≤ s ≤ σ(b) (2.1)
where φ and ψ satisfy
Lφ = 0, φ(ρ(a)) = β, φ[1](ρ(a)) = α, (2.2)
Lψ = 0, ψ(b) = δ, ψ [1](b) = −γ. (2.3)
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It is not difficult from [4] to show that Λ := −[φ(t)ψ [1](t) − φ[1](t)ψ(t)] > 0 and (i) φ is nondecreasing on J
and φ ≥ 0 on J ; (ii) ψ is nonincreasing on J and ψ ≥ 0 on J .
It is easy to prove that G(t, s) has the following properties.
Proposition 2.1. For t, s ∈ (ρ(a), b), we have
G(t, s) > 0. (2.4)
Proposition 2.2. For t, s ∈ J , we have
0 ≤ G(t, s) ≤ G(s, s). (2.5)
Proposition 2.3. Let θ¯ ∈ T and θ¯ ∈ (a, b+a2 ). We define Jθ¯ = [θ¯ , b + a − θ¯ ]. Then for all t ∈ Jθ¯ , s ∈ (a, b) we have
G(t, s) ≥ ΓG(s, s), (2.6)
where
Γ (= Γθ¯ , i.e.,Γ is dependent on θ¯ ) = min
{
ψ(b + a − θ¯ )
ψ(a)
,
φ(θ¯)
φ(b)
}
. (2.7)
In fact, for t ∈ [θ¯ , b + a − θ¯ ], we have
G(t, s)
G(s, s)
≥ min
{
ψ(b + a − θ¯ )
ψ(s)
,
φ(θ¯)
φ(s)
}
≥ min
{
ψ(b + a − θ¯ )
ψ(a)
,
φ(θ¯)
φ(b)
}
=: Γ .
It is easy to see that 0 < Γ < 1.
For the sake of applying Lemmas 1.1 and 1.2, we construct a cone in E = C[a, b] by
K = {x ∈ C[a, b] : x ≥ 0,min
t∈Jθ¯
x(t) ≥ Γ‖x‖}. (2.8)
It is easy to see K is a closed convex cone of E .
Define Tλ : K → K by
(Tλx)(t) = λ
∫ b
ρ(a)
G(t, s)w(s) f (s, x(s))∇s, t ∈ [a, b]. (2.9)
By (2.9), it is well known that BVP (1.1) has a positive solution x if and only if x ∈ K is a fixed point of Tλ.
Lemma 2.1. Let (H1)–(H4) hold. Then TλK ⊂ K and Tλ : K → K is completely continuous.
Proof. For x ∈ K , by (2.9), we have Tλx(t) ≥ 0 and
‖Tλx‖ ≤ λ
∫ b
ρ(a)
G(s, s)w(s) f (s, x(s))∇s. (2.10)
On the other hand, by (2.6), (2.9) and (2.10), we obtain
min
t∈Jθ
(Tλx)(t) = min
t∈Jθ
λ
∫ b
ρ(a)
G(t, s)w(s) f (s, x(s))∇s
≥ λΓ
∫ b
ρ(a)
G(s, s)w(s) f (s, x(s))∇s
≥ Γ‖Tλx‖.
Therefore Tλ(x) ∈ K , i.e. TλK ⊂ K .
Next by standard methods and Ascoli–Arzela theorem one can prove Tλ : K → K is completely continuous. So it
is omitted. 
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3. Main results
Write
f β = lim sup
x→β
max
t∈J
f (t, x)
x
, fβ = lim inf
x→β mint∈Jθ¯
f (t, x)
x
,
where β denotes 0 or∞.
In this section, we apply the Lemmas 1.1 and 1.2 to establish the existence of positive solutions for BVP (1.1).
Theorem 3.1. Let (H1)–(H4) hold. In addition, letting one of the following two conditions
(i) f 0 = 0 and f∞ = ∞;
(ii) f0 = ∞ and f∞ = 0
be satisfied, then, for all λ > 0, BVP (1.1) has at least one positive solution x∗(t).
Proof. Let Tλ be cone preserving, completely continuous operator that was defined by (2.9).
(i) Considering f 0 = 0, there exists r1 > 0 such that f (t, x) ≤ ε1x , for 0 ≤ x ≤ r1, t ∈ J , where ε1 > 0 satisfies
ε1λ
1
Λφ(b)ψ(ρ(a))
∫ b
ρ(a)w(s)∇s ≤ 1.
So, for x ∈ ∂Kr1 , we have from (2.5)
(Tλ)x(t) ≤ λ
∫ b
ρ(a)
G(s, s)w(s) f (s, x(s))∇s
≤ λ
∫ b
ρ(a)
G(s, s)w(s)ε1x(s)∇s
≤ λ 1
Λ
φ(b)ψ(ρ(a))‖x‖ε1
∫ b
ρ(a)
w(s)∇s
≤ ‖x‖.
Consequently, for x ∈ ∂Kr1 , t ∈ J , we have
‖Tλx‖ ≤ ‖x‖. (3.1)
Next, turning to f∞ = ∞, there exists r¯2 > 0 such that f (t, x) ≥ ε2x for x ≥ r2, t ∈ Jθ¯ , where ε2 satisfies
ε2
1
ΛλΓ
2φ(θ¯)ψ(b + a − θ¯ )‖x‖ ∫ b+a−θ¯
θ¯
w(s)∇s ≥ 1.
Choose r2 = max{ r¯2Γ , r1 + 1}, then r2 > r1. If x ∈ ∂Kr2 , t ∈ Jθ¯ , then
min
t∈Jθ¯
x(t) ≥ Γ‖x‖ = Γr2 ≥ r¯2,
and
(Tλ)x(t) ≥ λ
∫ b+a−θ¯
θ¯
G(t, s)w(s) f (s, x(s))∇s
≥ λ
∫ b+a−θ¯
θ¯
G(t, s)w(s)ε2x(s)∇s
≥ min
t∈Jθ¯
λ
∫ b+a−θ¯
θ¯
G(t, s)w(s)ε2x(s)∇s
≥ λΓ 2
∫ b+a−θ¯
θ¯
G(s, s)w(s)∇sε2‖x‖
≥ 1
Λ
λΓ 2φ(θ¯)ψ(b + a − θ¯ )ε2‖x‖
∫ b+a−θ¯
θ¯
w(s)∇s
≥ ‖x‖.
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Thus, ‖Tλx‖ ≥ ‖x‖. Hence, for x ∈ ∂Kr2 we have
‖Tλx‖ ≥ ‖x‖. (3.2)
Applying (i) of Lemma 1.1 to (3.1) and (3.2) yields that Tλ has a fixed point x∗ ∈ K¯r1,r2 , r1 ≤ ‖x∗‖ ≤ r2 and
x∗(t) ≥ Γ‖x∗‖ > 0, t ∈ Jθ¯ . Thus it follows that BVP (1.1) has a positive solution x∗ for all λ > 0.
(ii) Considering f0 = ∞, there exists r3 > 0 such that f (t, x) ≥ ε3x , for 0 ≤ x ≤ r3, t ∈ Jθ¯ , where ε3 > 0
satisfies 1ΛλΓ
2φ(θ)ψ(b + a − θ)ε3
∫ b+a−θ
θ
w(s)∇s ≥ 1.
So, for x ∈ ∂Kr3 , t ∈ Jθ , we have from (2.6)
(Tλx)(t) ≥ λ
∫ b+a−θ¯
θ¯
G(t, s)w(s) f (s, x(s))∇s
≥ λ
∫ b+a−θ¯
θ¯
G(t, s)w(s)ε3x(s)∇s
≥ min
t∈Jθ¯
λ
∫ b+a−θ¯
θ¯
G(t, s)w(s)ε3x(s)∇s
≥ λΓ 2
∫ b+a−θ¯
θ¯
G(s, s)w(s)∇sε3‖x‖
≥ 1
Λ
λΓ 2φ(θ¯)ψ(b + a − θ¯ )ε3‖x‖
∫ b+a−θ¯
θ¯
w(s)∇s
≥ ‖x‖. (3.3)
Consequently, for x ∈ ∂Kr3 , t ∈ Jθ¯ , we have
‖Tλx‖ ≥ ‖x‖. (3.4)
Next, turning to f∞ = 0, there exists r¯4 > 0 such that f (t, x) ≤ ε4x , for x ≥ r¯4, t ∈ J , where ε4 > 0 satisfies
ε4λ
1
Λφ(b)ψ(ρ(a))
∫ b
ρ(a)w(s)∇s ≤ 12 .
Let
M = λ sup
x∈∂Kr¯4 , t∈[ρa ,b]
f (t, x(t))
∫ b
ρ(a)
G(t, t)w(t)dt.
It is not difficult to see that M < +∞.
Choosing r4 > max{r3, r¯4, 2M}, then we get M < 12r4.
Now, we choose x ∈ ∂Kr4 arbitrarily. Letting x¯(t) = min{x(t), r¯4}, then x¯ ∈ ∂Kr¯4 . In addition, writing
e(x) = {t ∈ [ρa, b] : x(t) > r¯4}. Therefore, for t ∈ e(x), we get r¯4 < x(t) ≤ ‖x‖ = r4. By the choosing of
r¯4, for t ∈ e(x), we have f (t, x(t)) ≤ ε4r4.
Thus for x ∈ ∂Kr4 , we have from (2.5)
(Tλx)(t) ≤ λ
∫ b
ρ(a)
G(s, s)w(s) f (s, x(s))∇s
= λ
∫
e(x)
G(s, s)w(s) f (s, x(s))∇s + λ
∫
[ρa ,b]\e(x)
G(s, s)w(s) f (s, x(s))∇s
≤ λε4r4
∫ b
ρ(a)
G(s, s)w(s)∇s + λ
∫ b
ρ(a)
G(s, s)w(s) f (s, x¯(s))∇s
≤ λε4r4 1Λφ(b)ψ(ρ(a))
∫ b
ρ(a)
w(s)∇s + M
≤ 1
2
r4 + 12r4
= r4 = ‖x‖. (3.5)
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Consequently, from (3.5), for x ∈ ∂Kr4 , t ∈ J , we have
‖Tλx‖ ≤ ‖x‖. (3.6)
Applying (ii) of Lemma 1.1 to (3.4) and (3.6) yields that Tλ has a fixed point x∗ ∈ K¯r3,r4 , r3 ≤ ‖x∗‖ ≤ r4 and
x∗(t) ≥ Γ‖x∗‖ > 0, t ∈ Jθ¯ . Thus it follows that BVP (1.1) has a positive solution x∗ for all λ > 0. The proof is
complete. 
Theorem 3.2. Let (H1)–(H4) hold. In addition, letting the following two conditions
(i) f 0 = 0 or f∞ = 0;
(ii) there exists ρ1 > 0, for 0 ≤ x ≤ ρ1, t ∈ Jθ such that f (t, x) ≥ τ1ρ1, where τ1 = [λΓ 1Λφ(θ¯)ψ(b + a −
θ¯ )
∫ b+a−θ¯
θ¯
w(s)∇s]−1
be satisfied, then there exists λ0 > 0 such that for all λ > λ0, BVP (1.1) has at least one positive solution x∗(t).
Proof. Considering f 0 = 0, there exists 0 < r5 < ρ1 such that f (t, x) ≤ ε5x , for 0 ≤ x ≤ r5, t ∈ J , where ε5 > 0
satisfies ε5λ 1Λφ(b)ψ(ρ(a))‖x‖
∫ b
ρ(a)w(s)∇s ≤ 1.
So, for x ∈ ∂Kr5 , we have from (2.5)
(Tλx)(t) ≤ λ
∫ b
ρ(a)
G(s, s)w(s) f (s, x(s))∇s
≤ λ
∫ b
ρ(a)
G(s, s)w(s)ε5x(s)∇s
≤ λ 1
Λ
φ(b)ψ(ρ(a))‖x‖ε5
∫ b
ρ(a)
w(s)∇s
≤ ‖x‖.
Consequently, for x ∈ ∂Kr5 , we have
‖Tλx‖ ≤ ‖x‖. (3.7)
If f∞ = 0, similar to the proof of (3.6), there exists r6 > ρ1 such that f (t, x) ≤ ε6x , for x ≥ r6, t ∈ J , where
ε6 > 0 satisfies ε6λ 1Λφ(b)ψ(ρ(a))
∫ b
ρ(a)w(s)∇s ≤ 1, and, for x ∈ ∂Kr6 , t ∈ J , we have
‖Tλx‖ ≤ ‖x‖. (3.8)
By (ii), for x ∈ ∂Kρ1 , t ∈ Jθ¯ , we have
(Tλx)(t) ≥ λ
∫ b+a−θ¯
θ¯
G(t, s)w(s) f (s, x(s))∇s
≥ λτ1ρ1
∫ b+a−θ¯
θ¯
G(t, s)w(s)∇s
≥ min
t∈Jθ¯
λτ1ρ1
∫ b+a−θ¯
θ¯
G(t, s)w(s)∇s
≥ λτ1ρ1Γ
∫ b+a−θ¯
θ¯
G(s, s)w(s)∇s
≥ λΓ τ1ρ1 1Λφ(θ¯)ψ(b + a − θ¯ )
∫ b+a−θ¯
θ¯
w(s)∇s
= ρ1 ≥ ‖x‖.
Consequently, for x ∈ ∂Kρ1 , t ∈ Jθ¯ , we have ‖Tλx‖ ≥ ‖x‖, which implies that there exists λ0 > 0 such that for
x ∈ ∂Kρ1 , λ > λ0, we have
‖Tλx‖ > ‖x‖. (3.9)
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By Lemma 1.1, for all λ > λ0, (3.7) and (3.9), (3.8) and (3.9), respectively, yield that Tλ has a fixed point
x∗ ∈ K¯r5,ρ1 , r5 ≤ ‖x∗‖ < ρ1 and x∗(t) ≥ Γ‖x∗‖ > 0, t ∈ Jθ¯ or x∗ ∈ K¯ρ1,r6 , ρ1 < ‖x∗‖ ≤ r6 and
x∗(t) ≥ Γ‖x∗‖ > 0, t ∈ Jθ¯ . Thus it follows that BVP (1.1) has a positive solution x∗ for all λ > λ0. 
Theorem 3.3. Let (H1)–(H4) hold. In addition, letting the following two conditions
(i) f0 = ∞ or f∞ = ∞;
(ii) there exists ρ2 > 0, for 0 ≤ x ≤ ρ2, t ∈ Jθ such that f (t, x) ≤ τ2ρ2, where τ2 =
[λΓ 1Λφ(b)ψ(ρ(a))
∫ b+a−θ
θ
w(s)∇s]−1
be satisfied, then there exists λ0 > 0 such that for all 0 < λ < λ0, BVP (1.1) has at least one positive solution x∗(t).
The remaining of the proof is similar to that of Theorem 3.2.
Theorem 3.4. Let (H1)–(H4) hold. In addition, letting the following two conditions
(i) f 0 = 0 and f∞ = 0;
(ii) there exists ρ1 > 0, for 0 ≤ x ≤ ρ1, t ∈ Jθ¯ such that f (t, x) ≥ τ1ρ1, where τ1 = [λΓ 1Λφ(θ¯)ψ(1 −
θ¯ )
∫ 1−θ¯
θ¯
w(s)∇s]−1
be satisfied, then there exists λ0 > 0 such that for all λ > λ0, BVP (1.1) has at least two positive solutions
x∗(t), x∗∗(t).
Proof. The proof similar to Theorem 3.2. By Lemma 1.2, (3.7)–(3.9) yield that Tλ has at least two fixed points x∗,
x∗∗, where x∗ ∈ K¯r5,ρ1 , r5 ≤ ‖x∗‖ < ρ1 and x∗(t) ≥ Γ‖x∗‖ > 0, t ∈ Jθ¯ , x∗∗ ∈ K¯ρ1,r6 , ρ1 < ‖x∗∗‖ ≤ r6 and
x∗∗(t) ≥ Γ‖x∗∗‖ > 0, t ∈ Jθ¯ . Thus it follows that BVP (1.1) has at least two positive solutions x∗, x∗∗ for all λ > λ0.

Theorem 3.5. Let (H1)–(H4) hold. In addition, letting the following two conditions
(i) f0 = ∞ and f∞ = ∞;
(ii) there exists ρ2 > 0, for 0 ≤ x ≤ ρ2, t ∈ Jθ¯ such that f (t, x) ≤ τ2ρ2, where τ2 =
[λΓ 1Λφ(b)ψ(ρ(a))
∫ b+a−θ¯
θ¯
w(s)∇s]−1
be satisfied, then there exists λ0 > 0 such that for all 0 < λ < λ0, BVP (1.1) has at least two positive solutions
x∗(t), x∗∗(t).
The remaining of the proof is similar to that of Theorem 3.4.
Theorem 3.6. Let (H1)–(H4) hold. In addition, letting f 0 < ∞ and f∞ < ∞ be satisfied, then there exists λ0 > 0
such that for all 0 < λ < λ0, BVP (1.1) has no positive solution.
Proof. Since f 0 <∞ and f∞ <∞, then there exist η3 > 0, η4 > 0, h3 > 0 and h4 > 0 such that h3 < h4 and for
t ∈ J , 0 ≤ x ≤ h3, we have
f (t, x) ≤ η3x, (3.10)
and for t ∈ J , x ≥ h4, we have
f (t, x) ≤ η4x . (3.11)
Let
η∗ = max
{
η3, η4,max
{
f (t, x)
x
: t ∈ J, h3 ≤ x ≤ h4
}}
> 0.
Thus, for t ∈ J, x ∈ R+, we have
f (t, x) ≤ η∗x . (3.12)
Assume y is a positive solution of BVP (1.1). We will show that this leads to a contradiction for 0 < λ < λ0 =
[ 1Λη∗φ(b)ψ(ρ(a))
∫ b
ρ(a)w(s)∇s]−1.
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In fact, for 0 < λ < λ0, t ∈ J , since (T y)(t) = y(t), we have
‖y‖ = ‖(Tλy)‖
= max
t∈J λ
∫ b
ρ(a)
G(t, s)w(s) f (s, y(s))∇s
≤ λ
∫ b
ρ(a)
G(s, s)w(s) f (s, y(s))∇s
≤ λ
∫ b
ρ(a)
G(s, s)w(s)η∗y(s)∇s
≤ λ‖y‖η∗ 1
Λ
φ(b)ψ(ρ(a))
∫ b
ρ(a)
w(s)∇s
< ‖y‖,
which is a contradiction. The proof is complete. 
Acknowledgement
The authors thank the referee for his/her valuable comments and suggestions.
References
[1] D.R. Anderson, Eigenvalue intervals for a two-point boundary value problem on a measure chain, J. Comput. Appl. Math. 141 (2002) 57–64.
[2] D.R. Anderson, Solutions to second-order three-point problems on time scales, J. Difference Equ. Appl. 8 (2002) 673–688.
[3] J. Henderson, Multiple solutions for 2mth order Sturm–Liouville boundary value problems on a measure chain, J. Difference Equ. Appl. 6
(2000) 417–429.
[4] F.M. Atici, G.Sh. Guseinov, On Green’s functions and positive solutions for boundary value problems on time scales, J. Comput. Appl. Math.
141 (2002) 75–99.
[5] R.P. Agarwal, D. O’Regan, Triple solutions to boundary value problems on time scales, Appl. Math. Lett. 13 (2000) 7–11.
[6] R.P. Agarwal, D. O’Regan, Nonlinear boundary value problems on time scales, Nonlinear Anal. 44 (2001) 527–535.
[7] R.I. Avery, D.R. Anderson, Existence of three positive solutions to a second-order boundary value problem on a measure chain, J. Comput.
Appl. Math. 141 (2002) 65–73.
[8] J. Henderson, C.C. Tisdell, Topological transversality and boundary value problems on time scales, J. Math. Anal. Appl. 289 (2004) 110–125.
[9] M. Bohner, A. Peterson (Eds.), Advances in Dynamic Equations on Time Scales, Birkha¨user, Boston, MA, 2003.
[10] C.J. Chyan, J. Henderson, Eigenvalue problems for nonlinear differential equations on a measure chain, J. Math. Anal. Appl. 245 (2000)
547–559.
[11] L. Erbe, A. Peterson, Green’s functions and comparison theorems for differential equations on measure chains, Dyn. Contin. Discrete Impuls.
Syst. 6 (1999) 121–137.
[12] C.H. Hong, C.C. Yeh, Positive solutions for eigenvalue problems on a measure chain, Nonlinear Anal. 51 (2002) 499–507.
[13] D.J. Guo, V. Lakshmikantham, Nonlinear Problems in Abstract Cones, Academic Press, New York, 1988.
[14] D.J. Guo, V. Lakshmikantham, X.Z. Liu, Nonlinear Integral Equations in Abstract Spaces, Kluwer Academic Publishers, Dordrecht, 1996.
[15] D.J. Guo, Nonlinear Functional Analysis, Shandong Science and Technology Press, Jinan, 1985 (in Chinese).
[16] K. Deimling, Nonlinear Functional Analysis, Springer, Berlin, 1985.
[17] M. Krasnoselskii, Positive Solutions of Operator Equations, Noordhoff, Groningen, 1964.
[18] G.Sh. Guseinov, B. Kaymakcalan, On a disconjugacy criterion for second order dynamic equations on time scales, J. Comput. Appl. Math.
141 (2002) 187–196.
[19] R.P. Agarwal, M. Bohner, Basic calculus on time scales and some of its applications, Results Math. 35 (1999) 3–22.
[20] V. Lakshmikantham, S. Sivasundaram, B. Kaymak, T. Calan, Dynamic Systems on Measure Chains, Kluwer Academic Publishers, Boston,
1996.
[21] S. Hilger, Analysis on measure chains—A unified approach to continuous and discrete calculus, Results Math. 18 (1990) 18–56.
[22] M. Bohner, A. Peterson, Dynamic Equations on Time Scales. An Introduction with Applications, Birkha¨user, Boston, Massachusetts, 2001.
