In this work, we propose a region-based self-triggered control (STC) scheme for nonlinear systems. The state space is partitioned into a finite number of regions, to each of which a uniform inter-event time is assigned. The controller, at each sampling time instant, checks to which region does the current state belong, and correspondingly decides the next sampling time instant. To derive the regions along with their corresponding inter-event times, we use approximations of isochronous manifolds of nonlinear eventtriggered control systems, a notion firstly introduced in [1] . This work addresses some theoretical issues of [1] and proposes an effective computational approach that generates approximations of isochronous manifolds, thus enabling the region-based STC scheme. The efficiency of both our theoretical results and the proposed algorithm are demonstrated through simulation examples.
Introduction
Control laws are, most often, implemented in a periodic fashion. However, despite periodic implementations facilitating controller design, they lead to overconsumption of available resources. Especially in Networked Control Systems (NCS) such implementations are considered inefficient, due to the scarcity of communication bandwidth. The need for resourcefriendly control implementations has shifted the research focus to aperiodic schemes, namely Event-Triggered Control (ETC) [2] [3] [4] [5] [6] [7] [8] [9] and Self-Triggered Control (STC) [1, [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . For an introduction to STC and ETC we refer the reader to [22] .
These strategies assume sample-and-hold implementations, in which the control action is updated when a certain performance related condition (triggering condition) is satisfied. Triggering conditions are of the form φ(ζ(t)) ≥ 0, where φ(ζ(t)) is a function of the state of the system, namely the triggering function, e.g. see [4, 6] . Specifically, in ETC it is assumed that some dedicated intelligent hardware constantly monitors the plant and detects when the triggering condition is satisfied. To relax this constraint, researchers have proposed STC as an alternative, according to which the controller predicts at each sampling time instant the next time at which the triggering condition would be satisfied. In this way, both ETC and STC promise to reduce the number of communication packets' transmissions and controller updates, thus saving both bandwidth and energy.
Regarding STC for nonlinear systems, the amount of published work is limited. In [11] the authors derive STC formulas employing interesting properties of homogeneous systems. Based on these properties, a different STC formula is proposed in [1] , employing the notion of isochronous manifolds. In [12] , a Taylor expansion of the Lyapunov function is used to predict the triggering times. In [16] a self-triggered scheme is derived, based on a smallgain approach. In [13] a triggering condition that guarantess uniform ultimate boundedness for perturbed nonlinear systems is presented, and a corresponding self-triggered sampler is derived. Finally, the work in [21] designs an STC scheme that copes with actuator delays.
The STC formula proposed in [11] proves to be conservative, i.e. it leads to a large amount of updates, at least when compared to the technique proposed here. This argument is illustrated in one of the simulation examples later in the document. What is more, the authors of [21] admit that, although it addresses actuator delays, it is even more conservative than [11] . Regarding [1] there are certain theoretical and practical issues, which are presented later in the introduction and are thoroughly discussed in this document. An important drawback of the rest of the STC techniques is that they require heavy computations that need to be carried out online.
A clever way to provide a trade-off between online computations and the number of updates in STC has already been proposed for linear systems with state feedback in [18] . In particular, the authors in [18] discretize the state space of a linear system into a finite number of regions, assigning a particular self-triggered inter-event time to each region that lower bounds the event-triggered inter-event times of all points contained in that region. The computation of the self-triggered inter-event time for each region is carried out offline. Finally, in real-time the controller checks to which region of the state space does the current state belong and assigns to it the inter-event time of the corresponding region. To the best of our knowledge, there are no similar results for nonlinear systems.
Motivated by the advantages of [18] , in this work we derive a region-based STC scheme for nonlinear systems. In contrast to [18] , in which the state space is firstly discretized and afterwards the corresponding self-triggered inter-event times are computed, we propose to firstly select specific times and afterwards derive the regions that correspond to the selected times. Thus, while in our approach the number of times is always equal to the number of regions of the state space, in [18] the number of regions might be much larger than that of the times. This renders our approach more efficient and tames the curse of dimensionality.
Towards discretizing the state space of nonlinear systems, we elaborate on the notion of isochronous manifolds, originally introduced in [1] . Isochronous manifolds are hypersurfaces in the state space, that consist of points associated to the same inter-event time τ , i.e. if the system's state belongs to an isochronous manifold at a sampling time t i , then the next sampling time instant is t i+1 = t i + τ . In [1] , the authors propose a method to approximate these manifolds by upper-bounding the evolution of the triggering function, and then use the approximations to derive an STC formula. Unfortunately, there are some unaddressed theoretical and practical issues therein, which render the approximations, in general, invalid and hinder the application of the corresponding STC scheme. In particular, the bounding lemma presented in [1] (Lemma V.2 in [1] ), based on which the upper-bounds of the triggering function are derived, is incorrect. Furthermore, we show that, even if a valid bound is obtained, the method proposed in [1] actually approximates the zero-level sets of the triggering function, and not the actual isochronous manifolds. Finally, although the authors in [1] propose the use of SOSTOOLS [23] to derive the approximations, we have found it to be rather brittle regarding solving this particular problem.
This paper tackles all of the aforementioned issues, in order to derive a discretization of the state space for nonlinear systems that enables a region-based STC scheme. Overall, the contributions of our work are the following:
• We present a valid version of the bounding lemma, based on a higher order comparison lemma [24] .
• Employing this new lemma, we propose a refined methodology to approximate the actual isochronous manifolds of nonlinear ETC systems.
• We adjust a counter-example guided iterative method (see e.g. [25] ) combining Linear Programming and SMT solvers, to derive an alternative algorithm that effectively computes approximations of isochronous manifolds.
• We derive a novel region-based STC scheme that provides a framework to trade-off online computational load with the number of updates.
Finally, it is worth noting that isochronous manifolds are an inherent characteristic of any system with an output. Thus, as in [1] , the theoretical contribution of deriving approximations of isochronous manifolds might even exceed the context in which this paper is written.
Notation and Preliminaries

Notation
We denote points in R n as x. We use |x| to denote the Euclidean norm of an element x ∈ R n . We use the symbol ∃!, to denote existence and uniqueness. For instance: ∃! x ∈ R n such that |x|= 0. For x, y ∈ R n , we write x y if x i ≤ y i (i = 1, 2, . . . , n), where the subscript i denotes the i-th component of the corresponding vector. When there is no harm from ambiguity, the subscript i may be, also, used to denote different points
If the function f is p-times continuously differentiable, we write f ∈ C p . A continuous function α : [0, a) → R is said to be of class K if it is strictly increasing and α(0) = 0. Moreover, if a = +∞ and lim r→+∞ α(r) = +∞, then α is said to be of class K ∞ .
Let X : M → T M be a vector field in a manifold M and h : M → R a map. With L X h(x) we denote the Lie derivative of h at a point x along the flow of X, which in local coordinates is expressed as
Consider a system of first order differential equations:
The solution of the above system with inital condition ζ 0 and initial time t 0 is denoted as ζ(t; t 0 , ζ 0 ). When t 0 (and ζ 0 ) is clear from the context, e.g. t 0 = 0, then it is ommited, i.e. we write ζ(t; ζ 0 ) (ζ(t)).
Event-Triggered Control Systems
Consider a nonlinear control system:
where ζ : R → R n , f : R n × R m → R n , and a feedback control law υ : R n → R m . We present the following characterization of input-to-state stability (ISS). For the exact definition and more details, the reader is referred to [26] . Definition 2.1 (ISS Lyapunov Function). Consider a dynamical system (1). A smooth function V : R n → R is said to be an ISS Lyapunov function for (1) if there exist class K ∞ functions α, α, α and γ such that:
for all x ∈ R n .
The system (1) is said to be ISS with respect to the input υ(·) if and only if there exists an ISS Lyapunov function for (1) .
A sample-and-hold implementation of (1) is typically applied by sampling the state of the system ζ(t) at time instants t i , i = 0, 1, 2, ..., evaluating the input υ(ζ(t i )) and keeping it constant until the next sampling time:
We define the measurement error ε(t) as the difference between the last measured state and the current state of the system:
As soon as the updated control input is applied at each sampling time t = t i , the state is measured and the error becomes 0, since ζ(t) = ζ(t i ). With this definition, the sample-andhold closed loop becomes:
In ETC the sampling time instants, or triggering times, are defined as follows:
and t 0 = 0, where x i−1 corresponds to the last measurement of the state of the plant. We call (6) the triggering condition, φ(·, ·) the triggering function, and the difference t i+1 − t i inter-event time. Each point x i in the state space of the system, corresponds to a specific inter-event time denoted by τ (x i ):
where x i = ζ(t i ) and t i+1 is defined by the triggering condition (6) . A popular form of triggering functions, especially for nonlinear systems, is the one proposed in [4] :
Notice that at each sampling time t i , and upon the update of the controller, the triggering function becomes φ(ζ(t i ), ε(t i )) = −σ 2 |ζ(t i )| 2 < 0. Thus, between two sampling times [t i , t i+1 ], the triggering function starts with a negative value −σ 2 |ζ(t i )| 2 at time t i , remains negative during the whole time interval [t i , t i+1 ), becomes zero at t − i+1 , and after the sampling it becomes negative again at time t + i+1 with value −σ 2 |ζ(t i+1 )| 2 < 0. By design, for appropriately selected σ, when (8) is negative the derivative of the ISS Lyapunov function for the corresponding continuous-time system (1) is also negative (see [4] for more details). We can, thus, regard the ISS-Lyapunov function for (1) as a Lyapunov function for the hybrid closed loop (5) with triggering function as in [4] . This justifies the choice of triggering times described in (6); after that time instant the triggering function becomes positive, which implies that the derivative of the Lyapunov function might become positive as well and stability may be hindered. Proposition 2.1. Consider the sample-and-hold implementation (5) for a closed loop system (1), an ISS w.r.t. ε Lyapunov function V : R n → R for (5), and let the sampling times for (5) be defined as in (6) , with the triggering function (8) constructed according to [4] . Define the region enclosed by a Lyapunov level set as:
where c > 0. Consider two consecutive sampling times t i and t i+1 . The following holds:
where ζ(t) denotes the trajectory of (5).
By the definition of sampling times (6), since φ(ζ(t; x), ε(t; x)) < 0 =⇒V (ζ(t)) < 0, we can conclude that:
Remark 1. Note that for the above proposition to hold, it suffices that the triggering condition (6) renders (5) asymptotically stable, i.e. there exists a Lyapunov function V (x) for (5) such that: φ(ζ(t; x), ε(t; x)) < 0 =⇒V (ζ(t)) < 0. ISS is a stronger condition, but we choose to present it that way, since this is the framework in which the most popular triggering function for nonlinear systems [4] is derived.
From now on, for clarity of exposition, we define a new extended state vector ξ(t) : R → R n :
With this definition, the sample-and-hold closed loop becomes:
where
. Note that at any sampling time t i , the state of the extended system becomes ξ(
T . On these grounds and for ease of exposition, from now on we denote the triggering function as φ(ξ(t; x i )).
Remark 2. Our analysis is carried out within the time interval
Note that due to time-invariance of F (·) and φ(·), this is equivalent to analyzing within the interval [t i , t i+1 ).
Self-Triggered Implementation
As mentioned in the introduction, self-triggered implementations remove the need for continuous monitoring of the triggering condition (6), by predicting events φ(ξ(t; x)) = 0. More specifically, a self-triggered strategy dictates the next sampling time according to a function τ ↓ : R n → R + , that always provides a lower bound to the event-triggered inter-event times:
Since φ(ξ(t; x)) < 0 for all t ∈ [0, τ (x)), then it is guaranteed that φ(ξ(t; x)) < 0 for all t ∈ [0, τ ↓ (x)), thus asymptotic stability of the system is preserved. Consequently, the selftriggered inter-event times should be no larger than the corresponding event-triggered times in order to guarantee stability, but as large as possible in order to achieve greater reduction of updates.
Problem Statement
Inspired by [18] , the goal of this paper is to design a region-based STC scheme for nonlinear systems, in order to provide a framework for trade-off between online computations and updates. More specifically, the state-space of the original system (5) (not the extended one's) is discretized into a finite number of regions R i ∈ R n (i = 1, 2, . . . ). To each of the regions, a uniform self-triggered inter-event time τ i is assigned, such that:
where τ (x) denotes the event-triggered inter-event time associated to x. Given the above, a region-based STC scheme operates as follows:
1. Measure the current state ξ(t k ) = (x k , 0).
Check to which of the regions
3. If it belongs to R i , set the next sampling time to t k+1 = t k + τ i .
As already mentioned in the introduction, while in [18] there might be multiple regions R i associated to the same self-triggered inter-event time τ i , we propose to firstly dictate a finite set of times {τ 1 , τ 2 , . . . }, with τ i < τ i+1 , and then derive the regions R i that correspond to times τ i . Thus, the problem statement of this work is as follows:
Problem Statement. Given a finite set of times {τ 1 , τ 2 , . . . }, with τ i < τ i+1 , find R i ∈ R n that satisfy (12).
Isochronous Manifolds, Triggering Level Sets and Discretization
In this section, we recall results from [1] regarding isochronous manifolds, we introduce the notion of triggering level sets and elaborate on the fact that isochronous manifolds and triggering level sets are different. Finally, we point out how, given proper approximations of isochronous manifolds, a discretization of the state space is generated, enabling a regionbased STC scheme.
Homogeneous Systems and Scaling Laws for Inter-Event Times
First, we briefly go through some definitions regarding homogeneous functions and systems, and results previously derived in [11] regarding scaling laws for inter-event times of homogeneous systems. Regarding the former, only the classical notion of homogeneity is presented. However, note that homogeneity is a more general notion defined in a geometric coordinatefree context. For a more detailed presentation we refer the reader to [27] .
where f i (x) is the i-th component of f (x) and α > − min i r i .
Definition 4.2 (Homogeneous System).
A system (1) is called homogeneous of constant degree α ∈ R, whenever f (ζ(t), υ(ζ(t))) =f (ζ(t)) is a homogeneous function of the same degree.
Assumption 1. For the remaining of the paper, our analysis is based on the following set of assumptions:
• The extended closed loop system (10) is homogeneous of degree α ≥ 1, with r i = 1 for all i.
• The triggering function φ(ξ(t; x)) is homogeneous of degree θ ≥ 1, with r i = 1 for all i.
• The triggering function φ(ξ(t; x)) renders the closed loop ETC implementation globally asymptotically stable, i.e. φ(ξ(t; x)) < 0 =⇒V (ξ(t; x)) < 0, where V (·) is a Lyapunov function for the system.
• For all x ∈ R n − {0}, φ(ξ(0; x)) < 0 and ∃t x ∈ (0, +∞) such that φ(ξ(t x ; x)) = 0.
We now review the scaling laws of inter-event times previously derived in [11] . Along lines passing through the origin (but excluding the origin) the event-triggered inter-event times scale according to the following rule: Theorem 4.1 (Scaling Law [11] ). Consider a dynamical system (10) homogeneous of degree α, and let Assumption 1 hold. The inter-event times τ : R n → R + ∪ {+∞} implicitly defined by (6) and (7) scale according to:
where x ∈ R n .
In the following, we refer to lines going through the origin as homogeneous rays. Notice that the scaling law for the inter-event times (13) does not depend on the degree of homogeneity of the triggering function considered. The property derives from the following useful lemma:
Lemma 4.2 (Time-Scaling Property [11] ). Consider a dynamical system (10) homogeneous of degree α and a triggering function φ(·) homogeneous of degree θ, and let Assumption 1 hold. The triggering function satisfies:
where the first equality is a property of homogeneous flows.
Remark 3. The aforementioned analysis and Assumption 1 constitute the framework within which this work is carried out. Nevertheless, as pointed out in [1] , any smooth function can be rendered homogeneous. Thus, similar scaling laws as well as similar results to ours can be derived for any smooth system with a smooth triggering function, which is demonstrated in one of the simulation examples later in the document.
Isochronous Manifolds and Triggering level Sets Definition 4.3 (Isochronous Manifolds).
Consider a closed loop system (10) and a triggering function φ(·). The set M τ = {x ∈ R n : τ (x) = τ }, where τ (x) is implicitly defined by (6) and (7), is called an isochronous manifold of time τ .
In other words, all points x ∈ R n which correspond to the same inter-event time τ constitute the isochronous manifold M τ . Isochronous manifolds are manifolds of dimension n − 1, as already proven in [1] .
Definition 4.4 (Triggering Level Sets).
We call the set:
triggering level set of the triggering function φ(ξ(τ ; x)) for time t = τ .
Triggering level sets are the zero-level sets of the triggering function, for fixed t. Let us now make a crucial observation: The equation φ(ξ(t; x)) = 0 may have multiple solutions with respect to time t for a given x. In other words, there might exist points x ∈ R n and time instants τ x,1 < τ x,2 < ... < τ x,k , with k > 1 such that φ(ξ(τ x,i ; x)) = 0 for all i = 1, 2, ..., k. We briefly present an example with a triggering function exhibiting multiple zero-crossings for given initial conditions:
Example: Consider the jet engine compressor control system for β = 1, originally proposed in [28] :ξ
with the control law υ(ξ(t)) designed to render the closed loop globally asymptotically stable:
where y = 2
. To implement this system in an event-triggered fashion, a triggering function that guarantees asymptotic stability is the following [11] :
After homogenizing the dynamics of the system, as dictated in [1] , we simulate the evolution of the triggering function φ(ξ(t; x)) for the initial condition [−0.5 − 1] T . This is illustrated in Fig. 1 . It is clear from the figure that φ(ξ(t; [−0.5, 1] T )) has multiple zero crossings, i.e. at least for t = τ x,1 ≈ 1.15s and t = τ x,2 ≈ 3.22s.
Note that inter-event times τ (x) are defined as the first zero-crossing of the triggering function (see (6) and (7)), i.e. τ (x) = τ x,1 . Hence, isochronous manifolds are defined with respect to this first zero-crossing, and any point x ∈ R n − {0} belongs only to one isochronous manifold: M τ x,1 . However, the same point belongs to all triggering level sets L τ x,i . For instance, in the previous example, the point x = (−0.5, −1) belongs to both triggering level sets L 1.15 and L 3.22 , whereas it belongs to only one isochronous manifold, i.e. M 1. 15 . The misconception that isochronous manifolds and triggering level sets are identical is a significant theoretical issue of [1] regarding approximating isochronous manifolds, which we analyze in Section V.
Remark 4.
If the triggering function φ(ξ(t; x)) has only one zero-crossing for all x ∈ R n − {0}, then the triggering level sets do coincide with the isochronous manifolds, i.e.
Isochronous manifolds possess the two following properties:
. Consider a closed loop system (10) and a triggering function φ(·), and let Assumption 1 hold. Each homogeneous ray intersects any isochronous manifold only at one point:
Proof. According to (13) and (14), on any homogeneous ray, times vary from 0 to +∞ as λ x varies from +∞ to 0. Thus, for any τ ∈ R + there exists a point x on each ray such that τ (x) = τ . What is more, equation (13) implies that there do not exist two different points on the same homogeneous ray that correspond to the same inter-event time.
Proposition 4.2. Consider a closed loop system (10) and a triggering function φ(·), and let Assumption 1 hold. Consider isochronous manifolds M τ i and M τ i+1 , with τ i < τ i+1 . The following holds for all x ∈ M τ i :
Proposition 4.2 states that isochronous manifolds for smaller times are further away from the origin. Given (16), considering Fig. 2 the curve on the top could be an isochronous manifold of a homogeneous system, while the two curves on the bottom cannot. The curve on the top is intersected only once by each homogeneous ray, thus it could be an isochronous manifold of a homogeneous system. The two curves on the bottom are intersected by some homogeneous rays more than once, thus they cannot be isochronous manifolds of a homogeneous system.
Discretization of the State Space and a Self-Triggered Strategy
For the following, we assume that the system operates in an arbitrarily large compact set B the whole time. Assume that some isochronous manifolds M τ i of a homogeneous system have been obtained, as illustrated in Fig. 3 , for τ 1 < τ 2 < τ 3 . We define the regions between the manifolds as:
for τ i < τ i+1 , and the region enclosed by the manifold M τ 3 as R 3 = {x ∈ R n : ∃κ x ≥ 1 s.t. k x x ∈ M τ 3 }. Since (17) holds, a region R i is the set with its outter boundary being M τ i and its inner boundary being M τ i+1 . The scaling law of inter-event times (13) implies that:
Therefore, isochronous manifolds could be employed for discretizing the state space in regions R i such that (12) is satisfied and the region-based STC is enabled.
If the isochronous manifolds did not satisfy property (16), then the regions R i could potentially intersect with each other (see Fig. 4 ). Consequently, it would not be possible to derive a discretization as the one just described. 
Inner-Approximations of Isochronous Manifolds and Discretization
Deriving the actual isochronous manifolds is generally not possible, as nonlinear systems most often do not admit a closed-form analytical solution. Therefore, in order to discretize the state space and generate a region-based STC scheme, we propose a method to construct inner-approximations of isochronous manifolds, as illustrated in Fig. 5 . 
In other words, an inner-approximation of an isochronous manifold is contained inside the region encompassed by the isochronous manifold. Consider inner-approximations M τ i of isochronous manifolds (τ 1 < τ 2 < ...), that satisfy properties (16) and (17) . Consider the regions between sets M τ i : A region R i is the set with its outter boundary being M τ i and its inner boundary being M τ i+1 (see Fig. 5 ). For such sets, by (13) we get the following result:
Corollary 4.1. Consider a system (10) and a triggering function φ(·), and let Assumption 1 hold. Consider two inner-approximations M τ i and M τ i+1 of isochronous manifolds, with τ i ≤ τ i+1 . Assume that M τ i and M τ i+1 satisfy (16) and (17). For the region R i as defined in (20) , the following holds:
Thus, given inner-approximations of isochronous manifolds, the state space can be discretized into regions R i and the region-based STC scheme could be applied. This construction requires that inner approximations should also satisfy (16) and (17) . Deriving inner-approximations M τ of isochronous manifolds such that they satisfy (16) and (17) constitutes the main theoretical challenge of this work.
Remark 6. For larger total number of regions R i , the controller in general needs to perform more checks to determine to which region the measured state belongs. However, the associated self-triggered inter-event times τ i become more accurate bounds of the actual event-triggered times τ (x), leading to a smaller number of updates. This provides a trade-off between computations and updates.
Approximations of Triggering Level Sets and the STC Formula of [1]
We briefly present the approximation technique proposed in [1] , and we show that it actually approximates triggering level sets and not isochronous manifolds. However, it should be noted that the idea of bounding the triggering function in order to derive approximations of isochronous manifolds serves as the basis of our construction.
Approximations of Triggering Level Sets
The method proposed in [1] is based on bounding the time evolution of the triggering function by another function with linear dynamics: ψ 1 (x, t) ≥ φ(ξ(t; x)), with ψ 1 (x, 0) = φ(ξ(0; x)) < 0 for all x ∈ R n − {0}. The bound is obtained by constructing a linear system according to a bounding lemma (Lemma V.2 in [1] ). Unfortunately, this lemma is invalid and the function that is obtained does not always bound the triggering function. Specifically, a counterexample is given in [29] (pp.2 Example 2). In the next section we present a slightly adjusted lemma, that is actually valid. Thus, for the remaining of this section we assume that ψ 1 (x, t) is an upper bound of φ(ξ(t; x)).
Since ψ 1 (x, t) ≥ φ(ξ(t; x)) and ψ 1 (x, 0) < 0, given a point x if we define:
then it is guaranteed that φ(ξ(x; t)) ≤ 0, ∀t ∈ [0, τ ↓ (x)]. Hence, the first zero-crossing of ψ 1 (x, t) for a given x happens before the first zero-crossing of φ(ξ(t; x)), i.e. the inter-event time of x:
In [1] , under the misconception that isochronous manifolds and triggering level sets coincide, it is argued that to approximate an isochronous manifold, it suffices to approximate the set L τ := {x ∈ R n : φ(ξ(τ ; x)) = 0}. Thus, the upper bound ψ 1 (x, t) of φ(ξ(t; x)) is used to derive the following approximation: L τ := {x ∈ R n : ψ 1 (x, τ ) = 0}. However, as we have already pointed out for the triggering function, ψ 1 (x, t) might also have multiple zero-crossings for a given x ∈ R n . Thus, the equation ψ 1 (x, t) = 0 does not only capture the inter-event times of points x, but possibly also more zero-crossings of φ(t; x). Consequently, we can say that the set L τ is actually an approximation of the triggering level set L τ , and not of the isochronous manifold M τ . Furthermore, observe that ψ 1 (x, t) does not satisfy the time scaling property (14) . Consequently, there is no formal guarantee that the sets L τ satisfy (16) (see Remark 5) . In other words, the sets L τ might be intersected by some homogeneous rays more than once, or they may not be intersected at all.
STC Formula of [1]
Here, we open a small parenthesis regarding how the aforementioned issues hinder the application of the self-triggered formula proposed in [1] . In [1] , the results of the previous subsection are combined with the scaling law (13) to derive a self-triggered formula, i.e. to define a lower bound τ ↓ (x) of the actual event-triggered inter-event time τ (x). The selftriggered formula is the following:
Given a triggering level set approximation L τ , then for a point of interest x ∈ R n − {0}: 1) Find x 0 ∈ L τ s.t. x = λx 0 , with λ > 0. 2) Use the scaling law (13) to derive: τ ↓ (x) = λ −α τ .
To apply the aforementioned formula, one needs to find λ, i.e. to find the intersection of the straight line from the origin to the point of interest x with the set L τ . To find this intersection, the following equation is solved online:
However, as already stated, the set L τ might not be intersected by some homogeneous rays, which implies that there might not exist a real positive solution to (21) . Furthermore, note that there may exist points x 0 ∈ L τ , such that τ (x 0 ) < τ . In this case, applying the above scheme, could result to:
, which would potentially hinder the stability of the system.
Approximations of Isochronous Manifolds
Here a refined methodology is presented, which generates inner-approximations of the actual isochronous manifolds that satisfy (16) and (17).
Generating Inner-Approximations of Isochronous Manifolds
Remarks 4 and 5 state that: 1) isochronous manifolds coincide with triggering level sets, if φ(·) has only one zero-crossing w.r.t. t and 2) φ(·) satisfying (14) implies that isochronous manifolds satisfy (16) and (17) . Intuitively, we could construct a function µ(x, t) that satisfies the same properties and its zero-crossing happens before the one of φ(·), and use the level sets M τ = {x ∈ R n : µ(x, τ ) = 0} as inner approximations of isochronous manifolds that satisfy (16) and (17) . The above are summarized in the following theorem.
Theorem 6.1. Consider an extended state system (10), a triggering function φ(ξ(t; x)), and let Assumption 1 hold. Let µ : R n × R + → R be a function that satisfies:
The sets M τ = {x ∈ R n : µ(x, τ ) = 0} are inner-approximations of the isochronous manifolds M τ and satisfy (16) and (17).
Proof. See Appendix.
Remark 7.
Observe that it is crucial that inequality (22b) extends at least until τ (x), in order for the upper bound µ(x, t) to capture the actual inter-event times, i.e. to guarantee that the minimum time satisfying µ(x, t) = 0 lower bounds the minimum time satisfying φ(ξ(t; x)) = 0.
Constructing the Upper Bound of the Triggering Function
In this subsection we construct a valid bounding lemma 6.2 and we employ it in order to derive an upper bound µ(x, t) of the triggering function φ(ξ(t; x)) that satisfies (22) . Lemma 6.2. Consider a system of differential equations:ξ(t) = F (ξ(t)), where ξ : R + → R n , F : R n → R n , a function φ : R n → R and a set Ω d = {x ∈ R n : |x|< d}. For every set of coefficients δ 0 , δ 1 , ..., δ p−1 , δ p ∈ R + satisfying:
the following inequality holds for all ξ 0 ∈ Ω d :
where τ ξ 0 is defined as:
and ψ 
with initial condition:
Remark 8. The main differences between Lemma 6.2 and the bounding lemma in [1] are: 1) In Lemma 6.2, the coefficients δ i are forced to be non-negative, and this is what renders it valid. 2) In contrast to [1] , Ω d is not required to be a forward invariant set, and that is why τ ξ 0 is introduced.
Assuming that a Lyapunov function V : R n → R is given such that φ(ξ(t; x)) < 0 =⇒ V (ξ(t; x)) < 0, (e.g. the ISS-Lyapunov function for (1)), let us define the following sets:
where d, c > 0. Notice that, since Z c is a compact set, the sets E c and Ξ are also compact. Let us consider the following feasibility problem:
Problem 1. Consider a system (10) and a triggering function φ(ξ(t; x)) and let Assumption 1 hold. Find a vector {δ 0 , δ 1 , . . . , δ p } ∈ R p+1 such that:
where ε is an arbitrary small predefined positive constant, Ω d and Z c are defined in (26) and (27) respectively, and c and d are such that Ξ ⊂ Ω d .
The feasible solutions of (30) belong in a subset of the feasible solutions of Lemma 6.2, i.e. the solutions of (30) The following theorem shows how to employ solutions of Problem 1, in order to construct upper bounds that satisfy (22) . Theorem 6.3. Consider a system (10), a triggering function φ(ξ(t; x)), and a vector of coefficients {δ 1 , δ 2 , . . . , δ p } ∈ R p+1 solving Problem 1. Let Assumption 1 hold. Let D = {x ∈ R n : |x|= r}, with r > 0 such that D ⊂ Z c . Define the following function for all x ∈ R n −{0}:
where A is as in (25) , C = [1 0 . . . 0], and α and θ are the degrees of homogeneity of the system and the triggering function, respectively. The function µ(x, t) satisfies (22).
Thus, according to Theorem 6.1, the sets M τ = {x ∈ R n : µ(x, τ ) = 0} are innerapproximations of the actual isochronous manifolds of the system and satisfy (16) and (17) . The fact that µ(x, t) satisfies (22) directly implies that the region R i between two approximations M τ i and M τ i+1 (τ i < τ i+1 ) can be defined as:
Thus, in order to check online to which region does the measured state belongs, the controller has to check inequalities like the ones in (32).
Remark 9. The STC formula of [1] cannot be applied with µ(x, t) as a bound for the triggering function, because µ(
, τ ) = 0 is transcedental on λ.
An Algorithm that Derives Upper Bounds
As previously mentioned, although in [1] SOSTOOLS [23] is proposed as the way to derive the δ i coefficients, our experience indicates that SOS programming is brittle regarding solving this particular problem. We present an alternative approach based on a Counter-Example Guided Iterative Algorithm (see e.g. [25] ). The algorithm combines Linear Programming and SMT solvers, i.e. tools that are able to verify or disprove first-order logic formulas, like (30) . Consider the following problem formulation:
Problem. Find a vector of parameters ∆ such that the following holds:
For the initialization of the algorithm, a finite subsetΩ consisting of samples x i from the set Ω is obtained. Notice that the relation:
can be formulated as a linear inequality constraint:Â·∆ ≤b, whereÂ = G
Each iteration of the algorithm consists of the following steps:
1. Obtain a candidate solution vector∆ by solving the following linear program:
where c can be freely chosen by the user (we discuss meaningful choices later).
2. Employing an SMT solver, check if the candidate solution vector∆ satisfies the inequality on the original domain, i.e. if G(x) ·∆ ≤ b(x), ∀x ∈ Ω:
(a) If∆ satisfies (33), then the algorithm terminates and returns∆ as the solution.
(b) If∆ does not satisfy (33), the SMT solver returns a point x c ∈ Ω where this inequality is violated, i.e. a counter-example. Add x c toΩ and update accordingly the matricesÂ andb. Go to step 1.
Note that in step 2b) only a single constraint is added to the LP of the previous step, i.e. G(x c ) · ∆ ≤ b(x c ), by concatenating G(x c ) and b(x c ) to theÂ andb matrices, respectively.
In order to solve Problem 1 in particular, we define the following matrices:
where z ∈ Ω d and x 0 ∈ Z c , with Ω d and Z c as in (26) and (27) respectively. Hence, the initial sample setΩ consists of points In the following section, alongside with the validity of our theoretical results, we demonstrate the algorithm's efficiency, through examples.
Simulation Results
In this section, the results of this work are demonstrated through simulations. In all of the following examples, SOSTOOLS has failed to derive upper bounds. All of the upper bounds were derived employing the algorithm proposed above.
Homogeneous System
In this example, we compare the region-based STC with the STC technique of [11] (which is also computationally light) and with ETC (which constitutes the ideal scenario). Consider the following homogeneous control system:
with the control law υ(ζ) = −ζ
A triggering function for an asymptotically stable ETC implementation is:
where ξ(·) denotes the trajectories of the corresponding extended system (10), ε(·) is the measurement error (4), and x is the previously sampled state. As in [1] , we select σ = 0.3. An ISS-Lyapunov function for the system is V (x) = 1 2
. In order to test the proposed region-based STC scheme, Problem 1 is solved by employing the algorithm presented in the previous section. In particular, we set: 4 derived approximations of isochronous manifolds are shown in Fig. 6 . Observe that the approximations satisfy (16) and (17) . The system is initiated at x = [1, 1] T and the simulation lasts for 5s. Fig. 7 compares the time evolution of the inter-event times of the region-based STC, the STC proposed in [11] and ETC. In total, ETC triggered 383 times, the region-based STC triggered 554 times, whereas the STC of [11] triggered 2082 times. Given Fig. 7 The time evolution of region-based STC, STC of [11] and ETC inter-event times along the trajectory of (38).
for each technique we can conclude that: 1) the region-based STC scheme highly outperforms the STC of [11] and 2) the performance of the region-based STC scheme follows closely the ideal performance of ETC, while reducing the computational load in the controller.
Non-Homogeneous System
Consider the forced Van der Pol oscillator:
The controller υ(t) = −ζ 2 (t)−(1−ζ 2 1 (t))ζ 2 (t) is designed to exponentially stabilize the origin of the system. Assuming an ETC implementation, and homogenizing the system with an auxilliary variable w, according to the methodology presented in [1] , the extended system (10) becomes:ξ
where ξ = [ζ 1 , ζ 2 , w, ε 1 , ε 2 , ε w ] t , i = ξ i + ε i , with ε being the measurement error (4). The homogeneity degree of the extended system is α = 2. Observe that the trajectories of the original system coincide with the trajectories of the homogenized one, if the inital condition for the state w is w 0 = 1. A triggering function based on the approach of [4] has been obtained in [30] :
where W (|ε|) = 2.222ε 2 and V (x) = 0.0058679x
is an ISSLyapunov function for the system. Note, that φ(ξ(t; x, w 0 )) is already homogeneous, with homogeneity degree θ = 1.
First, we test the approach of [1] as described in Section IV. Employing Lemma (6.2), with Z c = {x ∈ R n : V (x) ≤ 0.001}, for p = 3 we derive the coefficients δ 0 = 0.002896, δ 1 = 0.288876, δ 2 = 0.397811 and δ 3 = 0.020011, which determine the upper bound ψ 1 (x, t) of the triggering function. We choose τ = 0.1s, a large enough time to ensure that the set L T for the extended state system), (21) has to be solved, in order for the next triggering time to be determined. However, as we have already forecasted, for this particular example (21) does not have any real solution, and consequently the STC formula of [1] cannot be applied.
Next, we compare the region-based STC approach to the ideal performance of ETC. Solving Problem 1 for p = 3 with the same Z c , we obtain δ 0 = δ 1 = 0, δ 2 ≈ 13.1285 and δ 3 ≈ 0.0031. In order to obtain µ(x, w, t) as in (31), we fix r = 0.09 and the set D = {x ∈ R 3 : |x|= r} indeed lies in the interior of Z c . The state space is discretized into 126 regions R i , with τ 126 = 0.01s and τ i = 1.05 −2 ·τ i+1 . The system is initiated at x = [−0.3, 1.7] T , and the simulation duration is 5s. In total, the ETC implementation triggered 114 times, whereas the region-based STC implementation triggered 4990 times, which implies that in this particular example the region-based STC is conservative. Intuitively, the root of the conservativeness is the fact that µ(x, w, t) is now derived to bound the evolution of the triggering function φ(ξ(t; x, w)) along the trajectories of the extended system (40) in the whole R 3 , whereas we only care about the trajectories on the plane w = 1. However, it should be noted that while the technique of [1] fails, the STC scheme proposed here manages to provide lower bounds of the ETC sampling times.
Figures 8 and 9 demonstrate the evolution of the sampling times of region-based STC and ETC, respectively, along the trajectory. In particular, the curve on the x 1 − x 2 plane is the trajectory of the system, while the 3D curve above the trajectory is the value of the inter-event time of the corresponding point on the trajectory. The direction of the trajectory is from the blue-colored points to the red-colored points. In Fig. 8 the intervals for which the inter-event time remains constant correspond to segments of the trajectory in which the state vector lies inside one particular region R i . First, note that in contrast to the previous example, the sampling times do not increase as the system approaches the origin, since the system is not homogeneous and the scaling property (14) does not apply here, i.e. φ(ζ(t; λx)) = φ(ξ(t; λx, 1)) = λ θ+1 φ(ξ(λ α t; x, 1)) = λ θ+1 φ(ζ(λ α t; x)). In fact, as stated in [1] , the scaling law that applies is :
However, the similarity of the two figures indicates that the sampling times of the regionbased STC approximately follow the trend of the ETC sampling times. This indicates that the approximations of the isochronous manifolds determined by the computed bound µ(x, w, t) preserve the spatial characteristics of the actual isochronous manifolds of (39). Intuitively, the preservation of the spatial characteristics could be attributed to the fact that µ(x, w, t) also satisfies (41), which determines the scaling of the isochronous manifolds of the homogenized system (40) along its homogeneous rays. Besides, note that the isochronous manifolds of the original system (39) are nothing more than the projections of the isochronous manifolds of the homogenized one (40) on the w = 1 plane.
Remark 10. Note that this simulation demonstrates the fact that, as already mentioned in Remark 3, the results presented in this work are indeed transferable to any smooth, not necessarily homogeneous, system.
Conclusion and Future Work
In this work, a novel STC policy that enables a trade-off between online computations and updates was presented. The simulation results indicate that the scheme performs very well in the case of homogeneous systems. However, it was also shown that for non-homogeneous systems the performance deteriorated. Thus, future research will consider ways of improving the performance for non-homogeneous systems. Furthermore, we aim at addressing perturbed and noisy nonlinear systems. Finally, the approximations of isochronous manifolds could be employed to derive a state-space discretization in accordance to what is proposed in [31] , in order to synthesize a scheduling framework for networks of nonlinear ETC systems.
Monotone Systems
Definition 10.3 (Monotone System [32] ). Consider a system of first order differential equations:
The system (44) is called monotone if: ζ 0 ζ 1 =⇒ ζ(t; t 0 , ζ 0 ) ζ(t; t 0 , ζ 1 ).
Proposition 10.1 ( [32]).
Consider an autonomous system of first order differential equations:
If the off-diagonal entries of the Jacobian ∂f ∂ζ are non-negative, then the system (45) is monotone.
Technical Proofs
Proof of Theorem 6.1.
↓ (x)) = 0 is the only zero-crossing of µ(x, t) w.r.t. t for any given x. Hence, we can coclude that:
Equations (22c) and (22d) imply that M τ satisfies (16) and (17) (see Remark 5) .
It is left to prove that M τ is an inner approximation of M τ . Notice that φ(ξ(τ (x); x)) = 0 together with (22b) and (22a), imply that the first zero-crossing of µ(x, t) happens before the one of the triggering function:
Furthermore, (22c) implies that τ ↓ (x) also satisfies the scaling law (13) (the proof for this argument is the exact same to the one derived in [11] for the scaling laws of inter-event times.) The fact that both τ ↓ (x) and τ (x) satisfy (13), i.e. they are strictly decreasing functions along homogeneous rays, alongside (46) implies that: τ (x 1 ) = τ ↓ (x 2 ) = τ =⇒ |x 1 |≥ |x 2 |, for all x 1 ,x 2 on a homogeneous ray. Thus, since M τ satisfies (16), we get that for all x ∈ M τ : ∃! κ x ≥ 1 s.t. κ x x ∈ M τ i and ∃ λ x ∈ (0, 1) s.t. λ x x ∈ M τ i The proof is now complete. Notice that the system (47) represents the p-th order differential equation:
The proof makes use of Lemma 10.1. In particular, using the notation of Lemma 10.1, we identify:
v(t, ξ) ≡ φ(ξ(t)), ∀ξ(t) ∈ Ω d f (t, ξ(t)) ≡ F (ξ(t)), ∀ξ(t) ∈ Ω d Observe that the components of the initial condition X(ξ 0 ) and L i F φ(z) (i = 0, 1, 2, . . . , p−1) are equal. All conditions of Lemma (10.1) are satisfied. Thus, we can conclude that: φ(ξ(t; ξ 0 )) ≤ χ 1 (t; X(ξ 0 )) ∀t ∈ [0, τ ξ 0 ) for all ξ 0 ∈ Ω d . Notice that ψ 1 (y(ξ 0 ), t) = χ 1 (t; X(ξ 0 )) for all t. Hence: φ(ξ(t; ξ 0 )) ≤ ψ 1 (y(ξ 0 ), t) ∀t ∈ [0, τ ξ 0 )
To prove Theorem 6.3, we first derive the following results.
Corollary 10.1 (to Proposition 2.1). Consider an extended system (10) and a triggering function, and let Assumption 1 hold. Let Ξ be defined as in (29) . If ξ 0 = (x 0 , 0) ∈ Ξ, then:
where τ (x 0 ) is implicitly defined by (6) and (7), and Ξ is defined by (29) . 
where A is as in (25), C = 1 0 . . . 0 and:
. . .
The function η 1 (x, t) satisfies: η 1 (x, t) ≥ φ(ξ(t; x)), ∀t ∈ [0, τ (x)] and ∀x ∈ Z c (51)
Proof. Notice that η 1 is the first component of the solution η(x, t) to the same linear dynamical system (25) as ψ, with a "larger" initial condition: ψ(x, 0) η(x, 0). Since the system (25) is monotone, according to Proposition 10.1, the following holds: η 1 (x, t) ≥ ψ 1 (x, t) ≥ φ(ξ(t; x)), ∀t ∈ [0, τ ξ 0 ) and ∀x ∈ Z c since x ∈ Z c =⇒ ξ 0 = (x, 0) ∈ Ξ ⊂ Ω d . Since τ (x) is such that ξ(t; x) ∈ Ξ for all t ∈ [0, τ (x)] (Corollary 10.1), τ ξ 0 is defined in (24) as the escape time of ξ(t; x) from Ω d , and Ξ ⊂ Ω d , we can conclude that: τ (x) < τ ξ 0 . Thus (51) is satisfied.
Proposition 10.3. The function η 1 (x, t) of (49) is strictly increasing w.r.t. t for all t > 0.
Notice that for x ∈ D: µ(x, t) = η(x, t). Thus, according to Proposition 10.3: µ(x, t) is strictly increasing w.r.t. t for all t > 0 and for all x ∈ D. Finally, incorporating (22c) we conclude that: µ(x, t) is strictly increasing w.r.t. t for all t > 0 and for all x ∈ R n − {0}. This proves the uniqueness of τ ↓ (x) for all x ∈ R n − {0} and that µ(x, t) satisfies (22d). The proof is now complete.
