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Abstract. Arrays CGH make possible the realization of tests on patients for the 
detection of mutations in chromosomal regions. Detecting these mutations al-
lows to carry out diagnoses and to complete studies of sequencing in relevant 
regions of the DNA. The analysis process of arrays CGH requires the use of 
mechanisms that facilitate the data processing by specialized personnel since 
traditionally, a segmentation process is needed and starting from the segmented 
data, a visual analysis of the information is carried out for the selection of rele-
vant segments. In this study a CBR system is presented as a supporting system 
for the extraction of relevant information in arrays CGH that facilitates the 
process of analysis and its interpretation. 
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1   Introduction 
Arrays CGH (Comparative Genomic Hybridization) [39] are a type of microarrays 
that allows analyzing the information of the gains, losses and amplifications [36] in 
regions of the chromosomes for the detection of mutations. These types of microar-
rays unlike expression arrays do not measure the expression level of the genes; this is 
the reason why its use and analysis differ from the provided by expression arrays. The 
data obtained by the arrays CGH allows detecting automatically the mutations that 
characterize certain pathologies [29] [25]. Moreover, this information is useful to 
cross it with genetic sequencing, facilitating the analysis of the genetic sequencings 
and the sequencing tasks [6].  
Microarray-based CGH and other large-scale genomic technologies are now rou-
tinely used to generate a vast amount of genomic profiles. Exploratory analysis of this 
data is crucial in helping to understand the data and to help form biological hypothe-
ses. This step requires visualization of the data in a meaningful way to visualize the 
results and to perform first level analyses [32]. At present, tools and software already 
exist to analyze the data of arrays CGH, such as CGH-Explorer [24], ArrayCyGHt 
[19], CGHPRO [7], WebArray [38] or ArrayCGHbase [27], VAMP [32]. The prob-
lem of these tools is that they follow a static processing flow, without the possibility 
of storing or selecting those techniques that suit the samples of each case best. There-
fore, these tools do not permit to personalize the flow of actions for the extraction of 
knowledge or to store preferences that can be useful in future processes with similar 
needs. The tool that is presented incorporates automatic procedures that can carry out 
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the analysis and the visual representations, facilitating the extraction of information 
with the most suitable processing flow. This allows the revision of the information by 
personnel without a great statistical knowledge and guarantees the obtaining of a 
better analysis automatically. 
The process of arrays CGH analysis is decomposed in a group of structured stages, 
although most of the analysis process is done manually from the initial segmentation 
of the data. The initial data is segmented [35] to reduce the number of gains or losses 
fragments to be analyze. The segmentation process facilitates the later analysis of the 
data and is important to be able to represent a visualization of the data. Normally, the 
interpretation of the data is carried out manually from the visualization of the seg-
mented data, however, when great amounts of these data have to be analyzed, it is 
necessary to create a decision support process.  
For this reason, in this work a CBR system is included to facilitate the analysis and 
the automatic interpretation of the data by means of the configuration of analysis 
flows and the incorporation of flows based on predefined plans. The execution flows 
include procedures for the accomplishment of segmentation, classification, extraction 
of automatic information and visualization. The classification process facilitates the 
diagnosis of patients based on previous data; the process of knowledge extraction 
selects the differentiating regions of sets of patients by means of statistical techniques. 
Finally, the visualization process facilitates the revision of the results. 
This article is divided as follows: section 2 describes the arrays CGH, section 3 de-
scribes our system, and section 4 presents the results and conclusions. 
2   CBR-CGH System 
CGH analysis allows the characterization of mutations that cause several cancers. The 
relationship between the chromosomal alterations and the prognosis of illness is well 
established. Recently, conventional array-based expression profiling has demonstrated 
that chromosomal alterations are associated with distinctive expression patterns. The 
system proposed in this work focuses on the detection of carcinogenic patterns in the 
data from CGH arrays, and is constructed from a CBR system that provides a classifi-
cation and knowledge extraction technique based on previous cases. 
The CBR developed system receives data from the analysis of chips and is respon-
sible of establishing the workflow for classifying individuals based on evidence and 
existing data. The purpose of CBR is to solve new problems by adapting solutions 
that have been used to solve similar problems in the past [21]. The primary concept 
when working with CBRs is the concept of case. A case can be defined as a past ex-
perience, and is composed of three elements: a problem description which describes 
the initial problem, a solution which provides the sequence of actions carried out in 
order to solve the problem, and the final state which describes the state achieved once 
the solution was applied. The way cases are managed is known as the CBR cycle, and 
consists of four sequential steps which are recalled every time a problem needs to be 
solved: retrieve, reuse, revise and retain. Each of the steps of the CBR life cycle re-
quires a model or method in order to perform its mission.  
The algorithm selected for the retrieval of cases should be able to search the case 
base and selects the kind of default problems according to the analyzed data. In our  
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Fig. 1. Workflows in the classification, clustering, and knowledge extraction 
case study, the system selects the workflows defined for each type of problem. The 
retrieved workflows are shown and the user selects one of them, then the activities are 
carried out. The revise phase consists of an expert revision for the proposed solution, 
and finally, the retain phase allows the system to learn from the experiences obtained 
in the three previous phases, consequently updating the cases memory.  
The workflows set the sequence of actions in order to analyze the data. The kinds of 
default analysis are: clustering, classification and knowledge extraction. The figure 1 
shows the available workflows and their activities since the initial state, for example a 
knowledge extraction process implies a segmentation and a clustering or classification 
activity. 
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Fig. 2. Visualization of gains and losses using a) CGHcall and b) new method  
In addition, a new visualization is provided to localized the mutations in an easier 
way, facilitating the identification of mutations that affects the gene codification 
among the large amount of genes. The figure 2a represents gains and losses using 
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CGHcall in R. The new visualization method is shown in the figure 2b, this visualiza-
tion helps to locate the regions with mutations. 
The system includes techniques for each of the activities (clustering, classification 
and knowledge extraction). Then, the applied algorithms in the steps are described.  
2.1   Normalization and Segmentation 
This stage constitutes the starting point for the treatment of the data and is necessary 
for the reduction of noise, the detection of losses and gains and the identification of 
breakpoints. The tool that is presented, through R Server, uses the package snapCGH 
[35], which allows both normalization and segmentation. Currently, many different 
segmentation algorithms are available, because of this, snapCGH incorporates soft-
ware wrappers for several of these algorithms such as aCGH, DNACopy, GLAD and 
tilingArray. In [37][15] some comparisons between them can be found. The election 
of this package is due to the great acceptance, expansion and versatility, since it sup-
plies many possibilities for the preprocessing. 
2.2   Classification 
The classification process is carried out according to a mixture of classifiers, although 
the system allows select a technique instead the mixture. A mixture of experts provide 
advances capacities by fusing the outputs of various processes (experts) and obtain 
the response more suitable for the final value [23] [28]. Mixtures of experts are also 
commonly used for classification and are usually called ensemble [41]. Some exam-
ples are the Bagging [5] or Ada-Boosting [11] algorithms. The classification algo-
rithms can be divided in: decision trees, decision rules, probabilistic models, fuzzy 
models, based on functions, ensemble. The system selects these algorithms for each 
kind of method: decision rules RIPPER [8], One-R [16], M5 [17], decision trees J48 
[31], CART [4] (Classification and Regression Trees), probabilistic models naive 
Bayes [10], fuzzy models K-NN (K-Nearest Neighbors) [1] and finally ensemble such 
as Bagging [5] and Ada-Boosting [11]. 
In order to calculate the final output of the system, RBF networks are used [13] 
[34]. The k cases retrieved in the previous phase are used by the classifiers and RBFs 
network as a training group that allows adapting its configuration to the new problem 
encountered before generating the initial estimation. The system presented in this 
article has a RBF network for each of the set of individual. Each of the RBF networks 
has as inputs the outputs estimated by the classifiers evaluated for the individual. 
2.3   Clustering 
Clustering techniques are typically broken down into the following categories [30] 
hierarchical, which include dendrograms [33], AGNES [18], DIANA [18], Clara [18]; 
neural networks such as SOM [20] (Self-Organized Maps), NG [26] (Neural Gas), 
GCS [12] (Growing Cell Structure; methods based on minimizing objective functions, 
such as k-means [14] and PAM [18] (Partition around medoids); or probabilistic-
based models such as EM [2] (Expectation-maximization) and FANNY [18].  
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The provided methods are: in hierarchical clustering dendrograms [33], minimizing 
objective functions k-means [14] and PAM (Partitioning Around Medoids) [18] and 
in neural network SOCADNN (Self Organized Cluster Automatic Detection Neural 
Network) [3]. En el trabajo [3] se han realizado estudios sobre diferentes métodos de 
cluster y las ventajas que proporciona.  
Hierarchical methods such as dendrograms  do not require a number of clusters up 
front since they use a graphical representation to determine the number. Partition 
based methods as k-means and PAM, which optimize specific objective functions, 
have the disadvantage of requiring the number of clusters up front. Methods that are 
either hierarchical or minimize specific objective functions present certain deficien-
cies when it comes to recognizing groupings of individuals. ANN can adapt to the 
data surface, although they usually require additional time to do so. The SOM [20], 
have variants of learning methods that base their behaviour on methods similar to the 
NG [26]. They create a mesh that is adjusted automatically to a specific area. The 
ART networks can be considered as an alternative. The major disadvantage of these 
networks is the selection of the monitoring parameter [2] to determine the number of 
clusters. Another disadvantage is that the knowledge extraction is more complicated 
than in mesh-based networks, so learning is less evident. 
2.4   Knowledge Extraction 
Some techniques of the section 0 such as decision trees or rules, Bayesian networks or 
even rough sets could be applied in order to explain clusters or classifications al-
though, the main objective in these problems is find maximum quantity of mutations 
that characterize a pathology. This information can be used in other studies as the 
sequencing of the concrete interesting regions with mutations. For this reason, statisti-
cal techniques are introduced in these activity for selecting the relevant segments. The 
introduced statistical techniques are broken down in non parametrics Kruskal-Wallis 
[42] and Mann-Whitney U-test [40] and parametrics ANOVA [9].  
3   Results and Conclusions 
In order to analyze the operation of the system, different data types of cancer, ob-
tained from the data of the array CGH, were selected. In this case study we have 43 
patients with GIST cancer, the data contain 4 kinds of pathologies: KIT Mutants, 
Wild-type, PDGFRA Mutants and BRAF Mutant, the pathology BRAF was removed 
because there was just one case with this illness. These data were previously classi-
fied, since the knowledge extraction is carried out from the previous classification. 
The data contain for each patients the kind of GIST and the segments with the gains 
and losses. The result of the relevant regions is shown in Table 1. Kruskal Wallis was 
applied for the extraction of this information, since the variables did not follow a 
normal distribution and therefore, a non-parametric test was required. 
The figure 3 shows the highlighted region in the table 1. This region presents rele-
vant differences among the detected GIST. In the box plots of the figure 3, PDGFRA 
doesn’t have losses or it presents gains in the region where the others present losses or 
they don't have variations. We can validate the others regions in similar way. 
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Table 1. Total number of hits for the different classifiers 
Chromosome   Start End Nclone Wide 
8 139136846 146250764     314   7113918    
15   30686790   91341204    2425   60654414   
23   91485305   91537583       3   52278     
22     134661   49565815    1491   49431154   
20   58058472   62363573     200   4305101    
8   39535654   43647062     143   4111408    
8 7789936    8132138       3 342202     
8 11665221   39341523     879   27676302   
3 137653537 163941171     784   26287634   
15      56257   18741715      15   18685458   
1 9110683   24996793     548       15886110   
9 70803414   70803414   9 146631     
20   47048133   58039998     342 10991865   
15 20249885   30298095     302   10048210   
 












Fig. 3. Box plot for the region 9110683, 24996793 
Although the system is still in a development phase, it is able to detect variations 
that allow characterizing different pathologies automatically. In addition, it permits 
the redefinition of execution flows, storing the sequence of actions that previously 
were considered satisfactory for its later use. 
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