In this paper, we discuss the extraction of relationships between lecturer and students in lectures by using multi-layered neural networks. First, a few features concerning for behaviors by lecturer and students can be extracted based on image processing. Here, we adopt the following features as behaviors by lecturer and students; the loudness of speech by lecturer, face and hand movements by lecturer, face movements by students. Next, the relations among the above features concerning on their behaviors by lecturer and students can be represented by multi-layered neural networks. Next, we use a learning method with forgetting for neural networks for the purpose of extraction of rules. Finally, we have extracted relationships between behaviors by lecturer and students based on the internal representations in multi-layered neural networks for a real lecture.
INTRODUCTION
Gestures and eye contact play important and strong roles on human communication. Especially, in lectures, speech and gestures by lecturer have a great influences on the interest of students. As shown in Fig. 1 , the contents (words, images, figures and speech) and gestures by lecturer are communicated to students in lectures. Also, the understanding and interest of students are transformed to students' behaviors and their behaviors are communicated to lecturer. Iso has shown that gestures by lecturer has strong relations with the skill of speech (Iso, 2001 ) Moreover, it is shown that the frequency for gestures have positive correlation with the skill of speech. On the other hand, Hatakeyama et al. have discussed a case that lecturer can not see the behavior of students (Hatakeyama and Mori, 2001 ) Thus, they have investigated how this case influenced with the speech and behaviors by lecturer. Therefore, in the evaluation of the interest of students, it is important to investigate the interaction between lecturer and students. Marutani et al. have proposed a method for the grasp of behavior by lecturer by using multiple cameras (Marutani et al., 2007) .
In this paper, we discuss the relations between behaviors by lecture and students by using multi-layered neural networks. Moreover, we analyze the interaction based on the internal representation of neural networks. We adopt the face movement, the hand movement, and the loudness of speech by lecturer as their behaviors. Also, we adopt the face movements by students as students' behaviors. These features can be extracted by image processing methods from moving images. The time-series model can be generated by neural networks. Furthermore, the above model have complicated internal representations and it is difficult to explain the obtained rules. For this difficulty, we have introduced a structural learning algorithm with forgetting (SLF) for the purpose of clarifying internal representations of neural networks (Ishikawa, 1996) . Finally, we have extracted the relations between behaviors by lecturer and students based on the internal representations in neural networks.
EXTRACTION OF FEATURES
In this section, we discuss the extraction of features in lecture. For the extraction of relations between behaviors by lecturer and students, we use the following features;
• For lecturer: 
Loudness of Speech
The speech by lecturer can be recorded by general digital video camera. The loudness of speech by lecturer can be represented by the amplitude of the sound wave in WAVE format file. We use the following averaged quantityx L speech (t) as a feature for the loudness of speech by lecturer defined bȳ
where ∆ denotes the section length for the moving average processing and x L speech (t + k) denotes the amplitude of the sound wave.
Face and Hand Movements
These features can be extracted by image processing and we detect the region including skin-colored pixels from images for lecturer and students. Here, we extract the skin-colored regions including face and hands based on the detection of pixels with the following conditions;
where ε Red denotes a threshold for the detection of red-colored pixel. Also, ∆ Green and ∆ Blue denote thresholds for the evaluation of the objective pixel.
The regions having skin-colored pixels are used to extract face and hand movements as follows; Next, the above mentioned regions having skincolored pixels are used to extract face and hand movements as follows;
• Number of Skin-colored Pixels in Face Region.
The position of a digital video camera is fixed in a lecture room and this camera does not pan, tilt and zoom the objectives. Therefore, when the lecturer and students move their face, the number of skin-colored pixels in face region does change according to the position and the direction of their faces. Here, we use the number of skin-colored pixels in face region as a feature of face movements by lecturer and students.
• Number of Skin-colored Pixels in Hand Region. Similarly, we use the number of skincolored pixels in hand region as a feature of hand movements by lecturer.
• Discrimination between Face and Hand Region. Face and hand regions in lecturer include the same color pixels and their regions can not be discriminated by using only Eq. (2). Here, we detect the head region in lecturer by extracting haircolored pixels from images for lecturer and the distance between head and skin (face or hand) regions is calculated. If the distance is small, then we can decide the objective region is face one. On the other hand, if the distance is large, then we can decide the objective region is hand one.
EXTRACTION OF RELATIONS
First, we discuss the influence on the student movements by lecturer movement. The input-output relation between the two movements can be represented by the inputsx L speech (t) (the loudness of speech by lecturer), x L face (t) (the number of skin-colored pixels in lecturer's face region), and x L hand (t) (the number of skin-colored pixels in lecturer's hand region) and the output x S face (t, p) (the number of skin-colored pixels in the face region for the p-th student). Moreover, the above two movements are changed according to time t and they are interacted with each other with the time delay ℓ. Therefore, we can model the two features by the following time-series model;
where ℓ = 1, 2, · · · , T ), T and p denotes the length of the objective section and the student number respectively. In this equation, a function f LS (·) is unknown and the value of coefficients w LS i j (p) are unknown. Therefore, we use a neural network model as shown in Fig. 3 . Unknown coefficients w LS i j (p) denote weights in this neural network model. Neural network models have been widely applied to the numerous fields by their non-linear mapping ability. Rumelhart et al. (Rumelhart and McClelland, 1986) have proposed back-propagation (BP) learning algorithm for neural networks. However, since neural networks trained by BP algorithm have distributed representations in all hidden units, it is difficult to explain clearly the obtained rules and knowledge.
For this difficulty, Ishikawa (Ishikawa, 1996) has proposed a structural learning algorithm with forgetting (SLF) for the purpose of clarifying internal representations of neural networks. In SLF learning algorithm, weights in neural networks can be updated so as to minimize the following error function including the additive term ∑ |w i j |;
where t(k), o(k) denote teaching signal and outputs of neural network for the k-th pattern respectively. Moreover, ε denotes the amount of forgetting for weights and SLF algorithm can reduce the value of redundant weights by setting adequate ε. As one index for the clarifying for neural network model, we introduce the entropy H defined by
where p i j = |w i j |/ ∑ i j |w i j |. When H w becomes small, the number of redundant weights becomes small and we can evaluate that the objective neural network model has "clear" internal representation.
In the following section, we discuss the interaction between lecturer and students in an actual lecture by focusing on weights in neural network models.
ANALYSIS RESULTS
We have recorded images and speech for lecturer and students in a lecture (Title: "Application of Internet technology to teaching Japanese as a foreign language,". In this lecture, the lecturer explained the outline by speech during the first 10 minutes. We adopt the lecture scene during the first 10 minutes. Fig.4 shows the layout of the lecture room and the images for lecturer and students were recorded by two digital video cameras as shown in this figure respectively. These images were recorded by the rate 10 [fps] and the size of 640×480 [pixels]. 6 shows changes of the number of pixels in face region detected in this lecture. In Fig. 6 (a) , it is shown that the number of skin-colored pixels changes according to the position and direction of face of lecturer. Similarly, in Fig. 6 (b) , it is shown that the number of skin-colored pixels changes according to the position and direction for faces of students. Especially, from the 880-th frame, lecturer looks at hand for the manipulation of the mouse and the number of skin-colored pixels becomes small. Then, the number of skin-colored pixels for the 7-th student decreases. Here, when this student looks at a lecturer, the number of skin-colored pixels becomes large. Fig. 7 shows learning error and entropy by BP and SLF algorithms for Student-7. In Fig. 7 (a) , it is shown that entropy increases according to the increase of hidden units. Therefore, neural networks trained by BP algorithm have complicated internal representations. On the other hand, in Fig. 7 (b) , it is shown that entropy decreases according to the increase of the amount of forgetting. 
Features for Lecturer and Students

Learning Results
Analysis of the Internal Representation in Neural Networks
In multi-layered neural networks, weights and hidden units have important roles in extracting rules through learning. First, we focus on outputs for hidden units in multi-layered neural networks. S.D. for outputs h LS j (t) of hidden units by BP and SLF algorithms are shown in Table 1 . Here, outputs h LS j (t) of hidden units can be obtained by the following equation;
In Table 1 , standard deviation for all hidden units trained by BP algorithm have non-zero value and neural network shown in Fig. 3 has complicated internal representation. In the case of SLF algorithm, only two hidden units (the 12-th and 19-th hidden units) contribute to the modeling by neural network.
Next, we focus on weights between input-hidden units in multi-layered neural networks. Fig. 9 shows weights ( {w LS jℓ,face }, {w LS jℓ,hand }, and {w LS jℓ,speech } in Eq. (3)) between input and hidden layers of neural Table 1 , weights between input units for behaviors by lecturer and the two hidden units (the 12-th h LS 12 and 19-th h LS 19 ) dominate the interaction between lecturer and Student-7. The influences by lecturer can be summarized as follows;
• The influence of face movement: In Fig. 9 (b-1) , h LS 19 has many weights with negative and large value and their weights clustered in the former half of time-delay domain [t − 1, t − 40].
• The influence of hand movement: In Fig. 9 (b- 2), h LS 19 has many weights with negative and large value and their weights clustered in the former half of time-delay domain [t − 1, t − 40] . h LS 12 has many weights with positive and large value and their weights clustered in the latter half of timedelay domain [t − 70, t − 95].
• The influence of the loudness of speech: In Fig. 9 (b-3), h LS 12 has many weights with positive and large value and their weights clustered in the latter half of time-delay domain [t − 60, t − 90].
CONCLUSIONS
In this paper, we have constructed time-series models for the interaction in the lecturer. We have extracted a few features based on behaviors by lecturer and stu- dents and their features could be modeled by neural networks with SLF algorithm. Moreover, we have analyzed the interaction based on weights of neural networks. Especially, we have shown that the loudness of speech by the lecturer has influenced on behaviors by students with time-delay.
