As is perhaps the case with other new disciplines, computer science suffers from a slight tendency to view each new advance as useful to a much wider range of problems than it does, in fact, attack. An already classic example is the use of the term, "automatic programming", to describe the first compilers. Condition-action control structures are a concept that is currently receiving considerable attention from workers in the artificial intelligence area. Consequently, there is a stight tendency, perhaps mainly on the part of students and the tess sophisticated, to view them as applicable to a wider or different range of situations than will be the case five years hence. This tendency may be enhanced in the case of production system languages by the seductive possibiliy of hardware architectures that can execute production system programs at particularly high speeds.
tendency may be enhanced in the case of production system languages by the seductive possibiliy of hardware architectures that can execute production system programs at particularly high speeds.
While this tendency is, in the main, harmless, it does have one undesirable consequence. When a concept is waxing, it is viewed with enthusiasm; when it is waning, most of the attention it receives is negatively critical. This paper has attempted to explore a new concept, that of languages with production system control structures. To avoid the cycle of critical boom and bust, this exposition has focused on identifying computations for which a production system control structure is particularly advantageous; these include computations in which there is a high level of interconnection between nodes in the flow diagram, situations requiring flexible response to external events, and situations in which a uniform program structure is desirable.
Further work with these languages should lead to experimental validation and refinement of these guidelines as their suitablility, or unsuitability, for different classes of problems is demonstrated. 
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