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Understanding the instability of a vibrated granular monolayer
P. Maynar,1 M. I. Garc´ıa de Soria,1 and J. Javier Brey1
1F´ısica Teo´rica, Universidad de Sevilla, Apartado de Correos 1065, E-41080, Sevilla, Spain
(Dated: June 19, 2018)
We investigate the dynamics of an ensemble of inelastic hard spheres confined between two hor-
izontal plates separated a distance smaller than twice the diameter of the particles, in such a way
that the system is quasi-two-dimensional. The bottom wall is vibrating and, therefore, it injects
energy into the system in the vertical direction and a stationary state is reached. It is found that,
if the size of the plates is small enough, the stationary state is homogeneous. Otherwise, a cluster
of particles is developed. The instability is understood by using some effective hydrodynamic equa-
tions in the horizontal plane. Moreover, the theoretical prediction for the size of the system above
which it is unstable agrees very well with Molecular Dynamics simulation results without any fitting
parameter.
PACS numbers:
A granular system is an ensemble of macroscopic par-
ticles, named grains, that interact via inelastic collisions.
When two grains collide, due to its macroscopic charac-
ter, part of the kinetic energy associated to the center
of mass of the particles is dissipated exciting other de-
grees of freedom. Hence, besides the fact that granular
matter is ubiquitous in Nature, these systems are very
interesting from a theoretical point of view because they
are intrinsically out of equilibrium [1].
Experimentally, it is relatively easy to generate station-
ary states by just vibrating the walls of the container of
the system. In these states, the energy injected in the sys-
tem is compensated by the energy dissipated at collisions.
The price to be paid is that the steady state is highly
inhomogeneous, as can be understood from the gener-
alized Navier-Stokes equations describing the dynamics
of the system [2]. An exception to this is a granular sys-
tem placed in a vertically vibrated quasi-two-dimensional
(Q2D) shallow box. In this case, the stationary state can
be homogeneous when projected in the horizontal plane
and, when observed from above, the system behaves as a
two-dimensional fluid. Actually, in the last years, many
experiments have been performed under these conditions
[3–8]. Experiments can be carried out with or without a
top lid, being gravity in the last case the responsible of
the Q2D confinement.
Typically, the grains are confined between two plates
separated a distanceH smaller than twice the diameter of
the particles, so that they can not jump on to each other
and the system can be considered to be Q2D. The bot-
tom wall is vibrated sinusoidally with frequency w and
amplitude A that is always much smaller than the height
of the system, i.e. A << H . Most of the experiments are
performed with smooth plates although in some cases a
rough one is used [4]. The particles gain energy in the
vertical direction through collisions with the bottom wall
and it is transferred to the horizontal direction via colli-
sions between particles, where energy is also dissipated.
Experiments show that, for a wide range of the parame-
ters, the system reaches a homogeneous stationary state.
On the other hand, it is also observed that the system be-
comes unstable by increasing the density and/or decreas-
ing the dimensionless parameter Γ ≡ Aw
2
g , g being the
gravitational acceleration [3, 5–7]. In particular, there is
a regime in which an aggregate surrounded by a hotter
gas is formed. In the last years, there have been many
efforts to understand this phenomenology. For example,
it is known that, in the context of hydrodynamics, the in-
stability is triggered by a negative compressibility in the
associated horizontal equation of state [9, 10] and some of
the phases have been characterized [6, 7]. Nevertheless,
there are still many points that are not clear. In partic-
ular, what are the essential ingredients to have this kind
of instability?, why is the compressibility negative?, can
the equation of state in the horizontal plane be derived
from a microscopic point of view? In any case, what is
the mechanism that stabilizes/destabilizes the system?
In order to tackle these questions some two dimensional
(D) models have been considered. As the system is Q2D,
it is expected that the actual 3D dynamics could be sub-
stituted by an effective 2D dynamics in which energy is
injected by some kind of mechanism as, for example in
the the stochastic thermostat [11] or in the so-called ∆
model [12]. Nevertheless, both models have been exten-
sively studied finding that the homogeneous stationary
state that is reached in the long time limit is always sta-
ble [13–15]. Very recently, a new 2D model has been
formulated in which the homogeneous stationary state is
unstable [16], but the proposed microscopic dynamic is
defined in terms of some parameters that, in principle,
must be fitted.
The objective in this paper is to introduce the simplest
model that captures the phenomenology of the experi-
ments and that let us understand the origin of the insta-
bility. To properly describe the energy transfer from the
vertical to the horizontal direction, we consider a sim-
ple 3D model: an ensemble of N inelastic hard spheres
of mass m and diameter σ, confined between two flat
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Figure 1: Schematic representation of the model.
planes located at z = 0 and z = H . It will be assumed
that H < 2σ so that the system is Q2D (see Fig. 1). The
plates are square shaped of area L × L with L >> H
and periodic boundary conditions are used in the hor-
izontal direction. The collisions between the particles
are inelastic, characterized by a constant (independent
of the relative velocity) coefficient of normal restitution,
α (0 < α ≤ 1, being the collisions elastic for α = 1). The
collisions with the top wall are elastic, so that the hor-
izontal component of the velocity does not change and
vz → −vz. The bottom wall will be modeled by a saw-
tooth wall of velocity vp. This kind of wall mimics the
dynamics of a wall that moves sinusoidally in the limit-
ing case A→ 0, w→∞ with Aw = vp. When a particle
collides with the bottom wall, its horizontal velocity re-
mains unchanged while vz → 2vp − vz. This kind of
collision always injects energy into the system. The total
horizontal momentum of the system is, then, a constant
of the motion.
We have performed Molecular Dynamics (MD) simu-
lations of the model finding that it fulfills the desired
conditions: for a wide class of values of the parameters
the system reaches a homogeneous stationary state and,
when increasing the density, a dense cluster surrounded
by a gas is developed. In Fig. 2 a snapshot of a configu-
ration of a MD simulation where the cluster is formed is
shown (the system is seen from above). The parameters
of the simulations are N = 2000, α = 0.9, H = 1.5σ,
L = 115σ and vp = 0.01
[
2T (0)
m
]1/2
, where T (0) is the
initial horizontal temperature.
The objective now is to understand, first, the homo-
geneous two-dimensional phase and, second, the origin
of the instability. To study the homogeneous phase, we
will admit, in the same spirit that in Ref. [10], the exis-
tence of a closed description in terms of the 2D density,
n, the horizontal temperature, T , and vertical tempera-
ture, Tz. The idea is that, as energy is injected in the
vertical direction and transfer to the horizontal direction
through collisions, this is the minimal number of vari-
ables to understand the dynamics of the homogeneous
system. Total momentum in the plane does not play any
Figure 2: Snapshot of a configuration of a MD simulation
where the cluster is seen (the system is observed from above).
role in this context as it is a constant of the motion. In
the low-density limit, assuming that the system is very
thin, i.e. ǫ ≡ H−σσ << 1, and that the collisions between
particles are nearly elastic, 1 − α << 1, the evolution
equations are
dT
dt
= 2
√
π
m
nσT
1
2
[
−(1− α)T +
ǫ2
3
(Tz − T )
]
, (1)
dTz
dt
= −
4
3
√
π
m
ǫ2nσT
1
2 (Tz − T ) +
2vp
ǫσ
Tz. (2)
Let us discuss briefly each term in the equations. The
first term in the right hand side of Eq. (1) describes the
energy loss due to inelastic collisions between particles
and the 2D expression has been taken [1]. The second
term is the kinetic energy transfer from the vertical to
the horizontal direction that is proportional to the dif-
ference of temperatures times the thermal horizontal ve-
locity. We have taken the elastic limit calculated in [17]
from kinetic theory tools. This term also appears in Eq.
(2) but with a different sign and multiplied by 2 due to
the difference in the definition of temperature in terms
of energy. Finally, the second term in the right hand side
of (2) describes the energy injection due to the vibrating
wall. In this case, the term can be evaluated exactly as
it is proportional to vp times the pressure of the gran-
ular gas just above the vibrating wall in the direction
perpendicular to it [18]. In fact, these equations can be
derived from a kinetic equation for the monolayer by an
expansion in ǫ and assuming that the velocity distribu-
tion function is a Gaussian with two temperatures [19].
The only difference is that the energy transfer terms have
a non-trivial dependence on α neglected in the present
case.
Eqs. (1) and (2) admit only one stationary solution, Ts
and Tz,s, that can be easily calculated as functions of the
inelasticity, density and dimensionless heigh, ǫ. From Eq.
(1) the quotient of the stationary temperatures, γ ≡
Tz,s
Ts
,
is
γ = 1 +
3(1− α)
ǫ2
, (3)
3that is density independent. Moreover, it is always
greater than one, with equipartition holding only in the
elastic limit. The stationary horizontal temperature is
Ts =
m
4π
[
γvp
(1− α)ǫnσ2
]2
. (4)
Remarkably, it is proportional to n−2, so that the pres-
sure in the stationary state goes as n−1, and the com-
pressibility of the non-equilibrium steady state is nega-
tive. Note that this dependence is a direct consequence of
the particular way in which energy is injected and trans-
ferred in the monolayer.
In order to see that Eqs. (1) and (2) describe cor-
rectly the dynamics of the system, we have performed
MD simulations measuring the time evolution of the hor-
izontal and vertical temperatures. We have considered
different densities (below nσ2 = 0.03), heights (below
ǫ = 0.5) and coefficients of normal restitution (above
α = 0.9), checking that the system stayed always homo-
geneous. Of course, those cases in which the instability
showed up were discarded. For all the considered initial
conditions (that was taken to be a Gaussian with two
temperatures), the numerical solution of the equations
agrees very well with the simulation results for all times
and, in particular, with their stationary values given by
Eqs. (3) and (4). This is remarkable since there are not
any adjustable parameter.
A stability analysis of Eqs. (1) and (2) shows that
the stationary solution is linearly stable. In fact, the
matrix associated to the dynamics of δT ≡ T − Ts and
δTz ≡ Tz − Tz,s has two eigenvalues, one of which is
always the slowest one and, in addition, goes to zero in
the elastic limit. Then, there is a time scale in which the
dynamics is dominated by this slowest mode, so that Tz
can be considered to be slaved to T and a description
in terms of only one temperature, T , is valid. In the
following, we will call it “homogeneous hydrodynamic”
time scale. In this time scale, the evolution equation for
the temperature is
d
ds
δT ≃ −βδT, (5)
where we have introduced the dimensionless time ds =
nσ
√
2Ts
m dt and β is the absolute value of the slowest
eigenvalue, that is a known function of α and ǫ.
Now, let us suppose that there are gradients in the
horizontal plane. The previous results make plausible
a description in terms of the 2D density, n(r, t), 2D flow
velocity, u(r, t), and horizontal temperature, T (r, t). The
evolution equations for these fields are assumed to be of
the form
∂n
∂t
= −∇ · (nu), (6)
∂u
∂t
= −u · ∇u−
1
nm
∇ ·P, (7)
∂T
∂t
= −G(n, T )− u · ∇T −
1
n
(∇u : P+∇ · q), (8)
where P is the pressure tensor and q the heat flux.
In the low-density limit and to Navier-Stokes order, we
assume Pij = nTδij − η
(
∂uj
∂xi
+ ∂ui∂xj − δij∇ · u
)
, and
q = −κ∇T − µ∇n, where η is the shear viscosity, κ the
(thermal) heat conductivity and µ an additional trans-
port coefficient called diffusive heat conductivity that
couples the heat flux with the density gradients and that
is peculiar to inelastic collisions [2]. The unknown term
G(n, T ) describes the homogeneous evolution of the tem-
perature. All the gradient contributions coming from the
cooling/heating rate are neglected.
The system of equations (6)-(8) admits a homoge-
neous stationary solution, n(r, t) = ns, u(r, t) = 0
and T (r, t) = Ts. The two constants ns and Ts must
be related by Eq. (4) that has to be equivalent to
G[ns, Ts(ns)] = 0. The objective now is to study if
this state is linearly stable. To do that, it is convenient
to introduce the dimensionless deviations of the fields
around the homogeneous stationary solution ρ ≡ n−nsns ,
w ≡
√
m
2Ts
u and θ ≡ T−TsTs , as functions of the dimen-
sionless time scale, s, and dimensionless space variable
l ≡ nsσr. Let us also introduce the Fourier components
of these functions through yk ≡
∫
dle−ik·ly(l) and let
us decompose wk into its parallel, wk,|| ≡ wk · kk , and
transversal wk,⊥ ≡ wk · kˆ⊥ components (kˆ⊥ is a unit
vector perpendicular to k). The evolution equation for
the transversal component is ∂∂swk,⊥ = −η˜k
2wk,⊥, that
is decoupled from the rest of Fourier components, that
verify
∂
∂s

 ρkwk,||
θk

 = L

 ρkwk,||
θk

 , (9)
with
L = −

 0 ik 0i
2k η˜k
2 i
2k
2β + µ˜k2 ik β + κ˜k2

 , (10)
where the dimensionless transport coefficients, η˜ ≡
σ√
2mTs
ηs , κ˜ ≡
√
m
2Ts
σκs, µ˜ ≡
√
m
2
nsσ
T
3/2
s
µs, have been
introduced (the subindex s in the bare transport coeffi-
cients indicates that they are evaluated in the homoge-
neous stationary state). To obtain Eq. (9), the needed
quantities ∂G(ns,Ts)∂T and
∂G(ns,Ts)
∂n have been identified
taking into account the analysis of the homogeneous
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Figure 3: Real part of the eigenvalues of L as functions of
k for ǫ = 0.5 and α = 0.9. k and λ are measured in the
dimensionless units defined in the main text.
phase made previously. In effect, ∂G(ns,Ts)∂T = nsσ
√
2Ts
m β
due to Eq. (5), while ∂G(ns,Ts)∂n have been calculated us-
ing that G(ns, Ts) = 0, so that
∂G(ns,Ts)
∂n =
2Ts
ns
∂G(ns,Ts)
∂T .
The stability of the system depends on the properties
of the matrix L given by Eq. (10). The eigenvalues, λ, of
L are the three roots of the following algebraic equation
λ3+[β+(η˜+κ˜)k2]λ2+(1+βη˜+η˜κ˜k2)k2λ−[β+(µ˜−κ˜)k2]
k2
2
= 0.
(11)
Here, it is seen that a mode can vanish for a finite
wavenumber, k = kc ≡
√
β
κ˜−µ˜ . In fact, it can be seen
by general arguments that there can be only one un-
stable mode for small k [12]. This occurs only if the
compressibility in the stationary state is negative, i.e.
dp
dn (ns) < 0, being p(n) ≡ nTs(n), in which case it goes
as λ ≃
√
− 12Ts
dp(ns)
dn k to first order in k. For our model,
the condition for the instability is fulfilled and the unsta-
ble mode goes as λ ≃ 1√
2
k. This mode becomes stable
for k > kc due to heat conduction (note that kc depends
also on µ˜). In Fig. 3, the real part of the eigenvalues of
L are plotted for ǫ = 0.5 and α = 0.9 as functions of k.
The unstable mode is clearly identified. For the trans-
port coefficients, we have taken their 2D elastic values
[20], consistently with the previous analysis. Hence, a
finite system of area L×L can be stable or unstable de-
pending if L < Lc ≡
2pi
nsσkc
or L > Lc respectively. Note
the strong analogy with the instability of the free cooling
case [21] although, as it is seen in Fig. 3, the structure
of the modes is very different.
The theory developed here can be generalized for mod-
erated densities. At the Enskog level, position correla-
tions can be taken into account in an effective way by
multiplying all the terms excepting the wall contribu-
tion in Eqs (1) and (2) by the pair correlation function
at contact, g2(ns). In this case, performing a similar
analysis, the expression for the critical wavenumber is
kc =
√
βg2(ns)
κ˜−µ˜
(
1 + 2ns
d log g2(ns)
dn
)
. We have performed
MD simulations to check the validity of this expression.
Concretely, we have taken α = 0.9, ǫ = 0.5 and two dif-
ferent densities, nsσ
2 = 0.15 and nsσ
2 = 0.3. For the
first density and taking the approximate expression for
g2 given in [20], the theoretical prediction is such that
the system is supposed to be unstable above a number
of particles Nc ≡
4pi2
nsσ2k2c
∼ 1650. We have performed
MD simulations finding that for N = 1300 and 1400 the
system is stable, for N = 1700 and 1800 unstable, while
it is hard to say anything reliable for N = 1500 and 1600
as the system fluctuates from the homogeneous to the
inhomogeneous phase. In the second density, Nc ∼ 620,
and for N = 500 and 600 the steady state was observed
to be stable, while for N = 800 and 900 the system de-
veloped the instability. For N = 700 no conclusion could
be reached from the simulations. Hence, we can say that
the theory predicts well the stability/instability of the
system.
To sum up, we have introduced a simple model that
allows to explain from a microscopic point of view the
origin of the instability in Q2D granular systems. Es-
sentially, the idea is that there is one mechanism that
destabilizes the system in the steady state (negative com-
pressibility) and another one that stabilizes it (dissipa-
tion due to heat conduction). For small gradients, the
first mechanism dominates the second one, making the
system unstable, while for large gradients, the perturba-
tion decays faster and the system is linearly stable. The
fact that the compressibility is negative can be under-
stood from the particular way in which energy is injected
in the vertical direction and transferred to the horizon-
tal direction through collisions. Hence, the instability
is more a question of “size” that of density and it is
expected that a critical length can be identified in the
experiments. Of course, the instability can be tuned by
many other aspects such as friction with the walls, in-
elasticity of particle-wall collisions, or gravity to mention
a few but, in our opinion, the essential ingredients have
been identified. On the other hand, the coexistence be-
tween the solid and gas phases has not been treated as
the formalism is no longer valid for high densities. Nev-
ertheless, it seems that the simplicity of the model would
allow to make progress in this direction.
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