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ABSTRACT

SIMULATING HYDROGEN BONDED CLUSTERS AND ZEOLITE
CLUSTERS FOR RENEWABLE ENERGY APPLICATIONS
MAY 2019
QINFANG SUN
B.S., QINGDAO UNIVERSITY OF SCIENCE & TECHNOLOGY
M.S., RENMIN UNIVERSITY OF CHINA
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Scott M. Auerbach
Our research attention is focused on the development of new fuel cell membrane materials
and new zeolites which improve biomass conversion rate to meet the increasing demand
of renewable and sustainable energy. We have simulated the dynamics of amphiprotic
groups (pyrazole, imidazole, 1,2,3-triazole, 1,2,4-triazole, and tetrazole, acetic acid, formic
acid, sulfuric acid, and phosphoric acid) as neat liquids and tethered via linkers to aliphatic
backbones, to determine how tethering and varying functional groups affect hydrogen bond
networks and reorientation dynamics, both factors thought to influence proton conduction.
We used the DL_Poly_2 molecular dynamics code with the GAFF force field to simulate
tethered systems over the temperature range 200−900 K, and to simulate the corresponding
neat liquids under liquid state temperatures at standard pressure. We computed hydrogenbond cluster sizes; orientational order parameters and orientational correlation functions
associated with functional groups, linkers, and backbones; and time scales and activation
energies associated with orientational randomization. Regarding neat phosphoric acid, we
find that anomalously large hydrogen-bond clusters provide a neutral-system signature of
the high experimental proton conductivity in neat phosphoric acid. Regarding tethered
vi

oligomer systems, all exhibited a liquid to glassy-solid transition upon cooling, with the
formic-, and acetic-based oligomers retaining liquid behavior to relatively low
temperatures (~400 K); while azoles- and phosphonic-oligomers formed glassy solids
around 500-600 K; and sulfonic-pentamers lost motion around 900 K as evidenced by
orientational order parameters and correlation functions. Hydrogen bond cluster sizes in
tethered phosphonic acid (T ≤ 500 K) remain orders of magnitude above all other tethered
systems, suggesting tethered phosphonic oligomers as promising targets for new PEMs.
Tethering the azoles was generally found to produce hydrogen-bond cluster sizes similar
to those in untethered liquids, and to produce longer hydrogen-bond lifetimes than those in
liquids. The simulated rates of functional group reorientation decreased dramatically upon
tethering. The activation energies associated with orientational randomization agree well
with NMR data for tethered imidazole systems at lower temperatures, and for tethered
1,2,3-triazole systems at both low- and high-temperature ranges. Overall, our simulations
corroborate the notion that tethering functional groups dramatically slows the process of
reorientation. We found a linear correlation between gas-phase hydrogen-bond energies
and tethered-functional-group reorientation barriers for all azoles except for imidazole,
which acts as an outlier because of both atomic charges and molecular structure.
We have performed density functional theory (DFT) calculations to investigate the
convergence of reaction barriers with respect to zeolite cluster size, for multi-step reactions
catalyzed in HZSM-5 zeolite. We have constructed cluster models of HZSM-5 using the
delta-cluster approach reported previously by us [ACS Catalysis 5, 2859 (2015)], which
systematically treats zeolite confinement using a single neighbor-list radius. We computed
barriers for several different reaction types, and with a range of reactant sizes from 2 to 13
heavy (non-hydrogen) atoms, to determine the cluster sizes and neighbor-list radii needed
to fully treat zeolite confinement effects. To establish barrier convergence, we studied the
acid-zeolite-catalyzed aldol reactions of acetone with aldehydes of increasing size
(formaldehyde, furfural, and hydroxymethyl-furfural), modeling the acid-catalyzed aldol
reaction in three steps: keto/enol tautomerization of acetone, bimolecular combination
between each aldehyde and the enol, and aldol dehydration. We found that the delta cluster
neighbor-list radius of 4 Å is sufficient to converge barriers with respect to cluster size for
vii

all reaction steps considered, yielding complete treatments of confinement in HZSM-5 with
clusters containing up to 99 (Si, Al, O) framework atoms. For comparison, periodic DFT
calculations on HZSM-5 include 288 framework atoms, requiring 19 times more CPU time
in

our

head-to-head

comparisons

on

a

single

processor.

The

converged

acetone/formaldehyde dehydration barrier from our cluster calculations agrees
quantitatively with a comparable barrier obtained by Curtiss and coworkers with periodic
DFT, showing that cluster calculations can converge properties with respect to system size
at a fraction of the cost of periodic DFT. Interestingly, we found that the bulkier, furancontaining aldehydes exhibit faster aldol reactivity because of charge delocalization from
their aromatic rings, which significantly speeds up aldol dehydration.
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CHAPTER 1
INTRODUCTION
The limited supply of fossil fuels and their adverse environmental effects have shifted
extensive research attention toward the development of renewable and sustainable energy
to meet the increasing demand. The alternatives such as hydrogen, solar, nuclear, wind,
geothermal, tides, hydro-energy, biofuel, etc.,1 will be able to address the energy
requirements. Our work will focus on two of the alternatives based on the complementary
expertise of previous projects: hydrogen energy facilitated by a hydrogen fuel cell and
biofuel converted from biomass catalyzed by zeolites.
1.1 Hydrogen Bonded Clusters in Proton Exchange Membranes
During past decade, the hydrogen fuel cell is brought into focus due to its emission-free
and efficient hydrogen energy utilization.2 However, hydrated membrane to enable proton
conduction, limit the operating temperature to below the boiling point of water. A higher
operating temperature not only expands the range of suitable catalysts instead of high cost
catalysts platinum3 but also accelerate the oxygen reduction reaction. The proton exchange
membranes(PEMs) based on amphiprotic groups, which both donate and accept proton, are
appealing due to their high proton conductivity in dehydrated state at high temperatures 4.
Due to the volatility of these low weight amphiprotic molecules, the polymer electrolyte
membranes composed of amphiprotic groups tethered to backbones are attracting
significant interest.5-8 Focusing on proton conduction in proton exchange membranes, there
has been intense research on materials composed of tethered amphiprotic functional groups
where uni-directional proton conduction is thought to follow the Grotthuss mechanism
involving two steps:9-10 facile multi-group proton jumps, followed by more sluggish
functional-group reorientations to allow subsequent proton conduction. This two-step
mechanism complicates the design of advanced materials because of two competing
hydrogen-bonding effects:11-12 strong hydrogen-bonding producing larger clusters of
hydrogen-bonded functional groups allowing longer proton jumps, and weaker hydrogen
bonding allowing more rapid functional group reorientation. Tethering of functional

1

groups generally causes proton conductivities to drop by orders of magnitude from
corresponding neat liquid values.10
Understanding the structures and dynamics of tethered hydrogen-bonding systems in the
absence of excess charge is an important precursor to a fuller consideration of charge
transport through such systems.11-13 Materials comprised of tethered amphiprotic groups
can exist in different phases, such as crystalline,12, 14-16 glassy,7, 17-19 and liquid/molten20-22
states. From a molecular standpoint, tethering functional groups involves the addition of
backbone and/or linker moieties – each with its own relaxation timescales.23-25 In
particular, polymer chemists often strive to synthesize materials with low glass-transition
temperatures, to retain segmental flexibility and liquid-like dynamics that often give rise
to higher proton conductivities.26 However, it’s not obvious how backbone flexibility
correlates with functional group dynamics.
Our work will focus on addressing the following key questions:
1. How does the tethering of functional groups affect hydrogen bonding and
reorientation rate?
2. Why are there high- and low-temperature phases of proton conductors?
3. Why are there different activation energies for functional group rotation in liquid
and tethered systems?
4.

How does the trade-off between hydrogen-bonding networks and functional group
reorientation vary among different amphiprotic groups?

A variety of NMR measurements of spin-lattice (magnetization change in the z-direction)
and spin-spin (magnetization change in the x,y-direction) relaxation times have yielded
important information on hydrogen-bond dynamics for tethered functional groups. In
particular, Spiess and co-workers have applied magic angle spinning (MAS) solid-state
NMR methods to study the hydrogen-bond dynamics of imidazole27 and triazole28 groups
tethered in various ways, finding the presence of both high- and low-temperature phases
with very different apparent activation energies for functional-group rotational motion. For
the imidazole-based system, Spiess and coworkers studied materials composed of
imidazole pairs linked by ether groups of various lengths, and found disordered domains
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with molecules in a state of fluctuating hydrogen-bonding along with ordered domains with
more static hydrogen bonding,27 raising a question about the nature of these different
environments. Spiess and coworkers also applied solid-state NMR to study 1,2,3-triazole
tethered to a siloxane polymer, finding a low-temperature phase with an apparent activation
energy for functional group rotation of 58 kJ/mol, and a high-temperature activation energy
of 31 kJ/mol.28 These experimental results prompt us to pose the question: Why are the
activation energy at high- and low-temperature range different for proton conductors?
The importance of extended hydrogen-bonded networks and the lack of long-range order
in PEMs combine to make it challenging for experimental characterization techniques35-39
to capture all aspects of structure and dynamics in these PEM systems. Quantum chemistry
and molecular simulations are thus poised to provide complementary information on
nanometer-scale hydrogen-bonding networks and proton-transfer mechanisms. Münch et
al.44 studied the diffusion mechanism of an excess proton in imidazole molecular chains
by Car–Parrinello ab initio molecular dynamics (CPMD) simulations. They found that
proton diffusion follows the Grotthuss mechanism with imidazole ring reorientation as the
rate-determining step. Vilčiauskas et al. applied ab initio molecular dynamics to study the
mechanism of proton diffusion in neat liquid phosphoric acid, 17 the substance with the
highest known proton conductivity. They found that coupled proton dynamics and
extended chains of hydrogen-bonds are important for explaining rapid proton diffusion in
liquid phosphoric acid. Although ab initio molecular dynamics studies have provided
important insights into Grotthuss-based proton transfer assuming near-optimal alignment
between neighboring groups, 40-42 but say little on the likelihood of such alignments or on
extended networks in materials, and these calculations remain relegated to small system
sizes and relatively short time scales, necessitating the use of classical simulations of
materials.43
Voth and coworkers have developed a multistate empirical valence bond (MS-EVB) model
to reproduce proton transport in various liquids including in neat liquid imidazole.45 MSEVB provides a prescription for developing reactive forcefields for use within classical
molecular dynamics (MD),46 by blending valence-bond representations of relevant
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protonated states via coupling potentials fitted to ab initio proton transfer barriers. Chen et
al.45 used this approach to determine a proton diffusion activation energy of about 2
kcal/mol, in good agreement with experimental PFG NMR data, and a proton transfer
mechanism controlled by reorientation of imidazole rings in the second solvation shell of
the imidazolium ion. Although MS-EVB presents a very promising approach for studying
proton diffusion through complex materials, implementing MS-EVB remains challenging
because of the technical aspects of simulation bookkeeping. The idea that functional-group
reorientations may represent rate-limiting steps of proton conduction prompts us to
hypothesize that relevant insights into hydrogen-bond structure and dynamics may be
gleaned from simulations on neutral materials, i.e., liquids and solids without excess
mobile charge. Such simulations may elucidate trends regarding hydrogen-bonding
networks – the roadmaps of proton transfer and diffusion – even in the absence of excess
protons.26,32,47 Predictions from our simulations on neutral materials will be correlated with
future MS-EVB simulations on proton diffusion, to identify the properties of neutral
materials that give rise to rapid proton conduction. Such correlations may facilitate design
of new PEMs through the simpler means of classical simulations on neutral systems.
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1.2 Aldol Condensation Reactions in HZSM-5 Clusters

Figure 1.1. Acid-catalyzed aldol coupling between acetone and furfural (HA is a general
acid catalyst), followed by dehydration to generate enone and water.

Biomass-derived feedstocks are renewable and CO2 neutral in principle, which could assist
in stabilizing atmospheric CO2 levels.29 However, easily accessible biomass components
are C5-C6 sugars, which are lighter than the naphtha cut (C6-C12) used to make gasoline,
hence prompting the need for efficient catalyst systems that build C-C bonds to support the
development of a bio-based, drop-in gasoline.30-31 Aldol condensation is a key reaction for
making new carbon-carbon bonds32 (see Figure 1.1 with biomass-derived feeds such as the
promising platform chemical hydroxylmethyl-furfural (HMF),33 and derives its current
technological importance as a primary strategy for upgrading biomass-derived molecules
into precursors of biofuels.30-31 Studying the physical chemistry of aldol condensation – its
pathways and energetics – is technologically important for maximizing yields of biofuels
while limiting byproducts from further aldol condensation that can clog zeolite pores.31-32,
34-35

Modeling aldol chemistry in zeolites presents a challenging test of the finite cluster

method for the following reasons: (i) the aldol reaction is a multi-step process with three
or more steps (depending on the precise pathway); (ii) both unimolecular and bimolecular
steps are required; and (iii) technologically relevant aldehydes are bulky with aromatic side
groups, requiring accurate treatments of zeolite confinement.
Under homogeneous acid [e.g., H2SO4(aq)] catalytic conditions, aldol condensation occurs
in three main steps; (i) keto/enol tautomerization (in 2 elementary steps), (ii) bimolecular
combination between the enol and the aldehyde (in 3 elementary steps; see Figure 1.2),
and (iii) elimination of water to form the olefinic product (in 2 or 3 elementary steps; see
Figure 1.3),35 with the keto/enol reaction thought to be the rate-determining step because
of the relative instability of the enol. Zeolites offer the promise of more environmentallyfriendly catalyst systems than caustic acids and bases, as well as shape- and size-selective
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control over product distributions. However, to design zeolite-catalyzed aldol processes,
we need a better atomic-level kinetic understanding of aldol chemistry in zeolites for feeds
as bulky as HMF. The intermediates of the dehydration step are in the form of carbocations,
whose stability increases as carbons go from primary (formaldehyde) to secondary
(furfural/HMF). Also, the adjacent furan ring donates electron to the carbocations and the
delocalization is a stabilizing effect on the carbocations. Therefore, we hypothesize that
the mechanism of dehydration step varies due to the bulkiness aldehydes and stability of
intermediates and the reactant bulkiness modulates the rate-determining step of aldol.
By studying acetone reacting with aldehydes of increasing size, we aim to answer these
important questions:
1. How does the optimal cluster size required to model confinement in zeolites vary
with reactant size?
2. How does reactant bulkiness modulate the rate-determining step of aldol
condensation in confining zeolite nanopores?
3. How does the size of aldehyde change aldol chemistry mechanism in the zeolite pore?
4. What is the rate determined step in tautomerization, combination, dehydration steps?
5. What controls the competition between concerted and stepwise mechanism in
dehydration step?
Several experimental studies on aldol reactions of biomass-derived feeds, catalyzed by
either acidic or basic zeolites, have been carried out in pursuit of size- and shape-selectivity
towards desired products – an outcome that remains elusive for homogenous catalysts.32 In
particular, researchers seek control over yields of single condensation products (e.g., the
enone product in Figure 1.1) versus double condensation products resulting from a second
aldol reaction between a single condensation product and, e.g., furfural. The single
condensation product is close to a bio-based gasoline, while the double condensation
product is too heavy for gasoline, can clog zeolite pores, and can lead to carbonaceous
(coke) deposits that poison zeolite catalysts.
MgO-ZrO2 and nitrided NaY zeolite were employed as solid-base catalysts in the aldol
condensations of acetone or propanal with furfural or HMF.35 Both solid base catalysts
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showed high yields of aldol condensation, with MgO-ZrO2 favoring the doublecondensation product while the nitrided zeolite strongly favored the single condensation
product through nanopore confinement. The nitrided NaY catalyst lost catalytic activity
when recycled due to leaching of framework nitrogen species, prompting the study of aldol
condensation in other basic zeolites such as BEA zeolite impregnated with KNO3, which
when calcined was found to produce strong basic sites, possibly containing K2O clusters.31
These zeolite BEA catalysts were found to produce high yields of single condensation
products with little coke formation.
In addition to the interest in basic zeolites discussed above, there is substantial interest in
acidic zeolites as aldol catalysts, because the catalytically active Brønsted sites tend to be
more well characterized than those of basic zeolites. Acidic zeolites with various pore sizes
have been shown to possess appreciable activity for aldol condensation of furfural with
acetone.36 On the one hand, higher furfural conversion was observed in large-pore, threedimensional BEA and FAU zeolites than in medium-pore MFI and in large-pore, onedimensional MOR zeolite.36 On the other hand, higher yields of coke deposits were
observed in the large-pore zeolites. Optimizing this trade-off between biomass conversion
and coke formation can be facilitated by gaining atomic-level, mechanistic understanding

Figure 1.2. Conventional stepwise mechanism for homogeneous acid-catalyzed bimolecular
combination between formaldehyde and acetone enol, involving (i) protonation of formaldehyde
and (ii) attack by the acetone enol.
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of the pathways controlling the production of biofuels and coke.
Several density functional theory (DFT) studies have been reported on aldol chemistry in
acidic zeolites to reveal the aldol mechanisms. Boekfa et al.37 studied the adsorption and
keto/enol tautomerization of acetone in quantum cluster models of HFER, HZSM-5, and
HMCM-22 zeolites with the M06-2X density functional. They used clusters of size 34T,
where T = Si or Al tetrahedral atoms, and found keto/enol activation energies of 24.9, 20.5,
and 16.6 kcal/mol in H-FER, HZSM-5, and H-MCM-22, respectively, decreasing with
increasing pore size. In our previous work on the aldol condensation between acetone and
formaldehyde in finite clusters of HZSM-5 and HY zeolites,38 we determined through
cluster-size convergence studies that the acetone keto/enol barrier is 20 kcal/mol in both
HY (large pore) and HZSM-5 (medium pore) zeolites at the B3LYP+D3 level, in
quantitative agreement with Boekfa et al. for HZSM-5, but disagreeing with the trend of
decreasing barrier with increasing pore size. We also found that the bimolecular
combination between formaldehyde and the acetone enol is concerted in both zeolites,
unlike the stepwise process in homogeneous media (Figure 1.2), producing very small
bimolecular combination barriers (≤ 2 kcal/mol) in both zeolites, suggesting that the
keto/enol reaction is much slower and possibly the rate-determining step of
acetone/formaldehyde aldol condensation in HZSM-5.
Liu et al.39 reported planewave DFT calculations with the PBE density functional on a full
unit cell of HZSM-5 to model the self-aldol condensation of acetaldehyde, along with
furan-furan and furan-acetaldehyde coupling reactions, considering all steps including the
final dehydration step. Liu et al. found a concerted keto/enol process with a barrier for
acetaldehyde of 20 kcal/mol, and a very small (< 2 kcal/mol) bimolecular combination
barrier — consistent with previous quantum cluster results for the acetone/formaldehyde
system.37,38 Liu et al. also found a dehydration barrier for the acetaldehyde self-aldol
reaction of 31 kcal/mol, suggesting that for small aldehydes the final dehydration reaction
(and not the keto/enol tautomerization) may be the rate-determining step of the aldol
reaction in zeolites. The study of Liu et al. provides important computational data for
benchmarking the delta-cluster convergence of aldol reaction barriers, especially
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considering that the acetaldehyde self-aldol product (crotonaldehyde) and the
acetone/formaldehyde aldol product (methyl vinyl ketone) are close structural isomers,
allowing direct comparisons between the two aldol pathways.
Whether this conclusion applies to larger, biomass-derived aldehydes such as furfural and
HMF remains unclear. Indeed, although Liu et al. considered reactions of furan, and both
furfural and HMF contain the furan group, the coupling chemistry of furan is quite different
from that of furan-containing aldehydes. In particular, when Liu et al. modeled the crosscoupling between acetaldehyde and furan, they investigated a mechanism without
keto/enol tautomerization, assuming that the C2 carbon in furan is sufficiently reactive
(nucleophilic) that it does not require activation by the Brønsted acid site, thus leaving the
acid site to activate acetaldehyde without tautomerization. Although Liu et al. predicted a

Figure 1.3. Homogeneous acid-catalyzed aldol dehydration with two different mechanisms:
“Stepwise” acid-catalyzed dehydration via unimolecular elimination (E1) of water; or
“Concerted” acid-catalyzed dehydration via bimolecular elimination (E2).
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promising, low-barrier process for coupling acetaldehyde and furan, such a mechanism is
extremely unlikely for furan-containing aldehydes.
Discovering the physical chemistry underlying shape-selective zeolite catalysis requires
computational methods that accurately and efficiently provide activation energies for
complex reactions in confining zeolite pores.40 Broadly speaking, two methods have been
applied to computational zeolite catalysis: quantum cluster calculations and periodic
planewave methods. Although periodic methods treat long-range forces and zeolite
confinement, they may include atoms that do not participate in the chemistry.39 Cluster
calculations can address this problem while also providing accurate energetics without
explicit inclusion of long-range forces, as we and others have shown in several
publications.38, 41-42 That is because in computing an energy difference such as a barrier for
a reaction in a zeolite, the contributions from long-range forces approximately cancel
because these are relatively slowly varying interactions – making computational catalysis
in zeolite clusters a convenient approach. However, for cluster calculations to be predictive,
one must converge barriers with respect to cluster size for each different system studied,
which can be quite tedious. In a previous article41, we introduced the “delta-cluster”
method which optimally confines molecules in tailored clusters using a single neighborlist radius, and we demonstrated its power for computing thermodynamic reaction energies
for a range of processes in zeolites.
We developed the delta-cluster approach to automatically construct zeolite clusters that
provide comprehensive treatments of confinement. This is achieved by using the
coordinates of adsorbed guest reactant and product geometries to identify all zeolite atoms
that fall within a collection of spheres (with a given radius = ) centered on all reactant,
product, and active-site atoms (see Figure 1.4).41 The motivations for the delta-cluster
approach are computational accuracy and efficiency: including the fewest number of atoms
necessary to produce comprehensive treatments of confinement and thus accurate
energetics, and avoiding cluster convergence tests for each new system and reaction
studied. One way to avoid cluster convergence tests is to include the full zeolite unit cell
as was done, e.g., by Liu et al. in their study of HZSM-5 which included all 96 SiO2 units
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of the MFI unit cell.39 Such calculations likely include several non-essential atoms
considering that cluster convergence studies find accurate energetics in HZSM-5 with only
about 1/3 of the unit cell.38 As such, a reliable method for rationally designing converged
zeolite clusters remains an important computational tool.

Figure 1.4. (A) Illustrated scheme for constructing delta cluster of HZSM-5 where
carbon monoxide (CO) is used as an example guest molecule. The three spheres centered
on guest C, guest O, and zeolite acid site O (all with the same radius,  = 4 Å), are
represented by different colors. The union set of the three spheres, plus four required
connecting atoms (see text), yields the resultant delta cluster shown in (B), where CO
has been removed for clarity, and dangling bonds have been capped with hydrogens.

Our study of systematic cluster convergence was also motivated by the observation in
earlier work38 that relatively large zeolite clusters – presumably large enough to confine
guest molecules – can produce very different activation energies, raising the question of
whether there is a way to design, a priori, an optimal and converged zeolite cluster for a
given reaction. An intuitive way to design clusters of network solids like zeolites is to
include atoms some number of bonds away from a central active-site atom (e.g., aluminum
at the zeolite Brønsted site). However, we have shown in our previous work41 on computing
thermodynamic reaction energies in zeolites that such a “bond counting” approach suffers
from two problems: (i) converged clusters from bond counting were found to be
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consistently larger than converged delta clusters for a given reaction; and (ii) the bondcounting approach offered no single convergence criterion, with some reaction energies
converging with 4-bond clusters and others requiring 7-bond clusters, while converged
delta clusters of different sizes for different reactions were found to be consistent with a
single convergence criterion:  = 4 Å. The success of the delta-cluster approach likely
stems from tailoring clusters to envelope a given set of adsorbed reactants and products,
while the bond-counting approach simply enlarges zeolite clusters without any reference
to guest molecule size or shape.
1.3 Structure of Dissertation
Below we describe the results of our work. First, we present our work on classical
molecular dynamics simulations on various azole systems. Here we study the effects of
tethering, and of varying functional groups, to trends in hydrogen-bonded cluster sizes and
functional group reorientation rates in glassy and liquid systems. Ultimately, we will show
a linear correlation between gas-phase hydrogen-bond energies and tethered-functionalgroup reorientation barriers for all azoles except for imidazole. Then we present the results
on tethering and varying functional groups influence sizes of hydrogen bond networks and
rates of reorientation dynamics in acid systems. We will show that anomalously large
hydrogen-bond clusters are found in neat liquid phosphoric acid as compared to all other
systems studied herein, which may explain its high conductivity. The tethered phosphonic
acid (T ≤ 500 K) provides much larger hydrogen bond cluster sizes than all other tethered
systems and could be used as promising targets for new PEMs. Lastly, we will present the
results on modeling aldol condensation in HZSM-5 zeolite of acetone with a panel of
aldehydes: formaldehyde, furfural, hydroxymethyl-furfural (HMF). We will use density
functional theory (DFT) calculations to investigate the aldol reaction mechanisms and
energetics. We will show that with a single length scale of  = 4 Å, the delta cluster
approach generated tailored clusters, for computing different reaction barriers that are
converged. And aldol dehydration in HZSM-5 is concerted for the formaldehyde product,
and stepwise for furfural and HMF duo to their bulky size of substitute, furfural and HMF
(rate-determining step is keto/enol tautomerization) exhibit faster aldol reactivity than does
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formaldehyde, determined by dehydration step, because of charge delocalization from
furan rings in furfural and HMF.
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CHAPTER 2
MOLECULAR SIMULATIONS OF HYDROGEN BONDED CLUSTERS AND
REORIENTATION DYNAMICS IN LIQUID AND GLASSY AZOLE SYSTEMS
2.1 Introduction
We have investigated the competition between hydrogen-bond network stability and
flexibility in liquids and glassy materials composed of pentamer brushes. Regarding
functional groups, the nitrogenous heterocycle imidazole has gained attention because
imidazole – the side chain in the amino acid histidine – is found in many proton shuttling
proteins.43-44 Other azoles such as pyrazole, triazole, and tetrazole have also been studied
to determine how the number and positioning of nitrogen in the heterocycle influence
proton motion.22, 45-47 A systematic study considering these functional groups19, 48-52 is
important for elucidating how the trade-off between hydrogen-bonding networks and
functional group reorientation varies among these systems. In addition, a systematic study
comparing untethered and tethered materials13, 48, 53-54 comprising these functional groups
can shed light on how tethering impacts the trade-off between hydrogen-bond network
formation and reorientation dynamics. We present such a systematic study below using
classical molecular dynamics.
The synthetic chemistry of tethering amphiprotic functional groups utilizes a great variety
of chemical species as flexible linkers and backbones. 28, 53, 55 To model such systems with
one simple and computationally tractable approach, we have studied herein and in previous
work11-12,

56

the dynamics of materials composed of oligomers, i.e., short brush-like

molecules57 with flexible alkane backbones and short alkyl linkers that connect functional
groups to backbones (see Fig 1). We have shown in earlier work that pentamer brushes
with such an architecture balance material stability and molecular flexibility.11-12
In this chapter, we report classical molecular dynamics simulations on various azole
systems to study the effects of tethering, and of varying functional groups, to discover
trends in hydrogen-bonded cluster sizes and functional group reorientation rates in glassy
and liquid systems.
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Below we find that tethered systems exhibit the same sizes of hydrogen-bond clusters as
in untethered systems, except with longer hydrogen-bond lifetimes upon tethering.
Simulated rates of functional group reorientation reported below decreased dramatically
upon tethering. The computed activation energies associated with orientational
randomization show good agreement with NMR data in the tethered imidazole system at
low temperatures, and with the 1,2,3-triazole oligomer system in both low- and hightemperature regimes.
2.2 Theoretical Methods
2.2.1 Systems.
We have modeled molecular oligomers with the following pendant functional groups:
pyrazole, imidazole, 1,2,4-triazole, 1,2,3-triazole, tetrazole (see Figure 2.1. Oligomer with
butyl backbone, propyl linker and various functional groups). Each monomer unit includes
an amphiprotic group tethered to a butyl backbone by a propyl linker (Figure 2.1. Oligomer
with butyl backbone, propyl linker and various functional groups). Our previous work11-12,
56

and Cavalcanti58 showed that such backbone/linker groups are the shortest ones that

provide enough configurational freedom for strong hydrogen bonding between
amphiprotic groups. As such, these backbone/linker chains allow for ample hydrogen
bonding while excluding relatively small volume fractions. In addition, such alkyl chains
can be described by well-established potential parameters. In previous work,11-12, 56 we
considered oligomers with pendant imidazole of lengths ranging from n = 1 to 10, finding
that pentamers provide an interesting and potentially useful balance between solid-like
mechanical stability and liquid-like molecular flexibility. In what follows, we focus on five
materials composed of pentamers, each with one of the five pendant amphiprotic groups.
We also considered five neat liquids, each composed of the amphiprotic groups shown in
Figure 2.1. Oligomer with butyl backbone, propyl linker and various functional groups
with R replaced by hydrogen (H). The five pentamer-based systems were simulated at
temperatures from 200-900 K, while the neat liquids were studied at temperatures between
the known, standard melting and boiling temperatures for each liquid.
15

Figure 2.1. Oligomer with butyl backbone, propyl linker and various functional groups.
pyr = pyrazole; imi = imidazole; tri4 =1,2,4-triazole; tri3 =1,2,3-triazole; tet = tetrazole.
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A)

B)

Figure 2.2. Liquid molecules(A), monomer with carbon-7 chain and various functional
groups(B)
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Each liquid system was formed by starting with the crystal structure of the corresponding
molecular solid if available in the Cambridge Structural Database (CSD),59 and performing
the sequence of steps listed below. All simulations were carried out using DL_Poly_2 as
in our previously reported work on these systems11-12. When a crystal structure was not
found in CSD(1,2,3-triazole), we constructed a plausible unit cell using interatomic
distances extracted from analogous systems. Beginning with each unit cell, we performed
the following steps:
•

Periodic extension in three-dimensions – to yield a system with at least 500
molecules and with lattice parameters in all directions of at least 30 Å.

•

Truncation into an orthorhombic simulation box with lattice parameters of at least
30 Å, deleting a small number of molecules outside the orthorhombic simulation
cell while retaining close to 500 molecules in all cases – to yield an initial condition
for energy minimization.

•

Energy minimization at constant (orthorhombic) volume – to yield an initial
condition for NpT MD.

•

NpT MD simulations (2-3 ns at 1 atm) at 100 K, then heated to 200 K, and so on
up to the normal boiling point of each liquid to ensure proper melting (more
simulation details given below), followed by sequential cooling down to the
normal freezing point of each liquid – to yield equilibrated systems and mean
lattice parameters for subsequent NVE MD at several temperatures.

•

NVE MD simulations (1 ns NVT equilibration, 5 ns NVE production) at various
liquid temperatures – to produce dynamical information such as orientational
correlation functions (details given below), free from thermostats or barostats that
may contaminate dynamics.

Table 2.1 contains useful information for building these liquid systems, such as CSD name,
numbers of molecules, and mean lattice parameters for selected temperatures.
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Table 2.1. Liquid systems building information including CSD numbers, numbers of molecules,
and mean lattice parameters for selected temperatures.

liquid name

source/CSD
name

mean lattice parameter

numbers
of

(Å)

temperature/K

molecules
a

b

c

pyr

PYRZOL04

564

340

39.0

39.0

39.0

imi

IMAZOL03

533

375

37.2

37.2

41.9

tri4

TRAZOL

640

393

41.6

37.5

38.2

512

296

36.5

36.5

36.5

512

430

30.5

39.4

39.4

Homemade via

tri3
Gauss View

tet

TETZOL02

We built three-dimensional initial conditions for pentamer-based materials by first placing
pentamers in sheets of five pentamers with reasonable van der Waals distances between
adjacent pentamers (see Fig. 2 in Ref.11), then by stacking six sheets with about 10 Å
between each sheet, yielding initially ordered structures including 150 azole molecules.
Each of these structures was subjected to a sequence of simulations similar to those
described above for the neat liquid systems, beginning with energy-minimization at
constant volume in orthorhombic cells (a ≠ b ≠ c) to produce initial configurations for NpT
MD simulations. We then performed a series of NpT MD simulations (2-3 ns) at 1 atm
equilibrating at 200 K, then equilibrating to 300 K, and so on up to 900 K to produce an
equilibrated melt for each of the four pentamer-based materials. We then cooled
sequentially from 900 K down to 800K, from 800 K to 700 K, and so on back down to 200
K to generate reasonable models of the likely disordered materials that synthetic chemists
may fabricate from such oligomers. We expect these materials to cool to disordered, glassy
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states60 because of the entangling hydrogen-bond clusters that are found to grow with
decreasing temperature. These equilibrated systems and mean lattice parameters were then
used for subsequent NVE MD simulations (1 ns NVT equilibration, 5-30 ns NVE
production), which we used to extract dynamical information for the pentamer-based
materials for comparison with results from corresponding non-pentamer, liquid systems.
Table 2.2 contains mean lattice parameters for each pentamer-based material at 300 K.
Table 2.2. The mean lattice parameters of oligomeric systems at 300K.
mean lattice parameter(Å)
pentamer name
a

b

c

pyr

50.2

32.1

25.4

imi

51.2

30.7

25.6

tri4

44.0

40.3

22.3

tri3

42.9

39.1

23.6

tet

50.3

38.6

19.7

2.2.2 Simulation Details.
The general Amber force field (GAFF)61-62 was initially chosen to describe intra- and intermolecular interactions for all systems studied. The intra-molecular bonded interactions
contain bond stretching, angular bending, and dihedral twisting. Non-bonded interactions
include electrostatic and van der Waals (VDW) terms. The functions employed by GAFF
can be written as follows:
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eq 2. 1

where r, θ and φ are the intramolecular bond length, valence angle, and dihedral angle,
respectively, and q is the atomic partial charge.  ij and  ij are the van der Waals
parameters used for inter-molecular interactions. The partial atomic charges of isolated
azole molecules and azole monomers (repeat units) were determined by fitting point
charges to the electrostatic potential63-64 obtained using B3LYP/6-311G(d,p) in
Gaussian09.65 Atomic point charges on tethered systems and in tethered functional groups
are reported in Table 2.3.
Table 2.3. Atomic point charges of liquid molecule(A) and functional groups in tethered
monomer(B) for five azoles. The charge in pentamer is the same as in monomer.

(A)
Pyr

Imi

Tri4

Tri3

Tet

Atom

charge

Atom

charge

Atom

charge

Atom

charge

Atom

charge

C1

0.166615

C1

0.133259

C1

0.25426

C1

-0.357685

C1

0.23882

C2

-0.327279

C2

-0.291448

H2

0.085895

C2

0.193523

H2

0.079417

C3

-0.090188

C3

0.091322

H3

0.30243

H3

0.197362

H3

0.223931

H4

0.284439

H4

0.184135

N4

-0.492817

H4

0.074452

N4

-0.236833

H5

0.143907

H5

0.108384

N5

-0.582925

N5

-0.268907

N5

-0.335468

H6

0.172165

N6

-0.467896

N6

-0.099218

N6

0.224934

N6

0.081395

H7

0.098284

N7

-0.135173

C7

0.494309

H7

0.208873

N7

-0.051263

N8

-0.002866

H8

0.10413

H8

0.038064

N8

-0.272551

N9

-0.445077

H9

0.273286
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(B)
Pyr

Imi

Tri4

Tri3

Tet

Atom

charge

Atom

charge

Atom

charge

Atom

charge

Atom

charge

C1

-0.135175

C1

-0.141008

C1

-0.354849

C1

-0.547308

C1

-0.248004

H2

0.009081

H2

0.021077

H2

0.059828

C2

0.734018

H2

0.03858

C3

0.056918

C3

0.061255

H3

0.056059

H3

0.231973

H3

0.04327

H4

-0.010623

H4

-0.018687

C4

0.202472

N4

-0.312084

C4

0.083715

H5

-0.016906

H5

-0.012954

H5

-0.040186

N5

0.199716

H5

-0.021643

C6

0.194602

C6

0.201373

H6

-0.032961

H6

0.234303

H6

-0.013894

H7

-0.032827

H7

-0.037216

C7

0.136605

N7

-0.315247

C7

0.217113

H8

-0.033518

H8

-0.031116

H8

-0.019358

C8

-0.833636

H8

-0.032306

C9

-0.319164

C9

-0.340001

H9

-0.018229

C9

0.338664

H9

-0.036189

H10

0.066325

H10

0.074793

C10

-0.319543

H10

0.174367

C10

-0.356194

H11

0.06902

H11

0.073838

H11

0.066768

H11

0.197152

H11

0.07876

C12

0.140857

C12

0.081375

H12

0.067439

C12

0.133773

H12

0.076667

H13

-0.028185

H13

-0.01277

C13

0.163753

H13

-0.048923

C13

0.116876

H14

-0.04706

H14

-0.011551

H14

-0.019341

H14

-0.050313

H14

-0.00647

C15

0.190692

C15

0.215982

H15

-0.025541

H15

-0.02495

H15

-0.011949

H16

-0.049036

H16

-0.004591

C16

0.326958

H16

-0.004036

C16

0.386574

H17

-0.031011

H17

-0.062448

H17

-0.027244

C17

-0.309117

H17

-0.045838

C18

-0.321549

C18

-0.481042

H18

-0.049406

C18

0.122494

H18

-0.097302

22

H19

0.066997

H19

0.139074

C19

-0.732087

H19

0.048263

C19

-0.781921

H20

0.102626

H20

0.09405

H20

0.13199

H20

0.058169

H20

0.142492

C21

0.121437

C21

-0.421814

H21

0.201045

C21

0.197273

H21

0.191605

H22

0.189431

C22

0.15726

C22

0.639132

H22

-0.020583

C22

0.788993

H23

0.272201

C23

0.528073

N23

-0.645525

H23

-0.024928

N23

-0.478061

H24

0.013577

N24

-0.240263

C24

0.401836

C24

-0.3118

N24

-0.042493

H25

0.075754

H25

0.319579

N25

-0.52691

H25

-0.035129

N25

-0.273749

C26

-0.323027

H26

0.226097

N26

-0.106318

H26

-0.033855

N26

-0.061592

C27

0.042747

H27

0.09783

H27

0.079432

H27

0.073548

H27

0.257712

N28

0.072852

N28

-0.569779

H28

0.302957

H28

0.062314

H28

0.085248

N29

-0.471128

H29

0.01218

H29

0.081223

H29

0.065881

H30

0.134092

H30

0.081402

As a fundamental test of this force field, we calculated binding energies of gas-phase homodimers of functional group molecules (without linker or backbone) optimized using
B3LYP/6-311G(d,p) in Gaussian09, with single-point corrections for basis set
superposition error (BSSE) in dimerization energies using the counterpoise method.66
These dimerization energies (ΔE = |Edimer – 2Emonomer|) were taken as measures of hydrogen
bonding strengths, for direct comparison with optimized GAFF homo-dimerization
energies computed with cell parameters large enough (15-20 Å) to minimize interactions
among periodic images in DL_Poly_2. The resulting comparison of dimerization energies
(Figure 2.3) shows that the collection of force fields used herein captures hydrogen bond
strengths for all four systems. In addition, we produce liquid densities close to the
experimental values (see Figure 2.6 for simulated liquid and pentamer densities versus
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temperature for various systems). The inter-molecular hydrogen bond lengths (N–H) from
B3LYP/6-311G(d,p)and DL_Poly_2 dimer optimizations are given in Table 2.4, also
showing broad agreement. As such, the force fields used herein capture the essential
characteristics of hydrogen bonding in the five systems studied below.

Figure 2.3. Dimerization energies calculated using MD (GAFF) (azoles: pyrazole, imidazole,
1,2,4-triazole, 1,2,3-triazole, tetrazole) (red) and DFT (B3LYP/6-311G(d,p)-BSSE) (black).
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All the MD simulations reported herein used the velocity-Verlet algorithm to integrate
Newton’s equations with a 1 fs time step. All simulations were performed using threedimensional periodic boundary conditions. Long-range electrostatic interactions were
calculated with Ewald lattice summation using a convergence parameter of 10-6, while van
der Waals interactions were shifted and cutoff with a radius of 10 Å. MD simulations in
the NpT ensemble were performed using the Nose-Hoover thermostat (1 ps relaxation
time) and barostat (2 ps relaxation time)67 in DL_Poly_2. Each NVE simulation was (i)
initiated with an equilibrated configuration and mean lattice parameters from a
corresponding NpT simulation, (ii) equilibrated in the NVT ensemble for 1 ns by scaling
velocities every 50 steps, and (iii) run in the NVE ensemble for another 5-30 ns (depending
on the dynamics of the system in question) without a thermostat or barostat. Production
simulations were carried out on our Beowulf cluster using 24 2.53 GHz processors (8
processors/node), and also on the Massachusetts Green High-Performance Computing
Center (MGHPCC) cluster, both requiring roughly 45 CPU hours per temperature. In what
follows, we describe the methods used to characterize hydrogen bond networks and
reorientation dynamics in the neat liquids and pentamer-based materials studied below.
2.2.3 Cluster statistics.
In this work as in our previous work,11 the hydrogen bond is defined when the intermolecular distance between (N)H…N species is less than 2.5 Å. Other authors have
considered multi-dimensional definitions of hydrogen bonds, including bond lengths,
angles, and energies.68 For example, when considering the OHO bond angle for hydrogenbonding in water, Matsumoto suggested angles greater than ~90o as a defining
characteristic of hydrogen bonding. Our simulations show (Figure 2.4) that for the
overwhelming majority of configurations with intermolecular H…N distance above 2.5 Å
, the NHN angle is already above 90o. As such, the simple distance criterion for hydrogenbonding used below was found to be sufficient. The number of hydrogen bonds per
amphiprotic molecule/group was computed for liquid/pentamer systems (see Figure 2.7).
Hydrogen bond lifetimes were calculated by recording initial and final times for each
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hydrogen bond. Hydrogen bond lifetime activation energies were extracted by fitting the
Arrhenius equation to the temperature dependence of mean hydrogen bond lifetimes.

Figure 2.4. NHN angle distributions with H…N length from 1.8 Å to 2.6 Å in liquid imidazole
at 375K. The orange line is NHN angle distributions without length constraints

We found in our previous work that small perturbations (0.1 Å) to this definition do not
alter our main conclusions on hydrogen bond network size or dynamics.11-12, 56 When the
H…N length is less than some value, histograms of all the NHN angles are shown in Figure
2.4. The NHN angle distributions are depending on the H…N length. Most hydrogen
bonding configurations in Figure 2.4 exhibit NHN angles more than 110 degrees, a typical
angular cut-off for defining hydrogen bonding, obviating the need for such an angular
hydrogen bonding descriptor.
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Figure 2.5. Radial distribution functions (RDFs) for intermolecular H ····N atom
pairs in neat azole liquids simulated at melting point.

Collective hydrogen bond networks can be thought of as fluctuating clusters, whose sizes
can be computed by analyzing the connectivity matrix C designed by Sevick.69 If two
molecules (i,j) are directly connected by a hydrogen bond, the i-jth matrix elements

Ci , j = C j ,i = 1 ; otherwise, they take the value zero. When the jth molecule is also directly
hydrogen bonded to another molecule, k, then the i-k pair is indirectly connected and the
matrix elements take the value Ci ,k = Ck ,i = 1 . From analysis of the connectivity matrix, we
obtain hydrogen bond cluster sizes in neat liquids and pentamer systems.
2.2.4 Orientational Dynamics.
The orientational dynamics of various molecular segments were investigated by the
following orientational auto-correlation function:
C (t ) = N ( 0)  N (t ) − N  N
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eq 2. 2

where N ( t ) is the unit vector normal to the ring of an amphiprotic molecule or a functional
group at time t. The order parameter |〈N〉| provides information on the liquid-to-glass
transition as temperature is decreased in pentamer-based materials. As in our previous
work,12 we found it more convenient to separately analyze order parameters and correlation
functions. We also studied order parameters and correlation functions of backbone and
linker groups using end-to-end unit vectors of carbon chains,12 to study the temperature
dependence and hierarchy of backbone, linker, and functional group motions. As such, we
computed and fitted orientational correlation functions as shown in Eq. 2.3 below:

C (t ) = N ( 0)  N (t )
C ( t ) = b + ae

−t

1

+ (1 − a ) e

−t

2

eq 2. 3

The first lifetime (  1 ) in Eq. (2.3) is related to relatively rapid librations (hindered rotor
vibrations) of a given molecular segment, while the second lifetime (  2 ) is the time
associated with complete orientational randomization.70 Activation energies for
orientational randomization were obtained by fitting the Arrhenius equation to the
temperature dependence of reorientation times (  2 ) for liquid molecules, pentamer
backbones, linkers, and functional groups.
2.3 Results and Discussion
Here we report a hierarchy of simulated properties, including the calculated
thermodynamic densities of liquid and pentamer systems from NpT simulations; hydrogen
bonding lifetimes, cluster sizes, orientational order parameters, orientational correlation
functions, and reorientation rates of various molecular segments from NVE simulations of
the neat liquids and pentamer-based materials.
2.3.1 Density Equation of State.
To test the thermodynamic predictions of the force fields, we show in Figure 2.6 the
densities of azole pentamer systems over the range of 200 – 900 K, and neat liquids in each
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liquid temperature range. The experimental densities of liquid imidazole at 384 K (black
square) and liquid 1,2,3-triazole at 298K (green square) agree well with our simulated
values. The experimental densities of solid azoles at 298 K (squares) are shown as reference
values. The temperature dependencies of pentamer densities are weaker than those of the
liquids, which may be due to the glassy state of pentamer materials at lower temperatures.
The radial distribution function plots for intermolecular H····N atom pairs in neat liquids
at 300 K are shown in Figure 2.5 and their peak distances are tabulated in Table 2.4, which
agree well with available literature values.
Table 2.4. Hydrogen bond lengths calculated using DFT (B3LYP/6-311G(d,p)) and force fields
(FF using DL_Poly_2) in optimized dimers. Also shown are RDF peak distances (Figure 2.5)
calculated using DL_Poly_2 (MD) in liquid systems for comparison with literature simulation
values (ref 17).
dimer H-bond

dimer H-bond

length/DFT (Å)

length/GAFF (Å)

pyr

1.99

2.15

2.13

imi

1.95

2.0

2.13

tri4

1.96

1.99

2.13

tri3

1.94

2.18

2.30

tet

1.95

2.11

2.53

name
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RDF peak-MD (Å)

RDF peak-ref (Å)

1.8371

Figure 2.6. Densities of neat liquid azoles (solid circle) and pentamers (open circle) as a
function of temperature. Experimental solid azole densities at 298 K (squares) are shown,
giving plausible agreement with extrapolated equations of state for the simulated liquids.
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2.3.2 Hydrogen Bond Numbers and Lifetimes.

Figure 2.7. Numbers of hydrogen bonds versus temperature for neat liquid azoles
(closed circles) and azole pentamers (open circles), relative to the total number
of amphiprotic groups each simulation box.

Figure 2.7 shows the numbers of hydrogen bonds as a function of temperature for neat
liquids and pentamers, relative to the total number of amphiprotic groups in each
simulation. The pyrazole, 1,2,4-triazole and tetrazole neat liquids in Figure 2.7 shows
similar (normalized) numbers of hydrogen bonds in corresponding tethered systems, for
which tethering has little effect on the number of hydrogen bonds. For imidazole, tethering
appears to increase the number of hydrogen bonds as found in our previous work, because
connecting imidazole to alkane linkers increases the magnitudes of N and H partial charges
in hydrogen-bonded NH atoms.11-12, 56 However, for 1,2,3-triazole, tethering appears to
decrease the number of hydrogen bonds even though tethering also increases the
magnitudes of N/H partial charges, and imidazole-like hydrogen-bond networks are
possible with 1,2,3-triazole.45 The key difference for 1,2,3-triazole is its linker connection
point (see Fig. 1), which impacts the nature of hydrogen-bond network connectivities. The
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variation in numbers of hydrogen bonds with temperature is too weak to extract apparent
activation energies for these systems, prompting us to turn to hydrogen bond lifetimes.
Figure 2.8 shows mean hydrogen lifetimes for liquids and pentamers versus temperature.
Hydrogen bonds were found to exhibit longer lifetimes in pentamers than in corresponding
liquids, indicating that the topological constraints from tethering enhance hydrogen bond
lifetimes. The apparent activation energies associated with these hydrogen bond lifetimes
are slightly larger for pentamers than for neat liquids. Both liquid and pentamer lifetime
activation energies are much less than typical apparent activation energies extracted from
reorientation rates of functional groups27-28 indicating that the simple act of breaking
individual hydrogen bonds does not account for the energetics of functional group
reorientation.

Figure 2.8. Arrhenius dependence of hydrogen bond lifetimes for neat liquid azoles
(solid circles) and azole pentamers (open circles). Apparent activation energies are
shown in
Table 2.5.
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Table 2.5. Apparent activation energies of hydrogen bond lifetimes for neat liquids (lq) and
pentamers (ol).
Name

Ea (lq) (kJ/mol)

Ea (ol) (kJ/mol)

pyr

3.0

3.7

imi

3.1

4.9

tri4

2.0

4.5

tri3

3.2

3.0

tet

1.8

3.4

2.3.3 Hydrogen Bond Cluster Sizes.
We now turn to more collective properties of hydrogen bonding in these systems, focusing
first on hydrogen-bond cluster sizes. Figure 2.9 shows mean hydrogen-bond cluster sizes
as a function of temperature for the neat liquids and pentamers. The triazole and tetrazole
systems show larger clusters than imidazole and pyrazole in neat liquids, likely due to their
multiple proton acceptors. As with the number of hydrogen bonds, there is no single effect
from tethering on cluster sizes. Indeed, for imidazole, tethering extends clusters, while for
1,2,3-triazole, tethering reduces cluster sizes down to the values seen for pyrazole. These
trends in cluster sizes mirror those found above in the numbers of hydrogen bonds.
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Figure 2.9. Mean hydrogen bond cluster sizes versus temperature for neat azole
liquids (solid circles), and azole pentamers (open circles).

2.3.4 Functional Group, Linker, and Backbone Orientational Order Parameters.
Figure 2.10 shows the functional group orientational order parameter in pentamer materials
as a function of temperature over the range 200–900 K. Figure 2.11and Figure 2.12 show
the same for linker and backbone segments. Order parameters computed for liquid systems
(data not shown) were found to vanish within statistical error of a few percent. If we define
liquid-like motion by an order parameter less than 0.1, we see in Figure 2.10 that the azole
functional groups achieve liquid-like motion at 500 K. Similar trends are seen in Figure
2.11and Figure 2.12 for linker and backbone segments, all the azole-based materials
achieving linker/backbone orientational randomization at 600 K.
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Figure 2.10. Orientational order parameter versus temperature for functional
groups in pentamer materials.

Figure 2.11. Orientational order parameters for linker segments in pentamers.

35

Figure 2.12. Orientational order parameters for back bone segments in pentamers.

Figure 2.12 shows that trends in backbone orientational order parameters, related to the
glass transition temperature (Tg) of polymers,72 also track with trends in linkers and
functional groups. This finding may explain why proton conductivities often anti-correlate
with polymer Tg values,22,61-63 as lower Tg values correspond to higher backbone
flexibilities, which our present findings suggest may also correlate with enhanced
functional group and linker motion.
2.3.5 Orientational Correlation Functions.
Orientational correlation functions (OCFs) for liquid molecules, pentamer functional
groups, linkers, and backbone segments were calculated for all five functionalities and for
a variety of temperatures over relevant ranges. Here we report on selected OCFs. Figure
2.13 shows OCFs for tetrazole liquids, at various temperatures. All OCFs for liquid
molecules were found to exhibit complete decay, consistent with vanishing order
parameters. Figure 2.14 shows OCFs for tethered tetrazole functional groups over the range
200–900 K, revealing distinct liquid-like regimes at high temperatures and glassy regimes
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at low temperatures. Figure 2.15 and Figure 2.16 show OCFs for backbone and linker
segments, respectively, in tetrazole-based pentamers over a range of temperatures,
indicating the same liquid-like and glassy regimes. All OCFs for liquids and pentamers
(above 500 K) were fitted to biexponential functions, reorientation times (  2 ) were
extracted at various temperatures, and apparent activation energies were computed (Table
2.8) by Arrhenius analysis (Figure 2.17-Figure 2.19, Figure 2.22). The pentamer motions
below 500 K were too sluggish to be captured by our present computational resources.

Figure 2.13. Orientational correlation functions of liquid tetrazole at various temperatures.
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Figure 2.14. Orientational correlation functions of tetrazole functional groups in
pentamers at various temperatures.

Figure 2.15. Orientational correlation functions of backbone in tetrazole
pentamer at different temperatures.
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Figure 2.16. Orientational correlation functions of linker in tetrazole
pentamer at different temperatures.

Figure 2.17. Arrhenius plot of reorientation times for neat liquids.
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An analysis of the distribution of timescales in the glassy systems may shed light on the
experimental observation by Spiess and coworkers on the presence of both static and
dynamic hydrogen bonding for tethered imidazole systems on NMR timescales.27 From
our simulations of tethered imidazole at 400 K, we find a wide distribution of rotational
timescales, ranging from 50 ps to 26 ns and exhibiting a distribution similar to log-normal
in shape12 (shown in Figure 2.20). In an effort to understand the origin of this distribution
of timescales, we first pursued a correlation with a measure of local density around each
functional group, based on the hypothesis that local density fluctuations may hamper or
facilitate functional group rotation. We computed the number of atoms in a sphere of given
radius (considering radii from 4 – 13 Å) centered on each functional group and compared
the resulting densities to the rotational timescales in Figure 2.20. No clear correlation
emerged from this analysis (density data not shown), which revealed a surprisingly narrow
distribution in local densities. We then pursued a correlation between rotational timescales
of selected functional groups and their mean hydrogen-bond lifetimes (Figure 2.21), which
shows a good correlation. Despite this progress, the question of what local environmental
and structural characteristics cause the wide distribution of rotational timescales and
hydrogen-bond lifetimes remains to be determined.
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Figure 2.18.Arrhenius plot of reorientation times for linker groups in
pentamers.

Figure 2.19. Arrhenius plot of reorientation times for backbone groups in
pentamers.
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Figure 2.20. Reorientation time (from 1 to 0.7 in OCF) versus index of imidazole.

Figure 2.21. Reorientation time (from 1 to 0.7 in OCF) versus mean hydrogen-bondlifetime of imidazole oligomer at 400K in three different 𝜏2 regions.
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Here we compare activation energies extracted from our simulated functional group
reorientation rates with activation energies measured via MAS NMR experiments. Akbey
et al.28 applied variable-temperature NMR to study solids composed of triazole groups
tethered to a polysiloxane backbone via flexible linkers. They measured relaxation times
associated with the orientational randomization of the triazole groups. The activation
energies of these molecular reorientations (see Figure 2.22) at high temperatures (T > 310
K) and low temperatures (260 K < T < 300 K) are shown in Table 2.6. Apparent activation
energies (kJ/mol) of triazole reorientation times from NMR (Ref.30) and our simulations
for tethered triazole oligomers at high (HT) and low temperature ranges (LT), showing
excellent agreement., revealing very good agreement with our simulation results. We note
that the MD simulations considered much broader temperature ranges because of the wellknown timescale limitations of MD.

Figure 2.22. Arrhenius plot of reorientation times for amphiprotic groups in pentamers. The
blue dash lines are data and blue solid line is the linear fitting of tetrazole data.
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Table 2.6. Apparent activation energies (kJ/mol) of triazole reorientation times from NMR (Ref.30)
and our simulations for tethered triazole oligomers at high (HT) and low temperature ranges (LT),
showing excellent agreement.
name

Ea (HT)

Ea (LT)

Tri124

22.2 ±0.1

59.7 ±3.2

Tri123

22.1 ±0.1

57.9 ±4.3

Tri12328

30.7

58.3

Goward et al.27 studied ethylene-oxide-tethered imidazole pairs (Imi-nEO) with highresolution solid-state 1H NMR, where n reflects the length of the ethylene-oxide linker.
They characterized the local mobility of the hydrogen-bonded protons as a function of
temperature by their spin-spin relaxation ( T2* ) behavior. Although the tethering
architectures of our model systems and the species considered by Goward et al. differ in
detail, we can compare them based on the numbers of backbone and/or linker heavy atoms
(carbons and oxygens) per imidazole in each respective oligomer molecule. In the Imi-1EO
and Imi-5EO molecules, this ratio takes the values 3 and 9, respectively, while in our model
architecture the ratio equals 7. As such, we might expect the Imi-1EO and Imi-5EO
behaviors to bracket that of our model system.

Activation energies for imidazole

orientational randomization measured from Imi-1EO and Imi-5EO are shown in Table 2.7.
These values do indeed bracket our computed value for tethered imidazole, as expected.
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Table 2.7. Apparent activation energies (kJ/mol) of imidazole reorientation times from NMR (Ref.
27
) and our simulations for tethered imidazole oligomers at solid state (see Figure 2.22), showing
excellent agreement.
Chain atom / number of Imidazole#

name

Ea

Imi

52.9 ±2.9

7

Imi-1EO27

48

3

Imi-5EO27

60

9

#

Ratio between the number of backbone and linker heavy atoms to the number of imidazoles

Figure 2.23 pursues the possibility of a correlation between reorientation activation
energies of functional groups in pentamer systems, and hydrogen bond energies from DFT
calculations on gas-phase dimers (Table 2.8). Such a correlation could simplify the process
of obtaining design parameters for new PEMs. Figure 2.23 reveals that data from pyrazole,
the two triazoles, and tetrazole lie close to a correlation line with slope 0.61 ± 0.11, while
data from imidazole represent a statistically significant outlier from this correlation.
Indeed, the apparent activation energy for imidazole functional-group orientational
randomization in the pentamer system, 27.7 kJ/mol, is 6.3 kJ/mol higher than that expected
from this line (21.4 kJ/mol). Our results above suggest that two factors may conspire to
explain this behavior of imidazole: (i) key charges on hydrogen-bonding atoms N and H
intensify upon tethering, and (ii) the structure of imidazole allows for “linear” and not “zigzag” hydrogen-bonding clusters; linear hydrogen-bond clusters are postulated to pack more
effectively and thus be more stable.45 Imidazole is the only azole considered herein with
both of these properties. Despite this exception, the correlation in Figure 2.23 provides a
potentially useful design parameter for next-generation PEMs.
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Figure 2.23. Graph of reorientation (solid line) activation energies from functional group
in pentamers (red points) versus DFT-computed hydrogen bond energies on the x-axis
(B3LYP/6-311G(d,p)-BSSE; normalized by number of bonds), showing a linear
correlation (R2=0.94) exists between the gas-phase dimer energy and bulk rotation barrier
in pyrazole, triazoles, tetrazole.
Table 2.8. Apparent activation energies of reorientation rates for neat liquids and oligomers (all
kJ/mol); lq = liquid, fg = functional group in pentamers; lk = linker in pentamers; bk = backbone
in pentamers.
Name

Ea (lq)

Ea (fg)

Ea (fg-LT)

Ea (lk)

Ea (bk)

pyr

12.6

17.1

49.4

31.3

32.1

imi

10.9

27.7

52.9

28.0

27.0

tri4

14.4

22.2

59.7

29.5

33.4

tri3

11.3

22.1

57.9

27.4

30.6

tet

12.1

27.5

62.8

38.6

38.8
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2.4 Summary and Concluding Remarks
We have simulated structures and dynamics of hydrogen bonding in amphiprotic groups
including azole bases (pyrazole, imidazole, 1,2,4-triazole, 1,2,3-triazole, tetrazole) as neat
molecular liquids and also tethered in pentamer brush-like structures. Each monomer of
the pentamer brush includes one amphiprotic functional group connected to a butyl
backbone via a propyl linker. We have investigated how tethering and varying functional
groups influence sizes of hydrogen bond networks and rates of reorientation dynamics,
both factors thought to affect proton conduction.
We have employed the DL_Poly_2 molecular dynamics suite with the GAFF force field
for azoles to simulate pentamer systems for temperatures in the range 200−900K, and to
simulate neat liquids under liquid temperatures at a pressure of 1 atm. Accuracy tests of
the force fields used herein showed good agreement on hydrogen bond strengths and bond
lengths when compared to density functional theory calculations on gas-phase dimers.
Constant pressure (NpT) molecular dynamics (MD) simulations were used to compute
thermodynamic equations of state for the four liquids and four pentamer materials, giving
good agreement for systems where experiment density data are available. Constant
energy/volume (NVE) MD simulations were launched from equilibrated NpT
configurations to compute properties such as sizes of hydrogen-bond clusters; orientational
order parameters and orientational correlation functions (OCFs) characterizing liquids,
tethered functional groups, linkers, and backbones; and reorientation times and associated
activation energies.
In general, the tethered systems retain roughly the same size of hydrogen-bond cluster as
do liquids at the same temperature, but with longer hydrogen lifetimes. All the pentamerbased materials studied above exhibit a liquid to glassy-solid transition upon cooling, with
glassy solids forming around 500 K. Functional-group reorientation rates were found to
decrease dramatically upon tethering, and reorientation barriers increased upon tethering.
The activation energies associated with orientational randomization of functional groups
agree well with NMR data for imidazole oligomers tethered with ethylene oxide linkers.
We also found good agreement with NMR data for low- and high-temperature activation
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energies associated with orientational randomization of tethered 1,2,3-triazole systems.
Finally, we found a linear correlation between gas-phase hydrogen-bond energies and
tethered-functional-group reorientation barriers for all azoles except for imidazole, which
exhibits a rotational barrier ~6 kJ/mol above the correlation-line value because of both
charges and molecular structure allowing more stable packing of hydrogen-bonded
clusters.
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CHAPTER 3
MOLECULAR SIMULATIONS OF HYDROGENED CLUSTERS AND
REORIENTATION DYNAMICS IN LIQUID AND GLASSY ACID SYSTEMS
3.1 Introduction
There are relatively few design criteria available to polymer chemists for making PEMs
with increased conductivities. The first is to make polymers with low glass-transition
temperatures which retain segmental flexibility, simulating the liquid-like dynamics that
often give rise to higher proton conductivities. The second is to minimize the volume
fraction occupied by non-protogenic groups – the polymer backbone and linkers that
connect protogenic groups to the backbone – to reduce regions of space that block
Grotthuss shuttling because such regions lack hydrogen bonding networks. The third
design criterion for making improved PEMs pertains to tethering functional groups with
relatively low pKa values, which produce higher concentrations of protonated species, an
important thermodynamic factor that leads to increased proton conductivities. Inspired by
these criteria, we simulate below the hydrogen-bonding properties of materials composed
of oligomers, i.e., short brush-like molecules16 with flexible alkane backbones and short
alkyl linkers that connect functional groups to backbones (see Figure 3.1).
Towards this end, several classes of functional groups present promising candidates for
designing improved proton conductors. The wealth of organic syntheses of carboxylic
acids make them feasible polymer chemistry targets; phosphonic acids are important
because neat liquid phosphoric acid exhibits the highest known proton conductivity;17 and
sulfonic acids remain interesting because Nafion, a sulfonated fluoropolymer-copolymer,
is the first industrial-strength material used as a fuel cell PEM.18
Below we report simulations of several acidic amphiprotic groups as neat liquids and
tethered via linkers to aliphatic backbones, to determine how tethering and varying
functional groups affect hydrogen bond networks and reorientation dynamics. We find
anomalously large hydrogen-bond clusters in neat liquid phosphoric acid as compared to
all other systems studied herein, a neutral-system signature of its high conductivity.
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Simulated rates of functional group reorientation reported below decreased dramatically
upon tethering, consistent with corresponding drops in experimental proton conductivities,
suggesting that trends in proton conductivity may be captured in simulations without
explicit excess charge.
3.2 Theoretical Methods
3.2.1 Systems
We have modeled molecular oligomers with the following pendant functional groups:
acetic acid, formic acid, sulfonic acid and phosphonic acid (see Figure 3.1). Our previous
work14-15, 33 showed that butyl backbone/ propyl linker groups are the shortest ones that
provide enough special room to form strong hydrogen bonding between amphiprotic
groups. In what follows, we focus on four materials composed of pentamers, each with one
of the four pendant amphiprotic acid groups.

Figure 3.1. Oligomer with butyl backbone, propyl linker and various functional groups.

We also considered four neat liquid acids, each composed of the amphiprotic groups shown
in Figure 3.1 with R replaced by hydrogen (H) except for sulfonic and phosphonic groups,
in which cases R was replaced by hydroxyl (OH) to yield sulfuric and phosphoric acids,
respectively. We studied sulfuric and phosphoric acids because of the availability of
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previously reported potential parameters (see below). The four pentamer-based systems
were simulated at temperatures from 200-900 K, while the neat liquid acids were studied
at temperatures between the known, standard melting and boiling temperatures for each
liquid.
Each liquid system was formed by starting with a plausible unit cell using interatomic
distances extracted from analogous systems (via Gauss View) and the sequence of MD
simulation steps could be found in section 2.2.1. Table 3.1 contains useful information for
building these liquid systems, such as numbers of molecules, and mean lattice parameters
for selected temperatures.

Table 3.1. Liquid systems building information including numbers of molecules, and mean lattice
parameters for selected temperatures.
mean lattice parameter
liquid name

numbers of
molecules

(Å)

temperature/K
a

b

c

Acetic acid

480

280

47.5

29.8

30.4

Formic acid

533

280

39.2

27.2

30.1

Sulfuric acid

512

270

35.5

35.5

35.5

512

300

35.3

35.3

35.3

Phosphoric
acid

The pentamer-based systems building method is same as described in section 2.2.1. The
NVE production time is 5ns for acetic and formic acid, and 30 ns NVE production for
sulfuric and phosphoric acid due to the slow reorientation dynamics. Table 3.2 contains
mean lattice parameters for each pentamer-based material at 300 K.
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Table 3.2. The mean lattice parameters of oligomeric systems at 300K.
mean lattice parameter (Å)
oligomer name
a

b

c

Acetic acid

50.7

37.6

20.3

Formic acid

46.0

38.4

19.7

Sulfonic acid

45.5

27.5

28.8

Phosphonic acid

42.3

38.5

23.3

3.2.2 Simulation Details.
The general Amber force field (GAFF) 50-51 was initially chosen to describe intra- and intermolecular interactions for all systems studied. As a fundamental test of this force field, we
calculated binding energies of gas-phase homo-dimers of functional group molecules
(details shown in section 2.2.2). Our initial tests showed that GAFF gives not good
agreement on hydrogen bond strengths, necessitating parameters in Eq. 2.1 specifically
tuned for acetic acid,56 formic acid,47 sulfuric acid,57 and phosphoric acid.58 The resulting
comparison of dimerization energies (Figure 3.2) shows that the collection of force fields
used herein captures hydrogen bond strengths for all four systems, while exhibiting
consistently higher dimerization energies because of the bidentate nature of hydrogen
bonding in these systems, as shown schematically in Figure 3.2 for acetic and phosphoric
acids. In addition, we found it necessary to decrease by 4.35% the Lennard-Jones  values
for inter-molecular pairs in phosphoric acid as follows: P-P: 4.595 Å to 4.395 Å; O-O:
3.111 Å to 2.981 Å; P-O by standard mixing rules, to produce a phosphoric acid liquid
density close to the experimental value (see Figure 3.4 for simulated liquid and pentamer
densities versus temperature). Atomic point charges in liquid systems and in tethered
functional groups are reported in Table 3.3. The inter-molecular hydrogen bond lengths
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from B3LYP/cc-pVQZ and DL_Poly_2 dimer optimizations are given in Table 3.4, also
showing broad agreement. As such, the force fields used herein capture the essential
characteristics of hydrogen bonding in the 16 systems studied below.
Table 3.3. Atomic point charges of liquid molecule(A) and functional groups in tethered
monomer(B) for four acids. The charge in liquid molecule is not exactly the same as in monomer
after tethering. The charge in pentamer is the same as in monomer.

(A)
Acetic acid

Formic acid

Sulfuric acid

Phosphoric acid

Atom

charge

Atom

charge

Atom

charge

Atom

charge

C1

0.76605

C1

0.584036

S1

1.205767

P1

1.322038

C2

-0.476276

O2

-0.494423

O2

-0.531710

O2

-0.581654

H3

0.405199

O3

-0.568999

O3

-0.529081

O3

-0.669934

H4

0.133759

H4

0.433034

O4

-0.531218

O4

-0.670444

H5

0.15064

H5

0.046352

H5

0.457662

O5

-0.670545

H6

0.150652

O6

-0.529081

H6

0.423324

O7

-0.588136

H7

0.457662

H7

0.423618

O8

-0.541888

H8

0.423598

(B)
Acetic acid

Formic acid

Sulfonic acid

Phosphonic acid

Atom

charge

Atom

charge

Atom

charge

Atom

charge

C1

-0.038841

C1

-0.132673

S1

0.971425

P1

0.931458
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H2

0.001001

H2

0.036859

O2

-0.498099

O2

-0.626613

H3

0.034984

H3

0.025524

O3

-0.624074

O3

-0.628386

C4

-0.040629

C4

-0.039206

O4

-0.49793

O4

-0.671621

H5

0.004689

H5

0.014505

H5

0.476956

H5

0.428491

H6

0.012388

H6

0.016495

C6

-0.210226

H6

0.453026

C7

0.247104

C7

0.262848

C7

0.095064

C7

-0.246007

H8

-0.024614

H8

-0.027782

H8

0.123113

C8

0.037286

H9

-0.020805

H9

-0.049944

H9

0.122635

H9

0.107142

C10

-0.426606

C10

-0.425495

C10

-0.07903

H10

0.142293

H11

0.097454

H11

0.096577

H11

0.02357

C11

0.132015

H12

0.097508

H12

0.095512

H12

0.023849

H12

0.008381

C13

-0.153951

H13

0.094617

H13

0.017752

H13

0.028214

H14

0.048419

C14

-0.007818

H14

0.016223

H14

-0.033285

H15

0.060386

H15

0.00316

C15

0.02822

H15

-0.027538

C16

-0.086857

H16

0.033486

C16

-0.018933

C16

-0.127604

H17

0.015969

C17

0.103691

H17

-0.006938

C17

0.075978

H18

0.038982

H18

0.004897

H18

-0.006668

H18

0.018879

C19

0.189055

H19

0.014948

C19

0.238509

H19

0.014282

H20

-0.017024

C20

-0.263169

H20

0.004797

C20

0.136222

H21

0.02107

H21

0.101105

H21

0.005551

H21

-0.011686
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C22

-0.436113

H22

0.086446

C22

-0.344437

H22

-0.013

C23

0.846324

C23

0.698497

H23

-0.042386

C23

-0.288525

O24

-0.550836

O24

-0.544042

H24

-0.043505

H24

-0.017601

O25

-0.692603

O25

-0.635389

H25

0.078638

H25

-0.021047

H26

0.444592

H26

0.436353

H26

0.073257

H26

0.073768

H27

0.122065

H27

0.072668

H27

0.062796

H28

0.101436

H28

0.062682

H29

0.105453

Table 3.4. Hydrogen bond lengths calculated using DFT (B3LYP/cc-pVQZ) and force fields (FF
using DL_Poly_2) in optimized dimers. Also shown are RDF peak distances calculated using
DL_Poly_2 (MD) in liquid systems for comparison with literature simulation values (ref).
dimer H-bond

dimer H-bond

RDF peak-MD RDF peak-ref

length/DFT (Å)

length/FF (Å)

(Å)

ace

1.63

1.66

1.67

1.6573

for

1.65

1.73

1.79

1.8521

sul

1.68

2.0

2.37

pho

1.57

1.57

1.62

name

55

(Å)

1.6074

Figure 3.2. Dimerization energies calculated using modified force fields (Refs 47,56-58) (acids:
formic acid, acetic acid, sulfuric acid and phosphoric acid) (red) and B3LYP/cc-pVQZ-BSSE
(black). ace = acetic acid; for = formic acid; sul = sulfuric acid and pho = phosphoric acid.

3.3 Results and Discussion
Here we report a hierarchy of simulated properties, including the calculated
thermodynamic densities of liquid acids and pentamer systems from NpT simulations;
hydrogen bonding lifetimes, cluster sizes, orientational order parameters, orientational
correlation functions, and reorientation rates of various molecular segments from NVE
simulations of the neat liquid acids and pentamer-based materials.
3.3.1 Density Equation of State.
To test the thermodynamic predictions of the force fields, we show in Figure 3.4 the
densities of pentamer systems over the range of 200 - 900 K, and neat liquid acids in each
liquid temperature range. The experimental densities of liquid acids at 298 K (squares)
agree well with our simulated values, with error less than 4%. The temperature
dependencies of pentamer densities are weaker than those of the liquids, which may be due
to the glassy state of pentamer materials at lower temperatures. The relative abundance of
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3rd row elements S and P in neat sulfuric and phosphoric acids accounts for their higher
densities over the acetic and formic acids. The radial distribution function plots for
intermolecular H····N/O atom pairs in neat liquids at 300 K are shown in Figure 3.3 and
their peak distances are tabulated in Table 3.4, which agree well with available literature
values.
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Figure 3.4. Densities of neat liquid acids (solid circle) and pentamers (open
circle) as a function of temperature. Simulated neat liquid densities (298 K)
agree well with experimental data (squares).

Figure 3.3. Radial distribution functions (RDFs) for intermolecular H ····N/O
atom pairs in neat acid and azole liquids simulated at 300 K.
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3.3.2 Hydrogen Bond Numbers and Lifetimes.
Figure 3.5 shows for the numbers of hydrogen bonds as a function of temperature for neat
liquids and pentamers, relative to the total number of amphiprotic groups in each
simulation. The neat liquids in Figure 3.5 generally show larger (normalized) numbers of
hydrogen bonds than in corresponding tethered systems. The variation in numbers of
hydrogen bonds with temperature is too weak to extract apparent activation energies for
these systems, prompting us to turn to hydrogen bond lifetimes.
Figure 3.6 shows mean hydrogen lifetimes for liquids and pentamers versus temperature.
Except for sulfuric acid, hydrogen bonds were found to exhibit longer lifetimes in
pentamers than in corresponding liquids, indicating that tethering constraints appear in
most cases to enhance hydrogen bond lifetimes. The apparent activation energies
associated with these hydrogen bond lifetimes (shown in Table 3.5) are slightly larger for
pentamers than for neat liquids (except again for sulfuric acid). Both liquid and pentamer
lifetime activation energies are much less than typical apparent activation energies
extracted from proton conductivities,18,59,61 indicating that the simple act of breaking
individual hydrogen bonds does not account for the energetics of proton conduction.
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Figure 3.5. Numbers of hydrogen bonds versus temperature for neat liquid
acids (closed circles) and acid pentamers (open circles), relative to the
total number of amphiprotic groups each simulation box.

Figure 3.6. Arrhenius dependence of hydrogen bond lifetimes for
neat liquid acids (solid circles) and acid pentamers (open circles).
Apparent activation energies are shown in Table 3.5.
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Table 3.5. Apparent activation energies of hydrogen bond lifetimes for neat liquids (lq) and
pentamers (ol).
Name

Ea (lq) (kJ/mol)

Ea (ol) (kJ/mol)

for

4.3

8.9

ace

6.2

9.7

sul

1.8

1.6

pho

4.8

11.3

3.3.3 Hydrogen Bond Cluster Sizes.
We now turn our attention to more collective properties of hydrogen bonding in these
systems, focusing first on hydrogen-bond cluster sizes. Figure 3.7 and Figure 3.8 show for
phosphoric/sulfuric and acetic/formic, respectively, mean hydrogen-bond cluster sizes as a
function of temperature for the neat liquids and pentamers. The most striking result, shown
in Figure 3.7, is that the mean cluster size for liquid phosphoric acid remains at ~512 for
all temperatures studied, which equals the total number of phosphoric acid molecules in
the simulation cell. All the liquid phosphoric acid molecules are connected by hydrogen
networks in the simulation box. This remarkable behavior of liquid phosphoric acid in our
simulations may explain in part the anomalously high proton conductivity in this material.
We also note from Figure 3.7 that hydrogen bond cluster sizes in tethered phosphonic acid
(T ≤ 500 K) remain orders of magnitude above all other tethered systems studied herein,
suggesting tethered phosphonic oligomers as promising targets for new PEMs. In contrast,
while cluster sizes for liquid sulfuric acid are relatively high (~100), they drop considerably
upon tethering to sizes (~4) typical for other tethered systems shown in Figure 3.7 and
Figure 3.8.
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Figure 3.7. Mean hydrogen bond cluster sizes versus temperature for neat
sulfuric and phosphoric acid liquids (solid circles), and corresponding
pentamers (open circles). The inset figure shows sulfonic pentamer
cluster sizes.

Figure 3.8. Mean hydrogen bond cluster sizes versus temperature for neat
acetic and formic acid liquids (solid circles), and corresponding pentamers
(open circles).
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3.3.4 Functional Group, Linker, and Backbone Orientational Order Parameters.
Figure 3.9 shows the functional group orientational order parameter in pentamer materials
as a function of temperature over the range 200–900 K. Figure 3.10 and Figure 3.11 show
the same for linker and backbone segments. Order parameters computed for liquid systems
(data not shown) were found to vanish within statistical error of a few percent. If we define
liquid-like motion by an order parameter less than 0.1, we see in Figure 3.9 that acetic and
formic functional groups appear liquid-like at 400 K, phosphonic groups become active at
600 K, and sulfonic groups appear orientationally randomized only at 900 K. Similar trends
are seen in Figure 3.10 and Figure 3.11 for linker and backbone segments, with acetic and
formic achieving linker/backbone orientational randomization at 600 K, phosphonic-based
pentamers reaching linker/backbone liquid-like motion at 700 K, and sulfonic-based
materials achieving linker/backbone motion at 900 K.
Figure 3.9, Figure 3.10 and Figure 3.11 show that trends in backbone orientational order
parameters, related to the glass transition temperature (Tg) of polymers, 62 also track with
trends in linkers and functional groups. This finding may explain why proton conductivities
often anti-correlate with polymer Tg values,22,61-63 as lower Tg values correspond to higher
backbone flexibilities, which our present findings suggest may also correlate with
enhanced functional group and linker motion.
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Figure 3.9. Orientational order parameter versus temperature for functional
groups in pentamer materials.

Figure 3.10.. Orientational order parameters for linker segments in pentamers.
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Figure 3.11. Orientational order parameters for backbone segments in pentamers.

3.3.5 Orientational Correlation Functions.
Orientational correlation functions (OCFs) for liquid molecules, pentamer functional
groups, linkers, and backbone segments were calculated for all four functionalities and for
a variety of temperatures over relevant ranges. Here we report on selected OCFs. Figure
3.12 shows OCFs for formic acid liquid at various temperatures. All OCFs for liquid
molecules were found to exhibit complete decay, consistent with vanishing order
parameters. Figure 3.13 shows OCFs for tethered formic acid functional groups over the
range 200–900 K, revealing distinct liquid-like regimes at high temperatures and glassy
regimes at low temperatures. Figure 3.14 and Figure 3.15 show OCFs for backbone and
linker segments, respectively, in formic-acid-based pentamers over a range of
temperatures, indicating the same liquid-like and glassy regimes. All OCFs for liquids and
pentamers (above 400 K) were fitted to biexponential functions, reorientation times ( 2 )
were extracted at various temperatures, and apparent activation energies were computed
(Table 3.6) by Arrhenius analysis (Figure 3.16-Figure 3.19). The pentamer motions below
400 K were too sluggish to be captured by our present computational resources.
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Figure 3.12. Orientational correlation functions of liquid formic acid at
various temperatures.

Figure 3.13. Orientational correlation functions of formic acid functional
groups in pentamers at various temperatures.
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Figure 3.14. Orientational correlation functions of backbone in formic acid
pentamer at different temperatures.

Figure 3.15. Orientational correlation functions of linker in formic acid
pentamer at different temperatures.
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Figure 3.16. Arrhenius plot of reorientation times for neat liquids.

Figure 3.17. Arrhenius plot of reorientation times for amphiprotic groups in
pentamers.
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Figure 3.16 shows that molecular reorientation in liquid phosphoric acid is the second
slowest of all liquids studied herein, while Figure 3.7 shows that hydrogen bond clusters in
liquid phosphoric acid are orders of magntiude larger than all in other liquids. These results
suggest that the neutral-system signature of the high experimental proton conductivity of
phosphoric acid is its large hydrogen-bond clusters. The seminal ab initio dynamics study
reported by Vilviauskas et al.17 shows that both extended hydrogen bonding and collective
proton transfer dynamics are at the heart of proton conduction in liquid phosphoric acid.
Nonetheless, in the absence of excess charge, we find that anomalously extended hydrogen
bond networks set liquid phosphoric acid apart.

Figure 3.18. Arrhenius plot of reorientation times for linker groups in pentamers.
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Figure 3.19. Arrhenius plot of reorientation times for backbone groups in
pentamers.
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Figure 3.20. Graph of reorientation activation energies from liquids (black) and pentamers
[backbone (pink), linker (blue), functional group (red)] and DFT-computed hydrogen bond
energies (B3LYP/cc-pVQZ-BSSE; normalized by number of bonds), showing that no
monotonic correlation exists between gas-phase dimer energy and bulk rotation barrier.

Figure 3.20 pursues the possibility of correlations between reorientation activation energies
in liquid and pentamer systems, and hydrogen bond energies from DFT calculations on
gas-phase dimers (Table 3.6). Such a correlation could simplify the process of obtaining
design parameters for new PEMs. Figure 3.20 shows that, with the exception of acetic acid,
simulated reorientation activation energies increase from liquids to pentamers. Figure 3.20
also reveals that no simple monotonic relation exists between gas-phase dimerization
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energies and bulk-phase reorientation barriers, likely because of the importance of
solvation-shell fluctuations that facilitate and ultimately control reorientational motion.

Table 3.6. Apparent activation energies of reorientation rates for neat liquids and oligomers (all
kJ/mol); lq = liquid, fg = functional group in pentamers; lk = linker in pentamers; bk = backbone
in pentamers.
Name

Ea (lq)

Ea (fg)

Ea (lk)

Ea (bk)

ace

17.4

14.5

31.3

31.2

for

12.1

14.3

28.0

34.0

sul

17.3

79.9

75.6

68.1

pho

33.2

44.9

38.2

52.0

3.4 Summary and Concluding Remarks
We have simulated structures and dynamics of hydrogen bonding in amphiprotic groups
including acids (acetic acid, formic acid, sulfuric acid, phosphoric acid) as neat molecular
liquids and also tethered in pentamer brush-like structures. Each monomer of the pentamer
brush includes one amphiprotic functional group connected to a butyl backbone via a
propyl linker. We have investigated how tethering and varying functional groups influence
sizes of hydrogen bond networks and rates of reorientation dynamics, both factors thought
to affect proton conduction. Our simulations aim to identify properties of neutral proton
conductors that may provide signatures useful for explaining and predicting trends in
proton conduction.
We have employed the DL_Poly_2 molecular dynamics suite with specialized force fields,
to simulate pentamer systems for temperatures in the range 200−900K, and to simulate neat
liquids under liquid temperatures at a pressure of 1 atm. Accuracy tests of the force fields
used herein showed good agreement on hydrogen bond strengths and bond lengths when
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compared to density functional theory calculations on gas-phase dimers. Constant pressure
(NpT) molecular dynamics (MD) simulations were used to compute thermodynamic
equations of state for the four liquids and four pentamer materials, giving good agreement
for systems where experiment density data are available. Constant energy/volume (NVE)
MD simulations were launched from equilibrated NpT configurations to compute
properties such as sizes of hydrogen-bond clusters; orientational order parameters and
orientational correlation functions (OCFs) characterizing liquids, tethered functional
groups, linkers, and backbones; and reorientation times and associated activation energies.
We have found that, among the neat liquids, phosphoric acid exhibits anomalously large
hydrogen-bond clusters, orders of magnitude larger than all other systems studied except
for liquid sulfuric acid. We have also found that phosphoric acid exhibits relatively slow
molecular reorientation, second only to sulfuric acid for sluggish orientational
randomization. As such, we surmise that the neutral-system signature of the high
experimental proton conductivity of phosphoric acid is its large hydrogen-bond clusters.
We also note that among the tethered systems, tethered phosphonic acid is the only one to
exhibit such large hydrogen-bond clusters, suggesting that this hypothetical material
should be a synthetic target for a new, advanced PEM.
All the pentamer-based materials studied above exhibit a liquid to glassy-solid transition
upon cooling, with the formic-, and acetic-based pentamers retaining liquid-like motion to
relatively low temperatures (~400 K); phosphonic-pentamers lost liquid motion around 600
K; and sulfonic-pentamers lost motion around 900 K. Functional-group reorientation rates
were found to decrease dramatically upon tethering, and reorientation barriers increased
upon tethering except for acetic-based systems. We found no monotonic correlation
between gas-phase hydrogen bond energies and bulk reorientation barriers. It appears that
hydrogen-bond cluster size is of great importance for liquid phosphoric acid.
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CHAPTER 4
DENSITY FUNCTIONAL THEORY STUDY OF MIXED ALDOL REACTIONS
CATALYZED BY HZSM-5 CLUSTERS
4.1. Introduction
In the present study we apply delta-cluster approach to investigate aldol condensation in
HZSM-5 zeolite of acetone with a panel of aldehydes: formaldehyde, the smallest aldehyde
for benchmarking purposes; furfural, the smallest aromatic aldehyde; and hydroxymethylfurfural (HMF), the most technologically important biomass-derived aldehyde.30,
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Density functional theory(DFT) is used to investigate how changing aldehyde size may
influence energetics and mechanisms of aldol condensation.
We report our results on delta-cluster convergence of free energies of intermediates and
transition states for acetone aldol condensation with formaldehyde, furfural, and HMF,
considering both concerted and stepwise processes where relevant. Firstly, we find that the
neighbor-list radius of 4 Å is sufficient to converge barriers with respect to delta-cluster
size for all reaction steps ((i) keto/enol tautomerization (in 2 elementary steps), (ii)
bimolecular combination between the enol and the aldehyde (in 3 elementary steps), and
(iii) elimination of water to form the olefinic product (in 2 or 3 elementary steps))
considered, yielding results in agreement with periodic DFT for a fraction of the
computational cost. To organize all this information into predictions testable by
experiments, we perform microkinetic calculations76-78 in the pseudo-steady-state
approximation (PSSA)76, 79 – i.e., assuming that the concentrations of stable adsorbate
species are constant with respect to time – to produce overall apparent activation energies
for each process considered.
We predict that aldol dehydration in HZSM-5 is concerted for the formaldehyde product,
and stepwise for furfural and HMF duo to their bulky size of aromatic ring substitute
instead of hydrogen, furfural and HMF exhibit faster aldol reactivity than does
formaldehyde as controlled by different rate-determining steps, because of charge
delocalization from furan rings in furfural and HMF.
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4.2. Methods
4.2.1. Reaction Processes.
To investigate the convergence of reaction barriers from clusters of HZSM-5, we studied
all three steps of the aldol reaction between acetone and formaldehyde: (i) keto/enol
tautomerization of acetone (Figure 4.1a), (ii) bimolecular combination between the acetone
enol and formaldehyde (Figure 4.1b), and (iii) dehydration of the corresponding aldol
product (also Figure 4.1b). Given these convergence results, we then modeled the
bimolecular combinations between the acetone enol and the aldehydes – furfural and HMF
(Figure 4.1c and Figure 4.1d, respectively) – as well as their dehydrations (also in Figure
4.1c and Figure 4.1d, respectively) in clusters of HZSM-5.

Figure 4.1. Reactions under study: (a) keto-enol tautomerization of acetone; bimolecular
combinations and dehydration between acetone enol and (b) formaldehyde, (c) furfural, and (d)
HMF.
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4.2.2. Zeolite Delta Clusters.
Here we give a description of the delta-cluster method41 as applied, for the first time, to
computing reaction barriers. The delta-cluster approach is based on including all zeolite
atoms that fall within the union of several spheres – all with the same radius () – but
centered at the following various points: the zeolite Brønsted site oxygen atoms, and each
atom of one or more relevant guest molecule configurations, ensuring that the delta cluster
is sufficient and optimal for enveloping the guest(s) chemistry under study. We note that
applying the delta cluster method using several different radii on the active atoms might
produce even smaller clusters, but we favor the simplicity of using a single length scale to
define single-δ optimal clusters. For modeling reactions in zeolites, we have found it most
convenient to use estimates of both reactant and product guest configurations
simultaneously to build delta clusters, ensuring that the resulting cluster is sufficient to
envelop and confine the entire reaction path. Although delta clusters are significantly
smaller than the HZSM-5 unit cell, the delta approach yields clusters that accurately
account for confinement by including only relevant framework atoms needed to describe
the physical chemistry and encompass the reactant system within the zeolite pore.
Because the delta cluster method requires a priori estimates of guest molecule coordinates,
previous knowledge and/or lower-level methods can be useful for estimating guestmolecule locations. Our investigations indicate that the precise nature of a given delta
cluster – e.g., its size and boundary surface – is not overly sensitive to the accuracy of
estimated guest configurations; these are required to indicate the broad region of
intracrystalline zeolite space needed to treat a given reaction. In the current work, initial
reactant and product geometries for acetone keto/enol tautomerization, and for bimolecular
combination with formaldehyde, were taken from optimized clusters in our earlier studies
of HZSM-5.38 For the bimolecular combination of the enol with furfural, a new estimate
of reactant/product geometries was obtained by converting a hydrogen on formaldehyde to
a furan ring and re-optimizing reactants and products in a large cluster ( = 7 Å) at PM6.80
The same bootstrapping approach was used to generate clusters for enol/HMF, converting
a hydrogen in furfural to a hydroxy-methyl group. Clusters for the three water elimination
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reactions, which required estimates of water binding geometries in HZSM-5, were found
to be relatively insensitive to the precise location of water in the pore. The delta-cluster
approach has been implemented in Schrödinger’s Maestro81 graphical user interface via a
Python script, which is freely available from the authors or from Schrödinger.
As in our previous work,38,82,83 the Brønsted acid site in HZSM-5 was chosen to be between
Si(2) and Si(8), centered on O(13) (see Figure 4.2). Due to its proximity to the HZSM-5
channel intersection, O(13) is deemed a catalytically relevant site.82 We note in Figure 4.2
that the active site oxygen, O(13), is denoted as O2 for ease of numbering adjacent active
site oxygens (not the crystallographically-sanctioned labels). Delta clusters were carved
out from the periodic crystal and terminated at either Si or O atoms.84 Hydrogen atoms
were used to cap terminal Si or O atoms, with Si-H / O-H bond lengths set to 1.4 Å / 0.9
Å, respectively. In all calculations, terminal –H and –OH groups were frozen in their
crystallographic positions. Fixing the oxygens of terminal –OH groups is important for
freezing terminal OH wagging motions that can complicate convergence of optimizations
and transition state searches in finite zeolite clusters.

Figure 4.2. Two-dimensional representation of the Brønsted acid site in HZSM-5. We denote the
active site oxygens as O1, O2, O3 and O4 for simplicity; these are not the crystallographicallysanctioned labels in HZSM-5, in which the oxygen labeled O2 corresponds to O (13).

Generating consistent energetics for each multistep reaction pathway requires using a
single, master cluster for keto/enol, combination, and dehydration reactions. This is trivial
for periodic calculations, which use the same unit cell for each calculation. In contrast, the
delta cluster approach generates distinct, tailored clusters for each of these elementary
77

steps. To generate a master delta cluster, we simply take the union of the elementary-step
delta clusters, and recompute all reactant, product, intermediate, and transition state
energies and frequencies using geometries obtained from the smaller, tailored delta
clusters. In principle, the master cluster could be different for acetone reacting with
formaldehyde, furfural, or HMF. For simplicity, we used the master cluster for
acetone/HMF for all three pathways. Overall, this computational process was found to be
straightforward and efficient, involving master-cluster sizes roughly one third the size of
the HZSM-5 unit cell, and CPU times roughly 20 times less than those using the entire unit
cell in head-to-head comparisons running VASP on a single processor (see Table 4.1 for
CPU times).
4.2.3. Computational Details.
The B3LYP85 hybrid density functional was used with the 6-311G(d,p)86 basis set as
implemented in Gaussian (version EM64L-G09RevB.01).87 Dispersion corrections via the
Grimme88 approach (henceforth denoted B3LYP+D3) were made using the electronic
structure program Jaguar,89 because the D3 option is not available in Gaussian09 (version
EM64L-G09RevB.01). This approach yielded38 a barrier for the keto/enol tautomerization
of acetone in HZSM-5 in quantitative agreement with the cluster calculations of Boekfa et
al.37 using M06-2X/6-311+G(2df,2p), and with the periodic planewave calculations of Liu
et al.39 using the PBE density functional. To test the sensitivity of our computed barriers to
changes in basis set and density functional, we computed acetone keto/enol barriers using
either B3LYP+D3 or the dispersion-corrected wB97XD functional,88 along with either 6311G(d,p) or 6-311++G(3df,3pd) basis sets. Figure 4.3 shows that all four approaches
show similar cluster size convergence trends, with B3LYP+D3/6-311G(d,p) and
wB97XD/6-311++G(3df,3pd) results consistently within 1 kcal/mol. Table 4.1 shows the
CPU times corresponding to these calculations, indicating that B3LYP+D3/6-311G(d,p) is
more than 40 times faster than wB97XD/6-311++G(3df,3pd), a speedup mostly from the
difference in basis set size, from 1352 to 2957 basis functions as shown in Table 4.1 (for a
delta cluster with δ = 4.5 Å). To balance computational efficiency and accuracy, we apply
the B3LYP+D3/6-311G(d,p) approach for the remaining work presented here. For
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comparison, the CPU times of single point energy calculations of acetone for each method
is shown in Table 4.1. Based on these results, we deem the B3LYP+D3/6-311G(d,p)
approach an acceptable balance between computational efficiency and accuracy. Table 4.1
also shows a single-point CPU time for the 38T master cluster, for comparison with the
CPU time of a single point energy calculation of a perodic unit cell of ZSM-5 using the
VASP90 code. The PBE functional91 with a plane wave basis set was applied, with a cutoff
energy of 400 eV. These data show a speedup from the 38T master cluster to the entire unit
cell of a factor of 19.9, showing the utility of the delta cluster approach in comparison to
periodic plane wave calculations. The CPU times in Table 4.1 were taken from calculations
using Intel Xeon cores with clockspeeds ranging from 2.00 GHz to 2.67 GHz.

Figure 4.3. Single point of keto-enol energy barrier regarding to delta
cluster size with various functionals and basis sets, showing results
within 1 kcal/mol accuracy.
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Table 4.1. The CPU time of single point energy of keto for each approach for various cluster sizes.
6-311G
Cluster

# of

Size

T

δ (Å)

sites

(d,p)

6-311++

B3LYP/

B3LYP/

G(3df,3p
d)

6-311++G

6-311G(d,p)

(3df,3pd)

wB97XD/
6-311G(d,p)

wB97XD/
6-311++G
(3df,3pd)

PBE/
plane wave

CPU Time
# of basis functions

CPU Time (minutes) in Gaussian

(minutes) in
VASP

2

3

276

645

4

99

5

110

3

6

588

1323

19

564

24

799

4

14

962

2128

50

2246

60

2846

4.5

19

1352

2957

101

6416

119

36795

38

2404

Master
Cluster
Unit
Cell

393

96

7838

Unless otherwise specified, all energies reported are Gibbs free energies in kcal/mol.
Atomic charges for analyzing electronic structures of intermediates and transition states
were calculated using the Merz-Kollman procedure to reproduce the electrostatic
potential.92,93 To obtain thermodynamic properties of reactants, products, intermediates,
and transition states, we applied corrections for zero-point energy, nonzero temperature (to
obtain internal energies), work (to obtain enthalpies), and entropy (to obtain Gibbs free
energies) within the harmonic oscillator model.
Dispersion corrections using the Grimme88 approach, as implemented in the Jaguar89
computational chemistry software suite, were applied to all structures (Table 4.2) these
were not found to qualitatively influence the computed trends, likely because of the
importance of site-specific hydrogen-bonding in zeolite-catalyzed aldol chemistry.
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In the following tables, all energy correction terms were extracted from the normal mode
analyses of the optimized reactant, transition, and product state at 298.15 K and 1atm. Final
computed reaction and activation energies are reported in the main body to within 0.1
kcal/mol, while individual corrections are reported below to within 0.01 kcal/mol accuracy
to avoid round-off errors.
Outputs from Gaussian0987 calculations include corrections to bring bare electronic
energies to enthalpies and Gibbs free energies. Both of these corrections contain the zeropoint vibrational energy correction, and the Gaussian Gibbs correction also contains the
enthalpic correction. We wish to specify each of these corrections separately. To avoid
double (and sometimes triple) counting each of these contributions, we define the
corrections in a way different from the Gaussian output. Our scheme below shows how
we take Gaussian outputs to compute the individual corrections.
The full enthalpy of activation (∆𝐻𝑎𝑐𝑡 ) presented herein was obtained using the following
calculation scheme:
0
∆𝐻𝑎𝑐𝑡 = ∆𝑉𝑎𝑐𝑡
+ ∆𝐷3 + ∆𝑉𝑍𝑃𝑉𝐸 + ∆𝐻𝑐𝑜𝑟𝑟

eq 4.1

‡
0
𝑅
∆𝑉𝑎𝑐𝑡
= 𝑉0‡ – 𝑉0𝑅 , ∆𝐷3 = 𝐷3‡0 – 𝐷3𝑅0 , ∆𝑉𝑍𝑃𝑉𝐸 = 𝑉𝑍𝑃𝑉𝐸
– 𝑉𝑍𝑃𝑉𝐸

eq 4.2

‡
‡
𝑅
𝑅
∆𝐻𝑐𝑜𝑟𝑟 = 𝐻 ‡ − 𝐻 𝑅 , 𝐻 ‡ = 𝐻𝑐𝑜𝑟𝑟
− 𝑉𝑍𝑃𝑉𝐸
, 𝐻 𝑅 = 𝐻𝑐𝑜𝑟𝑟
– 𝑉𝑍𝑃𝑉𝐸

eq 4.3

where 𝑉0‡ and 𝑉0𝑅 are the electronic ground state energies of the transition and reactant
state, respectively, and 𝐷0‡ and 𝐷0𝑅 are the respective Grimme1 Dispersion corrections.
‡
𝑅
Enthalpy corrections are shown as 𝐻𝑐𝑜𝑟𝑟
and 𝐻𝑐𝑜𝑟𝑟
and zero-point vibrational energy
‡
𝑅
(ZPVE) corrections, 𝑉𝑍𝑃𝑉𝐸
and 𝑉𝑍𝑃𝑉𝐸
.

The full Gibbs free energy of activation (∆𝐺𝑎𝑐𝑡 ) was obtained in a similar fashion as
follows:
0
∆𝐺𝑎𝑐𝑡 = ∆𝑉𝑎𝑐𝑡
+ ∆𝐷3 + ∆𝑉𝑍𝑃𝑉𝐸 + ∆𝐻𝑐𝑜𝑟𝑟 + ∆𝐺𝑐𝑜𝑟𝑟

eq 4.4

‡
‡
𝑅
𝑅
∆𝐺𝑐𝑜𝑟𝑟 = 𝐺 ‡ − 𝐺 𝑅 , where 𝐺 ‡ = 𝐺𝑐𝑜𝑟𝑟
– 𝐻𝑐𝑜𝑟𝑟
, 𝐺 𝑅 = 𝐺𝑐𝑜𝑟𝑟
– 𝐻𝑐𝑜𝑟𝑟

eq 4.5
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0
where ∆𝑉𝑎𝑐𝑡
, ∆𝐷3, ∆𝑉𝑍𝑃𝑉𝐸 , and ∆𝐻𝑐𝑜𝑟𝑟 were defined previously in equations 4.1-4.3 and
‡
𝑅
𝐺𝑐𝑜𝑟𝑟
and 𝐺𝑐𝑜𝑟𝑟
are the free energy corrections, respectively.

The full enthalpy (∆𝐻𝑅𝑋𝑁 ) and Gibbs free energy (∆𝐺𝑅𝑋𝑁 ) of reaction were obtained in a
similar manner using corrections corresponding to the product state, instead of the
transition state (‡). Gas phase corrections were also computed according to this scheme,
excluding dispersion corrections.
In general, these corrections were not found to alter the trends obtained directly from the
potential energies.
Table 4.2. Activation energy corrections(kcal/mol) at 298.15K for various reactions in HZSM-5
clusters.
Reaction Cluster
Type

functional
ΔVact

Size

ΔD3

ΔVzpve ΔHcorr ΔGcorr ΔHact

ΔGact

a

ket

2

B3LYP

19.60 -1.54

-2.06 -0.91 3.22 15.09 18.31

a

ket

2

eD3-B3LYP

19.07 -0.39

15.75 17.38

a

ket

3

B3LYP

19.68 -1.24

-1.96 -0.83 2.35 15.65 18.00

a

ket

4

B3LYP

21.39 -1.62

-1.27 -0.74 1.95 17.77 19.72

a

ket

4

D3-B3LYP

20.49 -0.32

18.30 19.78

a

ket

4.5

B3LYP

21.23 -1.32

-0.99 -0.71 2.13 18.21 20.34

b

form

3

B3LYP

7.16 -6.42

-0.20 -1.23 4.35

b

form

3.5

B3LYP

9.89 -12.90 1.16

b

form

3.5

D3-B3LYP

4.46 -1.39
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-1.50 5.72

-0.68

3.67

-3.34

2.38

1.60

3.71

b

form

4

B3LYP

3.08 -4.87

b

form

4

D3-B3LYP

0.50 -0.01

b

form

5

B3LYP

3.48 -3.15

c

furf

4

B3LYP

hmf

4

B3LYP

d

aket:

-1.14 -0.99 3.16

-3.91

-0.76

-1.52

-0.51

-0.71 -0.92 2.09

-1.31

0.78

4.17 -4.81

0.83

-0.90 2.83

-0.71

2.12

2.62 -5.65

1.22

-0.99 3.49

-2.80

0.69

tautomerization of acetone,

bform:
cfurf:
dhmf:

combination reaction between the acetone enol and formaldehyde,

combination reaction between the acetone enol and furfural,
combination reaction between the acetone enol and hydorxymethylfurfural

eD3-B3LYP:

Dispersion corrected B3LYP single point energy in Jaguar

4.2.4. Locating Transition States.
Here we briefly describe our procedure for locating transition states. In the next paragraph,
we describe in detail the methods used for transition state searches. Although we have
located transition states for the keto/enol tautomerization and enol/formaldehyde
combination in our earlier work,38 we chose to ignore that information in this work, instead
aiming to establish naïve convergence of these barriers (along with the barrier(s) for 3oxobutanol dehydration) with respect to delta-cluster size. We find that a  value of 4.0 Å
is sufficient to converge these transition states; we subsequently applied this finding to the
location of enol-furfural and enol-HMF combinations and aldol dehydration transition
states.
All transition states were located using the Berny optimization algorithm,94 confirmed as
first-order saddle points by normal-mode analysis (NMA), and by steepest-descent
calculations to confirm that transition states connect with desired reactant and product
minima. Initial conditions for transition state searches for the three acetone/formaldehyde
reaction steps were obtained by bootstrapping: first finding transition states in smaller
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systems with respect to cluster size and level of theory and using those results as initial
conditions to work up to the final transition state calculations at B3LYP+D3 on converged
delta clusters. Initial conditions for transition state searches for acetone/furfural reaction
steps were obtained by bootstrapping from acetone/formaldehyde transition states by
transforming a hydrogen in formaldehyde to a furan ring, and recomputing transition states
– first at lower levels of theory and eventually at B3LYP+D3. Similarly, initial conditions
for transition state searches for acetone/HMF were obtained by bootstrapping from
acetone/furfural transition states by transforming a hydrogen in furan to a hydroxy-methyl
group and recomputing transition states.
We used previously optimized reactant/product geometries7 to generate delta clusters for
the keto/enol system using δ = 2.0, 3.0, 4.0, and 4.5 Å – ranging in size from 3T to 19T;
for enol-formaldehyde we used δ = 3.0, 3.5, 4.0, and 5.0 Å – ranging from 13T to 29T; ;
and for 3-oxobutanol dehydration we used δ = 3.0, 3.5, 4.0, and 4.5 Å – ranging from 9T
to 30T . To begin the transition state search for each reaction, we used the smallest delta
cluster to create a library of likely transition state configurations using constrained
optimizations. In particular, in the case of keto/enol tautomerization, we followed our
previously reported approach7 of freezing the acetone oxygen, methyl carbon, the two
involved protons, and the zeolite O1 and O2 atoms (see Figure 4.2 for oxygen labels) at
various configurations along a likely reaction coordinate, while relaxing all other atoms at
B3LYP/6-311G(d,p), yielding a set of initial conditions for full transition state searches. In
the case of enol-formaldehyde bimolecular combination and 3-Oxobutanol dehydration,
the B3LYP/6-311G(d,p) constrained optimizations involved the reaction involved atoms,
all at various configurations along a likely reaction coordinate.
Once the transition state for the enol-formaldehyde combination was located in δ = 4 Å
cluster, this transition state geometry and cluster were subsequently used to locate the
transition state for enol-HMF combination, requiring the conversion of a hydrogen atom
on formaldehyde to a furfuranol ring. Once the formaldehyde was converted to HMF in a
likely guest configuration, a constrained optimization was performed using PM68 for
computational efficiency, freezing all guest atoms except for the newly added furfuranol
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ring, and relaxing the zeolite atoms except for the Brønsted acid site oxygens, thus allowing
the added furfuranol and zeolite to relax relative to each other. After the constrained
optimization, an unconstrained transition state search was performed at PM6. Once located,
this PM6 transition state was confirmed via NMA and steepest-descent calculations to the
desired reactant and product geometries. As above, the transition state of enol-furfural
combination could be found by replacing hydrogen with furan ring. Then, similarly the
transition state of 3-Oxobutanol dehydration was used to find the ones for HMF/furfural
aldol dehydration. We utilized the reactants/products geometries in the PM6 study of enolHMF combination and HMF aldol dehydration described above to build a proper, δ = 4 Å
cluster with 38 T atoms. We then performed a constrained (active zeolite sites and atoms
involving the reactions) optimization of each transition state (keto/enol tautomerization,
three enol/aldehyde combinations and three aldol dehydration reactions) obtained above,
in this 38T delta cluster at B3LYP/6-311G(d,p). These constrained optimizations were
followed by unconstrained transition-state searches.
All transition states were located using the Berny optimization algorithm,9 confirmed as
first-order saddle points by normal-mode analysis (NMA), and by steepest-descent
calculations to confirm that transition states connect with desired reactant and product
minima. NMA was performed on all minima to confirm that they are true minima with all
real vibrational frequencies.
4.2.5. Microkinetics Calculations.
Microkinetic calculations are useful for generating testable predictions from complex,
multi-step reaction models.76-78 For each reaction pathway, we seek to determine the
apparent activation energy consistent with the temperature-dependent Gibbs free energies
computed for reactants, products, intermediates, and transition states. As in our previous
work,78 we invoke the pseudo-steady-state approximation (PSSA),76, 79 assuming that the
concentrations of stable adsorbates are constant in time to yield a well-defined kinetic
system that does not require information from the adsorption isotherms of
reactants/products. Each aldol pathway consists of three or four elementary steps, assuming
concerted or stepwise dehydration, respectively (see Eqs. 4.6 and 4.7). In Eqs. 4.6 and 4.7
85

below, “Z” is the HZSM-5 zeolite and “…” indicates a host-guest attraction. As detailed in
previous section, we use transition state theory and the Arrhenius equation to construct a
first order rate constant for each elementary step. We then solve the resulting first-order,
ordinary differential equation using the backward differentiation formula (BDF)95 to obtain
the initial rate of production of the adsorbed enone product. This initial rate is obtained for
each pathway at 80 oC, 100 oC, and 120 oC, using the temperature-dependent Gibbs free
energies, and an Arrhenius analysis of these initial rates yields the apparent activation
energy for each pathway.
Z
Z

k1

Ace
Ace

Z

k−1

k1
k−1

Z

Enol + Z

Enol + Z

Ald

Ald
k2
k−2

k2
k−2

Z

Z
Aldol

k3

Aldol
k3
k−3

k−3

Z

Enone + Z

Z

Int

k4
k−4

Z

H 2O

Enone + Z

H 2O

eq 4.6
eq 4.7

4.3. Results and Discussion
Here we report our results in four parts for aldol reactions catalyzed by HZSM-5. Section
4.3.1 provides foundational results of two kinds: (i) gas-phase aldol energetics for all
reaction systems to set baselines for quantifying catalytic activity (shown in Figure 4.4);
and (ii) convergence of acetone-formaldehyde barriers with respect to delta cluster size to
establish convergence for acetone-furfural and acetone-HMF systems. Section 4.3.2
describes mechanisms and barriers for aldol condensation of acetone and formaldehyde in
the master cluster of HZSM-5. Section 4.3.3 details mechanisms and barriers for acetonefurfural and acetone-HMF reactions, with a focus on how aldehyde size and structure
influence the kinetics. In Section 4.3.4, we compare the various pathways by reporting the
apparent activation energies obtained from microkinetics calculations and correlate these
energies with microscopic barriers of rate-determining steps.
4.3.1. Foundations: Gas-Phase Energetics and Zeolite Cluster Convergence.
Gas-phase energetics for all three reactions are shown in Figure 4.4. The magnitudes of
these barriers indicate that keto/enol tautomerization is the rate-limiting step of the gasphase process with a Gibbs free energy barrier of 64.9 kcal/mol, followed in magnitude by
the dehydration step barriers in the range 52.7-57.7 kcal/mol. Below we report apparent
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activation energies for zeolite-catalyzed reactions in the range of 22-28 kcal/mol,
indicating significant catalytic activity of the solid acid HZSM-5.
Gas-phase aldol condensation follows the same three key steps as in homogeneous acid
catalysis: keto/enol tautomerization followed by bimolecular combination of the enolaldehyde pair and aldol dehydration. Here we report computed activation energies for the
gas-phase, keto/enol, bimolecular combination between the acetone enol and
formaldehyde, furfural, and HMF and aldol dehydration (Figure 4.4) to establish baselines
for quantifying catalytic effects.

Figure 4.4. Energetics for gas-phase (uncatalyzed) keto-enol tautomerization (TS1), enolaldehyde combination (TS2) and dehydration reactions (TS3) involving (black)
formaldehyde, (red) furfural and (blue) HMF.
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Previous studies37-38 ave shown that acetone keto/enol tautomerization in the gas phase is
endoergic by 13.8 kcal/mol and exhibits a Gibbs barrier of 65 kcal/mol. Having already
been extensively studied, this gas-phase reaction will not be discussed in detail here. We
have previously shown that the gas-phase, enol-formaldehyde combination has a barrier of
15 kcal/mol.38 Figure 4.4 compares acetone-formaldehyde gas-phase energetics with those
for the acetone-furfural and acetone-HMF systems, showing a positive correlation between
aldehyde size and bimolecular combination barrier. The dehydration barrier is ~50
kcal/mol and doesn’t show a correlation with aldehyde size. The magnitudes of these
barriers indicate that keto/enol tautomerization is the rate-limiting step of the gas-phase
process, with the dehydration step closely following. Moreover, the overall reaction
energies are about 1~2 kcal/mol, which demonstrates the energetics of initial acetone and
aldehydes are close to that of the final enone product.
The convergence of activation energies with respect to delta cluster size is shown in Figure
4.5 for acetone keto/enol tautomerization [Figure 4.5 (a)], enol bimolecular combination
with formaldehyde [Figure 4.5 (c)], and 3-oxobutanol dehydration [Figure 4.5 (c)] – all in
delta clusters of HZSM-5. The results in Figure 4.5 show that a single δ = 4.0 Å cutoff
distance is sufficient to converge all three barriers to within 1 kcal/mol with respect to
system size. We believe that 1 kcal/mol (i.e., “chemical accuracy”) is the appropriate target
for cluster convergence, as this target is balanced with targets for convergence with respect
to basis set and level of theory. The results in Figure 4.5 show that a single δ = 4 Å cutoff
distance is sufficient to converge barriers to 1 kcal/mol with respect to system size. The
converged delta cluster sizes of 14T for keto/enol, 20T for bimolecular combination, and
20T for dehydration makes sense considering the guest chemistry involved, i.e. the
keto/enol process involves the rearrangement of the small acetone molecule, requiring a
relatively small surrounding cluster. The bimolecular combination cluster must envelope
the larger enol/formaldehyde complex, requiring more atoms. Finally, the dehydration
cluster must allow for elimination of water, which has little effect on delta cluster size. The
single δ = 4 Å cutoff provides a convenient way to capture these effects and produces
34T/38T dehydration clusters for acetone-furfural/HMF, respectively. We have employed
this 38T cluster as the master cluster (shown in Figure 4.6) for computing energetics for all
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microkinetics calculations reported below.
Figure 4.6 shows the master cluster, which contains 99 non-hydrogen atoms, in comparison
with several smaller delta clusters and the ZSM-5 unit cell. Figure 4.6 shows how the
master cluster treats confinement accurately while remaining a small fraction of the entire
unit cell size.

Figure 4.5. Convergence of bare electronic barriers for keto/enol, enol-formaldehyde and
dehydration reactions, with various delta clusters of HZSM-5 (A) Keto/enol barriers, (B) Delta
clusters of HZSM-5 for keto/enol barriers, (C) Enol-formaldehyde barriers, (D) Concerted
Dehydration barriers. Note: in A, C, and D the ideal convergence zone (±1 kcal/mol) is shaded in
green.
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Figure 4.6. Various delta clusters shown along with the master delta cluster used for production
calculations, and the HZSM-5 unit cell.

4.3.2. Acetone-Formaldehyde Catalyzed by HZSM-5.
Figure 4.7 shows the reaction pathway for the acetone-formaldehyde aldol condensation in
HZSM-5, with intermediates labeled as Afa1-7, transition states labeled Afa1-5TS, and
active hydrogens shown in color for emphasis. The initial step – keto-enol tautomerization
(Afa1-2) – exhibits a Gibbs barrier of 22.4 kcal/mol, consistent with previous results.37-39
As in our previous work,38 Figure 4.7 shows a bimolecular combination step (Afa3-4) with
a Gibbs barrier of 3.8 kcal/mol, characterized by a concerted rearrangement involving
simultaneous deprotonation of the Brønsted proton, carbon-carbon bond formation
between the enol and formaldehyde, and reprotonation of the zeolite to regenerate a new
Brønsted acid site.
Regarding the final major step of the process – aldol dehydration – as discussed above in
the Introduction, both stepwise and concerted dehydration mechanisms may occur in
zeolites96, analogous to E1 and E2 processes in homogenous media (see Figure 1.3). In
their study of acetaldehyde self-aldol condensation (similar to the acetone-formaldehyde
aldol reaction), Liu et al.39 considered stepwise dehydration and found a rate-determining
barrier of 30.9 kcal/mol. In the present work we consider both stepwise and concerted
dehydration mechanisms. Figure 4.7 shows the concerted dehydration (Afa5-6) with a
Gibbs barrier of 28.2 kcal/mol, while Figure 4.8 shows a stepwise dehydration process
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(Afa5-8) with a composite Gibbs barrier of 34.5 kcal/mol computed from comparing Afa7TS – Afa5 Gibbs energies. In this stepwise process, water loss occurs concurrently with
the binding of a carbocation to a zeolite oxygen (Figure 4.8, Afa5-TS). [In another stepwise
process (Figure 4.9) with an even higher barrier, water loss occurs later in the process.]
Microkinetics calculations on the pathways in Figure 4.7 and Figure 4.8 yield apparent
activation energies of 27.2 kcal/mol (concerted) and 30.7 kcal/mol (stepwise) – the latter
value being in close agreement with the results of Liu et al.39 (It is important to note that,
for a simple one-step process, the apparent activation energy corresponds to a microscopic
enthalpic barrier, and not to the Gibbs barrier; as such, we do not expect a rate-limiting
Gibbs barrier to exactly match a corresponding apparent activation energy.) Overall, these
results show that (i) converged clusters and periodic DFT calculations can give quantitative
agreement, (ii) dehydration is the rate-determining step of acetone-formaldehyde aldol
condensation in HZSM-5, and (iii) the concerted dehydration of the aldol product is
favored over the stepwise dehydration in HZSM-5, especially at ambient temperatures.
This last conclusion may extend to other aldol reactions of small molecules such as
acetaldehyde self-aldol condensation; however, it remains unclear how aldol products
involving larger molecules like furfural and HMF eliminate water, which we explore
below.
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Figure 4.7. Energetics of reaction between acetone and formaldehyde in HZSM-5, assuming
concerted dehydration. The calculated Gibbs free energies are in kcal/mol using B3LYP+D3/6311G(d,p) with dispersion, zero-point energy, thermal, and entropic corrections. The hydrogen
atoms involved in the reaction are highlighted with color. The dehydration barrier is 28.2
kcal/mol and the apparent activation energy is 27.2 kcal/mol, indicating that dehydration is the
rate-determining step of this overall process.
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Figure 4.8. Energetics of reaction between acetone and formaldehyde in HZSM-5 via stepwise
dehydration. The microkinetic apparent activation energy is 30.7 kcal/mol while the composite
stepwise dehydration barrier is 34.5 kcal/mol (Afa7TS – Afa5). Comparison with the concerted
energetics suggests that concerted dehydration is favored at ambient temperatures.

In an alternative stepwise process (Figure 4.9) of 3-oxobutanol dehydration, the carbonyl
group abstracts the Brønsted hydrogen and then the β proton transfers the basic oxygen
(Figure 4.9 Afa5-TS). The water loss happens afterwards with a high barrier due to the lack
of activation by zeolite (Figure 4.9 Afa6-TS, barrier is 41.8 kcal/mol).
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Figure 4.9. Energetics of reaction between acetone and formaldehyde in HZSM-5 via another
stepwise mechanism, where hydrogen transfer happens first, and water loss happens later. The
microkinetic apparent activation energy is 45.4 kcal/mol, and the composite Gibbs barrier associated
with dehydration is 41.8 kcal/mol.

4.3.3. Acetone-Furfural/Acetone-HMF Catalyzed by HZSM-5.
Figure 4.10 and Figure 4.11 show the Gibbs energy profiles for the aldol condensations of
acetone-furfural and acetone-HMF, respectively, computed in the 38T delta cluster of
HZSM-5. We consider these larger, biomass-derived aldehydes to investigate whether
significantly increasing aldehyde size changes the energetics and mechanisms of aldol
condensation. Simple geometrical estimates may serve as a useful guide. According to the
Database of Zeolite Structures,97 the maximum diameter of a sphere that can diffuse
through HZSM-5 channels is 4.5-4.7 Å, while that of the channel intersection is roughly
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6.4 Å. In comparison, an effective diameter of HMF is roughly 5.9-6.2 Å, as estimated
from a combination of molecular structure and thermodynamic critical properties.34 These
estimates suggest that, while diffusion of HMF through HZSM-5 should be sluggish, HMF
may experience some orientation freedom in the HZSM-5 channel intersection. The
question remains whether there is sufficient freedom for facile aldol coupling. The data in
Figure 4.10 and Figure 4.11 indicate, perhaps surprisingly, that there is plenty of room in
the HZSM-5 channel intersection. Indeed, steps Aff3-4 in Figure 4.10 for acetone-furfural
and AH3-4 in Figure 4.11 for acetone-HMF give bimolecular Gibbs barriers of 1.8 and 0.6
kcal/mol, respectively, indicating that these aldol combination processes are even more
facile in the HZSM-5 channel intersection than for acetone-formaldehyde (3.8 kcal/mol),
and comparable to that for acetaldehyde self-condensation (1.4 kcal/mol).39 These results
provide a clear example of the utility of simple geometrical estimates.
The concerted dehydration of the acetone-formaldehyde aldol product shown in Figure 4.7
requires an iso-energetic re-alignment of the aldol product (Figure 4.7, Afa4-5), pointing
the newly made OH group toward the regenerated zeolite Brønsted acid site to form the
H2O leaving group. Our calculations on the acetone-furfural and acetone-HMF aldol
products suggest that such a re-alignment is not possible for these bulkier species given the
available pore space in HZSM-5. Instead, stepwise dehydration pathways are considered
in Figure 4.10 and Figure 4.11 involving early loss of water and subsequent carbocation
formation (Figure 4.10, Aff6; Figure 4.11, AH6). [Alternative stepwise mechanisms for
acetone-furfural and acetone-HMF dehydration with later loss of water are shown in Figure
4.13 and Figure 4.14, respectively, showing much higher composite dehydration barriers
(32.8 and 25.2 kcal/mol, respectively).] ).
The remarkably flat Gibbs energy landscapes for the stepwise dehydrations in Figure 4.10
and Figure 4.11, as compared to that in Figure 4.8, suggest that the furfural and HMF aldol
products possess mechanisms for stabilizing these dehydration intermediates and transition
states. We hypothesize that the carbocations in Figure 4.10 and Figure 4.11 are stabilized
by electron donation from furan rings, implied by the resonance structures shown in Figure
4.12. To test this hypothesis, we computed ESP charges of key species involved in these
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stepwise dehydrations (Table 4.3), which reveal several features of the dehydration
mechanisms. First, these charges establish that for structures “A5” — Afa5 for
formaldehyde in Figure 4.8, Aff5 for furfural in Figure 4.10, and AH5 for HMF in Figure
4.11— the aldol products are substantially protonated with composite ESP charges in the
range 0.66-0.85|e|. In this way the three systems are similar; in the next step (A6), however,
they differ substantially. Table 4.3 shows that the formaldehyde aldol structure Afa6 has a
vanishing composite charge, balanced by a covalent alkoxy linkage to a zeolite oxygen,
while structures Aff6 (furfural) and AH6 (HMF) exhibit near unit positive charges (0.940.99|e|). Table 4.3 further shows that most of the positive charges in Aff6 and AH6 are
delocalized into the furan rings consistent with the resonance structures in Figure 4.12, and
that this represents a build-up of furanic positive charge relative to those in Aff5 and AH5.
The resulting composite dehydration Gibbs barriers are 9.1 and 12.9 kcal/mol, respectively,
for acetone-furfural and acetone-HMF. These low dehydration barriers make the keto/enol
tautomerization the rate-determining step for both acetone-furfural and acetone-HMF aldol
reactions.
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Figure 4.10. Energetics of reaction between acetone and furfural in HZSM-5 via stepwise dehydration,
in which hydrogen transfer follows water loss. The microkinetic apparent activation energy is 24.3
kcal/mol, corresponding to the keto/enol tautomerization as rate-determining step with a Gibbs barrier
of 22.4 kcal/mol.
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Figure 4.11. Energetics of reaction between acetone and HMF in HZSM-5 via stepwise
dehydration, in which hydrogen transfer follows water loss. The microkinetic apparent
activation energy is 21.5 kcal/mol, corresponding to the keto/enol tautomerization being the
rate-determining step, whose Gibbs barrier is 22.4 kcal/mol.

Figure 4.12. Resonance stabilization of the carbocation formed at Aff6 in Figure 4.10
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Table 4.3. ESP charges of key dehydration species from Figure 4.8, Figure 4.10, Figure 4.11. These
charges include all the aldol atoms (Aldol) plus the zeolite hydrogen (red Hz). Upon dehydration
(A6), the total charge deducts the charge of water (H2O).

Structure
name

Formaldehyde

Furfural

HMF

Figure 4.8

Figure 4.10

Figure 4.11

0.74 (Afa5)

0.85 (Aff5)

0.66 (AH5)

0.29 (Aff5)

0.29 (AH5)

0.99 (Aff6)

0.94 (AH6)

0.65 (Aff6)

0.55 (AH6)

Species

Aldol + Hz
A5
Furan ring
Aldol + Hz – H2O

0.01 (Afa6)

A6
Furan ring

Figure 4.13. Energetics of reaction between acetone and furfural in HZSM-5 via another
stepwise mechanism, where the hydrogen transfer happens first. The microkinetic apparent
activation energy is 34.0 kcal/mol, and the composite dehydration Gibbs barrier is 32.8
kcal/mol.
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Figure 4.14. Energetics of reaction between acetone and HMF in HZSM-5 via another stepwise
mechanism, where the hydrogen transfer happens first. The microkinetic apparent activation energy
is 26.6 kcal/mol, and the composite dehydration Gibbs barrier is 25.2 kcal/mol.

4.3.4 Microkinetics Calculated Apparent Activation Energies.
The following differential equations (Eq 4.9-4.10) are the corresponding three or four-step
mechanisms. Here we note all rate constants are unimolecular because the reaction occurs
after all the reactants adsorbed on the zeolite, and thus represent isomerizations between
various host-guest configurations. Generally, we assume rate constants follow the
Arrhenius equation (Eq 4.8):

k = Ae− E / RT

eq 4.8

Where A is a pre-exponential attempt frequency, assumed to be 1013 Hz for all processes
(a typical assumption in surface science78), E is the temperature-dependent Gibbs free
energy of activation, and T is the absolute temperature.
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These rate equations sum to zero, which conserves total host-guest mass during aldol
reaction. We solve these equations at various temperatures (80°C, 100°C, and 120°C) to
generate the enone yield curve (Figure 4.15) from which we extract the initial rate of enone
production by linear fitting at short times. The overall apparent activation energy is then
obtained by Arrhenius analysis of the resulting initial rates at various temperatures as
shown in Figure 4.16.

d [Z

Ace]
dt

= −k1[Z

Ace] + k−1[Z

Enol]

d [Z

Enol]
= k1[Z Ace] − (k−1 + k2 )[Z Enol] + k−2 [Z Aldol]
dt
d [Z Aldol]
= k2 [Z Enol] − (k−2 + k3 )[Z Aldol] + k−3[Z Enone]
dt
d [Z Enone]
= k3 [Z Aldol] − k−3 [Z Enone]
dt

d [Z

Ace]
dt

= −k1[Z

Ace] + k−1[Z

eq 4.9

Enol]

d [Z

Enol]
= k1[Z Ace] − ( k−1 + k2 )[Z Enol] + k−2 [Z Aldol]
dt
d [Z Aldol]
= k2 [Z Enol] − (k−2 + k3 )[Z Aldol] + k−3[Z Int]
dt
d [Z Int]
= k3 [Z Aldol] − ( k−3 + k4 )[Z Int] + k−4 [Z Enone]
dt
d [Z Enone]
= k4 [Z Int] − k−4 [Z Enone]
dt
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eq 4.10

Figure 4.15. Example of enone concentration curve (number of
molecules/unit cell); these data are from 3-oxobutanol concerted
dehydration at 100°C.

Figure 4.16. Arrhenius analysis of initial rate of 3-oxobutanol production
in a temperature range of 80-120°C. The overall apparent energy
obtained from the slope in this case is 30.7 kcal/mol.
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Table 4.4 summarizes the findings of our work, showing that acetone-formaldehyde aldol
condensation is predicted to be rate-limited by concerted dehydration, while acetonefurfural/HMF aldol condensations are both predicted to be rate-limited by the keto/enol
tautomerization. Our results suggest the somewhat surprising prediction that the bulkier
aldehydes engage in faster aldol chemistry because of the availability of the furan ring to
donate electrons to stabilize the carbocation formed in stepwise dehydration. This is both
interesting scientifically and important technologically due to the relevance of HMF as a
biomass-derived platform chemical.
Table 4.4. Summary of findings for each reaction/dehydration mechanism, listing the apparent
activation and corresponding rate-determining step and microscopic Gibbs barrier. Steps labeled
as: (I) keto-enol tautomerization, (II) bimolecular combination, and (III) dehydration.
Microscopic
Dehydration
Aldehyde
Mechanism
name

Microkinetic

Rate-

apparent activation

determining-

energies (kcal/mol)

step

barrier of ratedetermining-step
(kcal/mol)

Concerted

27.2

III

28.2

30.7

III

34.5

41.8

III

45.4

24.3

I

22.4

Stepwise 1
(Water loss/ H
formaldehyde

transfer)

Stepwise 2
(H transfer/Water
loss)

furfural

Stepwise 1
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(Water loss/ H
transfer)

Stepwise 2
(H transfer/Water

34.0

III

32.8

21.5

I

22.4

25.2

III

26.6

loss)

Stepwise 1
(Water loss/ H
transfer)
HMF
Stepwise 2
(H transfer/Water
loss)

We note that Liu et al. predicted a low-barrier (11.5 kcal/mol)39 mechanism for the crosscoupling between acetaldehyde and furan without keto/enol tautomerization. The process
studied by Liu et al. cleverly exploits the fact that the alpha carbon in furan is intrinsically
nucleophilic, and thus may not require catalytic activation. It is interesting to explore
whether a similar mechanism can also be efficient for acetone/furfural coupling. Figure
4.17 shows the cross-coupling between acetaldehyde and furfural without keto/enol
tautomerization. The furfural is protonated by Brønsted acid site and attacked by alpha
carbon of acetone, which forms a C-C bond. We applied the delta-cluster methods
described above to address this question, considering furfural bound to the Brønsted site
attacked by acetone (shown in Figure 4.17), finding a bimolecular combination Gibbs
barrier of 60.7 kcal/mol, suggesting that the alpha carbon of acetone remains too unreactive
without Brønsted acid activation. As such, we predict that the red apparent activation
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energies shown in Table 4.4 are the correct activation energies for these reactions,
assuming that catalysis occurs at O(13) in HZSM-5.

Figure 4.17. Transition state structure of protonated
furfural and acetone direct coupling in a δ = 4 Å cluster of
HZSM-5.

4.4. Summary and Concluding Remarks
We have performed density functional theory (DFT) calculations to investigate the acidzeolite-catalyzed aldol reaction of acetone with various aldehydes in optimized cluster
models of HZSM-5, obtained with a single length scale (δ) for constructing neighbor lists.
We have studied the aldol reactions between acetone and formaldehyde, furfural, and
hydroxymethyl-furfural (HMF) – systems relevant to biomass conversion – as important
platforms for establishing convergence of activation energies using the delta cluster
approach for generating optimal clusters, and for investigating how changing aldehyde size
may influence energetics and mechanisms of aldol condensation. Regarding cluster
convergence, we had previously shown that, with a single convergence parameter, the delta
cluster approach can produce optimally tailored clusters for computing thermodynamic
reaction energies for a range of different reactions in zeolites. In the present work, we
examined whether a single convergence parameter may also allow for converging barriers
in zeolites for a range of different reactions. We found above that with a single length scale
105

of  = 4 Å, the delta cluster approach generated tailored clusters of size up to 38T, where
T = Si or Al tetrahedral atoms, for computing barriers that are converged with respect to
system size within 1 kcal/mol. We found quantitative agreement with comparable periodic
planewave DFT calculations, but with a speedup from using optimized delta clusters of a
factor of almost 20 when comparing with VASP calculations on a single processor. As
such, the delta cluster method presents an attractive alternative to periodic calculations, in
that it produces cluster models of zeolites in which energies are convergent and
confinement effects are accounted for at significantly smaller system sizes (99 framework
atoms) compared to periodic calculations that use the entire unit cell (288 framework
atoms). The delta cluster approach may also be applicable to modeling host/guest chemistry
in metal organic frameworks (MOFs), polymer matrices, and other nanoporous
environments.
Regarding aldol condensation mechanism: we have modeled the acid-catalyzed reaction in
HZSM-5 in three steps: keto/enol tautomerization of acetone, bimolecular combination
between each aldehyde and the enol, and aldol dehydration. Our calculations predict that
aldol dehydration in HZSM-5 is concerted for the formaldehyde product, and stepwise for
furfural and HMF because they are too bulky to realign for the concerted process, and the
furan ring donates electron density to stabilize carbo-cations that form in the stepwise
process. The apparent activation energies computed from microkinetics calculations
actually anti-correlate with aldehyde size: 27.2 kcal/mol for acetone–formaldehyde
(controlled by dehydration), 24.3 kcal/mol for acetone–furfural (limited by keto/enol
tautomerization), and 21.5 for acetone-HMF (limited also by keto/enol). These results
suggest that the bulkier, furan-containing aldehydes exhibit faster aldol reactivity because
of electron delocalization from their furan rings.
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CHAPTER 5
CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK

5.1. Conclusions
5.1.1 Molecular Simulations of Hydrogen Bonded Clusters and Reorientation
Dynamics in Liquid and Glassy Azole Systems
We have simulated structures and dynamics of hydrogen bonding in amphiprotic groups
including azole bases (pyrazole, imidazole, 1,2,4-triazole, 1,2,3-triazole, tetrazole) as neat
molecular liquids and also tethered in pentamer brush-like structures. We have investigated
how tethering and varying functional groups influence sizes of hydrogen bond networks
and rates of reorientation dynamics, both factors thought to affect proton conduction.
We have employed the DL_Poly_2 molecular dynamics suite with the GAFF force field
for azoles to simulate pentamer systems for temperatures in the range 200−900K, and to
simulate neat liquids under liquid temperatures. Constant energy/volume (NVE) MD
simulations were run to compute properties such as sizes of hydrogen-bond clusters;
orientational order parameters and orientational correlation functions

(OCFs)

characterizing liquids, tethered functional groups, linkers, and backbones; and
reorientation times and associated activation energies.
In general, the tethered systems retain roughly the same size of hydrogen-bond cluster as
do liquids at the same temperature, but with longer hydrogen lifetimes. Functional-group
reorientation rates were found to decrease dramatically upon tethering, and reorientation
barriers increased upon tethering. We found a linear correlation between gas-phase
hydrogen-bond energies and tethered-functional-group reorientation barriers for all azoles
except for imidazole, which exhibits a rotational barrier ~6 kJ/mol above the correlationline value because of both charges and molecular structure allowing more stable packing
of hydrogen-bonded clusters.
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5.1.2 Molecular Simulations of Hydrogen Bonded Clusters and Reorientation
Dynamics in Liquid and Glassy Acid Systems
We have simulated structures and dynamics of hydrogen bonding in amphiprotic groups
including acids (acetic acid, formic acid, sulfuric acid, phosphoric acid) as neat molecular
liquids and also tethered in pentamer brush-like structures. Our simulations aim to identify
properties of neutral proton conductors that may provide signatures useful for explaining
and predicting trends in proton conduction.
We have found that, among the neat liquids, phosphoric acid exhibits anomalously large
hydrogen-bond clusters, orders of magnitude larger than all other systems studied except
for liquid sulfuric acid. It appears that hydrogen-bond cluster size is of great importance
for liquid phosphoric acid. We surmise that the neutral-system signature of the high
experimental proton conductivity of phosphoric acid is its large hydrogen-bond clusters.
We also note that among the tethered systems, tethered phosphonic acid is the only one to
exhibit such large hydrogen-bond clusters, suggesting that this hypothetical material
should be a synthetic target for a new, advanced PEM.
All the pentamer-based materials studied above exhibit a liquid to glassy-solid transition
upon cooling, with the formic-, and acetic-based pentamers retaining liquid-like motion to
relatively low temperatures (~400 K); phosphonic-pentamers lost liquid motion around 600
K; and sulfonic-pentamers lost motion around 900 K. Functional-group reorientation rates
were found to decrease dramatically upon tethering, and reorientation barriers increased
upon tethering except for acetic-based systems. We found no monotonic correlation
between gas-phase hydrogen bond energies and bulk reorientation barriers.
5.1.3 Density Functional Theory Study of Mixed Aldol Condensation Reactions
Catalyzed by HZSM-5 Clusters
We have performed density functional theory (DFT) calculations to investigate the acidzeolite-catalyzed aldol reaction of acetone with various aldehydes in optimized cluster
models of HZSM-5, obtained with a single length scale (δ) for constructing neighbor lists.
We have studied the aldol reactions between acetone and formaldehyde, furfural, and
hydroxymethyl-furfural (HMF) – systems relevant to biomass conversion – as important
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platforms for establishing convergence of activation energies using the delta cluster
approach for generating optimal clusters, and for investigating how changing aldehyde size
may influence energetics and mechanisms of aldol condensation. We found above that with
a single length scale of  = 4 Å, the delta cluster approach generated tailored clusters of
size up to 38T, where T = Si or Al tetrahedral atoms, for computing barriers that are
converged with respect to system size within 1 kcal/mol. We found quantitative agreement
with comparable periodic planewave DFT calculations, but with a speedup from using
optimized delta clusters of a factor of almost 20 when comparing with VASP calculations
on a single processor.
Regarding aldol condensation mechanism: we have modeled the acid-catalyzed reaction in
HZSM-5 in three steps: keto/enol tautomerization of acetone, bimolecular combination
between each aldehyde and the enol, and aldol dehydration. Our calculations predict that
aldol dehydration in HZSM-5 is concerted for the formaldehyde product, and stepwise for
furfural and HMF because they are too bulky to realign for the concerted process, and the
furan ring donates electron density to stabilize carbo-cations that form in the stepwise
process. The apparent activation energies computed from microkinetics calculations
actually anti-correlate with aldehyde size: 27.2 kcal/mol for acetone–formaldehyde
(controlled by dehydration), 24.3 kcal/mol for acetone–furfural (limited by keto/enol
tautomerization), and 21.5 for acetone-HMF (limited also by keto/enol). These results
suggest that the bulkier, furan-containing aldehydes exhibit faster aldol reactivity because
of electron delocalization from their furan rings.
5.2 Suggestions for Future Work
5.2.1 Proton Transfer in Tethered Systems
Future simulations of proton diffusion in tethered amphiprotic groups in glassy systems are
necessary to understand more fully the competition between hydrogen bond cluster size
and functional group reorientation rate in controlling proton conduction. Multistate
Empirical Valence Bond (MS-EVB) model has been applied in small molecules like
imidazoles 20 to study proton transfer. To implement EVB model into tethered systems, we
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have to take into account of the number of near-neighbor functional groups and pay
attention to the book keeping of atoms in DL Poly program. Previous studies from our
group have shown that one solvation shell produces reasonable conservation of energy in
liquid imidazoles. For tethering systems, the number of solvation shell is yet to be
determined by the energy conversation. It’s difficult to update bonding topology when the
excess proton changes its association from one EVB state to another. In this case, excess
proton transfers its association from hydrogen donor to acceptor in one state to another,
both donor and acceptor must change the bonds, angles, dihedrals, charges and
intermolecular interactions. Compared to this option, swapping atoms indices is an
algorithm that is less difficult to code. To implement EVB code directly from liquid
imidazole to tethered pentamer, it’s a huge gap. Firstly, we will create multiple small steps
to bridge the huge gap. Tethered imidazole monomer is trained again the DFT calculated
potential energy surface (PES) to get EVB model parameters. The monomer could be
considered as a unity like liquid imidazole. Therefore, the current working code only needs
minor modifications to apply on the tethered imidazole monomer. Imidazoles on the
tethered dimer are symmetrical on the terminals so they could be treated like monomer. As
for timer, the imidazoles on the terminal and in the center are not the same and must be
handled with considerable attention. The bonding topologies for terminated and centered
imidazoles are prepared at the beginning. When the proton moves its association from one
EVB state to another, the atom indices are switched to the corresponding bonding topology.
At last, such modifications as in trimer could be made to apply EVB code on pentamers.
Compared the untethered and tethered systems, we can answer the flowing questions:
•

What is rate determined factor of proton transfer, long hydrogen bond pathway or
fast reorientation of functional group?

•

How does the strength of hydrogen bonding affect the proton conducting rate?

5.2.2 Proton Transfer in Acids
In experiment, phosphoric acid auto-ionizes, even without the presence of water.
Simulation with excess protons in acids could shed light on hydrogen chain structures of
real system. A protonated acid molecule forms a more rigid solvation shell with potential
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proton acceptors, which may increase the barriers of the reorientation dynamics. Among
the tethered systems, tethered phosphonic acid is the only one to exhibit much larger
hydrogen-bond clusters and could be the most promising for a new PEM, suggesting this
system should be investigated intensely by MS-EVB approach to shed light on the role of
long hydrogen pathway in proton transfer. The hydrogen-bond length of liquid sulfuric
acid dimer from classical simulation has a discrepancy with DFT calculation, which
implies the need to re-train the force filed for sulfuric acid.
5.2.3 Coke formation in Zeolites
A extension of our zeolite work would be investigation of coke formation in zeolites to
maximize the yield of product, prevent the formation of side products and limit the
deactivation of zeolites. The understanding in depth of the mechanisms of coke formation
would help to design catalysts generating less coke and less sensitive to deactivation.
Future work will should address the following key questions:
•

How does the reactivity of reactants affect the yield of coke in zeolites?

•

How coke-forming mechanisms can be tuned by changing zeolite pore size?

These carbonaceous deposits are difficult to locate and identify due to their strong
adsorption to the catalyst and their low volatility or solubility. Therefore, the coke
formation behavior is necessary to investigate. Identification of the precursors of coke will
shed light on the reaction types and mechanisms of coke formation and its kinetics will
determine the location of coke deposition.
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