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Abstract
In this paper we study controllability properties of semilinear degenerate parabolic equations. Due
to degeneracy, classical null controllability results do not hold in general. Thus we investigate results
of ‘regional null controllability’, showing that we can drive the solution to rest at time T on a subset
of the space domain, contained in the set where the equation is nondegenerate.
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This paper is concerned with null controllability for the degenerate heat equation:⎧⎪⎨
⎪⎩
ut − (a(x)ux)x + b(t, x)ux + f (t, x,u) = h(t, x)χ(α,β)(x),
limx→0 a(x)ux(t, x) = 0,
u(t,1) = 0,
u(0, x) = u0(x),
(1.1)
where (t, x) ∈ (0, T ′) × (0,1), u0 ∈ L2(0,1), h ∈ L2((0, T ′) × (0,1)), 0 α < β  1 and
T ′ > T > 0 fixed. Moreover, assume that
a : [0,1] → [0,+∞) is C1 on [0,1], such that a(0) = 0, and a > 0 on (0,1]. (1.2)
Note that, under suitable assumptions on b and f , the problem is well posed in the sense
of semigroup theory, working in appropriate weighted spaces (see [12]).
Interest in degenerate parabolic equations as the one above is motivated by applications
to probability (see, e.g., [6, Chapter VI.4]) as well as to physical problems (see, e.g., [11]).
Moreover, while null controllability for nondegenerate parabolic operators of second order
in bounded domains has been studied in several papers (see, e.g., [8,9]), the same problem
seems widely open in the case of degenerate equations.
We recall the standard notion of null controllability.
Definition 1.1. (i) A given initial condition u0 ∈ L2(0,1) is null controllable in time T > 0
if there exists h ∈ L2((0, T )× (0,1)) such that the solution u of (1.1) satisfies u(T ) ≡ 0 in
(0,1).
(ii) Equation (1.1) is null controllable in time T > 0 if for all u0 ∈ L2(0,1) there ex-
ists h ∈ L2((0, T ) × (0,1)) such that the solution u of (1.1) satisfies u(T ) ≡ 0 in (0,1)
(see [10]).
It is well known that null controllability in any time T > 0 holds for Eq. (1.1) in the
nondegenerate case, i.e., if a is assumed to be positive on [0,1] (see, for instance, [8,9]).
On the contrary, under assumption (1.2), simple examples (see, e.g., [5]) show that null
controllability fails due to the degeneracy of a.
In [5], where (1.1) is analyzed in the special case b ≡ f ≡ 0, the following notion of
regional null controllability has been developed.
Definition 1.2 (Regional null controllability). [5] Set b ≡ f ≡ 0. Equation (1.1) is regional
null controllable in time T if for all u0 ∈ L2(0,1), and δ ∈ (0, β − α), there exists h ∈
L2((0, T ) × (0,1)) such that the solution u of (1.1) satisfies
u(T , x) = 0 for x ∈ (α + δ,1). (1.3)
The proof given in [5] to show that the solution of (1.1) satisfies (1.3) is based on an
observability inequality for a suitable adjoint problem. Such an inequality is obtained by an
appropriate use of cut-off functions and Carleman estimates for nondegenerate parabolic
operators.
We note that global null controllability is a strong property in the sense that it is automat-
ically preserved with time. More precisely, if u(T ) ≡ 0 in (0,1) and if we stop controlling
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controllability is a weaker property: due to the uncontrolled part on (0, α + δ), (1.3) is no
more preserved with time if we stop controlling at time T . Thus, it is important to improve
the previous result, as shown in [5], proving that the solution can be forced to vanish iden-
tically on (α + δ,1) during a given time interval (T ,T ′), i.e., that the solution is persistent
regional null controllable.
Definition 1.3 (Persistent regional null controllability). [5] Set b ≡ f ≡ 0. Equation (1.1)
is persistent regional null controllable in time T ′ > T > 0 if for all u0 ∈ L2(0,1), and
δ ∈ (0, β −α), there exists h ∈ L2((0, T ′)× (0,1)) such that the solution u of (1.1) satisfies
u(t, x) = 0 for (t, x) ∈ (T ,T ′) × (α + δ,1). (1.4)
In the present paper, we extend the above definitions and results to the case of f = 0
and b = 0, that is
ut −
(
a(x)ux
)
x
+ b(t, x)ux + f (t, x,u) = h(t, x)χ(α,β)(x), (1.5)
where the coefficient b and the function f satisfy suitable conditions so that the prob-
lem is well-posed. In particular, the coefficient b will be assumed to satisfy a bound of
the form |b(t, x)|  K√a(x), a condition which is well known in the literature (see also
Remark 2.1).
The main feature of our approach is that we use a new method of proof. Indeed, instead
of deducing null controllability from observability, we here derive the result directly, us-
ing cut-off functions and the fact that Eq. (1.5) is null controllable when x varies in any
subinterval I = (α,β), where 0 < α < β  1 and a is nondegenerate.
In particular, we show that regional null controllability holds for (1.5) as soon as, for
every interval I chosen as above (where a is nondegenerate), null controllability is true for
the equation
ut −
(
a(x)ux
)
x
+ b(t, x)ux + f˜ (t, x, u) = h(t, x)χ(α,β)(x), t > 0, x ∈ I, (1.6)
where f˜ is a suitable localization of f on I (see Theorem 2.2).
We note that Theorem 2.2 has several applications that rely on different null control-
lability results for nondegenerate problems. For example, using a result by Fursikov and
Imanuvilov [8], we deduce regional null controllability for (1.5), provided f is globally
Lipschitz continuous (see Theorem 2.3). Moreover, if f is “weakly” superlinear, that is
lim|λ|→+∞
|f (t, x, λ)|
|λ| ln3/2(1 + |λ|) = 0,
then we deduce null controllability for (1.5) applying a null controllability result by
Fernández-Cara and Zuazua [7] (see Theorem 2.4).
Finally, we concentrate on (1.5) taking f independent of t and increasing in u. In this
case it is known that null controllability in arbitrarily short time fails. However, thanks to
a result by Anit¸a and Tataru [1], we can show that (1.6) is null controllable in a suitable
time T depending on the initial data (see Theorem 2.5).
The paper is organized as follows. In Section 2 we discuss the well-posedness of
Eq. (1.1), introducing function spaces and operators, and stating our controllability results.
The proofs of these results are given in Section 3.
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2.1. Well-posedness
In this section we make the following assumptions.
Hypothesis 2.1. Let 0 α < β  1 and T ′ > T > 0 be fixed. Assume that
a : [0,1] →R+ is C1 on [0,1], a(0) = 0,
a > 0 on (0,1], √a ∈ H 1(0,1), (2.1)
b ∈ L∞((0, T ′) × (0,1)), (2.2)
and
∃K > 0 such that ∣∣b(t, x)∣∣K√a(x) for (t, x) ∈ (0, T ′) × (0,1). (2.3)
Let f : [0, T ′] × [0,1] ×R→R be such that
∀λ ∈R, (t, x) → f (t, x, λ) is measurable, (2.4)
∀(t, x) ∈ (0, T ′) × (0,1), f (t, x,0) = 0, (2.5)
and suppose that there exists an increasing function ϕ :R+ →R+ such that∣∣f (t, x, λ) − f (t, x,μ)∣∣ ϕ(√a(x)(|λ| + |μ|))|λ − μ|, (2.6)
and
∀s ∈R+, ϕ(s)M
(
1 + |s|), (2.7)
for some positive constant M . Moreover, assume that there exists a positive constant C
such that
∀λ, μ ∈R (f (t, x, λ + μ) − f (t, x,μ))λ−Cλ2. (2.8)
Observe that (2.1) is satisfied, for example, by a(x) := xp , p > 1.
Remark 2.1. (i) The assumption (2.3), with the other assumptions, ensures that the Markov
process described by the operator Cu := −(aux)x + bux in [0,1] does not reach the point
x = 0, while the point x = 1 is an absorbing barrier since u(t,1) = 0. This implies that,
if we set the problem in C([0,1]) instead of L2(0,1), then we do not need a boundary
condition at x = 0 (see, e.g., [6]).
(ii) For the well-posedness it is sufficient to require (2.8) with μ = 0, i.e., there exists a
constant C > 0 such that
−f (t, x, λ)λ C|λ|2. (2.9)
(iii) Instead of (2.9), we can equivalently assume the apparently more general condition
∃C  0 such that −f (t, x, λ)λ C(1 + |λ|2). (2.10)
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−f (t, x, λ)λ C|λ|2, ∀λ ∈ [−1,1]
in view of (2.5), (2.6). Since the above inequality, for |λ| > 1, is a trivial consequence of
(2.10), we have that (2.9) holds true.
Let us consider the semilinear degenerate problem (1.1). For well-posedness, we intro-
duce the following weighted spaces:
H 1a :=
{
u ∈ L2(0,1) | u locally absolutely continuous in (0,1],√
aux ∈ L2(0,1) and u(1) = 0
}
, (2.11)
and
H 2a :=
{
u ∈ L2(0,1) | locally absolutely continuous in (0,1],
au ∈ H 10 (0,1), aux ∈ H 1(0,1) and lim
x→0aux(x) = 0
}
,
(2.12)
with the norms
‖u‖2
H 1a
:= ‖u‖2
L2(0,1) +
∥∥√aux∥∥2L2(0,1),
and
‖u‖2
H 2a
:= ‖u‖2
H 1a
+ ∥∥(aux)x∥∥2L2(0,1).
We define the operator (A,D(A)) by
D(A) = H 2a and ∀u ∈ D(A), Au := (aux)x. (2.13)
We recall the following properties of (A,D(A)) (see [3] for a proof in the case a(0) =
a(1) = 0, and [5] for the proof in our case).
Proposition 2.1. D(A) := {u ∈ H 1a | aux ∈ H 1(0,1)}, and A :D(A) → L2(0,1) is a
closed self-adjoint negative operator with dense domain.
Hence, A is the infinitesimal generator of a strongly continuous semigroup etA on
L2(0,1). Moreover, one can show that etA is analytic, even if we make no use of such
a property. Since A is a generator, working in the spaces considered above, we have that
(1.1) is well-posed in the sense of semigroup theory.
The following global existence result holds.
Theorem 2.1. Under Hypothesis 2.1, for all u0 ∈ L2(0,1) and h ∈ L2((0, T ′) × (0,1)),
there exists a unique solution
u ∈ L2(0, T ′;H 1a )∩ C0([0, T ′];L2(0,1))
of (1.1) on (0, T ′). Moreover, if u0 ∈ H 1a , then
u ∈ U := H 1(0, T ′;L2(0,1))∩ L2(0, T ′;H 2a )∩ C0([0, T ′];H 1a ),
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t∈[0,T ′]
(∥∥u(t)∥∥2
H 1a
)+
T ′∫
0
(‖ut‖2L2(0,1) +
∥∥(aux)x∥∥2L2(0,1))dt Cu0,h,
where Cu0,h is a constant that depends on ‖u0‖H 1a and ‖h‖L2((0,T ′)×(0,1)).
In (1.1), we have considered the Neumann boundary condition at x = 0, i.e.,
a(x)ux(t, x) → 0 as x → 0,
since this is the only situation in which a unified treatment of well-posedness, independent
of the degree of degeneracy of a, is possible. Moreover, such a condition is automatically
satisfied if a is highly degenerate (see Campiti et al. [3]). However, the controllability
results given in Theorem 2.2 below are independent of such a boundary condition.
2.2. Main controllability results
Assume that Hypothesis 2.1 is satisfied. In order to obtain regional null controllability
results for the degenerate problem (1.1), we will assume that the data (f,u0, T ) are such
that null controllability holds for an associated nondegenerate problem.
Take δ ∈ (0, β − α) and consider φ ∈ C∞([0,1]) such that 0 φ  1 and
φ(x) =
{
0, 0 x  α,
1, α + δ  x  1,
and 0 < φ(x) < 1 for all x ∈ (α,α + δ). We define f˜ : (0, T ′) × (α,1) ×R→R by
f˜ (t, x, λ) := f (t, x,φ(x)λ)
φ(x)
, (2.14)
and we consider the semilinear nondegenerate problem:⎧⎪⎪⎨
⎪⎪⎩
vt − (a(x)vx)x + b(t, x)vx + f˜ (t, x, v) = h1(t, x)χ(α,β)(x),
(t, x) ∈ (0, T ) × (α,1),
v(t, α) = v(t,1) = 0, t ∈ (0, T ),
v(0, x) = φ(x)u0(x)|(α,1), x ∈ (α,1).
(2.15)
Observe that f˜ satisfies Hypothesis 2.1, thus problem (2.15) is well posed.
Hypothesis 2.2. (f,u0, T ) are such that there exists h1 ∈ L2((0, T )× (α,1)) such that the
solution v of (2.15) satisfies v(T , x) ≡ 0 for x ∈ (α,1).
Then, using the fact that there is no degeneracy on (α,1), we obtain regional null con-
trollability results for Eq. (1.1):
Theorem 2.2. Consider T ′ > T > 0 and u0 ∈ L2(0,1). Assume Hypotheses 2.1 and 2.2.
(i) (Regional null controllability.) Given δ ∈ (0, β − α), there exists h ∈ L2((0, T ) ×
(0,1)) such that the solution u of (1.1) satisfies
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Moreover, there exists a positive constant CT such that
T∫
0
1∫
0
h2(t, x) dx dt CT
1∫
0
u20(x) dx. (2.17)
(ii) (Persistent regional null controllability.) Given δ ∈ (0, β − α), there exists h ∈
L2((0, T ′) × (0,1)) such that the solution u of (1.1) satisfies
u(t, x) = 0 for (t, x) ∈ [T ,T ′] × (α + δ,1). (2.18)
Moreover, there exists a positive constant CT,T ′ such that
T ′∫
0
1∫
0
h2(t, x) dx dt CT,T ′
1∫
0
u20(x) dx. (2.19)
Remark. This result was proved in [5] in the case b ≡ 0 and in [4] in the case b = 0
and f (t, x,u) = c(t, x)u. In [5], the proof was based on suitable regional observability in-
equalities which constituted the major technical part of the paper. Here, as in [4], we give a
different proof: we prove that we can directly deduce (i) from the classical null controlla-
bility results known for nondegenerate parabolic equations. Then, (ii) follows from (i) (as
in [5]).
In the following, we discuss applications of Theorem 2.2. We refer to several results
concerning null controllability of the semilinear nondegenerate problem (2.15) that have
been proved in the literature under various assumptions on the nonlinearity f˜ . Then we
deduce similar results of regional null controllability for the degenerate problem (1.1).
2.3. Application to “sublinear” nonlinearities
In this section, we refer to a classical result by Fursikov and Imanuvilov. In [8, Theo-
rem 3.2, p. 31], they assume that f˜ is globally Lipschitz continuous in the third variable,
i.e.
∃L > 0, such that ∀t ∈ (0, T ), ∀x ∈ (α,1), ∀λ, λ′ ∈R,∣∣f˜ (t, x, λ) − f˜ (t, x, λ′)∣∣ L|λ − λ′|. (2.20)
Then they prove that, for the nondegenerate equation (2.15) null controllability occurs for
any time T > 0 and u0 ∈ L2((α,1)). Applying Theorem 2.2, we deduce:
Theorem 2.3. Consider T ′ > T > 0, u0 ∈ L2(0,1), and δ ∈ (0, β − α). Assume that Hy-
pothesis 2.1 is satisfied with ϕ ≡ L, where L is a strictly positive constant. Then there
exists h ∈ L2((0, T ) × (0,1)) such that the solution u of (1.1) satisfies
u(T , x) = 0 for x ∈ (α + δ,1).
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u(t, x) = 0 for (t, x) ∈ [T ,T ′] × (α + δ,1).
2.4. Application to “weakly superlinear” nonlinearities
In [7], Fernández-Cara and Zuazua extended the result of [8] to “weakly superlinear”
nonlinearities f˜ (u) (independent of t and x). (See also Barbu [2] for other results in the
case of “weakly” superlinear nonlinearities.)
More precisely, in [7], a null controllability result is obtained for (2.15) assuming that
|f˜ (λ)|
|λ| ln3/2(1 + |λ|) → 0 as |λ| → +∞. (2.21)
Their result can be easily extended to nonlinearities f˜ (t, x, u) (depending on t and x as in
our case), assuming, for example, that there exists a positive function ε such that ε(λ) → 0
as |λ| → +∞, and
|f˜ (t, x, λ)|
|λ| ln3/2(1 + |λ|)  ε(λ) for all (t, x) ∈ (0, T ) × (0,1). (2.22)
Applying Theorem 2.2, we deduce:
Theorem 2.4. Consider T ′ > T > 0, u0 ∈ L2(0,1) and δ ∈ (0, β − α). Assume that Hy-
pothesis 2.1 and (2.8) are satisfied and that the function ϕ in (2.6) is such that
lim|λ|→+∞
ϕ(‖√a‖∞|λ|)
ln3/2(1 + |λ|) = 0.
Then there exists h ∈ L2((0, T ) × (0,1)) such that the solution u of (1.1) satisfies
u(T , x) = 0 for every x ∈ (α + δ,1).
Moreover, there exists h ∈ L2((0, T ′) × (0,1)) such that the solution u of (1.1) satisfies
u(t, x) = 0 for every (t, x) ∈ [T ,T ′] × (α + δ,1).
We recall that, as observed in [7] and [8], null controllability for (2.15) may fail when
f grows too fast at infinity, for instance when∣∣f˜ (λ)∣∣∼ |λ|(ln |λ|)p as |λ| → +∞ with p > 2.
2.5. Application to “strongly superlinear” dissipative nonlinearites
In this section we investigate a class of problems that has been recently addressed by
Anit¸a and Tataru in [1]. Let us recall precisely their result. We consider Eq. (2.15) with
a nonlinearity f˜ : (α,1) × R→ R (independent of t), which is locally Lipschitz continu-
ous, null at λ = 0, i.e., f˜ (x,0) = 0 for all x ∈ (α,1), and such that λ ∈ R → f˜ (x, λ) is
increasing for all x ∈ (α,1). As in [1], we introduce the notations:
∀v0 ∈ L2
(
(α,1)
)
, T (v0) := inf{T > 0 | v0 is null controllable in time T },
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∀R > 0, T (R) := sup{T (v0) ∣∣ ‖v0‖L2(α,1) R}.
Then, it is shown in [1] that there exists a constant Cα > 0 such that ∀R > 0
T (R) Ψα(R),
where Ψα is defined by
Ψα(R) :=
{
Cα
1+| lnR| , R  1,
Cα(1 + | lnR|), R > 1.
If we consider Eq. (1.1) with a nonlinearity f (x,u) independent of t , then we deduce the
following controllability result from Theorem 2.2.
Theorem 2.5. Let u0 ∈ L2(0,1), δ ∈ (0, β − α), assume Hypothesis 2.1 and suppose that
∀x ∈ (0,1), λ ∈R → f (x,λ) is increasing.
Then for all T ′, T such that T ′ > T > Ψα(‖u0‖L2(0,1)), there exists h ∈ L2((0, T )× (0,1))
such that the solution u of (1.1) satisfies
u(T , x) = 0 for x ∈ (α + δ,1).
Moreover, there exists h ∈ L2((0, T ′) × (0,1)) such that
u(t, x) = 0 for (t, x) ∈ [T ,T ′] × (α + δ,1).
3. Proofs
First of all, we have to observe that the well-posedness of (1.1) can be deduced by
some well-known perturbation technique and from the fact that A generates a strongly
continuous semigroup.
3.1. Controllability result
In this part, we prove points (i) and (ii) of Theorem 2.2. The well-posedness of some
auxiliary problems is done at the end of this part, in Section 3.2.
As in Section 2.2, we consider the cut-off function φ and we set ξ := 1−φ ∈ C∞([0,1]).
Then 0 ξ  1,{
ξ(x) = 1, 0 x  α,
ξ(x) = 0, α + δ  x  1, (3.1)
and 0 < ξ(x) < 1 for all (α,α + δ).
Moreover, the following proposition is very helpful. Consider the semilinear problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
zt − (a(x)zx)x + b(t, x)zx + f˜ (t, x, z) = h(t, x)χ(α,β),
(t, x) ∈ (0, T ) × (α,1),
z(t, α) = u0(α), t ∈ (0, T ),
z(t,1) = 0, t ∈ (0, T ),
z(0, x) = u0(x), x ∈ (α,1).
(3.2)
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the problem (3.2) is regional null controllable, i.e., given δ ∈ (0, β − α), there exists
h ∈ L2((0, T ) × (0,1)) such that the solution z of (3.2) satisfies
z(T , x) = 0 for x ∈ (α + δ,1). (3.3)
Moreover, there exists a positive constant CT such that
T∫
0
1∫
0
h2(t, x) dx dt CT
1∫
0
u20(x) dx. (3.4)
Proof. (1) Consider the semilinear nondegenerate problem (2.15), i.e.,⎧⎨
⎩
vt − (a(x)vx)x + b(t, x)vx + f˜ (t, x, v) = h1(t, x)χ(α,β)(x),
v(t, α) = v(t,1) = 0,
v(0, x) = φ(x)u0(x)|(α,1),
where (t, x) ∈ (0, T )×(α,1). Since there is no degeneracy on (α,1), using Hypothesis 2.2,
we know that there exists a control h1 ∈ L2((0, T )× (α,1)) such that the solution v of the
previous problem satisfies
v(T , ·) ≡ 0 on (α,1).
(This problem is nondegenerate. Hence its well-posedness follows by standard arguments.)
(2) Then we define f1 : (0, T ) × (α,α + δ) ×R→R by
f1(t, x, λ) := f˜ (t, x, ξ(x)λ + v) − f˜ (t, x, v)
ξ(x)
, (3.5)
and we consider the problem⎧⎪⎨
⎪⎩
wt − (a(x)wx)x + b(t, x)wx + f1(t, x,w) = 0, (t, x) ∈ (0, T ) × (α,α + δ),
w(t, α) = u0(α), t ∈ (0, T ),
w(t, α + δ) = 0, t ∈ (0, T ),
w(0, x) = u0(x), x ∈ (α,α + δ).
(3.6)
(This problem is nondegenerate. Thus the well-posedness of (3.6) follows by standard
arguments.)
Then w˜(t, x) := ξ(x)w(t, x) is the solution of⎧⎪⎪⎨
⎪⎪⎩
w˜t − (a(x)w˜x)x + b(t, x)w˜x + f˜ (t, x, v + w˜) − f˜ (t, x, v) = h2(t, x)χ(α,β),
w˜(t, α) = u0(α),
w˜(t,1) = 0,
w˜(0, x) = ξ(x)u0(x),
where (t, x) ∈ (0, T )×(α,1) and h2(t, x) := −ξx(aw)x −ξxxaw−ξxawx +bξxw. (Notice
that ξ, ξx, ξxx are supported in (α,β).)
(3) Finally, z := v + w˜ is the solution of⎧⎪⎪⎨
⎪⎪⎩
zt − (a(x)zx)x + b(t, x)zx + f˜ (t, x, z) = h(t, x)χ(α,β)(x),
z(t, α) = u0(α),
z(t,1) = 0,
z(0, x) = (ξ + φ)u0(x) = u0(x),
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z(T , ·) ≡ 0 on (α + δ,1).
For the proof of (3.4) we refer to [4]. 
3.1.1. Regional null controllability
In this section, we prove point (i) of Theorem 2.2.
Step 1. As a first step we prove point (i) of Theorem 2.2 assuming that the initial data
u0 ∈ H 1a . By Proposition 3.1, we know that there exists a control h1 ∈ L2((0, T ) × (α,1))
such that the solution z of (3.2) satisfies
z(T , x) ≡ 0 for x ∈ (α + δ,1).
Then z˜(t, x) := φ(x)z(t, x) is the solution of⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
z˜t − (a(x)z˜x)x + b(t, x)z˜x + f (t, x, z˜) = h˜1(t, x)χ(α,β)(x),
(t, x) ∈ (0, T ) × (0,1),
limx→0 a(x)z˜x(t, x) = 0, t ∈ (0, T ),
z˜(t,1) = 0, t ∈ (0, T ),
z˜(0, x) = φ(x)u0(x), x ∈ (0,1),
(3.7)
where h˜1(t, x) := bφxz − φx(az)x − φxxaz − φxazx + φh1. (Notice that φx,φxx are sup-
ported in (α,α + δ) ⊂ (α,β).)
Define f2 : (0, T ) × (0, α + δ) ×R→R by
f2(t, x, λ) := f (t, x, ξ(x)λ + z˜) − f (t, x, z˜)
ξ(x)
, (3.8)
and consider the solution w of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
wt − (a(x)wx)x + f2(t, x,w) + b(t, x)wx = 0,
(t, x) ∈ (0, T ) × (0, α + δ),
limx→0 a(x)wx(t, x) = 0, t ∈ (0, T ),
w(t, α + δ) = 0, t ∈ (0, T ),
w(0, x) = u0(x), x ∈ (0, α + δ).
(3.9)
(For the well-posedness of (3.9), see Section 3.2.)
Then w˜(t, x) := ξ(x)w(t, x) is the solution of⎧⎪⎪⎨
⎪⎪⎩
w˜t − (a(x)w˜x)x + b(t, x)w˜x + f (t, x, w˜ + z˜) − f (t, x, z˜) = h˜2(t, x)χ(α,β)(x),
limx→0 a(x)w˜x(t, x) = 0,
w˜(t,1) = 0,
w˜(0, x) = ξ(x)u0(x),
where (t, x) ∈ (0, T ) × (0,1) and h˜2 := bξxw − ξx(aw)x − ξxxaw − ξxawx . (Notice that
ξx, ξxx are supported in (α,α + δ) ⊂ (α,β).) Moreover, w˜ satisfies
w˜(T , ·) ≡ 0 on (α + δ,1).
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⎪⎩
ut − (a(x)ux)x + b(t, x)ux + f (t, x,u) = h(t, x)χ(α,β)(x),
limx→0 a(x)ux(t, x) = 0,
u(t,1) = 0,
u(0, x) = (φ + ξ)u0(x) = u0(x),
where (t, x) ∈ (0, T ) × (0,1) and h := h˜1 + h˜2. Moreover,
u(T , ·) ≡ 0 on (α + δ,1).
For the proof of (2.17) we refer to [4].
Step 2. Now, we take u0 ∈ L2(0,1) and consider the problem⎧⎪⎨
⎪⎩
vt − (avx)x + f (t, x, v, vx) = 0, (t, x) ∈ (0, T /2) × (0,1),
limx→0 a(x)vx(t, x) = 0, t ∈ (0, T /2),
v(t,1) = 0, t ∈ (0, T /2),
v(0, x) = u0(x), x ∈ (0,1).
By Theorem 2.1, there exists t0 ∈ (0, T /2) such that v(t0, x) =: u1(x) ∈ H 1a .
Then, by the previous step there exists a control h1 ∈ L2((0, T ) × (0,1)) such that the
solution w of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
wt − (awx)x + b(t, x)wx + f (t, x,w) = h1χ(α,β),
(t, x) ∈ (t0, T ) × (0,1),
limx→0 a(x)wx(t, x) = 0, t ∈ (t0, T ),
w(t,1) = 0, t ∈ (t0, T ),
w(t0, x) = u1(x), x ∈ (0,1),
(3.10)
satisfies
w(T ,x) = 0 for x ∈ (α + δ,1),
and
T∫
t0
1∫
0
h21(t, x) dx dt CT
1∫
0
u21(x) dx, (3.11)
for some positive constant CT .
Finally, we define u and h by
u :=
{
v, [0, t0],
w, [t0, T ], h :=
{
0, [0, t0],
h1, [t0, T ].
Then u is the solution of (1.1) and satisfies (2.16). The estimate (2.17) follows by the
well-posedness of (3.10) and by (3.11).
3.1.2. Persistent regional null controllability
In this subsection we will prove point (ii) of Theorem 2.2.
Consider a cut-off function ζ in C∞([0,1]) such that 0 ζ  1,{
ζ(x) = 1, 0 x  α + δ/2,
ζ(x) = 0, α + δ  x  1,
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Step 1. From point (i) of Theorem 2.2, we know that there exists h1 ∈ L2((0, T )× (0,1))
such that the solution v of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
vt − (a(x)vx)x + b(t, x)vx + f (t, x, v) = h1(t, x)χ(α,β),
(t, x) ∈ (0, T ) × (0,1),
limx→0 a(x)vx(t, x) = 0, t ∈ (0, T ),
v(t,1) = 0, t ∈ (0, T ),
v(0, x) = u0(x), x ∈ (0,1),
satisfies
v(T , ·) ≡ 0 on (α + δ/2,1).
Step 2. We define f3 : (0, T ) × (0, α + δ) ×R→R by
f3(t, x, λ) := f (t, x, ζ(x)λ)
ζ(x)
. (3.12)
Let w be the solution of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
wt − (a(x)wx)x + b(t, x)wx + f3(t, x,w) = 0,
(t, x) ∈ (T ,T ′) × (0, α + δ),
limx→0 a(x)wx(t, x) = 0, t ∈ (T ,T ′),
w(t, α + δ) = 0, t ∈ (T ,T ′),
w(T , x) = v(T , x), x ∈ (0, α + δ).
(3.13)
(For the well-posedness of (3.13), see Section 3.2.)
Then w˜(t, x) := ζ(x)w(t, x) is the solution of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
w˜t − (a(x)w˜x)x + f (t, x, w˜) + b(t, x)w˜x = h2(t, x)χ(α,β),
(t, x) ∈ (T ,T ′) × (0,1),
limx→0 a(x)w˜x(t, x) = 0, t ∈ (T ,T ′),
w˜(t,1) = 0, t ∈ (T ,T ′),
w˜(T , x) = ζ(x)v(T , x) = v(T , x), x ∈ (0,1),
where h2 := bζxw − ζx(aw)x − ζxxaw − ζxawx . (We used that ζx, ζxx are supported in
(α + δ/2, α + δ) ⊂ (α,β) and that ζ ≡ 1 on the support of v(T ).) Moreover,
w˜(t, x) = 0 for (t, x) ∈ (T ,T ′) × (α + δ,1).
Step 3. Finally, we define u and h by{
u := v on (0, T ) and u := w˜ on (T ,T ′),
h := h1 on (0, T ) and h := h2 on (T ,T ′).
Then u satisfies⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut − (a(x)ux)x + f (t, x,u) + b(t, x)ux = h(t, x)χ(α,β),
(t, x) ∈ (0, T ′) × (0,1),
limx→0 a(x)ux(t, x) = 0, t ∈ (0, T ′),
u(t,1) = 0, t ∈ (0, T ′),
u(0, x) = u0(x), x ∈ (0,1),
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u(t, x) = 0 for (t, x) ∈ [T ,T ′] × (α + δ,1).
For the proof of (2.19) we refer to [4].
Remark 3.1. Using the same technique of Section 3.1.2, one can prove that the persistent
regional null controllability also holds for the problem (3.2).
3.2. Well-posedness of the auxiliary problems
It remains to verify the well-posedness of problems (3.9) and (3.13) (with the nonlin-
earities f2 and f3 respectively defined by (3.8) and (3.12)).
For each problem, we have to verify that the nonlinearities fi , for i = 2,3, satisfy (2.6),
(2.7) and (2.9).
Step 1. First we prove (2.9):
−f2(t, x, λ)λ = −f (t, x, ξ(x)λ + z˜) − f (t, x, z˜)
ξ(x)2
λξ(x) C ξ(x)
2λ2
ξ(x)2
= Cλ2,
−f3(t, x, λ)λ = −f (t, x, ζ(x)λ)
ζ(x)
λ = −f (t, x, ζ(x)λ)ζ(x)λ
ζ 2(x)
C (ζ(x)λ)
2
ζ 2(x)
= Cλ2.
Step 2. Next we prove (2.6) and (2.7). First we consider f2. From the construction of z˜,
we clearly have∣∣√a(x)z˜(t, x)∣∣ C
for all (t, x) ∈ (0, T ) × (0,1). Hence∣∣f2(t, x, λ) − f2(t, x,μ)∣∣
=
∣∣∣∣f (t, x, ξ(x)λ + z˜) − f (t, x, ξ(x)μ + z˜)ξ(x)
∣∣∣∣
 ϕ
(√
a(x)
(∣∣ξ(x)λ + z˜∣∣+ ∣∣ξ(x)μ + z˜∣∣))
∣∣∣∣ξ(x)λ − ξ(x)μξ(x)
∣∣∣∣
 ϕ
(
C
√
a(x)
(|λ| + |μ|)+ C)|λ − μ|
 ϕ2
(√
a(x)
(|λ| + |μ|))|λ − μ|.
This proves (2.6) for f2. Here ϕ2 :R+ →R+ is defined by
ϕ2(μ) := ϕ(Cμ + C),
which implies (2.7) for f2. Hence, from Theorem 2.1, problem (3.9) is well posed.
Next we consider f3:
∣∣f3(t, x, λ) − f3(t, x,μ)∣∣ ϕ(√a(x)(|λ| + |μ|)) |ζ(x)λ − ζ(x)μ||ζ(x)|
= ϕ(√a(x)(|λ| + |μ|))|λ − μ|.
818 P. Cannarsa et al. / J. Math. Anal. Appl. 320 (2006) 804–818Thus (2.6) is true for f3. This also implies that (2.7) is satisfied. Hence, from Theorem 2.1,
problem (3.13) is well posed.
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