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Abstract—We present a uniﬁed linear program formulation for
optimal content delivery in content delivery networks (CDNs),
taking into account various costs and constraints associated with
content dissemination from the origin server to storage nodes,
data storage, and the eventual fetching of content from storage
nodes by end users. Our formulation can be used to achieve
a variety of performance goals and system behavior, including
the bounding of fetch delay, load balancing, and robustness
against node and arc failures. Simulation results suggest that
our formulation performs signiﬁcantly better than the traditional
minimum k-median formulation for the delivery of multiple
content, even under modest circumstances (small network, few
objects, low storage budget, low dissemination costs).
Index Terms—content delivery network (CDN), network cod-
ing, subgraph selection, placement problem
I. INTRODUCTION
Content delivery networks (CDNs) are designed to improve
end user experience, which is commonly measured by the
availability of content and the cost incurred in accessing it.
Content replication is the de facto strategy, with much research
on related subproblems such as mirror or cache placement [1],
[2], [3], and the end user selection of mirror sites [4], [5],
[6]. In this work we investigate the application of network
coding in CDNs. By allowing content to be algebraically coded
and split, network coding can improve the cost-performance
tradeoffs. It also admits a uniﬁed linear program formulation
that can optimize performance for various costs and constraints
associated with content dissemination from the origin server
to storage nodes, data storage, and the eventual fetching of
content from storage nodes by end users. Our work extends
the formulation presented in [7] to address additional issues,
including bounding of fetch delay and robustness against
node/arc failures. We also investigate the multiple content
delivery problem, and compare the performance of our for-
mulation and the traditional minimum k-median formulation
through simulation experiments.
II. BACKGROUND AND RELATED WORK
CDNs have been around since the late 1990s [8]; today
they play an integral role in many businesses on the Internet.
Industry leader Akamai reports that it serves 75 of the top 100
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U.S. online retail companies, as well as leading media com-
panies globally [9]. Content replication has become the basis
of most work on CDNs. We distinguish between two forms
of content replication — caching and mirroring. Caching
involves the passive replication and storage of content ﬂowing
through a node. Proxy caches and reverse proxy caches are
often deployed by end users (e.g. residential ISPs) and origin
servers (e.g. content providers), respectively, to reduce delay
and bandwidth usage. We do not address caching in this paper,
but note that it can be applied on top of our scheme to improve
performance. Mirroring involves the use of mirror sites, each
of which is a storage node that replicates the whole content at
the origin server. Such nodes are deployed across different
geographical locations to distribute the fetch load imposed
by end users. The origin server proactively disseminates or
“pushes” content to these nodes.
The placement problems in caching [3], [10], [11], [12], and
mirroring [1], [2], [13] are largely similar; they differ mainly
in the explicit consideration of content cacheability and cache
misses. Our work most closely resembles these problems,
whose variations have been studied in many ﬁelds [14], [15].
Past efforts were essentially based on complex combinatorial
optimization problems (e.g. minimum k-median problem [1])
which naturally motivated the development of heuristics to
approximate the optimal solution. The application of network
coding to CDNs alleviates the complexity issues in traditional
routing and content replication. For instance, a major problem
simpliﬁcation arises from allowing storage nodes to store
partial network-coded content; they are not constrained to store
the whole content or object in its entirety as is the case in
[1], [2], [12], [13], etc. Moreover, our formulation handles
many important aspects of content delivery, including load
balancing, and robustness against node and arc failures. All
in all, network coding enables us to provide a simple yet
expressive practical formulation for optimal content delivery.
III. LINEAR PROGRAM FORMULATION
Consider a static network G(N,A) comprising nodes N and
lossless point-to-point arcs A. The formulation extends easily
to accommodate lossy hyperarcs as in [16]. For multicasting
from a source s ∈ N to a set of receivers T ⊆ N , the subgraph
selection problem for traditional network-coded multicasting
can be formulated as a linear program which is easily solved
in polynomial time. In the case of a CDN, we recast the
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problem with two distinct stages in time — a dissemination
stage, and a fetch stage. Transmissions initiated or “pushed” by
the source (i.e. origin server, assumed to be collocated with a
node in the CDN) occur during the dissemination stage, while
transmissions requested or “pulled” by the receivers (i.e. end
users, assumed to be collocated with nodes in the CDN) occur
during the fetch stage. Fig. 1 illustrates this time-expanded
representation of the network. Storage in node memory is
modeled as a ﬂow over time from the dissemination stage
to the fetch stage. We allow network coding during only
the dissemination stage; fetch ﬂows for individual receivers
are unicast ﬂows, and may occur independently and asyn-
chronously. As in [7], we can formulate this problem as a
linear program, with the objective of minimizing the expected
total cost of content delivery, which in general can include
dissemination, storage, and fetch costs.
Fig. 1. Time-expanded representation of the network G(N,A), over which
source s wishes to multicast to the set of receivers T = {t1, t2}. The dashed
arcs correspond to storage ﬂows in the memory of the nodes.
A. Notation
s source node (i.e. origin server)
T set of receivers (i.e. end users)
R multicast rate
Ad set of arcs for the dissemination stage
As set of arcs for the storage ﬂows in node memory
Af set of arcs for the fetch stage
Nd set of nodes for the dissemination stage
Nf set of nodes for the fetch stage
xa,t ﬂow on arc a ∈ Ad ∪As ∪Af for receiver t ∈ T
xa shared ﬂow on arc a ∈ Ad ∪As, as a result of the ﬂows
for all receivers t ∈ T
ca cost per unit ﬂow on arc a ∈ Ad ∪As
ca,t cost per unit ﬂow on arc a ∈ Af for receiver t ∈ T
za capacity of arc a ∈ Ad ∪As ∪Af
αt expected number of requests for the content by
receiver t ∈ T
In a general setting, we may assume that all nodes in the
CDN are potential receivers, i.e. T = Nf . The costs per unit
ﬂow should reﬂect the monetary costs of bandwidth usage
(ca, ca,t, a ∈ Ad ∪ Af ) and data storage (ca, a ∈ As), taking
into account the relevant protocol overhead. We therefore
expect the cost per unit ﬂow on an arc to be higher during the
fetch stage than the dissemination stage in practice, i.e. ca,t >
ca for the corresponding arcs in Af and Ad respectively. The
expected number of requests αt can be estimated for each
receiver t by considering usage patterns for the particular
content.
B. Basic Linear Program Formulation
minimize
∑
a∈Ad
xa ca +
∑
a∈As
xa ca +
∑
a∈Af
t∈T
αt xa,t ca,t (1)
subject to
xa ≥ xa,t , ∀ t ∈ T, a ∈ Ad ∪As (2)
za ≥ xa,t ≥ 0 , ∀ t ∈ T, a ∈ Ad ∪As ∪Af (3)∑
{a|tail(a)=i}
xa,t −
∑
{a|head(a)=i}
xa,t =
{
R if i = s,
−R if i = t,
0 otherwise,
∀ t ∈ T, i ∈ Nd ∪Nf (4)
The three summation terms in the objective function (1)
represent the expected total dissemination, storage, and fetch
costs, respectively. Although our formulation assumes inde-
pendent and asynchronous unicast ﬂows during the fetch stage,
we note that in practice, simultaneous fetch ﬂows on an arc
can be shared using network coding to reduce costs. Constraint
(2) ensures that the resultant shared ﬂow on each arc is able
to support the required ﬂow for each receiver on that arc,
(3) ensures that the ﬂow on each arc is realizable within its
capacity, and (4) reﬂects the conservation of ﬂow through each
node.
C. Modiﬁed Formulations
1) Potential Storage Nodes: To restrict the set of potential
storage nodes to some subset S ⊆ N , we can set za = 0 if
the node corresponding to a ∈ As is not in S. The problem
becomes analogous to that of constrained mirror placement in
[2].
2) Storage Budget Constraint: In addition to specifying the
storage capacity for individual nodes (i.e. za, a ∈ As), we
can also impose an aggregate storage budget over all nodes,
i.e.
∑
a∈As xa ≤ Zs, where Zs is the storage budget. This is
analogous to the constraint on the number of mirrors in [1],
[2], and the storage capacity budget in [13].
3) k-hop Fetch Constraint: For quality of service, we can
bound the delay incurred when accessing content by restricting
fetch ﬂows to within the k-hop neighborhood of each receiver.
This can be done by adding the equality constraint xa,t = 0 for
each arc a ∈ Af outside the k-hop neighborhood of receiver
t. Other fetch constraints can also be applied, e.g. maximum
round-trip time.
4) Fetch Load Constraint: To bound the expected load on
nodes and arcs during the fetch stage, we can introduce the
constraint
∑
t∈T αt xa,t ≤ βa za, a ∈ As ∪ Af , where βa
is the load factor for arc a. This performs load balancing
by restricting the expected storage ﬂow served by each node
(a ∈ As), and the expected fetch ﬂow on each arc (a ∈ Af ).
5) Dissemination Stage Receivers: To have a node receive
the content at the end of the dissemination stage without
having to fetch, we can add the corresponding node in Nd
to the set of receivers T . This is equivalent to forcing the
node to be a storage node for the whole content.
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6) Delivery of Multiple Content: To accommodate the
delivery of multiple content from possibly different source
nodes, we introduce separate ﬂows for individual content. The
problem becomes analogous to that of object placement in
[13], and can be described by the following linear program:
minimize
∑
a∈Ad
xa ca +
∑
a∈As
xa ca +
∑
a∈Af
t∈T
w∈W
α
(w)
t x
(w)
a,t ca,t (5)
subject to
x
(w)
a ≥ x(w)a,t , ∀ w ∈ W, t ∈ T, a ∈ Ad ∪As (6)
za ≥ xa ≥
∑
w∈W
x
(w)
a , ∀ a ∈ Ad ∪As (7)
za ≥ x(w)a,t , ∀ w ∈ W, t ∈ T, a ∈ Af (8)
x
(w)
a,t ≥ 0 , ∀ w ∈ W, t ∈ T, a ∈ Ad ∪As ∪Af (9)∑
{a|tail(a)=i}
x
(w)
a,t −
∑
{a|head(a)=i}
x
(w)
a,t =
{
Rw if i = sw ,
−Rw if i = t,
0 otherwise,
∀ w ∈ W, t ∈ T, i ∈ Nd ∪Nf (10)
We denote the set of content or objects by W , the source
node for content w by sw, the multicast rate for content w by
Rw, and the expected number of requests by receiver t ∈ T
for content w by α(w)t , where w ∈ W . Flows for individual
content are distinguished by their (w) superscript. Note that
we allow network coding during only the dissemination stage
and among ﬂows for the same content.
D. Storage for Robustness Against Node or Arc Failures
Distributed storage can be used to improve robustness of
data availability in unreliable networks. Intuitively, in a net-
work where nodes or arcs fail probabilistically, the probability
of a receiver being able to fetch data successfully increases
with the amount of redundant storage and the proximity of
storage nodes.
Suppose we wish to ensure that each receiver can still
successfully access content in the event that some nodes or
arcs fail during the fetch stage. An exact but prohibitively
complex way to approach this is to consider the exhaustive set
of mutually exclusive failure events (including the zero-failure
event), each associated with a probability of occurrence, and
a set of nodes or arcs that fail. We then replace each receiver
t ∈ T with a set of virtual receivers, one for each failure
event that affects it, allowing fetch ﬂows only on the unaffected
nodes and arcs, i.e. fetch ﬂows on the failed nodes and arcs are
forced to be zero. The objective function would be modiﬁed
to include the fetch cost incurred by each virtual receiver,
weighted by the probability of the corresponding failure event,
so that it continues to express the expected total cost. The k-
hop fetch constraint (see Section III-C3) reduces the number
of virtual nodes required, for example, to protect against the
failure of up to any m arcs in the network, from
∑m
i=0
(|A|
i
)
virtual receivers per receiver if there were no hop constraint on
fetching, to
∑min{m,d−(t)}
i=0
(
d−(t)
i
)
virtual receivers for each
receiver t ∈ T if a 1-hop fetch constraint was applied, where
d−(t) is the indegree of node t. However, the number of virtual
receivers still grows exponentially with the number of hops k.
Fig. 2. Example demonstrating the use of virtual receivers to achieve a
minimum probability of successful content delivery. Virtual receiver v0 cor-
responds to the zero-failure event, while virtual receiver vi, i = 1, 2, . . . , d,
corresponds to the event where only the arcs on paths Pj , j = i are allowed
to carry fetch ﬂow for vi.
To allow ﬂexibility in the number of hops k in the fetch
constraint while remaining tractable, we can consider the fol-
lowing approach whose fetch success probability can be lower
bounded as a function of k, the node (arc) failure probability,
and the number of disjoint paths in the k-hop neighborhood
of the receivers. Fig. 2 gives an illustration. Suppose each
node (arc) in the network fails independently with probability
p. If a receiver t has d node (arc)-disjoint paths in its k-
hop neighborhood, then by using the speciﬁed (d + 1) virtual
receivers, receiver t would achieve a success probability ≥
P(at most one path fails) = (1−p)k(d−1)(d−(d−1)(1−p)k).
For simplicity, the objective function includes the fetch costs
only for the zero-failure event.
E. Problem Size Reduction
In the interest of tractability, we can reduce the size of
the linear program by picking only a subset of nodes in the
CDN as receivers. One heuristic would be to choose a set of
receivers so that each node in the CDN is at most k hops
from some receiver. Such a set could be greedily constructed,
e.g. by adding nodes in descending order of degree, while
skipping over those that are already in the k-hop neighborhood
of a previously added node. A more general approach is to
organize the nodes in the CDN into an appropriate hierarchy
so that we need only consider a small number of nodes at
the top level and the arcs between them; other nodes at lower
levels will be assumed to be collocated with a top level node.
Such a hierarchical organization of nodes may follow naturally
from the geographical or administrative topology of the CDN,
e.g. national, regional, and institutional levels proposed in [17].
IV. PERFORMANCE EVALUATION
To demonstrate the beneﬁts of our formulation, we eval-
uate its performance for delivering multiple content. This
is traditionally approached as an object placement problem,
which can be formulated as a multi-commodity generalization
of the NP-hard minimum k-median problem [13], [1]. We
describe this formulation with the following mixed integer
linear program (cf. Section III-C6):
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minimize
∑
a∈Af
t∈T
w∈W
α
(w)
t x
(w)
a,t ca,t (11)
subject to
x
(w)
a ≥ x(w)a,t , ∀ w ∈ W, t ∈ T, a ∈ Ad ∪As (12)
za ≥ xa ≥
∑
w∈W
x
(w)
a , ∀ a ∈ Ad ∪As (13)
za ≥ x(w)a,t , ∀ w ∈ W, t ∈ T, a ∈ Af (14)
x
(w)
a,t ≥ 0 , ∀ w ∈ W, t ∈ T, a ∈ Ad ∪As ∪Af (15)∑
{a|tail(a)=i}
x
(w)
a,t −
∑
{a|head(a)=i}
x
(w)
a,t =
{
Rw if i = sw ,
−Rw if i = t,
0 otherwise,
∀ w ∈ W, t ∈ T, i ∈ Nd ∪Nf (16)∑
a∈As
xa ≤ k (17)
x
(w)
a ∈ {0, Rw} , ∀ w ∈ W, a ∈ As (18)
We note that the objective function (11) comprises only the
expected fetch cost. Also, the storage budget k is to be
allocated over the set of content or objects W (17), and objects
must be stored in their entirety (18). For brevity, we refer
to this multi-commodity version of the minimum k-median
formulation as KMF. For comparison, we use the linear
program in Section III-C6, with zero storage costs and the
storage budget constraint
∑
a∈As xa ≤ k. We refer to this
network coding formulation as NCF.
We also make the following simplifying assumptions: unit
dissemination costs ca = Cd, a ∈ Ad, unit fetch costs ca,t =
Cf , a ∈ Af , t ∈ T , and expected number of requests α(w)t =
α(w), t ∈ T, w ∈ W , where Cd ≥ 0, Cf > 0, and α(w) ≥
0, w ∈ W are constants. Following the analysis in [13], we
assume a Zipf-like request distribution over the set of objects
W , which gives α(wi)  1im
(∑|W |
j=1
1
jm
)−1
α, where wi ∈ W
is the ith most popular object, α > 0 is the expected total
number of requests by a receiver over all objects, and m is
the skewness parameter of the request distribution. It follows
that the objective functions in KMF and NCF can be replaced
respectively by
∑
a∈Af
t∈T
wi∈W
1
im
x
(wi)
a,t , and (19)
θ
∑
a∈Ad
xa+
∑
a∈Af
t∈T
wi∈W
1
im
( |W |∑
j=1
1
jm
)−1
x
(wi)
a,t , (20)
where θ  Cdα Cf , without changing the optimal solutions.
Using the expected total dissemination and fetch cost
Cd
∑
a∈Ad
xa + αCf
∑
a∈Af
t∈T
wi∈W
1
im
( |W |∑
j=1
1
jm
)−1
x
(wi)
a,t
as the performance measure, we compute the relative perfor-
mance of NCF with respect to KMF:(
Cd
∑
a∈Ad xa + α Cf
∑
a∈Af ,t∈T,wi∈W
1
im
(∑|W |
j=1
1
jm
)−1
x
(wi)
a,t
)
NCF(
Cd
∑
a∈Ad xa + α Cf
∑
a∈Af ,t∈T,wi∈W
1
im
(∑|W |
j=1
1
jm
)−1
x
(wi)
a,t
)
KMF
=
(
θ
∑
a∈Ad xa +
∑
a∈Af ,t∈T,wi∈W
1
im
(∑|W |
j=1
1
jm
)−1
x
(wi)
a,t
)
NCF(
θ
∑
a∈Ad xa +
∑
a∈Af ,t∈T,wi∈W
1
im
(∑|W |
j=1
1
jm
)−1
x
(wi)
a,t
)
KMF
 Φθ
To obtain the dissemination costs in KMF, we solve a sep-
arate traditional network coded multicasting problem with
the selected storage nodes as receivers, with the objective of
minimizing the total dissemination cost.
For a given network, set of objects W , and choice of k,
m, and Rw, w ∈ W , the optimal solutions and the relative
performance Φθ can be parameterized by θ; therefore we
vary θ as the independent variable in our comparisons. We
apply both formulations on randomly generated networks
with symmetrical point-to-point arcs, all nodes as receivers,
multicast rates Rw = 1, w ∈ W , and arc capacities za =
1, a ∈ Ad ∪ As ∪ Af . A network is generated by starting
with the empty graph and adding symmetrical point-to-point
arcs selected uniformly at random until the graph becomes
connected. The source node sw for each object w ∈ W is
selected uniformly at random from the set of all nodes.
Fig. 3. Relative performance of NCF with respect to KMF (Φθ) for θ 
Cd
α Cf
= 0, for 1, 3, 5, 7 objects (|W |), and storage budgets k = |W |+ {0,
1, 3, 5, 7}. Each data point represents the mean value and standard deviation
of Φθ over 50 random networks.
Figs. 3, 4, 5 summarize our results for the placement of 1,
3, 5, 7 objects with request distribution skewness parameter
m = 0.9 (as in [13]), for different storage budgets k and
values of θ  Cdα Cf , over 50 randomly generated 15-node
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(a) Number of objects |W | = 1
(b) Number of objects |W | = 3
Fig. 4. Relative performance of NCF with respect to KMF (Φθ) against θ 
Cd
α Cf
, for (a) 1 and (b) 3 objects (|W |), and storage budgets k = |W |+ {0,
1, 3, 5, 7}. Each data point represents the mean value and standard deviation
of Φθ over 50 random networks.
networks. Fig. 3 shows that when θ = 0 (i.e. dissemination
is free), NCF performs only very slightly better than KMF.
This is to be expected since both formulations are using the
same objective function (19), (20), and differ only in that
NCF allows objects to be algebraically coded and split across
different nodes. This advantage would be more pronounced
when node storage capacities and arc capacities are severely
limited. Figs. 4, 5 suggest that NCF’s lead over KMF improves
as (i) θ increases (i.e. dissemination becomes relatively more
expensive), (ii) the number of objects |W | increases, and (iii)
the storage budget k increases. In particular, we note that even
at θ = 1 (which could correspond to Cd = 0.5, Cf = 1, α =
0.5, for example), we can already observe a cost reduction of
almost 20% for |W | = k = 7.
V. DISCUSSION
A. Implementation Considerations
Network coding in our formulation can be implemented
using random linear codes [18], [19]. The resulting optimal
(a) Number of objects |W | = 5
(b) Number of objects |W | = 7
Fig. 5. Relative performance of NCF with respect to KMF (Φθ) against θ 
Cd
α Cf
, for (a) 5 and (b) 7 objects (|W |), and storage budgets k = |W |+ {0,
1, 3, 5, 7}. Each data point represents the mean value and standard deviation
of Φθ over 50 random networks.
solution assumes a ﬂuid model; how closely we approach this
in practice depends on how we translate fractional ﬂows to
integral numbers of packets. If the generation size (i.e. number
of source packets being coded together) is large, then simple
rounding up may sufﬁce. Other integral network coding strate-
gies are also possible [20].
We have assumed that the origin server and end users are
collocated with CDN nodes in our formulation. In practice, a
domain name system (DNS) could be used to direct the origin
server and end users to the nearest available CDN node, as is
used in Akamai [21].
Packet routing through the CDN could be accomplished
using source routing. The origin server solves the linear
program, and disseminates the content along ﬁxed routes;
downstream nodes will perform network coding as determined
by the origin server. A robust routing protocol should be able
to work around node or arc failures that occur midstream. The
origin server also notiﬁes all potential end users of the storage
nodes from which to fetch content, and the amount of content
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to fetch from each of them. As this may be impractical for very
large networks, we could, alternatively, use a DNS to store this
information for each end user; the origin server would update
the relevant entries and leave the end users to resolve their
fetch queries. To fetch content, an end user would contact the
relevant storage nodes, which would then send the necessary
amount of content via the shortest paths.
Information about the network state should be collected as
often as needed to accurately compute the parameters of the
linear program (e.g. arc costs and capacities, expected number
of requests by end users). In a dedicated CDN, we expect such
information to be available through the network monitoring
system; otherwise, each node could just broadcast a status
report periodically. In very large networks where ﬂooding
is prohibitively costly, we could collate the information at
predetermined nodes, e.g. the root nodes at each level of the
hierarchy.
Nodes in the CDN could also cache content ﬂowing through
them during the fetch stage, so as to reduce bandwidth con-
sumption and delay in fetching. In particular, we expect better
caching performance with network coding because a coded
packet returned by a cache is more likely to be innovative
than an uncoded packet.
B. Augmenting with a Peer-to-Peer (P2P) Network
A hybrid CDN–P2P network achieves better scalability
than a pure CDN since end users help contribute bandwidth,
storage, and computation resources to deliver content [22],
[23]. End users can access content through one or more nearby
nodes in the CDN, or through other peers. In such a hybrid
network, the CDN provides a reliable backbone for content
delivery, and prevents severe service degradation in the face
of high churn rates among peers.
CDN nodes are also natural candidates for trackers which
help coordinate interactions between end users, as used in
BitTorrent [24]. Furthermore, we can modify our formulation
to support various content storage and lookup mechanisms in
P2P systems [25]. For instance, for fast lookups of storage
nodes in the CDN by end users, we may adopt a distributed
hash table (DHT) approach [26], [27] whereby we specify a set
of dissemination stage receivers (see Section III-C5) according
to the hash of the content.
VI. CONCLUSION AND FUTURE WORK
We presented a uniﬁed linear program formulation for
optimal content delivery in CDNs. Our simulation results
suggest that the formulation performs signiﬁcantly better than
the traditional minimum k-median formulation for the delivery
of multiple content, even under modest circumstances (small
network, few objects, low storage budget, low dissemination
costs). We look forward to addressing the more challeng-
ing problem of content delivery in dynamic environments
(e.g. mobile ad hoc networks) which demand greater robust-
ness against topology changes, and node and arc failures.
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