Ordinal data are often modeled using a continuous latent response distribution, which is partially observed through windows of adjacent intervals de¯ned by cutpoints. In this paper we propose the beta distribution as a model for the latent response. The beta distribution has several advantages over the other common distributions used, e.g., normal and logistic. In particular, it enables separate modeling of location and dispersion e®ects which is essential in the Taguchi method of robust design. No method is universally the best, but the maximum likelihood method using continuousized data is found to perform generally well, especially for estimating the dispersion parameter. This method is also computationally much faster than the other methods and does not experience convergence di±culties in case of sparse or empty cells.
Introduction
Ordinal data are commonly used in many areas of application, some examples being the quality of an item or service or performance (poor, fair, good, very good or excellent), seriousness of a defect (minor, major, critical), taste of food (too mild, just right, too spicy) and extent of agreement (strongly disagree, disagree, neutral, agree, strongly agree). Many techniques are available for analyzing stochastic shifts in ordinal data; for a review see Agresti (1984) . However, serious di±culties arise when inferences are desired on both location and dispersion e®ects; see Nair (1986) and Hamada and Wu (1990) and the accompanying discussions. Both these e®ects are of interest in Taguchi's (1986) approach to quality improvement where the goal is not only to have the average product performance on target, but also to minimize the variation around the target. Taguchi recommends identifying two sets of design factors: control factors that can be used to minimize the dispersion and adjustment factors that can be used to bring the location on target. To implement this strategy it is necessary to be able to measure and analyze the location and dispersion e®ects separately from each other.
The main cause of di±culty in separating the location e®ects from dispersion e®ects when the data are ordinal is that the number of categories is usually small (between 3 and 10).
Therefore, when the location parameter is pushed to the limit (either too high or too low), most of the data fall in the extreme category giving a false impression of reduced variance.
A common approach to the analysis of ordinal data is to assume a continuous latent response distribution that is observed through windows of ordered intervals with¯xed, but unknown cutpoints. This approach is implicit in the proportional odds model (McCullagh, 1980) , which can be derived from an underlying logistic response distribution and in other generalized linear models (McCullagh and Nelder, 1989 ). These models are typically based on the assumption of a symmetric continuous latent response having an in¯nite domain.
They also do not separate the location and dispersion e®ects besides failing to take into account the¯nite nature of the measurement scale used in ordinal data.
To resolve these di±culties, we propose the beta distribution as a model for the latent variable. The following three properties of the beta distribution make it especially suitable for modeling ordinal data:
1. The beta distribution has a¯nite domain.
2. The beta distribution can°exibly model a wide variety of shapes including a bell-shape (symmetric or skewed), U-shape and J-shape. Note that ¹, which may be taken to be the location parameter, a®ects ¾ 2 through ¹(1 ¡ ¹). In particular, ¾ 2 ! 0 as ¹ ! 0 or 1, as it should due to the location shift that pushes data into extreme categories. Also, e®ects on ¾ 2 of changes in location and scale are separately quanti¯ed through two terms, ¹(1 ¡ ¹) and´2, respectively.
Therefore we may regard´2 as a pure dispersion parameter.
The basic idea here is similar to that in Leon, Shoemaker and Kacker (1987) where the goal was to¯nd a performance measure of dispersion that is independent of adjustment factors (PerMIA), i.e., that is una®ected by changes in location. Box (1988) also made a similar suggestion that the data be transformed to achieve \separation," i.e., eliminate the dependence of the variance on the mean. We claim that the beta distribution provides a suitable underlying metric for ordinal data and´2 is an appropriate PerMIA.
Our long term goal in the proposed research program is to develop a comprehensive statistical methodology for analyzing multifactor experiments with ordinal data to identify adjustment factors that have signi¯cant e®ects on the location parameter ¹ and control factors that have signi¯cant e®ects on the dispersion parameter´2. A key step in this methodology is to impute continuous beta scores from the count data. Normalizing transformations will then be applied to the beta scores, and the resulting data will be analyzed for location and dispersion e®ects using suitably modi¯ed normal theory techniques that are familiar to many engineers and are available in commercial packages. To obtain the beta scores, we¯rst need to develop a good method for estimating ¹ and´2. The primary goal of the present paper is to compare the maximum likelihood method and the method of moments for this purpose using the raw (discrete) data or smoothed (continuousized) data. How the estimates of ¹ and´2 will be utilized in the proposed methodology will be the topic of future papers.
One might argue that there is no need to look beyond the maximum likelihood method.
However, there are issues other than statistical e±ciency, such as numerical stability of estimates and convergence, which are equally important in practice, and it is not a priori clear that one method will have an advantage over the other. In fact, even as far as statistical e±ciency is concerned, it is not clear that one method will always be superior. Therefore it is necessary to compare the competing methods in detail so that we can determine which method should be used under which conditions. We investigate these questions by¯rst focusing on a single beta distribution corresponding to a single treatment with known equispaced cutpoints. After having determined the best method for estimating ¹ and´2 for this setup, we then address the problem of estimating unknown cutpoints. In this latter case we consider the multiple treatments setup since the cutpoints are common to all treatments and must be estimated from all the data, whereas ¹ and´2 will be estimated separately for each treatment. Of course, these two estimation problems are interdependent. Therefore we propose a two-step iterative method of estimation. We begin with some starting values for the cutpoints (e.g., equispaced) and estimate ¹ and´2 (or equivalently a and b) for each treatment. Using these estimates of (¹;´2) from each treatment we then estimate the cutpoints for all treatments. These two steps are iterated until convergence.
The paper is organized as follows. Section 2 gives the formulation of the problem and the necessary notation. Sections 3 through 6 focus on the estimation of ¹ and´2 for a single beta distribution. Section 3 discusses the maximum likelihood and the method of moment estimation using discrete data. Section 4 extends these methods to continuousized data, which are obtained from the raw data by spreading the observations in each cell 
Problem Formulation and Notation
Let I¸2 denote the number of treatments (combinations of di®erent factor levels).
We¯rst consider the problem of¯nding the best method of estimating ¹ and´2 for each treatment. For this purpose we begin by assuming known cutpoints and focus on the single treatment case through Section 6. Suppose that the data from the treatment consist of a random sample of n items, which are classi¯ed into J¸2 ordered categories (cells) with n j items in the jth cell and P J j=1 n j = n. As in McCullagh (1980), we assume that these categorized data are a manifestation of latent continuous random variables (r.v.'s) X 1 ; X 2 ; : : : ; X n such that the ith item is observed to fall in the jth cell if and only if c j¡1 · X i < c j where c 0 < c 1 < c 2 < ¢ ¢ ¢ < c J¡1 < c J are known cutpoints; a special case of interest is the equispaced cutpoints: c j = j=J; j = 0; 1; 2; : : : ; J. We assume that the X i 's are i.i.d.
with the beta distribution given by (1.1). The goal is to estimate (¹;´2) from the vector of observed cell counts n = (n 1 ; n 2 ; : : : ; n J ).
denote the cumulative distribution function (c.d.f.) of the beta distribution. For brevity, we will use the notation F j = F (c j ja; b); j = 0; 1; 2; : : : ; J. Then the cell counts vector n = (n 1 ; n 2 ; : : : ; n J ) is a realization of a multinomial random vector N = (N 1 ; N 2 ; : : : ; N J ) with cell probabilities p j = F j ¡ F j¡1 ; j = 1; 2; : : : ; J and P N j = P n j = n.
Because the beta distribution is parameterized in terms of (a; b), it is more convenient tō nd the estimates (b a; b b)¯rst and then calculate
Estimation for Discrete Data

Maximum Likelihood Method
The standard method for estimation of parameters from incomplete data is the maximum likelihood method; see, e.g., Sundberg (1974 Sundberg ( , 1976 ) and Dempster, Laird and Rubin (1976). The maximum likelihood estimate of (a; b) maximizes the kernel of the log-likelihood function:
We refer to the resulting estimates as MLE-D (maximum likelihood estimates for discrete data).
Various algorithms can be used to¯nd (b a; b b). One possibility is to¯nd (b a; b b) directly using a suitable nonlinear programming algorithm. The second possibility is to solve the
using either the Newton-Raphson or the scores algorithm. The third possibility is to use the EM-algorithm of Dempster, Laird and Rubin (1976). Since the beta distribution is a member of the exponential family, closed form expressions can be obtained for the iterative steps of the EM-algorithm; the details are omitted for brevity.
In our empirical study all three algorithms for computing the MLE-D of (a; b) experienced convergence problems when ¹ was close to 0 or 1, and/or when´2 was small. In these cases most of the data are concentrated in a few cells. The most satisfactory method was the nonlinear programming algorithm.
Method of Moments
To apply the method of moments we begin by assuming that all observations in each cell are concentrated at the midpoint of that cell. Let m j be the midpoint of cell j:
(2j ¡ 1) for equispaced cutpoints.
Then denoting the sample mean and the sample variance of these data by ¹ x and s 2 , respectively, the method of moments estimates of ¹ and´2 can be easily computed using
We will refer to the resulting estimates as MME-D (method of moments estimates for discrete data).
We performed preliminary simulations to evaluate these estimates which showed thatb ¹ and b 2 are highly biased. In general, b ¹ = ¹ x is positively biased for ¹ < 1=2 and negatively biased for ¹ > 1=2. Due to the assumption that all observations in each cell are concentrated at the midpoint of that cell, s 2 often underestimates ¾ 2 , especially when observations are clumped into a few cells. The simulation study also showed that in general ¹
Even if a modi¯ed method of moments for bias reduction due to MacKinnon and Smith (1998) and described in Section 4.2 is used, a substantial negative bias remains in b 2 . This suggests that an improved method of moments estimates can be obtained by spreading the data in each cell. We refer to the resulting data as continuousized data. Estimation methods for continuousized data are given in the next section. Henceforth we will not consider the MME-D method.
Estimation for Continuousized Data
Recall that the observed data are discrete cell counts n = (n 1 ; n 2 ; : : : ; n J ). Let fx jk ; k = 1; 2; : : : ; n j ; j = 1; 2; : : : ; Jg be the continuousized data obtained by uniform spreading in each cell: 
Maximum Likelihood Method
Taking fx jk ; k = 1; 2; : : : ; n j ; j = 1; 2; : : : ; Jg as data from a beta distribution, the MLE's of a and b are solutions to the equations (see equations (21.1) and (21.2) in Johnson and Kotz (1970)):
where Ã(¢) is the digamma function. These equations can be solved iteratively as suggested in Johnson and Kotz (1970) . We refer to the resulting estimates as MLE-C (maximum likelihood estimates for continuousized data).
Method of Moments
In this section we develop a modi¯ed method of moments due to MacKinnon and Smith (1998) that approximately eliminates the bias. First calculate the sample mean of the x jk :
and the sample variance of the x jk :
The basic method of moments uses estimating equations (3.4) with the above values of ¹ x and s 2 . However, the resulting estimates are biased because
where ¹ X and S 2 are the r.v.'s corresponding to the observed quantities ¹ x and s 2 given by (4.3) and (4.4), respectively. The estimating equations for the modi¯ed method of moments are
We solve these equations for b a and b b, and then calculate b ¹ and b 2 using (2.1). We refer to the resulting estimates as MME-C (method of moments estimates for continuousized data).
To compute the expectations in equations (4.5), we use the expressions
where the N j are the r.v.'s corresponding to the observed cell counts n j . The resulting expectations are functions of a and
Next,
where the three expectations are computed as follows.
To compute E 1 we use the following lemma.
Lemma: Let X be a binomial r.v. with sample size n and success probability p (denoted as X » Bin(n; p)). Then
where q = 1 ¡ p.
Proof:
(where Y » Bin(n + 1; p)))
which upon algebraic simpli¯cation gives the desired result. 2
Using the above lemma, we have
where q j = 1 ¡ p j . Note that if p j ! 0, the term inside the square brackets approaches 0 using L'Hôpital's rule. This approximation is used for cell probabilities close to 0 to avoid numerical errors.
Finally,
Substituting E 1 ; E 2 and E 3 from (4.8), (4.9) and (4.10) in (4.7) we get the¯nal expression for E(S 2 ).
Use of Pseudo-Observations
Both the MLE-D and the MME-C methods may fail to converge when there are sparse or empty cells. The MLE-C method does not face this problem because once the data are spread uniformly within each cell, no further use is made of the cell boundaries. A practical solution to the lack of convergence is to add 1/2 (referred to as a pseudo-observation) to each cell count.
Denote the new cell counts by n 0 j = n j + 1=2 and the resulting total sample size by n 0 = P J j=1 n 0 j = n+J=2. We assume that the pseudo-observations are placed at the midpoints m j . The actual observations are spread uniformly in each cell as described in Section 4. Let ¹ x 0 and s 02 be the sample mean and the sample variance of the continuousized data including the pseudo-observations. We can express ¹ x 0 and s 02 in terms of ¹ x and s 2 as follows:
where ¹ m = P m j =J (for equispaced cutpoints, ¹ m = J=2) and
The algorithm for calculating the MLE-D estimates does not need any modi¯cation if pseudo-observations are added. To calculate the MME-C estimates, it would appear that the estimating equations should be changed to
where ¹ X 0 and S 02 are the random variables corresponding to the observed ¹ x 0 and s 02 , respectively. It is not di±cult to derive expressions for E( ¹ X 0 ) and E(S 02 ) using (4.3) and (4.4).
However, from (5.1) we see that ¹ x 0 is a linear function of ¹ x and hence E( ¹ X 0 ) is the same linear
This is the equation that causes convergence problems. To obviate the convergence di±culty with equations (5.3), we use the following equations:
These equations may result in a slight bias in the estimates, but their solutions are found to always converge.
Empirical Comparison of the Estimation Methods
Design of the Simulation Experiment
Three methods of estimation were compared in the simulation experiment: MLE-D, MLE-C and MME-C. Pseudo-observations were used with MLE-D and MME-C, but not 
Computational Details and Simulation Results
For each con¯guration of (¹;´2) or equivalently (a; b), we performed 10,000 simulation runs. First, the cell probabilities p j = F (c j ja; b) ¡ F (c j¡1 ja; b); j = 1; 2; : : : ; J were calculated. Each simulation run consisted of generating the multinomial cell count vector (n 1 ; n 2 ; : : : ; n J ) with the cell probability vector (p 1 ; p 2 ; : : : ; p J ) and total sample size n.
All three methods of estimation were applied to each generated cell count vector, and whereas the MME-C method is not preferred in any situation.
Maximum Likelihood Estimation of Cutpoints
First let us consider estimation of cutpoints for a single treatment. Taking the partial derivatives of the log-likelihood (3.1) with respect to the c j and using the fact that p j = F (c j ja; b) ¡ F (c j¡1 ja; b) we get the following likelihood equations
= 0 (j = 1; 2; : : : ; J ¡ 1);
where f (c j ja; b) is the beta density function (1.1). The solutions to these equations are given by p j = F (c j ja; b) ¡ F (c j¡1 ja; b) = n j n (j = 1; 2; : : : ; J);
where F (c 0 ja; b) = 0 and F (c J ja; b) = 1. The MLE-C method (which, as we saw, is the preferred method for estimating (a; b)) equations can be supplemented with these equations, and the two sets of equations can be solved iteratively. For example, we can start with an initial guess of equispaced cutpoints c j = j=J and solve for (a; b) using (4.2). Then using these estimates of (a; b), the equations (7.1) can be solved for (c 1 ; c 2 ; : : : ; c J¡1 ). Two remarks are in order concerning the implementation of this recursive algorithm.
1. After having computed the estimates of the c j , we need to recompute the continuousized data values x jk given by (4.1) in order to iterate with respect to the estimates of (a; b) using (4.2).
2. If some n j = 0 then we get c j¡1 = c j from (7.1). One way to address this di±culty is to add a pseudo-observation = 1/2 to all cells thus avoiding empty cells. The other alternative is to merge this cell with an adjacent nonempty cell. We prefer the second alternative, especially for multiple treatments, as explained below. Adding pseudoobservations is less preferable because the MLE-C method for estimating (a; b) does not require pseudo-observations to achieve convergence. Now consider I¸2 treatment combinations, each associated with its own beta latent distribution with parameters (a i ; b i ); i = 1; 2; : : : ; I. The cutpoints are common to all treatment combinations. Let n ij be the cell count in the jth cell of the ith treatment combination and let n i = P J j=1 n ij be the total number of observations on the ith treatment combination. The log-likelihood function is
where
By taking the partial derivatives of ln L with respect to (w.r.t.)the c j (1 · j · J ¡ 1), we get the following equations for the MLE's of the c j for
given (a i ; b i ); i = 1; 2; : : : ; I:
= 0 (j = 1; : : : ; J 1 ):
These equations do not have a simple solution as in (7.1). An alternative method of estimating the cutpoints is by the moments method by equating the expected number of outcomes in each cell to the observed number of outcomes. The corresponding equations are
n ij (j = 1; : : : ; J ¡ 1): (7.4) Note that both (7.3) and (7.4) are di®erent generalizations of (7.1).
Both these methods yield c j¡1 = c j if the total count in the jth category,
n ij , is zero, i.e., no outcomes are observed in this category for any of the treatments. In this case it seems reasonable to merge this category with an adjacent one since the other option of adding pseudo-observations to all IJ cells is unattractive.
We found that the method of directly maximizing the log-likelihood function (7.2) w.r.t. the c j 's for¯xed (a i ; b i ) i = 1; : : : ; I gives the best numerical performance, and so was adopted. The same penalty barrier method described in Section 6.2 was used for direct maximization. The constraints 0 < c 1 < c 2 < ¢ ¢ ¢ < c J¡1 < 1 were imposed after merging any categories having zero outcomes with adjacent categories.
Example
We¯tted the proposed beta distribution model to two data sets given in Best and Rayner (1998) (the¯rst data set is from Agresti (1990) ) using the MLE-C method. The proportional odds model was also¯tted to the same data sets for comparison purposes. This model is given by where ¼ ij = p i1 +¢ ¢ ¢+p ij is the cumulative probability of response · j for the ith treatment.
Note that both the models have the same number of free parameters, namely 2I location and dispersion parameters for the I treatments, and J ¡ 1 cutpoints. McCullagh (1986) suggested that the e®ects of the factors on the ¹ i and the ln ¾ i can be modeled as linear models.
McCullagh's PLUM program (1988) was used to¯t the proportional odds model. The data sets are given in Tables 6 and 7 . The¯rst data set gives the counts of people in defense force sta® from di®erent regions of U.S. whose likings for black olives were scored on a six-point ordinal scale. The second data set gives the counts of Australian and Japanese consumers from two cities in each country whose likings for Japanese chocolate were scored on a seven-point ordinal scale. Both data sets have treatments with factorial structures; however, our objective here is not to assess the e®ects of the factors on the ordinal responses, but simply to evaluate the goodness of¯ts of the two models.
Each table gives the observed cell counts as well as the¯tted cell counts using the two models. The last column gives the contribution to the overall chi-square goodness of¯t statistic: Thus it is a distinct competitor to the proposed beta distribution model. However, we feel that the beta distribution model has other advantages to o®er as enumerated in Section 1.
Conclusions
The simulation results have shown that although there is not a uniformly best method of estimation, in a majority of cases the MLE-C method is superior to the other two. In other cases the MLE-D method is generally the best, but the MLE-C method is not far behind.
The MME-C and the MME-D methods are not serious contenders for estimating either ¹ oŕ 2 .
Besides its statistical e±ciency, the MLE-C method has the following two advantages.
1. It is computationally much faster than the other methods.
2. It does not face any convergence problems even in case of sparse cells. Therefore it does not need data augmentation by pseudo-observations.
Because of these advantages we recommend the MLE-C method for estimation of the location and dispersion parameters of the beta distribution model. This method is then combined with the maximum likelihood method for estimating the cutpoints in an iterative two-step algorithm.
The beta distribution model and the proportional odds model were both¯tted to real data sets. Both models¯tted reasonably well, but the proportional odds model gave marginally better¯ts. The beta distribution model has some other advantages, however. In future research both models should be compared in terms of their ability to detect location and dispersion e®ects in multifactor experiments. 
