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Abstract
Single W boson production in electron-positron collisions is studied with the L3
detector at centre-of-mass energies between 192 GeV and 209 GeV. Events with
two acoplanar hadronic jets or a single energetic lepton are selected, and the single
W cross section is measured. Combining the results with measurements at lower
centre-of-mass energies, the ratio of the measured cross section to the Standard
Model expectation is found to be 1.12+0.11−0.10 ± 0.03. From all single W data, the
WWγ gauge coupling parameter κγ is measured to be 1.116
+0.082
−0.086 ± 0.068.
Submitted to Phys. Lett. B
1 Introduction
At LEP, single W production1), e+e− → e+νeW−, provides one of the best experimental mea-
surements of the trilinear gauge boson coupling parameters, in particular of the coupling param-
eter κγ [1]. It is complementary to the measurement of the gauge boson coupling parameters
in W pair production. In the single W process, only the electromagnetic couplings of the W
boson are probed, unlike in W pair production which is also sensitive to the couplings between
W and Z bosons. The single W cross section depends only on the κγ and λγ parameters [1]
which are related to the magnetic dipole moment, µW = (e/(2mW)) (1 + κγ + λγ), and the
electric quadrupole moment, qW = (−e/m2W) (κγ − λγ), of the W boson. An accurate mea-
surement of these couplings constitutes a crucial test of the Standard Model of electroweak
interactions [2, 3], that has been made in previous studies by the LEP experiments [4–9].
The Standard Model predictions are, at tree level, κγ = 1 and λγ = 0. Higher order
contributions are small [10] compared to the measurement precision at LEP. Deviations from the
Standard Model prediction would thus indicate anomalous corrections or an internal structure
of the W boson.
A particular feature of single W production is a final state positron scattered at very low
polar angle, which remains undetected. Thus the detector signature of this process is two
hadronic jets and a large transverse momentum imbalance, in case of hadronic W decays, or a
single energetic lepton for leptonic W decays.
In this Letter the measurements of the cross sections of single W boson production at centre-
of-mass energies
√
s = 192−209 GeV are presented. Combining the results with those obtained
at lower centre-of-mass energies [5], the ratio of the measured cross section to the Standard
Model expectation is determined and κγ and λγ are measured.
2 Data and Monte Carlo Samples
The data were collected with the L3 detector [11] at LEP at several mean centre-of-mass energies
as detailed in Table 1. They correspond to an integrated luminosity of 452.6 pb−1. The separate
luminosities at the six energy points are also given in Table 1.
For signal studies, samples of e+e− → e+νef f¯ ′ events are generated using both the GRC4F [12]
and the EXCALIBUR [13] Monte Carlo generators. For background studies the following
Monte Carlo programs are used: KORALW [14] (e+e− → W+W− → f f¯ ′f ′′f¯ ′′′), KK2F [15]
and PYTHIA [16] (e+e− → qq¯(γ)), KK2F (e+e− → µ+µ−(γ), τ+τ−(γ)), KORALZ [17]
(e+e− → νν¯(γ)), BHAGENE3 [18] and BHWIDE [19] for large angle Bhabha scattering
(e+e− → e+e−(γ)), TEEGG [20] for small angle Bhabha scattering (e+e− → e+e−γ), DIAG36 [21]
and PHOJET [22] for leptonic and hadronic two-photon processes, respectively, and GRC4F
and EXCALIBUR for other 4-fermion final states not listed above.
The response of the L3 detector is simulated with the GEANT program [23], which takes
into account the effects of energy loss, multiple scattering and showering in the detector. The
GHEISHA program [24] is used to simulate hadronic interactions in the detector. Time depen-
dent detector inefficiencies are taken into account in the simulation.
1)The charge conjugate reactions are understood to be included throughout this Letter.
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3 Signal Definition
The single W signal is defined from e+e− → e+νef f¯ ′ Monte Carlo events that satisfy the following
phase-space requirements [4, 5]:
| cos θe+ | > 0.997
min(Ef , Ef¯ ′) > 15 GeV (1)
| cos θe− | < 0.75 for e+νee−ν¯e events only,
where θe+ is the polar angle of the outgoing positron, and Ef and Ef¯ ′ are the fermion ener-
gies. Generated e+e− → e+νef f¯ ′ events that do not satisfy these conditions are considered
as background. They come mostly from the reaction e+e− → W+W−. Inside the phase-
space region (1), 82% of the events have an invariant mass of the ff¯ ′ pair, mf f¯ ′, such that
|mf f¯ ′ −mW| < 3 ΓW, where mW and ΓW are the mass and the width of the W boson [25], thus
indicating a high signal purity.
Signal cross sections are calculated, within the above phase-space definition, using the Monte
Carlo generators GRC4F and EXCALIBUR. The latter is also used to determine selection
efficiencies for the signal process and to reweight Monte Carlo events for the extraction of
the gauge couplings. The main difference between the two generators is in the treatment
of the masses of fermions, which are taken to be massless in EXCALIBUR. The theoretical
uncertainty on the predictions for the single W production cross section is estimated to be
5% [26]. This includes the effect of using a smaller electromagnetic coupling to account for the
low momentum transfer of the photon in single W production and taking into account QED
radiative corrections expected for a t-channel process.
4 Analysis
Events with two hadronic jets and large transverse momentum imbalance and events with
single energetic electrons, muons or taus are selected. The selection criteria are optimised for
different centre-of-mass energies separately. In the following, the analyses at energies above√
s = 202 GeV are described in detail.
4.1 Hadronic Final States
Candidates for the hadronic decay of single W bosons are identified as high multiplicity hadronic
events containing two acoplanar jets and no isolated leptons. The energy deposition in the
electromagnetic calorimeter must be greater than 15 GeV and the total visible energy must be
in the range: 0.30 < Evis/
√
s < 0.65. The transverse energy of the event is required to be
greater than 0.2Evis. These criteria efficiently remove fermion-pair and hadronic two-photon
background.
All energy clusters in an event are combined into two hadronic jets using the DURHAM jet
clustering algorithm [27]. To further reject events from the radiative process e+e− → qq¯(γ), the
angle between the missing momentum vector and the beam axis is restricted to | cos θmiss| <
0.92. In addition, the acoplanarity between the two jets must be larger than 11◦.
In order to suppress background from the e+e− → W+W− process where one of the W
bosons decays into leptons, events containing electrons, muons or photons with high energy are
rejected.
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Three jets are formed for every remaining event. The solid angle, Ω, defined by the directions
of these jets is required to be less than 4.8 srad. This criterion removes part of the remaining
τ+ντ qq¯
′ final states with the τ lepton decaying hadronically. Events with τ -jets are further
removed by constructing a probability to identify the best candidate for a narrow τ -jet, based
on cluster and track multiplicity, as well as on the mass and the momentum of the jet.
Z boson pair production in which one Z boson decays hadronically and the other into a
pair of neutrinos can mimic the signal signature. A ZZ probability is constructed using the
following quantities: the velocity, the invariant mass and the opening angle of the dijet system,
the missing momentum, and the reconstructed neutrino energy assuming single W kinematics.
A cut on this probability, shown in Figure 1, efficiently removes this background.
The numbers of events selected at each centre-of-mass energy are listed in Table 1, together
with the selection efficiencies and the Standard Model expectations, calculated with EXCAL-
IBUR.
In order to further differentiate between the signal and the e+e− → W+W− background,
a discriminating variable is constructed using a neural network approach [28]. The inputs to
the neural network include three classes of variables. Global quantities are used, such as the
velocity of the detected hadronic system, calculated as the ratio of the missing momentum
and the visible energy, and the visible invariant mass. Variables based on a 2-jet topology are
included, like the sum of the masses of the two jets, the ratio of the mass and the energy of
the most energetic jet, the reconstructed energy of the neutrino, assuming single W kinematics,
the missing momentum, the rescaled invariant mass and velocity of the hadronic system, and
the angle between the two jets. Finally, variables assuming a 3-jet topology are considered: the
solid angle Ω, the DURHAM parameter y23 for which the number of jets in the event changes
from two to three, and the minimal opening angle between any two jets. Figure 2 shows the
output of the neural network used in the subsequent analysis.
4.2 Leptonic Final States
Single W candidates where the W boson decays leptonically have the distinct signature of one
high energy lepton and no other significant activity in the detector. Events with one charged
lepton identified either as electron, muon or hadronic τ -jet [5] are selected. Events containing
well measured tracks that are not associated to the lepton are rejected.
Several selection criteria are applied to suppress background from two-fermion production
e+e− → ℓ+ℓ−(γ). The angle between the lepton candidate and any track or calorimetric object
that could be assigned to a second particle in the opposite hemisphere is required to be less than
2.8 rad for electron and muon candidates and less than 2.4 rad for hadronic tau candidates.
Furthermore, the visible mass of all energy clusters must be less than 0.1
√
s. No more than
10 GeV are allowed to be deposited in the low angle calorimeters.
In single electron final states, the electron energy must exceed 92% of the total energy,
calculated as the sum of the lepton energy and the energies of all neutral clusters in the event.
The polar angle is restricted to the central detector region, | cos θe| < 0.75. These requirements
reduce the contribution from Bhabha and Compton scattering and from the process e+e− →
e+e−νν¯ where the e+e− pair originates from a low-mass virtual photon. Converted photons
from the process e+e− → νν¯γ might fake a single electron. Since configurations with the νν¯
pair originating from a Z boson are preferred, the mass recoiling against the single electron
candidate is required to be incompatible with the Z boson mass and to exceed 0.48
√
s.
For single muon final states, the muon energy, measured in the muon chambers and in the
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central tracker, is required to be greater than 90% of the total energy. The fiducial volume
for this analysis is defined to be | cos θµ| < 0.86. Additional requirements are put on the
missing transverse momentum, pmiss
⊥
≥ 0.08√s, and on the mass recoiling against the muon,
Mrec/
√
s ≤ 0.91.
Single tau candidates are accepted in a polar angular range of | cos θτ | < 0.75. The number
of charged tracks reconstructed in the central tracking system and associated with the hadronic
tau must be either 1 or 3. Background is further reduced by requiring the mass recoiling against
the tau to be in the range: 0.55 ≤Mrec/
√
s ≤ 0.93.
The trigger efficiencies are determined directly from data in a sample of e+e− →W+W− →
ℓ+νℓ ℓ
′ −ν¯ℓ′ events to be (93 ± 3)%, (88 ± 2)%, and (97 ± 3)% for the electron, muon and tau
channels, respectively. The numbers of observed and expected events as well as the selection
efficiencies are summarised in Table 1. Figure 3 shows the lepton energy spectra for the selected
events.
5 Cross Section Measurement
The cross section of the signal process at each energy point is determined by a binned maximum
likelihood fit to the distributions of the neural network output in the hadronic decay channel
and of the combined lepton energy distributions in the lepton channel. The background shapes
and normalisations are fixed to the Monte Carlo prediction.
The measured signal cross sections for the phase space region (1) are summarised in Ta-
ble 2 for the six centre-of-mass energies. When combining the hadronic and leptonic channels,
Standard Model values for the branching fractions of the W boson [29] are assumed. The mea-
sured cross section values are consistent with the Standard Model expectations calculated with
GRC4F and EXCALIBUR. The dependence of the cross section on the centre-of-mass energy
agrees well with the predictions, as shown in Figure 4.
The systematic uncertainties on the cross section measurements for the hadronic and lep-
tonic channels are summarised in Table 3. A significant contribution arises from the difference
between the GRC4F and EXCALIBUR signal modelling, estimated by comparing the signal
efficiencies obtained with the two Monte Carlo programs.
In the hadronic channel the uncertainty due to the choice of the neural network structure is
tested by changing the parameters of the network. Effects of detector resolution and calibration
are studied by smearing and shifting the kinematic variables that are fed into the network.
They give a negligible contribution to the systematic uncertainty. The identification of leptons
is studied using control data samples of two-fermion production and differences between data
and the simulation are taken into account in the systematics. For leptons, the uncertainties on
the trigger efficiencies are included.
Limited Monte Carlo statistics introduce uncertainties on the signal efficiency and the ex-
pected background levels. In addition, the W+W− and ZZ background cross sections are varied
within the uncertainties on the theoretical predictions of 0.5% and 2% [26], respectively. As a
cross-check, a fit of the W+W− cross section is performed, keeping the single W contribution
fixed to the Standard Model prediction. It agrees, within the statistical accuracy, with the ex-
pectation for W+W− production. Finally, a variation of the bin sizes of the fitted distributions
is taken into account.
The results at different centre-of-mass energies are further analysed in terms of the ratio,
R, of the measured cross section, σmeaseνW , to the theoretical expectation, σ
theo
eνW, calculated with
GRC4F. The R value is extracted by combining the individual likelihood functions of the
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cross section measurements. Systematic uncertainties and correlations between them are taken
into account in the combination. Uncertainties on the background cross sections are treated as
correlated between all data sets. Systematics originating from the signal modelling are taken as
correlated between energy points, but uncorrelated between the hadronic and leptonic channels.
Also the uncertainties on the trigger efficiencies for leptons are treated as correlated between
energy points. All other systematic contributions are assumed to be uncorrelated.
A fit to all data at
√
s = 161− 209 GeV yields
R = σmeaseνW /σ
theo
eνW = 1.12
+0.11
−0.10 ± 0.03 ,
where the first uncertainty is statistical and the second systematic. Good agreement of the
cross section measurements with the Standard Model expectation is found.
6 WWγ Gauge Couplings
Figure 4 shows the sensitivity of the single W cross section to anomalous values of κγ. A binned
maximum likelihood fit to the neural network output distributions and the lepton energy spectra
is used to extract κγ and λγ . In the fit, each Monte Carlo event is assigned a weight that depends
on the generated event kinematics and the values of κγ and λγ. The dependence of the W pair
background on the gauge couplings is also taken into account.
Assuming custodial SU(2)×U(1) gauge symmetry, the Z boson gauge couplings gZ1 , κZ and
λZ are constrained to: κZ = g
Z
1 − tan2 θw × (κγ − 1) and λZ = λγ. In addition, the weak charge
of the W bosons is assumed to be one, gZ1 = 1. These constraints are applied in the fit, but
affect only the background contributions, as the signal process depends on κγ and λγ only.
Similar systematic error sources as for the cross section determination are studied for the
coupling measurement. The dominant systematic uncertainty arises from the difference in the
signal efficiency estimated using the GRC4F and EXCALIBUR Monte Carlo generators. The
effect on κγ and λγ is found to be 0.047 and 0.063, respectively. Both programs agree on the
ratio of cross sections with and without anomalous values of the gauge couplings.
The theoretical uncertainty of 5% [26] on the total cross section for single W boson produc-
tion translates into a systematic variation of 0.042 for κγ and 0.010 for λγ . The influence of
the uncertainties [26] on the W+W− and ZZ cross section predictions is found to be 0.002 on
κγ and 0.010 on λγ .
The systematic uncertainties due to the signal modelling and the background estimation
are taken as correlated between the different data sets. Systematic effects arising from limited
Monte Carlo statistics, event selection and detector description are assumed to be uncorrelated
between the individual channels and centre-of-mass energies. These effects mainly affect the
overall normalisation of the cross sections in the individual data sets.
Single W production is particularly sensitive to the gauge coupling κγ. The parameter
λγ is therefore set to zero in the fit for κγ. Combining the new data with those collected at√
s = 161− 189 GeV [5], yields:
κγ = 1.116
+0.082
−0.086 ± 0.068 .
This result agrees well with the Standard Model prediction of unity. The likelihood distribu-
tions, shown in Figure 5a, demonstrate that the single W data dominates the determination of
κγ . The limits on κγ at 95% confidence level are:
0.90 < κγ < 1.32 .
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Unlike the measurement of κγ , the determination of λγ is mainly driven by a variation of the
W+W− background and less by the single W signal, as illustrated in the likelihood distributions
shown in Figure 5b. When κγ is fixed to the Standard Model value one, the following results
for λγ are obtained:
λγ = 0.35
+0.10
−0.13±0.08 −0.37 < λγ < 0.61 (95%C.L.) .
Finally, varying both couplings κγ and λγ freely in the fit yields:
κγ = 1.07
+0.10
−0.10±0.07 0.76 < κγ < 1.36 (95%C.L.)
λγ = 0.31
+0.12
−0.20±0.07 −0.45 < λγ < 0.70 (95%C.L.) ,
with a correlation of −12%. The corresponding 68% and 95% confidence level contours are
shown in Figure 6. These results represent a considerable improvement in the accuracy com-
pared to our previous measurements [5] and are complementary to those determined at the
Tevatron [30] and from W+W− production at LEP [7,9,31], in particular for the parameter κγ.
Appendix
The results on the single W cross-section are also expressed in a different phase space region
to allow combination with other LEP experiments. Single W production can alternatively be
defined as the complete t-channel subset of Feynman diagrams contributing to the e+νef f¯
′ final
states with the following kinematic cuts. For e+νeqq¯
′ final states, the invariant mass of the qq¯′
pair is required to be greater than 45 GeV. In the case of e+νeℓ
−ν¯ℓ, the energy of the lepton, Eℓ−,
must be greater than 20 GeV. In addition, for the e+νee
−ν¯e final state the following angular cuts
are applied: | cos θe+ | > 0.95 and | cos θe− | < 0.95. The measured cross sections corresponding
to these phase space conditions are given in Table 4.
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√
s = 191.6 GeV L = 29.7 pb−1 √s = 195.5 GeV L = 83.7 pb−1
Final State Ndata N
tot
MC N
sign
MC ε [%] Ndata N
tot
MC N
sign
MC ε [%]
e+νeqq¯
′ 26 26.4± 0.3 5.8± 0.1 47.4 92 79.7± 0.7 17.6± 0.2 48.6
e+νee
−ν¯e 3 2.2± 0.1 1.24± 0.02 73.2 9 7.3± 0.2 3.87± 0.06 74.0
e+νeµ
−ν¯µ 1 1.6± 0.3 0.99± 0.01 53.3 4 3.8± 0.2 3.05± 0.04 53.6
e+νeτ
−ν¯τ 1 0.8± 0.1 0.47± 0.01 30.5 2 2.5± 0.1 1.40± 0.03 30.3
e+νeℓ
−ν¯ℓ 5 4.6± 0.3 2.7± 0.1 51.6 15 13.6± 0.3 8.3± 0.1 51.7
√
s = 199.5 GeV L = 82.8 pb−1 √s = 201.8 GeV L = 37.0 pb−1
Final State Ndata N
tot
MC N
sign
MC ε [%] Ndata N
tot
MC N
sign
MC ε [%]
e+νeqq¯
′ 77 82.4± 0.8 19.3± 0.2 49.6 46 36.9± 0.4 9.1± 0.1 51.5
e+νee
−ν¯e 13 7.3± 0.3 4.02± 0.07 71.9 6 3.3± 0.1 1.87± 0.04 75.0
e+νeµ
−ν¯µ 3 4.3± 0.2 3.16± 0.04 52.1 1 2.0± 0.1 1.50± 0.03 53.6
e+νeτ
−ν¯τ 2 2.3± 0.1 1.48± 0.03 30.1 1 1.2± 0.1 0.71± 0.02 31.3
e+νeℓ
−ν¯ℓ 18 13.9± 0.3 8.7± 0.2 50.7 8 6.5± 0.2 4.1± 0.1 52.3
√
s = 204.8 GeV L = 79.0 pb−1 √s = 206.6 GeV L = 139.1 pb−1
Final State Ndata N
tot
MC N
sign
MC ε [%] Ndata N
tot
MC N
sign
MC ε [%]
e+νeqq¯
′ 79 88.4± 1.0 19.9± 0.2 51.2 163 158.0± 1.8 38.1± 0.4 52.9
e+νee
−ν¯e 7 6.6± 0.4 3.6± 0.1 70.2 12 12.0± 0.7 6.6± 0.1 72.8
e+νeµ
−ν¯µ 2 3.3± 0.2 2.7± 0.1 47.8 9 6.2± 0.2 5.2± 0.1 49.8
e+νeτ
−ν¯τ 4 2.1± 0.2 1.7± 0.1 25.9 4 3.6± 0.4 1.9± 0.1 24.7
e+νeℓ
−ν¯ℓ 13 12.0± 0.5 8.0± 0.1 46.7 25 21.8± 0.8 13.7± 0.2 47.8
Table 1: The number of selected candidates for single W boson production, Ndata, compared to the total number of expected events,
N totMC , for each decay channel of the W boson. The expected number of signal events, N
sign
MC , and the selection efficiencies, ε, are also
shown. The quoted uncertainties are due to Monte Carlo statistics.
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√
s 191.6 GeV 195.5 GeV 199.5 GeV 201.8 GeV 204.6 GeV 206.6 GeV
σeνqq¯′ 0.67
+0.35
−0.29 ± 0.04 0.53+0.19−0.18 ± 0.03 0.29+0.18−0.16 ± 0.02 0.87+0.32−0.28 ± 0.04 0.34+0.20−0.17 ± 0.02 0.53+0.15−0.14 ± 0.03
σGRC4Feνqq¯′ 0.406 0.435 0.465 0.480 0.483 0.496
σEXCALIBUReνqq¯′ 0.398 0.439 0.461 0.474 0.527 0.544
σeνℓν 0.22
+0.18
−0.13 ± 0.02 0.23+0.10−0.09 ± 0.01 0.32+0.12−0.10 ± 0.02 0.31+0.18−0.14 ± 0.02 0.23+0.11−0.10 ± 0.01 0.29+0.08−0.07 ± 0.02
σGRC4Feνℓν 0.182 0.196 0.209 0.215 0.225 0.231
σEXCALIBUReνℓν 0.195 0.213 0.229 0.232 0.237 0.243
σeνW 0.86
+0.37
−0.32 ± 0.04 0.75+0.21−0.19 ± 0.03 0.69+0.20−0.18 ± 0.03 1.16+0.35−0.31 ± 0.04 0.61+0.22−0.20 ± 0.03 0.84+0.16−0.16 ± 0.03
σGRC4FeνW 0.588 0.631 0.674 0.695 0.721 0.727
σEXCALIBUReνW 0.593 0.652 0.689 0.706 0.761 0.788
Table 2: Measured cross sections in pb of the single W process at centre-of-mass energies between 192 GeV and 207 GeV. The results
for hadronically and leptonically decaying W bosons, as well as their combination are shown. The first uncertainty is statistical and
the second systematic. Also listed are the Standard Model predictions calculated with the GRC4F and EXCALIBUR Monte Carlo
programs. The theoretical predictions presented here are calculated with a statistical accuracy of 0.2%− 1.0%. The current theoretical
uncertainty on the single W cross section is of the order of 5% [25].
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Source of uncertainty Final state
W− → qq¯′ W− → ℓ−ν¯ℓ
Signal modelling 3.2 2.1
Lepton identification — 1.5
Trigger efficiency — 2.3
Neural network 3.0 —
Signal Monte Carlo statistics 1.0 – 1.2 1.6 – 2.1
Background Monte Carlo statistics 1.1 – 3.4 1.9 – 6.0
Background cross section 0.6 0.4
Variation of binning 1.0 1.5
Total systematics 4.8 – 5.4 4.5 – 7.3
Table 3: Relative systematic uncertainties in per cent on the determination of the single W cross
sections at
√
s = 192 − 209 GeV for the hadronic and leptonic final states. The uncertainties
due to Monte Carlo statistics vary at the different centre-of-mass energies.
√
s σeνqq¯′ ∆σ
exp
stat σ
GRC4F
eνqq¯′ σeνW ∆σ
exp
stat σ
GRC4F
eνW
182.7 GeV 0.58+0.23−0.20 ± 0.04 0.21 0.42 0.80+0.28−0.25 ± 0.05 0.26 0.63
188.6 GeV 0.52+0.14−0.13 ± 0.03 0.14 0.46 0.69+0.16−0.14 ± 0.04 0.15 0.69
191.6 GeV 0.84+0.44−0.37 ± 0.04 0.41 0.49 1.11+0.48−0.41 ± 0.05 0.46 0.73
195.5 GeV 0.66+0.24−0.22 ± 0.03 0.21 0.52 0.97+0.27−0.25 ± 0.03 0.25 0.78
199.5 GeV 0.37+0.22−0.20 ± 0.02 0.22 0.56 0.88+0.26−0.24 ± 0.04 0.25 0.84
201.8 GeV 1.10+0.40−0.35 ± 0.06 0.35 0.58 1.50+0.45−0.40 ± 0.05 0.38 0.87
204.8 GeV 0.42+0.25−0.21 ± 0.03 0.25 0.61 0.78+0.29−0.25 ± 0.04 0.29 0.91
206.6 GeV 0.66+0.19−0.17 ± 0.04 0.20 0.62 1.08+0.21−0.20 ± 0.04 0.23 0.94
Table 4: Measured hadronic and total cross sections in pb at
√
s = 183 − 189 GeV [4,5] and
at
√
s = 192 − 207 GeV using an alternative signal definition of the single W process. The
first uncertainty is statistical and the second systematic. Also listed are the expected statis-
tical uncertainties, ∆σexpstat, at each centre-of-mass energy and the Standard Model predictions
calculated with GRC4F.
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Figure 1: Distribution of the ZZ probability for the selected hadronic events above
√
s =
202 GeV and Monte Carlo expectations. The arrow indicates the position of the applied cut.
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Figure 2: Distribution of the output of the neural network, used to identify hadronic single W
decays. The data collected at
√
s = 161 − 209 GeV are shown, together with the background
contributions and the expected signal.
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(d)
Figure 3: The energy spectrum of the lepton candidates, selected as (a) electrons, (b) muons or
(c) hadronic τ -jets, and their sum (d). Data measured at
√
s = 161− 209 GeV are presented,
together with Monte Carlo expectations.
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Figure 4: The measured cross section of single W production as a function of
√
s. The solid and
dotted lines show predictions of the GRC4F and EXCALIBUR Monte Carlo programs, using
the Standard Model value of κγ = 1. A ±5% band illustrates the theoretical uncertainty [25].
Possible deviations from the Standard Model for κγ = 0 and κγ = 2 are shown by the dashed
and dash-dotted curves.
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Figure 5: Dependence of the negative log-likelihood function, ∆ log(L), on the WWγ gauge
couplings (a) κγ and (b) λγ. In each case the other coupling is fixed in the fit to its Standard
Model value. For comparison, the likelihood functions are shown for the individual contributions
of the signal and the W+W− background. Again, in each case the other process is fixed to its
Standard Model expectation. Systematic uncertainties are taken into account.
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Figure 6: The contours corresponding to 68% and 95% confidence level regions in the κγ − λγ
plane. The result of the fit and the Standard Model prediction are also shown. Systematic
uncertainties are taken into account.
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