We study characterizations of ergodicity, weak mixing and strong mixing of W*-dynamical systems in terms of joinings, and also show the existence of ergodic joinings. Simple applications of some of these results are given, namely a weak ergodic theorem and a Halmos-von Neumann type theorem.
Introduction
In [4] we studied joinings of W*-dynamical systems, and in particular gave a characterization of ergodicity in terms of joinings, similar to the measure theoretic case. In this paper we continue to extend certain results regarding joinings of measure theoretic dynamical systems to the noncommutative setting of W*-dynamical systems. In particular we generalize the necessary condition for ergodicity to arbitrary group actions, and also prove a similar set of sufficient and necessary conditions for weak mixing in terms of ergodic compact systems and discrete spectra (see Section 2) . At the end of Section 2 we briefly discuss a joining characterization of strong mixing (for the special case where the acting group is Z), which is of a different form than that of ergodicity and weak mixing. We also study the existence of ergodic joinings (Section 3). In both these sections we consider simple applications for the case where the group action is that of a countable discrete amenable group, namely a weak ergodic theorem and a Halmos-von Neumann type theorem respectively. In the latter we assume asymptotic abelianness "in density".
We use the same basic definitions as in [4] , and will again refer to a W*-dynamical system simply as a "dynamical system", or even just a "system".
For convenience we summarize the essential definitions used in [4] : A dynamical system A = (A, µ, α) consists of a faithful normal state µ on a σ-finite von Neumann algebra A, and a representation α : G → Aut(A) : g → α g of an arbitrary group G as * -automorphisms of A, such that µ • α g = µ for all g. We will call A an identity system if α g = id A for all g, while we call it trivial if A = C1 A . In the rest of the paper symbols A, B and F will denote dynamical systems (A, µ, α), (B, ν, β) and (F, λ, ϕ) respectively, all making use of actions of the same group G. A joining of A and B is a state ω on the algebraic tensor product
The set of all joinings of A and B is denoted by J (A, B). We call A disjoint from B when J (A, B) = {µ ⊙ ν}. A dynamical system A is called ergodic if its fixed point algebra A α := {a ∈ A : α g (a) = a for all g ∈ G} is trivial, i.e. A α = C1 A . We call F a factor of A if there exists an injective unital * -homomorphism h of F onto a von Neumann subalgebra of A such that
Unlike [4] , in this paper we will have occasion to use completions of the algebraic tensor product. Even though A and B are von Neumann algebras, we will for simplicity use C*-algebraic tensor products. In particular A ⊗ B denotes the spatial tensor product and A ⊗ m B the maximal tensor product of C*-algebras.
The work in this paper is of course strongly influenced by previous work in measure theoretic ergodic theory. In this regard we mention that [3] and [5] , as well as unpublished lecture notes by A. del Junco, served as very useful sources.
unitary representations of α and β on H µ and H ν respectively, and we denote by Ω ω their common unit cyclic vector (in the GNS Hilbert space obtained from ω, which contains H µ and H ν ). Therefore for any b ∈ B we have U g P * ω γ ν (b) = P * ω γ ν (b), since B is an identity system. But A is ergodic, hence by [2, Theorem 4.3.20 ] the fixed point space of U is CΩ ω , so P *
hence ω = µ ⊙ ν, which means A is disjoint from B. The converse is given by [4, Theorem 3.3 ].
Before we move on to weak mixing, we give a simple application of Theorem 2.1, namely we prove a weak ergodic theorem. The result itself is not that interesting, but we do this to illustrate how joinings can in principle be used to prove results that don't refer to joinings in their formulation (see in particular Corollary 2.4). Again we follow the basic plan for the measure theoretic case given in the unpublished lecture notes by del Junco. The state µ △ is in fact a joining of A and its "mirror image"Ã constructed onÃ (see [4, Construction 3.4] ), but it is not this aspect of µ △ that will be used in the next proposition. Proposition 2.3. Let A be ergodic, with G countable, discreet and amenable, and consider any right Følner sequence (Λ n ) in G. We can extend the diagonal state for (A, µ) to a state µ △ on the maximal C*-algebraic tensor product A ⊗ mÃ , and then
where w*-lim denotes the weak* limit.
Proof. We will make use of the identity system B := Ã ,μ, idÃ .The maximal tensor product has the property that δ in Definition 2.2 can be extended to a * -homomorphism A ⊗ mÃ → B(H), and hence we can easily extend the diagonal state to a state µ △ on A ⊗ mÃ . Then
is also a state on A⊗ mÃ . The set S of states of the unital C*-algebra A⊗ mÃ is weakly* compact (see for example [2, Theorem 2.3.15]), hence the sequence (ω n ) has a limit point ρ in S in the weak* topology.
We now show that ρ| A⊙Ã is a joining of A and B. For each ε > 0, a ∈ A, b ∈Ã and N ∈ N, there is an n > N such that
as n → ∞. Since ρ is a limit point of (ω n ), we conclude that ρ•(α g ⊗ m idÃ) = ρ, and therefore ρ| A⊙Ã ∈ J (A, B). By Theorem 2.1 and continuity it follows that ρ = µ ⊗ mμ . In particular this means that µ ⊗ mμ is the unique weak* limit point of (ω n ), which implies that (ω n ) converges to µ ⊗ mμ , as required.
To clarify the meaning of Proposition 2.3, we include the following weak mean ergodic theorem in terms of a Hilbert space (the conventional proof of the mean ergodic theorem is both more elementary, and delivers a stronger result than the current approach, but again, our motivation here is to illustrate how joinings can in principle be used). This result essentially turns the logic of the proof of [ 
for all x, y ∈ H.
Proof. For x := π(a)Ω and y := bΩ where a ∈ A and b ∈Ã, it follows from Proposition 2.3 that
but π(A)Ω andÃΩ are both dense in H, since µ is faithful and normal.
We now proceed to weak mixing, our goal being an analogue of Theorem 2.1.
Definition 2.5. Consider a dynamical system A and let (H, π, Ω) be the cyclic representation of (A, µ) obtained from the GNS construction, and let U be the corresponding unitary representation of α on H. An eigenvector of U is an x ∈ H\{0} such that there is a function, called its eigenvalue,
Denote by H 0 the Hilbert subspace spanned by the eigenvectors of U. The set of all eigenvalues is denoted by σ A and is called the point spectrum of A (this will only be used in Section 3). We call A weakly mixing if dim H 0 = 1. We say A has discrete spectrum if H 0 = H. We call A compact if the orbit U G x is totally bounded in H for every x ∈ H, or, equivalently, if α G (a) is totally bounded in A, · µ for every a ∈ A, where a µ := µ (a * a).
We have the following equivalence when G is abelian:
Proposition 2.6. Let G be abelian. Then A has discrete spectrum if and only if it is compact.
Proof. By [6, Section 2.4] (or see [1, Lemma 6.6] for the special case that we are using here), H 0 is the set of all x ∈ H whose orbits U G x are totally bounded in H.
It is not clear if Proposition 2.6 can be extended to nonabelian G. Therefore we are going to give the sufficient and necessary conditions for weak mixing separately in terms of compactness and discrete spectra respectively.
Theorem 2.7. Let A be ergodic. If A is disjoint from all ergodic compact systems, then it is weakly mixing.
Proof. The plan is essentially the same as for the proof of the corresponding direction in Theorem 2.1. Suppose A is not weakly mixing, then by [1, Propositions 6.5 and 6.7(1)] it has a nontrivial compact factor, say F. Since A is ergodic, so is F. So by [4, Construction 3.4 and Lemma 3.5] we are finished.
Theorem 2.8. If A is weakly mixing, then it is disjoint from all ergodic systems with discrete spectrum.
Proof. As in the proof of Theorem 2.1, we employ a conditional expectation operator. So consider any ergodic system B with discrete spectrum, and any ω ∈ J (A, B), and then use the same notation as in Theorem 2.1's proof. Let y ∈ H ν be any eigenvector of V with eigenvalue χ, then y = γ ν (e) for some e ∈ B by [9, Theorem 2.5], while U g P * ω y = χ(g)P * ω y. However, since A is weakly mixing and
for all a ∈ A. For an arbitrary b ∈ B one has a sequence (b n ) of linear combinations of such eigenoperators e, such that γ ν (b n ) → γ ν (b), since B has discrete spectrum. Hence
which means that J (A, B) = {µ ⊙ ν}.
For completeness we close this section with brief remarks on a joining characterization of strong mixing. Consider the situation in Definition 2.2, but for simplicity let G = Z. Remember that A is strongly mixing when lim n→∞ µ (α n (a)b) = µ(a)µ(b). LetÃ be the mirror image of A, as before. Then one can define a joining ∆ n of A andÃ for every n by ∆ n (a ⊗ b) := µ △ (α n (a) ⊗ b). (Using [4, Construction 3.4] it is easy to verify that ∆ n is indeed a joining.) This joining is an example of what in measure theoretic ergodic theory is called a graph joining (see for example [5, Examples 6.3] or [3, Section 2.2]). It is then simple to see that A is strongly mixing if and only if the sequence (∆ n ) converges pointwise on A ⊙Ã to µ ⊙μ, namely both conditions are equivalent to the Hilbert space condition lim n→∞ U n x, y = x, Ω Ω, y .
Ergodic joinings
In this section we work with the more "usual" spatial C*-algebraic tensor product, but nothing we do here would change if we were to use the maximal tensor product instead. We start by specializing the joinings that we will allow: Definition 3.1. For dynamical systems A and B, we denote by J s (A, B) the set of all states on A ⊗ B such that ω (a
Theorem 3.2. The set J s (A, B) is weak* compact, and it is the closed convex hull of its extreme points. In particular this set of extreme points, which we will denote by J e s (A, B) , is not empty.
Proof. Let S be the set of states on A ⊗ B. Since S is weak* compact, and it is readily verified that J s (A, B) is weak* closed in S, it follows that J s (A, B) is weak* compact. It is easy to see J s (A, B) is convex. Since µ ⊗ ν ∈ J s (A, B), it follows from the Krein-Milman theorem that J 
Proof. Since A and B are ergodic, we have µ ∈ E α and ν ∈ E β ; see for example [2, Theorem 4.3.20] . Now consider any ω ∈ J e s (A, B) and write ω = rω 1 + (1 − r)ω 2 where ω 1 and ω 2 are states invariant under α ⊗ β, and 0 < r < 1.
, but ω is extremal in the latter set, therefore ω = ω j . This shows that ω ∈ E α⊗β . This proposition motivates the term ergodic joining (of A and B) for each element of J e s (A, B) when A and B are both ergodic. We end this section with another illustration of how joinings can be used, by proving a Halmos-von Neumann type theorem for W*-dynamical systems in terms of Hilbert space. First we define a convenient form of asymptotic abelianness: Definition 3.5. Consider a C*-dynamical system (C, τ ) whose group G is countable, discreet and amenable. Let (Λ n ) be any Følner sequence in G. If lim
for all a, b ∈ C where [·, ·] is the commutator, then we say (C, τ ) is (Λ n )-asymptotically abelian.
This type of asymptotic abelianness was also used in [8] for the case G = Z. We will not in fact need any properties of Følner sequences; we will only use (1), for example it does not matter if (Λ n ) is a right or left Følner sequence. Proof. We follow the basic plan due to Lemańczyk [7] (also see [5, Theorem 7.1]) for the measure theoretic case. By Theorem 3.2 there exists an ω ∈ J e s (A, B). Note furthermore that (A ⊗ B, α ⊗ β) is (Λ n )-asymptotically abelian, and hence it is easy to see that the pair (A ⊗ B, ω) is G-abelian (see [2, Definition 4.3.6] ). Now consider the "combined" GNS construction for (A ⊗ B, ω), (A, µ) and (B, ν) as given by [4, Construction 2.3] , namely (H ω , γ ω ), (H µ , γ µ ) and (H ν , γ ν ), and the corresponding unitary representations W , U and V of α⊗β, α and β respectively. From (H ω , γ ω ) and (H µ , γ µ ) we of course also obtain the respective cyclic representations with common cyclic vector: (H ω , π ω , Ω ω ) and (H µ , π µ , Ω ω ).
Take any χ ∈ σ A = σ B then by [9, Theorem 2.5] the corresponding eigenvectors of U and V are of the form γ µ (a) and γ ν (b) for some a ∈ A and b ∈ B, and furthermore α g (a) = χ(g)a and β g (b) = χ(g)b. Hence for some d ∈ C\{0}, since α g (aa * ) = |χ(g)| 2 aa * = aa * = 0 and A is ergodic. We conclude that γ µ (a) and γ ν (b) are proportional, and therefore the eigenvectors of U and V span the same Hilbert subspace H 0 of H ω . Lastly, for any x ∈ H 0 , we have U g x = W g x = V g x by [4, Construction 2.3].
