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Robotic mapping has been a highly active research area in robotics and AI for at
least two decades. Robot mapping addresses the problem of acquiring spatial models
of physical environments through mobile robots. The mapping problem is generally
regarded as one of the most important problems in the pursuit of building truly
autonomous mobile robots. The effectiveness of current algorithms is driven in large
part by the sheer volume of data available, acquired at high sample rates using sensors
such as high-resolution laser rangefinders or cameras. Storing and operating on such
large volumes of data can be costly in terms of storage space and computational
power. While this may not be an issue for many robots, recently, there has been a
surge of interest in micro aerial vehicles with limited onboard resources and payload
capacity. It is not feasible for these systems to carry the high powered sensors that
are typically needed for mapping or to store the large volumes of data algorithms
currently need. The goal of this thesis is to study and evaluate compressive sensing
methods to enable low resolution, lightweight sensors to create maps of sufficient
quality for robot navigation tasks.
The first part of this work focuses on two Compressive Sensing (CS)-based ap-
proaches for producing maps from highly sub-sampled data: 1) A total-variation
minimization and 2) A basis pursuit problem. The total variation reconstruction is
shown to provide high quality reconstruction of the map, but suffers from the fact
v
that the regularization parameter is highly dependent on the structure of the mapped
environment. The basis pursuit reconstruction, however, is more robust to the envi-
ronment. The algorithm, previously introduced in the literature, uses a re-weighted
basis pursuit algorithm to reconstruct a full lidar scan from a sub-sampled set of
points. This reconstruction is then passed on to any standard mapping algorithm to
produce a map of the environment. The re-weighting is done based on the slope of
the depth profile around each sampled point.
The second part of this work focuses on empirically evaluating the maps obtained
by simulated experiments from the re-weighted basis pursuit algorithm and that ob-
tained from linear interpolation as a function of the amount of sub-sampling. We
considered three different subsampling approaches: subsampling in space (i.e., sub-
sampling an individual lidar scan that in an ideal case would be comprised of 180
individual beams), and subsampling in time (i.e., using a reduced number of measure-
ment locations in the environment), and a combination of both. For the evaluation
metric, we picked 150 random pairs of points and constructed optimal paths be-
tween them using the A-star graph search algorithm, and compared how “close” the
lengths of these paths were to the paths constructed on the ground truth map. The
sum of squared error metric was used to measure this “closeness”. In essence, if a
reconstructed map contains too many false walls or randomly filled locations, the
A-star paths should be longer than on the true map while if the reconstruction fails
to produce complete walls, the paths should be shorter. The simulated experiments
show that the re-weighted basis pursuit algorithm outperforms linear interpolation in
severely under sampled datasets. The experiment also shows that the best trajectory
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Robotic mapping has been a highly active research area in robotics and artificial
intelligence (AI) for at least two decades. Robotic mapping addresses the problem of
acquiring spatial models of physical environments using data obtained from mobile
robots. Maps are commonly used for robot navigation and the mapping problem is
generally regarded as one of the most important problems in the pursuit of building
truly autonomous mobile robots. A series of seminal papers in the 1990s (Smith and
Cheeseman, 1986),(Smith et al., 1990) introduced a powerful statistical framework for
simultaneously solving the mapping problem and the induced problem of localizing
the robot relative to its growing map. Since then, robotic mapping has commonly
been referred to as SLAM which is short for Simultaneous Localization and Mapping.
Almost all algorithms for performing SLAM have a general framework that con-
sists of two steps: a prediction step and a correction step. The prediction step consists
of estimating the pose of the robot and the location of key landmarks in the environ-
ment. This is usually done by using a motion model of the robot, which (in the case
of a wheeled robot) would use the odometry data obtained from the wheel encoders
as input. The correction step consists of correcting the predicted state of the robot
and the landmarks. This is done by using a sensor model, such as a range-bearing
model for a laser range finder. Traditionally, this correction of the predicted state is
done using high resolution sensors, which require higher payload capacity and more
on board computational resources.
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A lot of attention has been placed on the development of micro aerial vehicles,
and their use in search and rescue missions, crop pollination, and robotic exploration
(Wood, 2015),(Piccoli and Yim, 2017),(De Wagter et al., 2014),(De Croon et al.,
2012). These robots are typically about 15 cm in length and weigh about 20 grams.
To complement this development, efforts have been made to develop lightweight,
small-sized depth sensors (TeraRanger, ),(LeddarVu, ). In (TeraRanger, ), the de-
vice only shoots out 1 beam per scan. In (LeddarVu, ), the device has a field of
view of 180 degrees and shoots out 10 beams per scan. Although these sensors meet
the requirements of payload and power consumption of miniature robots, they only
provide sparse and incomplete depth data, giving a very limited view of the envi-
ronment. Hence, the output of these sensors cannot be utilized directly in high-level
tasks (e.g., object recognition and mapping), and the need to reconstruct a complete
depth profile from such sparse data arises.
The construction of navigable maps using such extremely undersampled data is
a challenging problem that cannot be solved using traditional techniques. Hence,
further assumptions have to be made in order to construct a map in these situations.
1.1 Simultaneous Localization and Mapping
Simultaneous Localization and Mapping (SLAM) is the computational problem of
constructing or updating a map of an unknown environment while simultaneously
keeping track of an agent’s location within it. Given a series of sensor observations ot
over discrete time steps t, the SLAM problem is to compute an estimate of the agent’s
location xt and a map of the environment mt. All quantities are usually probabilistic,
so the objective is to compute the joint probability distribution:
P (mt, xt | o1:t) (1.1)
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Statistical techniques used to approximate the above equation include Kalman filters
and particle filters. They provide an estimation of the posterior probability function
for the pose of the robot and for the parameters of the map. New SLAM algorithms
remain an active research area and are often driven by differing requirements and
assumptions about the types of maps, and sensors as detailed below. Many SLAM
systems can be viewed as combinations of choices from each of these aspects.
1.1.1 Mapping
Topological maps are a method of environment representation which capture the
connectivity (i.e., topology) of the environment rather than creating a geometrically
accurate map. Topological SLAM approaches have been used to enforce global con-
sistency in metric SLAM algorithms
In contrast, grid maps use arrays (typically square or hexagonal) of discretized cells
to represent a topological world and make inferences about which cells are occupied.
Typically the cells are assumed to be statistically independent in order to simplify
computation. Under such an assumption, P (mt | xt,mt−1, ot) is set to 1 if the new
map’s cells are consistent with the observation ot at location xt and 0 if inconsistant.
1.1.2 Sensing
SLAM typically takes advantage of several different types of sensors, and the pow-
ers and limits of various sensor types have been a major driver of new algorithms.
Statistical independence is the mandatory requirement to cope with metric bias and
with noise. Different types of sensors give rise to different SLAM algorithms whose
assumptions are most appropriate to the sensors.
Optical sensors may be one-dimensional (single beam) or 2D- (sweeping) laser
rangefinders, 3D High Definition LiDAR, 3D Flash LIDAR, and one or more 2D
cameras. Since 2005, there has been intense research into VSLAM (visual SLAM)
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using primarily visual (camera) sensors, because of the increasing ubiquity of cameras
such as those in mobile devices. Visual and LIDAR sensors are informative enough to
allow for landmark extraction in many cases. However, such sensors are very bulky
and have large power requirements, making them unsuitable for micro robots such as
the robobee and the delfly. The main goal of this thesis is to enable light weight, low
power sensors to be used for mapping.
1.2 Depth based sensors
Depth sensors measure depth based on illuminating the scene with a controlled light
source and on measuring the back-scattered light. There are two types of such sensors:
• Projected-light sensors that combine the projection of a light pattern with a
standard 2D camera and that measure depth via triangulation
• Time-of-flight sensors that measure depth by estimating the time delay from
light emission to light detection.
Projected-light sensors construct a surface shape by projecting a narrow band of
light onto a 3D surface, producing a line of illumination that appears distorted from
perspectives other than that of the projector.
A faster and more versatile method is the projection of patterns consisting of
many stripes at once, or of arbitrary fringes, as this allows for the acquisition of
a multitude of samples simultaneously. Seen from different viewpoints, the pattern
appears geometrically distorted due to the surface shape of the object.
A time-of-flight camera (ToF camera) is a range imaging camera system that
resolves distance based on the known speed of light, measuring the time-of-flight of
a light signal between the camera and the subject for each point of the image. The
artificial illumination may be provided by a laser or by an LED.
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Lidar (Light Detection and Ranging), while also an optical sensor as noted above,
is a class of popular surveying instruments that measures distance to a target by
illuminating the target with pulsed laser light and measuring the reflected pulses with
a sensor. Differences in laser return times and wavelengths can then be used to make
digital 3-D representations of the target. Lidar uses active sensors that supply their
own illumination source. The energy source hits objects and the reflected energy is
detected and measured by sensors. Distance to the object is determined by recording
the time between transmitted and backscattered pulses and by using the speed of
light to calculate the distance traveled.
1.3 Compressive Sensing
Compressive sensing is a signal processing technique for efficiently acquiring and
reconstructing a signal by finding sparse solutions to under-determined linear systems.
CS theory asserts that one can recover certain signals and images from far fewer
samples or measurements than expected from traditional Nyquist-Shannon sampling
theory. To make this possible, CS relies on two principles: sparsity, which pertains
to the signals of interest, and incoherence, which pertains to the sensing modality.
• Sparsity expresses the idea that a discrete-time signal depends on a number of
degrees of freedom which is comparably much smaller than its (finite) length.
More precisely, CS exploits the fact that many natural signals are sparse or
compressible in the sense that they have concise representations when expressed
in the proper basis.
• Incoherence expresses the idea that unlike the signal of interest, the sam-
pling/sensing waveforms have an extremely dense representation in a proper
basis.
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CS methods seek the true signal x ∈ Rn from the following observation equation,
y = Φx = ΦΨη , Aη, (1.2)
where y ∈ Rm is the observation vector, Φ is an m× n matrix defining the measure-
ments, Ψ is an n × n sparsity basis and η is the sparse representation of x in the
domain of Ψ. In general, m  n. We define ΦΨ as the sensing matrix A. In many
applications of CS, such as in single-pixel imaging (Duarte et al., 2008),the entries
of the measurement matrix Φ are independent and identically distributed Gaussian
random variables, which means each measurement is a random linear combination of
the signal elements. For a laser rangefinder however, we assume that each beam is
independent. As a result, Φ is a sparse matrix with each row having only one nonzero
entry, leading to y being a subset of x. That is, Φ is obtained by selecting the rows in
an identity matrix such that the index of the selected row is the index of the sampled
point in x.
One common realization of the CS-based reconstruction problem, known as basis
pursuit (BP), is given by the following optimization problem,
min ‖ Ψ−1x ‖1 subject to y = Φx = ΦΨη = Aη (1.3)
for the noise-free case, and
min ‖ Ψ−1x ‖1subject to ‖ Φx− y ‖2 < σ (1.4)
when noise is present. Here ‖ · ‖1 and ‖ · ‖2 denote l1 and l2 norms and σ represents
the variance of the signal noise. This problem essentially searches for the sparest signal
from all the candidates that match the measurements to be the reconstruction. BP
can be applied to images by transforming the 2-D array of the image into a vector by
simply stacking the columns, an operation we will denote as (x = vec(X)). In reality,
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few signals of practical interest are truly sparse. Many, however, are compressible. We
say that a signal x is compressible if in some basis Ψ, its sorted coefficient magnitudes
decay rapidly (Donoho et al., 1998). Mathematically, a signal x is compressible in
the basis if it satisfies,
x = Ψη (1.5)
and
| ηi | ≤ R · i−r (1.6)
where | ηi | is the ith largest magnitude entry of η, r is a constant that controls the
speed of decay and R is a constant.
Because the magnitudes decay rapidly, compressible signals can be represented
well by the d  n largest coefficients. The best d -term approximation of a signal is
the one that keeps the d largest magnitudes and sets the rest to zero. The difference
between the true signal and its best d -term approximation is called the d -term ap-
proximation error. Truly sparse signals can be recovered exactly from a very limited
number of observations with overwhelming probability (Candes and Romberg, 2007).
For compressible signals, stable recovery is also guaranteed by solving 1.3 (Candes
et al., 2006).
Equation (1.3) is a convex optimization problem which can be further transformed
to a linear programming (LP) problem and, thus, it is solvable in polynomial time.
However, in practice, due to the large size of signals, eg., for a 256× 256 image, Ψ ∈
R256×256 it usually takes hours to find the optimal solution. Therefore, many greedy
algorithms, such as orthogonal matching pursuit (OMP)(Tropp and Gilbert, 2007),
iterative hard thresholding (IHT)(Blumensath and Davies, 2009), and compressive
sampling matching pursuit (CoSaMP)(Needell and Tropp, 2009), have been created.
It is known that the reconstruction quality for many CS methods depends on the
properties of A such as the restricted isometry property (RIP) and mutual coherence
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(Candes, 2008).
The Restricted Isometry Property (RIP) characterizes matrices which are nearly
orthonormal, at least when operating on sparse vectors. CS theory establishes that
the sparse vector can be stably recovered from an incomplete set of measurements by
solving equation (1.3), provided that the sensing matrix A is well behaved. Several
methods have been used in the literature in order to measure the recovery properties
of sensing matrices. The Restricted Isometry Property (RIP), uses the concept of
restricted isometry constants in order to establish the tightest performance guarantees
currently known. Suppose for a fixed sparsity level S, the restricted isometry constant
δS ∈ (0, 1) such that, for every m × n submatrix As of A and every s-dimensional
vector y,
(1− δS) ‖ x ‖2l2≤‖ Asx ‖
2
2≤ (1 + δS) ‖ x ‖2l2 (1.7)
Then, the matrix A is said to satisfy the s-restricted isometry property with restricted
isometry constant δs
The RIP has been expressed in many forms over the years. One of these forms
(Cohen et al., 2009) states that distance between the optimal solution x∗ to equation
(1.3) and the true sparse vector xt is bounded according to
‖ x∗ − xt ‖l2≤ Cη (1.8)
provided that the restricted isometry constant δS <
√
2− 1.
The positive constant C in the above equation depends only on the value of δS.
The RIP establishes a very powerful result; for the noiseless case, the RIP guarantees
exact recovery of sparse vectors. Unfortunately, in practice, it is very difficult to
compute the restricted isometry constants of a given sensing matrix A as one must
perform a search over all combinations of S columns that can be extracted from A.
This fact has led to the use of random matrices, where each element is drawn from
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an independent and identically distributed (i.i.d.) Gaussian distribution, in order to
construct sensing matrices that satisfy RIP with high probability. In our application,
we use a deterministic sensing matrix, and therefore the mutual coherence (?) is a
more practical measure.




| aHi aj |
‖ ai ‖l2‖ aj ‖l2
(1.9)
where ai is the i -th column of A, and a
H
i is the Hermitian transpose of ai. The
coherence has several properties that make it an intriguing measure for assessing the
CS recovery capabilities of the deterministic sensing matrices. First, it can be shown
that the coherence is fundamentally related to the restricted isometry constants by
the following two relations (Foucart and Rauhut, 2013):
δ2 = µ, (1.10)
δS ≤ (S − 1)µ. (1.11)
Therefore, an upper bound on the restricted isometry constants can be established
using the O(N2) computations required to evaluate the coherence, which represents a
significant improvement over the combinatorial complexity of the restricted isometry
constants. Second, the theoretical limitations of the coherence are also well estab-





≤ µ ≤ 1, (1.12)
where n is the total number of samples to recover, and m is the number of samples
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observed. This lower bound in particular is useful for grading designed sensing ma-
trices. These two properties make the mutual coherence a desirable and practical
metric for designing deterministic sensing matrices.
Chapter 2
Reconstruction algorithms
In this chapter, we explore two different approaches to map reconstruction. The
first method treats the map to be reconstructed as an incomplete image of all the
sub-sampled depth measurements, while the second method attempts to reconstruct
the map by reconstructing the full high-resolution LIDAR scan from a sub-sampled
one, and then use this to generate a map using standard mapping algorithms. The
latter approach was originally introduced in (Ma et al., 2016). The main goal of both
algorithms is to recover a 2-D depth profile produced from a laser range finder, from
an under sampled set of measurements, as illustrated in Figure 2·1.
Figure 2·1: Illustration of a sampled depth profile, and a reconstructed
depth profile
Formally, this can be stated as follows, for the noiseless case:
y = Ax∗ (2.1)
where y is the sampled measurements, A is the measurement matrix, and x∗ is the
11
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depth profile that we want to recover. Note that here, A is defined as the measurement
matrix, instead of defining it as the sensing matrix, since as will be explained later,
the sparsifying basis matrix is used in the objective function, as opposed to using it
in the constraints.
The measurement matrix A is defined as follows. Let Im ∈ Rn×n be an identity
matrix. Then A contains the rows of Im corresponding to the indices of the sampled
measurements. Hence, A ∈ Rm×n, where m is the number of samples and n is the total
number of measurements to be reconstructed. The measurement matrix is chosen in
such a way since the endpoint of each beam of the laser scanner is assumed to be
independent of each other while taking the measurements.
We assume that the robot is operating in an environment that is structured with
few corners, such as an indoor man-made environment. Since such an assumption is
made, the matrix which counts the number of corners in a depth profile becomes a
sparsifying basis. This sparsifying basis D is the second order difference operator as
shown in (2.2), which captures the local concavity of the depth profile.
D =

1 −2 1 0 . . . 0
0 1 −2 1 . . . 0
... 0
. . . . . . . . . 0
0 . . . 0 1 −2 1
 ∈ R(n−2)×n (2.2)
2.0.1 Total variation Reconstruction
Total variation denoising, also known as total variation regularization, is a pro-
cess most often used in digital image processing that has applications in noise re-
moval(Rudin et al., 1992). It is based on the principle that signals with excessive and
possibly spurious detail have high total variation, that is, the integral of the absolute
gradient of the signal is high. According to this principle, reducing the total variation
of the signal subject to it being a close match to the original signal, removes unwanted
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detail whilst preserving important details such as edges.
For our problem of map reconstruction, we consider the map as an image. Rather
than reconstruct a LIDAR profile, we collect all the samples and reconstruct the map
directly. The gradient of the signal is captured by the matrix D. A first attempt
to recover a gradient sparse signal is done by formulating the compressed sensing
problem in terms of total variation minimization. When this is possible, 2.1 will
correspond to minimizing ‖ Dx ‖1=‖ x ‖TV , which is the total variation norm. This
however, recovers the gradient of the signal, not the signal itself. To recover the





‖ Ax− y ‖22 +λTV (x) (2.3)
where x is the map (represented by an occupancy grid, λ is the regularization param-
eter, and TV (x) is the total variation norm.
To demonstrate this approach, we simulated a structured environment and a
ground robot using the stage simulator in the Robot Operating System (ROS). The
robot was designed with no noise in the wheel encoders, so that the odometry data
received was assumed to be perfect. The robot was equipped with a laser scanner
mounted on the top, pointing in the direction of the robot’s x-axis. the laser scanner
had 180 beams with a 180◦ field of view (FOV). Gaussian noise with zero mean and
0.01 standard deviation was added to the laser scanner readings. The robot was man-
ually moved using keyboard inputs around the simulated environment and the depth
measurements and odometry data was recorded. About 10% of the laser depth data
and complete odometry collected were passed to a built in SLAM program (Gmap-
ping), which gave an image of the occupancy grid map constructed from this sparse
depth samples.
Reconstructions based on this image of the occupancy grid map of 10% of the full
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set of samples, are shown in Figures 2·2 and 2·3. Even though the reconstruction
captures the geometry of the environment fairly well, the regularization parameter, λ
had to be manually set for each environment to get the best possible reconstruction.
Figure 2·2 shows a good reconstruction for a λ value of 4 and 7 respectively while
Figure 2·3 shows a bad reconstruction with a low λ value of 1. Hence, total variation
CS reconstruction is highly dependent on the regularization parameter.
(a) (b)
(c) (d)
Figure 2·2: Total Variation reconstruction of two environments with
good λ values: (a) Map 1 ground truth ; (b) Map 1 reconstruction; (c)




Figure 2·3: Total Variation reconstruction of two environments with
bad λ values: (a) Map 1 ground truth ; (b) Map 1 reconstruction; (c)
Map 2 ground truth; (d) map 2 reconstruction
2.0.2 Reconstruction of a LIDAR scan
Basis pursuit is the mathematical optimization problem of the form:
min
x
‖ x ‖1 subject to y = Ax (2.4)
where x is a n× 1 solution vector (signal), y is a m× 1 vector of observations, A
is a m× n sampling matrix, and m n.
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It is usually applied in cases where there is an underdetermined system of linear
equations y = Ax that must be exactly satisfied, and the sparsest solution in the
l1 sense is desired (Candes and Romberg, 2005). In this thesis, a variant of the
basis pursuit algorithm, as described in (Ma et al., 2016) is used. This algorithm is
described below:
Algorithm 1: Recovery of 2D depth profile
Input: Measurements y
Output: Original depth profile x∗
// solve basis pursuit minimization
1 create matrices A and D ;
// l1 reconstruction
2 solve (f ∗, x∗) = minx ‖ Dx ‖1 subject to y = Ax;
// populate a vector of signs s ∈ {−1, 0,+1}n
3 for consecutive twin samples (i-1,i),(j,j+1 do
4 for each k ∈ {i+ 1, ..., j − 1} do
5 set sk = sign((x
∗




8 x∗ = argminxs
Tx subject to y = Ax, ‖ Dx ‖1≤ f ∗;
9 return x∗;
Algorithm 1 first solves the basis pursuit problem and computes an optimal so-
lution x∗ and the corresponding optimal cost f ∗ (lines 1-2). Line 8, reweights this
l1 reconstruction obtained from line 2, and recovers x
∗ from within the solution set.
The constraints in this optimization problem include the same constraint of line 2
(Ax = y) plus an additional constraint that restricts x to be optimal for the problem
in line 2 (‖ Dx ‖1≤ f ∗). Therefore, the remaining task is to design an objective func-
17
tion that “searches” a solution close to x∗ within this optimal set. A simple linear
objective (sTx), where s ∈ {0,±1}n is a vector of signs that rewards the entries of
the profile x to be as small as possible when sk = −1. Lines 3-5 sets these signs for
any consecutive twin samples (i − 1, i), (j, j + 1) by looking for the slope difference
between the last two samples (x∗j+1 − x∗j) and the first two samples (x∗i − x∗i−1). If
this difference is negative, then the function x∗ is expected to be concave between the
samples. In this case the sign sk for any point k between the samples is set to −1;
otherwise the signs are set to +1.
By re-weighting the original basis pursuit problem in this way, the recovered depth
profile is “pushed” as close to the ground truth depth profile as possible. Figure 2·4
shows this re-weighted reconstruction done on a synthetic data-set of piece-wise linear
depth profiles, containing 16 data points. 8 samples are randomly selected in pairs
and the algorithm is applied. To compare, a naive linear interpolation between the
sampled points is also done. As can be seen from the figure, the A1 reconstruction
recovers the original depth profile perfectly, whereas the l1 reconstruction (line 2 of
algorithm 1) lies in between the A1 profile and the “naive” linear interpolation profile.
The efficiency of this algorithm will be explored in Chapter 3.
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Figure 2·4: Re-weighted basis pursuit algorithm applied to a synthetic
data-set. A1 represents the re-weighted basis pursuit reconstruction,
L1 represents the normal basis pursuit reconstruction, naive represents
linear interpolation
2.0.3 3D Reconstruction
Algorithm 1 can also be applied to reconstruct 3-D depth profiles. To demonstrate
this approach with 3D reconstruction, we applied the scheme to a set of lidar scan
data obtained by collaborating with a team at Villanova University. Here, we are
after a 3D depth profile X∗ ∈ Rr×c where r and c are the number of pixels in the
width and height of the depth image to be recovered. As in the 2D setup, we do not
have direct access to X∗, but we can only take m r × c measurements.
The main difference between the algorithm used for the 2D and the 3D case is
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the structure of the D matrix. For the 3D case, the sparsity matrix, D is split into 3
matrices of size 3 × 3. These 3 matrices can be viewed as convolution filters of size
3 × 3, convolving over the image to be recovered. The 3 filters capture the change
of depth in the horizontal, vertical, and diagonal directions. Let Dxx, Dyy, and Dxy
be the filters that capture the change of depth in these three directions. They are
defined as:
Dxx =
0 0 01 −2 1
0 0 0
 , Dyy =
0 1 00 −2 0
0 1 0
 , Dxy =
−1 0 10 0 0
1 0 −1
 , (2.5)
therefore, the objective function will now take the form:
f(X) =‖ vec(X ∗Dxx ‖1 + ‖ vec(X ∗Dyy) ‖1 + ‖ vec(X ∗Dxy) ‖1 (2.6)
For the following experiment, 2.6 is used as the objective function, and a 3D
depth image, obtained from a lidar raster scan is used as the ground truth. This
ground truth image is sampled along a lissajous pattern, as shown below. In this
way, an incomplete depth profile composed of 4% and 20% of the ground truth depth
measurements are sampled, and the depth image reconstructed. This is compared
with a linearly reconstructed depth profile, which uses MATLAB’s built in function,
“scatteredInterpolant” to interpolate between the sampled points. The results are






Figure 2·5: 3-D reconstruction done on the villanova dataset: (a)
Raster scan obtained from high resolution LIDAR used as ground truth;
(b) 20% Lissajous samping pattern; (c) Depth image reconstructed
by naive linear interpolation; (d) Depth image reconstructed by using
aforementioned objective function
Chapter 3
Evaluation of Re-weighted basis pursuit
algorithm
This chapter focuses on empirically evaluating the maps obtained by simulated ex-
periments from the re-weighted basis pursuit algorithm against those obtained from
linear interpolation as a function of the amount of sub-sampling. We considered three
different subsampling approaches: subsampling in space (i.e., subsampling an individ-
ual lidar scan that in an ideal case would be comprised of 180 individual beams), and
subsampling in time (i.e., using a reduced number of measurement locations in the
environment), and a combination of both. The maps were evaluated for navigability
of wheeled robots using the constructed maps. For the evaluation metric, we picked
150 random pairs of points, constructed optimal paths between them using the A-star
graph search algorithm, and compared the maps using two measure: (i) How close
the lengths of these paths were to the paths constructed on the ground truth map,
and (ii) How many point pairs were able to be connected using the A-star planner.




was used to measure this closeness. In essence, if a reconstructed map contains too
many false walls or randomly filled locations, the A-star paths should be longer than
on the true map while if the reconstruction fails to produce complete walls, the paths
should be shorter. In this way, the sum of squared error metric thus evaluates how
well the algorithm was able to reconstruct the obstacles.
In order to evaluate the free space of the reconstructed map, the difference in the
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number of paths constructed in the original map, and in the reconstructed maps were
used. In essence, if there were too many spurious points in the free space, thereby
blocking the area, a path would not be found even if it was found in the original map.
The sum of squared error (SSE) metric was used over other metrics such as the
peak signal to noise ratio (PSNR), the structural similarity index (SSIM) or the
Hausdorff distance, since the SSE assesses the quality of a predictor, which in this case
is the difference in the path lengths in the original and the reconstructed maps. Since
we care about using these reconstructed maps for navigation purposes, assessing the
quality of paths constructed in these maps becomes more important than comparing
the “true” pixel values of the original map to the reconstructed map as done by PSNR,
or assessing how good the reconstructed map looks by human perception as captured
by SSIM, or comparing the general shape of the reconstructed maps, as done by the
Hausdorff distance.
The A star graph search algorithm was used here since it is a complete and optimal
graph search algorithm (Lerner et al., 2009). It is complete in the sense that it always
finds a path if one exists, and it is optimal in the sense that it always finds the shortest
path, provided the heuristic used is optimistic. These two properties are important
while evaluating the quality of the reconstruction since if it is not optimal, then the
result obtained using the length of the paths as a metric would have no meaning, and
if it is not complete, then it might fail to construct a path where a path exists, which
would not capture the accuracy of the free space of the reconstructed map. These
properties outweigh the exponential time complexity of the A star algorithm. Hence,
we decided to use it here.
Furthermore, we evaluated the reconstruction quality using the above stated met-
rics for three different trajectories. This was done to evaluate the dependency of the
reconstruction algorithm on the trajectory of the robot in the environment. The three
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trajectories chosen were driven manually using the keyboard interface according to
three heuristics: 1) trying to stay equidistant to walls, 2) trying to approach corners
at a 45◦ angle, and 3) trying to follow a wall. These are shown in figure 3·1. The
robot was driven in the simulated environment manually using the keyboard interface
along these trajectories. The first trajectory was chosen because this represented how
a robot would likely move in a structured environment. The second trajectory was
chosen since looking into the corners from this angle would give an almost perfect
concave or convex shape to the depth profile (similar to Figure 2·4), which in theory
should facilitate depth reconstruction. The third trajectory was chosen since being
close to the walls meant that the adjacent endpoints of the laser beams would be closer
to each other, thereby facilitating both the re-weighted basis pursuit reconstruction,




Figure 3·1: Trajectories tested: (a) equidistant to walls ; (b) pointing
45◦ to corners; (c) following the walls
3.0.1 Results
Figure 3·2 show an example of the paths generated by the A star algorithm for the
trajectory that is equidistant to walls, as stated above, for 3% and 5% spatial sampling
and no temporal sampling. As is evident from the figures, the maps constructed from
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3% spatial sampling have a lot of spurious artifacts which block the path on the upper
corridor of the map, in addition to other imperfections in the free space. Therefore,
the number of paths that is constructed with this map will naturally be less than the
number of paths that are constructed with the ground truth map. Also of note is
the fact that the map constructed using algorithm 1, with the 3% sampling fails to
construct the “U” shaped corridor on the bottom of the map correctly, leaving a large
gap at on of the corners. Therefore, the paths take this shortcut through the gap in
the wall, thereby decreasing the length of these paths considerably when compared
to the same paths’ lengths in the original map. In this way, the two metrics stated





Figure 3·2: Paths constructed using A Star graph search algorithm: (a) paths on
ground truth ; (b) Paths on A1 map with 3% spatial sampling; (c) Paths on naive
map with 3% spatial sampling; (d) Paths on A1 map with 5% spatial sampling; (e)
Paths on naive map with 5% spatial sampling
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3.0.2 Analysis of Results
In this section, an analysis is made on the results obtained from running the A star
algorithm multiple times on maps reconstructed from the re-weighted basis pursuit
algorithm and naive linear interpolation for different combinations of spatial and
temporal sampling, and for different trajectories, as discussed in the previous section.
The following figures show the plots for the three trajectories. The four sets of
graphs represent different rates of temporal sampling, i.e. sampling at every time
step, sampling at every 30 seconds, sampling at every 90 seconds, and sampling
at every 120 seconds. Each set has two graphs, representing the sum of squared
error metric of the length of the constructed paths, and difference in the number of
paths constructed metric. The horizontal axis in each of these graphs represent the
percentage of spatial sampling, where as the vertical axis represents the SSE and the
difference of the number of paths metric respectively. The blue line represents the re-
weighted basis pursuit algorithm and the orange line represents linear interpolation.







Figure 3·3: Plots for the trajectory which is equidistant from the walls: (a) Plot
for no temporal sampling ; (b) Plot for temporal sampling of 30 secs; (c) Plot for







Figure 3·4: Plots for the trajectory 45◦ to the corners: (a) Plot for no temporal
sampling ; (b) Plot for temporal sampling of 30 secs; (c) Plot for temporal sampling







Figure 3·5: Plots for the trajectory which is following the walls: (a) Plot for no
temporal sampling ; (b) Plot for temporal sampling of 30 secs; (c) Plot for temporal
sampling of 90 secs; (d) Plot for temporal sampling of 120 secs
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The first observation that is evident from all of these results is that the A1 re-
construction is better than linear interpolation across all trajectories and sampling
combinations. From Figure 3·3, we can see that the quality of reconstruction of both
the obstacles (from the SSE metric) and free space (from the difference metric) is quite
similar for both the A1 and the linear interpolation reconstruction for this trajectory.
From Figure 3·4 we can see that the reconstruction quality of the obstacles is
similar for both the reconstructions for higher temporal sampling rates (up to tem-
poral sampling of 30 secs). However, as the sampling reduces, we can see a drastic
difference in the free space reconstruction. The A1 algorithm performs much better
at reconstructing the free space compared to the linear interpolation. It also has
smaller standard deviation (represented by the vertical error bars) for the difference
metric for A1 reconstruction, suggesting that there are fewer random “dots” in the
free space. For the quality of obstacle reconstruction, the linear interpolation remains
almost constant for lower temporal sampling rates, and the A1 reconstruction is bet-
ter, but the difference is not as drastic as in the case of the free space. This suggests
that this trajectory is suitable for environments that are sparse in the sense that there
are a few obstacles and a lot of free space.
From the wall following results in Figure 3·5, we can see a drastic improvement
in the quality of both free space and obstacle reconstruction for the A1 algorithm,
whereas the linear interpolation quality largely remains unchanged. This improve-
ment in quality can be seen up to 5% of spatial sampling across all temporal sampling
rates, but flattens out thereafter. This suggests that the wall following trajectory is
suited in situations where the amount of data that can be collected from the sensor
is severely constrained. The standard deviation of the free space metric is also small,
again suggesting that there are fewer “dots” in the free space. Hence, this trajectory
is also suited for environments with large free space. Among the three trajectories
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examined, the wall following trajectory shows the most versatility, and therefore the
most suited among the three trajectories for sparse map reconstructions.
Chapter 4
Conclusion and future work
Two different algorithms for compressive sensing, namely total variation reconstruc-
tion and the re-weighted basis pursuit reconstruction were discussed from the context
of indoor robot mapping. The re-weighted basis pursuit was found to be more ro-
bust to different environments. This re-weighted basis pursuit was compared with
naive linear interpolation reconstruction for different sampling strategies, and also
for different trajectories. Two metrics for capturing the quality of free space and ob-
stacle reconstruction were discussed, using which it was found that the wall following
trajectory gave the best reconstruction quality among the tested trajectories.
Deep neural networks have shown a powerful ability to recover corrupted images,
and the technique is still developing at a very fast pace. In the future, we would like
to evaluate the reconstruction of a map as an image, using DNNs instead of TV recon-
struction. Using the insight gained from this thesis, in the future, we would also like
to explore designing motion policies, that can actively improve sparse reconstruction.
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