Faulted face-centred cubic platinum nanocrystals, grown within a nanoporous silica matrix, have been extensively characterized by the Debye function analysis method applied to wide-angle synchrotron X-ray total scattering data. A method for building databases of sampled interatomic distances of weakly faulted materials is proposed, maintaining statistical significance and allowing complete populations of differently sized and shaped nanocrystals to be used within the DEBUSSY approach. This study suggests that anisotropic Pt nanoclusters are formed in the presence of a shape-directing (templating) agent, and tentatively describes the effects of post-synthetic temperature treatments on fault probability, size, shape and dispersion of the nanocrystal populations. Surface relaxation effects are also observed in the smallest particles.
Introduction
The bottom-up synthesis of size-and shape-controlled nanocrystals (NCs) has received a great deal of attention in the last few years. Among the several classes of materials investigated, metal nanowires have been the subject of many studies devoted to emerging applications, e.g. in optical sensors, or for their relevant surface-enhanced Raman scattering (SERS) effect. Nanoporous (either amorphous or crystalline) matrices offer the advantage of a size/shape control originating from the geometrical constraint of their pores/channels, which makes their use as nano-reactors rather appealing (Moon et al., 2013; Volosskiy et al., 2015) . Silica MCM-41 particles (Zukalša et al., 2007) , with narrow channels, are ideal candidates for hosting highly anisotropic nanoparticles grown in situ. However, complex hybrid systems are commonly obtained and, even though the analysis is restricted to the structural and microstructural characterization of the metal nanocrystalline component, conventional X-ray diffraction methods, which inherently disregard the amount of information from the diffuse scattering, may provide a limited outcome. The investigation may be further complicated by the structural defectiveness of metal nanoparticles, which frequently exhibit faulting deformation (Hall, 2000; Zanchet et al., 2000; Ustinov & Budarina, 2002; Cervellino et al., 2003 Cervellino et al., , 2004 Beyerlein et al., 2010; Beyerlein, Leoni et al., 2011; Scardi et al., 2011; Longo et al., 2014) , and by possible surface relaxation effects (Wasserman & Vermaak, 1972; Diao et al., 2003; Qi & Wang, 2005; Gelisio & Scardi, 2014; Scardi & Gelisio, 2016) , occurring at their very small sizes. Moreover, even if the geometrical constraints of the host template are expected to induce the formation of (elongated) NCs within the channels, metal nanoparticles may also form on the surface of the silica matrix, the two ensembles being difficult to distinguish by conventional analytical/ imaging methods. In these conditions, the ability of advanced X-ray total scattering techniques such as those based on the Debye scattering equation (DSE) (Debye, 1915; Masciocchi & Guagliardi, 2010; Cervellino et al., 2016) and pair distribution function (PDF) (Egami, 2003) to model both Bragg and diffuse scattering may provide a more appropriate, though non-exhaustive, analytical tool. Such an option may apply as long as a suitable atomic and nanometre-scale modelling of different sample features (which typically includes average size, shape and distribution, structural defects, lattice strain and other size-dependent parameters) is attained.
In this work, we used advanced wide-angle X-ray total scattering techniques (WAXTS) and the Debye function analysis (DFA) as implemented in the DEBUSSY suite (Cervellino et al., 2015) for an extensive structural and microstructural characterization of faulted f.c.c. (face-centred cubic) platinum nanoparticles grown inside the porous matrix of MCM-41 silica particles. As the modelling approach feasible in the DEBUSSY suite goes well beyond the neat calculation of the scattering pattern by the Debye equation, throughout the paper we will refer to the DFA acronym, of which the DSE remains the kernel. In the class of materials investigated here, noble metal nanoparticles are also reported to exhibit multiple twins of the icosahedral and decahedral types (Hall, 2000; Zanchet et al., 2000; Cervellino, 2003 Cervellino, , 2004 or form even more complex faulted assemblies. Modelling the powder diffraction pattern of decahedral and icosahedral metal clusters is an available option in the DEBUSSY suite (Cervellino et al., 2010, and references therein) , but this is not the case for the samples investigated here. Indeed, multiple twins are known to be much more relevant for Ag and Au than for Pd and Pt. Very recent calculations supported this statement, as the stacking fault energy of f.c.c. Pt was estimated to be approximately ten times larger than for Au (and even more if compared to f.c.c. Ag) (Li et al., 2016) . Even more importantly, for Pt nanoparticles originated, as in our case, from high-nuclearity molecular clusters of the Chini type (Femoni et al., 2010) , which are nearly ubiquitously based on compact f.c.c. [seldom doped by h.c.p. (hexagonal close-packed)] sequences, it is unlikely that more complex faults occur. The experimental diffraction patterns of the samples investigated here exhibit the typical diffraction features of the f.c.c. structure with a low concentration of stacking faults along [111] [as suggested by the relative 2 position of the 111 and 200 peaks (Warren, 1990) ].
The study of stacking faults in f.c.c. metals, their density quantification and their effects on the powder diffraction pattern have been extensively investigated over the years for bulk materials, assuming infinite stacks of infinitely large atomic plane sequences (Wilson, 1942; Paterson, 1952; Warren, 1990; Velterop et al., 2000) . Recent work has demonstrated that different assumptions must be considered when faulting deformations occur at the nanoscale Scardi et al., 2011) , as the effects on the diffraction pattern depend strongly on the NCs' finite size, shape and fault location. The DSE has recently been used for studying these effects in model Au nanoparticles (Bayerlein, Leoni et al., 2011) ; however, very few reports are available in which the method has been used for characterizing real faulted metal nanoparticles from accessible experimental data [as an example, cobalt nanopowders in Longo et al. (2014) ] and, to the best of our knowledge, there are no studies of nanocrystalline platinum powders by the DSE. Besides the difficulties of dealing with a correct faulted atomistic modelling in real space, we also quote the well known timeconsuming problem of calculating the DSE in the presence of defects, which remains an unsolved problem for relatively large NC sizes [the number of terms to be computed by the DSE on the linear size of each particle, D, follows a power law D n , with n ranging from 2 to 6, for ordered and disordered materials, respectively (see Cervellino et al., 2006) ].
To reach the goal of modelling the data collected on the Pt samples investigated here, we developed an original method allowing, within reasonable approximations, the probability of fault deformation to be estimated over an entire population of f.c.c. Pt NCs, while computational time for the analysis remained at the acceptable scale of a few hours per run. The proposed method is presented here and then applied to a real case study, namely nanocomposites of Pt clusters grown in the presence of a nanoporous silica matrix. Samples were prepared by thermally induced decomposition of a highnuclearity carbonyl cluster, here [Pt 12 (CO) 24 ] 2À (Femoni et al., 2010) , and their synchrotron X-ray total scattering traces analysed by the DFA. In addition, owing to the unpredictable occurrence of a residual amorphous halo in these systems, which emerged during the DFA modelling, the differential pair distribution function (d-PDF) method was used to investigate the nature of this component, which enabled us to further highlight the complementarity of the total scattering approaches in the reciprocal (through the DFA) and real (through the PDF) spaces. The paper presents methodological and application aspects and is organized as follows: sample preparation, synchrotron data collection and other (experimental and computational) methods of analysis (including the Pt faulting model) are detailed in x2; the complex, multicomponent DSE-based model necessary to account for the WAXTS data is described in x3 along with a discussion of the main results. Some conclusions are outlined in x4.
Materials and methods

Synthesis of the samples
Silica MCM-41 was prepared according to literature methods (Zukalša et al., 2007) . Conventional powder diffraction measurements in flat-plate geometry indicated the formation of nanoporous silica whose parallel channels exhibited a hexagonal periodicity of circa 4.2 nm. Pore size was estimated [by nitrogen sorption isotherms through the BET (Brunauer-Emmett-Teller) method] to be as large as 3.7 (AE0.2) nm (data are shown in the supporting information).
Acetone solutions of high-nuclearity Pt carbonyl clusters of the Chini type (Femoni et al., 2010) , typically [NBu 4 ] 2 -[Pt 12 (CO) 24 ], were used for impregnation (12 h). Then, the solvent was removed under reduced pressure and the resulting solid thermally treated aiming at eliminating the carbonyl shell (as confirmed by IR analysis) and promoting the in situ aggregation of metallic nanoparticles within the confined space of the channels. Three different thermal treatments under air have been employed at 423, 473 and 523 K. These samples will be labelled, throughout this paper, as Pt@SiO 2 -423K, Pt@SiO 2 -473K and Pt@SiO 2 -523K.
Synchrotron X-ray scattering data collection and preprocessing procedures
The WAXTS measurements were performed on the three different samples described in x2.1 and on the pure silica matrix at the Material Science beamline X04SA, at the Swiss Light Source of the Paul Scherrer Institut (Willmott et al., 2013) . For the data collection the powders were transferred to glass capillaries (diameter 0.3 mm, wall thickness 0.01 mm) and the specimens were measured (within a few minutes) with 20 keV radiation ( = 0.62049 Å , after proper calibration using NIST SRM640d silicon standard) using a positionsensitive detector covering 120 2, with an intrinsic resolution of 0.0036 (MYTHEN 2.0, Bergamaschi et al., 2010) . X-ray data were also collected on the empty capillary and for the environment (i.e. air/He flux), under the same experimental conditions, in order to subtract these extra-sample signals from those of the Pt@SiO 2 and MCM-41 samples, after appropriate absorption correction (Cervellino et al., 2014 ) (see Fig. 1 ). For this purpose, 'radiographic' (i.e. transmittedversus direct-beam intensity) measurements were performed, aiming at experimentally deriving the linear absorption coefficients of all powdered samples, whereas the value calculated from its chemical composition was used for the glass capillary.
Transmission electron microscopy
Transmission electron microscopy (TEM) analyses were carried out using an FEI TECNAI F20 instrument operating at 200 kV. The samples were dispersed in isopropyl alcohol and sonicated for 15 min. A few drops of the solution were then deposited on a holey carbon film supported by a copper grid and dried at 353 K. Elongated and spherical-like nanoparticles are imaged (see Fig. 2 ); whether the elongated morphology results from the alignment of spherical particles cannot however be ruled out, since the silica matrix limited the achievable resolution and, consequently, prevented robust characterization of both morphology and structural defects of the Pt nanocrystals.
Stacking faults in f.c.c. metals. Basics
From x1, we consider here the case of planar faults stacked along the [111] direction of f.c.c. metal crystals. As universally adopted in this kind of analysis (Warren, 1990) , throughout this study we used a primitive trigonal cell (in the hexagonal setting), obtained by the a t = (b k À c k )/2, b t = (a k À b k )/2 and c t = a k + b k + c k transformations (see Fig. 3 ; k and t subscripts refer to the pristine cubic and its derived trigonal cell, respectively). Taking the f.c.c. reference value a 0 = 3.9236 (6) Å (Arblaster, 1977) , the unit-cell lengths used in this study are a t = 2.7744, c t = 6.7959 Å , and the stacking fault direction is aligned with c t . With this reference frame, a regular three-dimensional f.c.c. packing is thus described by a periodic (ABC) n sequence of layers, the regular h.c.p. packing by (AB) n , while faulted crystals contain defective sequences of the ABCBCA or ABCBAC type (see Fig. 3 ). An alternative way to look at the actual sequence (Pandey, 1984) is using the k (for cubic, ABC/BCA/CAB sequences, or their reversed ones) and h (for hexagonal, ABA, BCB, CAC) labelling, which transform, for the f.c.c. structure, into . . . kkkk . . . and, for h.c.p. packing, into . . . hhhh . . . sequences. The different Figure 1 Synchrotron X-ray scattering data of all Pt@SiO 2 samples after the data reduction process described in the text. The inset shows the raw data collected on the powder sample, the glass capillary and background (air/ He), which are used for extra-sample scattering contribution elimination. stacking fault sequences within a cubic structure then become evident as two h layers within an ordered (k) n series, as in . . . kkkhhkkk . . . and . . . kkkhkhkkk . . . . These defects are also termed deformation faults and double deformation faults, respectively, not to be confused with a third option that is twin (or growth) deformation. In this case, the crystal structure is mirrored about a single layer and its pertinent sequence can be depicted as . . . ABCACBA . . . or kkkhkkk . . . . Deformation and twin faults are illustrated in Fig. 3 . A probabilistic approach to the occurrence of single, double deformation and twin faults was introduced several decades ago by defining three independent , and parameters, the (approximate) effect of which on peak shifts and broadening has been derived numerically (Wilson, 1942; Warren, 1990) . As beautifully summarized by Ustinov & Budarina (2002) , the occurrence of these defects induces different, though weak, effects, depending on the reflection parity. In particular, while twin deformations do not significantly affect the peak positions, single and double deformation faults induce measurable shifts, the sign of which, for the most prominent 111 and 200 peaks, clearly suggests the predominance of one type of deformation versus the other. Accordingly, accurately measured diffraction data contain this information, which can then be retrieved by a number of methods. However, when the crystal domains become small enough, the effects of faulting on the diffraction pattern show a dependence on the size and shape of the NCs and on the location of the faulted planes [see and our simulations in x2.5], and interfere with the unavoidable size-, shape-and surface-dependent peak broadening and shift, making the above-mentioned methods unsuitable. In the next section, we describe an original DSE-based method that accounts for stacking defects within a population of NCs of increasing size and different shape.
The stacking faults model within the DEBUSSY approach
Characterizing nanocrystalline powders through WAXTS measurements and using the DSE for reproducing the experimental diffraction pattern is becoming more and more popular. The Debye equation (Debye, 1915) in the formulation recently proposed by Cervellino et al. (2010) is as follows:
where Q ¼ 2q, q ¼ 2 sin = is the length of the reciprocal scattering vector, is the radiation wavelength, f j is the atomic form factor, T j and o j are (adjustable) atomic thermal vibrations and site-occupancy factors (s.o.f.'s), respectively, d ij is the interatomic distance between atoms i and j, and N is the number of atoms in the nanoparticle. The 'standard' DSE-based analysis of nanosized materials in the DEBUSSY suite consists of a two-step approach. The first step generates atomistic models of NCs of increasing size and selected shape and calculates the sampled interatomic distances of each particle; the step ends with a database encoding the set of pseudo-multiplicities for the population and some structural and microstructural information. The second step performs the full DFA of the experimental data, in which some relevant structural and microstructural model parameters are optimized, as detailed in x3.1 for the case under study. The use of Gaussian sampled interatomic distances (rather than the original ones) (Cervellino et al., 2006) has the great advantage of shrinking by orders of magnitude the number of terms in equation (1) (their number depending on the linear size of the particle rather than on its square), turning the equation into a much more efficient tool from the computational time point of view. Briefly, Gaussian sampling provides equi-spaced distances, amenable to fast Fourier methods in the entire Q range, through the use of Chebyshev polynomials of the second kind and their backward recurrence relations (Cervellino et al., 2006) . When no significant deviations from the crystal structure of the bulk system are observed at the nanoscale, the unit cell is used as the building block for the NC construction whereas the translational properties of the crystal further help in speeding up the calculations. Considering the NCs as small pieces of the bulk structure is, in most cases, a rough simplification; however it serves as a reasonable starting point to possibly detect other effects than size and shape. Some of these effects can be managed in the second step of the DEBUSSY suite strategy, when model parameters are optimized against the experimental data; others cannot and moving towards more appropriate atomistic constructions becomes mandatory. The presence of stacking faults (and other kinds of structural defects as well) breaks the crystal periodicity of the system and a 'non-standard' databasebuilding approach is required. To build a database of sampled interatomic distances that represents planar faults in f.c.c. metal NCs (once multiple twins have been ruled out, as in the case of our Pt particles), probably the most appropriate method consists of gener-ating, for each NC size, a large number of faulted sequences using a random approach (Pandey, 1984) . For relatively large clusters ($15 nm in diameter), such a probabilistic approach turns into huge CPU times, making the DSE-based analysis less convenient, unless some approximations are introduced.
In particular, when the probability of stacking faults is as low as a few per cent, as typically observed in metallic nanoparticles (Rosengaard & Skriver, 1993; Gallagher, 1970) , a new strategy may be reasonably adopted, which replaces the random sequence generation with a controlled one. Under the assumption that one planar defect per NC occurs at most, a pre-defined stacking fault probability is obtained by suitably weighting faulted and unfaulted sequences (as detailed later on). Admittedly, this might appear a too-strong assumption, which is possibly broken in real systems. However, for stacking fault probabilities around the 2% level, two faults within a nanoparticle would occur well below the 0.1% level, i.e. to less than one case within 1000. As our Pt nanoparticles typically show a <10 nm size, or <40 layers, the occurrence of such a doubly faulted NC, although not excluded, should not be particularly frequent and, as such, is negligible. Moreover, owing to the properties of the constant-step Gaussian sampling of the interatomic distances (Cervellino et al., 2006) , the pseudo-multiplicities of all the different sequences can be linearly combined into a single 'hybrid' set representative of the faulted structure (for each size and for each deformation probability), from which the pattern simulation is calculated, instead of linearly combining the simulations of each sequence. The flowchart depicted in Fig. 4 summarizes the main steps of the method proposed here, each of which is described hereafter.
Step 1. Sequence generation. To build n defective NCs with the same size and shape, each containing at most one fault, n different stacking sequences (i.e. an n Â l matrix, n = number of sequences and l = number of layers) are required. However, in order to properly identify a planar defect, a minimum of three or four atomic layers (for a twin or deformation fault, respectively, see Fig. 3 ) is a prerequisite. Moreover, the number of sequences to be generated can be significantly reduced by simple symmetry considerations: for a given cluster of l layers with a fault at the mth one (3 < m < l), an equivalent, but reversed, sequence can be found for a planar defect at the (l À m + 1)-th position. These considerations enable us to generate about one half of all possible sequences, that is n, where
Step 2. Stacking of atomic layers and shape selection. Once the stacking sequences for each cluster are known, the Cartesian coordinates of all atoms for each single cluster can be calculated. Although no restrictions on the shape of the clusters are present, we found it useful to limit our database generation to spherical (isotropic) and cylindrical (anisotropic) shapes. In building clusters with the same shape and number of atoms, but different stacking sequences, we adopted two slightly different strategies for the two cases. Both constructions rely on the stacking of layers of hexagonal symmetry, somewhat larger than the diameter of the final particle, and their following excision into circles of variable (spheres) or fixed (cylinders) diameter. Each cluster is built starting from a backlog of a single atomic layer with Cartesian coordinates (x 0 , y 0 , z 0 ), and then grown layer by layer using the translation vector (ÁX, ÁY, ÁZ) derivable from the lattice parameters, where
Here, the ÁZ vector contains c/3 instead of c, because we need to stack single atomic layers rather than whole unit cells. A generic atom within the cluster would then have coordinates of the type
where n j , m j and p j are integers addressing the actual position of the jth atom. Spheres are then grown by setting the centre of circles of diameter progressively changing along the z-axis Flowchart summarizing the main steps of the method proposed for generating the sampled interatomic distances database of faulted NCs.
direction on an atom within the layer. This particular action, repeated on the number of equally sized clusters with different sequence, provides spherical cluster models with the same number of atoms. In contrast to the spherical model, the clusters having a cylindrical morphology are generated by stacking discs according to the previously generated sequence, provided that their centres nearly align along the cylinder axis.
Step 3. Generation of a population of defective NCs. To generate a complete (statistically meaningful) population, all previous steps must be repeated for every cluster size. In this stage, a new parameter must be introduced in order to obtain crystal models with a constant radial growth parameter, Ár = (3V cell /4) 1/3 , where V cell is the volume of the trigonal cell in the hexagonal setting (see Fig. 3 ). For cylinders, the progression along the two growth directions is considered, according to a bivariate crystal growth: Ár ab = (A base /) 1/2 , where A base is the base area of the trigonal cell, and ÁL c = c t .
Step 4. Generation of a database of sampled interatomic distances of crystals with a defined stacking fault probability. After the creation of a large database containing the pseudomultiplicities of the interatomic distances of all faulted NCs, new (more succinct) databases, each representing a well defined stacking fault probability, are created, prior to a complete DFA. Assuming that all clusters of the same size but with different sequences are equi-probable, the new databases are obtained by merging, for each size, all faulted configurations with a suitably weighted number of the unfaulted clusters of equal size, leading to an overall stacking fault probability, p. To do so, the following formula was derived:
where U CLU is the multiplicity of the (equal-sized) unfaulted cluster to be merged with the faulted ones and N LAY the number of layers stacked along c. The derivation of this formula is given in the Appendix. As an example, for a cluster compatible with N LAY = 20, with a size of $4.5 nm, ideally possessing n = 7 independent configurations (see Step 1), an overall set with 2% stacking fault probability is obtained by merging the unfaulted cluster with U CLU = 21. The above considerations equally hold for twin and deformation faults.
The (111) and (200) reflection parity, shifts occur for the (111) and (200) peaks if deformation faults are present. Note also that larger shifts result from faulted planes located at the centre of the spherical NCs while this effect appears negligible in the cylinders due to the limited lateral extension of planes . However, the database built according to the approach presented here cannot exhibit this effect because, for each size, all faulted configurations are included. In other words, the stacking fault probability p extracted from the experimental data does not depend on the specific location of the defect. Needless to say, the assumption that all single-fault sequences are equi-probable is an oversimplification. From the energetic point of view, in the case of spherical NCs, as the contact area A between adjacent planes depends on the offset from the equator, the increase of the local energy (proportional to both the material-dependent stacking fault energy -SFE -and A) would favour larger p values for peripheral cuts than for those near the equator, at the thermodynamic equilibrium. However, for the very high SFE of Pt [>300 mJ m À2 (Li et al., 2016) ], though partially mitigated by surface relaxation effects, substantially no faults should form, with the occurrence of planar defects attributed mainly to kinetic factors. In the absence of specific, statistically robust information on the fault preferential location [as shown, for example, for CdSe NCs by TEM imaging (Mangel et al., 2015) ], our choice of equal probability is therefore the most reasonable for the model presented here (null hypothesis).
Differential pair distribution function
The atomic PDF, providing information on the atomic correlation of materials in real space, was used in order to clarify the nature of the amorphous component of the Pt@SiO 2 hybrids. We used the d-PDF method, often applied to extract the signal of one component of interest from the total scattering of a complex matrix, such as adsorbates on NC surfaces or host-guest systems (Harrington et al., 2010) .
In our analysis the signal of interest was obtained as the difference between the total background (the experimentally collected MCM-41 pattern plus the refined polynomial function, as detailed in x3.1) and the MCM-41 experimental data, both properly scaled during the DFA refinement by linear least squares. The difference between the two data sets was therefore calculated in reciprocal space rather than in real space, thus limiting the propagation of systematic truncation errors in the resulting d-PDF (Terban et al., 2015) .
The total scattering function SðQÞ was obtained from all the above-mentioned patterns using the PDFgetX3 program (Juhá s et al., 2013). The sine Fourier transform is then applied on the reduced total scattering structure function FðQÞ ¼ Q½SðQÞ À 1 to obtain the GðrÞ, which gives the probability of finding an atom at a distance r from another:
where Q ¼ 4 sinð=Þ is the magnitude of the scattering vector, Q min ¼ 0:01 Å À1 is the lowest accessible limit of Q due to the presence of the beamstop and Q max ¼ 15:51 Å À1 is determined by the highest measured angular value of the experimental data. This less-than-ideal Q max value, slightly lower than those attainable in experiments tailored for realspace analysis, is determined here by our experimental conditions, optimized for the DSE-based reciprocal-space analysis, which do not require high Q values. However, as detailed in x3.1, our PDF data enabled the unequivocal identification of the main phases to which the pristine and differential signals are attributed.
Results and discussion
A multicomponent model for the DFA of Pt@SiO 2 samples
The characterization of the three Pt@SiO 2 samples in our hands required the definition of a rather complex model and, inescapably, the adoption of some simplifying assumptions, the motivations behind which, and their possible effects on the final results, are provided in the following. Different components systematically emerged for each sample, which were taken into account in order to fully describe the WAXTS experimental patterns. In particular, the DSE pattern model was built according to the following observations:
(i) Despite the fact that elongated rod-shaped Pt NCs were expected to form, our preliminary simulations also indicated the presence of spherical-like NCs. This finding was confirmed by the TEM analysis (see Fig. 2 ), which was however unable to provide convincing proof of both the presence of elongated NCs and their defectiveness. On the other hand, a single spherical population did not afford a good match of the experimental pattern, as shown in the supporting information. This substantial experimental evidence (and the computational requirements) pointed us towards a much more challenging double-population-based model. Spherical (SPH) and cylindrical (CYL) morphologies were chosen to generate sampled interatomic distance databases compatible with a deformation fault, as described in x2.5. The size distribution was modelled by a monovariate (SPH) and a bivariate (CYL) lognormal size distribution function (see Cernuto et al., 2011) ; the average size (hDi) and standard deviation () for the SPH and two pairs of parameters of the CYL, one for each growth direction (hL c i, c and hD ab i, ab ), were refined. The more flexible (and simple) solution of using a single bivariate population of NCs was discarded because it is computationally demanding in the presence of faults (>800 NCs are required versus 410 of the chosen model) and because it does not allow elongated NCs to be separated from isotropic ones, which is of interest in the present study.
(ii) The experimental trace of the MCM-41 silica was added as an additional blank component to the DSE simulations of the SPH and CYL populations, and scaled (along with the simulated pattern of each component), by linear least squares, while optimizing the calculated total pattern(s) against the experimental one(s). However, remarkable differences between the pristine silica WAXTS trace and the smooth continuous trace below the nanocrystalline Pt signal were found, forcing us to further add a polynomial component (i.e. 30 Chebyshev coefficients) to the blank trace.
(iii) Surface relaxation effects are reported in very small nanoparticles that, in metals, typically (but not uniquely) lead to average lattice parameters shorter than in the bulk material, giving rise to a (material-dependent) contraction of the metalmetal distances at the surface (Solliard & Flueli, 1985; Qi & Wang, 2005; Qi et al., 2002; Gelisio & Scardi, 2014) . A sizedependent effect was modelled for the SPH population by optimizing the two parameters of equation (7) (see below), with a homogeneous shrinkage within each cluster of a defined size. The sample (and global model) complexity and parameter correlations suggested avoiding more byzantine (though more physical) relationships, accounting for gradients and non-uniform (hkl-dependent) effects across the NCs. A different, even more complex, lattice-strain dependence might be expected for the anisotropic CYL population; extracting such a law from (and optimizing it against) the experimental data of our samples is not realistic (as well as investigating additional relationships between fault and surface relaxation); accordingly, and with the aim of limiting the total number of refined parameters, a uniform (size-independent) strain model was assumed for the CYL leading to an approximate average estimate.
Altogether, we refined four and six parameters (see Table 1 ) for the SPH and CYL populations, respectively, by the Simplex algorithm (Nelder & Mead, 1965) . Uncertainties of the refined variables are derived using the curvature of the 2 hypersurface about the minimum.
(iv) The DEBUSSY strategy encodes the information on the sampled interatomic distances of populations of NCs in precomputed databases; therefore treating the deformation fault probability as an adjustable parameter, within an iterative algorithm, is really impractical in terms of computational times, since the databases need to be re-calculated at each cycle. As an alternative viable strategy, we performed several parallel refinements of all the other free variables at fixed deformation percentages, ranging from 0.0 to 2.5, in 0.25 steps. We used the same faulting probability for the SPH and CYL populations. Such an assumption, imposed by the need to reduce the number of possible combinations in the case of two different fault probabilities, is partially mitigated by the relatively weak fault effect of the CYL population on the diffraction pattern, due to the limited lateral extension of the NCs (see Fig. 5 ). Fig. 6 shows the GoF (goodness of fit) indicator curves versus per cent of deformation fault for all samples, the minima of GoFs indicating an average probability of $2% in Pt@SiO 2 -423K and $1.5% in the other two samples, in line with previous reports (see the next section for the pertinent discussion). As fault probabilities are not inserted in the set of refinable parameters, the estimation of their uncertainties cannot be performed on a firm statistical ground using the curvature of the 2 hypersurface, of which the lines in Fig. 6 are just sections, sampled at 0.25 steps.
Structure and microstructure of the Pt@SiO 2 samples
The best results in terms of pattern fit and number-and mass-based size distributions for both the SPH and CYL populations are displayed graphically in Fig. 7 for the Pt@SiO 2 -423K sample. Similar plots are provided in the supporting information for the other two samples. GoF values and average (size and lattice) parameters are summarized in Table 1 and discussed below. Fig. 7(b) also shows the relative isotropic lattice contraction [back-transformed into the cubic a k cell parameter, to be compared to the a 0 = 0.39236 (6) nm of bulk platinum, at 293 K (Arblaster, 1977) ] for our spherical particles upon decreasing their size, as the manifestation of surface reconstruction phenomena attributed to a positive surface tension (Diehm et al., 2012) . Following Qi & Wang (2005) , this should lead, for particles in the 5-10 nm regime, to a relative cell contraction in the 0.1-0.4% range, in good hDi M , M (nm) (SPH) 5.79 (2), 1.5 (1) 8.08 (2), 2.0 (1) 9.03 (2), 3.56 (7) hD ab i M , ab,M (nm) (CYL) 1.7 (1), 0.6 (3) 2.2 (2), 1.0 (3) 2.2 (2), 1.1 (2) hL c i M , c,M (nm) (CYL) 5.16 (2), 3.18 (5) 6.49 (1), 3.22 (6) 5.73 (1), 3.01 (5) Aspect ratio, hL c i M /hD ab i M 3.0 2.9 2.6 Weight% (SPH) 43.3 39.4 38.3 † Unrealistic, too large uncertainties are obtained for the lattice strain parameter of the CYL population, likely due to severe correlations and unsuitability of the constant-strain model for anisotropic shapes.
Figure 6
GoF versus % of deformation fault in the three Pt@SiO 2 samples. For comparison, the values for the unfaulted model are provided: 3.41 (423 K), 3.05 (473 K), 3.06 (523 K). agreement with the values found in our samples and in other recent reports (Gelisio & Scardi, 2014) . In our study, the size dependence of the lattice parameters is mostly due to the large number of Pt atoms lying on the surface of the smallest SPH NCs, and was determined through the strain model implemented in DEBUSSY (Cervellino et al., 2015) and reported in equation (7):
where 1 was fixed to zero (meaning that a k = a 0 at infinite sizes) and 2 was an adjustable parameter in the fit. Values of 2 of 0.7 (1) Â 10 À2 nm, 0.8 (2) Â 10 À2 nm and 0.8 (1) Â 10 À2 nm were obtained for Pt@SiO 2 -423K, Pt@SiO 2 -473K and Pt@SiO 2 -523K, respectively. These values attest to a measurable contraction of the lattice parameters at the smallest sizes, as indicated by the corresponding curve in Fig. 7(b) . The second term in equation (7) can be easily approximated by the ½1 À ð=DÞ one, previously proposed by Cervellino et al. (2014) for iron oxide nanoparticles, where = 4/3B, and B being the surface tension and the bulk modulus, respectively. In this case, taking B = 277 GPa (Ono et al., 2011) and = 2 , a positive surface tension value = 1.45 N m À1 is computed, in line with values reported for Pt nanoparticles (Gelisio & Scardi, 2014) and for liquid Pt at its melting point [ = 1.80 N m À1 (Paradis et al., 2014) ]. A slightly different approach has been followed by Qi & Wang (2005) , who, using the shear modulus of platinum [G = 6.09 Â 10 10 N m À2 (Brandes, 1983) ] and a slightly different value (2.5 N m À1 ), through the use of equation (8) (for spherical nanoparticles):
derived a size-dependent contraction of a few parts per thousand, in line with our results. Taking into account the whole size distribution, the average lattice parameters also shrink from the reference value a 0 , with |ha k i À a 0 |/a 0 ' 0.10% for all samples. Interestingly, such a variation does not depend on the presence of faults, as similar ha k i values are obtained for the unfaulted model (see the supporting information).
Mass-based average sizes given in Table 1 for SPH and CYL populations indicate that SPH NCs are systematically larger than CYL ones, and both are relatively polydisperse. Size dispersion values /hDi are in the 0.25-0.40 range in the SPH population, and appear even higher for CYL along both growth directions. Accordingly, in all our samples, mass-based averages are significantly larger than number-based ones, typically obtained from image-counting techniques (DFA values are available in the supporting information). The interested reader, willing to transform mass-based averages and standard deviations into number-based values, is referred to Zender's contribution to the field (Zender, 2015) . As per the estimated weight% of the SPH and CYL populations, a slightly larger amount of CYL is found in all samples. Because of the interfering effects of size, shape and faults on peak broadening and weight% estimations, we further checked the robustness of these results by comparing the values in Table 1 with those resulting from less-faulted or unfaulted models (the latter are given in the supporting information). Typically, relative deviations of up to 10% (for size) and absolute deviations of up to 11% (for weight%) were observed.
Finally, in order to interpret the nature of the extra amorphous contribution, beyond the trace of the nanoporous silica, we applied the d-PDF method described in x2.6, using the PDFgetX3 program (Juhá s et al., 2013) . We took advantage of the separation in reciprocal space of the two contributing signals shown in Fig. 8(a) (MCM-41 and difference, provided by the DEBUSSY model) for the Pt@SiO 2 -423K, and of the fact that the linear combination of the components is preserved once transformed into PDF signals. In Fig. 8(b) the G(r) curves of the total background, the MCM-41 silica component and the difference are compared. The peak at 1.6 Å , appearing in the first two curves, is easily assigned to the Si-O atomic separation in the amorphous matrix, whereas the peak lying near 2.7 Å is in good agreement with the shortest Pt-Pt distance in the bare Pt 12 cluster of the carbonyl precursor, and may be attributed to the formation of subnanometre Pt clusters likely trapped in the smallest isolated pores within the silica matrix. The possibility of the formation of a disordered surface shell on top of the nanocrystalline nanoparticles cannot, however, be ruled out. A similar contribution to the background is found in the other two samples, suggesting that these clusters are rather unaffected by the diverse thermal treatment (details in the supporting information).
Comparative analysis of the Pt@SiO 2 samples upon thermal treatment
In this paragraph we tentatively interpret, on the basis of the proposed model, the changes in several structural and microstructural parameters characterizing the Pt@SiO 2 hybrids, due to the different, post-synthetic, thermal treatment. Mass-based lognormal size distributions are compared in Fig. 9 . As can be easily appreciated for the SPH fraction, and also, to some extent, for the CYL one, increasing the temperature induces the growth and coalescence of Pt nanoparticles. This is also clearly manifested by the increase of both the average and the standard deviations of the size distributions in Table 1 . Beyond NC size, other parameters derived from the DFA (aspect ratio, relative weight%) reflect such a growth, as they progressively change in a nearly systematic manner. Apparently, this is not the case for the deformation fault probability, which only lowers marginally from 0.020 to 0.015 (see Fig. 6 ). This observation suggests that the mild thermal treatment of the Pt@SiO 2 nanocomposites induces a very minor annealing effect on the nanocrystal defectiveness. Significantly, taking into account that the silica used in our syntheses possesses channels with estimated diameters of 3.7AE0.2 nm (see the supporting information), only CYL nanoparticles, showing a base markedly smaller than the pore aperture (see the hD ab i M values in Table 1) , are compatible with a preferential growth of elongated NCs within the SiO 2 channels. No other effect leading to anisotropically grown Pt particles can indeed be invoked to explain this observation, which is partially confirmed by TEM images, as shown in Fig. 2 . Nevertheless, as the size distribution curve of the SPH population of Pt@SiO 2 -423K shown in Fig. 9(a) contains a reasonably well populated fraction of particles with D < 4 nm, the presence of small spherical NCs within the pores cannot be ruled out. We also observe that: (i) there is a progressive reconstruction of the elongated nanoparticles (shown in Fig. 9b ) during the thermally induced growth, with a lowering of the average aspect ratio from 3.0 to 2.6 (due to the presence of a large isotropic component, with D > 4 nm); (ii) there is a slight decrease of the total weight fraction of the spherical particles in favour of the cylindrical ones, which may however result from the isotropic fraction within the CYL bivariate population. Altogether, these findings may suggest that the CYL component is deeply buried in the silica host (and grows For the Pt@SiO 2 -423K sample, (a) full synchrotron X-ray scattering data, total background and its two components in reciprocal space (signals are offset for the sake of clarity and the difference curve magnified). The total background (green trace) results from the linear combination of the experimental MCM-41 (SiO 2 ) pattern (blue trace) and a polynomial component; (b) G(r) and differential PDF of the signals shown in (a). by temperature-driven incorporation of the small fraction of silica-trapped spherical Pt clusters), while (larger) SPH nanoparticles mostly sit on the SiO 2 surface.
Conclusions
In this work we have presented an extensive structural and microstructural characterization of faulted Pt NCs embedded in an amorphous silica matrix with a multifaceted modelling, based on the DFA method of analysis. The paper discusses both methodological aspects and application results. On the methodological side, using a number of reasonable assumptions within the DEBUSSY approach to DFA, a method was developed for building databases of sampled interatomic distances of weakly faulted f.c.c. metals, which is computationally viable for NCs of up to $15 nm in size. Extension to more complex modelling, including planar faults of a different kind, is possible and will be pursued in the near future. On the material characterization side, the complexity of the hybrid system investigated here required, in the absence of robust information from complementary techniques, the adoption of some simplifications, through which some otherwise inaccessible information was extracted. Nevertheless, one should be aware that the powerful DFA modelling is meant for powder diffraction based analysis in which fine details, though important, are smeared over the ensemble and only averaged information and distribution of structural/microstructural properties can be investigated.
The results of our studies suggest that anisotropic Pt nanoclusters are formed in the presence of a structuredirecting (templating) agent, such as the ordered channels in nanoporous silica, and that the temperature treatment affects the size, shape and dispersion of the NC populations, with minor effects on faulting and lattice relaxations.
APPENDIX A Derivation of equation (5) Let the deformation fault probability within an ordered f.c.c. sequence (along the c direction) be p (typically p < 0.03). If we focus on clusters which possess a single faulted layer, a limiting size can be set at D lim = d/p, where d is the interlayer distance (0.24 nm for Pt). Accordingly, with this model, only cluster sizes D D lim can be correctly studied; for a typical p value of 0.02, a limiting size D lim = 12 nm can be computed, in line with the size of the Pt NCs proposed in this study. If larger p values, in the 0.05-0.10 range, were present (as in CdS and CdSe quantum dots, with interlayer distances of circa 0.34 nm), D lim = 6.8 and 3.4 nm, respectively, can be computed, limiting this approach only to very tiny nanoparticles.
We now consider a set of (spherical or cylindrical) clusters of the same size, sharing a fixed number of layers along c, N LAY , some faulted (F CLU ) and some not (U CLU ). Each faulted cluster contains one faulted layer, their total number in the whole set of clusters being N LF , while the total number of layers is N LT . Following these definitions, the probability of finding, within the entire ensemble of clusters, a faulted layer is then
where N LU is the number of layers in the correct 'unfaulted' position. N LU is present in both faulted and unfaulted clusters, as the relation N LU = N LUf + N LUu indicates. Substituting this last identity into equation (9) and rearranging it, equation (10) is obtained:
After dividing each member by N LAY , equation (11) can be written Since the number of unfaulted layers deriving from faulted clusters, N LUf , is F CLU Â (N LAY À 1) and the number of unfaulted layers deriving from unfaulted clusters, N LUu , is U CLU Â N LAY , equation (11) can be rearranged into equation (12):
Taking into account that the number of faulted clusters equals the number of faulted layers, that is: F CLU = N LF , by substituting and rearranging, equation (13) is obtained:
Taking into account that at least three layers on each side of the cluster are necessary to define the presence of a fault, equation (13) can be transformed into equation (14):
Equation (14) [equal to equation (5) in the main text] is actively used in a locally developed program which enables the computation of the number of identical unfaulted clusters of size D = dN LAY to be added to the faulted ones, while suitably averaging the sampled interatomic distances (at a given p value), in building the database for varying N LAY values, interpreted by DEBUSSY.
