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Izvle£ek
Disertacija zdruºuje ve£ teoreti£nih raziskav kaplji£nega modela, novega efek-
tivnega opisa mikromehani£nih lastnosti mehkih nanokoloidnih delcev, v katerem
te delce predstavimo kot stisljive kapljice. Prosta energija kaplji£nega modela ses-
toji iz prostorninskega in iz povr²inskega £lena, s £imer lahko zajamemo tako zelo
stisljive kot domala nestisljive delce ter eno ali ve£ vrst stikov delcev z okolico bodisi
z drugimi delci bodisi s topilom. V okviru celi£nega pribliºka izra£unamo fazne di-
agrame modela tako v dveh kot v treh razseºnostih kot tudi plastovite kvazikristale
deformabilnih nanodelcev.
Za dobljeni teoreti£ni fazni diagram je zna£ilnih ve£ eksperimentalno opaºenih
kristalnih struktur ter izostrukturni fazni prehodi in ponavljajo£e se faze, oboje pose-
bej pri odbojnih delcih. To bogato obna²anje poveºemo z deformacijsko energijo z
zna£ilnim nekonveksnim prolom, znanim iz sistemom mehkih delcev s trdo sredico,
ki se tipi£no pojavi v reºimi delnega fasetiranja. Ugotovimo, da so v kaplji£nem mo-
delu ve£del£ni pojavi v splo²nem dokaj izraziti. Predstavimo statisti£no-mehani£ne
in skalirne argumente, s katerimi nam uspe povezati modelske parametre z eksperi-
menti.
Razi²£emo ²e fazni diagram mehkih delcev, ujetih na gladini med kapljevinama,
ki se ne me²ata. Na to nas napoti nedavno eksperimentalno odkritje izostrukturnega
prehoda med heksagonalnima fazama v tem sistemu, do katerega pride ob stiskanju.
Kaplji£ni model raz²irimo, da vsebuje ²tiri povr²inske napetosti, s £imer zajamemo
odboj ali privlak med kapljicami in pojave, povezane z gladino. Identiciramo dva
mehanizma, ki vodita do izostrukturnega faznega prehoda, in dokaj ²irok razpon
parametrov, pri katerih se napovedi modela skladajo z eksperimentalnimi opazovanji.
Naposled se lotimo iskanja dodekagonalnih plastovitih kvazikristalov v obmo£jih
faznega diagrama, kjer so stabilne mreºe, ki predstavljajo kvazikristalne aproksi-
mante. Z numeri£no dobljenimi frekvencami razli£nih vrst lokalnih struktur v razure-
jenem tlakovanju iz kvadratov in trikotnikov zgradimo celi£ni pribliºek takega kvazi-
kristala in izra£unamo deformacijsko energijo. Odkrijemo ve£ kombinacij modelskih
parametrov, kjer se ta zelo pribliºa energiji mreºe σ, a vselej ostaja nekoliko ve£ja;
to je vseeno vzpodbuden rezultat za nadaljnje teoreti£ne ²tudije.
Klju£ne besede: mehki polimerni nanodelci, kaplji£ni model, deformacijska prosta
energija, fazni diagram, delci na gladini, izostrukturni fazni prehodi, kvazikristali
PACS: 61.44.Br, 61.50.Ah, 64.70.pj, 64.70.pv, 64.75.Yz, 81.30.-t, 82.35.Lr

Abstract
We present a theoretical study of the liquid-drop model, a novel coarse-grained
approach which describes the micromechanics of soft nanocolloidal particles by mo-
delling them as compressible liquid drops. The liquid-drop free energy consists of a
bulk and a surface term, which allows one to describe particles with a wide range of
compressibilities and one or more types of contacts with their environment, either
with other drops or with solvent. Using the cell approximation, we investigate
the phase diagrams of the model in both three and two dimensions as well as the
appearance of layered quasicrystals in deformable nanoparticles.
Our theoretical phase diagram of 3D crystals contains several experimentally
observed structures and is marked by isostructural and re-entrant phase transi-
tions, which are more prominent in repulsive particles. We link this rich behavior
to the deformation free energy which features a hump characteristic of the hard-
core/square-shoulder potential and typically happens in the partial-faceting regime.
We nd that the many-body eects are generally quite prominent in the liquid-drop
model. We present statistical-mechanical arguments and scaling arguments which
connect the parameters of the model with experiments.
We also explore structures formed by soft nanoparticles at the uid-uid inter-
face. This study is motivated by the recent experimental ndings suggesting that
an isostructural hexagonal-hexagonal phase transition is present when such particles
are compressed against each other. The inclusion of four dierent surface tensions
enables us to examine the eect of drop-drop repulsion or attraction on contact
as well as the eects due to the interface. We identify two plausible mechanisms
that result in an isostructural phase transition and a reasonable range of our model
parameters which agree well with the experimental results.
Finally, we search for layered dodecagonal quasicrystals in parts of phase dia-
grams where lattices often considered as quasicrystalline approximants are stable.
Using the numerically obtained frequencies of the dierent types of local environ-
ments in a random square-triangle tiling, we construct a cell-approximation repre-
sentation of such a quasicrystal and compute its deformation energy. We nd several
instances where the deformation energy of dodecagonal quasicrystal approximants
is very similar to the deformation energy of the σ, albeit always a little larger. This
paves the ground for further theoretical studies in the eld.
Keywords: soft polymeric nanoparticles, liquid-drop model, deformation free ener-
gy, phase diagram, particles at interface, isostructural phase transitions, quasicrys-
tals
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The eld of soft condensed matter, which encompasses liquid crystals, polymers,
colloids, and amphiphile self-assemblies as well as gels, foams, and many biological
materials, is rooted in both physics and chemistry (Fig. 1.1). Chemistry is impor-
tant because the mechanical, electrical, and optical properties of these materials
depend on molecular composition and architecture; on the other hand, physics pro-
vides both experimental techniques and overarching theoretical concepts needed to
study and interpret the material properties as well as the structure of soft matter.
Many soft-matter materials are used in commonplace consumer products from food
to cosmetics and mobile-phone displays, and some are at the heart of advanced
technologies such as drug delivery. Nowadays, self-healing polymeric coatings on
mobile phones [1] are materials soon-to-be purchasable from a local store, advances
in surfactant technology and lubricants have signicantly improved reliability and
longevity of internal combustion engines, all while ne-tuned DNA origami construc-
















Figure 1.1: Schematic of the eld of soft condensed matter [5], listing the dierent materials
and phenomena typical for the eld together with the various branches of science involved.
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Chapter 1. Introduction
Within the colloidal domain, the classical particles of interest were and still are
micrometer-size spheres. At the same time, it has long been known that block
copolymers dissolved in a solvent compatible with one block but not with the other
can spontaneously form spherical micelles typically a few nm in diameter. Apart
from size, these micelles dier from the classical colloidal particles in deformability:
Diblock-copolymer micelles are soft whereas micrometer-size colloids are generally
hard. Over the past two decades, many novel types of nanocolloidal micelle-forming
particles were developed: Star polymers, dendrimers, spherical polymer brushes, and
microgels (Fig. 1.2). These particles often have highly tuneable properties [6, 7, 8]
which control their softness, interactions, responsiveness to environmental changes
(pH, temperature), etc. Many types of nanocolloidal particles are characterized by
a core-shell architecture, where the core is usually much more rigid than the shell.
Spherical polymer brushes (Fig. 1.2d) are an obvious example of such a particle, but
diblock copolymer micelles and dendrimers often fall into this class too. There also














Figure 1.2: Dierent polymer architectures of common types of soft particles.
Molecular architecture and the chemistry behind how each one of them is syn-
thesized are the main dierences between particles above. Microgels (Fig. 1.2a)
are cross-linked, swollen polymer particles that can be synthesized by a variety of
polymers. Block copolymer micelles are particles which usually form by the self-
assembly of A-B copolymers. For example, a particle like the one shown in Fig. 1.2b
will form when a number of copolymers bearing a hydrophilic (dark blue) and a
hydrophobic (light blue) end are placed into water. The hydrophobic ends will try
to minimize their exposed area while hydrophilic sides do the opposite. Dendrimers
(Fig. 1.2c) are repetitively branched molecules. They are formed by attaching f − 1
chains at one end of a previously existing chain. Star polymers (Fig. 1.2d) consist of
several polymeric chains, attached to a common center. Spherical polymer brushes
(Fig. 1.2e) are particles with a hard core in the center and exible polymeric chains
grafted onto it.
Most commonly, these particles are dissolved in a solvent, forming a colloidal
suspension. As a patently classical system characterized by tunable interactions,
colloidal suspensions are very close to an ideal example of a statistical-mechanical
ensemble; moreover, many aspects of their behavior can be studied using tabletop
experiments. Theoretical and experimental investigations of colloidal suspensions
shed light on a number of fundamental phenomena which are now a part of the con-
temporary understanding of condensed matter. For example, Weitz and Oliveria [10]
in 1984 studied structures formed by the irreversible kinetic aggregation of uniform-
size aqueous dispersion of gold colloidal particles, concluding from their experimental
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data that these aggregates can be described as fractals. This work provided experi-
mental evidence for the theory of diusion-limited aggregation [11]. In 1998, Cates
et al. [12] studied the structure of materials resulting from jamming, which often
happens in a colloidal suspension as well as in granular materials. They showed
that these materials are intrinsically fragile, in the sense that they undergo a plastic
deformation on incremental loading. In 2002, Anderson and Lekkerkerker [13] com-
piled an overview of phase transitions in colloidal science and explained how phase
transitions between gas, liquid, solid and liquid crystalline phases in this eld are
often obscured by kinetics. As a result, a phase transition that would otherwise be
favorable according to thermodynamics is never realized in an experiment because
the system is trapped in non-equilibrium states. All in all, the complex pathways
of phase transformations in colloidal systems and the reasoning behind the physical
existence of a theoretically predicted phase both lead to rather non-trivial questions,
some of which remain open at this time.
In this Thesis, we theoretically examine the packings of identical soft nanoparti-
cles represented as liquid drops, that is as entities with a well-dened surface and no
internal structure. The choice of this model is based on a recent work on diametrally
compressed spherical polymer brushes, where it was shown to be very accurate both
at small and intermediate deformations [14]. Using the liquid-drop model we provide
an explanation for the many lattices observed in suspensions of soft nanocolloidal
particles as opposed to hard spherical particles, which only form the face-centered
cubic (FCC) lattice (Fig. 1.3). Our interest in this problem stems from decades of
investigations of structure formation in soft colloidal particles. Initially, the part of
soft-matter eld concerned with the symmetry of colloidal crystals was focused on
the face- and body-centered-cubic (FCC-BCC) dichotomy in micrometer-size parti-
cles [15]. Now we know that under suitable conditions, soft particles systems exhibit
a much larger variety of non-close-packed lattices [16, 17], quasicrystals [18, 19] as
well as various types of anisotropic self-assembled aggregates with dierent mor-
phologies.
a b
Figure 1.3: (a) Hard spheres pack into a hexagonal lattice in 2D [20] and (b) in a face-
centered cubic (FCC) lattice in 3D [21].
Let us illustrate the richness of structures formed by soft particles using three illu-
minating studies in the eld (Fig. 1.4). The rst one was conducted by Akcora et al.
in 2009 (Fig. 1.4a) who used 14-nm-diameter spherical silica particles grafted with
polystyrene chains and investigated them using transmission electron microscopy
(TEM), ultrasmall-angle X-ray scattering (USAXS) as well as small-angle neutron
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scattering [22]. They found that depending on conditions, these particles aggregate
in dierent morphologies including strings, thin sheets, thick sheets, and spherical
clusters. The importance of this work lies in showing how thickness and softness
of the polymer brush aect the dimensionality of the aggregate and the very ag-
gregation itself. In 2016, Chanpuriya et al. [17] studied the phase sequence of an
S-I-S'-O tetrablock terpolymer with dierent S-S' ratios upon temperature increase
(Fig. 1.4b). They reported a wide variety of ordered phases, including FCC, BCC,
HCP, A15, and σ lattice (Fig. 1.5) as well as a dodecagonal quasicrystal. One or
more of these structures have been observed before in various systems; Ref. [17]
stands out as an example of a study where they were seen in a single system. The
third example is a study by Rey et al. [23] who in 2016 used core-shell microgels
trapped at an oil-water interface in order to investigate the behavior of soft parti-
cles under in-plane compression (Fig. 1.4c). In this system, an isostructural phase
transition from a low- to a high-density hexagonal lattice was observed. To the best
of our knowledge, this is the only observation of an isostructural phase transition in
a quasi-two-dimensional soft-matter system.
dispersed 









Figure 1.4: Three examples of structure formation in soft colloidal particles: Stringlike,
sheetilike, and bulk aggregates of polymer-grafted nanoparticles reported in Ref. [22] (a);
hexagonal, A15, and sigma lattice seen in S-I-S'-O tetrablock terpolymers (b) [17];
and hexagonal-hexagonal phase transition in core-shell microgels at an oil-water inter-
face (c) [23].
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Figure 1.5: Three-dimensional representations of the A15 (left) and σ (right) lattices.
Reproduced from Ref. [24].
Various theories have been proposed to explain the stability of these structures,
usually by employing microscopically-derived or postulated eective pair poten-
tials [25, 26, 27, 28]. Alternatively, a heuristic model has also been put forward,
where the crystals are likened to a dry foam and viewed as a space-lling assembly
of completely faceted liquid drops [29]. The relevance of this approach, which is
based on an eective free energy consisting of a bulk and an interfacial term propor-
tional to the contact area of neighboring particles, is supported by experiments and
by monomer-resolved simulations of diametral compression of a spherical polymer
brush [14]. The key novelty of the heuristic theory is that it builds on the analogy
between packings of deformable particles and the so-called Kelvin problem of nding
the minimal-area partition of space into cells of equal volume. This problem was
posed by Lord Kelvin in 1887 [30] who proposed that the solution is a BCC-type
partition based on the bitruncated cubic honeycomb. Kelvin's proposition had not
been disproved until 1994 when Weaire and Phelan found that an A15-type partition
is more ecient, with 0.3% less area between cells [30] (Fig. 1.6).
a b
Figure 1.6: Weaire-Phelan foam as the tentative solution of the Kelvin problem (a) [31].
This foam consists of two types of cells, a 12-hedron and a 14-hedron. The Weaire-Phelan
structure seen in the architectural design of Beijing National Aquatics Center (b) [32].
Despite these advances, the reasoning behind the experimentally observed beha-
viorand thus the micromechanics of deformable nanoparticles [14]is still unclear.
In this Thesis, we theoretically explore several aspects of the phase diagram of such
particles within the liquid-drop model [33] in order to provide additional theoretical
insight into the stability of the observed structures and phenomena. The liquid-







crystalline structures that they form, searching for an explanation of the observations
in Ref. [23]. Chapter 5 discusses the stability of layered dodecagonal quasicrystals
within the liquid-drop model. Chapter 6 concludes the Thesis and provides with
proposals for future work on the model. The workings of the liquid-drop model
and the results presented in Chapter 3 were already published [33], whereas two
additional papers containing our ndings described in Chapters 4 and 5 are being
prepared for publication.
It is remarkable to notice how many applications a simple yet well-thought model
as the liquid-drop model already has, and even more remarkable to observe the
auence of obtained results in Chapter 3 as well as the resonance of the liquid-drop
model with available experimental data in Chapter 4. The eld of soft condensed
matter is full of challenges where an interplay between soft deformable particles is of
importance. For those, the liquid-drop model oers a novel and promising approach,
lling the gap between the traditional methods like monomer-resolved simulations






The liquid-drop model is a coarse-grained representation of polymeric nanocolloidal
particles such as spherical polymer brushes (SPBs), star polymers, dendrimers or
other similar soft spherical polymeric entities, where particles are regarded as com-
pressible drops with a well-dened surface (Fig. 2.1).
Figure 2.1: The complex molecular environment of a spherical polymeric particle, like the
SPB shown here, is modeled as a compressible liquid drop with a well-dened surface.
The idea of treating a spherical body with complex internal structure and interac-
tions between its components as a liquid drop was rst proposed in 1930 by Gamow,
who treated the atomic nucleus as a drop of incompressible uid held together by
surface tension [34]. Among other things, his simple yet successful approach pre-
dicted the spherical shape of nuclei, the non-existence of nuclei with atomic number
larger than some critical value, and the existence of a nucleus with minimal binding
energy per particle.
In our approach, we apply the same principles of bulk energy and surface tension
into a reincarnated liquid-drop model aimed to describe the behavior of dense
colloidal suspensions. The microscopic rationale and justication behind our version
of the model is of course quite dierent from that in Gamow's model. In addition we
employ the model in a rather dierent context. Instead of examining the stability
of the particles themselves, we focus on their interactions on contact as well as
on packing. More specically, we view a crystalline or a disordered suspension of
nanoparticles as a concentrated emulsion of drops where the nearest neighbors are
in contact such that a part of the surface of each drop is faceted (Fig. 2.2).
Our phenomenological liquid-drop free energy F of a nanocolloidal particle in a
suspension consists of two terms. The rst term in Eq. (2.1) is a bulk term and is
obtained by integrating the Murnaghan equation of state presented in Sec. 2.2 from
a reference volume V0 to some nite volume V , whereas the second and third term
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Chapter 2. The liquid-drop model
Figure 2.2: Schematic of partially faceted liquid drops. The surface tensions on contact
with the solvent and in contact with neighboring drops are denoted by γF and γC , respec-
tively. Drop-drop contact zones are plotted using red lines whereas drop-solvent contacts
are green. Solvent lls the voids between drops.
are surface terms corresponding to the drop-solvent and drop-drop contact zones,
respectively (Fig. 2.2).
Thus, the free energy per drop reads
F = χ−1T
(︃












Here χT is the isothermal compressibility at a reference volume V0 where the pressure
in a bulk liquid is zero, V is drop volume, γF and γC are the interfacial tensions of
the drop-solvent and drop-drop contact zones, respectively, whereas AF and AC are
the corresponding surface areas. Note that the interfacial energy of the drop-drop
contact area is shared by two drops. It is also noteworthy to point out that the
phenomenological free energy of the liquid-drop model does not take into account
any non-contact interactions between the drops.
2.1 Suspensions of close-packed core-shell micelles
Before we elaborate the workings of the liquid-drop model and discuss the details
including, e.g., the Murnaghan equation of state [35], we stress that its background
is in the heuristic theory developed by Ziherl and Kamien in order to rationalize the
stability of the FCC, BCC, and A15 lattice in suspensions of macromolecular and
supramolecular micelles with a core-shell architecture.
In their work, Ziherl and Kamien considered these suspensions at very large
densities where the micelles are closely packed. They proposed a phenomenological
free energy consisting of a bulk and a surface term: The former is associated with
the translational motion of each micelle within the cage formed by its neighbors and
the latter represents the repulsion between the soft coronas of the micelles. The
bulk term can be estimated using the free-volume theory and it depends on the
volume that the center of mass of each micelle can explore in its cage in a given
lattice (Fig. 2.3). In turn, this volume depends on lattice spacing and on the core
diameter, and it vanishes at a density where the cores of the micelles touch which
then gives rise to a diverging bulk free energy.
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2.1. Suspensions of close-packed core-shell micelles
Figure 2.3: Illustration of a core-shell particle (indicated in dark purple) in a cage formed
by its neighbors, with the free volume shaded in light blue. The free volume decreases with
the size of the cage and vanishes at a lattice constant of the order of the core diameter σ.
The surface term results from the interpenetration of polymeric chains of neigh-
boring core-shell particles which gives rise to a short-range repulsion between them
(Fig. 2.4). This interaction is then translated into a surface term associated with the
area of partition of space into cages each containing one particle (Fig. 2.5). This is
rationalized as follows: The state of minimal energy of chain overlap and interpene-
tration corresponds to the maximal average separation of neighboring cores, and if
we assume that the total volume occupied by the coronas is xed and that it can be
expressed as the product of the area of partition and the average core-to-core sep-
aration, then the maximal-separation condition can be recast as the minimal-area
condition. In this sense, this theory is related to the Kelvin problem [36].
Figure 2.4: Qualitative prole of the intermicellar potential in dense suspensions of de-
formable nanocolloidal particles. Overlap between their shells reduces the entropy of chains
within shells (shaded), thereby giving rise to a short-range repulsion. Reproduced from
Ref. [37].
Both the bulk and the surface term depend on the lattice. The former favors
the FCC lattice whereas the latter favors the A15 lattice [37]; BCC is a reasonable
compromise between the two terms. As such, the model of Ziherl and Kamien was
used to interpret the observed solid-solid phase transitions in diblock copolymer
micelles and in dendrimers [37], and indeed it predicts that these transitions take
place at physically reasonable values of model parameters. This work thus supports
the idea that soft polymeric nanoparticles can be treated as compressible entities
with a well-dened surface, which sets the basis for the development of the liquid-
drop model used in this Thesis.
These ideas were revived and more directly associated to the micromechanics
23
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Figure 2.5: Schematic of an ordered suspension of deformable nanocolloidal particles, each
residing in a cage formed by its neighbors. The cages partition the space and the surface
area of this partition represents the eective area of the interpenetrating and overlapping
shells of particles to be minimized in the theory of Ref. [37]. Adapted from Ref. [37].
of soft nanocolloidal particles in a recent study by Riest et al. [14]. In this work,
the relevance of the liquid-drop model for the description of nanocolloidal particles
was established by examining the deformation of a spherical polymer brush (SPB)
between two walls using molecular dynamics simulations (Fig. 2.6). The model SPB
consists of bead-and-spring chains terminally grafted onto a small colloidal particle
such that the anchor points are xed and distributed uniformly across the particle.
The steric monomer-monomer and monomer-colloid interaction were described by
the Weeks-Chandler-Andersen (WCA) repulsion [38] and the bonds were modeled by
the nite extensible nonlinear elastic (FENE) potential tuned such that the bonds
do not cross [39].
Figure 2.6: A spherical polymer brush consisting of a hard core and exible polymeric
arms compressed between two walls [14]. The SPB is represented by bead-and-spring
chains using the Weeks-Chandler-Andersen (WCA) repulsion [38] for the steric monomer-
monomer and monomer-colloid interaction and nite extensible nonlinear elastic (FENE)
potential for the bonds. Reproduced from Ref. [39].
Figure 2.7 shows a comparison of the results obtained from molecular dynamics
simulations and the liquid-drop model for two quantities of interest: The reduced
central lateral extension ζ and the deformation energy. The reduced central lateral
24
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(where R∥ is the radius of the SPB at the equator, R∗ is its resting radius, and L
is the wall-to-wall distance) measures the increase of the in-plane dimension of the
SPB at the equator compared to the decrease of its dimension perpendicular to the
walls at a given wall-to-wall distance, whereas the deformation energy expresses how
strongly the drop resists diametral compression.
A quick glance shows that all symbols fall around the lines obtained by the liquid-
drop model thus verifying the liquid-drop model as a representative theory for the
deformation of a colloidal particle. Inset to Fig. 2.7 illustrates the deformation of
a liquid-drop upon diametral compression. Thick arrows represent the hydrostatic
pressure which increases as the initially spherical drop becomes more deformed,
whereas thin arrows show the dimensions appearing in Eq. (2.2).
Figure 2.7: Diametral compression of a spherical polymer brush: Molecular dynamics
simulations (points) vs. liquid-drop model (lines); adapted from Ref. [14]. Shown here are
the reduced central lateral extension ζ and the deformation energy in units of kBT . Nc is
the number of monomers per arm, namely 30 and 50 per polymer chain (open and closed
symbols, respectively). L represents slit width, R∗ is the resting radius of the sphere,
and R∥ is the radius of the equator of a deformed drop. Inset illustrates the diametral-
compression geometry, with arrows representing hydrostatic pressure.
2.2 Murnaghan equation of state
The Murnaghan equation of state [35] was rst proposed in 1944 as a family of
equations to describe the behavior of matter at high densities and pressures. As
such, it is mainly used in earth sciences and shock physics. It is derived under the
assumption that the inverse isothermal compressibility 1/χT = −V (∂P/∂V )T is a
linear function of pressure rather than a constant, as opposed to Hooke's law. It is
shown in the original paper by Murnaghan that the proposed equation reproduces
well the experimental results obtained for lithium at pressures from 0 to 100,000
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atmospheres. The proposed equation of state
V0
V
= (1 + kP )1/ck (2.3)
contains two material parameters, c and k. Here V0 is the reference volume of matter
corresponding to P = 0. The variant of the Murnaghan equation of state used in
our model corresponds to ck = 1 and k = χT and reads







Here χT is the isothermal compressibility of the liquid at V = V0. A plot of Eq. (2.4)
is shown in Fig. 2.8. The χ−1T V0/V term in Eq. (2.4) is the same as in the equation
of state of the ideal gas whereas the −χ−1T term ensures that in the reference P = 0
state the volume of the liquid is nite. This is in agreement with the common
behavior of liquids, whose volume decreases upon compression and increases if the
applied pressure is negative.
Figure 2.8: Murnaghan equation of state vs. ideal gas equation of state. In the Murnaghan
equation of state, P > 0 for V < V0 and P < 0 for V > V0 whereas in the ideal gas, P → 0
only in the limit of V → ∞.
2.3 Isolated drop
The deformation energy of a partially or completely faceted drop in an emulsion
is measured relative to the resting isolated-drop state, and it depends on drop
compressibility encoded by the so-called reduced EgelstaWidom length and on
the propensity of the drops to either attract or repel each other, which is in turn
controlled by the ratio of the drop-drop tension and drop-solvent tension further
analyzed in Sec. 2.4.
Resting volume of isolated drop
An isolated drop is pressurized by the tension of the free surface and thus its resting
volume V∗ is smaller than the reference volume V0. The resting volume can be cal-
culated by minimizing Eq. (2.1) without the drop-drop contact term for a spherical
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shape. In this case, Eq. (2.1) reduces to
F = χ−1T
(︃





The bulk and the surface terms counteract one another. The surface term favors
drops with as small an area (and volume as a result) as possible, whereas the bulk
term resists compression. The interplay between the bulk and the surface term
results in an equilibrium drop size with volume V∗ and area A∗. Below we also use
R∗ = (3V∗/4π)
1/3 and σ∗ = 2R∗ which stand for the resting radius and diameter,
respectively.
We now proceed by expressing Eq. (2.5) in dimensionless units. Let us intro-
duce a unit of length R0 = 3
√︁






















thus obtaining the expression for the free energy in terms of dimensionless drop
volume and area V/R30 and A/R
2
0 respectively.
Equation (2.6) holds for any shape. For a spherical drop, we can recast it in





as the ratio of the resting drop radius R∗ at a nite surface tension and the reference















is the reduced EgelstaWidom length [14, 40].
Reduced EgelstaWidom length
The reduced EgelstaWidom length is a dimensionless quantity dened as the ratio
of the product of isothermal compressibility and surface tension χTγF (itself referred
to as the EgelstaWidom length) and half of the reference drop diameter R0/2.
The notion of the EgelstaWidom length originates in a study of carried out in
1970 [40] where Egelsta and Widom analyzed the value of χTγ in many liquids
close to the triple point. The set included alkali and other metals, molten salts,
water, and several non-metallic liquids; liquids as diverse as molten iron and liquid
nitrogen. Egelsta and Widom observed that this product is of the order of 0.01 nm
even though χT and γ themselves may vary by up to a factor of 150 from one liquid
to another. This remarkable fact can be understood by appreciating that both χT
and γ depend on the binding energy between the molecules but in opposite sense:
If the binding energy is large, then γ is large whereas χT is small and vice versa.
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In our context, the reduced EgelstaWidom length Eq. (2.9) is best interpreted
as the product of the Laplace pressure 2γF/R0 and isothermal compressibility. As








Thus if Ψ is small, the drop is hardly compressible and |∆V |/V0 = Ψ, whereas at
large Ψ |∆V |/V0 is a more complicated function of Ψ. In equilibrium F is minimal,
i.e., dF/dλΨ = 0, and this condition corresponds to
λ3Ψ +Ψλ
2
Ψ − 1 = 0. (2.11)
The analytical solution of this equation is presented below. For very large or very
small values of Ψ, the approximate solutions of Eq. (2.11) are also illuminating.
Analytical solutions for λΨ
Equation (2.11) is a cubic equation of the form ax3 + bx2 + cx + d = 0 with a =
1, b = Ψ, c = 0, and d = −1. In order to search for the roots of this equation, we
must rst dene the type of roots that we are looking for through the determinant
∆ = 18abcd−4b3d+ b2c2−4ac3−27a2d2 or ∆ = 4Ψ−27. For Ψ < 3
√︁
27/4 (≈ 1.89),
Eq. (2.11) has one real and two complex roots, whereas for Ψ > 3
√︁
27/4 there exist
three real roots. The physically relevant solutions must be real and between 0 and 1.
If Ψ < 3
√︁






















For Ψ > 3
√︁
27/4, the Tschirnhaus-Vieta solution is applicable. Given a = 1,

















Approximate solutions for λΨ
For both small and large Ψ, Eq. (2.11) can be solved approximately by simplifying
it as appropriate. If Ψ ≫ 1 then Ψλ2Ψ ≫ λ3Ψ and the λ3Ψ term in Eq. (2.11) can be
neglected. Then Eq. (2.11) becomes
Ψλ2Ψ − 1 = 0 (2.14)







On the other hand, if Ψ ≪ 1 then λΨ is close to 1. In this case, it is convenient to
write λΨ = 1− δ, where δ ≪ 1. Then Eq. (2.11) reads
(1− δ)3 +Ψ(1− δ)2 − 1 = 0. (2.16)
To leading order in δ, this equation reduces to
Ψ− (3 + 2Ψ)δ = 0 (2.17)
so that δ = Ψ/(3 + 2Ψ) and since λΨ = 1− δ, λΨ = (3+Ψ)/(3 + 2Ψ), which can be





As shown in Fig. 2.9, both approximations [Eqs. (2.16) and (2.18)] agree very
well with the exact solution in their respective ranges of applicability. For values of
Ψ around 1, neither approximation is applicable. Figure 2.10 depicts the ratio of
resting and reference volumes of the drop both graphically and visually.
Figure 2.9: Ratio of resting and reference drop radius λΨ vs. reduced EgelstaWidom
length Ψ, showing the exact analytical solution and the small- and large-Ψ approximations.
Figure 2.10: Ratio of resting and reference volume of isolated drop vs. reduced Egelsta
Widom length Ψ. The four shapes shown are drawn to scale.
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2.4 Drops in contact
In this Thesis, the liquid-drop model of dense solutions of soft nanocolloids is imple-
mented using a cell approximation rst developed by Lennard-Jones and Devonshire
as a model for the uid state [41]. In this approximation, each drop is conned to a
cage formed by its neighbors (Fig. 2.11a and b) and mimicked by the corresponding
Wigner-Seitz polyhedron. The latter is constructed using the Voronoi tessellation
Figure 2.11: (a) Voronoi tessellation of a random set of points on a plane. (b) Voronoi
tessellation based on the simple cubic (SC) lattice in three-dimensional space. (c) In our
implementation of the liquid-drop model, particles are positioned such that rst neighbors
just touch before any deformation.
in three-dimensional space, where one rst connects nearest neighbors in a set of
points by lines and then draws planes that are perpendicular to these lines and bi-
sect them. Thus one divides the space into cells containing points that are closer to
a given point of the set than to any other point. An example of the construction for
the FCC lattice is shown in Fig. 2.12. The drop-drop contact zones are assumed to
be at as also illustrated by the faceted drops in Fig. 2.12.
Figure 2.12: Representation of the FCC lattice in our implementation of the liquid-drop
model. The contact zones formed by neighboring drops are mimicked by conning the drop
in the corresponding WignerSeitz cell of each lattice.
The shape of drops in an emulsion does not depend only on the reduced Egelsta
Widom length Ψ (Sec. 2.3) but also on number density, local packing geometry, and
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and briey referred to as the tension ratio (Fig. 2.2). If the tension ratio is larger
than 1, formation of drop-drop contact zones is unfavorable because it increases the
overall surface energy; as a result, the drops repel each other when forced to touch.
On the other hand, if ω < 1 then the drop-drop interaction is attractive and leads
to aggregation. The number of surface terms in Eq. (2.1) can vary depending on the
number of dierent contacts of a drop. For example, the liquid-drop model could
be used to model not only ordered structures of drops but also drops at a liquid or
glass state, at an interface between two immiscible liquids, a suspension of drops
including more than one type of interaction between them because of polydispersity
and many others.
In order to construct the phase diagram, we need to compare the deformation free
energies of all candidate lattices and identify the regions where a coexistence between
dierent lattices or same lattices with dierent lattice spacing are present, if any. As
mentioned in Chapter 1, we compare these energies in several 3D lattices including
simple cubic (SC), face-centered cubic (FCC) [indistinguishable from the hexagonal-
close-packed lattice (HCP) within our model], body-centered cubic (BCC), diamond
cubic (DC), body-centered-tetragonal (BCT), A15, simple hexagonal (SH), and σ
lattice when modelling the structure of nanocolloidal crystals in Chapter 3, and in
2D lattices (hexagonal, square, oblique and rectangular) when modelling the phase
behavior of colloids at a uid-uid interface in Chapter 4. Most of these lattices
consist of a single type of lattice sites, but the A15 and σ lattice do not. In these
lattices, each inequivalent site is represented by a dierent cage and their relative size
is slightly adjusted (Fig. 2.13) so that the areas of the contact zones on neighboring
drops are the same (Fig. 2.14). This is done so as mechanical balance is ensured; the
Figure 2.13: (a) The A15 lattice consists of two dierent types of sites, a 12- and a 14-
coordinated site referred to as interstitial and columnar, respectively. Also drawn are
the corresponding dodecahedral and decatetrahedral cells for these sites. (b) Schematic
of the cross-section cutting across the contact zone between the 14-coordinated columnar
site and the 12-coordinated interstitial site. Horizontal axis is the reduced distance from
the center of the columnar site expressed in units of center-to-center distance of
√
5a/4.
In a Voronoi construction, the contact zone is halfway between the centers (solid lines).
To ensure mechanical balance in the complete faceting regime, the contact zone is slightly
displaced towards the center of the interstitial site (dashed lines), the relative displacement
amounting to 0.36% of the center-to-center distance.
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Figure 2.14: Relative dierence of the contact area of a columnar drop that is in contact
with an interstitial drop and the area of the the contact-zone area of an interstitial drop
that is in contact with a columnar drop for a Voronoi partition of the A15 lattice after
mechanical balance was ensured. Also indicated are the complete-faceting, the partial-
faceting, and the no-contact regime. In the partial-faceting regime, the position of the
plane conning the contact zone is slightly adjusted so that the area dierence is zero.
at-wall constraints in our cell model are present only to mimic the contact between
neighboring drops and these areas should be same. In lattices consisting of two or
more inequivalent sites, the average energy per drop is a weighted average over the
sites.
Computing phase diagram
At a phase transition, coexisting phases 1 and 2 must be in mechanical equilibrium,
i.e., their pressures must be identical. Pressure is determined by the rst derivative
of free energy with respect to volume P = −(∂F/∂v)T and as such, the coexistence




















where ρ is the number density of the drops. Also equal must be the Gibbs free
energies of the two phases, G1(v1) = F1(v1) + Pv1 and G2(v2) = F2(v2) + Pv2.
Conditions (2.20) and
G1(v1) = G2(v2) (2.22)
are succinctly contained in the Maxwell double-tangent construction illustrated in
Fig. 2.15.
Surface Evolver
The deformation energies are computed using the Surface Evolver package [42].
The Surface Evolver is a computer program which minimizes the energy of a surface
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Figure 2.15: Example of the Maxwell double tangent construction showing deformation
free energies of FCC, BCC, and A15 lattice as well as both prolate and oblate SH lattices.
In this example, we indicate coexistence between simple hexagonal lattice with c/a = 1.5
and A15 lattice. In this example, Ψ = 1 and ω = 2. Coexistence between FCC and simple
hexagonal with c/a = 0.5 as well as between simple hexagonal with c/a = 0.5 and simple
hexagonal with c/a = 1.5 are also present as we examine this plot from right to left but
they are not indicated for clarity.
subject to constraints. The surface is triangulated, whereas energy can include a
surface term, gravitational energy, bending energy, etc. Constraints can be applied
on geometrical elements such as vertices or on integrated quantities such as body
volume. Figure 2.16 shows three representative applications of Surface Evolver:
Fig. 2.16a shows the eect of gravity on the shape of a droplet with xed volume
resting on a surface, Fig. 2.16b depicts the shape of a cluster of six bubbles, and
Fig. 2.16c shows the surface of a liquid partially lling a spherical tank with a contact
angle of 45◦.
Figure 2.16: Examples of use of Surface Evolver. (a) Droplet resting on a plane with xed
volume and gravity. (b) Shape of six bubbles in contact with each other forming a ring of
four around two. (c) Shape of liquid (gray) partially lling a spherical tank (yellow) with
a contact angle of 45 degrees.
The capability of Surface Evolver to compute the minimal-energy shape of a
body of liquid dened by a closed surface, whose energy is described by a given
compressibility of the enclosed medium inside the body and dierent surface ten-
sions on the surface, make it an ideal tool for the implementation of the liquid-drop
model. In the implementation, one must try to ensure that the triangulated mesh
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representing the body is as uniform as possible, ideally containing evenly spaced
mostly six-fold vertices with an admixture of ve- and seven-fold vertices. In our
experience, meshes of this type behave best and result in small numerical inaccuracy
of the energies and other quantities of interest. To this end, we choose a Platonic
regular icosahedron as a starting mesh, the reason being its uniform distribution of
facets around the surface which after several renements maintains an even distribu-
tion of facets on its surface, causing a faster convergence of the solver. In a typical
run, we apply several cycles containing hundreds of relaxation steps combined with
averaging of vertex positions and followed by mesh renement so as to transform the
initial dodecahedral shape to the minimal-energy deformed sphere subject to given
constraints imposed by the WignerSeitz cell. In each renement step, the number
of vertices is doubled so that after 4 renements the model drop has 2562 vertices
whereat after 7 renements the number of vertices is 163842.
Figure 2.17 shows the eect of mesh renement on the deformation energy. At
ω = 1 (Fig. 2.17a), renement mildly aects deformation energy because drop-
solvent and drop-drop contact zones carry the same surface tension, and the main
reason behind numerical inaccuracy is the coarser description of the drop shape in
the less rened stages which aects the bulk term. However, at ω = 1.5 where
the tensions of the drop-drop contact zones and the drop-solvent surface dier con-
siderably (Fig. 2.17b) the change of deformation energy upon renement is more
prominent.
We must now choose the level of renement that will ensure acceptable accuracy
at a reasonable computational time. For this, in Fig. 2.18 we compare the total
Figure 2.17: Eect of mesh resolution on the deformation energy. The initial icosahedral
mesh is rened from 4 to 7 times and the results for the deformation energy vs. specic
volume are presented for ω = 1 and ω = 1.5 in panels a and b, respectively.
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Figure 2.18: Deformation energy of a moderately diametrally compressed drop at L/2R∗ =
0.67 with Ψ = 1 and ω = 1 for dierent number of renements on the initial icosahedron.
At 6 renements the energy value plateaus, and beyond 7 renements the change in energy
value is less than 0.01%. Also indicated in the plot is the number of vertices at a given
renement.
energy of a drop subject to diametral compression at dierent renements for Ψ = 1
and ω = 1 at a moderate compression where L/2R∗ = 0.67 in order to determine
the number of renements beyond which the change in energy is minimal.
The data plotted in Fig. 2.18 are also presented in Table 2.1. The mesh that we
choose to use in our model is the one formed after 7 renements, since quadrupling
the number of vertices beyond that point gives only a 0.01% change in energy while
signicantly increasing computation time. As a result, the undeformed spherical
drop is represented by a triangulated surface consisting of 163842 vertices which
form 491520 edges and 327680 facets (Fig. 2.19).
renements vertices facets total energy F/γFR20 % dierence
2 162 320 0.251606
3 642 1280 0.228158 −10.28
4 2562 5120 0.221609 −2.96
5 10242 20480 0.219947 −0.76
6 40962 81920 0.219524 −0.19
7 163842 327680 0.219419 −0.05
8 655362 1310720 0.219393 −0.01
Table 2.1: Number of vertices and facets, total energy and % dierence of the total energy in
one-less renement at dierent numbers of additional renements on the initial icosahedron.
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Figure 2.19: (a) The regular Platonic icosahedron used to generate the undeformed liquid-
drop mesh. (b) Illustration of the triangulated surface used to describe a liquid-drop with
Ψ = 1 and ω = 1 conned in the BCC lattice at specic volume v = 0.55. At 2 renements
the mesh is unable to accurately describe the shape of the drop (b), the circular shape of
the contact zones or detect the smaller contact areas caused by the second neighbors. At
least 5 renements are required in order to satisfy these criteria (e).
Energy minimization
This Section explains in detail what happens in each Surface Evolver iteration step.
Note that symbols used in this Section are local and should not be confused with
symbols in other sections of the Thesis. The main idea is to calculate the sum of
forces F i on the vertex i located at ri and then move the vertex by a common scale
factor µ times the force in each iteration step of length dt:
dri
dt
= µF i. (2.23)
The displacements of all vertices are projected onto spatial constraints and adjusted
so as to satisfy any other conditions such as the xed-volume constraint. The scale
factor µ is optimized in each iteration step. In more detail:
1. All forces on vertices are calculated.
2. Forces on constrained vertices are projected on the constraint tangent spaces.
Constrained vertices in our implementation are the ones in contact with the
walls representing contacts with neighboring drops.
3. The volume of the body is restored by projecting the forces according to body
volume constraints.
4. Current vertex coordinates are saved.
5. Vertices are moved in a volume-restoring fashion, if applicable, based on cur-
rent scale times force and constraint compliance.
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6. Total energy is recalculated.
7. Coordinates stored in step 4 are restored. Then scale factor is doubled, vertices
are moved again, and energy is recalculated. If this energy is higher than the
energy calculated in step 4, scale factor is cut in half until energy increases
again. If it is lower, scale factor is doubled until energy increases.
8. The above procedure produces three scale factors giving three energies that
bracket a minimum. Quadratic interpolation is then used to nd the approxi-
mate optimum scale factor.
9. Vertices are moved according to volume-restoring motion and optimum scale
times force.
10. Motion of vertices is projected on constraints.
11. Volume, pressure, area, and energy are recalculated.





dening the surface of a sphere as illustrated in Fig. 2.19.
In the liquid-drop model, the sum of forces depends on a surface tension term and
on a bulk term. In Surface Evolver, the forces due to these two terms are computed
as described below.
Energy and force due to surface tension
For each facet f , T is the facet surface tension, s0, s1 and s2 are the edges in
counterclockwise order around the facet, and ν0 is the tail vertex of s0 edge. The




||s0 × s1|| (2.24)




s1 × (s0 × s1)
||s0 × s1||
(2.25)
Energy and force due to body compressibility
The bulk term used in the liquid-drop model [Eq. (2.1)] can also be interpreted as
the energy of a gas bubble in a xed-pressure atmosphere. If we assume that the
gas is ideal and at constant temperature so that PV = PambV0 where Pamb is the
ambient pressure, the energy of the bubble at a given pressure P consists of the
work done against pressure within the drop and of the work done by the ambient
pressure:∫︂












− Pamb(V − V0)
(2.26)
If gm is the gradient of the volume of body m as a function of the coordinates of
the vertex and Pm is the pressure of body m, then the force on each vertex is
F (ν) = −
∑︂
m
(Pm − Pamb)gm. (2.27)
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2.5 Comparison to other numerical and theoretical
approaches
The liquid-drop model is a coarse-grained representation of a deformable nanocol-
loidal particle dened by the particle's surface. As such, this model is an idealiza-
tion, and it is worthwile comparing it to other known techniques and approaches
that can be employed so as to study the micromechanics of such particles and
structure formation in their suspensions. These include monomer-resolved simu-
lations [14, 43, 44, 45] and alternative coarse-grained models such as those based on
the classical theory of elasticity [14, 46].
Monomer-resolved numerical models
Monomer-resolved numerical models allow for a very detailed description of a parti-
cle's molecular architecture as well as for accurate tuning of the interactions between
its building blocks and bonds (Fig. 2.20). They can be divided in two main cate-
gories: Molecular dynamics (MD) and Monte-Carlo (MC) simulations. The choice
of one method over the other is largely determined by the nature of the phenomenon
under investigation.
Figure 2.20: Monomer-resolved simulations provide detailed description of the molecular
architecture as well as the interactions between monomers in soft polymeric nanoparticles,
here illustrated using three examples. (a) A star polymer with f = 32 arms and N = 50
monomers per chain, designed using LAMMPS molecular-dynamics simulator software.
(b) Star polymer interacting with a at wall at a small center-to-surface distance (left)
and its reection (right) [44]. (c) Two interacting star polymers with f1 = 18 and f2 = 10
arms (with monomers shown as dark and bright spheres, respectively) [45].
Molecular dynamics simulations revolve around integrating Newton's equations
of motion. In a typical simulation of this type, the initial positions and velocities
of all atoms as well as the interactions between them have to be specied. Then
the forces acting on each atom, molecule or monomer as appropriate are calculated,
and a new position and velocity of the entity in question after a small timestep are
found. Simulation times usually range between pico- and nanoseconds. This method
can provide insight into structural, thermodynamic and dynamic properties.
Monte-Carlo simulations, on the other hand, minimize the energy of a system
through the acceptance or rejection of a suggested random move which changes the
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state of the system. This method in its basic form has no true analogue of time, al-
though workarounds which take care of this issue do exist [47]. Using this simulation
algorithm, one can also gain information on structural as well as thermodynamic
properties of a system but not dynamic ones, as this method always moves towards
the minimal-energy conguration.
Since both methods rely on building an as representative as possible image of the
system under study, several ready-to-use software packages (LAMMPS, ESPResSo,
etc) were developed over the years with libraries including most if not all of the
known physics models describing atomic and molecular systems, thus assisting set-
ting up a simulation study considerably. Yet such a description of a system is
not always preferable. Even after the introduction of approximations, it can often
be computationally demanding and not necessarily as insightful as one may wish.
Monomer-resolved simulations are a very powerful tool but when describing soft
polymeric nanoparticles like those used in experiments (Fig. 1.2), the need for exact
specication of their molecular architecture becomes questionable. Once the particle
of interest consists of many monomers to render it dense enough yet soft, the way
the monomers are connected to each other may be of lesser importance, and a less
computationally intensive coarse-grained approach would not be far from reality.
Elastic models
Another option for modeling a deformable particle is to treat it as a continuous
elastic body. The problem of nding the shape and the deformation energy of such
a body when pressed against another body is known as the contact problem. One of
the central classical results in this eld pertains to small deformation of two axisym-
metric bodies in contact. This result is due to Hertz who in 1882 proposed a theory
for the calculation of stresses and areas of contact between two non-conforming
bodies (Fig. 2.21b) [48].
These types of contacts where large stresses are applied over highly localized areas
Figure 2.21: (a) Elastic models are based on discretizing bodies with nodes on which
quantities of interest like stresses are calculated. (b) The normal stress distribution near
the contact area of a railway wheel with its rail [49]. The magnitude of stress increases from
blue to red colored areas. (c) Strain energy density in a Saint-VenantKirchho (SVK)
sphere in FCC, BCC, and simple hexagonal (SH) lattices [46]. Strain energy density is
color-coded, with red and blue corresponding to largest and smallest densities.
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are often interesting in engineering, where components like ball bearings, railway
wheels, or frame structures are routinely subjected to contact loading. The Hertz
theory is derived under four assumptions:
1. The surfaces under normal loading have continuous proles.
2. The area of contact is nite and signicantly smaller than the dimensions of
the bodies and the radii of surface curvatures.
3. The contact is purely elastic; bodies do not undergo plastic or inelastic defor-
mation.
4. Friction is absent at the contact interface.
As such, the Hertz theory can be used, e.g., for equally sized spheres pushing towards
each other shown in Fig. 2.22.
Figure 2.22: Two elastic frictionless spheres with identical radii R pushing against each
other with equal and opposite forces F . In this scenario the Hertz theory can provide
realistic predictions concerning the shape deformation and energy of the system as long as
indentations are small.
The relation between indentation h and the applied force F in the Hertz theory is













In Eqs. (2.28) and (2.29), R is the sphere radius and D a material constant based
on Poisson ratio ν and Young modulus Y . It is obvious from Eq. (2.28) that force
between bodies F is proportional to h3/2, and since F = ∂U/∂h, the potential energy








It is noteworthy mentioning that the relation of the form F = constant × h3/2 or
U = constant × h5/2 holds for any nite body in contact and not just for spheres [48].
In Chapter 3 the relation between the deformation energy per particle and inden-
tation in the pairwise additive small deformation regime of the liquid-drop model is
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shown to also be governed by a power law, the exponent being either 0.89, 1.14 or
2 depending on whether drops are attractive or repulsive on contact (Fig. 3.7). In
any case, the liquid-drop model gives rise to an exponent smaller than 5/2, indicat-
ing the less steep response to mechanical stress of liquid drops compared to elastic
spheres.
Using either the Hertz theory or some more advanced theory of elasticity, one can
calculate the shape of the contact area, the magnitude and distribution of normal and
tangential surface tractions and the components of elastic stresses and deformations
in both bodies. In 2009, Pàmies et al. constructed the phase diagram of Hertzian
spheres for indentations up to 85% [27]. Such large deformations are far beyond
the applicability of the Hertz theory which typically accounts for indentations of
up to 5-10% [33, 46]. As a result, the obtained elaborate phase diagram shown in
Fig. 2.23 should be interpreted with care and also compared with other theoretical
approximations.
Figure 2.23: Temperature-density phase diagram of Hertzian spheres [27]. Apart from the
lattices already mentioned in this Thesis, F stands for uid phase, H for hexagonal and R
for rhombohedral or trigonal lattice. Numerical errors are smaller than the size of circles,
solid lines are a guide to the eye. Inset zooms in around the uid-FCC-BCC triple point
for clarity. While elaborate, this phase diagram is calculated by stretching the Hertzian
potential far beyond its range of validity, here indicated with green color.
In severely compressed soft polymer brushes, chain uctuations are reduced dras-
tically due to connement itself as well as topological restrictions because of chain
grafting. This implies that the brush may well be modeled as an elastic solid sphere
where the deformation behavior depends on the stress-strain relation determined by
the strain energy density. This approach was recently employed by Athanasopoulou
and Ziherl [46], who used elastic spheres to mimic soft polymeric nanoparticles and
explore their zero-temperature phase diagram under compression; this is referred to
as the soft-ball model. This model used two dierent types of deformation energies,
the modied neo-Hookean (NH) and the modied Saint-VenantKirchho (SVK)
model. A comparison of the results of the soft-ball model and molecular dynamics
simulations [14] in the case where an SPB is diametrally compressed between two
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walls reveals that the soft-ball model is indeed valid for large compressions. In this
regime, the liquid-drop model performs much better (Fig. 2.7). Still, the soft-ball
model fails to reproduce the deformation behavior of an SPB at low or moderate
compressions [14].
Another interesting result obtained using the soft-ball model is its zero-tempe-
rature phase diagram (Fig. 2.24) which contains many of the commonly observed
lattices formed by soft nanocolloidal particles such as FCC, BCC, A15, and simple
hexagonal (SH). This supports the idea that the stability of these lattices is due to
the softness of the particles.
Figure 2.24: Zero-temperature phase diagram of NH and SVK spheres respectively [46],
ν being the Poisson ratio. Many of the experimentally observed lattices like FCC, BCC,
A15, and SH appear in the phase diagram; subscript to SH denotes the ratio of lattice
parameters c/a.
Advantages of liquid-drop model
Both monomer-resolved- and elastic-model approaches presented above bear either
conceptual or applicative limitations when it comes to theoretically interpreting the
morphologies and structures formed by soft nanoparticles, and none of the above
models fully succeeds in reproducing the elaborate phase diagrams reported by ex-
perimental studies (Fig. 1.4). Therefore, the need for a novel approach is evident.
There exist several advantageous features of the liquid-drop model. One of the
most remarkable ones is that it captures many-body eects present in colloidal sus-
pensions without resorting to eective pair interactions, cluster or virial expansions,
or any other commonly used approximation (Fig. 2.25). In this respect, it is similar
to the Widom-Rowlinson theory of the uid state [50] or to the recently introduced
concept of a Voronoi liquid [51]. The generalized version of the model able to de-
scribe nanocolloidal crystals in the partial-faceting regime and further analyzed in
Chapter 3 shows that the dierential tensions of the contact zones and the free sur-
face of the particles lead to several unique features that are neither present in the
complete-faceting limit of Ref. [29] nor can be anticipated based on it. Also, the
coarse-grained nature of this model allows for the incorporation of a wide variety of
molecular architectures regardless of the specic chemistry involved. The dierent
architectures would result in a dierent value of the model parameters (e.g., the
reduced EgelstaWidom length Ψ) and a dierent response to compression.
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Figure 2.25: (a) Two identical drops (A and B) push towards a third one from opposite
directions. For small indentations, the non-local deformation of the reference blue drop
caused by drop A is very small and does not aect the interaction between the central
drop and drop B, and thus the drop-drop interaction can be regarded as pairwise additive.
(b) Two more drops (C and D) pushing on the central drop along the axis perpendicular
to that formed by neighbors A and B. The interaction between the central body and
neighbors C and D is altered because of the force exerted by neighbors A and B, thus
pairwise additivity is no longer valid and many-body eects should be taken into account.
Green and red curves indicate the dierent curvatures that the neighbors experience upon
contact with the central drop.
Based on long-established and well-known concepts and supported by molecular
dynamics simulations, the liquid-drop model oers a fresh and intuitive yet elab-
orate alternative to the existing methods of modeling soft nanoparticles. Also,
a comparison between the liquid-drop model and the long-known and used hard-
core/square-shoulder potential shown in Chapter 3 reveal an impressively similar
behavior. The physical quantities upon which the liquid-drop model is built do not
imply in any way that a direct link between them and a model pair potential like
the hard-core/square-shoulder should exist, yet this nding suggests that the latter
might not be far from a real system after all.
Lastly, the parameters of the liquid-drop model can be associated with the mi-
croscopic structure and features of soft polymeric nanocolloidal particles by using
statistical mechanics, especially scaling theories. This facilitates the use of the model
for the interpretation of experiments. Fortuitously, the realistic values of the model
parametersthe reduced EgelstaWidom length Ψ and the tension ratio ωfall in
the range where most phase transition appear in our theoretical phase diagrams in
Chapter 3. These encouraging ndings stimulate further investigations of the liquid-
drop model and its application to better understand the behavior of nanocolloidal
suspensions.
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As mentioned in Chapter 2, the phase diagram of the liquid-drop model is obtained
based on the deformation free energies of the trial lattices. Neighboring drops press-
ing against each other dene three distinct regimes: No-contact, partial-faceting and
complete-faceting regime (Fig. 3.1).
Figure 3.1: Liquid drop conned in an FCC Wigner-Seitz cell illustrating the three faceting
regimes: (a) The no-contact regime where the drop is not in contact with its neighbors,
(b) the partial-faceting regime where parts of the surface are faceted due to contact with
neighbors, and (c) the complete-faceting regime where all of drop surface is in contact with
neighbors; more precisely, where the non-contact surface area is very small compared to
the contact area.
The no-contact regime where the drops do not press on each other corresponds
to an extremely dilute gas-like phase. This regime is not of particular interest in
this work since our aim is to identify the stable crystal structures of soft polymeric
nanoparticles in dense packings. In the no-contact regime, the drop deformation
energy evidently vanishes. Given that the closest packing of spheres is the FCC
lattice with a packing fraction of η = π/3
√
2 ≈ 0.74, the no-contact regime must
terminate with this lattice.
The complete-faceting regime is seen at large densities where neighboring drops
are pressed against each other to the extent that their shape is almost perfectly
polyhedral. In this regime, only a small portion of drop surface around the edges
and vertices is not faceted, with its area approaching zero at very large densities.
The complete-faceting regime is the opposite of the no-contact regime but its
shares an important feature with the latter: In both limits, drop shape is xed so
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that there exists a simple relation between drop area and drop volume
A = wV 2/3 (3.1)
where w is a numerical factor that depends on shape. This means that in the
complete-faceting regime, the liquid-drop model can be solved analytically just like
for an isolated drop (Sec. 2.3) because the deformation free energy can be spelled out
as a function of a single variable (either volume or area). For a somewhat dierent
yet related type of bulk energy, this was already done in Ref. [29].
Like in Ref. [29], we proceed by comparing a set of trial lattices. At a large enough
density where all trial lattices are in the complete-faceting regime, the solution is
determined solely by the surface term because at a xed density the bulk term is
identical in all lattices. Minimizing the surface term is known as the Kelvin problem
and thus the solution is the A15 lattice as mentioned in Sec. 2.1 because the shape
factor w for the Weaire-Phelan partition based on the A15 lattice is 5.288 compared
to, e.g., the factors for the FCC-type and BCC-type partitions which are 5.345 and
5.306, respectively [29, 30].
In between the FCC lattice expected in the no-contact regime at low densities and
the A15 lattice which is stable in the complete-faceting limit at very high densities,
a suspension of identical liquid drops may form several other lattices. So far, these
lattices and the corresponding phase transitions have not been identied yet. In this
chapter, we do so in order to explore the possibility that the experimentally observed
phase sequences be associated with the liquid-drop model. This task is additionally
motivated by the observation that the A15 lattice as the thermodynamically stable
lattice in the complete-faceting limit may not be reachable due to, e.g., kinetic issues
[52, 53].






where V is the volume of the drop and v is the volume of the WignerSeitz cell of





where ρ is the drop number density, that is, the number of drops per unit volume. In
Fig. 3.2 we show η for the FCC lattice and various values of the reduced Egelsta
Widom length Ψ and tension ratio ω. In the partial-faceting regime, η < 1 whereas
in the complete-faceting regime η approaches unity. Although one should introduce
a certain threshold so as to dene the transition from the partial-faceting regime to
the complete-faceting regime, it is evident that for the FCC lattice the transition is
at v/σ3∗ ≈ 0.3.
In this chapter, we present the results obtained based on the liquid-drop model
for both partial-faceting and complete-faceting regimes. We will rst examine the
deformation free energy in both small- and large-deformation regimes. At small
deformations, we nd a pairwise-additive behavior. We also provide theoretical
arguments (Sec. 3.1) for the observed dependence of deformation energy on inden-
tation, reduced EgelstaWidom length, and tension ratio. We then proceed to
show the workings of the liquid-drop model at large deformations (Sec. 3.2), where
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Figure 3.2: Packing fraction η = V/v for FCC lattice with Ψ = 0.1, 1, and 10 and ω =
0.7, 0.9, 1.1, and 1.3 barely depends on Ψ and ω, hence omitted labels. Also included are
snapshots of Ψ = 1, ω = 1 drop at ve representative specic volumes. The red curve
represents the trivial relation η = 1/v valid in the no-contact regime.
many-body eects are strong and where models with an assumed pairwise-additivity
no longer apply. In Sec. 3.3 we present the phase diagram of the liquid-drop model,
containing both isostructural and re-entrant phase transitions. Finally, we include
a detailed theoretical discussion of the experimentally relevant values of Ψ and ω
(Sec. 3.4) and the link between the liquid-drop model and the shoulder potentials
as a paradigmatic mechanism of isostructural phase transitions and complex phase
diagrams in general (Sec. 3.5).
3.1 Drop-drop interaction
The deformation energies needed to construct the phase diagram are also interesting
per se because they allow us to distinguish between the pairwise-additive drop-drop
interaction regime and the manifestly many-body regime, and we rst address this
issue. To this end, we plot ∆F for the trial lattices as a function of indentation h
dened as half the dierence between the resting diameter σ∗ and drop-drop center-
to-center distance (Fig. 3.3).
We construct the phase diagram by compressing each trial lattice from the point
where drops come in contact down to a very small specic volume. We compute
Figure 3.3: Schematic of the nanocolloidal particles in contact, with the drop-solvent and
drop-drop interfacial tensions indicated; h is the indentation.
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the drop energy as a function of v and subtract the energy of an isolated drop in
the resting state, thus obtaining the deformation energy ∆F . We rst examine the
small deformation regime in order to verify the pairwise additivity characteristic of
the liquid-drop model, as already presented in Fig. 2.25.
In Fig. 3.4a we compare ∆F (h) per neighbor for moderately compressible Ψ = 1
drops arranged in a columnar, DC, SC, and FCC lattice with z = 2, 4, 6, and 12
regularly distributed neighbors, respectively1. This gure shows results for two
representative tension ratios ω = 1 and 1.1. In both cases, ∆F per neighbor is
the same in all four lattices as long as indentation h is small compared to the
resting radius R∗. This shows that for h/R∗ ≪ 1, the interaction is indeed pairwise
additive. The overlapping portions of curves in Fig. 3.4a extend up to h/R∗ ≈ 0.10
and 0.05 at ω = 1 and 1.1, respectively. Figure 3.5 shows the relative deviation of
the deformation energy from the power-law at small h/R∗.
Figure 3.4: Deformation energy of the liquid-drop model. (a) Energy per neighbor in
regular lattices with coordination number z = 2, 4, 6, and 12 vs. reduced indentation h/R∗
for Ψ = 1 and ω = 1 and 1.1 shows that the interaction is pairwise additive at small
h/R∗. The black lines show power-law ts with exponents of 2 and 1.14 corresponding
to ω = 1 and 1.1, respectively. (b) FCC deformation energy for Ψ = 0.1, 1, and 10 and
ω = 0.7, 0.9, 1.1, and 1.3. In the Ψ = 0.1 and 10 sets of data, ω = 0.7, 0.9, 1.1, and 1.3
from bottom to top like in the Ψ = 1 set, with labels omitted for clarity.
1Within the range of indentations covered in Fig. 3.4a, drops in the DC lattice are in contact
with 4 nearest neighbors but at large h/R∗ they are also in contact with the 12 next-nearest
neighbors. At Ψ = 0.01 and ω = 1, this happens at h/R∗ & 0.3.
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Figure 3.5: (a) Percentage dierence between the deformation energy per neighbor in
regular lattices with coordination number z = 2, 4, 6, and 12 for Ψ = 1 and ω = 1.1 and
a power-law t ∆Fpower law fit ∝ h1.14. (b) Percentage dierence between the deformation
energy per neighbor in regular lattices with coordination number z = 2, 4, 6, and 12 for
Ψ = 1 and ω = 1 and a power-law t ∆Fpowerlawfit ∝ h2.
Figure 3.6 further elaborates the pairwise-additive regime in the FCC lattice
whose low-density version is stable at densities where this regime is relevant. Plot-
ting the FCC deformation energy per neighbor for a broader range of ω at Ψ = 0.1, 1,
and 10 demonstrates that the almost linear small-deformation regime is there at all
Ψ provided that ω & 1.1 or . 0.9. The gure also shows that at ω = 1 the harmonic
repulsion is present at all Ψ. Finally, we scanned the small-deformation behavior for
ω close to 1 with a step of 0.01 (not shown for clarity) so as to locate the transition
between the attractive and the repulsive regime, and we nd that is exactly at ω = 1
at all Ψ.
The pairwise-additive deformation energy is described by a power law hp seen at
all Ψ and ω; at ω = 1 the exponent p ≈ 2.0 is a little smaller than in incompress-
ible wet foam [54] but as ω is increased it saturates at 1.14. On the other hand,
at tension ratios smaller than 1 the drops are attractive on contact because the
drop-drop interfacial tension is smaller than the drop-solvent tension as witnessed
by Fig. 3.6. If the tension ratio is smaller than about 0.9, the attractive interaction
is also characterized by a power law at small indentations, the exponent being about
0.89 (Fig. 3.7). This behavior is explained below using analytical arguments pertain-
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Figure 3.6: FCC deformation energy per neighbor vs. indentation at Ψ = 0.1, 1, and 10
(blue lines in panels a, b, and c, respectively) for ω between 0.8 and 1.2. Red lines in panels
a, b, and c are ts based on Eqs. (3.14), (3.13), and (3.15), respectively; in Eq. (3.13) we
used R∗/R0 ≈ 0.755, which corresponds to Ψ = 1. Fits are plotted using solid lines at
indentations where the deformation energy is pairwise additive and using dashed lines
beyond the pairwise-additive regime.
ing to a single isolated contact zone. This limit corresponds to small deformations.
As a result, the arguments below can be used even for less symmetric congurations
typical for uids and glasses.
The power-law small-deformation regimes can be understood based on geometric
arguments, assuming that the part of the drop undergoing indentation is a spherical
cap and that the non-contact drop surface is spherical (Fig. 3.8). We rst consider
the change of surface energy associated with the formation of the contact zone. We
disregard any increase of drop radius upon indentation; as elaborated below, a more
detailed analysis shows that such an increase leads to an h2 term in the deformation
energy whereas the leading order term is proportional to h. The change of surface
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Figure 3.7: Small-indentation exponent p vs. tension ratio ω between 0.5 and 1.5 for
Ψ = 0.1, 1, and 10. The Ψ = 1 data are plotted using solid circles whereas the Ψ = 0.1
and 10 data are plotted using open circles which are not visible because the three sets of
points overlap.
energy due to indentation at a single contact zone is calculated by assuming that the
drop can be approximated by a truncated sphere, and it depends on the area of the
cap before and after indentation. The area of the spherical cap before it undergoes
indentation is
∆AF = 2πR∗h, (3.4)
where h is indentation. Upon indentation, the cap is attened and its area reads
∆AC = π(2R∗ − h)h = 2πR∗h− πh2. (3.5)
The total change of surface energy for a single contact zone is ∆FA = γC∆AC/2−
γF∆AF which is equal to
∆FA = 2π(ω − 1)γFR∗h− πωγFh2. (3.6)
For small relative indentations h/R∗ and for ω ̸= 1, this result is dominated by the
linear term:
∆FA ≈ 2π(ω − 1)γFR∗h, (3.7)
Figure 3.8: Schematic of the spherical-cap model of indentation of the liquid drop. The
decrease of the drop-solvent interfacial area ∆AF is colored blue whereas the increase of
the contact area ∆AC is hatched.
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which explains the numerically obtained almost linear pairwise-additive regime seen
in Figs. 3.4 and 3.6 as well as the attractive and the repulsive nature of this inter-
action at ω < 1 and ω > 1, respectively.
Now we turn to terms proportional to h2; these do not consist solely of the second
term in Eq. (3.6), which is negative. Equation (3.6) was derived by assuming that
the resting radius of the drop does not change, which pertains to very compressible
drops with Ψ ≫ 1. In this case, the bulk energy increases upon indentation because







h2 ≈ πR∗h2 (3.8)
for small h/R∗. The corresponding increase of the bulk energy is given by the work




This means that the change of the total energy for Ψ ≫ 1 reads
∆F = ∆Fbulk +∆FA







showing that for ω = 1, the deformation energy ∝ h2. As ω departs from 1, the
linear term is increasingly more important at small indentations h → 0. However,
the crossover between this regime and that at somewhat larger indentations where
the second-order term is comparable to the linear term is evidently proportional to
|ω − 1| and thus small if ω is close to 1. Because of the specic dependence of ∆F
on ω, all of Eq. (3.10) rather than just its linear part should be regarded as the
theory for the small-deformation regime.
In the incompressible limit where Ψ ≪ 1, the volume change on indentation is
vanishingly small and the decrease of the drop volume in the cap is compensated
by an increase of radius which then leads to an increased surface energy associated
with the drop-solvent interface (Fig. 3.9). To lowest order in h/R∗, the increase of





Figure 3.9: Schematic illustrating the increase of the resting radius in incompressible drops.
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The drop-solvent area is thus increased by 8πR∗∆R∗ = 2πh2 and this gives
rise to an additional surface term, which needs to be added to Eq. (3.6) and reads
2πγFh
2. Since the bulk energy is constant in incompressible drops with Ψ ≪ 1, the
total energy change reads







This result is exactly the same as Eq. (3.10), which is quite remarkable because
the two cases correspond to diametrically opposite extremes, that is to arbitrarily
compressible drops with Ψ ≫ 1 and to incompressible drops with Ψ ≪ 1.
Using Eq. (3.10) or (3.12) to interpret the numerically obtained deformation free
energy of drops in a given lattice is easiest in lattices with a single type of sites with
a single type of neighbors such as the SC, DC, and FCC lattice. In these lattices, the
indentations at all drop-drop contacts are identical and thus the total deformation
energy at a given density is a sum of z identical terms for each site; here z is the
coordination number.
To compare Eqs. (3.10) and (3.12) with Fig. 3.6, note that in this gure the
deformation energy per contact is expressed in units of γFR20 and that the natural
unit of h is the resting drop radius R∗. Thus we recast the above equations, now


















The dimensionless prefactor (R∗/R0)2 = λ2Ψ dened in Sec. 2.3 depends on Ψ and is
determined by the solution of Eq. (2.11).
As shown in Sec. 2.3, for Ψ ≪ 1 and Ψ ≫ 1, R∗/R0 ≈ 1 − Ψ/3 and R∗/R0 ≈





































for Ψ ≫ 1. The ts of the small-deformation pairwise-additive deformation free
energy based on Eq. (3.13) included in Fig. 3.6 show rather good agreement. They
also suggest that the numerically found power-law exponents of ≈ 1.14 and 0.89
at ω & 1.1 and ω . 0.9, respectively (Fig. 3.7), which characterize the drop-drop
interaction at small indentations, should be regarded as eective exponents arising
from a combination of terms proportional to h and h2. The data in Fig. 3.6a and c
are tted using Eq. (3.14) and Eq. (3.15), respectively, whereas the data in Fig. 3.6b
are tted using Eq. (3.13) with R∗/R0 ≈ 0.755, which corresponds to Ψ = 1.
In Fig. 3.6, we plot the ts using solid lines at indentations where the deformation
energy is pairwise-additive; the dashed segments extend beyond this regime. This
53
Chapter 3. Liquid-drop crystals
demonstrates that Eqs. (3.10) and (3.12) and the theory behind them capture the
main eects involved although there exists a small systematic residual discrepancy
between the slopes at small indentations, especially visible at large Ψ and ω > 1
(such as Ψ = 10 and ω = 1.2 in Fig. 3.6c) where these formulas overestimate the
repulsive energy. This discrepancy is not surprising as in our theory the area of the
contact zone is calculated by approximating the drop by a truncated sphere whereas
in reality this area is determined by the minimum of the total free energy at given
indentation. At ω > 1 this minimization leads to a smaller contact zone (and thus a
smaller repulsive contact energy) than the geometrical arguments alone, but this is
evidently a second-order eect. At the same time, we can think of other renements
of Eqs. (3.10) and (3.12) to include, e.g., the increase of the contact-zone diameter
in drops with Ψ ≪ 1 due to the increase of the drop radius upon indentation, which
is indicated in Fig. 3.9, or the increase of pressure upon indentation in drops with
Ψ ≫ 1. It is possible that these renements would further improve the already good
agreement.
More importantly, Fig. 3.6 also shows that Eqs. (3.10) and (3.12) are valid not
only at Ψ ≫ 1 and Ψ ≪ 1 where we derived them but also at other values of Ψ as
demonstrated by Fig. 3.6b. We are led to conclude that our analytical results for
the drop-drop interaction [Eq. (3.13)] are to a very good approximation universal.
3.2 Many-body regime
Once indentation h/R∗ becomes large, many-body eects come into play. The sim-
plest way of visualizing this is by recognizing that beyond a certain indentation
threshold, neighboring contact zones must merge for geometrical reasons as illus-
trated in Fig. 3.10a. Because of this eect as well as because of the pressure increase
inside the drop, the contact of the reference drop with its neighbors increasingly more
interfere with each other, and hence the interaction is not pairwise additive. There
also exist other reasons for many-body eects, say the non-linear bulk equation of
state which suggests that for Ψ ≫ 1 the individual decrements of drop volume as-
sociated with each drop-drop contact zone do not translate into identical pressure
increments. In the many-body regime, the deformation energy ∆F is determined
by the geometry of the whole cage around the drop, much like in incompressible
bubbles in soft jammed materials [55].
The many-body regime contains several features present in Figs. 3.4 and 3.6 that
cannot be explained using the analytical results from Sec. 3.1. The most evident
many-body feature are the kinks in the FCC deformation energy seen in Fig. 3.4a
at h/R∗ ≈ 0.135, which indicate that ∆F is not a strictly convex function of inden-
tation. This is more clearly seen in Fig. 3.4b where we plot the FCC deformation
energy vs. specic volume for Ψ = 0.1, 1, and 10 and various ω. A tension ratio
ω > 1 renders droplets repulsive on contact and as Ψ increases and drops get more
and more compressible, this gives rise to a hump in the deformation energy. For
ω < 1 drops attract each other upon contact, and this shows as a decrease in energy
upon compression. For small enough Ψ, the hump is absent.
The ω-dependent non-convex and non-monotonic proles of the deformation
energy are not specic to the FCC lattice (Fig. 3.4b) but are generally found in
all lattices. They are particularly interesting because they provide a basis for a
complex phase diagram, which may potentially include isostructural and re-entrant
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Figure 3.10: (a) Single drop conned in an FCC lattice for indentations h/R∗ =
0, 0.05, 0.1, 0.17, and 0.3. The edges of the corresponding FCC WignerSeitz cells are
drawn with black lines, the initial size and shape of the drop with a gray sphere. Pairwise
additivity holds for values of relative indentations h/R∗ up to ≃ 0.1. In this range, the
size of drop-drop contact zones grows with indentation but the contact zones do not over-
lap. For h/R∗ > 0.1 and up to the complete-faceting regime many-body interactions are
prominent as indicated by the merged contact zones. (b) Deformation energy per neighbor
vs. indentation for the FCC lattice (blue line) at Ψ = 1 and ω = 1 as also plotted in
Fig. 3.6b. Red line is the t based on Eq. (3.13). Solid segment represents the range of
indentations where the deformation energy is pairwise additive, and dashed segment is its
continuation beyond this regime.
transitions. Figure 3.11 shows the deformation energies of the FCC, SC, BCC, A15,
and σ lattice for Ψ = 0.1, 1, and 10 and ω = 0.7, 0.9, 1.1, and 1.3. Qualitatively, the
deformation energies of these lattices are the same in that they are characterized by
(i) a hump at a large enough tension ratio ω and a small enough Ψ and
(ii) an attraction on contact and a minimum at small enough ω.
The main quantitative dierences between the lattices are
(i) the specic volume where the drops are in contact, which is smallest in the
FCC lattice, and
(ii) the discontinuities of the slope of the deformation energy seen in lattices with
more than a single type of neighbors.
Figure 3.12 summarizes the values of v/σ3∗ upon which all orders of neighbors
come in contact in each lattice. These values can be more accurately read from
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Figure 3.11: Deformation energy vs. specic volume for FCC, SC, BCC, A15, and σ
lattice (a, b, c, d, and e, respectively) for Ψ = 0.1, 1, and 10 and ω = 0.7, 0.9, 1.1, and 1.3.
Locations of slope discontinuities in the BCC and A15 lattice in panels c and d, respectively,
are indicated by arrows. In the Ψ = 0.1 and the Ψ = 10 sets of curves, labels indicating




Figure 3.12: Specic volumes at which 1st, 2nd, 3rd etc. nearest neighbors touch in FCC,
SC, BCC, A15, and σ lattice.
Table 3.1. For example, in the BCC lattice the second-nearest neighbors touch at
v/σ3∗ ≈ 0.49, which is indicated by an arrow in Fig. 3.11c. Also visible in Fig. 3.11d
are the two slope discontinuities in the A15 lattice (indicated by arrows) whereas in
the σ lattice there are six of them; they are less prominent and hence kept unlabelled.
lattice specic volume v/σ3∗ packing fraction η = V/v
FCC 0.70 0.74
SC 1.00 0.52
BCC 0.77 → 0.49 0.68 → 0.93
A15 1.00 → 0.72 → 0.55 0.52 → 0.72 → 0.89
σ 1.00 → 0.80 → 0.72 → 0.52 → 0.64 → 0.71 →
→ 0.65 → 0.55 → 0.51 → 0.76 → 0.84 → 0.86
Table 3.1: Specic volumes and packing fractions at which 1st, 2nd, 3rd etc. nearest
neighbors touch in FCC, SC, BCC, A15, and σ lattice.
In Fig. 3.11 as well as in Fig. 3.4b, we choose to plot the deformation free energy
∆F at dierent reduced EgelstaWidom lengths Ψ on the same scale so as to show
how a variation of Ψ aects the overall magnitude of ∆F , and the range used is
adjusted to the Ψ = 1 sets of curves. In turn, the ne details of some of the Ψ = 10
and Ψ = 0.1 curves are not easily visible: For example, the non-convexity of ∆F at
Ψ = 10 and ω = 1.3 is obvious in all lattices but that at Ψ = 10 and ω = 1.1 is not
although it is there.
In Fig. 3.13, we replot the FCC deformation energy for Ψ = 0.1, 1, and 10
separately. This allows us to adjust the vertical range in each plot so as to show the
most important features of the three deformation energies. In this gure, we clearly
see that the hump is also present in the Ψ = 10 drops with ω = 1.1 and 1.3 (which
was dicult to see in Fig. 3.4b) and that it is not there in the Ψ = 0.1 drops.
To show the presence of the distinct features of ∆F that qualitatively aect the
phase diagram, we divide the (ω,Ψ) parameter space into three regions (Fig. 3.14).
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The rst one corresponds to drops that are characterized by an attractive interac-
tion at small indentations, which leads to aggregation upon contact; this regime is
referred to as non-monotonic. The second regime referred to as non-convex corre-
sponds to drops with a hump-like deformation free energy where ∆F is convex at
small and large indentations but not at intermediate indentations. The third regime
referred to as regular covers cases where the deformation energy is both monotonic
and convex.
In Fig. 3.14, we show the three regimes for the FCC, SC, BCC, A15, and σ
lattice. In all lattices, the ω < 1 domain belongs to the non-monotonic regime. The
non-convex regime is located in the ω > 1 part of the diagram at moderate and large
Ψ. In addition, in the BCC, A15, and σ lattice it also occupies a small portion of the
ω < 1 part of the diagram where it overlaps with the non-monotonic regime. The
ω > 1, small-Ψ part of the diagram belongs to the regular regime. The boundary
between the non-convex and the regular regime decreases with ω but saturates at
Figure 3.13: FCC deformation energy vs. reduced volume for Ψ = 0.1, 1 and 10 (panels a,




Figure 3.14: Regions in the (ω,Ψ)-plane where the deformation free energy of drops in
FCC, SC, BCC, A15, and σ lattice (a, b, c, d, and e, respectively) is non-monotonic (blue)
and non-convex (red) function of specic volume; at small Ψ and ω > 1, the free energy is a
monotonic and strictly convex function, and this behavior is referred to as regular (green).
In the BCC, A15, and σ lattice, the non-monotonic and the non-convex regimes overlap
at tension ratios ω somewhat smaller than 1 (magenta). Solid lines are guides to the eye
except the vertical boundary of the non-monotonic regime at ω = 1, which is exact.
59
Chapter 3. Liquid-drop crystals
ω & 1.1. The precise location of this boundary varies from lattice to lattice.
The thus dened non-monotonic and non-convex regimes are not mutually ex-
clusive as illustrated by Fig. 3.15 which shows ∆F in the BCC lattice at Ψ = 10 and
ω = 0.9, which is attractive at small indentations (that is at large specic volumes a
little smaller than that where the neighboring drops just touch) and non-convex at
intermediate indentations (that is at intermediate specic volumes). Here the non-
convexity is due to the attractive interaction between the drop and the next-nearest
neighbors. This behavior is generally seen at ω < 1 in all lattices where both nearest
and next-nearest neighbors are in contact.
Figure 3.15: Deformation energy of the BCC lattice at Ψ = 10 and ω = 0.9, which is both
non-monotonic and non-convex. The vertical arrow indicates the specic volume where
the next-nearest neighbors just touch.
Partial- and complete-faceting regimes
The distinct predictions of the liquid-drop model are a direct consequence of the
characteristic dependence of the deformation free energy on the specic volume,
which is in turn intimately related to the surface energy of the drops as we now
show. To this end, we rst recall that the surface area of a body of volume V is
given by
A = wV 2/3 (3.16)
where w is a dimensionless shape factor. Up to the density where they come in
contact, the drops are spherical and w = 62/3π1/3 ≈ 4.836. Beyond this point they
are partially faceted and this leads to an increase of the shape factor which saturates
at a value characteristic for a given lattice; in FCC and SC lattice, at wFCC ≈ 5.345
(rhombic dodecahedron) and wSC = 6 (cube), respectively.
The shape deformation upon compression thus modies the A = wV 2/3 scaling
law, and the onset of faceting can be depicted as a shift from the sphere branch with
w ≈ 4.836 to a complete-faceting branch (dashed curves in Fig. 3.16; shown here
is the FCC branch with w ≈ 5.345). Since the latter lies higher than the former,
the shift partly compensates for the area decrease due to compression and the total
area of the drop changes only little in the partial-faceting regime (Fig. 3.16).
60
3.2. Many-body regime
Figure 3.16: Surface area and surface energy of a drop in the Ψ = 1 FCC lattice vs. drop
volume. The dashed lines show the area of a sphere and of the rhombic dodecahedron, and
the solid black line is the exact area of the Ψ = 1 drop in the FCC lattice. Red lines are
the surface energies of the drop for ω = 0.7 and 1.3. Also indicated are the no-contact,
partial-faceting, and complete-faceting regimes and the specic volume on the secondary
horizontal axis. (†: this axis is strongly nonlinear at v & 0.5 and since the v/σ3∗ = 0.6 and
0.7 tick marks are extremely close to each other, the latter is not drawn for clarity.)
More importantly, the growth of the contact zones at the expense of the drop-
solvent interface represented by this shift can be associated with a rather peculiar
variation of total surface energy if the tensions of the drop-solvent interface and the
drop-drop interface are not too similar, e.g., if the tension ratio is not too close to 1.
In particular, if ω > 1 then the surface energy features a maximum; at ω = 1.3, this
maximum is rather prominent as shown by the upper red curve in Fig. 3.16. The
maximum then leads to a hump in the total deformation energy provided that the
bulk term is not too large.
On the other hand, if ω < 1 then formation of contact zones is energetically
favorable and this drives attraction between the drops. As a result, the total surface
energy decreases upon compression by more than in drops with tension ratio equal
to 1. This leads to a non-monotonic deformation free energy characterized by a
minimum at a specic volume smaller than that at contact as witnessed by the
ω = 0.7 and 0.9 curves in Fig. 3.4b as well as Fig. 3.11; the depth and the location
of the minimum naturally also depend on the bulk free energy of the drop. Thus
we see that the non-convex and non-monotonic free-energy proles rely both on the
dierential surface tension and a large enough compressibility. The mechanism at
work is independent of the details of the bulk term, here described by the Murnaghan
equation of state, and is thus generic.
The secondary horizontal axis in Fig. 3.16 is linear in the complete-faceting
regime and increasingly more non-linear in the partial-faceting regime as drop vol-
ume approaches the resting volume where the drops just touch. This relationship
is more clearly represented in Fig. 3.17 where we plot the volume of drops in FCC
lattice together with the packing fraction as a function of the specic volume for
Ψ = 1 and ω = 1. The drops are in contact at specic volumes v < 0.707 and
Fig. 3.17 shows that down to v ≈ 0.6 the drop volume hardly decreases. On the
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Figure 3.17: Volume of drop in FCC lattice plotted against specic volume for Ψ = 1 and




other hand, from v ≈ 0.4 down to 0 where the packing fraction is almost 1, the drop
volume is essentially the same as the specic volume.
The dependence of drop volume on the specic volume at Ψ = 1 and ω = 1
shown in Fig. 3.17 is representative of all values of the reduced EgelstaWidom
length Ψ and tension ratio ω, the variation of V (v) with Ψ and ω being as limited
as the variation of packing fraction η shown in Fig. 3.2.
Wet foam analogy
A dense suspension of our liquid drops with a packing fraction η smaller than 1 is
similar to the wet foam in that a large but not all of the volume is lled by the drops;
the voids at the edges and the vertices of the partially faceted drops correspond to
the Plateau borders and their junctions (Fig. 3.18). This analogy is illustrative
but incomplete. Firstly, bubbles in foams are usually assumed incompressible so
as to reect the fact that the surface energy of the foam is much smaller than its
bulk energy whereas our drops are compressible; in this respect, a wet foam may
Figure 3.18: Schematic of closely packed spherical polymer brushes illustrating the dier-
ence between the interfacial tension of the drop-drop contact zones and the drop-solvent
interfacial tension as two key parameters of the liquid-drop model (a). Panel b shows a
cross-section of the wet foam, which is characterized by a single surface tension.
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be regarded as the Ψ = 0 limit of a suspension of liquid drops. Secondly, the
wet foam is characterized by a single surface tension associated with the gas-liquid
interface, which pertains to lms that separate neighboring bubbles as well as to
Plateau borders and junctions. On the other hand, the description of the liquid-
drop suspension requires two surface tensions, one for the drop-drop contact which
represents two nanocolloids pushing against each other and one for the drop-solvent
contact mimicking the free surface of the colloids.
In view of the constant-volume constraint employed in studies of wet foams, it is
plausible that the exponent characterizing the small-deformation regime is somewhat
larger than our ω = 1 exponent of p ≈ 2.0 and that it increases with the coordination
number z. The values reported in Ref. [54] range between 2.1 (z = 2) and 2.6
(z = 20). Another consequence of the constraint is a smaller range where the
deformation energy is independent of z and is thus pairwise-additive for practical
purposes. As seen in Fig. 8 in Ref. [54], this range extends to reduced indentations
of h/R∗ ≈ 0.01 rather than about 0.05 like in our model (Fig. 3.4a).
3.3 Phase diagram
We now compute the phase diagram in the (Ψ, ρσ3∗)-plane at T = 0 where the
entropy due to lattice oscillations of drops vanishes. The restriction is not unrealistic
for crystalline phases, because the entropic contribution arising from the kinetic
degrees of freedom of the drops in such phaseswhich can be analytically calculated
within the harmonic-solid approximation and is of the order of kBTis typically
considerably smaller than the potential (in our case, deformation) free energy. We
examine the range of Ψ at the crossover between hardly compressible and very soft
drops, and we combine our results with those pertaining to uid-solid transition in
hard spheres [56].
The main features of the phase diagram at tension ratios ω < 1 where the
drops are attractive are aggregation at small densities, narrow coexistence regions,
and only a handful of stable lattices (FCC, BCC, σ, and A15; Fig. 3.19a-d). The
deformation energy of the liquid drop in a lattice at ω < 1 is characterized by a
minimum because the tension of the drop-drop contact zones is smaller than the
drop-solvent interfacial tension. The depth of the minimum depends on the lattice
as well as on Ψ and ω. Apart from the kinetic arguments which go beyond our scope,
the stable aggregate structure corresponds to the lattice with the deepest minimum
at given Ψ and ω.
Figure 3.20 shows that at Ψ = 1, the drops form an FCC aggregate at ω & 0.65
whereas at ω . 0.65 they form a BCC aggregate; for clarity, we do not plot the
other lattices considered but only FCC, BCC, SC, A15, and σ lattice. These pieces
of information are also included in the phase diagram in Fig. 3.19 where we divide
the small-density domain at ω < 1 which belongs to aggregates into regions where
the aggregates form the FCC and the BCC lattice.
Once the system is compressed beyond the point of aggregation, it undergoes
a few solid-solid transitions. The exact phase sequence depends on ω and Ψ and
it may include isostructural transitions but it always ends with the A15 lattice as
expected in the complete-faceting regime.
At ω = 1, the phase sequence includes the FCC lattice immediately after the
uid phase. The rest of the phase diagram is rather complex: The FCC lattice is fol-
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Figure 3.19: Phase diagram in the (Ψ, ρσ3∗) plane for ω = 0.6, 0.7, . . . 1 (panels a, b, . . . h,
respectively). Phase boundaries are drawn using thick lines so as to indicate the estimated
numerical inaccuracy. In panels ad, the dashed line indicates the density of the stable
aggregate; at densities smaller than this, the aggregates are in coexistence with vacuum.
lowed by the BCC and the A15 lattice at small Ψ and by two A15 lattices at large Ψ.
At Ψ ∼ 1, σ and reentrant FCC lattice intervene between the intermediate-density
A15 lattice and the high-density A15 lattice. This phase behavior can be compared
to earlier results pertaining to particles interacting with a harmonic pair poten-
tial [57] because our drop deformation energy is also harmonic at small indentations
(Fig. 3.4a).
The ω > 1 results may be compared to the T = 0 phase diagram of particles
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Figure 3.20: Deformation energies of the lowest-lying lattices vs. specic volume for Ψ = 1
and ω = 0.5, 0.6, 0.7 and 0.8 (panels a, b, c and d, respectively). For ω . 0.65, the
minimum corresponds to the BCC lattice whereas for ω between 0.65 and 1 it corresponds
to the FCC lattice. The dashed horizontal line shows the binding energy.
interacting with a harmonic pair repulsion [57]. In the range of reduced densities
up to ρσ3∗ = 4 covered in Fig. 3.19, the phase sequence of these particles is uid-
FCC-BCC-base-centered orthorhombic (baco)-SH [57] where the ratios of lattice
parameters in the baco lattice are b/a = 1 and c/a = 0.73 whereas in the SH lattice
it is c/a = 0.61. This sequence is quite distinct from our phase diagram at any Ψ,
one of the main dierences being the absence of the A15 crystal in Ref. [57]: This
phase was considered as a trial lattice but found not to be stable. In addition, the
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coexistence regions of the harmonic pair repulsion model are rather narrow whereas
they are broad in the liquid-drop model (Fig. 3.19). This comparison shows that
the many-body eects at work in the liquid-drop model are very prominent if not
essential.
For ω > 1, the interparticle interaction is purely repulsive, which stabilizes the
uid phase at small densities (Fig. 3.19e-h). The phase diagram includes the FCC
lattice immediately after the uid phase and again invariably terminates with the
A15 lattice at large densities. But unlike its ω < 1 counterpart, the ω > 1 phase
diagram is very elaborated. Apart from the low-density FCC and the high-density
A15 lattice, the phase sequence includes the low- and intermediate-density A15,
BCC, σ, the high-density FCC, and SH phase with c/a between 1.4 and 1.7. The
diagram is marked by re-entrant FCC and A15 phases as well as by isostructural
A15-A15 transition at large Ψ and by the SH phase, which consists of the oblate
c/a < 1 region and a prolate c/a > 1 region at ω > 1.5.
At tension ratio ω & 1.3, the SH lattice is rather prominent. The prolate branch
with c/a > 1 appears in the phase diagram at ω ≈ 1.2 and as ω is increased, it
occupies an increasingly larger region centered roughly at ρσ3∗ ≈ 3. The ratio of
lattice parameters in the prolate region ranges from about 1.4 to about 2.0, the
bounds depending on ω. Beyond ω ≈ 1.5, the oblate SH branch with c/a < 1 is
also present at somewhat smaller densities, and the domain of stability of the oblate
region increases with ω. Figure 3.21 shows the phase diagram at ω = 2 where both
branches of the SH phase are rather prominent and located at Ψ < 1.
Figure 3.21: Phase diagram at ω = 2 featuring the oblate and the prolate SH lattice.
Labels in the SH regions indicate the ratio of lattice parameters c/a in a specic part of
the region; naturally, c/a varies in a continuously across the regions. Also shown are two
representative snapshots of the drop from the oblate and the prolate domain, the former
at Ψ = 0.5, ρσ3∗ = 2.5, and c/a = 0.5 and the latter at Ψ = 0.5, ρσ
3
∗ = 3.3, and c/a = 1.5.
The stability of the SH lattice at intermediate densities can be understood by
examining its deformation energy. Figure 3.22 shows the deformation energy as a
function of specic volume, and we see that the energies of both oblate and prolate
branch are marked by a knee associated with a change of coordination number.
For clarity, we plot the deformation energy of two representative SH lattices with
c/a = 0.5 and 1.5. In the former, coordination number increases from 2 to 8 at
v/σ3∗ ≈ 0.43, which leads to a dramatic change of slope. In the prolate branch, this
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Figure 3.22: Deformation energy vs. specic volume for drops with ω = 2 in FCC, BCC,
and A15 as well as SH lattice with c/a = 0.5 and 1.5. The knees in the SH curves at
v/σ3∗ = 0.43 and 0.38, respectively, are marked with open circles. Insets show the shape
of the liquid drop in the oblate and the prolate SH branch at large specic volumes where
the drops are in contact with 2 and 6 neighbors, respectively, and at small specic volumes
where they push on all 8 neighbors.
eect is less prominent but it still gives rise to a knee-like prole of the deformation
energy. As the knees of both curves are located in the middle of the non-convex
sections of the deformation energies of the other trial lattices (in Fig. 3.22 we only
show the energies of FCC, BCC, and A15 lattice for clarity) the SH lattice with a
suitable ratio of lattice parameters c/a is stable.
It is not too dicult to imagine that if the ratio c/a is varied, the knees in the
deformation energies in both variants of the SH lattice are shifted, and thus the
phase diagram includes an oblate and a prolate SH region with c/a continuously
varying from point to point.
Compared to the phase diagram of elastic spheres [46] shown in Fig. 2.24, the
ω > 1 part of Fig. 3.19 contains more elaborate phase sequences and phase coex-
istences are generally considerably broader. These features may be used to qualita-
tively decide whether a given experimental soft-particle system is better described
by the elastic-sphere or the liquid-drop model. In this context, also telling may be
the high-density behavior where the elastic-sphere model predicts either A15 or SH
lattice with c/a ≈ 1 depending on the Poisson ratio and on the underlying elastic
theory whereas the liquid-drop model points solely to the A15 lattice.
At ω & 1.2, the phase diagram contains most lattices typically observed in soft
nanocolloids [17, 18] which is encouraging. Also reassuring is the busy intermediate-
density part of the phase diagram at Ψs that are not too large and at ρσ3∗ between
about 1.5 and 3, which implies that the theoretically predicted lattices may be seen
at moderate compressions not too far beyond the uid-solid transition.
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3.4 Experimentally relevant values of model para-
meters
The phase diagram in Fig. 3.19 can be tested experimentally, most straightforwardly
by compressing a solution of soft nanoparticles at xed experimental parameters,
say temperature and pH. The rst aspect of the diagram that can be exploited to
facilitate comparison with experiments is its weak dependence on Ψ at small and
intermediate densities. Our theoretical predictions for the drop-drop interaction
at small deformations [Eq. (3.10) and its dimensionless variant Eq. (3.13)] suggest
that in the small-indentation regime where the deformation free energy is pairwise-
additive, the reduced EgelstaWidom length Ψ merely aects the magnitude of
the interaction. As a result, the phase diagram should be independent of Ψ in this
regime; in other words, the phase boundaries in the (ρσ3∗,Ψ) plane should be vertical.
To a fairly good approximation, this is indeed the case for ω > 1 for reduced densities
up to ρσ3∗ about 2. For example, at ω = 1.3 the boundaries of both the low-density
FCC and the low-density A15 phase are essentially the same irrespective of Ψ. In
attractive particles, i.e. for ω > 1, the phase boundaries are also independent of Ψ
except at very small Ψ: At ω = 0.7, e.g., all ve phase transition densities shown in
Fig. 3.19a and b depend a little on Ψ but only for Ψ ≪ 1.
A direct consequence of the above behavior is that the experimentally observed
transitions at small-to-intermediate densities can be used to estimate the tension
ratio ω as one of our model parameters. On the other hand, the phase sequence
at large densities where pairwise-additivity no longer holds generally depends on
the EgelstaWidom length Ψ as witnessed by Fig. 3.19. To relate the observed
phase sequences to the microscopic features of the nanocolloids, it is important
to understand how Ψ is controlled by particle architecture, chain stiness, solvent
quality etc.; also of interest is the microscopic origin of the tension ratio ω. Below
we present scaling-theory estimates of the orders of magnitude of Ψ and ω.
Theoretical estimates of reduced EgelstaWidom length Ψ
The EgelstaWidom length dened by Eq. (2.9) depends on the surface tension and
compressibility of the nanoparticle. Within the context of the liquid-drop model,
these quantities are viewed as eective material parameters: γF does not represent
only the bare polymer-solvent interactions (which in good solvents correspond to a
negative surface tension) but also chain connectivity, which is in turn neglected in
the bulk term where the monomers are treated as a liquid.
Here we resort to statistical mechanics of polymers to estimate the physically
relevant ranges of the reduced EgelstaWidom length Ψ by relating it to the os-
motic equation of state for macromolecules. As a preliminary note, we emphasize
that the surface tension of the liquid-drop model γF is an eective parameter de-
scribing the nanocolloidal particle as a whole and it should not be confused with
the polymer-solvent surface tension. Indeed, as demonstrated by explicit calcula-
tions [58], the real surface tension between a (grafted) polymer and a good solvent
is negative because a good solvent does enter into the brush. Instead, our positive
γF is representative of the forces within a polymer brush which hold the brush to-
gether, due to the connectivity of the monomers and the grafting of the chains onto
the central colloidal core: Without it, the individual monomers would disperse. In
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the liquid-drop model the monomers are indeed viewed as disconnected albeit held
together by the van der Waals attractive force included in the Murnaghan equation
of state [which corresponds to the rst term in Eq. (2.1)], and a positive surface
tension γF represents the eect of chain connectivity as the main cohesive force in
the brush.
We now relate the eective surface tension γF and χT as the material model
parameters to the osmotic equation of state, seeking scaling-theory arguments for
the dependence of Ψ on the monomer density within the nanocolloid. The surface




where R∗ is the resting radius of the drop. Let us now consider a soft polymeric
nanocolloid such as a brush, a cross-linked microgel, a dendritic brush, or a randomly
branched polymer. We assume that there are N monomers within the colloid so that





where V∗ = 4πR3∗/3 is the resting volume of the colloid. The reduced Egelsta





where λΨ = R∗/R0 dened by Eq. (2.7) is the ratio of the resting and the reference
radii of the drop representing the shrinkage of the drop due to surface tension.
Together with Eq. (3.17), Eq. (3.19) states that Ψ scales as
Ψ ∼= ΠχT . (3.20)
The value of the isothermal compressibility χT pertains to the reference state of the
model where the surface tension vanishes, whereas the physically relevant value in
the resting state at a nite tension [and thus a nite osmotic pressure; see Eq. (3.17)]
diers from it by a numerical factor of V∗/V0 = λ3Ψ. Within the scope of the scaling



















Equation (3.23) relates the monomer density φ within the nanocolloidal particle
with the value of Ψ via the osmotic equation of state Π(φ) of the polymer that
constitutes the particle. Here we assume that the polymer within the particle can
be treated as bulk material and we view it as a polymer solution.
Let us now examine a few special cases.
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Dilute polymer brushes
In the dilute limit, that is for φ smaller than the overlap density φ∗, the osmotic
pressure is given by the van't Ho law [59] and proportional to the monomer density
Π ∝ φ (3.24)
so that
Ψ ∼ 1 (3.25)
independent of monomer density φ.
Semidilute polymer brushes
Semidilute polymer brushes are self-similar. As a consequence, their equations of
state are power-law functions of φ [59], namely
Π(φ) = Cφµ. (3.26)
Here C is a constant of the form kBTℓ3(µ−1), ℓ being some length scale which could
involve, e.g., the excluded volume v0 or the three-body term w for the Θ solutions
as well as the bond size b. The precise value of ℓ is however irrelevant because from




again independent of monomer density φ. For good solvents, results from Ref. [14]
fully conrm the validity of Eq. (3.27): In this reference Ψ was found to be ≈ 0.6
independent of the functionality f and the number of monomers N ; i.e., independent
of φ. Specically, Π(φ) ∼ φ3 in Θ solvents whereas Π(φ) ∼ φ9/4 in good solvents [59].
Since µΘ > µgood solvent, we can expect that ΨΘ < Ψgood solvent based on Eq. (3.27).
On going from the dilute to the semidilute regime, the reduced EgelstaWidom
length Ψ should thus decrease from a value or order 1 to a smaller value, which
is larger in good solvents than in poor solvents (Fig. 3.23). In star polymers and
in spherical polymer brushes, the simplest way of changing φ is by changing the
functionality and the grafting density, respectively. Quite generally, we conclude
that in the dilute and in the semidilute regime Ψ decreases with chain number and
increases as solvent quality is improved.
Crowding-dominated regime
Figure 3.23 also covers the behavior of Ψ in the crowding-dominated regime at
large φ. Here the osmotic pressure Π(φ) increases more steeply with φ than in the
semidilute regime. Indeed, as the density of the polymer solution crosses over from
the semidilute regime to the melt, details of the monomer-monomer interactions start
playing a role, leading to non-universal equations of state and to a steep increase of
the pressure, which reect the increasingly relevant crowding of individual, repulsive
monomers. Accordingly, the equation of state attains a generic form similar to the
one sketched in Fig. 3.24 (see, e.g., Fig. 1 in Ref. [60]).
In the crowding-dominated regime, the reduced EgelstaWidom length depends
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Figure 3.23: Dependence of Ψ on monomer density within the nanocolloidal particle with
the solvent-controlled plateau in brushes in the semidilute regime, the generally decreasing
trend characteristic of branched and cross-linked polymers, and anomalous increase in rigid
polymers at high densities.
The log-log plot of Π(φ) in Fig. 3.24 readily shows that at any density φ in the
crowding-dominated regime, the derivative d lnΠ(φ)/d lnφ is larger than in the
semidilute regime and thus Ψ in the crowding-dominated regime is smaller than
the semidilute-regime value of 1/µ. This argument explains the decrease of Ψ at
high densities shown in Fig. 3.23.
An explicit illustration of this behavior may start from a model equation of
state of type Π(φ) ∝ (φ0 − φ)−m where m > 0 and φ < φ0. This model describes a
diverging pressure as the jamming limit φ → φ−0 is approached, which qualitatively
Figure 3.24: Schematic log-log plot of the osmotic pressure in a exible-chain polymer
brush in the dilute, semidilute, and crowding-dominated regime.
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agrees with Fig. 3.24. This immediately gives
Ψ ∝ φ0 − φ
mφ
(3.29)
which goes to 0 as φ → φ0. We conclude that the reduced EgelstaWidom length
Ψ further decreases in the crowding-dominated regime, and this should allow one to
experimentally explore the most interesting part of the phase diagram in Fig. 3.19,
which is at small Ψ.
Branched and cross-linked polymers
These ideas can be transplanted to branched and cross-linked polymers. For ex-
ample, Fig. 10 in Ref. [61] shows that dendrimers are characterized by an equation
of state that qualitatively looks like that in Fig. 3.24. Based on this nding, we
can expect that in dendrimers and other regularly or randomly branched polymers
too Ψ should decrease with φ, except that in these systems the decrease should be
gradual rather than step-like as they are not self-similar. In these systems, we can
eectively crowd the brush with monomers at will by changing dendritic generation
and/or branching number [62].
Rigid-chain brushes
In semiexible and rigid chains, the osmotic pressure is characterized by a cusp
at intermediate monomer densities as seen in Fig. 10 in Ref. [63] (schematically
shown in Fig. 3.25). This feature is associated with a (partial) nematic orientational
order of the chains induced by compression. Beyond the cusp, the osmotic pressure
increases with φ more slowly than below the cusp, although at higher densities still
its slope again becomes larger. As a result Ψ should here increase with φ beyond the
cusp, and then it should decrease again at high enough φ as shown be the dashed line
in Fig. 3.23. This non-monotonic behavior of the reduced EgelstaWidom length
Ψ is more challenging from the experimental perspective but nonetheless possible,
say in polyelectrolyte or DNA chains.
Figure 3.25: Schematic log-log plot of the osmotic pressure in a rigid-chain polymer brush
in the dilute, semidilute, and crowding-dominated regime.
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Scanning phase diagram
In conclusion, these arguments suggest that the theoretical phase diagram of the
liquid-drop model can be experimentally explored by changing solvent quality, brush
functionality, chain branching or cross-linking, and chain rigidity. This is schemati-
cally summarized in Fig. 3.26 where we redraw the ω = 1.1 phase diagram (Fig. 3.19f)
with overlaid trajectories corresponding to spherical linear-chain brushes in good and
in poor solvents and at small and large functionalities. These trajectories represent
a cut across the phase diagram obtained, e.g., upon compression or expansion. In
turn, solvent quality can be controlled by changing temperature or pH, and these
two parameters indeed appear to be the simplest quantities to vary so as to change
Ψ in a given sample.
Figure 3.26: Phase diagram of the liquid-drop model in the (ρσ3∗,Ψ) at ω = 1.1 with
schematically indicated sequences that should be experimentally achievable with spherical
linear-chain brushes upon increasing density in good and in Θ-solvents and at small and
large functionalities. Also included is a schematic trajectory expected upon heating or
cooling at xed density of the spherical-polymer-brush particles for the normal case, in
which the solvent quality improves with temperature.
In case the phase diagram were scanned by changing temperature rather than
density, one should expect to observe a phase sequence corresponding to a diagonal
rather than a horizontal trajectory across Fig. 3.26 because an increase of tempe-
rature will, for the vast majority of solvents and polymers,
i) improve solvent quality, which will in turn
ii) increase the diameter of, e.g., a star-polymer nanocolloidal particle [64] and
hence the reduced density.
A schematic cut across the phase diagram expected in a heating/cooling run is also
shown in Fig. 3.26.
Theoretical estimate of tension ratio ω
To determine the realistic range of the ratio of eective interfacial tension of the
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we employ scaling and other theoretical arguments. As per the tension of the drop-





where f is the functionality of the spherical polymer brush or star polymer. The
interfacial tension of the drop-drop contact zones γC which measures the free energy
per unit area when two brushes come in contact can be estimated by resorting to the

































, r > 2R∗
. (3.32)
We consider two such stars when they rst come in contact as their center-to-center
distance is decreased from a large value. If we model them as spheres of radius R∗,
they touch at r = 2R∗ (Fig. 3.27).
Figure 3.27: Two star polymers in contact, showing the Daoud-Cotton blobs along some
of the arms.
According to Eq. (3.32), the free energy penalty for touching is














the last result applying to the limit of large f . The radius of the outermost Daoud-
Cotton blob Rb (see Ref. [25] and Fig. 3.27) is estimated by realizing that the surface








3.5. Liquid-drop model vs. shoulder interactions
Since the surface area of the contact of two stars when they just touch is of the














There is a remarkable coincidence between Eqs. (3.31) and (3.35): Both γF and γC
scale the same way with all three relevant parameters, kBT, f, and R∗. Although
the scaling ∼ kBT/R2∗ is expected on dimensional grounds, the common f 3/2 term
is nontrivial, having its physical origin in the number of blobs in the brush. Thus
we conclude that the tension ratio ω is generally of order 1:
ω ∼ 1. (3.36)
This is an important result because it implies that by varying the parameters that
aect the precise value of the two tensions, we can make ω either smaller or larger
than unity and thus explore both the ω < 1 regime characterized by attractive
drops and aggregation at small densities as well as the ω > 1 regime characterized
by repulsive drops and a stable uid phase at small densities (Fig. 3.19).
Experimental results are consistent with ω > 1 simply because in homopolymer-
based star polymers and in spherical polymer brushes, aggregation has not been
observed. On the other hand, spontaneous aggregation behavior seen in numerous
studies of end-functionalized star polymers and brushes (see, e.g., Refs. [65, 66, 67])
can also be viewed as a manifestation of ω < 1 in these cases. Indeed, it is plausible
that modication or functionalization of endgroups will aect the drop-drop surface
tension γC but not the drop-solvent surface tension γF ; the latter scales as ∼ ΠR∗
and is determined by the behavior of the bulk of star polymers whereas the former
can be either increased (by big endgroups, charge, etc.) or decreased (by attractive
or zwitterionic endgroups).
In conclusion, we showed that for polymer brushes in good solvents the tension
ratio ω & 1 but can be either increased or decreased by a suitable choice of end-
groups. In turn, this implies that for dierent nanocolloids the value of ω is less
universal than is the reduced EgelstaWidom length Ψ.
3.5 Liquid-drop model vs. shoulder interactions
Apart from relevance for experiments, our main predictions are also interesting from
a broader statistical-mechanical perspective. In the 1970s, non-convex thermody-
namic potentials were employed to interpret the melting curve and isostructural
transitions in some rare earths [68] where they were associated with shoulder-like
pair interactions attributed to the promotion of valence electrons to vacant orbitals
expected to take place upon compression [69]. The connection between shoulder-like
interactions and isostructural transitions is illustrated in Fig. 3.28a [70]. Here we
schematically plot the overlap energy of a crystal formed by particles with such a
potential, for clarity also characterized by a large enough hard core so as to prevent
overlap of next-nearest neighbors.
75
Chapter 3. Liquid-drop crystals
Figure 3.28: Schematic of the free energy of a system of particles interacting with a hard-
core/square-shoulder pair potential at a nite-temperature [70], where the abrupt onset of
overlap energy at an intermediate density gives rise to a hump in the free energy (a). The
cartoons illustrate the typical non-overlapping and overlapping congurations in particles.
Panel b shows the superposed Ψ = 1, ω = 1.3 deformation free energies of the FCC, BCC,
A15, and σ lattice within the T = 0 liquid-drop model. Although not identical, the free
energies of these lattices are remarkably similar. Also included are snapshots of the drop
in the FCC lattice at four specic volumes.
The overlap energy vanishes at large specic volumes where the system essentially
behaves as a hard-core ensemble, with the particles avoiding each other. On the
other hand, once the specic volume is small enough they must overlap but the
penalty for doing so does not depend on specic volume because of the shape of the
shoulder interaction. The corresponding step-like prole of the overlap energy is to
be combined with the entropic term, which increases upon compression, and at low
enough temperatures the total free energy features a hump. This hump may give
rise to an isostructural transition in the lattice considered provided that no other
lattice intervenes at specic volumes where the free energy is non-convex.
This mechanism is very appealing, providing a simple and transparent interpre-
tation for an uncommon phenomenon. Since they were rst introduced, square-
shoulder and the antipodal but related square-well interactions were explored in
many dierent contexts including clustering [26, 71], liquid-liquid transitions [72],
glasses [73], quasicrystals [28, 74], water anomalies [75] (which were also rationalized
using the linear-ramp interaction [76]) etc. In most of these cases, the explanation
obtained based on these model potentials seems the most plausible one despite
the admittedly idealized form of the potentials, which can be thought to mimic,
e.g., the interaction of soft polymeric nanoparticles such as dendrimers [77]. Al-
though shoulder-like interparticle interactions can also be induced in certain reduced-
dimensionality systems by relying on an external eld [78, 79], it is fair to say that
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there do not exist many real systems that may be directly linked with these model
pair potentials.
Our ndings demonstrate that non-convex thermodynamic potentials and thus
some of the phenomenology associated with the shoulder-like potentials can be re-
produced within the liquid-drop model for a suitable choice of parameters. This is
illustrated by the FCC deformation free energies in Fig. 3.4b, some of which are
non-convex, but even more clearly by the superposition of the Ψ = 1, ω = 1.3 ener-
gies for four distinct lattices plotted in Fig. 3.28b. These energies dier in several
waysthe specic volume where the drops in a lattice rst touch each other, the lo-
cation of slope discontinuities separating regimes with dierent numbers of contacts
with neighbors, etc.and the dierences are important or else the phase diagram
would be more bland than it is. Yet the common features and the quantitative
similarities of these curves are far more remarkable: The location of the hump does
not vary very much and the hump itself is equally prominent in all four cases. This
agreement suggests that these lattices can be mapped onto a shoulder-like potential,
which may thus be viewed as an eective description of an actual physical system
as simple as a compressible liquid drop, albeit in the regime where drop-drop forces
are many-body. In other words, an emulsion of monodisperse liquid drops can be
considered as an exact micromechanical model for some of the eects associated
with shoulder-like potentials.
The analogy is not entirely complete because the version of the liquid-drop model
presented here does not include the translational entropy of the drops. On the other
hand, if the drops are to be regarded as models of spherical polymer brushes, the
entropy due to the internal motion of the polymer chains is there as witnessed by the
ideal-gas-type lnV term in the free energy [Eq. (2.1)]. At large compressions, we may
expect that this part of the entropy is dominant and so the liquid-drop model should
be rather accurate whereas the intermediate-compression regime can be studied
using simulations based on the analytical drop-drop interaction [Eq. (3.10)].
* * *
Apart from elaborating its rich phase diagram, this chapter points to several
aspects of the liquid-drop model to be explored in the future. The power-law small-
indentation interaction can be used to numerically study the structure, dynamics,
and rheology of disordered liquid-drop systems, which would provide a fresh insight
into many experiments [80]. Especially intriguing is the almost linear-ramp repul-
sion, which is expected to give rise to an anomalously small shear modulus of the
low-density FCC lattice. Lastly, by mapping the liquid-drop model onto eective
pair potentials such as square-shoulder, square-well, and linear-ramp interaction one
would make the theoretical predictions obtained based on these interactions much
more realistic.
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In this Chapter we turn to soft nanoparticles trapped at an interface between two
immiscible uids, say oil and water. We describe their shape and interaction us-
ing the liquid-drop model which was shown in Chapter 3 to provide a interest-
ing interpretation of, e.g., their packing into three-dimensional crystals. Since the
initial experiments of Ramsden [81] and Pickering [82] over a century ago, it is
known that colloidal particles strongly bind to uiduid interfaces and can sta-
bilize emulsions and foams against decomposition [83, 84]. The simplest physical
model which explains this behavior revolves around minimization of the total inter-
facial energy [83, 85, 86]. When a spherical particle moves from the oil phase to the
oil-water interface, the change in total interfacial energy reads
Fd = πR
2γow(1− cos θ)2, (4.1)
which is referred to as the detachment energy. Here R is the particle radius, γow
is the surface tension of the oil-water interface, and θ is the contact angle between
the interface and the particle (Fig. 4.1). The contact angle θ is related to parti-






where γpo and γpw are the surface tensions of the particleoil and particlewater
interfaces, respectively. For micrometer-size particles at an interface with γow =
50 mN/m, the detachment energy Fd is of the order of ∼ 107kBT , which is much
larger than the thermal energy. As a result, these particles irreversibly attach to the
Figure 4.1: Equilibrium state of a spherical particle at an oil-water interface determined by
the force balance between the oil-water, particleoil, and particlewater surface tensions
γow, γpo, and γpw, respectively. R is the radius of the particle and θ is the particle-interface
contact angle.
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interface. Even for particles of radius of the order of 1 nm, the detachment energy
is several tens of kBT ; provided, of course, that the continuum description used in
Eq. (4.1) is applicable at these small length scales.
Particles adsorbed at a uiduid interface were found to experience a number
of particle-particle interactions. The most evident type of interaction between them
is the capillary force associated with the formation of a meniscus around each par-
ticle. In addition to the capillary force, there also exist several other interparticle
interactions induced or mediated by the interface as illustrated in Fig. 4.2. Below
we provide a more detailed explanation of these eects.
Figure 4.2: Illustrations of interactions between particles at an interface. (a) Charge screen-
ing in the water phase of an air-water interface causes particles to act like charged oriented
dipoles resulting in electrostatic repulsion. (b) Water trapped on the surface of particles at
the oil-water interface further enhances their electrostatic repulsion. (c) Capilary attrac-
tion caused by the distortion of the interface because of gravitational pull of the particles.
(d) Quadrupolar attraction caused by anisometric or anisotropic particles. (e) Long-range
attraction caused by the deformation of interface due to electric elds between charged par-
ticles. (f) Attraction caused because of non-uniform distribution of charges at a particle's
surface. Reproduced from Ref. [87].
4.1 Experimental observations
In this Section, we review the key phenomena and interactions observed in col-
loidal particles at an interface. We rst discuss experiments involving classical,
micrometer-size particles and then turn to soft colloids. At the end of the Section
we describe a recent experiment that motivated our theoretical work in this eld.
Interactions at interface
Electrostatic repulsion
One of the most important experiments describing the interactions and structure
of colloidal particles at a planar interface was conducted in 1980 by Pieranski [85]
who studied charged micrometer-size polystyrene spheres at the air-water interface
(Fig. 4.3).
Pieranski observed that these particles strongly adsorb at the interface and,
despite the presence of strong Brownian motion, they never penetrate in the bulk.
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Figure 4.3: Experimental setup used by Pieranski [85]. Polystyrene spheres are trapped at
the air-water interface and observed by an inverted microscope through a cylindrical glass
test tube.
He attributed this behavior to the presence of a surface energy well. A sphere at
the air-water interface carries three surface energies:
(i) energy of polystyreneair interface Epa = γpa2πR2(1 + ˜︁z),
(ii) energy of polystyrenewater interface Epw = γpw2πR2(1 + ˜︁z), and
(iii) negative energy of air-water interface Eaw = −γawπR2(1− ˜︁z2).
Here γ's are the corresponding surface tensions and ˜︁z = z/R is the vertical coordi-
nate of the center C of the sphere with respect to water level. The total energy
E
πR2γaw
= ˜︁z2 + 2(a− b)˜︁z + 2a+ 2b− 1, (4.3)
where a = γpa/γaw and b = γpw/γaw, indeed has a minimum at a certain ˜︁zeq which
can be calculated given the values of a and b.
Pieranski also observed a uniform distribution of particles over all available in-
terface area. Colloidal particles were already known at the time to carry electrical
charges which cause screened electrostatic forces between them, and these forces are
described by the DebyeHückel theory [88].
According to this theory, the coions and the counterions in the medium sur-
rounding the colloidal particle obey the MaxwellBoltzmann statistics so that the









where ρ(0)j is the reference density of species j far from any charged bodies, ej is
the charge of species j, and φ is the electric potential. The net charge density and
the electric potential are also related by the Gauss' law −∇2φ = ρ/εε0, where ρ is
the charge density. By solving for φ at high temperatures where the Gauss' law can
be linearized we nd that electric potential decays exponentially with distance, the
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(Here we assume that in both coions and counterions |ej| = e. Since the medium
must be neutral, the reference charge densities must be equal too and are thus
denoted by ρ0.) The Debye length measures how far from the colloidal particles
does the electric eld penetrate into the medium.
Pieranski's explanation of the uniform distribution of particles was that the par-
tial immmersion of polystyrene particles in water resulted in a vertical asymmetric
distribution of charges on the particles, which in turn created oriented dipoles per-
pendicular to the interface repelling each other when in close proximity (Fig. 4.2a).
This potential was found to decay as 1/r3, where r is the distance between particles.
This interaction extended over a range longer than 10 µm, a distance much larger
than the 0.245 µm diameter of the particles. Photographs of Pieranski's experiments
show that at large enough concentrations particles crystallize in the hexagonal lattice
(Fig. 4.4a).
Figure 4.4: Photographs of polystyrene spheres (black dots) at the air-water interface:
Ordered hexagonal structure (a), disordered structure (b). Reproduced from Ref. [85].
A number of researchers after Pieranski have further examined the interactions
as well as the structures formed by particles at interfaces. Hurd and Schaefer in 1985
used silica microparticles on a at air-water interface in order to study the eect of
charge screening on the aggregation strength [89]. They added CaCl to the water
until the electrolyte concentration was very large, and they observed that after only
1 hour most particles would irreversibly aggregate, producing low-dimensionality
clusters with a stringy appearance. Their results were compared and found to be
similar to the cluster-cluster aggregation model proposed by Kolb et al. in 1983 [90],
by which an initial number of point particles are introduced and grow over time
using a kinetic mechanism similar to the diusion-limited aggregation proposed by
Witten and Sander in 1981 [11].
Electrostatic repulsion in both phases
In contrast with the air-water interface experiments by Hurd and Schaefer, Aveyard
et al. in 2002 [91] observed that at an oil-water interface the total repulsive force
between charged particles is long-range and independent of the ionic strength of the
aqueous phase rather than screened (Fig. 4.5). This interesting nding is attributed
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to the presence of ionizable surface groups at the particleoil interface (e.g., the
sulphate groups), which lead to an eective interaction resembling that between a
dipole and a point charge.
Figure 4.5: Measured repulsive force between micrometer-size colloidal particles at the
oil-water interface (symbols) together with the theoretical t based on a model including
ionizable surface groups at the particleoil interface (solid line). Dashed line shows the
t based on an earlier theory postulating an asymmetry of the distribution of coions and
counterions in water because of the oil-water interface; this t is evidently poor. Inset
shows the log-log plot supporting the long-range L−4 nature of the force. Reproduced
from Ref. [91].
Capillary attraction and Cheerios eect
Buoyant spherical particles at an interface were observed to move towards each other
and form aggregates over a time scale of several seconds to minutes (Fig. 4.2c). This
phenomenon is often referred to as the Cheerios eect [92] after cereals at the air
milk interface; after they form, aggregates of cereals often move towards the wall of
the bowl. The same behavior can be seen in a Petri dish with bubbles formed on
water surface (Fig. 4.6).
The mechanism behind the attraction is as follows. Wetting eects near the
wall of the container cause the interface to distort and form a meniscus as shown in
Figure 4.6: The Cheerios eect: Cereal at the airmilk interface aggregate with each
other before moving towards the walls of the bowl (a). The same phenomenon observed
using bubbles at the air-water interface (b) [92].
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Fig. 4.1. Particles at the interface experience an upward force due to buoyancy, but
since they are constrained to lie at the interface and cannot simply move upwards,
they choose the next best option available which is to climb uphill the meniscus. As
a result, particles are attracted to each other and to the wall [92].
Quadrupolar capillary forces
Particles deforming a uiduid interface need not be symmetrical. In anisometric
(e.g., needle-like) particles, the contact line and the meniscus have an undulating
height prole, which leads to multipolar capillary interactions (Fig. 4.2d). Asym-
metry can be caused either by shape or by chemical heterogeneity. This causes
particles to not only attract but also to rotate around the vertical axis and orient
themselves as dictated by the surface energy, giving rise to complex physics which
extends beyond the scope of this Thesis [93, 94, 95, 96, 97].
Reynaert et al. in 2006 examined the eects caused by the addition of surfactant
to the water phase in combination with a varying screening length [98]. Their expe-
riments report a comprehensive collection of a variety of self-assembled structures of
particles at interfaces. The structures obtained are very similar to the ones by Hurd
and Schaefer at zero concentration of surfactant (Fig. 4.7a). On the other hand, as
concentration of surfactant increases, the fractal dimension of aggregates decreases
and they become more open, as shown in Fig. 4.7d. This change in structure was
attributed to the changes in wettability and the oil-water surface tension, both of
which aect the capillary interaction between the aggregates. Reynaert et al. argued
that a further push of particles in the oil phase because of the presence of the
Figure 4.7: Monolayer of micrometer-size polystyrene particles aggregating at an oil-water
interface at dierent times: t = 0 h (a), t = 330 h (b), t = 480 h (c), and t = 550 h (d).
Water contains surfactant, which aects the interparticle interaction and leads to formation
of fractal aggregates. Reproduced from Ref. [98].
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surfactant makes the capillary attraction between aggregates more isotropic, as it
reduces the quadrupolar capillary eect.
Long-range attraction
Nanometer- and micrometer-size particles at uiduid interfaces were so far found
to exhibit (i) repulsive electrostatic interaction which stabilizes them in crystal struc-
tures and (ii) capillary attraction which causes the particles to move towards each
other or/and the wall of the container. But it was observed that particles attract each
other even in absence of area connement [99, 100], suggesting that like-charged par-
ticles can also experience attractive interactions (Fig. 4.2e). Nikolaides et al. in 2002
shed light on this phenomenon [101] by conducting experiments using poly(methyl
methacrylate) (PMMA) particles. They argued that the attractive behavior arises
because the dipolar elds around each particle create electrical stresses that distort
the oil-water interface. The dielectric constant of water is 40 times larger than that
of oil (80 vs. 2) and thus the intensity of electric eld is roughly 40 times smaller
in water than in oil. As a result, the interface is shifted towards the oil in order to
lower the total interfacial energy. Particles then behave as if they were pulled into
water, and this increased wetting results in a lower total electrostatic energy.
Figure 4.8: Illustration of the distortion caused by electrical stresses on the oil-water
interface because of the presence of charged particles in mediums with largely dierent
dielectric constants. Reproduced from Ref. [101].
Attractive interaction on dipole alignment
Another phenomenological model which attempts to explain long-range attraction
between particles was proposed by Chen et al. in 2009 [102], a schematic of which
is presented in Fig. 4.2f. Their interpretation of the phenomenon is based on the
assumption that the electrostatic potential produced by an interfacial particle is not
uniformly distributed but divided into smaller patchy surface charges. For a pair
of particles at the air-water interface depicted in Fig. 4.2f, one can assume that
the particle surface in contact with water is comprised of these small charges, each
bearing a surface charge of −e′. Then the counterions in water have an eective
net charge of +e′ at a distance equal to the screening length λD form the sphere's
surface. As a result, each piece of the surface can be treated as a small dipole with
its direction normal to the local surface and amplitude proportional to e′λD.
For uniformly distributed surface charges, the eective dipole moment after sum-
ming up all small dipoles is always perpendicular to the interface since the horizontal
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segments are cancelled out with each other because of spherical symmetry. How-
ever, for a non-uniform distribution of surface charges, the horizontal segments can-
not cancel, thus giving rise to an eective dipole moment with a vertical but also
a horizontal component which rotates randomly in the plane of the interface due
to Brownian rotation. For uniformly distributed charges on the particle surface,
Pieranski calculated that the eective repulsion between particles scales as 1/r3, r
being the distance between the particles [85]. The interaction potential between two
horizontal dipoles has the form [101]




where f(φ1, φ2) = 3 cos(φ1) cos(φ2)− cos(φ2 − φ1) describes the alignment between
the two horizontal dipoles with an orientation specied by angles φ1 and φ2 with re-
spect to the vector connecting the two particles [102]. Then the eective interaction
potential UD(r) between two particles is given by
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is the thermal average over φ1 and φ2. By












that is, a 1/r6 attraction [102].
Soft particles
Studies presented so far in this Chapter discussed hard particles, but similar ex-
periments can be performed using soft deformable particles. Like hard particles,
soft ones too spontaneously adsorb at liquid interfaces and facilitate formation of
Pickering emulsions, but in most other aspects they behave quite dierently. Of-
ten used are cross-linked polymer microgels like poly(N-isopropylacrylamide) (PNI-
PAm, Fig. 4.9), as they are easy to synthesize and are commercially readily avail-
able. The typical hydrodynamic diameter of these microgels ranges between 300
and 1000 nm [106].
Figure 4.9: Chemical structure of NIPAm monomer (a). Also indicated are its hydrophilic
and hydrophobic parts. Reproduced from Ref. [103]. Illustration of a typical microgel
architecture (b) [104]. Polymer density prole for a PNIPAm microgel (c) [104, 105].
Dashed line corresponds to the density prole of a hard particle.
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Unlike hard colloidal particles, soft particles deform as they adsorb at interfaces
and their shape is governed by a balance between bulk elasticity and surface ten-
sion [43, 107]. A number of experiments [108, 109, 110, 111, 112] showed that soft
microgel particles spread as they adsorb at the oil-water interface and adopt a fried-
egg structure, while Geisel et al. showed that the hydrated cores protrude into the
oil phase [113, 114] (Fig. 4.10).
Figure 4.10: Illustration of the fried-egg shape that soft particles assume when placed at
an oil-water interface. The cartoon is consistent with the observed hydrophilicity and the
spread of these particles along the interface. Reproduced from Ref. [114].
The fried-egg conformation is due to the fact that the cross-linking density of
the PNIPAm microgels is not homogeneous and decreases toward the periphery of
the particles. Therefore the particles have a core-shell structure where the core is
more strongly cross-linked and less deformable than the corona, which is composed
of dangling polymeric chains (Fig. 4.9b). As the cross-linking density of such mi-
crogels decreases, which increases microgel deformability, their hexagonal packing
at the interface (Fig. 4.11) remains unchanged but the interpenetration of the dan-
gling chains increases [109, 110]. The microgel geometry as well as the stability of
microgel-stabilized emulsions were shown to depend on temperature and pH as well
as on their cross-linking density [110, 112, 115, 116, 117, 118, 119]. On the other
hand, electrostatics was found to have no impact on the microgel organization or
the emulsion stability [120, 121]. All in all, the organization of microgel particles
at oil-water interfaces is still a topic under investigation as emphasized in several
recent reviews [104, 122, 123].
Figure 4.11: Cryo-SEM images of cross-linked microgels at the oil-water interface (a).
Microgel core-shell structure and illustration of their hexagonal arrangement at the inter-
face (b). Reproduced from Ref. [110].
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Isostructural phase transition in 2D
Particles at an interface do not exhibit the wide range of lattice structures that
particles in bulk do. Most often, particles form either a disordered phase (Fig. 4.4b)
or a hexagonal lattice (Fig. 4.4a), and only under very specic circumstances a square
lattice [124, 125]. Therefore, the report of an isostructural phase transition between a
low- and a high-density hexagonal lattice in hard-core/soft-shell PNIPAm microgels
of diameter of 546±50-nm at an oil-water interface by Rey et al. in 2016 [23] is
anything but common. This transition was observed upon in-plane compression
(Fig. 4.12) and to the best of our knowledge, Ref. [23] is the rst report of such a
transition in any 2D system.
Figure 4.12: Illustration of the side view of hard-core/soft-shell PNIPAm particles at an
oil-water interface (a). AFM images combined with top-view illustration of hard-core/soft-
shell particles compressed against each other (b). AFM images of the gas-like phase (I), the
low-density hexagonal lattice (II), the transitional region between a low- and high-density
hexagonal lattice (III and IV) (c). Adapted from Ref. [23].
The main ndings of this experiment are summarized in Figs. 4.13 and 4.14,
which show the compression isotherm and the nearest-neighbor interparticle dis-
tance, respectively. It is instructive to divide the phase sequence into ve regions
(Fig. 4.12). In region I, the system is similar to a gas phase, where the particles are
separated by more than their average in-plane diameter. In region II, the particles'
coronas are compressed and deformed, resulting in a steep change of surface pres-
sure. In region III surface pressure plateaus, shell-shell contacts start to fail whereas
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Figure 4.13: Isotherm and surface AFM images obtained for the compression of hard-
core/soft-shell PNIPAm nanoparticles at an interface [23]. Pressure is nearly constant at
phase coexistence. Region I is the gas phase, region II is the low-density hexagonal lattice,
region III is phase coexistence, region IV is the high-density hexagonal lattice, and region
V denotes sample buckling. Reproduced from Ref. [23].
core-core contacts appear, and this results in the isostructural phase transition. In
region IV we can see that the close-packed monolayer can be further slightly com-
pressed until it buckles (region V). In the isotherm (Fig. 4.13), the ve regions are
rather clearly visible.
In Fig. 4.14 the nearest-neighbor interparticle distance d versus specic area is
displayed in more detail. In regions I and II the distance between particles decreases
upon compression. In region III where the coexistence between the two lattices is
present, both lattice constants appear as the system includes an increasing portion
of particles in the high-density hexagonal lattice. In regions IV and V all particles
have transitioned to the high-density hexagonal lattice.
Motivated by the ability of the liquid-drop model to predict isostructural phase
transitions as discussed in Chapter 3 [33], we attempt to shed light to these ex-
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Figure 4.14: Nearest-neighbor interparticle distance d versus specic area Ap [23]. Two
lattice constants are evident in region III, which represents coexistence of the low- and the
high-density hexagonal lattice.
perimental observations. To this end, we adapt the model to describe drops at a
uiduid interface. We dene two additional surface tension ratios which describe
the eect of a uiduid interface on the liquid drop. Our goal is to examine whether
combinations of the parameters of the liquid-drop model produce theoretical results
which agree with the data reported in Ref. [23] for the isotherm as well as the lattice
constants (Figs. 4.13 and 4.14, respectively). Below we show that the liquid-drop
model is indeed capable of reproducing the experimental results and we estimate
the model parameters with an accuracy of 15%.
4.2 Liquid-drop model of soft particles at interface
So far we have presented two forms of the phenomenological free energy of the liquid-
drop model pertaining to drops in bulk, the rst describing isolated drops [Eq. (2.5)]
and the second describing drops in contact [Eq. (2.1)]. Both Eqs. (2.5) and (2.1)
contain a bulk term associated with the volume change of the drop, but they dier
in the number of surface terms: Isolated drops are in contact only with the solvent,
and thus a single surface energy term is required to account for the drop-solvent
contact. On the other hand, drops in contact require an additional surface energy
term in order to account for the drop-drop repulsive or attractive interaction.
We construct the free energy of drops at a uiduid interface by following the
same line of thought. In addition to the bulk term needed in order to account for the
volume change, we introduce four surface terms according to the dierent contacts
appearing between (i) drop and top uid γTAT , (ii) drop and bottom uid γBAB,
(iii) drop with another drop γCAC and (iv) top and bottom uid γIAI (Fig. 4.15).
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Figure 4.15: Soft nanoparticle, here depicted as a microgel, at an interface viewed as
liquid drop. Shown here are the four surface tensions γC , γT , γB, and γI characterizing our
model. Red, yellow, light blue, and green colors represent the contact areas of the drop
with each other, drop with top uid, drop with bottom uid, and top uid with bottom
uid, respectively.
Here γ's are the surface tensions and A's are the corresponding surface areas.
The resulting expression for the free energy then reads:
F = χ−1T
(︃




+ γTAT + γBAB + γCAC + γIAI .
(4.9)
Like in Chapter 2, χT is the isothermal compressibility at a reference volume V0
where the pressure in a bulk liquid is zero and V is drop volume. We normalize all
four surface tensions using the surface tension of the contact between the drop and











Figure 4.16: Illustration of the three surface tension ratios in the liquid-drop model of soft
nanocolloidal particles at an interface.
The physical meaning of each of the above parameters is as follows. Drop-
drop/drop-solvent surface tension ratio ω controls whether drop-drop interaction is
attractive (ω < 1) or repulsive (ω > 1) on contact. Top-to-bottom surface tension
ratio δ controls the preference of the drop's contact with either top or bottom uid.
Oil and water are two often-used liquids in experiments [23, 114, 126], with oil being
on top and water at the bottom. In this case, δ mimics the eect of hydropho-
bicity or hydrophilicity, with δ > 1 and δ < 1 rendering the drop hydrophilic and
hydrophobic, respectively.
If δ is dierent from 1, a meniscus forms at the drop, and this gives rise to capil-
lary interactions like in hard particles at an interface as discussed in the introduction
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of this Chapter. At the nanoscale, the validity of the continuum description of the
meniscus is questionable although the eect itself may well be relevant, and thus we
restrict the discussion to the case δ = 1. As we show below, the phenomenology of
the system in this limit is rich enough even with this restriction.
The last dimensioness parameter of interest is the ratio of tension of the uid-
uid interface and the tension of the drop-bottom uid interface ε which controls
how strongly the drop is deformed at the interface; this eect also depends on δ but
as mentioned above, we focus on the case δ = 1. If the uid-uid tension vanishes so
that ε = 0, the resting drop shape is spherical but as ε is increased, the drop spreads
across the interface in order to reduce the uid-uid contact area and the resting
drop shape is lens-like. Some of the numerically obtained resting drop shapes are
shown in Fig. 4.17.
Figure 4.17: Numerically obtained resting shapes of δ = 1 drops with reduced Egelsta
Widom length Ψ = 10, 1, and 0.1 at ε = 0.4, 0.8, 1.2, and 1.4. The drop-top uid interface
is yellow whereas the drop-bottom uid interface is blue; the uid-uid interface is green.
As Ψ is increased at xed ε, drop size decreases. With increasing ε the drop shape is
increasingly more lens-like.
The reader will notice that although the size of the resting drop in Fig. 4.17
depends on the reduced EgelstaWidom length Ψ, its shape is controlled solely
by ε. We turn to this point in Sec. 4.3.
4.3 Shape of resting drop
If the tensions of the drop against the top and the bottom uid are the same, i.e., if
δ = 1, we can calculate the resting shape of an isolated drop analytically because in
this case the uid-uid interface remains planar and no meniscus is formed around
the drop. The lens-like shape of the drop consists of two spherical caps of height H∗
and radius Rcap (Fig. 4.18). To evaluate the energy of the drop given by Eq. (4.9)





πH2∗ (3R∗ −H∗) (4.11)
and
A = 4πR∗H∗. (4.12)
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Figure 4.18: Geometry of the lens-like resting shape of the drop at a uiduid interface;
R∗ is the resting radius of the drop dened by the curvature of the caps, Rcap is the in-plane
radius of the two caps and H∗ is their height.
We also need to take into account the decrease of the area of the uid-uid interface
due to the drop. This area corresponds to the base of the two caps and is given by
∆AI = πH∗(2R∗ −H∗). (4.13)
Instead of including a positive uid-uid interfacial energy term of type γIAI , where
AI is the total area of this interface, we can drop the additive constant and only
consider the change of this energy due to the drop. This term reads −γI∆AI =
−εγB∆AI ; as already mentioned, we restrict the discussion to δ = 1 so that γB = γT
and we denote these two surface tensions by γF for consistency with Chapters 2













+4πγFR∗H∗ − πεγFH∗(2R∗ −H∗). (4.14)













µ2Ψ,ε (3λΨ,ε − µΨ,ε)
)︃]︃
+4πλΨ,εµΨ,ε − πεµΨ,ε(2λΨ,ε − µΨ,ε). (4.15)
This equation is the analog of Eq. (2.8), and it is easy to see that it reduces to










are the dimensionless cap radius and height, respectively.
93
Chapter 4. Nanoparticles at interface
The resting values of λΨ,ε and µΨ,ε correspond to the minimum of Eq. (4.15) and































µΨ,ε = 0. (4.19)
These equations can be recast in a much simpler and telling form by solving
Eq. (4.19) for the expression in the square bracket and inserting the bracket in




λΨ,ε − µΨ,ε = 0, (4.20)






depends only on the reduced uid-uid tension ε but not on the reduced Egelsta






(1 + ε/4) (1− ε/2)2
= 0. (4.22)
By setting ε = 0, we recover Eq. (2.11) which pertains to isolated drops in the bulk.
Equations (4.20) and (4.22) suggest that the value of ϵ = 2 is special: Eq. (4.20)
has physically meaningful positive solutions for both µΨ,ε and λΨ,ε only if ε < 2 and
Eq. (4.22) implies that as ε → 2, λΨ,ε must diverge. Physically, the limit of ε → 2
corresponds to the case where the uid-uid tension is twice the drop-uid tension.
In this limit, the free energy gained by putting the drop at the interface exactly
outweighs the free energy of the two caps in very attened drops with µΨ,ε ≪ λΨ,ε
(Fig. 4.19). Thus at ε = 2 the drop spreads over the uid-uid interface, forming
a thin lm; clearly this behavior is not relevant in the context of the liquid-drop
model as a coarse-grained description of soft nanoparticles.



















1− (12Ψ3/81)(1 + ε/4)(1− ε/2)2
(1 + ε/4)(1− ε/2)2
}︄1/3
; (4.24)
µΨ,ε is then given by Eq. (4.21).
Despite the appearance, both λΨ,ε and µΨ,ε given by Eq. (4.23) and (4.21), re-
spectively, are real as they must be. Figure 4.20 shows the dependence of λΨ,ε and
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Figure 4.19: Lens-like drops for a given Ψ in the limit of ε → 2. Figures are drawn to
scale; as shown in Fig. 4.17, the value of Ψ does not eect the shape of the drop.
Figure 4.20: Dependence of the dimensionless radius of the lens-like liquid drop at an in-
terface λΨ,ε = R∗/R0 (solid lines) and its dimensionless half-height µΨ,ε = H∗/R0 (dashed
lines) on the reduced uiduid interfacial tension ε for reduced EgelstaWidom length
Ψ = 0.1, 1, and 10.
µΨ,ε on ε for various Ψ. Note that at all Ψ, λΨ,ε = µΨ,ε at ε = 0, i.e., when the
uid-uid interfacial tension vanishes: In this case, the resting shape of the drop is
a sphere. As ε approaches the critical value of 2, λΨ,ε diverges whereas µΨ,ε goes to
0. This describes the limit where the drop spreads across the uid-uid interface.
One may wonder whether the drops necessarily bind at the interface. It is easy
to see that this must be the case. If δ = 1, a drop suspended in the bulk will
always reduce the uid-uid interfacial area (Fig. 4.21) and thus the total surface
energy, even if it does not undergo any deformation upon binding. Any further
deformation towards a lens-like shape will, of course, additionally decrease the uid-
uid interfacial free energy at the expense of the bulk and the drop-uid terms.
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Figure 4.21: Bound vs. unbound drop. Unbound drops (a) migrate onto the uiduid
interface in order to reduce the interfacial tension, as shown in Sec. 4.1. Bound drop at
an interface with zero uiduid interfacial tension retains the same spherical shape as in
bulk (b). In general, the uiduid interface carries a larger-than-zero interfacial tension,
and thus drops extend along the interface and acquire a lens-like shape (c).
Like in Sec. 2.3, it is instructive to look for approximate analytical expressions
for λΨ,ε and µΨ,ε in two limiting cases, that is for ε close to 2 and to 0.
ε → 2 expansion
For ε close to 2, we expect that λΨ,ε ≫ 1 and thus λ3Ψ,ε ≫ Ψλ2Ψ,ε. Then Eq. (4.22)
can be simplied to
λ3Ψ,ε −
1
(1 + ε/4) (1− ε/2)2
= 0 (4.25)






















These two expressions describe the exact behavior rather well as shown in Fig. 4.22.
ε → 0 expansion
For ε close to 0, we expand the third term in Eq. (4.22) to linear order in ε to nd










Like in Sec. 2.3, we solve this equation separately for Ψ ≪ 1 and Ψ ≫ 1. In the
former case, we write λΨ,ε = 1+ δ, where δ ≪ 1, and we expand Eq. (4.28) to lowest

















Figure 4.22: Exact (blue lines) vs. ε → 2 approximate solutions (green lines) for λΨ,ε (solid
lines) and µΨ,ε (dashed lines), at Ψ = 1 (a) and Ψ = 10 (b). The primary horizontal axis
in this log-log plot is 2 − ε rather than ε for clarity. The agreement of the approximate
and exact solutions is fairly good as ε → 2 and better at small reduced EgelstaWidom
lengths Ψ than at large ones.



















Again, the agreement of exact and approximate analytical results is very good, as
shown in Fig. 4.23.
4.4 Phase diagram
After examining the resting shape of drop at an interface in detail, we now turn to
the phase diagram of an ensemble of such drops at dierent specic areas a, that
is at dierent projected areas per particle. Like in Chapter 3, our strategy is to
compare several trial lattices and compute their deformation free energy using the
cell approximation and Surface Evolver at the same specic area. We express the




µΨ,ε(µΨ,ε − 2λΨ,ε)2R0. (4.33)
The lattices compared include hexagonal, square, rectangular, and oblique. We use
Surface Evolver [42] to compute the minimal-energy shape of the drops upon quasi-
two-dimensional deformation. We keep δ equal to 1 in every examined combination
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Figure 4.23: Exact (blue lines) vs. ε → 0 approximate solutions (green lines) for λΨ,ε (solid
lines) and µΨ,ε (dashed lines), at Ψ = 0.1 (a) and Ψ = 10 (b). Approximate solutions are in
a rather good agreement with the exact solutions, the agreement being better at small Ψ's.
of parameters. This restriction allows us to explore types of interactions other than
those due to wetting. At the same time, one would expect that hydrogel particles
must be hydrophylic simply because they contain water, and this is conrmed by
experiments [23, 114, 126]. Thus a value of δ > 1 is more realistic. Experiments
reported in Refs. [23, 114, 126] also suggest that the hydrogel particles at oil-water
interface have a pronounced lens-like rather than spherical shape so that ϵ should
be larger than 0.
Figure 4.24 shows that the change in shape and size of drops at an interface
is signicantly dierent compared to drops examined in Chapter 3. Incompressible
drops maintain their volume almost unchanged regardless of the compression applied
or the value of ε, as shown by the Ψ = 0.01 curves in Figs. 4.24a and c where we
plot the ratio of drop volume at a given specic area a/σ2∗ and in the resting state
V/V∗. As Ψ is increased, the decrease of volume upon compression is increasingly
more prominent as evidenced by an ever smaller ratio V/V∗ viewed as a function of
Ψ at a xed a/σ2∗. Interestingly, at large Ψ the volume ratio in the regime of small
a/σ2∗ approaches a limiting value. Another peculiarity seen in Figs. 4.24a and c is
that for a range of specic areas a/σ2∗, the volume ratio V/V∗ in very compressible
drops (say those with Ψ = 100) is larger than in less compressible ones (say those
with Ψ = 10, 1, and 0.4). At ε = 0.6 and 1.4, this behavior is seen for specic
volumes between 0.55 and 0.8 and between 0.66 and 0.72, respectively.
A similar trend is found when examining the area of drops. While at large
compressions the most compressible drops attain the smallest relative area, there
exist values of a/σ2∗ where these drops have a larger relative area than the less
compressible ones. Specically, this can be seen in Fig. 4.24b for 0.57 6 a∗ 6 0.75
and in Fig. 4.24d for 0.54 6 a∗ 6 0.8. Also, Figs. 4.24b and d show that the area of
drops upon compression can either decrease or increase depending on the value of
ε and Ψ, contrary to drops in bulk where it necessarily decreases. For example, at
ε = 0.6 (Fig. 4.24b) the area decreases upon compression in Ψ & 0.5 drops whereas
in drops with Ψ . 0.3 it increases upon compression. Figure 4.24d shows that as ε
increases, the value of Ψ beyond which drops increase their area becomes smaller.
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Figure 4.24: Relative change in volume V and area A of a liquid drop compared to its
resting volume V∗ and resting area A∗, respectively, for ε = 0.6 and 1.4 (panels a-b and
c-d, respectively) for Ψ = 0.01, 0.1, 0.4, 1, 10, and 100.
Figure 4.24b also shows that there exist combinations of ε and Ψ for which the
relative area is kept almost unchanged; in this gure, e.g., for ε = 0.6 and Ψ = 0.4.
We now examine the deformation free energies for the dierent lattices vs. specic
area. First we describe their general features and then we turn to two interesting
phenomena directly associated with these results.
Figure 4.25 shows representative examples of the deformation free energies of
the trial lattices in slightly compressible drops with Ψ = 1 and in very compressible
drops with Ψ = 100 at reduced uid-uid interfacial tensions ε = 0.6 and 1.4. These
are the oblique lattice with the angle θ = 30, 45, 60, 75, and 90o, with the θ = 60o
and 90o corresponding to the hexagonal and to the square lattice, respectively. We
also computed the deformation energy of the rectangular lattice for aspect ratios
a/b = 0.95, 0.90, 0.85, and 0.8. For all combinations of model parameters Ψ, ω,
and ε that we explored, the deformation energy of the rectangular lattice was larger
than that of the square lattice, which never appears in the phase diagram itself.
Figures 4.25a and b show that Ψ = 1 drops do not undergo an isostructural
phase transition and that of all trial lattices the hexagonal is the one with the
smallest deformation energy. The same observation can be seen in Figs. 4.25c and d
where we compare the deformation free energy of very compressible drops with
Ψ = 100. Nevertheless, it is remarkable to note that the liquid-drop model can
predict isostructural phase transitions as well as phase transitions not only in the
hexagonal but between other lattices too, should the hexagonal lattice be absent.
The reader will notice that in Fig. 4.25 the specic area a/σ2∗ at which the rst
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Figure 4.25: Deformation free energies of oblique lattices vs. specic area a/σ2∗ at angle
θ = 30, 45, 60, 75, and 90o at Ψ = 1 and 100, ε = 0.6, and 1.4. The hexagonal lattice (θ =
60◦) has the smallest deformation energy among all, which makes it the most favorable.
neighbors come in contact in the oblique lattice with θ = 30◦ and 45◦ is larger
than 1. The deformation energy for the oblique lattice at the same values of θ as in
Fig. 4.25 but for a broader range of specic areas is plotted in Fig. 4.26. Here the
specic areas at which rst neighbors come in contact at the θ = 30◦ and θ = 45◦
can be clearly read o.
The specic area where rst neighbors come in contact in an oblique lattice (ac)
Figure 4.26: Deformation free energy vs. specic area a/σ2∗ for the oblique lattice with angle
θ = 30◦, 45◦, 60◦, 75◦, and 90◦. Denoted under the dashed ∆F = 0 line are the specic
areas a/σ2∗ at which the contact between rst neighbors in each lattice is established, in
agreement with Eq. (4.34) and Fig. 4.27.
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can be calculated using geometrical arguments. The specic area at contact is given
by the area of a rhombus dened by the long and short diagonal specied by lattice




⎧⎨⎩ |a||b| sin θ/(|a|2 − 2|a||b| cos θ + |b|2), θ < π/3|b| sin θ/|a|, π/3 < θ < π/2 . (4.34)
The two branches of Eq. (4.34) are plotted in Fig. 4.27. The number and position
of rst neighbors changes with θ, the angle between vectors a and b, aecting both
the size and shape of the unit cell. While θ < 60◦, the number of rst neighbors
is 2, along the direction dened by vector d = a−b (and its mirror image along the
center of the rhombus −d). A decreasing angle θ drives the rhombus area to innity.
The specic area at contact ac/σ2∗ becomes minimal at θ = 60
◦, which denotes the
hexagonal lattice. At this point, the number of rst neighbors is 6. The hexagonal
lattice oers the closest packing for incompressible discs at an interface, minimising
the wasted space between them. For θ > 60◦ the number of rst neighbors reduces
to 4 along vectors a and b and the specic area of rst contact again becomes
suboptimal.
Figure 4.27: Specic area at contact in the oblique lattice for various angles θ between
vectors a and b (dark blue). The red line denotes the θ = 60◦ case, where the packing
is optimal and specic area at contact ac/σ2∗ is minimal. The number of rst neighbors
changes from 2 to 6 to 4, for angles θ < 60◦, 60◦, and > 60◦, respectively.
Suppressed formation of contact zones
Before analyzing the phase diagram and the dierent mechanisms in our model that
give rise to an isostructural phase transition, we discuss an interesting phenomenon
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where drops pressed together do not form contact zones at the smallest density
where they are in contact but only beyond some larger density. An example of this
eect is shown in Fig. 4.28 where we plot the area of the contact zone of a Ψ = 0.1,
ϵ = 1.4, and ω = 0.8 drop in the hexagonal lattice vs. specic area. In this lattice,
drops are in contact at specic area ac/σ2∗ =
√
3/2 ≈ 0.866, and this point is
indicated by arrow. However, the contact area remains zero down to a specic area
of ≈ 0.5 although the drops are nominally attractive, i.e., although ω < 1. This
eect is referred to as the suppressed formation of contact zones, and it is present
for many combinations of model parameters.
Figure 4.28: Area of drop-drop contact zones vs. specic area a/σ2∗ showing that contact
zone formation is withheld in incompressible and lens-like drops. Drops prefer to deform
rst towards spherical shape, and form drop-drop contacts only beyond this point. Here
Ψ = 0.1, ω = 0.8, and ε = 1.4.
This phenomenon is explained by considering the deformation of the resting
shape of drops upon compression. Figure 4.29 shows shapes of drops at various
specic areas at various reduced EgelstaWidom lengths Ψ and dimensionless uid-
uid tensions ε; the drop-drop tension ratio is 1. In all cases, we observe that the
drop-drop contact zones (red patches) appear only below a certain specic area
where the overall drop shape is round rather than lens-like. At specic areas larger
than this threshold value, the drops are in contact but they do not develop contact
zones. Instead, their shape remains roughly lens-like albeit more spherical than in
the resting state.
The key to this behavior is the rationale behind the lens-like resting shape of
isolated drops at an interface, which, as explained in the introduction to this Chap-
ter, is due to the presence of the energetically unfavorable uiduid interface. By
spreading across the interface and assuming a lens-like shape, drops more eciently
minimize the area of the uid-uid interface and thus the associated surface energy.
This takes place at the expense of the intrinsic drop energy, which is minimized by
the sphere rather than by the lens-like shape.
When an array of drops at the interface is compressed, the area of the uid
uid interface between the drops decreases and thus the mechanism stabilizing the
lens-like drop shape is increasingly weaker. This is why the small- and intermediate-
compression regimes are characterized by the transformation of the drops towards
the spherical shape, whereas formation of drop-drop contact zones takes place only
at a density where the drops are fairly spherical (Fig. 4.29). The exact threshold
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Figure 4.29: Shapes of drops with ω = 1, ε = 0.6, 1, and 1.4, at Ψ = 1, 10, and 100 at
specic areas a/σ2∗ = 0.2, 0.36, 0.52, 0.68, and 0.84. Yellow, light blue, red, and green
colors represent the contact areas between drop-top uid, drop-bottom uid, top-bottom
uids, and drop-drop, respectively. Figures are scaled such that the resting shape of drops
before compression are the same; in reality, Ψ = 1 drops have a larger V∗ and A∗ than
those with Ψ = 10 and Ψ = 100 as illustrated in Fig. 4.17.
for the appearance of contact zones depends, of course, on the value of Ψ, ε, and ω.
In Fig. 4.29 we also see that drops with a small Ψ resist formation of contact zones
more than those with a large Ψ, and that in the former elongation along the vertical
axis decreased as ε is increased.
The eect of ω on the suppressed formation of contact zones is best illustrated
in Fig. 4.30, where we plot the ratio of contact area over the total drop area for
Ψ = 1, 10, and 100, ε = 0.6, 1, and 1.4, and ω = 0.6, 1, and 1.4. Values of ω < 1
and ω > 1 indicate attraction and repulsion, respectively, on contact between drops.
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As a result, ω < 1 drops increase whereas ω > 1 drops decrease the contact area
between them. This causes ω < 1 drops to form contact areas at slightly smaller
compressions (i.e., at larger specic areas a/σ2∗), an eect which can be seen across
all combinations of Ψ and ε. The amplitude of this eect is increased at smaller Ψ's
and ε's, as evident by the increasing distance between the dierent ω curves as we
move diagonally from Fig. 4.30i to Fig. 4.30a.
Also evident in Figs. 4.30a-c is that at small Ψ's where drops elongate further
along the vertical axis upon in-plane compression, ω greatly aects the size of contact
zones at large compressions. As shown in Fig. 4.29, the neighboring contact zones
of Ψ = 1 drops approach but do not touch each other. On compression, the contact
zones expand in the vertical and in the transverse direction, which results in a
stronger dependence of the contact zone size on ω.
Figure 4.30: Ratio of contact area and total drop area for drops in hexagonal lattice for ω =
0.6, 1, and 1.4 (green, blue, and magenta lines, respectively) for Ψ = 1, 10, and 100, and
ε = 0.6, 1, and 1.4. Attractive drops form larger contact zones at smaller compressions.
Two scenarios for isostructural phase transition
As shown in Chapter 3, a competing interplay between the bulk and the surface term
in the liquid-drop model is the cause for the non-convex deformation free energy
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and thus for the isostructural phase transition. The same mechanism referred to as
scenario I is also found to be present when drops are compressed at an interface.
In addition to this, we nd a second mechanism which also generates isostructural
phase transitions (scenario II) because of the suppressed formation of contact zones.
Scenario I occurs when drops are very compressible, e.g., for Ψ = 100 (Fig. 4.31).
Because of large compressibility, the increase of the bulk term is small on moderate
and intermediate compressions and these drops form contact zones between them as
soon as they come in contact. If this contact is unfavorable because of on-contact
repulsion (ω > 1), then the total free energy will increase as a result of the increase
in the surface energy. Note here that the surface energy also increases because the
area of contact between the top and bottom uid increases as drops occupy less
space at the interface.
Figure 4.31: Deformation free energy, bulk energy, and surface energy for a very compress-
ible lens-like drop with Ψ = 100, ω = 1.2, and ε = 1, illustrating scenario I. Also indicated
in red is the contact area. Contact zones form as soon as the drop comes in contact with
its neighbors.
In very compressible drops the elongation along z-axis upon compression is mini-
mal (Fig. 4.43), and thus the surface area available to the contact zones decreases at
larger compressions. In Fig. 4.31 we see that the surface energy reaches a maximum
for a/σ2∗ ≈ 0.5. Beyond that point, the reduction of available surface area causes the
surface energy to drop and this leads to the hump in the total free energy. Further
compression eventually causes the bulk term to increase, with the total free energy
following the same trend.
Scenario II occurs when drops are less soft, e.g., for Ψ = 10 (Fig. 4.32). Here the
hump in the deformation free energy results from two eects. The rst one is the
suppressed formation of contact zones. As explained above, at small and interme-
diate compressions the less soft or incompressible drops decrease their deformation
energy by assuming a spherical shape rather than by forming a contact zone even
if drop-drop contact is favorable (ω < 1). As a result, as long as contact zones are
suppressed, the deformation free energy mostly depends on the behavior of the bulk
term. In incompressible drops, the bulk energy increases steeply even on moderate
compression and as a result the deformation free energy increases too. If the tension
ratio ω is less than 1, the contact between drops is favorable and the surface energy
decreases as soon as contact zones are formed. This causes a hump in the deforma-
tion free energy. Like in scenario I, a large compression causes a large increase in
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Figure 4.32: Deformation free energy, bulk energy, and surface energy for a moderately
compressible lens-like drop with Ψ = 10, ω = 0.4, and ε = 1.4, illustrating scenario II.
Also plotted in red is the contact area. Formation of contact zones is suppressed for this
combination of our model parameters.
the bulk term which in turn cause the deformation free energy to increase again.
Interestingly enough, scenarios I and II are not mutually exclusive. There exist
combinations of Ψ, ω, and ε where both behaviors appear one after the other, leading
to two consecutive isostructural phase transitions between a low-, intermediate-, and
high-density hexagonal lattice upon compression. The deformation energy for a drop
with Ψ ≈ 40, ω = 0.8, and ε = 1.6 is shown in Fig. 4.33. Because the changes in
the curves are not easily visible, an illustration of this combination of scenarios is
drawn in the inset to Fig. 4.33.
Combination of scenarios I and II is seen in drops that are very compress-
Figure 4.33: Illustration of the deformation free energy with two humps and thus two
isostructural phase transitions, one due to scenario I and the other due to scenario II. Dark
blue lines are the numerical deformation free energies for ω = 0.8 and ε = 1.6 for Ψ ranging
from 30 (bottom curve) to 100 (top curve). The humps in the schematic deformation free
energy in the inset (light blue) are exaggerated for clarity. Dashed lines represent the
general form of a deformation energy corresponding to each scenario, whereas solid black
lines indicate the regions where the energy is non-convex, thus marking an isostructural
phase transition.
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ible, slightly attractive on contact, and widely spread on the interface in isolation
(Fig. 4.19). Because of large compressibility, the favorable contact zones are formed
immediately on contact. This eect alone would decrease the surface energy but, at
moderate compressions, the increase of the unfavorable uiduid contact instead
results in an increase of the surface energy. Since the resting shape of the drop is
rather attened, the increase of the largely unfavorable (ε = 1.6) uiduid contact
area cannot be compensated by the formation of the slightly favorable (ω = 0.8)
contact zones. At larger compressions, contact zones between neighboring drops
eventually become large enough so as to decrease the surface energy and create the
rst hump in the deformation free energy before the latter increases again because
of the bulk term.
At larger compressions still, as contact zones occupy more and more area, the
surface term becomes small enough to compensate for the bulk term and the second
hump in the deformation free energy occurs. This can happen only if drops are
compressible enough so as the bulk term does not increase dramatically even at
large compressions. Eventually though, in both scenarios the bulk term takes over
and the deformation free energy increases on compression.
We now construct the theoretical phase diagram of drops at an interface which,
as shown above, crystallize in the hexagonal lattice only.
A representative set of phase diagrams is presented in Fig. 4.34 for 1 6 Ψ 6 1000,
ω = 0.6, 0.8, and 1, and ε = 1, 1.2, 1.4, and 1.6. In all of our phase diagrams, the
uid phase ends at a specic area of a/σ2∗ = 0.92 [127] and is indicated with a solid
vertical line. The two scenarios described above produce distinct phase diagrams;
scenario I produces phase diagrams with long coexistence regimes at large values
of Ψ (e.g. Fig. 4.34f), whereas scenario II is characterized by narrower coexistence
regimes at smaller values of Ψ (e.g. Fig. 4.34g). As already mentioned, these two
scenarios are not mutually exclusive and this can be evidently seen in Fig. 4.34b.
An increase of ε results in wider coexistence regimes in all values of the Egelsta
Widom length Ψ and tension ratio ω. This can be seen as we examine Fig. 4.34
from bottom to top. For example, in Figs. 4.34l, i, f, and c, the coexistence regime
of a drop with Ψ = 1000 starts at ρσ2∗ ≈ 1.4 and ends at ρσ2∗ ≈ 3.2, 4.1, 5.2, and 7.4,
respectively. Also evident is the fact that scenario II appears at small densities from
about 1.1 to 3 whereas scenario I can appear at densities of about 1.4 and extend
well beyond 6. Scanning Fig. 4.34 from smaller to larger values of ω shows that
scenario II cannot be present if there is no attraction on contact with neighbors.
This is reasonable as there is no force to counteract the increase of surface energy
that the increase of the unfavorable uiduid contact area brings at moderate
compressions.
4.5 Comparison with experiment
In this Section we compare our numerical results with the experimental data from
Ref. [23] concerning the isotherm and lattice spacing. We nd that isotherms ob-
tained for Ψ ranging from 5.8 to 12.6, ω from 1.25 to 1.6 and ε from 1.3 to 1.6 agree
very well with experimental data in regions I to IV described in Sec. 4.1 (Fig. 4.35);
region V is not included in our results since our model cannot describe the buckling
of particles by which they migrate outside of the uiduid interface.
Figure 4.35 shows the experimental data together with the single best-t Ψ = 8.3,
107
Chapter 4. Nanoparticles at interface
Figure 4.34: Phase diagram of drops at the uiduid interface in the (Ψ,ρσ2∗) plane for ω
= 0.6, 0.8, and 1, ε = 1, 1.2, 1.4, and 1.6. Phase boundaries are drawn using thick lines
so as to indicate the estimated numerical inaccuracy.
ω = 1.4, and ε = 1.45 isotherm. All other isotherms which too approach the experi-
mental data very well although slightly worse that the above isotherm lie within the
orange stripe around the best-t isotherm in Fig. 4.35; this representation is more
telling than showing all of the 24 second-best isotherms obtained by scanning ω and
ε with a step of 0.2 and Ψ with a step of 0.5. The semiquantitative acceptance crite-
rion used to establish whether a given theoretical isotherm is suitable was that the
deviation from the experimental isotherm be less than the estimated experimental
inaccuracy.  We note that by adjusting the model parameters, we tted the over-
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all shape of the isotherm together with coexistence areas measured relative to the
area at the point of contact, whereas the magnitudes of both the surface pressure
and specic area were free parameters.
Figure 4.35: Pressure vs. specic area for experimental data and numerical results obtained
by the liquid-drop model. Orange shading indicates the envelope of all theoretical isotherms
that approach the data reasonably well. Red curve indicates the best t obtained, which
occurs for Ψ = 8.3, ω = 1.4 and ε = 1.45.
Figure 4.36 shows the best t of the lattice spacing vs. specic area. Like in the
isotherms, the agreement is rather good despite some dierences, mainly those due
to the non-constant lattice spacings in phase coexistence observed in experiments.
The slope of the data in Fig. 4.36 in single-phase regions is consistent with the
Figure 4.36: Nearest-neighbor interparticle distance d vs. specic area for experimental
data and theoretical results obtained by the liquid-drop model. The red curve is the best-
t result for Ψ = 8.3, ω = 1.4, and ε = 1.45 as in Fig. 4.35. Coexistence is marked by two
lattice spacing constants appearing simultaneously at the same specic area.
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(where a is the specic area) obtained based on the geometry of the hexagonal
lattice.
Figure 4.37 shows the combinations of model parameters of the best-t isotherm
and the 24 second-best isotherms, with panels a and b showing the relation between
ε and Ψ vs. ω, respectively. We see that ε and ω are anticorrelated and so are Ψ
and ω. These eects can be explained roughly as follows. Drops with a large ε have
a more lens-like shape than those with a small ε as shown in Fig. 4.19, and thus
the area of the drop-drop contact zones in the former is generally smaller than in
the latter as seen for example in Fig. 4.29 for Ψ = 100 and a/σ2∗ = 0.68. The more
lens-like shapes at a larger ε are also larger in size than those at a smaller ε, which
is illustrated by the three sets of shapes in Fig. 4.38 where ω = 1. By comparing,
e.g., the ε = 1.2 and 1.6 shapes at Ψ = 6 and 10 and a specic area of a/σ2∗ = 0.52,
we see that the larger size of the ε = 1.6, Ψ = 6 shapes compared to their ε = 1.2, Ψ
= 6 counterparts at a given specic area can be partly compensated by increasing
Ψ to a value between 10 and 14. This should ensure that the deformation energy
and thus the surface pressure is more or less unchanged. However, we see that in
the Ψ = 10 and 14, ε = 1.6 shapes at a/σ2∗ = 0.58 the contact zones are vanishingly
small compared to the Ψ = 6, ε = 1.2 case. This can be xed by decreasing the
drop-drop surface tension, i.e., by decreasing ω; hence the anticorrelation between
ε and ω and Ψ and ω.
Figure 4.37: Experimentally relevant values of model parameters presented relative to each
other: ε vs. ω (a) and Ψ vs. ω (b). The increase of Ψ and ε in panels a and b is indicated
with an arrow, ranging between 5.8 6 Ψ 6 12.6 and 1.3 6 ε 6 1.6, respectively. The points
corresponding to the best-t isotherm from Fig. 4.35 are represented by open circles.
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Figure 4.38: Shapes of drops with ω = 1, ε = 1.2, 1.4, and 1.6, at Ψ = 6, 10, and
14 at specic areas a/σ2∗ = 0.2, 0.36, 0.52, 0.68, and 0.84. Yellow, light blue, red, and
green colors represent the contact areas between drop-top uid, drop-bottom uid, top-
bottom uids, and drop-drop, respectively. Figures are drawn to scale. The Ψ = 10,
ε = 1.4 outlined shape is representative of the shape of the drop found in all experimentally
relevant combinations of our model parameters, whereas the Ψ = 6, ε = 1.2 and Ψ = 14,
ε = 1.6 shapes represent the lower and upper limit beyond which no combination of Ψ and
ε produce experimentally relevant isotherms.
On the qualitative side, the ts suggest that the particles repel each other be-
cause ω > 1. This is encouraging because it is consistent with the repulsive interac-
tions seen in many colloidal particles, say in Pieranski's experiments [85] and in the
recent reports where PNIPAm microgels were characterized as slightly negatively
charged [128].
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Realistic degree of deformation
In this Section we analyze the geometrical properties of liquid drops at an interface
in an attempt to provide an estimate on what the realistic values of our model
parameters may be. This is a rather involving task, as several parameters should
in reality aect the size and shape of a microgel at an interface, such as the size of
the microgel, the cross-linking density, temperature, hydrophobicity/hydrophilicity
etc. In addition, an experimental technique for measurement of the geometry of
microgel particles at the interface is lacking; the CryoSEM method used for the
transfer of microgels on a substrate as presented by Rey et al. [23] allows for AFM
images which provide information on the two-dimensional arrangement of particles,
but one should take into account that the dry shape and size of microgels on a
substrate may be signicantly dierent compared to their wet shape and size when
at an interface.
Drops at an interface elongate in two directions during the experiment. The rst
direction is along the oil-water interface in order to reduce the uid-uid interfacial
tension. This deformation is controlled by ε as discussed in Sec. 4.3 and shown in
Figs. 4.17 and 4.19. The second direction is along the vertical axis when drops are
compressed against their neighbors, where the amount of elongation depends on the
reduced EgelstaWidom length Ψ.
It is important to realize that while liquid drops may undergo almost arbitrarily
large in-plane and vertical deformations, real microgel particles, spherical polymer
brushes etc. can only stretch by a certain nite amount because they consist of poly-
mer chains. Upon deformation of the particle, these chains cannot extend beyond
a completely straight conguration; in practice, the chains are intertwined and may
be physically and chemically cross-linked, and this further restricts their extension.
Thus we realize that the liquid-drop representation of soft polymeric nanocolloidal
particles is meaningful only in the regime which is consistent with these physical
restriction.
Within the liquid-drop model, small values of Ψ correspond to incompressible
drops, whose ability to keep their volume unchanged results in very elongated needle-
like drops upon severe compression. On the other hand, very compressible drops
barely extend along the vertical axis. Also, large values of ε create very thin pancake-
like resting shapes. Real soft polymeric nanoparticles cannot elongate further than
the length of the chains that they consist of and thus we expect that large values of
ε and Ψ . 1 are not experimentally relevant.
We now separately examine the in-plane and the vertical elongation of drops.
Figure 4.39 illustrates the changes in shape and size that an isolated drop undergoes
until it acquires its resting shape before any in-plane compression is applied. At the
rst step the surface tension controlled by Ψ results in the reduction of the drop
radius. Microgels have the ability to contract by up to about 40% of their resting
radius depending on temperature [129], which in turn is a fraction of the isolated
drop radius, and thus we do not expect this step to be restrictive for the realistic
values of Ψ and ε. In the second step, drops migrate to the interface and drops
increase their R∗ while also decreasing their height Hcap. Remarkably, even though
the ratioHcap/R∗ of the resulting lens-like shape is independent of Ψ [Eq. (4.21)], the
relative change of the in-plane radius R∗ compared to the resting radius R∗(ε = 0)
depends on both ε and Ψ.
Figure 4.40 shows the ratio of Rcap/R∗(ε = 0) vs. ε for Ψ = 0.01, 0.1, 1, 10,
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Figure 4.39: Geometrical properties of the reference drop (a), an isolated drop compressed
by surface tension (b), and a drop at the uid-uid interface with nite interfacial ten-
sion ε (c). The reference drop is characterized by the reference radius R0 (a). As the
surface tension is applied, the resting radius R∗(ε = 0) of the drop becomes smaller by a
factor of λ which depends on Ψ as explained in detail in Sec. 2.3 (b). Interfacial tension
ε causes drops to elongate along the interface (c); the resting shape is controlled by ratio
Hcap/R∗ which depends only on ε, but the resting size is aected by Ψ.
Figure 4.40: Ratio of in-plane cap radius R∗ and resting radius of the drop at ε = 0
R∗(ε = 0) vs. ε for Ψ = 0.01, 0.1, 1, 10, and 100. This ratio gives the in-plane elongation
of drops upon binding to uid-uid interface and the elongation of incompressible drops
at the interface is less prominently aected by the relative uid-uid interfacial tension ε.
and 10, and ε between 0 and 2. The ratio is similar for all Ψ's at ε < 0.2 but as
expected, it increases at larger values for all Ψ's. But R∗(ε = 0) in Ψ & 10 drops is
to a greater degree aected by ε compared to Ψ . 0.1 drops. This is reasonable, as
very incompressible drops are more resistant to changes in shape and size compared
to very compressible ones.
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We can now proceed into introducing a criterion for the realistic value of elonga-
tion. By dening an upper limit on the ratio R∗/R∗(ε = 0) we can restrict the range
of realistic ε's depending on Ψ. Future experimental results regarding the shape of
microgels at the interface, surface tension ratio, and softness can then be compared
with our model and relate realistic values with our model parameters or vice versa.
The realistic vs. unrealistic values of ε using the criterion described above are
plotted in Fig. 4.41. The values of ε which are considered realistic increases with
the maximal value of R∗/R∗(ε = 0) briey denoted by dmax, eventually covering the
whole range from 0 up to 2 for an extremely large choice of dmax. On the other hand,
for dmax = 1 no value of ε > 0 would be accepted as the cap radius R∗ after the eect
of uid-uid interfacial tension on the drop should be the same as the resting radius
R∗, which is only possible if ε = 0. At small Ψ's, maximal values of ε are always
larger than the ones at small Ψ's. This is reasonable since incompressible drops
would require a larger interfacial tension in order to deform as much as compressible
ones (Fig. 4.40).
Figure 4.41: Estimated maximum realistic values of ε at Ψ = 0.01 to 100, for dmax = 1.5,
1.7, 2, and 3. Assuming a given experimentally relevant value of dmax, the plot can be
separated into two regions where values of εmax are either realistic (green shading showing
the realistic domain for dmax = 2) or unrealistic. At larger dmax the range of acceptable ε's
increases. At small Ψ's the range of realistic values of ε also increases since incompressible
drops maintain their volume almost unchanged and thus require a larger interfacial tension
in order to elongate as much as compressible drops, as shown in Fig. 4.40.
By combining the values of Ψ and ε which produce experimentally relevant
isotherms together with Fig. 4.41 we can now create a domain in the parameter
space in which combinations of our model parameters are accepted or not depend-
ing on the amount of allowed elongation along the interface. Figure 4.42 shows the
experimentally relevant Ψ's and ε's, together with steep lines which correspond to
dierent values of dmax and divide the (Ψ, ε) plane into the realistic (green shaded
area) and unrealistic domain (white). As in Fig. 4.41, larger values of dmax result in
a larger realistic domain.
On the more quantitative side, we see that by choosing dmax = 2 which seems
reasonable, we restrict the set of good ts to the half containing combinations of
model parameters where ε is between 1.3 and 1.4. If this choice of dmax were correct,
then we could estimate the uid-uid interfacial tension more accurately than with-
out this restriction. At the same time, a slightly larger value of dmax of 2.5, which
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Figure 4.42: Combination of the experimentally relevant Ψ's and ε's and the realistic
vs. unrealistic domains of ε. Experimental data can provide with an estimate of dmax,
which could in turn restrict the selection of relevant Ψ's and ε's. The red outlines in panel
refer to the highlighted shapes shown in Fig. 4.38, covering combinations of Ψ and ε just
below, inside, and just above the experimentally relevant range, respectively.
is equally reasonable as the smaller dmax = 2, provides no restriction whatsoever.
Given that there exists no prior knowledge concerning dmax, we conclude that our
model is consistent, providing an estimate of ε of 1.45± 0.15.
Similar reasoning can be used to examine the elongation along the vertical axis
caused by the compression of drops against each other. A microgel at an interface
cannot extend longer than its consisting chains, regardless of the direction of the
extension, and thus we need to investigate whether there is an adequate amount
of compression which would cause drops to increase their height beyond reasonable
limits. The latter can be better understood by examining Fig. 4.43, where we plot
the ratio of the cap height Hcap over the resting radius of drop in bulk R∗(ε = 0)
for Ψ = 0.1, 1, and 10, and ε = 0.6, 1, and 1.4.
At specic area a/σ2∗ = 1 where no compression is applied, the ratio of cap height
Hcap/R∗(ε = 0) decreases below 1 as Ψ and ε increase. This means that the resting
cap height H∗ is always smaller than the reference radius R∗ of the isolated drop
for any Ψ > 0 and ε > 0. Larger values of ε or Ψ cause drops to spread more
onto the interface, resulting in a shorter height along the vertical axis. At large
compressions, Ψ = 0.1 drops can elongate more than 3 times their resting height
(Fig. 4.43a), whereas Ψ = 10 drops' height increases only slightly (Fig. 4.43c). These
results suggest that for the range of experimentally relevant Ψ's and ε's that appear
in our model, the elongation along the vertical axis does not pose an additional
restriction.
Interestingly, the experimentally relevant values of Ψ for microgels at an inter-
face appear to be almost an order of magnitude larger than the ones presented in
Chapter 3 (≈ 10 vs. ≈ 1). Explaning this discrepancy is a non-trivial task as parti-
cles at an interface experience a number of interactions between them and with the
liquids forming the interface, as presented in the introductory part of this Chapter.
Nevertheless, here we address the dierences between microgels and star polymers,
to which the theoretical arguments in Chapter 3 pertain, and we attempt to provide
as much insight to the phenomenon as our current knowledge allows.
Microgels are cross-linked polymers, where polymeric chains interpenetrate each
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Figure 4.43: Ratio Hcap/R∗(ε = 0) of a liquid drop vs. specic area a/σ2∗ at Ψ = 0.1, 1, and
10, and ε = 0.6, 1, and 1.4. At a/σ2∗ > 0.866, where drops are not in contact, the height
of the drop is determined by compressibility Ψ and the uiduid interfacial tension ε.
other to form an entangled network. Microgels are known to be rather hydrophilic;
they absorb water and swell at temperatures below 36◦C, whereas they release water
and reduce their size at temperatures above 36◦C [129]. This creates an environ-
ment where microgel softness cannot be intuitively predicted; the polymeric network
forming the microgel is hydrophilic so water uptake is favored, but when compressed
they may prefer to release water. For example, Riest et al. showed that the reduced
EgelstaWidom length is about 0.6 for spherical polymer brushes [14] with a ra-
dius between 1 and 10 nanometers. Given that the product γχT is a xed number,
here we nd that for microgels with same Ψ = 0.6 and spread at an interface, the
estimated radius should be about 1200 nm.
This large value is in part due to the large size of microgel particles; their radius
from 500 to 600 nm is much larger than the size of spherical polymer brushes [23,
121]. In turn, the large value of the product γχT may be partly due to release of
water from the microgel particles upon compression.
Microgels at an interface obtain a fried-egg shape (Fig. 4.10), a very dierent
shape compared to the spherical one that they attain when in bulk. This is also ex-
pected to aect the phenomenological softness of particles. Soft polymeric particles
adsorb at the interface and increase their diameter in order to reduce the uid-uid
interfacial energy. This causes the polymeric chains found on top and bottom of the
particle to buckle, reducing the overall height of the particle, whereas chains along
the interface become more stretched. This means that polymeric chains along the
interface experience a smaller local density compared to their state when in bulk
water, and that when chains of neighboring particles approach each other they are
more able to rearrange and buckle. As a result, particles may appear to be more
compressible at an interface than in bulk. Indeed, Schmidt et al. in 2010 measured
the elastic modulus along the radius of microgels and found it to be an order of mag-
nitude less on the periphery compared to the center of the particle [130] (Fig. 4.44).
Further evidence supporting that particle softness is crucial for the appearance
of an isostructural phase transition comes from a recent study by Picard et al. in
2017 [121]. This study examined the eect of the cross-linking density on the
isotherm, by varying the mole fraction of BIS (N,N'-methylenebisacrylamide) in
microgels, which renders particles less compressible as the BIS fraction is increased.
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Figure 4.44: Radial prole of the elastic modulus of microgel particles at an air-water
interface. Reproduced from Ref. [130].
Figure 4.45 shows that only particles with a small fraction of BIS were able to pro-
duce an isotherm where an almost constant pressure value was established across a
wide range of specic areas, similar to the ndings reported by Rey et al. [23].
Figure 4.45: In-plane pressure vs. area in microgels containing various concentrations of
BIS. Reproduced from Ref. [121].
Another possible reason as to why particles at an interface appear to be softer
than in bulk may be electrostatics. As shown in the introductory part of this Chap-
ter, numerous studies have proven the complex nature of electrostatic interactions
of particles at interface. Li et al. in 2013 showed that PNIPAm microgels at an
air-water interface have a corresponding zeta potential of −15.5±1.5 mV, rendering
these particles slightly negatively charged [128]. As a result, we can assume that
the polymer network in microgels is charged too, and thus charges at interface may
screen the chain-chain repulsion, making microgels appearing softer than in bulk.
We now attempt to connect our model parameters with experimental data con-
cerning the interfacial tension values obtained from literature. This poses a chal-
lenge by itself, since spherical polymer brushes, star polymers, or microgels in this
case do not have a well-dened surface upon which an interfacial tension can be
measured. Nevertheless, our numerical results suggest that the oil-water interfacial
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tension should be ≈ 1.4 times larger than the PNIPAmwater interfacial tension.
According to literature, the n-hexanewater interfacial tension is 51.1 mN/m, and
thus we estimate that the PNIPAmwater interfacial tension ranges between 39.3
and 31.9 mN/m for ε = 1.3 and 1.6, respectively.
In this Chapter, we extend the range of experimental ndings that can be in-
terpreted in terms of the liquid-drop model. We apply quasi-two-dimensional com-
pression to soft spheres arranged in a hexagonal, square, oblique, and rectangular
lattices, concluding that the hexagonal lattice is the stable two-dimensional arrange-
ment of soft spheres. The reported isostructural phase transition between low- and
high-density hexagonal lattice is rooted in the compressibility of drops, attraction
or repulsion on contact, as well as in the presence of the uiduid interface.
* * *
It is remarkable how a simple interplay between a bulk term and the surface
tensions involved in our liquid-drop model are able to reproduce the experimentally
reported ndings. An isostructural phase transition in a system of soft particles
at an interface is not so common, since it is a result of a ne balance among the
complex interactions occurring between the particles and the interface. Interpreting
these ndings to the fullest is a non-trivial task, yet the liquid-drop model provides





In Chapter 3 we studied the thermodynamically stable structures formed by soft
polymeric nanoparticles modeled as liquid drops by comparing the deformation free
energies of a number of trial three-dimensional lattices. Most of these lattices com-
prise a single type of lattice site, with the exception of A15 and σ lattice which
consist of 2 and 5 dierent types of sites, respectively. In this Chapter, we turn to
quasicrystals as an ever more common type of complex structures found experimen-
tally in soft-matter systems.
Quasicrystals are positionally ordered but do not possess translational period-
icity. Their discovery by Shechtman et al. [131] (Fig. 5.1) in the 1980s elicited a
controversial response of the scientic community, since Shechtman's Al-Mn samples
characterized by an icosahedral symmetry and thus a ve-fold axis were in contrast
Figure 5.1: Selected-area electron diraction patterns of the icosahedral phase of a single
grain of Al-Mn metallic alloy quasicrystal at an aluminium-manganese composition of 86-
14%, revealing the forbidden vefold rotational symmetry. Reproduced from Ref. [131].
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with the classical crystallography which allowed only for two-fold, three-fold, four-
fold, and six-fold rotational symmetries. The term quasicrystals was proposed by
Levine and Steinhardt [132] in accordance with the class of quasiperiodic functions
introduced by the mathematician Harald Bohr in 1924 [133, 134].
Almost 35 years and 11000 publications after their discovery, quasicrystals con-
stitute an established branch of condensed-matter physics and were conrmed to be
thermodynamically stable or at least metastable in several metal alloys as well as
in many soft-matter systems [135, 136, 137, 138, 139, 140, 141]. The non-metallic-
alloy materials where quasicrystals were observed include surfactant-coated metallic
nanoparticles [142], supramolecular dendrimer liquid crystals [18, 143], mesoporous
silica [144], colloidal copolymer micelles in solution [19], as well as ABC star ter-
polymers and linear block copolymers [145, 146, 147].
It is important to stress that quasicrystalline structures are universal in that they
are found in systems based on chemically and physically very diverse building blocks
from atoms in metallic alloys to polymeric micelles of diameters ∼ 0.1 nm and ∼
10 nm, respectively. The large size of the latter implies that the quantum mechanics
used to explain the appearance of intermetallic quasicrystals (e.g. in HumeRothery
compounds [140]) is not essential for the formation of quasicrystals in soft condensed
matter. This insight has served as the driving force for the search of eective classical
interactions that can stabilize quasicrystalline order in monodisperse systems.
5.1 Soft-matter quasicrystals
Soft-matter quasicrystals were discovered by Zeng et al. in 2004 [18]. In this expe-
riment, dendritic supramolecules (Fig. 5.2a and f) with an appropriate number of
end-chains were found to self-assemble into spheres (Fig. 5.2b), which in turn formed
a simple BCC lattice (Fig. 5.2c) as well as the more complex lattices, namely the
A15 (Fig. 5.2d) and σ lattice (Fig. 5.2e) and the layered dodecagonal quasicrystal.
The twelve-fold rotational symmetry of the obtained quasicrystal lattice is revealed
using small-angle X-ray scattering as shown in the diraction pattern in Fig. 5.2g.
Figure 5.2: Illustration of self-assembly occurring in cone-shaped dendrimer molecules (a
and f). Cones (a) form spheres (b), which in turn pack into a BCC (c), A15 (d) or σ lat-
tice (e). These spheres are also found to self-assemble into a dodecagonal quasicrystal (g).
Reproduced from Ref. [18].
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The most important aspect of these experimental ndings lies in the fact that in
contrast with metallic alloys where quasicrystalline structures largely depend on the
size dierence of the atoms and on the quantum eects, here these structures were
formed by soft, monodisperse, and relatively large spherical objects.
A study by Peterca et al. in 2010 has shown that there exists an analogy between
metallic-alloy systems and sphere-forming soft quasicrystals (Fig. 5.3); an appropri-
ate ratio of the sizes between the components of metallic alloys can result in the
formation of quasicrystals. By that, one may argue that the appearance of the σ
phase in the above experiment is due to slight dierences in the shape and size of the
micelles themselves as a result of, e.g., synthesis [148]. But the consistent appearance
of dodecagonal quasicrystals in several soft-matter experiments provides concluding
evidence that indeed monodisperse, spherical, and soft objects may form this kind
of complex structure, and further investigation is needed in order to understand the
mechanisms behind it.
Figure 5.3: Illustration of the scale-up principle in soft matter, according to which the unit
cell volume of the self-assembled crystal unit cell depends on the molecular weight of the
building blocks. Reproduced from Ref. [148].
The most common type of quasicrystalline structures observed in experiments
is the layered dodecagonal quasicrystal (DDQC). These quasicrystals are periodic
along one axis and aperiodic in the plane perpendicular to this axis. Each layer
consists of three types of building blocks shown in Fig. 5.4. One building block is
a cube containing 8 sites, and the other two are equilateral regular right triangular
prisms each containing 3.5 sites. The total number of sites for a given number of
squares and triangles is then given by
Natoms = 8sn + 3.5tn (5.1)
where sn is the number of squares and tn is the number of triangles. The reasoning
behind this formula is further analyzed in Sec. 5.3.
As implied by the experimental observations, the in-plane structure of the DDQC
can be succinctly represented by a random two-dimensional tiling consisting of
squares and triangles. The structure of such a tiling depends on the triangle-to-
square ratio (Fig. 5.5). If this ratio is very large, then the random square-triangle
tiling consists of hexagonal domains separated by domain walls consisting of squares
121
Chapter 5. Liquid-drop quasicrystals
Figure 5.4: Three-dimensional (top row) and top-view (bottom row) representations of
cubes (a) and equilateral regular triangular prisms (b and c) that constitute the building
blocks of DDQC. The sites are color-coded according to their z coordinate. The cube in
panel a is the unit cell of the A15 lattice; this representation is shifted compared to that
in Figs. 1.5 and 5.2d by half a lattice spacing along either x or y axis.
whereas if the ratio is very small, it can be viewed as square-lattice domains sepa-
rated by domain walls consisting of triangles. At the triangle-to-square ratio of
4/
√
3 ≈ 2.30094, the areas covered by triangles and squares are the same [150] and
Figure 5.5: Random square-triangle tilings at three dierent triangle-to square ratios, which
decrease from panel a to panel c [149]. The structures in panels a and c represent hexagonal-
and square-lattice domains, respectively, which domain walls consisting of squares and
triangles, respectively. At the triangle-to-square ratio of 4/
√
3 ≈ 2.30940, the areas covered




the tiling is a random square-triangle tiling characterized by twelve-fold rotational
symmetry.
One way of creating a random square-triangle pattern in a polymeric system is
to use ABC star-shaped terpolymers where the three chemically distinct polymer
chains are linked in one junction (Fig. 5.6). By varying the relative lengths of A, B,
and C blocks, a dodecagonal quasicrystal can be constructed [145]. In addition, the
σ phase shown in Fig. 5.6 can be obtained too.
Figure 5.6: Transmission electron micrograph of the σ-phase tiling pattern found experi-
mentally in an ABC star polymer system [146].
These experimental observations were later theoretically reproduced using lattice
polymer Monte-Carlo simulations (Fig. 5.7a-d) [151, 152], as well as in further expe-
rimental studies at the mesoscopic length scale (Fig. 5.7e). In the former, an increase
Figure 5.7: Snapshots of the square (a), σ (b, c), and hexagonal lattice (d) obtained
in lattice polymer Monte-Carlo simulations of ABC star polymers upon increase of the
C-block length [153]. Bright-eld transmission electron micrograph of a polyisoprene-
polysterene-poly(2-vinylpyridine) (black, white, and gray, respectively) system showing
the self-assembled random square-triangle pattern (e) [145].
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of the C-chain length led to a transition from a square tiling to a triangle tiling via
the σ lattice. In the latter, the same procedure was followed by using polyisoprene,
polystyrene, and poly(2-vinylpyridine) as components of the star terpolymer and
then varying the length of the polystyrene chain. The resulting transmission electron
micrograph shown in Fig. 5.7e clearly shows the formation of a DDQC phase. It
is remarkable that the numbers of squares and triangles in this micrograph are 200
and 461, respectively, which means that the triangle-to-square ratio is 2.305, very
close to the value of 4/
√
3 ≈ 2.30940 characteristic of DDQC.
Talapin et al. in 2009 performed experiments using several binary mixtures
of nanoparticles (13.4-nm Fe2O3/5-nm Au; 12.6-nm Fe2O3/4.7-nm Au; and 9-nm
PbS/3-nm Pd) covered with surfactant molecules with long hydrocarbon chains [142].
The surfactants prevented uncontrollable aggregation by introducing short-range
steric repulsion which counteracted the attractive van der Waals forces. By covering
the particles with surfactants the authors also managed to ensure similar particle
size ratios in all binary systems studied as well as the same packing densities in the
triangle and square motifs, which in turn led to DDQC phase shown in Fig. 5.8.
This experiment suggested that at this lengthscale, the interparticle interactions are
not of primary importance; instead the formation of DDQCs is a sphere-packing
phenomenon which depends on simple pair potentials and entropy.
Figure 5.8: Transmission electron microscopy image of a DDQC formed by self-assembly
of 5-nm Au and 13.4-nm Fe2O3 nanocrystallites. Reproduced from Ref. [142].
Lastly, we mention that DDQCs are not the only type of forbidden-symmetry
structures seen in experiments. Fischer et al. in 2011 used polyisoprenepolyethylene
oxide (PIPEO) block copolymers to study the phases of self-assembled micelles [19].
This block copolymer consists of a hydrophobic (PI) and a hydrophilic block (PEO),
and thus when dispersed in water they self-assemble into spherical micelles with a
core-shell structure similar to dendrimer micelles. Fischer et al. reported that
when the concentration of micelles ranged between 13% and 18%, an FCC phase, a
DDQC, and a quasicrystal with 18-fold rotational symmetry appeared, depending
on temperature (Fig. 5.9). The 18-fold symmetry is rather rare, posing additional
challenges to our understanding of the formation of quasicrystals in soft matter.
So far we only discussed soft-matter quasicrystals that appear in experiments.
However, the formation of quasicrystals is also an interesting topic of theoretical
investigations. Many such studies point to the fact that quasicrystals are common in
particles preferentially arrange at two distances relative to their neighbors, provided
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Figure 5.9: Time-resolved microfocus synchrotron SAXS images revealing the transition
from the FCC phase to DDQC and then to 18-fold quasicrystalline phase on cooling.
Reproduced from Ref. [19].
that the ratio of these distances is properly adjusted. This can be achieved in a
bidisperse system and a suitable ratio of particle sizes [137, 138, 154, 155] or by a
suitable eective or model pair interaction in a monodisperse system.
Two studies based on this idea are presented below. The rst one was performed
by Engel and Trebin in 2007 [156] who used the so-called Lennard-JonesGaussian
pair potential generally characterized by two local minima separated by a barrier
(Fig. 5.10a). Molecular-dynamics simulations reveal many self-assembled structures
including decagonal and dodecagonal quasicrystals (Fig. 5.10b).
Figure 5.10: Lennard-JonesGaussian potential used in Ref. [156] to study self-assembly of
monodisperse layered quasicrystals (a). The potential generally exhibits two minima and a
barrier between them, and produces a variety of crystalline structures as well as decagonal
and dodecagonal quasicrystals, indicated by orange circles for clarity in panel b.
The second study that we mention here was performed by Barkan et al. in
2011 [157] who too investigated structure formation in a monodisperse system. Here
the pair potential used does not directly imply a two-lengthscale structure by way
of two minima. Instead, it is dened by the Fourier transform which features two
negative minima of the same depth and the ratio of the wavevectors of the two min-




3 ≈ 1.93 is consistent with the DDQC [157]. Three
pair potentials that satisfy this condition are presented in Fig. 5.11 together with
their transforms. Figure 5.12 shows the crystal structures obtained and their corre-
sponding diraction patterns, including a DDQC and a hexagonal crystal.
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Figure 5.11: Three pair potentials used in Ref. [157] (top) and their Fourier transforms
(bottom) [157]. The potentials are chosen such that the their Fourier transforms have two
negative minima such that the ratio of the corresponding wavevectors is approximately
1.93. The rst potential in panel a consists of a repulsive core, a short range attraction at
the core boundary, and an exponentially decaying soft shoulder. Potentials in columns b
and c are three- and two-step models, respectively, which too satisfy the requirement that
the wavevector ratio be approximately 1.93.
Figure 5.12: Real-space densities (top) and their Fourier transforms (bottom) obtained by
minimization of the free energy based on the three-step potential in Fig. 5.11b. Depending




In several soft-matter systems, DDQCs were reported in the same system as
the A15 and σ lattices, i.e., in the same phase sequence on varying temperature,
concentration or some other suitable control parameter [17, 18]. The liquid-drop
phase diagram presented in Fig. 3.19 shows that for ω > 1 and for a variety of Ψ's
we nd that A15 and σ lattice appear next to each other, so it is natural to expect
that DDQCs may have a similar free energy as these two crystals, and thus it too
may appear in the phase diagram. In this Chapter we explore this possibility.
5.2 Crystalline approximants
Contrary to the lattices presented in Chapters 3 and 4, quasicrystalline structures
are devoid of translational periodicity, and thus a unit cell cannot be dened. Yet
their properties can be eciently studied by considering quasicrystalline approxi-
mants, i.e., crystal lattices with large unit cells and structural motifs typical for
quasicrystals. In case of DDQCs, there exist several sequences of approximants in
which the triangle-to-square ratio approaches the value of 4/
√
3 characteristic of
DDQCs. Here we briey describe one such sequence before discussing a random
square-triangle tiling model of the DDQC.
Approximants can be systematically constructed using so-called ination rules,
producing ever more complex hierarchical structures. In this process, each part
of an approximant is subdivided in a certain way such that the thus produced
next-generation approximant consists of smaller copies of the building blocks of
the original structure. There exist several ination rules producing DDQC approxi-
mants [158], such as the Stampi [159] and random Stampi [160], Schlottmann and
extended Schlottmann [161], and the half-step rule [158]. All of them create struc-
tures where the triangle-to-square ratio as well as the local environments around
each site approach those in a real quasicrystal.
In the Stampi ination rule, the vertices of an approximant are decorated by the
dodecagonal wheels shown in Fig. 5.13a, and the area between the wheels is lled by
5-tile square-triangle stars or by a single triangle (Fig. 5.13a) depending on how the
wheels are arranged. The integer-generation members of the sequence start with the
n = 0 single square representing the A15 lattice as mentioned above (Fig. 5.13b).
The n = 1 generation approximant is obtained by putting the dodecagonal wheel
in all vertices and the 5-tile star between them (Fig. 5.13c). Then this procedure is
repeated so as to obtain the n = 2, 3 . . . generation approximant. The half-integer
generation members of the sequence start with the n = 1/2 approximant which is
the σ lattice (Fig. 5.13d). The n = 3/2 generation approximant produced using the
Stampi ination rule is shown in Fig. 5.13e.
In the Stampi ination rule, the vertices of an approximant are decorated by
the dodecagonal wheels shown in Fig. 5.13a, and the area between the wheels is
lled by 5-tile square-triangle stars (Fig. 5.13b) or by a single triangle (Fig. 5.13c)
depending on how the wheels are arranged. The ination of the square tile and of the
two triangle tiles is illustrated in a step-by-step fashion in Fig. 5.13d, e, and f, and
Fig. 5.13g shows the second-generation σ lattice pattern obtained in this manner.
The integer-generation members of the sequence start with the n = 0 single
square representing the A15 lattice as mentioned above (Fig. 5.14a). The n = 1
generation approximant is obtained by putting the dodecagonal wheel in all vertices
and the 5-tile star between them (Fig. 5.14b). Then this procedure is repeated so
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Figure 5.13: Dodecagonal wheel, 5-tile square-triangle star, and a triangle used in the
Stampi ination rule (a, b, and c, respectively). Panel d illustrates the subdivision of
the square tile, whereas panels e and f show it in the two types of triangle tiles. Second-
generation σ lattice is shown in panel g.
as to obtain the n = 2, 3 . . . generation approximant. The half-integer generation
members of the sequence start with the n = 1/2 approximant which is the σ lattice
(Fig. 5.14d). The n = 3/2 generation approximant produced using the Stampi
ination rule is shown in Fig. 5.14e.
In both subsequences of approximants, the number of squares and triangles grow













where sn and tn are the numbers of squares and triangles, respectively, in the n-th
generation. It is easy to see that the triangle-to-square ratio goes to 4/
√
3 ≈ 2.30940
as n goes to innity. The number of vertices Nn, squares sn, triangles tn, sites pn,
and the specic volume up to the n = 7/2 approximants are presented in Table 5.1.
The triangle-to-square ratio of each approximant provides a good indication of
how close the approximant is to the DDQC. Figure 5.15 shows how this ratio in-
creases with the number of vertices. With a triangle-to-square ratio of 2, the 4-vertex
σ lattice which appears in the phase diagram (Fig. 3.19) is a rather poor approx-
imation of the DDQC. However, in the higher-generation approximants the ratio
is much closer to 4/
√
3, the dierence collapsing to as little as 1% in the n = 1
15-vertex approximant and then further decreasing with n.
Instead of considering approximants, one can also study the random square-
triangle tilings as models of DDQC using simulations. Such simulations are usually
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Figure 5.14: Integer- and half-integer members of the approximants produced by the
Stampi ination rule: n = 0, n = 1, and n = 2 (a, b, and c, respectively) and n = 1/2,
n = 3/2, and n = 5/2 (c, d, and e, respectively). The n = 0 approximant is the A15 lattice
whereas the n = 1/2 approximant is the σ lattice.
generation n Nn sn tn tn/sn pn vspecific/d3
0 (A15) 1 1 0 0 8 1.00000000
1/2 (σ) 4 2 4 2 30 0.99521355
1 15 7 16 2.28571 112 0.99487166
3/2 56 26 60 2.30770 418 0.99484712
2 209 97 224 2.30928 1560 0.99484536
5/2 780 362 836 2.30939 5822 0.99484523
3 2911 1351 3120 2.30940 21728 0.99484523
7/2 10860 5042 11644 2.30940 81090 0.99484522
Table 5.1: Number of vertices Nn, squares sn, triangles tn, and sites pn for dierent
generations of Stampi approximants of DDQC; we also list the specic volume vspecific of
the approximants consisting of spheres of diameter d.
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Figure 5.15: Triangle-to-square ratio vs. the number of vertices in the Stampi approxi-
mants. The ratio of 4/
√
3 ≈ 2.30940 characteristic of DDQC is closely approached by the
n = 5/2 780-vertex approximant, whereas the n = 1/2 σ lattice with only 4 vertices has a
triangle-to-square ratio of 2. In the n = 0 A15 lattice, the ratio is 0.
performed in a square box using periodic boundary conditions. To ensure that the
triangle-to-square ratio is close to the ideal value, it is convenient to perform simu-
lations on ensembles of squares and triangles with the same numbers of both types
of tiles as in a given Stampi approximant. However, the structure of the random
square-triangle tiling is not exactly the same as the structure of approximants; for
example, a random tiling may contain plaquettes consisting solely of squares whereas
the Stampi approximants do not.
By approximating real quasicrystals using either approximants or random square-
triangle tilings, we can employ the cell approximation presented in Sec. 2.4 so as to
compute the deformation free energy as well as the shape of the drops in the liquid-
drop DDQC using Surface Evolver [42]. Here we do this for the random square-
triangle tilings of dierent sizes, ranging from 15 to 780 vertices, in accordance with
the number of vertices in generations 1 to 5/2 of the Stampi approximants.
Structural blocks of quasicrystals
Before proceeding, it is instructive to calculate the specic volumes of the approx-
imants because as we learned in Chapter 3, the presence or absence of a lattice in
the phase diagram depends both on the deformation free energy and on the specic
volume. As shown in Fig. 5.4, the building blocks of approximants consist of cubes
and equilateral triangular prisms.
The volume of a cube of side a is Vcube = a3. The volume of an equilateral
triangular prism with the same edge length as the cube is Vprism =
√
3a3/4. The
total volume of either approximant or random square-triangle layer built from these










When packing spheres of nite size in such a structure, we have to take into
account the minimum distance between the spheres. This distance is the diameter
130
5.3. Cell approximation of dodecagonal quasicrystals
of the spheres d, and in any conguration of the cubes and prisms d equals a/2. For

























Here we used Eq. (5.1). The specic volume for the dierent generations of approx-
imants is listed in Table 5.1, and it is evident that it decreases towards vspecific =
0.9948d3 as the generation number n is increased.
One may intuitively assume that the higher-generation approximants which have
a smaller specic volume than their low-generation relatives such as the A15 and
the σ lattice should appear in the phase diagram instead of the latter. Because of
a smaller specic volume, the higher-generation approximants are more ecient in
packing particles in a given volume just like the FCC lattice is more ecient than,
e.g., the BCC lattice (and thus appears in all phase diagrams in Fig. 3.19). But
this is not the case; the complexity of interactions in large unit cells with hundreds
or even thousands of particles increases drastically and thus their net eect on the
deformation energy of the approximant cannot be easily predicted. In addition, the
dierences in the specic volume of the dierent generations of approximants are
rather small: As seen in Table 5.1, they drop below ∼ 10−5 between the 15- and
56-vertex approximants, and this is not expected to have an impact on the phase
diagram.
5.3 Cell approximation of dodecagonal quasicrys-
tals
In the cell approximation used in Chapter 3, we rst constructed the WignerSeitz
cells for each type of lattice site, then we computed the deformation free energy of
a single drop in each cell, and nally we combined them to obtain the total defor-
mation free energy of the lattice by weighing the deformation energy for each type
of sites and adding them up. This approach can also be employed to evaluate the
deformation free energy of a DDQC provided that we know its structure represented
by the types of sites and their frequencies. The local geometry dening the dierent
sites can be obtained by examining all possible arrangements of cubic and prismatic
building blocks in Fig. 5.4 around a vertex in a layer of DDQC, and their frequencies
can be computed from Monte-Carlo simulations of random square-triangle tilings.
Denition of Voronoi cells
By considering the various arrangements of cubic and prismatic building blocks in
a layer, we observe that in the random DDQC there exist ve families of site types
referred to as A, B, C, D, and E, in accordance with the naming convention used
by Kabliman et al. to describe the σ lattice [162]. Each family consists of sites at a
specic location in the layer as follows:
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A: on edges shared by two triangles,
B: inside triangles,
C: inside squares,
D: on edges shared by two squares; and
E: on vertices where squares and triangles meet.
There exist several variants of all but type A site, the variants depending on the
positions of neighbors of a given site. The neighbors also dene the geometry of the
Voronoi cell at a site: The Voronoi cells of type A and D sites are 12-hedrons, in
type C and E sites they are 14-hedrons, and in type B sites they are 15-hedrons.
A complete representation of all 13 types of sites in the DDQC with a random
square-triangle in-plane structure is depicted in Fig. 5.16.
Specically, the location of each site is briey described as follows:
• A: midpoint of edge between two triangles;
• Bttt: center of triangle surrounded by 3 triangles1;
• Btts: center of triangle surrounded by 2 triangles and 1 square;
• Btss: center of triangle surrounded by 1 triangle and 2 squares;
• Bsss: center of triangle surrounded by 3 squares;
• Cst: inside a square that neighbors a triangle;
• Css: inside a square that neighbors a square;
• Dst: midpoint of edge shared by 1 square and 1 triangle;
• Dss: midpoint of edge shared by 2 squares;
• Eσ: vertex where 2 squares and 3 triangles meet in an s-t-s-t-t clockwise order;
• EH: vertex where 2 squares and 3 triangles meet in an s-s-t-t-t clockwise order;
• EZ: vertex where 6 triangles meet; and
• EA15: vertex where 4 squares meet.
Table 5.2 summarizes the type of Voronoi-cell polyhedron for each family of sites
as well as the total number of sites contained in the cubic and in the triangular
prismatic building blocks represented by squares and triangles, respectively. Note
that E -type sites must be counted twice because they are located at two dierent
heights which does not show in the projection in Fig. 5.16. The sum of number of
sites in each square and triangle allows us to compute the total number of sites in a
DDQC according to Eq. (5.1) in Sec. 5.2.
Frequencies of sites
We now focus on applying the cell approximation to the 15-, 56-, 209-, and 780-
vertex random square-triangle tilings. In order to compute the frequencies of the
13 types of sites, we need to know not only the number of squares and triangles in
a tiling but also the number of square-square, triangle-triangle, and square-triangle
contacts as well as the number and the orientation order of squares and triangles
around each vertex. These pieces of information can be obtained by averaging over
a large number of random square-triangle tilings.
1Here surrounded refers to neighbors that share a common edge.
132
5.3. Cell approximation of dodecagonal quasicrystals
Figure 5.16: Five families of types of local environments in a DDQC with a random square-
triangle in-plane structure. The labels are explained in the main text. Site height in units
of edge length is encoded by the size of the circles as shown in the legend.
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A 12 0 1/2
B 15 0 1
C 14 4 0
D 12 2 1
E 14 2 1
sum 8 3.5
Table 5.2: Voronoi-cell polyhedra represented by the number of facets and number of sites
of each family per square and triangle for all ve families.
The procedure used to compute these frequencies is summarized in Fig. 5.17. The
frequencies of sites of type A, D, and E are fairly straightforward to obtain, since
they can be calculated directly from the number of triangles, edges, and vertices,
multiplied by the frequency of the corresponding type of edge or vertex. The fre-
quency of sites of type C depends on whether the square tile in question is in contact
with another square or with a triangle. This probability is est+ess and as a result, the
probability that an edge of a square is shared by a triangle is est/(est+ ess), whereas
the probability that an edge of a square is shared by another square is ess/(est+ess).
The frequencies of sites of type B are calculated similarly. The probability that an
edge of a triangle is shared by either a triangle or a square is est + ett. Then the
probability that an edge of a triangle is shared by a triangle is ett/(est+ett), whereas
the probability that an edge of a triangle is shared by a square is est/(est + ett).
Using simulations, we construct 1000 random square-triangle tilings for each of
the four numbers of vertices mentioned above, and then we count the numbers of
triangle-triangle, square-triangle, and square-square edges ett, est, and ess, respec-
tively, as well as the numbers of the dierent types of vertices vσ, vH, vZ, and vA15.
The simulation is set up such that there exist no defects exist in the random tilings;
that is, the tiling consists solely of squares and triangles. The frequencies of each
edge and vertex type for the dierent sizes of the tilings are presented in Table 5.3,
whereas the frequencies of each site type are collected in Table 5.4 and also plot-
ted in Fig. 5.18. This gure nicely shows that the frequencies of the dierent sites
rapidly converges as the number of vertices is increased, and that the results from
the 780-vertex simulation are fairly representative of the random square-triangle
tilings.
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Figure 5.17: Procedure for evaluation of the frequencies of the dierent types of sites in
DDQC from from Monte-Carlo simulations of random square-triangle tilings. First we con-
struct 1000 random tilings with 56, 209, and 780 vertices. In postprocessing, we compute
the numbers of the various edges and vertices as well as the corresponding frequencies.
Finally, the above pieces of information are used to compute the frequencies of dierent
types of sites.
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vertex/edge types 15-vertex 56-vertex 209-vertex 780-vertex
vσ 80.00 64.93 62.47 62.19
vH 13.3 26.22 28.19 28.46
vZ 6.67 8.00 8.26 8.26
vA15 0 0.86 1.09 1.09
ett 28.95 32.60 33.21 33.26
est 68.42 61.57 60.38 60.27
ess 2.63 5.83 6.41 6.47
Table 5.3: Frequencies of the vertex and edge types in random square-triangle tilings with
15, 56, 209, and 780 vertices expressed in percents. The estimated absolute error does not
exceed 0.6%.
site type A15 σ Nv =15 56 209 780
A 0 6.67 9.82 11.07 11.28 11.30
Bttt 0 0 0.38 0.60 0.64 0.65
Btts 0 0 2.66 3.37 3.50 3.51
Btss 0 13.33 6.29 6.37 6.36 6.36
Bsss 0 0 4.96 4.01 3.86 3.84
Cst 0 26.67 24.08 22.73 22.48 22.46
Css 50 0 0.93 2.15 2.39 2.41
Dst 0 26.67 23.22 20.92 20.51 20.48
Dss 25 0 0.89 1.98 2.18 2.20
Eσ 0 26.67 21.43 17.40 16.74 16.66
EH 0 0 3.56 7.03 7.55 7.63
EZ 0 0 1.78 2.14 2.21 2.21
EA15 25 0 0.00 0.23 0.29 0.29
Table 5.4: Frequencies of the dierent types of sites in the A15 and σ lattices and in the
15-, 56-, 209-, and 780-vertex random square-triangle tilings averaged over 1000 instances;
frequencies are expressed in percents. The estimated absolute error does not exceed 0.6%.
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Figure 5.18: Frequencies of the dierent types of sites belonging to each of the ve families
of sites (panels a, b, c, d, and e) for the A15 and σ lattice and the 15-, 56-, 209-, and
780-vertex random square-triangle tilings.
Liquid-drop dodecagonal quasicrystals
We now compare the deformation free energy of our model DDQC based on the 780-
vertex random square-triangle tiling with crystals that appear in the phase diagram
of Chapter 3 (Fig. 3.19). To this end, we construct the Voronoi cells for all 13 types of
sites and compute the deformation free energy of a drop in each of them, and then
we compute a weighted average of these energies. Then we recompute the phase
diagram as explained in Sec. 2.4 using the Maxwell double-tangent construction
illustrated in Fig. 2.15. We expect that our model DDQC is most likely to appear
in the phase diagram at combinations of Ψ and ω where both A15 and σ lattice
appear close to each other; that is, for Ψ between 0.3 and 1.1 and ω = 1.
In Fig. 5.19 we compare the deformation free energies of the FCC, BCC, A15,
and σ lattice to that of the DDQC for Ψ = 1 and ω = 1. The phase diagram for
this choice of Ψ and ω includes the A15 and σ lattice and is thus a representative
example of a region where the DDQC might appear. For all choices of Ψ, ω, and
specic volumes where the σ lattice is present in the phase diagram, the deformation
energy of the DDQC is almost indistinguishable from that of the σ lattice but always
a little larger.
This is more clearly seen in Fig. 5.19 where the relative dierence of the defor-
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Figure 5.19: Deformation free energy of the FCC, BCC, A15, and σ lattice as well as the
780-vertex random square-triangle tiling DDQC vs. specic volume for Ψ = 1 and ω = 1
in a broad range of volumes (a), and in the range of specic volumes where the dierence
between the DDQC and the σ lattice is smallest (b).
mation free energy of the DDQC and the σ lattice is plotted for Ψ = 0.1, 0.3, 1, and
3 and ω = 1, 1.1, and 1.2. The gray-shaded area in all panels represents the range of
specic volumes in which the σ lattice is stable. The dierence of the two deforma-
tion energies is for the most part positive and up to ≈ 5%, meaning that the DDQC
deformation free energy is always slightly larger than that of the σ lattice. However,
this dierence drops to less than 1% at specic volumes where the σ lattice is stable;
for some Ψ and ω, to as little as 0.1%. In other words, in the part of the phase
diagram where the DDQC approaches the σ lattice most closely, the dierence of
their free energies is three orders of magnitude smaller than the deformation energy
itself. This is very close to the estimated accuracy of our implementation of the
liquid-drop model.
* * *
Although our results do not show that the liquid-drop DDQC is stable, the
marginal dierence observed is quite encouraging. In fact, it strongly suggests to
re-examine the stability of the DDQC without resorting to the cell approximation
but instead considering a large ensemble of drops pressing on each other, either
by considering one of the approximants mentioned above or a few random square-
triangle tiling DDQCs. At the same time, we note that such an analysis will be
computationally much more demanding than the cell approximation, most likely by
two or more orders of magnitude depending on the number of sites in the approxi-
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5.3. Cell approximation of dodecagonal quasicrystals
Figure 5.20: Relative dierence of the deformation free energies of the 780-vertex random
square-triangle tiling DDQC and the σ lattice vs. specic volume, plotted in % for Ψ =
0.1, 0.3, 1, and 3, and ω = 1, 1.1, and 1.2. Gray-shaded areas represent the range of
specic volumes in which the σ lattice is stable. Panels a, b, and c show that the DDQC
deformation free energy is always larger than that of the σ lattice by up to 5% except in
the small deformation regime at specic volumes v/σ3∗ ≈ 1 where the σ lattice is not stable
anyhow. Panels c, d, and e show in detail that in the regimes where the σ lattice appears
in the phase diagram, the dierence between the deformation free energies is less than 1%
for most relevant combinations of Ψ and ω.
mant or the DDQC. In turn, this estimate also a posteriori justies the use of the
cell approximation in this Chapter.
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In this Thesis, we explored the phase diagram of the liquid-drop model as a coarse-
grained description of soft polymeric nanoparticles based on a bulk and a surface
free-energy term. Motivated by experimental observations, we studied the diagram
in both three dimensions and in a quasi-two-dimensional setting, the latter referring
to drops at the uid-uid interface. In order to construct it, we compared the
deformation free energies of a set of trial lattices chosen based on experimental
ndings: FCC, BCC, A15 etc. in three dimensions and hexagonal, square, oblique,
and orthogonal lattice for the quasi-two dimensions. The deformation free energy
was computed using the cell approximation.
We rst showed that although it is conceptually rather simple, the liquid-drop
model predicts a rather rich phase diagram which includes isostructural and re-
entrant phase transitions as well as many experimentally observed phases. We also
provided statistical-mechanical and scaling arguments which oer insight to the ex-
perimentally relevant values of our model parameters, paving the way for future stud-
ies of the liquid-drop model. Furthermore, we investigated in detail the non-convex
form of the deformation free energy as a rather generic feature of the model responsi-
ble for the rich phase behavior mentioned above. So far, non-convex free energy was
usually associated with model pair interactions such as the square-shoulder potential
whereas in the liquid-drop model it appears within a micromechanical context with
a clear physical interpretation.
Then we focused on the interpretation of the presence of an isostructural hexago-
nal-hexagonal phase transition in soft particles adsorbed at a uid-uid interface.
This project required a more elaborated version of the model characterized by four
distinct surface tensions, which allowed us to examine the eect of the uid-uid
interface on the resting shape and size of drops in detail and to identify the key
factors related to the presence or absence of the isostructural phase transition. We
discovered two mechanisms which result in a non-convex deformation free energy
required for this transition. What is more, we observe that in the drops that have
a lens-like resting shape at the interface, the formation of drop-drop contact zones
in a quasi-two-dimensional crystal is suppressed up to the density where the drops
are almost spherical. Several combinations of model parameters reproduce the ex-
perimentally observed isotherm and lattice spacing, showing that the liquid-drop
model does capture most of the physical phenomena that result in the isostructural
hexagonal-hexagonal phase transition.
Finally, we turned our attention to dodecagonal quasicrystals. In experiments,
141
Chapter 6. Conclusions
these structures often appear together with the A15 and σ lattice, both of which
are present in the phase diagram of the liquid-drop model. This fact is a strong
indication that dodecagonal quasicrystals too may be stable within this model. To
explore this possibility, we used the cell approximation in conjunction with the
structure of random square-triangle tilings, which describe the in-plane arrangement
of the building blocks of the quasicrystal. The deformation free energy obtained is
very close to that of σ lattice but marginally larger, suggesting that a more detailed
analysis that would not rely on the cell approximation is in order.
It is evident from these results that the liquid-drop model does predict many
of the experimentally observed phenomena typical of soft polymeric nanoparticles
under compression. This shows that the model can be used in several problems in
the eld not covered in this Thesis, some of which are described below.
Morphology of nanocolloidal aggregates
Akcora et al. in 2009 showed that in suspension, nanoparticles grafted by a polymer
brush form aggregates of various dimensionalities [22] (Fig. 6.1). Depending on the
number of grafted chains and chain length, these particles either remain in a dis-
persed state or self-assemble into strings, sheets, or crystals with an FCC or BCC
structure. We believe that the liquid-drop model may be adapted so as to provide
a possible explanation for this behavior. Depending on the model parameters, it is
conceivable that the binding energy of attractive drops (i.e., drops whose drop-drop
interfacial tension is smaller than the drop-solvent tension) is not necessarily lowest
in bulk aggregates with three-dimensional connectivity, especially if combined with
the van der Waals attraction between the cores of nanoparticles. Another possibi-
lity is that the appearance of string- and sheet-like aggregates is favored for kinetic
reasons due to a lateral barrier preventing the formation of higher-dimensionality
aggregates. These scenarios are an interesting alternative to the existing interpre-
tation of the above observations, which rely on the postulated patchiness of the
polymer brush and the ensuing directional interparticle interactions.
The liquid-drop model relies on the on-contact repulsion or attraction of parti-
cles and their resistance to compression. The cell approximation used in this Thesis
could be adapted to interpret the formation of aggregates of dierent dimensionali-
ties by comparing the binding energies of particles in strings, sheets, and bulk-like
aggregates modeled as diametrally compressed drops, drops in a quasi-2D hexago-
nal lattice (Chapter 4), and drops in a crystal (Chapter 3), respectively. It seems
possible that the binding energy does not necessarily correspond to the bulk-like,
Figure 6.1: Nanoparticles with a grafted polymer brush can form a stable suspension or
self-assemble into strings, sheets, or crystals depending on the density and thickness of the
brush. Reproduced from Ref. [22].
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3D-connected aggregate for all combinations of the model parameters, and that in
some cases the lower-dimensionality aggregates may be stable instead of them.
Inclusion of hard core
An important aspect of many soft polymeric nanoparticles is that they consist of a
deformable brush attached onto a hard core [163] (Fig. 6.2). As a result, the core
poses a geometrical restriction which could greatly aect the phase diagram as it
restricts the range where the particles can be deformed. Figure 6.2 depicts a liquid
drop with cores of two dierent sizes in the diametral compression geometry. A core
of radius Rcore1 does not restrict the illustrated level of compression, whereas a core
of radius Rcore2 does so. Similar restrictions also apply to all geometries including
aggregates and crystalline structures where the core of a reference particle pushes
onto neighboring particles, and thus they either allow or disallow the presence of
the structure in question in the phase diagram.
Figure 6.2: Presence of a hard core in a particle described by the liquid-drop model would
impose a geometrical restriction on the possible states of the particle. Diametral compres-
sion shown on the right is possible for cores smaller than the gap width (e.g., for core of
radius Rcore1) but not for those larger than it (e.g., for core of radius Rcore2).
Polydispersity
Within our cell approximation, we assumed that the size of all particles is monodis-
perse. But many if not most samples are polydisperse (Fig. 6.3a), and this leads to
Figure 6.3: Micrograph of a two-dimensional polydisperse foam, with the Voronoi tesse-
lation of the bubbles' centers of mass adapted such that the cell edges do not intersect
the bubbles [164] (a). Transmission electron micrograph of a dodecagonal nanoparticle
quasicrystal self-assembled from 5-nm Au and 13.4-nm Fe2O3 nanocrystals [142] (b).
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several eects not present in monodisperse systems. For example, some bidisperse
systems promote the formation of quasicrystals [142] (Fig. 6.3b), showing that the
eects of particle size may be signicant if not dominant. It would be interesting to
employ the liquid-drop model to examine systems of particles characterized by either
size polydispersity or a distribution of surface tensions and/or compressibilities.
Jamming
Another topic that can be related to polydispersity is the mobility of particles in
a dispersion as well as the ensuing local congurations as the particles are com-
pressed. These congurations are often characterized by a jammed rather than an
equilibrium state because the particles are tightly packed between their neighbors
and cannot reposition themselves [80]. Going beyond the cell approximation, this
approach could provide insight not only in the lattice structures of polydisperse soft
nanoparticles but also in the transition between wet and dry foams and possibly in
their elastic properties [165]. It would be interesting to see how does the jamming
threshold and the jamming transition in liquid-drop model dier from that in, e.g.,
hard particles and other common models of colloids. Such a study cannot be per-
formed within the cell approximation; instead, one would have to examine several
multidrop congurations.
Figure 6.4: Top view of two-dimensional bidisperse foams with a diameter ratio of 1.5 [166].
At small densities, the bubbles are able to explore the whole available space without
restrictions from their neighbors (a). As the density of bubbles is increased, they squeeze
together forming an intermediate mobility state (b) before eventually jamming into a rigid
state where motion is fully restricted (c).
Beyond cell approximation
The deformation free energies of many if not most lattices explored in this Thesis all
quite similar to each other. The small energy dierences are quite common in solid-
solid phase transitions, but they may also be aected by the numerical accuracy
or by the approximations used. In our study, we employed the cell approximation
so as to reduce the computational load. This allowed us to scan a large param-
eter space and identify the most interesting parts of the phase diagram. While
the cell approximation is exact in single-site structures, it would be interesting to
re-examine the more complex structures such as the σ lattice or the dodecagonal
quasicrystal without resorting to it. As demonstrated by numerical studies of foams
(Fig. 6.5) [167, 168], this can be done within the Surface Evolver package that we
used here.
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Figure 6.5: Snapshots of monodisperse, polydisperse, and bidisperse dry foam consisting of
1000 cells, illustrating that a more detailed numerical analysis of the ordered and disordered
structures within the liquid-drop model is feasible. Reproduced from Refs. [167] and [168];
in panel c, the large bubbles are colored red.
At the same time, we note that the numerical complexity of such an analysis is
expected to be a few orders of magnitude bigger than that of the cell-approximation
implementation used here, primarily in terms of computational time. These restric-
tions will most likely preclude the extensive scan of the parameter space presented
in this Thesis, and will require a judicious use of resources.
* * *
In this Thesis, we comprehensively analyzed the workings of the liquid-drop
model of soft nanoparticles, combining numerical results with analytical insight.
The predictions of the model provide an interpretation of several phenomena in
soft condensed matter that cannot be accounted for by other theories. We believe
that future studies of the model in contexts outlined above and beyond will further
establish the model as a versatile approach to capture the mechanical properties
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Raz²irjeni povzetek v slovenskem
jeziku
Uvod
Podro£je mehke kondenzirane snovi, ki obsega teko£e kristale, polimere, koloide in
samoorganizirane strukture amlnih molekul kot tudi gele, pene in ²tevilne bio-
lo²ke materiale, izhaja tako iz zike kot iz kemije (sl. 6.6). Kemija je pomembna,
ker so mehanske, elektri£ne in opti£ne lastnosti teh materialov odvisne od moleku-
larne sestave in arhitekture; po drugi strani pa zika ponuja tako eksperimentalne
tehnike kot krovne teoreti£ne koncepte, ki so potrebni za razumevanje strukture in
lastnosti mehkih materialov. Mnogi mehki materiali se uporabljajo v izdelkih za
²iroko potro²njo od hrane do kozmetike in zaslonov prenosnih telefonov, nekateri pa
so v osr£ju sodobnih tehnologij, kot je npr. tar£na dostava zdravil.
Osrednja vrsta delcev koloidne domene zike mehke snovi so bile in ostajajo
mikrometrske kroglice. Hkrati so ºe nekaj £asa zelo zanimivi tudi sistemi, katerih
gradniki so mehke nanometrske sferi£ne micele, npr. take iz dvoblo£nih kopolimerov.
















Slika 6.6: Podro£je mehke kondenzirane snovi [5] povezuje ve£ ved in vklju£uje vrsto ma-
terialov, pojavov in procesov, tu prikazanih shemati£no.
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samodejno tvorijo nanokoloidne micele: dvoblo£ne kopolimere, zvezdaste polimere,
dendrimere, sferi£ne polimerne ²£etke in mikrogele, kot je prikazano na sliki 6.7.
Arhitekture teh makromolekul se razlikujejo in na£ini sinteze prav tako, a nastale











Slika 6.7: Pet zna£ilnih polimernih arhitektur, ki tvorijo mehke nanokoloidne delce.
Koloidne suspenzije so zelo dober primer klasi£nega statisti£no-zikalnega an-
sambla. Mnoge vidike njihovega obna²anja je mogo£e preu£evati z razmeroma ne-
zahtevnimi in cenenimi eksperimentalnimi napravami. tevilne teoreti£ne in eks-
perimentalne analize koloidnih suspenzij so vodile do temeljnih spoznanj, ki danes
predstavljajo del sodobne zike kondenzirane materije [10, 11, 12, 13]. Na splo²no
te sisteme pogosto povezujemo z zapletenimi meddel£nimi interakcijami, odgovor-
nimi za nenavadne snovne lastnosti, kompleksna agregatna stanja itd., ki ostajajo
predmet raziskav ²e danes.
V pri£ujo£em doktorskem delu teoreti£no preu£ujemo strukture, kakr²ne tvorijo
identi£ni mehki nanodelci, in v ta namen uporabimo t.i. kaplji£ni model, znotraj
katerega nanodelce predstavimo kot kapljice z dobro denirano povr²ino, a brez no-
tranje strukture. Izbira tega modela se opira na nedavno ²tudijo deformacije sferi£ne
polimerne ²£etke ob diametralni kompresiji, torej stiskanju med vzporednima togima
plo²£ama [14]. Ta ²tudija je pokazala, da je mogo£e rezultate numeri£nih simulacij
pri majhnih in zmernih deformacijah zelo dobro pojasniti z omenjenim modelom.
V doktorskem delu te rezultate nadgradimo in ponudimo razlago za stabilnost vrste
netesnih kristalnih mreº, opaºenih v eksperimentalnih raziskavah suspenzij mehkih
nanokoloidnih delcev; spomnimo naj, da se pri dovolj velikih gostotah toge kroglice
uredijo le v ploskovno centrirano kubi£no (FCC) mreºo.
Na²e zanimanje za to vpra²anje izhaja iz desetletij teoreti£nih raziskav struktur,
kakr²ne tvorijo mehki koloidni delci. Sprva so se raziskave, posve£ene simetriji kolo-
idnih kristalov, vrtele le okoli telesne in ploskovne centrirane kubi£ne mreºe (BBC
oziroma FCC), ki sta zna£ilni za mikrometrske kroglice [15]. Danes vemo, da lahko
v primernih pogojih v suspenzijah mehkih nanodelcev opazimo dokaj ²irok spek-
ter netesnih kristalnih skladov [16, 17] in kvazikristalov [18, 19] kakor tudi vrsto
anizotropnih samoorganiziranih agregatov z razli£nimi zna£ilnimi morfologijami.
Slika 6.8 povzema tri obseºne eksperimentalne raziskave struktur, ki jih tvorijo
mehki nanodelci. Glede na pogoje se ti delci sami lahko uredijo v bodisi v nitaste
ali ploskovite agregate bodisi v trirazseºne kristale [22]. V dvorazseºnih kristalih
mehkih nanodelcev, ujetih na gladino med kapljevinama, ki se ne me²ata, so opazili
izostrukturni fazni prehod med heksagonalnima fazama z razli£nima gostotama [23],
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Slika 6.8: Trije primeri struktur, ki jih tvorijo mehki nanokoloidi: nitasti, ploskoviti in
kristalni agregati nanodelcev, obdanih s polimerno ²£etko [22]; heksagonalna, A15 in σ
mreºa micel iz S-I-S'-O tetrablo£nih terpolimerov [17]; in izostrukturni prehod med heksa-
gonalnima mreºama razli£nih gostot pri mikrogelih na gladini med oljem in vodo [23].
in σ. Teoreti£ni razlogi za stabilnost teh struktur  in s tem za opaºeno mikro-
mehani£ne lastnosti nanodelcev  kljub ve£ poskusom ²e vedno niso povsem jasni.
V disertaciji razi²£emo ve£ vidikov faznega diagrama tovrstnih delcev v okviru ka-
plji£nega modela [33] ter s tem ponudimo dodaten teoreti£ni vpogled v omenjene
strukture.
Kaplji£ni model
Kaplji£ni model nudi efektivni opis elasti£nosti polimernih nanokoloidnih delcev,
kot so sferi£ne polimerne ²£etke, zvezdasti polimeri, micele dendrimerov, dvoblo£nih
kopolimerov itd. kakor tudi druge sorodne mehke sferi£ne polimerne entitete, ki
jih obravnavamo kot stisljive kapljice z dobro denirano povr²ino (sl. 6.9). Gosto
koloidno suspenzijo tedaj vidimo kot koncentrirano emulzijo, kjer so sosedne kapljice
v stiku druga z drugo, tako da je del povr²ine vsake kapljice fasetiran (sl. 6.10).
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Slika 6.9: Kompleksno notranjo zgradbo polimernega delca, kot je sferi£na polimerna ²£etka
na sliki, v kaplji£nem modelu predstavimo kot stisljivo kapljico z dobro denirano povr²ino.
Ta model izhaja iz fenomenolo²ke proste energije nanokoloidnega delca, ki vse-
buje prostorninski £len ter enega ali ve£ povr²inskih £lenov. Prostorninski £len
temelji na Murnaghanovi ena£bi stanja [35], povr²inski £leni pa se nana²ajo na stik












Tu je χT izotermna stisljivost pri referen£ni prostornini V0, kjer je tlak v neograjeni
kapljevini enak 0, V je prostornina kapljice, γF in γC sta povr²inski napetosti na stiku
kapljice s topilom oziroma na stiku dveh kapljic, medtem ko sta AF in AC povr²ini
teh sti£nih ploskev. S faktorjem 1/2 upo²tevamo, da si dotikajo£i se kapljici delita
povr²insko energijo stika.
Kaplji£ni model izhaja iz hevristi£ne teorije, ki pojasnjuje stabilnost mreº FCC,
BCC in A15, opaºenih v suspenzijah makromolekularnih in supramolekularnih mi-
cel [29]. Ta teorija obravnava suspenzije pri zelo velikih gostotah, kjer so micele
izplonjujejo ves prostor, in temelji na fenomenolo²ki prosti energiji, ki jo kot iz-
raz (6.1) sestavljata prostorninski in povr²inski £len. Prvega lahko ocenimo z en-
tropijskim prispevkom, povezanim z gibanjem teºi²£a micele v celici, ki jo tvorijo
sosedne micele v dani mreºi. Povr²inska prosta energija izhaja iz prepletenosti poli-
mernih verig sosednih micel, ki vodi do odboja kratkega dosega. To interakcijo nato







Slika 6.10: Shemati£ni prikaz delno fasetiranih kapljic. Povr²inski napetosti na stikih
kapljic s topilom in stikih med sosednimi kapljicami sta ozna£eni z γF oziroma γC . Sti£ne
ploskve so narisane z rde£imi £rtami, stiki kapljic s topilom pa z zelenimi. Topilo izpolnjuje
prostor med kapljicami.
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micelo. Tako prostorninski kot povr²inski £len sta odvisna od tudi vrste kristalne
mreºe. Prvi je najmanj²i pri mreºi FCC, drugi pri mreºi A15 [37]; mreºa BCC
predstavlja razumen kompromis med obema. Opisani model je primeren za razlago
opaºenih faznih prehodov med v trdnimi fazami v micelah dvoblo£nih kopolimerov
in dendrimerov [37].
Te ideje so v nedavni ²tudiji oºivili Riest in sodelavci [14] ter jih bolj neposredno
povezali z mikromehaniko mehkih nanokoloidnih delcev. V tem delu so ustreznost
kaplji£nega modela za opis nanokoloidnih delcev preverili s preu£evanjem deforma-
cije sferi£ne polimerne ²£etke med togoma stenama, ki so jo raziskali s simulacijami
molekulske dinamike. Primerjava rezultatov z napovedmi kaplji£nega modela so
potrdili, da je slednji res primeren za opis deformacije nanokoloidnih delcev.
Prostorninski £len v izrazu (6.1) izhaja iz Murnaghanove ena£be stanja [35], ki
nudi opis obna²anje kapljevin pri visokih gostot in tlakih ter izhaja iz predpostavke,
da je recipro£na izotermna stisljivost 1/χT = −V (∂P/∂V )T linearna funkcija tlaka
in ne konstanta kot npr. pri Hookovem zakonu. Razli£ica Murnaghanove ena£be
stanja, ki smo jo uporabili v na²em modelu, se glasi







Tu je V0 referen£na prostornina snovi, ki ustreza P = 0, in χT izotermna stisljivost
kapljevine pri V = V0. Slika 6.11 prikazuje izotermo, kakr²no podaja ena£ba (6.2).
len χ−1T V0/V v ena£bi (6.2) je enak kot pri idealnem plinu, medtem ko £len −χ
−1
T
zagotavlja, da je v referen£nem stanju pri kon£ni prostornini tlak enak 0. To se
sklada z obna²anjem kapljevin, katerih prostornina se pri stiskanju zmanj²a, pri
razpenjanju pa se pove£a.










Slika 6.11: Murnaghanova ena£ba stanja v primerjavi z ena£bo stanja idealnega plina.
V Murnaghanovi ena£bi stanja je P > 0 pri V < V0 in P < 0 pri V > V0, medtem ko je
pri idealnem plinu P = 0 le pri neskon£no veliki prostornini, torej pri V → ∞.
Fenomenolo²ki izraz uporabimo najprej za izra£un ravnovesnega stanja izolirane
kapljice; to potrebujemo, saj deformacijsko energijo delno ali popolnoma fasetirane
kapljice v emulziji merimo glede na izolirano kapljico. Zaradi Laplaceovega tlaka, ki
se pojavi zaradi povr²inske napetosti, je ravnovesna prostornina izolirane kapljice V∗
manj²a od referen£ne prostornine V0. Ravnovesno prostornino izra£unamo tako, da
minimiziramo ena£bo (6.1) brez kontaktnega £lena in ob predpostavki, da je kapljica
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okrogla. V tem primeru se izraz (6.1) poenostavi v
F = χ−1T
(︃





Povr²inski £len je tem manj²i, £im manj²a je povr²ina (in s tem prostornina) ka-
pljic, medtem ko prostorninski £len vodi do porasta tlaka ob stisku. Tekmovanje
obeh £lenov vodi do ravnovesja, kjer ima kapljica prostornino V∗ in povr²ino A∗. V
nadaljevanju ozna£imo ravnovesni polmer in premer z R∗ = (3V∗/4π)1/3 oziroma s
σ∗ = 2R∗.
Ena£bo (6.3) lahko prepi²emo v brezdimenzijske enote. Vpeljemo R0 = 3
√︁
3V0/4π
in λΨ = R∗/R0 ter izrazimo prostornino in povr²ino okrogle kapljice z R, tj. V =















reducirana EgelstaWidomova dolºina [14, 40]. Ta klju£ni parameter modela je
najbolje razumeti kot produkt Laplaceovega tlaka 2γF/R0 in izotermne stisljivosti
χT . Tako uvidimo, da Ψ v najniºjem redu podaja relativno zmanj²anje prostornine






× χT . (6.6)
e je Ψ majhen, je kapljica komaj stisljiva in je |∆V |/V0 = Ψ, pri velikih Ψ pa je
|∆V |/V0 bolj zapletena funkcija Ψ. V ravnovesju ima F minimum, tj. dF/dλΨ = 0,
in ta pogoj ustreza
λ3Ψ +Ψλ
2
Ψ − 1 = 0. (6.7)
Kristali mehkih nanokoloidov
Opis kristalnih faz mehkih nanokoloidov v okviru kaplji£nega modela zasnujemo
znotraj t. i. celi£nega pribliºka, ki sta ga razvila Lennard-Jones in Devonshire kot
model teko£ega agregatnega stanja [41]. V tem pribliºku je vsaka kapljica ujeta v
celico, ki jo tvorijo njeni sosedi (sl. 6.12a in b) in katere oblika je ustrezni Wigner
Seitzov polieder. Te poliedre skonstruiramo z Voronojevo particijo prostora. Primer
konstrukcije za mreºo FCC je prikazan na sl. 6.13. Predpostavimo, da so sti£ne
ploskve ravne, kot prikazujejo fastirane kapljice na tej sliki.
Oblika kapljic v emulziji ni odvisna samo od reducirane EgelstaWidomove
dolºine Ψ [ena£ba (6.5)], temve£ tudi od ²tevilske gostote, geometrije sklada in od
razmerja povr²inske napetosti stika sosednih kapljic in povr²inske napetosti na stiku
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skanja in skupna povr²ina kapljice se v reºimu delnega fasetiranja le malo spremeni.
e pomembneje je, da je rast sti£nih ploskev na ra£un stika kapljic s topilom, ki ga
predstavlja ta premik, lahko povezana s precej nenavadno spremembo celotne po-
vr²inske energije, £e povr²inska napetost na stiku s topilom ni preve£ podobna tisti
na stiku dveh kapljic, £e torej razmerje napetosti ω ni preve£ blizu 1. e je ω > 1,
ima povr²inska energija maksimum; pri ω = 1.3 je ta maksimum precej izrazit, kot
kaºe zgornja rde£a krivulja na sliki 6.19. Maksimum nato povzro£i grbo v skupni
deformacijski energiji, £e le prostorninski £len proste energije ni prevelik.
A £e je ω < 1, je tvorba sti£nih ploskev energijsko ugodna in to povzro£i privlak
med kapljicami. Zato se celotna povr²inska energija ob stiskanju zmanj²a za ve£
kot v kapljicah z razmerjem napetosti 1. To vodi do nemonotone deformacijske
proste energije, za katero je zna£ilen minimum, ki ga opazimo npr. pri krivuljah na
sl. 6.16b z ω = 0.7 in 0.9; globina in lokacija minimuma sta seveda odvisna tudi
od prostorninskega £lena. Tako vidimo, da izhajata nekonveksnost in nemonotonost
prolov deformacijske proste energije tako iz diferencialne povr²inske napetosti kot iz
dovolj velike stisljivosti. Ta mehanizem je neodvisen od podrobnosti prostorninskega
£lena, ki ga tukaj opisuje Murnaghanova ena£ba stanja, in je torej generi£na.
Zdaj lahko izra£unamo fazni diagram v ravnini (Ψ, ρσ3∗) pri T = 0, kjer ni entro-
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Slika 6.18: Kapljica v mreºi FCC pri indentacijah h/R∗ = 0, 0.05, 0.1, 0.17 in 0.3 (a).
Robovi WignerSeitzevih celic so narisani s £rnimi £rtami, za£etna velikost in oblika kapljice
ponazarja siva krogla. Interakcija te kapljice s sosedi je parsko aditivna pri relativnih
indentacija h/R∗ do ≃ 0.1. Slika b kaºe deformacijsko energijo kapljice v mreºi FCC,
deljeno s koordinacijskim ²tevilom, kot funkcija indentacije pri Ψ = 1 in ω = 1 (modra
£rta). Rde£a £rta je poten£na odvisnost ∝ h2; polni segment predstavlja obseg indentacij,
kjer je deformacijska energija parsko aditivna, £rtkani pa sega onstran tega reºima.
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Slika 6.20: Fazni diagram v prostoru (Ψ, ρσ3∗) pri ω = 0.6, 0.7, . . . 1 (a, b, . . . h). Debelina
£rt, s katerimi smo narisali fazne meje, je ocena numeri£ne neto£nosti. Na slikah ad
£rtkane £rte ozna£ujejo gostoto stabilnega agregata delcev; pri manj²ih gostotah so agregati
v koeksistenci z vakuumom.
mreºe SH veja s c/a < 1, ki nastopa pri nekoliko manj²i gostoti kot prolatna veja.
Rezultate z ω > 1 je mogo£e primerjati s faznim diagramom delcev s harmoni£-
nim parskim odbojem pri T = 0 [57]. V obmo£ju reduciranih gostot do ρσ3∗ = 4, ki
ga zajema sl. 6.20, vsebuje fazno zaporedje slednjih tele mreºe: FCC, BCC, bazno
centrirano ortorombsko in SH [57]. To zaporedje se precej razlikuje od na²ega fa-
znega diagrama pri katerem koli Ψ; ena od glavnih razlik je odsotnost mreºe A15, ki
so jo v Ref. [57] sicer obravnavali, vendar se je pokazalo, da ni stabilna. Poleg tega
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so obmo£ja koeksistence pri delcih s harmoni£nim parskim potencialom precej ozke,
medtem ko so pri kaplji£nem modelu v splo²nem ²iroke (sl. 6.20). Ta primerjava
kaºe, da so ve£del£ni pojavi pri kaplji£nem modelu zelo pomembni ali celo bistveni.
Zelo zanimiva je tudi primerjava s faznim diagramom delcev s trdo sredico in doda-
tnim kolenastim odbojem, kjer prav tako dobimo nekonveksno prosto energijo in s
tem podobno fenomenologijo kot pri kaplji£nem modelu.
Nanodelci na gladini
e ve£ kot 100 let je znano, da lahko koloidni delci, ujeti na gladino med kaplje-
vinama, ki se ne me²ata, stabilizirajo emulzije in pene [81, 82, 83, 84]. Med delci na
gladini deluje vrsta interakcij, ki jih povzema sl. 6.21, a pri velikih gostotah vseeno
praviloma tvorijo le heksagonalno fazo, medtem ko kvadratno mreºo opazimo samo v
zelo speci£nih okoli²£inah [124, 125]; ostalih mreº domala ni. Zato je £lanek [23], ki
je sluºil kot glavni motiv za na²e delo in v katerem poro£ajo o izstrukturnem faznem
prehodu med dvema heksagonalnima mreºama v mikrogelih PNIPAm s premerom











Slika 6.21: Ilustracije interakcij med delci na gladini. (a) Sen£enje naboja v vodi na gladini
med zrakom in vodo povzro£i, da delujejo delci kot nabiti usmerjeni dipoli, kar vodi do
elektrostati£nega odboja. (b) Voda, ujeta na povr²ini delcev na gladini med oljem in vodo,
²e pove£a elektrostati£ni odboj. (c) Kapilarni privlak zaradi deformacije gladine, do katere
pride zaradi teºe delcev. (d) Kvadrupolni privlak, ki ga opazimo pri anizometri£nih ali
anizotropnih delcih. (e) Privlak dolgega dosega, ki ga povzro£i deformacija gladine zaradi
elektri£nih polj nabitih delcev. (f) Privlak zaradi neenakomerne porazdelitve nabojev na
povr²ini delcev. Slika je povzeta po delu [87].
V tej disertaciji eksperimentalne rezultate iz £lanka [23] interpretiramo s kaplji£-
nim modelom. V ta namen model prilagodimo, in sicer tako, da vpeljemo dodaten
£len v fenomenolo²ki prosti energiji, ki predstavlja povr²insko energijo gladine med
kapljevinama, in povr²inski £len, ki opisuje stik kapljice s topilom, razdelimo na dva,
saj sta povr²inski napetosti stika kapljice za vsako od okolnih kapljevin razli£ni. Tako
imamo ²tiri povr²inske £lene: (i) γTAT se nana²a na stik kapljice z gornjo kapljevino,
(ii) γBAB se nana²a na stik kapljice s spodnjo kapljevino, (iii) γCAC se nana²a na
stik med sosednima kapljicama in (iv) γIAI se nana²a na gladino med kapljevinama






γC , γT , γB γI
F = χ−1T
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Slika 6.23: Plo²£ina sti£nih ploskev kapljic v odvisnosti od speci£ne plo²£ine a/σ2∗, ki kaºe,
da je tvorba sti£nih ploskev zadrºana v nestisljivih kapljicah, katerih oblika v izolaciji je
le£asta. Ob pove£evanju gostote preko vrednosti, pri kateri pridejo kapljice v stik s sosedi,
se te najprej preoblikujejo v preteºno sferi£no obliko, sti£na ploskev pa nastane ²ele po
tem. Podatki s slike se nana²ajo na Ψ = 0.1, ω = 0.8 in ε = 1.4.
se prostorninski del proste energije ob stiskanju pove£uje vse gostote, pri kateri so
kapljice v stiku. Po drugi strani pa se pri£ne povr²inska energija zaradi zadrºanega
nastanka sti£nih ploskev zmanj²evati ²ele pri ve£ji gostoti; zmanj²evanje se zgodi le
pri ω < 1. Pri dovolj veliki gostoti prostorninski £len seveda vselej prevlada enako
kot pri scenariju I.  Oba scenarija se ne izklju£ujeta: obstaja veliko kombinacij Ψ,





































































































Slika 6.24: Deformacijska prosta energija ter prostorninski in povr²inski £len zelo stisljivih
kapljic pri Ψ = 100, ω = 1.2 in ε = 1 ilustrirajo scenarij I (a). Iste koli£ine za zmerno
stisljivo kapljico s Ψ = 10, ω = 0.4 in ε = 1.4 ponazarjajo scenarij II (b). Na obeh grah
smo z rde£o narisali plo²£ino sti£ne ploskve.
Reprezentativni izbor faznih diagramov kapljic na gladini predstavlja sl. 6.25, ki
pokriva razpon Ψ med 1 in 1000, ω = 0.6, 0.8 in 1 ter ε = 1, 1.2, 1.4 in 1.6. V
vseh diagramih se teko£a faza kon£a pri speci£ni plo²£ini a/σ2∗ = 0.92 [127], kar
ozna£uje navpi£na polna £rta. Scenarija I in II vodita do razli£nih faznih diagramov:
scenarij I da take s ²irokimi ombo£ji koeksistence pri velikih vrednostih Ψ (npr. na
sl. 6.25f), medtem ko so za scenarij II zna£ilna oºja obmo£ja koeksistence pri manj²ih
vrednostih Ψ (npr. na sl. 6.25g). Da se scenarija ne izklju£ujeta, vidimo na sl. 6.25b.
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Pove£anje razmerja povr²inske napetosti gladine v primerjavi z napetostjo med
kapljico in spodnjo kapljevino ε raz²iri obmo£ja koeksistence pri vseh vrednostih
reducirane EgelstaWidomove dolºine Ψ in razmerja napetosti ω. To lahko vidimo
na sliki 6.25, £e pogledamo slike v posameznem stolpcu od spodaj navzgor, kakor
nara²£a ϵ. S te slike razberemo tudi, da je scenarij II relevanten le pri majhnih
gostotah, medtem ko se scenarij I pojavi v precej ²ir²em obmo£ju gostot. Slika 6.25
tudi kaºe, da scenarij II lahko nastopi le, £e se kapljice privla£ijo.
Za primerjavo z eksperimentalnimi podatki iz deformacijske proste energije izra-
£unamo 2D tlak ansambla, ki je ena najpomembnej²ih opazljivk v delu [23]. Ugo-
tovimo, da se lahko izmerjenim izotermam lepo pribliºamo s Ψ med 5.8 in 12,6, ω
med 1.25 in 1.6 ter ε med 1.3 in 1.6; na² model ne more zajeti meritev pri zelo
velikih gostotah, kjer mikrogeli ne tvorijo le ene plasti na gladini. Slika 6.26a pri-
kazuje eksperimentalne podatke skupaj z najbolje ujemajo£o se teoreti£no izotermo
pri Ψ = 8.3, ω = 1.4 in ε = 1.45. Vse druge izoterme, ki se prav tako pribliºajo
eksperimentalnim podatkom, £eprav nekoliko slab²e, leºijo znotraj oranºnega pasu
okoli izoterme; te izoterme od podatkov odstopajo kve£jemu za toliko, kolikor zna²a
eksperimentalna napaka. Pri prileganju smo obravnavali velikost 2D tlaka in speci-
£ne plo²£ine kot prosta parametra, oblika izoterm vklju£no z relativnima gostotama
faz v koeksistenci pa je v celoti dolo£ena z modelskimi parametri.
Slika 6.26b prikazuje najbolj²e prileganje mreºne konstante v odvisnosti od spe-
ci£ne povr²ine. Kot pri izotermah je skladnost precej dobra kljub nekaterim razli-
kam, v glavnem zaradi nekonstantne izmerjenih mreºnih konstant med koeksistenco.





do katerega pridemo na podlagi geometrije heksagonalne mreºe.
Kvalitativni sklep, do katerega pridemo s prileganjem eksperimentalnih podat-
kov, je, da se mikrogeli odbijajo drug od drugega, ker je pri najbolje ujemajo£ih se
izotermah ω > 1 . To je v skladu z odbojnimi interakcijami, kakr²ne opazimo pri
mnogih koloidnih delcih, npr. v poskusih Pieranskega [85] in v nedavnem £lanku,
kjer so opazili, da so mikrogeli PNIPAm rahlo negativno nabiti [128].
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Slika 6.25: Fazni diagram kapljic na gladini med dvema kapljevinama v ravnini (Ψ, ρσ2∗)
pri ω = 0.6, 0.8 in 1 ter ε = 1, 1.2, 1.4 in 1.6. Debelina £rt, s katerimi smo narisali fazne
meje, je ocena za numeri£no neto£nost.
Mehki dodekagonalni kvazikristali
Na²a analiza kristalnih struktur v okviru kaplji£nega modela je pokazala, da se v
faznem diagramu pogosto pojavljata tako mreºa A15 kot mreºa σ. Ti strukturi
sta zanimivi tudi zato, ker predstavljata t.i. aproksimanta kvazikristalov, tako da













































strukturi aproksimantov, saj lahko vsebuje domene, sestavljene samo iz kvadratov,
kakr²nih v aproksimantih ni.
Tu kvazikristale razi²£emo tako z aproksimanti kot z naklju£nim tlakovanjem,
pri £emer zopet uporabimo celi£ni pribliºek; pri slednjih analiziramo strukture z od
15 do 780 ogli²£i, kar ustreza Stampijevim aproksimantom od 1 do 5/2 generacije.
Z analizo kubi£nih in prizmati£nih gradnikov dodekagonalnih plastovitih kvazi-
kristalov ugotovimo, da vsebujejo 5 druºin vrst mest, ki jih ozna£imo z A, B, C, D
in E v skladu s poimenovanjem za opis mreºe σ [162]. Te druºine imajo skupaj 13
mest. Postopek za izra£un frekvenc teh mest povzema sl. 6.29. Nato izra£unamo
deformacijsko prosto energijo na²ega modela DDQC. V ta namen konstruiramo Vo-
ronojeve celice za vseh 13 vrst mest in izra£unamo deformacijsko prosto energijo
kapljic v vsaki od njih, nato pa ²e uteºeno povpre£je teh energij.
Dobljeno deformacijsko prosto energijo primerjamo z energijami prej raziskanih
kristalnih faz in nanovo izra£unamo fazni diagram. Pri£akujemo, da se bo DDQC
najverjetneje pojavil pri kombinacijah Ψ in ω, kjer sta mreºi A15 in σ blizu druga
drugi, to je za Ψ med 0.3 in 1.1 in ω = 1. Slika 6.30 prikazuje deformacijske proste
energije mreº FCC, BCC, A15 in σ ter modelskega DDQC pri Ψ = 1 in ω = 1.
Vidimo, da se deformacijska energija DDCC sicer zelo pribliºa energijam mreº A15
in σ, a se v faznem diagramu ne pojavi. Podobno je tudi pri drugih kombinacijah
Ψ in ω ter speci£nih prostorninah, kjer je mreºa σ prisotna v faznem diagramu;
deformacijska energija DDQC se skoraj ne razlikuje od energije mreºe σ, vendar je
vedno nekoliko ve£ja.
eprav na²i rezultati ne kaºejo, da je dodekagonalni plastoviti kvazikristal v
okviru kaplji£nega modela stabilen, je opaºena majhna razlika precej spodbudna.
Povsem mogo£e je, da bi s popolnej²im modelom, torej onstran celi£nega pribliºka,
dobili ²e ugodnej²i rezultat. Implementacija takega pristopa bi bila numeri£no zna-
tno zahtevnej²a  verjetno za najmanj dva reda velikosti.
* * *
Na²i rezultati osvetljujejo zgradbo urejenih tvorb v sistemih mehkih nanokoloid-
nih delcev v okviru kaplji£nega modela ter ponujajo razlago za vrsto opaºenih struk-
tur in pojavov. Po teoreti£ni plati je nemara najbolj zanimivo, da je to razlago mo-
go£e v znatni meri povezati z ve£del£nimi pojavi, ki v kaplji£nem modelu nastopajo
intuitivno in jasno, kar ni redko le v ziki mehke kondenzirane snovi, temve£ tudi
sicer. Prepri£ani smo, da bodo nadaljnje raziskave vlogo modela pri opisu mikrome-
hanike omenjenih delcev ²e utrdile.
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Nn = 56 Nn = 209 Nn = 780
postprocesiranje
razurejeno tlakovanje iz kvadratov in trikotnikov
število kvadratov, trikotnikov, robov 
frekvence robov med trikotniki, med 
kvadrati in trikotniki ter med kvadrati
, H, Z, in A15
frekvence robov kvadratov ali 
trikotnikov, ki so v stiku z drugimi 
kvadrati ali trikotniki
frekvence mest
Ns Nt Ne N
ett est ess
H Z A15
pst= est / (est + ess)
pss= ess / (est + ess)
ptt= ett / (est + ett)
pts= ets / (est + ett)
A = Ntett Bttt= Nt p3tt 
Btts= 3Nt p2tt pts
Btss= 3Nt ptt p2ts





E  = 2N
EH = 2N H
EZ = 2N Z
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