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Measure valued solutions of the 2D Keller-Segel system.
S. Luckhaus1, Y. Sugiyama2, J. J. L. Vela´zquez3
1 Introduction
In this paper we study the solutions of the following two-dimensional Keller-Segel system describing
chemotaxis:
∂tu−∆u+∇ (u∇v) = 0 in Ω , ∂νu|∂Ω = 0 (1.1)
−∆v = u− 1|Ω|
∫
udx in Ω , ∂νv|∂Ω = 0 (1.2)
u (x, 0) = u0 (x) in Ω (1.3)
where Ω ⊂ R2 is a bounded domain with boundary ∂Ω ∈ C4 and u0 is a bounded, nonnegative
function.
It is well known that the solutions of (1.1)-(1.3) blow-up in finite time, i.e.
lim
t→T
∫
Ω
updx =∞ for all p > 1
for some T <∞ (cf. [5]).
The Keller-Segel system as well as the properties of the blow-up set has been extensively studied.
An idea that was introduced in [6] to prove discreteness of the blow-up set is the symmetrization
of the nonlinear term in (1.1) in the equation that describes the evolution of the mass of u. The
symmetrization idea has been used in a more general form in [8] to show that the solutions of a
system analogous to (1.1)-(1.3) but with (1.2) replaced by
−∆v + γv = u in Ω , ∂νv|∂Ω = 0
blow-up in a finite set of points. The method used in [8] relies heavily in the symmetry properties
of the operator u∇v. Similar ideas to the ones in [8] can be applied to prove discreteness of the
blow-up set for the solutions of (1.1)-(1.3).
Continuation beyond blow-up has been considered from several points of view. The usual
approach used to extend the solutions of Keller-Segel systems beyond the blow-up time consists
in regularizing some of the nonlinearities in the equations by means of a sequence of problems
depending on a parameter ε > 0. The regularization is chosen in order to obtain a problem with
global solutions in time and also to recover formally the original Keller-Segel system as the parameter
ε→ 0. The papers [11], [12] study in detail one of these regularizations using matched asymptotics.
In particular, it was obtained in those papers that formal limits of solutions of the system (1.1)-
(1.3) with Ω = R2 can be described by a set of Dirac measures whose positions and masses evolve
according to a system of ODEs. A different regularization was considered in the papers [7], [2] where
it was introduced a concept of weak solutions for systems analogous to (1.1)-(1.3) as the limit of
regularized problems, different from the ones considered in [11], [12]. A key idea in [7], [2] is the
use of a symmetrization procedure for the nonlinear term similar to the one in [8]. It was also seen
in [2] that assuming that the measures were Dirac masses concentrated in smoothly moving curves,
the masses and positions of the Dirac masses would evolve according to a system of ODEs, closely
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related to the one obtained in [11], but exhibiting some differences due to the different choice of
regularization used.
In this paper we obtain generalized solutions for (1.1)-(1.3) in the sense of measures as the limit
of two-different regularizations of it. We will show that the resulting limit measures, that are in
some suitable sense global weak solutions of (1.1)-(1.3), depend in the regularization.
The plan of the paper is the following. In Section 2 we introduce two different regularizations
of the Keller-Segel system. Section 3 contains some properties of the fundamental solution for the
Laplace equation in bounded domains that will be used throughout the whole paper. In Section
4 we describe a key argument that allows to control the local change of mass in a given region.
Section 5 contains an estimate for the solutions of the second regularization obtained using an
entropy inequality. Local regularity estimates for the solutions of both regularized problems in
the regions where the mass is small are obtained in Section 6. Section 7 describes how to obtain
limit measure solutions for both limit problems, as well as the fact that such measures consist in a
finite number of atoms plus a regular part. Section 8 describes the limit problems satisfied by such
measures. Section 9 proves that both regularization yield different limit measures for masses above
the critical value. Finally, Section 10 contains a formalism to describe the form of the nonlinear
terms arising in the limit weak formulation using measured valued Young measures, since some fast
oscillations could take place near the singularities.
2 Two regularizations of (1.1)-(1.3).
We will use in this paper two regularizations of the system (1.1)-(1.3). The first one is:
∂tu−∆u +∇ (fε (u)∇v) = 0 in Ω , ∂νu|∂Ω = 0 (2.1)
−∆v = fε (u)− 1|Ω|
∫
fε (u)dx in Ω , ∂νv|∂Ω = 0 (2.2)
where:
fε (u) =
∫ u
0
min
{
1,
(
1
ε
− s
)
+
}
ds (2.3)
The second regularization that we will use is:
∂tu−∆
(
u+ εu
7
6
)
+∇ (u∇v) = 0 in Ω , ∂νu|∂Ω = 0 (2.4)
−∆v = u− 1|Ω|
∫
udx in Ω , ∂νv|∂Ω = 0 (2.5)
The choice of the exponent 76 in (2.4) is not essential. The arguments could be made in a similar
manner for any number greater than one. However, some computations in Section 6 will become
slightly simpler with the particular exponent 76 .
We assume in both cases ε > 0. It would be possible to use in (2.1), (2.2) fε (u) =
u
1+εu or
similar cutoff functions. A key feature of these regularizations is the symmetry of the nonlinear
terms (fε (u)∇v, u∇v respectively) on the function u. This restriction is needed, because the idea
used in [8] to control the motion of the mass relies heavily on these symmetry properties.
It is trivially seen that the classical solution of the problems (2.1), (2.2) or (2.4), (2.5) with
initial data u (x, 0) = u0 (x) is globally defined in time for any ε > 0. In particular, ‖u‖L∞(Ω) is
bounded in any interval 0 ≤ t ≤ T < ∞, although the resulting estimate depends on ε and it can
be expected to blow-up as ε→ 0+. The choice of boundary conditions imply:∫
Ω
u (x, t) dx =
∫
Ω
u0 (x) dx . (2.6)
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The rest of the paper is devoted to characterize the limit of the solutions of these two problems as
ε→ 0.
3 A local approximation of the Green’s function for the
Laplace operator with Neumann boundary conditions.
We will use the a detailed description of the Green’s function associated to the Laplace equation
with Neumann boundary conditions near the boundary.
The following Lemma collects some basic geometrical results. The proof is elementary and it
will be omitted.
Lemma 1 Suppose that Ω ⊂ R2 is an open set with ∂Ω ∈ C4. Let us denote as d (y) = dist (y, ∂Ω)
the distance of y to ∂Ω. There exists σ0 > 0 depending only on ∂Ω such that the function d (y) is
uniquely defined and it has two continuous derivatives in the set U = {y ∈ Ω : dist (y, ∂Ω) ≤ 2σ0}.
For any D ∈ [0, 2σ0] we define the curves ΓD =
{
y ∈ R2; d (y) = D} . For any y ∈ ΓD the vector
ν (y) = −∇d (y) is the normal unit vector to the curve at the point y and h (y) = ∇ · (ν (y)) is the
curvature of ΓD at y. Moreover, suppose that we denote as t (y) the unit tangent vector to ΓD at
y. Then:
∇ν (y) = h (y) t (y)⊗ t (y) . (3.1)
The following general property of the Green’s function of the Laplace equation with Neumann
boundary conditions will be useful:
Lemma 2 Suppose that G (y, x) is the unique solution of:
−∆yG (y, x) = δx (y)− 1|Ω| , y ∈ Ω , x ∈ Ω (3.2)
∂G
∂νy
(y, x) = 0 , y ∈ ∂Ω (3.3)∫
Ω
G (y, x) dy = 0 , x ∈ Ω (3.4)
where νy denotes the outer normal to ∂Ω at y ∈ ∂Ω. Suppose that x, x0 ∈ Ω, x 6= x0. Then:
G (x, x0) = G (x0, x)
Proof. Multiplying (3.2)-(3.4) by G (y, x0) , and integrating by parts we obtain:∫
Ω
∇yG (y, x0)∇yG (y, x) dy = G (x, x0)
Exchanging the role of x, x0 the result follows from the symmetry of the left-hand side.
3.1 Uniform regularity estimates near the boundary.
We now describe the above mentioned Green’s function. The main content of the next lemma is
the uniform continuity of the remainder function K (y, x) .
Lemma 3 Suppose that G (y, x) is as in Lemma 2. Let σ0 be as in Lemma 1 and let Z ∈ C∞
(
Ω¯
)
be a cutoff function satisfying with Z (y) = 1 for d (y) ≤ σ0, Z (y) = 0 for d (y) ≥ 2σ0.
Then, there exists K ∈ C (Ω¯× Ω¯) with ∇yK,∇xK ∈ C (Ω¯× Ω¯) such that:
G (y, x) = − 1
2π
[log (|y − x|) + Z (y) log (|τ (y)− x|)] +K (y, x) (3.5)
where
τ (y) = y + f (y) ν (y) , f (y) = 2d (y) + h (y) (d (y))
2
.
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Proof. Existence and uniqueness of the function G is standard (cf. [10]). Since the result is
inmediate for d (y) ≥ σ0 we restrict our analysis to the case d (y) ≤ σ0. We define a function
G∗ (y, x) = − 1
2π
[log (|y − x|) + log (|τ (y)− x|)] .
Notice that G∗ satisfies:
∂G∗
∂νy
= 0 , y ∈ ∂Ω (3.6)
as well as:
−∆yG∗ (y, x) = − 1
4π
∆y
(
log
(
|τ (y)− x|2
))
in Ω (3.7)
In order to compute the right hand side of (3.7) we write:
∆y
(
log
(
|τ (y)− x|2
))
=
1
|τ (y)− x|2∆y
(
|τ (y)− x|2
)
− 1|τ (y)− x|4
(
∇y
(
|τ (y)− x|2
))2
.
(3.8)
Using Lemma 1 we obtain:
∇y
(
|τ (y)− x|2
)
= 2 (τ (y)− x) + 2 [ν (y) · (τ (y)− x)]∇yf + 2hf [t (y) · (τ (y)− x)] t (y) . (3.9)
We will use also the equivalent formula:
∇y
(
|τ (y)− x|2
)
= 2 [(τ (y)− x) − 2 [ν (y) · (τ (y)− x)] ν (y)] + (3.10)
+ 2 [ν (y) · (τ (y)− x)] [∇yf + 2ν (y)] + 2hf [t (y) · (τ (y)− x)] t (y) .
Applying the operator ∇· to (3.9), using that d ≤ C |τ (y)− x| , f (d) ≤ Cd where C is a
constant depending only on the regularity bounds of Ω and neglecting terms that are smaller than
|τ (y)− x|2 we obtain:
∆y
(
|τ (y)− x|2
)
= 2∇y · (τ (y)) + 2 [ν (y) · (τ (y)− x)]∆yf + 2 (∇y [ν (y) · (τ (y)− x)]) · ∇yf+
+ 2 [t (y) · (τ (y)− x)] (∇y (hf) · t (y)) + 2hf (∇y [t (y) · (τ (y)− x)] · t (y))+
+O
(
|τ (y)− x|2
)
. (3.11)
The first term on the right-hand side of (3.11) can be approximated, using the definition of f,
as:
2∇y · (τ (y)) = 2fh− 4dh+O
(
d2
)
= O
(
d2
)
. (3.12)
The second term on the right-hand side of (3.11) satisfies:
2 [ν (y) · (τ (y)− x)]∆yf = 2 [ν (y) · (τ (y)− x)]
[
−2∇y · (ν (y)) + 2h (∇yd (y))2 +O (d)
]
= O
(
|τ (y)− x|2
)
. (3.13)
The third term on the right-hand side of (3.11) can be written, using Lemma 1 as:
2 (∇y [ν (y) · (τ (y)− x)]) · ∇yf = −4− 4hd+ 2 [2 + 2hd]2 +O
(
d2
)
= 4 + 12dh+O
(
d2
)
. (3.14)
We can estimate the fourth term on the right-hand side of (3.11), using the orthogonality of
t (y) and ν (y) as:
2 [t (y) · (τ (y)− x)] (∇y (hf) · t (y)) = O
(
|τ (y)− x|2
)
. (3.15)
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Moreover, using (3.1) and the orthogonality of t (y) and ν (y) we estimate the fifth term on the
right-hand side of (3.11) as:
2hf (∇y [t (y) · (τ (y)− x)] · t (y)) = 2hf +O
(
|τ (y)− x|2
)
= 4dh+ O
(
|τ (y)− x|2
)
. (3.16)
Therefore, combining (3.11)-(3.16):
∆y
(
|τ (y)− x|2
)
= 4 + 16dh+O
(
|τ (y)− x|2
)
. (3.17)
On the other hand we compute
(
∇y
(
|τ (y)− x|2
))2
. To this end we use (3.10). Using that
[∇yf + 2ν (y)] = O (d) as well as the fact that (I − 2ν ⊗ ν) is an isometry we obtain, after some
computations:
(
∇y
(
|τ (y)− x|2
))2
= 4 |τ (y)− x|2 + 16dh |τ (y)− x|2 +O
(
|τ (y)− x|4
)
. (3.18)
Combining (3.8), (3.17), (3.18) we obtain:
|∆y (log (|τ (y)− x|))| ≤ C in Ω (3.19)
for some constant C depending only on Ω.
We now derive an estimate for ∇x (∆y (log (|τ (y)− x|))) with respect to x. To this end we
differentiate (3.8):
∇x
(
∆y
(
log
(
|τ (y)− x|2
)))
=
2 (τ (y)− x)
|τ (y)− x|4 ∆y
(
|τ (y)− x|2
)
− 2|τ (y)− x|2∆y (τ (y)− x)−
− 4 (τ (y)− x)|τ (y)− x|6
(
∇y
(
|τ (y)− x|2
))2
+
4
|τ (y)− x|4∇y
(
|τ (y)− x|2
)
· ∇y (τ (y)− x) (3.20)
for d (y) ≤ σ0. Notice that, using Lemma 1 and the definition of τ (y) we obtain, after some
computations:
∆y (τi (y)− xi) = ∇y · (∇yfνi (y) + f∇yνi (y)) = O (d) (3.21)
On the other hand:
∇y (τi (y)− xi) = ∇y (τi (y)) = ei − [2 + 2dh] ν (y) νi (y) + fhti (y) t (y) +O
(
d2
)
(3.22)
where ei is a unit vector in the direction of the yi axis. Combining (3.9) and (3.22) it then follows
that:
∇y
(
|τ (y)− x|2
)
· ∇y (τ (y)− x) = [2 + 8dh] (τ (y)− x) +O
(
|τ (y)− x|3
)
(3.23)
It then follows from (3.17), (3.18), (3.20), (3.21), (3.23):
∇x (∆y (log (|τ (y)− x|)))
=
2 (τ (y)− x)
|τ (y)− x|4 [4 + 16dh]−
4 (τ (y)− x)
|τ (y)− x|6
[
4 |τ (y)− x|2 + 16dh |τ (y)− x|2
]
+
+
4 (τ (y)− x)
|τ (y)− x|4 [2 + 8dh] +O
(
1
|τ (y)− x|
)
(3.24)
= O
(
1
|τ (y)− x|
)
5
Combining (3.19), (3.24) we obtain:
|∆y (Z (y) log (|τ (y)− x|))| ≤ C (3.25)
|∇x (∆y (Z (y) log (|τ (y)− x|)))| ≤ C
[
Z (y)
|τ (y)− x| + 1
]
(3.26)
uniformly on (x, y) ∈ Ω× Ω.
We can now prove the continuity of the functionK (x, y) defined in (3.5). Notice that (3.2)-(3.4),
(3.25), (3.26) imply:
−∆y (K (y, x)) = R1 (y, x) , |R1 (y, x)| ≤ C
∂K
∂νy
(y, x) = 0 , y ∈ ∂Ω , x ∈ Ω∣∣∣∣
∫
Ω
K (y, x) dy
∣∣∣∣ ≤ C1 , x ∈ Ω (3.27)
with C1 independent on x.
−∆y (∇xK (y, x)) = R2 (y, x) , |R2 (y, x)| ≤ C
[
Z (y)
|τ (y)− x| + 1
]
(3.28)
∂ (∇xK)
∂νy
(y, x) = 0 , y ∈ ∂Ω , x ∈ Ω∣∣∣∣
∫
Ω
∇xK (y, x) dy
∣∣∣∣ ≤ C1 , x ∈ Ω
with C1 independent on x.
Therefore, multiplying (3.28) by ∇xK (y, x) , integrating with respect to the y variable and
integrating by parts and using Sobolev and Ho¨lder inequalities we obtain:∫
Ω
|∇xK (y, x)|p dy +
∫
Ω
|∇y (∇xK (y, x))|2 dy ≤ C , for any p <∞
uniformly on x ∈ Ω. On the other hand, multiplying (3.27) by K (y, x) and using a similar argument
we obtain: ∫
Ω
|K (y, x)|p dy +
∫
Ω
|∇y (K (y, x))|2 dy ≤ C , for any p <∞
uniformly on x ∈ Ω. Classical regularity theory for (3.27) then shows that K (y, x) , ∇yK (y, x) are
uniformly bounded in Ω× Ω.
Since 1|τ(·)−x| ∈ Lq (Ω) for any q < 2, it follows from classical regularity theory that ∇xK (·, x) ∈
W 2,q (Ω) for any q < 2 with uniform bounds on x ∈ Ω. Therefore, Sobolev embeddings yield
∇xK (·, x) ∈ W 1,σ (Ω) for any σ < ∞ and then ∇xK (·, x) is Ho¨lder in the y variable, uniformly
on x ∈ Ω. It remains to prove continuity in the x variable. To this end we use (3.28) as well as
(3.2)-(3.4) to write the representation formula:
∇xK (y, x) =
∫
Ω
G (y, z)R2 (z, x) dz =
∫
Ω
G∗ (y, z)R2 (z, x) dz +
∫
Ω
K (y, z)R2 (z, x)dz (3.29)
Using the inequalities:
|G∗ (y, z)R2 (z, x)| ≤ C
[
Z (z)
|τ (z)− x| + 1
]
|log (|z − y|)|
|K (y, z)R2 (z, x)| ≤ C
[
Z (z)
|τ (z)− x| + 1
]
as well as the continuity of the function R2 (x, z) with respect to the x variable for x 6= z it then
follows that the right-hand side of (3.29) is continuous and the result follows.
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3.2 A geometric representation formula for ∇xG.
We write the Green’s function ∇xG (y, x) in a more convenient form. To this end we introduce the
following notation to denote the closest point to x at the boundary ∂Ω.
P∂ (x) = x+ d (x) ν (x) , dist (x, ∂Ω) ≤ σ0 (3.30)
The next lemma provides a suitable approximation for ∇xG near ∂Ω.
Lemma 4 Assume that G is as in Lemma 3. Then we can write:
∇xG (y, x)
= − 1
2π
(x− y)
|x− y|2 −
Z (y)
2π
P∂ (x)− P∂ (y)− [d (x) ν (x) + d (y) ν (y)]
D
−
− Z (y)h (y)
2π
[Gt (Y (x, y) , λ1 (x, y) , λ2 (x, y)) + gn (Y (x, y) , λ1 (x, y) , λ2 (x, y)) ν (y)] +W (x, y)
(3.31)
where the operator P∂ is defined in (3.30), d (·) is as in Lemma 1, W (x, y) is continuous in Ω¯× Ω¯,
and the functions Gt, gn, Y, λ1, λ2 are given as:
Gt (Y, λ1, λ2) = −2 (λ1 + λ2)λ22Y + (λ1 − λ2) |Y |2 Y (3.32)
gn (Y, λ1, λ2) =
[
−λ22 + 2λ22 (λ1 + λ2)2 +
(
λ22 − λ21
) |Y |2] (3.33)
D = |P∂ (x)− P∂ (y)|2 + (d (x) + d (y))2 (3.34)
Y (x, y) =
P∂ (x)− P∂ (y)√
|P∂ (x)− P∂ (y)|2 + (d (y) + d (y))2
λ1 (x, y) =
d (x)√
|P∂ (x)− P∂ (y)|2 + (d (y) + d (y))2
λ2 (x, y) =
d (y)√
|P∂ (x)− P∂ (y)|2 + (d (y) + d (y))2
.
Remark 5 The first two terms in (3.31) are homogeneous functions of order −1. The terms Gt, gn
are homogeneous functions of order zero that in the limit |x− τ (y)| → 0 yield respectively a tan-
gential component and a normal component to ∂Ω.
Proof. Our goal is to approximate ∇xG that is given as (cf. (3.5)):
∇xG (y, x) = − 1
2π
(x− y)
|x− y|2 −
Z (y)
2π
x− τ (y)
|x− τ (y)|2 +∇xK (y, x) . (3.35)
Using (3.30) we obtain:
x− τ (y) = P∂ (x)− P∂ (y)− [d (x) ν (x) + d (y) ν (y)]− h (y) (d (y))2 ν (y) , (3.36)
whence it follows, after some computations:
|x− τ (y)|2 = |P∂ (x) − P∂ (y)|2 + (d (x) + d (y))2 − 2 (P∂ (x)− P∂ (y)) · (d (x) ν (x) + d (y) ν (y))+
+ 2h (y) (d (y))
2
(d (x) + d (y)) +O
(
(d (x))
4
+ (d (y))
4
+ |x− y|4
)
. (3.37)
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Let us define ℓ (x, y) = (P∂ (x)− P∂ (y)) · t (y) . Using also ν (y) = ν (P∂ (y)) , t (y) = t (P∂ (y))
we obtain:
(P∂ (x)− P∂ (y)) = ℓ (x, y) t (y)− h (P∂ (y)) (ℓ (x, y))
2
2
ν (y) +O
(
(ℓ (x, y))
3
)
,
d (y) (P∂ (x)− P∂ (y)) · ν (y) = −h (P∂ (y)) (ℓ (x, y))
2
d (y)
2
+O
(
(ℓ (x, y))
4
)
,
d (x) (P∂ (x)− P∂ (y)) · ν (x) = h (P∂ (x)) (ℓ (x, y))
2
d (x)
2
+O
(
(ℓ (x, y))
4
)
,
(ℓ (x, y))
2
= |P∂ (x)− P∂ (y)|2 +O
(
|x− y|3
)
.
Then:
2 (P∂ (x) − P∂ (y)) · (d (x) ν (x) + d (y) ν (y)) (3.38)
= −h (y) (d (y)− d (x)) (ℓ (x, y))2 +O
(
|x− y|4 + (d (x))4 + (d (y))4
)
.
Plugging (3.38) into (3.37) and using Taylor’s expansion we obtain:
x− τ (y)
|x− τ (y)|2 =
P∂ (x) − P∂ (y)− [d (x) ν (x) + d (y) ν (y)]
D
+
+ [Gt (Y (x, y) , λ1 (x, y) , λ2 (x, y)) + gn (Y (x, y) , λ1 (x, y) , λ2 (x, y)) ν (y)] +
+ W˜ (x, y) , (3.39)
where Gt, gn are as in (3.32), (3.33) and W˜ (x, y) is a continuous function in Ω¯× Ω¯ satisfying:
W˜ (x, y) = O (d (x) + d (y) + |x− y|) .
Combining (3.35), (3.39), (3.31) and Lemma 4 follows withW (x, y) = −Z(y)2π W˜ (x, y)+∇xK (x, y) .
4 Local mass change estimates.
In this Section we derive some crucial estimates for the local change of mass of u for the solutions
of (2.1), (2.2) or (2.4), (2.5). To this end we use the symmetrization argument as introduced in [8]
and used also in [2], [7]. We will consider separately the cases of points x0 that are at the interior
of Ω and the points that are close to the boundary.
4.1 Interior estimates.
We will use an auxiliary test function ϕ ∈ C1,1 (R+) defined as:
ϕ (r) = 1− r
2
2
, 0 ≤ r ≤ 1 , ϕ (r) = 1
2
− log (r) , 1 ≤ r ≤ e 14
ϕ (r) =
1
e
1
2
(
3e
1
4
2
− r
)2
, e
1
4 ≤ r ≤ 3e
1
4
2
, ϕ (r) = 0 , r ≥ 3e
1
4
2
(4.1)
Given ρ > 0 and x0 ∈ Ω, such that d (x0) ≥ 3e
1
4 ρ
2 we define:
ψρ (x) = ϕ
( |x− x0|
ρ
)
(4.2)
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Notice that (4.1) implies:
∆ψρ (x) = − 2
ρ2
for |x− x0| < ρ , ∆ψρ (x) = 0 for ρ < |x− x0| < e 14 ρ , (4.3)
∆ψρ (x) ≥ 0 for e 14 ρ < |x− x0|
The letters ϕ, ψ will denote generic test functions that will change along the paper, but will be
used consistently in each argument.
We have:
Proposition 6 Suppose that u solves one of the problems (2.1), (2.2) or (2.4), (2.5). Let us fix
ρ > 0 and let us assume that dist (x0, ∂Ω) ≥ 2ρ. Let ψρ be as in (4.2). Then:∣∣∣∣∂t
(∫
Ω
ψρu
)∣∣∣∣ ≤ κρ2 (4.4)
if u solves (2.1), (2.2), and:
∂t
(∫
Ω
ψρu
)
≥ − κ
ρ2
− 2ε
ρ2
∫
Bρ(x0)
u
7
6 (4.5)
if u solves (2.4), (2.5). The constant κ depends on ‖u0‖L1(Ω), but it is independent on ε and ρ.
Proof. Suppose that u solves (2.1), (2.2). Then, integrating by parts and using (2.1) we obtain:
∂t
(∫
Ω
ψρudy
)
−
∫
Ω
∆ψρ (y)udy −
∫
Ω
fε (u)∇ψρ (y)∇v (y, t) dy = 0 (4.6)
We rewrite the fundamental solution G (x, y) using Lemma 3. It then follows that:
G (y, x) = − 1
2π
log (|x− y|) +G0 (y, x)
where, using that 3e
1
4
2 < 2 :
|∇yG0 (y, x)| ≤ C
ρ
, |y − x0| ≤ 3e
1
4 ρ
2
. (4.7)
Then the following representation formula for ∇v follows from (2.2) and Lemma 3:
∇yv (y, t) = 1
2π
∫
Ω
(x− y)
|x− y|2 fε (u (x, t)) dx +
∫
Ω
∇yG0 (y, x) fε (u (x, t)) dx
and plugging this formula into (4.6) we obtain:
∂t
(∫
B2ρ(x0)
ψρudy
)
−
∫
B2ρ(x0)
∆ψρudy− (4.8)
− 1
2π
∫
Ω
∫
Ω
fε (u (x, t)) fε (u (y, t))
(x− y)
|x− y|2∇ψρ (y) dxdy−
−
∫
Ω
∫
Ω
fε (u (x, t)) fε (u (y, t))∇yG0 (y, x)∇ψρ (y) dxdy
= 0
The the third one in (4.8) can be estimated using the symmetrization argument introduced in
[8]. Notice that: ∣∣∣∣∣ (x− y)|x− y|2 · [∇ψρ (y)−∇ψρ (x)]
∣∣∣∣∣ ≤ Cρ2 .
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Then: ∫
Ω
∫
Ω
fε (u (x, t)) fε (u (y, t))
(x− y)
|x− y|2∇ψρ (y) dxdy
=
1
2
∫
Ω
∫
Ω
fε (u (x, t)) fε (u (y, t))
(x− y)
|x− y|2 · [∇ψρ (y)−∇ψρ (x)] dxdy ≤
C
ρ2
. (4.9)
On the other hand, the linear term due to the laplacian can be estimated as:∣∣∣∣∣
∫
B2ρ(x0)
∆ψρudy
∣∣∣∣∣ ≤ Cρ2 (4.10)
and (4.7) yields: ∣∣∣∣
∫
Ω
∫
Ω
fε (u (x, t)) fε (u (y, t))∇yG0 (y, x)∇ψρ (y) dxdy
∣∣∣∣ ≤ Cρ2 . (4.11)
Combining (4.8)-(4.11) we obtain (4.4). If u solves (2.4), (2.5) a similar computation yields:
∂t
(∫
Ω
ψρudy
)
−
∫
Ω
∆ψρudy − ε
∫
Ω
∆ψρu
7
6 dy+ (4.12)
+
1
2π
∫
Ω
∫
Ω
u (x, t)u (y, t)
(x− y)
|x− y|2∇ψρ (y) dxdy−
−
∫
Ω
∫
Ω
u (x, t) u (y, t)∇yG0 (y, x)∇ψρ (y) dxdy
= 0 .
The last two terms on the left-hand side of (4.12) can be estimated as in the previous case. The
main difference is in the nonlinear term in the laplacian that can be estimated using (cf. (2.6)):∫
Ω
∆ψρu
7
6 dy ≥ − 2
ρ2
∫
Bρ(x0)
u
7
6 dy (4.13)
whence (4.5) and therefore Proposition 6 follows.
4.2 Boundary estimates.
We now derive the local mass growth estimate if the point x0 is near the boundary. To this end we
need to construct an auxiliary test function that will play a role analogous to the function ψρ in
Proposition 6. This will be made in the following lemma:
Lemma 7 Let σ0, ν (x) , d (x) be as in Lemma 1. There exists ρ0 ≤ σ0 small enough, Λ > 1,
C > 0 depending only on Ω such that, for any ρ ∈ (0, ρ0) and any x0 ∈ Ω¯ with dist (x0, ∂Ω) ≤ 2ρ
there exists a function ψρ ∈ C1,1
(
Ω¯
)
with the following properties:
∆ψρ = − 2
ρ2
in Bρ (x0) ∩ Ω
∆ψρ ≥ 0 in
[
BΛρ (x0) \Bρ (x0)
]
∩ Ω
∂νψρ = 0 in BΛρ (x0) ∩ ∂Ω , ψρ = 0 in Ω¯ \BΛρ (x0)
ψρ ≥ 1
2
in Bρ (x0) ∩ Ω¯ , 0 ≤ ψρ ≤ 1 in BΛρ (x0) ∩ Ω¯
ρ |∇ψρ|+ ρ2
∣∣∇2ψρ∣∣+ ρ2 |ν (x) · ∇ψρ (x)|
d (x)
≤ C in BΛρ (x0) ∩ Ω
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Proof. The main idea is that for ρ0 sufficiently small the problem can be treated as a pertur-
bation of the problem in the half-plane. We introduce a rescaled system of coordinates:
X =
x− P∂ (x0)
ρ
, X0 =
x0 − P∂ (x0)
ρ
where the operator P∂ (x0) is defined as in (3.30). Notice that the assumption dist (x0, ∂Ω) ≤ 2ρ
implies |X0| ≤ 2. Rotating the coordinate system we can assume that the normal vector ν (P∂ (x0))
is (0,−1) . We construct Ψ˜ (X) in the half-plane solving the problem:
∆XΨ˜ (X) = −1 , X ∈ B1 (X0) ∩ {X = (X1, X2) : X2 > 0} (4.14)
∂ν0Ψ˜ (X) = 0 , X ∈ ∂ [B1 (X0) ∩ {X = (X1, X2) : X2 > 0}] (4.15)
where ν0 = (0,−1). This problem can be solved using the reflection method. We can obtain a
family of solutions for it in the form:
Ψ˜ (X) = A+ Ψˆ (X) , Ψˆ (X) = − 1
2π
∫
B1(X0)∪B1(X0+2ν0)
log (|X − Y |) dY (4.16)
where A is an arbitrary constant to be precised. Notice that Ψˆ (X) is bounded in |X | ≤ 1 and it
satisfies: ∣∣∣Ψˆ (X) + m
2π
log (|X |)
∣∣∣ ≤ C|X |2 for |X | = λ0 (4.17)∣∣∣∣∣∇XΨˆ (X) + m2π X|X |2
∣∣∣∣∣ ≤ C|X |3 for |X | = λ0 (4.18)
with λ0 sufficiently large and C independent on λ0 and where m = |B1 (X0) ∪B1 (X0 + 2ν0)|.
Notice that m is bounded above and below by constants independent on X0. In the derivation of
(4.17), (4.18) we have used the fact that
∫
B1(X0)∪B1(X0+2ν0) Y dY = 0. We then define:
Φ (X) =
m
4πλ0
(λ0 + 1− |X |)2+ for |X | ≥ λ0
and choose A in (4.16) as:
A =
m
4πλ0
+
m
2π
log (λ0)
It then follows from (4.16)-(4.18) that:∣∣∣Ψ˜ (X)− Φ (X)∣∣∣ ≤ C
λ20
,
∣∣∣∇XΨ˜ (X)−∇XΦ (X)∣∣∣ ≤ C
λ30
for |X | = λ0
∆XΦ (X) ≥ m
4πλ0
for λ0 ≤ |X | ≤ λ0 + 1
Ψ˜ (X) ≥ 1 for |X | ≤ 1
if λ0 is sufficiently large. Let us consider an function W ∈ C2
(
R
2 \Bλ0 (0)
)
and satisfying:
W (X) = Ψ˜ (X)− Φ (X) , ∇XW (X) = ∇XΨ˜ (X)−∇XΦ (X) for |X | = λ0,
W (X) = 0 for |X | ≥ λ0 + 1 , |∆XW (X)| ≤ C
λ20
Then, the function Ψ ∈ C1,1 ({X2 ≥ 0}) defined as:
Ψ (X) = Ψ˜ (X) for |X | < λ0
Ψ(X) = Φ (X) +W (X) for |X | ≥ λ0
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satisfies (4.14), (4.15) as well as:
∆XΨ(X) ≥ m
8πλ0
for λ0 ≤ |X | < λ0 + 1, |X | 6= λ0 (4.19)
Ψ (X) = 0 for |X | ≥ λ0 + 1
if λ0 is sufficiently large.
The function Ψ would provide a solution of the desired problem for planar ∂Ω. In order to take
into account curvature effects we study the family of problems:
∆XΨ¯ = ∆XΨ(X) in
(
Ω− P∂ (x0)
ρ
)
∩Bλ0+2 (0)
∂νΨ¯ = 0 in
[
∂
(
Ω− P∂ (x0)
ρ
)]
∩Bλ0+2 (0)
Ψ¯ = 0 in
(
Ω− P∂ (x0)
ρ
)
∩ ∂Bλ0+2 (0)
Classical continuous dependence results on the domain show that
∣∣Ψ¯−Ψ∣∣ can be made arbi-
trarily small for ρ ≤ ρ0 small. We now construct W˜ satisfying:
W˜ = 0
(
Ω− P∂ (x0)
ρ
)
∩ ∂Bλ0+2 (0) , ∂νW˜ = 0 in
[
∂
(
Ω− P∂ (x0)
ρ
)]
∩Bλ0+2 (0)
and
∂νW˜ = ∂νΨ¯ in
(
Ω− P∂ (x0)
ρ
)
∩ ∂Bλ0+2 (0) , W˜ = 0 in
(
Ω− P∂ (x0)
ρ
)
∩Bλ0 (0)
as well as
∣∣∣∆W˜ ∣∣∣ small in (Ω−P∂ (x0)ρ ) ∩ Bλ0+2 (0) , something that it is possible for ρ ≤ ρ0 small.
Then the function Ψc = Ψ¯− W˜ satisfies:
∆XΨc = −1 in
(
Ω− P∂ (x0)
ρ
)
∩B1 (0) , ∆XΨc ≥ 0 in
(
Ω− P∂ (x0)
ρ
)
\B1 (0)
∂νΨc = 0 in
[
∂
(
Ω− P∂ (x0)
ρ
)]
Ψc ∈ C1,1
(
Ω− P∂ (x0)
ρ
)
Ψc (X) = 0 for |X | ≥ λ0 + 2
The function ψρ (x) = Ψc
(
x−P∂(x0)
ρ
)
then satisfies all the properties required in Lemma 7 for
ρ ≤ ρ0.
Proposition 8 Suppose that u solves one of the problems (2.1), (2.2) or (2.4), (2.5). Let us fix
0 < ρ < ρ0 with ρ0 as in Lemma 7 and let us assume that dist (x0, ∂Ω) ≤ 4ρ. Then:∣∣∣∣∂t
(∫
Ω
ψρu
)∣∣∣∣ ≤ κρ2 , 0 < t <∞ (4.20)
if u solves (2.1), (2.2), and:
∂t
(∫
Ω
ψρu
)
≥ − κ
ρ2
− 2ε
ρ2
∫
Bρ(x0)
u
7
6 , 0 < t <∞ (4.21)
if u solves (2.4), (2.5). The constant κ depends only on ‖u0‖L1(Ω), but it is independent on ε and
ρ.
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Proof. Arguing as in the derivation of (4.8), (4.12) and using Lemmas 2 and 3 we obtain:
∂t
(∫
Ω
ψρudx
)
−
∫
Ω
∆ψρudx+ (4.22)
+
1
2π
∫
Ω
∫
Ω
fε (u (x, t)) fε (u (y, t))
(x− y)
|x− y|2∇ψρ (x) dxdy−
+
1
2π
∫
Ω
∫
Ω
fε (u (x, t)) fε (u (y, t))
(x− τ (y))
|x− τ (y)|2∇ψρ (x) dxdy−
−
∫
Ω
∫
Ω
fε (u (x, t)) fε (u (y, t))∇xK (y, x)∇ψρ (x) dxdy
= 0
where ψρ is now chosen as in Lemma 7. Using this lemma we can estimate all the terms in (4.22)
as in the proof of Proposition 6 except the fourth term in (4.22). We estimate first the contribution
to this term of the region where |x− τ (y)| ≥ ρ using Lemma 7 as well as the mass conservation
property (2.6):∣∣∣∣∣
∫
Ω×Ω∩{|x−τ(y)|≥ρ}
fε (u (x, t)) fε (u (y, t))
(x− τ (y))
|x− τ (y)|2∇ψρ (x) dxdy
∣∣∣∣∣ ≤ Cρ2 (4.23)
In order to estimate the contribution of the region where |x− τ (y)| ≤ ρ we use the fact that for
ρ0 sufficiently small
1
4
[|x− τ (x)|+ |y − τ (y)|] ≤ d (x) + d (y) ≤ 3 |x− τ (y)| . (4.24)
Symmetrizing (4.23) we obtain:
fε (u (x, t)) fε (u (y, t))
(x− τ (y))
|x− τ (y)|2∇ψρ (x) (4.25)
=
fε (u (x, t)) fε (u (y, t))
2 |x− τ (y)|2 [(x− τ (y))∇ψρ (x) + (y − τ (x))∇ψρ (y)]
Notice that:
[(x− τ (y))∇ψρ (x) + (y − τ (x))∇ψρ (y)] (4.26)
= (x− τ (x))∇ψρ (x) + (y − τ (y))∇ψρ (y) + (τ (x)− τ (y)) [∇ψρ (x)−∇ψρ (y)]
Lemma 7 as well as the fact that |τ (x) − τ (y)| ≤ 2 |x− y| ≤ 3 |x− τ (y)| yields:
|(τ (x)− τ (y)) [∇ψρ (x)−∇ψρ (y)]| ≤ C
ρ2
|x− τ (y)|2 (4.27)
On the other hand, using Lemma 7 we obtain:
|(x− τ (x))∇ψρ (x)|+ |(y − τ (y))∇ψρ (y)| ≤ C
ρ2
(|x− τ (x)| d (x) + |y − τ (y)| d (y)) (4.28)
Combining (4.23) with (4.25)-(4.28) we obtain:∣∣∣∣∣
∫
Ω×Ω
fε (u (x, t)) fε (u (y, t))
(x− τ (y))
|x− τ (y)|2∇ψρ (x) dxdy
∣∣∣∣∣ ≤ Cρ2
This concludes the proof of (4.20). The proof of (4.21) is similar.
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5 An entropy estimate.
Entropy estimates for the study of Keller-Segel models were introduced in [3] and they have been
extensively used for the analysis of chemotaxis models. We will use the following estimate for the
solutions of the second regularization considered above (2.4), (2.5).
Lemma 9 Let us assume that (u, v) solves (2.4), (2.5) with bounded initial data u (x, 0) = u0 (x)
and ε > 0. Then, for any α > 0 there exists C depending only on α, u0,Ω such that:
ε1+α
∫
Ω
u
7
6 dx ≤ C , 0 < t <∞ (5.1)
Proof. We use the following entropy formula that can be easily checked integrating by parts
for the solutions of (2.4), (2.5):
∂t
(∫
Ω
[
u (log (u)− 1) + 6εu 76 − |∇v|
2
2
]
dx
)
= −
∫
u
[
∇
(
log (u) + 7εu
1
6
)
−∇v
]2
dx ≤ 0
Then, since
∫
Ω
u logu ≥ C :
ε
∫
Ω
u
7
6 dx ≤ C + 1
2
∫
Ω
|∇v|2 dx
where C depends only on u0 and Ω.
Classical regularity theory for the Poisson equation yields:
1
2
∫
Ω
|∇v|2 dx ≤ C
(∫
Ω
updx
) 2
p
for any p > 1, with C depending only on p and Ω. Then:
1
2
∫
Ω
|∇v|2 dx ≤ C
(∫
Ω
updx
) 2
p
≤ C
(∫
Ω
u
pq−1
q−1 dx
) 2(q−1)
pq
(∫
Ω
udx
) 2
pq
for any q > 1. Choosing 1 < p < 76 and q =
1
7−6p we obtain:
ε
∫
Ω
u
7
6 dx ≤ C
(∫
Ω
u
7
6 dx
) 12(p−1)
p
(∫
Ω
u0dx
) 2(7−6p)
p
≤ C
(∫
Ω
u
7
6 dx
) 12(p−1)
p
where p > 1 can be chosen arbitrarily close to one. Young’s inequality then implies:
ε1+α
∫
Ω
u
7
6 dx ≤ C
where C depends on α, u0 and Ω.
6 L2 estimates.
We now prove some estimates ensuring that the solutions of (2.1), (2.2) or (2.4), (2.5) are smooth
in regions where the amount of mass of u is small.
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6.1 Interior estimates: First regularization.
We consider first the regularization of Keller-Segel system in (2.1), (2.2).
Proposition 10 Given M > 0, κ > 0 there exist m0 > 0, independent of M, κ, ε and positive
constants ci, i = 1, 2 depending on M, κ but independent of ε, such that for each 0 < ρ ≤ 1 and
any solution (u, v) of
∂tu−∆u+∇ (fε (u)∇v) = 0 in (x, t) ∈ B4ρ (0)×
(
t¯− c1ρ2, t¯
)
(6.1)
−∆v = fε (u)− h (t) in (x, t) ∈ B4ρ (0)×
(
t¯− c1ρ2, t¯
)
(6.2)
satisfying:
∂t
(∫
R2
ϕ
( |x|
2ρ
)
u (x, t) dx
)
≥ − κ
ρ2
, t ∈ (t¯− c1ρ2, t¯) (6.3)∫
B4ρ(0)
u (x, t¯) dx ≤ m0 (6.4)
sup
t∈(t¯−c1ρ2,t¯)
‖v (·, t)‖L6(B4ρ(0)) ≤M (6.5)
0 ≤ h (t) ≤M (6.6)
with ϕ as in (4.1).
Then, the following inequality holds:
sup
s∈[t¯−c1ρ2,t¯]
∫
Bρ(0)
u2 (x, s) dx ≤ c2
ρ4
.
An essential ingredient in the proof of Proposition 10 is the following lemma that has been
obtained before in slightly different forms, but that we prove here by the reader’s convenience.
Lemma 11 For any δ > 0 there exists C > 0 independent on δ such that for any u ∈ W 1,2loc
(
R
2
)
,
any compactly supported function η ∈ C∞ (R2) there holds:
∫
u3η6dx ≤ 9 (1 + δ)
16π
[∫
|∇u|2 η6dx
] [∫
supp(η)
udx
]
+
C
δ5
‖∇η‖6L∞
(∫
supp(η)
udx
)3(∫
supp(η)
dx
)
Proof. We apply the following classical Sobolev estimate in the critical case
∫
w2dx ≤ 1
4π
(∫
|∇w| dx
)2
, w ∈ W 1,1 (R2)
to the particular function w = u
3
2 η3. Then:
∫
u3η6dx ≤ 9
(
1 + δ2
)
16π
[∫
|∇u|2 η6dx
] [∫
supp(η)
udx
]
+
C
δ
[∫
u
3
2 η2 |∇η| dx
]2
Applying Ho¨lder and Young’s inequalities:
[∫
u
3
2 η2 |∇η| dx
]2
≤ δ2
∫
u3η6dx+
C
δ4
‖∇η‖6L∞
(∫
supp(η)
udx
)3(∫
supp(η)
dx
)
and the result follows.
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Proof of Proposition 10. Let η = η (x) be a cutoff function satisfying η (x) = 1 for |x| ≤
ρ, η (x) = 0 for |x| ≥ 2ρ, η ∈ C∞, decreasing on |x| and satisfying ρ |∇η| + ρ2 ∣∣∇2η∣∣ ≤ C. Let
us denote t0 = t¯ − 2c1ρ2, where c1 will be precised later. Multiplying (6.1) by the test function
uη6 (t− t0)β with β ≥ 2 we obtain, after integrating by parts:
∂t
(∫
u2
2
η6 (t− t0)β dx
)
= −
∫
|∇u|2 η6 (t− t0)β dx+ β
2
∫
u2η6 (t− t0)β−1 dx− 6
∫
u∇uη5∇η (t− t0)β dx+
+
∫
fε (u)∇u∇vη6 (t− t0)β dx + 6
∫
ufε (u)∇vη5∇η (t− t0)β dx
We integrate by parts again to bring the eliminate the derivatives of u in the fourth term on
the right. Then, if we define Fε (u) =
∫ u
0 fε (s) ds and use (6.2) we obtain:
∂t
(∫
u2
2
η6 (t− t0)β dx
)
= −
∫
|∇u|2 η6 (t− t0)β dx+ β
2
∫
u2η6 (t− t0)β−1 dx− 6
∫
u∇uη5∇η (t− t0)β dx+
+
∫
Fε (u) [fε (u)− h (t)] η6 (t− t0)β dx+ 6
∫
[ufε (u)− Fε (u)] η5∇v∇η (t− t0)β dx
Eliminating the derivatives of v in the last integral we arrive at:
∂t
(∫
u2
2
η6 (t− t0)β dx
)
(6.7)
= −
∫
|∇u|2 η6 (t− t0)β dx+ β
2
∫
u2η6 (t− t0)β−1 dx− 6
∫
u∇uη5∇η (t− t0)β dx+
+
∫
Fε (u) fε (u) η
6 (t− t0)β dx− 6
∫
∇ [ufε (u)− Fε (u)] η5v∇η (t− t0)β dx−
− 30
∫
[ufε (u)− Fε (u)] η4v (∇η)2 (t− t0)β dx −
∫
Fε (u)h (t) η
6 (t− t0)β dx
− 6
∫
[ufε (u)− Fε (u)] η5v∆η (t− t0)β dx
The last two terms can be estimated easily:
∣∣∣∣
∫
[ufε (u)− Fε (u)] η4v (∇η)2 (t− t0)β dx
∣∣∣∣ ≤ Cρ2
(∫
u3η6 (t− t0)β dx
) 2
3
(∫
v3 (t− t0)β dx
) 1
3
≤
(6.8)
≤ δ
∫
u3η6 (t− t0)β dx+ C
ρ6δ2
∫
supp(η)
v3 (t− t0)β dx
∣∣∣∣
∫
[ufε (u)− Fε (u)] η5v∆η (t− t0)β dx
∣∣∣∣ ≤ Cρ2
(∫
u3η6 (t− t0)β dx
) 2
3
(∫
v3η3 (t− t0)β dx
) 1
3
(6.9)
≤ δ
∫
u3η6 (t− t0)β dx+ C
ρ6δ2
∫
v3η3 (t− t0)β dx
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On the other hand, using that |f ′ε| ≤ 1, |F ′ε| = |fε| ≤ |u| we obtain:∣∣∣∣
∫
u∇uη5∇η (t− t0)β dx
∣∣∣∣+
∣∣∣∣
∫
∇ [ufε (u)− Fε (u)] η5v∇η (t− t0)β dx
∣∣∣∣
≤ C
ρ
(∫
u3η6 (t− t0)β dx
) 1
3
(∫
|∇u|2 η6 (t− t0)β dx
) 1
2
(∫
(1 + |v|)6 (t− t0)β dx
) 1
6
(6.10)
≤ δ
∫
u3η6 (t− t0)β dx+ δ
∫
|∇u|2 η6 (t− t0)β dx+ C
ρ6δ5
∫
(1 + |v|)6 (t− t0)β dx
We also have, using |Fε (u)| ≤ u22 and Ho¨lder’s inequality∣∣∣∣
∫
u2η6 (t− t0)β−1 dx
∣∣∣∣ +
∣∣∣∣
∫
Fε (u)h (t) η
6 (t− t0)β dx
∣∣∣∣ (6.11)
≤ δ
∫
u3η6 (t− t0)β dx+ C (t− t0)
β−2
δ
∫
uη6dx
where C > 0 depends only on M.
The most delicate term is the fourth one on the right-hand side of (6.7). This term can be
estimated using Lemma 11 as:∣∣∣∣
∫
Fε (u) fε (u) η
6 (t− t0)β dx
∣∣∣∣ ≤ 9 (1 + δ)32π
[∫
|∇u|2 η6 (t− t0)β dx
] [∫
supp(η)
udx
]
(6.12)
+
C (t− t0)β
δ5
‖∇η‖6L∞
(∫
supp(η)
udx
)3(∫
supp(η)
dx
)
Combining (6.7)-(6.12) we obtain:
∂t
(∫
u2
2
η6 (t− t0)β dx
)
(6.13)
≤ − (1− δ)
∫
|∇u|2 η6 (t− t0)β dx+ 9 (1 + δ)
32π
[∫
|∇u|2 η6 (t− t0)β dx
] [∫
supp(η)
udx
]
+
+
C (t− t0)β
δ5ρ6
(∫
supp(η)
udx
)3(∫
supp(η)
dx
)
+
C
ρ6δ2
∫
supp(η)
v3 (t− t0)β dx+
+
C
ρ6δ5
∫
(1 + |v|)6 (t− t0)β dx+ C (t− t0)
β−2
δ
∫
supp(η)
udx
where we have estimated all the terms δ
∫
u3η6 (t− t0)β dx on the right-hand side of (6.8)-(6.11)
using Lemma 11. The values of δ and C have been then changed.
Let us write m0 =
8π
27 . Using assumptions (6.3), (6.4) as well as the definition of ϕ it follows
that, if c1 is chosen sufficiently small (although independent on ρ), we have:∫
B2ρ(0)
u (x, t) dx ≤ 3m0 for t ∈
(
t¯− 2c1ρ2, t¯
)
Then, if δ is small enough, it follows from (6.5), (6.13) that:
∂t
(∫
u2
2
η6 (t− t0)β dx
)
≤ C (t− t0)
β
δ5ρ6
m30ρ
2 +
C (t− t0)β
ρ6δ2
M3ρ+
+
C (t− t0)β
ρ6δ5
[
ρ2 +M6
]
+
Cm0 (t− t0)β−2
δ
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and assuming that ρ0 is small enough and M is of order one, without loss of generality, we obtain:
∂t
(∫
u2
2
η6 (t− t0)β dx
)
≤ K (t− t0)
β
ρ6δ5
+
Cm0 (t− t0)β−2
δ
where K depends on M. Integrating this formula, with β = 2 in the interval t ∈ (t0, t¯) , and using
that t0 = t¯− 2c1ρ2 it follows that:∫
(u (x, s))
2
η6dx ≤ K
[
(t¯− t0)
ρ6δ5
+
1
δ
1
(t¯− t0)
]
≤ K
δ5ρ4
, s ∈ [t¯− c1ρ2, t¯]
and since δ is of order one (although small) the result follows just changing c12 by c1.
6.2 Interior estimates: Second regularization.
We now derive interior estimates for the regularization in (2.4), (2.5).
Proposition 12 Given M > 1, κ > 0 there exist m0 > 0 independent of M, κ, ε, and positive
constants ci, i = 1, 2, ε0 > 0, ρ0 > 0 depending on M, κ but independent of ε, such that for each
0 < ρ ≤ ρ0, 0 < ε ≤ ε0 and any solution (u, v) of
∂tu−∆
(
u+ εu
7
6
)
+∇ (u∇v) = 0 in (x, t) ∈ B4ρ (0)×
(
t¯− c1ρ2, t¯
)
(6.14)
∆v = u− h (t) in (x, t) ∈ B4ρ (0)×
(
t¯− c1ρ2, t¯
)
(6.15)
satisfying:
∂t
(∫
Ω
ϕ
( |x|
2ρ
)
u (x, t) dx
)
≥ − κ
ρ2
− 2ε
ρ2
∫
Bρ(0)
u
7
6 (x, t) dx , t ∈ (t¯− c1ρ2, t¯) (6.16)∫
B4ρ(0)
u (x, t¯) dx ≤ m0 (6.17)
sup
t∈[t¯−2c1ρ2,t¯]
[
ε
3
2
∫
Bρ(0)
u
7
6 (x, t) dx
]
≤M (6.18)
sup
t∈(t¯−c1ρ2,t¯)
‖v (·, t)‖L6(B4ρ(0)) ≤M (6.19)
0 ≤ h (t) ≤M (6.20)
with ϕ as in (4.1).
Then, the following inequality holds:
sup
s∈[t¯−c1ρ2,t¯]
∫
Bρ(0)
u
7
6 (x, s) dx ≤ c2
ρ4
(6.21)
Proof. Let us assume that η is the same cutoff function used in the proof of Proposition 10.
Arguing as there we obtain the inequality (6.13) for any t0 ∈
[
t¯− 2c1ρ2, t¯
]
. We can estimate the
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terms in (6.13) containing v as in the proof of Proposition 10. This gives:
∂t
(∫
u2
2
η6 (t− t0)β dx
)
≤
[
−1 + δ + 9 (1 + δ)
32π
[∫
supp(η)
udx
]]∫
|∇u|2 η6 (t− t0)β dx+
+
K (t− t0)β
ρ6δ5
+
C (t− t0)β
δ5ρ6
(∫
supp(η)
udx
)3(∫
supp(η)
dx
)
+
+
C (t− t0)β−2
δ
∫
supp(η)
udx− 7ε
6
∫
η6 (t− t0)β u 16 (∇u)2 dx (6.22)
− 6ε
∫
η5 (t− t0)β u∇η∇
(
u
7
6
)
dx
with K depending only on M. The last two terms are due to the regularizing term ε∆
(
u
7
6
)
. The
term − 7ε6
∫
η6 (t− t0)β u 16 (∇u)2 dx is nonpositive and therefore it can be estimated above by zero.
It remains to estimate the additional term −6ε ∫ η5 (t− t0)β u∇η∇(u 76) dx. To this end we use the
estimate:
∣∣∣∣
∫
η5 (t− t0)β u∇η∇
(
u
7
6
)
dx
∣∣∣∣ ≤ C (t− t0)
β
ρ
[∫
supp(η)
udx
] 1
6 [∫
η6u3dx
] 1
3
[∫
η6 |∇u|2 dx
] 1
2
Using now Lemma 11 we obtain:
∣∣∣∣
∫
η5 (t− t0)β u∇η∇
(
u
7
6
)
dx
∣∣∣∣ ≤ δ
∫
|∇u|2 η6 (t− t0)β dx+ C (t− t0)
β
ρ6δ5

1 +
[∫
supp(η)
udx
]3
Using this estimate in (6.22) we arrive at:
∂t
(∫
u2
2
η6 (t− t0)β dx
)
≤
[
−1 + 2δ + 9 (1 + δ)
16π
[∫
supp(η)
udx
]]∫
|∇u|2 η6 (t− t0)β dx+ (6.23)
+
K (t− t0)β
ρ6δ5
+
C (t− t0)β
δ5ρ6
(∫
supp(η)
udx
)3
+
+
C (t− t0)β−2
δ
∫
supp(η)
udx
with K depending only on M and C just a numerical constant.
For any t¯, let us define t∗ as:
t∗ = inf
{
t ∈ [t¯− 2c1ρ2, t¯] : sup
s∈[t,t¯]
∫
B2ρ(0)
u (x, s) dx ≤ 3m0
}
with m0 =
4π
27 .
Our goal is to show that t∗ = t¯ − 2c1ρ2 if c1 is sufficiently small (with c1 independent on ε, ρ).
First we notice that the assumptions of Proposition 12 imply t∗ ≤ min
{
t¯− m0ρ2
√
ε
2(κ
√
ε+2M)
, t¯− 2c1ρ2
}
.
Indeed, this is an easy consequence of the fact that the definition of ϕ combined with (6.16)-(6.18)
imply: ∫
B2ρ(0)
u (x, t) dx ≤ 2m0 + 2
(
κ+
2M√
ε
)
(t¯− t)
ρ2
(6.24)
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and the left hand side of (6.24) is smaller than 3m0 for any t satisfying (t¯− t) ≤ m0ρ
2
2
(
κ+ 2M√
ε
) .
Let us suppose that t∗ > t¯− c1ρ2. Then, (6.23) implies that, if δ = 14 , for t0 = t∗ and t ∈ [t∗, t¯] :
∂t
(∫
u2
2
η6 (t− t∗)β dx
)
≤ K
[
(t− t∗)β
ρ6
+ (t− t∗)β−2
]
where K whose value can change, depends only on M. Assuming that β = 2, and integrating in
[t∗, t¯] we obtain: ∫
Bρ(0)
u2 (x, t) dx ≤ K
[
(t− t∗)
ρ6
+
1
(t− t∗)
]
, t ∈ [t∗, t¯] (6.25)
This estimate yields:
∫
Bρ(0)
u
7
6 (x, t) dx ≤
[∫
Bρ(0)
u2 (x, t) dx
] 1
6
[∫
Bρ(0)
u (x, t) dx
] 5
6
≤ K
[
(t− t∗) 16
ρ
+
1
(t− t∗) 16
]
with K depending only on M . Using (6.16):
∂t
(∫
Ω
ϕ
( |x|
2ρ
)
u (x, t) dx
)
≥ − κ
ρ2
− Kε
ρ2
[
(t− t∗) 16
ρ
+
1
(t− t∗) 16
]
Integrating this formula between t and t¯ and using that t ≥ t∗ we obtain:
1
2
∫
B2ρ(0)
u (x, t) dx ≤ m0 + κ
ρ2
(t¯− t∗) + Kε
ρ3
(t¯− t∗) 76 + Kε
ρ2
(t¯− t∗) 56
Suppose first that ε ≤ ρ 23 . Then, since (t¯− t∗) ≤ ρ2 we obtain:
1
2
∫
B2ρ(0)
u (x, t) dx ≤ m0 + 2κc1 + Kc
7
6
1 ε
ρ
2
3
+
Kc
5
6
1 ε
ρ
1
3
≤ m0 + 2κc1 +K
[
c
7
6
1 + c
5
6
1
]
Then: ∫
B2ρ(0)
u (x, t) dx ≤ 2m0 + 4κc1 + 2K
[
c
7
6
1 + c
5
6
1
]
, t ∈ [t∗, t¯]
Choosing c1 small enough we obtain 4κc1+2K
[
c
7
6
1 + c
5
6
1
]
< m0. This contradicts the definition
of t∗ unless t∗ = t¯− 2c1ρ2. Using (6.25) with t = t¯ it then follows that:
sup
s∈[t¯−c1ρ2,t¯]
∫
Bρ(0)
u2 (x, s) dx ≤ c2
ρ4
if ε ≤ ρ 23 (6.26)
Suppose now that ε ≥ ρ 23 . Then (6.18) implies:
sup
s∈[t¯−c1ρ2,t¯]
∫
Bρ(0)
u
7
6 (x, s) dx ≤ c2
ε
3
2
≤ c2
ρ
if ε ≥ ρ 23 (6.27)
6.3 Boundary estimates.
Estimates analogous to Propositions 10, 12 can be obtained near the boundary points. The proof
is similar, with the only difference of using test functions ϕ and η with homogeneous boundary
conditions at ∂Ω. We formulate the results by completeness, but the details of the proofs will be
omitted.
In the case of the first regularization we have:
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Proposition 13 Let Λ be as in Lemma 7. Given M > 0, κ > 0 there exist m0 > 0, independent
of M, κ, ε and positive constants ci, i = 1, 2 depending on M, κ but independent of ε, such that
for each 0 < ρ ≤ 1, any x0 ∈ Ω¯ with d (x0) ≤ 4ρ and any solution (u, v)of
∂tu−∆u+∇ (fε (u)∇v) = 0 in (x, t) ∈ [BΛρ (x0) ∩ Ω]×
(
t¯− c1ρ2, t¯
)
−∆v = fε (u)− h (t) in (x, t) ∈ [BΛρ (x0) ∩ Ω]×
(
t¯− c1ρ2, t¯
)
satisfying:
∂t
(∫
Ω
ψρ (x) u (x, t) dx
)
≥ − κ
ρ2
, t ∈ (t¯− c1ρ2, t¯)∫
[BΛρ(x0)∩Ω]
u (x, t¯) dx ≤ m0
sup
t∈(t¯−c1ρ2,t¯)
‖v (·, t)‖L6([BΛρ(x0)∩Ω]) ≤M
0 ≤ h (t) ≤M
with ψρ as in Lemma 7.
Then, the following inequality holds:
sup
s∈[t¯−c1ρ2,t¯]
∫
Bρ(x0)
u2 (x, s) dx ≤ c2
ρ4
.
In the case of the second regularization we have:
Proposition 14 Let Λ be as in Lemma 7. Given M > 1, κ > 0 there exist m0 > 0 independent of
M, κ, ε, and positive constants ci, i = 1, 2, ε0 > 0, ρ0 > 0 depending on M, κ but independent of
ε, such that for each 0 < ρ ≤ ρ0, 0 < ε ≤ ε0, any x0 ∈ Ω¯ with d (x0) ≤ 4ρ and any solution (u, v)
of
∂tu−∆
(
u+ εu
7
6
)
+∇ (u∇v) = 0 in (x, t) ∈ [BΛρ (x0) ∩Ω]×
(
t¯− c1ρ2, t¯
)
−∆v = u− h (t) in (x, t) ∈ [BΛρ (x0) ∩ Ω]×
(
t¯− c1ρ2, t¯
)
satisfying:
∂t
(∫
Ω
ψρ (x) u (x, t) dx
)
≥ − κ
ρ2
− 2ε
ρ2
∫
Bρ(x0)
u
7
6 (x, t) dx , t ∈ (t¯− c1ρ2, t¯)∫
[BΛρ(x0)∩Ω]
u (x, t¯) dx ≤ m0
sup
t∈[t¯−2c1ρ2,t¯]
[
ε
3
2
∫
Bρ(x0)
u
7
6 (x, t) dx
]
≤M
sup
t∈(t¯−c1ρ2,t¯)
‖v (·, t)‖L6([BΛρ(x0)∩Ω]) ≤M
0 ≤ h (t) ≤M
with ψρ as in Lemma 7.
Then, the following inequality holds:
sup
s∈[t¯−c1ρ2,t¯]
∫
Bρ(x0)
u
7
6 (x, s) dx ≤ c2
ρ4
(6.28)
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7 The limit ε→ 0 : Measured valued solutions.
The regularity results above allow to obtain convergence of the solutions of the problems (2.1), (2.2)
and (2.4), (2.5) to some measures µ whose ”singular set” is a finite set of points for each time t.
We will denote in the following asM+ (Ω× R+) the space of positive Radon measures in Ω×R+.
We will also denote as N the number:
N =
[
4
∫
Ω u0dx
m0
]
(7.1)
where [x] denotes the integer part of x ≥ 0 and m0 is as in Proposition 10.
We begin considering the limit of the solutions of (2.1), (2.2):
Proposition 15 Suppose that uε is the solution of (2.1), (2.2) with initial value uε (x, 0) = u0 (x) , x ∈
Ω and ε > 0. Then, there exist Radon measures µ, µ− ∈ M+ (Ω× R+) and a subsequence {εk}∞k=1
such that:
uεk ⇀ µ , fεk (u
εk)⇀ µ− as k →∞
µ− ≤ µ
in the ∗−weak topology. Moreover, the measures µ, µ− can be written as the product:
dµ = dµtdt , dµ
− = dµ−t dt
with
µt (Ω) =
∫
Ω
u0 (x) dx , µ
−
t ≤ µt . (7.2)
We define the singular set of µ, and denote it as S, as the set of points (x0, t0) ∈ Ω¯ × [0,∞)
where:
lim
δ→0
inf
[
µ (Bρ (x0)× [t0, t0 + δ])
δ
]
= lim
δ→0
inf
[
1
δ
∫ t0+δ
t0
µt (Bρ (x0)) dt
]
≥ m0
2
for any ρ > 0 (7.3)
with m0 as in (6.4). Then we can write:
µ = µ¯+ u , µ− = µ¯− + u (7.4)
where µ¯, µ¯− ∈M+ (Ω× R+) are supported in the set S and u ∈ C∞ (Ω× R+ \ S) ∩ L1 (Ω× [0, T ))
for any T <∞. Moreover, for a.e. t0 ∈ [0,∞) the set St0 ≡ S ∩ {(x, t) : t = t0} contains at most N
points and the measures µt, µ
−
t can be represented as:
µt =
∑
xj(t)∈St
αj (t) δxj(t) + u (·, t) dx , a.e. t ∈ [0,∞) (7.5)
µ−t =
∑
xj(t)∈St
β−j (t) δxj(t) + u (·, t) dx , a.e. t ∈ [0,∞) (7.6)
with αj (t) > 0, αj (t) ≥ β−j (t) , u (·, t) ∈ L1
(
Ω¯
)
,
∫
Ω¯
u (x, t) dx ≤ ∫
Ω
u0 (x) dx.
Proof. We will just make the arguments for points at the interior of Ω, since in the case of
boundary points the arguments are similar. We define the family of measures µε ∈ M+ (Ω¯× R+)
by means of:
µε (B) =
∫
B
uε (x, t) dxdt
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for any Borel set B ⊂ Ω¯ × [0,∞) . Taking a subsequence we have µεk ⇀ µ as k → ∞. Using the
mass conservation property for (2.4), (2.5) we then have:∣∣∣∣
∫
Ω×A
ϕdµ
∣∣∣∣ ≤ ‖u0‖L1(Ω)
∫
A
‖ϕ (·, t)‖L∞(Ω) dt . (7.7)
For any ϕ ∈ C0
(
Ω¯× R+) we define a signed measure ωϕ ∈M (R+) by means of:
ωϕ (A) =
∫
A
∫
Ω
ϕ (x, t) dµ . (7.8)
Notice that (7.7) implies:
|ωϕ (A)| ≤ ‖u0‖L1(Ω) ‖ϕ‖L∞(Ω×R+)
∫
A
dt . (7.9)
Similar estimates hold for ω+ϕ , ω
−
ϕ . Therefore the measure |ωϕ| = ω+ϕ + ω−ϕ is absolutely con-
tinuous with respect to the Lebesgue measure in [0,∞). It then follows from the Radon-Nikodym
theorem that:
ωϕ (A) =
∫
A
gϕdt (7.10)
for some gϕ ∈ L1 (R+) . Moreover, due to (7.9) we have
‖gϕ‖L∞(R+) ≤ ‖u0‖L1(Ω) ‖ϕ‖L∞(Ω×R+) (7.11)
Notice that:
gα1ϕ1+α2ϕ2 = α1gϕ1 + α2gϕ2 (7.12)
for any α1, α2 ∈ R and ϕ1, ϕ2 ∈ C0
(
Ω¯× R+) .
Let us consider a countable dense linear space S ⊂ C (Ω¯) . For any ψ ∈ S, T > 0 we define
ϕT = ψζ (t− T ) , T > 0, with ζ ∈ C∞ (R) , ζ (t) = 1, t ∈ (−∞, 0] , ζ (t) = 0 for t ∈ [1,∞) . We
define also:
Lt,T [ψ] = gϕT (t) , t ∈ U
for a set U ⊂ [0,∞) whose complement has zero measure.
Due to (7.11), (7.12) it follows that for each t ∈ U , Lt,T is a continuous linear functional on S
that can be extended by density to a continuous linear functional in C
(
Ω¯
)
. On the other hand, we
have:
Lt,T1 [ψ] = Lt,T2 [ψ] , t ∈ [0, T1] ∩ U , T1 ≤ T2
due to (7.8), (7.10). We will denote Lt [ψ] = limT→∞ Lt,T [ψ] . This defines a family of continuous
linear functionals Lt for a.e. t ∈ [0,∞) . Therefore, Riesz-Markov Theorem implies that there exists
a family of signed measures µt ∈M
(
Ω¯
)
defined a.e. t ∈ [0,∞) such that:
Lt [ψ] =
∫
Ω
ψdµt , ψ ∈ C
(
Ω¯
)
, a.e. t ∈ [0,∞)
|µt| ≤ ‖u0‖L1(Ω) , a.e. t ∈ [0,∞)
We now remark that for any ε > 0, t0 ∈ [0,∞) and any smooth cutoff function η such that
η (t) = 1, t ∈ [t0 − ε, t0 + ε] , η (t) = 0, |t− t0| ≥ 2ε and any ψ ∈ C
(
Ω¯
)
we have:
gηψ (t) = gϕT (t) = Lt [ψ] =
∫
Ω
ψdµt , t ∈ [t0 − ε, t0 + ε] ∩ U
for T sufficiently large. This is just a consequence of (7.8), (7.10). A density argument then yields:∫
[0,∞)
∫
Ω¯
ϕ (x, t) dµ =
∫
[0,∞)
∫
Ω¯
ϕ (x, t) dµtdt , ϕ ∈ C0
(
Ω¯× R+)
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or shortly dµ = dµtdt.
Moreover, assuming that ϕ = ϕ (t) and using∫
[0,∞)
ϕ (t)
∫
Ω¯
u0 (x) dxdt =
∫
Ω¯×[0,∞)
ϕ (t)uεk (x, t) dxdt
=
∫
Ω¯×[0,∞)
ϕ (t) dµεk →
∫
[0,∞)
µt
(
Ω¯
)
ϕ (t) dt
it follows that µt (Ω) =
∫
Ω
u0 (x) dx, a.e. t ∈ [0,∞) .
We now define the singular set by means of (7.3) and decompose µ as in (7.4) with ν = µχS ,
with χS denoting the characteristic function of S.We now show that u = µ−ν is a smooth function.
To this end, notice that by definition of S we have, for any (x0, t0) ∈
[
Ω¯ \ S] × [0,∞) there exists
ρ = ρ (x0, t0) such that:
lim inf
δ→0
1
δ
∫ t0+δ
t0
µt (B4ρ (x0)) dt <
m0
2
Then, there exists a sequence δn → 0 such that:
1
δn
∫ t0+δn
t0
µt (B4ρ (x0)) dt ≤ 3m0
4
and the weak convergence uεk ⇀ µ yields:
1
δn
∫ t0+δn
t0
∫
B4ρ(x0)
uεk (x, t) dxdt ≤ m0
for k sufficiently large. Therefore, there exists a sequence tn,k ∈ [t0, t0 + δn] such that:∫
B4ρ(x0)
uεk (x, tn,k) dx ≤ m0 (7.13)
for k sufficiently large. We can now apply Proposition 10 to the functions uεk for large k. Indeed,
notice that (6.3) holds due to (4.4) in Proposition 6 and, on the other hand, ‖vε‖L6(Ω) ≤ C
∫
u0
due to classical regularity theory for the Poisson equation, whence (6.5) also holds. Finally (7.13)
implies (6.4). Proposition 10 then yields:
sup
s∈[tn,k−c1ρ2,tn,k]
∫
Bρ(x0)
(uεk)
2
(x, t) dx ≤ c2
ρ4
and since δn can be assumed to be arbitrarily close to 0 we have:
sup
s∈
[
t0− c1ρ
2
2 ,t0
]
∫
Bρ(x0)
(uεk)2 (x, t) dx ≤ c2
ρ4
Notice that the order of the limits is, first we fix ρ, then we choose n to have δn ≤ c1ρ
2
2 , and
then k large.
Classical regularity results for parabolic equations (cf. [1]) then imply that
uεk ∈ C∞
(
B ρ
2
(x0)×
[
t0 − c1ρ
2
4 , t0
])
as well as uniform estimates for the derivatives of uεk in the
same set. Then, u ∈ C∞ ([Ω¯ \ S]× R+) . Moreover, using the estimate ∫
Ω×[0,T ] u ≤ T
∫
Ω
u0 for any
T > 0, and the positivity of u, we obtain u ∈ L1 ((Ω× R+)) for any T <∞.
We now prove that for a.e. t0 ∈ [0,∞) the set St0 contains at most N points. Suppose that St0
contains at least (N + 1) points x1, ..., xN+1. Let us choose ρ <
1
2 mini6=j {|xi − xj |} . Due to the
definition of the singular set there exists δ (depending on ρ) such that:
1
δ
µ (Bρ (xi)× [t0, t0 + δ]) = 1
δ
∫ t0+δ
t0
µt (Bρ (xi)) dt ≥ m0
4
(7.14)
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for i = 1, ..., (N + 1) .
Since the balls {Bρ (xi)}N+1i=1 are disjoint, we have:
1
δ
N+1∑
i=1
µ (Bρ (xi)× [t0, t0 + δ]) = 1
δ
µ
([
N+1⋃
i=1
Bρ (xi)
]
× [t0, t0 + δ]
)
≤
≤ 1
δ
µ
(
Ω¯× [t0, t0 + δ]
)
=
1
δ
∫ t0+δ
t0
µt
(
Ω¯
)
dt =
∫
Ω¯
u0dx
due to (7.2).
Using (7.1), (7.14) it then follows that:
m0 (N + 1)
4
≤
∫
Ω¯
u0dx <
m0 (N + 1)
4
that yields a contradiction. Then St0 contains at most N points for a.e. t0 ∈ [0,∞) .
Since a measure concentrated in a finite set of points is a sum of Dirac masses it then follows
that:
µtχSt0 =
∑
xj(t)∈St
αj (t) δxi(t) , a.e. t ∈ [0,∞)
for at most N points {xj (t)} and positive numbers {αj (t)} . On the other hand, if (x0, t0) is not
in the singular set, we can represent µ in B ρ
2
(x0)×
[
t0 − c1ρ
2
4 , t0
]
as a smooth function. Then:
µt
(
1− χSt0
)
= u (·, t) dx
and:
µt =
∑
xj(t)∈St
αj (t) δxi(t) + u (·, t) dx , a.e. t ∈ [0,∞)
This gives (7.5) and concludes the proof of Proposition 15.
The convergence of a subsequence {fεk (uεk)} to µ− as well as the properties of this measure
can be obtained exactly as for the measure µ. The property µ− ≤ µ is just a consequence of the
inequalities fε (u
ε) ≤ uε. The fact that µ− can be represented by means of u at the regular points
is a consequence of the fact that uε is bounded at the regular set, and therefore fε (u
ε)→ u, there.
We now prove a result similar to Proposition 15 for the regularization (2.4), (2.5).
Proposition 16 Suppose that uε is the solution of (2.4), (2.5) with initial value uε (x, 0) = u0 (x) , x ∈
Ω and ε > 0. Then, there exist a Radon measure µ ∈ M+ (Ω× R+) and a subsequence {εk}∞k=1
such that:
uεk ⇀ µ , uεk + εk (u
εk)
7
6 ⇀ µ+ as k →∞ , µ ≤ µ+
in the ∗−weak topology. Moreover, the measures µ, µ+ can be written as the product:
dµ = dµtdt , dµ
+ = dµ+t dt , µt ≤ µ+t
where the family of Radon measures {µt}t≥0 satisfy a.e. t ∈ [0,∞) :
µt (Ω) =
∫
Ω
u0 (x) dx
We define the singular set of µ, and denote it as S, as the set of points (x0, t0) ∈ Ω¯× [0,∞) where:
lim
δ→0
inf
[
µ (Bρ (x0)× [t0, t0 + δ])
δ
]
= lim
δ→0
inf
[
1
δ
∫ t0+δ
t0
µt (Bρ (x0)) dt
]
≥ m0
2
for any ρ > 0
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with m0 as in (6.4). Then, we can write:
µ = µ¯+ u , µ+ = µ¯+ + u (7.15)
where µ¯, µ¯+ ∈M+ (Ω× R+) are supported in the set S and u ∈ C∞ (Ω× R+ \ S) ∩ L1 (Ω× [0, T ))
for any T <∞. Moreover, for a.e. t0 ∈ [0,∞) the set St0 ≡ S ∩ {(x, t) : t = t0} contains at most N
points and the measure µt can be represented as:
µt =
∑
xj(t)∈St
αj (t) δxj(t) + u (·, t) dx , a.e. t ∈ [0,∞) (7.16)
µ+t0 =
∑
xj(t)∈St
β+j (t) δxj(t) + u (·, t) dx , a.e. t ∈ [0,∞) (7.17)
with β+j (t) ≥ αj (t) > 0, u (·, t) ∈ L1
(
Ω¯
)
,
∫
Ω¯
u (x, t) dx ≤ ∫
Ω
u0 (x) dx.
Proof. Arguing as in the proof of Proposition 15 it follows that dµ = dµtdt as well as µt (Ω) =∫
Ω u0 (x) dx. We have also that for (x0, t0) ∈
[
Ω¯× [0,∞)] \ S there exists ρ = ρ (x0, t0) > 0 such
that:
lim
δ→0
inf
[
1
δ
∫ t0+δ
t0
µt (B4ρ (x0)) dt
]
≤ m0
2
(7.18)
Arguing as in the proof of Proposition 15 we can apply Proposition 10 to the functions uεk
for large k. Indeed, notice that (6.16) holds due to (4.5) in Proposition 6 and, on the other hand,
‖vε‖L6(Ω) ≤ C
∫
u0 due to classical regularity theory for the Poisson equation, whence (6.19) also
holds. The entropy estimate (5.1) implies (6.18). Finally (7.18) implies the existence of a subse-
quence tn,k ↓ t0 such that
∫
B4ρ(x0)
uεk (x, tn,k) dx ≤ m0 (cf. (6.17)). Proposition 12 as well as the
fact that tn,k ↓ t0 then yields:
sup
s∈[t0−c1ρ2,t0]
∫
Bρ(x)
(uε)2 (y, s) dy ≤ c2
ρ4
.
Classical regularity results for parabolic equations then imply that uε ∈ C∞
(
B ρ
2
(x0)×
[
t0 − c1ρ
2
2 , t0
])
as well as uniform estimates for the derivatives of uε in B ρ
2
(x) ×
[
t0 − c1ρ
2
2 , t0
]
. Then, u ∈
C∞
([
Ω¯× R+] \ S) (cf. [9]). The uniform estimate ∫
Ω
u ≤ ∫
Ω
u0 and the positivity of u imply
that u ∈ L1 (Ω¯× R+) . We can now prove as in Proposition 15 that for a.e. t0 ∈ [0,∞) the set St0
contains at most N points. The measures µt have then the structure (7.16). This concludes the
proof of Proposition 16.
Finally we prove the convergence properties of uε + ε (uε)
7
6 . To this end we need to obtain an
estimate for
∫ ∫
ε (uε)
7
6 dxdt. This can be obtained as follows. Suppose that (x0, t0) ∈ Ω¯ × [0, T ] ,
with 0 < T <∞. Either (x0, t0) ∈ S or (x0, t0) ∈ Ω¯\S. In the second case, there exists ρ = ρ (x0, t0)
such that uε is bounded by some C = C (x0, t0, ρ) but independent on ε for ε ≤ ε0 (x0, t0, ρ) in
B2ρ(x0,t0) (x0)×
[
t0 − 2cρ2, t0
]
(cf. Proposition 12). Then, u is smooth in Bρ(x0,t0) (x0)×
[
t0 − cρ2, t0
]
and we have: ∫ t0
t0−cρ2
∫
Bρ(x0,t0)(x0)
[
uε (x, t) + ε (uε (x, t))
7
6
]
dxdt ≤ C (x0, t0, ρ) (7.19)
with C independent on ε.
Suppose that, on the contrary, (x0, t0) ∈ S. Since the number of points in St0 is finite, we can
choose ρ > 0, such that D =
([
B2ρ (x0) \Bρ (x0)
]
× {t0}
)
∩ S = ∅. It then follows that for any
(x¯, t0) ∈ D there exists δ = δ (x¯, t0) such that uε is uniformly bounded in Bδ(x¯,t0) (x¯)×
[
t0 − 2cδ2, t0
]
.
Since D is compact we can cover it with a finite number of sets of the form Bδ(x¯,t0) (x¯, t0) ×
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[
t0 − 2cδ2, t0
]
. Therefore, there exists δ0 = δ0 (x0, t0, ρ) > 0 such that u
ε is uniformly bounded in
D× [t0 − δ0, t0] for ε ≤ ε0 (x0, t0, ρ) . We now consider a test function ψρ such that ∆ψρ = − 1ρ2 for
|x− x0| ≤ ρ and |∆ψρ| ≤ Cρ for ρ ≤ |x− x0| ≤ 2ρ, and ψρ = 0 for |x− x0| ≥ 2ρ.
Using ψρ as test function we obtain the following estimate:∣∣∣∣∣∂t
(∫
B2ρ(x0)
uε (x, t)ψρ (x) dx
)
+
1
ρ2
∫
Bρ(x0)
[
uε (x, t) + ε (uε (x, t))
7
6
]
dx
∣∣∣∣∣ ≤ Cρ , t ∈ [t0 − δ0, t0]
(7.20)
where the error term on the right is due to the contribution of
∫
D∆ψρ (x) [u
ε (x, t)] dx, as well as
the nonlinear terms that can be estimated using the symmetrization argument as in the Proof of
Proposition 12. Notice that we use the smoothness of uε in D× [t0 − δ0, t0] . Therefore, integrating
(7.20) in [t0 − δ0, t0]: ∫ t0
t0−δ0
∫
Bρ(x0)
[
uε (x, t) + ε (uε (x, t))
7
6
]
dxdt ≤ Cρ (7.21)
Therefore, (7.19), (7.21) imply the existence for any (x0, t0) ∈ Ω× [0, T ] of a cylinder Bρ (x0)×
[t0 − δ0, t0] for which (7.21) holds. Since Ω is compact, we can find a finite covering of it by means
of some of these cylinders. Then:
∫ T
0
∫
Ω
[
uε (x, t) + ε (uε (x, t))
7
6
]
dxdt ≤ C
with C > 0 independent on ε, assuming that ε ≤ ε0.
We then have:
uεk + εk (u
εk)
7
6 ⇀ µ+ as k →∞ .
The fact that the singular set of µ+ and µ are the same is a consequence of the fact that for
every regular point of µ we have εk (u
εk)
7
6 → 0 in a neighbourhood of the regular point, as it can
be seen from the estimate (6.21).
Remark 17 We have denoted the limit of the sequence uε as µ for both regularizations. Notice,
however, that there is not any reason to expect both limits to be the same measure.
7.1 A continuity result for the singular set.
Lemma 18 Suppose that the measure µt and the set St are as in Proposition 15 or Proposition
16. Let T > 0. For any ε > 0 there exists δ > 0 such that for any t0 ∈ [0, T ] , St ⊂ St0 + Bε (0)
if t ∈ [t0 − δ, t0] . Moreover, suppose that for (x0, t0) ∈ S we have
∫
BR(x0)\{x0} dµt0 ≤
m0
2 , with m0
as in Propositions 10, 12 and R > 0 fixed. Then, there exists c > 0, L > 0 depending only on∫
Ω
dµ0 (x) and Ω such that St ∩BR (x0) ⊂ BL√|t−t0| (x0) for t ∈
[
t0 − cR2, t0
]
.
Proof. It is just a consequence of Propositions 10, 12, 13, 14.
We include now some auxiliary results that will be required later.
7.2 Mass continuity. Characterization of the limit of some quadratic
terms.
A basic characteristic of the regularizations of the Keller-Segel system in (2.1)-(2.2), (2.4)-(2.5) is
the fact that the mass in each neighbourhood changes in a continuous way. More precisely, we have
the following result:
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Lemma 19 Suppose that 0 < T < ∞. Let uε be the solution of (2.1)-(2.2) or (2.4)-(2.5). Given
(x0, t0) ∈ Ω¯ × [0, T ] there exists a cutoff function ψ (x;x0, t0) and ρ = ρ (x0, t0) , τ = τ (x0, t0)
independent on ε satisfying:∣∣∣∣∣∂t
(∫
B2ρ(x0)
uε (y, t)ψ (y;x0, t0) dy
)∣∣∣∣∣ ≤ C (x0, t0) (7.22)
for t ∈ [t0 − τ, t0] with C (x0, t0) independent on ε.
Proof. We just consider interior points, since boundary estimates can be obtained similarly
using Lemma 7. If (x0, t0) ∈ (Ω× [0, T ]) \ S there exists ρ = ρ (x0, t0) > 0, τ = τ (x0, t0) such
that B2ρ (x0) × [t0 − τ, t0] ∈ (Ω× [0, T ]) \ S (cf. Propositions 10, 12). We take a cutoff function
ψ (y) such that ψ (y) = 1 for |y − x0| ≤ ρ and ψ (y) = 0 for |y − x0| ≥ 2ρ. Then, the estimates
for the linear terms ∆ (uε) , ∆(uε + εuε) are immediate and the nonlinear terms can be estimated
using the symmetrization argument in the proof of Propositions 10, 12. If (x0, t0) ∈ S we have
[B2ρ (x0) \Bρ (x0)]× [t0 − τ, t0] ∩ S = ∅ if ρ > 0 and τ > 0 are sufficiently small (see Lemma 18).
The result then follows choosing ψ (y) with ∇ψ 6= 0 only in [B2ρ (x0) \Bρ (x0)] .
Lemma 19 allows to obtain the weak limit of some quadratic terms.
Lemma 20 Suppose that uε is as in Lemma 19 and that, for suitable subsequences uεk ⇀ µ, with
µ as in Proposition 15 or Proposition 16. Let ϕ ∈ C (Ω¯× Ω¯× R+) . Then:∫ ∫ ∫
uεk (x, t) uεk (y, t)ϕ (x, y, t) dxdydt→
∫ ∫ ∫
ϕ (x, y, t) dµt (x) dµt (y) dt (7.23)
as k →∞.
Proof. The compactness of Ω¯ × [0, T ] implies the existence, for each δ0 > 0 of functions
{ψℓ,m (y)} satisfying
∑
ℓ ψℓ,m (y) = 1 for y ∈ Ω¯, and such that:∣∣∣∣∂t
(∫
uε (y, t)ψℓ,m (y) dy
)∣∣∣∣ ≤ C , t ∈ [mδ0, (m+ 1) δ0] , mδ0 < T (7.24)
whence:∣∣∣∣
∫
uε (y, t)ψℓ,m (y) dy −
∫
uε (y, tm)ψℓ,m (y) dy
∣∣∣∣ ≤ C |t− tm| , t ∈ [mδ0, (m+ 1) δ0] (7.25)
Combining Propositions 15 and 16 and (7.24) we obtain the existence of tm ∈ [mδ0, (m+ 1) δ0]
for any m = 0, 1, ... such that:∫
uε (y, tm)ψℓ,m (y) dy →
∫
ψℓ,m (y) dµtm (7.26)
We rewrite the left-hand side of (7.23) as:
∫ ∫ ∫
uε (x, t) uε (y, t)ϕ (x, y, t) dxdydt =
[
T
δ0
]∑
m=0
∫ ((m+1)δ0)∧T
mδ0
dt
∑
ℓ
∫
dxuε (x, t)
∫
uε (y, t)ϕ (x, y, t) dy
Using the continuity of ϕ and (7.25) we then obtain for any σ0 > 0 :∣∣∣∣∣
∫ ∫ ∫
uε (x, t) uε (y, t)ϕ (x, y, t) dxdydt−
∫ T
0
dt
∫
dµt (x)
∫
dµt (y)ϕ (x, y, t) dy
∣∣∣∣∣ ≤ C (σ0 + δ0)
with C independent on σ0, δ0 whence the result follows.
28
8 Formulation of the limit problem.
We now pass to the limit in the problems (2.1)-(2.2), (2.4)-(2.5) to derive the problems satisfied
by the pairs of measures (µ, µ−) , (µ, µ+) respectively. As a matter of fact, in order to write the
weak equations satisfied by the measures µ we will need to introduce some auxiliary measures
µˆ−, µˆ defined in a space larger than Ω¯ × [0,∞) at the singular points. We begin with ther first
regularization (2.1)-(2.2).
8.1 First regularization.
We begin rewriting the weak formulation of the regularized problem (2.1)-(2.2) in a more convenient
form:
Lemma 21 Suppose that uε solves (2.1)-(2.2). Then, for any test function ψ ∈ C∞ (Ω¯× R+)
satisfying
∂ψ
∂νx
(x, t) = 0 , x ∈ ∂Ω (8.1)
we have:
L1 +Q1 +Q2 +Q3 +Q4 +Q5 = 0 , (8.2)
where:
L1 = −
∫
ψ (x, 0)u0 (x) dx−
∫ ∫
ψtu
εdxdt −
∫ ∫
uε∆ψdxdt (8.3)
Q1 =
1
4π
∫ ∫ ∫
[(x− y) · (∇ψ (x, t)−∇ψ (y, t))]
|x− y|2 dω
−
ε (x, y, t) (8.4)
Q2 =
1
4π
∫ ∫ ∫
[∇ψ (x, t)Z (y)−∇ψ (y, t)Z (x)]
(
P∂ (x)− P∂ (y)
D
)
dω−ε (x, y, t) (8.5)
Q3 = − 1
4π
∫ ∫ ∫
[∇ψ (x, t)Z (y) +∇ψ (y, t)Z (x)] [d (x) ν (x) + d (y) ν (y)]
D
dω−ε (x, y, t) (8.6)
Q4 =
∫ ∫ ∫
∇ψ (x, t) Z (y)h (y)
2π
· (8.7)
· [Gt (Y (x, y) , λ1 (x, y) , λ2 (x, y)) + gn (Y (x, y) , λ1 (x, y) , λ2 (x, y)) ν (y)] dω−ε (x, y, t)
Q5 = −
∫ ∫ ∫
∇ψ (x, t)W (x, y) dω−ε (x, y, t) (8.8)
and:
dω−ε (x, y, t) = fε (u (x, t)) fε (u (y, t)) dxdydt
Proof. Multiplying the regularized equations by a test function ψ (x, t) compactly supported in
Ω¯× [0,∞), solving the Poisson equation using the corresponding Green’s function and integrating
in Ω¯× [0,∞) we obtain:
0 = −
∫
ψ (x, 0)u0 (x) dx−
∫ ∫
ψtu
εdxdt −
∫ ∫
uε∆ψdxdt−
−
∫ ∫ ∫
fε (u (x, t)) fε (u (y, t))∇ψ (x)∇xG (y, x) dxdydt
where G is the Green’s function for the Poisson equation described in Lemma 2.
Using Lemma 3 it then follows that:
L1 +
1
2π
∫ ∫ ∫
∇ψ (x, t) (x− y)|x− y|2 dω
−
ε (x, y, t)+ (8.9)
+
1
2π
∫ ∫ ∫
∇ψ (x, t)Z (y) P∂ (x)− P∂ (y)− [d (x) ν (x) + d (y) ν (y)]
D
dω−ε (x, y, t) +Q4 +Q5 = 0
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Symmetrizing the second term in (8.9) we can rewrite it as Q1. On the other hand, symmetrizing
the third term in (8.9) it becomes Q2 +Q3.
We now proceed to identify the limit of the quadratic terms Qk, k = 1, ..., 5 in (8.4)-(8.8).
The sequence {ω−ε (x, y, t)} has good properties to pass to the limit in M+
(
Ω¯× Ω¯× R+) , however
these measures are multiplied by functions like [(x−y)·(∇ψ(x,t)−∇ψ(y,t))]|x−y|2 that are bounded but not
continuous near the diagonal {x = y}. To deal with such a terms will require to introduce measures
defined in larger sets than Ω¯× Ω¯× [0,∞) .
8.1.1 Limit of the nonlinear terms: The term Q1.
Lemma 22 There exist measures ω− ∈ M+ (Ω¯× Ω¯× R+) , µˆ− ∈ M+ (Ω¯× S1 × R+) satisfying
ω− ({x = y} × [0,∞)) = 0, supp (µˆ−) ⊂ S × S1 such that for any test function as in Lemma 21 we
have:
Q1 →
∫
[Ω¯×S1]×[0,∞)
(
ν · ∇2ψ (x, t) · ν)
4π
dµˆ−+
1
4π
∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
[(x− y) · (∇ψ (x, t)−∇ψ (y, t))]
|x− y|2 dω
−
t dt
(8.10)
for some subsequence εk → 0, k →∞.
Moreover, we have:
dµˆ− = dµˆ−t dt , dω
− = dω−t dt (8.11)
and: ∫
S1
dµˆ−t (·, ν) =
∑
xi(t)∈St
γ−i (t) δxi(t) , γ
−
i (t) ≥
(
β−i (t)
)2
, a.e. t ∈ [0,∞) (8.12)
dω−t (x, y) =
∑
{xi(t) 6=xj(t)}
λi,j (t) δxi(t) (x) δxj(t) (y)+ (8.13)
+
∑
xi(t)∈St
βi (t)
[
δxi(t) (x) u (y, t) dy + δxi(t) (y)u (x, t) dx
]
+ u (x, t)u (y, t) dxdy
for some λi,j (t) ≥ 0 defined for i 6= j.
Proof. Let η ∈ C∞ (R+) be a cutoff function satisfying:
η (s) = 1 , |s| ≤ 1
2
, η (s) = 0 , |s| ≥ 1 , 0 ≤ η ≤ 1
We then write:
Q1 =
∫ ∫ ∫
H1 (x, y, t) η
( |x− y|
δ
)
dω−ε (x, y, t) +
∫ ∫ ∫
H1 (x, y, t)
[
1− η
( |x− y|
δ
)]
dω−ε (x, y, t)
≡ I1 + I2
where:
H1 (x, y, t) =
1
4π
[(x− y) · (∇ψ (x, t)−∇ψ (y, t))]
|x− y|2 (8.14)
Given ϕ ∈ C∞ (Ω× S1 × R+) we define:
µˆ−δ,ε (ϕ) ≡
∫ ∫ ∫
ϕ
(
x,
x− y
|x− y| , t
)
η
( |x− y|
δ
)
dω−ε (x, y, t)
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The family of nonnegative measures µˆ−δ,ε
(
χ[0,T ]ϕ
)
is compact in M+
(
Ω× S1 × [0, T ]) for each
T < ∞ with the weak topology, since µˆ−δ,ε
(
χ[0,T ] · 1
) ≤ T (∫ u0dx)2 . Taking a subsequence if
needed we can define µˆ−δ,T (ϕ) = limk→∞ µˆ
−
δ,εk
(
χ[0,T ]ϕ
)
where the limit is taken in the weak topology.
We can now take the limit δ → 0 for suitable subsequences. Then:
µˆ−δk,T ⇀ µˆ
−
T (8.15)
Moreover, we can write dµˆ−T = dµˆ
−
t dt arguing as in the Proof of Proposition 15.
We can now compute the limit of the term I1 using the measures µˆ
−
T . To this end, we approximate
the test function [(x−y)·(∇ψ(x,t)−∇ψ(y,t))]|x−y|2 by a test function having the form ϕ
(
x, x−y|x−y| , t
)
. Indeed,
Taylor’s Theorem yields:
[(x− y) · (∇ψ (x, t)−∇ψ (y, t))]
|x− y|2 =
(x− y) · ∇2ψ (x, t) · (x− y)
|x− y|2 +O (δ)
whence:
I1 = µˆ
−
δ,ε
(
χ[0,T ]ϕ
)
+O (δ) , ϕ (x, ν, t) =
ν · ∇2ψ (x, t) · ν
4π
, x ∈ Ω , ν ∈ S1
Therefore, the limit ε→ 0, δ → 0, for suitable subsequences, yields:
I1 →
∫ ∫
Ω¯×S1
(
ν · ∇2ψ (x, t) · ν
4π
)
dµˆ−t (x, ν) dt (8.16)
It only remains to compute the limit of I2 as ε→ 0, δ → 0. Notice that the family {ω−ε (x, y, t)}
is weakly compact inM+
([(
Ω¯× Ω¯) ∩ {|x− y| ≥ δ}]× [0, T ]) . Therefore there exists ω−δ,T such that
ω−ε
[
1− η
(
|x−y|
δ
)]
⇀ ω−δ,T . Taking then the limit δ → 0, we finally obtain:
I2 → 1
4π
∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
[(x− y) · (∇ψ (x, t)−∇ψ (y, t))]
|x− y|2 dω
−
t dt (8.17)
Combining (8.16), (8.17) we obtain (8.10). The representation of ω− given in (8.11) follows as
in Proposition 15.
To derive (8.12) we compute the measure µˆ−t acting over test functions independent on ν. We
then need to consider the limit as ε → 0, δ → 0, (for suitable subsequences) of integrals with the
form: ∫ ∫ ∫
fε (u
ε (x, t)) fε (u
ε (y, t))ϕ (x, t) η
( |x− y|
δ
)
dxdydt (8.18)
Writing:
fε (u
ε (x, t)) = µ− (x, t) +
[
fε (u
ε (x, t))− µ− (x, t)]
we obtain:
fε (u
ε (x, t)) fε (u
ε (y, t))
= µ− (x, t)µ− (y, t) + µ− (x, t)
[
fε (u
ε (y, t))− µ− (y, t)]+
+
[
fε (u
ε (x, t))− µ− (x, t)]µ− (y, t)+
+
[
fε (u
ε (x, t))− µ− (x, t)] [fε (uε (y, t))− µ− (y, t)] (8.19)
Plugging (8.19) into (8.18) it follows that the limit of the second and third term approach zero
as ε → 0. On the other hand, in order to estimate the contribution of the last term in (8.19) we
remark that, estimating fε (u
ε) by uε, and using that outside a ball of radius ρ of the singular
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set uε converges uniformly to u, we can estimate the contribution outside the singular set by a L1
function and the resulting integral contribution approaches zero as δ → 0, since the measure of the
considered set approaches zero. Therefore, the integration in (8.18) is restricted to S+Bρ (0)×{0}
with ρ very small. In such a set we can assume that η
(
|x−y|
δ
)
is constant, and ϕ (x, t) can be
approximated by the values at the singular set, therefore, by functions depending only on time. It
then follows that the last term in (8.19) gives a contribution with the form:
∫ ∑
xj(t)∈St
ϕ (xj (t) , t)
(∫ [
fε (u
ε (x, t))− µ− (x, t)] dx)2 dt ≥ 0
except for a small error. ϕ (x, t) in (8.18) can be approximated as ε → 0 by the sum of the values
at the singular set.
It then follows that: ∫
S1
dµˆ−t (·, ν) ≥
(
µ−sing (·)
)2
whence using the fact that fε (u) ≤ u as well as Corollary 23, (8.12) follows. The representa-
tion formula (8.13) is a consequence of the fact that the measures
{
ω−ε (x, y, t)
[
1− η
(
|x−y|
δ
)]}
are supported in the region {|x− y| ≥ δ} , as well as (7.6). If we consider points (x0, y0) at the
singular set we can obtain smoothness of the solutions in an neighbourhood, and obtain strong
convergence of f (uε (x, t)) f (uε (y, t)) . This gives the term u (x, t) u (y, t) in (8.13). If, say x0 ∈ St
and y0 is a regular point, we obtain strong convergence of the function f (u
ε (y, t)) in a neighbour-
hood and, taking the product of weak convergence with strong convergence to obtain the terms∑
xi(t)∈St β
−
i (t)
[
δxi(t) (x)u (y, t)dy + δxi(t) (y)u (x, t) dx
]
in (8.13). Finally, in a neighbourhood of
the points (x, y) = (xi (t) , xj (t)) ∈ St× St with i 6= j we can only prove the existence of a singular
set with weights λi,j (t) ≥ 0. Unfortunately it is not possible to ensure that λi,j (t) = β−i (t)β−j (t)
without a careful study of the possible fast oscillations in time of the functions fε (u
ε). A Young
measure formalism that allows to describe the possible effect of oscillations in short time scales is
given in Section 10.
A consequence of Lemmas 19 and 22 is the following:
Corollary 23 Suppose that µ, ω− are as in Proposition 15. Then:
dω−t (x, y) ≤ dµt (x) dµt (y) (8.20)
8.1.2 Limit of the nonlinear terms: The term Q2.
In order to characterize the limit of the term Q2 we need to define a manifold that will play the
role of Ω× S1 for the points at the boundary. We define also some auxiliary sets.
Definition 24 For any y ∈ ∂Ω we define the following manifold with boundary:
M2 [y] =
{
(Y, λ1, λ2) : Y ∈ TMy (∂Ω) , λ1 ≥ 0, λ2 ≥ 0, |Y |2 + (λ1 + λ2)2 = 1
}
Notice that M2 [y] is isomorphic to the intersection of a two-dimensional cylinder with the
quadrant {λ1 ≥ 0, λ2 ≥ 0} .
Definition 25 We will denote as M2 the set {(y, σ) : y ∈ ∂Ω, σ ∈ M2 [y]} endowed naturally with
a structure of three-dimensional manifold with boundary.
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Definition 26 We will denote asM(ε0)2 the set {(y, σ) : y ∈ Ω, dist (y, ∂Ω) ≤ ε0, σ ∈ M2 [y0]} , where
y0 is the closest point to y in ∂Ω and ε0 > 0 is fixed sufficiently small.
Lemma 27 Let Q2 as in (8.5). There exists a measure µˆ
−
b ∈M+ (M2 × R+) , dµˆ−b = dµˆ−b,tdt such
that, for suitable subsequences εk → 0, δk → 0, k →∞ :
Q2 → µˆ−b (ϕ1) + (8.21)
+
1
4π
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
[∇ψ (x, t)Z (y)−∇ψ (y, t)Z (x)]
(
P∂ (x)− P∂ (y)
D
)
dω−t (x, y) dt
with ω−t (x, y) as in Lemma 22 and:with:
ϕ1 (y, Y, λ1, λ2, t) = [Y + (λ2 − λ1) ν (y)]·∇2ψ (y, t)·Y , y ∈ ∂Ω , (Y, λ1, λ2) ∈M2 [y] , t ∈ [0,∞)
(8.22)
Moreover:∫
M2[·]
dµˆ−b,t (·, σ) =
∑
xi(t)∈St
γ−b,i (t) δxi(t) (·) , γ−b,i (t) ≥
(
β−i (t)
)2
, a.e. t ∈ [0,∞) (8.23)
Proof. We use the same argument as in the proof of Lemma 22. Using the same cutoff function
η we write: ∫ ∫ ∫
H2 (x, y, t) dω
−
ε (x, y, t)
=
∫ ∫ ∫
H2 (x, y, t) η
( |x− τ (y)|
δ
)
dω−ε (x, y, t)+
+
∫ ∫ ∫
H2 (x, y, t)
[
1− η
( |x− τ (y)|
δ
)]
dω−ε (x, y, t)
≡ I1 + I2
with:
H2 (x, y, t) =
1
4π
[∇ψ (x, t)Z (y)−∇ψ (y, t)Z (x)]
(
P∂ (x)− P∂ (y)
D
)
(8.24)
In order to define the measure µˆ−b ∈M+ (M2 × R+) we argue as follows. Given a test function
ϕ ∈ C∞ (M2 × R+) we extend it toM(ε0)2 for small ε0 as ϕ (y, σ) = ϕ (y0, σ) with σ ∈ M2 [y0] and
we define the auxiliary linear functional for δ > 0 sufficiently small:
µˆ−b,δ,ε (ϕ) =
∫ ∫ ∫
ϕ
(
x+ y
2
,
[
(P∂ (x)− P∂ (y)) · t (y)
κ
√
D
]
t (y) ,
d (x)√
D
,
d (y)√
D
, t
)
η
( |x− τ (y)|
δ
)
dω−ε (x, y, t)
(8.25)
where κ = |(P∂(x)−P∂(y))·t(y)||P∂(x)−P∂(y)| . Notice that for any x, y satisfying |x− τ (y)| ≤ δ, we have also
dist (x, ∂Ω) ≤ δ, dist (y, ∂Ω) ≤ 2δ for δ sufficiently small. In particular Z (y) = 1. The sequence of
measures µˆ−b,δ,ε is weakly compact in
4 [C (M2 × [0, T ))]∗ for any 0 < T <∞. Then, taking suitable
subsequences:
µˆ−b,δ,ε ⇀ µˆ
−
b
where µˆ−b ∈M+ (M2 × R+).
We can then pass to the limit in I1 as follows. Using Taylor’s we can write:
I1 =
∫ ∫ ∫
η
( |x− τ (y)|
δ
)
·
· [[(P∂ (x)− P∂ (y)) · t (y)] t (y) + (d (y)− d (x)) ν (y)] ∇
2ψ (y, t)
4π
(
P∂ (x) − P∂ (y)
D
)
dω−ε (x, y, t)
+O (δ)
4See if it is possible to put T = ∞ directly.
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Then:
I1 = µˆ
−
b,δ,ε (ϕ1) +O (δ)
Then, taking suitable subsequences:
I1 → µˆ−b (ϕ1) , εk → 0 , δk → 0 as k →∞
On the other hand, taking the limit ε→ 0 and δ → 0, also for suitable subsequences:
I2 → 1
4π
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
[∇ψ (x, t)Z (y)−∇ψ (y, t)Z (x)]
(
P∂ (x)− P∂ (y)
D
)
dω−t (x, y) dt
where the measure ω−t is as in (8.17).
We can compute the action of the measure µˆ−b over test functions ϕ ∈ C (M2 × R+) depending
only on (x, t) ∈ ∂Ω× [0,∞) . To this end we need to consider the limit of:∫ ∫ ∫
ϕ
(
x+ y
2
, t
)
η
( |x− τ (y)|
δ
)
dω−ε (x, y, t)
that converge in the limit εk → 0 , δk → 0 as k →∞ to:∫ ∞
0
∫
∂Ω
∫
M2[x]
ϕ (x, t) dµˆ−b,t (x, σ) dt
Arguing as in the Proof of Lemma 22 we obtain (8.23).
8.1.3 Limit of the nonlinear terms: The term Q3.
We now compute the limit of Q3.
Lemma 28 Suppose that ψ ∈ C∞ (Ω¯× R+) satisfies (8.1). Then, taking suitable subsequences
εk → 0, δk → 0 as k →∞ we have:
Q3 → µˆ−b (ϕ2 + ϕ3)−
1
4π
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
[d (x) ν (x) + d (y) ν (y)]
D
·
· [Z (y) [∇ψ (x, t)− Z (x)∇ψ (P∂ (x) , t)] + Z (x) [∇ψ (y, t)− Z (y)∇ψ (P∂ (y) , t)]] dω−t (x, y) dt−
− 1
4π
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
Z (x)Z (y) [∇ψ (P∂ (x) , t)−∇ψ (P∂ (y) , t)]
D
· (8.26)
· [d (y) ν (y)− d (x) ν (x)] dω−t (x, y) dt
where Q3 is as in (8.6), the measure µˆ
−
b as in Lemma 27, ω
−
t (x, y) is as in Lemma 22 and the test
functions ϕ2, ϕ3 are given by:
ϕ2 (y, Y, λ1, λ2) =
1
4π
[
ν (y) · ∇2ψ (y, t) · ν (y)] (λ1 + λ2)2 (8.27)
ϕ3 (y, Y, λ1, λ2) =
1
4π
(λ1 − λ2)
[
Y · ∇2ψ (y, t) · ν (y)] (8.28)
with (Y, λ1, λ2) ∈M2 [y] .
Proof. In order to rewrite Q3 we use the identity:
[∇ψ (x, t)Z (y) +∇ψ (y, t)Z (x)] [d (x) ν (x) + d (y) ν (y)]
= [[∇ψ (x, t)− Z (x)∇ψ (P∂ (x) , t)]Z (y) +∇ψ (P∂ (x) , t)Z (x)Z (y)] [d (x) ν (x) + d (y) ν (y)]
+ [[∇ψ (y, t)− Z (y)∇ψ (P∂ (y) , t)]Z (x) +∇ψ (P∂ (y) , t)Z (x)Z (y)] [d (x) ν (x) + d (y) ν (y)]
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Using ν (P∂ (x)) = ν (x) as well as (8.1), we obtain, after symmetrizing:
[∇ψ (x, t)Z (y) +∇ψ (y, t)Z (x)] [d (x) ν (x) + d (y) ν (y)]
= [Z (y) [∇ψ (x, t)− Z (x)∇ψ (P∂ (x) , t)] + Z (x) [∇ψ (y, t)− Z (y)∇ψ (P∂ (y) , t)]] · [d (x) ν (x) + d (y) ν (y)] +
+ Z (x)Z (y) [∇ψ (P∂ (x) , t)−∇ψ (P∂ (y) , t)] · [d (y) ν (y)− d (x) ν (x)]
Therefore, we can write Q3 as:
Q3 = Q3,1 +Q3,2
with:
Q3,1 = −
∫ ∫ ∫
H3,1 (x, y, t) dω
−
ε (x, y, t) , Q3,2 = −
∫ ∫ ∫
H3,2 (x, y, t) dω
−
ε (x, y, t)
H3,1 (x, y, t) =
[d (x) ν (x) + d (y) ν (y)]
4πD
· [Z (y) [∇ψ (x, t)− Z (x)∇ψ (P∂ (x) , t)] +
+Z (x) [∇ψ (y, t)− Z (y)∇ψ (P∂ (y) , t)]] (8.29)
H3,2 (x, y, t) =
Z (x)Z (y) [∇ψ (P∂ (x) , t)−∇ψ (P∂ (y) , t)] · [d (y) ν (y)− d (x) ν (x)]
4πD
(8.30)
In order to compute the contribution near the diagonal {x = y} and away from it we split
Q3,1, Q3,2 as in the Proof of Lemmas 22, 27. More precisely:
Q3,1 = −
∫ ∫ ∫
H3,1 (x, y, t) η
( |x− τ (y)|
δ
)
dω−ε (x, y, t)
−
∫ ∫ ∫
H3,1 (x, y, t)
[
1− η
( |x− τ (y)|
δ
)]
dω−ε (x, y, t)
≡ I1,1 + I1,2
Q3,2 = −
∫ ∫ ∫
H3,2 (x, y, t) η
( |x− τ (y)|
δ
)
dω−ε (x, y, t)
−
∫ ∫ ∫
H3,2 (x, y, t)
[
1− η
( |x− τ (y)|
δ
)]
dω−ε (x, y, t)
≡ I2,1 + I2,2
Using Taylor’s expansion as well as the definition of P∂ (x) , P∂ (y) :
I1,1 =
1
4π
∫ ∫ ∫
[d (x) + d (y)]
2
D
[
ν (y) · ∇2ψ (y, t) · ν (y)] η( |x− τ (y)|
δ
)
dω−ε (x, y, t) +O (δ)
I2,1 =
1
4π
∫ ∫ ∫ [
(P∂ (x)− P∂ (y)) · ∇2ψ (y, t) · ν (y)
] [d (x)− d (y)]
D
η
( |x− τ (y)|
δ
)
dω−ε (x, y, t)
Taking the limit εk → 0, δk → 0 for suitable subsequences we then obtain:
I1,1 + I2,1 → µˆ−b (ϕ2 + ϕ3)
On the other hand, using the boundedness of the integrands we can pass to the limit as εk →
0, δk → 0 in I1,2, I2,2 to obtain:
I1,2 → − 1
4π
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
[d (x) ν (x) + d (y) ν (y)]
D
·
· [Z (y) [∇ψ (x, t)− Z (x)∇ψ (P∂ (x) , t)] + Z (x) [∇ψ (y, t)− Z (y)∇ψ (P∂ (y) , t)]] dω−t (x, y) dt
I2,2 → − 1
4π
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
Z (x)Z (y) [∇ψ (P∂ (x) , t)−∇ψ (P∂ (y) , t)]
D
·
· [d (y) ν (y)− d (x) ν (x)] dω−t (x, y) dt
This concludes the proof of the lemma.
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8.1.4 Limit of the nonlinear terms: The terms Q4 and Q5.
We finally precise the limit of the terms Q4 and Q5.
Lemma 29 Taking suitable subsequences εk → 0, δk → 0 as k →∞ we have:
Q4 → µˆ−b (ϕ4) +
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
∇ψ (x, t) Z (y)h (y)
2π
· (8.31)
· [Gt (Y (x, y) , λ1 (x, y) , λ2 (x, y)) + gn (Y (x, y) , λ1 (x, y) , λ2 (x, y)) ν (y)] dω−t (x, y) dt
Q5 → −
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]
∇ψ (x, t)W (x, y) dω−t (x, y) dt (8.32)
where Q4, Q5 are as in (8.7), (8.8) respectively, ϕ4 is:
ϕ4 (y, Y, λ1, λ2) =
h (y)
2π
∇ψ (y, t) · [Gt (Y, λ1, λ2) + gn (Y, λ1, λ2) ν (y)] (8.33)
and Gt, gn are as in (3.32), (3.33). The measures ω−t (x, y) , µˆ−b , are respectively as in Lemmas
22, 27.
Proof. The proof is essentially similar to the one in Lemmas 27, 28. We split Q4 using the
cutoff function η. Then:
Q4 =
∫ ∫ ∫
[· · ·] η
( |x− τ (y)|
δ
)
dω−ε (x, y, t)+
+
∫ ∫ ∫
[· · ·]
[
1− η
( |x− τ (y)|
δ
)]
dω−ε (x, y, t) ≡ Q4,1 +Q4,2
Using (8.25) we have:
Q4,1 = µˆ
−
b,δ,ε (ϕ4) +O (δ)
with ϕ4 as in (8.33). Taking the limit εk → 0, δk → 0 we then obtain (8.31). On the other hand,
we can take directly the limit in Q5 due to the continuity of W (x, y) , whence (8.32) follows.
Remark 30 It is important to notice that the domain of integration in (8.32) includes the diagonal
{x = y} differently from the other formulas where the measures {ω−t } appear (cf. (8.10), (8.21),
(8.26), (8.31)).
8.1.5 Weak formulation limit equation for the first regularization.
We can now collect the previous results as follows.
Theorem 31 Let uε, vε be a solution of (2.1), (2.2). Suppose that the measures µ, µˆ−, ω−, µˆ−b are
defined as in Proposition 15 and Lemmas 22, 27 respectively. Then, for any test function ψ ∈ C∞
satisfying (8.1) we have:
−
∫
ψ (x, 0)u0 (x) dx−
∫ ∫
ψtdµtdt−
∫ ∫
∆ψdµtdt+
+
1
4π
∫ ∫
Ω¯×S1
(
ν · ∇2ψ (x, t) · ν) dµˆ−t (x, ν) dt+ µˆ−b (ϕ)−
−
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x=y}
∇ψ (x, t)W (x, y) dω−t (x, y) dt−
−
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
[∇xG (x, y) · ∇ψ (x, t)] dω−t (x, y) dt
= 0 (8.34)
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with the test function ϕ given by:
ϕ (y, Y, λ1, λ2, t) =
Y · ∇2ψ (y, t) · Y
4π
+
[
ν (y) · ∇2ψ (y, t) · ν (y)
4π
]
(λ1 + λ2)
2+
+
h (y)
2π
∇ψ (y, t) · [Gt (Y, λ1, λ2) + gn (Y, λ1, λ2) ν (y)] (8.35)
Moreover, the measures µˆ−t , µˆ
−
b,t satisfy (8.12), (8.23).
Proof. The result just follows taking the limit in (8.2). The limit of the term L1 is inmediate.
The limit of the termsQ1, ..., Q5 can be obtained using Lemmas 22-29. We have ϕ = ϕ1+ϕ2+ϕ3+ϕ4
with the functions ϕj , j = 1, ..., 4 as in (8.22), (8.27), (8.28), (8.33). We then obtain:
−
∫
ψ (x, 0)u0 (x) dx−
∫ ∫
ψtdµtdt−
∫ ∫
∆ψdµtdt+
+
∫ ∫
Ω¯×S1
(
ν · ∇2ψ (x, t) · ν
4π
)
dµˆ−t (x, ν) dt+ µˆ
−
b (ϕ) +
+
∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
∫
H1 (x, y, t) dω
−
t (x, y) dt+
+
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
H2 (x, y, t) dω
−
t (x, y) dt−
−
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]
∇ψ (x, t)W (x, y) dω−t (x, y) dt
−
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
H3,1 (x, y, t) dω
−
t (x, y) dt−
−
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
H3,2 (x, y, t) dω
−
t (x, y) dt+
+
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
∇ψ (x, t) Z (y)h (y)
2π
·
· [Gt (Y (x, y) , λ1 (x, y) , λ2 (x, y)) + gn (Y (x, y) , λ1 (x, y) , λ2 (x, y)) ν (y)] dω−t (x, y) dt
= 0 (8.36)
where the functions H1, H2, H3,1, H3,2 are as in (8.14), (8.24), (8.29), (8.30) respectively.
Formula (8.36) is particularly convenient in order to check the convergence of the different terms
arising in the integrals, because the measures ω−t (x, y) are integrated against continuous functions
in the region of integration. However, it can be written in a more convenient form reversing the
computations in Lemma 28 in order to rewrite H3,1, H3,2, using (8.1) and Lemma 4.
Remark 32 It is important to take into account the presence in (8.34) of the integral term con-
taining W and integrated in {x = y} . This term gives a nonzero contribution in the singular points
of the measure ω−t (x, y) .
8.2 Second regularization
Arguing in a completely similar manner with the second regularization (2.4), (2.5) we can obtain
the following result:
Theorem 33 Let uε, vε be a solution of (2.4), (2.5). Suppose that µ, µ+ are as in Proposition
16. There exists measures µˆ ∈ M+ (Ω× S1 × R+) , ω ∈ M+ (Ω× Ω× R+) , µˆb ∈ M+ (M× R+)
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defined as in Lemmas 22, 27 with the functions fε (u
ε) replaced by uε. For any test function ψ ∈ C∞
satisfying (8.1) this family of measures satisfy:
−
∫
ψ (x, 0)u0 (x) dx−
∫ ∫
ψtdµtdt−
∫ ∫
∆ψdµ+t dt+
+
1
4π
∫ ∫
Ω¯×S1
(
ν · ∇2ψ (x, t) · ν) dµˆt (x, ν) dt+ µˆb (ϕ)−
−
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x=y}
∇ψ (x, t)W (x, y) dωt (x, y) dt−
−
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
[∇xG (x, y) · ∇ψ (x, t)] dωt (x, y) dt
= 0 (8.37)
with the test function ϕ as in (8.35). Moreover, we have:∫
S1
dµˆt (·, ν) =
∑
xi(t)∈St
γi (t) δxi(t) , γi (t) = (αi (t))
2
, a.e. t ∈ [0,∞) (8.38)
dωt (x, y) =
∑
{xi(t) 6=xj(t)}
αi (t)αj (t) δxi(t) (x) δxj(t) (y)+
+
∑
xi(t)∈St
αi (t)
[
δxi(t) (x) u (y, t)dy + δxi(t) (y)u (x, t) dx
]
+ u (x, t)u (y, t) dxdy
∫
M2[·]
dµˆb,t (·, σ) =
∑
xi(t)∈St
γb,i (t) δxi(t) (·) , γb,i (t) = (αi (t))2 , a.e. t ∈ [0,∞)
9 On the connection between the measures µ, µ− and µ+.
Separation Lemma. Proof of the different evolutions for
the two regularizations.
The main result in this Section is the following:
Theorem 34 The measure µ¯ in Proposition 15 (cf. (7.4)) is related with the measures µˆ−, µˆ−b
defined in Lemma 22 by means of:
1
8π
∫
S1
dµˆ−t (·, ν) +
1
8π
∫
M2
dµˆ−b (·, ν) = dµ¯t (·) a.e t ∈ [0,∞)
The measure µ¯+ in Proposition 16 (cf. (7.15)) is related with the measures µˆ, µˆb in Theorem
33 by means of:
1
8π
∫
S1
dµˆt (·, ν) + 1
8π
∫
M2
dµˆb (·, ν) = dµ¯+t (·) a.e t ∈ [0,∞)
A relevant consequence of Theorem 34 is the following.
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Corollary 35 Let µ, µ−, µˆ− be solutions of (8.36) (cf. Theorem 31) as in (7.5), (7.6), (8.12).
Suppose that there exists a set of positive measure A ⊂ [0,∞) such that for t0 ∈ A, β−i (t0) > 8π.
Then αi (t0) > β
−
i (t0) a.e. t0 ∈ A.
Let µ, µ+, µˆ be solutions of (8.37) (cf. Theorem 33) as in (7.16), (7.17), (8.38). Suppose
that ther exists a set of positive measure A ⊂ [0,∞) such that for t0 ∈ A, αi
(
t+0
)
> 8π. Then
β+i (t0) > αi (t0) .
Proof. In the case of the first regularization (cf. (8.36)), Theorem 34 combined with (7.5),
(8.12) implies: (
β−i (t0)
)2 ≤ γ−i (t0) = 8παi (t0)
whence αi (t0) ≥ β−i (t0)
(
β−i (t0)
8π
)
> β−i (t0) and the result follows. In the case of the second
regularization we use (7.17), (8.38) and Theorem 34 to obtain:
(αi (t))
2
= γi (t) = 8πβ
+
i (t0)
whence the conclusion follows in a similar way.
Remark 36 Notice that a consequence of Corollary 35 is that the weak formulations (8.34), (8.38)
cannot define the same evolution as soon as one of the Dirac masses at any singular point becomes
larger than 8π. Notice that intuitively, Corollary 35 states that the effect of the cutoff fε (u
ε) in
the case of the first regularization, or the term εu
7
6 in the case of the second regularization becomes
visible as soon as the masses become larger than 8π.
We will give the details of the proof of Theorem 34 for the measures µˆ−, µ¯ for the points placed
at the interior of Ω, since the points at the boundary ∂Ω or the case of the measures µˆ, µ¯+ can be
studied with similar arguments.
The starting point in the Proof of Theorem 34 will be the following inequality that measures
the rate of change of the mass in the neighbourhood of a singular point in terms of the values of
the measures µˆ−, µ¯ near such a point.
Lemma 37 Suppose that the measures µˆ−, µ¯ solve (8.34) for any ψ ∈ C∞ (Ω¯× R+) satisfying
(8.1). Let x0 ∈ Ω, 2ρ < R, B2R (x0) ⊂ Ω, 0 ≤ T1 ≤ T2 <∞. Suppose that ηR (x) = η
(
|x−x0|
R
)
with
η ∈ C∞ (R) , η (r) = 1 if 0 ≤ r ≤ 1, η′ (r) ≤ 0, η (r) = 0 if r ≥ 2. We define also the test function:
ϕρ (x) =
{
1− |x−x0|22ρ2 , |x− x0| < ρ
(|x−x0|−2ρ)2−
2ρ2 , |x− x0| > ρ
(9.1)
where (s)− = s if s ≤ 0 and (s)− = 0 if s > 0. We define also:
Uρ (t;x0) =
∫
Bρ(x0)×S1
dµˆ−t (x, ν) (9.2)
Then, the following inequalities hold:∣∣∣∣∣
∫
ϕρ (x) dµT2 (x)−
∫
ϕρ (x) dµT1 (x)−
1
ρ2
∫ T2
T1
[
Uρ (t;x0)
4π
− 2
∫
Bρ(x0)
dµt (x)
]
dt
∣∣∣∣∣
≤ C
ρ2
∫ T2
T1
∫
Ω\Bρ(x0)
ηR (x) dµt (x) dt+
C
ρ
∫ T2
T1
∫ ∫ [
ηR (x)
R
+ 1
]
dµt (x) dµt (y) dt+
+
1
4πρ2
∫ T2
T1
∫
Bρ(x0)×Bρ(x0)∩{x 6=y}
ηR (x) ηR (y)dµt (x) dµt (y) dt (9.3)
for some constant C depending on
∫
dµ0 (x) , but independent on x0, R, ρ, T1, T2.
Proof. We will give the details of the proof for the points placed at the interior of Ω, since
the boundary points can be treated similarly. Suppose that ψ is any test function supported in a
ball B2ρ (x0) with 2ρ < R. Using Lemma 3 and symmetrizing we can rewrite the last term on the
right-hand side of (8.34) as:∣∣∣∣∣
∫ ∫ ∫
[Ω¯×Ω¯×[0,∞)]∩{x 6=y}
[∇xG (x, y) · ∇ψ (x, t)] dω−t (x, y) dt+
∫ ∫
|x−y|>0
∫
H1 (x, y, t) dω
−
t (x, y) dt
∣∣∣∣∣
≤ C ‖∇xψ‖L∞(Ω×R+)
∫ ∫ ∫
dω−t (x, y) (9.4)
with H1 (x, y, t) as in (8.14). Using the test function ηR (x) we can write:∫ ∫
|x−y|>0
∫
H1 (x, y, t) dω
−
t (x, y) dt (9.5)
=
∫ ∫
|x−y|>0
∫
H1 (x, y, t) ηR (x) ηR (y) dω
−
t (x, y) dt+
+
∫ ∫
|x−y|>0
∫
H1 (x, y, t) (1− ηR (x)) ηR (y) dω−t (x, y) dt+
+
∫ ∫
|x−y|>0
∫
H1 (x, y, t) ηR (x) (1− ηR (y)) dω−t (x, y) dt
where we use that a term containing the product (1− ηR (x)) (1− ηR (y)) vanishes due to the choice
of the supports of ηR, ψ.
The last two terms on the right-hand side of (9.5) can be bounded by:
C
R− 2ρ ‖∇xψ‖L∞(Ω×R+)
∫ ∫
ηR (x) dω
−
t (x, y)
Then (9.5) becomes:∫ ∫
|x−y|>0
∫
H1 (x, y, t) dω
−
t (x, y) dt
=
∫ ∫
|x−y|>0
∫
H1 (x, y, t) ηR (x) ηR (y)dω
−
t (x, y) dt+
+O
(‖∇ψ‖L∞(Ω×R+)
R− 2ρ
∫ ∫
ηR (x) dω
−
t (x, y)
)
(9.6)
Combining (9.4), (9.6), and using the fact that ψ = 0 at ∂Ω we can rewrite (8.34) as:
−
(∫
ψ (x, 0)u0 (x) dx
)
−
∫ ∫
ψtµt (x) dt−
∫ ∫
∆ψdµt (x) dt
+
∫ ∫
Ω×S1
(
ν · ∇2ψ (x, t) · ν
4π
)
dµˆ−t (x, ν) dt+
+
1
4π
∫ ∫
|x−y|>0
∫
[(x− y) · (∇ψ (x, t)−∇ψ (y, t))]
|x− y|2 ηR (x) ηR (y) dω
−
t (x, y) dt−
+O
(∫ ∫ ∫ [
ηR (x)
R− 2ρ ‖∇xψ‖L∞(Ω×R+) + ‖∇xψ‖L∞(Ω×R+)
]
dω−t (x, y) dt
)
= 0 (9.7)
Let us consider a function Hε (t;T1,T2) , Hε ∈ C∞, 0 ≤ Hε ≤ 1 such that Hε → χ[T1,T2] as
ε → 0 in L1 (R+) , Hε ⇀ δT1 − δT2 in (C (R+))∗ , where χ[T1,T2] is the characteristic function of
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the interval [T1, T2] and δT is a Dirac mass at t = T. Replacing ψ (x, t) by ψ (x, t)Hε (t;T1, T2) and
taking the limit ε→ 0 we obtain for a.e. T1, T2 > 0, and then for all T1, T2 > 0 due to the absolute
continuity of the integration on t
−
(∫
ψ (x, T1) dµT1 (x)
)
+
∫
ψ (x, T2) dµT2 (x) −
∫ T2
T1
∫
∂ψ
∂t
µt (x) dt−
−
∫ T2
T1
∫
∆ψdµt (x) dt+
∫ T2
T1
∫
Ω×S1
(
ν · ∇2ψ (x, t) · ν
4π
)
dµˆ−t (x, ν) dt+
+
∫ T2
T1
∫
|x−y|>0
∫
H1 (x, y, t) ηR (x) ηR (y) dω
−
t (x, y) dt+
+O
(∫ T2
T1
‖∇xψ‖L∞(Ω×R+)
∫ ∫ [
ηR (x)
R− 2ρ + 1
]
dω−t (x, y) dt
)
= 0 (9.8)
We now use in (9.8) the test function ψ (x, t) = ϕρ (x) (cf. (9.1)). Notice that ϕρ /∈ C∞, but
since ϕρ ∈ C1,1 it can be used by means of a density argument. Then:
−
(∫
ϕρ (x) dµT1 (x)
)
+
∫
ϕρ (x) dµT2 (x)−
∫ T2
T1
∫
∆ϕρdµt (x) dt+
+
∫ T2
T1
∫
Ω×S1
(
ν · ∇2ϕρ (x) · ν
4π
)
dµˆ−t (x, ν) dt+
+
1
4π
∫ T2
T1
∫
|x−y|>0
∫
[(x− y) · (∇ϕρ (x)−∇ϕρ (y))]
|x− y|2 ηR (x) ηR (y)dω
−
t (x, y) dt+
+
∫ T2
T1
O
(
1
ρ
∫ ∫ [
ηR (x)
R− 2ρ + 1
]
dω−t (x, y)
)
dt
= 0 (9.9)
We now estimate the term containing the measure µˆ−. Notice that:
∫ T2
T1
∫
Ω×S1
(
ν · ∇2ϕρ (x) · ν
4π
)
dµˆ−t (x, ν) dt
= − 1
4πρ2
∫ T2
T1
∫
Bρ(x0)×S1
dµˆ−t (x, ν) dt+
+
∫ T2
T1
∫
[B2ρ(x0)\Bρ(x0)]×S1
(
ν · ∇2ϕρ (x) · ν
4π
)
dµˆ−t (x, ν) dt
whence: ∣∣∣∣∣
∫ T2
T1
∫
Ω×S1
(
ν · ∇2ϕρ (x) · ν
4π
)
dµˆ−t (x, ν) dt+
1
4πρ2
∫ T2
T1
∫
Bρ(x0)×S1
dµˆ−t (x, ν) dt
∣∣∣∣∣
≤ C
ρ2
∫ T2
T1
∫
B2ρ(x0)\Bρ(x0)
dµt (x) dt (9.10)
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Using the fact that |∇ϕρ (x)−∇ϕρ (y)| ≤ Cρ2 |x− y| for |x− x0| ≤ ρ, |y − x0| ≥ ρ as well as
(9.9), (9.10) it then follows that:∫
ϕρ (x) dµT2 (x) −
∫
ϕρ (x) dµT1 (x)
=
2
ρ2
∫ T2
T1
∫
B2ρ(x0)\Bρ(x0)
|x− x0| − ρ
|x− x0| dµt (x) dt+
+
1
ρ2
∫ T2
T1
[
Uρ (t;x0)
4π
− 2
∫
Bρ(x0)
dµt (x)
]
dt+
+
∫ T2
T1
O
(
1
ρ2
∫
Ω\Bρ(x0)
∫
Ω
ηR (x) ηR (y) dω
−
t (x, y) +
1
ρ2
∫
B2ρ(x0)\Bρ(x0)
dµt (x)
)
dt+
+
∫ T2
T1
O
(
1
ρ
∫ ∫ [
ηR (x)
R− 2ρ + 1
]
dω−t (x, y)
)
dt+
+
1
4πρ2
∫ T2
T1
∫
Bρ(x0)×Bρ(x0)∩{x 6=y}
ηR (x) ηR (y) dω
−
t (x, y) dt (9.11)
Using (8.20) as well as the inequality |x−x0|−ρ|x−x0| ≤ ηR (x) for |x− x0| ≤ 2ρ we obtain:∫
ϕρ (x) dµT2 (x)−
∫
ϕρ (x) dµT1 (x)
≤ 1
ρ2
∫ T2
T1
[
Uρ (t;x0)
4π
− 2
∫
Bρ(x0)
dµt (x)
]
dt+
C
ρ2
∫ T2
T1
∫
Ω\Bρ(x0)
ηR (x) dµt (x) dt+
+
C
ρ
∫ T2
T1
∫ ∫ [
ηR (x)
R
+ 1
]
dµt (x) dµt (y) dt+
+
1
4πρ2
∫ T2
T1
∫
Bρ(x0)×Bρ(x0)∩{x 6=y}
ηR (x) ηR (y) dµt (x) dµt (y) dt
We define some auxiliary sets that will be used in the following.
Definition 38 For any σ, δ1, δ2 > 0 we define:
Iδ1,δ2 =
{
t ∈ [0,∞) : ∀ x ∈ St, B2δ1 (x) ∩ St = {x} , ∀ Y ∈ Ω,
∫
B2δ1 (Y )\St
dµt (x) < δ
2
2
}
I+δ1,δ2 (X) =
{
t ∈ [0,∞) : Uδ1 (t;X)
4π
> 2
∫
Bδ1 (X)
dµt (x) + δ2
}
I−δ1,δ2 (X) =
{
t ∈ [0,∞) : Uδ1 (t;X)
4π
< 2
∫
Bδ1 (X)
dµt (x)− δ2
}
where Uδ1 (t;X) is defined as in (9.2) and X ∈ Ω.
In the proof of the following result, it will be convenient to make more explicit the dependence
on the singular point of the Dirac masses αj , γ
−
j in (7.5), (8.12). We write:
µt =
∑
xj(t)∈St
α (t;xj) δxj(t) + u (·, t) dx , u (·, t) ∈ L1 (Ω) (9.12)
∫
S1
dµˆ−t (·, ν) =
∑
xj(t)∈St
γ− (t;xj) δxj(t) (9.13)
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Lemma 39 There exists δ0 > 0 small depending only on
∫
Ω dµ0 (x) such that for any δ1, δ2 ∈ (0, δ0)
we have ∣∣∣Iδ1,δ2 ∩ I+δ1,δ2 (X)
∣∣∣ = 0 (9.14)∣∣∣Iδ1,δ2 ∩ I−δ1,δ2 (X)
∣∣∣ = 0 (9.15)
for any X ∈ Ω.
Proof. We will prove (9.14) since the proof of (9.15) is similar. We argue by contradiction.
Suppose that for some X ∈ Ω,
∣∣∣Iδ1,δ2 ∩ I+δ1,δ2 (X)
∣∣∣ > 0.
A well known result [4] states that for any measurable set A ⊂ R :
lim
ε→0
1
ε
|{t− t0 < ε} ∩ A| = 1 , a.e. t0 ∈ A (9.16)
Let A = Iδ1,δ2 ∩ I+δ1,δ2 (X) and fix n integer such that nδ2 ∈ (1, 2) . For every t0 ∈ A such that
(9.16) holds, there exists a sequence {εℓ > 0} , εℓ → 0 such that
|{t− t0 < εℓ} \A| ≤ δ2
K
εℓ (9.17)
where K > 0 is a fixed numerical constant independent on δ1, δ2 that will be precised later.
Suppose that K > 8. Then, since δ2εℓ
K
≤ 2εℓ
Kn
≤ εℓ2(n+1) , we can obtain, for each ℓ, n times
tℓi ∈ A, i = 1, ..., n such that:
t0 = t
ℓ
1 < ... < t
ℓ
n = t0 + εℓ
εℓ
2n
≤ (tℓi+1 − tℓi) ≤ εℓn , i = 1, ..., (n− 1) (9.18)
We now prove that for t ∈ Iδ1,δ2 ∩ I+δ1,δ2 there exists a singular point Y ∈ St ∩Bδ1 (X) . Indeed,
notice that for t ∈ A = Iδ1,δ2 ∩ I+δ1,δ2 we have:
Uδ1 (t;X) > δ2
On the other hand by (8.12):
Uδ1 (t;X) =
∫
Bδ1(X)×S1
dµˆ−t (x, ν) ≤
(∫
Bδ1 (X)
dµt (x)
)2
Suppose that St ∩Bδ1 (X) = ∅. Then, since t ∈ A ⊂ Iδ1,δ2 it follows from the definition of Iδ1,δ2
that: ∫
Bδ1 (X)
dµt (x) ≤ δ22
Therefore:
δ2 < Uδ1 (t;X) ≤ δ42
and this gives a contradiction for δ2 sufficiently small. Then for t ∈ A we have St ∩ Bδ1 (X) 6= ∅.
Moreover St ∩Bδ1 (X) = {Y } for some Y ∈ Ω and [B2δ1 (Y ) \ {Y }] ∩ St = ∅.
Given the sequence of times
{
tℓi : i = 1, ..., n
}
, let us denote as Y ℓi the corresponding singular
points Y ℓi ∈ St ∩Bδ1 (X) .
It now follows using Lemma 18 that
∣∣Y ℓi − Y ℓi+1∣∣ ≤ L√∣∣tℓi − tℓi+1∣∣ ≤ L
√
εℓ
n
, 1 = 1, ..., (n− 1)
where L > 0 is a constant depending only on
∫
Ω dµ0 (x) and Ω.
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We then apply (9.3) with T1 = t
ℓ
i , T2 = t
ℓ
i+1, x0 =
Y ℓi +Y
ℓ
i+1
2 . We will assume also that:
ρ = 4L
√
δ2εℓ , R = Dρ (9.19)
where the constant D will be chosen depending only on
∫
Ω dµ0. Notice that t ∈ A implies t ∈
Iδ1,δ2 ∩ I+δ1,δ2 (X) for the above mentioned value of δ1. We only assume for the moment that:
D ≥ 8 (9.20)
Then:∫
ϕρ (x) dµtℓi+1 (x)−
∫
ϕρ (x) dµtℓi (x)
≥ 1
ρ2
∫
[tℓi ,tℓi+1]∩A
[
Uρ
(
t;Y ℓi
)
4π
− 2
∫
Bρ(x0)
dµt (x)
]
dt+
1
ρ2
∫
[tℓi ,tℓi+1]\A
[
Uρ
(
t;Y ℓi
)
4π
− 2
∫
Bρ(x0)
dµt (x)
]
dt−
− C
ρ2
∫ tℓi+1
tℓi
∫
Ω\Bρ(x0)
ηR (x) dµt (x) dt−
− C
ρ
∫ tℓi+1
tℓi
∫ [
ηR (x)
R
+ 1
]
dµt (x)
∫
dµt (y) dt− 1
4πρ2
∫ tℓi+1
tℓi
∫
Bρ(x0)×Bρ(x0)∩{x 6=y}
dµt (x) dµt (y) dt
Notice that, due to our choice of x0 and the definition of ϕρ we have that∣∣Y ℓi+1 − x0∣∣ ≤ ρ , ∣∣Y ℓi − x0∣∣ ≤ ρ
ϕρ
(
Y ℓi
)
= ϕρ
(
Y ℓi+1
) ≥ 1
2
(It is important to take into account that x0 depends on i). Then:
α
(
Y ℓi+1; t
ℓ
i+1
)− α (Y ℓi ; tℓi)+
∫
Ω\{Y ℓi+1}
ϕρ
(
x;Y ℓi
)
dµtℓi+1 (x) −
∫
Ω\{Y ℓi }
ϕρ
(
x;Y ℓi
)
dµtℓi (x)
≥ 1
ρ2
∫
[tℓi ,tℓi+1]∩A
[
Uρ
(
t;Y ℓi
)
4π
− 2
∫
Bρ(x0)
dµt (x)
]
dt+
1
ρ2
∫
[tℓi ,tℓi+1]\A
[
Uρ
(
t;Y ℓi
)
4π
− 2
∫
Bρ(x0)
dµt (x)
]
dt−
− C
ρ2
∫ tℓi+1
tℓi
∫
Ω\Bρ(x0)
ηR (x) dµt (x) dt−
− C
ρ
∫ tℓi+1
tℓi
∫ [
ηR (x)
R
+ 1
]
dµt (x)
∫
dµt (y) dt− 1
4πρ2
∫ tℓi+1
tℓi
∫
Bρ(x0)×Bρ(x0)∩{x 6=y}
dµt (x) dµt (y) dt
where we use the fact that tℓi , t
ℓ
i+1 ∈ Iδ1,δ2 and we write explicitly the dependence on the center x0
for ϕρ = ϕρ (x;x0) . Notice that we use also the fact that Uρ
(
t;Y ℓi
)
= Uρ (t;x0) for t ∈
[
tℓi , t
ℓ
i+1
]∩A.
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Using the global boundedness of
∫
dµt (x) as well as (9.18) as the fact that R ≤ 1 and the
definition of ηR we obtain:
α
(
Y ℓi+1; t
ℓ
i+1
)− α (Y ℓi ; tℓi)+
∫
Ω\{Y ℓi+1}
ϕρ
(
x;Y ℓi
)
dµtℓi+1 (x)−
∫
Ω\{Y ℓi }
ϕρ
(
x;Y ℓi
)
dµtℓi (x)
≥ 1
ρ2
∫
[tℓi ,tℓi+1]∩A
[
Uρ (t;x0)
4π
− 2
∫
Bρ(x0)
dµt (x)
]
dt− C
ρ2
∫
[tℓi ,tℓi+1]\A
dt
− C
ρ2
∫
[tℓi ,tℓi+1]∩A
∫
B2R(x0)\Bρ(x0)
dµt (x) dt− C
ρ2
∫
[tℓi ,tℓi+1]\A
∫
B2R(x0)\Bρ(x0)
dµt (x) dt−
− C
ρR
∫ tℓi+1
tℓi
dt− 1
4πρ2
∫
[tℓi ,tℓi+1]∩A
∫
Bρ(x0)×Bρ(x0)∩{x 6=y}
dµt (x) dµt (y) dt−
− 1
4πρ2
∫
[tℓi ,tℓi+1]\A
∫
Bρ(x0)×[Bρ(x0)]∩{x 6=y}
dµt (x) dµt (y) dt
and using again (9.17) as well as the boundedness of
∫
dµt (x) =
∫
dµ0 (x) we obtain:
α
(
Y ℓi+1; t
ℓ
i+1
)− α (Y ℓi ; tℓi)+
∫
Ω\{Y ℓi+1}
ϕρ
(
x;Y ℓi
)
dµtℓi+1 (x)−
∫
Ω\{Y ℓi }
ϕρ
(
x;Y ℓi
)
dµtℓi (x)
≥ 1
ρ2
∫
[tℓi ,tℓi+1]∩A
[
Uρ (t;x0)
4π
− 2
∫
Bρ(x0)
dµt (x)
]
dt− C
ρ2
∫
[tℓi ,tℓi+1]\A
dt−
− C
ρ2
∫
[tℓi ,tℓi+1]∩A
∫
B2R(x0)\Bρ(x0)
dµt (x) dt−
− C
ρR
∫ tℓi+1
tℓi
dt− 1
4πρ2
∫
[tℓi ,tℓi+1]∩A
∫
Bρ(x0)×Bρ(x0)∩{x 6=y}
dµt (x) dµt (y) dt (9.21)
Then since B2R (x0) \Bρ (x0) ⊂ B2δ1 (Y ) \ {Y } due to (9.20) we have:∫
B2R(x0)\Bρ(x0)
dµt (x) ≤
∫
Bσ(Y )\St
dµt (x) < δ
2
2
due to the definition of Iδ1,δ2 . Then:
C
ρ2
∫
[tℓi ,tℓi+1]∩A
∫
B2R(x0)\Bρ(x0)
dµt (x) dt ≤ Cδ
2
2
ρ2
εℓ
n
(9.22)
Moreover, since t ∈ A ⊂ I+δ1,δ2 and X = x0 we have
Uρ (t;x0)
4π
− 2
∫
Bρ(x0)
dµt (x) > δ2 (9.23)
We finally estimate the last term in (9.21). Since t ∈ A ⊂ Iδ1,δ2 there is only one singular point
Y ∈ Bρ (x0) . Then:∫
Bρ(x0)×Bρ(x0)∩{x 6=y}
dµt (x) dµt (y)
≤ 2
[∫
Bρ(x0)
dµt (x)
]
·
[∫
Bρ(x0)\{Y }
dµt (x)
]
≤ C
∫
Bσ(Y )\{Y }
dµt (x)
and using the definition of Iδ1,δ2 we obtain:∫
Bρ(x0)×Bρ(x0)∩{x 6=y}
dµt (x) dµt (y) ≤ Cδ22 (9.24)
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Plugging (9.22), (9.23), (9.24) into (9.21) we obtain:
α
(
Y ℓi+1; t
ℓ
i+1
)− α (Y ℓi ; tℓi)+
[∫
Ω\{Y ℓi+1}
ϕρ
(
x;Y ℓi
)
dµtℓi+1 (x)−
∫
Ω\{Y ℓi }
ϕρ
(
x;Y ℓi
)
dµtℓi (x)
]
≥ δ2
ρ2
∫
[tℓi ,tℓi+1]∩A
dt− C
ρ2
∫
[tℓi ,tℓi+1]\A
dt− C
ρR
∫ tℓi+1
tℓi
dt− Cδ
2
2
ρ2
εℓ
n
Adding for all i = 1, ..., (n− 1) :
α
(
Y ℓn ; t0 + εℓ
)− α (Y ℓ1 ; t0)+
n−1∑
i=1
[∫
Ω\{Y ℓi+1}
ϕρ
(
x;Y ℓi
)
dµtℓi+1 (x)−
∫
Ω\{Y ℓi }
ϕρ
(
x;Y ℓi
)
dµtℓi (x)
]
≥ δ2
ρ2
∫
[t0,t0+εℓ]∩A
dt− C
ρ2
∫
[t0,t0+εℓ]\A
dt− C
ρR
∫ t0+εℓ
t0
dt− Cδ
2
2
ρ2
εℓ
=
δ2
ρ2
∫
[t0,t0+εℓ]
dt− (C + δ2)
ρ2
∫
[t0,t0+εℓ]\A
dt− C
ρR
∫ t0+εℓ
t0
dt− Cδ
2
2
ρ2
εℓ
We now (9.17) to obtain:
α
(
Y ℓn ; t0 + εℓ
)− α (Y ℓ1 ; t0)+ n−1∑
i=1
[∫
Ω\{Y ℓi+1}
ϕρ
(
x;Y ℓi
)
dµtℓi+1 (x)−
∫
Ω\{Y ℓi }
ϕρ
(
x;Y ℓi
)
dµtℓi (x)
]
≥ δ2
ρ2
εℓ − C
ρ2
δ2
K
εℓ − C
ρR
εℓ − Cδ
2
2
ρ2
εℓ
=
δ2εℓ
ρ2
[
1− 2C
K
− Cρ
R
− Cδ2
]
=
δ2εℓ
ρ2
[
1− 2C
K
− C
Dδ2
− Cδ2
]
where we have used (9.19). The constant C depend only on
∫
Ω
dµ0 (x) .We now choose δ2 such that
Cδ2 ≤ 110 , D such that CDδ2 = 110 , and K such that 2CK ≤ 110 . Notice that R = Dρ = 4LD
√
δ2εℓ =
40LC√
δ2
√
εℓ → 0 as ℓ → ∞. Finally we choose D satisfying (9.20) and using the choice of ρ in (9.19)
we obtain:
α
(
Y ℓn ; t0 + εℓ
)−α (Y ℓ1 ; t0) ≥ 1
2 (4L)
2−
n−1∑
i=1
[∫
Ω\{Y ℓi+1}
ϕρ
(
x;Y ℓi
)
dµtℓi+1 (x) −
∫
Ω\{Y ℓi }
ϕρ
(
x;Y ℓi
)
dµtℓi (x)
]
We estimate the sum as:
n−1∑
i=1
[∫
Ω\{Y ℓi+1}
ϕρ
(
x;Y ℓi
)
dµtℓi+1 (x)−
∫
Ω\{Y ℓi }
ϕρ
(
x;Y ℓi
)
dµtℓi (x)
]
≤
n−1∑
i=1
δ22 ≤ δ22n ≤ 2δ2
Then:
α
(
Y ℓn ; t0 + εℓ
)− α (Y ℓ1 ; t0) ≥ 132L2 − 2δ2 ≥ 164L2 ≡ θ > 0 (9.25)
where θ depends only on
∫
Ω
dµ0 (x) and Ω.
We can now derive a contradiction as follows. Let us denote as A the set of density points of
A. More precisely:
A =
{
t ∈ A : lim
ε→0
|A ∩ [t, t+ ε]|
ε
= 1
}
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We now use that (cf. [4]) |A \ A| = 0. Therefore limε→0 |A∩[t,t+ε]|ε = limε→0 |A∩[t,t+ε]|ε and all
the points of A are density points. By assumption |A| = |A| > 0. We have proved in (9.25) the
following.
For any t0 ∈ A there exists ε (t0) such that, for any ε ≤ ε (t0) we have:
α (Y (t0 + ε) ; t0 + ε)− α (Y (t0) ; t0) ≥ θ (9.26)
where Y (t) is the unique point in St ∩Bδ1 (X) that exists for any t ∈ A = Iδ1,δ2 ∩ I+δ1,δ2 (X) .
Moreover:
|A ∩ [t0, t0 + ε]| ≥
(
1− δ2
K
)
ε (9.27)
for any ε ≤ ε (t0) .
We now argue iteratively. Due to (9.27) we can find t1 ∈ A ∩ (t0, t0 + ε (t0)) , and there exists
ε (t1) ≤ (t0 + ε (t0)− t1) such that for any ε ≤ ε (t1) we have:
α (Y (t1 + ε) ; t1 + ε)− α (Y (t1) ; t1) ≥ θ (9.28)
|A ∩ [t1, t1 + ε]| ≥
(
1− δ2
K
)
ε (9.29)
Taking ε = t1 − t0 in (9.26) and using also (9.28) we obtain:
α (Y (t1 + ε) ; t1 + ε)− α (Y (t0) ; t0) ≥ 2θ
for any ε ≤ ε (t1) .
Iterating the argument, something that it is possible due to (9.29) we obtain the existence of
sequences {tn} ⊂ A, {ε (tn)} ⊂ [0,∞) such that:
α (Y (tn + ε) ; tn + ε)− α (Y (t0) ; t0) ≥ (n+ 1) θ
for any ε ≤ ε (tn) . Since α (Y ; t) is bounded for the total mass
∫
Ω
dµ0 (x) this gives a contradiction.
Using (9.14), (9.15) we can now conclude the Proof of Theorem 34.
Proof of Theorem 34. Notice that for any δ2 > 0 fixed the sets Iδ1,δ2 are an decreasing
sequence of sets in the sense that:
0 < δ¯1 < δ1 implies Iδ1,δ2 ⊂ Iδ¯1,δ2
Moreover, for any δ2 > 0 fixed we have:∣∣∣∣∣[0,∞) \
∞⋃
δ1>0
Iδ1,δ2
∣∣∣∣∣ = 0 (9.30)
Let us write:
Z = [0,∞) \
∞⋃
δ1>0
Iδ1,δ2
Then:
[0,∞) = Z ∪
∞⋃
δ1>0
Iδ1,δ2 = Z ∪
∞⋃
n=1
I 1
n
,δ2
(9.31)
|Z| = 0
Let us consider a countable set F dense in Ω. We have:
Ω =
⋃
X∈F
Bδ1 (X) (9.32)
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We define
Uδ2 =
{
t ∈ [0,∞) : ∃ Y ∈ St, γ− (Y ; t)− 8πα (Y ; t) ≥ 8πδ2
}
(9.33)
Using (9.31) we obtain:
Uδ2 = [Z ∩ Uδ2 ] ∪
∞⋃
n=1
[
I 1
n
,δ2
∩ Uδ2
]
(9.34)
Suppose that t ∈
[
I 1
n
,δ2
∩ Uδ2
]
. Then, there exists Y ∈ St such that γ− (Y, t)−8πα (Y, t) ≥ 8πδ2
and, due to (9.32) there exists X˜ ∈ F such that Y ∈ B 1
n
(
X˜
)
. Then:
∫
B 1
n
(X˜)×S1
dµˆt (x, ν) − 8π
∫
B 1
n
(X˜)
dµt ≥ 8πδ2 − 8πδ22 ≥ 4πδ2
Therefore t ∈ I+1
n
,δ2
(
X˜
)
⊂ ⋃X∈F I+1
n
,δ2
(X) . Then:
[
I 1
n
,δ2
∩ Uδ2
]
⊂
⋃
X∈F
[
I 1
n
,δ2
∩ I+1
n
,δ2
(X)
]
It then follows from (9.34) that:
Uδ2 ⊂ [Z ∩ Uδ2 ] ∪
∞⋃
n=1
⋃
X∈F
[
I 1
n
,δ2
∩ I+1
n
,δ2
(X)
]
Then:
|Uδ2 | ≤ |Z ∩ Uδ2 |+
∞∑
n=1
∑
X∈F
∣∣∣I 1
n
,δ2
∩ I+1
n
,δ2
(X)
∣∣∣ = 0 + ∞∑
n=1
∑
X∈F
0 = 0
whence:
|Uδ2 | = 0
for any δ2 > 0 sufficiently small. Due to the definition of Uδ2 in (9.33) it follows that:
∀ Y ∈ St, γ
− (Y, t)
8π
− α (Y, t) ≤ δ2 a.e. t ∈ [0,∞)
Then, since δ2 can be made arbitrarily small it follows that:
∀ Y ∈ St, γ
− (Y, t)
8π
− α (Y, t) ≤ 0 a.e. t ∈ [0,∞)
A similar argument taking as starting point (9.15) yields:
∀ Y ∈ St, γ
− (Y, t)
8π
− α (Y, t) ≥ 0 a.e. t ∈ [0,∞)
whence:
∀ Y ∈ St, γ
− (Y, t)
8π
= α (Y, t) a.e. t ∈ [0,∞)
or, equivalently:
1
8π
∫
S1
dµˆ−t (·, ν) = dµsingt (·)
The previous argument yields the contribution of the interior singular points. A similar argument
could be use to compute the contribution of the boundary terms. The main idea needed is now
sketched. Taking a test function that is quadratic near a singular boundary point (with Neumann
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boundary conditions), and using the test function ϕ in (8.35) we obtain formally that the main
contribution is due to the terms containing ∇2ψ that give, assuming that curvature effects in the
test function are higher order terms (as well as the curvature term in ϕ that seems to give also a
negligible contribution):
ψ ≈ −|x− x0|
2
2ρ2
, ∆ψ ≈ − 2
ρ2
Y · ∇2ψ (y, t) · Y
4π
+
[
ν (y) · ∇2ψ (y, t) · ν (y)
4π
]
(λ1 + λ2)
2
≈ − 1
4πρ2
[
Y 2 + (λ1 + λ2)
2
]
= − 1
4πρ2
This gives the boundary contributions.
10 Characterizing oscillations in the microscopic scale: Mea-
sure valued Young measures.
10.1 Generalities.
A possible feature of the solutions obtained in this paper that we do not rule out in this paper
is the possibility of having oscillations at a microscopic time scale of order ε2 for functions like
fε (u
ε) in the case of the first regularization or uε+ ε (uε)
7
6 . This is the reason because we obtained
in the weak limits of fε (u
ε (x, t)) fε (u
ε (y, t)) dxdy measures defined in Ω¯ × Ω¯× [0,∞) having the
form dω−t (x, y) . It is not clear if this limit measure can be decomposed as dµ
−
t (x) dµ
−
t (y) . In this
section we introduce some general formalism that allows to characterize the limits of this nonlinear
expressions even if such oscillations take place. We will also prove that the limit objects, that will
be denoted as Measure valued Young measures, can be characterized by means of a standard set of
Young measures that depend only on the oscillations of the masses near the singular points.
Let us assume that {µ1, µ2, ..., µL} is a set of measures in M+
(
Ω¯× R+) satisfying:
dµk (x, t) = dµk,t (x) dt , k = 1, ..., L (10.1)∫
Ω¯
dµk,t (x) ≤ A , k = 1, ..., L , a.e t ∈ [0,∞) (10.2)
for some A > 0.
We will assume also that these measures can be approximated in the weak topology by means
of sequences
{
dµεk,t (x) dt
}
as ε → 0+, where dµεk,t (x) = Uε (x, t) dx, and Uε ∈ C∞
(
Ω¯× R+) . It
will be always understood that convergence takes place for suitable subsequences.
Specific examples would be the sequences {fε (uε) dxdt} ,
{[
uε + ε (uε)
7
6
]
dxdt
}
, that converge
respectively to dµ−t dt, dµ
+
t dt. We could also consider sequences like {uεdxdt} that converge to
dµtdt, but since in this case oscillations do not take place, the formalism presented below would be
trivial and the resulting measure valued Young measures would be suitable Dirac masses.
Given measures {µk}Lk=1 satisfying (10.1), (10.2), test functions ϕk,j ∈ C
(
Ω¯
)
, k = 1, ..., L, j =
1, ...,Mk, Mk ≥ 1 as well as T ∈ (0,∞) we define the following functional:
Lε{ϕk,j} : C0
(
R
M × [0, T ])→ R , M = L∑
j=1
Mj
Φ→ Lε{ϕk,j} [Φ] , Φ ∈ C
(
[−B,B]M × [0, T ]
)
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where:
Lε{ϕk,j},T [Φ] =
∫ T
0
Φ
(∫
Ω
ϕ1,1dµ
ε
1, ...,
∫
Ω
ϕ1,M1dµ
ε
1,
∫
Ω
ϕ2,1dµ
ε
2, ...,
∫
Ω
ϕ2,M2dµ
ε
2, ...,
∫
Ω
ϕL,MLdµ
ε
L, t
)
dt
(10.3)
Due to (10.1), (10.2) it follows that
∣∣∫
Ω
ϕk,jdµ
ε
k
∣∣ ≤ B, k = 1, ..., L, j = 1, ...,Mk for some B
depending only on A, ‖ϕk,j‖L∞(Ω¯) . Therefore the functional defined in (10.3) can be considered as
a functional in C
(
[−B,B]M × [0, T ]
)
and it satisfies:
∣∣∣Lε{ϕk,j},T [Φ]
∣∣∣ ≤ T ‖Φ‖C([−B,B]M×[0,T ])
Therefore, there exists a Radon measure dλε{ϕk,j},T such that:
Lε{ϕk,j},T [Φ] =
∫
[−B,B]M×[0,T ]
Φ (ξ, t) dλε{ϕk,j},T (ξ, t)
where:
ξ = (ξ1,1, ..., ξ1,M1 , ξ2,1, ..., ξ2,M2 , ...ξL,ML)
The compactness of [−B,B]M × [0, T ] implies that for suitable subsequences:
dλε{ϕk,j},T ⇀ dλ{ϕk,j},T
Therefore (for subsequences):
Lε{ϕk,j},T [Φ]→
∫
[−B,B]M×[0,T ]
Φ (ξ, t) dλ{ϕk,j},T (ξ, t)
Extending the measure dλ{ϕk,j},T by zero for |ξk,j | > B we can ensure the existence of a family
of measures dλ{ϕk,j},T such that:
Lε{ϕk,j},T [Φ]→
∫
RM×[0,T ]
Φ (ξ, t) dλ{ϕk,j},T (ξ, t) (10.4)
The family of measures
{
λ{ϕk,j},T
}
will be denoted as measure valued Young measures. Notice
that they allow to compute weak limits for the weak limit of any finite sequence of ”macroscopic”
magnitudes obtained using sequences of measures dµεk.
Our goal is to reduce the computation of the measures dλ{ϕk,j},T in the case of the limits of
sequences {fε (uε) dxdt} ,
{[
uε + ε (uε)
7
6
]
dxdt
}
to the Young measures associated to the sequences
that yield the masses near the singular set St.
10.2 On the family of Young measures describing the aggregation of
fε (u
ε) , uε + ε (uε)
7
6 .
We now consider the first regularization, and we define a family of Young measures labelled by
the spatial and time positions and describing the weak limits of the weak limits associated to
{fε (uε)} ,
{
uε + ε (uε)
7
6
}
. We will include also the dependence on the sequence {uε} that will
yield a trivial Dirac mass contribution, but we will include it by completedness.
In order to obtain a general result describing the possible limits of nonlinear functionals asso-
ciated to the sequences {fε (uε) dxdt} we will need detailed information on the behaviour of these
sequences near the singular set.
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The singular set varies in a continuous manner due to Lemma 18. We consider the set of
continuous functions on S, C (S) . Since S is a closed set in Ω × [0,∞) , given ψ ∈ C (S) it is
possible to find a continuous extension of ψ to Ω × [0,∞) . We will denote as ψ˜ ∈ C (Ω× R+) a
generic continuous extension of ψ. Our goal is to define a family of measures that will describe the
structure of oscillations of the sequence {fε (uε) dxdt} near S.
For each fixed δ > 0, ε > 0, L > 0 and any family of functions ψ1, ..., ψN , ϕ1, ..., ϕN ∈ C (S) , we
consider any family of continuous extensions of these functions ψ˜1, ..., ψ˜N , ϕ˜1, ..., ϕ˜N ∈ C
(
Ω× R+)
supported in the set S + Bσ (0) , with σ > 0 small. We then define a family of functionals in
C
(
([0, B])
2N × [0, T ]
)
by means of:
C
((
R
+
)2N)
→ R
φ→M ε,σ{ψ˜m}N
m=1
[φ] = (10.5)
=
∫ T
0
φ
(∫
Ω
ψ˜1fε (u
ε) dx, ...,
∫
Ω
ψ˜Nfε (u
ε) dx,
∫
Ω
ϕ˜1u
εdx, ...,
∫
Ω
ϕ˜Nu
εdx, t
)
dt
∣∣∣∣M ε,σ{ψ˜m,ϕ˜m}N
m=1
[φ]
∣∣∣∣ ≤ T ‖φ‖C([0,B]M×[0,T ]) (10.6)
Therefore, there exist Radon measures νε,σ{ψ˜m,ϕ˜m}N
m=1
∈M+
(
[0, B]
2N × [0, T ]
)
such that:
M ε,σ{ψ˜m,ϕ˜m}N
m=1
[φ] =
∫
[0,B]2N×[0,T ]
φdνε,σ{ψ˜m,ϕ˜m}N
m=1
The weak compactness of the sequence
{
νε,σ{ψ˜m,ϕ˜m}N
m=1
}
implies the existence of measures{
νσ{ψ˜m,ϕ˜m}N
m=1
}
, ν{ψ˜m,ϕ˜m}N
m=1
such that:
νε,σ{ψ˜m,ϕ˜m}N
m=1
⇀ νσ{ψ˜m,ϕ˜m}N
m=1
as ε→ 0
νσ{ψ˜m,ϕ˜m}N
m=1
⇀ ν{ψ˜m,ϕ˜m}N
m=1
as σ → 0
for suitable subsequences. Then:
M ε,σ{ψ˜m,ϕ˜m}N
m=1
[φ]→
∫
[0,B]2N×[0,T ]
φdν{ψ˜m,ϕ˜m}N
m=1
(10.7)
We now remark that the measures ν{ψ˜m,ϕ˜m}N
m=1
depend only on the values of the functions{
ψ˜m, ϕ˜m
}N
m=1
at the singular set. Indeed, for any extension of the functions {ψm, ϕm}Nm=1 to
S +Bσ (0) we can choose σ0 small such that the functions
{
ψ˜m, ϕ˜m
}N
m=1
differ from the values of
{ψm, ϕm}Nm=1 in the closest point in S by an arbitrarily small amount. On the other hand we have
the estimates: ∫
Ω\[S+Bσ0 (0)]
ψ˜mfε (u
ε) dx ≤ C
∫
[S+Bσ(0)]\[S+Bσ0 (0)]
uεdx
∫
Ω\[S+Bσ0(0)]
ϕ˜mu
εdx ≤ C
∫
[S+Bσ(0)]\[S+Bσ0 (0)]
uεdx
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and the right hand side of these formulas can be made arbitrarily small, uniformly on ε, if σ is small
for a.e. t. It then follows that taking the limit in the order indicated above we obtain:
ν{ψm,ϕm}Nm=1 (10.8)
The measures
{
ν{ψm,ϕm}Nm=1
}
that can be extended to describe the possible oscillations of the
sequences {fε (uε)} , {uε} near the singular set. Since nontrivial oscillations can take place only at
the singular set, they are sufficient to describe the measures
{
λ{ϕk,j},T
}
described above. Moreover,
since the functions
∫
Ω
ϕ˜mu
εdx change continuously in the macroscopic scale, they do not contribute
to the oscillations. Therefore, there exist measures V{ψm}Nm=1 ∈
(
C
(
R
N
+ × R+
))∗
such that:
dν{ψm,ϕm}Nm=1 (ξ1, ..., ξN , η1, ..., ηN , t) = dV{ψm}Nm=1 (ξ1, ..., ξN , t)
N∏
m=1
δ∫
St
ϕ˜mdµt (ηm) (10.9)
Therefore, the only non trivial measures that need to be computed are
{
V{ψm}Nm=1
}
. Intuitively
these measures describe the statistical distribution of the oscillations as well as their correlations
at different points of the singular set.
Notice that, as mentioned above, it is possible to compute the measures
{
λ{ϕk,j},T
}
in (10.4)
in terms of the simplest family of measures
{
V{ψm}Nm=1
}
. More precisely, suppose that we define
a family of measures
{
λ{ϕk,j},T
}
using as measures {µεm} the sequences {fε (uε)} , {uε} . Suppose
that we define measures
{
λ{ϕk,j},T
}
by means of:
Lε{ϕk,j},T [Φ] =
∫ T
0
Φ
(∫
Ω
ϕ1,1fε (u
ε) dx, ...,
∫
Ω
ϕ1,M1fε (u
ε) dx,
∫
Ω
ϕ2,1u
εdx, ...,
∫
Ω
ϕ2,M2u
εdx, t
)
dt
and limits:
Lε{ϕk,j},T [Φ]→ Lε{ϕk,j},T [Φ]
→
∫ T
0
∫
Φ (σ1,1, ...σ1,M1 , σ2,1, ...σ2,M2 , t) dλ{ϕk,j},T (σ1,1, ...σ1,M1 , σ2,1, ..., σ2,M2 , t)
as ε→ 0.
Given a function Φ ∈ CM1+M2+1 (RM1 × RM2 × R+) and real numbers {α1,j}M1j=1 we define:
T{α1,j}M1j=1 (Φ) (σ1,1, ...σ1,M1 , σ2,1, ...σ2,M2 , t) = Φ (σ1,1 + α1,1, ...σ1,M1 + α1,M1 , σ2,1, ...σ2,M2 , t)
Using the convergence properties of the sequences {uε} , {fε (uε)} outside the singular set, as
well as the definition of the measures
{
V{ψm}Nm=1
}
we obtain the following representation formula:
∫ T
0
∫
Φ (σ1,1, ...σ1,M1 , σ2,1, ...σ2,M2 , t) dλ{ϕk,j},T (σ1,1, ...σ1,M1 , σ2,1, ..., σ2,M2 , t)
=
∫ T
0
∫
T{∫
Ω\St ϕ1,judx
}M1
j=1
(Φ) ·
·
(
σ1,1, ..., σ1,M1 ,
∫
Ω
ϕ2,1dµt, ...,
∫
Ω
ϕ2,M2dµt, t
)
dV{ψm}Nm=1 (σ1,1, ..., σ1,M1 , t)
This formula provides the desired representation formula for nonlinear functions of limits of se-
quences {fε (uε)} ,
{
uε + ε (uε)
7
6
}
, {uε} in terms of the measures V{ψm}Nm=1 .
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