An asymptotic theory is developed for multivariate regression in cointegrated systems whose variables are moderately integrated or moderately explosive in the sense that they have autoregressive roots of the form ρ ni = 1 + c i /n α , involving moderate deviations from unity when α ∈ (0, 1) and c i ∈ R are constant parameters. When the data are moderately integrated in the stationary direction (with c i < 0), it is shown that least squares regression is consistent and asymptotically normal but suffers from significant bias, related to simultaneous equations bias. In the moderately explosive case (where c i > 0) the limit theory is mixed normal with Cauchy-type tail behavior, and the rate of convergence is explosive, as in the case of a moderately explosive scalar autoregression (Phillips and Magdalinos, 2007, Journal of Econometrics 136, 115-130). Moreover, the limit theory applies without any distributional assumptions and for weakly dependent errors under conventional moment conditions, so an invariance principle holds, unlike the well-known case of an explosive autoregression. This theory validates inference in cointegrating regression with mildly explosive regressors. The special case in which the regressors themselves have a common explosive component is also considered.
INTRODUCTION
The limit theory for cointegrated regressions has been fully worked out for integrated and near-integrated processes (Phillips, 1988a; Elliott, 1998) . In the Thanks go to two referees and a co-editor for comments on an earlier version of the paper. The original draft of the paper was written in April 2004. Phillips acknowledges partial research support from a Kelly Fellowship and the NSF under grants SES-04-142254 and SES 06-47086. Magdalinos thanks the EPSRC and the Onassis Foundation for scholarship support. Address correspondence to Peter C.B. Phillips, Department of Economics, Yale University, P.O. Box 208268, New Haven, CT 06520-8268, USA; e-mail: peter.phillips@yale.edu. integrated case, optimal estimates can be obtained by a variety of system methods (Johansen, 1988; Phillips, 1991a Phillips, , 1991b Phillips and Hansen, 1990 ) and single equation (one-step) techniques (Phillips and Loretan, 1991; Saikkonen, 1991; Stock and Watson, 1993) and are known to have mixed normal limit distributions that depend on the long-run covariance matrix structure of the equation errors and first differences of the regressors. The limit distribution theory has also been worked out for cases of cointegrated regressors and instrumental variable methods (Phillips, 1995; Kitamura and Phillips, 1995, 1997) .
As is often emphasized in empirical work, economic time series seem to have autoregressive roots in the general neighborhood of unity, and insistence that roots be at unity may well be too harsh a requirement. Accordingly, attention has been given to the case where the roots are local to unity in the sense that they have the form ρ = 1 + c/n, where n is the sample size (Phillips, 1987; Chan and Wei, 1987) . Matrix cases, where the long-run autoregressive coefficient matrix has the form R n = I + C/n, have been considered in Phillips (1988a Phillips ( , 1988b . This theory has been useful in developing power functions for testing problems in cointegrated regressions (Phillips, 1988a; Johansen, 1995) and in other local analyses (Elliot, 1998) .
To characterize greater deviations from unity Phillips and Magdalinos (2007a, 2007b ; hereafter PM a and PM b ) recently investigated time series with an autoregressive root of the form ρ n = 1 + c/n α , where the exponent α lies in the interval (0, 1). Such roots represent moderate deviations from unity in the sense that they belong to larger neighborhoods of one than conventional local to unity roots. The parameter α measures the radial width of the local neighborhood, with smaller values of α being associated with larger neighborhoods. The boundary value as α → 1 includes the conventional local to unity case, whereas the boundary value as α → 0 includes the stationary or explosive AR(1) process, depending on the sign of c. In this paper, we call such time series moderately integrated or mildly integrated as distinct from near integrated (when α = 1).
The present work shows how these ideas can be extended to cointegrated regression systems where the variables belong to a general class of moderately integrated time series whose long-run autoregressive coefficients deviate moderately from unity and are of the form ρ n = 1 + c/n α for some α ∈ (0, 1) . We consider separately the moderately integrated, near stationary (c < 0) case and the moderately explosive (c > 0) case.
The main goal of the paper is to provide a framework of limit theory for such cointegrating regressions. Not all problems of inference in these systems are resolved, particularly in the case of mildly integrated regressors in stationary directions. However, some notable results are obtained, including a complete set of invariance principles in the moderately explosive case, including some important degenerate cases. These results provide an asymptotic validation of inference for least squares regression with moderately explosive and possibly cointegrated regressors and extend the theory for purely explosive cointegrated systems developed earlier in Phillips and Magdalinos (2008b) .
The paper is organized as follows. Section 2 outlines a general modeling framework for a cointegrated system with moderately integrated regressors and weakly dependent innovation errors. Section 3 provides a limit theory in the near stationary case for α ∈ (0, 1), where the rates of convergence for cointegrating regression estimates are now of order O(n (1+α)/2 ) instead of O (n). The limit distribution theory is normal rather than mixed normal as in the case of integrated or near integrated regressors, and there are bias effects from serial dependence and endogeneity. Section 4 analyzes the limit theory in the near explosive case, showing that least squares regression is mixed normal even under non-Gaussian errors and regressors, so that an invariance principle applies. The case of cointegrated moderately explosive regressors is also treated and gives rise to a different mixed normal limiting distribution with asymptotic bias and slower rate of convergence. Section 5 provides some further discussion of the results, and Section 6 is a notational glossary. Proofs and technical propositions are collected in the Appendix.
MODERATELY INTEGRATED TIME SERIES AND COINTEGRATED SYSTEMS
We consider the triangular system (cf. Phillips, 1991a)
x t = R n x t−1 + u xt ,
R n = I K + C n α , α∈ (0, 1), C = diag(c 1 ,..., c K )
for t = 1,..., n, where A is an m × K matrix of "cointegrating" coefficients, x t is a K-vector of moderately integrated time series, and the system is initialized at some x 0 = o p (n α/2 ). The vector u t = (u 0t , u xt ) is a sequence of zero mean, weakly dependent errors that satisfy the following condition.
Assumption LP. For each t ∈ N, u t has Wold representation
where F(z) = ∑ is the spectral norm of M, and (ε t ) t∈Z is a sequence of independent and identically distributed (i.i.d.) (0, ε ) random vectors satisfying ε > 0 and the moment condition E ε 1 4 < ∞when C < 0 and E ε 1 2 < ∞ when C > 0. Under Assumption LP, u t has variance matrix = ∑ ∞ j=0 F j ε F j , E u 1 4 < ∞ when C < 0, E u 1 2 < ∞ when C > 0, and partial sums that satisfy the central limit theorem (CLT; cf. Phillips and Solo, 1992)
with variance matrix = F(1) ε F(1) > 0. We partition , F(1), and conformably with u t as
where F 0 (1) and F x (1) are m × (m + K ) and K × (m + K ) matrices, respectively. Using the Beveridge-Nelson (BN) decomposition, we obtain the following representation for u t :
where
F j < ∞ is assured by the summability condition in (4). The derivation of (5) and the summability of the sequence (F j ) j≥0 follow as in Lemma 2.1 of Phillips and Solo (1992) . Corresponding to the partition of u t , we write
where F 0 j ,F 0 j ∈ R m×(m+K ) , and F x j ,F x j ∈ R K ×(m+K ) . Defining the one-sided long-run covariance matrix
we have = + + , and, as usual,
LIMIT THEORY FOR NEAR STATIONARY SYSTEMS
We develop a limit theory for the centered least squares regression estimatê
Our approach follows PM a in the sense that we derive a law of large numbers and a martingale CLT, respectively, for the denominator and numerator of the matrix quotient (6) and use this to extract the limit theory. We start by considering the sample moment matrix ∑ n t=1 x t x t . The following result allows an analysis of the asymptotic behavior of ∑ n t=1 x t x t analogous to the stationary case.
LEMMA 3.1. For model (2) with c i < 0 for all i we have, as n → ∞,
Denote by K s the s 2 ×s 2 commutation matrix (e.g., Abadir and Magnus, 2005) . Expanding the expression for x t x t in (2), vectorizing, and summing over t ∈ {1,..., n}, we obtain
as n → ∞ by Lemma 3.1 and ergodicity of u xt . Because
and I K ⊗ C + C ⊗ I K is a negative definite matrix, the asymptotic behavior of the sample moment matrix is given by
as n → ∞. Note that V x x is a K × K symmetric matrix with typical element
and so, in the scalar case, the limit expression in (7) reduces to ω 2 /−2c, the result obtained in PM b .
The limit distribution of a suitably standardized version of the sample covariance ∑ n t=1 u 0t x t is found by expanding this covariance in terms of components whose asymptotic behavior can be found directly, such as ∑ n t=1 ε t x t−1 (see (9)).
The following results help to analyze these components and are proved in the Appendix.
When C < 0 we obtain, for each α ∈ (0, 1) and ν ∈ {0, x},
LEMMA 3.3. For each α ∈ (0, 1) and C < 0,
Next, using the BN decomposition (5) and summation by parts, the sample covariance can be decomposed as follows:
The leading terms in the preceding expression for the sample covariance are the matrices ∑ n t=1ε 0t u xt and ∑ n t=1 u 0t u xt with asymptotic order O a.s. (n) given by the ergodic theorem. Thus, if no correction is made to account for weak dependence, the sample covariance will converge to the constant probability limit of the leading term as follows:
by ergodicity of u 0t u xt andε 0t u xt . The preceding equation, together with (7), implies that for each α ∈ (0, 1)
(11)
Obtaining a nondegenerate weak limit for the sample covariance requires centering on the mean of the leading terms. Then, for each α ∈ (0, 1) (9) gives, up to o p (1),
the last three terms being asymptotically negligible by Lemma 3.2 and the CLT for stationary ergodic processes. Thus, defining
the sample covariance becomes
As in PM b , the weak dependence structure of the innovations induces an asymptotic bias for the least squares estimatorÂ n . Explicit calculation of both the bias and the asymptotic distribution ofÂ n involves analysis of the limiting distribution of the denominator, ∑ n t=1 x t−1 x t−1 ofÂ n centered on its asymptotic mean. The latter can be obtained as an approximation of the centered sample covariance ∑ n t=1 u xt x t−1 as we now show. Define the K × K symmetric matrices (n)
and V (n)
x x with typical element
where ρ in = 1 + c i /n α is the ith diagonal element of R n . Clearly,
LEMMA 3.5. For each α ∈ (0, 1) and C = diag(c i ) with c i < 0,
The limiting distribution ofÂ n can now be derived by using (12) and Lemma 3.5. In particular, lettinḡ
and centering the least squares estimator byĀ n yieldŝ
by (12) and Lemma 3.5. The limiting distribution of n (1+α)/2 vec(Â n −Ā n ), presented in the following theorem, is now an immediate consequence of Lemma 3.3. THEOREM 3.1. For each α ∈ (0, 1) and C = diag (c i ) with c i < 0,
whereĀ n is defined in (15),
Remarks 3.1.
(a) It is apparent from (15) that least squares estimation induces a bias that is of the same order as the moderate deviations present in the regressors, i.e., O n −α . As α → 1, this bias becomes smaller in relative terms, and of course when α = 1 we know that it becomes absorbed into the limit distribution (cf. Phillips and Durlauf, 1986; Park and Phillips, 1988, 1989) and takes the form of a second-order bias. On the other hand, as α → 0, the bias becomes larger in relative terms and, ultimately, becomes part of the conventional simultaneous equations bias. In particular, when the error process is i.i.d. we have u t = ε t , F 0 (1) = [I, 0], 0x = 0, so that F 0 (1) εx + 0x = E ε 0t ε xt , and thenĀ = E ε 0t ε xt E x t x t −1 = E ε 0t x t E x t x t −1 is the familiar simultaneous equations bias in stationary systems. (b) Fully modified ordinary least squares (FM-OLS), fully modified instrumental variables (FM-IV), and fully modified generalized method of moments (FM-GMM) methods can also be used, along the lines suggested in Phillips and Hansen (1990), Phillips (1995) , and Kitamura and Phillips (1997) . FM-IV and FM-GMM were designed to deal with endogeneities when some of the variables are stationary while at the same time treating nonstationary endogeneities and weak dependence in the errors. All these methods are indeed successful in removing some of the endogeneity bias, but they continue to import bias through the moderate integration coefficients because the fully modified endogeneity corrections do not fully account for the effects of moderate integration in the regressors. The problem is analogous to that studied by Elliott (1998) in the case of cointegrating regressions with near integrated regressors. New procedures are needed for dealing with this complication in the near stationary case, and these have been developed in ongoing related work (Phillips and Magdalinos, 2008a) .
LIMIT THEORY FOR MODERATELY EXPLOSIVE SYSTEMS
We now turn to the limit behavior ofÂ n when R n = I K + C/n a and c i > 0 for all i. In considering the limit theory for the least squares estimatorÂ n , the precise nature of the moderately explosive behavior turns out to be important. In particular, both the rate of convergence and the asymptotic distribution ofÂ n are affected by the relationship between the regressors in (2), i.e., by the precise form of the matrix C. We distinguish between two cases:
(I) C has distinct diagonal elements so that c i = c j for all i = j. (II) C does not have distinct diagonal elements, and c i = c j for some i = j.
In case (II) some regressors exhibit common moderately explosive behavior. The limit theory concerning x t and its sample moments applies in both cases. However, the regression theory differs in important ways between (I) and (II) because the presence of common moderately explosive behavior among the regressors leads to a singular limit for the normalized second moment matrix (see (20)), affecting the order of magnitude of ∑ n t=1 x t x t −1 and hence that ofÂ n − A.
The limit theory forÂ n − A is obtained by approximating the sample moment matrix ∑ n t=1 x t x t and the sample covariance ∑ n t=1 u 0t x t using a version of a sample splitting argument that dates back to Anderson (1959) . First, ∑ n t=1 x t x t is approximated in terms of the standardized observation n −α/2 R −n n x n , which is in turn approximated using a weighted sum of the first κ n shocks. Next, ∑ n t=1 u 0t x t is approximated in terms of this component and a weighted sum of the remaining data points. Anderson (1959) used κ n = n/2 in the sample splitting but did not make use of weak convergence arguments because a central limit theory did not apply in the explosive case that he considered. Here, we employ weak convergence methods and require only that (κ n ) n∈N be any sequence increasing to infinity such that
for case (I) and
for case (II). For (κ n ) n∈N satisfying either (16) or (17), define
It turns out that the stochastic sequence Y Cn plays an important role in determining the asymptotic behavior of moderately explosive systems. The following lemma gives two properties of Y Cn used throughout this section.
LEMMA 4.1. For each sequence κ n satisfying R n −κ n → 0 we have, as
x x e − pC dp , for all α ∈ (0, 1) and C > 0.
The asymptotic behavior of the sample variance matrix of x t can be determined in terms of the limiting random vector Y C of Lemma 4.1(ii). Using the fact that
which is proved in the Appendix, we can use the recursive property (2) to obtain
Thus, part (ii) of Lemma 4.1 and the continuous mapping theorem yield the following limiting distribution for the sample variance matrix:
Note that the weak limit (20) of the standardized sample moment matrix is not always nonsingular. For example, when all localizing coefficients are the same, 
Because Y C is a Gaussian random vector, Y (i) C = 0 almost surely (a.s.) for each i. Thus, the identity
dp is nonsingular whenever the matrix M C is nonsingular, i.e., if and only if c i = c j for all i = j. On the other hand, the rank of M C and
dp is reduced by one for every pair of equal localizing coefficients.
We now turn our attention to the matrix of sample covariances. The following lemma provides the first step toward an approximation of the sample covariance matrix by a martingale array (cf. equation (23)).
LEMMA 4.2. For each α ∈ (0, 1), C > 0 and a sequence κ n satisfying (16) we have, as n → ∞,
Using Lemma 4.2 the sample covariance can be written as
Applying the BN decomposition on the preceding expression and making use of the fact (proved in the Appendix) that
we obtain the following expression for the sample covariance as n → ∞:
is an R m K -valued martingale difference array with respect to F n,t+κ n . Moreover, in the notation of Proposition A1 in the Appendix, denote by M n,k := ∑ k t=1 ξ n,t+κ n the martingale array corresponding to ξ n,t+κ n and by M n k := ∑ k t=1 E F n,t+κn −1 ξ n,t+κ n ξ n,t+κ n the predictable quadratic variation of M n,k . Because
− pC dp ⊗ 00
and M n n−κ n is F n,κ n -measurable with F n,κ n ⊆ F n,κ n +1 , i.e., the σ -algebra supporting M n n−κ n is smaller than each of the elements of the filtration supporting ξ n,t+κ n , part (iii) of Proposition A1 yields
as n → ∞. Verification of the Lindeberg and tightness conditions (see (A.1) and (A.2) in Proposition A1) needed for this result is provided in the Appendix. The limit behavior of the regression coefficient in case (I) where the localizing coefficients are distinct may now be deduced as follows. Using equations (19) and (23) we obtain
− pC dp
The limiting distribution of M n,n−κ n is established in (26). We also show in the Appendix that M n,n−κ n satisfies the requirements of Proposition A1(iii), so that joint convergence of M n,n−κ n and M n n−κ n applies. Thus, (25) and (26) imply that the regression coefficient matrix has a mixed normal limiting distribution provided in the following theorem. 
THEOREM 4.1. For the model (1)-(2) in case (I) with R n
Remarks 4.1.
(a) In a two-equation system, K = 1, and so x t , A, C = c, and
, the limiting distribution of Theorem 4.1 reduces to
where C is a standard Cauchy variate. In the general case, the limit distribution (28) is mixed normal with Cauchy-type tails (cf. Phillips, 1994), and its exact form can be obtained by using a matrix quotient argument, as in Phillips (1985) . (b) The limit theory (28) applies irrespective of the distribution of the errors u t in (1) and (2). Thus, the result gives an invariance principle for regressions with moderately explosive processes. Note that the limit theory applies also in the case of weakly dependent errors and relies only on the long-run covariance structure of the errors. The results are also invariant to the initial condition x 0 . Hence, (28) provides the basis for asymptotically valid testing and confidence interval construction. All that is needed is the estimation of the long-run variance matrix 00 by conventional kernel methods from the regression residuals. (c) When α = 0, the autoregressive roots of (2) no longer lie in a neighborhood of unity, and we obtain a purely explosive cointegrated system. Setting = I K + C with c i = c j for all i = j and assuming x 0 = 0 and i.i.d. N (0, ) innovations u t with = diag( 00 , x x ), Phillips and Magdalinos (2007c) obtain the limiting distribution of the regression coefficient matrix to be
is positive definite in view of the assumption of distinct localizing coefficients c i . Note, however, that the limit theory in this case depends crucially on the assumptions concerning the initialization and the innovations. As in the AR(1) case of Anderson (1959) , no central limit theory applies in general, and the asymptotic distribution of the least squares estimator is characterized by the distributional assumptions imposed on the innovations.
We now consider case (II), where the matrix C does not have distinct diagonal elements. In this case two or more elements of x t have comparable moderately explosive behavior governed by a common autoregressive root of the form ρ nj = 1 + c j /n α . We know by (21) that under such conditions the second moment matrix ∑ n t=1 x t x t in the regression (6) is asymptotically singular, which is explained by the fact that some elements of x t have common moderately explosive behavior. These elements of x t are then asymptotically multicollinear in much the same way as regressors that are cointegrated or have common deterministic trends (cf., Park and Phillips, 1989; Phillips, 1995) . To deal with this singularity in the regression, we can develop an asymptotic theory for the regression in a similar way by rotating the regression coordinates in the direction of the common explosive behavior and in an orthogonal direction. Here, however, the rotation is a random process determined by the regressor vector x n . The randomness and the sample size dependence in the rotation present further complications in the development of the asymptotics because the limit theory segmentation then depends on weak convergence of the rotation matrix. In what follows we illustrate the process with a development for the special case where C is the scalar matrix C = cI K and ρ n = 1 + c/n α . 
where Y cn and Y c are the random vectors Y Cn and Y C of Lemma 4.1 with C = cI K . Applying this rotation to the moderately explosive regressor vector yields
with z 2t satisfying the reverse autoregression z 2t = ρ −1 n z 2t+1 −ρ −1 n H ⊥n u xt , which gives rise to
because z 2n = H ⊥n x n = 0. Using orthogonality of H n , we obtain the following expression for the least squares estimator after rotation of the regression space:
Expressed in the preceding form, the inverse of the normalized second moment matrix can be obtained as
The asymptotic orders of magnitude in (32) are derived in the Appendix. The following result shows that the limiting behavior of the inverse of the second moment matrix is determined by the asymptotically nonsingular matrix
(i) The matrix n −(1+α) ∑ n t=1 z 2t z 2t is asymptotically nonsingular a.s. with
(
ii) The limiting distribution of the random matrix M H
Note that the random matrix H ⊥n x x H ⊥n is positive definite a.s., because x x > 0 and H ⊥n has full column rank a.s. In view of Lemma 4.3 and the fact that, by (23), ∑ n t=1 u 0t z 1t = O p n α ρ n n , the least squares estimator becomes
where by an identical argument to that used in the derivation of (10)
Thus, the rates of convergence of ∑ n t=1 u 0t z 2t and ∑ n t=1 z 2t z 2t are the same as in the moderately stationary case.
As a result of cointegration within the vector of moderately explosive regressors, the regression signal is weaker than in the nonsingular case of Theorem 4.1, and so temporal dependence in the errors now affects the limit theory and induces an asymptotic bias in the least squares estimator. As in the moderately stationary case, the bias ofÂ n can be expressed in terms of the matrices
x x , whereas the asymptotic distribution ofÂ n will be obtained through a CLT for the matrix martingale difference array
Moreover, under the condition E ε 1 4 < ∞, we have, for ν ∈ {0, x},
For the least squares estimator, combining (31) and (32) we obtain
Thus, letting
B n = 2cn
Lemma 4.3, Lemma 4.4, and the fact that
Denoting by N m+K = 1 2 (I (m+K ) 2 +K m+K ) the (m + K ) 2 ×(m + K ) 2 symmetrizer matrix, settingψ n = vec¯ n , and defining
Becauseψ n is σ (ε κ n +1 ,ε κ n +2 ,...) measurable and, by (30), H ⊥n H ⊥n can be approximated by a σ (ε 1 ,...,ε κ n ) measurable process,ψ n is asymptotically independent of M H ⊥n and H ⊥n . Consequently, joint weak convergence applies in (34), and the limiting distribution of the least squares estimator follows immediately from Lemma 4.3 (ii), Lemma 4.4 (ii), and (30).
THEOREM 4.2. For the model (1)-(2) in case (II) with R
, and weakly dependent errors satisfying Assumption LP with E ε 1 4 < ∞ , the following mixed Gaussian limit theory applies:
for the least squares estimator, with mixing matrix
and M H ⊥ is the random projection matrix M H
Remarks 4.2.
(a) The limit distribution ofÂ n is mixed normal, and the mixing matrix depends on Y c , the limit variate of n −α/2 ρ −n n x n , through the identity
The limit distribution of Theorem 4.2 is degenerate as the matrix M H
In the direction of Z c , the limit distribution is also mixed normal and of the Cauchy type, just as in case (I). In this direction the rate of convergence is faster, namely, n α R n n . (b) Because the limit distribution is mixed normal in both directions, we may proceed with inference about A in the absence of serial correlation ( 0x = 0). Standard errors are then obtained in the usual way and are based on combining the appropriate diagonal elements of (X X ) −1 with those of an estimate of the long-run variance matrix 00.
(c) The general case where some but not all localizing coefficients are equal presents some further complications that relate to the position of the equal localizing coefficients in the C matrix. Because the repeated localizing coefficients that are the source of the degeneracy in Theorem 4.2 may be scattered along the diagonal of the C (or the R n ) matrix, rotation of the regression coordinates requires appropriate grouping of these repeated diagonal elements. Using the method of Phillips and Magdalinos (2008b) , if there are p groups of repeated diagonal elements of R n , the autoregressive matrix can be rearranged as R n = n , where is a permutation matrix, n = diag ( n1 , n2 ), and
, where all ϕ ni and ρ ni are diagonal elements of R n with ϕ ns = ρ nl for all s,l and ϕ ni = ϕ nj , ρ ni = ρ nj for all i = j. This rearrangement transforms the system of equations in (2) into a system where the first r 1 equations contain the repeated root ρ n1 , the next r 2 equations contain the repeated root ρ n2 , and so forth, whereas the last K − r equations contain all distinct diagonal elements ϕ ni of R n . Letting 1 denote the matrix obtained from the first r rows of , we can construct an orthogonal complement to 1 x n =: (ψ n1 ,...,ψ np ) , ψ ni ∈ R r i , as follows: for each i ∈ {1,..., p}, consider an r i × (r i − 1) orthogonal complement H (n)
is the required orthogonal complement satisfying H n⊥ 1 x n = 0 and H n⊥ H n⊥ = I r − p a.s. With this notation in place, we can rotate the regression coordinates in a direction orthogonal to 1 x n by using equation (13) of Phillips and Magdalinos (2008b) . For simplicity, assume that the u t are i.i.d. with Eu t u t = diag( 00 , x x ). Then a similar analysis to Phillips and Magdalinos (2008b) and Lemma 4.3 yields the following asymptotic regression theory:
x x e − pC dp
Clearly, when C = cI K , r = K ,M H ⊥ = 2cM H ⊥ , and Theorem 4.2 follows from (35) by setting x0 = 0 and 1 = I K . Although the lack of correlation between u 0t and u xt means that (35) applies to a less general class of models, (35) still provides useful insight into the (reduced) rank of the limiting distribution of n (1+α)/2 (Â n − A). The rank of the limiting covariance matrix in (35) is given by
where p is the number of repeated roots of R n and r i is the number of times that the repeated root ρ ni appears in R n . Hence, the limiting covariance matrix assumes its maximum rank, (K − 1)m, when all diagonal elements of R n are equal. On the other hand, the minimum rank, m, occurs when r = 2 and p = 1, i.e., when R n has exactly two equal diagonal elements. These findings are consistent with the theory for purely explosive cointegrated systems developed in Phillips and Magdalinos (2008b).
DISCUSSION
This paper extends the study of cointegrated systems to models with moderately integrated and moderately explosive regressors and weakly dependent errors. In cointegrated systems with moderately integrated regressors, the limit distribution theory is normal, as distinct from mixed normal, and the convergence rate is n (1+α)/2 rather than n. As in the conventional case of cointegrated regression with integrated or near integrated regressors, least squares suffers from asymptotic bias. This bias is related to the simultaneous equations bias that manifests in least squares regression in stationary systems. In the mildly integrated case, the bias is not removed by conventional cointegrating regression approaches such as fully modified regression, and in this respect the problem is analogous to the case of cointegration with near integrated regressors (Elliott, 1998) . The authors have devised several mechanisms for dealing with this further complication, and these new approaches to estimation and inference are discussed in a companion work (Phillips and Magdalinos, 2008a) . One of these approaches makes use of the fact that the moderate deviation matrix R n − I K = n −α C is consistently estimable in the context of mildly integrated regression, as shown in the case of the simple autoregressive model in PMa. In the case of moderately explosive regressors, however, the present paper shows that the situation is much more favorable to least squares regression. Here the limit theory is mixed normal, and least squares regression is asymptotically median unbiased. These results apply for non-Gaussian errors and quite general weakly dependent errors. They are therefore suitable for statistical inference without further modification. The theory may be used to construct asymptotically valid confidence intervals in regressions with moderately explosive regressors.
Another notable result is the degeneracy that arises in the moderately explosive case when the regressors are themselves explosively cointegrated. This situation may arise in practice because in most empirical cases of extreme behavior, the behavior manifests from a single source, with contamination effects on other variables. The net result is a form of mildly explosive comovement that produces degeneracy in the regressor moment matrix. The impact of this degeneracy on the limit theory is a mixed normal limit distribution with a slower rate of convergence (n (1+α)/2 ) in general but a faster rate of convergence in the explosive direction. This corresponds to the effect of the degeneracy produced by purely explosive (α = 0) comovement where the rate of convergence is reduced to n 1/2 (Phillips and Magdalinos, 2008b) . In all the preceding cases, central limit arguments apply, and the limit distribution theory is mixed normal.
The interpretation of α as the degree of persistence of the regressors raises the issue of whether robust inference on the coefficient matrix A is possible. As long as the asymptotic bias ofÂ n is removed-see the comment in the first paragraph of this section-it is possible to employ inference procedures that do not rely on knowledge of α. Self-normalized statistics for hypothesis testing such as Wald statistics or "Studentized" statistics based onÂ n are useful in this connection. Phillips and Magdalinos (2008a) discuss an inference procedure on A that is robust to all types of regressor persistence, including integrated and local to unity regressors. Cointegrated systems with different degree of persistence across equations is a further interesting extension of the present work, but we do not pursue it here. 
NOTATION
[·] quadratic variation · spectral norm · predictable quadratic 1{·} indicator function variation F nt := σ (x 0 ,ε t ,ε t−1 ,...) := F(1) ε F(1) E F (X ) := E(X |F) := E(u t u t ) := definitional equality := ∑ ∞ h=1 E(u t u t−h ) → p convergence in probability V x x , (n) x x , V (n) x x see (8), (13), (14) → L p , → a.s. L p ,
TECHNICAL APPENDIX AND PROOFS
We begin by establishing two useful technical propositions. Throughout this section, B denotes a bounding constant in (0, ∞) that may assume different values. 
Denote by M nk n := ∑ k n j=1 ξ nj the corresponding martingale array with quadratic variation and predictable quadratic variation given, respectively, by
H ). (iii) Convergence in probability in (A.3) can be replaced by convergence in distribution
provided that M n k n is G n -measurable with G n ⊆ F n1 , and (A.2) holds. In this case joint convergence of (M nk n , M n k n ) applies.
Proof. First note that (A.1) and (A.2) imply that E(max j≤k n ξ nj 2 ) → 0. To see this, write for arbitrary δ > 0,
as n → ∞ by (A.1) and the dominated convergence theorem, which applies in view of (A.2). Note also that (A.2) implies tightness of the sequence M n k n because, using the Markov inequality,
Part (i) requires a generalization of Theorem 2.23 of Hall and Heyde (1980; hereafter H&H) for vector valued martingale difference arrays. Using a similar truncation argument to H&H, for arbitrary ε > 0, let
For the first term of (A.6), the definition of ζ nj yields
as n → ∞, by (A.4). For the second term of (A.6), we have
and so
as n → ∞, by (A.1). For the third term of (A.6), ζ nj ζ nj − E F nj−1 (ζ nj ζ nj ) is a matrix martingale difference array, and so
Thus, recalling (A.6)-(A.8) we obtain that for all ε, δ > 0
and part (i) follows in view of (A.2) by letting ε → 0.
Part (ii) follows by applying the Cramér-Wold device to Corollary 3.1 of H&H. Part (iii) is a consequence of Theorem 3.4 of H&H. Applying (A.4) to a univariate martingale difference array (ξ nj , F nj ), we obtain E(max j≤k n ξ 2 nj ) → 0, implying that max j≤k n |ξ nj | = o p (1). Hence, the first two assumptions of Theorem 3.4 of H&H are satisfied. Moreover, part (i) implies that [M n ] k n − M n k n → p 0 as n → ∞. Thus, we can choose u n = M n k n in condition (3.28) of H&H. Denoting by G n ∨ F nj−1 the σ -algebra generated by G n ∪ F nj−1 , the measurability condition G n ⊆ F n1 for M n k n implies that
and so assumption (3.29) of H&H is satisfied. Thus, for d = 1 part (ii) follows from Theorem 3.4 of H&H.
The vector valued case is obtained by using the Cramér-Wold device. If λ is an arbitrary nonzero R d -vector,ξ nj := λ ξ nj is a univariate martingale difference array satisfying
LettingM nk n := λ M nk n , M n k n = λ M n k n λ ⇒ λ H λ and has the required measurability property. Thus,M nk n ⇒ λ H 1/2 Z from the CLT derived for the d = 1 case. Because λ is arbitrary, M nk n ⇒ H 1/2 Z follows from the Cramér-Wold theorem. It remains to show joint convergence of (M nk n , M n k n ), which, in view of part (i), is equivalent to joint convergence of (M nk n , [M n ] k n ). Because M nk n ⇒ H 1/2 Z , a sufficient condition for joint convergence of the martingale array M nk n and its quadratic variation is given by
(cf. Jacod and Shiryaev, 1987, VI, Cor. 6.7) . To establish (A.9), we use the Lyapunov inequality to obtain
The expectation in the preceding expression will be nonzero when the time indexes of the innovations are equal or pairwise equal. The pair j 1 = j 2 + k, j 3 = j 4 + k gives a value of vec ε (k)[vec ε (k)] for the infinite series that cancels out with the second term of
occurs from the pair
occurs from the pair j 1 = j 4 + h + k, j 2 = j 3 + h − k, and
by proving the corresponding result for each
Finally, for
Thus, (A.10) follows with B = B 1 + B 2 + B 3 . The proposition now follows by a standard argument for stationary processes. We can write
by (A.10), because the bounding constant B does not depend on k.
n Proof of Lemma 3.1. We begin by showing that
for some B ∈ (0, ∞). Denoting by u x (·) the autocovariance matrix of u x j we obtain
because summability of u x (·) gives, for all t ∈ {1,..., n},
and parts (i) and (ii) follow immediately. For part (iii), write
The Cauchy-Schwarz inequality and (A.11) give
For part (iv), note first that
To see this, write for the first term of (A.12)
because, by independence of ε t , we obtain
The second term of (A.12) is a martingale array, and so we can write
by (A.11). Thus, the BN decomposition and summation by parts yield
by parts (ii) and (iii) and ergodicity ofε xt u xt .
n Proof of Lemma 3.2(i). Denoting by ε (·) the autocovariance matrix ofε t , the BN decomposition on u t yields
(A.13)
The first term of (A.13) is O p (n −α/2 ) from the i.i.d. CLT because E ε 1 4 < ∞. The third and fourth terms of (A.13) have order O p (n −α/2 ) from a standard CLT for sample variances and covariances of linear processes (H&H, Thm. 6.7) because E ε 1 4 < ∞ and, for some δ ∈ (0, 1/2),
The second term of (A.13) is a martingale array, and so
This completes the proof of Lemma 3.2(a).
n Proof of Lemma 3.2(ii). We show the result for ν = 0. The argument for ν = x is identical. Because
using the BN decomposition and summation by parts. Centering by M 0n and normalizing, we obtain, up to O p (n −1/2 ),
Because ∑ n j=1 j R n j = O(n 2α ) andF 0 j and ε 0x ( j) are l 1 -summable, the fourth and fifth terms in the preceding expression have order O p (n −(1−α)/2 ) and O p (n −((1+α)/2) ), respectively. The second term has been shown in the proof of Lemma 3.2(i) to satisfy a standard CLT and is, therefore, of order O p (n −(3α/2) ). For the third term, we have
by the Lyapunov inequality E X ≤ (E X 2 ) 1/2 and Proposition A2. This shows that the third term of (A.14) has order O p (n −3α/2 ). In addition, the estimation in (A.15) shows that the first term of (A.14) has order O p (n −α/2 ) because, for each t and j, the sequence ε t−1− j is a restriction of the linear processε
n Proof of Lemma 3.3. The array ξ nt = n −((1+α)/2) x t−1 ⊗ ε t is a martingale difference with respect to F nt := σ (x 0 ,ε t ,ε t−1 ,...). The conditional variance of ξ nt is given by
as n → ∞ by (7). Thus, the lemma will follow from Proposition A1(ii) provided that the Lindeberg condition
is satisfied. Because n −(1+α) ∑ n t=1 x t−1 2 → p trV x x and the left side of (A.16) is given by
is sufficient for (A.16). The inequality
implies that, for all t ∈ {1,..., n},
Integrability of ε 1 2 implies that E( ε 1 2 1{ ε 1 > δ 1/2 n α/4 }) → 0 as n → ∞, and so
is sufficient for (A.17). Now 1
For the first term on the right of (A.19) Kolmogorov's inequality gives
For the second term on the right of (A.19), summation by parts gives
, because, by the Chebyshev inequality,
by the ergodic theorem. Hence, the second term on the right of (A.19) is o p (1), and (A.18) and the lemma follow.
n Proof of Lemma 3.4. An identical argument to the derivation of (9) yields
Centering around the asymptotic means ofε xt u xt andε xt x t−1 we obtain
by Lemma 3.2. By Lemma 3.3, n −((1+α)/2) ∑ n t=1 vec(x t−1 ⊗ ε t ) ⇒ N (0, V x x ⊗ ε ), and so the lemma follows from the fact that x x = F x (1) ε F x (1) . n Proof of Lemma 3.5.
From the calculation leading to (7) we have, up to O p (n ((1−α)/2) ), . Hence, to achieve appropriate centering we need to subtract from both sides of (A.20) n (1−α)/2 times
in view of definitions (13) n Proof of (22). The argument is identical to the proof of (A.21).
n Proof of (26). We start with the conditional Lindeberg condition (A.1). For each δ > 0, because Y Cn is F n,κ n -measurable we obtain n−κ n ∑ t=1 E F n,κn +t−1 ξ n,t+κ n 2 1 ξ n,t+κ n > δ ≤ max t≤n−κ n E F n,κn +t−1 ε κ n +t 2 1 ξ n,t+κ n > δ n Proof of Theorem 4.1. In the proof of (26) we have established that M n,n−κ n satisfies the conditions of Proposition A1(iii). Thus, joint convergence of M n,n−κ n and M n n−κ n applies. The theorem now follows directly by applying (25), (26), and the continuous mapping theorem to (27) . 
