We consider the problem of interval estimation of the odds ratio. An asymptotic confidence interval is widely applied in medical research. Unfortunately that confidence interval has a poor coverage probability: it is significantly smaller than the nominal confidence level. In this paper a new confidence interval is proposed. The construction needs only information on sample sizes and sample odds ratio. The coverage probability of the proposed confidence interval is at least the nominal confidence level.
Introduction
In medical research, we often need to compare two treatments using binary data. Three parameters are commonly used: the difference of two proportions (the risk difference), the ratio of two proportions (the relative risk), and the odds ratio. The risk difference is an absolute measurement of effect, while the relative risk and the odds ratio are relative measurements for comparing outcomes. The odds ratio has a direct relationship with the regression coefficient in logistic regression.
The odds ratio is one of the parameters commonly used in such comparisons, especially in two-arm binomial experiments. This indicator was firstly applied by Cornfield (1951) . The literature devoted to the analysis of odds ratio and its estimators is very rich, see e.g. Encyclopedia of Statistical Sciences Volume 9, pp. 5722-5726 (http://www.mrw.interscience.wiley.com/ess) and the literature therein.
The problem is in the interval estimation. There are two approaches to the problem. The first one consists of the analysis of 2 × 2 tables (Edwards 1963 , Gart 1971 , Thomas 1971 . The second approach is based on logistic model in which the odds ratio has a direct relationship with the regression coefficient (Gart 1971 , McCullagh 1980 , Morris & Gardner 1988 . That approach is commonly applied in applications and an asymptotic interval for odds ratio derived from logistic model is widely used (formula (S) in Section 3). This interval is applied in different statistical packages. There are also many internet scripts for calculating an asymptotic confidence interval (see e.g. http://www.hutchon.net/ConfidOR.htm). Unfortunately this confidence interval has some statistical disadvantages discussed in Section 3. To avoid those disadvantages a new confidence interval is proposed. The idea of construction is similar to the idea of construction of the confidence interval for the difference of two probabilities of success (the risk difference) proposed by Zieliski (2018).
In Section 2 a new confidence interval is constructed. In Section 3 some disadvantages of the asymptotic confidence interval are discussed. Final conclusions are given in Section 4.
A new confidence interval
Consider two independent r.v.'s ξ A and ξ B distributed as Bin(n A , p A ) and Bin(n B , p B ), respectively. The problem is in estimating the odds ratio:
Let n A1 and n B1 be observed numbers of successes. The data are usually organized in a 2 × 2 table:
The standard estimator of OR is as follows:
Usually the problem of estimating an odds ratio is considered in the following statistical model:
Since we are interested in estimating the odds ratio r, consider now a new statistical model. This model is the one-parameter model: the odds ratio is an unknown parameter
The cumulative distribution functions F r (·) are defined as follows.
Note that the estimator OR given by the formula (⋆) is undefined for n A1 = 0 or n A1 = n A and n B1 = 0 or n B1 = n B . We extend the definition of OR in the following way:
for (n A1 = n A , n B1 ≥ 1) or (n A1 ≤ n A − 1, n B1 = 0) 1, for (n A1 = 0, n B1 = 0) or (n A1 = n A , n B1 = n B ) formula (⋆), elsewhere ( * )
To find the distribution of OR note that for a given odds ratio equal to r > 0
The probability of observing ξ A = n A1 and ξ B = n B1 equals
The probability p A is eliminated by an appropriate integration
is the regularized confluent hypergeometric function. The cdf of OR equals (for t ≥ 0)
where 1 (q) = 1 when q is true and = 0 elsewhere.
The family {F r , r ≥ 0} is stochastically ordered, i.e. for a given t > 0
It follows from the fact that for a given n A1 , n B1 and p A the probability P r,pA {n A1 , n B1 } is the decreasing function of odds ratio r and hence P r {n A1 , n B1 } is also decreasing in r.
Let
Let γ be the given confidence level and letr be the observed odds ratio. The confidence interval for r takes on the form
Theorem. For n A > 2 1−γ − 1 the confidence interval for the odds ratio is two-sided and is one-sided otherwise.
For the proof see Appendix 1.
Ifr is the observed odds ratio then the confidence interval for r takes on the following form:
where r * and r * are given by the formula (M ).
Minimal sample sizes n A for which two-sided confidence interval exists are given in Table 1 . For a given r > 0 the coverage probability, by construction, equals at least γ. In Figure 1 there is shown the coverage probability for n A = 60 and n B = 70. On the x-axis the value r of the odds ratio is given and on the y-axis the probability of coverage is shown. Remark. The above considerations are made for A versus B. It is obvious that
.
It is easily seen that the new confidence interval has the following natural property:
and Right(A vs B) = 1 Lef t (B vs A) .
In case of considering B versus A in the Theorem the sample size n A should be changed to n B .
Standard confidence interval
Estimating the odds ratio is one of the crucial problems in medicine, biometrics etc. The most widely used confidence interval at the confidence level γ is of the form
where u δ denotes the δ quantile of N (0, 1) distribution. In the above formula the estimator OR is given by (⋆). Unfortunately this confidence interval has at least three disadvantages. They are as follows.
1. Confidence interval (S) does not exist if at least one of n A0 , n A1 , n B0 or n B1 equals zero.
2. The coverage probability of c.i. (S) is less than the nominal one. In Figure 2 the coverage probability is shown for n A = 60, n B = 70 and γ = 0.95 (the value r of odds ratio is given on the x-axis and the coverage probability is given on the y-axis). The probability of wrong conclusion, i.e. of overestimation or underestimation is greater than the assumed 0.05. Of course it is in contradiction to Neyman (1934, p. 562 ) definition of a confidence interval.
3. The standard asymptotic confidence interval requires the knowledge of sample sizes as well as sample proportions in each sample. Unfortunately it may lead to misunderstandings. Namely, suppose that six experiments were conducted. In each experiment two samples of sizes sixty and seventy respectively, were drawn (n 1 = 60, n 2 = 70). The resulting numbers of successes are shown in Table 2 (the first two columns).
It is seen that the sample odds ratio (the third column) is the same in all experiments, but the confidence intervals are quite different. Moreover, for example in the first experiment it may be claimed that the population odds in groups A and B may be treated as equal, while in the fourth one such a conclusion should not be drawn.
Conclusions
In this paper a new confidence interval for the odds ratio is proposed. The confidence interval is based on the exact distribution of the sample odds ratio, hence it works for large as well as for small samples.
The coverage probability of that confidence interval is at least the nominal confidence level, in contrast to asymptotic confidence intervals known in the literature. It must be noted that the only information needed to construct the new confidence interval are the sample sizes and the sample odds ratio. Unfortunately, no closed formulae for the ends of the confidence interval are available. However, for given n A , n B and observed OR the ends may be easily numerically computed with the aid of the standard software such as R, Mathematica etc (see Appendix 2).
Since the proposed confidence interval may be applied for small as well as for large sample sizes, it may be recommended for practical use.
0, as r → 0 0, as r → +∞ Hence P r {n A1 , n B1 } → 0 as r → 0 or r → ∞.
Remark 2. P r { OR = 0} → nA nA+1 , as r → 0 0, as r → +∞ Proof of Remark 2. Note that OR = 0 iff (n A1 = 0 and n B1 ≥ 1) or (1 ≤ n A1 ≤ n A − 1 and n B1 = n B ).
Hence 
Theorem. For n A > 2 1−γ − 1 the confidence interval for r is two-sided and is one-sided otherwise.
Proof.
For 0 < t < 1 we have
Otherwise the c.i. is one sided with the left end equal to 0.
For 1 ≤ t < +∞ we have P r OR ≤ t = P r OR < 1 + P r OR = 1 + P r 1 < OR < +∞ → 1, as r → 0 1 nA+1 , as r → +∞ If 1 nA+1 < 1−γ 2 , i.e. n A > 2 1−γ − 1, the confidence interval is two-sided. Otherwise the c.i. is one sided with the right end equal to +∞. P=uniroot(function(t){ostra(t,orobs)-(1-level)/2}, lower = orobs, upper = 2*(n[1]-1)*(n[2]-1), tol = eps)$root})} ) print(paste("Confidence interval for odds ratio (",round(L,5),",",round(P,5),") at the confidence level ", level,sep=""),quote=FALSE) print(paste("Sample odds ratio equals ",round(orobs,4), "; n1=",n[1],", n2=",n[2],sep=""),quote=FALSE) } #Example of usage n=c(60,70) # input nA and nB m=c(7,63) # input nA1 and nB1 CI(n,m,level=0.95)
