In order to improve the channel equalization, improve the control quality, and reduce the error of the target output of the online sequential learning machine, a multi-objective model selection algorithm is proposed based on feedback compensation and adaptive equalization control. The channel equalization model of online sequential ultimate learning machine is constructed. The sensor fusion information of online sequential limit learning machine is selected adaptively by multi-objective combined control, and the multi-objective combined control is carried out by using matched filtering method. Combined with feedback compensation and adaptive equalization control method, the classification selection and equalization of network multi-objective models are realized. The simulation results show that the algorithm has good accuracy in classifying and selecting multi-objective models of online sequential LLM, the adaptive equalization performance of the channel is better, and the error of LLM control is low.
Introduction
With the development of network information technology, using network control to transmit data becomes a necessary means for people to transmit data and exchange information. An online sequential extreme learning machine is constructed to realize low frequency, middle frequency, and high frequency. VHF and UHF signals interact with information and improve the quality of data transmission through channel equalization and modulation and demodulation. The traditional network is a platform for information transmission, and receiving and sharing users can connect various kinds of rich information together, so as to realize the information sharing between different regions. Cognitive network is a new advanced communication technology in recent years. The technology of perception, learning, and reconfiguration is adopted comprehensively, so it has important application value [1] . Cognitive network is a network with cognitive process. It can understand and learn by itself by perceiving the current network environment. Then the internal configuration is adjusted to adapt to the change of the external network according to the understanding and the learning knowledge [2] . It has a certain adaptive ability. That is, it can continuously learn and accumulate relevant knowledge in the process of dynamic adaptation, and based on it, it can adjust, decide, and reconfigure the network [3] . In order to improve the data configuration and clustering ability of the network, it is necessary to use the ultimate learning machine to optimize the target combination control, to improve the network transmission control ability and to realize the optimal selection of the multiobjective model of the ultimate learning machine.
Extreme learning machine (ELM) algorithm is proposed by Huang based on a single-hidden layer feedforward neural network (SLFN) algorithm. Because of its strong mathematical background, fast learning speed, ability to approach complex nonlinear functions, and high generalization ability, ELM algorithm has become a widely used machine learning technology. It has been successfully applied to many fields, such as pattern recognition, data mining, and so on [4] . Different from the traditional neural network algorithm based on gradient descent and error back propagation, it is necessary to iterate and determine the optimal solution of all parameters several times during the training process, which results in a large amount of computation [5] . The slow learning speed of ELM algorithm is taken based on the fact that the learning ability of SLFN is only related to the number of hidden layer nodes but independent of the weight of the input layer. Therefore, in the process of ELM learning, a large number of artificial network parameters are not required, and the learning speed of the algorithm is significantly higher than that of the traditional neural network learning algorithm, because the ELM learning algorithm considers all training samples equally. Each positive class sample and negative class sample in the dataset have the same effect on the formation of the classification surface, while the negative class accumulates as all the samples of most classes, and finally has a great influence on the formation of the classification surface [6] .
In order to solve the above problems, this paper proposes a multi-objective model selection algorithm based on feedback compensation and adaptive equalization control. Firstly, the channel equalization model of online sequential ultimate learning machine is constructed. The sensor fusion information of online sequential limit learning machine is selected adaptively by multi-objective combined control, and the multi-objective combined control is carried out by using matched filtering method. Combined with feedback compensation and adaptive equalization control method, the classification selection and equalization of network multi-objective models are realized. Finally, the performance test is carried out through the simulation experiment, which shows the superior performance of this method in improving the ability of selecting the multi-objective model of the ultimate learning machine.
Methods

Channel characteristics of online sequential extreme learning machine
In order to optimize the classification and selection of multi-objective models of molecular exchange networks and improve the network performance and data transmission capability, the channel model of online sequential extreme learning machine should be constructed first. The channel of online sequential extreme learning machine is a limited bandwidth [7] . The tap delay line model of the channel is a wideband channel transmission model. Let the time delay of each multipath reach be an integer multiple of the width of symbol. The channel impulse response of the online sequential extreme learning machine can be expressed as follows:
The wideband propagation characteristics of data transmission in online sequential extreme learning machine have a serious effect on the multipath propagation phenomenon in the actual network channel. Using the tap delay line model with tap interval MT/N to suppress multipath propagation will cause inter-symbol interference of transmitted signal, where M and N are integers and M < N. The received signal spectrum is equalized, and the channel characteristics in the online sequential learning machine are described as follows:
where X(f ) is the bandwidth limited spectrum of channel impulse response of online sequential learning machine, Y T 0 ð f Þ is the spectrum of sampling signal, and τ 0 is the time delay of data transmission by online sequential ultimate learning machine.
Phase shift calculation of multi-objective model of online sequential extreme learning machine
On the basis of the analysis of the channel characteristics of the online sequential limit learning machine, the phase shift of the multi-objective model of the online sequential limit learning machine is calculated, the migration is suppressed, the network channel model is constructed, and the channel average is improved [8] .
On the assumption that the channel model expressed in the network is ideal, the amplitude equalization principle is used to modulate the channel. The online sequential extreme learning machine node is composed of N = 2P elements, and the online sequential extreme learning machine data transmission system is based on the principle of amplitude equalization and channel modulation. The signal reception model is expressed as follows:
where s i (t) is the i phase deflection information in the input component of the excessive path of the online sequential extreme learning machine node and x m (t) is the equalization transfer phase model of the receiving terminal of the online sequential ultimate learning machine, and the time delay of each multipath arrival is obtained [9] . The data transfer structure model of online sequential extreme learning machine is shown in Fig. 1 .
Assuming that the length of LFM period in LLM is T, the multi-objective model is constructed by using multipath signal to realize time compression, and the data multi-objective model of online sequential LLM is obtained as follows:
By adding phase shift of multipath component, the direct sequence spread spectrum component of online sequential extreme learning machine data transmission is obtained as follows:
The multi-objective model of online sequential extreme learning machine is fixed compensated for shrinkage [10] , and the filter is used to compensate the cost. The pulse response of equalizer compensation distortion is expressed as follows:
In order to reduce the steady-state error, the adaptive phase offset compensation is used to suppress the channel interference after receiving the training sequence. The iterative formula of interference suppression is obtained as follows:
where
Because the value of the iterative step size or the adaptive control factor of the equalizer has a great influence on the equalization algorithm, the value of ρ is satisfied:
The channel equalization model of online sequential ultimate learning machine is constructed. The sensor fusion information of online sequential limit learning machine is selected adaptively by multi-objective combined control [11] .
3 Improved algorithm for classification and selection of multi-objective models
Adaptive channel selection of ultimate learning machine based on multi-objective combined control
On the basis of constructing the multi-objective model of online sequential limit learning machine, the optimization design of channel classification selection algorithm is carried out. An online sequential limit model based on feedback compensation and adaptive equalization control is proposed in this paper [12] . The classification and selection algorithm of learning machine multi-objective model is used to select the sensor fusion information of online sequential extreme learning machine by using multi-objective combined control. The matched filter structure model is used to optimize the channel transmission performance of the online sequential learning machine. The linear transverse equalization analysis is carried out by using the least mean square error (LMS) criterion [13] . It is obtained that the complete baud interval in the frequency band p(t) of the ultimate learning machine is as follows:
The frequency response of the transverse equalization between the i node in an online sequential extreme learning machine:
where c k is the normalized amplitude, N is the sampling length of the recovery time frequency characteristic data, and P is the spectrum characteristic of the received signal. In addition, the T ' = MT/N uses the information symbol detection decision, and the symbol width is T a , T a = 1/R a , and the complex expression of the baseband envelope of the jamming signal is described as:
Where,ê 2 R ðkÞ is the demodulation output sample of multi-objective model of online sequential extreme learning machine, z 2 R ðkÞ is an adjustable filter correction ratio, z 2 I ðkÞ is carrier frequency, andê 2 I ðkÞ is over adjusted equalizer parameter.
According to the phase offset between each path and the direct path, the multi-objective combinatorial control is used to filter the channel by fuzzy adaptive [14] , and the decision function of the multi-objective combined control is obtained as follows:
The steady-state error of channel offset phase estimation in constellation circle is:
The phase shift of multipath component is added, and the multi-objective combination control is used to filter the sensor fusion information of the online sequential limit learning machine [15] . The iterative transfer function of the adaptive filtering of phase information is obtained:
Based on the multi-objective combined control method, the channel of online sequential extreme learning machine is selected adaptively. The decision error function of the channel equalization is obtained as follows:
Channel classification selection based on feedback compensation and adaptive equalization control
The multi-objective model of LLM is classified and equalized through adaptive channel selection, feedback compensation, and adaptive equalization control. Based on the direct sequence spread spectrum principle, the constellation radius of the online sequential extreme learning machine is obtained as R MDMMA _ i (i = 1, ⋯, N), and the QAM modulation R MDMMA (k) is used for Doppler expansion: 
where ρ is used to adaptively adjust the weight of the control array unit of online sequential limit learning machine. 0 ≤ ρ ≤ 1 adaptive feedback equalization design is realized, and the channel time domain expansion and Doppler expansion are realized [16] . The expansion process is expressed as follows:
In order to improve the envelope directivity of data transmission and reduce the output bit error rate (BER), adaptive noise cancellation is adopted and feedback equalization is carried out. The characteristic coefficients of the output envelope are obtained as follows:
Combined with the pulse response of multipath channel, the relationship between transmission and channel classification selection in online sequential learning machine is obtained as follows:
By adopting the channel decision feedback equalization design, the classification and selection function of the online sequential extreme learning machine multi-objective model is obtained as follows:
where the load overhead W(e s ) of online sequential learning machine control channel is described as follows:
Based on the above processing, combining the feedback compensation and the adaptive equalization control method, the classification selection and equalization of the multi-objective model of the ultimate learning machine are realized, and the quality of the multi-objective model of the online sequential ultimate learning machine is improved. In the experiment, the data transmission rate of online sequential extreme learning machine is 100 kBaud. The order of matched filter is 10, and the iterative step size is 0.023, a = 0.37, β = 2.5 × 10 −5 , multipath amplitude parameter (1, 0.32, − 0.34, 0.56, − 0.15), and multipath delay parameter (0, 0.63, 1.63, 3.32, 3.34) . The frequency is 3 kHz, the BPSK modulation data information is used as the test signal, and the multi-objective combined control is used to self-adaptively filter the sensing fusion information of the online sequential limit learning machine and to suppress the phase shift and obtain the online sequential limit. The constellation diagram of the multiobjective model of learning machine is shown in Fig. 2 .
It can be seen from Fig. 2 that the proposed method is used for adaptive channel selection, which makes the channel equalization assignment performance better and realizes the classification and selection of multi-objective models. Different methods are used for multi-objective classification, and the error code comparison results of the online sequential extreme learning machine are obtained as shown in Fig. 3 .
The result of analysis Fig. 3 shows that the method of this paper is used to classify and select the multiobjective model of online sequential extreme learning machine, which reduces the output error and increases the number of ultimate learning machine. Target selection and data transmission quality are improved.
Results and discussion
In this paper, a multi-objective model selection algorithm is proposed based on feedback compensation and adaptive equalization control. The channel equalization model of online sequential ultimate learning machine is constructed. The sensor fusion information of online sequential limit learning machine is selected adaptively by multiobjective combined control, and the multi-objective combined control is carried out by using matched filtering method. Combined with feedback compensation and adaptive equalization control method, the classification selection and equalization of network multi-objective models are realized. The simulation results show that the algorithm has good accuracy in classifying and selecting multi-objective models of online sequential LLM, and the adaptive equalization performance of channel is better, and the error of LLM control is low. This method has good application value in extreme learning machine control and multi-objective learning.
Abbreviations LLM: Limit learning machine; SLFN: Single-hidden layer feedforward neural network; UHF: Ultra high frequency; VHF: Very high frequency
