Abstract. Most intrusion detection approaches rely on the analysis of the packet logs recording each noticeable event happening in the network system. Network connections are then constructed on the basis of these packet logs. Searching for abnormal connections is where the application of data mining techniques for anomaly detection promise great potential benefits. Anyway, mining packet logs poses additional challenges. In fact, a connection is composed of a sequence of packets, but classical approaches to anomaly detection loose information on the possible relations (e.g., following) between the packets forming one connection. This depends on the fact that the attribute-value data representation adopted by classical anomaly detection methods does not allow either the distinction between connections and packets or the discovery of the interaction between packets in a connection. In order to face this issue, we resort to a Multi-Relational Data Mining approach which makes possible to mine data scattered in multiple relational tables (typically one for each object type). Our goal is to analyse packet logs of consecutive days and discover multivariate relational patterns whose support significantly changes from one day to another. Discovered patterns provide a human-interpretable description of the change in the network connections occurring in consecutive days. Experimental results on real traffic data collected from the firewall logs of our University Department are reported.
Introduction
In the last years, an increasing number of organizations are becoming vulnerable to a wide variety of cyber threats, which come from hardware failures, software flaws, tentative probing and malicious attacks. Intrusion detection (ID) is the process of analyzing the events occurring in a network system in order to detect the set of malicious actions that may compromise the integrity, confidentiality, and availability of information resources (security violations) [3] . Traditional methods for intrusion detection are classified into two broad categories: misuse detection and anomaly detection [10] . Misuse detection works by searching for the traces or patterns of well-known attacks while anomaly detection uses a model of normal user or system behavior and flags significant deviations from this model as potentially malicious.
In this paper we are interested in analyzing the firewall logs of a network system in several consecutive days and discovering significant deviations (or changes) in daily network traffic. Hence, we concentrate on detecting anomalies from network connection data. Although anomaly detection has been deeply investigated in the literature [7, 8] , all proposed methods assume that data are stored in a single table of a relational database (attribute-value representation). This representation allows efficient algorithmic solution but it does not allow to represent the packet-based structure of a single connection.
To overcome limitation posed by single table representation, we exploit findings of research conducted in Multi-Relational Data Mining [6] in order to distinguish between connections (i.e., reference objects of analysis) and packets (i.e., task-relevant objects of analysis) and to mine their interactions: a connection is constructed from one or more packets and the packets are timely related to define a sequence. Coherently with the goals posed by the anomaly discovery task, we propose investigate the opportunity of discovering descriptions of abnormal connections. Such descriptions are in form of relational patterns whose support significantly decreases from one day (target day) to another (background day). Such patterns, known as relational emerging patterns [2] , may be employed to capture the "possible" deviation in the traffic network from a day to another: the larger the difference of pattern support, the more interesting the patterns to detect a deviation in network traffic. The interpretation of emerging patterns would add additional depth to the administrators defenses, and allow them to better determine what are the threats against the network they manage.
The paper is organized as follows. In the next Section, we formally present the faced problem. A method to discover relational emerging pattern is described in Section 3. Anomalies detected by mining relational emerging patterns from four successive weeks of firewall logs of a network system are described in Section 4. Lastly, some conclusions are drawn.
Problem Definition
Network connection data can be constructed from packet logs recorded by means of packet capturing utilities [4] . The basic premise is that when audit mechanisms are enabled, distinct evidence of anomalies in daily network connections (i.e., differences in connections recorded in consecutive days) will be manifested in the recorded audit data.
Definition 1 (Anomaly detection in Network Connection Data). Let us consider the connection data constructed from the packet logs
L 1 ,. . . ,L n such that each pair L i , L i+1 describes
the network traffic recorded in two consecutive days. Anomaly detection aims at identifying significant deviations (anomalies) in connections recorded one day with respect to connections recorded the day before (or after).
Such deviations may involve features which describe the connections (e.g., the machine that was contacted, the service that was adopted, the duration of connection) or features which describe one or more packets within each connection (e.g., number of bytes or duration) or features which describe the interaction between two consecutive packets within the same connection (e.g., distance). Hence, the anomalies of a connection may depend on anomalous values of related features of different object type. Therefore, anomaly detection needs distinguishing between connections and packets and mining their inherent interaction. In fact, connection data are naturally stored in "separate" tables of a relational database D according to a schema S: one table for each object type (connections and packets). The relation between connections and packets is expressed by means of foreign key constraints, while the interaction between packets (e.g., the packet P is consecutive to the packet Q) is stored in a separate table of S. By this mapping of packet logs into a relational database, it is then possible to take into account attributes of related task relevant objects (i.e., packets) when investigating properties of the reference objects (i.e., connections) which are the main subject of analysis. By taking into account the multi-relational structure of data, anomalous connections are described by means of relational patterns. A formal definition of relational pattern is provided in the following. Henceforth, we will also use the set notation for relational patterns, that is, a relational pattern is considered a set of atoms. The change in network traffic can be properly modeled by means of relational emerging patterns [2] , that is, multi-variate features whose support significantly decreases from one data class (target class) to another class (background class). The class feature is associated with the reference objects stored in the target table, while explanatory features refer to either the reference objects or the task-relevant objects which are someway related to the reference objects. The structural information required to mine relational emerging patterns can be automatically obtained from the database schema by navigating foreign key constraints. 
Definition 2 (Relational pattern). Let S be a database schema. A relational pattern P over S is a conjunction of predicates:
p 0 (t0 1 ), p 1 (t1 1 , t1 2 ), p 2 (t2 1 , t2 2 ), . . . , p m (tm 1 ,
Definition 3 (Relational Emerging Patterns). Let D t and D b be two instances of a database schema S such that each
The support s Di (P ) of P on database D i is computed as follows:
where O denotes the set of reference objects stored as tuples of D i .T , while O P denotes the subset of reference objects in O which are covered by the pattern P . The growth rate of P for distinguishing D t from D b is the following:
As in [5] , we assume that GR(P ) = 0 0 = 0 and GR(P ) = >0 0 = ∞. Hence, the problem of discovering relational emerging patterns to detect anomalies in connection data recorded on consecutive days, can be formalized as follows: Given:
. . , D n of relational databases which are the mapping of the packet logs L 1 , . . . , L n recorded for n consecutive days into relational databases with a schema S; -n sets C i (i = 1, . . . , n) of connections (reference objects) tagged with class l i ; -n sets P i (i = 1, . . . , n) of packets (task-relevant objects) such that consecutive packets within the same connection are related according to next relation; -a pair of thresholds, that is, the minimum growth rate (minGR ≥ 1) and the minimum support (minsup ≥ 1).
Find the set of relational emerging patterns that describe a significant deviation of connections recorded one day with respect to connections recorded the day before (or after).
Emerging Pattern Discovery
The relational emerging pattern discovery is performed by exploring level-bylevel the lattice of relational patterns ordered according to a generality relation ( ) between patterns. Formally, given two patterns P 1 and P 2, P 1 P 2 denotes that P 1 (P 2) is more general (specific) than P 2 (P 1). Hence, the search proceeds from the most general pattern and iteratively alternates the candidate generation and candidate evaluation phases (levelwise method). In [2] , the authors propose an enhanced version of the levelwise method [9] to discover emerging patterns from data scattered in multiple tables of a relational database. Candidate emerging patterns are searched in the space of linked relational patterns, which is structured according to the θ-subsumption generality order [11] . 
Definition 4 (Key linked predicate). Let
Definition 5 (Linked relational pattern). Let S be a database schema. Then
is a predicate which is key linked in P .
Definition 6 (θ-subsumption). Let P 1 and P 2 be two linked relational patterns on a data schema S. P 1 θ-subsumes P 2 if and only if a substitution θ exists such that P 2 θ ⊆ P 1.
Having introduced θ-subsumption, generality order between linked relational patterns can be formally defined.
Definition 7 (Generality order under θ-subsumption).
Let P 1 and P 2 be two linked relational patterns. P 1 is more general than P 2 under θ-subsumption, denoted as P 1 θ P 2, if and only if P 2 θ-subsumes P 1.
θ-subsumption defines a quasi-ordering, since it satisfies the reflexivity and transitivity property but not the anti-symmetric property. The quasi-ordered set spanned by θ can be searched according to a downward refinement operator which computes the set of refinements for a completely linked relational pattern.
Definition 8 (Downward refinement operator under θ-subsumption).
Let G, θ be the space of linked relational patterns ordered according to θ . A downward refinement operator under θ-subsumption is a function ρ such that
The downward refinement operator is a refinement operator under θ-subsumption. In fact, it can be easily proved that P θ Q for all Q ∈ ρ(P ). This makes possible to perform a levelwise exploration of the lattice of linked relational patterns ordered by θ-subsumption.
Example 1.
Let us consider the linked relational patterns: P1: connection(C). P2: connection(C),packet(C,P). P3: connection(C),service(C,'http'). P4: connection(C),packet(C,P), starting time(P,8). P5: connection(C), packet(C,P), next(I,P,Q). P6: connection(C), packet(C,P), next(I,P,Q),distance(I,35).
They are structured in a portion of a lattice ordered by θ-subsumption, that is:
Emerging patterns for distinguishing D t from D b are then discovered by generating the pattern space one level at a time starting from the most general emerging pattern (the emerging pattern that contains only the key predicate) and then by applying a breadth-first evaluation in the lattice of linked relational patterns ordered according to θ . Each pattern is evaluated in terms of support and grow-rate value.
In generating each level of lattice, the candidate pattern search space is represented as a set of enumeration trees [13] . The idea is to impose an ordering on atoms such that all patterns in the search space are enumerated. Practically, a node g of a SE-tree is represented as a group comprising: the head (h(g)) that is the pattern enumerated at g, and the tail (t(g)) that is the ordered set consisting of the atoms which can potentially be appended to g by ρ in order to form a pattern enumerated by some sub-node of g. A child g c of g is formed by taking an atom i ∈ t(g) and appending it to h(g), t(g c ) contains all atoms in t(g) that follows i (see Figure 1) . In the case i is structural predicate (i.e., a new relation is introduced in the pattern) t(g c ) contains both atoms in t(g) that follows i and new atoms directly linkable to i according to ρ not yet included in t(g). Given this child expansion policy, without any pruning of nodes or pattern, the SE-tree enumerates all possible patterns and avoid generation and evaluation of candidate equivalent under θ-subsumption to some other candidate.
As pruning criterion, the monotonicity property of the generality order θ with respect to the support value (i.e., a superset of an infrequent pattern cannot be frequent) [1] can be exploited to avoid generation of infrequent relational patterns. Let P be a refinement of a pattern P . If P is an infrequent pattern on D t (s Dt (P ) < minsup), then P has a support on D t that is lower than the userdefined threshold (minsup). According to the definition of emerging pattern, P cannot be an emerging pattern for distinguishing D t from D b , hence it is possible to avoid the refinement of patterns which are infrequent on D t . Unluckily, the monotonicity property does not hold for the growth rate: a refinement of an emerging pattern whose growth rate is lower than the threshold minGR may or may not be an emerging pattern.
Finally, as stopping criterion, the number of levels in the lattice to be explored can be limited by the user-defined parameter M AX L ≥ 1 which limits the maximum number of predicates within a candidate emerging pattern.
Experiments
Experiments concern 28 successive days of firewall logs of our University Department, from June 1st to June 28th, 2004 [4] . Each log is mapped into a relational database (Oracle 10g). In this study, we consider only the accepted ingoing connections which are reconstructed from single packets. Relational emerging patterns have been discovered with minsup = 0.1, minGR = 1 and M AX L = 5. Experiments are performed on Intel Centrino Duo -1.66 GHz CPU RAM 1GB running Windows XP Professional.
Data Description
A connection is described by the identifier (integer); the protocol (nominal) which has only two values (udp and tcp); the starting time (integer), that is, the starting time of the connection; the destination (nominal), that is, the IP of department public servers; the service (nominal), that is, the requested service (http, ftp, smtp and many other ports); the number of packets (integer), that is, the number of packets transferred within the connection; the average packet time distance (integer), that is, the average distance between packets within the connection; the length (integer), that is, the time length of the connection; the nation code (nominal), that is, the nation the source IP belongs to; the nation time zone (integer), that is, time zone description of the source IP. The source IP is represented by four groups of tree digits and each group is stored in a separate attribute (nominal). Each packet is described by the identifier (integer) and the starting time (number) of the packet within the connection. The interaction between consecutive packets is described by the time distance. Numeric attributes are discretized through an equal-width discretization that partitions the range of values into a fixed number (i.e., 10) of bins.
Relational Emerging Patterns Evaluation
Relational emerging patterns have been discovered to capture the deviation of the daily connections from the connections recorded on the day after (or before). By comparing each pair of consecutive days, 23,383 emerging patterns are discovered in 10,776 secs. For each day, emerging patterns have been grouped with respect to the background day (the day after or before) and the growth rate value. The number of emerging patterns in each group is reported in Table 1 . The emerging patterns whose growth rate is close to 1 (GR <= 1.5) capture the profile of connections ingoing the firewall which have approximately the same frequency (support) on consecutive days. Hence, emerging patterns with relatively low value of growth rate (GR ≈ 1) capture some behavior in daily connection data, and this behavior is maintained on at least two consecutive days. Differently, the larger the growth rate, the more interesting the emerging patterns to detect change in network traffic.
According to such considerations, we can explore the distribution of emerging patterns with respect to the growth rate range and then observe that there is a high number of emerging patterns with growth rate greater than 8 (GR >= 8) on June 2nd. These patterns capture a significant deviation in the network traffic on June 2nd from the traffic on June 1st (3rd). In fact, a deeper analysis of these patterns reveals some intersting anomalies. For example, the pattern P 1: service(C, unknown) , packet(C, P ), next(I, P, Q), timeDistance(I, [0.
.100]) describes the connections C reconstructed from at least two consecutive packets, denoted by P and Q, such that the time distance between P and Q is between 0 and 100 and the service of the connection is unknown. The support of P 1 on June 2nd is 0.13 with GR(P 1) = 3.42 from June 1st and GR(P 1) = ∞ from June 3rd. This means that only few connections satisfying P 1 incomes firewalls on June 1st, while no connection satisfying P 1 incomes the firewalls on June 3th. In addition, we verify that P 1 is unfrequent on all days observed after June 2nd, hence, P 1 describes the profile of isolated connections (outliers) incoming on June 2nd. Furthermore, the profile of these connections is described by fully exploiting the relational nature of data: P 1 involves some properties of connections (i.e., service is unknown) and describes the interaction between consecutive packets incoming within the same connection.
Similarly, the analysis of emerging patterns discovered on June 18th reveals some new anomalies. For example, the pattern P 2: 193) , destination(C, 151) has support = 0.11 on June 18th with GR(P 2) = ∞ from June 19th and GR(P 2) = 187.87 from June 17th. Furthermore, P 2 is unfrequent (support < 0.1) on all observed days after (and before) June 19th (17th). Also in this case, P 2 identifies some outlier connections incoming only on June 18th. The pattern also includes a human interpretable profile of such connections.
Differently, by analyzing emerging patterns on June 22nd we discover P 3: P 3: connection(C), packet(C, P ), service(C, 4671), destination(C, 153), such that support(P 3) = 0.69 on June 22nd with GR(P 3) = ∞ from June 21st and GR(P 3) = 1.15 from June 23rd. P 3 is unfrequent on all observed days before June 21st, while support(P 3) = 0.60 on June 23rd. This suggests the idea that P 3 is describing a change in the traffic behavior that is persistent for at least two consecutive days.
Conclusions
The problem of detecting anomalies in network connection data can be formalized in the multi-relational framework. In fact, network connections are typically reconstructed from the packet logs daily recorded from firewalls of a network system. Connections and packets are naturally stored in separate tables of a relational database. This allows distinguishing between objects of different types (connections and packets), which are naturally described by a different set of properties, and representing their interactions. Relational emerging patters, that is, multivariate features involving properties of the connection or properties of the packets inside the connection or the interaction between packets within the same connection (a packet P incomes after a packet Q), are then discovered to capture significant change from one day to the day after (or before): the larger the difference of pattern support, the more interesting the patterns to detect a deviation in the network traffic. Such patterns are employed to detect abnormal activities in the logs without too much human inputs.
As future work, we plan to use emerging patterns to define profiles useful to detect anomalies in run-time. We are interested in extending the emerging pattern discovery in order to discover patterns discriminating the network traffic of one day from the network traffic in a "sequence" of days after (or before). This new kind of emerging pattern will make possible to automatically distinguish outliers and change points [12] . An isolated change not preserved in several days may identify the presence of outlier connections, while a change whose effect is observed for several consecutive days may identify some changing pattern.
