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Abstract. The role of cooperative effects (i.e. synergy) in transmission of infection
is investigated analytically and numerically for epidemics following the rules of
Susceptible-Infected-Susceptible (SIS) model defined on random regular graphs. Non-
linear dynamics are shown to lead to bifurcation diagrams for such spreading
phenomena exhibiting three distinct regimes: non-active, active and bi-stable. The
dependence of bifurcation loci on node degree is studied and interesting effects are
found that contrast with the behaviour expected for non-synergistic epidemics.
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1. Introduction
Epidemics in networks is an important and interesting topic attracting a lot of research
activity [2, 14, 37, 40]. Recently, significant attention was paid to discontinuous phase
transitions observed for spreading phenomena in complex networks [3, 6, 7, 9, 13, 20–
22, 28, 32, 35]. Discontinuous phase transitions are typically exhibited by the so-
called threshold models [37], such as the second Schlo¨gl’s model for autocatalytic
reactions [41], quadratic contact process [27], the Watts model [33, 46] and generalised
contact process [6,7]. In these models, the nodes can be in different states which evolve
according to certain dynamical rules. Within threshold models, the state of nodes
changes when a certain threshold is achieved, e.g. a node can change its state when the
number of its neighbours exceeds some threshold. Bi-stability regions for concentration
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Bifurcations in synergistic epidemics 2
of infected nodes characteristic of discontinuous transitions were also found for an SIS
model with adaptive network topology in which susceptible nodes try to avoid contacts
with infected nodes by breaking the links with them and then rewiring these links to
other randomly chosen nodes [22,24,32]. Bootstrap percolation on uncorrelated complex
networks [3] provides one more example of discontinuous behaviour. This is a two-state
model describing active and non-active nodes. A node becomes active and remains in
such state if k of its neighbours are active. The size of the giant active component can
exhibit a discontinuous transition when the initial concentration of active nodes is used
as a control parameter.
The synergy model introduced in Ref. [38] describes non-linear co-operative
effects in communication between nearest neighbours in a network which can lead to
discontinuous phase transitions in common epidemic models [21]. The key ingredient
of the synergy model is that the transmission of infection is described by means of
continuous (in contrast to discrete for the threshold models) functions of discrete
variables such as the number of nearest neighbours in a certain state. Motivation for
including synergy effects into the model comes from the experimental observations for
e.g. soil-born epidemics [30] and spreading phenomena in social networks [12,26].
In this paper, we discuss the role of cooperative (synergistic) effects in transmission
of infection and demonstrate how these effects can lead to discontinuous transitions.
The analysis is undertaken for the SIS process spreading on random k-regular graphs.
The aim of our analysis is two-fold and consists of developing a minimal and
sufficient analytical framework (single-site mean-field) capturing all significant effects
and suggesting a numerical procedure for supporting analytical findings. The description
is presented in terms of bifurcation theory [44] which naturally suits our aims.
2. The model
2.1. The rate equation
We propose a model for synergistic SIS spread on a network of N nodes whose
connectivity defines a random k-regular graph in which each node is randomly connected
to k different nodes. The state of each node i at time t is characterised by a state
variable σi(t) which can be either σi(t) = 0 or σi(t) = 1 corresponding to susceptible
(S) or infected (I) state, respectively. In a time interval δt, nodes can change their state
according to the following dynamical rules. If node i is in the state I (i.e. σi(t) = 1)
at time step t then it can change its state to S at time step t + δt (i.e. σi(t + δt) = 0)
with probability µδt. Here, the parameter µ is the recovery rate which is assumed
to be independent of the states of other nodes in the network and is the same for all
nodes. If node i is in the state S (σi(t) = 0) then it can go to the state I at step
t+ δt due to infection transferred from its ni(t) =
∑k
m=1 σim(t) ≡
∑k
m=1 σm(t) infected
neighbours where the node number im of neighbour m for brevity is replaced by just
its nearest-neighbour index m. This occurs with probability Λni(t)δt, where Λni(t) is the
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Bifurcations in synergistic epidemics 3
total transmission rate. The infection can be transmitted to node i independently by any
of its infected neighbouring nodes, {ij|j = 1, . . . , ni(t)}, with probability λijiδt, where
λiji is the individual transmission rate of infection from neigbouring infected node ij to
node i. For brevity, the transmission rate will be denoted as λij ≡ λiji in the following,
i.e. the j-th infected neighbour of node i is numbered by the index j. For independent
transmissions in a particular configuration for node i surrounded by ni(t) infected nodes,
the total transmission rate is related to individual transmission rates as
Λni(t)δt = 1−
ni(t)∏
j
(1− λjiδt) . (1)
In a standard formulation [2, 37] which ignores cooperative effects, the individual
transmission rates are assumed to be constant values, λji = λ, which do not depend
on the state of neighbours of node i, so that the total transmission rate equals
Λni(t) =
[
1− (1− λδt)ni(t)] /δt. In case of the synergistic transmission, the individual
transmission rates do depend on the neighbourhood of node i and below we consider a
case when individual transmission rates depend on the number of infected neighbours
of node i, i.e. λji = λni(t), but do not depend on the properties of neighbour j such as
its degree [21, 38,45].
In order to make the definition (1) of the total transmission rate for synergistic
transmission clearer, let us consider a simple example for a particular local configuration
C in a 3-regular graph. Assume that C at time t consists of a central uninfected node
i = 0, i.e. σ0(t) = 0, two infected neighbouring nodes i1 = 1 (j = 1) and i2 = 2 (j = 2),
i.e. σ1(t) = 1 and σ2(t) = 1, and one uninfected neighbouring node i3 = 3 with σ3(t) = 0,
or symbolically C = C2 = 00∩11∩12∩03 (the subscript in C2 indicates that there are two
infected neighbours). Let T0 be the event that the central node changes its state at time
t+ δt through transmission of infection from the infected neighbours. The infection can
be transmitted to node 0 by means of several independent (by assumption) events, i.e.
T0 = (T10∩T 20)∪(T20∩T 10)∪(T10∩T20), where Tj0 (T j0) is the event of transmission (non-
transmission) of infection from infected neighbour j to node 0. Alternatively, infection
might not be transmitted and this corresponds to the event T 0 = T 10∩T 20. For a given
configuration C2, the probability for node 0 to be infected is P (T0|C2) = 1−P (T 0|C2) =
1− P (T 10 ∩ T 20|C2) = 1− P (T 10|C2)P (T 20|C2) = 1− (1− P (T10|C2))(1− P (T20|C2)),
where P (Tj0|C2) is the probability of transmission of infection from neighbour j to
node 0 given configuration C2. This conditional probability P (Tj0|C2) is defined in
terms of individual transmission rates differently for synergistic and non-synergistic
transmission. For non-synergistic transmission, P (Tj0|C2) = P (Tj0|00 ∩ 1j) = λδt, i.e.
it is a non-zero constant value for all recipient-donor pairs in the network if recipient
0 is in S-state and donor j is in I-state. In particular, the non-synergistic transmission
probability P (Tj0|C2) does not depend on the state of all other neighbours of node
0 except node j and thus P (T0|C2) = 1 − (1 − λδt)2. In contrast, for synergistic
transmission, the value of P (Tj0|C2) depends on the number of infected nodes in C2,
i.e. P (Tj0|C2) = λ2δt (j = 1, 2), and thus P (T0|C2) = 1 − (1 − λ2δt)2 where index 2
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Bifurcations in synergistic epidemics 4
in the transmission rate refers to the two infected nodes in C2. For configuration Cn
with n infected neighbours surrounding a non-infected central node 0, the synergistic
transmission probability is P (T0|Cn) ≡ Λnδt = 1− (1−λnδt)n while the non-synergistic
is P (T0|Cn) ≡ Λnδt = 1− (1−λδt)n. The two types of transmission are equivalent if λn
does not depend on number of infected neighbours of the recipient (susceptible central
node), i.e. λn = λ.
Under these dynamical rules, the change of the probability P (σi(t) = 1) ≡ pi(t)
per unit time δt obeys the following equation:
δpi(t)
δt
≡ pi(t+ δt)− pi(t)
δt
= R(pi, {σj(t)}) , (2)
where
R (pi, {σj(t)}) = −µpi(t) +
k∑
n=1
∑
{σj(t)}
ΛnP (0i(t), {σj(t)}) δni(t),n , (3)
is the rate function with Λn obeying Eq. (1). The first contribution to R is the
probability for node i to recover per time step δt, i.e. the recovery rate. The second
contribution is the infection probability per unit time and it is proportional to the
probability P (0i(t), {σj(t)}) ≡ P
(
σi(t) = 0, {σj(t)}kj=1
)
for node i to be in state S
and its neighbours in a configuration with states {σj(t)}kj=1 at time t. The total rate
of infection is accounted for by summation over all the possible configurations of the
neighbourhood, {σj(t)}, for all the possible values of the number of infected neighbours,
n (with δni(t),n being the Kronecker-delta).
For a particular example of the synergistic SIS process on a 3-regular graph,
the double-summation term multiplied by δt in Eq. (3) represents the probability of
infection of susceptible node i ≡ 0 by its neighbours (j = 1, 2, 3 ) at time t + δt, i.e.
P (T0∩00) =
∑
{C} P (T0|C)P (C) where the summation is taken over configurations with
fixed state of the central node, σ0(t) = 0, and all possible σj(t) for its neighbours, i.e.
explicitly,
δt
3∑
n=1
∑
{σj(t)}
ΛnP (0i(t), {σj(t)}) δni(t),n =
3∑
n=0
P (T0|Cn)P (Cn)
=
3∑
n=0
(1− (1− λnδt)n)P (Cn) , (4)
where Cn is a configuration with n infected neighbours of non-infected node 0, i.e.
C0 = 00∩01∩02∩03 for no infected neighbours, C1 = 00∩ ((11∩02∩03)∪ (01∩12∩03)∪
(01∩02∩13)) for one infected neighbour, C2 = 00∩((11∩12∩03)∪(11∩02∩13)∪(01∩12∩13))
for two infected neighbours, and C3 = 00 ∩ 11 ∩ 12 ∩ 13 for three infected neighbours.
The probabilities of configurations with particular number of infected nodes are given
by standard expressions, e.g. P (C2) = P (00∩11∩12∩03)+P (00∩11∩02∩13)+P (00∩
01 ∩ 12 ∩ 13).
Eq. (3) for marginal probabilities pi can be obtained from the full set of 2
N rate
equations for the state probabilities P
(
{σi(t)}Ni=1
)
, which are similar to Eq. (2), by
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Bifurcations in synergistic epidemics 5
summing up all the equations with fixed value of σi(t) = 1 on the left-hand side of these
equations. The sum taken over all state variables equals zero, reflecting the conservation
of probability while the partial sum with fixed σi(t) = 1 leads to a lot of cancellations for
the rate terms (on the right-hand side of these equations), describing transition events
occurring away from the neighbourhood of node i so that the surviving terms describe
only the events in which the nearest neighbours of i are involved. The rate equations
similar to Eq. (3) but without synergy effects are used for description of spreading
processes, especially in dealing with dynamical correlations [17,39,43].
The model introduced above is well defined for any δt < 1/λn but we will focus on
two dynamics:
(i) Discrete-time dynamics (d-time): The state of nodes changes in discrete time
steps, δt, and they do so simultaneously (i.e. updates are synchronous). We set
δt = 1 for d-time dynamics in the sequel which implies that the rates coincide with
probabilities.
(ii) Continuous time dynamics (c-time): The time step is infinitesimal, i.e. δt → dt.
Accordingly, δpi → dpi and Λn = nλn.
2.2. Forms of synergy
In our model, the synergistic effects are incorporated in the individual transmission
rates, λn. Two particular synergistic mechanisms are analysed below: S-synergy and
I-synergy.
For S-synergy, the k − ni susceptible neighbours of node i multiplicatively affect
the individual transmission rates. In general, this can be represented by an exponential
functional form, i.e.
λni = min{αeβ(k−ni), 1/δt} , (5)
with α being the inherent transmission rate when all the neighbours of i are infected
(ni = k) and there are no susceptible neighbours of i which could affect the strength of
the attack by the infected neighbours. The parameter β controls the synergy strength of
susceptible neighbours. Positive values of β correspond to constructive synergy in which
the susceptible neighbours of i encourage the transmission. In contrast, negative values
represent situations in which susceptible neighbours of i multiplicatively cooperate to
prevent transmission to i. For example, the transmission towards a node i of degree
k > 1 is reduced by a factor eβ when there is only one susceptible node connected to
i. Similarly, if two neighbours of node i are in susceptible state, the greater support
leads to the reduction of infection rate by factor
(
eβ
)2
, etc. The minimum condition
in Eq. (5) ensures that the probability of transmission in time step δt is at most 1 for
any α and β. This form of synergy was proposed as an important factor for the spread
of social content [21]. Other functional forms of λn can be used as well although the
main features of the synergistic SIS processes are expected to be qualitatively similar
(see e.g. [21, 38, 45] where a linear dependence of λn on n corresponding to additive
cooperation was studied).
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Bifurcations in synergistic epidemics 6
For the second type of synergy, I-synergy, the individual transmission rates are
multiplicatively affected by ni infected neighbours of susceptible node i which the
infection is attempted to be passed to [38], i.e.
λni = min{αeβ(ni−1), 1/δt} . (6)
Here, α is the inherent rate of infection corresponding to the case in which transmission
to i comes from a single infected neighbour, i.e. when ni = 1. The synergy parameter
β accounts for the strength of cooperation (β > 0) or interference (β < 0) between the
infected neighbours of i.
It follows from comparison of Eqs. (5) and (6) that I-synergy is similar to S-
synergy with inverse sign of the synergy strength, i.e. with β replaced by −β in
Eq. (5) although with a significant distinction. Indeed, Eq. (5) can be rewritten
as λni =
(
αe−β(1−k)
)
e−β(ni−1) so that it has the form of Eq. (6) but with inherent
transmission rate
(
αe−β(1−k)
)
dependent on the node degree k. In contrast, the inherent
transmission rate for I-synergy in Eq. (6) is the same for all nodes independent of their
degree. This difference between two types of synergy can be especially significant in
heterogeneous networks where the nodes have different degrees.
For both types of synergy, the individual transmission rates are continuous functions
of the discrete variable ni giving the number of infected neighbours. This is in contrast
to the threshold models where the transmission rates are described by discontinuous
(threshold) functions of ni [6,7,9,27,35,43,47]. The synergistic individual transmission
rates are determined by two parameters, i.e. by the inherent transmission rate α and
by the synergy strength β, and their dependence on α and β is described by continuous
functions. In the synergy-free case, i.e. for β = 0, these rates do not depend on ni, and
just coincide with the inherent transmission rate. All these properties of the synergistic
transmission rates make possible to investigate the influence of cooperative effects on
SIS process in the whole (β, α) parameter space and reveal, as shown below, quite a rich
behaviour even for the simplest case of the SIS spread on k-regular graphs.
3. Methods
To analyse the proposed model, one can either simulate the process numerically by
means of Monte Carlo (MC) sampling of the trajectories of the system or through
analytical approaches after making certain approximations [37]. Both procedures were
employed to analyse the model. Before presenting the results of our analysis, we describe
the ingredients of our analytical calculations.
The analytical results are based on two standard approximations [20,37]: the single-
site approximation and mean-field approximation (sometimes they both are called just
a mean-field approximation [19]). The single-site approximation neglects dynamical
correlations, i.e. P (0i, {σj(t)}) = (1 − pi)
∏ki
j=1 pi(σj(t)) , where pi(σj(t) = 1) = pj and
pi(σj(t) = 0) = 1− pj.
The homogeneous mean-field approximation assumes that the probability of a node
being infected does not depend on the node, i.e. pi = p for all i. Despite the fact
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Bifurcations in synergistic epidemics 7
that this approximation neglects fluctuations completely, it is reasonable because, in
the thermodynamic limit, random k-regular graphs do not contain loops and in finite
networks the number of such loops is exponentially small [8]. Combining these two
approximations, the rate function (see Eq. (3)) becomes:
R(pi, {σj(t)}) ≃ R(p) ≡ −µp+ (1− p)q(p) , (7)
where
q(p) =
k∑
n=1
(
k
n
)
Λnp
n(1− p)k−n (8)
is the rate at which a susceptible individual gets infected by its infected neighbours.
A closed form can be found for q(p) for both I- and S-synergy in the c-time limit:
q(p) =
{
αkp
[
(1− p)eβ + p]k−1 , for S-synergy
αkp
[
1− p+ peβ]k−1 , for I-synergy (9)
Note that the heuristic expression q(p) = αkpeβk(1−p) proposed in [21] for d-time
S-synergy differs from the expressions derived here more rigorously for both c- and
d-time dynamics. The expression given in [21] coincides with those given here for non-
synergistic spread (β = 0) and captures the key trends when β ̸= 0. For instance, it is
a monotonically increasing function of p for any α, k > 0. Strictly speaking, however,
one should use Eq. (8) in order to describe accurately the synergistic effects of any
transmission rate within the single-site mean-field approximation.
4. Results
The behaviour of the process in the long-time limit t→∞ is of special interest because
it determines if the network is vulnerable to the infection spread or not. We will analyse
the effect of synergistic transmission in this limit in which the SIS process reaches a
stationary (quasi-stationary in finite systems) regime such that R(pi, {σj(t)}) = 0.
Due to the non-linear nature of the rate function, the number of its fixed points
can vary when the parameters of the model change and different stationary regimes can
emerge in the parameter space. For c-time dynamics and given node degree, stationary
states can be fully parametrised with two parameters, α˜ = α/µ and β since R(p)
is linear in λn (this is clear from Eq. (3) and expression Λn = nλn for c-time). In
contrast, the stationary states for d-time processes depend on α, β and µ. This is an
important difference compared to the stationary states for non-synergistic SIS processes
that depend on α˜ for c-time and α˜ and µ for d-time dynamics.
Different stationary regimes are separated in the parameter space by bifurcations
at which the number of stationary points (roots of R(p)) changes [44]. The results
presented below involve bifurcations of three different types:
(i) Transcritical (TC) bifurcation. This is a codimension-one bifurcation point and
it corresponds to double root at p0 = 0 with condition, R(0) = R
′(0) = 0. The
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Bifurcations in synergistic epidemics 8
infection probability p changes continuously when a TC bifurcation is crossed in
the parameter space.
(ii) Saddle-node (SN) bifurcation. This is a codimension-one bifurcation point and it
corresponds to double root at finite density, p∗, with conditions, R(p∗) = R′(p∗) = 0,
for p∗ ∈ (0, 1). The stationary density changes discontinuously when a SN point is
crossed.
(iii) Saddle-node-transcritical (SNT) crossing bifurcation. This is a codimension-two
bifurcation point and it corresponds to triple root at zero density with conditions,
R(0) = R′(0) = R′′(0) = 0. The stationary density near zero changes continuously
when an SNT point is crossed.
4.1. S-synergy
The location of the bifurcation points in (β, α˜) parameter space, i.e. bifurcation diagram,
for SIS process exhibiting S-synergy in transmission on random k-regular graph is shown
in Fig. 1(a) for a typical set of parameters. The data presented by lines were obtained
withing the single-site mean-field approximation while the open symbols correspond
to results of MC simulations (see Sec. 5 for more detail). There are three different
regimes: regime I (non-active), regime II (active) and regime III (bi-stable). A general
analysis of stability of all fixed points found in the paper is given in Appendix A. In
regime I, the synergistic SIS process is characterised by a single fixed point located at
p0 = 0 which is globally asymptotically stable in the feasible interval with p ∈ (0, 1] (see
Corollary Appendix A.1.2). The solid line in Fig. 1(c) shows an example of the rate
function R(p) which only has a root at p = p0 = 0. In regime II, there are two fixed
points located at p0 = 0 and p1 > 0 (see the dot-dashed R(p) curve in Fig. 1(c)). The
fixed point at p0 is unstable and processes in this regime evolve towards the active regime
with fixed point at p1 which is globally asymptotically stable in the feasible interval (see
Corollary Appendix A.1.3). Regime III is characterised by three fixed points, two locally
stable at p0 = 0 and p2 > 0 and one unstable at p1 ∈ (p0, p2) (see the dashed curve in
Fig. 1(c) and Corollary Appendix A.1.4). Note that the bifurcation (phase) diagram of
the model is qualitatively similar to that presented in [21] but there are quantitative
differences due to different treatment of the function q(p).
The different regimes are separated by lines of bifurcations. The solid line in
Fig. 1(a), α˜ = α˜TC(β), represents the TC bifurcations separating active and non-active
regimes on the right (β > βSNT) to the SNT crossing bifurcation (solid square) at
(βSNT, α˜SNT), and active and bi-stable regimes on the left (β < βSNT) to the SNT point,
respectively. The broken style lines with α˜ = α˜SN(β) correspond to the SN bifurcations
between non-active and bi-stable regimes.
For relatively large fixed values of β > βSNT, the SIS process is in non-active regime
I for α˜ < α˜TC and in active regime II for α˜ > α˜TC. In this case, the probability p for a
node to be infected or equivalently the concentration of infected nodes is a single-valued
function of α˜ and β (see the dashed and dot-dashed curves in Fig. 1(b)). Within the
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Figure 1. (a) Bifurcation diagram for SIS processes with S-synergy on a random k-
regular graph with k = 10 following c- and d-time dynamics. The solid line represents
the line of TC biburcations given by mean-field (m-f) Eq. (10). The dashed and
dot-dashed lines show SN bifurcations for d-time dynamics with µ = 0.1 and c-time
dynamics (see Eq. (13)), respectively. The circles (TC biburcations) and squares (SN
bifurcations) represent the data obtained numerically for random 10-regular graphs of
size N = 105 for SIS processes following the rules of d-time dynamics with µ = 0.1.
The error bars for MC data are lees than the symbols size. The solid square shows the
SNT crossing bifurcation with coordinates given by Eqs. (11)-(12) for c-time dynamics.
(b) Dependence of the concentration of infected nodes p in quasi-equilibrium state
for SIS process with S-synergy on random 10-regular graph (N = 105) vs relative
transmission probability α˜ for d-time dynamics with µ = 0.1 and different values of
the synergy parameter β shown in the legend. In the bi-stable regime for β = −0.4, the
thick and thin solid lines correspond to finite-density stable and unstable stationary
states of the synergistic SIS process, respectively. Squares (unstable equilibrium) and
circles (stable equilibrium) show numerical results for d-time dynamics with µ = 0.1
and β = −0.4. (c) Dependence of the rate function, R(p), calculated within the single-
site mean-field approximation on the concentration of infected nodes, p, for d-time SIS
process with µ = 0.1, β = −0.4 and different values of α˜ = α/µ as indicated in the
legend. (d) Dependence of the TC bifurcation point, α˜TC(β; k) given by Eq. (10), on
the node degree k for random k-regular graphs.
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Figure 2. (a) Bifurcation diagram for SIS processes with S-synergy on a random
3-regular graph. The same values of parameters and line and symbol styles as in
Fig. 1(a) are used. (b) Dependence of the concentration of infected nodes p in quasi-
equilibrium state for an SIS process with S-synergy on a random 3-regular graph vs
relative transmission probability α˜ for d-time dynamics with β = −1.5. The mean-
field (m-f) and MC simulations data are shown by lines and symbols, respectively.
The values of other parameters used in the simulations are the same as those for data
shown in Fig. 1(b).
single-site mean-field approximation, the functional form for the TC bifurcation line and
coordinates of the SNT crossing bifurcation can be found analytically both for d- and
c-time dynamics. Indeed, the TC bifurcation line where R′(0) = 0 satisfies
α˜TC(β) =
1
k
e−β(k−1) , (10)
for both d- and c-time dynamics. This line is independent of µ and reduces to the well-
known threshold condition α˜TC(β) = 1/k for non-synergistic epidemics with β = 0 [2,37].
The coordinates of the SNT crossing bifurcation point (solid square in Fig. 1(a)),
where R(0) = R′(0) = R′′(0), are given by the following expressions,
α˜SNT =

1
k
[
k
µ
(
1−
√
1− 2µ
k − 1
)]k−1
, for d-time
1
k
(
k
k − 1
)k−1
, for c-time
(11)
βSNT =

− ln
[
k
µ
(
1−
√
1− 2µ
k − 1
)]
, for d-time
ln
(
k − 1
k
)
, for c-time.
(12)
Note that the coordinates of the SNT crossing bifurcation for c-time dynamics are
obtained by the limit for µ→ 0 in the expressions for d-time dynamics.
For sufficiently negative fixed values of β < βSNT (to the left of the SNT crossing
bifurcation point in Fig. 1(a)), the behaviour of the synergistic SIS processes changes
drastically. In particular, p becomes a multivalued function of α˜ in the interval
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Bifurcations in synergistic epidemics 11
(α˜SNT(β), α˜TC) where the SIS process is in bi-stable regime III (see the multi-valued
function p(α˜) shown by the solid line in Fig. 1(b)). In the bi-stable regime, the
equilibrium concentration of infected nodes depends on initial concentration of infected
nodes, p(0). Within mean-field, the SIS process is non-active if p(0) < p1, where p1 is
the middle root of R(p). In contrast, it is active if p1 < p(0), i.e. it reaches a finite
concentration p = p2 > 0, where p2 is the largest root of R(p).
The expression for α˜SN(β) corresponding to the line of SN bifurcations can be found
analytically only for c-time dynamics (the result for d-time dynamics can be obtained
numerically). Indeed, using the condition R(p∗) = R′(p∗) = 0 and Eq. (9) for c-time
S-synergy, one obtains
α˜SN(β) =
(
k
k − 1
)k−1 (
1− eβ) (13)
which is valid for β ≤ βSNT. For d-time dynamics, the shape of the SN bifurcation line
depends on the value of µ and tends to the SN bifurcation line for c-time dynamics (the
dot-dashed line in Fig. 1(a)) when µ→ 0.
We analysed above the behaviour of SIS processes in a representative case of random
k-regular graphs with k = 10. However, all the qualitative findings hold for other values
of k as well. As an example, in Fig. 2, we show the bifurcation diagram and dependence
of concentration of infected nodes on the reduced transmission rate, α˜, for 3-regular
graph. As seen from comparison of Fig. 2 with Fig. 1, qualitatively the behaviour of
the synergistic SIS process is the same in both 3- and 10-regular graphs. However, the
quality of the single-site mean-field approximation in description of the synergistic SIS
processes studied numerically becomes noticeably better with increasing k. This is a
known effect according to which the states of two neighbouring nodes are less likely to
depend on the state of each other if they are connected to many other neighbours which
are more likely to influence the pair of neighbours [19,20].
The effect of the node degree on different regimes exhibited by the model can
be readily analysed using the analytical expressions for bifurcations. We restrict our
analysis to k ≥ 2 to ensure a giant connected component in the network. The region
corresponding to regime III in the (β, α˜) space increases with k, i.e. bi-stable behaviour
is overall more likely when increasing the connectivity of the network. Indeed, for
β < βSNT, the relative inherent transmission rate α˜SN(β; k) exhibits a mild increase with
k that is counteracted by a faster increase of α˜TC(β; k). This results in an enlargement
of the region for bi-stable behaviour with increasing k.
The dependence of α˜TC(β; k) on k is more interesting. Depending on the value of
β, one can distinguish three cases (see Fig. 1(d)).
(i) β < β∗ ≡ ln(2/3): One can prove (bearing in mind that α˜TC(β∗; k = 2) =
α˜TC(β∗; k = 3); see the stars in Fig. 1(d)) that α˜TC(β; k) increases monotonically
with k ≥ 2 . This behaviour can be intuitively understood in terms of a higher
opposition of susceptible neighbours to transmission for large k.
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(ii) β∗ < β < 0: This is a more counter-intuitive regime since α˜TC(β; k) has a minimum
at k = ⌈eβ(1 − eβ)−1⌉, where ⌈·⌉ is the ceiling function (see the squares and
diamonds in Fig. 1(d)). This means that there is a value of k for which the system
is particularly vulnerable to leaving the non-active regime.
(iii) β > 0: The intrinsic rate α˜TC(β) decreases monotonically with β (see the circles in
Fig. 1(d)) . This behaviour is again intuitively expected since susceptible neighbours
encourage transmission from infected nodes and this makes the invasion more likely
(i.e. occurs for smaller values of α) if connectivity is large. Transitions in this case
are always between regimes I and II.
4.2. I-synergy
Fig. 3(a) shows a typical phase diagram for SIS processes exhibiting I-synergy in
transmission and spreading on random k-regular graphs with k = 10. As in the case of
S-synergy, there are three different regimes: regime I (non-active), regime II (active) and
regime III (bi-stable). As follows from this figure, only constructive I-synergy affects the
SIS processes making them more invasive as compared to the synergy-free case. Indeed,
if β > βSNT then even for relatively small inherent infection rates, i.e. α˜ < α˜TC (but
α˜ > α˜SN) the network becomes vulnerable for invasion and the concentration of infected
nodes can increase abruptly from zero to a finite value (see the curves in Fig. 3(b)
for β > βSNT ≃ 0.11096). The location of bifurcation points can be found within the
single-site mean-field approximation following similar steps as above for S-synergy. A
TC bifurcation occurs at an inherent rate given by
α˜TC(β) =
1
k
, (14)
which is not affected by synergy (does not depend on β; see the horizontal line in
Fig. 3(a)) and coincides with that for the synergy-free case [2, 37]. This is because it
is determined by transmission events with a single attacker only. Despite not affecting
α˜TC(β), constructive I-synergy can affect the SIS processes so that they become bi-
stable (see Fig. 3(a)) in a similar way to the SIS processes with S-synergy. A single
SNT crossing bifurcation is present in the bifurcation diagram and its coordinates can
be obtained analytically for both c- and d-time dynamics:
α˜SNT =
1
k
, for both c- and d-time (15)
βSNT =

ln
[
k
µ
(
1−
√
1− 2µ
k − 1
)]
, for d-time
ln
(
k
k − 1
)
, for c-time
(16)
The expressions for both the value of the elementary rate, α˜SN(β), and concentration
of infected nodes, pSN(β), can be obtained analytically for c-time dynamics at the SN
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Figure 3. (a) Bifurcation diagram for SIS processes with I-synergy on random k-
regular graphs with k = 10 following c- and d-time dynamics. The solid line represents
the line of TC biburcations given by Eq. (14). The dashed and dot-dashed lines
show SN bifurcations for d-time dynamics with µ = 0.1 and c-time dynamics (see
Eq. (17)), respectively. The circles (TC biburcations) and squares (SN bifurcations)
represent the data obtained numerically for random 10-regular graphs of size N = 105
for SIS processes following the rules of d-time dynamics with µ = 0.1. The solid
square shows the SNT crossing bifurcation with coordinates given by Eqs. (15)-(16)
for c-time dynamics. (b) Dependence of the concentration of infected nodes p in
quasi-equilibrium state for SIS process with I-synergy on random 10-regular graph
(N = 105) vs relative transmission probability α˜ for d-time dynamics with µ = 0.1
and different values of the synergy parameter β shown in the legend. In bi-stable
regime for β = −0.4, the thick and thin solid lines correspond to finite-density stable
and unstable stationary states of the synergistic SIS process, respectively. Squares
(unstable stationary state) show numerical results for d-time dynamics µ = 0.1 and
β = −0.4.
bifurcation separating non-active and bi-stable regimes for β ≥ βSNT:
α˜SN(β) =
(
k
k − 1
)k−1 (
eβ − 1) e−βk , (17)
pSN(β) = 1− 1
k(1− e−β) . (18)
In case of d-time dynamics, these quantities can be calculated numerically.
4.3. Invasion threshold
The existence of a well-defined threshold separating non-active and active regimes is
an appealing idea in mathematical epidemiology which is often expressed in terms of
the basic reproduction number R0 [25, 37]. A well-defined threshold exists under quite
general conditions [15] and corresponds to a TC bifurcation separating regimes I and II
with R0 = 1 at the threshold. Here, we show that synergistic effects restrict the regime
of validity of the concept of a threshold defined by condition R0 = 1. Similar deviations
from the normal threshold criterion were found in previous works studying the effect of
non-linear incidence rates on invasions [23,29].
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For the models studied here, one can define a basic reproduction number as
R0 =
k
µ
λ1 . (19)
This formula can be intuitively interpreted as the average number of nodes that become
infected at the initial stages of the epidemic by the transmission of infection with rate
λ1 from an infected node during its infectious period which is of the order of 1/µ.
By using λ1 = αe
β(k−1) for S-synergy and condition (10) for the TC bifurcation,
one can express the reproductive number as R0 = α/αTC. Therefore, the condition for
the TC bifurcation along the line αTC(β) is clearly equivalent to the common threshold
condition R0 = 1. The threshold concept defined by R0 = 1 is, however, only meaningful
for β ≥ βSNT. Indeed, for β < βSNT, the active regime is already stable in regime III
where α ∈ (αSN(β), αTC(β)). This implies that, depending on the initial conditions,
synergistic invasions are possible for R0 > αSN(β)/αTC(β), i.e. they are possible even if
R0 < 1.
The reproduction number in case of I-synergy can be similarly expressed as
R0 = α/αTC but with αTC = µ/k (cf. Eq. (14)). Following a similar reasoning as
for S-synergy it is easy to demonstrate that the definition of the threshold by condition
R0 = 1 is only meaningfull for β ≤ βSNT. For β > βSNT, invasions are again possible in
regime III where R0 < 1.
4.4. A minimal model
In the presence of synergy, the rate function R(p) given by Eq. (8) is a polynomial of
order k. However, we have only found regimes with at most three roots for R(p). This
suggests the existence of a simplified normal form for the model which can capture all
the three dynamical regimes described above. Indeed, a cubic normal form, Rnf , for the
rate function,
Rnf(p) = ap+ bp
2 − cp3 , (20)
is sufficient to qualitatively capture all the regimes predicted by the full model for any
k. A similar normal form was proposed in [42] to describe the interaction of TC and
SN bifurcations in an extended Lotka-Volterra model.
The normal form is obtained through an expansion of R(p) given by Eq. (8) up to
and including terms ∝ O(p3) around p = 0 which gives the following expressions for
coefficients in Eq. (20):
a = − µ+ kΛ1 , (21)
2b = k(k − 1)Λ2 − 2k2Λ1 , (22)
6c = − k(k − 1)[(k − 2)Λ3 − 3(k − 1)Λ2 + 3kΛ1] . (23)
Since R(1) < 0, a necessary condition for the normal form Rnf(p) to capture this
behaviour is that c > 0, so that Rnf(p = 1; a = b = 0) < 0. If c > 0 and the
parameters a and b vary, the shape of Rnf(p) evolves in a similar way to that of R(p)
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Figure 4. (a) Comparison of the normal form Rnf(p) (bold lines, Eq. (20)) and mean-
field rate function R(p) (thin lines) for k = 3, µ = 0.1, β = −1 < βSNT ≃ −0.43 and
several values of α as indicated in the legend. (b) Bifurcation diagram for the minimal
model based on the normal form for the rate function, Rnf(p).
when parameters α and β vary. This is illustrated by Fig. 4(b) which shows an example
in which both R(p) and Rnf(q) (cf. thin and bold lines) exhibit the expected shapes for
β < βSNT, i.e. in regime III.
If the condition c > 0 is satisfied, the fixed points of the minimal model (i.e. the
zeros of Rnf) reproduce the three dynamical regimes observed for the full model (see
Fig. 4(a)). Regime I (non-active) is bounded from above by a line a = 0 (for b < 0)
of TC bifurcations and by a parabolic line a = −b2/4c (for b < 0) of SN bifurcations.
Regime II (active) is observed for any a > 0, i.e. above the TC line which exists for any
value of b. Regime III (bi-stable) is bounded by the TC bifurcation line from above and
by the SN bifurcation line from below (i.e. it exists provided a < 0 and b > 2
√−ca). All
the three regimes meet at the co-dimension two SNT crossing bifurcation point located
at a = b = 0.
In fact, the minimal model with c > 0 exhibits all three regimes on the plane (α, β)
corresponding to the full model. In order to prove this, it is necessary to show that the
domain in the (α, β) parameter space where c > 0 (with c given by Eq. (23)) covers
a finite neighbourhood of the SNT crossing bifurcation point where the three regimes
meet. In Appendix Appendix B, we prove this for c-time dynamics. A rigorous proof
for d-time dynamics is more challenging but numerical analyses suggest that this also
holds for d-time dynamics on random regular graphs with any k.
The minimal model leads to several interesting conclusions. First, it shows that
the co-dimension of the SNT crossing bifurcation is 2. Second, it demonstrates that
considering synergistic effects associated with up to 3 neighbours is sufficient to observe
three regimes for synergistic invasions on random regular graphs with any degree k. This
follows from the fact that the coefficients a, b and c depend only on the transmission
rates Λ1, Λ2 and Λ3. Synergistic effects associated with more than 3 neighbours may
play a role on the details of invasions but do not affect their qualitative behaviour.
Page 15 of 23 AUTHOR SUBMITTED MANUSCRIPT - JPhysA-110893.R2
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
Ac
ce
t d
 M
an
u
cri
pt
Bifurcations in synergistic epidemics 16
0 0.2 0.4 0.6 0.8 1p
0
0.04
0.08
R(
p)
α/µ=0.95
2
3
(a)
p1
0.65 0.7 0.75p
-2×10-3
-1×10-3
0
R(
p)
α/µ=1.35
1.355
1.358
(b)
Figure 5. The dependence of the rate function, R(p), calculated numerically on
concentration of infected nodes, p, for d-time SIS process exhibiting S-synergy in
transmission on random 10-regular graphs (N = 105) with µ = 0.1, β = −0.4 and
different values of α˜ = α/µ as indicated in the legends. The panel (a) shows R(p)
for non-active (solid line, p(0) = 1), bi-stable (dashed, p(0) = 0.307) and active (dot-
dashed, p(0) = 10−3) regimes. The panel (b) displays R(p), for values of α˜ near the
SN bifurcation (p(0) = 1 for all the curves).
5. Numerical simulations
The above analysis performed within the single-site mean-field approximation is
inherently inexact and thus needs to be validated by exact numerical simulations. For
bifurcation analysis, it appears convenient to calculate numerically the rate function
R(p) entering Eq. (2) and investigate the behaviour of its roots with variation of
parameters of the model. The advantage in analysing numerically the rate function
rather than just calculating the time series for concentration of infected nodes is
the following. It gives unambiguous criteria for location of (i) the SN bifurcations,
i.e. discontinuous transitions in concentration of infected nodes, and (ii) unstable
equilibrium points (cf. [9, 36, 47]). The rate function can be used for location of the
TC bifurcations as well although the procedure for finding critical points for continuous
transitions is well established [16,18].
The shape of the rate function calculated numerically follows that predicted by
single-site mean-field analysis (cf. the curves shown in Fig. 1(c) and Fig. 5(a) shown
for SIS processes exhibiting S-synergy). As follows from Fig. 5(a), the roots of the rate
function (and thus the concentration of infected nodes in stable and unstable equilibrium
states) can be identified. This is particularly important for the roots corresponding to
unstable equilibria (see the middle root at p1 ≃ 0.33 for the dashed curve in Fig. 5(a)).
The range of p for which the rate function in bi-stable regime is available numerically
significantly depends on initial conditions, i.e. on p(0). If p(0) ≃ p1, then the SIS process
can either go to extinction or invasion and R(p) becomes available for practically the
whole range of concentration of infected nodes. In particular, the dashed curve shown
in Fig. 5(a) is calculated for p(0) = 0.307 averaged over 104 network configurations
resulting in p1 ≃ 0.339± 0.007.
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The location of the SN bifurcation can be estimated by finding the values of the
rate function at the maximum for different values of α˜ and extrapolating them to zero.
An example of evolution of R(p) near the SN bifurcation is shown in Fig. 5(b) leading
to an estimate for α˜SN ≃ 1.3595± 0.0005.
Overall, we found that numerical analysis supports qualitatively all the main
findings within a simple single-site mean-field approximation. As expected, the
quantitative agreement between MC and mean-field data are not perfect. Indeed,
comparing Figs. 1(c) and Fig. 5(a), we can see that the evolution of the shape of the
rate function with α˜ is similar for both mean-field and MC data but the values of R(p)
for the same α˜ are quite different in both panels (cf. e.g. solid lines for α˜ = 0.95).
Consequently, the open symbols representing MC data in Figs 1(a) and 3(a) deviate
from the continuous bifurcation lines obtained analytically. The disagreement between
MC and mean-field data are sufficiently significant in the location of SN bifurcations for
very negative values of β in the case of S-synergy (cf. location of squares for MC data
and dashed lines for mean-field in Fig. 1(a) and, especially, in Fig. 2(a) for 3-regular
graph).
This is not surprising because the single-site mean-field approximation completely
ignores the dynamical correlations which can be quite important for synergistic SIS
processes. However, the main qualitative features such as existence of three different
regimes are well reproduced by single-site mean-field analysis.
Several approaches have been developed for dealing with dynamical correlations
in synergy-free spreading processes [5, 10, 11, 17, 20, 31, 34]. The synergy effects bring
new features in the dynamics which do not permit to use straightforwardly the results
obtained for synergy-free cases. A possible way forward could consist in using a two-site
approximation for P (Cn) in Eq. (4) which we hope to address in future analysis.
6. Conclusions
To conclude, we presented the single-site mean-field analysis for synergistic SIS processes
spreading on random k-regular graphs. The synergy effects investigated account for
possible non-linear cooperative effects in transmission of infection between nodes in
a network. In particular, two cases were investigated in which the individual rate
of transmission from an infected node to a susceptible one depends on number of
neighbours of susceptible node being either in susceptible (S-synergy) or infected (I-
synergy) states. The synergistic transmission is parameterised by introducing two
parameters, the inherent transmission rate (i.e. the rate in the synergy-free limit)
and the strength of synergy, in such a way that the synergistic transmission rates are
continuous functions of both of these parameters and also of discrete number of infected
neighbours affecting the transmission. The latter property distinguishes the synergy
model from the popular threshold models. Moreover, the continuity of the synergistic
rates in all variables makes possible to analyse phase diagrams in two-parameter space
and reveal quite a rich picture even in the simplest topological case of k-regular graphs.
Page 17 of 23 AUTHOR SUBMITTED MANUSCRIPT - JPhysA-110893.R2
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
Ac
c
pte
d M
an
us
cri
pt
Bifurcations in synergistic epidemics 18
In particular, the phase diagrams for synergistic SIS process on k-regular graphs (with
k > 2) exhibit three regions found both numerically and analytically: non-active, active
and bi-stable. These regions are separated by lines of transcritical and saddle-node
bifurcations which cross (interact) at the saddle-node-transcritical bifurcation. The
latter bifurcation point, to our knowledge, has not been observed within the threshold
models.
Also, we developed a numerical procedure based on analysis of the rate function
for detection of the saddle-node bifurcations, transcritical bifurcations at the boundary
between stable and active regimes and unstable equilibria in bi-stable regime. In these
cases, the standard analysis of the time-series for concentration of infected nodes is not
very helpful. In contrast, analysis of the rate of change in concentration of infected
nodes appears to be sufficiently revealing.
The synergy model is general and can be applied to various spreading processes
(e.g. SI, SIS, SIR, contact, catalytic reaction-diffusion and others) on networks of
different topology. Our preliminary analysis of synergistic processes on other networks
(Erdo¨s-Re´nyi, binary and scale-free) shows even more complex bifurcation diagrams with
possibility of appearance of several SNT, SN, TC and cusp bifurcations. Currently, the
synergy effects are analysed only for transmission rates but they can be straightforwardly
incorporated for recovery rates as well. Analytically, the main challenge remains in
accurate description of the dynamical correlations for synergistic processes, which we
hope to address in the future.
Acknowledgments
Acknowledgements FJPR acknowledges financial support from the Carnegie Trust.
Appendix A. Stability of fixed points
In this section, we study the stability of fixed points of the solutions of the proposed
models in the single-site mean-field approximation which obey Eq. (2) with the rate
function R(p) given by Eq. (7). Stability of fixed points can be qualitatively understood
from the graphical representation of R(p) but here we present a more rigorous analysis
based on the Lyapunov function method [1,4].
Before dealing with the synergistic epidemic model, consider a generic time-
invariant dynamical system described by a variable x ∈ R which obeys d-time dynamics
given by the difference equation,
x(t+ δt) = x(t) + f(x(t))δt . (A.1)
Assume that the real-valued function f(x) satisfies
f(x) =

> 0 for x ∈ (a, x∗)
= 0 for x = x∗
< 0 for x ∈ (x∗, b) ,
(A.2)
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in some interval (a, b) of x, where a and b are real parameters, a < b.
Theorem Appendix A.1 The point x = x∗ is an asymptotically stable fixed point in
the interval (a, b).
Proof. The function
V (x) = −
∫ x
x∗
f(y)dy (A.3)
is positive definite for any value of x ∈ (a, b) except at x = x∗ where it is V (x∗) = 0.
In addition, the variation of V (x) with time along any trajectory x(t) of the system,
δV
δt
=
V (x(t+ δt))− V (x(t))
δt
= − 1
δt
∫ x(t)+fδ(t)
x(t)
f(y)dy, (A.4)
is negative everywhere in (a, b) except at x = x∗.
Indeed, for x ∈ (x∗, b), f(x) < 0 and one obtains
δV = −
∫ x(t)+|f(x(t))|δt
x(t)
|f(y)|dy < 0 . (A.5)
Similarly, for x ∈ (a, x∗), f(x) > 0 and one obtains
δV = −
∫ x(t)
x(t)−|f(x(t))|δt
|f(y)|dy < 0 . (A.6)
This proves that V (x) is a Lyapunov function and x = x∗ is an asymptotically
stable fixed point in the interval (a, b). 
Corollary Appendix A.1.1 In the c-time limit (i.e. for infinitesimal δt → dt), the
system (A.1) has a fixed point at x = x∗ which is asymptotically stable in (a, b).
Proof. In the c-time limit, the difference equation (A.1) reduces to dx/dt = f(x)
and the variation of V (x) with respect to time along a trajectory x(t) of the system is
dV
dt
= −(f(x(t)))2 < 0 (A.7)
for any x ∈ (a, b) − {x∗}. Therefore, V (x) is a Lyapunov function and this proves the
corollary. 
We now use these results to analyse the stability of fixed points for the concentration
of infected nodes, p(t), given by Eq. (2) with R(q) given by Eq. (7). The results apply
in general to both S- and I-synergy models with both d- and c-time dynamics.
Corollary Appendix A.1.2 (Stability in regime I) Consider regime I which is
characterised by a single fixed point at p = p0 = 0. This fixed point is globally
asymptotically stable in the feasible interval of p ∈ (0, 1].
Proof. Since p0 = 0 is the only fixed point and the infection rate satisfies R(0) = 0
and R(1) < 0, it is clear that R(p) < 0 for any p ∈ (0, 1]. For c-time dynamics, this
system is equivalent to the system given by Eq. (A.1) with x ∈ (x∗, b). Accordingly,
p0 = 0 is globally asymptotically stable in (0, 1] by Theorem Appendix A.1. Similarly,
stability in the d-time case follows from corollary Appendix A.1.1. 
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Corollary Appendix A.1.3 (Stability in regime II) In regime II, there are the
non-active (p = p1 > 0) and active (p = p0 = 0) fixed points. The active fixed point,
p1 > 0, is globally asymptotically stable in the feasible interval (0, 1] and the non-active
fixed point p0 = 0 is unstable.
Proof. Let us first consider the fixed point for the active regime. The conditions
R(0) = 0 and R(1) < 0 imply that R(p) > 0 for p ∈ (0, p1) and R(p) < 0 for p ∈ (p1, 1].
Therefore, the problem reduces to that of the system A.1 with a = 0, x∗ = p1 and b = 1.
By Theorem Appendix A.1 and Corollary Appendix A.1.1 it is clear that the fixed point
at p = p1 is globally asymptotically stable in the feasible interval (0, 1] for both d- and
c-time dynamics. The fixed point at p0 = 0 corresponding to the non-active regime is
therefore unstable. 
Corollary Appendix A.1.4 (Stability in regime III) In regime III, there are three
fixed points: the non-active fixed point at p = p0 = 0, the active fixed point at p = p2 > 0
and a fixed point with intermediate p = p1 ∈ (p0, p2). Stability of these points is as
follows for both d- and c-time dynamics:
(i) The fixed point at p = p0 = 0 is locally asymptotically stable in the interval (0, p1).
(ii) The fixed point at p = p1 is unstable.
(iii) The fixed point at p = p2 is locally asymptotically stable in the interval (p1, 1].
Proof. Local stability of p = p0 = 0 and p = p2 follows from Theorem Appendix
A.1 and Corollary Appendix A.1.1 using the conditions R(0) = 0 and R(1) < 0 which
imply the following behaviour for R(p):
R(p) =

< 0 for p ∈ (0, p1)
> 0 for p ∈ (p1, p2)
< 0 for p ∈ (p2, 1] .
(A.8)
Since the basins of attraction of the fixed points p = p0 = 0 and p = p2 cover the whole
feasible interval (0, 1] except for the point p = p1, we conclude that the fixed point at
p = p1 is unstable.
Appendix B. Validity of the minimal model
In this appendix, we show for c-time that the condition c > 0 (see Eq. (23)) defines a
region in the (α, β) parameter space which contains the SNT crossing bifurcation for
both S- and I-synergy if k > 2.
The transmission rate for c-time dynamics reduces to Λn = nλn and this allows the
condition c > 0 to be expressed as follows:
(k − 2)λ3 − 2(k − 1)λ2 + kλ1 < 0 . (B.1)
Page 20 of 23AUTHOR SUBMITTED MANUSCRIPT - JPhysA-110893.R2
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
A
ce
p e
d M
an
us
cr
pt
Bifurcations in synergistic epidemics 21
This condition is satisfied for any value of α and β ∈ B, where
B =

(
−ln
(
k
k− 2
)
, 0
)
for S-synergy(
0, ln
(
k
k− 2
))
for I-synergy
(B.2)
From Eqs. (12) and (16) it is clear that the SNT crossing bifurcation point belongs to
B for both S- and I-synergy.
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